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Abstract
In this paper we consider the homogenization problem for a nonlocal equation that involve different smooth
kernels. We assume that the spacial domain is divided into a sequence of two subdomains An ∪ Bn and we have
three different smooth kernels, one that controls the jumps from An to An, a second one that controls the jumps
from Bn to Bn and the third one that governs the interactions between An and Bn. Assuming that χAn(x)→ X(x)
weakly-* in L∞ (and then χBn(x)→ (1−X)(x) weakly-* in L
∞) as n→ ∞ we show that there is an homogenized
limit system in which the three kernels and the limit function X appear. We deal with both Neumann and Dirichlet
boundary conditions. Moreover, we also provide a probabilistic interpretation of our results.
1 Introduction
Our main goal in this paper is to study the homogenization that occurs when one deals with nonlocal problems with
different non-singular kernels in that act in different domains.
Consider a partition of the ambient space into two subdomains A, B, and consider a nonlocal problem in which we
have three different smooth kernels. One (that we call J) that measure the probability of jumping from A to A (J(x, y)
is the probability that a particle that is at x ∈ A moves to y ∈ A), another one (G) that is involved in jumps from B to
B and a third one (R) that gives the interactions between A and B. When we look at the stationary problem associated
with this jump process with three different kernels, we obtain a nonlocal problem of the form
f(x) = χA(x)
∫
A
J(x, y)(u(y)− u(x))dy + χA(x)
∫
B
R(x, y)(u(y)− u(x))dy
+χB(x)
∫
A
R(x, y)(u(y)− u(x))dy + χB(x)
∫
B
G(x, y)(u(y)− u(x))dy.
Here χA and χB denote the characteristic functions of A and B respectively.
This equation can also be written as a system,
f(x) =
∫
A
J(x, y)(u(y)− u(x))dy +
∫
B
R(x, y)(u(y)− u(x))dy, x ∈ A,
f(x) =
∫
A
R(x, y)(u(y)− u(x))dy +
∫
B
G(x, y)(u(y)− u(x))dy, x ∈ B.
Remark that the involved kernels can be of convolution type, that is, we could have for instance, J(x, y) = J(x− y)
(this special form of the kernels is often used in applications). However, we only use in our arguments that the kernels
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V = J , G and R are non-singular functions which satisfy the following hypotheses that will be assumed from now on
(H)
V ∈ C(RN × RN ,R) is non-negative with V (x, x) > 0, V (x, y) = V (y, x) for every x, y ∈ RN , and∫
RN
V (x, y) dy = 1.
Now, in this setting, we consider a sequence of partitions, An, Bn, of a fixed domain Ω,
Ω = An ∪Bn,
and assume that we have weak convergence of the characteristic functions of An and Bn as n→∞,
χAn(x)→ X(x) weakly-* in L
∞(Ω), (1.1)
and consequently, we have
χBn(x)→ (χΩ −X)(x) weakly-* in L
∞(Ω).
Our main goal is to pass to the limit as n→∞ in the sequence of solutions, un, to the nonlocal problem associated
with the partition An, Bn. We consider both the homogeneous Neumann and Dirichlet problems. Our main results can
be summarized as follows (see Section 2 for more precise statements):
Theorem 1.1 (Main Theorem). For any partition An, Bn, there exists a unique solution to our nonlocal problem.
Assuming (1.1), there is a weak limit of un in L
2 as n→∞ and this limit is characterized as being the sum of the two
components of an associated limit system for which we have uniqueness. Moreover, we show that there is a corrector
type result, that is, if we add an extra term (the corrector) to the sequence un we obtain strong convergence in L
2.
For this limit homogenization procedure we have an interpretation in probabilistic terms analyzing the evolution of
a particle that moves in Ω, see Section 2.
Now let us end with brief description of previous results and comment on the ideas and difficulties involved in our
proofs.
Nonlocal equations with smooth kernels like the ones considered here has been widely studied and used in the
literature as models in different applied scenarios, see for example, [1, 2, 6, 8, 10, 11, 12, 13, 15, 16]. Here we have a
model in which the jumping probabilities depends on three different kernels J , G and R that act in different parts of
the domain (thus, our model problem can be seen as a coupling between nonlocal equations in A and B). For other
couplings (even considering local equations and nonlocal ones, we refer to [5, 11, 12, 13, 14, 17, 16, 19].
Homogenization for PDEs is by now a classical subject that originated in the study of the behaviour of the solutions
to elliptic and parabolic local equations with highly oscillatory coefficients (periodic homogenization). We refer to
[3, 9, 25] as general references for the subject. For other kinds of homogenization for pure nonlocal problems with one
kernel we refer to [21, 22, 23]. For homogenization results for equations with a singular kernel we refer to [7, 24, 27]
and references therein. We emphasize that those references deal with homogenization in the coefficients involved in the
equation. For random homogenization of an obstacle problem we refer to [4]. For mixing local and nonlocal processes
we refer to [5]. Here we deal with an homogenization problem that is different in nature with the ones treated in the
previously mentioned references as we homogenize mixing three different jump operators with smooth kernels.
Finally, let us describe the main ingredients that appear in the proofs. First, we show weak convergence along
subsequences of un, χAnun and χBnun (these convergences comes from a uniform bound in L
2). Next, we find the
system that these limits verify. This part of the proof is delicate since we have to pass to the limit in the eek form of the
equation that involves terms like χBn(x)χAn(y)un(y)J(x − y) and we only have weak convergence of χBn and χAnun.
Here we need to rely on the continuity of J and use the fact that the product χBn(x)χAn(y)un(y)J(x− y) involves two
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different variables, x and y. Finally, we show uniqueness of the limit by proving uniqueness of solutions to the limit
system.
The paper is organized as follows: in Section 2 we state our main results; in Section 3 we provide a probabilistic
interpretation to both, Neumann and Dirichlet problems; Section 4 we deal with the Neumann case and, finally, in
Section 5 we consider the Dirichlet problem.
2 Statements of the main results
2.1 The Neumann problem
We first deal with Neumann boundary conditions. The domain Ω is divided in two subdomains An, Bn depending on a
parameter n,
Ω = An ∪Bn, An ∩Bn = ∅.
Assume that (1.1) holds. For each n, we consider,
f(x) = χAn(x)
∫
An
J(x, y)(un(y)− un(x))dy + χAn(x)
∫
Bn
R(x, y)(un(y)− un(x))dy
+χBn(x)
∫
An
R(x, y)(un(y)− un(x))dy + χBn(x)
∫
Bn
G(x, y)(un(y)− un(x))dy,
(2.2)
for x ∈ Ω.
Associated with this nonlocal problem we have an energy
En(u) =
1
4
∫
An
∫
An
J(x, y)(u(y) − u(x))2dy dx+
1
4
∫
Bn
∫
Bn
G(x, y)(u(y)− u(x))2dy dx
+
1
2
∫
An
∫
Bn
R(x, y)(u(y)− u(x))2dy dx−
∫
Ω
f(x)u(x) dx.
(2.3)
Existence and uniqueness of the solutions to (2.2) which is also a minimizer of (2.3) in
W =
{
u ∈ L2(Ω) :
∫
Ω
u = 0
}
(2.4)
is shown in Theorem 4.1 assuming f ∈ W . Next, we deal with the homogenization procedure and study the limit as
n→∞.
Theorem 2.1. Let {un} ⊂W be a family of solutions of (2.2). Then, there exists a unique (uA, uB) ∈ L2(Ω)× L2(Ω)
with
∫
Ω{uA(x) + uB(x)}dx = 0 and
χAnun ⇀ uA and χBnun ⇀ uB weakly in L
2(Ω).
The pair (uA, uB) is characterized as being the unique solution to the following system
X(x)f(x) =
∫
Ω
J(x, y) [X(x)uA(y)−X(y)uA(x)] dy
+
∫
Ω
R(x, y) [X(x)uB(y)− uA(x)(1 −X(y))] dy,
(2.5)
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and
(1−X(x))f(x) =
∫
Ω
R(x, y) [uA(y)(1−X(x))− uB(x)X(y)] dy
+
∫
Ω
G(x, y) [uB(y)(1−X(x))− uB(x)(1 −X(y))] dy.
(2.6)
Notice that in this homogenization procedure there is a nonlocal system instead of a single equation (the sum of uA
and uB does not verify a single equation). This is due to the fact that the original problem can be written as a system.
As a consequence of the fact that (uA, uB) is the unique solution to the (2.5), we have that uA and uB also satisfy
the equation
f(x) =
∫
Ω
J(x, y) [X(x)uA(y)−X(y)uA(x)] dy +
∫
Ω
G(x, y) [(1−X(x))uB(y)− (1−X(y))uB(x)] dy
+
∫
Ω
R(x, y) [(1 −X(x))uA(y)− (1 −X(y))uA(x) +X(x)uB(y)−X(y)uB(x)] dy.
(2.7)
Let us now consider the extreme cases X(x) = 0 or X(x) = 1 in Ω. In this case, the limit problem is given by a
scalar equation defined for just one kernel. Also, we obtain strong convergence of the solutions.
Corollary 2.1. Assume X(x) = 0 a.e. x ∈ Rn. Then, the first component of the limit system is zero,
uA(x) = 0 a.e. x ∈ Ω,
we have strong convergence
un → uB strongly in L2(Ω),
and the homogenized equation is given by
f(x) =
∫
Ω
G(x, y) (uB(y)− uB(x)) dy.
Notice that an analogous result can be shown assuming X(x) = 1 in Ω.
Corollary 2.2. Assume X(x) = 1 a.e. x ∈ Ω. Then
uB(x) = 0 a.e. x ∈ Ω,
un → uA strongly in L2(Ω),
and the homogenized equation is given by
f(x) =
∫
Ω
J(x, y) (uA(y)− uA(x)) dy.
Both cases, X(x) = 0 or X(x) = 1, can be seen as a kind of performing weakly perforations in Ω setting a prevailing
situation at the limit equation, see [22].
Finally, let us give a corrector result for the solutions of the Neumann problem (2.2). In order to do that, we need
to assume 1 > X(x) > 0 uniformly in Ω. Let
ωn(x) =
χAn(x)uA(x)
X(x)
+
χBn(x)uB(x)
1−X(x)
.
Then, we have the following theorem.
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Theorem 2.2. Let us assume the there exist two constants c0 > 0 and c1 > 0 such that
1− c1 ≥ X(x) ≥ c0 > 0, ∀x ∈ Ω. (2.8)
Then ∥∥∥∥un −
(
ωn −
∫
Ω
ωn dx
)∥∥∥∥
L2(Ω)
→ 0 as n→ +∞. (2.9)
In this result, we have the flavor of the classical corrector approach introduced in [3].
2.2 The Dirichlet problem
Now we divide the whole RN in two disjoint subdomains An, Bn depending on a parameter n,
R
N = An ∪Bn, An ∩Bn = ∅.
Let χAn and χBn be the characteristic functions of An and Bn respectively. We will assume
χAn(x)→ X weakly-* in L
∞(RN ).
Consequently,
χBn(x)→ 1−X weakly-* in L
∞(RN ).
As before, we assume that we have three different kernels J , G and R. The kernel J controls the jumps from An
to An, J(x − y) is the probability that a particle that is at x ∈ An moves to y ∈ An; G from Bn to Bn and finally R
controls the jumps from An to Bn.
The Dirichlet problem. For x ∈ Ω we have
f(x) = χAn(x)
∫
An
J(x, y)(un(y)− un(x))dy + χAn(x)
∫
Bn
R(x, y)(un(y)− un(x))dy
+χBn(x)
∫
An
R(x, y)(un(y)− un(x))dy + χBn(x)
∫
Bn
G(x, y)(un(y)− un(x))dy
x ∈ Ω (2.10)
and we impose that
u(x) ≡ 0, x 6∈ Ω.
Associated with this nonlocal problem we have an energy for functions in the space
WDir =
{
u ∈ L2(RN ) : u = 0 in RN \ Ω
}
(2.11)
given by
En(u) =
1
4
∫
An
∫
An
J(x, y)(u(y) − u(x))2dy dx+
1
4
∫
Bn
∫
Bn
G(x, y)(u(y)− u(x))2dy dx
+
1
2
∫
An
∫
Bn
R(x, y)(u(y)− u(x))2dy dx−
∫
Ω
f(x)u(x) dx.
(2.12)
Existence and uniqueness of the solution to (2.10) which is obtained as the unique minimizer of (2.12) in WDir is
shown in Theorem 5.1 assuming f ∈ L2(Ω) (there is no need to assume that the mean value of f is zero here).
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Theorem 2.3. Let {un} be a family of solutions of (2.10). Then, there exists a unique pair (uA, uB) ∈ L2(Ω)× L2(Ω)
with uA(x) = uB(x) ≡ 0 for x ∈ RN\Ω and
χAnun ⇀ uA and χBnun ⇀ uB weakly in L
2(Ω),
such that, for x ∈ Ω, uA and uB satisfy the following system
X(x)f(x) =
∫
RN
J(x, y) [X(x)uA(y)−X(y)uA(x)] dy
+
∫
RN
R(x, y) [X(x)uB(y)− uA(x)(1 −X(y))] dy,
(2.13)
and
(1−X(x))f(x) =
∫
RN
R(x, y) [uA(y)(1−X(x))− uB(x)X(y)] dy
+
∫
RN
G(x, y) [uB(y)(1−X(x))− uB(x)(1 −X(y))] dy.
(2.14)
As a consequence, we have that uA and uB also satisfy
f(x) =
∫
RN
J(x, y) [X(x)uA(y)−X(y)uA(x)] dy +
∫
RN
G(x, y) [(1−X(x))uB(y)− (1−X(y))uB(x)] dy
+
∫
RN
R(x, y) [(1−X(x))uA(y)− (1−X(y))uA(x) +X(x)uB(y)−X(y)uB(x)] dy.
As in the Neumann problem, we obtain from the homogenization procedure a nonlocal system instead of a single
equation since the sum of uA and uB does not verify a single one.
Also, one can notice that the homogenized systems for Neumann and Dirichlet problems present quite similar
expressions. They differ by the integration domain and space where the solutions belong.
Next, let us consider a particular partition to the whole RN . We assume that χAn → 1 as n → ∞. Thus, we are
assuming X(x) ≡ 1 in Ω. The other case Ω ⊂ Bn for all n (i.e. X(x) ≡ 0 in Ω) is analogous and is left to the reader.
Corollary 2.3. Suppose that
χAn → 1 as n→∞.
Then, un → uA strongly in L
2(Ω) and the homogenized equation is given by
f(x) =
∫
RN
J(x, y)(uA(y)− uA(x))dy.
We finish this section mentioning the validity of a corrector result for the Dirichlet problem (2.10) under the same
conditions assumed in Theorem 2.2.
Theorem 2.4. Let us assume the there exist c0 and c1 > 0 such that
1− c1 ≥ X(x) ≥ c0 > 0, ∀x ∈ Ω,
and let us set
ψn(x) =
χAn(x)uA(x)
X(x)
+
χBn(x)uB(x)
1−X(x)
.
Then, ∥∥∥un − ψn∥∥∥
L2(Ω)
→ 0 as n→ +∞.
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3 The stochastic model
In this section we provide the details of a probabilistic interpretation of our original model and the obtained homoge-
nization results. To be in a probabilistic context we assume that∫
Ω
J(x, y)dy = 1,
∫
Ω
R(x, y)dy = 1,
∫
Ω
G(x, y)dy = 1, ∀x ∈ Ω.
3.1 The Neumann problem
We want to analyze the evolution of a particle that moves in Ω. To describe the movements of the particle we intro-
duce three families
{
E1k
}
k∈N
,
{
E2k
}
k∈N
and
{
E3k
}
k∈N
of independent random variables with exponential distribution of
parameter 1/3 (we think about them as having three independents clocks). Define
Υk := min
i∈{1,2,3}
{
Eik
}
, ∀k ∈ N.
The set {Υk}k∈N is a family of independent random variables distributed as an exponential of parameter 1. Fixing
τ0 = 0, we define recursively the random times
τk = τk−1 +Υk, ∀k ∈ N.
We denote by Yn (t) the position of the particle at time t. The evolution of the particle is described as follows. At the
times {τk} the particle chooses a site y ∈ Ω according to the kernels J , R or G (that is given by the clock that rings,
that is, the random variable that realizes the minimum in mini∈{1,2,3}
{
Eik
}
). The jumps from a site in An to another
site in An are ruled by J , the jumps between An and Bn (or vice versa) are ruled by R, the jumps from a site in Bn to a
site in Bn are ruled by G. More precisely, if Υk = E
1
k the particle chooses a site y ∈ Ω according to J (Yn(τk−1), y) and
it jumps on it only if Yn(τk−1) ∈ An and y ∈ An otherwise the particle remains in its current position. If Υk = E
2
k the
particle chooses a site y ∈ Ω according to the kernel R (Yn(τk−1), y) and it jumps on it only if Yn(τk−1) ∈ An (or in Bn)
and y ∈ Bn (or in An respectively). Finally if Υk = E3k the particle chooses a site y ∈ Ω according to G (Yn(τk−1), y)
and it jumps on it only if Yn(τk−1) ∈ Bn and y ∈ Bn.
The process Yn(t) is a Markov process whose generator Ln is defined on functions f ∈ C (An) ∩ C (Bn) as
Lnf(x) = χAn (x)
∫
Ω
χAn (y)J (x, y) (f (y)− f (x)) dy + χBn (x)
∫
Ω
χBn (y)G (x, y) (f (y)− f (x)) dy
+χAn (x)
∫
Ω
χBn (y)R (x, y) (f (y)− f (x)) dy + χBn (x)
∫
Ω
χAn (y)R (x, y) (f (y)− f (x)) dy.
In the next lemma we give an explicit expression of the solution of our Neumann problem (2.2) in terms of the process
(Yn(t))t. Given x ∈ Ω, in what follows we denote by P
x the probability measure defined on the canonical probability
space of the process starting at x at time t = 0. This means that
P x (Yn(0) = x) = 1.
Moreover we will use Ex [·] to the denote the expectation respect to the probability P x.
Lemma 3.1. Let f ∈W and un be the solution of the Neumann problem (2.2). Then
un(x) = −
∫ ∞
0
E
x [f (Yn(t))] dt, x ∈ Ω.
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Proof. Consider the evolution problem associated with the generator Ln defined in (3.1), with initial datum v0 ∈
W ∩ L∞
(
Ω
)
and right hand side f(x) ∈W ,


∂vn
∂t
(x, t) = Lnvn(x, t)− f(x), x ∈ Ω, t > 0,
vn(x, 0) = v0(x), x ∈ Ω.
By Theorem 2.15 in [20] we can write
vn(x, t) = Sn(t)v0(x)−
∫ t
0
Sn(t− s)f(x) ds,
where Sn(·) is the semigroup associated to the generator Ln.
Since Sn(t)f(x) = E
x [f (Yn(t))], we can interpret vn(x, t) as the expected total amount that is collected assuming
that f(x) is a running payoff and that v0 is the initial payoff. That is,
vn(x, t) = E
x [v0 (Yn(t))]−
∫ t
0
E
x [f(Yn(s))] ds. (3.15)
The solution un of the Neumann problem (2.2) is given by
un(x) = lim
t→∞
vn(x, t)
and therefore, by (3.15), we get that
un(x) = lim
t→∞
{
E
x [v0(Yn(t))] −
∫ t
0
E
x [f(Yn(s)] ds
}
= lim
t→∞
E
x [v0(Yn(t))]−
∫ ∞
0
E
x [f(Yn(s))] ds.
To conclude the proof it is enough to show that
lim
t→∞
E
x [v0(Yn(t))] = 0, (3.16)
independently on the initial condition v0 ∈ W ∩L∞
(
Ω
)
. From now on, we useM1
(
Ω
)
to denote the space of probability
measures on Ω and, for every µ ∈ M1
(
Ω
)
, we use µS(t) to denote the measure in M1
(
Ω
)
such that∫
Ω
f d (µS(t)) =
∫
Ω
S(t)f dµ, ∀f ∈ C (An) ∩ C (Bn) .
To prove (3.16) we show that
• the process (Yn(t))t has a unique invariant measure given by
ν∗ (dx) =
dx∣∣Ω∣∣ ,
• for every n ∈ N there exists
lim
t→∞
δxSn(t),
where δx is the Dirach measure in Ω centered at x.
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Indeed, once we show the two conditions above, by Proposition 1.8 in [20] we can conclude that
Yn(t)
D
−−−→
t→∞
Yn(∞),
where Yn(∞) is distributed according to the invariant measure ν∗ and therefore
lim
t→∞
E
x (v0(Yn(t))) = E
x (v0(Yn(∞))) =
∫
Ω
v0(x)ν
∗(dx) =
1∣∣Ω∣∣
∫
Ω
v0(x)dx = 0, ∀v0 ∈ W ∩ L
∞
(
Ω
)
.
In the previous step we used that, by dominated convergence Theorem, we can write
lim
t→∞
E
x (v0(Yn(t))) = E
x (v0(Yn(∞))) .
Limit (3.16) is then proved.
We prove now the first of the two conditions. By Proposition 1.8 in [20] we know that the set of the invariant
measures of the process (Yn(t))t is given by
In =
{
ν ∈ M1(Ω) :
∫
Ω
Lnfdν = 0, ∀f ∈ C (An) ∩ C (Bn)
}
.
The measure ν∗(dx) :=
dx∣∣Ω∣∣ ∈ In because ν∗ is a solution of∫
Ω
Lnfdν = 0, ∀f ∈ C (An) ∩ C (Bn) . (3.17)
To conclude that ν∗ is the unique probability measure solution of (3.17) we need to show that, if ν is such that (3.17)
holds, then there exists k ∈ R such that ν = kν∗. Let ν be a solution of (3.17) and consider F : C (An) ∩ C (Bn) → R
and G : C (An) ∩ C (Bn)→ R, the two linear operators defined as
F (g) :=
1
|Ω|
∫
Ω
g(x)dx, G(g) :=
∫
Ω
g(x)ν(dx), ∀g ∈ C (An) ∩C (Bn) .
Fix h ∈ C (An) ∩C (Bn) such that
∫
Ω
h(x)dx = 0. There exists a unique fn,h ∈ C (An) ∩ C (Bn) solution to
Lnfn,h(x) = h(x)
with
∫
Ω
h(x)dν = 0. This implies that F (h) = 0 and also G(h) = 0, hence ker(F ) ⊆ ker(G) and consequently there
exists k ∈ R such that G(g) = kF (g), for all g ∈ C (An) ∩ C (Bn). This allows to conclude that
ν(dx) =
k∣∣Ω∣∣dx.
We prove now the second condition. Since Ω is compact, the set M1
(
Ω
)
endowed with the weak topology is also
compact (see Theorem 3.4 in [26]). Therefore the family (δxSn(t))t∈[0,∞) is relatively compact in M1(Ω) and, by the
first condition and Proposition 1.8 in [20], we can conclude that any sequence (δxSn(tk))k∈N is convergent and
lim
tk→∞
δxSn(tk) = ν
∗.
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This is enough to conclude that
lim
t→∞
δxSn(t) = ν
∗
and therefore our second condition holds.
From Lemma 3.1 we have that the solution un to the Neumann problem (2.2) can be seen as
un(x) = −
∫ ∞
0
E
x [f (Yn(t))] dt, x ∈ Ω.
Now, our result, Theorem 2.1, says that the limit as n→∞ of un is given by the sum of the components of the pair
(uA, uB) ∈ L
2(Ω) × L2(Ω) that is a solution to the limit system (2.5)–(2.6). Therefore, we have obtained the limit as
n→∞ of the expected value of f along the trajectories of the process Yn starting at x,
−
∫ ∞
0
E
x [f (Yn(t))] dt,
as
lim
n→∞
un(x) = lim
n→∞
−
∫ ∞
0
E
x [f (Yn(t))] dt = uA(x) + uB(x), x ∈ Ω.
3.1.1 The Dirichlet problem
Concerning the Dirichlet problem, the movement of the particle obeys the same rules as before, but now the particle is
allowed to jump outside Ω, and, as soon as this happens, the particle is killed and disappears from the system. In this
new model we denote by Zn(t) the position of the particle in Ω and we suppose (as we did before, but this time in the
whole RN ) that we have probability kernels in our equations, that is,∫
RN
J(x, y)dy = 1,
∫
RN
R(x, y)dy = 1,
∫
RN
G(x, y)dy = 1, ∀x ∈ Ω.
The process (Zn(t))t≥0 is a Markov process whose generator Ln is defined on functions f ∈ C (An) ∩ C (Bn) such that
suppf ⊆ Ω as
Lnf(x) = χ{An∩Ω} (x)
∫
RN
χAn (y)J (x, y) (f (y)− f (x)) dy + χ{Bn∩Ω} (x)
∫
RN
χBn (y)G (x, y) (f (y)− f (x)) dy
+ χ{An∩Ω} (x)
∫
RN
χBn (y)R (x, y) (f (y)− f (x)) dy + χ{Bn∩Ω} (x)
∫
RN
χAn (y)R (x, y) (f (y)− f (x)) dy.
(3.18)
The probability that the particle situated in a site x ∈ Ω is killed in one jump is given by
qn(x) :=χ{An∩Ω} (x)
(∫
Ω
c
χAn (y)J (x, y) dy +
∫
Ω
c
χBn (y)R (x, y) dy
)
+ χ{Bn∩Ω} (x)
(∫
Ω
c
χAn (y)R (x, y) dy +
∫
Ω
c
χBn (y)G (x, y) dy
)
.
(3.19)
In what follows, to simplify the exposition, we suppose that
qinfn := inf
x∈Ω
qn(x) > 0, (3.20)
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and we comment in Remark 3.1 how to deal with the general case in which the particle has a uniformly positive
probability of being killed in less than a finite number of jumps.
In the next lemma we give the probabilistic interpretation of the solution to the Dirichlet problem (2.10) in terms of
the process (Zn(t))t.
Lemma 3.2. Let f ∈ L∞(Ω) and un be the solution of (2.10). Let sn := inf
{
t ≥ 0 : Zn(t) 6∈ Ω
}
be the first time at
which the process jumps outside Ω. Then,
P x (sn <∞) = 1, x ∈ Ω, (3.21)
and
un(x) = −E
x
[∫ sn
0
f (Zn(t)) dt
]
, x ∈ Ω. (3.22)
Proof. We prove (3.21) by showing the stronger property
E
x [sn] <∞. (3.23)
Observe that
E
x [sn] =
∫ ∞
0
P x (sn > t) dt =
∫ ∞
0
∫
Ω
νnt (dy) dt, (3.24)
where νnt (dy) is the probability measure on R
N such that
P x (Zn(t) ∈ A) =
∫
A
νnt (dy),
for every measurable A ⊆ RN . By Lemma A.5.1 in [18], the probability measure νnt (dy) satisfies

d
dt
∫
Ω
g(y)νnt (dy) =
∫
RN
Lng(y)ν
n
t (dy) , t > 0,∫
Ω
c
g(y)νnt (dy) = 0, t > 0,∫
RN
g(y)νn0 (dy) = g(x),
(3.25)
for every g ∈ C(An) ∩ C(Bn) such that suppg ⊆ Ω. Recall the expression of Ln given in (3.18) and take g(x) = χΩ(x)
in (3.25). We obtain that
d
dt
∫
Ω
νnt (dy) =
∫
RN
{
− χ{An∩Ω} (y)
(∫
Ω
c
χAn (z)J (y, z)dz +
∫
Ω
c
χBn (z)R (y, z)dz
)
− χ{Bn∩Ω} (y)
(∫
Ω
c
χAn (z)R (y, z)dz +
∫
Ω
c
χBn (z)G (y, z)dz
)}
νnt (dy).
(3.26)
In the previous step we used that since supp g ⊆ Ω and J,R and G are symmetric∫
RN
χ{D∩Ω} (y)
(∫
RN
χE (z)V (y, z) (g (z)− g (y)) dz
)
dνnt (dy)
=
∫
Ω
∫
Ω
χD (y)χE(z)V (y, z) (g (z)− g (y)) dz dν
n
t (dy)−
∫
Ω
χD (y) g(y)
(∫
Ω
c
χE (z)V (y, z)dz
)
dνnt (dy)
= −
∫
RN
χ{D∩Ω} (y) g(y)
(∫
Ω
c
χE (z)V (y, z)dz
)
dνnt (dy),
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for every V ∈ {J,R,G} and D,E ∈ {An, Bn}.
Recall the definition of qn(·) and qinfn given in (3.19) and (3.20) respectively, by (3.26) we can write that
d
dt
∫
Ω
νnt (dy) =
∫
Ω
−qn(y)ν
n
t (dy) ≤ −q
inf
n
∫
Ω
νnt (dy).
Therefore ∫
Ω
νnt (dy) ≤ e
−qinfn t
∫
Ω
νn0 (dy) = e
−qinfn t. (3.27)
By (3.24) and (3.27) we get that
E
x (sn) ≤
∫ ∞
0
e−q
inf
n tdt =
1
qinfn
.
This concludes the proof of (3.23).
We prove now (3.22). If f ∈ L∞(Ω) also un ∈ L∞(Ω). Therefore, by Lemma A.5.1 of [18] we know that
Mn (t) := un (Zn (t))− un (Zn (0))−
∫ t
0
Lnun (Zn (s)) ds (3.28)
is a martingale with respect to the natural filtration generated by the process. Once we prove that (Mn (t ∧ sn))t≥0 is
uniformly integrable, that is
lim
K→∞
sup
t∈[0,∞)
∫
{|Mn(t∧sn)|>K}
|Mn(t ∧ sn)| dP
x = 0, (3.29)
by the Doob’s Optional Stopping Theorem (see [28]) we obtain that Ex [Mn (sn)] = E
x [Mn (0)] = 0 and consequently
E
x
[∫ sn
0
Lnun (Zn (s)) ds
]
= Ex [Zn (sn)]− un(x)
= −un(x).
(3.30)
Since un is the solution of (2.10), by (3.30), we get (3.22). Therefore to conclude it remains just to show (3.29). By
(3.28) we get that
|Mn(t ∧ sn)| ≤ 2 ‖un‖∞ + 8sn ‖un‖∞ , ∀t ≥ 0. (3.31)
Therefore, for every t ≥ 0 and K ≥ 0, it holds the following inclusion of events
{|Mn(t ∧ sn)| > K} ⊆
{
sn >
K − 2 ‖un‖∞
8 ‖un‖∞
}
. (3.32)
To simplify the notation we set
An,K :=
{
sn >
K − 2 ‖un‖∞
8 ‖un‖∞
}
.
From (3.31) and (3.32) we get that
sup
t∈[0,∞)
∫
{|Mn(t∧sn)|>K}
|Mn(t ∧ sn)| dP
x ≤ sup
t∈[0,∞)
∫
{|Mn(t∧sn)|>K}
(2 ‖un‖∞ + 8sn ‖un‖∞) dP
x
≤ 2 ‖un‖∞ P
x (An,K) + 8 ‖un‖∞
∫
An,K
sndP
x.
(3.33)
By (3.23) we can conclude that the limit of the right hand side of (3.33) converges to 0 as K →∞. Therefore (3.29) is
proved.
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As for the Neumann case, we have that our homogenization result for un given in Theorem 2.3 (the limit as n→∞
of un is given by the sum of the components of the pair (uA, uB) ∈ L2(Ω)×L2(Ω) that solves (2.13)–(2.14)) implies the
limit of the expected value of f along the trajectories of the process Zn until the particle jumps off Ω (and gets killed),
un(x) = −E
x
[∫ sn
0
f (Zn(t)) dt
]
,
is given by
lim
n→∞
un(x) = lim
n→∞
−Ex
[∫ sn
0
f (Zn(t)) dt
]
= uA(x) + uB(x), x ∈ Ω.
Remark 3.1. First, let us see that the particle has a uniformly positive probability of being killed in less than a finite
number of jumps. To this end recall that we assumed hypothesis (H) and then we have that there exists c > 0 and
δ > 0 such that
V (x, y) ≥ c > 0, ∀y ∈ Bδ(x)
for any of the three kernels, V = J,G or R, and for every x ∈ Ω.
Now, we observe that for x in a narrow strip around ∂Ω,
x ∈ Γ1 = {x ∈ Ω : dist(x, ∂Ω) < δ/2},
we have that the probability of jumping outside Ω in one jump is strictly positive (uniformly in the strip). With a
similar argument, we get that the probability of reaching Γ1 in one jump starting from a point in Γ2 = {x ∈ Ω :
dist(x,Γ1) < δ/2} is also strictly positive (uniformly) and therefore the probability of exiting the domain in two jumps
starting from x ∈ Γ2 is uniformly positive (we have a positive probability of reaching Γ1 in the first jump and a
positive probability of exiting from there in the next jump). Repeating this argument we find a finite number of strips
Γj = {x ∈ Ω : dist(x,Γj−1) < δ/2}, j = 1, ...,K, such that Ω = ∪Kj=1Γj (recall that we assumed that Ω is bounded),
with a uniform positive probability of reaching Γj−1 starting at a point in Γj in one jump. Hence, we have that the
probability of reaching RN \Ω in less than K + 1 jumps starting at any point in Ω is uniformly bounded below.
The property that the particle jumps outside Ω with a uniform positive probability in a finite number of jumps can
be also obtained when, for example, J ≡ 0 (there are no jumps from An to An), but assuming that R and G have a
large support. For example, we have that
P
(
jumping from Ω to RN \ Ω in one jump
)
≥ min
{∫
Bn∩Ω
∫
An∩Ω
c
R(x, y) dydx;
∫
An∩Ω
∫
Bn∩Ω
c
R(x, y) dydx
}
> 0,
is strictly positive in Ω when the support of R is large. Similar bounds can be obtained for the exiting probability in
two jumps, passing first from An ∩ Ω to Bn ∩Ω using R and then from Bn ∩ Ω to RN \ Ω, using R or G, etc.
Now, when we have that the probability of exiting the domain in K+1 jumps is strictly bounded below by a positive
constant we can use our previous reasoning to obtain that the stopping times are finite almost surely. Let us consider
the process Wn(t) bound from Zn(t) in the following way: for Wn(t) we stay at the location until the previous process
Zn(t) jumps K+1 times and at this time we move the position of the particle to the position of Zn(tK+1) or we kill the
particle if according to the process Zn(t) we humped outside of Ω in the first K + 1 jumps (notice that Wn makes only
one jump while Zn makes K + 1 jumps in the same time interval). Call s˜n the stopping time associated with Wn(t),
that is, the first time at which Wn(t) jumps outside Ω. We trivially have
s˜n ≥ sn
(since when the process Zn(t) jumps outside Ω the process Wn(t) also jumps outside but at a later time (it has to wait
K + 1 rings of the clock to move)).
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This process Wn(t) is also a jump process in R
N (with a generator L˜n that can be obtained iterating Ln K + 1
times) that has a uniform positive probability of exiting the domain Ω in only one jump (notice that we have proved
that Zn(t) has a positive uniform probability of exiting in less than K + 1 jumps). Therefore, our previous arguments
can be applied to this setting (we have a jump process with a uniformly positive probability of exiting in one jump) and
we obtain that
E
x [sn] ≤ E
x [s˜n] <∞,
proving that
P x (sn <∞) = 1, x ∈ Ω.
From this point, the proof of the desired statement,
un(x) = −E
x
[∫ sn
0
f (Zn(t)) dt
]
, x ∈ Ω,
runs exactly as before.
4 The Neumann problem
In this section we present the proofs of the results concerning to the Neumann problem (2.2). First, we need to establish
an auxiliary result that helps us to prove existence and uniqueness of solutions to (2.2) as well as to obtain a uniform
bound (uniform in terms of being independent of n) for the solutions.
Now, let us consider the generalized eigenvalue for the Neumann problem (2.2). Let us introduce
Φ(A,B, V )w :=
∫
A
∫
B
V (x, y)(w(y) − w(x))2dydx
which is set for any open bounded sets A and B ⊂ RN , V ∈ C(RN ,R) and w ∈ L2(RN ).
We consider the following quantity
λn(Ω) =
1
2
inf
u∈W, u6=0
Φ(An, An, J)u + 2Φ(An, Bn, R)u+Φ(Bn, Bn, G)u
||u||2
L2(Ω)
(4.1)
where W =
{
u ∈ L2(Ω) :
∫
Ω u(x)dx = 0
}
is the space of the measurable functions in L2(Ω) with null average set in
(2.4). We have the following:
Lemma 4.1. Let {λn(Ω)} be the family of values given by (4.1). Then, there exists a positive constant c such that
λn(Ω) > c, ∀n ≥ 1.
Proof. Let
min{J(z), G(z), R(z)} := K(z),
and assume that
K(z) ≥ c0 > 0 for |z| ≤ δ
for some positive constant c0. Notice that it is possible due to assumption (H).
Let us show that there exists a constant c > 0 (independent of n) such that
λn(Ω) ≥ c > 0.
14
Indeed, using that
∫
Ω
un(x) dx = 0, it follows from [1, Proposition 3.4] that
1
2
∫
An
∫
An
J(x, y)(un(y)− un(x))
2dydx+
∫
An
∫
Bn
R(x, y)(un(y)− un(x))
2dydx
+
1
2
∫
Bn
∫
Bn
G(x, y)(un(y)− un(x))
2dydx
≥
1
2
∫
An
∫
An
K(x, y)(un(y)− un(x))
2dydx+
∫
An
∫
Bn
K(x, y)(un(y)− un(x))
2dydx
+
1
2
∫
Bn
∫
Bn
K(x, y)(un(y)− un(x))
2dydx
≥ c0
∫
Ω
∫
Ω
χ|x−y|<δ(un(y)− un(x))
2dydx
≥ c‖un‖
2
L2(Ω)
for some constant c > 0, independent of n, where χ|x−y|<δ is the characteristic function of the set O(x) = {y ∈ R
N :
|x− y| < δ}.
Remark 4.1. Notice that we need R 6= 0 in order to get λn(Ω) > 0. In fact, if R = 0, then
un(x) =


n
|An|
x ∈ An
−
n
|Bn|
x ∈ Bn
is a function such that ∫
Ω
un(x) dx = 0,
as R = 0 and un is constant in An and in Bn we also have
1
2
∫
An
∫
An
J(x, y)(un(y)− un(x))
2dydx+
∫
An
∫
Bn
R(x, y)(un(y)− un(x))
2dydx
+
1
2
∫
Bn
∫
Bn
G(x, y)(un(y)− un(x))
2dydx = 0,
but
‖un‖L2(Ω) 6= 0.
However, J or G could be zero as long as the support of R is large enough. For example, assume that J ≡ 0 and
that the support of R is such that for every x ∈ An there exists y ∈ Bn such that R(x, y) ≥ c > 0 with c independent
of n. This condition holds for example when R is strictly positive in Ω× Ω.
Now, given a function un we can consider wn = un − c with c ∈ R a constant such that
∫
Bn
wn = 0. Take a point
x ∈ An, a point y ∈ Bn such that R(x, y) > 0 and a small radius r such that R(x′, y′) ≥ c/2 > 0 for every x′ ∈ Br(x)∩An
and every y′ ∈ Br(y) ∩Bn. Then we have∫
Br(x)∩An
|wn(x
′)|2dx′ ≤ C
∫
Br(x)∩An
∫
Br(y)∩Bn
R(x′, y′)|wn(y
′)− wn(x
′)|2dy′dx′ + C
∫
Br(x)∩Bn
|wn(y
′)|2dy′.
Using a covering argument we get∫
An
|wn(x
′)|2dx′ ≤ C
∫
An
∫
Bn
R(x′, y′)|wn(y
′)− wn(x
′)|2dy′dx′ + C
∫
Bn
|wn(y
′)|2dy′.
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Now, since
∫
Bn
wn = 0, from [1, Proposition 3.4] we have that∫
Bn
|wn(y
′)|2dy′ ≤ C
∫
Bn
∫
Bn
G(x′, y′)|wn(y
′)− wn(x
′)|2dy′dx′.
Hence we arrive to∫
Ω
|wn|
2 =
∫
An
|wn(x
′)|2dx′ +
∫
Bn
|wn(y
′)|2dy′
≤ C
∫
An
∫
Bn
R(x′, y′)|wn(x
′)− wn(y
′)|2dy′dx′ + C
∫
Bn
∫
Bn
G(x′, y′)|wn(x
′)− wn(y
′)|2dy′dx′.
In terms of un, using that
∫
Ω un = 0, we have that∫
Ω
|un|
2 = min
c∈R
∫
Ω
|un − c|
2 ≤
∫
Ω
|wn|
2
≤ C
∫
An
∫
Bn
R(x′, y′)|un(x
′)− un(y
′)|2dy′dx′ + C
∫
Bn
∫
Bn
G(x′, y′)|un(x
′)− un(y
′)|2dy′dx′.
This inequality implies that λn(Ω) > 0.
We prefer to state our results under the assumption (H) for simplicity.
On the other hand, if we have J ≡ 0 but the support of R is small in the sense that there is an open subset Dn ⊂ An
such that R(x, y) = 0 for every x ∈ Dn, and every y ∈ Bn then it holds that λn(Ω) = 0. To prove this, just consider
un = χDn , the characteristic function of Dn, and observe that∫
Ω
|un|
2 = |Dn| 6= 0,
but ∫
An
∫
Bn
R(x′, y′)|un(x
′)− un(y
′)|2dy′dx′ +
∫
Bn
∫
Bn
G(x′, y′)|un(x
′)− un(y
′)|2dy′dx′ = 0.
As a consequence of Lemma 4.1, we obtain existence and uniqueness of the solutions of the Neumann problem (2.2).
Theorem 4.1. Let W ⊂ L2(Ω) be the closed subspace given by (2.4) and assume conditions (H) under the non-singular
kernels J , R and G. Then, for each f ∈ W , there exists a unique u ∈ W satisfying equation (2.2) and being the
minimizer of the functional (2.3).
Proof. Let a :W ×W 7→ R be the following bilinear form
a(u, v) =
∫
An
v(x)
∫
An
J(x, y)(u(y)− u(x))dydx +
∫
An
v(x)
∫
Bn
R(x, y)(u(y)− u(x))dydx
+
∫
Bn
v(x)
∫
An
R(x, y)(u(y)− u(x))dydx +
∫
Bn
v(x)
∫
Bn
G(x, y)(u(y)− u(x))dydx.
(4.2)
It is not difficult to see that a is continuous, symmetric and coercive by Lemma 4.1. Thus, it follows from Lax-Milgram
Theorem that there is a unique u ∈ W satisfying
a(u, v) =
∫
Ω
f(x) v(x) dx, ∀v ∈W
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and each f ∈W given. Also, we have that the function u is the minimizer of the energy (2.3).
Finally, we conclude that u is the unique solution of (2.2) since L2(Ω) =W ⊕ [1] and∫
An
∫
An
J(x, y)(u(y) − u(x))dydx+
∫
An
∫
Bn
R(x, y)(u(y)− u(x))dydx +
∫
Bn
∫
An
R(x, y)(u(y)− u(x))dydx
+
∫
Bn
∫
Bn
J(x, y)(u(y)− u(x))dydx −
∫
Ω
f(x)dx = 0.
4.1 Proof of Theorem 2.1
Now, we are ready to prove our homogenization result.
Proof of Theorem 2.1. Uniform bounds.
It follows from (2.2) that∫
Ω
ϕf(x)dx =
∫
An
ϕ(x)
∫
An
J(x, y)(un(y)− un(x))dydx +
∫
An
ϕ(x)
∫
Bn
R(x, y)(un(y)− un(x))dydx
+
∫
Bn
ϕ(x)
∫
An
R(x, y)(un(y)− un(x))dydx +
∫
Bn
ϕ(x)
∫
Bn
G(x, y)(un(y)− un(x))dydx
(4.3)
for all ϕ ∈ L2(Ω) and n ≥ 1.
Thus, if we take ϕ = un in (4.3), we get from Lemma 4.1 that there exists c > 0 independent of n such that
‖un‖L2(Ω)‖f‖L2(Ω) ≥
1
2
∫
An
∫
An
J(x, y)(un(y)− un(x))
2dydx
+
∫
An
∫
Bn
R(x, y)(un(y)− un(x))
2dydx
+
1
2
∫
Bn
∫
Bn
G(x, y)(un(y)− un(x))
2dydx
≥ c‖un‖2L2(Ω),
and then,
‖un‖L2(Ω) ≤
1
c
‖f‖L2(Ω) (4.4)
which means that ‖un‖L2(Ω) is uniformly bounded by a positive constant independent of n.
Limit of equation (4.3) as n→∞.
Since the solutions un are uniformly bounded, it follows from (4.4) that χAnun and χBnun are also uniformly
bounded. Thus, there are uA, uB ∈ L2(Ω) such that, up to subsequences,
χAnun ⇀ uA and χBnun ⇀ uB (4.5)
weakly in L2(Ω). Also, observe that ∫
Ω
χAn(y)V (x, y)dy →
∫
Ω
X(y)V (x, y)dy
and∫
Ω
χBn(y)V (x, y)dy →
∫
Ω
(1−X)(y)V (x, y)dy
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for all x ∈ Rn where V can be any one of the kernels J , R or G, and then, we have by the Dominated Convergence
Theorem that ∫
Ω
χAn(y)V (· − y)dy →
∫
Ω
X(y)V (· − y)dy
and∫
Ω
χBn(y)V (· − y)dy →
∫
Ω
(1−X)(y)V (· − y)dy
(4.6)
strongly in L2(Ω) as n→∞.
To pass to the limit equation in (4.3), let us rewrite it as∫
Ω
ϕf(x)dx =
∫
Ω
χAnϕ(x)
∫
Ω
χAnJ(x, y)un(y)dydx −
∫
Ω
χAnϕ(x)un(x)
∫
Ω
χAnJ(x, y)dydx
+
∫
Ω
χAnϕ(x)
∫
Ω
χBnR(x, y)un(y)dydx−
∫
Ω
χAnϕ(x)un(x)
∫
Ω
χBnR(x, y)dydx
+
∫
Ω
χBnϕ(x)
∫
Ω
χAnR(x, y)un(y)dydx−
∫
Ω
χBnϕ(x)un(x)
∫
Ω
χAnR(x, y)dydx
+
∫
Ω
χBnϕ(x)
∫
Ω
χBnG(x, y)un(y)dydx−
∫
Ω
χBnϕ(x)un(x)
∫
Ω
χBnG(x, y)dydx.
(4.7)
Taking in account (4.5), (4.6) in equation (4.7), as n→∞, leads us to∫
Ω
ϕf(x)dx =
∫
Ω
X(x)ϕ(x)
∫
Ω
J(x, y)uA(y)dydx −
∫
Ω
ϕ(x)uA(x)
∫
Ω
X(y)J(x, y)dydx
+
∫
Ω
X(x)ϕ(x)
∫
Ω
R(x, y)uB(y)dydx −
∫
Ω
ϕ(x)uA(x)
∫
Ω
(1−X(y))R(x, y)dydx
+
∫
Ω
(1−X(x))ϕ(x)
∫
Ω
R(x, y)uA(y)dydx−
∫
Ω
ϕ(x)uB(x)
∫
Ω
X(y)R(x, y)dydx
+
∫
Ω
(1−X(x))ϕ(x)
∫
Ω
G(x, y)uB(y)dydx−
∫
Ω
ϕ(x)uB(x)
∫
Ω
(1−X(y))G(x, y)dydx
(4.8)
Now, we rewrite each integral of the right hand side of (4.8) as∫
Ω
X(x)ϕ(x)
∫
Ω
J(x, y)uA(y)dydx −
∫
Ω
ϕ(x)uA(x)
∫
Ω
X(y)J(x, y)dydx
=
∫
Ω
ϕ(x)
∫
Ω
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx,
(4.9)
∫
Ω
(1 −X(x))ϕ(x)
∫
Ω
G(x, y)uB(y)dydx −
∫
Ω
ϕ(x)uB(x)
∫
Ω
(1−X(y))G(x, y)dydx
=
∫
Ω
ϕ(x)
∫
Ω
G(x, y) [(1 −X(x))uB(y)− (1−X(y))uB(x)] dydx,
(4.10)
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and ∫
Ω
X(x)ϕ(x)
∫
Ω
R(x, y)uB(y)dydx−
∫
Ω
ϕ(x)uA(x)
∫
Ω
(1−X(y))R(x, y)dydx
+
∫
Ω
(1−X(x))ϕ(x)
∫
Ω
R(x, y)uA(y)dydx−
∫
Ω
ϕ(x)uB(x)
∫
Ω
X(y)R(x, y)dydx
=
∫
Ω
ϕ(x)
∫
Ω
R(x, y) [X(x)uB(y)− (1−X(y))uA(x) + (1−X(x))uA(y)−X(y)uB(x)] dydx
=
∫
Ω
ϕ(x)
∫
Ω
R(x, y) [(1−X(x))uA(y)− (1 −X(y))uA(x) +X(x)uB(y)−X(y)uB(x)] dydx.
(4.11)
Putting together (4.8), (4.9), (4.10) and (4.11), we obtain∫
Ω
f(x)ϕ(x)dx =
∫
Ω
ϕ(x)
∫
Ω
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx
+
∫
Ω
ϕ(x)
∫
Ω
R(x, y) [(1−X(x))uA(y)− (1−X(y))uA(x) +X(x)uB(y)−X(y)uB(x)] dydx
+
∫
Ω
ϕ(x)
∫
Ω
G(x, y) [(1−X(x))uB(y)− (1−X(y))uB(x)] dydx
(4.12)
which gives us the homogenized equation (2.7).
Limit for test functions χAnϕ.
Now let us consider (4.7) taking test functions as χAnϕ. Then, we have∫
Ω
χAnϕf(x)dx =
∫
Ω
χAnϕ(x)
∫
Ω
χAnJ(x, y)un(y)dydx−
∫
Ω
χAnϕ(x)un(x)
∫
Ω
χAnJ(x, y)dydx
+
∫
Ω
χAnϕ(x)
∫
Ω
χBnR(x, y)un(y)dydx−
∫
Ω
χAnϕ(x)un(x)
∫
Ω
χBnR(x, y)dydx
for any ϕ ∈ L2(Ω).
Passing to the limit the above equation leads us to∫
Ω
Xϕf(x)dx =
∫
Ω
Xϕ(x)
∫
Ω
J(x, y)uA(y)dydx−
∫
Ω
ϕ(x)uA(x)
∫
Ω
X(y)J(x, y)dydx
+
∫
Ω
Xϕ(x)
∫
Ω
R(x, y)uB(y)dydx−
∫
Ω
ϕ(x)uA(x)
∫
Ω
(1−X(y))R(x, y)dydx.
Hence, due to (4.9) and (4.11), we get that∫
Ω
Xϕf(x)dx =
∫
Ω
ϕ(x)
∫
Ω
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx
+
∫
Ω
ϕ(x)
∫
Ω
R(x, y) [X(x)uB(y)− uA(x)(1 −X(y))] dydx,
which proves limit equation (2.5).
Limit for test functions χBnϕ.
Finally we consider (4.7) taking test functions χBnϕ. We have∫
Ω
χBnϕf(x)dx =
∫
Ω
χBnϕ(x)
∫
Ω
χAnR(x, y)un(y)dydx−
∫
Ω
χBnϕ(x)un(x)
∫
Ω
χAnR(x, y)dydx
+
∫
Ω
χBnϕ(x)
∫
Ω
χBnG(x, y)un(y)dydx−
∫
Ω
χBnϕ(x)un(x)
∫
Ω
χBnG(x, y)dydx.
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Hence, we can argue as in 4.1 to get∫
Ω
(1−X(x))ϕf(x)dx =
∫
Ω
ϕ(x)
∫
Ω
R(x, y) [uA(y)(1−X(x))− uB(x)X(y)] dydx
+
∫
Ω
ϕ(x)
∫
Ω
G(x, y) [uB(y)(1 −X(x))− uB(x)(1 −X(y))] dydx
for all ϕ ∈ L2(Ω).
Finally, we prove that the solutions to the system (2.5)–(2.6) are unique. For this purpose, let (uA, uB), (vA, vB) ∈
L2(Ω)× L2(Ω) with
∫
Ω{uA + uB}dx =
∫
Ω{vA + vB}dx = 0 be two solutions of this system.
Set wA = uA − vA and wB = uB − vB. Then, from (2.5) and (2.6) one has
0 =
∫
Ω
J(x, y)[X(x)wA(y)−X(y)wA(x)]dy +
∫
Ω
R(x, y)[X(x)wB(y)− (1−X(y))wA(x)]dy (4.13)
and
0 =
∫
Ω
R(x, y)[(1 −X(x))wA(y)−X(y)wB(x)]dy +
∫
Ω
G(x, y)[(1 −X(x))wB(y)− (1−X(y))wB(x)]dy. (4.14)
Without loss of generality, we can suppose 0 < X(x) < 1 a.e. x ∈ Ω, since from equations (4.13) and (4.14), we
obtain wA = wB = 0 respectively in the sets {x ∈ Ω : X(x) = 0} and {x ∈ Ω : X(x) = 1}.
Now, multiplying (4.13) and (4.14) by wA/X and wB/(1−X) respectively, and integrating in Ω, we get
0 =
∫
Ω
(wA
X
)
(x)
∫
Ω
J(x, y)X(x)X(y)
[(wA
X
)
(y)−
(wA
X
)
(x)
]
dydx
+
∫
Ω
(wA
X
)
(x)
∫
Ω
R(x, y)[X(x)wB(y)− (1 −X(y))wA(x)]dydx
and
0 =
∫
Ω
(
wB
1−X
)
(x)
∫
Ω
R(x, y)[(1−X(x))wA(y)−X(y)wB(x)]dy
+
∫
Ω
(
wB
1−X
)
(x)
∫
Ω
G(x, y)(1 −X(x))(1 −X(y))
[(
wB
1−X
)
(y)−
(
wB
1−X
)
(x)
]
dy.
Now, we can rewrite the above equations as
0 = −
1
2
∫
Ω×Ω
J(x, y)X(x)X(y)
[(wA
X
)
(y)−
(wA
X
)
(x)
]2
dydx
+
∫
Ω×Ω
R(x, y)
[
wA(x)wB(y)−
1−X(y)
X(x)
w2A(x)
]
dydx
and
0 =
∫
Ω×Ω
R(x, y)
[
wA(x)wB(y)−
X(x)
1−X(y)
w2B(y)
]
dy
−
1
2
∫
Ω×Ω
G(x, y)(1 −X(x))(1 −X(y))
[(
wB
1−X
)
(y)−
(
wB
1−X
)
(x)
]2
dy.
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Finally, we sum the above equalities to obtain
0 =
1
2
∫
Ω×Ω
J(x, y)X(x)X(y)
[(wA
X
)
(y)−
(wA
X
)
(x)
]2
dydx
+
∫
Ω×Ω
R(x, y)(1−X(y))X(x)
[(
wB
1−X
)
(y)−
(
wA
X(x)
)
(x)
]2
dydx
+
1
2
∫
Ω×Ω
G(x, y)(1 −X(x))(1 −X(y))
[(
wB
1−X
)
(y)−
(
wB
1−X
)
(x)
]2
dy.
Hence, we can conclude that there exists a constant c such that
wA
X
(x) =
wB
1−X
(x) = c, ∀x ∈ Ω.
Since
0 =
∫
Ω
{wA + wB}dx =
∫
Ω
c{X + (1−X)}dx = c |Ω|
we obtain that c = 0, and then, wA = wB = 0 in Ω finishing the proof.
4.2 Proof of Corollaries 2.1 and 2.2
Now we consider the extreme cases X(x) = 0 or X(x) = 1 proving Corollaries 2.1 and 2.2.
Proof of Corollary 2.1. Suppose X(x) = 0 a.e. in x ∈ Rn. From the limit equation (2.5), we get that
uA(x)
∫
Ω
R(x, y)dy = 0, a.e. x ∈ Ω.
Hence, as
∫
Ω
R(x, y)dy is a strictly positive function, we have that
uA(x) = 0 a.e. ∀x ∈ Ω, (4.15)
which leads us to the limit equation∫
Ω
f(x)ϕ(x)dx =
∫
Ω
ϕ(x)
∫
Ω
G(x, y) (uB(y)− uB(x)) dydx (4.16)
where uB ∈W is the unique solution of (4.16).
Now, let us show that un → uB strongly in L2(Ω). Due to Lemma 4.1, we have that there exists c > 0, independent
of n such that the bilinear form a introduced in (4.2) satisfies
c‖un − uB‖
2
L2(Ω) ≤ a(un − uB, un − uB) ≤ a(un, un)− 2a(un, uB) + a(uB, uB). (4.17)
Also, since un satisfies (2.2), we know that
a(un, un) =
∫
Ω
fun dx →
∫
Ω
f(uA + uB) dx =
∫
Ω
fuB as n→∞,
and a (un, uB) =
∫
Ω
fuB dx ∀n.
(4.18)
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On the other side, we can pass to the limit in a(uB, uB) as in (4.8) obtaining
lim
n→∞
a(uB, uB) =
∫
Ω
X(x)uB(x)
∫
Ω
J(x, y)X(y)(uB(y)− uB(x))dydx
+
∫
Ω
X(x)uB(x)
∫
Ω
R(x, y)(1−X(y))(uB(y)− uB(x))dydx
+
∫
Ω
(1−X(x))uB(x)
∫
Ω
R(x, y)X(y)(uB(y)− uB(x))dydx
+
∫
Ω
(1−X(x))uB(x)
∫
Ω
G(x, y)(1 −X(y))(uB(y)− uB(x))dydx
=
∫
Ω
uB(x)
∫
Ω
G(x, y)(uB(y)− uB(x))dydx =
∫
Ω
fuB dx
(4.19)
since X(x) = 0 for all x ∈ Ω and uB satisfies (4.16).
Thus, it follows from (4.15), (4.17), (4.18) and (4.19) that
0 ≤ c lim
n→∞
‖un − uB‖
2
L2(Ω) ≤
∫
Ω
fuBdx − 2
∫
Ω
fuBdx+
∫
Ω
fuBdx = 0
proving the corollary.
Finally we observe that the proof of Corollary 2.2 is quite similar to the one of Corollary 2.1 and then is left to the
reader.
4.3 Proof of Theorem 2.2
Here we give a proof for Theorem 2.2 which sets a corrector family to the solutions of the Neumann problem (2.2).
Proof of Theorem 2.2. Let a be the bilinear for given by (4.2). First we notice that ωn −
∫
Ω
ωn ∈ W . Hence, as a is a
coercive form by Lemma 4.1, we know that there exists c > 0 such that
c
∥∥∥∥un −
(
ωn −
∫
Ω
ωn dx
)∥∥∥∥
2
L2(Ω)
≤ a
(
un − ωn +
∫
Ω
ωn, un − ωn +
∫
Ω
ωn
)
≤ a(un − ωn, un − ωn) + 2a
(
un − ωn,
∫
Ω
ωn
)
+ a
(∫
Ω
ωn,
∫
Ω
ωn
)
≤ a(un − ωn, un − ωn)
since
∫
Ω
ωn is constant. In this way, we will conclude the proof, if we show that
a(un − ωn, un − ωn)→ 0, as n→∞.
Recall that
a(un − ωn, un − ωn) = a
(
un −
χAnuA
X
−
χBnuB
1−X
,un −
χAnuA
X
−
χBnuB
1−X
)
= a(un, un)− 2a
(
un,
χAnuA
X
)
− 2a
(
un,
χBnuB
1−X
)
+ a
(χAnuA
X
,
χAnuA
X
)
+2a
(
χAnuA
X
,
χBnuB
1−X
)
+ a
(
χBnuB
1−X
,
χBnuB
1−X
)
.
(4.20)
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We will pass to the limit in each term of the right hand side of the previous expression. The first three terms are
easy to compute. As n→ +∞, since un satisfies (2.2), we get
a(un, un) =
∫
Ω
fun dx →
∫
Ω
f(uA + uB) dx,
a
(
un,
χAnuA
X
)
=
∫
Ω
f
χAnuA
X
dx →
∫
Ω
fuA dx, and
a
(
un,
χBnuB
1−X
)
=
∫
Ω
f
χBnuB
1−X
dx →
∫
Ω
fuB dx.
(4.21)
Next, we observe that
a
(χAnuA
X
,
χAnuA
X
)
=
∫
An
χAnuA
X
(x)
∫
An
J(x, y)
(χAnuA
X
(y)−
χAnuA
X
(x)
)
dydx
+
∫
An
χAnuA
X
(x)
∫
Bn
R(x, y)
(χAnuA
X
(y)−
χAnuA
X
(x)
)
dydx
+
∫
Bn
χAnuA
X
(x)
∫
An
R(x, y)
(χAnuA
X
(y)−
χAnuA
X
(x)
)
dydx
+
∫
Bn
χAnuA
X
(x)
∫
Bn
G(x, y)
(χAnuA
X
(y)−
χAnuA
X
(x)
)
dydx.
Recall that χAn(x) ≡ 0 in Bn, and then, we obtain
a
(χAnuA
X
,
χAnuA
X
)
=
∫
An
χAnuA
X
(x)
∫
An
J(x, y)
(χAnuA
X
(y)−
χAnuA
X
(x)
)
dydx
−
∫
An
χAnu
2
A
X2
(x)
∫
Bn
R(x, y) dydx.
Thus,
lim
n→∞
a
(χAnuA
X
,
χAnuA
X
)
=
∫
Ω
uA
X
(x)
∫
Ω
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx
−
∫
Ω
uA
X
(x)
∫
Ω
R(x, y)(1−X(y))uA(x) dydx.
(4.22)
We can argue in analogous way to obtain that
lim
n→∞
a
(
χBnuB
1−X
,
χBnuB
1−X
)
= −
∫
Ω
uB
1−X
(x)
∫
Ω
R(x, y)X(y)uB(x) dydx
+
∫
Ω
uB
1−X
(x)
∫
Ω
G(x, y) ((1−X(x))uB(y)− (1−X(y))uB(x)) dydx.
(4.23)
Next, we see that
a
(
χAnuA
X
,
χBnuB
1−X
)
=
∫
An
χAnuA
X
(x)
∫
Bn
R(x, y)
(
χBnuB
1−X
(y)−
χBnuB
1−X
(x)
)
dydx
+
∫
Bn
χAnuA
X
(x)
∫
An
R(x, y)
(
χBnuB
1−X
(y)−
χBnuB
1−X
(x)
)
dydx
=
∫
An
χAnuA
X
(x)
∫
Bn
R(x, y)
χBnuB
1−X
(y) dydx
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since χAn(x)χBn(x) ≡ 0 in Ω. Then,
lim
n→∞
a
(
χAnuA
X
,
χBnuB
1−X
)
=
∫
Ω
uA(x)
∫
Ω
R(x, y)uB(y) dydx. (4.24)
Therefore, we can conclude from (4.20), (4.21), (4.22), (4.23) and (4.24) that
lim
n→∞
a
(
un −
χAnuA
X
−
χBnuB
1−X
,un −
χAnuA
X
−
χBnuB
1−X
)
= −
∫
Ω
fuA dx+
∫
Ω
uA
X
(x)
∫
Ω
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx
+
∫
Ω
uA
X
(x)
∫
Ω
R(x, y)(X(x)uB(y)− (1−X(y))uA(x) dydx
−
∫
Ω
fuB dx+
∫
Ω
uB
1−X
(x)
∫
Ω
G(x, y) ((1−X(x))uB(y)− (1−X(y))uB(x)) dydx
+
∫
Ω
uB
1−X
(x)
∫
Ω
R(x, y)((1−X(x))uA(y)−X(y)uB(x) dydx
= 0
since uA and uB satisfy (2.5) and (2.6) respectively, and X satisfies (2.8). Consequently, we obtain (2.9) from Lemma
4.1.
5 The Dirichlet problem
In this section we discuss the proofs of the results concerned to the Dirichlet problem (2.10). As for the Neumann case,
we start by the analysis of an eigenvalue problem that is needed to obtain existence and uniqueness of solutions.
Now, let us consider the generalized eigenvalue for the Dirichlet problem (2.10) which is necessary to show uniform
estimates. We introduce
Φ(A,B, V )w :=
∫
A
∫
B
V (x, y)(w(y) − w(x))2dydx
which is set for any open bounded sets A and B ⊂ RN , V ∈ C(RN ,R) and w ∈ L2(RN ).
We consider the following quantity
λn(Ω) =
1
2
inf
u ∈WDir
u 6= 0
Φ(An, An, J)u + 2Φ(An, Bn, R)u+Φ(Bn, Bn, G)u
||u||2
L2(Ω)
(5.1)
where WDir is set in (2.11). We have the following:
Lemma 5.1. Let {λn(Ω)} be the family of values given by (5.1). Then, there exists a positive constant c such that
λn(Ω) > c, ∀n ≥ 1.
Proof. We can argue as in the proof of Lemma 4.1 obtaining the result as a consequence of [1, Proposition 2.3].
Now, we can see the existence and uniqueness of the solutions to the Dirichlet problem (2.10).
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Theorem 5.1. Let WDir ⊂ L2(RN ) be the closed subspace defined in (2.11) and suppose that the condition (H) holds
for the non-singular kernels J, R and G. Then, for each f ∈WDir, there exists a unique u ∈WDir satisfying (2.10) and
being the minimizer of the functional (2.12).
Proof. The proof is quite similar to that one given for the Theorem 4.1. One can see that it is a consequence of Lemma
5.1 applied to the bilinear form d :WDir ×WDir 7→ R defined by
d(u, v) =
∫
An
v(x)
∫
An
J(x, y)(u(y)− u(x))dydx +
∫
An
v(x)
∫
Bn
R(x, y)(u(y)− u(x))dydx
+
∫
Bn
v(x)
∫
An
R(x, y)(u(y)− u(x))dydx +
∫
Bn
v(x)
∫
Bn
G(x, y)(u(y)− u(x))dydx.
5.1 Proof of Theorem 2.3
Proof of Theorem 2.3. The proof is analogous to that one given to Theorem 2.1. We briefly describe the steps. First,
let us write the variational formulation of (2.10): for all ϕ ∈WDir and n ≥ 1 we have∫
Ω
ϕf(x)dx =
∫
An
ϕ(x)
∫
An
J(x, y)(un(y)− un(x))dydx +
∫
An
ϕ(x)
∫
Bn
R(x, y)(un(y)− un(x))dydx
+
∫
Bn
ϕ(x)
∫
An
R(x, y)(un(y)− un(x))dydx +
∫
Bn
ϕ(x)
∫
Bn
G(x, y)(un(y)− un(x))dydx.
(5.2)
Uniform bounds.
It follows from (5.2) taking ϕ = un and Lemma 5.1 shown below that there exists c > 0 such that ‖un‖L2(Ω) ≤ c for
all n ≥ 1.
Limit of equation (5.2) as n→∞.
Using the fact that the solutions un are uniformly bounded, we have that χAnun and χBnun are uniformly bounded.
Therefore, there are uA, uB ∈WDir such that, up to subsequences,
χAnun ⇀ uA and χBnun ⇀ uB (5.3)
weakly in WDir . Moreover, as in (4.6), we have for V = J , R or G that∫
RN
χAn(y)V (· − y)dy →
∫
RN
X(y)V (· − y)dy and∫
RN
χBn(y)V (· − y)dy →
∫
RN
(1−X)(y)V (· − y)dy
(5.4)
strongly in L2(Ω) as n→∞.
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Next, let us rewrite (5.2) as follows:∫
Ω
ϕf(x)dx =
∫
Ω
χAn(x)ϕ(x)
∫
RN
J(x, y)χAn(y)un(y)dydx−
∫
RN
χAn(x)ϕ(x)un(x)
∫
RN
χAn(y)J(x, y)dydx
+
∫
RN
χAn(x)ϕ(x)
∫
RN
R(x, y)χBn(y)un(y)dydx −
∫
RN
χAnϕ(x)un(x)
∫
RN
χBn(y)R(x, y)dydx
+
∫
RN
χBn(x)ϕ(x)
∫
RN
R(x, y)χAn(y)un(y)dydx −
∫
RN
χBnϕ(x)un(x)
∫
RN
χAn(y)R(x, y)dydx
+
∫
Ω
χBn(x)ϕ(x)
∫
RN
G(x, y)χBn(y)un(y)dydx−
∫
RN
χBn(x)ϕ(x)un(x)
∫
RN
χBn(y)G(x, y)dydx
Hence, with the convergences (5.3) and (5.4) in hand, one can proceed as in (4.12) to get∫
Ω
f(x)ϕ(x)dx =
∫
RN
ϕ(x)
∫
RN
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx
+
∫
RN
ϕ(x)
∫
RN
R(x, y) [(1−X(x))uA(y)− (1−X(y))uA(x) +X(x)uB(y)−X(y)uB(x)] dydx
+
∫
RN
ϕ(x)
∫
RN
G(x, y) [(1 −X(x))uB(y)− (1−X(y))uB(x)] dydx.
Limit for test functions χAnϕ and χBnϕ.
One can proceed as in (4.1) obtaining∫
Ω
Xϕf(x)dx =
∫
RN
ϕ(x)
∫
RN
J(x, y) (X(x)uA(y)−X(y)uA(x)) dydx
+
∫
RN
ϕ(x)
∫
RN
R(x, y) [X(x)uB(y)− uA(x)(1 −X(y))] dydx,
and ∫
Ω
(1−X(x))ϕf(x)dx =
∫
RN
ϕ(x)
∫
RN
R(x, y) [uA(y)(1−X(x))− uB(x)X(y)] dydx
+
∫
RN
ϕ(x)
∫
RN
G(x, y) [uB(y)(1−X(x))− uB(x)(1 −X(y))] dydx
for all ϕ ∈WDir .
Here we prove Corollary 2.3. We deal with the particular partition of the RN in which take χAn → 1 as n→∞.
Proof of Corollary 2.3. Since χAn → 1 as n → ∞ we have that X ≡ 1 in RN , therefore from equation (2.14) we get
that
χBnun → uB = 0,
and then from (2.13) we obtain the limit equation∫
RN
f(x)ϕ(x)dx =
∫
RN
ϕ(x)
∫
RN
J(x, y)uA(y)dydx−
∫
RN
ϕ(x)uA(x)
∫
RN
J(x, y)dydx
Finally, one can proceed as in the proof of Corollary 2.1 to get
‖un − uA‖
2
L2(Ω) → 0, as n→∞.
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5.2 Proof of Theorem 2.4
The proof of the result concerning correctors for the Dirichlet problem follows the same steps as in the proof for the
Neumann case, Theorem 2.2, and hence it is left to the reader.
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