although it is strongly Doppler shifted to low frequencies over a limited height range by the mean winds. It appears to be able to propagate at least to the 110 km level essentially unimpeded. This study demonstrates that an accurate description of the mean winds is an essential requirement for a complete interpretation of observed wave-driven airglow fluctuations. The study also emphasizes that although the measured extrinsic properties of waves may be similar, their propagation to higher altitudes depends very sensitively on the mean winds through which the waves propagate.
ALOHA-93 Campaign Observations
The ALOHA-93 campaign provided a unique opportunity to study in detail wave motions in the mesosphere with a variety of instruments. The waves were observed in the O(•S) nightglow emission using an all-sky imager . The modeling of these waves also requires knowledge of the winds at the altitude of the observations. The winds were measured with a Na lidar which is described by Gardner et al. [1995] and Tao and Gardner [1995] Coordinated observations were made from October 6-20, and a variety of waves were observed. For this study we have selected four wave events for detailed analysis that were recorded at the beginning (October 7) and toward the end of the campaign (October 20 and 21) under considerably different wind conditions. Wind and temperature measurements are described in the next section.
Coincident all-sky (180 ø) airglow image measurements of gravity wave structure were made over a similar altitude range by sampling four nightglow emissions that exhibit peak intensities at closely spaced, but different heights: the nearinfrared (715-930 nm) OH bands at-87 km, the 0 2 (0,1) atmospheric band (-865 nm) at-94 km, the OI (557.7 nm) line at-96 km, and the Na (589.2 nm) lines at-90 km. The camera utilized a high-performance solid state (CCD) array of 1024 x 1024 pixels back-thinned to provide a high quantum efficiency of-80% at visible wavelengths and -50% at NIR wavelengths. The digital data were binned down to 512 x 512 pixels providing a zenith horizontal spatial resolution of-•0.6 km over the 80-100 height range. Sequential measurements of each emission were made using a computer-controlled filter wheel coupled to a telecentric lens arrangement permitting wide field measurements using narrow band filters (typically 1.5 nm). Further information describing the imaging system is given by Taylor et al. [1997] . For the ALOHA-93 campaign integration times of 20 s for the bright OH bands, 90 s for the O 2 and OI emissions, and 120 s for the comparatively weak Na emission layer were selected resulting in a cycle time of -9 min for each emission except for the OI emission which was sampled twice per cycle. Because of the nature of the wave patterns imaged, it was often possible to measure wave motions with periods shorter than the sample rate by tracking the motion of nonuniformities in the wave forms (such as edges or "fronts") and inferring period from the measured wavelengths and phase speeds. Research, 1997a , hereinafter referred to as Taylor et al., submitted manuscript, 1997a). The four wave events selected for this study were most prominent in the OI (557.7 nm) emission (but on October 21 were also measured in the Na emission) and exhibited horizontal wavelengths in the range -20-33 km and similar observed periods of 9.0 min (OI) on October 7, 8.9 min (Na) and 9.5 min (OI) on October 20, and 9.5 min (OI) on October 21. Table 1 details the measurements for these three nights. The azimuths of the wave motions observed on October 7 and 20 (-150øN) were similar but differed significantly from the display recorded on October 21 which progressed toward the SW (azimuth-235ø).
Image analysis. The image data have been analyzed to determine the horizontal wavelengths ()•
Measurements of the intensity perturbations, (where ([) represents the average intensity of the image, is a measure of the amplitude of the wave-induced intensity fluctuation, and the brackets denote that the observables represent an integral over the height of the emission region) induced by the passage of these waves through the OI and Na emission layers were determined by first flat-fielding the image data to remove the effects of lens vignetting and line of sight (van Rhijn) enhancement at low elevations. This was done for each event by constructing a "background" image by averaging together a series of typically 15-21 images centered on the image chosen for analysis. Prior to this the contributions of stars and electronic noise in each image were subtracted. A (I')/([) image was then created by dividing the data image by the background image and subtracting unity. This image was then "unwarped" to create a uniformly sampled map of the data suitable for spectral analysis (using an assumed height of 90 km for the Na data and 96 km for the OI data). For this study, determinations of U')/([) were made by scanning across the relevant wave features present in the unwarped OI image. Mean values for each wave event were then found by averaging together several scans encompassing the wave field. Further details describing this method of analysis for measuring wave parameters and (I')/([) using airglow image data are given by Garcia et al. [1997] . This technique is a development on previous methods used to estimate (I')/([), which were mainly made in the vicinity of the zenith [e.g., Hickey et al., 1997] and has the major advantage that measurements of the wave field are possible over any part of the all-sky image (which encompasses an area of >0.6 x 106 km 2 at mesospheric heights). This method of analysis has been applied to the ALOHA-93 wave data and has yielded mean values of (I')/([) for the selected events of 4.6% (OI) on October 7, 5.9% (Na) and 6.7% (OI) on October 20 and 3% (OI) on October 21, with a typical measurement error of +0.6% (see M. J. Taylor et al., Determination of fractional intensity variations induced by short period gravity waves using all-sky nightglow image data, submitted to Journal of Geophysical Research, 1997b, hereinafter referred to as Taylor et al., submitted manuscript, 1997b).
Haleakala Na Wind/Temperature Lidar

Observations
During ALOHA-93 a Na wind/temperature (w/T) lidar was operated by the University of Illinois group from the summit of Haleakala at the Air Force Maui Optical Site. The 1 W laser, detector, and data acquisition system were interfaced with the 0.8 m diameter beam director telescope which provided full scanning capabilities for the lidar. During much of the campaign period the lidar was pointed at zenith (Z) and 15 ø off zenith to the north (N) and east (E) in the following sequence ZNZEZNZE. After compensating the signal for background noise and normalizing by the Rayleigh signal at 35 km altitude, the photon count data were used to generate profiles of Na density, temperature, and radial wind using the procedures described by Gardner et al. [1995] and Tao and Gardner [1995] . Temperature, vertical wind, and Na density profiles were obtained at the zenith position at a temporal resolution of-7.5 min. Radial wind, temperature, and Na density profiles were obtained at the off zenith positions at a temporal resolution of-15 min. The dominant error source is photon noise which is smallest at the Na layer peak and largest at the top and bottom edges of the layer where the Na density and hence lidar signal are smallest. When smoothed to 1 km and 30 min resolution, the total rms errors from all sources vary from approximately 1.9 K, 1.9 m s-1 (vertical wind), and 10 m s-1 (horizontal wind) at 85 and 100 km to 0.75 K, 0.75 m s-1 (vertical wind), and 4 m s-1 (horizontal wind) at 92 km.
The rms errors were estimated from a combination of approaches. We can estimate the photon noise errors directly from knowledge of the signal levels which vary with altitude. Errors caused by Na density perturbations, which also vary with altitude, must be estimated from knowledge of the gravity wave variance and the shape of the Na layer so that we can predict how much and how fast the density changes while we are making observations at the three different laser frequencies. Errors caused by frequency jitter of the laser can be estimated directly from the measured winds since a frequency error introduces a constant offset in winds or temperature at all altitudes. We simply look at the mean temperature profile and then compute the rms variation while noting that the frequency errors on different profiles are uncorrelated. All three estimates were combined by adding variances and taking the square root.
We describe the observed mean winds for each of the 3 days of interest separately. Values of mean winds were obtained by the Na w/T lidar approximately every 15 min. In order to avoid presenting numerous profiles, we have computed a mean wind profile for each night, as well as the standard deviation of all the wind profiles for a particular night. Averaging the wind profiles essentially removes the high-frequency fluctuating components, including gravity waves, and provides us with a better mean wind to use in our modeling. When we average these winds for the approximately 5 hours observing period, any contribution from the semidiurnal winds will not average to zero. Therefore each altitude profile of the averaged background wind is dominated by the diurnal tide (as identified on the basis of the vertical wavelength), with some contribution expected from the semidiurnal tides (which are somewhat reduced in amplitude at this low latitude), long period gravity waves, and The gravity wave model is a robust, one-dimensional, time-independent full-wave model describing the propagation of nonhydrostatic, linear gravity waves from the ground up to a maximum altitude of 500 km [Hickey et al., 1994 [Hickey et al., , 1995 [Hickey et al., , 1997 . It includes dissipation due to eddy processes in the lower atmosphere and molecular processes (viscosity, thermal conduction, and ion-drag) in the upper atmosphere. Height variations of the mean temperature and horizontal winds, as well as Coriolis force are all included. The model therefore accurately describes the propagation of gravity waves in an inhomogeneous atmosphere.
The equations that we solve are the continuity equation (2), the Navier-Stokes equations (3), the energy equation (4) 
where v is the velocity with x, y, z components u, v and w, respectively; p is the neutral mass density; p is atmospheric pressure; g is the gravitational acceleration; C/ is the Earth's angular velocity; or,,, is the molecular viscous stress tensor;
Be is the eddy momentum diffusivity; ¾ni is the neutral-ion collision frequency; v i is the ion velocity; c v is the specific heat at constant volume; T is temperature; )•m is the molecular thermal conductivity; 0 is the potential temperature 
Results
The waves studied here have horizontal phase speeds ranging from about 33 to 53 m s -], making them susceptible to the effects of Doppler shifting associated with the mean winds. Our simulations were performed using the winds measured by the Na w/T lidar, as discussed in section 2.2, and as represented in our model using equation (1) We do so at the higher altitudes only to emphasize the 40 differences between the wave propagation into the thermosphere, while noting that the results we obtain at 110 a0 these two levels exceeds unity, and as theory predicts [e.g., Breeding, 1971] , the attenuation of the wave through the critical level is large. Between about 91 and 102.5 km the intrinsic wave period never falls below about 20 min, so that the intrinsic phase speed is about 60% of that given in Table  1 showed that at lower altitudes (-60 to 80 km) the wave amplitudes were small but nonetheless perhaps detectable. This suggests that future observing campaigns should include instrumentation (such as Rayleigh lidars) to observe this altitude range in order to provide mean winds to further constrain our model and also to attempt to measure gravity waves there.
All four of these waves have similar values of horizontal wavelength, extrinsic period, and extrinsic phase speed (see Table 1 ). The simulations therefore demonstrate quite convincingly the need for height-resolved, background, mean wind information appropriate for the time and location of the wave observations in order to simulate the observed waves.
Furthermore, the fact that the extrinsic wave characteristics are similar for the four waves does not imply similar propagation characteristics for the four waves. Instead, the propagation characteristics of the waves depend sensitively on the mean wind profiles through which the waves propagate. This suggests that the results of (for example) Swenson et al. [1995] would be modified quite significantly if the effects of mean winds had been included in their analysis. We have used a time-independent model to simulate the propagation of gravity waves through mean winds that are in reality time-dependent. This is not an unreasonable assumption because for the wave parameters employed in our study the vertical component of group velocity (several meters per second) calculated from WKB theory implies that the waves propagate through the O(1S) nightglow emission layer in only a couple of hours or less. This is significantly less than the period of the semidiurnal tide, suggesting that errors associated with the use of static winds may not be bad. However, waves tend to spend more time near critical levels, meaning that time-dependent effects may be important under such conditions. For each wave that we simulated, we employed the average of the lidar-measured winds for a particular night. We did not investigate the effects of employing slightly different mean wind profiles (for example, employing winds that were 1 standard deviation greater than the means) because the mean profiles changed slowly with time (compared to the gravity wave periods) and because the profiles changed by different amounts at different altitudes. The fact that at any altitude the standard deviation of the winds was significantly smaller than the mean suggests that our use of an average wind profile is well justified.
In this study we did not investigate the effects of changing any of our nominal model parameters, such as diffusion coefficients, the O density profile, or the chemical kinetic parameters. The principal reason for not adjusting these coefficients is that Hickey et al. [1997] found that the derived wave amplitudes were determined almost entirely by the mean wind profiles employed in their simulations, with the results being rather insensitive to these other model parameters. Sensitivity studies involving adjustments to these other model parameters will await future study when we attempt to simulate the simultaneous observations of multiple airglow emission fluctuations.
Finally, the Na wind/temperature lidar provided measurements of temperature around the mesopause region. We did not employ these temperatures in our modeling because their effects on the waves will be much less important than the effects of the mean winds. Additionally, the measured temperatures never differed from the MSIS-90 model temperatures by more than about 10%. However, a more complete determination of the sensitivity of our modeling results to the assumed temperature profile in the vicinity of the mesopause will be undertaken at a later time.
Conclusions
Our simulations have demonstrated that perturbations in the O(13) nightglow emission are sensitive to the mean winds in the O(•S) emission region. We have also shown how the mean winds influence the propagation of gravity waves from the mesopause region into the lower thermosphere. Particularly important to note is that all of the waves studied had similar extrinsic properties. However, their propagation characteristics were quite dissimilar due to the effects of the different background winds through which the waves propagated. Therefore a complete knowledge of the mean winds is an essential requirement in determining the wave coupling between different atmospheric regions.
Appendix
The O(1S) chemistry responsible for the green line emission at 557.7 A is described by the reactions given in The O profile that we use and the derived OI 557.7 nm emission profile are shown in Figure A1 . 
