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We present a theory of the current-voltage characteristics in diffusive superconductor–normal-metal–
superconductor junctions. By solving the time-dependent Usadel equations we are able to describe the phase-
coherent transport for arbitrary length of the normal wire. We show how the interplay between proximity effect
and multiple Andreev reflections gives rise to a rich subgap structure in the conductance and how it is revealed
in the nonequilibrium distribution function.
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I. INTRODUCTION
The proximity effect is the modification of the properties
of a normal metal N in contact with a superconductor S
and it has been extensively studied in diffusive hybrid
nanostructures.1 Both equilibrium2 and transport properties3,4
of diffusive SN systems are now well understood in the
framework of the Usadel equations,6 which in their usual
form only apply to situations where all the superconductors
are at the same chemical potential. The transport through a
SN interface is mediated by Andreev reflection, where an
electron coming from the N with energy  below the super-
conducting gap  is converted into a reflected hole, thus
transferring a Cooper pair to the S electrode. The time-
reversed states involved in this process are coherent over a
distance LC=minD / ,L, where D is the diffusion con-
stant of the N and L is the phase coherence length.
In a SNS junction the transport at finite bias is dominated
by multiple Andreev reflections MARs.5 Here, successive
Andreev reflections at both S electrodes lead to a progressive
rise of the quasiparticle energy. This process continues until
the quasiparticle energy exceeds the gap energy. A micro-
scopic theory of MARs has only emerged recently7 and has
been shown to describe quantitatively the current-voltage
I-V characteristics,8 the noise,9 and the supercurrent10 in
atomic point contacts.
The interplay between proximity effect and MARs in dif-
fusive SNS systems gives rise to a rich variety of physical
phenomena. Thus, for instance, the conductance exhibits a
very peculiar subgap structure,11–13 which clearly differs
from the one observed in point contacts.8 This interplay is
also revealed in the noise13,14 and in the Shapiro steps.15 The
understanding of these experiments is a basic open problem
in mesoscopic superconductivity.
The theory of dissipative transport in diffusive SNS junc-
tions has mainly been developed in two limits. The first one
is the incoherent regime, when the normal metal length L
LC. In this case there is no proximity effect and the trans-
port can be described in terms of a semiclassical kinetic
equation for the distribution function.16 This function was
actually measured in Ref. 17, and it was shown to exhibit a
steplike structure, which is a manifestation of MARs. On the
other hand, in short SNS junctions, when L	=D /,
where 	 is the superconducting coherence length, i.e., when
the Thouless energy T= D /L2 exceeds , the MARs are
fully coherent. In this regime the transport can be described
by averaging the single-channel point-contact results with
the bimodal transmission distribution for diffusive systems.18
For the intermediate regime 	
L
L, when the interplay
between proximity effect and MARs takes place,19 there is
no satisfactory theory so far.
In this work we study the phase-coherent transport in dif-
fusive voltage-biased SNS systems. We have solved the
time-dependent Usadel equations, which allows us to calcu-
late the I-V characteristics for the whole range of lengths
from the short-junction limit L	 to the incoherent regime
L	. We show that the interplay between the proximity
effect and MARs gives rise to a rich structure in the conduc-
tance in good agreement with existing experiments. We also
predict how this interplay is manifested in the quasiparticle
distribution function.
II. SYSTEM AND THEORETICAL METHOD
We consider a SNS junction, where N is a diffusive nor-
mal metal of length L
L coupled to two identical super-
conducting reservoirs with gap . We assume the SN inter-
faces to be fully transparent and neglect the suppression of
the pair potential in the S leads near the interfaces. Our goal
is the calculation of the current when a constant voltage V is
applied. For this purpose we use the quasiclassical theory of
superconductivity for diffusive systems.6 This theory is for-
mulated in terms of momentum-averaged Green’s functions
Gˇ R , t , t which depend on position R and two time argu-
ments. These propagators are 22 matrices in Keldysh
space indicated by an inverted caret, where each entry is a
22 matrix in electron-hole space indicated by a caret:
Gˇ = Gˆ R Gˆ K
0 Gˆ A
, Gˆ R = GR FRF˜ R G˜R  . 1
The Green’s functions for the left l and right r leads can
be written as Gˇ l,rt , t=e−il,rtˆ3/Gˇ 0t− teil,rtˆ3/, where
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for the chemical potentials we use l=0, r=eV. Here, Gˇ 0t
is the equilibrium bulk Green’s function of a BCS supercon-
ductor. We transform to energy representation, in which the
propagator Gˇ R , , depends on two energy arguments. It




 Gˇ  Gˇ  + ˆ3Gˇ − Gˇ ˆ3 = 0, 2
where ˆ3 is the Pauli matrix in electron-hole space. The
convolution product  is defined as Aˇ Bˇ  ,
=d1Aˇ  ,1Bˇ 1 ,. It is precisely this noncommutative
product that makes the problem considerably more compli-
cated than in the stationary cases, where it reduces to an
ordinary matrix product. Equation 2 is supplemented by the
normalization condition Gˇ Gˇ =−2−1ˇ .
In order to solve the Usadel equation it is convenient to
use the time-dependent Riccati parametrization.21 In this
method the Green’s functions are parametrized in terms of
scalar retarded R and advanced A coherence functions
R,AR , , and ˜R,AR , ,, and two distribution func-
tions xR , , and x˜R , , as follows:
Gˆ R = − iNˆ R  Mˆ R, Gˆ A = iMˆ A  Nˆ A,
Gˆ K = − 2iNˆ R  Mˆ K  Nˆ A, 3
with the abbreviations
Mˆ R,A = 1 − R,A  ˜R,A 2R,A
2˜R,A ˜R,A  R,A − 1
 ,
Mˆ K = x + R  x˜  ˜A x  A − R  x˜
˜R  x − x˜  ˜A x˜ + ˜R  x  A
 ,
Nˆ R,A = 1 + R,A  ˜R,A 00 1 + ˜R,A  R,A 
−1
,
where the inverse is defined via the  operation. Using fun-
damental symmetries,22 all the Green’s functions can be ob-
tained from R and x. The transport equations for these func-
tions in the N wire are23
z








2x − zR 
G˜K
i








E  x − x  E
iT
, 5
where E ,−. Here, 0
z
1 is the dimension-
less coordinate which describes the position along the N
wire. The expressions for F˜ R, FA, and G˜K are obtained by
comparing Eq. 1 with Eq. 3. The solution of these equa-




R z, −  + m , 6
where m2meV. Other Fourier components are defined via
n,m
R z ,=0,m−n
R z ,+n. Using the above ansatz for any
two functions A and B, the Fourier components of
A B , are given by 	A B
n,m=lAn,lBl,m. The
equations for the Fourier components n,m
R z , and xn,mz ,
are the same as Eqs. 4 and 5, where the  product denotes
now a matrix product in the Fourier indices, and En,m
= +nn,m. At the ends of the N wire, we use the follow-
ing boundary conditions resulting from the continuity of the




R + nn,m, 	xn,m




R + n + eVn,m−1,
	xn,m
r = x0 + n + eVn,m.
Here, 0
R=− / 	+ i2− + i0+2
 and x0= 	1
− 0
R2
tanh /2, where =1/kBT is the inverse of the
temperature. We use the so-called relaxation method to nu-
merically solve the boundary-value problem for these
second-order matrix differential equations.24 The actual di-
mension of these matrix equations scales with the voltage
roughly as 2 /eV2. Thus, for instance, for a voltage eV
=0.2 we need to compute more than 100 Fourier compo-
nents.
The ansatz of Eq. 6 leads to a current of the form It
=mImexpimJt, where J=2eV / is the Josephson fre-
quency, and the current components can be written in terms
of the Fourier components of the Green’s functions Gˇ n,m.
We concentrate here on the analysis of the dc current I0,







Trˆ3	Gˇ  zGˇ 
m,mK  , 7
where GN is the normal-state conductance. Next we express I
in terms of the distribution function. It is possible to relate
the component Mˆ 11
K to the electron distribution function
fR , , via the relation 2f =1−n=0 R  ˜Rn Mˆ 11K  A
 ˜An. Combining this with fundamental symmetries of the










m,m − Re	S  f
m,m , 8
where D=1/2+ GA GR−FA F˜ R /22 and S= GR zGR
+FR zF˜ R /2. Here, D describes the renormalization of the
diffusion constant and S describes the spectral supercurrent.
Notice that D=1 in the normal state, and it satisfies the sym-
metry D ,=D* ,. It is important to emphasize that,
as one can see in Eq. 8, even the ac components of the
distribution function can give a contribution to the dc cur-
rent.
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III. RESULTS AND DISCUSSIONS
It is instructive to start the discussion of the results by
having a look at the zero-bias density of states DOS. In Fig.
1a we show the DOS in the middle of the wire for different
values of L. The most prominent feature is the presence of a
minigap g which scales with the wire length as shown in
the inset of Fig. 1a. This curve can be fitted quite accu-
rately to g /=3.17/ 	2.53+ L /	2
 for L	, which means
that in the limit of long wires the minigap is simply given by
g3.2T see Ref. 25. Notice that, as shown in Fig. 1b,
the minigap is independent of the position.
Let us now turn to the analysis of the I-V characteristics.
Figure 2 shows the zero-temperature I-V curves for different
wire lengths. The main features are as follows. i For L
	 there is a pronounced subharmonic gap structure SGS
at voltages 2 /ne n integer. In particular, the curve L
=0.1	 reproduces quantitatively the result of the short-
junction limit,18 which illustrates the high precision of our
numerical results. ii For L	 the SGS is progressively
washed out as L increases. iii At high bias eV there is
an excess current, which is defined as Iexc= I−GNV. In the
lower inset of Fig. 2 we show Iexc as a function of L. For
L→0 we recover the result eIexc / GN=2 /4−1 of Ref.
18. In the opposite limit of long junctions L	 Volkov et
al.26 found that Iexc decays according to eIexc / GN
=0.82	 /L. We find that Iexc can be fitted to eIexc / GN
=2.47	 /L in the experimentally relevant range 3	
L
20	,
a factor of 3 larger than in the limit of Ref. 26.
As seen in Fig. 2, and as was mentioned above, it is
numerically difficult to reach the zero-bias limit, because of
the huge dimension of the matrices in Eqs. 4–6. However,
the analysis of the low-bias regime is not the most relevant.
The SNS junctions usually have a negligible capacitance and
their I-V curves are hence nonhysteretic, exhibiting a transi-
tion from a supercurrent to a voltage state at the critical
current. In the upper inset of Fig. 2 we show the value of the
zero-temperature critical current IC. As can be seen, the tran-
sition to the supercurrent branch would take place at voltages
which are accessible to our numerical solution.
The nonlinearities in the I-V curves can more clearly be
seen in the differential conductance G=dI /dV, which is
shown in Fig. 3. Notice that for L	 the SGS consists of a
set of pronounced maxima at roughly eVn=2 /n n integer.
For L	 the shape and height of the maxima change dras-
tically and new structure appears. For instance, the peak n
=2 appears slightly below eV= and it is accompanied by a
much more pronounced maximum above . This maximum
shifts toward  as L increases, until it merges with the peak
at . The peak above  is a common feature of the experi-
FIG. 1. a Normalized density of states in the middle of the
wire z=0.5 as a function of energy for different wire lengths. The
inset shows the minigap g as a function of the length. b Normal-
ized density of states as a function of the energy in different posi-
tions z along a wire of length L=4	.
FIG. 2. Zero-temperature dc current as a function of the voltage
for different wire lengths L. Upper inset: zero-temperature critical
current as a function of L. Lower inset: excess current as a function
of L.
FIG. 3. Zero-temperature differential conductance as a function
of the voltage for different wire lengths. The vertical lines indicate
the position of eV=2 /n with n=1, . . . ,6.
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mental observations of the SGS.11–13 Notice also that in the
range 4	
L
10	 the SGS is superimposed on a back-
ground that increases as the voltage decreases. The correc-
tion in the conductance as compared to GN diminishes as L
increases and, for instance, it reaches 15–20 % at low bias
for L=10	. All these features are in qualitative agreement
with the experimental observations in highly transparent
junctions see, e.g., Fig. 5 in Ref. 13.
Let us now discuss the origin of the subgap conductance.
First, the conductance maxima at eVn=2 /n are a conse-
quence of the opening of MARs in which n quasiparticles
cross the normal wire.5 Notice, however, that the line shapes
are very different as compared with point contacts.7 Turning
now to the peak above , its splitting with respect to the
maximum at eV= decays with length in the same manner
as the minigap and their numerical values are similar, i.e., the
peak appears roughly at eV+g. Thus, one is tempted to
interpret the subgap structure as the structure that appears in
a junction between superconductors with different gaps, as
was done in Ref. 19 in a related problem. However, one must
be careful with this analogy. First, other features expected for
asymmetric junctions, like a peak at −g, are absent.
Moreover, our calculations show that as a function of tem-
perature the conductance maxima shift following the bulk
gap and, in particular, the peak above  survives even for
temperatures higher than the minigap. The reason for the
failure of this analogy is that what a quasiparticle “feels” in
its travel along the normal wire is the nonequilibrium
spectral function and not just the equilibrium density of
states depicted in Fig. 1. In Fig. 4 we show two examples
of the finite-bias spectral function, defined as  ,V
=Im	G0,0A  ,V
 /, which can be probed by tunneling spec-
troscopy.17 As shown in Fig. 4, the spectral function does not
exhibit a minigap, and only a position-dependent pseudogap
appears. This means that g does not really play the role of a
well-defined gap for the transport, as one could naively infer
from the analysis of the system in equilibrium.
We now turn to discuss how the proximity effect is mani-
fested in the nonequilibrium distribution function. In Fig. 5
we present our results for the distribution function obtained
for the intermediate regime, and compare with the results for
the incoherent regime of Ref. 17. We first summarize the
main results of the incoherent model discussed in Ref. 17.
FIG. 5. a dc component of the distribution
function in the middle of the wire z=1/2 for
three different wire lengths L and eV=2.5. The
positions of the chemical potentials are indicated
by vertical lines. The dotted lines are the results
of the incoherent model see text. b dc compo-
nent of the renormalization of the diffusion con-
stant for the cases shown in a. c The same as
a for eV=0.5. d Spatial variation along the
wire of the distribution functions in a for fixed
energies. The curves in a–d have been shifted
by multiples of 0.5 for convenience.
FIG. 4. Finite-bias spectral function see text for definition for
two wires of different lengths at eV=2.5. The different curves
correspond to different positions along the wire. The vertical dotted
lines indicate the positions of the chemical potentials of both
electrodes.
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The basic assumptions are i there is no proximity effect,
and ii the probability of Andreev reflection is 1 within the
gap and 0 outside. As a result, the dc component of f varies
linearly with position z. This model predicts a staircase pat-
tern, and two examples are shown as dotted lines in Figs.
5a–5c, where the dc component of f in the middle of the
wire is plotted. Our full calculation shows pronounced devia-
tions from this staircase pattern. An example can be seen in
the energy region −2.25

−0.25 in Fig. 5a, where
eV=2.5. In this region, the incoherent model predicts f
=3/4, while the full calculation gives smaller values in the
whole window, except exactly at =l.
We explain these deviations in terms of the proximity
effect. As shown in Fig. 5d for eV=2.5, the proximity
effect leads to a nonlinear spatial variation of the distribution
function f , except at the chemical potentials l,r. For =l
the distribution function varies linearly from 0.5 to 1, as in
the incoherent model. However, for =l−0.75 the prox-
imity effect near the left electrode leads to an effective short-
ening of the wire length. This explains the negative deviation
for the electron distribution function in this energy range. For
an energy near r the deviation is positive, as the distribution
function for this case not shown here varies from 0 to 0.5
and the proximity effect takes place near z=1.
A related aspect is the renormalization of the diffusion
constant D, the dc part of which is shown in Fig. 5b. It
reflects the enhancement of the transmission with respect to
the normal state due to the proximity effect. Notice the cor-
relation between the structure in D and the deviations of f
from the staircase pattern. In particular, at the chemical po-
tentials of the superconductors D=1, and f adopts the values
predicted by the incoherent model.
IV. CONCLUSIONS
In conclusion, we have presented a theory of the I-V char-
acteristics of diffusive SNS systems. We have studied how
the interplay between coherent MARs and the proximity ef-
fect is reflected in the conductance and in the distribution
function. Our main results are that i we describe the subgap
structure in the conductance for the whole range of lengths
from the short-junction limit L	 to the incoherent regime
L	, ii we reproduce an additional peak above  in the
conductance, in agreement with experiments,11–13 and iii
we predict the signatures of the proximity effect in the dis-
tribution function, which can be measured, e.g., by the tech-
nique presented in Ref. 17. Our work paves the way for the
study of other transport properties in diffusive SNS systems
such as noise14 or Shapiro steps.15
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