On nonadiabatic contributions to the neutrino oscillation probability
  and the formalism by Kimura, Takamura and Yokomakura by Yasuda, Osamu
ar
X
iv
:1
40
2.
55
69
v1
  [
he
p-
ph
]  
23
 Fe
b 2
01
4
On nonadiabatic contributions to the neutrino oscillation
probability and the formalism by Kimura, Takamura and
Yokomakura
Osamu Yasuda
Department of Physics, Tokyo Metropolitan University,
Minami-Osawa, Hachioji, Tokyo 192-0397, Japan
Abstract
It is shown that it is possible to obtain the analytical expression for the effective mixing angle in
matter using the formalism which was developed by Kimura, Takamura and Yokomakura for the
neutrino oscillation probability in matter with constant density. If we assume that the imaginary
part of the integral of the difference of the energy eigenvalues of the two levels at each level-crossing
is given by the ratio γ of the difference of the energy eigenvalues of the two levels to the derivative of
the effective mixing angle at the level-crossing, then the nonadiabatic contribution to the oscillation
probability can be expressed analytically by this formalism. We give one example in which the
energy eigenvalues cannot be expressed as roots of a quadratic equation and we show that our
assumption is correct in the approximation of the small mixing angle.
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I. INTRODUCTION
Since the discovery of oscillation of atmospheric neutrinos [1], neutrino oscillation has
attracted a lot of attention. To discuss the behaviors of neutrino oscillation intuitively,
it is important to have analytical formulae for the oscillation probability. However, it is
difficult to obtain an analytical formula in the three flavor mixing scheme in matter. In
2002 Kimura, Takamura and Yokomakura (KTY) discovered a compact formula [2, 3] for
the neutrino oscillation probability in matter with constant density. Subsequently the KTY
framework was generalized to more general cases. Ref. [4] discussed the four neutrino mixing
scheme in matter with constant density. Ref. [5] discussed two cases of neutrino oscillation
in the adiabatic approximation, the one with non-standard interactions where the matter
potential has non-diagonal elements in the flavor basis, or the other with large neutrino
magnetic moments in a magnetic field.
In general, however, adiabatic approximation may not be good, and in the present paper
we discuss nonadiabatic contributions to the oscillation probability. It is believed 1 that the
nonadiabatic contributions to the transition phenomena in a problem with three or more
eigenstates can be treated approximately well by applying the method for two state problems
[6, 7] at each level-crossing, if the the two resonances are sufficiently far apart.
In the two flavor case, nonadiabatic contributions to the oscillation probability is approx-
imately obtained by the WKB method [6] in which the imaginary part of the integral of the
difference of the energy eigenvalues of the two levels is evaluated. The imaginary part of
this integral is proportional to the ratio γ of the difference of the energy eigenvalues of the
two levels to the derivative of the effective mixing angle at the level-crossing. In the three
flavor case with standard matter effect, the situation at each level-crossing is essentially the
same as that in the two flavor case, because the energy eigenvalues are the roots of quadratic
equations and the procedure for diagonalization is the same as that for the two flavor case.
So one can discuss analytically the oscillation probability of supernova neutrinos 2, which
are supposed to go through the two level-crossing points.
In general case of neutrino oscillation with nonstandard matter effects or with more than
three flavors, however, it is nontrivial to obtain the analytical expression for the energy
eigenvalues and the effective mixing angles. In this paper we show that, if the energy
eigenvalues are obtained analytically, then it is possible to obtain the analytical expression
for the effective mixing angle using the KTY formalism. Furthermore, assuming that the
imaginary part of the integral of the difference of the energy eigenvalues of the two levels
at each level-crossing is given by the ratio γ of the difference of the energy eigenvalues of
the two levels to the derivative of the effective mixing angle at the level-crossing, we argue
that nonadiabatic contributions to the oscillation probability can be expressed analytically
by the KTY formalism. We give one example in which the energy eigenvalues cannot be
expressed as roots of a quadratic equation and we show that our assumption is correct in
the small mixing angle limit.
Throughout this paper we discuss the case in which the baseline of the neutrino path is
1 See, e.g., Ref. [8] and references therein. See also Ref. [9] for a discussion on the condition to justify such
a treatment.
2 It was pointed out that so-called collective oscillations [10, 11] could be important for phenomenology of
supernova neutrinos. However, this topics is beyond the scope of paper, and we do not discuss the effect
of collective oscillations here.
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long enough so that averaging over rapid oscillations is a good approximation, as in the case
of the solar neutrino deficit phenomena. We also assume normal hierarchy for simplicity.
The case with inverted hierarchy can be treated by the same manner.
The paper is organized as follows. In Sec. II, we review basic results of neutrino oscillation
in the adiabatic approximation. In Sec. III, we discuss the nonadiabatic contributions to
the flavor transition, and show how to express the effective mixing angle using the KTY
formalism. In Sec. IV, we apply our general idea of Sec. III to two examples. In Sec. V,
we draw our conclusions. In the appendices A, B, C, D, E, F, G , and H we provide details
of the derivation of the analytic formulae for the energy eigenvalues, the effective mixing
angles and the nonadiabatic contributions to oscillation probabilities.
II. THE OSCILLATION PROBABILITY IN THE ADIABATIC APPROXIMA-
TION AND THE EFFECTIVE MIXING ANGLES IN MATTER
A. The oscillation probability in matter
The equation of motion for neutrinos propagating in matter with general potential is
given by
i
dΨ
dt
=
[
UE0U−1 +A(t)
]
Ψ, (1)
where
E0 ≡ diag (E1, E2, E3) ,
A(t) ≡

 Aee(t) Aeµ(t) Aeτ (t)Aµe(t) Aµµ(t) Aµτ (t)
Aτe(t) A∗µ(t) Aττ (t)

 .
ΨT ≡ (νe, νµ, ντ ) is the flavor eigenstate, U is the leptonic mixing matrix, Ej ≡√
m2j + ~p
2 (j = 1, 2, 3) is the energy eigenvalue of each mass eigenstate, and the matter effect
A(t) at time (or position ) t is characterized by the matter potential Aαβ(t) (α, β = e, µ, τ).
Since the matrix which is proportional to identity gives contribution only to the phase of
the probability amplitude, instead of E0 itself, we use the following quantity:
E ≡ E0 −E11 = diag(0,∆E21,∆E31),
where
∆Ejk ≡ Ej −Ek ≃ (m2j −m2k)/2|~p|.
The 3× 3 matrix on the right hand side of Eq. (1) can be formally diagonalized as:
UEU−1 +A(t) = U˜(t)E˜(t)U˜−1(t), (2)
where
E˜(t) ≡ diag
(
E˜1(t), E˜2(t), E˜3(t)
)
3
is a diagonal matrix with the energy eigenvalues E˜j(t) in the presence of the matter effect.
In this section we consider the case where the density of the matter varies adiabatically
as in the case of the solar neutrino deficit phenomena. In this case, we get
Ψ(L) = U˜(L) exp
[
−i
∫ L
0
E˜(t) dt
]
U˜(0)−1Ψ(0), (3)
where U˜(0) and U˜(L) stand for the effective mixing matrices at the origin t = 0 and at the
endpoint t = L. The oscillation probability is given by
P (να → νβ) =
∑
j,k
U˜βj(L)U˜
∗
βk(L)U˜
∗
αj(0)U˜αk(0) exp
[
−i
∫ L
0
∆E˜jk(t) dt
]
, (4)
where we have defined
∆E˜jk(t) ≡ E˜j(t)− E˜k(t).
Eq. (4) requires the quantity U˜βj(t)U˜
∗(t)βk which has the same flavor index β but different
mass eigenstate indices j, k, and it turns out that the analytical expression for U˜βj(t)U˜
∗(t)βk
is hard to obtain. However, if the length L of the neutrino path is very large and if
| ∫ L0 ∆E˜(t)jk dt| ≫ 1 is satisfied for j 6= k, then, after averaging over rapid oscillations
as in the case of the solar neutrino deficit phenomena, Eq. (4) is reduced to
P (να → νβ) =
∑
j
X˜ββj (L)X˜
αα
j (0) =
∑
j
Xββj X˜
αα
j (0) (5)
where we have defined
X˜αβj (t) ≡ U˜αj(t)U˜αj(t)∗, (6)
X˜ααj (t) ≡
∣∣∣U˜αj(t)∣∣∣2 .
and here and in the following we assume that there is no matter at the end of the baseline
t = L.
It is known [2, 3, 5, 13] that the quantity X˜αβj (t) ≡ U˜αj(t)U˜αj(t)∗ can be expressed as


X˜αβ1
X˜αβ2
X˜αβ3

 =


1
∆E˜21∆E˜31
(E˜2E˜3 −(E˜2 + E˜3) 1)
−1
∆E˜21∆E˜32
(E˜3E˜1 −(E˜3 + E˜1) 1)
1
∆E˜31∆E˜32
(E˜1E˜2 −(E˜1 + E˜2) 1)




δαβ
[UEU−1 +A]αβ[
(UEU−1 +A)2
]
αβ

 , (7)
where the t−dependence of the quantities X˜αβj , E˜j, ∆E˜jk is suppressed for simplicity in
Eq. (7). [(UEU−1+A)j]αβ (j = 1, 2) on the right hand side are given by the known quantities
although the computations are tedious for general potential A(t).
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III. THE NONADIABATIC CORRECTIONS TO THE OSCILLATION PROBA-
BILITY
A. The the standard case
When adiabatic approximation is not good, Eq. (5) should be modified by taking nonadi-
abatic contributions into account. Substituting the diagonalized form (2) of the Hamiltonian
into the Dirac equation (1), we have
i
d
dt
{
U˜−1(t)Ψ(t)
}
=
[
E˜ − iU˜−1
(
d
dt
U˜
)]{
U˜−1(t)Ψ(t)
}
, (8)
where U˜−1(t)Ψ(t) is the effective energy eigenstate.
In the two flavor case, there is only one level crossing, and the probability P (να → νβ) is
given by
P (να → νβ) =
(
|Uβ1|2 |Uβ2|2
)( 1− PC PC
PC 1− PC
)
∣∣∣U˜α1(0)∣∣∣2∣∣∣U˜α2(0)∣∣∣2

 ,
where PC stands for the jumping probability from the energy eigenstate ν˜1 to ν˜2, and is
approximately computed by the WKB method [6]:
PC = exp
[
− Im
∫
C
∆E˜(t) dt
]
. (9)
Here ∆E˜(t) is the difference of the two energy eigenvalues at the level crossing, and the
contour C is defined as a path from t = t0 to t = t1 where t0 is a point which gives the
minimum value of ∆E˜(t), and t1 is a point in the complex x-plane such that ∆E˜(t1) = 0.
Throughout this paper we assume that the WKB approximation (9) is good 3. It is known
that the exponent in (9) is related by the ratio γ of the difference of the energy eigenvalues
of the two levels to the derivative of the effective mixing angle θ˜ at the level-crossing:
− logPC = π
2
F γ, (10)
where
γ =
∆E˜
2|dθ˜/dt|
∣∣∣∣∣
resonance
.
The subscript resonance stands for the quantity evaluated at the point where the difference
|∆E˜| of the two energy eigenvalues becomes minimum. F is the factor which depends on
3 In the extreme nonadiabatic limit, Eq. (9) need a certain modification [16]. However, the major purpose of
this paper is to show how to handle nonadiabatic corrections in the case with more than two flavors, rather
than computing the deviation from the linear potential or the corrections due to the extreme nonadiabatic
condition. These corrections can be treated in the same manner as in the two flavor case, so we do not
include such a modification for simplicity in this paper.
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the form of the potential A, and in the case of linear potential, i.e., in the case A ∝ t we
have F = 1 4. In the standard two flavor case, we have
γ =
∆E21 sin
2 2θ
cos 2θ |d logA/dt|resonance
.
In the three flavor case, there are at most two level crossings for neutrinos as in the case
of a supernova [12]. Assuming that the nonadiabatic transition at each level crossing can be
described by the same manner as in the case of the two level-crossing, and assuming that
the level crossing occurs at E˜3 ≃ E˜1 and E˜2 ≃ E˜1, the transition probability is given by
P (να → νβ) =
(
|Uβ1|2 |Uβ2|2 |Uβ3|2
) 1− PL PL 0PL 1− PL 0
0 0 1


×

 1− PH 0 PH0 1 0
PH 0 1− PH




∣∣∣U˜α1(0)∣∣∣2∣∣∣U˜α2(0)∣∣∣2∣∣∣U˜α3(0)∣∣∣2

 . (11)
Using the WKB approximation [6], the jumping factors in (11) are given by
PH = exp
[
− Im
∫
C
∆E˜31(t) dt
]
,
PL = exp
[
− Im
∫
C
∆E˜21(t) dt
]
.
As is shown in Appendix A,
θ˜13 ≡ 1
2
tan−1
∆E31 sin 2θ13
∆E31 cos 2θ13 − A (12)
is the effective mixing angle near the level-crossing ∆E31 ≃ A, while
θ˜12 ≡ 1
2
tan−1
∆E21 sin 2θ12
∆E21 cos 2θ12 −Ac213
is the effective mixing angle near the level-crossing ∆E21 ≃ A. As in the case of a two level
problem, we have the following jumping probabilities:
PH = exp
(
−π
2
F
∆E31 sin
2 2θ13
cos 2θ13 |d logA/dt|resonance
)
, (13)
PL = exp
(
−π
2
F
∆E21 sin
2 2θ12
cos 2θ12 |d logA/dt|resonance
)
. (14)
F is the factor which depends on the form of the potential A, and F = 1 in the case of a
linear potential.
4 F can be evaluated analytically for a few cases of the density profile such as t, 1/t and e−t. See Ref. [8]
and references therein.
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The effective mixing matrix elements |U˜αj(0)|2 at the origin L = 0 can be approximately
obtained by putting ∆m221 → 0 and by substituting θ12 → 0, θ13 → θ˜13, δ → 0. They are
thus given by
|U˜αj(0)|2 =

 c˜
2
13 0 s˜
2
13
s˜213s
2
23 c
2
23 c˜
2
13s
2
23
s˜213c
2
23 s
2
23 c˜
2
13c
2
23

 , (15)
where c˜13 ≡ cos θ˜13 and s˜13 ≡ sin θ˜13 are the quantities which are evaluated from Eq. (12)
at the origin L = 0. From Eqs. (11), (13), (14) and (15), we have the analytical expression
for the transition probability including the nonadiabatic contributions in the three flavor
standard case.
B. The effective mixing angles in matter
The energy eigenvalues in the previous discussions are easily obtained because the eigen-
values near each level-crossing in the standard case are the roots of a quadratic equation in
the leading order in ∆E21/∆E31. In some cases with more than two states, however, the
energy eigenvalues cannot be expressed as the roots of a quadratic equation, and in that
case it is difficult to compute the jumping factor (9). Assuming that the equality (10) holds
at each level-crossing, it is useful to define the effective mixing angle in the presence of the
matter potential A(t) 5.
In this subsection we will show how to derive the expression for the effective mixing angle
in the presence of the matter using the KTY formalism. The KTY formalism enables one
to obtain the bilinear quantity X˜αβj defined in Eq. (6). Our strategy here is to start with
effective matrix elements X˜αβj which are obtained by the KTY formalism and to determine
the phase of each element by demanding that it be consistent with the standard form (B1)
of the mixing matrix element in vacuum. We will discuss only the three flavor case, but we
can generalize this method to the case with more than three flavors.
From the identities
U˜ej =
√
X˜eej e
i arg U˜ej ,
U˜µj =
X˜µej√
X˜eej
ei arg U˜ej ,
U˜τj =
X˜τej√
X˜eej
ei arg U˜ej ,
the first guess for the effective mixing matrix U˜ can be written as
U˜1 = U˜0 × diag
(
ei arg U˜e1, ei arg U˜e2 , ei arg U˜e3
)
, (16)
5 The effective mixing angles were given in the standard three flavor case in Ref. [14]
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where
U˜0 ≡




√
X˜ee1
X˜µe1 /
√
X˜ee1
X˜τe1 /
√
X˜ee1

 ,


√
X˜ee2
X˜µe2 /
√
X˜ee2
X˜τe2 /
√
X˜ee2

 ,


√
X˜ee3
X˜µe3 /
√
X˜ee3
X˜τe3 /
√
X˜ee3



 . (17)
However, this naive choice is not exactly the same as the standard parametrization
(B1) for the vacuum mixing matrix, because Eq. (B1) implies that Im(U˜e1)=Im(U˜e2)=
Im(U˜µ3)=Im(U˜τ3)=0 and detU˜=1. In order for U˜αj to have the expression consistent with
the form (B1), therefore, we postulate the following conditions:
arg U˜e1 = 0, (18)
arg U˜e2 = 0, (19)
arg U˜µ3 = 0, (20)
arg U˜τ3 = 0, (21)
arg det U˜αj = 0. (22)
To satisfy Eqs. (18)–(22), we multiply diagonal matrices with elements with complex phases
both from the left and right hand sides of U˜0
6:
U˜ ≡ eiϕ0 eiϕ3λ3 eiϕ9λ9 U˜0 eiϕ′9λ9 eiϕ′3λ3 , (23)
where
λ3 ≡ diag(1,−1, 0), (24)
λ9 ≡ diag(1, 0,−1). (25)
It is straightforward to obtain ϕ0, ϕ3, ϕ9, ϕ
′
3, ϕ
′
9 from Eqs. (18)–(22), and we get
ϕ0 = −1
3
arg det U˜0, (26)
ϕ3 =
1
3
arg det U˜0 − 1
3
arg X˜µe1 +
1
3
arg X˜µe3 −
2
3
arg X˜τe3 , (27)
ϕ9 =
1
3
arg det U˜0 − 1
3
arg X˜µe1 −
2
3
arg X˜µe3 +
1
3
arg X˜τe3 , (28)
ϕ′3 =
1
3
arg det U˜0 +
1
3
arg X˜µe1 −
1
3
arg X˜µe3 −
1
3
arg X˜τe3 , (29)
ϕ′9 = −
2
3
arg det U˜0 +
1
3
arg X˜µe1 +
2
3
arg X˜µe3 +
2
3
arg X˜τe3 . (30)
With the values in Eqs. (26)–(30), U˜ in Eq. (23) has the same parametrization as that for
the standard one (B1):
U˜ = eiθ˜23λ7 Γ
(13)
δ˜
eiθ˜13λ5 (Γ
(13)
δ˜
)−1 eiθ˜12λ2 , (31)
6 Since we are using all the available degrees of freedom of the phases in the 3×3 matrix, it does not matter
whether we start with U˜0 or U˜1. For simplicity we start with U˜0 here.
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where λj (j = 2, 5, 7) are the Gell-Mann matrices and defined by
λ2 ≡

 0 −i 0i 0 0
0 0 0

 , (32)
λ5 ≡

 0 0 −i0 0 0
i 0 0

 , (33)
λ7 ≡

 0 0 00 0 −i
0 i 0

 . (34)
Comparing Eqs. (17), (23) and (31), we find
cos 2θ˜12 =
X˜ee1 − X˜ee2
X˜ee1 + X˜
ee
2
, (35)
cos 2θ˜13 = 1− 2X˜ee3 , (36)
cos 2θ˜23 =
|X˜τe3 |2 − |X˜µe3 |2
|X˜τe3 |2 + |X˜µe3 |2
, (37)
δ˜ = −(ϕ0 + ϕ3 + ϕ9 − ϕ′9) = − arg det U˜0 + arg X˜µe1 + arg X˜µe3 + arg X˜τe3 . (38)
Eqs. (35)–(38) are one of the new results of the present paper. Notice that the quantities
X˜αβj and det U˜0 in Eqs. (35)–(38) are expressed in closed form by the known variables as
is seen in Eq. (7) on the assumption that analytical expressions for all the eigenvalues are
known.
A remark is in order. The standard parametrization (B1) is not the only one for 3 × 3
unitary matrices, and other parametrizations are possible as is described in Appendix B.
In the three flavor case, there can be at most two level-crossings. Depending on which
pair of the energy eigenvalues gets close at each level-crossing, the relevant effective mixing
angle varies. The appropriate parametrization is the one in which the orthogonal ma-
trix, which mixes the two energy eigenstates, is located on the most right-hand side of
the unitary matrix U , because in such a parametrization the diagonalized matrix looks like
· · ·O(θ˜jk)diag(· · · , E˜j , · · · , E˜k, · · ·)O(θ˜jk)T · · ·, and it becomes clear that θ˜jk in the orthogonal
matrix O(θ˜jk) plays a role of the effective mixing angle which mixes the energy eigenstates
with the energy E˜j and E˜k. Furthermore in order for the effective mixing angle θ˜jk to be
consistent with the two flavor description, θ˜jk should become maximal at the level-crossing.
IV. TWO EXAMPLES
We can apply the general discussions in sect.III to concrete examples. In this section we
will discuss two examples. 7 The first one is the case with non-standard interactions where
the matter potential A has the same form as that of the standard case in some basis. The
second example is the one with magnetic moments in which the energy eigenvalues cannot
be expressed as roots of a quadratic equation.
7 These were discussed in Ref. [5] in the adiabatic approximation.
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A. The case with non-standard interactions
The first example is the oscillation probability in the presence of new physics in propa-
gation [17–19]. In this case the mass matrix is given by
UEU−1 +ANP (39)
where
ANP ≡
√
2GFNe

 1 + ǫee ǫeµ ǫeτǫ∗eµ ǫµµ ǫµτ
ǫ∗eτ ǫ
∗
µτ ǫττ

 .
The dimensionless quantities ǫαβ stand for possible deviation from the standard matter
effect. It is known [20] that the constraints on the parameters ǫeµ, ǫµµ, ǫµτ are strong (|ǫαµ| ≃
O(10−2) (α = e, µ, τ) while those on the parameters ǫee, ǫeτ , ǫττ are weak (|ǫee|, |ǫeτ |, |ǫττ | ≃
O(1). In Ref. [21] it was found that large values (∼ O(1)) of the parameters ǫee, ǫeτ , ǫττ
are consistent with all the experimental data including those of the atmospheric neutrino
data, provided that one of the eigenvalues of the matrix (39) at high energy limit becomes
zero, and that such a constraint implies the relation ǫττ ≃ |ǫeτ |2/(1 + ǫee). For simplicity,
therefore, we consider the potential matrix
ANP = A

 1 + ǫee 0 ǫeτ0 0 0
ǫ∗eτ 0 |ǫeτ |2/(1 + ǫee)

 . (40)
Then ANP can be diagonalized as
ANP = eiγ′λ9e−iβλ5 diag (λe′, 0, 0) eiβλ5e−iγ′λ9 , (41)
where
tanβ =
|ǫeτ |
1 + ǫee
γ′ ≡ 1
2
arg (ǫeτ )
λe′ =
A(1 + ǫee)
cos2 β
. (42)
As is shown in Appendix C, the mass matrix (39) can be written as
UEU−1 +ANP
= eiγ
′λ9e−iβλ5e−iφ9λ9e−iφ3λ3
[
U ′′EU ′′−1 + diag (λe′, 0, 0)
]
e−iω3λ3e−iω9λ9eiβλ5e−iγ
′λ9 , (43)
where the phases φ3, φ9, ω3 and ω9, which are defined in Appendix C, are introduced to
make U ′′ consistent with the standard parametrization (B1). The mixing angles θ′′jk and the
CP phase δ′′ in the standard parametrization of U ′′ are defined by
θ′′12 = tan
−1 (|cβe−iγ′Ue2 + sβeiγ′Uτ2|/|cβe−iγ′Ue1 + sβeiγ′Uτ1|) , (44)
θ′′13 = sin
−1 |cβe−iγ′Ue3 + sβeiγ′Uτ3|, (45)
θ′′23 = tan
−1 (Uµ3/|cβe−iγ′Uτ3 − sβeiγ′Ue3|) , (46)
δ′′ = −argU ′′e3arg(cβe−iγ
′
Ue1 + sβe
iγ′Uτ1) + arg(cβe
−iγ′Ue2 + sβe
iγ′Uτ2),
−arg(cβe−iγ′Ue3 + sβeiγ′Uτ3) + arg(cβe−iγ′Uτ3 − sβeiγ′Ue3), (47)
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where cβ ≡ cos β, sβ ≡ sin β. The inside of the square bracket in the mass matrix (43) has
exactly the same form as that of the standard case with replacement θjk → θ′′jk, δ → δ′′
and A → λe′. Furthermore, at the two level-crossings specified by ∆E31 cos 2θ′′13 = λe′ and
∆E21 cos 2θ
′′
12 = (c
′′
13)
2λe′, θ˜
′′
13 and θ˜
′′
12 become π/4, respectively. Therefore, θ˜
′′
13 and θ˜
′′
12 can
be regarded as the appropriate mixing angles to describe the nonadiabatic transition at the
two level-crossings. Hence we can deduce the jumping factors at the two level-crossings 8:
PH = exp
(
−π
2
· ∆E31 sin
2 2θ′′13
cos 2θ′′13|d logA/dt|resonance
)
(48)
PL = exp
(
−π
2
· ∆E21 sin
2 2θ′′12
cos 2θ′′12|d logA/dt|resonance
)
(49)
To estimate the effective mixing matrix elements at the origin L = 0, we assume that
the matter effect A is much larger than the energy difference |∆Ejk|. In this case we can
ignore the term E in Eq. (53), and Eq. (41) indicates that the mixing matrix U˜ is given by
eiγ
′λ9e−iβλ5 , and we get
|U˜αj(0)|2 =

 c
2
β 0 s
2
β
0 1 0
s2β 0 c
2
β

 . (50)
From Eqs. (11), (48), (49) and (50), we can obtain the transition probability P (να → νβ) in
the case with the nonstandard neutrino interaction in propagation.
B. The case with large magnetic moments and a magnetic field
The second example is the case where there are three active neutrinos with magnetic mo-
ments and a large magnetic field 9. This is an example where the energy eigenvalues cannot
be expressed as roots of a quadratic equation, and this case demonstrates the usefulness of
the KTY formalism. Here we assume the magnetic interaction of Majorana type
µαβ ν¯α Fλκσ
λκ νcβ + h.c., (51)
and in this case the magnetic moments µαβ are real and anti-symmetric in flavor indices:
µαβ = −µβα. The hermitian matrix 10
M≡
(
UEU−1 B
B† U∗E(U∗)−1
)
(52)
with
Bαβ ≡ B µαβ
8 The quantity PL was given first in Ref. [22] whose result agrees with ours.
9 The possibility that the magnetic moments of neutrinos in a large magnetic field affect the neutrino flavor
transition caught a lot of attention after this idea was applied to the solar neutrino deficit in Refs. [23–26].
10 See Ref. [15] for derivation of Eq. (52) from the Dirac Eq.
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is the mass matrix for neutrinos and anti-neutrinos without the matter effect where neutrinos
have the magnetic moments µαβ in the magnetic field B.
For simplicity we consider the limit θ13 → 0 and ∆m221 → 0, and we assume that all the
CP phases vanish 11. Then the matrix (52) can be rewritten as
M = 1
2
(
1 i1
i1 1
)(
UEU−1 + iB 0
0 UEU−1 − iB
)(
1 −i1
−i1 1
)
,
so the problem of diagonalizing the 6 × 6 matrix (52) is reduced to diagonalizing the 3× 3
matrices UEU−1 ± iB. Since we are assuming that all the CP phases vanish, all the matrix
elements Uαj and Bαβ = −Bβα are real, UEU−1±iB can be diagonalized by a unitary matrix
and its complex conjugate:
UEU−1 + iB = U˜ E˜U˜−1 (53)
UEU−1 − iB = U˜∗E˜(U˜∗)−1,
and the equation for motion is given by
d
dt
(
Ψ(t) + iΨc(t)
Ψ(t)− iΨc(t)
)
=
(
U˜(t)E˜(t)U˜−1(t) {Ψ(t) + iΨc(t)}
U˜∗(t)E˜(t)(U˜∗)−1(t) {Ψ(t)− iΨc(t)}
)
. (54)
To evaluate the energy eigenvalues and the jumping probability, let us simplify the matrix
(53). Introducing the notations
Bαβ = Bµαβ ≡

 0 −p0 −q0p0 0 −r0
q0 r0 0

 ,
e−iθ23λ7 B eiθ23λ7 =

 0 −p0c23 + q0s23 −p0s23 − q0c23p0c23 − q0s23 0 −r0
p0s23 + q0c23 r0 0


≡

 0 −p −qp 0 −r
q r 0

 , (55)
it is shown in Appendix D that Eq. (53) can be rewritten as
eiθ23λ7 eiωλ2
[
diag(0, 0,∆E31) + Λe
iχλ5 λ2 e
−iχλ5
]
e−iωλ2 e−iθ23λ7 , (56)
where Λ, ω and χ are defined by
Λ ≡
√
p2 + q2 + r2, (57)
ω ≡ tan−1 r
q
, (58)
χ ≡ tan−1
√
q2 + r2
p
. (59)
11 In the presence of the magnetic interaction (51) of Majorana type, the two CP phases, which are absorbed
by redefinition of the charged lepton fields in the standard case, cannot be absorbed and therefore become
physical. Here, however, we assume for simplicity that these CP phases vanish.
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FIG. 1: The behaviors of the normalized eigenvalues tj ≡ E˜j/2
√
∆E231/9 + Λ
2/3 = cos(ϕ +
2jpi/3) (j = 1, 2, 3) of M and cos 3ϕ as functions of u ≡ 3Λ2/∆E231. See Appendix E for de-
tails.
Since the we are mainly interested in the effective mixing angle which mixes the two energy
eigenstates, the matrices eiθ23λ7eiωλ2 on the left-hand side and e−iωλ2e−iθ23λ7 on the right-hand
side of the square bracket in Eq. (56) are irrelevant, so we discuss the following matrix:
M ≡ diag(0, 0,∆E31) − ∆E31
3
1+ Λeiχλ5 λ2 e
−iχλ5 , (60)
where a matrix which is proportional to identity was subtracted for convenience in later
calculations so that the trace ofM vanishes.
The eigenvalues of the matrixM are given in Appendix E. In Fig. 1 the three eigenvalues
tj (j = 1, 2, 3) which are normalized by 2
√
∆E231/9 + Λ
2/3 are depicted as a function of
u ≡ 3Λ2/∆E231. If χ is small, then the two of the three eigenvalues get close to each other,
and χ can be regarded as the vacuum mixing angle near the level-crossing in the present
case. In this example, for a large value of Λ≫ ∆E31, the energy eigenvalues are 0 and ±Λ,
and we found that there is only one level-crossing for |∆E31| ∼ Λ, unlike in the standard
three flavor case 12. So in the following we discuss the contribution from one level-crossing
only.
Furthermore, it is shown in Appendix F that the following relation holds:
P (να → νβ) + P (να → ν¯β) =
∑
j,k
|U˜βj(L)|2 |Wjk|2 |U˜∗αk(0)|2
12 In principle one could say that the other level-crossing is at Λ = 0, i.e., in vacuum. However, in vacuum
the jumping factor PC vanishes, so that the matrix which involves PL in Eq. (11) becomes identity. Hence
there is only only one level-crossing in practice.
13
=
(
|Uβ1|2 |Uβ2|2 |Uβ3|2
) 1 0 00 1− PH PH
0 PH 1− PH




∣∣∣U˜α1(0)∣∣∣2∣∣∣U˜α2(0)∣∣∣2∣∣∣U˜α3(0)∣∣∣2

 , (61)
where we have assumed that the level-crossing occurs between the energy eigenstates 2 and
3, and we have assumed that there is no magnetic field at the endpoint t = L.
As is explained in detail in Appendix G, in the approximation of the small mixing angle
χ, the jumping factor PH can be calculated as
PH ≃ exp
(
− π|dΛ/dt|u=u0
∆E231 χ
2
)
. (62)
Let us now check whether the exponent of PH is proportional to the factor γ. For this
purpose, we introduce the parametrization of the mixing matrix other than the standard
one:
U = eiψ12λ2 Γ(13)η e
iψ13λ5 (Γ(13)η )
−1 eiψ23λ7
=

 s12c13 s12c23 − e
−iηc12s13s23 s12s23 + e−iηc12s13c23
−s12c13 c12c23 + e−iηs12s13s23 c12s23 − e−iηs12s13c23
−eiηs13 −c13s23 c13c23

 ,
where cjk ≡ cosψjk, sjk ≡ sinψjk, and we have used the notations ψjk and η which are
different from those of the standard parametrization (B1) to avoid confusion. From this
expression we observe
tan2 ψ˜23 =
X˜ττ2
X˜ττ3
,
where X˜ττj (j = 2, 3) can be obtained from Eq. (7) by replacing UEU−1 + A → M. As is
shown in Appendix H, the effective mixing angle ψ˜23 becomes maximal at the level-crossing.
So ψ˜23 is the appropriate mixing angle to describe the nonadiabatic transition between the
two energy eigenstates with E˜2 and E˜3.
In Appendix H it is also shown that the exponent of the jumping factor PH coincides
with −π/2 times the γ factor in the case of a linear potential (F = 1):
γ =
∆E˜32
2|dψ˜23/dt|u=u0
∣∣∣∣∣
u=u0
≃ 2∆E
2
31χ
2
|dΛ/dt|u=u0
= − logPH
π/2
.
To obtain the transition probability we also need the expression for |U˜αj(0)|2. We can
roughly estimate the elements |U˜αj(0)|2 of the effective mixing matrix at the origin t = 0 by
ignoring the term E in Eq. (53). Using the property (D2) we see
B =

 0 −p0 −q0p0 0 −r0
q0 r0 0

 = Λ eiω0λ2 eiχ0λ5 λ2 e−iχ0λ5 e−iω0λ2
= Λ eiω0λ2 eiχ0λ5 ei(pi/4)λ1 λ3 e
−i(pi/4)λ1 e−iχ0λ5 e−iω0λ2 , (63)
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where the angles ω0 and χ0 are defined by ω0 ≡ tan−1(r0/q0), χ0 ≡ tan−1(
√
q20 + r
2
0/p0).
Eq. (63) implies that the effective mixing matrix U˜ at the origin is U˜ = eiω0λ2eiχ0λ5ei(pi/4)λ1 ,
so that we have
|U˜αj(0)|2 =


| 1√
2
(cω0cχ0 + isω0)|2 | 1√2(icω0cχ0 + sω0)|2 |cω0sχ0 |2
| 1√
2
(−sω0cχ0 + icω0)|2 | 1√2(−isω0cχ0 + cω0)|2 | − sω0sχ0 |2
| − 1√
2
sχ0|2 | − i√2sχ0|2 |cχ0 |2


=
1
2Λ2(q20 + r
2
0)

 r
2
0Λ
2 + p20q
2
0 r
2
0Λ
2 + p20q
2
0 2q
2
0(q
2
0 + r
2
0)
q20Λ
2 + p20r
2
0 q
2
0Λ
2 + p20r
2
0 2r
2
0(q
2
0 + r
2
0)
(q20 + r
2
0)
2 (q20 + r
2
0)
2 2p20(q
2
0 + r
2
0)

 . (64)
From Eqs. (61), (62) and (64), we obtain the combination P (να → νβ) + P (να → ν¯β) of the
transition probabilities.
In the discussions above we have assumed that |χ| is small. If this is not the case, then
ψ˜23 does not necessarily become maximal at the level-crossing. In that case, instead of the
matrixM in Eq. (60), we should use
M′ ≡ e−iαλ5 M eiαλ5 ≡ e−iαλ5 U˜ E˜U˜−1 eiαλ5 ≡ U˜ ′E˜(U˜ ′)−1. (65)
α is a parameter which is determined by the condition
tan2 ψ˜′23
∣∣∣
u=u0
=
X˜
′ττ
2
X˜
′ττ
3
∣∣∣∣∣
u=u0
=
|U˜τ2 cosα+ U˜e2 sinα|2
|U˜τ3 cosα+ U˜e3 sinα|2
∣∣∣∣∣
u=u0
= 1. (66)
The condition (66) is a quadratic equation with respect to tanα:
(|U˜e2|2 − |U˜e3|2) tan2 α + 2Re(U˜e2U˜∗τ2 − U˜e3U˜∗τ3) tanα+ |U˜τ2|2 − |U˜τ3|2 = 0, (67)
and the discriminant of Eq. (67) is given by
{
Re(U˜e2U˜
∗
τ2 − U˜e3U˜∗τ3)
}2 − (|U˜e2|2 − |U˜e3|2)(|U˜τ2|2 − |U˜τ3|2). (68)
In the present case, the quantity X˜eτj ≡ U˜ejU˜∗τj (j = 2, 3) turns out to be real because
(Mj−1)eτ (j = 2, 3) is real. Hence the discriminant (68) becomes (U˜e2U˜τ3 − U˜e3U˜τ2)2 which
is positive semi-definite, and the quadratic equation (67) always has real roots. Using one of
the roots of (67) as tanα in Eq. (65), we can evaluate the γ factor. Thus, on the assumption
that the jumping probability PH is given by the factor exp(−γFπ/2), we can deduce the
jumping factor PH . In this case, however, unlike in the case of |χ| ≪ 1, we cannot prove that
the exponent of the jumping probability (9) in the WKB treatment is equal to −γFπ/2.
V. CONCLUSIONS
Using the formalism which was developed by Kimura, Takamura and Yokomakura to ex-
press analytically the combination X˜αβj ≡ U˜αjU˜βj∗ of the mixing matrix elements in matter
with constant density, we have shown that the effective mixing angle can be analytically ex-
pressed in terms of the mixing matrix elements in vacuum and the energy eigenvalues. The
analytical expression for the effective mixing angle enables us to evaluate the nonadiabatic
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contribution to the transition probability based on the two assumptions: (i) The nonadia-
batic transitions in the case with more than two energy eigenstates can be separately treated
as a two state problem at each level-crossing. (ii) The exponent of the probability obtained
by the WKB method is proportional to the factor γ which is the ratio of the energy difference
of the two eigenstates to the derivative of the effective mixing angle at the level-crossing.
We have given two examples: one with flavor dependent nonstandard interactions in neu-
trino propagation and the other with magnetic moments in a large magnetic field. In the
second example the energy eigenvalues cannot be expressed as roots of a quadratic equation
and discussions become much less trivial compared with the standard case or with the first
example. In the second example we have shown in the approximation of the small mixing
angle that the above assumption (ii) is correct. If the two assumptions (i) and (ii) above
are correct, then the KTY formalism enables us to express the probability of nonadiabatic
transitions in terms of the mixing matrix elements in vacuum and the energy eigenvalues in
general cases.
Appendix A: The effective mixing angle in the standard three flavor case
Near the level-crossing ∆E31 ≃ A, in the leading order in ∆E21/∆E31, the mass matrix
(2) becomes
UEU−1 +A
= eiθ23λ7 Γ
(13)
δ e
iθ˜13λ5
1
2
diag
(
∆E31 + A−∆E˜31, 0,∆E31 + A +∆E˜31
)
×e−iθ˜13λ5 (Γ(13)δ )−1 e−iθ23λ7 ,
where λj (j = 5, 7) are defined by Eqs. (33) and (34), and
tan 2θ˜13 ≡ ∆E31 sin 2θ13
∆E31 cos 2θ13 − A
∆E˜31 ≡
√
(∆E31 cos 2θ13 − A)2 + (∆E31 sin 2θ13)2
Γ
(13)
δ ≡ diag(e−iδ/2, 1, eiδ/2)
At ∆E31 cos 2θ13 = A, the effective mixing angle θ˜13 becomes π/4, as in the two flavor case.
Hence θ˜13 can be regarded as the appropriate mixing angle to describe the nonadiabatic
transition between the two energy eigenstates with E˜1 and E˜3.
On the other hand, near the level-crossing ∆E21 ≃ A, to first order in ∆E21/∆E31 the
mass matrix (2) becomes
UEU−1 +A
= eiθ23λ7 Γ
(13)
δ e
iθ13λ5 (Γ
(13)
δ )
−1 exp

i 7∑
j=4
djλj

 eiθ˜12λ2
×
[
diag
{
1
2
(∆E21 + Ac
2
13 +∆E˜21,∆E21 + Ac
2
13 −∆E˜21,∆E31 + As213
}]
×e−iθ˜12λ2 exp

−i 7∑
j=4
djλj

Γ(13)δ e−iθ13λ5 (Γ(13)δ )−1 e−iθ23λ7 ,
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where λ2 is defined by Eq. (32),
tan 2θ˜12 ≡ ∆E21 sin 2θ12
∆E21 cos 2θ12 −Ac213
∆E˜21 ≡
√
(∆E21 cos 2θ12 −Ac213)2 + (∆E21 sin 2θ12)2 (A1)
and dj (j = 4, · · · , 7) are the small coefficients given by d4 = c12 sin δA/∆E31, d5 =
c12 cos δA/∆E31, d6 = s12 sin δA/∆E31 and d7 = s12 cos δA/∆E31. At ∆E21 cos 2θ12 = Ac
2
13,
the effective mixing angle θ˜12 becomes π/4. Hence θ˜12 can be regarded as the appropriate
mixing angle to describe the nonadiabatic transition between the two energy eigenstates
with E˜1 and E˜2.
Appendix B: Parametrizations for 3× 3 unitary matrices
Assuming the same form as for the standard parametrization, we can consider six per-
mutations for 3× 3 unitary matrices as follows:
U = eiθ23λ7 Γ
(13)
δ e
iθ13λ5 (Γ
(13)
δ )
−1 eiθ12λ2
=

 1 0 00 c23 s23
0 −s23 c23



 e
−iδ/2 0 0
0 1 0
0 0 eiδ/2



 c13 0 s130 1 0
−s13 0 c13


×

 e
iδ/2 0 0
0 1 0
0 0 e−iδ/2



 c12 s12 0−s12 c12 0
0 0 1

 ,
=

 c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 , (B1)
U = eiθ13λ5 Γ
(23)
δ e
iθ23λ7 (Γ
(23)
δ )
−1 eiθ12λ2
=

 c12c13 + e
iδs12s13s23 s12c13 − eiδc12s13s23 s13c23
−s12c23 c12c23 s23e−iδ
c12s13 + e
iδs12c13s23 −s12s13 − eiδc12c13s23 c13c23

 , (B2)
U = eiθ23λ7 Γ
(12)
δ e
iθ12λ2 (Γ
(12)
δ )
−1 eiθ13λ5
=

 c12c13 e
−iδs12 c12s13
−s13s23 − eiδs12c13c23 c12c23 c13s23 − eiδs12s13c23
−s13c23 − eiδs12c13s23 −c12s23 c13c23 + eiδs12s13s23

 , (B3)
U = eiθ12λ2 Γ
(23)
δ e
iθ23λ7 (Γ
(23)
δ )
−1 eiθ13λ5
=

 c12c13 − e
−iδs12s13s23 s12c23 c12s13 − e−iδs12c13s23
−s12c13 − e−iδc12s13s23 c12c23 −s12s13 + e−iδc12c13s23
−s13c23 −eiδs23 c13c23

 , (B4)
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U = eiθ12λ2 Γ
(13)
δ e
iθ13λ5 (Γ
(13)
δ )
−1 eiθ23λ7
=

 c12c13 s12c23 − e
−iδc12s13s23 s12s23 + e−iδc12s13s23
−s12c13 c12c23 + e−iδs12s13s23 c12s23 − e−iδs12s13c23
−eiδs13 −c13s23 c13c23

 , (B5)
U = eiθ13λ2 Γ
(12)
δ e
iθ12λ5 (Γ
(12)
δ )
−1 eiθ23λ7
=

 c12c13 −s13c23 + e
−iδs12c13c23 s13c23 + e−iδs12c13s23
−eiδs12 c12c23 c12s23
−c12s13 −c13s23 − e−iδs12s13c23 c13c23 − e−iδs12s13s23

 . (B6)
Here we have introduced the notation:
Γ
(12)
δ ≡ diag(e−iδ/2, eiδ/2, 1),
Γ
(13)
δ ≡ diag(e−iδ/2, 1, eiδ/2),
Γ
(23)
δ ≡ diag(1, e−iδ/2, eiδ/2).
Appendix C: The derivation of Eq. (43)
Because of the form of the matrix ANP (41), the mass matrix (39) can be written as [5]
UEU−1 +ANP
= eiγ
′λ9e−iβλ5
[
eiβλ5e−iγ
′λ9UEU−1eiγ′λ9e−iβλ5 + diag (λe′, 0, 0)
]
eiβλ5e−iγ
′λ9 . (C1)
Here we introduce the following two unitary matrices:
U ′ ≡ eiβλ5e−iγ′λ9 U
=

 cβe
−iγ′Ue1 + sβeiγ
′
Uτ1 cβe
−iγ′Ue2 + sβeiγ
′
Uτ2 cβe
−iγ′Ue3 + sβeiγ
′
Uτ3
Uµ1 Uµ2 Uµ3
cβe
−iγ′Uτ1 − sβeiγ′Ue1 cβe−iγ′Uτ2 − sβeiγ′Ue2 cβe−iγ′Uτ3 − sβeiγ′Ue3

 , (C2)
U ′′ ≡ eiφ3λ3eiφ9λ9 U ′ eiω9λ9eiω3λ3 ,
where cβ ≡ cos β, sβ ≡ sin β, and U ′′ is in the standard parametrization (B1). The phases
φ3, φ9, ω3 and ω9 are defined in such a way that the elements U
′′
e1, U
′′
e2, U
′′
µ3, U
′′
τ3 become real
to be consistent with the standard parametrization (B1), and are given by
φ3 = −1
3
argU ′e1 −
1
3
argU ′e2 −
2
3
argU ′τ3,
φ9 = −1
3
argU ′e1 −
1
3
argU ′e2 +
1
3
argU ′τ3,
ω3 = −2
3
argU ′e1 +
1
3
argU ′e2 −
2
3
argU ′τ3,
ω9 =
1
3
argU ′e1 +
1
3
argU ′e2 +
2
3
argU ′τ3.
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In these expressions, argU ′αj can be read off from Eq. (C2). Thus we obtain the expression
for the three mixing angles θ′′jk (44), (45), (46) and the Dirac phase δ
′′ (47) in U ′′ 13:
θ′′12 = tan
−1(U ′′e2/U
′′
e1) = tan
−1 (|cβe−iγ′Ue2 + sβeiγ′Uτ2|/|cβe−iγ′Ue1 + sβeiγ′Uτ1|) ,
θ′′13 = sin
−1 |U ′′e3| = sin−1 |cβe−iγ
′
Ue3 + sβe
iγ′Uτ3|,
θ′′23 = tan
−1(U ′′µ3/U
′′
τ3) = tan
−1 (Uµ3/|cβe−iγ′Uτ3 − sβeiγ′Ue3|) ,
δ′′ = −argU ′′e3
= arg(cβe
−iγ′Ue1 + sβe
iγ′Uτ1) + arg(cβe
−iγ′Ue2 + sβe
iγ′Uτ2)
−arg(cβe−iγ′Ue3 + sβeiγ′Uτ3) + arg(cβe−iγ′Uτ3 − sβeiγ′Ue3).
Appendix D: The derivation of Eq. (56)
Because of the form of the matrix (55), we have
UEU−1 + iB = eiθ23λ7 diag(0, 0,∆E31) e−iθ23λ7 + i

 0 −p0 −q0p0 0 −r0
q0 r0 0


= eiθ23λ7

diag(0, 0,∆E31) + i

 0 −p −qp 0 −r
q r 0



 e−iθ23λ7 . (D1)
T1 = iλ7, T2 = −iλ5, T3 = iλ2 are the generators of the SO(3) group, and the real anti-
symmetric matrix eiθ23λ7 B e−iθ23λ7 = −i(pλ2 + qλ5 + rλ7) can be rewritten as
− i(pλ2 + qλ5 + rλ7) = −ieiωλ2
(
pλ2 +
√
q2 + r2 λ7
)
e−iωλ2
= −ieiωλ2 eiχλ5 Λλ2 e−iχλ5 e−iωλ2 , (D2)
where Λ, ω and χ are defined in Eqs. (57), (58) and (59). Hence the matrix (D1) becomes
UEU−1 + iB = eiθ23λ7
[
diag(0, 0,∆E31) + Λe
iωλ2 eiχλ5 λ2 e
−iχλ5 e−iωλ2
]
e−iθ23λ7
= eiθ23λ7 eiωλ2
[
diag(0, 0,∆E31) + Λe
iχλ5 λ2 e
−iχλ5
]
e−iωλ2 e−iθ23λ7 .
Appendix E: The energy eigenvalues in the case with large magnetic moments and
a magnetic field
The eigenvalue of the matrix in Eq. (60) can be obtained from the eigenvalue equation
0 = |E˜ 1−M| = E˜3 −
(
Λ2 +
∆E231
3
)
E˜ − 2
27
∆E331 +
1 + 3 cos 2χ
6
Λ2∆E31. (E1)
13 There was an error in the discussion on the phases in Appendix C in Ref. [5] in the case of the non-standard
interaction. The expressions of the phases here correct those in Ref. [5].
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The three roots of the cubic equation (E1) are given by
E˜1 = 2R cos(ϕ+
2
3
π),
E˜2 = 2R cos(ϕ− 2
3
π),
E˜3 = 2R cosϕ, (E2)
where
R ≡
(
∆E231
9
+
Λ2
3
)1/2
,
cos 3ϕ ≡ 1
R3
{(
∆E31
3
)3
− 1 + 3 cos 2χ
12
Λ2∆E31
}
=
1−Du
(1 + u)3/2
, (E3)
u ≡ 3Λ
2
∆E31
,
D ≡ 3
4
(1 + 3 cos 2χ).
The extremum of cos 3ϕ is given by the condition
0 =
d
du
cos 3ϕ =
d
du
{
1−Du
(1 + u)3/2
}
=
D(u− 2− 3/D)
2(1 + u)5/2
,
so
u = u0 ≡ 2 + 3
D
(E4)
gives the condition for the level-crossing. At u = u0, the value of cos 3ϕ is
cos 3ϕ|u=u0 =
1−Du
(1 + u)3/2
∣∣∣∣∣
u=u0
= −
(
D
3
) 3
2
√
4
1 +D
When |χ| is small, we have
D ≃ 3− 9
2
χ2, (E5)
u0 ≃ 3 + 3
2
χ2, (E6)
so that cos 3ϕ|u=u0 approaches -1:
cos 3ϕ|u=u0 ≃ −1 +
27
16
χ2
This implies that ϕ|u=u0 is close to π/3:
ϕ|u=u0 ≃
π
3
−
√
3
8
χ (E7)
At u = 0, we have cos 3ϕ = 1 which implies ϕ|u=u0 = 0. As u varies from 0 to u0, therefore,
ϕ varies from 0 to π/3−
√
3/8χ.
To see the behaviors of the level-crossing, it is useful to plot the normalized eigenvalues
tj ≡ E˜j/2R (j = 1, 2, 3) of M, instead of E˜j themselves. The values of tj (j = 1, 2, 3) are
shown together with cos 3ϕ in Fig. 1 for D = 2.9 as functions of u ≡ 3Λ2/∆E231.
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Appendix F: The derivation of the transition probability in the case with large
magnetic moments and a magnetic field
As is explained in the main text, we discuss the contribution from one level-crossing only.
By taking into account the nonadiabatic contribution, we can integrate Eq. (54):
Ψ(L) + iΨc(L) = U˜(L) e−iΦ2 W e−iΦ1 U˜−1(0) (Ψ(0) + iΨc(0))
Ψ(L)− iΨc(L) = U˜∗(L) e−iΦ2 W ∗ e−iΦ1 (U˜∗)−1(0) (Ψ(0)− iΨc(0))
where W stands for the transition matrix between the two energy eigenstates at the level-
crossing t = tR, and
Φ1 ≡
∫ tR
0
E˜(t) dt,
Φ2 ≡
∫ L
tR
E˜(t) dt.
From this we get
Ψ(L) =
1
2
[
U˜(L) e−iΦ2 W e−iΦ1 U˜−1(0) (Ψ(0) + iΨc(0))
+U˜∗(L) e−iΦ2 W ∗ e−iΦ1 (U˜∗)−1(0) (Ψ(0)− iΨc(0))
]
Thus the probability amplitudes for the flavor transition are given by
A(να → νβ) = 1
2
[
U˜(L) e−iΦ2 W e−iΦ1 U˜−1(0) + U˜∗(L) e−iΦ2 W ∗ e−iΦ1 (U˜∗)−1(0)
]
βα
=
∑
j,k
(
e−iΦ2
)
jj
(
e−iΦ1
)
kk
Re
{
U˜βj(L)Wjk U˜
∗
αk(0)
}
A(να → ν¯β) = i
2
[
U˜(L) e−iΦ2 W e−iΦ1 U˜−1(0)− U˜∗(L) e−iΦ2 W ∗ e−iΦ1 (U˜∗)−1(0)
]
βα
= −∑
j,k
(
e−iΦ2
)
jj
(
e−iΦ1
)
kk
Im
{
U˜βj(L)Wjk U˜
∗
αk(0)
}
Hence we obtain the transition probabilities
P (να → νβ) =
∑
j,k,j′,k′
(
e−iΦ2
)
jj
(
eiΦ2
)
j′j′
(
e−iΦ1
)
kk
(
eiΦ1
)
k′k′
×Re
{
U˜βj(L)Wjk U˜
∗
αk(0)
}
Re
{
U˜βj′(L)Wj′k′ U˜
∗
αk′(0)
}
→ ∑
j,k
[
Re
{
U˜βj(L)Wjk U˜
∗
αk(0)
}]2
P (να → ν¯β) →
∑
j,k
[
Im
{
U˜βj(L)Wjk U˜
∗
αk(0)
}]2
, (F1)
where we have taken the limit tR →∞, L→∞ and we have averaged over rapid oscillations:
(e−iΦ1)kk(eiΦ1)k′k′ → δkk′, (e−iΦ2)jj(eiΦ2)j′j′ → δjj′. Each probability in Eqs. (F1) itself is not
expressed in terms of X˜ααj (0), but we find that the following relation holds:
P (να → νβ) + P (να → ν¯β) =
∑
j,k
|U˜βj(L)|2 |Wjk|2 |U˜∗αk(0)|2
21
=
(
|Uβ1|2 |Uβ2|2 |Uβ3|2
) 1 0 00 1− PH PH
0 PH 1− PH




∣∣∣U˜α1(0)∣∣∣2∣∣∣U˜α2(0)∣∣∣2∣∣∣U˜α3(0)∣∣∣2

 ,
where we have assumed that the level-crossing occurs between the energy eigenstates 2 and
3, we have used the fact that in that case |W23|2 = |W32|2 = PH , |W22|2 = |W33|2 = 1− PH ,
and we have assumed that there is no magnetic field at the endpoint t = L.
Appendix G: The calculations of the jumping factor PH in the case with large
magnetic moments and a magnetic field
We have seen in Appendix E that ϕ varies from 0 to π/3 −
√
3/8χ, as u varies from 0
to u0. To estimate the jumping probability PH near the level-crossing u = u0, let us obtain
the complex solution u of the equation
cos 3ϕ =
1−Du
(1 + u)3/2
= −1 (G1)
for D < 3. Eq. (G1) gives
u
{
u2 − (D2 − 3)u+ 3 + 2D
}
= 0,
Thus the solutions other than u = 0 for Eq. (G1) are
u =
D2 − 3
2
± i
√
(3−D)(D + 1)3 ≃ 3± 6
√
2χ i, (G2)
where we have used the condition (E5) for small |χ|. Thus we take the path of the complex
integral for PH as
u = 3 + 6
√
2χξ i, 0 ≤ ξ ≤ 1 . (G3)
When the complex variable lies in the region specified by Eq. (G3), we have
cos 3ϕ = −1 + 27
16
χ2(1− ξ2),
3ϕ = π −
√
27
8
χ
√
1− ξ2
ϕ =
π
3
−
√
3
8
χ
√
1− ξ2 (G4)
From Eq. (E2) the difference ∆E˜32 ≡ E˜3 − E˜2 of the two eigenvalues is given
∆E˜32 = 2
√
3R sin
(
π
3
− ϕ
)
= 2
√
3
∆E31
3
√
1 + u sin
(
π
3
− ϕ
)
≃
√
2∆E31 χ
√
1− ξ2,
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where we have used Eq. (G4) and the fact that |χ| ≪ 1 in the second line. Thus the jumping
probability near the point u = u0 is given by
PH = exp
[
− Im
(∫ ξ=1
ξ=0
∆E˜32(t) dt
)]
,
≃ exp
[
− Im
(∫ ξ=1
ξ=0
√
2∆E31 χ
√
1− ξ2 1|dΛ/dt|dΛ
)]
,
≃ exp
[
−2∆E231 χ2 Im
(∫ 1
0
√
1− ξ2
|dΛ/dt| idξ
)]
,
= exp
[
−2∆E231χ2
∫ 1
0
√
1− ξ2
|dΛ/dt| dξ
]
,
where we have used the fact dΛ = d(∆E31
√
u/3) = (∆E31/
√
3)du/(2
√
u) ≃ (∆E31/6)du
= 6
√
2∆E31χidξ. For simplicity we assume that |dΛ/dt| = constant, and we obtain Eq. (62).
Appendix H: The calculations of the effective mixing angle and its derivative in
the case with large magnetic moments and a magnetic field
To evaluate the derivative of ψ˜23 we need to calculate not only the derivative of {(M)j}ττ
which appear in the KTY formula (7) but also the derivative of the eigenvalues E˜j . The
eigenvalues E˜j (j = 1, 2, 3) in Eq. (E2) are written as
E˜j = 2R cos(ϕ+
2j
3
π) =
∆E31
3
√
1 + u cos(ϕ+
2j
3
π),
and, as we will see later, the derivative of ϕ with respect to u vanishes at the level-crossing
u = u0. To simplify the calculations, therefore, we introduce the normalized eigenvalues:
e˜j ≡ E˜j
R
= 2 cos(ϕ+
2j
3
π). (H1)
The normalized eigenvalues e˜j are convenient when we compute the derivative of ψ˜23, because
the derivative of e˜j with respect to u vanishes at the level-crossing u = u0. So we express
the quantities, which are necessary to obtain ψ˜23, in terms of e˜j :
X˜ττ2 =
1
∆e˜32∆e˜12
{e˜3e˜1 − (e˜3 + e˜1)yττ2 + yττ3 } ,
X˜ττ3 =
1
∆e˜31∆e˜32
{e˜1e˜2 − (e˜1 + e˜2)yττ2 + yττ3 } ,
tan2 ψ˜23 =
X˜ττ2
X˜ττ3
=
∆e˜31
∆e˜12
· e˜3e˜1 − (e˜3 + e˜1)y
ττ
2 + y
ττ
3
e˜1e˜2 − (e˜1 + e˜2)yττ2 + yττ3
, (H2)
where we have defined
∆e˜jk ≡ e˜j − e˜k,
yττj ≡
(Mj−1)ττ
Rj−1
. (j = 2, 3)
23
The matrix elements of M andM2 can be calculated from Eq. (60) as follows:
M =

 −
1
3
∆E31 −iΛ cosχ 0
iΛ cosχ −1
3
∆E31 −iΛ sinχ
0 iΛ sinχ 2
3
∆E31

 ,
M2 =


1
9
∆E231 + Λ
2 cos2 χ 2
3
iΛ∆E31 cosχ −12Λ2 sin 2χ−2
3
iΛ∆E31 cosχ
1
9
∆E231 + Λ
2 − i
3
Λ∆E31 sinχ
−1
2
Λ2 sin 2χ i
3
Λ∆E31 sinχ
4
9
∆E231 + Λ
2 sin2 χ

 .
First of all, let us evaluate the value of ψ˜23 itself at the level-crossing u = u0. At the
level-crossing, from Eqs. (E6), (E7) and (H1), we get
e˜1|u=u0 ≃ −2
e˜2|u=u0 ≃ 1 +
3
2
√
2
χ
e˜3|u=u0 ≃ 1−
3
2
√
2
χ
yττ2 |u=u0 =
Mττ
R
∣∣∣∣
u=u0
=
(2/3)∆E31√
∆E231/9 + Λ
2/3
∣∣∣∣∣∣
u=u0
=
2√
1 + u
∣∣∣∣∣
u=u0
≃ 1
yττ3 |u=u0 =
(M2)ττ
R2
∣∣∣∣∣
u=u0
=
(4/9)∆E231 + Λ
2 sin2 χ
∆E231/9 + Λ
2/3
∣∣∣∣∣
u=u0
=
4 + 3u sin2 χ
1 + u
∣∣∣∣∣
u=u0
≃ 1,
where we have used the fact
R =
√
∆E231
9
+
Λ2
3
=
∆E31
3
√
1 + u,
and we have ignored terms of order O(χ2). Thus we observe that the effective mixing angle
ψ˜23 is maximal at the level-crossing:
tan2 ψ˜23
∣∣∣
u=u0
≃ 3−3 ·
−2(1− 3
2
√
2
χ) + 1 + 3
2
√
2
χ+ 1
−2(1 + 3
2
√
2
χ) + 1− 3
2
√
2
χ+ 1
≃ 1.
Hence ψ˜23 is the appropriate effective mixing angle to describe the jumping factor PH as in
the standard two flavor case.
Next, let us evaluate the derivative of ψ˜23. Since the derivative of ϕ at the level-crossing
vanishes
dϕ
dt
∣∣∣∣∣
u=u0
=
du
dt
dϕ
du
∣∣∣∣∣
u=u0
=
du
dt
d
du
[
1
3
cos−1
{
1−Du
(1 + u)3/2
}]∣∣∣∣∣
u=u0
=
du
dt
−1
3
{
1− (1−Du)
2
(1 + u)3
}−1/2
D(u− u0)
2(1 + u)5/2
∣∣∣∣∣∣
u=u0
= 0,
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the derivative of e˜j = 2 cos(ϕ + 2jπ/3) at the level-crossing vanishes. So the only terms
which do not vanish upon evaluating a derivative at the level-crossing u = u0 in Eq. (H2)
are yττ2 and y
ττ
3 . By taking the derivative of the logarithm of the both hand sides of Eq. (H2),
we get at the level-crossing
(
2
dψ˜23
du
· 2
sin 2ψ˜23
)∣∣∣∣∣
u=u0
=

 −(e˜3 + e˜1)
dyττ
2
du
+
dyττ
3
du
e˜3e˜1 − (e˜3 + e˜1)yττ2 + yττ3
− −(e˜1 + e˜2)
dyττ
2
du
+
dyττ
3
du
e˜1e˜2 − (e˜1 + e˜2)yττ2 + yττ3


∣∣∣∣∣∣
u=u0
=
[
∆e˜32
{e˜3e˜1 − (e˜3 + e˜1)yττ2 + yττ3 }{e˜1e˜2 − (e˜1 + e˜2)yττ2 + yττ3 }
×
{
dyττ2
du
(e˜21 − yττ3 ) +
dyττ3
du
(yττ2 − e˜1)
}]∣∣∣∣∣
u=u0
. (H3)
Here we note
dyττ2
du
∣∣∣∣∣
u=u0
=
d
du
(
3
∆E31
√
1 + u
2
3
∆E31
)∣∣∣∣∣
u=u0
= − 1
(1 + u)3/2
∣∣∣∣∣
u=u0
≃ −1
8
dyττ3
du
=
d
du
{
9
∆E231(1 + u)
(
4
9
∆E231 +
u
3
∆E231 sin
2 χ
)}∣∣∣∣∣
u=u0
≃ − 4
(1 + u)2
∣∣∣∣∣
u=u0
≃ −1
4
where we have ignored terms of order O(χ2). Taking into account sin 2ψ˜23 ≃ 1, Eq. (H3)
gives
dψ˜23
du
∣∣∣∣∣
u=u0
=
1
4
3χ/
√
2
(−9χ/2√2)(9χ/2√2)
{
−1
8
(22 − 1)− 1
4
(1 + 2)
}
=
1
12
√
2χ
.
Assuming |dΛ/dt|u=u0 = constant, we have
dψ˜23
dt
∣∣∣∣∣
u=u0
=
du
dt
∣∣∣∣∣
u=u0
· dψ˜23
du
∣∣∣∣∣
u=u0
=
|dΛ/dt|u=u0
∆E31
1
2
√
2χ
On the other hand,
∆E˜32
∣∣∣
u=u0
= 2
√
3R sin
(
π
3
− ϕ
)∣∣∣∣
u=u0
≃
√
2∆E31χ
We conclude, therefore, that the exponent of the jumping factor coincides with −π/2 times
the γ factor in the case of a linear potential (F = 1):
γ =
∆E˜32
2|dψ˜23/dt|
∣∣∣∣∣
u=u0
≃ 2∆E
2
31χ
2
|dΛ/dt|u=u0
= − logPH
π/2
.
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