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Abstract 
We show that the survival curve is identifiable in discrete bivariate censored data. problems 
under weaker independence assumptions than have been commonly been ma.de. The com-
mon assumtionhas been mutualindependenceof(T1,T2) and (Z1,Z2) where (T1,T2) is the 
true survival vector and (Z1, Z2) is a. nuisance censoring vector. We show that the distri-
bution of (Ti, T2) is identifiable under weaker independence assumptions if the distribution 
of (T1, T2, Z1, Z2) has rich enough support. 
1 Introduction. 
We wish to infer a.bout a. bivariate distribution t' = (T1, T2) subject to censoring. Assume 
T and the censoring variable Z = (Z1, Z2) a.re defined on a. common probability space 
(O,.r,P) and have survival functions F(s,t) = Pr{T1 > s,T2 > t) and G(s,t) = Pr(Z1 > 
s,Z2 > t). The observable random variables a.re given by Y = (Yi,Y2) a.nd 6 = (c51 ,c52), 
where Yi = Ti A Zi a.nd c5i = l[Ti = Y.], for i = 1,2. To estimate F, suppose we have a. 
sample (Y., 6.), i = 1, ... , n which consists of independent, identically distributed copies of 
(Y, 6). 
The usual assumption used in this problem in order to make the distribution of T iden-
tifiable has been to assume T a.nd Z to be independent. This approach has been pursued by 
Munoz (1980, Campbell (1981), Langberg and Sha.ked (1982), Leurga.ns, Tsai, a.nd Crow-
ley {1982), Campbell and Foldes (1982), Hanley and Parnes (1983), Tsai, Leurga.ns, a.nd 
Crowley {1986), and Dabrowska (1988), among others. Here we show that for discrete dis-
tributi~ns with full support, the distribution off is identifiable under the much weaker 
independence conditions 
(1) T1 independent of Z1IT2, Z2 
and T2 independent of Z2IT1, Z1. 
The assumption of full support is stronger than that needed when assuming mutual inde-
pendence. There is a. trade-off between the two assumptions. In particular situations· one 
or the other may be more reasonable to make. 
The outline of the paper is as follows. First, we explore some general aspects of censored 
data problems, a.nd try to explain what the goals are when showing identifiability. We define 
three notions related to coherence and explore some aspects of these for the univariate right 
censoring case. For the bivariate case the usual assumption of mutual independence seems 
quite different than the assumption in the univariate case. This leads us to a closer look 
at the univariate case for discrete data, which allows us to extend some of the ideas to 
the bivariate case. An estimator and its consistency are obtained for the discrete bivariate 
censored data. problem with full support. 
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2 Internal consistency. 
In this section we wish to discuss a concept which we call internal consistency of an esti-
mator for an incomplete data problem, which helps to illustrate the difference between the 
univariate and bivariate censored data problems. We describe an incomplete data problem 
in the following fashion. Suppose X1, ... ,Xn are lid random vectors on (X,O'(X)) with 
distribution function F:,:. Instead of observing the Xi we observe W1 , ••• , Wn, which are iid 
random vectors on (W,O'(W)) where W'i = H(Xi) a.nd His a mapping from X into W. We 
wish to estimate the unknown distribution function F:1: or some functional of it. 
Associated with the mapping His a mapping II from P:1: to Pw where 'P:1: is a family 
of distributions on ( X, O'( X) ), and P w is a family of distributions on (W, O'(W) ). The 
mapping is defined as follows. Suppose X has distribution function F:1:, W = H(X), and W 
has distribution function Fw. Then iI(F:i:) = Fw. The mapping fl is generally many-to-one 
in a. censored data problem. The general approach to a censored data problem is to find 
a restricted domain for the function II, say A, which maps into B, denote this restricted 
version of iI by H*. The mapping H* is chosen to have the following properties: 
1. H*-1(Fw) is a. set of probability measures which coincide on .r(Fw) C O'(X). Here 
Fw E B, and .r(Fw) should be a suitably large O'-field which may depend on Fw. 
2. The set 8 is large in some suitable sense. 
We then say that Fz is identifiable from censored data for any distribution in .A on F(Fw)• 
The goal is to find good estimators of Fz based on the incomplete data W1 , ••• , Wn. Let 
F~ be the empirical distribution function of W1, ... , W'n. 
Definition 1 An estimator P: of F:i: is internally consistent if H*(F;) = F~. 
Internal consistency seems a very natural property to desire in an estimator. In partic-
ular, properties of the resulting estimator can be studied based on the well-known behavior 
of F~ and properties of the mapping (H•)-1 • This concept is related to the notion of self-
consistency originally formulated by Efron (1967). The notion of self-consistency involves 
a decomposition of the complete data into {T, Z) where Tis of interest and Z is not. 
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Definition 2 An estimator P: of F: based on Wi, ... , Wn is self-consistent if 
whenever {TS i} E .r(.F,:), where Fj is the marginal distribution for T of i';. 
Note that the definition requires specification of an estimator for Fa: and not just Fx. 
The definition may be simplified and the expectation taken with respect to P; only if Tis 
independent of Z in A. This definition coincides with the definition of internal consistency 
whenever F::, e 8. The definition of self-consistency admits self-consistent estimators even 
when F::, ;. 8 which is not allowed by the definition of internal consistency. A related 
weaker notion is that of redistribution of mass. 
Definition 3 An estimator Fl} of Fx is redistributive if there ezists F: E 'P: such that 
H(F:i:) = F:,, where P; is the marginal distribution for T of F':,:. 
An estimator which is not redistributive is not anywhere in the pre-image of F:;, and 
hence is guaranteed not to be the estimator that someone seeing the complete data would 
use if they were using the empirical distribution function. It is readily apparent that any 
internally consistent estimator is redistributive. 
We now wish to use the notion of internal consistency to explore differences between 
the univariate and bivariate incomplete data problem. We present results for the univariate 
case and then some examples for the bivariate case indicating some of the differences. 
2.1 The univariate case. 
Let X = R+. Here we have X = (T, Z), W = (Y, 6), and H(T, Z) = (Y, c5) = (TA Z, l(T S 
Z} ). The usual restricted domain is given by 
A= {F:(·,·): F:i:(t,z) = Fx(t)Fz(z) for all t,z}. 
In this case 8 is all probability measures. The u-fi.eld .r(F111 ) is u(X) restricted to [O, M) x 
[O, M) where M = supt{Fy(t) < 1}. 
We then have the following theorem regarding the Kaplan-Meier estimator. 
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Theorem 1 Suppose Fz E .A. Let fr: be the usual Kaplan-Meier estimator for T and Z 
with independence between T and Z. Then P; is intemally consistent. 
Proof: Note that F:; e B. Since the Kaplan-Meier estimator is self-consistent it is 
internally consistent by the remark following Definition 2. D 
2.2 The bivariate case. 
Let X = Ri. Take X = (T1,T2,Z1,Z2),W = (Y1,Y2,61,62), and H(T1,T2,Z1,Z2) = 
(Y1, Y2, 6i, 62) = (T1 A Z1 , T2 A Z2, l(T1 S Z1), l(T2 S Z2)). The usual restricted domain is 
given by 
We assert Bis a small subset of all probability measures. To justify this statement, we need 
to specify our measure of size. Certainly one measure we have a practical interest in is the 
probability that Ji':, is in B given that F: is in .A. We have the following theorem. 
Theorem 2 Suppose F: E .A. Also assume the distributions FT1 ,T2 ,Fz1,z2 , and Fy1 ,Y2 are 
absolutely continuous. Then 
lim P[_z;: E B] = 0. 
n-+co 
Proof: This is a simple consequence of the almost sure convergence of Dabrowska's (1988) 
bivariate survival curve estimator, and Theorem 9 of Pruitt (1989). Note that Dabrowska.'s 
estimator does not depend on the sample size except through empirical subsurviva.1 func-
tions, so that a sample of size 2n which consists of two copies of each observation in a 
sample of size n gives rise to the same estimator. Let Dn be the event that Dabrowska.'s 
estimator for a sample of size n from Fw does not assign negative mass. Then the almost 
sure consistency gives 
P[,F: E B] S P[Dn] 
and P[Dn] converges to zero by Theorem 9 of Pruitt {1989). D 
This is quite different from the univariate case. If we let A be as above there are 
no internally consistent estimators, and we have a very large class of possible observed 
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distributions which correspond to no possible distribution for the uncensored data.. The 
assumption of mutual independence of f and Z has overly restricted the domain of the 
function if. It would be nice to have a. weaker independence restriction which widened the 
set 8. This is the direction we try and pursue in the rest of the pa.per. 
As a. final note on the usual independence assumptions, note that the assertion that T 
is independent of Z ma.y be assessed from the censored data.. For instance, one possible 
method of assessment is as follows. Use a. technique to find estimators for Ft and for Fz 
(by considering Z to be of interest rather than T). Using the independence this gives a. 
joint estimated distribution for (T, Z). This generates a. distribution for (Y, 6) via. H. This 
induced distribution and the observed distribution for (Y, 6) can then be compared, for 
instance by discretizing a.nd computing a. chi-squared statistic. If mutual independence is 
satisfied, we would expect estimators ma.king use of this to perform better than estimators 
which a.re applicable over a. wider range of probability distributions. 
3 A look at the Kaplan-Meier estimator. 
Here we provide a. convenient wa.y to look a.t the Ka.plan-Meier estimator which shows many 
of its properties. First suppose the distributions of T and Z a.re discrete, and for convenience 
suppose they a.re both concentrated on {1, 2, ••. , r }. Also assume that P[Y = r] > O, in 
general P[T > k] is not identifiable for k with P[Y > k, 6 = 1] = 0 and P[Y > k] > 0. Then 
there a.re 2r-1 possible observations since Y = r,6 = 0 is impossible. ~hese a.re illustrated 
in the (T, Z) plane in Figure 1. Ea.ch censored value corresponds to one or more uncensored 
values. For example the censored value Y = r - 2, 6 = 1 corresponds to the uncensored 
values T = r - 2, Z ~ r - 2. 
Now in order for the distribution of T to be identifiable, it suffices to have T independent 
of Z. We have the following theorem. 
Theorem 3 
. ; P[Y = k - i, 6 = O] 
P[T 2: k+ 1, Y 2: k - J) = P[Y 2: k+ 1) !! (1+ P[Y > k _ i) ) 
for j = -1, O, 1, ... ,k - 1, and k = 0, 1, ... , r. The product is unity if j = -1. 
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Before proceeding to the proof, we give the following corollary which shows the distri-
bution of T is identifiable. 
Corollary 4 
krr-t P[Y = k- i,6 = O] 
P[T ~ k + 1] = P[Y ~ k + 1] i=o (1 + P[Y > k _ i] ). 
Note the right hand side is estimable, and if we replace the probabilities with sample 
frequencies we obtain the Kaplan-Meier estimator. 
Proof: (of Theorem 3] Fix k. We use induction on j. The case j = -1 is obvious. Now 
assume the theorem is true for -1,0, ... ,j. Then 
. . P[T ~ k + 1, Y = k - j - 1] 
P(T ~ k + 1, Y ~ k - 3 - 1) = P[T ~ k + 1, Y ~ k ~ 3 ]{1 + P(T > k + 1 y > k _ ·1 ) 
- ' - 3 
and 
P[T ~ k + 1, Y = k- j - 1] 
P[T ~ k + 1, Y ~ k - j] 
P[Y = k- j - llT ~ k + 1] 
P(Y ~ k - ilT ~ k + 1] 
P[Y = k - j - llT ~ k - j] 
P[Y ~ k - ilT ~ k - j] 
P[Y = k - j - 1, 6 = O] 
P(Y ~ k-j) 
Note the denominators are all greater than zero since P[Y = r] > 0 by hypothesis. O 
Let the survival function for T be denoted by ST(t) = P[T > t], and let Sy{t) = P[Y > 
t], Sc(t) = P[Y > t,6 = O], and Su(t) = P(Y > t,6 = 1]. Then note we can write the result 
of Corollary 4 as 
where 
k-1 
ST(k) = Sy(k) II (1 + G(k - i -1)- G(k - i)), 
i=O 
G(t) = r+ DSc( u), 
lo Sy(u) 
where k is an integer and the operator "D" and integral are Riemann-Stieltjes differential 
opera.tor and integral. In fact, 
(2) ST(k) . rrn Sy(k) = n~ i=l (1 + G(ui-1)- G(ui)) 
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where 0 = tLo < · · · < Un = t and the limit is taken as Ui - u,_1 -.. 0. In fact, (2) can be 
shown to hold for general distributions by a discretization argument, so that 
(3) S (t) _ S (t) (- Jt DSc(u)) Il(l - ASc(u)) 
T - Y ezp Jo S(u) u~t S(u) ' 
where the integral fJ D F / G means integration over the intervals of points less than t for 
which F is continuous, and AF( u) = F( u-) - F( u+ ). 
In two dimensions we will not have any explicit formulas, so it is useful to look at what 
is going on in the univariate case a little more closely. The point masses P[T = t, Z = z] 
can be figured out sequentially by considering the observed values Y = r; Y = r - 1, c5 = 
0; Y = r - 1, 6 = 1; ... ; Y = 1, 6 = 1. This is summarized in the following theorem. 
Theorem 5 The probabilities 
P[Y = y,6 = 1] y = k ... r 
P[Y = y, 6 = 0) y = k - a . .. r - 1 
determine the probabilities 
P[T = t,Z = z] t = k •.• r z = k - a ... r 
for a= O, 1, and k = 1, •.• , r except k = 1, a= 1. 
Proof: The proof is by induction on k. The theorem is true for k = rand a = 0, 1. We show 
the inductive step for a= 0, the case a= 1 is similar. We wish to show that P[T = t, Z = z] 
fort = k ... r,z = k - 1. . . r, and P(Y = k - 1,6 = 1) determine P(T = k - 1,Z = ij 
for l = k-1. .. r. Note that P(Y = k-1,6 = 1) = P(T = k-1,Z 2: k-1]. ff 
P[Y = k - 1, 6 = 1) = 0, then P[T = k - 1, Z = l) = 0 for all l = k - 1. .. r. H 
P[Y = k - 1, 6 = 1] > O, 
P[T = k - 1, Z = ij = P[Z = llT = k - l]P[T = k - 1] 
= P[Z = llT 2: k]P[T ~ k] P(Z > k - llT = k - l]P(T = k - 1] 
P[Z ~ k - llT ~ k]P[T ~ k] -
P[T 2: k, Z = l]P[T = k - 1, Z ~ k - 1) 
= P[T~k,Z~k-1] 
P[T 2: k,Z = l]P[Y = k-1,6 = 1) 
= P[T 2: k, Z ~ k - 1] 
which a.re all known. D 
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Corollary 6 The probabilities 
determine the probabilities 
P[Y = y,6 = 1] 
P[Y = y,6 = O] 
y = 1. .. r 
y=l. .. r-1 
P[T = t, Z = z] t = 1. .. r z = 1. .. r. 
4 Generalization to discrete bivariate data. 
H we are willing to assume T independent of Z, the distribution of Tis identifiable for f 
with S,(t) > 0. Here we consider the weaker independence assumption (2). This weaker 
condition does not allow identification of the distribution off over as wide a range as the 
mutual independence condition. For convenience, assume the distributions of T1, T2, Z1, 
and Z2 are all concentrated on 1, 2, ... , r. To guarantee identifiability, we assume that 
(4) P[Yi = y,,6, =a]> 0 implies P[Yi = y,,6, = a,Y3_, = r,63_, = 1] > 0 
for i = 1, 2, a = 0, 1, and 1/i = 1, •.• , r. 
This is a much stronger condition than that needed in the mutual independence scenario. 
The condition is satisfied in the important special case when (T1,T2, Zi, Z2) has f~ll support. 
One consequence of (5) which we will use repeatedly is 
(5) P[Y1 = r,61 = l,Y2 = r,62 = 1] = P[T1 = r,Z1 = r,T2 = r,Z2 = r] > 0. 
We can now state the theorem, the identifiability is obtained with k2 = 1, b = 0. It may be 
useful to make reference to Figure 2. 
Theorem 7 The probabilities 
Y1 = 1. · · r Y2 = k2 ••• r 
P[Y1 = Y1,61 = 0,Y2 = Y2,62 = 1] Yt = 1 . .. r -1 Y2 = k2 ••• r 
P[Yi = yi, 61 = 1, Y2 = Y2,62 = 0] Yt = 1. .. r Y2 = k2 - b ... r - 1 
P[Y1 = Yt, 61 = 0, Y2 = y2,62 = 0] Yt = 1. .. r - 1 Y2 = k2 - b ••. r - 1 
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determine the probabilities 
P[T1 = ti, Z1 = z1, T2 = t2, Z2 = z2] ti = 1 ... r t2 = k2 ... r 
z1 = 1 .. ·. r z2 = k2 - b ••. r 
for b = 0, 1, and k2 = 1. .. r except k2 = 1, b = 1. 
Proof: The proof is by induction on k2. The case with k2 = rand b = 0 then follows 
from the univariate. result. With b = 1 either P[Y2 = r - 1, 62 = O] = 0 which implies 
P[T1 = ti, Z1 = z1, T2 = r, Z2 = r - 1] = 0 for t1 = 1 ... r, z1 = 1 ... r; or else P[Y2 = 
r - 1, 62 = OJ > 0 in which case P[T1 = r, Z1 = r, T2 = r, Z2 = r - 1] > 0 so the univariate 
result applies. We show the inductive step for b = O, the other case is similar. The inductive 
step follows as a special case of Lemma 8 given below. D 
Lemma 8 The probabilities 
P[T1 = t1, Zt = z1, T2 = t2, Z2 = z2) t1 = 1 ... r t2 = k2 •.• r 
z1 = 1 ... r z2 = k2 - 1 ... r 
and 
P[Y1 = 'Y1,61 = 1,~ = k2 - l,62 = 1] Yt = k1 ••. r 
P[Y1 = Yt,61 = O,Y2 = k2 - l,62 = 1] Yt = k1 - a ... r -1 
determine the probabilities 
ti = k1 •.. r 
z1 = k1 - a ... r z2 = k2 - 1 ... r 
for a = 0, 1, and k1 = 1 ... r, ezcept k1 = 1, a = 1. 
Proof: Note the lemma is trivially true if P[Y2 = k2 -1, 62 = 1] = 0. Otherwise, the proof 
is by induction on k1• For k1 = r we check the case when a = 0. The case a = 1 is similar. 
P[T1 = r,Z1 = r,T2 = k2 - 1, Z2 = l] 
= P(Z2 = ZIT2 = k2 - l,T1 = r,Zt = r]P[T2 = k2 - l,T1 = r,Zt = r] 
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= 
= 
P[Z2 = llT2 ~ k2,T1 = r,Z1 = r]P[T2 ~ k2,T1 = r,Z1 = r] 
P[Z2 ~ k2 - llT2 ~ k2, T1 = r, Z1 = r)P[T2 ~ k2, Ti= r,Z1 = r] 
xP[Z2 ~ k2 - llT2 = k2 - l,T1 = r,Z1 = r]P[T2 = k2 - l,T1 = r,Zt = r] 
P[T2 ~ k2,ZJ = l,T1 = r,Z1 = r)P[Y2 = k2 - l,62 = l,Y1 = r,61 = 1] 
P[T2 ~ k2,Z2 ~ k2 - l,T1 = r,Z1 = r] 
Note the denominators are all positive by (5). We now assume the lemma is true for 
k1,k1 + 1, ... ,r and a= 0,1, and show it is true for k1 -1 and a= 0. The case a= 1 
is similar. We need to determine P[T1 = k1 - 1, Z1 = l, T2 = k2 - 1, Z2 = m] for l = 
k1 -1 ... r, m = k2 -1 ... r. First note that if P[Y1 = k1 -1, 61 = 1, Y2 = k2 -1, 62 = 1] = 0 
then all these probabilities are zero. Otherwise, P[Y1 = k1 - l,61 = l,T2 = r,Z2 = r] > 0 
which implies P[T1 = k1 -1,Z1 = r,T2 = r,Z2 = r] > 0 since 
P[T1 = k1 - 1, Z1 = r,T2 = r,Z2 = r] = P[T1 = r,Z1 = r,T2 = r,Z2 = r] 
xP[T1 = k1 - l,Z1 ~ k1 - l,T2 = r,Z2 = r]. 
P[T1 = r,Z1 ~ k1 - l,T2 = r,Z2 = r] 
Similarly P[T1 = r,Z1 = r,T2 = k2 - l,Z2 = r] > O. Define Pim= P(T1 = k1 - 1,Zt = 
l, T2 = k2 - 1, Z-J = m]. Then 
Plr P[T1 ~ k1,Z1 = l,T2 = k2 -1,~ = r] 
Prr = P(T1 ~ k1,Z1 = r,T2 = k2- l,Z2 = r] 
Note the denominator is positive which implies P,.r > · 0. We would now wish to say that 
Plm/Prr = Plm/Plr X Plr/Prr, but we need to be careful if Plr = 0. So we will first show that 
Plr = 0 implies Pim = 0 for all m. The proof of this is by contradiction. Assume Pim > 0 
for some m, and note 
Pim > 0 => P[T1 ~ k1, Z1 = l, T2 = k2 - 1, Z2 ~ k2 - 1] > 0 
=> P[Yi = l,61 = O, ~ = k2 - 1, 62 = 1] > 0 
=> P(Y1 = l,61 = O,T2 = r,Z2 = r] > 0 
=> P[T1 = r,Z1 = l,T2 = r,Z2 = r] > 0 
=> P[T1 = k1 - l,Z1 = l,T2 = r,Z2 = r] > 0. 
This is a contradiction since 
Plr _ Pim 
P[T1 = k1 - l,Z1 = l,T2 = r,Z2 = r] - P[T1 = k1 - l,Z1 = l,T2 = r,Z2 = m] 
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and the left hand side is zero, but the right hand side is positive. So we now have a formula 
which expresses Pim in terms of p,.,. for all I and m so we can figure out each of the Pim since 
their sum is P[Yi = k1 - l,61 = l,Y2 = k2 - l,62 = 1]. D 
This shows that if we are willing to restrict attention to discrete probability measures 
which satisfy (5), the independence condition (2) is sufficient to ensure identifiability. The 
assumption of full support, or (5), is a strong one, but one which in practice would generally 
be much more acceptable than assuming mutual independence of T and Z. A natural 
estimator to use in the setting of this section is one that is internally consistent. This 
estimator is not uniquely defined until F~ satisfies the assumption (5), but is uniquely 
defined for all n larger than N = the smallest n for which (5) is satisfied. There is no closed 
form for the estimator, but it may be obtained by the formulas in this section. Note that 
consistency of the estimator for all discrete distributions F:e that have ii(F:e) satisfy (5) is 
a.utoma.tic from the 1-1 nature of H*-1 for n ~ N, and the consistency of F':,. 
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Figure 1: Possible incomplete observations are indicated as sets in the (T, Z)-plane for 
discrete right censored data. 
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Figure 2: Possible incomplete observations are indicated as sets in (T1, T2 , Z1 , Z2 ) space for 
discrete bivariate right censored data. 
