ABSTRACT
NOMENCLATURE
A c cross-sectional area a, b constants used in method to impose the heat flux A, B, p, q constants in the Stillinger-Weber potential c nondimensional cutoff radius CP cross-plane direction C v specific heat (J/m 3 -K) E k,R total kinetic energy of reservoir before scaling ∆E k kinetic energy added to the hot reservoir or subtracted from the cold reservoir IP in-plane direction k thermal conductivity L, L tot period length (monolayers), total length (nm) L Si , L Ge layer thickness of silicon and germanium (monolayers) * Address all correspondence to this author.
m mass N R total number of atoms in reservoir P R total momentum of reservoir before scaling q heat flux r, r particle separation, particle position vector, particle separation vector R scaling factor in imposed heat flux scheme, reservoir ∆t time step T temperature v 2 , v 3 two-and three-body terms in the Stillinger-Weber potential v, v , v sub velocity, velocity after scaling, subtracted velocity V R total velocity of reservoir before scaling y normalized particle separation Greek ε i j energy scale for atomic pair (i, j) λ, γ constants in the Stillinger-Weber potential Λ phonon mean free path Φ potential energy ν phonon group velocity σ i j length scale for atomic pair (i, j) Subscripts ∞ infinite system size e f f effective i, j, k summation indices, particle labels
INTRODUCTION
Superlattices (i.e., composite, periodic structures containing alternating material layers with thicknesses as small as one atomic monolayer) can now be built with high precision due to advancements in fabrication techniques such as molecular beam epitaxy [1] [2] [3] [4] [5] . Superlattices have potential for application in thermoelectric energy conversion devices because the crossplane thermal conductivity can be reduced while maintaining good electron transport properties, resulting in high values of the thermoelectric figure-of-merit [6] . The succesful design and development of superlattices for specific applications is dependent on understanding the thermal transport behavior in these structures.
Experimental techniques have been used to characterize the thermal properties of typical semiconductor superlattices (e.g., Si/Si 1−x Ge x , GaAs/AlAs, and Bi 2 Te 3 /Sb 2 Te 3 ) [1-4, 7, 8] . In some cases, the superlattice thermal conductivity is observed to be less than an alloy of similar composition [1, 3, 4, 7, 8] . The reduction below the alloy thermal conductivity for Si/Si 1−x Ge x superlattices [4] has been suggested [9] to be caused by strain induced defects and dislocations resulting from the lattice mismatch. However, experimental studies on different material systems without significant defects [1, 3, 8] also show reductions below the alloy value.
The effect of the period length on the experimental thermal conductivities is also conflicting. Some studies [7, 8] have found that the cross-plane thermal conductivity decreases with decreasing period length until a minimum is reached, beyond which the thermal conductivity increases, while others [1, 2] have observed that the cross-plane thermal conductivity decreases monotonically with decreasing period length.
Modeling efforts have used lattice dynamics calculations [10] [11] [12] , the Boltzmann transport equation (BTE) [13] , and molecular dynamics (MD) simulations [14] [15] [16] [17] [18] [19] [20] to investigate the observed experimental trends. Because assumptions about the nature of phonon transport (e.g., a constant phonon relaxation time) are required in lattice dynamics and BTE approaches, these analysis techniques are not ideal. Molecular dynamics simulations, which require no prior assumptions about the nature of phonon transport, are a good method for studying the thermal transport behavior, provided that a suitable interatomic potential for the given material system is available.
Molecular dynamics simulations were performed by this group on Lennard-Jones superlattices containing component species that differed only in their mass [20] (and therefore having identical lattice constants). The superlattice thermal conductivity was found to be greater than the MD predicted alloy thermal conductivity for a variety of unit cell designs. This finding supports the hypothesis that defects and dislocations resulting from the strain associated with lattice mismatch are the cause of the experimentally observed thermal conductivities below the corresponding alloy values. The MD method has also been used by Chen et al. [15] to examine the conditions required to produce a minimum in the cross-plane thermal conductivity of LennardJones superlattices. It was found that a minimum exists when there is no lattice mismatch, but when the species were given a lattice mismatch of 4%, the thermal conductivity decreased monotonically with decreasing period length. Daly et al. [16] and Imamura et al. [17] used MD to predict the effect of interface roughness on the minimum thermal conductivity for model GaAs/AlAs superlattices. In their simulations, the crystal structures were simplified so that the two-atom basis for GaAs was treated as a single atom with a mass equal to the average masses of Ga and As, and the AlAs two-atom basis was treated in a similar manner. Both groups found that a minimum existed in the cross-plane thermal conductivity for perfect interfaces, and that the thermal conductivity decreased monotonically with decreasing period length for rough interfaces. To our knowledge, there has only been one limited study to examine the thermal conductivity of a realistic superlattice system (Si/Ge) that has not simplified the superlattice structure [18] .
In this work we use MD simulations and the non-equilibrium direct method to investigate the cross-plane thermal conductivity of a Si/Ge superlattice. Because there has only been limited work using MD to predict the thermal conductivity of Si/Ge nanocomposites, we focus this investigation on the methodology used in making the thermal conductivity prediction. The techniques developed in this study will serve as the starting point for further investigation into the thermal conductivity design space associated with the Si/Ge material system. We begin by describing the superlattice model, the basics of the MD simulations, and the direct method for predicting the thermal conductivity. Results showing the effect of in-plane dimensions, and the size and composition of the thermal reservoirs on the thermal conductivity prediction are then presented.
MOLECULAR DYNAMICS SIMULATIONS AND THE STILLINGER-WEBER POTENTIAL
The atomic interactions are modeled using the StillingerWeber potential. This potential was originally developed to model silicon [21] and later parameterized for germanium [22] . Mixing rules were introduced to model the silicon-germanium interactions [23] . The total system potential energy, Φ, is the sum of two-and three-body terms, and is given by
where v 2 and v 3 are functions of the positions and species of atoms i, j, and k [21] . The first term is a summation over all atom pairs, and the second term is a summation over all triplets with atom i at the vertex. The two-body term is
where A, B, p, and q are constants and c is the nondimensional cutoff radius. y i j is a dimensionless pair separation defined as r i j /σ i j , where r i j = |r i − r j |, and r i and r j are the positions of atoms i and j. ε i j and σ i j are the energy and length scales for the atomic pair (i, j) and are given in Table 1 . The three-body term is
for both y i j < c and y ik < c, and zero otherwise. λ and γ are constants. The cosine of the angle formed by r i j and r ik is cos θ jik = r r r i j ·r r r ik r i j r ik .
The constants in Eqs. (2) and (3) are
The superlattice examined here consists of silicon and germanium layers with thicknesses L Si and L Ge . L Si and L Ge are both equal to sixteen monolayers, giving a total period length of L = L Si + L Ge = 32 monolayers. One period of this superlattice structure is shown in Fig. 1 . The interfaces between the layers are perfect (no species mixing), and the atoms are initially located on diamond lattice sites. Note that the directions perpendicular and parallel to the layers are labeled as the cross-plane (CP) and inplane (IP) directions.
The thermal conductivity is predicted at zero-pressure and a temperature of 300 K. The velocity Verlet algorithm is used to integrate the Newtonian equations of motion with a time step of 0.55 fs. We predict the zero-pressure lattice constants for bulk silicon and germanium at 300 K from MD simulations run in the NPT (constant mass, pressure and temperature) ensemble to be 5.436Å and 5.664Å, approximately 0.1% greater than the experimental values at room temperature [24] .
The superlattice structure will lead to local stress within the system even when the total pressure is zero. We predict the 16×16 superlattice cross-plane and in-plane unit cell dimensions to be 44.232Å and 5.558Å from NPT MD simulations at 300 K and zero-pressure. The results of the NPT simulations are used to set the volume of the simulation cell and the initial atomic positions. Because the in-plane lattice constant is between the bulk lattice constants, the in-plane component of the stress tensor is positive (tension) in the silicon and negative (compression) in the germanium. In Fig. 2 , the zero-pressure cross-plane layer spacing is shown for one superlattice period. Each point corresponds to the distance to the next layer in the positive z-direction. The cross-plane component of the stress tensor is negative in the silicon and positive in the germanium. The bulk stress conditions in the cross-plane direction are not reached, even far from the interfaces, because we are forcing the species to have the same lattice constants in the in-plane direction. 
THERMAL CONDUCTIVITY PREDICTION USING THE DIRECT METHOD Direct method
The superlattice thermal conductivity is predicted using the direct method, a non-equilibrium, steady-state approach based on the Fourier law [25, 26] . A schematic of the simulation cell is shown in Fig. 3 . The system consists of a superlattice sample bordered by hot and cold reservoirs and fixed boundaries in the z-direction. The fixed boundary regions contain four monolayers of fixed atoms in order to prevent the evaporation of the reservoir atoms. The thickness of the fixed boundary region is greater than the interatomic potential cutoff radius, and should have no effect on the predicted thermal conductivity (i.e., the atoms in the reservoirs "see" a boundary region that is infinite). We find that the composition and size of the reservoirs has a large effect on the predicted thermal conductivity values, and we investigate these effects in a subsequent section. Periodic boundary conditions are imposed in the in-plane directions. This simulation cell set-up was selected over a system that uses periodic boundary conditions in all three directions (see [25] for details) because larger samples can be studied with the same total number of atoms. The thermal conductivity is predicted by imposing a heat flux across the sample, and measuring the resulting temperature gradient.
Imposing the heat flux across the sample
A constant heat flux across the sample is generated by adding a constant amount of kinetic energy, ∆E k , to the hot reservoir and removing ∆E k from the cold reservoir at every time step using the method described by Ikeshoji et al. [27] . In this method the velocities of each atom in the hot and cold reservoirs are adjusted at every time step according to
where v i is the velocity of atom i after the adjustment, R is a scaling factor (different for each reservoir), and v sub,i is a subtracted velocity unique for atom i. R and v sub,i are determined at every time step in order to generate the correct heat flux and conserve momentum within the reservoir. R is given by
where the sign of ∆E k is positive for the hot reservoir and negative for the cold reservoir. a and b are
Here, m i is the mass of atom i, P R , V R , N R , and E k,R are the total momentum, total velocity, total number of atoms, and total kinetic energy (before scaling) of the hot or cold reservoir, and the summation in Eq. (8) is over all atoms in the reservoir. v sub,i is given by
The heat flux generated with this scheme is
where A c is the cross-sectional area of the sample and ∆t is the time step. A value of q = 5.16 × 10 9 W/m 2 was used for all simulations and produced a total temperature drop across the sample of approximately 60 K. This temperature drop is approximately 20% of the temperature at the midpoint of the sample (300 K) and should be large enough to accurately specify the temperature gradient without introducing nonlinear temperature profiles that could result from the temperature-dependence of the thermal conductivity. We find that this method for imposing the heat current along with our chosen time step conserves the total system energy to within 0.001 % over the course of a typical simulation.
Data collection and analysis
In order to bring the system to an average temperature of 300 K, the simulation is first run in the constant kinetic energy ensemble for one million time steps by applying velocity rescaling. The heat flux is then applied across the system using the method described in the previous section, and a temperature profile begins to develop. From this point, three million time steps are allowed for the system to reach steady-state conditions. This period is a factor of fifteen greater than what was required in simulations of silicon at 500 K [25] because the thermal diffusivity of the bulk material is greater than that of the superlattice. After this transient period, data is collected for an additional four million time steps for the thermal conductivity prediction. The length of the data collection period was chosen in order to minimize the effects of statistical averaging. In all cases, the temperature profile is linear over the region of the superlattice sample that is one period away from the reservoirs. The temperature gradient is calculated by a least-squares regression analysis to the average temperature of each monolayer in this region. The calculated temperature gradient is then used to predict the thermal conductivity using the Fourier law. Predictions obtained by neglecting superlattice layers within two periods from the reservoirs generally agree within 15% of the value obtained when neglecting the layers within one period from the reservoirs. We take this value to be an indication of the level of uncertainty in the thermal conductivity prediction for a given sample size.
Elimination of Simulation Cell Size Effects
In the direct method, finite-size effects are present due to simulation cells that are too small to capture the true nature of the phonon scattering. Finite size effects can arise when the system size is not significantly larger than the phonon mean free path, Λ. When this is the case, phonons cannot decay naturally, and may travel from the hot reservoir to the cold reservoir without scattering.
The in-plane finite-size effects are removed by increasing the in-plane dimensions until the cross-plane thermal conductivity is no longer dependent on this dimension. The cross-plane finite size effects can be removed in one of two ways. First, the simulation cell length can be increased until size-independent results are obtained, or second, the results of several smaller size systems can be extrapolated to the thermal conductivity of an infinite system [25] . The first method is undesireable because size effects can still be present in simulations consisting of tens of thousands of atoms, which are very demanding computationally. In the second method, which we apply here, it is assumed that the inverse of the effective phonon mean free path, Λ e f f , can be obtained through the Matheson rule by adding the inverses of the mean free path in an infinite (i.e., bulk) system, Λ ∞ , and the effect of the finite system, i.e.,
The factor of 2 in the numerator of the boundary scattering term comes from the fact that on average, a phonon will travel a distance of L tot /2 before scattering at the boundary. In the paper of Schelling et al. [25] a factor of 4 is used due to differences in their simulation cell setup. From the kinetic theory expression for thermal conductivity, k = C v νΛ/3, where C v is the constant volume specific heat and ν is the phonon group velocity, Eq. (12) can be restated as
This result suggests that the finite size effects can be removed by plotting 1/k vs. 1/L tot and extrapolating to an infinite system size (L tot → ∞). This procedure has been shown to be an effective method of removing the cross-plane finite size effects for several different bulk and superlattice material systems [15, 25, [28] [29] [30] [31] .
RESULTS
We now address the choices that are required in the implementation of the direct method and their effects on the thermal conductivity prediction. The superlattice used for the majority of these comparisons is eight periods in length (256 monolayers). We believe this sample is large enough to address the specific implementation issues in question while avoiding unnecessarily long simulations of larger systems.
Reservoir composition
We find that the composition of the reservoir has a large effect on the temperature profile that develops across the superlattice. In Fig. 4 , the temperature profiles for the superlattice with eight periods in the sample is shown for reservoirs that maintain the periodicity of the superlattice (labeled "periodic") and reservoirs consisting of either bulk silicon or germanium (labeled 
. COMPARISON BETWEEN THE TEMPERATURE PROFILES ACROSS THE SIMULATION CELL FOR RESERVOIRS THAT ARE EI-THER PERIODIC OR BULK (SEE TEXT FOR DEFINITIONS).
"bulk"). In the cases shown, the in-plane dimensions are 4 × 4 unit cells (UC) and the length of the reservoir (L R ) is 64 monolayers. In the bulk reservoir case, the species in the reservoir is the same as the species in the sample region adjacent to the reservoir. Since there is a larger region in the periodic case where the temperature profile is linear, more data is available for averaging, and periodic reservoirs are used in all of the remaining simulations.
In-plane dimensions
The effect of the in-plane dimensions on the cross-plane thermal conductivity has been examined for the superlattice with eight periods. The temperature profile across this structure is shown for in-plane dimensions of 4 × 4 and 7 × 7 unit cells in Fig. 5 , and the predicted thermal conductivity is plotted against the cross-sectional area in the inset of Fig. 5 for in-plane dimensions of 4 × 4, 5 × 5, 6 × 6 and 7 × 7 unit cells. We note that the thermal conductivity values shown in the inset of Fig. 5 do not correspond to the values of an infinite system size because the extrapolation procedure to remove the finite size effects has not been applied. The temperature profiles appear similar and the predicted thermal conductivity values agree within the prediction uncertainty. There is no apparent trend in the thermal conductivity data with increasing in-plane dimensions, and we therefore conclude that the in-plane size effects are removed when the in-plane dimensions are greater than or equal to 4 × 4 unit cells. These in-plane dimensions were also found by Schelling et al. [25] 
±15%. NOTE THAT THE PREDICTED THERMAL CONDUCTIVITY VALUES DO NOT CORRESPOND TO THE VALUES OF AN INFINITE SYSTEM SIZE (THE EXTRAPOLATION PROCEDURE TO REMOVE THE FINITE SIZE EFFECTS HAS NOT BEEN APPLIED).
simulations of Stillinger-Weber silicon. Even though the in-plane size effects on the cross-plane thermal conductivity are removed for in-plane dimensions of 4 × 4 unit cells, it could be argued that a larger dimension should be used since with more atoms per layer, the temperature of each layer can be more precisely defined. However, by visual inspection of the temperature profiles in Fig. 5 , there appears to be similar amounts of noise in the two temperature profiles. As a result, we proceed using the smaller in-plane dimensions (4 × 4 unit cells) due to the less time required for simulation.
Reservoir size
We find that the size of the reservoirs also affects the predicted thermal conductivities. In Fig. 6 , the temperature profiles for periodic reservoirs consisting of 32, 64, and 128 monolayers are shown. The thermal boundary resistance at the reservoir/superlattice interface (proportional to the temperature drop on either side of the interface) increases with decreasing reservoir size. The reservoir size limits the phonon wavelengths that can propagate from the reservoir to the sample, and therefore, small reservoirs may produce unrealistic phonon distributions. The predicted thermal conductivity is plotted in the inset of 
LENGTHS (L R ). THE PREDICTED THERMAL CONDUCTIVITY VALUES ARE SHOWN IN THE INSET. NOTE THAT THE PREDICTED THERMAL CONDUCTIVITY VALUES DO NOT CORRESPOND TO THE VALUES OF AN INFINITE SYSTEM SIZE (THE EXTRAPOLATION PROCEDURE TO REMOVE THE FINITE SIZE EFFECTS HAS NOT BEEN APPLIED).
6. It is found that the predicted thermal conductivity is no longer dependent on the reservoir size for L R greater than or equal to 128 monolayers.
Thermal conductivity prediction for the 16 × 16 superlattice
We note that the large effects of reservoir composition and size on the predicted thermal conductivity of this Si/Ge superlattice were not observed by this group in direct method simulations of model LJ superlattices with species that differed only in mass [20] . This could be because the LJ superlattices had no lattice mismatch while there is a large lattice mismatch for the Si/Ge system (see Fig. 2 ). The difference might also be a temperature effect. The LJ predictions were made at an argon temperature of 40 K, which is approximately 46% of the LJ argon melting temperature [32] , while the simulations presented here were run at a temperature approximately 21% of the average of the silicon and germanium melting temperatures [24] .
Aside from the results shown in Fig. 6 , all of our thermal conductivity predictions were made using simulation cells with periodic reservoirs with lengths of 64 monolayers. We now believe that the reservoirs should have been larger. However, we present here the results of the final thermal conductivity prediction in order to demonstrate the use of the extrapolation method in removing the cross-plane size effects with the understanding that there may be uncertainty in the final extrapolated value due to the reservoir size issue. In Fig. 7 , the inverse of the thermal conductivity is plotted against the inverse of the total superlattice length for superlattices with lengths ranging from 8 to 20 periods. The extrapolation to an infinite system size is performed using a linear regression analysis. The coefficient of determination (R 2 ) for the linear fit is 0.99, and the predicted thermal conductivity is 75 W/m-K. We also include data in Fig. 7 for the thermal conductivity prediction of bulk silicon at 500 K to compare to the results of Schelling et al. [25] . We predict the thermal conductivity in this case to be k = 102 ± 20 W/m-K which is in agreement with the reported value of 119±40 W/m-K, giving confidence to our code implementation.
The predicted thermal conductivity of the 16 × 16 superlattice is an order of magnitude greater than the range of values obtained in experimental studies on this material system [4, 5, 7] . This discrepancy can be partially attributed to the fact that the samples considered here are perfect with no interface defects and that we have not considered isotopic effects (we use the relative atomic mass numbers when defining the masses of silicon and germanium). Both defects and the presence of isotopes increase the number of phonon scattering sites and reduce the thermal conductivity. In experimental studies by Capinski et al. [33] and Asen-Palmer et al. [34] , it was found that isotopically pure samples of silicon [33] and germanium [34] have thermal conductivities 60% and 30% greater than samples with natural isotope compositions at 300 K. We are unaware of any experimental studies investigating the effect of isotope composition in superlattices. In MD simulations of simplified GaAs/AlAs superlattices, the isotope concentration was shown to have little effect on the predicted thermal conductivity [16] . However, it was noted in that work that the mass disorder in GaAs is much less than what exists in the material system studied here [16] .
Another reason for the discrepancy may be due to the differences in the stress conditions in the experimental and simulated superlattice samples. The in-plane lattice constants in an experimental sample are not constrained to a constant value like what exists in the simulated sample through the periodic boundary conditions. Near bulk-like stress conditions should exist in a real superlattice sample at a location sufficiently far from an interface, which is not the case for the simulations performed here (see Fig. 2 ). It is unclear what effect this difference has on the predicted thermal conductivity. We will examine this point in further work by simulating a superlattice comprised of silicon and a pseudo-germanium material that has the mass of germanium but the lattice constant and potential well strength of silicon. 
SUMMARY
The direct method has been used to predict the thermal conductivity of a 16 × 16 Si/Ge superlattice. The effects of reservoir composition and size and the in-plane simulation cell dimensions were investigated (see Figs. 4 , 5, and 6). Periodic reservoirs (reservoirs where the periodicity of the superlattice is maintained) are preferred over bulk reservoirs (single species reservoirs) because more of the resulting superlattice temperature profile is linear and suitable for analysis. The in-plane dimensions were not found to significantly affect the thermal conductivity prediction for dimensions greater than or equal to 4 × 4 unit cells. The thermal conductivity predictions are found to be independent of the reservoir size when L R is greater than or equal to 128 monolayers.
Future work by this group will examine the effect of the applied heat current as well as the effect of the artificial stress conditions resulting from the periodic boundary conditions in the inplane directions. Effort will also be made to include the effects of defects and isotope concentration in the simulation model. Once the methodology for making the direct method thermal conductivity prediction of Si/Ge superlattices has been estabilished, we will extend the analysis to other superlattice designs and investigate the available thermal conductivity design space for this material system.
