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Abstract 
As an important parameter in the single airborne passive locating system, the rate of phase difference change contains range 
information of the radio emitter. Taking single carrier sine pulse signals as an example, this article illustrates the principle of 
passive location through measurement of rates of phase difference change and analyzes the structure of measurement errors. On 
the basis of the Cramér-Rao lower bound (CRLB), an algorithm associated with time-chips is proposed to determine the rates of 
phase difference change. In the measurement of the rates of phase difference change, phase discrimination in the frequency do-
main outperforms that in the time domain when signal noise rate (SNR) is lower. Multi-chip processing can significantly reduce 
variance of the measurement of rates of phase difference change. Simulations demonstrate the validity and accuracy of the pro-
posed algorithm. The simulations carried out on the typical single airborne passive location have proved its adaptability to dy-
namic measurements. The proposed algorithm to determine the rates of phase difference change proves simple and easy to im-
plement with less computation workload. 
Keywords: location; rate of phase difference change; Cramér-Rao lower bound; phase discrimination; multi-chip processing 
1. Introduction1 
Passive location is a technique that locates the target 
emitter through receiving its radio wave without emit-
ting any radio signals during operation. It is character-
ized by long effective distance, electromagnetic silence, 
and undetectable possibility. It has long been an indis-
pensable part of an integrated air defense system and 
long distance airborne warning system either on land 
or on sea. Meanwhile, it is a key means to develop 
marine, aeronautic, astronautic, detection, tracking, 
and geographical sciences and technologies. 
It is required to acquire parameters carrying the lo-
cation information of the target emitter from the re-
ceived signals by means of the kinematics-based pas-
sive locating and tracking algorithm[1]. Ref.[2] put for-
ward a method to locate a single station through arriv-
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ing time and direction of a signal as well as its chang-
ing rate. Ref.[3] presented a method on the ground of 
Doppler rate of change. Refs.[4-7] studied passive 
locating techniques using rates of phase difference 
change and analyzed the accuracy in determining the 
rates of phase difference change. All the above meth-
ods focused the attention on the full utilization of the 
information involved in radio signals about the posi-
tion of the target emitter so as to quickly and accu-
rately locate the emitter itself. This makes accurate 
acquisition of parameters one of the key techniques in 
passive locating system. 
Ref.[8] suggested two methods: One is to measure 
the integer ambiguity during a fixed length of time, 
and the other is to measure the phase difference of 
dual-channel signals and obtain the rate of phase dif-
ference change through further frequency estimation. 
The former needs a time length of about 10 s and its 
accuracy is quite poor. The latter requires high consis-
tency among the dual-channel signals and there exists 
phase ambiguity. Ref.[5] pointed out that the narrow 
width of the pulse and the extra-low value of the rate 
of phase difference change are the main reasons for the Open access under CC BY-NC-ND license.
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difficulty in measurement, and he suggested to use 
orthogonal phase shift to transform the received signal 
into the complex signal and then determine it by 
maximum likelihood (ML). Although the variance of 
estimation reaches the Cramér-Rao lower bound 
(CRLB), it is not practicable to implement owing to 
the large computational workload. After comparing the 
existing methods to measure the rates of phase differ-
ence change, Ref.[9] pointed out that the basic as-
sumption they were based on is too ideal to be applied 
in engineering implementation. This article, after ana-
lyzing CRLB of rates of phase difference change, de-
velops a multi-chip method based on multiple observa-
tions with full exploitation of phase coherence. This 
method proves to have high accuracy and less compu-
tational complexity as well as practical feasibility. 
2. Principles of Single Airborne Passive Loca-  
 tion 
2.1. Principles of single airborne passive location 
based on rates of phase difference change 
When there is a relative motion existing between 
observation platforms, i.e. the airborne vehicle and the 
target emitter, the angles of a received signal to be 
measured are steadily changing variables, which com-
prise the information about the range from the emitter 
to the airborne receiver. To simplify the exposition of 
the principles, the sine law can be used in 2D plane.  
Assume that the position of a target emitter is fixed, 
the airborne observer moves in a straight line at a con-
stant speed, v, and the azimuth of the emitter is ȕ. After 
a length of time, dt, the measured azimuth is ȕ+dȕ, and 
the distance between the emitter and the airborne ob-
server is R (see Fig.1). 
 
Fig.1  Rate of angle change in terms of geometrics. 
From the sine law, the following can be achieved[8] 
d
sin sin d
R v t
E E               (1) 
Eq.(1) can be rewritten as 
sin sin sin 
sin d / d d / d
v v vR
t t
E E E
E E E |          (2) 
From Eq.(2), it can be understood that the distance 
R can be obtained given the speed of the airborne ob-
server v, the azimuth of the emitted radio signals ȕ, 
and the rate of azimuth change E . Thus, with the dis-
tance R and the azimuth ȕ known, the location of the 
target emitter is realized. Here, E  is the key parameter. 
Several methods are available to acquire azimuth ȕ, the 
typical one is called the instant locating method. It is a 
through measurement of the phase difference of the 
received signal using an interferometer. In this case, 
the measurement of azimuth is converted into deter-
mination of phase differences, and the rate of azimuth 
change into the rate of phase difference change. 
In Fig.2, aE  and bE  are two antennas of the air-
borne interferometer, ( )tI  is the phase difference of 
the received signal, then  
T  T
2( ) cos ( )dt t f t
c
I Z ES '          (3) 
where TZ  is the angular frequency of the signal, t'  
the time difference of the signal arriving at both an-
tennas, d the length of the base line of the interfer-
ometer, c the light speed, Tf  the signal frequency, and 
( )tE  the azimuth of the radio wave, it is a time-vary-
ing parameter. 
 
Fig.2  From azimuth difference to phase difference. 
The derivative of Eq.(3) is 
 T
2( ) sin ( ) ( )dt f t t
c
I E ES            (4) 
where  
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d
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t
EE    
Let 2 dk
c
S  , then Eq.(3) is simplified into  
 T( ) sin ( ) ( )t kf t tI E E             (5) 
Obviously, Eq.(5) can easily be transformed into 
 T
( )( )
sin ( )
tt
kf t
IE E 
             (6) 
Substituting Eq.(6) into Eq.(2), we can obtain 
2
 T sin  ( )
( )
kvf tR
t
E
I              (7) 
From Eq.(7), it can be concluded that given the in-
formative parameters of the moving airborne observer, 
the passive location of the target emitter can be ac-
complished with the measured values of E , I , and 
Tf . 
· 186 · Wang Junhu et al. / Chinese Journal of Aeronautics 22(2009) 184-190 No.2 
 
2.2. Effects of the errors of rates of phase differ- 
ence change on the range errors 
Eq.(7) shows the relationship between R and I . By 
differentiating Eq.(7) and dividing the result by R, we 
can obtain 
 T
 T
 2cos ( )
sin 
fR v
R v f
E IEE I
'' ' '   '        (8) 
It can be seen from Eq.(8) that the relative error of R 
is composed of relative errors of velocity, frequency, 
azimuth, and rate of phase difference change. Gener-
ally, the relative errors of frequency and velocity can 
be removed because it is easy to fix their accurate val-
ues. The error of angle measurement is a matter of 
several milliradians (0.2°). In an angle measurement, 
an error of 0.5° will result in a relative error of 0.02 
when the azimuth is 45°. When the observer is 100 km 
away from the emitter at a relative radial speed of 
about 200 km/s with a signal frequency of 1 GHz, the 
phase difference is about 0.4 rad/s. This is liable to be 
polluted by noise and even an error of 0.004 rad/s will 
lead to a range error of 10%R, which is quite small 
because an error of 0.004 rad/s will cause a range error 
of 10%R. Consequently, it is clear that the relative er-
ror of rates of phase difference change commands an 
overwhelming position in the whole range error of R, 
which makes the high-precision measurement of I  
decisive in passive location. 
2.3. Cramér-Rao bound of rates of phase differen-
ce change  
The rate of phase difference change is, in fact, the 
frequency of phase difference. Therefore, the determi-
nation of the rates of phase difference change can be 
done with the Cramér-Rao bound of frequency[10]. The 
Cramér-Rao bound of single carrier complex signal 
phase difference[11] is defined as  
2 2
s
2
6var( ) var( )
SNR ( 1)
6
SNR
T N N
T N
I Z t | 


     (9) 
where sT NT  is the whole observation time, N the 
sampling number, sT  the sampling interval, and SNR 
the signal noise ratio. CRLB is obtained when equal 
mark is applied in Eq.(9). It is seen that the variance of 
I  changes inversely with SNR, sampling number, and 
observation time T. Especially, T exerts a square ex-
ponential influence on the variance of I . Thus, the 
longer the observation time is, the smaller the variance 
of I  is and the higher the measuring accuracy is. In 
practice, this means increasing the observation time 
each time helps in obtaining a higher accurate rate of 
phase difference change. This is because in an obser-
vation period, the I  (as well as the phase difference) 
varies so little that it can be supposed to be constant. 
Therefore, it may well assume the phase difference in a 
relatively long period able to mitigate the noise effects. 
Taking into account the speed limit of the airborne 
carrier observer platform, it may well be a good solu-
tion to combine several pulses together to obtain a 
more accurate determination of rates of phase differ-
ence change.  
3. Methods to Measure Rates of Phase Differ- 
ence Change 
3.1. Signal model 
Supposing that the signal from the target emitter is a 
train of sine coherent pulses with a constant frequency 
defined as 
T  T 0 0  r
0
( ) cos(2 ) ( )
k
s t A f t p t t kTT f
 
 S   ¦   (10) 
where TA  is the pulse amplitude supposed constant, 
0T  the initial phase, 0t  the initial time, rT  the pulse 
repetition interval (PRI) of the rectangular pulse train, 
and 
1        0
( )
0       Others
t
p t
W d­ ®¯           (11) 
where pulse width rTW  . 
As signals propagate in the air, the common portion 
of the propagation delay can be reckoned into the 
change of initial phase. For example, the single pulse 
signals received from the two respective antennas of 
the interferometer after propagation delay are  
1 r  T 0 1( ) cos(2 ) ( )s t A f t u tTc S         (12) 
2 r  T 0 2( ) cos[2 ( ) ] ( )s t A f t t u tT c S  '      (13) 
where rA  is the received signal amplitude, t'  the 
time difference between the signals arriving at two an- 
tennas of the interferometer, 0T c  the change of the sig-
nal initial phase, and 1u , 2u  indicate Gaussian white 
noise. After frequency transformation and sampling, 
the two signals change into intermediate frequency (IF) 
signals expressed by 
1 r s 0 1 s( ) cos( ) ( )z n A nT v nTZ M        (14) 
2 r s  T 0 2 s( ) cos( 2 ) ( )z n A nT f t v nTZ M   S '    (15) 
where Z  is the intermediate angular frequency, 0M  the 
initial phase after down frequency transformation, 
 T2 f tS '  the phase difference between the two signals, 
snT  the present sampling time, and 1 s( )v nT  and 
2 s( )v nT  are Gaussian random sequences with a zero 
mean and variance of 2V . 
3.2. Methods to measure phase difference 
(1) Phase discrimination in the time domain  
As the duration of a pulse is very short, it may be 
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well supposed that the phase difference of a pulse re-
mains unchanged. The algorithm of phase discrimina-
tion for a single carrier pulse signal in the time domain 
is introduced as follows. 
By transforming the signal received from the two 
antennas of the interferometer, the acquired analytic 
results are 
1 0( ) exp[ j(2 )]s t A ft M  S          (16) 
2 0( ) exp{j[2 ( ) ]}s t A f t t M  S  '       (17) 
To perform correlation computation in the time do-
main, after multiplying 1( )s t  by 2 ( )s t  with conjugate 
transformation and averaging the result, we can achi- 
eve  
* 2
1 2[ ( ) ( )] exp( j2 )E s t s t A f t)   S '     (18) 
Conducting averaging phase difference in one pulse 
leads to significant restraint of white noise if the phase 
difference remains the same in one pulse. 
(2) Phase discrimination in the frequency domain 
It is well known that the convolution computation in 
the time domain is tantamount to multiplication in the 
frequency domain, and convolution is actually the 
same as the correlation computation, therefore, phase 
difference can be obtained by calculating the correla-
tion spectroscopy in the frequency domain. 
Firstly, the two received signals are transformed into 
those in the frequency domain by way of Fourier trans- 
formation:  
F
1( ) ( )s t S Zo             (19) 
F
2 ( ) ( ) exp( j2 )s t S f tZo   S '       (20) 
The computation of the correlation spectrum is 
*
2
( ) ( ) [ ( ) exp( j2 )]
( ) exp( j2 )
Y S S f t
S f t
Z Z Z
Z
    S '  
 S '    (21) 
The position of the peak in the correlation spectrum 
is the carrier frequency and its phase is just the phase 
difference of the two signals: 
 22 angle ( ) ff t Y ZI Z  S S '        (22) 
where angle(•) is the function to acquire angle. Using 
both methods in Section 3.2 and Section 3.3, a phase 
difference can be obtained from a pair of pulses, and a 
train of phase differences can be obtained from two 
trains of coherent pulses.  
3.3. Time-chip-based processing method to deter- 
mine rates of phase difference change 
(1) Single time-chip processing 
From the above discussion, it is known that as each 
pair of pulses yields one phase difference, a train of 
phase differences can be obtained in one observation, 
which is termed a time-chip. 
Since phase ambiguity is inevitableˈthe phase dif-
ference is also similar. Since the ambiguity is limited 
to be in one time chip, only an augment of nS  times 
is needed, where n is an integer. 
The rate of phase difference change can be obtained 
through determination of the slope of the train of phase 
difference with linear fitting after removal of ambigu-
ity. 
( )n a bnI                (23) 
where b is the estimate of rate of phase difference 
change I . 
In Fig.3, the real line represents the phase differ-
ences before removal of ambiguity, while the broken 
line indicates those after its removal. 
 
Fig.3  A train of phase differences in one time-chip. 
(2) Multi-chip processing method 
In practices, the hardware capability inclusive of 
storage capacity imposes limitation upon the length of 
a time-chip. According to the conclusion from the 
analysis of CRLB in Section 2.3, it is not easy to make 
an accurate determination of rates of phase difference 
change during a short observation time or at lower 
SNRs. Eq.(9) shows that the variance of measurement 
changes inversely with the square of the signal dura-
tion. In order to obtain a highly accurate determination, 
two separate observations can be combined to prolong 
the observation time (see Fig.4). 
 
Fig.4  Multi-chip processing method. 
A train of phase differences is obtained by correla-
tion computation of two corresponding trains of pulse 
signals. 
1( ) ( ) ( )N Ni i iI I I'             (24) 
where i is a integer which depicts the pulse index in 
the train. Dividing Eq.(24) by the chip interval and 
averaging the results, the rate of phase difference 
change can be found by 
( )
( )i
i
t i
II ' '¦              (25) 
Thus, an estimation of the rate of phase difference 
change is obtained by two adjacent time-chips. This is 
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very effectual especially in the case of passive locating 
system because the phase difference varies very slight- 
ly in a time-chip. However, it should be noted that this 
is true merely under the assumption that the rate of 
phase difference change remains constant in two adja-
cent chips, which will cause some deviation in the 
measurement. In other words, the measured rate of 
phase difference change is no longer in an exact cor-
respondence to the time point. In practices, the time 
can be supposed to be the middle of two time-chips, 
which will be demonstrated to be viable later in the 
ensuing simulation. In addition, application of linear 
interpolation can further reduce the deviation. 
4. Numerical Results and Discussions 
In the following, simulation as well as analysis of 
the proposed algorithms will be carried out by taking 
single-carrier pulse signal as an instance. 
4.1. Simulation on phase difference measurement  
This simulation is meant to verify the phase differ-
rence measurement methods and compare the dis-
criminating performances in the frequency and the 
time domains. Table 1 lists the parameter setting. 
Table 1 Simulation parameters 
Parameter Value 
Pulse width /ȝs 10 
Intermediate frequency/MHz 20 
Sampling frequency/MHz 100 
Ideal phase difference/rad 0.5 
SNR/dB í20-20 
Monte Carlo number 100 (each SNR) 
The simulation results are presented in Fig.5 and 
Fig.6, in which “Method 1” refers to the phase differ-
ence measurement with phase discrimination in the 
time domain and “Method 2” refers to that in the fre-
quency domain.  
From Fig.5 and Fig.6, it is clear that Method 2 out-
performs Method 1 when SNR is lower. For instance, 
in Fig.6, when SNR = í10 dB, the relative error of 
Method 2 reaches 30%, while that of Method 1 ex-
ceeds 100%, which indicates that the estimation is of 
no avail. 
Both methods have similar performances when the 
SNR is above zero. Their relative errors are lower than 
10% and their averages of variance are lower than í20 
dB. In particular, when the SNR equals 20 dB, their 
relative errors attain 1% and the mean variances are 
lower than í40 dB, an equivalent of root mean square 
(RMS) lower than 0.01 rad. 
It can be concluded from the simulation that phase 
discrimination of Method 2 is superior to that of Me- 
thod 1 at lower SNR. 
 
Fig.5  Variances of phase difference measurement. 
 
Fig.6  Relative errors of phase difference measurement. 
4.2. Simulation on measurements of rates of phase
 difference change  
This simulation aims to verify the proposed algo-
rithm to determine the rates of phase difference change. 
Fig.7 and Fig.8 depict the comparison of the results 
acquired by the two methods. Notice: herein ‘Method 
1’ refers to the measurement of rates of phase differ-
ence change with phase discrimination in the time do-
main while “Method 2” refers to that in the frequency 
domain. In simulation, the parameter setting is the 
same as in Section 4.1 with application of single chip 
processing. 
Fig.7 shows an analogue among measurement vari-
ance curves of rates of phase difference change ac-
quired by both methods comparing to CRLB. This de- 
monstrates the efficacy of the two algorithms. Fig.7 
shows the results from the two methods having a 
measurement variance of about 5 dB higher than 
CRLB. This is because the average rate of phase dif-
ference change in one pulse sacrifices the accuracy to 
some extent for a better SNR gain, and this proves 
practical and acceptable in implementation. 
The curves in Fig.8 show that the relative errors 
from both methods reach 10% when the SNR is 10 dB, 
whereas they are below 1% when the SNR is 30 dB. 
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Still, it can be concluded that Method 1 performs bet-
ter at low SNR.  
 
Fig.7  Variances of rates of phase difference change. 
 
Fig.8  Relative errors of rates of phase difference change. 
4.3. Multi-chip-based processing 
Assume that the radio emitter lies at E (0, 0)and the 
airborne observation platform flies from A (í100 km, 
100 km) to B (100 km, 100 km) along x axis at a con-
stant speed of 200 m/s (see Fig.9). 
 
Fig.9  Simulated condition. 
Table 2 lists the parameter setting. The simulation 
takes only the first 100 chips into consideration. 
Figs.10-13 illustrate the results from the simulation. 
It is clear from Figs.10-13 that the measurement vari-
ance decreases as the chip spacing increases in proc-
essing. Here, chip spacing indicates the interval of two 
chips combined in processing. Table 3 lists the RMS of 
Figs.10-13, which accords with the analysis in Section 
2.3. 
As seen in Table 3, the RMS of rates of phase dif-
ference change decreases as the process spacing in-
creases. The multi-chip processing proves effectual in 
determination of rates of phase difference change. As a 
result, the deviation caused by multi-chip processing in  
Table 2 Simulation parameters 
Parameter Value 
Carrier frequency/GHz 1 
Intermediate frequency/MHz 20 
Sampling frequency/MHz 100 
Pulse width/ȝs 10 
Ideal phase difference/rad 0.5 
Pulse repetition intervals/ms 1 
SNR/dB 10 
Pulse number per chip 100 
Chip spacing/s 1 
Table 3 RMS of rate of phase difference change 
Chip spacing 0.1 s 1 s 2 s 3 s 
RMS 0.014 90 0.000 80 0.000 50 0.000 25 
 
Fig.10  Rates of phase difference change by one single chip 
processing. 
 
Fig.11  Rates of phase difference change by two adjacent 
chip processing. 
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Fig.12  Rates of phase difference change by one-chip 
spaced processing. 
 
Fig.13  Rates of phase difference change by two-chip spac-
ed processing. 
Section 3.3 can be ignored when chip spacing is at a 
lower level. It has been proved that multi-observation 
is efficacious especially when each observing interval 
is very short. It can also overcome the problem caused 
by the limited storage of airborne equipments. In addi-
tion, the accuracy can be improved further with linear 
interpolation. 
5. Conclusions 
Passive location can be realized with the help of 
rates of phase difference change and angle information 
of the emitted signal by a target emitter. This article 
centers attention on the measurement of rates of phase 
difference change of sine pulse signals. Comparison of 
the results from the method of discrimination in the 
frequency domain with those from the method in the 
time domain shows that the former outperforms the 
latter thanks to the noise mitigation of Fourier trans-
forms. The simulation proves the efficacy of the pro-
posed algorithm based on multi-chips. Under the con-
dition of limited speed of airborne vehicle, the increase 
of spacing between two co-processing chips can re-
duce the variance of rates of phase difference change. 
Besides, the proposed method is easy to use without 
performing complex calculation. 
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