Abstract-This paper proposes a novel azimuth-range decouple-based L 1 regularization imaging approach for the focusing in terrain observation by progressive scans (TOPS) synthetic aperture radar (SAR). Since conventional L 1 regularization technique requires transferring the (2-D) echo data into a vector and reconstructing the scene via 2-D matrix operations leading to significantly more computational complexity, it is very difficult to apply in high-resolution and wide-swath SAR imaging, e.g., TOPS. The proposed method can achieve azimuthrange decouple by constructing an approximated observation operator to simulate the raw data, the inverse of matching filtering (MF) procedure, which makes large-scale sparse reconstruction, or called compressive sensing reconstruction of surveillance region with full-or downsampled raw data in TOPS SAR possible. Compared with MF algorithm, e.g., extended chirp scaling-baseband azimuth scaling, it shows huge potential in image performance improvement; while compared with conventional L 1 regularization technique, it significantly reduces the computational cost, and provides similar image features. Furthermore, this novel approach can also obtain a nonsparse estimation of considered scene retaining a similar background statistical distribution as the MF-based image, which can be used to the further application of SAR images with precondition being preserving image statistical properties, e.g., constant false alarm rate detection. Experimental results along with a performance analysis validate the proposed method.
I. INTRODUCTION

I
N MODERN synthetic aperture radar (SAR) processing [1] , wide-swath imaging is one of the most important development trends, which has been commonly used in marine monitoring, ship detection, and so on. Terrain observation by progressive scans (TOPS) is a novel wide-swath SAR imaging mode, which increases the swath by periodically switching the incidence angle of antenna among different subswaths from near to far range [2] , [3] . Compared with ScanSAR [4] , the other typical wide-swath mode, TOPS can overcome the problems of scalloping and azimuth varying signal-to-ambiguity ratio efficiently through steering the antenna mechanically or electronically in the along-track direction [5] .
Chirp scaling [6] , [7] is a well-known matching filtering (MF)-based SAR focusing algorithm, which can obtain high-resolution SAR image without using interpolation operation, and hence has been widely used in Stripmap [8] , [9] and Spotlight [10] , [11] modes. In 1996, Moreira et al. [12] have developed an extended chirp scaling (ECS) algorithm for ScanSAR imaging by achieving azimuth scaling with spectral analysis technique [13] , and further applied ECS to Stripmap [12] and Spotlight [14] SAR successfully. For TOPS, Prats et al. [5] proposed a baseband azimuth scaling (BAS) algorithm in 2010, which extends the conventional ECS approach, utilizes the subaperture technique to resolve the aliased Doppler spectra without interpolation, and hence obtains high-resolution TOPS SAR image. In these years, several algorithms have been proposed and show exciting performance in raw data processing of TOPS [15] - [20] . Generally, above-mentioned existing TOPS SAR imaging methods are computationally efficient, but may suffer severely from clutter and sidelobes, which restrict their application in target identification, feature extraction, and so on.
Compressive sensing (CS), [22] , an important development in sparse signal processing, was proposed by Donoho et al. [21] in 2006. CS theory shows that, 0196 -2892 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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if measurement matrix satisfies some conditions, e.g., restricted isometry property (RIP) [23] , original sparse signals can be recovered from far less samples than the wellknown Shannon-Nyquist sampling theory requires [24] , [25] . Baraniuk and Steeghs [26] first introduced CS to radar imaging in 2007. Then, sparse reconstruction was widely used and led to promising results in radar signal processing, e.g., SAR tomography [27] , inverse SAR (ISAR) [28] , and multipleinput multiple-output [29] . Certainly, sparse signal processing technique also can be applied to SAR imaging. In 2012, Zhang et al. [30] demonstrated this combination, called sparse microwave imaging, and reconstructed the surveillance region by solving an L q (0 ≤ q ≤ 1) regularization problem. Then, Çetin et al. [31] summarized the development of sparsitydriven SAR imaging in 2014. Compared with MF-based SAR imaging techniques, it can improve the recovered image quality efficiently [32] . However, since the azimuth and range directions are coupled in raw data domain, conventional L q regularization methods need to transfer the (2-D) raw data into a vector before reconstruction, which is time-consuming and produces significant computational complexity, hence is very difficult to apply in practical large-scale imaging.
To solve this problem, Zhang et al. [30] proposed an azimuthrange decouple-based L q regularization SAR imaging idea to reduce the computational cost, and applied this concept to Stripmap and ScanSAR imaging successfully [33] , [34] . This method decouples azimuth and range couple by constructing an approximated observation operator to simulate the raw data, the inverse of MF procedure, and hence relieves the computational pressure compared with conventional L q regularization technique.
Complex approximated message passing (CAMP), an L 1 regularization recovery algorithm, was proposed by Donoho et al. [35] , Maleki et al. [36] , and Anitori et al. [37] . Compared with other L q regularization recovery algorithms, e.g., iterative thresholding algorithm (ITA) [38] and orthogonal matching pursuit [39] , CAMP can not only obtain a sparse image of considered scene, but also a nonsparse estimation of surveillance region with background statistical properties similar to the MF-based result, and hence can be used for further application of SAR image, which precondition is the preserving image statistical distribution, e.g., constant false alarm rate (CFAR) detection [37] .
In this paper, the main constructions are that we propose a novel azimuth-range decouple-based L 1 regularization TOPS SAR imaging mechanism, and successfully apply it to the large-scale sparse reconstruction of considered scene from raw data. In the proposed method, we use the echo simulation operator constructed based on ECS-BAS algorithm to replace the exact observation (measurement matrix) in conventional L 1 regularization-based TOPS SAR imaging, where the construction of a high dimensional measurement matrix can be avoided, and then utilize the CAMP algorithm to recover the considered scene from the observations by means of the constructed echo simulation operator. For clarity, the proposed method is denoted as L1-ECS-BAS-CAMP. Compared with MF-based imaging approaches, the proposed method can improve the image performance efficiently, e.g., sidelobes reduction, clutter suppression, and downsampling reconstruction for sparse scene. While compared with conventional L 1 regularization recovery technique, it can significantly reduce computational cost, and achieve similar recovered image quality. This method makes large-scale regularization reconstruction, or called CS reconstruction, of surveillance region in TOPS SAR with full-or downsampled raw data become possible. In addition, since CAMP recovered nonsparse image preserves the background statistical distribution as MF-based result, thus it can be further used for the image statistical property-based applications.
The rest of this paper is organized as follows. Section II provides a brief introduction of ECS-BAS algorithm. Then, conventional L 1 regularization-based TOPS SAR imaging scheme along with a CAMP iterative recovery for (1-D) signal are demonstrated in Section III. Section IV presents the proposed method detailedly including model construction, azimuth-range decouple principle, algorithm derivation, parameter setting, and computational cost analysis. Section V provides the experimental results based on simulated data along with a comprehensive performance analysis in Section VI. The reconstruction of nonsparse scene is shown in Section VII. And conclusions are drawn in Section VII with several useful remarks.
II. EXTENDED CHIRP SCALING-BASEBAND
AZIMUTH SCALING As shown in Fig. 1 , TOPS SAR exploits the burst working mechanism. Thus, the baseband echo data y(η, τ ) at time (η, τ ) can be expressed as
where η is the azimuth time, τ is the range time, p is the target azimuth position, 1 ≤ p ≤ N P , q is the target ground range position,
, λ is the wavelength, In BAS [5] , the data should be divided into several subapertures whose size satisfies
where B a is the processed azimuth bandwidth, and k rot is the instantaneous Doppler centroid varying rate. Then, the echo data in (1) of one point target can be rewritten as
where η sub = p/v f with v f being the footprint velocity. Let operator R(·) indicate the ECS-BAS imaging procedure [5] , [12] , which flow diagram is shown in the top row of Fig. 2 Replace hyperbolic azimuth phase with quadratic phase operation matrix 5 De-rotation operation matrix 6 Azimuth compression and weighting operation matrix 7 Phase preservation operation matrix In ECS-BAS, after subaperture division, using chirp signal as the transmitted pulse s(τ ), chirp scaling operation matrix 1 , bulk range cell migration correction, secondary range compression, and range compression operation matrix 2 , and phase correction operation matrix 3 can be represented as
where 
with
and the chirp scaling factor C( f η ) being
After above-mentioned three operations, BAS will replace the hyperbolic azimuth phase with a quadratic phase by using
where the scaling Doppler rate is
where v r ref is the effective velocity at reference range, r scl (r 0 ) is a function of slant range r 0 with r 0 = (H 2 + q 2 ) 1/2 . Since the time at scene center is zero, the demodulation can be performed based on the following derotation function:
with K rot (r 0 ) = −2v 2 r /λr rot (r 0 ). In the next, the individual subapertures will be assembled. At this time, the effective chirp rate will be changed from
. After abovementioned operations, azimuth compression and weighting will be done based on the matrix
with W ( f η ) being the weighting function. Finally, matrix
is used for phase preserving, where r rot0 is the distance to the rotation center, which has a fixed value when the scaling range equals to the range of target, and r slc0 is a scaling range decided by the azimuth sampling. The scaling vector r scl (r 0 ) and rotation vector r rot (r 0 ) satisfy
and
After performing above-mentioned operations based on 1 ∼ 7 , we can obtain the focused TOPS SAR image.
III. CAMP FOR L 1 REGULARIZATION-BASED TOPS SAR IMAGING
In this section, we focus on the conventional L 1 regularization-based TOPS SAR imaging including the general formalization of imaging model, with detailed introduction of a CAMP iterative algorithm for L 1 regularization reconstruction.
A. TOPS SAR Imaging Model
We assume that the surveillance region is rectangular, with N P pixels in azimuth and N Q pixels in range, and characterize a point by its 2-D index ( p, q). Let X denote an N P × N Q matrix whose ( p, q) entry is x ( p, q), and x = vec(X) ∈ C N×1 , where the operation vec(·) stacks the columns one after the other. Let a represent the floor of a nonnegative real number a.
The nth entry of x is then x ( p n , q n ).
According to the imaging model (1), we discretize the time series as
we can obtain the discretized model as
where TOPS SAR observation matrix H ∼ = {H (m, n)} M×N represents the imaging geometry relationship between radar and surveillance region, which can be expressed as
Therefore, the TOPS SAR imaging model of one burst without downsampling can be rewritten as
where n 0 ∈ C M×1 is the noise vector. Let
where ∼ = {φ (l, n)} L×N is the 1-D L q regularization-based SAR imaging measurement matrix, which can be expressed as
If L = M, then is an identity matrix, i.e., there is no downsampling for the echo data.
In TOPS, the rotation of antenna will reduce the observation time of target. Therefore, we have p ≤ T s v r with 
have the all-aperture echo data and can be achieved regularization reconstruction based on the imaging model (21) .
B. L 1 Regularization Reconstruction
Since (21) is an underdetermined linear system when L < M, if x is sparse enough and satisfies RIP condition [23] , then we can recover the considered scene x by solving the Lasso [40] , a kind of L 1 regularization problem aŝ
where ζ is the regularization parameter. After abovementioned recovery, x should be reshaped back into a matrix representing the backscattering of 2-D considered scene. The optimization problem arg min
where 1(·) is the indicator factor, angle(·) indicates the phase of a complex number, and β (·; ζ ) is the complex soft thresholding function applied componentwise to the input element v.
C. CAMP Iterative Algorithm
L 1 regularization problem can be solved efficiently by several algorithms, e.g., ITA. However, in SAR imaging, these existing algorithms will not obtain an image that preserves the background statistical properties as MF result, which restrict the further application of the regularization reconstruction SAR image, e.g., CFAR detection. CAMP introduces a "state evolution" term, which represents the evolution of the "noise" standard deviation as the iteration proceeds, and produces sparse and nonsparse (noisy) estimations of considered scene at the same time [36] . Thus, not only can we obtain a sparse solution of the considered scene as other regularization recovery algorithms, but also a nonsparse image with similar background distribution as an MF recovered result. The CAMP iterative recovery algorithm used to solve the L 1 regularization problem (24) is detailed in Table I , where μ is the iterative parameter, σ t is the standard deviation of the "noise" vector
withx (t ) being the nonsparse estimation of the considered scene x at tth iteration.
δ is the downsampling ratio with δ = L/N , · is the average operator, β R and β I are the real and imagery parts of complex soft thresholding function, β, and (∂β R )/(∂ x R ) and (∂β I )/(∂ x I ) are the partial derivative of β R and β I with respect to the real and imagery parts of input element, respectively.
IV. ECS-BAS-BASED AZIMUTH-RANGE DECOUPLE L 1 REGULARIZATION TOPS SAR IMAGING VIA CAMP (L1-ECS-BAS-CAMP)
In this section, using ECS-BAS algorithm depicted in Section II as the imaging operator R(·), we propose and derive a CAMP-based azimuth-range decouple L 1 regularization TOPS SAR focusing mechanism, and demonstrate it from model construction, iterative recovery, and parameter setting, to computational cost analysis in detail.
A. Model
Similar to 1-D imaging in Section III, we can write the 2-D TOPS SAR imaging model without downsampling as Y = AX (27) where Y ∈ C N η ×N τ is the 2-D echo data; X ∈ C N P ×N Q is the backscattered coefficient of the surveillance region; and A is the TOPS SAR radar system observation matrix constructed based on (1) and TOPS imaging geometry. After performing downsampling of Y, and considering the existing of noise N 0 , downsampled 2-D echo data Y d can be expressed as
where operation • is the Hadamard product, ∈ R N η ×N τ is the binary downsampling matrix, which represents the sparse sampling strategy of Y.
B. Principle of L1-ECS-BAS-CAMP
According to the model in (28), we can achieve the L 1 regularization reconstruction of considered scene by solving the optimization problem
whereX is the L 1 regularization recovered backscattered coefficient of 2-D considered scene, · F is the Frobenius norm of a matrix, and γ is the regularization parameter. It should be noted that, since TOPS SAR imaging observation matrix A could not be constructed directly based on the relationship between 2-D echo data Y and backscattered coefficient X, thus we cannot achieve the regularization reconstruction of considered scene by solving the optimization problem (29) . An alterative method is introduced in Section III. However, its computational cost is unacceptable in the practical processing of huge raw data. Therefore, if we want to use regularization technique to recover the largescale surveillance region, azimuth-range decouple is essential so as to reduce the computational complexity and memory occupation efficiently.
In TOPS, conventional MF-based imaging procedure R(·), e.g., ECS-BAS introduced in Section II, can be expressed as
After introducing the exact observation model (27) to (30) , the relationship between backscattered coefficient of considered scene X and MF recovered image X MF can be written as
It is known that X MF is always the approximation of X because of the existing of artifacts, e.g., sidelobes and noise. Therefore, for the relationship shown in (31), if RA ≈ I, then we can use the inverse of R, i.e., R −1 to approximate A. Based on this, the basic idea of azimuth-range decouple is replacing the radar observation matrix A with an approximated observation operator, or called echo simulation operator, which performs the transformation from complex reflectivity image to original echo data, This principle can be generalized as
with M(·) being the echo simulation operator, which is an approximation of radar observation matrix A. After above-mentioned replacement, we can rewrite the optimization problem in (29) of L 1 regularization TOPS SAR imaging aŝ
where a ∈ R N r ×N τ and τ ∈ R N η ×N τ are the binary matrix, which denote the downsampling strategy in the azimuth and range directions, respectively.
C. Iterative Recovery of L1-ECS-BAS-CAMP
As shown in Fig. 2 , the ECS-BAS TOPS SAR imaging procedure R(·) can be expressed as
As discussed previously, we know that echo simulation operator M(·) is the inverse of R(·). Thus, according to the procedure shown in (34), we can write M(·) as (see Fig. 2 ) (35) where symbol (·) H is the conjugate transpose operation. Since R(·) and M(·) in (34) and (35) are reversible operators for each other, thus for the considered scene X, we have
Similar to 1-D reconstruction shown in Table I , in the following, we will derive the 2-D matrix operation-based CAMP iterative recovery algorithm to solve the optimization problem (33) . First, we initialize the reconstructed sparse and nonsparse estimations of considered scene asX (0) = 0 and X (0) = 0, respectively; and the echo data matrix as
For tth step, nonsparse image is estimated as
After adaptively setting σ t +1 as σ t +1 = |X (t +1) | k+1 , we will update the echo data by using
and then recover the sparse imageX (t +1) by means of
If condition
ε or t = T max satisfies, with ε being a constant error parameter, above-mentioned iteration will be stopped, and outputs the final reconstructed sparse and nonsparse images of considered scene aŝ
Otherwise, let t = t + 1, the iteration will be continued. After above-mentioned regularization recovery, operation matrix 7 will be used to perform phase compensation aŝ
D. Parameter Employed
The meaning of several components in the proposed L1-ECS-BAS-CAMP method is shown as follows.
1) The "noise" matrix Z (t ) is defined as
2) σ t is the standard deviation of Z (t ) , and σ * = lim t →∞ σ t . In practical TOPS SAR imaging, the noise and clutter distributions are unknown, so we use σ t = |X (t ) | k+1 as an estimation of σ t in this paper. 3) Regularization parameter γ should be chosen to satisfy
where X MF is the recovered image of MF-based TOPS SAR imaging algorithm. 4) The set of iterative parameter μ relies on σ * and γ .
CAMP algorithm and Lasso problem are connected through the relationship between μ and γ . According to the analysis in [36] , if μ satisfies
then CAMP with iterative parameter μ can be used to solve the Lasso problem with regularization parameter γ . Where E(·) is the expectation operator. In L1-ECS-BAS-CAMP, we set σ * = |X MF | k+1 and γ max = X MF 1 , to estimate the upper bound of μ as μ max through (44).
E. Computational Cost
Let I denote the required iterative steps of accurate recovery, M = N η × N τ and N = N P × N Q . Then, the computational complexity of
conventional ECS-BAS algorithm is C EC S−B AS = O(M log (M)). For each iteration of the proposed method, its computation includes two main parts, the calculations of an inverse ECS-BAS and an ECS-BAS procedure, which has complexity of O(M log (M)) and a decouple thresholding operation with complexity O(N).
Thus, the total computational complexity of L1-ECS-BAS-CAMP 
In memory occupation, since L1-ECS-BAS-CAMP only needs to store the input, output, and several matrices shown in Fig. 2 , its memory requirement is only around M Pro = O(N) bytes, which at the same order as ECS-BAS. In comparison, since conventional L 1 regularization method performs the sparse reconstruction based on a measurement matrix, which size is M×N, and hence, its memory occupation is extremely large, approximately
Above-mentioned analysis shows that compared with conventional L 1 regularization approach, the proposed method reduces the computational complexity and memory occupation to the same order as ECS-BAS-based TOPS SAR imaging algorithm, and hence, makes regularization reconstruction of large-scale considered scene in TOPS become possible.
V. EXPERIMENTAL RESULT AND DISCUSSION
VIA SIMULATED DATA In this section, we perform several experiments based on the simulated data along with a discussion to validate the proposed method. As shown in Fig. 3 , ten point targets located on the different positions are set as surveillance region. The size of surveillance region is [3890 m (Range) × 23080 m (Azimuth)]. Simulation parameters are listed in Table II . All experiments will be conducted on a workstation of eight-core 2.20-GHz Inter Core i5-5200U CPU with 16-GB memory. The algorithms are implemented in MATLAB 2013a. Since the restriction of memory requirement and computational time, in the experiments, we only use the ECS-BAS recovered images as comparison to illustrate the validity of L1-ECS-BAS-CAMP in the image performance improvement. 
Fig. 4. Contour plots of three point targets (in dB). (a) T1 (ECS-BAS). (b) T1 [L1-ECS-BAS-CAMP (sparse image)]. (c) T2 (ECS-BAS). (d) T2 [L1-ECS-BAS-CAMP (sparse image)]. (e) T3 (ECS-BAS). (f) T3 [L1-ECS-BAS-CAMP (sparse image)].
To demonstrate the experimental results intuitively and clearly, three point targets, called T1, T2, and T3 (see Fig. 3 Fig. 4 is the contour plots of T1, T2, and T3 reconstructed by ECS-BAS (left column) and the proposed L1-ECS-BAS-CAMP (sparse image) (right column) algorithms, respectively. In order to validate the effect of sidelobe suppression of L1-ECS-BAS-CAMP clearly, we did not add any noise and clutter to the simulated echo data of point targets. Fig. 4 shows that both methods can recover three-point targets accurately, while L1-ECS-BAS-CAMP can reduce sidelobes efficiently, regardless of the azimuth or range direction, even remove sidelobes completely [the range direction in Fig. 4(f) ]. However, it should be noted that these results were obtained in an ideal condition, i.e., signal to clutter and noise ratio SCNR = ∞. In practical TOPS SAR imaging, we could not expect to achieve such perfect suppression.
(a) T1 (ECS-BAS). (b) T1 [L1-ECS-BAS-CAMP (sparse image)]. (c) T2 (ECS-BAS). (d) T2 [L1-ECS-BAS-CAMP (sparse image)]. (e) T3 (ECS-BAS). (f) T3 [L1-ECS-BAS-CAMP (sparse image)].
A. Sidelobe Suppression
B. Noise and Clutter Suppression
In this simulation, to perform meaningful comparisons, we artificially introduced some noise and clutter to the simulated echo data of surveillance region. Real part of the simulated TOPS SAR echo data before and after adding noise and clutter is shown in Fig. 5. Fig. 6 is the contour plots of three selected point targets recovered by ECS-BAS (left column) and L1-ECS-BAS-CAMP (sparse image) (right column) via the echo data with noise and clutter. Compared with ECS-BAS, we can see that the proposed method suppresses noise and clutter efficiently and recovers the position of all point targets accurately. To evaluate the noise and clutter suppression ability of L1-ECS-BAS-CAMP quantitatively, we introduce the target-to-background ratio (TBR) [41] TBR(X) = 20log 10 max where T indicates the target area, which is surrounded by the background region, B whose number of pixels is N B . Quantitative analysis of noise and clutter suppression with TBR is shown in Table III . Its result accords with the visual representation in Fig. 6 , i.e., L1-ECS-BAS-CAMP significantly outclasses ECS-BAS in noise and clutter suppression, and reduces TBR approximately 40 dB, which means that nearly all noise and clutter are removed.
C. Downsampling Recovery
An advantage of CS is that it can recover the original sparse signal from far less samples than the sampling theory requires. Thus, in practical data collection of SAR system, Fig. 8 .
Normalized reconstructed images of three-point targets (in dB). (a) T1 (ECS-BAS). (b) T1 [L1-ECS-BAS-CAMP (nonsparse image)]. (c) T2 (ECS-BAS). (d) T2 [L1-ECS-BAS-CAMP (nonsparse image)]. (e) T3 (ECS-BAS). (f) T3 [L1-ECS-BAS-CAMP (nonsparse image)].
we can achieve larger swath by reducing the number of sampling points. To demonstrate the validity of our proposed algorithm in downsampled echo data-based TOPS SAR imaging, we perform 50% and 25% random downsampling for full-sampled echo data shown in Fig. 5(a) , and reconstruct the considered scene by ECS-BAS and L1-ECS-BAS-CAMP, respectively (see Fig. 7 ). Fig. 7 shows that since the lack of samples, ECS-BAS could not recover the point targets successfully with obvious ambiguities and energy dispersion. While L1-ECS-BAS-CAMP can also reconstruct the considered scene well with lower sidelobes even only using 25% samples.
D. Nonsparse Reconstruction of Surveillance Region
As per the previous discussion of CAMP in Sections III and IV, compared with other L 1 regularization recovery algorithms, the superiority of CAMP is that it can obtain both sparse and nonsparse estimations simultaneously of original signal. In above-mentioned simulations, to validate the effectiveness of the proposed method in performance improvement, the sparse images recovered by L1-ECS-BAS-CAMP are enough. In this experiment, Fig. 8 shows the reconstructed nonsparse image of three-point targets (right column) by the proposed method along with the results of ECS-BAS (left column) based on the simulated echo data shown in Fig. 5(a) . Note that the nonsparse images not only protrude the target as recovered sparse images, but also retain the background distribution as ECS-BAS results only with amplitude decreased approximately 50 dB. This characteristic will be very helpful in CFAR [37] .
E. Dependence on Iterative Parameter μ
In the proposed method, μ is a parameter that controls the convergence speed of iterative algorithm, which should satisfy
When μ −1 moves from 0 to 1, the convergence speed of L1-ECS-BAS-CAMP will increase, while the precision of recovered solution will decrease. In the experiments of this section, using an MF recovered image X MF of the considered scene shown in Fig. 3 , we can calculate the maximum value of γ as γ max = X MF 1 = 35.45, and then, estimate the upper bound of μ based on the relationship in (44) as μ −1 max ≈ 0.05. To give an impression about the impact of iterative parameter μ on the performance of the proposed method, Fig. 9 shows the recovered precision and convergence speed of L1-ECS-BAS-CAMP as a function of μ −1 . In Fig. 9(a) , we use relative mean square error (RMSE) as the judging criterion of recovered precision. It says that the reconstructed accuracy of L1-ECS-BAS-CAMP is inversely proportional to the value of μ −1 ; while the computational time will decrease when μ −1 moves from 0 to 1 [see Fig. 9(b) ]. This experimental result accords with the above-mentioned theoretical analysis. Based on this, in practical TOPS SAR imaging, the value of μ should be selected as a compromise between convergence speed and recovered precision. In this paper, after considering abovementioned two factors, we set μ −1 = 0.5.
VI. PERFORMANCE ANALYSIS
In above-mentioned theoretical analysis, we know that a main advantage of L1-ECS-BAS-CAMP is less computational time and lower memory requirement compared with conventional L 1 regularization-based TOPS SAR imaging method, and at the same order of ECS-BAS algorithm. While it can also achieve similar performance improvement of SAR images as L 1 regularization technique shown in Table I . In Section V, we have validated the effectiveness of the proposed method in image performance improvement and downsampling imaging. In this section, to quantitatively evaluate the proposed method especially in the decrease of computational cost, we perform several experiments based on the smaller considered scenes, and obtain the images by not only ECS-BAS and the proposed L1-ECS-BAS-CAMP methods, but also the conventional L 1 regularization algorithm, which has a higher requirement of computer performance. The simulation parameters are nearly identical to Table II except for the platform height H r .
In the experiments, we change the size of considered scene through setting different values of platform height. For clarity, the conventional CAMP-based L 1 regularization TOPS SAR imaging method shown in Table I is denoted as L1-CAMP. It should be noted that the images shown in this paper are plotted after eight times interpolation of recovered results both in the azimuth and range directions. In addition, all quantitative analyses are performed based on the nonsparse solutions of L1-CAMP and L1-ECS-BAS-CAMP in this section. Fig. 11 shows the computational cost of ECS-BAS, L1-CAMP, and L1-ECS-BAS-CAMP methods under different sizes of considered scene. Fig. 11(a) shows that even if the scene size is just 242 × 1086 ≈ 2.62 × 10 5 , we still need 10 3 s to recover the considered scene by using L1-CAMP algorithm. However, in practical SAR imaging including TOPS, the scene size is usually larger than 1024 × 8192, this means that L1-CAMP needs more than 12 days to achieve the regularization reconstruction of surveillance region with the working computer having at least 64-TB memory. This is unacceptable for the real-time processing. L1-ECS-BAS-CAMP relieves this pressure well, which reduces the computational time to the same order as the MF algorithm [see Fig. 11(a) ]. Fig. 11(b) gives the memory requirement of L1-CAMP and L1-ECS-BAS-CAMP in TOPS SAR focusing. This result accords with above-mentioned theoretical analysis, i.e., the proposed method can reduce the memory occupation dramatically compared with L1-CAMP. In addition, we find that no matter for computed time or memory requirement, the difference between L1-CAMP and L1-ECS-BAS-CAMP will gradually enlarge as the scene size increases.
B. Analysis of Computational Cost
C. Recovery Accuracy and Convergence Speed Versus SCNR
In this section, we only set one-point target located on the scene center as surveillance region whose size is 138 (Range) × 118 (Azimuth) samples, then artificially introduced some noise and clutter with SCNR = −5, 0, 5 dB to the simulated echo data, and reconstructed the considered scene by L1-CAMP and L1-ECS-BAS-CAMP via full-sampled echo data, respectively. The definition of the SCNR is SCNR = 10log 10 P t P c
where P t and P c are the power of target and the power of noise and clutter, respectively. Fig. 12 shows the TBR and RMSE of the recovered results as a function of iterative step t. We can see that no matter for TBR or RMSE, all curves of L1-CAMP and L1-ECS-BAS-CAMP with different SCNRs have a similar variation tendency, and will be converged to a fixed value after about ten iterations. This convergent value is depended on the value of the SCNR. It says that if less noise and clutter are added to the simulated echo data, higher TBR, and lower RMSE, i.e., a better image performance will be obtained by means of both L1-CAMP and L1-ECS-BAS-CAMP methods. In addition, similar to the plots shown in Fig. 10 , the proposed method also suppresses the noise and clutter efficiently compared with the MF-based algorithm with TBR being 34.02 dB(SCNR = −5 dB), 43.38 dB (SCNR = 0 dB), and 51.10 dB(SCNR = 5 dB), while has a similar effect of image performance improvement as L1-CAMP. In Fig. 12 , we find that when SCNR ≥ −5 dB, considered scene will be recovered successfully, and the value of the SCNR will not influence the required iterative steps (about 10 in this experiment) for the convergence of our proposed method. Since each circle in L1-ECS-BAS-CAMP has a similar computational time, thus there are nearly no difference in the convergence speed of L1-ECS-BAS-CAMP under different SCNRs. This means that the existing noise and clutter will not affect the convergent time of our proposed method. Certainly, above-mentioned analysis between SCNR and computational time is also adapted for L1-CAMP.
D. Performance Versus Downsampling Ratio and SCNR
To comprehensively compare ECS-BAS, L1-CAMP, and our proposed L1-ECS-BAS-CAMP methods in image per- formance improvement, we made several experiments based on the different combinations of downsampling ratio δ and SCNR, and used TBR, peak-to-sidelobe ratio (PSLR), and integrated sidelobe ratio (ISLR) as the evaluation criterion of the reconstructed image quality. Simulated scene is identical to subsection VI-C. In order to illustrate our purpose easily and clearly, without lose of generality, we only performed the random downsampling along the azimuth direction based on the value of δ, and exploited azimuth PSLR and ISLR to gauge the image quality quantitatively. Table IV shows the value of TBR, PSLR, and ISLR in the ECS-BAS, L1-CAMP, and L1-ECS-BAS-CAMP recovered images under different combinations of SCNR and downsampling ratio. We know that the downsampling of echo data will cause the azimuth energy dispersion in MF results. This phenomenon corresponds to the increase of ISLR in ECS-BAS recovered images as shown in Table IV , and finally result in the failed reconstruction; while regularization-based algorithms can also recover the considered scene accurately even only with 25% azimuth data and SCNR = −10 dB. In Table IV , we can see that compared with ECS-BAS, the proposed method suppresses the noise and clutter efficiently with decreasing TBR at least 25 dB, reduces sidelobes dramatically with debasing ISLR more than 45 dB, and also shows a better robustness. In addition, Table IV depicts that L1-ECS-BAS-CAMP has a similar effect in image performance improvement as conventional L 1 regularization imaging technique, no matter what kind of combination of δ and SCNR is set, which is accorded with the results in Fig. 10 .
VII. RECONSTRUCTION OF COMPLICATED SCENE
It is known that conventional L 1 regularization SAR imaging technique only can be applied to the recovery of sparse scene because of the restriction of RIP condition and is not appropriate for the nonsparse region, e.g., urban area. However, our proposed azimuth-range decouple L 1 regularization TOPS SAR imaging mechanism introduces a novel idea in the regularization-based reconstruction of nonsparse surveillance region via full-sampled echo data, while does not need to consider the scene sparsity. To validate this, in this section, we set two complicated scenes as the simulated observed regions, which points' position and amplitude are set based on the real TerraSAR-X Spotlight SAR image data. Simulation parameters are identical to Table I . Experimental results depict that the proposed method also recovers the nonsparse urban surveillance region well, and suppresses sidelobes and clutter efficiently. In addition, it can be seen that the sparse and nonsparse solutions of L1-ECS-BAS-CAMP have a similar image features. Let us consider three regions indicated by the cyan rectangles in Fig. 13 . The TBR of these regions are shown in Table V , which results validate the effectiveness of L1-ECS-BAS-CAMP in noise and clutter suppression not only for sparse scenes as discussed previously, but also for nonsparse surveillance regions.
VIII. CONCLUSION
This paper proposed a novel azimuth-range decouple-based L 1 regularization TOPS SAR imaging mechanism, and successfully applied it to the sparse reconstruction of large-scale considered scene from raw data. In the proposed method, we first exploit the echo simulation operator constructed based on ECS-BAS to replace the exact observation matrix in conventional L 1 regularization-based TOPS SAR imaging so as to decouple the azimuth-range couple in raw data, and then reconstruct the considered scene by means of CAMP algorithm. Compared with MF-based TOPS SAR imaging technique, e.g., ECS-BAS, the L1-ECS-BAS-CAMP provides the improved image performance such as significant sidelobes and clutter suppression, and shows a better downsampled databased imaging ability. Compared with conventional L 1 regularization technique, since it decouples azimuth-range couple well, L1-ECS-BAS-CAMP significantly reduces the computational time and memory occupation in image reconstruction, while providing the similar image features. Furthermore, compared with other recovery algorithms for solving the L 1 regularization problem, CAMP-based algorithm provides the sparse image of the considered scene as well as a nonsparse estimation with similar background statistical properties as MF-based result, which is very helpful for the further image statistical properties-based applications.
In addition, it should be noted that this method makes large-scale sparse TOPS SAR imaging become possible, and also can be used to the recovery of nonsparse surveillance region. Furthermore, in practical TOPS system design, we can increase the swath width through reducing PRF, and use our presented mechanism to achieve the image focusing.
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