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The Hamaker constant, A, is a very important parameter used to quantify the strength of
the van der Waals (vdW) attractive interaction among particles and between particles and
surfaces. Consequently, an accurate measurement of A is of fundamental importance to a wide
range of research and manufacturing fields. Therefore, this dissertation primarily focuses on the
development and application of a new method to determine Hamaker constants of solid materials
using an atomic force microscope (AFM). While the direct contact or pull-off method is
typically employed during an AFM force measurement, this contact-technique is highly
dependent upon material properties that are difficult to quantify precisely, such as surface
roughness, contact separation distance, and surface deformation. Thus, the method presented in
this work utilizes the approach-to-contact regime of an AFM force experiment which should be
less dependent upon these surface effects.
First, a previous “jump-into-contact” quasi-static method for determining A from AFM
measurements is corrected and extended to include various AFM tip-surface force models of
interest. Then, to test the efficacy of the “jump-into-contact” quasi-static model, a dynamic
model of the tip motion is developed. For finite AFM cantilever-surface approach speeds, a true
“jump” point, or limit of stability, is found not to appear and the quasi-static model fails to
represent the dynamic tip behavior.
Therefore, the proposed method is “quasi-dynamic” in nature rather than quasi-static.
This was achieved by determining the well-defined deflection at first contact “dc” instead of the
jump-into-contact distance. An apparent Hamaker constant “Aapp” is then calculated from this dc
value and a corresponding quasi-static-based equation. The resulting value of Aapp depends on
the cantilever’s approach speed and the sampling resolution of the AFM. Since Aapp approaches
the “true” value of A only in the quasi-static and continuous sampling limits, a double
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extrapolation procedure is initially suggested to obtain an estimate of the Hamaker constant of
the solid surface. The accuracy of this procedure is tested using simulated AFM data and is
shown to yield an accurate, self-consistent estimate of the Hamaker constant.
Experimental verification is provided for both the dynamic model and this new quasidynamic method. By analyzing the dynamics of cantilevers with different mechanical properties,
guidelines for the selection of a given cantilever for an AFM measurement are presented. A new
dimensionless parameter  is introduced to guide cantilever selection and AFM operating
conditions. The value of quantifies how close a given experiment is to its quasi-static limit for
a chosen cantilever-surface approach speed. For sufficiently small values of  (i.e. a cantilever
that effectively behaves “quasi-statically”) simulated data indicate that Aapp will be within ~1%
or less of the inputted value of the Hamaker constant. Hence, with the new method, Hamaker
constants may now be reliably estimated using a single measurement taken with an appropriately
chosen cantilever and a slow, yet practical, approach speed. This is confirmed by the very good
agreement found between the experimental AFM results obtained using this new method and
previously reported predictions of Hamaker constants for amorphous silica, polystyrene, and αAl2O3 substrates obtained using the Lifshitz method.
However, due to the nanometer length scale of the cantilever tip, visually approximating
its geometric features can yield significant error in the estimate of A. Thus, an additional
modification was made to the quasi-dynamic method using a simple sphere-plate model which
allows one to represent all of the system’s geometric features with just one parameter: the tip’s
radius of curvature. The effective radius of the tip “Reff” is determined from a “calibration” step,
in which the dc is measured for a substrate with a known Hamaker constant. Hence, no visual
fitting of the tip shape is required and all geometric uncertainties of the tip are accounted for
within the calibrated tip radius. After Reff has been determined, estimates of A for any other
surface of interest can now be determined using this effective sphere model. An additional
experimental study was conducted to validate this modification and, again, the results are in good
agreement with predictions from the Lifshitz approximation.
Then, the modified quasi-dynamic model was employed to study the strength of the
adhesive interaction between TNT and several swab materials which are used as explosive
detection devices at security checkpoints. This information is crucial for the development and
improvement of next-generation swab detection protocols to further advance this field.
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The final two studies presented in this dissertation investigate inherent noise that is
present in an AFM adhesion experiment. First, a modification to the dynamic model is presented
which includes naturally-occurring, thermal fluctuations of the cantilever during its approach to
contact with the surface. The analysis indicates that the impact of thermal noise on the accuracy
of measured dc and thus the A predicted by the quasi-dynamic method will be minimal. Finally,
a statistical analysis tool called the bootstrap is employed to determine the error associated with a
previously developed adhesion simulation technique which utilizes topographical maps of the
substrate to represent inherent surface roughness.

1

1. INTRODUCTION

1.1

Overview
The van der Waals interaction is unique among the intermolecular forces because it is

omnipresent and is, therefore, fundamental to any surface based interaction. As a result, the
vdW force plays a significant role in several microscale and nanoscale phenomena such as
particulate flow,1 interfacial adhesion,2,3 nanoparticle self-assembly,4,5 and colloidal stability.6,7
However, the strength of the vdW interaction will vary for each pair of materials interacting.
This variability is quantified through the measurement of the system’s Hamaker constant, A,
which is unique for every material or pair of interacting materials.8 Since this parameter is
required in order understand the underlying physics of the system of interest, a reliable, facile
method for determining A for any material is important. Thus, this work presents a measurement
technique developed to determine A of any solid system using an atomic force microscope
(AFM).
The remainder of this chapter provides a theoretical background on the Hamaker constant
and the motivation for using the AFM to study the vdW force. Then, the fundamentals of AFM
force measurements are discussed in order to provide a basis for understanding the method
presented in the following chapters. Specifically, the difference between the “contact” and
“approach-to-contact” regimes is highlighted as it plays an important role in the method’s
development and applicability. Finally, since one of the purposes of this study is to improve the
efficiency of swab-based explosive detection, a brief literature review of the adhesion of
explosive materials is also included.
The following two chapters provide the theoretical development and practical
implementation of the new Hamaker constant estimation method. The method builds off of a
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quasi-static understanding of the AFM cantilever tip’s approach-to-contact which assumes
mechanical equilibrium is sustained throughout the tip’s descent. Since the tip’s motion is, in
fact, dynamic in nature, a new approach-to-contact model is developed which accounts for the
inertial effects of the tip’s descent. This new “dynamic model” is then used to investigate the
implications of using a quasi-static assumption to analyze inherently dynamic AFM data. By
doing this, it was determined that the quasi-static analysis did, in fact, lead to error in the final
estimation of A and, therefore, a modification to the quasi-static framework is proposed which
properly accounts for the inertial effects of the tip’s motion. As a result, the new method
presented in this document can be considered to be “quasi-dynamic” in nature and, thus,
appropriate for analyzing dynamic data. Experimental implementation of the quasi-dynamic
method is discussed and followed by the results of a validation study which determined that the
new method provided accurate estimations of A.
The quasi-dynamic method, as presented in Chapters 2 and 3, requires both numerical
methods and an accurate approximation of the tip’s geometric parameters in order to estimate A
from AFM force data. Given the broad range of computational experience amongst researchers,
the first of these would hinder the applicability of the method into fields where mathematical
modeling may not be as common as in engineering or physics. In addition, since the tip’s
geometric features are visually approximated, the latter provides a large opportunity for human
error to propagate into the final estimations of A. Therefore, Chapter 4 presents a modification to
the original quasi-dynamic method by suggesting that the tip should be “calibrated” and mapped
onto a spherical geometry. This amendment would provide an analytical alternative to the
aforementioned computationally-intensive method as well as negating the need for visually
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measuring the tip’s geometric parameters. A validation study is included for this amendment as
well.
As previously mentioned, one of the goals of developing the quasi-dynamic method is to
improve the efficiency of swab-based explosive detection by improving the understanding of
adhesive interactions between energetic materials and detection swabs. Thus, Chapter 5 provides
a practical application of the quasi-dynamic method towards measuring the Hamaker constants
of commercial swabs and then comparing them with those measured from next-generation swab
materials.
Since the quasi-dynamic method assumes that the only external force acting on the
cantilever is due to the tip-surface attractive vdW force, the method does not account for the
impact of thermal noise on the resulting estimation of A. To address this, stochastic thermal
fluctuations are added to the original dynamic model in order to investigate their effect on the
cantilever’s approach and the measured dc. It was determined that thermal noise did not, in fact,
negatively impact the final results of A and, therefore, the variations in the measurements
observed from the AFM experiment were most likely the result of another form of experimental
uncertainty.
In addition to thermal noise, another possible source of error in any AFM method comes
as a result of surface roughness. A challenge associated with describing the effects of surface
roughness on particle adhesion is that most surfaces exhibit roughness variations that span the
entire surface. These variations in roughness will then spawn variations in the measured adhesion
force and, thus, the Hamaker constant. Therefore, a study is included in Chapter 7 which
addresses the statistical significance of an AFM measurement based on the number of contact
locations selected across the substrate.
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Finally, concluding remarks regarding the broad impact and feasibility of this new
Hamaker constant estimation technique are provided in Chapter 8. In addition, recommendations
for expansion and refinement of the current quasi-dynamic method and the dynamic model are
also provided in this section.

1.2

The Hamaker Constant
The Hamaker constant is named after H. C. Hamaker who determined that a material-

specific constant would be required to quantitatively describe the force felt between two
interacting bodies. Hamaker8 extended London’s work9 by presenting a method to calculate the
vdW interaction utilizing volume element integration. This method assumes a pair-wise
interaction between each volume element in the interacting bodies separated by a distance, z, 8

𝑊𝑣𝑑𝑊 = − ∫ 𝑑𝑉1 ∫ 𝑑𝑉2
𝑉1

𝑉2

𝜌1 𝜌2 𝜆12
𝑧6

(1.1)

where WvdW is the work of adhesion of due to London dispersion forces, the V and dV terms
denote total volumes and volume elements of the two bodies, ρ is the number density of each
material, and λ12 is the London vdW constant for the interaction between the two materials (i.e.
material “1” and material “2”). Hamaker lumped the material constants in the numerator of this
integrand into one coefficient, A12, that we now denote as the Hamaker constant8
𝐴12 ≡ 𝜌1 𝜌2 𝜆12

(1.2)

This Hamaker constant is a purely material dependent parameter that varies for each material
pair interaction. To isolate a single material’s self-attraction Hamaker constant, A11, from the pair
interaction, A12, the geometric mean relationship can be employed10
𝐴𝑖𝑗 = √𝐴𝑖𝑖 𝐴𝑗𝑗

(1.3)

5
where Aii denotes material i’s self-attraction and Aij denotes the attraction between materials i
and j. Considerations for the separation medium interacting with the two bodies can also be
accounted for (i.e. A1m2) but are typically assumed to be negligibly small in ambient air and thus
omitted.11 By accounting for all the material properties considered in Eq. (1.1) in one parameter,
the value of a material pair’s Hamaker constant effectively quantifies the strength of the vdW
interaction between them as any other considerations will be geometric. For example, Hamaker
determined the force felt between a sphere, of radius R, and a flat plate interacting over a
distance z to be8
2𝐴𝑅 3
𝐹𝑠𝑝ℎ𝑒𝑟𝑒−𝑝𝑙𝑎𝑡𝑒 (𝑧) = − 2
3𝑧 (𝑧 + 2𝑅)2

(1.4)

Thus, if one can determine the materials’ Hamaker constant, one would also be able to predict
the magnitude of the vdW interaction between two such bodies.

1.3

Quantifying the van der Waals Force
In Hamaker’s original paper, he noted that the assumption of pair-wise additivity neglects

the effect of external interactions by assuming that each pair of molecules interacts in an ideal,
isolated manner. For this reason, Lifshitz developed a theory that negates the need for such an
assumption by treating the interacting bodies as continuous media.12 The omission of the pairwise additivity assumption has made the Lifshitz theory the standard for vdW interaction
estimation techniques.11 Though this method is purely theoretical, comparison with
experimental techniques have verified the agreement of the Lifshitz theory with experimental
observation.13 The theory considers the quantum, electromagnetic nature of vdW interaction in
order to calculate the Hamaker constant. This is done by relating the Hamaker constant to each
materials’ frequency-dependent dielectric functions. However, proper implementation of the
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Lifshitz theory requires dielectric response information to be gathered for the full EM spectrum
which presents practical problems for experimental employment.14 Mapping schemes might be
employed to combine previously reported data with new observations in the effort to create a
cohesive dielectric response function for a single material.15 However, the data required for the
full Lifshitz application has only been gathered for a small sample of materials.16 Thus, the
Hamaker constants for these materials are typically held as benchmark values used to test the
validity of more experimentally feasible estimation methods which can be used in the place of
the Lifshitz theory.
These more practical experimental procedures could be simplifications of the “full”
Lifshitz theory,17,18 measurements of a materials’ dispersive surface energy,19,20 or utilizing
“direct” measurement techniques.21–23 Of the latter direct-measurement techniques, the surface
force apparatus (SFA) allows for high resolution force measurements to be conducted in a
controlled environment.21 However, its use is limited to perfectly smooth surfaces and, thus, is
not broadly applicable. Fortunately, an atomic force microscope (AFM) is also a very powerful,
direct-measurement tool for studying intermolecular forces such as the vdW force.
The AFM was first presented by Binnig et al.24 as an imaging tool which could be used
on a variety of different solid surfaces (unlike the scanning tunneling microscope, STM25,26) and
without damaging the substrate (as was possible while using a stylus profilometer, SP27).
Moreover, if the cantilever is moved normally towards the surface (instead of parallel to it), it
was found that valuable information could be gathered regarding forces felt by the tip as a
function of separation distance.28 By doing this, phenomena such as electrostatic
attraction/repulsion, capillary bridging, and vdW interactions could be observed in a broad range
of experimental conditions.29–31 As a result, the AFM has been utilized by researchers from
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biologists32,33 to polymer physicists34,35 in order to better understand the intermolecular
interactions governing their systems of interest.
Due to the broad applicability of this instrument, the rest of this document focuses on the
use of an AFM to determine the Hamaker constants of solid materials. The following section
gives a succinct overview of the important details regarding the interpretation of AFM force
experiments.

1.4

AFM Force Measurements
The AFM measures the motion of a flexible cantilever as it is brought into and out of

contact with a surface of interest.36 From this information, inferences can be made about the
fundamental surface forces interacting between the tip (typically a very sharp point at the end of
the cantilever) and the substrate. The separation distance between the tip and surface is
controlled by a piezo-electric column which expands or contracts beneath the substrate in order
to raise or lower it with respect to the cantilever tip. As the separation distance changes, the
cantilever deflects towards or away from the substrate due to the repulsion or attraction between
the two materials. The tip’s motion is observed by reflecting a laser off the top of the cantilever
and onto a photodetector.37,38 Figure 1.1 offers a qualitative schematic of this process.
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Figure 1.1: Schematic of the basic AFM experimental set-up.

The cantilever tip’s movement with respect to its resting position is recorded in what is
called a “deflection curve” (although in the literature it is often called a “force curve” as well).
The experiment consists of the piezo-electric column raising the surface towards and then
retracting it away from the cantilever tip (i.e. changing the cantilever’s “height” above the
surface). In the case of an attractive vdW interaction, the deflection curve will qualitatively
resemble that shown in Figure 1.2. Initially, the cantilever is far away from the surface (A) so
the interaction between the tip and surface is negligible and no tip deflection, d, is registered.
The piezo-electric controller then raises the surface towards the cantilever (moving to the left on
the x-axis). Eventually, the tip and the surface begin to interact, and the cantilever is deflected
(in the negative direction) towards the surface (B). When the tip is close enough to the surface,
the tip-surface interaction overwhelms the restoring force of the cantilever and the tip “jumps”
into contact with the surface. An apparent discontinuity therefore appears in the deflection curve
between B and C. While in contact (C), the cantilever may be pressed further into the surface,
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which would result in a positive tip deflection. The piezo-electric controller then retracts the
surface away from the cantilever (now moving right on the x-axis). The tip stays in contact with
the surface until the restoring force of the cantilever is able to overcome the tip-surface attraction,
and the tip finally snaps out of contact (D).

Figure 1.2: Schematic of a typical deflection curve depicting the cantilever tip deflecting towards
the surface as it is brought into and out of contact with a flat substrate. The deflection at first
contact with the surface, dc, which will be explicitly required for the new method, is measured as
shown.

Since the AFM does not directly measure the forces between the tip and the surface but
rather registers the tip’s interaction with the surface, a theoretical framework has been developed
to relate the behavior displayed in the deflection curves to the governing forces present in the
system. The primary assumption is that the restoring force of the spring, can be modeled as a
simple harmonic oscillator which follows Hooke’s Law
𝐹𝑐 (𝑑) = −𝑘𝑐 𝑑

(1.5)
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where d is the deflection of the tip away from resting position and kc is the spring constant of the
cantilever. While there have been several methods proposed to measure the kc of an AFM
cantilever,39,40 the current accepted technique approximates the spring constant by observing the
cantilever’s mechanical response to thermal noise as described by Hutter et al.41
The tip’s behavior is modeled as a competition between the cantilever’s restoring force
and the external force felt between the tip and the substrate Fts
𝐹𝑛𝑒𝑡 = 𝐹𝑐 (𝑑) + 𝐹𝑡𝑠 (𝑧)

(1.6)

where Fts is a function of separation distance z between the tip and the surface. In this case, the
interest is in measuring the vdW force and, therefore, experimental conditions must be
maintained in order to ensure that the vdW force is isolated during the experiment (i.e. 𝐹𝑡𝑠 =
𝐹𝑣𝑑𝑊 ). For example, when measuring adhesion in air, spontaneous condensation between the
surfaces can cause capillary bridging to increase the observed adhesion force.42–44 This effect is
dependent on the relative humidity45 and can therefore be alleviated by removing the moisture
from the surrounding media. In addition, in order to provide a statistically reasonable
approximation of the vdW force observed, multiple deflection curves are typically taken during a
given experiment.46–48 However, as a result of these contacts, electrostatic charge can be
deposited from one surface onto another and, in the case of dielectric materials, result in an
electrostatic interaction between the two surfaces.49 An alpha radiation emission source (such as
polonium 210) can be placed in the AFM chamber in order to effectively eliminate these
electrostatic interactions by neutralizing built up charges.50
The next two sections provide details regarding how a deflection curve can be used to
measure the vdW force by dividing Figure 1.2 into two regimes : a) the approach-to-contact (A
and B) and b) the “pull-off” or “contact” regime (C and D).
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1.4.1 The Contact Regime
As shown in Figure 1.2, the tip remains in contact with the surface as the piezo-controller
pulls the substrate away from the tip. Once the cantilever’s restoring force (Eq. (1.5))
overwhelms the attractive forces between the tip and the surface, the tip snaps out of contact with
the surface. The “pull-off” force can be approximated by measuring the deflection of the
cantilever just before the tip and surface are pulled apart. By assuming spring-like behavior and
measuring the cantilever’s kc, the adhesion can be inferred from this pull-off force.22 In addition,
colloidal scientists can also fabricate their own tips by mounting particles of various sizes and
materials onto the cantilevers and then directly testing the adhesion of these against different
substrates.51,52 Another added benefit of this methodology is that the same experiment can be
conducted in a condensed media to provide further information about the medium interaction in
adhesion.53,54 The simplicity and applicability of using the pull-off regime has made it a very
widely used technique to investigate adhesion.
However, since the pull-off force is measured while two materials are “in contact” with
one another, several elements of the contact regime must be accounted for in order to fully
understand the underlying adhesive behavior. Surface effects such as deformation and surface
roughness can greatly influence the pull-off force and lead to reproducibility issues from
measurement to measurement.55–57
Surface roughness is characterized by nanoscale to microscale topographical features
present on a given substrate’s surface.58,59 The asperities on these surfaces serve to limit the area
of contact which dramatically decreases the strength of adhesion as a result of less material
interacting.60–62 For example, while studying glass, polystyrene, and tin spheres interacting with
graphite and mica, Schaefer et al. measured pull-off forces which were 50 times smaller than
expected by ideal, smooth interactions.63 Significant effort has therefore been devoted towards
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understanding and characterizing these surface roughness effects. Suresh et al. created a
theoretical model which assumed hemispherical asperities were present on the surfaces of their
particles.64,65 By tuning the properties of these hemispheres, they were able to match their results
to conventional theoretical models. Moreover, the Beaudoin research group has created a
simulation program which uses the unique topographical scans of each surface studied in order to
approximate the contact regime between the AFM tip and the surface.2,66–69 Nevertheless,
despite individual successes, a unifying theory on roughness has yet to be created.
Moreover, when the samples are deformed at contact, the area of contact between the two
bodies is increased which leads to an increase in the adhesion due to more material interacting.70
The fundamental deformation model was derived in 1882 by Hertz who calculated that the radius
of the contact area, a, between two spheres compressed under a load FLoad could be approximated
with71
3 𝑅𝐹𝐿𝑜𝑎𝑑
𝑎=√
𝐸𝑠𝑦𝑠

(1.7)

where Esys is the composite system modulus of elasticity and R is the radius of the spheres.
Using this, Hertz was able to optically verify that the magnitude of deformation observed
between the two bodies δ could be calculated as follows71
𝛿=

𝑎2
𝑅

(1.8)

However, this theory did not account for the adhesion force felt by the two bodies. Therefore,
about a century later, the model was revisited and modified to include adhesion by Johnson et al.
(JKR), Derjaguin et al. (DMT) and then, still later, Maugis et al.72–74 However, since these all
assume interactions between ideal bodies, applying them to AFM data have had similar results as
the aforementioned attempts to describe rough contact regimes.75
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A final consideration regards the definition of contact separation distance z. Since two
surface never actually “contact” one another, one must define the separation distance that exists
between them at contact in order to determine the magnitude of the force felt between the two
surfaces (see Eq. (1.4)).76 For example, Israelachvili and Adams assumed that this contact
separation distance for cleaved mica sheets to be 4Å.77 However, this may be different for
another substrate depending on material characteristics such as roughness and elasticity.
Appendix C gives a quantitative representation of the negative impact this can have on the final
approximation of A using AFM data.
Therefore, in order to avoid the issues arising from the contact regime, this manuscript
continues by investigating the “approach-to-contact” regime instead. By doing so, the following
section provides the conceptual basis for a Hamaker constant estimation technique which should
theoretically be less sensitive to surface roughness and contact deformation.
1.4.2 Approach-to-Contact
In addition to pull-off force measurement techniques, methods for measuring the vdW
force which rely on the approach regime of the AFM deflection curve (A and B in Figure 1) have
also been developed.78–80 Since the point of first contact between the tip and surface defines the
end of the approach regime, the analysis of this portion of the deflection curve should be less
sensitive to the surface effects mentioned in the previous section.
The prevailing descriptions of AFM cantilever behavior in the approach regime are based
on a quasi-static model, in which for large enough separation distances mechanical equilibrium is
always assumed between the cantilever’s restoring force Fc and the tip-surface attraction Fts.
Therefore, in the quasi-static model, the tip-surface force balance is written as
𝐹𝑛𝑒𝑡 = 𝐹𝑐 (𝑑) + 𝐹𝑡𝑠 (𝑧) = 0

(1.9)
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where d represents the tip’s deflection from its neutral position towards the surface (d < 0) as z is
decreased. Again, the cantilever is assumed to deform elastically as the tip is deflected so Fc is
modeled using Eq. (1.5).
To determine Fts, one must describe the shapes of the interacting bodies. The tip-surface
attractive force is then evaluated as a function of A and the tip-surface separation distance, z,
from a volume element integration between the two bodies.8 Three common geometries are
presented in Figure 1.3 for describing Fts between the AFM tip and a flat surface.

Figure 1.3: Geometries of three different cantilever tip models interacting with a flat surface:
Model 1, a four-side truncated pyramid with a spherical cap; Model 2, a truncated cone with a
spherical cap; Model 3, a sphere. The radius of curvature of the tip is R and the tip-surface
separation distance is z. The height of the spherical cap, , and the filling angles,  and , are as
shown.

Scanning electron microscope (SEM) images of many cantilever tips suggest that model
1, a truncated pyramid with a spherical cap, often accurately captures a tip’s geometry. This led
Zanette et al.81 to rigorously solve for the following force-distance dependence
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𝐴 𝜆2 (3𝑅𝑧 + 𝑅𝜆 − 𝑧𝜆)
𝐿2
4 tan ∅ 𝐿 + tan ∅ (𝑧 + 𝜆)
𝐹𝑡𝑠 (𝑧) = − [
+
+
(
)]
2
3
3
(𝑧 + 𝜆)
(𝑧 + 𝜆)2
6
𝑧 (𝑧 + 𝜆)
𝜋

(1.10)

where A is the Hamaker constant (i.e., A12) between the flat substrate “1” and the tip material “2,”
with the remaining terms defined in Figure 1.3. Since the system is also assumed to be in
vacuum, the effects of the medium are assumed to be negligible.
Two simpler models are also presented in Figure 1.3. Model 2 depicts a cone with a
hemispherical cap, which has a force-distance relationship of82
𝐴 𝑧 2 (𝑅 + 𝑧)𝑠𝑖𝑛2 𝜃 + 𝑧 2 𝑅𝑠𝑖𝑛𝜃 + 𝑅 2 (𝑅 + 𝑧)
𝐹𝑡𝑠 (𝑧) = − [
]
6
𝑧 2 (𝑅 + 𝑧)2

(1.11)

Finally, model 3 represents the apex of the tip as a sphere for which the interaction between a
sphere-plate has already been described in Eq (1.4).8 Moreover, Hamaker also noted that when
𝑅 ≫ 𝑧 Eq (1.4) can be simplified to8
𝐹𝑡𝑠 (𝑧) = −

𝐴𝑅
6𝑧 2

(1.12)

Which is referred to in this work as the spherical tip model.
Describing the approach portion of an AFM deflection curve with Eq. (1.9) seems to
provide a simple method to estimate A,81 since for large values of z there are tip deflections at
which |Ft| = |Fc|. Yet, a problem arises when the tip is brought into near-contact with the surface.
At some critical separation distance, z* (Figure 1.4), the tip appears to become unstable, and then
immediately “jumps” into contact with the surface.80 This instability first occurs when z is
sufficiently small such that the tip-surface interaction always exceeds the restoring force of the
cantilever, |Ft| > |Fc|, and thus Eq. (1.9) can no longer be satisfied. With the tip rapidly jumping
into contact as soon as the instability is reached, the resolution of the deflection data around this
jump point greatly affects the accuracy with which Eq. (1.9) represents, or fits, the deflection
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data.83 In addition, the precise tip-surface separation distance z is unknown prior to contact in
an AFM experiment and is a fitted parameter when using Eq. (1.9).

Figure 1.4: Schematic representation of the quasi-static AFM tip behavior as the cantilever is
lowered towards the surface. (i) Definitions of the tip-surface separation distance, z (> 0), and
the tip’s undeflected height, h (> 0), and deflection, d (< 0), from this neutral position. Note
that z = h + d = h −|d| and |d| ≤ h. (ii) The critical, or jump, point where the tip first becomes
unstable. The critical values of h, d, and z are denoted as h*, dj, and z*, respectively. (iii) The
first contact point just after the tip became unstable and immediately jumped to the surface.
When z first equals zero, the tip deflection is denoted as dc and is equal to -h*. The “jump-intocontact” distance, Δd, is defined as the difference of the deflections just at and just after the jump
point: Δd = dj-dc = z*.

To overcome some of these issues, an alternative method that uses information
exclusively from the jump portion of the approach regime has been developed. The change in
the cantilever deflection during this jump period is called the “jump-into-contact” distance and is
denoted as Δd (Δd = dj-dc = z* as in Figure 1.4). Determining how A is related to Δd appears to
provide a practical method for estimating accurately a material’s Hamaker constant. Two
separate sources provide, however, different relationships between A and Δd.78,79 Using Eq.
(1.12), Das et al.78 reported that
8𝑘𝑐 (∆𝑑)3
𝐴=
9𝑅
Butt et al.79 published, without derivation, the following relationship based on the same tip
model

(1.13)
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3𝑘𝑐 (∆𝑑)3
𝐴=
𝑅

(1.14)

We note that Eq. (1.14) can also be obtained from an expression derived by Gady et al.,80 who
provided an equation for A in terms of h* (Figure 1.4). The discrepancy between these two
relations is significant, as Hamaker constants estimated using Eq. (14) are 3.4 times greater than
those using Eq. (1.13). Since these relations appear to provide a promising method for
estimating Hamaker constants, Chapter 2 begins with an examination of the quasi-static model
and present a derivation of the correct relationship between A and Δd.
In addition, a new approach-to-contact model is also developed and presented in the
Chapter 2 which properly accounts for the inertial effects of the tip’s motion and is therefore
called the “dynamic model” (as opposed to the quasi-static model). By comparing the dynamic
and quasi-static models, it was determined that the quasi-static model fails to accurately describe
the motion of the tip around the critical point. As the substrate is raised towards the cantilever
with a non-zero approach speed, vc (Figure 1.5), Eq. (1.9) cannot capture the important inertial
response of the tip’s deflection. The dynamic model indicated that any sudden “jump” of the tip
toward the surface was merely apparent and arises solely because of the low sampling
resolutions used when the deflection curve is generated, i.e., the “jump” point is ill-defined for a
deflection curve not obtained in the quasi-static limit, or for vc ≠ 0. Therefore, a new method is
presented in the same chapter which instead relies on the measurement of the deflection at first
contact dc to estimate the Hamaker constant instead of Δd. In addition, by properly selecting the
approach velocity and cantilever parameters, the new method accounts for the inertial effects of
the tip’s motion.

18

Figure 1.5: Schematic representation of the AFM tip’s deflection, d (< 0), at a certain tip-surface
separation distance, z (> 0) resulting from the competition between the attractive tip-surface
interaction force, Fts(z), and the cantilever’s restoring force, 𝐹𝑐 = −𝑘𝑐 𝑑. The tip deflection
changes as a result of the substrate being raised towards the tip at a constant approach speed vc
(i.e., the hypothetical undeflected tip height, h, decreases). Since d is a negative quantity, the
relationship between h, d, and z is defined by 𝑧 = ℎ + 𝑑.

In addition to presenting the new method, this work also examines the effect of
experimental noise sources such as thermal fluctuations. The first iteration of the dynamic
model assumes that the influence of thermal noise is negligible and so thermal vibrations of the
cantilever are not incorporated into the original study. However, equipartition theorem implies
that the cantilever’s deflection can fluctuate by a mean squared value proportional to 𝑘𝑐 −1 due to
thermal vibrations.84 Since contact-force AFM cantilevers can feature spring constants on the
order of 10-2 N/m, the question arises as to whether or not this could be a significant source of
error in the final results of the method. Therefore, Chapter 6 provides a theoretical exploration of
the affect that thermal noise has on the measured dc and the eventual estimation of A using the
quasi-dynamic method.
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1.5

Hamaker Constants of Explosive Dectection Swabs
Trace levels of explosive materials can be adhered to the clothing, carrying devices, and

skin of those producing and transporting contraband material into high security zones, such as
airports.85–87 In order to protect and prevent harm from befalling citizens, ion mobility
spectrometers (IMS) are used to detect chemical signatures of energetic materials at security
checkpoints.88,89 While the IMS has been determined to be an effective device for detection, the
material must first be collected from the surface of interest and then placed into the device’s
detection chamber. The current collection technique removes particles from a surface using a
cloth swab which is then placed into the IMS to be tested.90 This collection step can be thought
of as a “bottleneck” of sorts since the detection procedure relies on an efficient method for
collecting material to be tested.91
In order to increase the collection efficiency of swab-based particle removal, a more
complete understanding of the affinity between the particles of interest and the detection device
is required. Since this particle-swab interaction is primarily controlled by the aforementioned
interfacial surface forces, i.e. the vdW force, this manuscript includes a study regarding the
interaction between swab materials and trinitrotoluene (TNT). In the literature, many studies
focus on measuring the adhesive properties of the energetic materials.68,92–94 These studies allow
for qualitative trends to be determined amongst the different energetic compounds. However, it
is also desirable to isolate the intrinsic physical properties, i.e. the Hamaker constant, of these
materials in order to allow for rigorous quantitative comparison.92,95
Moreover, swab collection studies demonstrate that several factors, such as normal force,
surface area of sampling, and swab material, control the efficiencies of the explosive collection
process.90,96 In addition, as can be inferred from the discussion on surface roughness, the
topographical nature of the interacting surfaces will also effect the ability of the swab to remove
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a particle from a surface. Laster et al. addresses this by synthesizing a next-generation swab
material composed of an electrically-conductive polypyrrole (PPy) through
electropolymerization.97 By using microstructured templates, they were able to fabricate the
surfaces of these PPy substrates with pillars which, based on the theory of contact splitting,98,99
can interrogate a rough surface more effectively. It was demonstrated that the microstructured
PPy swabs performed much better than both non-structured PPy and a commercial Nomex swab
at removing particles from a surface. However, there is a lack of information regarding the role
that the vdW interactions of these swab materials played in this efficiency increase.
Therefore Chapter 5 seeks to address this by quantifying the degree of vdW interaction
by measuring the Hamaker constants of two PPy swabs and two commercial-grade swabs. As a
result of the different stabilizing surfactants used in the synthesis process becoming incorporated
into the polymeric matrix, the PPy substrates are expected to have different bulk physical
properties.100–102 This effect is reflected in the final Hamaker constant measurements as well.
The final results indicate that the unique surface features of the PPy swabs are responsible for the
substantial increase in collection efficiency rather than the material-dependent vdW properties.

1.6

Summary
The vdW interaction plays a fundamental role in a wide variety of colloidal and

interfacial phenomena and impacts a broad range of fields from biology to tribology. In order to
appropriately describe the vdW force felt between any two materials, the Hamaker constant must
be known for that specific pair of materials. Therefore, it is desirable to develop a method to
measure this important parameter which is both accurate and easy to implement. The rest of this
document describes a method that was developed using an atomic force microscope and achieves
these goals.
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This review has summarized the important concepts that are prerequisite for the
understanding the newly proposed method. Namely the AFM experimental set up and the
purpose for utilizing the approach-to-contact regime provide the motivation and background for
the development of the final method. In addition, supplementary context will be provided
throughout the document as needed. It is believed that due to the range of applicability and
facile nature of the method described, this work will have a broad impact in fields which require
an understanding of the vdW force and, thus, an accurate measurement of a specific materials’
Hamaker constant.
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2. THEORETICAL DEVELOPMENT OF THE QUASI-DYNAMIC
APPROACH-TO-CONTACT MODEL

2.1

Introduction
The prevailing descriptions of AFM cantilever behavior in the approach regime are based

on a quasi-static model, in which for large enough separation distances mechanical equilibrium is
always assumed between the cantilever’s restoring force and the tip-surface attraction force.
Since conflicting results for the quasi-static model appear in the literature (Eqs. (1.13) and
(1.14)),78,79 we present a corrected quasi-static analysis for a simple and widely-used tip-surface
force profile, and then provide a general analysis applicable to other tip-surface interactions of
interest. Since the effects of the cantilever tip’s inertia are neglected in the quasi-static model, we
also introduce a dynamic model of the tip’s motion to test this quasi-static assumption. By
comparing the dynamic and quasi-static models’ predictions for the tip’s behavior, the
limitations of the quasi-static assumption become evident.
Consequently, we propose a new method for estimating A that is not quasi-static, but in
which the dynamic nature of the cantilever tip is considered explicitly. By determining the
deflection at which the tip and surface first come into contact, an apparent Hamaker constant,
Aapp, is calculated from the dynamic data and a corresponding quasi-static-based equation. This
apparent Hamaker constant depends on the cantilever-surface approach speed and the sampling
resolution of the AFM. To determine the “true” value of A, a double extrapolation procedure is
presented for obtaining the value of Aapp in the limits of the approach speed going to zero and the
AFM resolution becoming infinite. Finally, we test the accuracy of this new “quasi-dynamic”
(as opposed to “quasi-static”) method using simulated data obtained from our dynamic model of
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the tip motion. These analyses suggest that the new method is capable of yielding accurate
estimates of A.

2.2

The Quasi-Static Model
The quasi-static analysis is presented based on the spherical tip model (model 3 in Figure

1.3). With h defined as the undeflected height of the cantilever, we replace z in Eq. (1.12) with
h+d (Figure 1.4)
𝑧 = ℎ + 𝑑 = ℎ − |𝑑|

(2.1)

Since the tip deflects downwards, d is negative, while h and z are always positive. By combining
Eqs. 1.5, 1.12, 1.19, and 2.1, the quasi-static force model of the tip is
𝐹𝑛𝑒𝑡 = 𝑘𝑐 𝑑 +

𝐴𝑅
=0
6(ℎ + 𝑑)2

(2.2)

For convenience, the following two dimensionless parameters are introduced78
𝑑
<0
ℎ

(2.3)

𝐴𝑅
>0
6𝑘𝑐 ℎ3

(2.4)

𝑑̅ ≡
𝑏̅ ≡
and Eq. (2.2) is rewritten as

2
𝑑̅ (1 + 𝑑̅) + 𝑏̅ = 𝑑̅3 + 2𝑑̅ 2 + 𝑑̅ + 𝑏̅ = 0

(2.5)

While the properties of the three roots of Eq. (2.5) can be investigated using the known
roots of a cubic equation, a graphical analysis of Eq. (2.2) is simpler to follow. First, we rewrite
Eq. (2.2) as
𝑑̅ = −

𝑏̅
2
(1 + 𝑑̅ )

(2.6)
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Next, we treat each side of the above equation as a separate function of 𝑑̅ , and plot them over the
same range of 𝑑̅ (Figure 2.1). The intersections of the two resulting curves correspond to the
solutions of Eq. (2.6), or to the real roots of Eq. (2.5).
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Figure 2.1: Representative plots of the right-hand side of Eq. (2.6), for different values of 𝑏̅, and
the same straight line function of 𝑑̅ , or the left-hand side of Eq. (2.6). The right-hand side of Eq.
(2.6) exhibits a singularity at 𝑑̅ = −1. There are (a) three real and distinct roots for 0 < 𝑏̅ <
4/27, (b) two different real roots, one being a double root, for 𝑏̅ = 4/27, and (c) only one real
root for 𝑏̅ > 4/27. The root, 𝑑1̅ , is always real, with a value less than -1. Adapted from Dong.103
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Figure 2.1 indicates that there is always one real root for 𝑑̅ < −1. This root, 𝑑1̅ , is
unphysical, as it corresponds to the tip penetrating the surface, i.e., |d| > h or z < 0 (Figure 3).
The function on the right-hand side of Eq. (2.6) is equal to −𝑏̅ at 𝑑̅ = 0 and is a monotonically
increasing function of 𝑑̅ for −1 < 𝑑̅ ≤ 0. Hence, for small values of 𝑏̅ (e.g., large values of h),
the two functions in Eq. (2.6) intersect twice within the physically meaningful range of −1 <
𝑑̅ ≤ 0. Of these two real roots, the one with the larger magnitude, 𝑑̅2 , is an “unstable” root
(Appendix A). The smaller magnitude real root, 𝑑̅3 , is stable and consequently describes the
quasi-static deflection of the tip. When 𝑏̅ is large, however, the two curves do not intersect. The
roots 𝑑̅2 and 𝑑̅3 are then complex conjugates and have no physical meaning. For these large
values of 𝑏̅ (e.g., small values of h), mechanical equilibrium cannot be achieved, and the tip will
“jump-into-contact” with the surface. The detailed dependence on 𝑏̅ of the real roots of Eq. (2.5)
is provided in the Appendix A.
The transition point beyond which 𝑑̅3 becomes complex occurs at a critical value of 𝑏̅,
where the two curves intersect at only one point for −1 < 𝑑̅ ≤ 0, with 𝑑̅2 = 𝑑̅3 . At this
intersection point, eq 13 is satisfied and the slopes of both functions are equal, or
1=−

2𝑏̅
3
(1 + 𝑑̅ )

(2.7)

Solving Eq. (2.6) and Eq. (2.7) simultaneously indicates that the critical point is reached at
4
1
𝑏̅ = 27, for which 𝑑̅2 = 𝑑̅2 = − 3. This critical point (labeled as dj in Figure 1.4) corresponds to

an unstable equilibrium deflection of the tip (Appendix A). Therefore, once having reached this
point, the tip will suddenly jump into contact with the surface, while h remains the same (labeled
as h* in Figure 1.4). Hence, the “jump-into-contact” distance Δd is
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1
2
∆𝑑̅ = 𝑑𝑗̅ − 𝑑̅𝑐 = − − (−1) =
3
3

(2.8)

Since at contact 𝑑𝑐 = −ℎ∗ (Figure 1.4), the dimensional version of the above equation is
2
∆𝑑 = 𝑑𝑗 − 𝑑𝑐 = ℎ∗
3

(2.9)

With the critical point identified, an expression relating A12 (or “A”) to h* is obtained by
4
substituting 𝑏̅ = 27 into Eq. (2.4), which results in

𝐴 = 𝐴12

8 𝑘𝑐 ℎ∗3
=
9 𝑅

(2.10)

Substituting Eq. (2.9) into Eq. (2.10) leads to
𝐴 = 𝐴12 =

3𝑘𝑐 (∆𝑑)3
𝑅

(2.11)

The above relation matches Eq. (1.14), which was presented by Butt et al.79 But when reaching
the critical point, Das et al.78 considered the tip to jump directly to the unphysical root 𝑑1̅ =
−4/3, or ∆𝑑 = ℎ∗ , thereby penetrating the surface. Substituting this value of Δd into Eq. (2.10)
yields Eq. (1.13). Hence, Eq. (1.13) is now proven to be incorrect.
For the case of material “3” being a vacuum (A33 = 0), using Eq. (2.11), along with the
usually assumed relation10 𝐴12 = √𝐴11 𝐴22 , one finds
𝐴11

(𝐴12 )2 9𝑘𝑐 2 (∆𝑑)6
=
=
𝐴22
𝑅 2 𝐴22

(2.12)

where A11 is the self Hamaker constant of the sample material “1” in vacuum and A22 is the self
Hamaker constant of the tip material “2” in vacuum. Since A11 is proportional to the sixth power
of Δd, very accurate values of Δd are needed to determine A11 accurately.
The choice of the spherical tip model (Eq. (1.12)) is convenient, since the quasi-static
analysis gives rise to an analytically solvable cubic equation, which yields the simple connection
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between A and Δd shown in Eqs. (2.11) and (2.12). If, however, the other tip-surface models in
Figure 1.3 are of interest, numerical methods are needed to determine the values of dj and h*, as
the force balances give rise to higher-order polynomials. Nonetheless, the force profiles in Eqs.
(1.10) and (1.11) yield trends similar to those of Eq. (1.12) (i.e., monotonically increasing
functions of d for –h ≤ d ≤ 0 with a divergence to −∞ as d→ −h), and the critical point can again
be obtained from a graphical analysis. Similar to Figure 2.1, there is always one unphysical real
root (d < –h), and as h decreases there are two and then no additional real roots.
As in Eq. (2.7), the mechanical equilibrium condition for any tip-surface force profile in
dimensional form is
𝑑=−

1
𝐹 (𝑑, ℎ, 𝑅, … )
𝑘𝑐 𝑡

(2.13)

where Ft is in general a function of several geometric parameters. The critical point is again
observed when the two curves (each side of Eq. (2.13)) intersect at only one point for –h ≤ d ≤ 0,
as in Figure 2.1b. This condition is also satisfied when the derivatives of both sides of Eq. (2.13)
with respect to d are equal, or
1=−

1 𝑑(𝐹𝑡 )
𝑘𝑐 𝑑(𝑑)

(2.14)

Solving Eqs. (2.13) and (2.14) simultaneously yields the values of h* and Δd (where again dc =
−h for any tip geometry). Equations (2.13) and (2.14) can also be combined to yield another
equivalent, and easier to evaluate, relation for the critical point
1 𝑑𝑙𝑛(−𝐹𝑡 )
=
𝑑
𝑑(𝑑)
where Ft < 0. The critical point can also be obtained from an equivalent energy analysis
(Appendix A), which also provides insights into the stability of the various roots.

(2.15)
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2.3

Dynamic Simulations of the Tip Motion
The quasi-static method provides a way to determine A from the apparently measurable

jump-into-contact distance Δd, thereby yielding an accurate method for estimating the Hamaker
constant. The quasi-static method, however, assumes that the tip is always in mechanical
equilibrium up until the critical point. But as the piezo-electric controller must move the surface
toward the cantilever at a finite speed, there cannot be an exact force balance at each h during an
AFM experiment. For large values of h, the stable root d3 is located at the bottom of a deep
potential energy well (Appendix A). Thus, for small cantilever-surface approach speeds, the
deflection of a stiff cantilever tip is probably well-described by d3. But as the critical point is
reached, the potential energy well about d3 eventually disappears. Hence, near the jump point,
inertial effects should become important, and the quasi-static root d3 is not expected to describe
adequately the tip deflection. Moreover, the quasi-static “jump-into-contact” method implicitly
assumes that upon reaching the critical point the tip will immediately jump onto the surface with
an infinite speed. This assumption cannot also be valid for the actual motion of the AFM tip.
To investigate how closely the quasi-static analysis describes the AFM tip dynamics, we
introduce a time-dependent model of the tip deflection in which the cantilever is instead lowered
toward the surface at a constant speed. This dynamic model offers insights into the “jump-intocontact” event and leads to the development of a new method for determining the Hamaker
constant from dynamic data.
The motion of an AFM tip is modeled as a ball-spring system without friction or
damping.79 One side of the spring, with spring constant kc, is attached to a platform that is
located at a varying height h from a smooth surface, and the other side is attached to the ball. The
displacement of the ball from the platform, denoted as d, represents the deflection of the AFM
cantilever tip. The ball representing the tip is considered to be a “point particle” with mass m,
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and interacts with the surface via a force vs. distance profile, Ft(z). For convenience, damping is
not accounted for in our model, as this would not alter the main conclusions of the following
analysis.
When the cantilever approaches the surface with a constant speed of vc, h decreases
linearly with time t from an initial height h0
ℎ = ℎ0 − 𝑣𝑐 𝑡

(2.16)

The equation of motion describing the deflection of the tip is
𝑚

𝑑 2 (𝑑)
= 𝐹𝑡 (𝑧) − 𝑘𝑐 𝑑
𝑑𝑡 2

(2.17)

Since the cantilever moves with a constant speed, there are no additional inertial force terms in
Eq. (2.17). If the spherical tip model (Eq. (1.12)) is used for Ft(z), Eq. (2.18) becomes
𝑑2 (𝑑)
𝐴𝑅
𝑚
=
−
− 𝑘𝑐 𝑑
𝑑𝑡 2
6(ℎ + 𝑑)2

(2.18)

We now define the following dimensionless parameters 𝑡̂, ℎ̂, 𝑑̂ , a and b:
𝑡̂ ≡

𝑡
√𝑚/𝑘𝑐

=

𝑡
𝑡𝑐

(2.19)

ℎ̂ ≡

ℎ
ℎ0

(2.20)

𝑑̂ ≡

𝑑
ℎ0

(2.21)

𝑡𝑐
ℎ0 /𝑣𝑐

(2.22)

𝑎≡

𝑏≡

𝐴𝑅
6𝑘𝑐 ℎ0 3

(2.23)
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Here, 𝑡𝑐 = √𝑚/𝑘𝑐 is the characteristic time of the tip motion (or the inverse of the “resonance
frequency” √𝑘𝑐 /𝑚 ), a is the ratio of 𝑡𝑐 to the time scale of the cantilever motion, h0/vc, and b is
defined similarly as 𝑏̅ in Eq. (2.4). Then, Eq. (2.16) and (2.18) reduce to
ℎ̂ = 1 − 𝑎𝑡̂

(2.24)

𝑑 2 (𝑑̂)
𝑏
̂
=−
2−𝑑
2
𝑑𝑡̂
̂
̂
(ℎ + 𝑑 )

(2.25)

If the inertial term is neglected, Eq. (2.17) reduces to the quasi-static model, or Eq. (2.5).
Equations (2.24) and (2.25) are solved numerically with two initial conditions. At t = 0,
we assume that the tip is in mechanical equilibrium and at rest, or
𝑡̂ = 0, 𝑑̂ = 𝑑̂𝑠𝑡𝑎𝑡

(2.26)

𝑑(𝑑̂ )
=0
𝑑𝑡̂

(2.27)

and
𝑡̂ = 0,

where 𝑑̂𝑠𝑡𝑎𝑡 is the dimensionless quasi-static deflection of the tip at the initial height h0 (or ℎ̂ =
1), obtained using Eq. (2.15). The above description of the tip motion is valid until the time at
which the tip first touches the surface. Equations (2.24) and (2.25) are therefore integrated
forward in time until |𝑑| = ℎ.
To examine the dynamic motion of the tip under experimentally relevant conditions, we
use the following parameter values: h0 = 1000 nm, vc = 1000 nm/s, A = 1.01×10-19 J, 1/tc = 23
kHz, kc = 0.12 N/m, and R = 10 nm. Then, a = 4.4×10-5 and b = 1.4×10-9 . The distance h, the
dynamic deflection ddyn (determined from Eq. (2.24) and (2.25)), and the static deflection dstat
(determined from Eq. (2.5) for each h) are plotted in Figure 2.2 as a function of time t. The
quasi-static curve overlaps with the dynamic curve, except for the very end of the tip movement.
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For this cantilever speed, the quasi-static assumption is quite accurate for most of the tip motion,
except when h becomes very small. Then, there is a significant deviation between the dynamic
and static deflections.

Figure 2.2: Comparison of the tip deflection d vs. time t of the quasi-static and dynamic
descriptions of cantilever motion for a and b equal to 4.4×10-5 and 1.4×10-9, respectively. The
undeflected cantilever height h vs. time is also provided. Only the portions of the curves for t >
0.979 s are shown. The line with filled dots represents the quasi-static case; the solid line, which
overlaps in part with the line of dots, represents the dynamic case; the dashed line BD indicates
the quasi-static “jump-into-contact” distance. The dots highlight points along the quasi-static
curve, and are used for better visualization. Adapted from Dong.103

As expected, the quasi-static curve reaches a limit, at t ≈ 0.986 s, where the
corresponding values of dstat and h are -0.71 nm and 2.12 nm, respectively. If the quasi-static
model were exact, the “jump-into-contact” would occur at a well-defined critical point, in which
Δd = dstat + h = 1.41 nm. Instead, the tip moves continuously until it touches the surface at t =
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0.98622 s, where ddyn = -1.94 and h = 1.94 nm. Hence, there is no well-defined “jump-intocontact” point for the dynamic case. If one were able to track precisely the location of the tip
throughout the entire process and the cantilever approach speed is non-zero (i.e. not in the quasistatic limit), one would never witness a “jump-into-contact” event. The sudden “jump” observed
in an experiment only arises because of the limited resolution of the AFM measurement.
The cantilever speed vc, or the value of a, has a strong impact on the time evolution of the
dynamic curve. As a drops from 8.8×10-5, to 2.2×10-5, and to 5.5×10-6, the quasi-static curve
overlaps more with the dynamic curve near the end of the tip movement (Figure 2.3). While the
critical point for the quasi-static case always occurs at h = 2.12 nm, the point at which the tip
first contacts the surface for the dynamic case changes from h = 1.84 nm, to 2.01 nm, and to 2.08
nm, respectively. Thus, using slower approach speeds during AFM operation should minimize
the deviations of the quasi-static model from the tip motion.
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Figure 2.3: Time-dependent tip deflections for the quasi-static and dynamic cases at various
cantilever speeds. The value of b is the same as in Figure 2.2. For the dynamic cases, the tip
deflections at contact are (a) d = -1.84 nm, (b) -2.01 nm, and (c) -2.08 nm. Adapted from
Dong.103
2.4

Static Analysis of the Dynamic System
While the dynamic model allows one to follow the time dependent behavior of the tip

motion over short time scales, similar temporal resolutions cannot be achieved in an AFM
experiment. Tip deflection data are collected discretely with a chosen sampling resolution, ,
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which can be varied only to a certain limiting value (dependent on the AFM hardware). Hence,
the effect of the sampling resolution is important for estimating A from AFM data and provides
insights into why apparent “jump-into-contact” events are “observed” in the literature.
Because of the finite resolution of the AFM measurements, only “snapshots” of the
cantilever’s deflection are taken at a finite frequency. The last point sampled just before contact
has been typically labeled as the “jump” point, even though the tip: 1) is moving before and after
this point at a finite speed, 2) is not immediately “jumping” into contact with the surface after
this point, and 3) has not reached a true point of instability. Furthermore, during AFM operation,
the “location” of this “jump” point will depend on several factors, including vc, δ, and the
experimentally uncontrollable starting location of the cantilever relative to the surface, h0.
Hence, one must consider the sensitivity of the located “jump” point to these experimental
parameters. Of particular importance is , as the dynamic model indicates that the “jump” point
should disappear as the resolution becomes very fine.
To test how the AFM’s finite sampling rate affects the pseudo-jump point, Figure 2.4
shows two actual deflection curves for a silicon nitride tip against amorphous silica using a
Bruker Corp. MultiMode PicoForce AFM, taken with sampling resolutions of δ ≅ 0.2 nm
(Figure 2.4a) and δ ≅ 0.015 nm (Figure 2.4b). The latter resolution is the highest obtainable with
Bruker’s PicoForce controller. The sampling resolution is determined by dividing (the estimated
value of) h0 by the number of deflection data points taken along the approach curve. The
apparent jump point, which is easily identifiable in the lower resolution deflection curve, seems
to disappear, or at least becomes harder to unambiguously locate, at the finer resolution.
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Figure 2.4: Example AFM raw data taken with a Bruker Corp. MultiMode PicoForce AFM and a
silicon nitride tip against amorphous silica at two different resolutions along a ~1 micron ramp
with an approach speed of 1000 nm/s. The left figure (a) was generated with the AFM preset
resolution, 𝛿 ≅ 0.2 nm, and the right figure (b) was generated at the instrument’s finest sampling
resolution, 𝛿 ≅ 0.015 nm. The apparent jump-into-contact, circled red in (a), disappears as more
points are obtained in between the “jump” point and the contact point.

To quantify the error resulting from analyzing the dynamic motion of the cantilever tip
with the “jump-into-contact” quasi-static model, we generated sample deflection curves for a
specified value of A using Eqs. (2.16) and (2.18). Then, we determined whether that value of A
could be recovered from the simulated data, with various sampling resolutions, by using Eq.
(2.11) and the calculated “jump-into-contact” distance, d. The parameter values for Rt, tc, h0,
and kc were those used in Figure 2.2. Deflection curves were generated using cantilever
approach speeds ranging from 1000 nm/s to a lower limit of 1 nm/s, which are shown in Figure
2.5.
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Figure 2.5: Tip deflection versus cantilever height generated from the dynamic model, Eqs. (2.16)
and (2.18), for approach speeds ranging from 1000 nm/s to 1 nm/s. The parameter values for A,
R, tc, h0, and kc were the same as those used in Figure 2.2. The deflection at first contact with the
surface, dc, has been labeled for both the 250 nm/s and 500 nm/s approach speed curves. For
these speeds, dc equals -2.05 nm and -2.01 nm, respectively, while the corresponding value for
the quasi-static limit is -2.12 nm.
The time step for the numerical integration of Eqs. (2.16) and (2.18) was very small.
Thus, the resolution of the simulated deflection data was much finer than those of typical AFM
data. A subset of each simulated data set was therefore chosen to generate a new simulated data
set that corresponded to sampling resolutions normally achieved in AFM experiments. These
data subsets were comprised of equally spaced points, in time or cantilever height h, based on the
chosen resolution , from among the full simulated deflection data set. Sampling resolutions
ranged from a typical AFM resolution of 0.25 nm to an ultra-fine resolution of 0.0001 nm.
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For each simulated deflection curve, the last “observed” point just before the tip first
made contact with the surface was selected as the “jump” point, dj, and the “jump-into-contact”
distance, Δd = dj – dc, was calculated. (Details of how dc was obtained for each simulated
deflection curve with a given  are provided in the Appendix A). This value of d was then used
with Eq. (2.11) to generate an estimate of the Hamaker constant. Since the resulting Hamaker
constants were not equal to the value of A used in the dynamic model, these “apparent” Hamaker
constants were labelled Aapp. In Figure 2.6, values of Aapp/A are plotted versus the sampling
resolution for different approach speeds.

Figure 2.6: The effect of the sampling resolution,  on the apparent Hamaker constant, Aapp,
obtained from the direct quasi-static interpretation, Eq. (2.11), of the simulated dynamic AFM
data for different cantilever approach speeds. The parameter A is the value of the Hamaker
constant used as input in the simulation. Other parameter values are the same as in Figure 2.2.
The lines are guides to the eye.
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The apparent Hamaker constant calculated from the “jump-into-contact” quasi-static
analysis is found to depend strongly on vc and . As  decreases, all the curves in Figure 2.6
converge toward a zero value of Aapp. With a finer resolution, the last “jump point” will appear
closer to the point of first contact between the tip and surface. Consequently, a smaller value of
Δd will be used in Eq. (2.11), resulting in a smaller value of Aapp. The vanishing of Aapp as δ → 0
for any finite approach speed again leads to the conclusion that a true “jump point” does not in
fact exist.
When applied to the interpretation of dynamic data, the “jump-into-contact” quasi-static
method, as formulated in Eq. (2.11), does not lead to a unique value of the Hamaker constant.
Because Eq. (2.11) requires the determination of the “jump” point, which is only definable in the
quasi-static limit, the resulting value of A will depend strongly on vc and . Perhaps a unique
limiting value of A could instead be generated from a tip deflection that is well-defined for both
the quasi-static and dynamic cases. If such a particular point along the deflection curve could be
identified, the value of A obtained from the corresponding quasi-static-based equation containing
this alternative location should depend less on the experimental conditions.

2.5

New Hamaker Constant Estimation Method
Unlike the “jump” point, the point of first contact between the tip and surface, dc, is a

well-defined location along the AFM deflection curve. Since dc has a precise meaning for both
the quasi-static limit and the dynamic case, the deflection at first contact is truly measurable with
an AFM apparatus. Consequently, the more precisely one can track the trajectory of the tip, the
more precisely one can determine dc. The value of dc should therefore reach a non-zero value as
 goes to zero, in contrast to d approaching zero in this same limit. In addition, dc should reach

40
its correct quasi-static limiting value as vc goes to zero. The effect of vc and  on dc should
therefore be much lower than what was observed for d. Thus, a quasi-static relation that
connects A to dc may provide an alternative and ultimately accurate method for estimating the
Hamaker constant.
In the quasi-static limit, the deflection of the cantilever at first contact, dc, is equal and
opposite to the undeflected height of the cantilever at the critical point, h* (Figure 1.4). Hence,
substituting h* = − dc into Eq. (2.10) yields a relationship for A12, or A11, that depends only on
experimentally measurable parameters
𝐴 = 𝐴12

𝐴11 =

8 𝑘𝑐 (𝑑𝑐 )3
=−
9 𝑅𝑡

(𝐴12 )2 64 𝑘𝑐 2 (𝑑𝑐 )6
=
𝐴22
81 𝑅𝑡 2 𝐴22

(2.28)

(2.29)

where the negative sign appears because the tip’s deflection is defined as a negative quantity.
For other tip-surface force profiles besides model 3, Eqs. (2.13) and (2.14) are again solved
simultaneously, along with h* = − dc, to obtain a connection between A12, or A11, and dc.
With this new method, we determine dc from a given dynamic deflection curve and then
use eq 35 or 36 to calculate the apparent Hamaker constant, Aapp. Although our new method
makes use of the quasi-static relations in Eq. (2.28) or (2.29), the method is not strictly quasistatic. Rather, the method is “quasi-dynamic,” in that we acknowledge explicitly that this
apparent Hamaker constant is not the “true” value of A and will depend on the approach speed
and the sampling resolution of the dynamic data, or Aapp(vc, ). To extract the value of A that
would be obtained when the quasi-static model is truly valid, a double extrapolation procedure
must be employed. First, for a given vc, the value of Aapp in the infinite resolution limit is
obtained, or Aapp(vc, ). Then, to recover the quasi-static limit, the values of Aapp(vc, ) are
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extrapolated to zero approach speed to obtain Aapp(vc = 0, ), which should in principle be
equal to A.
This method was tested similarly as with the previous analysis of Eq. (2.11). We
generated simulated dynamic data for model 3 at various approach speeds and sampling
resolutions using the same values of A, R, tc, h0, and kc as for Figure 2.2. The resulting values of
Aapp/A are plotted as a function of  for various approach speeds in Figure 2.7. The results for the
preset and finest achievable AFM resolutions are highlighted in the figure. For all approach
speeds, Aapp/A is found to be a nearly linear function of , and approaches a non-zero value as 
goes to zero (as opposed to Figure 2.6). Also, the value of Aapp in the zero sampling resolution
limit, Aapp(vc, ), tends towards the inputted value of A as vc decreases. Hence, as expected,
Aapp(vc = 0, ) ≈ A.
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Figure 2.7: Effect of the sampling resolution on the ratio of Aapp, obtained from Eq. (2.28), to the
inputted A for the simulated dynamic data at various cantilever approach speeds. The results
generated by the AFM’s typical ( = 0.2 nm) and finest ( = 0.015 nm) preset resolutions are
highlighted by the red ovals. Other parameter values are the same as used in Figure 2.2. For the
first step of the double extrapolation procedure, the values of Aapp for each vc are extrapolated to
the infinite resolution limit to obtain Aapp(vc, ). The lines are guides to the eye.

For all chosen approach speeds, Aapp is always less than A. As observed in Figures 2.2
and 2.3, the quasi-static curves jump into contact with the surface earlier than in the dynamic
cases. Consequently, the magnitude of dc in the quasi-static limit is always greater than that for
the dynamic case (Figure 2.5), except when vc → 0 where the two values are equal. Thus, as
follows from Eq. (2.28), Aapp(vc, ) ≤ A.
For the first step of the double extrapolation procedure, we first determined Aapp(vc, )
from the extrapolated y-intercept for each approach speed in Figure 2.7. These estimated
continuous sampling limits were then plotted versus vc, as shown in Figure 2.8. The second
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required extrapolation of Aapp(vc, ) to the quasi-static limit, vc → 0, based on a best fit cubic
polynomial, yielded a value of Aapp/A = 0.999. (Similar accuracy was obtained by using both
lower- and higher-order polynomials, as well as a linear extrapolation based on the last three data
points.) In the next chapter, a more detailed parameter analysis of the new method is presented,
where for a broad range of inputted values of A and cantilever properties similar levels of
accuracy are again achieved for the estimated Hamaker constants. Thus, Eq. (2.28), with its use
of the deflection at first contact, provides an approach-to-contact method for estimating the
Hamaker constant with a high degree of accuracy.

Figure 2.8: Effect of the cantilever approach speed on Aapp( = 0)/A for the simulated dynamic
data. The parameter values are the same as used in Figure 2.2. For the second step of the double
extrapolation procedure, the values of Aapp( = 0) are extrapolated to the quasi-static limit to
obtain Aapp(vc = 0, ). The line is a guide to the eye.
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The double extrapolation procedure is needed because AFM experiments cannot be
performed at either the true quasi-static limit (𝑣𝑐 = 0) or the continuous sampling limit (𝛿 = 0).
Experimental implementation of this method therefore seems to require that several AFM
experiments be conducted, employing a range of approach speeds and sampling resolutions in
order to confidently extrapolate to their ideal limits. The results presented in Figures 2.7 and 2.8
suggest, however, that high accuracy might be achievable with just a few experiments, or even a
carefully chosen one using a slow approach speed and an ultra-fine sampling resolution. For
example, for the small value of vc = 1 nm/s in Figure 2.7, Aapp is within 1% of A at the
instrument’s finest resolution ( = 0.015 nm). This small deviation would already be difficult to
improve upon, as it falls within the expected errors, such as thermal noise, inherent to a typical
AFM experiment.84 In other words, the double extrapolation may not be needed, and an accurate
estimate of A could be obtained from a single experiment if vc and  are chosen appropriately.
Since Figure 2.8 shows results for a specific set of experimental conditions, the next chapter
addresses in greater detail this possibility for cantilevers with different physical properties.
Nonetheless, if high confidence in the results is desired, then the double extrapolation procedure
may be better to use.

2.6

Summary
While the pull-off, or direct-contact, portion of the AFM deflection curve (D of Figure

1.2) is typically used to determine a substrate’s adhesive properties, the value of A extracted
from this pull-off regime is highly sensitive to various surface effects intrinsic to the contact
regime. Since these effects, i.e. surface roughness and deformation, are themselves difficult to
quantify precisely, more reliable estimates of A should be obtainable from the approach-to-
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contact portion of the deflection curve (A and B of Figure 1.2), where surface effects should be
less significant.
In the literature, approach-to-contact methods for estimating A rely on a quasi-static
description of the cantilever tip’s trajectory towards the surface which assumes mechanical
equilibrium is maintained throughout the tip’s descent. Moreover, these methods focus on
determining the jump-to-contact distance d from an AFM deflection curve and then using a
relation such as Eq. (1.14) to calculate A. However, the quasi-static model does not account for
the tip’s inertia as it approaches the surface. Therefore, a new “dynamic” model of the tip’s
trajectory was introduced in this chapter in order to test the validity of the quasi-static
assumption utilized in previous methods. This investigation demonstrated that for non-zero
AFM cantilever-surface approach speeds 1) the quasi-static description of the tip deviates
significantly from the actual dynamic tip behavior at close tip-surface separations and 2) a true
“jump” point cannot be uniquely determined from dynamic AFM data. Thus, a “jump-intocontact” event (d) is only observed in an experiment because of the limited resolution of the
AFM measurement.
In contrast to the “jump” point, which is only definable in the quasi-static limit (i.e. vc =
0), the tip deflection at first contact with the surface, dc, is a well-defined location for both the
quasi-static and dynamic simulations. Hence, a new method is presented which focuses on the
determination of dc from the inherently dynamic AFM data using Eqs. (2.28) and (2.29). But as
these equations are only valid in the quasi-static limit, and also implicitly assume the ability to
track precisely the deflection of the tip, the obtained value of A will not be equal to the “true”
value of A. Instead, what one determines is an apparent Hamaker constant, Aapp, which depends
on the cantilever-surface approach speed, vc, and the sampling resolution, , of the dynamic
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AFM data, or Aapp(vc, ). To extract the value of A that would be obtained when the quasi-static
relations, Eqs. (2.28) and (2.29), are truly valid, a double extrapolation procedure is employed.
For a given approach speed, the value of Aapp in the limit of ultra-fine sampling resolution is first
obtained, or Aapp(vc, ). Next, to recover the quasi-static limit, these ultra-fine sampling
resolution values, Aapp(vc, ), are then extrapolated to zero approach speed to obtain Aapp(vc =
0, ). Since the dependence of Aapp on vc is explicitly acknowledged, this new method can be
considered to be “quasi-dynamic”, as opposed to previously developed “quasi-static” approaches.
The next chapter provides guidelines for the practical implementation of the method for
analyzing actual AFM data. For different physical properties of the cantilever, a discussion of
how to choose experimental values for vc and  in order to confidently perform the double
extrapolation is provided. Proof of concept experiments and data to validate the method and the
dynamic model are also presented.

47

3. EXPERIMENTAL IMPLEMENTATION OF THE QUASI-DYNAMIC
APPROACH-TO-CONTACT METHOD

3.1

Introduction
In the previous chapter, the use of dc and the double extrapolation procedure were tested

using simulated AFM data generated from a dynamic model of the tip motion. An accurate
estimate of the value of A (i.e. the one used as input in the simulation) was obtained, thereby
validating the effectiveness of the new method. But as no dynamic model can fully capture all
the complexities inherent to an actual AFM measurement, we discuss in this chapter various
experimental considerations for applying the new method to the analysis of AFM deflection data.
First, we verify the behavior of the AFM tip predicted by the dynamic model introduced
in the previous chapter (Eqs. (2.16) and (2.18)). The dependence of dc on the cantilever-surface
approach speed and the cantilever’s physical properties obtained from the dynamic model are
found to be in qualitative agreement with similar trends obtained from AFM measurements.
Then, the dynamic model is used to examine the effects of the cantilever’s physical properties on
the apparent Hamaker constant obtained at different approach speeds. From this investigation,
we generate guidelines for the practical implementation of the new method for analyzing actual
AFM data. Scaling arguments based on the spring constant and resonance frequency of a
cantilever are introduced in order to identify which types of cantilevers should be used to
minimize the number of experiments needed to obtain estimates of A that are as accurate as
feasible. Finally, an experimental proof of concept of the method is presented, which
demonstrates very good agreement with previously published Lifshitz theory predictions for
amorphous silica, polystyrene, and α-Al2O3.13,15,104,105
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3.2

Experimental Validation of the Dynamic Model
As the effectiveness of the new method was tested on simulated data generated from a

dynamic model of the AFM tip motion in the previous chapter, we begin by verifying that certain
key trends predicted by this dynamic model are observed, at least qualitatively, in an AFM
experiment. Experimental AFM deflection curves were obtained using a Bruker Corporation
MultiMode PicoForce AFM with a NanoScope V controller equipped with one of the six
prefabricated silicon nitride tips contained in Bruker’s MSCT cantilever tip pack. The nominal
values of the resonance frequencies and spring constants of these cantilevers (labelled A-F) are
provided in Table 3.1.
Table 3.1: Resonance frequencies and spring constants (as reported by Bruker Corp.) of the six
prefabricated cantilevers, A-F.
Cantilever
A
B
C
D
E
F

f0 [kHz]
22
15
7
15
38
125

kc [N/m]
0.07
0.02
0.01
0.03
0.1
0.6

Simulated deflection curves were again generated using the dynamic model presented in the
previous section. With the cantilever’s restoring force modeled as a Hookean spring, the
equation of motion describing the deflection of the tip is
𝐹𝑛𝑒𝑡 = 𝑚

𝑑2 (𝑑)
= 𝐹𝑡𝑠 (𝑧, 𝐴, 𝑅, … ) − 𝑘𝑐 𝑑
𝑑𝑡 2

(3.1)

where 𝐹𝑛𝑒𝑡 is the net force on the tip, t is time and m is the effective mass of the cantilever equal
to 𝑘𝑐 /𝜔02 where 𝜔0 is the angular resonance frequency (𝜔0 = 2𝜋𝑓0 ). The cantilever approaches
the surface with a constant speed of vc, for which
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ℎ = ℎ0 − 𝑣𝑐 𝑡

(3.2)

where h0 is the initial height of the cantilever above the substrate surface. At t = 0, the tip is
assumed to be in mechanical equilibrium and at rest. Equations (3.1) and (3.2) were integrated
forward in time until the tip touched the surface, or where d = − h, which locates the point of first
contact between the tip and surface, dc.
Using the sphere-plate relation for Fts in Eq. (1.12), and for each of the six pairs of f0 and
kc in Table 3.1, Eqs. (3.1) and (3.2) were solved numerically using the additional relevant
parameters of R = 100 nm and A = 1.1×10-19 J (the latter corresponding to the value of A12
between amorphous silica and silicon nitride15). The resulting high temporal resolution data
were then “filtered” to generate new discrete data sets consistent with the finest achievable
sampling resolution of the aforementioned AFM controller, 𝛿 = 0.015 nm, which we denote as
𝛿*. (The “filtered” data sets were comprised of equally spaced points, in time or h, based on the
chosen resolution , from among the full simulated deflection data set.) The cantilever-surface
approach speed, vc, was varied from 1 to 1000 nm/s (the latter being the AFM controller’s preset
approach speed). Figure 3.1 shows the resulting values of dc as a function of vc for each
cantilever in Table 3.1. The difference between the value of dc predicted by the dynamic model
and its value in the quasi-static limit, dc,qs (obtained using Eq. (2.28), and also included in the
figure), is denoted as Δdc. (Details of how dc was obtained from a simulated deflection curve
with a given  is provided in Appendix A)
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Figure 3.1: The AFM tip deflection at first contact with the surface, dc, obtained from the
dynamic model, Eqs. (3.1) and (3.2), with the sphere-plate geometry in Eq. (1.12), as a function
of the approach speed, vc, for the cantilevers A-F in Table 3.1. The approach speeds range from
a value of zero (the quasi-static limit, with dc obtained using Eq. (2.28)) to the AFM’s preset
value of 1000 nm/s. The following realistic parameters were used: R = 100 nm, A = 1.1×10-19 J,
and 𝛿 = 0.015 nm. For cantilever C the deviations of the deflection at first contact at 1000 nm/s
from the corresponding value at the quasi-static limit is labelled as Δdc,. The lines through the
points are guides to the eye.

For each cantilever, the magnitude of dc decreases as the approach speed increases or,
equivalently, Δdc increases with an increase in vc. This trend is consistent with similar results
obtained in the previous chapter, in which for another set of cantilever properties |dc| in the quasistatic limit always exceeded |dc| obtained with a finite approach speed. Figure 3.1 also indicates
that cantilever C has the largest deflection at first contact, with |dc| decreasing in the following
order: C, B, D, A, E and F. In the quasi-static limit, kc(dc)3 is constant for fixed values of A and
Rt (eq 4). Hence, |dc| decreases with an increase in kc (regardless of the value of o),
corresponding to a “stiffer” cantilever. As seen in Table 3.1, C is the most “flexible” cantilever,
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with “stiffness” increasing in the following order: C, B, D, A, E, and F (which is the same
ordering of |dc| from largest to smallest).
Additionally, cantilever C has the lowest value of 𝜔0 (𝜔0 = 2𝜋𝑓0 ). Since the effective
mass of the cantilever is equal to 𝑘𝑐 /𝜔02 , C is also found to have the largest value of m. Hence,
given Eq. (3.1), we may expect inertial effects to be the most important for C, with the motion of
C’s tip deviating the most from its corresponding quasi-static trajectory. (Note: Quasi-static tip
deflections are obtained by ignoring the left hand side of Eq. (3.1), or by setting m equal to zero.)
Consequently, for a given approach speed, Δdc/dc,qs is expected to have the largest value for C,
and to decrease with a decrease in m. This trend is not, however, what is observed in Figure 3.1.
From Table 3.1, the cantilevers in order of decreasing m are as follows: C = 5.1 ng, A = 3.7 ng,
D = 3.4 ng, B = 2.3 ng E = 1.8 ng and F = 0.97 ng. From Figure 3.1, for vc = 1000 nm/s, the
values of Δdc/dc,qs in decreasing size are instead found to be C (= 1.5), D (= 1.2), A (= 1.1), B (=
1.0), E (= 0.8) and F (= 0.5). Since these two orderings differ by their placements of A and D
(both of which have nearly identical masses), presumably inertial effects are not solely controlled
by m. In fact, another look at Eq. (3.1) suggests that kc should also affect the value of Δdc/dc,qs. A
discussion of how Δdc/dc,qs depends on kc, as well as o, is delayed until the next section. But for
now, we note that the dynamic model predicts, to a first approximation, that Δdc/dc,qs will be
smaller for “lighter” cantilevers.
To verify some of the trends seen in Figure 3.1, cantilevers C, D, E, and F were selected
for use in AFM deflection experiments. These cantilevers differ in their physical properties,
ranging from “flexible” and “large mass” to “stiff” and “small mass”, and hence should yield
different values of dc and different dependencies of dc on vc. The tip deflections for these four
cantilevers were collected using the aforementioned AFM controller’s finest achievable sampling
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resolution of  ≈ 0.015 nm for four separate approach speeds: 50, 200, 500 and 1000 nm/s. The
substrate chosen for these experiments was amorphous silica as obtained from Bruker
Corporation. To ensure the absence of capillary bridging effects, the experiments were conducted
in a humidity controlled environment with a relative humidity below 10%. An Amstat 1U400
Staticmaster ionizer was placed in close proximity to the substrate and cantilever to mitigate
electrostatic charge build-up on the surfaces. For each cantilever and chosen approach speed,
deflection curves were generated for 100 separate contacts made at five different locations on the
surface. The deflections at first contact, dc, were determined for each of these 500 resulting
deflection curves, and the average value of dc and its standard deviation (yielding the estimated
error) were calculated. The average values of dc are plotted as a function of vc in Figure 3.2.
Details of how dc was obtained from an AFM deflection curve are presented in a later section
(see Figure 3.7).
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Figure 3.2: Experimentally observed average values of the AFM tip deflection at first contact, dc,
as a function of the approach speed, vc, for MSCT cantilevers C, D, E and F (Table 1). The
sampling resolution is δ ≈ 0.015 nm, which is the finest achievable resolution for the AFM used.
Each error bar represents the standard deviation of dc calculated from the 100 repeated contacts
made at five different locations on the surface (amorphous silica). The lines are guides to the eye.

As predicted by the dynamic model in Figure 3.1, a similar inverse relationship between
the magnitude of dc and vc is observed for the experimental results, with |dc| also increasing as the
cantilever becomes more “flexible.” (Although the values of dc in Figures 3.1 and 3.2 for a
given cantilever are relatively close, quantitative agreement between the dynamic model and the
AFM experiments should not be expected. For example, the dynamic model predictions in
Figure 3.1 are for the sphere-plate geometry. The fixed radius of curvature used to generate the
simulated data may not be representative of the actual cantilever tips.) In addition, the values of
Δdc (based on the extrapolated limit to zero approach speed, or dc,qs*) observed for the “smaller
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mass” cantilevers E (0.23 ± 0.25 nm at 1000 nm/s) and F (0.06 ± 0.33 nm) are, as again
predicted by the dynamic model, smaller than the values for the “larger mass” cantilevers C
(0.95 ± 0.40 nm at 1000 nm/s) and D (0.70 ± 0.32 nm). The ratios of Δdc to dc,qs* at 1000
nm/s are C = 0.12 ± 0.05, D = 0.11 ± 0.05, E = 0.05 ± 0.05, and F = 0.02 ± 0.07, which
are in qualitative agreement with Figure 3.1. Hence, as expected, inertial effects are found
experimentally to be more important for cantilevers C and D.
The dependence of both dc and dc on the approach speed is important for determining
how best to apply the new method to actual AFM experiments. Since the predicted behaviors of
dc and dc have been verified, we may use the dynamic model with confidence to explore further
the effects of the cantilever’s properties (o and kc) on the effectiveness of the new method. By
determining which types of cantilevers yield the most accurate estimates of A with the least
experimental effort, guidelines for the practical implementation of the new method will be
generated.

3.3

Optimization of the Experimental Procedure
If the double extrapolation method is to be applied to the experimental determination of

the Hamaker constant as presented in the previous chapter, then presumably one must determine
dc for a range of sampling resolutions and approach speeds, including those as close to the quasistatic (vc → 0) and continuous sampling limits ( → 0) as can be achieved. Unfortunately, the
experimental time to determine dc, particularly at slow approach speeds, where each data point is
an average of several repeated contacts at different locations on the surface, is large.
In the previous chapter, the analysis of the simulated data indicated that for each
approach speed the values of Aapp obtained directly with the finest achievable resolution of the
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AFM ( ≈ 0.015 nm) were all within 1% of the values of Aapp generated from the extrapolation to
the continuous sampling limit (→0). Given Eq. (2.28), this difference in Aapp corresponds to a
value of dc that is within 0.33% of the extrapolated value of dc (at  → 0). Such small differences
in dc are, however, unlikely to be discernable experimentally. Due to surface roughness and other
noise effects inherent to an AFM measurement (such as thermal noise), average values of dc
typically have error bars ca. 2-3% (Figure 3.2), which results in error bars for A12 and A11 of 6-9%
and 12-18%, respectively (see Eqs. (2.28) and (2.29)). Hence, as long as the instrument’s
resolution is fine enough, the experimentally obtained values of dc, as well as the calculated
values of Aapp, should have no statistical dependence on  (see Appendix B). Consequently, one
only needs to consider the dependence of Aapp on vc, and perform a single extrapolation to the
quasi-static limit (vc → 0). In the remainder of the paper, all AFM measurements are therefore
carried out at the highest resolution of the instrument,  ≈ 0.015 nm.
Furthermore, if the inertial effects of the cantilever’s spring constant and resonance
frequency were minimal, such that the dynamic tip behavior was sufficiently close to that of a
quasi-static cantilever, then only a small number of carefully chosen measurements at different
approach speeds would need to be performed in order to extrapolate to vc → 0 with confidence.
Moreover, if the resulting values of Aapp appear weakly dependent on vc, again because of the
inherent experimental error of the apparatus, then A could be reliably estimated from only one
optimally chosen AFM experiment. The results for cantilevers E and F in Figure 3.2 support this
possibility, as their values of dc at the two lowest approach speeds appear, statistically speaking,
to have already reached the quasi-static limit. (No meaningful gain in statistical accuracy would
be obtained by extrapolating dc to zero approach speed.) Hence, an estimate of A that is as

56
accurate as feasible from an AFM measurement can apparently be obtained from just one
appropriately chosen approach speed (and small value of ).
To explore further the practical implementation of the new method, we again turn to Eqs.
(3.1) and (3.2) for insights into the expected tip behavior of a given cantilever. We begin by
analyzing the dependence of Aapp on vc for each of the cantilevers in Table 3.1. The tip-surface
interaction was again modeled using the sphere-plate geometry of Eq. (1.12), with R = 100 nm
and A = 1.1×10-19 J. For each pair of kc and f0 in Table 3.1, deflection curves were generated with
the dynamic model, and then “filtered” as before using the fine resolution of  = 0.015 nm. The
value of dc was obtained for each deflection curve, and then inputted into Eq. (2.28) to determine
the apparent Hamaker constant. The resulting values of Aapp for each cantilever are plotted as a
function of vc in Figure 3.3.
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Figure 3.3: The effect of the approach speed on the apparent Hamaker constant, Aapp, for the
cantilevers A – F provided in Table 3.1 obtained using the dynamic model, Eqs. (3.1) and (3.2).
The value of the Hamaker constant inputted into the dynamic model is denoted as A. The
sampling resolution is δ∗ = 0.015 nm, which is the finest achievable resolution for the AFM
used in this study. The lines are guides to the eye.

In all cases, Aapp tends towards the value of A inputted into the dynamic model as the
quasi-static limit is approached (vc→ 0), which is consistent with the results found in the previous
chapter. In addition, the results for cantilevers E and F, which have the highest resonance
frequencies and spring constants in Table 3.1, suggest that only one very slow (vc ≤ 200 nm/s)
experiment for these stiff cantilevers might be needed to generate a reliable estimate of A. Using
the slow, yet practical, approach speed of 200 nm/s, Aapp for cantilever E is only ~0.7% lower
than the inputted value of A, while Aapp for the stiffer cantilever F is only ~0.4% lower. As noted
earlier, these differences are well within the expected error of the AFM measurements.84 Hence,
when E and F are used at these slow approach speeds, no statistically meaningful improvement
in the accuracy of the estimated value of A would be obtained upon extrapolating to the quasi-
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static limit (vc→ 0). In other words, cantilevers E and F have effectively reached their quasi-static
limits for vc ≤ 200 nm/s.
As seen in Figure 3.3, each cantilever effectively behaves quasi-statically (say, when Aapp
/A ≥ 0.975) below some critical value of vc, which depends upon ω0 and kc (remember 𝜔0 =
2𝜋𝑓0 ). To provide guidance for selecting approach speeds at which a given cantilever should
behave as if it were at its corresponding quasi-static limit (thereby eliminating the need for the
double extrapolation), we introduce scaling arguments for understanding the effects of ω0 and kc
on the dynamic behavior of the cantilever tip.
To begin, we note that the maximum deflection of the cantilever tip is equal to dc. While
dc depends upon vc, the maximum deflection will be approximately equal to (except for very
large approach speeds) the deflection at first contact in the quasi-static limit, or dc,qs (which also
describes the maximum possible tip deflection). Thus, for a given approach speed vc, the time
scale, tc, for the cantilever to move a distance |dc,qs| is equal to
𝑡𝑐 =

|𝑑𝑐,𝑞𝑠 |
𝑣𝑐

(3.3)

While the above is relevant to the movement of the entire cantilever, there is another time scale
that is relevant to the motion of the cantilever tip. According to Eq. (3.1), the response time, tresp,
of the tip is given by
𝑡𝑟𝑒𝑠𝑝 =

1
𝜔0

(3.4)

which characterizes the inertial response of the tip, or how rapidly it responds to changes in the
net force acting on it. Recall that 𝜔0 = 2𝜋𝑓0 .
As the cantilever moves towards the surface, the attractive force on the tip will change. A
rapidly responding tip, or a cantilever with a small value of tresp, will quickly adjust to this

59
change, such that the tip will rapidly return to a deflection for which the right hand side of Eq.
(3.1) is, on average, close to zero. Hence, the deflection of this tip should always be located near
the corresponding quasi-static deflection. But if the cantilever is moving too quickly, with the
attractive force on the tip likewise changing very rapidly, the tip will not be able to return to its
quasi-static deflection before the attractive force substantially changes again. Hence, we may
expect that the tip should be well-described by its corresponding quasi-static trajectory when
𝑡𝑟𝑒𝑠𝑝 ≪ 𝑡𝑐 . In other words, the dynamic behavior of the tip should be effectively quasi-static
when
𝜏≡

𝑡𝑟𝑒𝑠𝑝
𝑣𝑐
=
≪1
𝑡𝑐
𝜔0 |𝑑𝑐,𝑞𝑠 |

(3.5)

The above is consistent with the quasi-static limit being reached as vc → 0 or as 𝜔0 → ∞ (i.e., m
→ 0).
Equation (3.5) also indicates that quasi-static behavior is approached for large values of
|dc|. But as noted for Figure 3.1, |dc,qs| depends upon the spring constant of the cantilever. Using
the sphere-plate result of Eq. (2.28) for |dc,qs|, the ratio of characteristic time scales, , becomes
1⁄
3

𝑣𝑐 8 𝑘𝑐
𝜏=
(
)
𝜔0 9 𝐴𝑅𝑡

(3.6)

Equation (3.6) fully explains the trends exhibited by Figure 3.3, as well as those of Figure 3.1.
For a given approach speed (and fixed values of A and Rt), those cantilevers with smaller values
of 𝑘𝑐 1/3 /𝜔0 will be closer to the quasi-static limit, or will have values of Aapp/A closer to unity.
According to Table 3.1, the ranking of cantilevers from highest to lowest values of 𝑘𝑐 1/3 /𝜔0 is
(in appropriate units) C (= 49), D (= 33), A (= 30), B (= 29), E (= 19) and F (= 11). This ordering
is fully consistent with the ranking of cantilevers from lowest to highest values of Aapp/A in
Figure 3.3 and also explains the similar values found for D, A and B. While B and D have the
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same resonance frequency, B has the smaller value of kc, which corresponds to the larger value
of |dc,qs|. Hence, B is closer to the quasi-static limit than is D. Cantilever A has an even larger
value of kc, which increases the inertial effects. But that increase is partially offset by A’s larger
value of ω0, with its value of  falling in between that of D and B. So while Eq. (3.6) suggests
that flexible cantilevers would work best, a stiffer cantilever can still be used if the more
dominant resonance frequency is large enough. The stiffest cantilevers, E and F, are nonetheless
closest to the quasi-static limit since they have, by far, the largest values of ω0. Finally, as Aapp/A
3

obtained using Eq. (2.28) is equivalent to (1 + ∆𝑑𝑐 /𝑑𝑐,𝑞𝑠 ) , Eq. (3.6) also explains the ordering
of Δdc/dc,qs observed in Figure 3.1.
The dimensionless parameter τ provides a measure of the quasi-static behavior of a given
cantilever and can be used to determine which approach speeds should yield an accurate estimate
of A. To demonstrate this capability, Aapp/A from Figure 3.3 is plotted as a function of τ in Figure
3.4.
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Figure 3.4: The apparent Hamaker constant, shown in Figure 3.3, as a function of the
dimensionless time scale  for the cantilevers A-F in Table 3.1. The ability of τ to capture the
dynamics of the cantilever is demonstrated by the collapsing behavior of all the cantilevers
studied onto one universal curve. Cantilevers run at approach speeds that correspond to 𝜏 ≤
2.7 × 10−4 will have a predicted theoretical accuracy of ≥99% from only one experimental run
(i.e. effectively behaving “quasi-statically”).

When plotted against , instead of vc, all the separate curves in Figure 3.3 collapse onto
one universal curve. If the quasi-static limit is defined to be reached, at least statistically
speaking, when Aapp/A is 0.99 or higher, then a single experiment should yield an estimate of A
that is as accurate as is feasible for 𝜏 ≈ 2.7 × 10−4 or less. Thus, in general, the tip should be
well-described by its quasi-static behavior for the following approach speeds
𝑣𝑐 ≲ 0.0003𝜔0 |𝑑𝑐,𝑞𝑠 |

(3.7)

As noted earlier, cantilevers E and F yield estimates of A with less than 1% theoretical error for
vc = 200 nm/s. At this approach speed,  equals 1.7 × 10−4 and 9.3 × 10−5 for E and F,
respectively, indicating that these cantilevers are effectively behaving quasi-statically.
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The predicted scaling behavior in Figure 3.4 can be tested using the experimental results
in Figure 3.2. Since the sphere-plate geometry is not necessarily relevant to the actual cantilevers,
we use the general expression for  in Eq. (3.5), along with the replacement of |𝑑𝑐,𝑞𝑠 | by |𝑑𝑐,𝑞𝑠∗ |
3

(the value at the extrapolated limit). In Figure 3.5, values of (∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) obtained from Figure
3.2 are plotted as a function of . (Note that if the tip and surface were well-described by the
3

sphere-plate geometry, then (∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) would be equivalent to Aapp/A.) Similar to what is
observed in Figure 3.4, the results for each cantilever appear to fall onto a single universal curve.
In addition, the values of at approach speeds of 50 nm/s and 200 nm/s for both E and F are
3

always less than 2.7 × 10−4 , which corresponds to values of (∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) that are very close to
1. Hence, the expected values of Aapp/A should also be close to 1 as a result of the nearly quasistatic behavior of each tip. Therefore, an accurate estimate of A should be obtainable from these
cantilevers when run at one of these slow approach speeds.
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3

Figure 3.5: Experimentally observed values of (∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) obtained from Figure 3.2 plotted as
3

a function of  The error bars for both  and (∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) correspond to the propagated errors
that result from measuring the tip deflection and resonance frequencies with an absolute error of
ca. 2-3%. To avoid confusion, only one set of error bars have been included but the error for
each cantilever are included in the Appendix B. The lines through the points are guides to the eye.

Finally, as predicted by Eqs. (3.6) and (3.7), as well as Figure 3.4, the accuracy of the
estimated Hamaker constant should also depend on the magnitude of A. Therefore, for
completeness, the method’s accuracy is also considered for the expected range of Hamaker
constants that may be encountered in an experimental setting. In Figure 3.6, for cantilever E,
Aapp/A is plotted as a function of the value of A inputted into the dynamic model for an approach
speed of 200 nm/s and the same experimental parameters as above (R = 100 nm for Eq. (1.12),
and 𝛿 = 0.015 nm). The inputted values of the Hamaker constant range from 50 to 300 zJ, which
represents a realistic range of attractive interactions, spanning systems with weak vdW forces,
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such as polymers, to those with strong vdW forces, such as metals.106 As  scales with A-1/3, the
effect of the inputted A is relatively weak, with stronger attractive forces enabling a given
cantilever to reach its quasi-static limit at faster approach speeds. In Figure 3.6, the inputted
values of A yield expected errors in Aapp of less than or equal to 1%, which correspond to a range
of τ from 2.2 × 10−7 to 1.2 × 10−7 . The Lifshitz predicted value of the Hamaker constant
between an amorphous silica substrate and a silicon nitride tip has been highlighted in Figure 3.6,
as this is one of the systems used in the following experimental validation section. Consider that
the expected error is ~0.7%. In an absolute sense, this translates to a difference of ~1.3 zJ from
the Lifshitz approximation (i.e. an absolute error of A12 of 100.3 zJ instead of the predicted
system A12 of 101 zJ).15 After accounting for the inherent errors associated with an AFM
instrument (i.e. thermal noise), this degree of error will be negligible with respect to our final
results.
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Figure 3.6: The dependence of the apparent Hamaker constant, Aapp, on the value of the Hamaker
constant, A, inputted into the dynamic model, Eqs. (3.1) and (3.2), for the MSCT cantilever type
E and vc = 200 nm/s. The other relevant parameters are those in Figure 3.3. The expected error
for the Lifshitz predicted value of the Hamaker constant between amorphous silica and silicon
nitride (101 zJ)15 is highlighted by the red circle.

In summary, by properly selecting the cantilever’s properties, one should be able to
estimate Hamaker constants with a high degree of accuracy while only taking data at one
practical cantilever approach speed. Equations (3.5)-(3.7) indicate that the chosen cantilever
should have the largest value of 𝜔0 /𝑘𝑐 1/3 . Nevertheless, the most optimal cantilever may not
necessarily be the one for which 𝜔0 /𝑘𝑐 1/3 is the largest. Other experimental concerns not yet
accounted for have to be considered when selecting a cantilever. For example, while cantilever F
has the lowest values of τ at all approach speeds, its large spring constant yields tip deflections at
first contact that are less than 3 nm (Figure 3.1). Consequently, only when F is in close proximity
to the surface will its tip be measurably deflected. But at these close separation distances, even
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small surface asperities (i.e., unavoidable surface roughness) are expected to have a relatively
large effect on the experimental results, leading to large relative variations in the measured
values of dc. Thus, cantilever E was instead selected for the proof of concept experiments
presented in the following section. While being flexible enough to minimize the effects of
surface roughness (with a larger value of |dc|), E is still optimal for the method’s accuracy (has a
low value of ). Using this cantilever and a slow, yet practical, approach speed of 200 nm/s, the
Hamaker constant is theoretically predicted (from Figure 3.3 or 3.4) to be estimated with an error
of only ~1% (i.e. 𝜏 < 2.7 × 10−4).

3.4

Experimental Proof of Concept

3.4.1 Experimental Procedures, Analysis, and Materials
Cantilever tip deflections again were measured using a Bruker Corporation MultiMode
PicoForce AFM with a NanoScope V controller. The surfaces chosen for the experimental
validation of the new method were fused silica, polystyrene, and α-Al2O3. The first two were
prefabricated and used as produced by Bruker Corporation. The third substrate was fabricated as
a model smooth surface using atomic layer deposition to coat alumina onto a flat silicon plate.
The thickness of this deposited layer was ~40 nm and was previously proven to be thick enough
to guarantee vdW behavior of bulk alumina.107 The cantilever-surface approach speed was set at
200 nm/s and the specific cantilever tip used was the Bruker MSCT cantilever E in Table 3.1.
For each experiment, the cantilever was brought into and out of contact with the surface 200
times at each of eight distinct locations on the surface. These 1600 individual measurements
were then averaged to produce the measured value of dc, with error bars corresponding to one
standard deviation from the average. For each experiment, the cantilever spring constant was
determined using the thermal tune method before and after data collection.41 These spring
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constants were determined to be 0.150±0.004 N/m. Again, to ensure the absence of capillary
bridging effects, the AFM measurements were conducted in a humidity controlled environment
with a relative humidity below 10%. An Amstat 1U400 Staticmaster ionizer was again placed in
close proximity to the substrate and cantilever to mitigate electrostatic charge build-up on the
surfaces.
As previously mentioned, our method requires that the deflection of the cantilever tip at
first contact with the surface, dc, be determined. In principle, dc can be obtained experimentally
by taking the difference between the cantilever deflection at first contact and at the start of an
experiment when the tip-surface separation distance is large. But due to optical interference and
electronic background effects of the instrument’s data collection,108 the photo-detector registers
an apparent steady increase in the tip deflection as well as an apparent small periodic fluctuation
of the tip position, before the cantilever tip comes into close contact with the surface. Typically,
these effects are ignored when determining a value of A via pull-off methods but, since the
deflections we are attempting to measure are of the same order as the instrument noise (i.e. 1–10
nm), these effects must be removed from our data analysis. Thus, for each deflection curve, a
linear regression was used to represent the effects of this instrument noise, as shown in Figure
3.7. The tip’s undeflected state at contact (A) is then estimated using the deflection that falls on
this linear regression and is located directly above the estimated first tip-surface contact point (B).
Point B is identified as the first point (located around where the tip deflection rapidly changes
with a change in piezo height) at which the slopes of the deflection curve on either side of that
point transitioned from a negative to a positive value. (After B, the direct contact portion of the
deflection curve is presumed to begin.) The difference between the registered deflections at
points B and A became the estimated value of dc for each contact experiment.
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Figure 3.7: Measured cantilever tip deflection as a function of piezo height as the piezocontroller raises the substrate towards the cantilever (E in Table 3.1). The apparent steady drift in
the registered deflection resulting from the equipment’s collection protocol are canceled by
fitting the non-contact portion of the deflection curve to a linear regression (red line). The
deflection at first contact, dc, is estimated by finding the difference between the registered
deflections at points B and A. The sampling resolution is δ ≈ 0.015 nm.

The choice of the sphere-plate geometry to represent the tip-surface interaction is
convenient for theoretical discussions of the new method. Since the quasi-static analysis using eq
3 gives rise to an analytically-solvable cubic equation, the simple connections between A and dc
in Eqs. (2.28) and (2.29) can be easily obtained. But as seen in the scanning electron microscope
(SEM) image of one of the cantilever tips in Figure 3.8, the tip is more closely represented by a
truncated pyramid with a spherical cap (see Figure 1.3 and Eq. (1.10)). The geometric parameters
for this model were estimated from the SEM image of the tip (see Figure 3.8 and Appendix B)
and are as follows: λ = 5nm, Rt = 75nm, and ∅ = 58°.
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In order to use this tip-surface model with the new method, the quasi-static connection
between the Hamaker constant and dc must be obtained via Eqs. (2.13), (2.14) and (1.10).
Numerical methods were used to evaluate these equations to determine the value of Aapp that was
consistent with the given value of dc estimated from the AFM measurements.

Figure 3.8: An SEM image of the tip of cantilever E taken at 20,000x magnification.

3.4.2 Method Validation and Discussion
Since Hamaker constants are typically reported in terms of a material’s self-attraction
(Aii), the geometric mean approximation10 and the value of A22 for silicon nitride predicted by the
Lifshitz theory15 were employed to determine A11 for each measured tip-surface interaction (A12).
The average values of dc and the resulting values of A11, for amorphous silica, polystyrene, and
α-Al2O3 are shown in Table 3.2. The values of the Hamaker constants estimated using the
Lifshitz method13,15,104,105 are also provided in the table. The agreement between the Lifshitz
predictions and the experimental results obtained with the new method at a single approach
speed and sampling resolution is excellent.
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Table 3.2: Measured values of dc and estimated Hamaker constants obtained using the new
method and the Lifshitz theory for three different substrate materials.
Material
Polystyrene
Silica
α-Al2O3
Silicon Nitride

Measured |dc|
[nm]
5.22 ± 0.26
4.98 ± 0.12
5.67 ± 0.14
[-]

New Method Estimation
[10-20J]
7.9 ± 1.4
6.5 ± 0.8
13.2 ± 2.1
[-]

Lifshitz Approximation [1020
J]
104
7.1 , 7.9105
6.515, 6.613
14.513, 15.215
18.015

Equations (3.5) or (3.7) can be used to check the reliability of the experimental results.
The single chosen approach speed should have been low enough that the quasi-static limit was
reached, effectively, for the selected cantilever, and that the value of  in Eq. 3.5 is much less
than unity. Assuming the measured value of |dc| is very close to its true quasi-static value (which
should be the case if vc is indeed low enough), the results in Table 3.2 correspond to values of 
of 1.57 ± 0.09 × 10−4 (polystyrene), 1.68 ± 0.06 × 10−4 (silica), and 1.48 ± 0.06 × 10−4 (αAl2O3). These low values of  verify that the experimental measurements were performed at an
approach speed that is within the effective quasi-static limit of the chosen cantilever (i.e.
< 2.7 × 10−4).
Note that the focus of the new method is on the experimental determination of dc, a
parameter that is independent of the geometric model used to describe the cantilever tip. Only
after dc is measured is a geometric tip model needed to “convert”, via Eqs. (2.13) and (2.14), the
obtained value of dc into an estimated value of A. Hence, the accuracy of the new method will be
mainly limited by the accuracy of the AFM measurements themselves. Errors will, of course,
arise from the inability to measure precisely the geometric dimensions of the cantilever tip. But
the main sources of error in the dc measurements should stem from, for example, the limited
resolution of the apparatus and the effects of both surface roughness and noise inherent to an
AFM experiment.84 These effects decrease one’s ability to reliably track and predict the true
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motion of the cantilever during its approach.83 In addition, even if the values of dc were
estimated with small relative errors, the relative errors of Aapp would nonetheless be much larger.
At least for the sphere-plate geometry, Eq. (2.29) indicates that A11 varies as 𝑑𝑐6 . Hence, the
relative errors in the estimates of A11 will be six times that of dc (not including the relative errors
for the other terms appearing in Eq. (2.29)).
The error bars for dc in Table 3.2 are reasonable, being ±5.0% or ±2.6Å for polystyrene,
±2.4% or ±1.2Å for silica, and ±2.5% or ±1.4Å for α-Al2O3. A significant reduction in these
relative errors are difficult to achieve, as this would require accuracies of less than 1Å. A more
flexible cantilever may lead to a decrease in the relative error, since |dc| increases as kc decreases,
thereby minimizing the effects of surface roughness. But thermal noise typically becomes more
important for flexible cantilevers. A stiffer cantilever would lessen the impact of thermal noise,
but this leads to a decrease in |dc|, which may increase the impact of surface roughness. Thus,
error bars in dc on the order of ~2-3% are to be expected, which seem to correspond to the
current feasible limit of the AFM. Hence, the excepted error bars in A11 obtained with the new
method will be ca. 12-18%.
Despite these experimental concerns, the Lifshitz theory predictions fall well within the
error bars of the estimates generated with the new method. Since the Lifshitz method is assumed
to be the standard against which experimental measurements of vdW interactions should be
compared,14 we conclude that the new method offers a valid and practical approach for
estimating the Hamaker constants of solid materials as accurately as is feasible with AFM
measurements.
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3.5

Summary
In the previous chapter, a new approach-to-contact method which utilizes the deflection

at first contact dc rather than the jump-to-contact distance Δd was presented and theoretically
evaluated. Using simulated AFM data generated from a dynamic model of the AFM tip motion,
the new method was shown to recover the value of A that was inputted into the dynamic model.
In this chapter, practical concerns for the experimental implementation of the new
method were investigated. First, trends observed from the dynamic model were experimentally
validated. Then, since the double extrapolation method presented in Chapter 2 would require a
large amount of experimental data collection, a study of the AFM operating parameters was
conducted to determine if modifications could be made to mitigate inertial effects without it.
Fortunately, it was found that inertial effects are unimportant when the approach speed is low
and the cantilever is sufficiently rigid. A dimensionless time parameter 𝜏 was proposed to
account for these conditions such that, when 𝜏 ≪ 1, the use of Eqs. (2.13) and (2.14) should
yield highly accurate predictions of A from the 𝑑𝑐 obtained from just one AFM measurement.
Again, this method is still considered quasi-dynamic in nature since it accounts for the dynamic
motion of the tip while building off of the original quasi-static approach-to-contact model.
In order to test the effectiveness of the new method, an additional experimental study was
conducted to determine the Hamaker constants of amorphous silica, polystyrene, and α-Al2O3.
The values obtained from the quasi-dynamic method demonstrate good agreement with
predictions found in the literature obtained using the Lifshitz method.
The following chapter investigates the feasibility of utilizing a simple spherical tip model
to approximate the tip-surface interaction instead of the pyramid tip that was used in this initial
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validation study. This modification alleviates the need for both numerical methods as well as
visual mapping of the tip’s geometric parameters.

74

4. CALIBRATING CANTILEVER GEOMETRIES FOR QUASIDYNAMIC METHOD

4.1

Introduction
While the quasi-dynamic method can be used to accurately determine the Hamaker

constant A, it and all other approach-to-contact methods require that a suitable geometric model
of the tip, which yields an expression for the tip-surface force, Fts, be chosen. Images of the tip
obtained using scanning electron microscopy (SEM) suggest that the tip should be welldescribed by a truncated pyramid with a spherical cap (Appendix C). The initial experimental
validation of the quasi-dynamic method in the previous chapter used an expression for Fts based
on this truncated pyramid model. This geometric model is not, however, convenient for
analyzing the results of multiple AFM experiments. For one, the corresponding expression of Fts
for the truncated pyramid model requires the numerical solution of Eqs. (2.13) and (2.14). In
addition, very high resolution SEM images are needed in order to determine with sufficient
accuracy the various geometric parameters (such as the radius of curvature of the spherical cap)
that are required as input into the truncated pyramid model. Furthermore, noting that this model
is not an exact (albeit close) representation of the shape of the nanofabricated tip, questions
remain as to how precisely any of these geometric parameters can be determined and, even when
estimated, whether they are still completely meaningful descriptors of the actual tip-surface
interaction.
Hence, we present here an approach, again based on the “quasi-dynamic” method, in
which precise knowledge of the tip geometry is no longer required. The tip-surface force relation
is now always chosen to be that of a sphere interacting with a flat substrate. Then, through the
use of a “calibration” surface, an effective radius of the tip, Reff, is determined to account for any
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indeterminate shape parameters and geometrical irregularities for the actual tip-surface
interaction. This calibration is accomplished by first measuring dc against a substrate with a
known value of A, both of which are then used to determine Reff of the tip. Subsequently, this tip
can be used to determine the value of A of another substrate of interest using the approximated
Reff. Therefore, the often problematic visual-fitting of the tip shape that is typically required prior
to an AFM experiment can be avoided.
Since this modified approach relies on the use of the spherical tip model, which requires
as input only one geometric parameter, as opposed to several more for the truncated pyramid
model, we first confirm below the validity of assuming that a sphere can properly capture the tipsurface vdW interaction. Then, details of the new “calibration” method are provided. Finally, we
experimentally test our new approach by comparing the estimated Hamaker constants of various
materials with those calculated using the Lifshitz method.13,15,104,105

4.2

Geometric Modeling of the Cantilever Tip
The introduction and initial development of the quasi-dynamic method in Chapters 2 and

3 made use of the sphere-plate force profile, where for convenience the interaction between a
sphere of radius R and a flat surface (model 3 in Figure 1.3) was assumed to be sufficiently
representative of the actual tip-surface force relation. Again, R >> z was assumed so that the
force-distance dependence for the sphere-plate interaction reduces to Eq. (1.12). (Appendix C
includes justification for the use of this assumption, demonstrating that the ratio of R/z observed
in the AFM cantilever-substrate system is sufficiently large.) Recall that the use of this model
leads to a simple, analytical solution for A (Eq. (2.28) for A12 and Eq. (2.29) for A11) in terms of
dc.
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However, both SEM images of the tip (Figure C.1 in Appendix C) and the experimental
results from the previous section suggest that the shape of the cantilever tip should be better
described by a truncated pyramid with a spherical cap (model 1 in Figure 1.3). The initial
experimental validation of the quasi-dynamic method, therefore, used a tip-surface force profile
based on this truncated pyramid model, in which the tip-surface force-distance dependence is
reproduced below81
𝐴 𝜆2 (3𝑅𝑧 + 𝑅𝜆 − 𝑧𝜆)
𝐿2
4 𝑡𝑎𝑛 𝜙 𝐿 + 𝑡𝑎𝑛 𝜙 (𝑧 + 𝜆)
𝐹𝑡𝑠 (𝐴, 𝑧) = − [
+
+
(
)]
2
3
3
(𝑧 + 𝜆)
(𝑧 + 𝜆)2
6
𝑧 (𝑧 + 𝜆)
𝜋

(4.1)

where the geometric parameters, R, L,  and 𝜙 are defined in Figure 1.3. Only two of these four
parameters are independent, however, since L can be defined as either81
𝐿 = 𝑅 cos 𝜃

(4.2)

𝐿 = √𝑅 2 − (𝑅 − 𝜆)2

(4.3)

or

in order to ensure that the spherical cap smoothly transitions into the truncated pyramid portion
of the tip. Equations (4.2) and (4.3) can also be combined to yield the following expression for
the radius of curvature, R, of the spherical cap in terms of  and 𝜙
1 + 𝑠𝑖𝑛 𝜙
𝑅 = 𝜆(
)
𝑐𝑜𝑠 2 𝜙

(4.4)

(The geometric proofs for Eqs. (4.2)-(4.4) are provided in the Appendix C.)
Although the truncated pyramid model is certainly a better geometric representation of
the cantilever tip than the sphere-plate model, the use of Eq. (4.1) in the quasi-dynamic method,
and perhaps within other approach-to-contact methods, is problematic. First, the determination of
the critical point for the truncated pyramid model, or the introduction of Eq. (4.1) into Eqs. (2.13)
and (2.14), requires numerical solution. Thus, the impact of the various geometric parameters of
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the truncated pyramid on the resulting Hamaker constant is not immediately apparent, unlike
what results for the sphere-plate model in Eq. (2.28).
Second, when using Eq. (4.1), two of the four geometric parameters must be measured
quite precisely from an SEM image, which may be difficult to do while also ensuring that, as
required by the truncated pyramid model, the other two parameters satisfy Eqs. (4.2)-(4.4).
Further compounding this difficulty is the resulting sensitivity of A11, obtained from Eqs. (2.13)
and (2.14) along with Eq. (4.1) and a given value of dc, to these geometric parameters. As an
example, Figure 4.1 plots, for an assumed value of dc = 5 nm, the corresponding A11 versus λ (the
height of the spherical cap) for the two angles 𝜙 = 45° and 60°. (For each  and , R and L are
then obtained using Eqs. (4.2)-(4.4).) For small enough values of , A11 is seen to be strongly
dependent upon the height of the spherical cap. Simply decreasing λ from 15 nm to 10 nm results
in an increase in the estimated value of A11 by around 100 zJ for 𝜙 = 60° (with an even greater
increase for 𝜙 = 45°). Therefore, any uncertainties in these geometric parameters must be kept
as small as possible, as they can easily overwhelm the impact of those errors that inevitably arise
in the measurements of dc. And, even after all of these considerations, we still must note that the
truncated pyramid is only a model (albeit a good one) for the shape of the tip, and is not
necessarily an exact description of the nanofabricated cantilever tip (with its own irregularities).
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Figure 4.1: Estimated value of A11 versus the height of the spherical cap, , in the pyramid tip
model (model 1 in Figure 1.3) for two fixed angles, 𝜙 = 45° and 60°. The deflection at first
contact dc was set at 5 nm and A11 was obtained by numerical solution of Eqs. (2.13) and (2.14)
along with Eq. (4.1). The tip radius, R, and L were obtained using Eqs. (4.2)-(4.4).

Since precise geometric information of the tip shape is, in general, difficult to obtain,
developing a modification to how the quasi-dynamic method is employed to analyze the
resulting AFM deflection curves is worthwhile. In particular, direct visual imaging of the
cantilever tip may be avoided if the tip can be effectively modeled by a simpler, but still
physically meaningful, geometric model. In light of the simplicity of Eq. (2.28) or (2.29), the
sphere-plate model, with only one geometric parameter required as input, seems to provide a
starting point for investigating this possibility. If the sphere-plate model could be used to
“calibrate” a given tip, whereby all the “geometric uncertainties” of the tip shape have been
effectively quantified by a single parameter, then specific details about the tip shape would no
longer be required. To perform this geometric calibration, a surface with a known value of A
must first be chosen. Subsequently, AFM experiments are run to obtain the (average) value of dc
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between this reference material and the given cantilever tip. This measured value of dc is then
inputted into Eq. (2.28) or (2.29) to determine the effective radius of the tip, Reff. . Thus, with its
effective radius now known, the calibrated tip can thereafter be used in AFM experiments with
different surfaces to determine their corresponding values of A. Overall, the calibration step, or
the resulting value of Reff, provides some geometric information about the tip, even though no
direct measurements of the tip shape were required.
Before exploring this approach in more detail, some justification of the validity of using
the simple sphere-plate model to describe the tip-surface forces should be provided. Such a
“calibration” of the tip, if it indeed proves to be an effective procedure, should at least be based
on a geometric model that captures closely enough the actual tip-surface attractive interactions.
While the truncated pyramid model may not be an exact representation of the tip, it is
nonetheless sufficiently representative, for our current purposes, of the actual tip-surface
interactions.81 Thus, the pyramid model will provide an appropriate reference case against which
the simpler sphere model can be compared. If the sphere model yields a force profile and
corresponding estimates of A that are close enough to those obtained with the pyramid tip model,
then the use of the sphere model to “calibrate” the geometry of the tip should be valid.

4.3

Testing the Spherical Assumption
In order to justify the use of the sphere-plate model as a meaningful representation of the

actual tip-surface interaction, one needs to demonstrate that the sphere-plate model captures,
reasonably well, the behavior of the cantilever tip as it approaches the surface. The forcedistance profiles presented in Figure C.4 (Appendix C) demonstrate that the predicted
interactions between the two tip models and a flat surface are nearly identical. But small
differences in the two force profiles arise at close tip-surface separation distances. Hence, a
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question remains as to how closely does the sphere model’s predicted value of dc compare to that
obtained with the pyramid model, the difference of which ultimately impacts the accuracy of the
estimated A.
Figure 4.1 compares the magnitudes of the expected dc values for each tip geometry as a
function of the system’s Hamaker constant (A12). For both models, the values of dc were obtained
from Eqs. (2.13) and (2.14), along with either Eq. (4.1) (pyramid, 𝜙 = 45° and 60°) or Eq. (1.12)
(sphere). In both cases, the spring constant of the cantilever was chosen to be 0.1 N/m,
corresponding with Bruker’s MSCT type E cantilever (the cantilever used in this and the
previous chapter’s validation study). In addition, in order to provide a direct comparison between
the two models, the radius of curvature of the tip within each model was set at 100 nm.
Furthermore, the range of A12 (50 zJ − 300 zJ) was chosen to represent a realistic spread of
materials that can be studied with an AFM. This range is based on A11’s ranging from ~50 zJ
(polymers) to ~400 zJ (metals)106 interacting with a silicon nitride AFM tip (𝐴22 ≅ 180 zJ),13,15
which results in a spread for the system Hamaker constants of 95 zJ ≲ A12 ≲ 268 zJ.
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Figure 4.2: Expected magnitude of the deflection at first contact, dc, as a function of the system’s
Hamaker constant (A12) for both the sphere, Eq (1.12), and pyramid, Eq (4.1), models. For both
models, R = 100 nm and kc = 0.1 N/m. The range of A12 represents a realistic spread of possible
substrates interacting with a silicon nitride AFM tip.

The sphere model yields a value of dc very close to, and is bounded by, those predicted
by the pyramid model (with 𝜙 = 45° and 60°), which is consistent with the nearly identical force
profiles shown in Figure C.4 (Appendix C). For example, the value of dc predicted for an
amorphous silica substrate interacting with a silicon nitride tip (A12 ≅108 zJ13,15) is 4.95 nm
while the pyramid model predicts a deflection of 4.92 nm for θ = 45° and 4.97 nm for θ = 60°.
Assuming a silicon nitride tip, these small sub-angstrom disagreements between the sphere and
pyramid models translate to only a ~2 zJ difference in the predicted value of A11. This error
induced by using the sphere model instead of the pyramid model is negligible, at least in
comparison to the impact of the experimental error arising from the measurement of dc with an
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AFM.52,84,108 Thus, the simple sphere model is sufficiently representative of the actual tip-surface
interactions, and can be confidently employed within the quasi-dynamic method.
Why the sphere model yields predictions so close to that of the pyramid model, despite
the clearly different shapes, is a consequence of the very short-ranged nature of the vdW force
(which scales as the inverse sixth power of the separation distance). As seen in Figure C.4
(Appendix C), the vdW force between the tip and the surface only becomes significant for
separation distances around 2 nm or less. At these close separations, only those portions of the
sphere and pyramid closest to the surface, i.e., spherical caps of roughly similar volumes, yield a
noticeable contribution to the vdW interaction. The vdW forces between the remaining portions
of the sphere or pyramid and the surface are negligible, as these parts of very different volumes
are nonetheless too far away to yield any significant interactions. Therefore, with respect to
experimentally relevant conditions, the sphere and pyramid models can be thought of as
analogous and interchangeable geometric descriptions of the AFM tip.

4.4

Calibration of the Effective Radius of the Cantilever Tip
Because of the short-ranged nature of the vdW interaction, the sphere model can be used

to appropriately capture the dynamic behavior of the cantilever tip at close separation distances.
Nevertheless, since the sphere model (as well as any other geometric model) is ultimately an
approximation of the tip shape, the radius of curvature of the tip that may be extracted from an
SEM image may not necessarily correspond to the value of R in the sphere model that yields
similar dynamic tip behaviors. The final choice of R merely has to be that value inputted into the
sphere model for which the actual tip-surface force profile is effectively described by Eq. (1.12).
Thus, we propose to define via the sphere model an “effective radius”, Reff, of the tip. By
construction, this effective radius, which is applicable to the sphere model only, simply captures
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the vdW interaction between the tip and surface rather than strictly describing a true radius of
curvature of the tip.
To define the effective radius, deflection data are taken from a “calibration” substrate
with a known self-Hamaker constant, A*. By rearranging Eq. (2.29), Reff can be calculated in
terms of A* and the self-Hamaker constant of the material comprising the tip, A22, as follows

𝑅eff

64 (𝑘𝑐 ∗ )2 (𝑑𝑐 ∗ )6
=√
81
𝐴22 𝐴∗

(4.5)

In the above, the superscript * is also used to differentiate those parameters that may have
different values in the calibration experiment from when subsequent experiments are run using
surfaces with unknown vdW properties. With Reff now determined, it can be then used in place of
R in a separate application of Eq. (2.29) to estimate the self-Hamaker of another surface, or
𝐴11 =

64 (𝑘𝑐 )2 (𝑑𝑐 )6
81 (𝑅 )2 𝐴
𝑒𝑓𝑓

(4.6)

22

Furthermore, by combining Eqs. (4.5) and (4.6), several terms cancel out and the following
relationship remains
2

𝐴11

𝑘𝑐 (𝑑𝑐 )3
= 𝐴 ( ∗ ∗ 3)
𝑘𝑐 (𝑑𝑐 )
∗

(4.7)

Further simplification could be achieved if the spring constants were assumed to be the same for
the two experiments. But variations in temperature and laser alignment typically result in small
changes in the value of the spring constant from experiment to experiment (ca. ±2%).
The most important implication of Eq. (4.7) is that the geometric term, or effective radius,
does not explicitly appear, though it is implicit in the values of dc and kc obtained from the
calibration measurement. Hence, any additional, and perhaps large, errors resulting from the
visual-fitting of the tip to a specific shape model have been eliminated. There is no longer a need
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to know the actual shape of the tip, and the cantilever can now be used “right-out-of-the-box”
(after a single calibration step). Furthermore, as implied by Eq. (4.5), 𝑅𝑒𝑓𝑓 is simply another
name for the experimentally meaningful quantity 𝑑𝑐 ∗ , and so it need not be considered at all (as
either a “real” or “effective” parameter). Moreover, in a practical sense, geometric irregularities
of the nanofabricated tip shape may not be accountable by any tip model. By using Eq. (4.7),
such shape uncertainties are now simply contained within 𝑑𝑐 ∗ (which of course is associated with
its own relatively small error). Thus, this calibration step should minimize the error introduced
into the quasi-dynamic (and other approach-to-contact) method(s) because of the omission of
geometric approximations and visual-fitting of the tip.

4.5

Materials and Methods
A set of experiments was designed to test the validity of the calibration step and the

subsequent application of Eq. (4.7) to determine the self-Hamaker constant of various materials.
Values of dc were determined for a substrate with a known value of 𝐴11 and then for other
substrates. The results of this study, presented in this section, confirm the practical
implementation of the tip calibration for AFM measurements.
4.5.1 Experimental Materials
Tip deflections were measured using a Bruker Corporation MultiMode PicoForce AFM
with a NanoScope V controller. The six substrates included in this study were: amorphous silica,
polystyrene, highly ordered pyrolytic graphite, α-Al2O3, acrylonitrile butadiene styrene, and
poly-methyl methacrylate (Plexiglas). The first three surfaces were prefabricated and used as
produced by Bruker Corporation. Similarly, the Plexiglas (PMMA) and the acrylonitrile
butadiene styrene (ABS polymer) were used as procured by Delvie’s Plastics and ACT Test
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Panels, respectively. The α-Al2O3 substrate was coated onto a flat silicon plate using atomic
layer deposition. The thickness of this deposited layer (~40 nm) was previously proven to be
thick enough to guarantee the same vdW behavior as bulk alumina.107
In this study, the amorphous silica substrate was chosen as the calibration surface because
it is a smooth, hard surface which has been extensively studied.13,15 In addition, the values of its
Hamaker constant presented in the literature are in good agreement (𝐴11 = 65 zJ15 and 66 zJ13),
so one can have confidence in the chosen A* used in Eq. (4.7).
4.5.2 Measuring the Deflection at First Contact, dc
Since the AFM instrument has inherent limitations with regards to precision,84,108 the
recommended practice for any AFM experiment is to generate many deflection curves at
multiple surface locations so as to ensure confidence in the mean value of the deflection
measurement that is used in the analysis method of choice. The reported values of dc for each
substrate listed in Table 4.1 account for this by averaging 200 measurements on at least 8 surface
locations. The deflection curves were obtained using a Bruker MSCT type E (nominal values of
kc = 0.1 N/m and 𝑓0 = 38 kHz) cantilever with an approach speed of 200 nm/s. The cantilever’s
spring constant was measured using the thermal tune procedure before and after each AFM
experiment and was determined to be 0.151 ± 0.004 N/m.41 Finally, to account for and mitigate
the interference from other intermolecular interactions, an Amstat 1U400 Staticmaster was used
to reduce electrostatic charging of the surfaces while the experiments were conducted in a
humidity controlled environment (relative humidity < 10%) to ensure the absence of capillary
bridging effects.
Again, details of how dc was extracted from a given deflection curve are provided in the
methods section of Chapter 3. The values of τ, Eq. (3.5), calculated for this study (using the dc
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data from Table 4.1) were all under 2.7 × 10−4 , with the highest being for amorphous silica
(1.68 × 10−4); thus, the error due to the inertial effects of the cantilever’s motion can be
assumed to be minimal. As an example, the distribution of the dc measurements taken against the
silica substrate is shown in Figure 4.3, which corresponds to a standard deviation of dc of ~ 2-3%.
Note that even with this relatively small error, the resulting error in the calculated value of A (as
shown in Table 1) becomes much larger, due to the appearance of the sixth power of dc in Eq.
(4.7).

Figure 4.3: Distribution of the AFM measurements of the deflection at first contact, dc, for
amorphous silica taken from 200 separate runs at 8 different locations on the surface.
4.6

Results and Discussion
The Hamaker constants in Table 4.1 are all reported in terms of each material’s self-

attraction (Aii) as calculated using Eq. (4.7). As previously mentioned, amorphous silica was
determined to be the optimal calibration surface and was used as the control substrate for the
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other five experiments. For silica, the average of the two Lifshitz approximations listed in Table
1 was utilized as the “A22” inputted into Eq. (4.7) (i.e. ASiO-SiO ≅ 65.5 zJ). Using the calibration
method, there is very good agreement between the quasi-dynamic A11 and the Lifshitz theory A11
for polystyrene and α-Al2O3. Moreover, note that, in principle, any hard, smooth substrate with a
reliable estimate of Aii could be used as the calibration surface. To demonstrate this, the α-Al2O3
substrate was used to estimate the Hamaker constant of amorphous silica (this value has been
identified with an asterisk in Table 4.1). As expected, the estimated value of A11 for silica is also
in excellent agreement with the Lifshitz approximation.
Table 4.1: Measured values of dc and estimated self-Hamaker constants (Aii) obtained using
amorphous silica as the calibration or reference substrate. To estimate silica’s Hamaker constant
(denoted with the *), the alumina substrate was instead used as the reference surface. Where
applicable, approximations generated in the literature from the Lifshitz theory are included.
Material
Amorphous Silica
Polystyrene
α-Al2O3
Graphite (HOPG)
PMMA (Plexiglas)
ABS polymer

Measured |dc|
[nm]
4.98 ± 0.12
5.22 ± 0.26
5.67 ± 0.14
5.74 ± 0.17
5.26 ± 0.28
5.05 ± 0.30

A11 (Quasi-Dynamic)
[10-20J]
*6.4 ± 1.5
8.5 ± 2.9
14.7 ± 3.4
15.5 ± 3.3
9.6 ± 2.7
7.4 ± 2.9

A11 (Lifshitz Theory)
[10-20J]
6.515, 6.613
7.1104, 7.9105
14.513, 15.215
[-]
[-]
[-]

We also applied the quasi-dynamic method, along with the calibration step based on
amorphous silica, to three other materials (HOPG, PMMA, ABS polymer) for which estimates
based on the Lifshitz theory are not readily available or there is some discrepancy in the
literature. In the case of highly oriented pyrolytic graphite (HOPG), there is significant
disagreement in the literature (ranging from 2.4 zJ to 470 zJ). In Visser’s review,109 he gives
several approximations for HOPG that range from 238 zJ to 470 zJ (10 zJ = 10-20 J). Our study
(with a value of ~155 zJ) and other sources agree more so with the lower value.109–111 Li et al.111
and Dagastine et al.112 both found 253 zJ with modified electromagnetic theories, while Suzuki et
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al.110 used 222 zJ for the interaction between graphene sheets. O’Shea et al.,113 however,
assumed that A11 of HOPG had the “same order of magnitude” as muscovite mica for their study
(i.e. 70 – 99 zJ11,13,15). To add to the confusion, McAllister et al.114 found that using a Hamaker
constant of 2.4 zJ was sufficient for their calculations. Given that the first three results for this
study (silica, polystyrene, α- Al2O3) are in agreement with published Lifshitz approximations,
and the Hamaker constants obtained for PMMA and ABS polymer are similar to what is
expected from other Lifshitz approximations of polymeric materials (i.e. 50 – 80 zJ),11,104–106 the
quasi-dynamic method appears to be confirming the results in the middle of the reported range
for HOPG.
In regards to the reported error bars, the quasi-dynamic method requires measurements of
the deflection at first contact and the cantilever’s spring constant, which are both measured with
an accuracy of ca. 2-3% and is unavoidable instrument noise.52,84,108 However, according to Eq.
(4.7), the tip deflection must be raised to the sixth power in order to estimate a material’s selfHamaker constant. This results in the large standard deviation that is reported in Table 1 because
of error propagation using Eq. (4.7). It is important to remember that any method for inferring
the Hamaker constant from an AFM measurement will result in an 𝐴11 ∝ 𝑑6 dependence, and
hence yield similar relatively large errors in 𝐴11 . Since this true error is not typically discussed
in previous AFM studies, additional discussion is provided in Appendix C demonstrating that
this 𝑑6 dependence also appears in both of the commonly used AFM methodologies: a) the pulloff force measurement and b) the approach-to-contact curve fitting.
Nonetheless, these two other methods are still not equal to the quasi-dynamic method in
terms of overall accuracy. First, the pull-off method is hindered by accounting for both surface
roughness and deformation, which is still an on-going and highly debated topic.61,69,72–74,76,115 An
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additional problem for the pull-off method is that one must define a somewhat arbitrary hardcore separation distance of the substrates, the chosen value of which has a significant influence
on the resulting Hamaker constants (see Appendix C). Second, the curve-fit approach requires
one to have a very high degree of confidence in the tracking of the tip. Unfortunately, this
includes fitting for the tip’s undeflected height, h, from the surface, or the initial tip-surface
separation distance.52 Since this quantity is unknown and must be inferred somehow from the
experiments, additional error should be assumed to arise in the final estimates of A. A similar
sentiment is presented in Weimer et al.’s study83, which concludes that the accuracy of an AFM
experiment is limited by the precision with which the apparatus can track the cantilever tip’s
trajectory.
Finally, while Eq. (4.7) does not require that the value of Reff be known, we nevertheless
note that for the given cantilever tip (Bruker MSCT type E) an Reff of ~150 nm was obtained
using Eq. (4.5). This radius of curvature is in agreement with both a visual approximation of the
tip radius (~100 nm) and what follows from a curve-fitting method presented in the literature
(~152 nm).41 The similar values for these radii is encouraging, though we again stress that Reff
does not necessarily have to match any geometric feature of the tip. Nonetheless, Reff is at least of
the right order of magnitude, and the differences between these curvatures can be attributed to
the assumption of additivity when describing the vdW interaction,8 the use of the spherical
model to define an effective radius, and the presence of surface effects (roughness) that are not
included in Lifshitz’s calculations. But, again, since all geometric uncertainties are lumped into
the Reff term by simply matching it with the vdW force felt between the tip and a calibration
surface, a direct geometric connection to the tip’s true shape is ultimately not required for the
method to provide accurate estimates of the Hamaker constant.
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4.7

Summary
This chapter continued to build on the quasi-dynamic method for estimating Hamaker

constants of solids using an AFM. For the initial validation experiments in Chapter 3, an AFM
cantilever tip with a pyramidal body and a hemispherical cap was used. Although this geometry
can be confirmed and the dimensions estimated via scanning electron microscopy (SEM), even
high-resolution SEM analysis of the tip cannot provide sufficient detail to allow precise enough
determination of the tip’s geometric parameters. In addition, the numerical methods required to
evaluate the Hamaker constants with high accuracy for geometries like the pyramid with
spherical cap can quickly become prohibitively complex.
Since the accuracy of the method relies heavily on the geometric models used to
approximate the interaction of the interacting surfaces, an adaptation of the original method was
proposed in which the geometric complexity of the cantilever tip is eliminated from the
determination of the Hamaker constant by describing the tip as an ‘effective’ perfect sphere,
thereby capturing all the geometric effects in the single dimension of this sphere (its radius of
curvature). This new approach requires measurements of the interaction between the cantilever
and one or more “calibration” surfaces. After the forces against these well-known surfaces are
measured, the interactions were modeled by assuming a simple ‘effective’ shape for the
cantilever tip. When the dimensions of this effective shape are captured properly, the Hamaker
constants for the tip-surface interactions can be correctly calculated in all cases where this
cantilever is applied. In this way, the dimensions of the effective tip shape are “calibrated” based
on the attractive forces of the well-characterized surfaces.
In the case of an effective sphere, this procedure utilized a calibration surface of known A
to generate a Reff of a given tip which can then be used to determine the unknown A of a desired
material. The practicality and accuracy of this updated method was demonstrated by comparing
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the results with both the original pyramid model and Lifshitz approximations (when available)
for substrates composed of silica, polystyrene, highly ordered pyrolytic graphite (HOPG),
sapphire (α-Al3O2), and acrylonitrile butadiene styrene (ABS).
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5. MEASUREMENT OF THE HAMAKER CONSTANTS OF EXPLOSIVE
COLLECTION SWABS USING THE QUASI-DYNAMIC METHOD

5.1

Introduction
Trace amounts of energetic materials can adhere to the clothing, carrying devices, and

skin of those producing and transporting contraband into high risk zones, such as airports.85,87 In
order to enhance detection efficiency at security checkpoints, an understanding of the adhesive
properties of explosive powders, swab-based removal devices, and the surfaces from which the
residues are removed is required. Since these particulates are on the micrometer and submicrometer scale, intermolecular surface forces such as the van der Waals force strongly
influence their adhesion behavior. Other surface forces, such as capillary bridging and
electrostatic attraction/repulsion,116,117 can also play a role. These forces are subject to
environmental conditions (i.e. relative humidity) while the vdW force is omnipresent in all
adhesive interactions. Therefore, knowledge of a material’s vdW properties is indispensable for
understanding the underlying physics of the adhesive behavior of that material.
In general, adhesion of explosive materials due to the vdW force has been measured
using a range of experimental methods such as atomic force microscopy,68,93 inverse gas
chromatography,92 and surface energy measurements.20,95 However, one incomplete area of the
literature is centered on measuring the physical properties of the swab materials used as
collection devices at security checkpoints. Instead, the research area focuses on collection
efficiency which is difficult to repeatably quantify and compare.97,118 If the self-interaction
Hamaker constants Aii can be collected for these materials, the interaction between the explosives
and the swab Aij can then be approximated, leading to a more complete understanding of how to
improve capture efficiency at swab checkpoints.
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This study focuses on measuring the Hamaker constants of four swab materials: two
commercial and two “next-generation.” The next-generation swabs were previously determined
to have a much higher collection efficiency than the commercial swabs,97 and a goal of this work
is to quantify the roles that material composition (i.e the vdW force) may play in this increased
efficiency.
An atomic force microscope (AFM) was chosen for this work based on its broad
applicability for measuring adhesive characteristics of solids.119 In particular, the quasi-dynamic,
non-contact method is used in this study to estimate the self-Hamaker constants of the materials
of interest. The benefit of using this “non-contact” method over the traditional “contact” AFM
sampling techniques is that the behavior of the AFM cantilever is less sensitive to surface
properties during its approach-to-contact regime than it is while in contact with the surface.
These properties, such as roughness56,64 and deformation,72,74 can heavily influence the adhesion
measurements and lead to inconsistent results if not controlled.
Because this experimental work relies heavily on the quasi-dynamic, non-contact AFM
method, the necessary theory in the previous chapter should be reviewed briefly before
proceeding through this study. In the first section, specific details about the substrates and data
acquisition are discussed. Then, the Hamaker constants are presented for all of the swab
materials both as self-Hamaker constants and as expected A12’s for an interaction between a
given swab and a trinitrotoluene (TNT) substrate. The findings reveal that the discrepancies in
the measured Hamaker constants are not sufficient to explain the increase in collection efficiency
between the commercial and next-generation swabs. Therefore, this study adds further
justification that surface effects rather than compositional effects are responsible for the
improved adhesion demonstrated by these new materials.
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5.2

Experimental Methods and Materials
Two commercially available Nomex® swabs (DSA Detection product numbers: ST1140

and DSW1205P), two next-generation, electrically-conductive polypyrrole (PPy) swabs, and an
‘as-procured’ TNT pellet were used in this study. The PPy substrates were synthesized by the
Boudouris group at Purdue University97 using two different stabilizing anionic surfactants:
dodecylbenzenesulfonate (DBS) and a propriety surfactant from Dow Chemical called
DOWFAXTM (DF). Because the final product contains these surfactants entrapped within the
polymeric matrix, they are expected to have different bulk physical properties102 and will
therefore be distinguished by surfactant in the following section (i.e. PPy-DBS and PPy-DF).
To approximate the Hamaker constant of a surface of interest using Eq. (4.7), a
calibration surface with known physical properties is needed. For this purpose, an amorphous
silica substrate was chosen because it is a smooth, hard surface with adhesive properties that
have been rigorously documented in the literature (A* ≅ 65 zJ).13,15 To ensure confidence in the
calibrated tip properties, 100 force curves were collected at 5 different locations on the silica
surface for each tip used in the experiment. The deflection at first contact (denoted as dc* in Eq.
(4.7) for the calibration surface measurements) was obtained from each of these force curves
using the same methodology outlined in the original study (see Figure 3.7). Since cantilever tips
are prone to deform and become contaminated with use, several were required over the course of
this work. Each of these tips was calibrated with the silica surface before collecting data against
either the swabs or the TNT pellet.
Recall that the appropriate selection of cantilever tip properties and approach speed is
necessary to account for the inherent dynamic motion of the cantilever tip. Therefore, Bruker’s
MSCT tip E (kc = 0.1 N/m and 𝑓0 = 38 kHz) and an approach speed of 200 nm/s was used to
collect the deflection data. The spring constants were measured before and after each location
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measurement using the thermal tune method.41 Satisfactory agreement was found between all of
the kc measurements, which had an average percent difference of less than 2% for all kc
measurements resulting in an average of 0.149 ± 0.002 N/m. Since the discrepancy between the
kc’s measured while sampling the calibration surface and the surface of interest (i.e kc and kc* in
Eq. (4.7)) was determined to be negligible, the spring constants are assumed to cancel in Eq.
(4.7). As with the tip calibration, instrumental noise was addressed by collecting 100 contact
sample measurements on at least 5 different locations on each surface, resulting in a total of at
least 500 deflection curves per surface. The average of the full data set (all of the values of dc)
for each substrate was used to calculate the material’s self-Hamaker constant from Eq. (4.7).
The standard deviation is reported for the raw dc data while the error listed in Table 5.1 for the
measured A is approximated at 25%.
Finally, all experiments were conducted in a humidity-controlled environment that
maintained a relative humidity of less than 10%. This ensured the absence of capillary bridging
effects, which could interfere with the isolation of the vdW force in the data. In addition, in
order to eliminate electrostatic interactions that can occur between non-conducting materials
during AFM contact measurements, an Amstat 1U400 Staticmaster was implemented to remove
any charge build up in the interacting surfaces.

5.3

Results and Discussion
Figure 5.1 shows the results of a cantilever tip calibration experiment in which the

deflection at first contact was measured against amorphous silica using the same tip that was
later used to measure the adhesion of the TNT pellet. This data is a representative example of a
calibration step that was conducted for each of the tips in this study. The average dc* values
(again, the superscript * denotes data collected for the calibration substrate) collected for all the
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tips were approximately ~4.7 nm. Using this as an estimation for dc in Eq. (3.5), τ was
approximated to be appropriately low (< 2.7 × 10−4 ), which ensured that the resulting error due
to the inertial effects of the cantilever’s motion was minimal (< 1%) for this study.

Figure 5.1: Histogram of the deflections at first contact, dc*, obtained from an AFM experiment
for which amorphous silica was chosen as the calibration surface. See the text for additional
details of this measurement.
Table 5.1 shows the values of dc for the cantilevers against TNT and the different swabs
in this study. In addition, an example distribution of dc (for TNT) is given in Figure 5.2. Based
on Eq. (4.7) and the tip calibration data, the self-interaction constants Aii of the four swabs and
TNT were calculated and also reported in Table 5.1.
Table 5.1: Experimentally-determined values of dc and calculated Aii estimations for TNT,
commercial Nomex swabs (DSW1205 and ST1140), and the next generation polypyrrole swabs
(PPy-DBS and PPy-DF).
Material
TNT
DSW1205
ST1140
PPy-DBS
PPy-DF

|dc| [nm]
4.76 ± 0.93
5.02 ± 1.13
4.84 ± 1.16
4.95 ± 0.42
5.20 ± 0.20

Aii [zJ]
64.5 ± 16.1
80.4 ± 20.1
70.7 ± 17.7
80.2 ± 20.0
110.8 ± 27.7
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Figure 5.2: Histogram of the deflections at first contact, dc, obtained from an AFM experiment in
which TNT was the chosen substrate. See the text for additional details of this measurement.

The Aii reported for TNT in Table 5.1 is in statistical agreement with what is found in the
literature. Specifically, Harrison et al. determined a value of Aii for TNT to be 73±6 zJ using
inverse gas chromatography (IGC)92, and found a value of 82±17 zJ while using a rough Lifshitz
approximation based on TNT’s dielectric constant and refractive index in the visible range.120–122
Finally, Hoss et al. approximated TNT’s Hamaker constant to be 86±21 zJ95 by taking contact
angle measurements (CA) and evaluating the results using the Owens and Wendt method.19
Different synthesis techniques and dopants can influence the conductivity and thermal
stability of the PPy.102 Hence, direct comparison between the Aii’s reported in the literature with
those found in this study is difficult since different anionic surfactants will be incorporated
within the polymeric matrix and can change the physical properties of the polymer.100,101 This
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phenomenon holds true for this study since the PPy-DF substrate is shown to have slightly
greater adhesive properties than the PPy-DBS; leading to the conclusion that the different
surfactants do, in fact, alter the electrodynamic behavior of these materials.
Recall that the values in Table 5.1 are all in terms of self-interaction constants (Aii). To
put these results in a proper perspective with the system of interest (i.e. swab-explosive
interaction), the geometric averaging approximation (Eq. (1.3)) can be used to estimate the
interaction strength between each swab and a TNT particle. Figure 5.3 presents the Aij’s for each
swab where “i” denotes the given swab material and “j” represents TNT. By comparing this
physical property, rather than raw adhesion measurements, one is given quantitative insight for
the expected vdW interaction strength between each of the swabs and a typical energetic material.

Figure 5.3: Hamaker constants for each explosive-swab combination listed in Table 1 calculated
based on the geometric average combination rule.

As the figure demonstrates, there is no statistical difference between the four swab
materials measured in this study, which aligns with the claim made by Laster et al. who found
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that smooth PPy and Nomex had very similar collection efficiencies.97 This suggests that the
interfacial contact area between the swab and the residue being collected is the key parameter in
surface sampling. Specifically, the PPy surface can be modified with microscale pillars that can
then interrogate the surface more effectively by increasing the contact area.99 Therefore, it was
the increased area of contact provided by these micro-pillars that lead to much higher collection
efficiencies exemplified by the structured PPy materials in this previous study. This information
can be used to improve future swab collection devices as well as the overall efficacy of the
explosive detection process.

5.4

Summary
To improve the efficacy of swab-based explosives detection, a more complete

understanding of the adhesion between the swab and the explosive material is needed. While
many experiments focus on energetic material characterization, there is a lack of information
regarding the swabs used to remove these materials from surfaces. Therefore, this study utilizes
an atomic force microscope to measure and compare the Hamaker constants of two commercial
swabs and two next-generation swab materials. A previous study found significant
improvements when comparing these next-generation swabs with the commercial ones.
However, this study found no significant differences in the intrinsic physical properties
determining adhesion (i.e. the Hamaker constant). Therefore, it is concluded that the high
collection efficiency of these next-generation swabs is likely the result of increased contact area
rather than a compositional effect.
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6. THERMALIZED DYNAMIC SIMULATIONS OF THE
CANTILEVER’S APPROACH-TO-CONTACT

6.1

Introduction
The Hamaker estimation technique outlined in this document relies on the determination

of the deflection at first contact dc from an AFM deflection curve taken against a surface of
interest. Further analysis in Chapter 4 lead to the conclusion that the A of an unknown material
could be determined as a function of the ratio of 𝑑𝑐 ’s collected against it and a reference (or
calibration) surface with a known Hamaker constant 𝐴∗
𝑑𝑐 6
𝐴 = 𝐴 ( ∗)
𝑑𝑐
∗

(6.1)

where A is the self-Hamaker constant of the surface of interest (i.e. A11), dc is the deflection at
first contact for the unknown surface, and 𝑑𝑐 ∗ is the deflection at first contact for the reference
surface.
Equation (6.1) is a result of a “quasi-static” interpretation of the tip’s approach towards
contact with the surface. This model assumes that the restoring force of the cantilever Fc is in
mechanical equilibrium with the attractive force felt between the tip and the surface Fts
𝐹𝑛𝑒𝑡 = 𝐹𝑐 (𝑑) + 𝐹𝑡𝑠 (𝑧) = 0

(6.2)

where Fc is modeled as a hookean spring with a cantilever spring constant kc and a force
proportional to the cantilever’s deflection d from its “rest” state (i.e. 𝐹𝑐 = −𝑘𝑐 𝑑). Moreover, Fts
is a function of the tip-surface separation distance z (> 0) and geometric parameters (such as tip
radius R).
Since static equilibrium is assumed to be maintained throughout the tip’s descent towards
the surface, the quasi-static model neglects inertial effects due to the motion of the cantilever.
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To test this assumption, the quasi-static results were compared with a new “dynamic” model
which simply removes the quasi-static assumption (i.e. 𝐹 = 𝑚𝑎 ≠ 0) from the original model.
Through this comparison, inertial effects were determined to significantly impact the expected
value of dc (and thus A) in certain experimental conditions (i.e. fast approach velocities and
flexible cantilevers). Fortunately, it was also determined that if the cantilever’s properties were
properly selected and the tip was lowered towards the surface at an appropriately slow velocity,
the negative impact of the quasi-static assumption could be minimized. Thus, by integrating this
new information into the experimental procedure, the method can be considered to be “quasidynamic” because it builds off of the quasi-static model while also accounting for the tip’s
dynamic motion.
The first iteration of the dynamic model assumes that the influence of thermal noise is
negligible and so thermal vibrations of the cantilever are not incorporated into the original study.
However, equipartition theorem implies that the cantilever’s deflection can fluctuate by a mean
squared value proportional to 𝑘𝑐 −1 due to thermal vibrations.123,84,41 Since contact-force AFM
cantilevers can feature spring constants on the order of 10-2 N/m, the question arises as to
whether or not this could be a significant source of error in the final results of the method.
Therefore, the purpose of this chapter is to provide a theoretical exploration of the affect that
thermal noise has on the measured dc and the eventual estimation of A using the quasi-dynamic
method.
This study begins by reviewing the relevant details of the dynamic model. Then
stochastic thermal noise is added to the original model using an adaption from Langevin
molecular simulations. A preliminary theoretical analysis is included to provide a framework for
comparison between the new thermalized model and the original dynamic model. Finally,
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experimentally relevant parameters are inputted into the newly “thermalized” dynamic model
and the results are used as a means to predict experimental implications of thermal fluctuations
on the quasi-dynamic method.

6.2

Review of the Dynamic AFM Cantilever Model
As previously mentioned, the dynamic model builds off of a quasi-static interpretation of

the cantilever tip’s behavior during an AFM force measurement. However, unlike the force
balance presented in Eq. (6.2), the dynamic model does not assume mechanical equilibrium and
instead includes the inertial effects of the deflecting tip as a function of time t
𝐹𝑛𝑒𝑡 (𝑡) = 𝑚

𝑑2 (𝑑)
= 𝐹𝑐 (𝑡, 𝑑) + 𝐹𝑡𝑠 (𝑡, 𝑧)
𝑑𝑡 2

(6.3)

where m is the system’s mass as determined from the measured kc and angular resonance
𝑘

frequency ω0 (i.e. 𝑚 = 𝜔 𝑐2). Note that the tip’s deflection d (< 0) is related to tip-surface
0

separation z (> 0) by
𝑧 = ℎ + 𝑑 = ℎ − |𝑑|

(6.4)

where h (> 0) is the undeflected tip height as depicted in Figures 1.4 and 1.5. Therefore, a final
governing equation is required to account for the number of independent variables. For this
purpose, the tip is assumed to approach the surface at a constant speed vc from an undeflected
cantilever height of h0 as follows
ℎ = ℎ0 − 𝑣𝑐 𝑡

(6.5)

And finally, in Chapter 4, it was determined that the tip-surface attractive force Fts could be
approximated by assuming an effective sphere-plate interaction
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𝐹𝑡𝑠 (𝐴, 𝑧) = −

𝐴𝑅𝑒𝑓𝑓
6𝑧 2

(6.6)

where Reff is the tip’s radius of curvature. Again, assuming Fc can be modeled as a hookean
spring, numerical time integration of Eqs. (6.3) and (6.5) produces deflection curves similar to
those expected from a typical AFM experiment. The codes are numerically solved using a
Runge-Kutta ordinary differential equation (ODE) software built into MATLAB (ode45). The
code is programmed to finish once the tip makes contact with the surface (i.e. when d = h) at
which point the final d is the deflection at first contact dc.

6.3

Thermalizing the Dynamic Model
Stochastic thermal fluctuations were added to the dynamic model by adopting aspects

from Langevin simulations which are classically used for molecular dynamic studies. In order to
adapt it perfectly to Langevin, the newly-thermalized AFM dynamic model would now have to
include a velocity-dependent drag force Fdrag and a stochastic, thermal force Fthermal. This would
result in the following modification to Eq. (6.3)124
𝐹𝑛𝑒𝑡 (𝑡) = 𝑚

𝑑2 (𝑑)
= 𝐹𝑐 (𝑡, 𝑑) + 𝐹𝑡𝑠 (𝑡, 𝑧) + 𝐹𝑑𝑟𝑎𝑔 (𝑡, 𝑣𝑡 ) + 𝐹𝑡ℎ𝑒𝑟𝑚𝑎𝑙 (𝑇)
𝑑𝑡 2

(6.7)

where Fthermal is a function of temperature T and vt is the time-dependent velocity of the tip
deflecting towards the surface which is not to be confused with the AFM’s constant approach
velocity vc shown in Figure 1.5 (Eq. (6.5)).
However, given the computational intensity of evaluating Eq. (6.7) with sufficiently
small time steps, an “leap-frog” approach was adopted as an alteration to the classical Langevin
mechanics model. This approach provides stochastic, thermal kicks to the original dynamic
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model (Eqs. (6.3) and (6.5)) at a rate defined by a time step δt. These thermal kicks are given as
change in the instantaneous tip velocity (i.e. ∆𝑣𝑡 ) as presented in Goga et al.’s original work125
∆𝑣𝑡 = −𝑓𝑣𝑡 + √𝑓(2 − 𝑓)(𝑘𝐵 𝑇/𝑚)𝜉

(6.8)

where drag is accounted for by reducing the velocity by a fraction f (0 ≤ 𝑓 ≤ 1), 𝑘𝐵 is the
Boltzmann constant, 𝜉 is a normally distributed variable with unit variance. The leap-frog
approach thereby accounts for both drag and thermal noise as the first term is an effective drag
reduction at each time step and the second term provides an impulse kick to the system based on
thermal energy. At each time step, the new thermalized dynamic model proceeds in the following
manner
1. The state of the cantilever (defined by the instantaneous deflection d and velocity vt) is
defined by Eq. (6.3) at the conclusion of the previous time step.
2. The velocity is “updated” with a thermal kick as defined by Eq. (6.8) while deflection of
the cantilever remains unchanged (𝑣𝑡′ = 𝑣𝑡 + ∆𝑣𝑡 ).
3. The unaffected d and the now-modified vt are given to Eq. (6.3) as initial conditions and
the ODE solver numerically progresses Eqs. (6.3) and (6.5) another time step.
As with the original dynamic model, this progression continues until the tip contacts the surface
(i.e. d = h). The velocity reduction fraction f and the step size δt for each kick are related through
what Goga et al. calls the “effective friction rate” 𝛾𝑒𝑓𝑓 where125
𝛾𝑒𝑓𝑓 ≡ −

1
𝑙𝑛(1 − 𝑓)
𝛿𝑡

(6.9)

Throughout this study, δt is held constant at the AFM’s limiting resolution for a deflection curve
(i.e. 64k points gathered from a 900 nm ramp taken with a vc of 200 nm/sec yields a δt of
7 × 10−5 sec). Assuming that the system is critically damped when 𝛾𝑒𝑓𝑓 = 2𝜔0, this allows for
f to be a free variable which is chosen based on the damped nature of the system (i.e. if the
system is underdamped, f is chosen such that 𝛾𝑒𝑓𝑓 < 2𝜔0).
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Even though the vdW force dominates the tip’s behavior when the tip is close to the
surface, at greater separation distances the vdW force vanishes and the tip is expected to behave
as a simple harmonic oscillator. Therefore, in order to verify that this new dynamic model
behaves as a proper thermostat, it was first tested in the case of large z where Fts = 0 and Eq. (3)
becomes an isolated harmonic oscillator system. Details of this analysis can be found in
Appendix D but the results demonstrate that the leap-frog approach does in fact satisfy the
conditions of a proper thermostat. First, it provides a Gaussian distribution in both deflection
and velocity with variances related to the reference temperature as follows123,84
𝜎𝑑 2 =

𝑘𝑏 𝑇
𝑘𝑐

(6.10)

𝜎𝑣 2 =

𝑘𝑏 𝑇
𝑚

(6.11)

for deflection and

for velocity. In addition, the simulation results are uncorrelated as would be required from the
influence of purely randomized noise. Since these conditions were all met by the leap-frog
methodology presented in this section, the authors proceed with a study of the full dynamic
model and take a theoretical look at the implications on the quasi-dynamic method.

6.4

Theoretical Analysis
The quasi-dynamic model builds off of the original non-thermalized dynamic model as

presented in Eqs. (6.3) and (6.5). Therefore, a comparison between the thermally updated model
and the original is provided in this section to provide a theoretical basis for the following
section’s study of experimental implications. Figure 6.1 shows simulations of both the original
dynamic model (blue) and the thermalized dynamic model (red) for a cantilever taken from
Bruker’s MSCT tip pack (type E) in an ambient environment with a temperature T of 298K.
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The manufacturer lists the nominal values for this cantilevers to be: 𝑘𝑐 = 0.1 N/m, 𝑓0 =

𝜔0
2𝜋

= 38

kHz for type E. For the simulations, the tip radius R, approach speed vc, and system Hamaker
constant A were set to be 100 nm, 200 nm/s and 108 zJ, respectively (assuming a silicon nitride
tip against an amorphous silica substrate for A). Finally, when the time step is prescribed as δt =
7 × 10−5 sec as previously noted, values of f = 0.96 and f = 1 depict systems that are
underdamped (𝛾𝑒𝑓𝑓 = 𝛾𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 /10) and critically damped. (The overdamped case is redundant
and not included since 0 ≤ 𝑓 ≤ 1.)
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Figure 6.1: Deflection curves simulated using the thermalized dynamic model for both the
critically damped (a) and the underdamped (b) cases. The tip parameters correspond with
Bruker’s MSCT type E cantilever (𝑘𝑐 = 0.1 N/m, 𝑓0 = 38 kHz) with a radius of 100 nm. The
approach speed and system Hamaker constants were set to be 200 nm/s and 108 zJ.
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Note that the thermalized model in red holds true to and essentially outlines the original
model shown in blue. However, for both cases, the thermalized model is shown to jump into
contact with the surface (shown in green) before the blue line. This difference in contact point
leads to a disagreement in the dc observed which would inevitably result in discrepancies for the
final estimation of A. However, the question remains as to whether or not the thermalized tip will
always jump to the same dc value. In order to test this, the same model was run 100 times and
the dc was collected after each run. The histograms for both the underdamped and critically
damped cases are shown in Figure 6.2.
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Figure 6.2: Distribution of simulated dc’s for underdamped and critically damped thermalized
systems using same parameters listed in Figure 6.1.
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Interestingly, both the critically damped and underdamped systems predict the same dc
behavior with a mean of about –5.03 ± 0.04 nm. Note that the non-thermalized dynamic model
predicts dc to be –4.94 nm while the quasi-static approximation yields –4.95 nm. Thus, the
thermal model overshoots the magnitude of both of the original estimates of dc. This is most
likely a result of the cantilever being kicked down into the regime where the vdW force
dominates earlier than the original dynamic model predicts and so the tip jumps into contact
earlier as seen in Figure 6.1. As previously mentioned, this error in dc leads to an overestimation
in Aapp of 5 zJ (recall the A used in the model was 108 zJ).
While the figures presented above were produced using an approach velocity of 200 nm/s,
the question remains as to whether or not the vc substantially affects the results. In order to
verify this, the model was run for a range of approach velocities from a “quasi-static
approximation” of 10 nm/s to a “fast” approach speed of 1000 nm/s. Because the initial
validation work demonstrated that different cantilever properties will influence the inertial
effects on dc, Figure 6.3 shows the average dc of 100 runs simulated for two of Bruker’s MSCT
cantilevers E (𝑘𝑐 = 0.1 N/m, 𝑓0 = 38 kHz) and C (𝑘𝑐 = 0.01 N/m, 𝑓0 = 7 kHz). Again, the
critically damped (𝛾𝑒𝑓𝑓 = 2𝜔0) and underdamped (𝛾𝑒𝑓𝑓 = 2𝜔0 /10) are included for both
cantilevers by modifying f in Eq. (6.9) and setting δt = 7 × 10−5 sec. The values for A, R and T
are held consistent with those in Figure 6.1.
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Figure 6.3: Dependence of dc on approach velocity vc for a stiff cantilever (type E) and a flexible
cantilever (type C) for both the underdamped (blue) and critically damped (orange) cases. Other
model parameters are consistent with Figure 6.1. The quasi-static (black) and dynamic (red)
model limits have also been included. Lines are guides for the eye and error bars are based on
one standard deviation.
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The figure demonstrates that as the cantilever approach speed slows, the tip jumps earlier
and earlier which registers an increasing |dc| as vc approaches the quasi-static limit (vc → 0).
Interestingly, also at the quasi-static limit, the difference between the thermalized model’s mean
dc and that predicted by the other two non-thermalized models approaches the expected value for
𝜎𝑑 as predicted by equipartition theorem in Eq. (6.10). This implies that, as the vc decreases, the
cantilever has greater probability of deflecting an additional amount as prescribed by 𝜎𝑑 . This
causes the cantilever system to become unstable early and, thus, register a dc value that is
enlarged by 𝜎𝑑 at the quasi-static limit.
Moreover, to observe the effects of this increased |dc| on the Aapp predicted by the thermal
model, the Aapp for each case presented in Figure 6.3 was calculated. Recall that convergent
behavior was observed for all cantilevers in the original study (Figure 3.4) when the simulated
results for Aapp were normalized by the inputted A and then plotted with respect to the
dimensionless time parameter τ as defined by
𝜏≡

𝑣𝑐
𝜔0 |𝑑𝑐 |

(12)

Therefore, Figure 6.4 presents the results for Aapp/A shown in Figure 3 as a function of τ along
with the original dynamic model results.
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Figure 6.4: Simulated data for Aapp calculated from the results presented in Figure 6.3,
normalized by the inputted A, and finally presented as a function of the dimensionless time
parameter τ. Lines are guides for the eye and error bars are based on the propagation of error
from one standard deviation in dc.

The convergent behavior that is predicted by the original dynamic model (black in Figure
6.4) is not maintained by the thermalized model. While both models overestimate the dynamic
model predictions, cantilever C, being more flexible, is shown to jump earlier than cantilever E
even for matching values of τ. This is mostly a result of τ not properly accounting for the kc of
the system which governs the magnitude of 𝜎𝑑 and, thus, determines how early the cantilever
will become unstable as previously noted from Figure 6.3.
A final observation is that the standard deviations observed in the dc values predicted
thermal models of Figures 6.2 and 6.3 are an order of magnitude less than that is to be expected
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from an AFM experiment (𝜎𝑑𝑐 ~ 10-1 Tables 3.2 and 4.1). This indicates that thermal noise may
not be the sole cause of variation of dc values observed in an AFM experiment. With this
information in mind, the following section further explores the possible implications for an AFM
experiment aimed at measuring the dc using the quasi-dynamic method.

6.5

Experimental Implications
The quasi-dynamic model relies on the measurement of the deflection at first contact dc

in order to estimate the A using Eq. (6.1). Therefore, this section explores the possible impacts
on the measurement of dc if a cantilever is exposed to a thermal bath during the AFM force
experiment. To do this, raw deflection data taken from the original validation experiments for
quasi-dynamic method is used to calibrate the parameters of the thermalized dynamic model.
Specifically, the non-contact portion of the curve is isolated from the jump-to-contact and
contact portions of this data in order to view the thermal effects before the cantilever begins to
interact with the surface. Moreover, in order to isolate the thermal oscillations, other noise
effects such as optical interference are removed from the non-contact data as presented in the
supplemental information. Thus, Figure 6.5 depicts the raw thermal fluctuations of a MSCT type
E cantilever. Using the thermal tuning method,41 the cantilever’s resonance frequency and
spring constant were estimated to be 37.5 kHz and 0.15 N/m respectively.

115

Figure 6.5: Experimental noise as observed during the approach, non-contact portion of a
deflection curve used in the validation study. The thermal fluctuations are isolated by the
procedure introduced in the Appendix D.
By pure inspection, one can gather that the variance in the thermal model of Figure 6.1 is
much higher than that of the raw data shown in Figure 6.5. In fact, the standard deviation of the
raw data is almost an order of magnitude less than that shown in Figure 6.1. This is curious
because, as previously noted, the thermalized dynamic model is consistent with equipartition
theorem which is what is used in the thermal tune method to “measure” the cantilever’s spring
constant. However, this is not the first time in the literature where researchers have noticed a
deviation in observed cantilever behavior from the classic equipartition theory (which the
thermal model is designed to agree with). The consensus is that the equipartition theorem
typically overshoots the oscillations present in a typical AFM experiment.84,126,127 Therefore,
several researchers provide modifications to Eq. (6.10) so that the theory matches the experiment.

116
Since the current study is more interested in the impact that thermal fluctuations have on
dc and not the fundamental nature of the oscillations, the primary focus of the work can still be
maintained by modifying the thermal model’s reference temperature in a way that the observed
variance in the model matches the raw AFM data. In this way, the strength of the kicks given by
the thermal model produce matching behavior with a reference temperature of 3K. Using this
purely theoretical parameter in unison with the measured cantilever’s spring properties, Figure
6.6 presents a non-contact (i.e. no vdW forces present) simulation of a thermalized cantilever tip.
In addition, both an underdamped case (f = 0.5) and a critically damped case (f = 1) and were
used with the aforementioned δt = 7 × 10−5 sec. As expected, this modification, while crude as
it may be, has satisfactorily mapped the thermalized dynamic model onto the raw AFM data as
indicated by the variance observed in Figure 6.6.
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Figure 6.6: Thermalized dynamic model results for both the underdamped (a) and critically
damped (b) cases that have been scaled to match the experimental data in Figure 6.5.
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Next, the question arises as to the damped nature of the cantilever system. In order to
address this, the autocorrelation of the deflection 𝐶𝑑 was taken of the data in Figure 6.3 using the
following128
𝐶𝑑 (𝑛) =

〈𝑑(𝑡)𝑑(𝑡 + 𝑛)〉
〈𝑑(𝑡)𝑑(𝑡)〉

(6.13)

where the brackets represent an averaging function and 𝑛 is a time step so that 𝑑(𝑡) is the
instantaneous deflection and 𝑑(𝑡 + 𝑛) is the deflection at some greater value. The results of this
are shown in Figure 6.7. The oscillations are due to noise effects of the instrument’s limited
resolution in d and the sinusoidal nature of the underlying cantilever motion. Regardless, the
initially rapid damping would imply that the system is at least critically damped. However, since
Norrelykke et al. determined that an AFM cantilever is, in fact, an underdamped system,129 the
analysis proceeds with a study of both critically and underdamped cantilevers.

Figure 6.7: Autocorrelation of experimental data presented in Figure 6.5.

119
Now that the thermal effects have been properly scaled to match the experimental data,
new simulated deflection curves were created using the parameters experimentally determined in
the original validation study (i.e. those corresponding to Figure 6.5). For example, Figure 6.8
shows a thermalized deflection curve simulated with a 𝑘𝑐 = 0.15 N/m, 𝑓0 = 37.5 kHz, T = 3 K, f
=1, δt = 7 × 10−5 sec, vc = 200 nm/s, and an A = 108 zJ (Figure 6.5 was collected from an
amorphous silica substrate using a silicon nitride cantilever). The effective radius of curvature
Reff =153 nm was used for the tip radius in order to compare the final results of the simulation
with those of the previous study.

Figure 6.8: Deflection curve simulated using the thermalized dynamic model for the critically
damped case. The tip parameters correspond with Bruker’s MSCT type E cantilever (𝑘𝑐 = 0.1
N/m, 𝑓0 = 38 kHz) with a radius of 100 nm. The approach speed and system Hamaker constant
were set to be 200 nm/s and 108 zJ.
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When the magnitude of the thermal noise present in Figure 6.8 matches that observed in
Figure 6.5, the distribution of dc’s produced from running the simulation multiple times becomes,
essentially, a delta function (−4.967 nm) for both critical and underdamped cases which agrees
with the quasi-static approximation (−4.986 nm). Perhaps more importantly, the thermalized
model’s mean dc also agrees with the results found during the actual validation experiments
(−4.98 nm). Additionally, the 10-3 nm standard deviation observed from this study further
indicates that thermal fluctuations on the order observed from the raw data in Figure 6.5 are not
the cause for variation in dc collected in an actual AFM experiment (~10-1 nm) and, thus, should
not impact the results of the quasi-dynamic method.
Furthermore, the same approach velocity study (Figures 6.3 and 6.4) was also conducted
for this reduced temperature thermal model and the results of dc are presented in Figures 9 and
10. Again, the cantilever properties are based on Bruker’s MSCT type E and C which are chosen
to represent a range from stiff to flexible cantilevers. Otherwise, the values for A, R and T are
held consistent with those in Figure 6.8.
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Figure 6.9: Dependence of dc on approach velocity vc for a stiff cantilever (type E) and a flexible
cantilever (type C) for both the underdamped (blue) and critically damped (orange) cases. Other
model parameters are consistent with Figure 6.8. The quasi-static (black) and dynamic (red)
model limits have also been included. Lines are guides for the eye and error bars are based on
one standard deviation.
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Similarly to Figure 6.3, as the quasi-static limit is approached | dc | increases for all cases
and eventually the thermalized models overshoot both the quasi-static and dynamic models.
However, since the predicted 𝜎𝑑 for thermal fluctuations (Eq. (6.10)) is on the order of 10-2 nm,
the overshoot is minimal (and, again, on a comparable scale to 𝜎𝑑 ) and, thus, the thermalized
models appear to intersect the dynamic and quasi-static model as vc → 0. Another difference
from the ambient-temperature models in Figure 6.3 is that the thermalized models in fact slightly
underestimate the value of | dc | at all values of vc above 10 nm/s. While the “hotter” cantilevers
had the potential to be kicked into the range where the vdW dominated the system, these “colder”
cantilevers do not have that ability (the thermal fluctuations, 𝜎𝑑 , are too small) and hence do not
become unstable before the dynamic model. In fact, the kicks appear to act as a damping force
by slowing the cantilever’s approach during its jump-to-contact which results in smaller values
of dc as vc increases (the surface moves towards the cantilever faster in a sense). Finally, the
impact that these results have on Aapp predicted by the thermalized dynamic model are presented
in Figure 6.10 in the same manner as Figure 6.4.
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Figure 6.10: Simulated data for Aapp calculated from the results presented in Figure 6.8,
normalized by the inputted A, and finally presented as a function of the dimensionless time
parameter τ. Lines are guides for the eye and error bars are based on the propagation of error
from one standard deviation in dc.

Since the predicted dc’s of this low temperature model closely follow the dynamic model in
Figure 6.9, it is not surprising that the results in Figure 6.10 converge much closer to the
expected relationship between Aapp/A and τ than the ambient-temperature models from Figures
6.3 and 6.4. In fact, the two cantilevers appear to even map onto each other in a similar manner
as was observed with the original dynamic model simulations (Figure 3.4). These results
indicate that if thermal fluctuations are, in fact, truly on the order observed in Figure 6.5, then the
same experimental implications hold as those previously determined in the original study (i.e.
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stiff cantilever at a slow speed yielding a 𝜏 ≤ 1.2 × 10−4 ). However, it is still unclear why the
reference temperature must be modified from ambient in order to produce thermal fluctuations
similar to that of an experimental study (Figure 6.5) and, therefore, this claim cannot yet be made
with confidence.

6.6

Summary
A leap-frog procedure for implementing thermal noise into the dynamic approach-to-

contact model was presented. The newly thermalized model was determined to be a proper
thermostat and, then, was used to test the implications of thermal fluctuations on the measured dc
as well as the apparent A using the quasi-dynamic method. A discrepancy between the
equipartition theorem’s expected noise and that observed in an experimental setting was
uncovered and is quite puzzling. While this problem has not yet been resolved, the study
proceeded with a simple fix by modifying the reference temperature in order to decrease the
magnitude of the thermal kicks to match that of the thermalized model. Both the ambient
temperature model (with unrealistically large kicks) and the low temperature model (with
experimentally relevant kicks) were studied in order to determine useful information regarding
the effect of thermal noise on the quasi-dynamic method.
First, even when comparing the experimental results with the high temperature model, the
standard deviations of the experiments are at least an order of magnitude greater than that of the
theoretical model. In addition, these experimentally-observed errors vary from substrate to
substrate as seen in Tables 3.2 and 4.1. Since the thermal effects will be independent of the
substrate being interrogated, both of these points lead to the conclusion that thermal effects are
not the primary source of error in AFM experiments. The second observation implies that
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surface effects such as roughness most likely dominate the other noise terms and, thus, are
responsible for the experimental error in dc.
The velocity studies conducted indicate that the temperature issue should be resolved
before any conclusive implications can be uncovered. However, the trends imply that the quasidynamic method is not impacted by the “damped” nature of the cantilever as the results for both
underdamped and critically damped cases were statistically similar for both temperature models.
In addition, if one assumes that the low temperature model (with experimentally scaled
fluctuations) is accurate, then the same implications uncovered from the original dynamic model
study would apply (i.e. a 𝜏 ≤ 1.2 × 10−4 is recommended) for experimental design.
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7. STATISTICAL ASSESSMENT OF THE EFFECT OF SURFACE
ROUGHNESS ON VAN DER WAALS ADHESION FORCES

7.1

Introduction
Detection of improvised explosive devices (IEDs) in airports and other public areas is of

fundamental concern for public safety.130 Trace explosive particles are likely to contaminate the
clothing and equipment of individuals in contact with these materials during IED manufacturing
or transportation.87 Sophisticated removal and detection techniques have been developed in
order to identify persons with explosive particles adhered to their clothing and luggage.89,118
However, a more complete understanding of the affinity between the particles of interest and the
detection device, typically a swab or trap, is required to improve current IED detection
efficiency.96 Similarly, adhesion between the explosives residues and the contaminated surfaces
must also be better understood. Since the particles of interest are on the micrometer size scale,
intermolecular interactions such as van der Waals (vdW), capillary, and electrostatic forces are
of primary interest when describing the adhesive properties of these materials.9,11,44,131 While the
latter two forces are conditional and can change depending on testing conditions, vdW forces are
always present. For this reason, vdW interactions are the primary focus for this work.
Theoretical predictions tend to assume systems with smooth surfaces and wellcharacterized geometries.8,72,73 However, real systems deviate from these ideal conditions as no
surface is perfectly smooth. This causes experimental observations of vdW interactions to differ
from theoretical predictions by as much as an order of magnitude.63 Heterogeneity within a
substrate’s surface morphology is commonly attributed as the principle cause for such
deviations.63,132 As a result, various modeling attempts have been made to account for this
variation in the contact regime and its consequential effects on the vdW interactions between
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surfaces.2,60,64,66,67,133 Recently, atomic force microscope (AFM) topological maps from the
surfaces of interest have been shown to be effective when used to simulate the vdW
interactions.68,69 However, this characterization method presents a statistical problem since an
AFM topographical scan is typically a few microns in length and represents a very small fraction
of the total surface area of most surfaces of interest (such as a luggage handle or a laptop
surface). In addition, one can expect to find a certain amount of variation amongst different
scans.
To address these problems, a modern statistical method called the “bootstrap” was
employed to statistically determine the number of scans required to describe the effect of this
roughness variation on the likely vdW adhesion force. The bootstrap method is a computational
statistics tool that builds off of the central limit theorem and can be used to analyze the accuracy
of statistical estimates of an unknown or non-normal underlying distribution.134–136 This makes it
useful in analyzing AFM force measurement data, where the population in question is large and
the underlying adhesion force distribution is typically unknown.
To provide data for bootstrap analysis, AFM topographical scans were collected from three
surfaces with a broad range of surface roughness. These area scans were then used as inputs to an
existing adhesion force simulator.2,66–69 The statistical estimate of interest is the predicted mean
adhesion force calculated by inputting n number of area scans into this simulator (1≤n≤40). The
bootstrap method was then used to predict the accuracy of the estimated mean adhesion force
calculated using a sample size of n topographical scans. This method allows us to provide
recommendations regarding the number of topographical surface scans necessary to accurately
model the vdW interaction between rough surfaces. Furthermore, since the adhesion model
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treats these scans as simulated contact locations, these recommendations can be also be applied
to the number of contact locations needed to thoroughly measure a surface’s adhesive properties.

7.2

Experimental Methods
This study was conducted in three parts. First, a large number of AFM topographical

maps were collected from three substrates: silica glass, Teflon®, and stainless steel. Next, the
vdW adhesion force simulator was used to estimate the adhesion force distribution that would be
expected if a particle mounted on an AFM cantilever contacted a surface with the measured
topography 1200 times. This large amount of data provided a basis set that could be used as the
experimental control in the statistical analysis of this study. The results of the simulations were
evaluated using the bootstrap method and inferences were made regarding the effect of
additional topographical maps on the accuracy of the resulting mean force predictions.
7.2.1 AFM Topographical Maps
A total of 120 topographical scans were taken (40 for each of the three substrates) using a
Veeco Instruments, Inc., MultiMode AFM with NanoScope V controller. Each scan covered an
area that was 5μm by 5μm. The surface topography was mapped with a J-Scanner in tapping
mode. RTESPA cantilevers from Veeco (MPP-11120-10) were used to perform the mapping.
The three surfaces studied included silica, type-316 stainless steel, and Teflon. The Teflon
surface was comprised of a Teflon coating over a Plexiglas® substrate. This served as the
roughest substrate while a microelectronics-grade silicon wafer (with native oxide) represented
the smoothest surface. The stainless steel coupon provided an intermediate level of roughness.
In order to tailor an appropriate level of roughness in the stainless steel substrate, a polishing
technique used in a previous study was implemented using a Buehler MiniMet® 1000
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Grinder/Polisher.137
7.2.2 Surface Roughness Characterization
Figure 7.1 shows a representative two-dimensional topographical map of each substrate.
As can be seen, the silica is exceptionally smooth and the Teflon is extremely rough. The
stainless steel substrate exhibits anisotropic furrows created during the polishing process.137

Figure 7.1: Topographical maps of the silica (left), stainless steel (middle), and Teflon (right)
surfaces used in this study.
The roughness of each image was characterized using two parameters: root mean squared
roughness (Rq) and the peak-to-peak distance. Rq is a mathematical representation of the
variability of the profile from the center line, as shown by

1

𝑅𝑞 = √𝑛 ∑𝑛𝑖=1 𝑧𝑖2

(7.1)

where zi denotes the vertical distance (nm) of a point i from the center line which divides the area
contained between it and the profile to be equal on each side.138 The peak-to-peak distance is the
difference between the minimum and maximum z values in the scan. The average values for the
two characteristics were calculated for each material and are displayed in Table 7.1.
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Table 7.1: Roughness characteristics of each substrate
Substrate

RMS

Peak–Peak Distance

Silica

0.6 ± 0.2 nm

12.8 ± 7.9 nm

Stainless Steel

7.4 ± 1.9 nm

65.9 ± 17.9 nm

Teflon

24.3 ± 5.8 nm

181.2 ± 52.7 nm

7.2.3 Adhesion Force Simulation
A detailed description of the design and experimental validation of the particle adhesion
simulator is outlined in previous works.2,66–69 In brief, the program takes information about the
geometry and surface morphology of the interacting solids and then simulates the contact
between their surfaces. Then, the program uses a pairwise additive approach to calculate the
resulting vdW force between the surfaces. The simulator requires the input of a system Hamaker
constant which accounts for compositional effects of the two materials. In this work, to isolate
the effects of surface roughness from those associated with composition, the same value of
Hamaker constant (76 zJ) was use for all particle-surface pairs studied. 1200 contacts were
simulated between each topographical surface map and a perfectly smooth, spherical, 10µm
diameter particle. After calculating the distributions between the smooth particle and all 40
topographical maps, the mean adhesion force was recorded for each scan and plotted in a mean
force distribution. One such distribution is shown in Figure 7.2 for a surface with roughness
simulated by the stainless steel coupon.
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Figure 7.2: Distribution of the mean forces resulting from 1200 simulated contacts between the
computer-generated smooth, spherical particle (10 micron radius) and each of the 40 generic
surfaces upon which the 40 topographical maps of the stainless steel substrate was imposed.
7.2.4 Statistical Methods – The Bootstrap
Figure 7.2 demonstrates that the distribution of simulated mean forces is not normal. The
data set is also not large enough to employ classical statistical analysis techniques. Fortunately,
the bootstrap method can be used to measure the accuracy of statistical estimates in such cases.
The specifics of the bootstrap method can be found elsewhere.134–136 The method builds off of
the central limit theorem by sampling from an original data set and then plotting the mean of this
sample in a new distribution. When this is repeated, the resulting distribution resembles a
normal curve which can then be analyzed using classic statistics. The following is a brief stepby-step description of the procedure that was conducted for each of the three substrates:
(1) Create parent distribution. The original, “parent,” distributions (Fig. 7.2) were
determined from the mean of 1200 simulated adhesion interactions calculated from each
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of the 40 AFM scans. This parent distribution is considered to be representative of the
population.
(2) Sample from the parent distribution. n samples (1≤n≤40) were selected from the
parent distribution. Each time a sample was selected from the distribution, it was
returned to the parent distribution to allow for an equal opportunity to be re-selected.
This is called “resampling” and is essential for ensuring that the bootstrap distributions
reflect the central tendency of the parent distribution.
(3) Create the bootstrap distributions. The mean value of the n samples is recorded and
then step 2 is repeated 10,000 times to create a new “distribution of means”. The large
number of iterations is required to minimize additional variability introduced by the
bootstrap method.136 This secondary “bootstrap” distribution (Fig. 7.3) of a desired
statistic can represent the sampling distribution of that statistic for the population.
(4) Repeat for different sample sizes. Steps 2–3 were repeated to create a bootstrap
distribution for a range of sample sizes (1≤n≤40). These new distributions are indicative
of the adhesion results one can expect when adhesion forces are calculated from or
measured directly upon different numbers of topographical scans/locations on a surface.
(5) Compare distributions created by each sample size. Information from each
distribution was then compared to determine a relationship between n, the number of
scans gathered from a surface, and the accuracy of the predicted mean force. The
specifics of these will be explained further in the analysis section.
In summary, application of the bootstrap method yielded 40 adhesion force distributions
for each scanned substrate for further analysis. By comparing the central tendencies of each of
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the bootstrap distributions, the accuracy of an experiment based on n force measurement sites
can be assessed.

Figure 7.3: Bootstrap distribution created by resampling the stainless steel parent distribution 30
times (n=30).

A final note about the bootstrap method is that the bootstrap distributions will reflect the
shape, spread, and bias of the original sampling distribution. Therefore, the accuracy of the
method is dependent on the number of samples originally taken from the population. A small
primary sample for the parent distribution is likely to yield skewed bootstrap distributions. To
verify that enough scans were taken for the parent distribution, the bias was calculated for all the
bootstrap distributions by comparing the mean of the parent distribution (𝑥̅ 𝑝𝑎𝑟𝑒𝑛𝑡 ) to the
bootstrap mean (𝑥̅𝑏𝑜𝑜𝑡 ), according to
𝐵𝑖𝑎𝑠 = |𝑥̅𝑝𝑎𝑟𝑒𝑛𝑡 − 𝑥̅𝑏𝑜𝑜𝑡 |

(7.2)
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A strong bias indicates that the original sample size is too small and more data needs to be added
to the parent distribution. Conversely, a low bias means that the bootstrap distribution is centered
at the mean of the original sample. Since the bootstrap bias is an estimate of the true bias of the
statistic, a small bootstrap bias also suggests that the original sample is centered at the desired
population parameter.(25) Table 7.2 gives the average biases calculated from the bootstrap
distributions for each substrate. All of the biases are on the order of 10−10 N which is several
orders of magnitude lower than the mean adhesive forces for all the materials (Table 7.3). Thus,
it can be assumed that an original sample size of 40 is sufficiently large and can be used as the
bootstrap population substitute.
Table 7.2: Average bias values for the bootstrap distributions
Substrate

Average Bootstrap Bias

Silica

0.3 nN

Stainless Steel

0.2 nN

Teflon

0.1 nN

Table 7.3: Average adhesion values calculated using same Hamaker constant (76zJ) for each
surface.

7.3

Substrate

Average Adhesion*

Silica

71.2 ± 19 nN

Stainless Steel

24.5 ± 6.7 nN

Teflon

10.4 ± 3.9 nN

Statistical Assessment and Discussion
As mentioned in the previous section, several bootstrap distributions (e.g., Fig. 7.3) were

created to represent the expected mean force distributions for experiments using different sample
sizes of n topographical scans. Again, since these scans are used as contact locations in the
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simulation model, the bootstrap distributions can also be thought of as the results obtained after
measuring the adhesion force when the particle contacts the surface many times in n locations.
To quantify the central tendencies of these distributions, typically statisticians use what is called
the standard error of the mean (SEM). The SEM is a measure of the deviation of the calculated
mean from the population mean. As step 3 (in the Statistical Methods section) indicates, the
bootstrap distributions are simply distributions of mean values. Therefore, the SEM of a
bootstrap distribution can be found by taking the standard deviation of that distribution.136 The
lower the SEM, the more confidence one can have in the calculated mean. The SEM was
calculated for the 40 bootstrap distributions and then plotted in Figure 7.4. In addition, another
statistic called the relative error (RE) was calculated for each distribution and plotted in Figure
7.5. The RE is essentially the SEM normalized with respect to the mean adhesion calculated for
each substrate (Table 7.3). The RE for each distribution can be found using:
1

𝑥̅ −𝑥̅ 𝑖

𝑅𝐸 = 𝑘 ∑𝑘𝑖=1 |

𝑥̅

|

(7.3)

where k is the number of iterations used to create the bootstrap distribution (k =10,000) for each
of the n samples, 𝑥̅𝑖 is mean of the ith iteration, and 𝑥̅ is the predicted mean adhesion force of the
whole distribution.
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Figure 7.4: Standard error of the mean (SEM) for each sample size (1≤n≤40). Sample sizes
indicate the number of contact locations included in a given experiment.

Figure 7.5: Relative error (RE) for each sample size (1≤n≤40).
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Notice that the SEM curves (Figure 7.4) imply that the greatest amount of error is
associated with the silica data and that the Teflon data is the most accurate. In contrast, the
relative error shown in Figure 7.5 suggests that the Teflon data is the least accurate. This
contradiction arises because the non-normalized SEM analysis is skewed by the scale difference
between the data sets. Table 7.1 indicates Teflon is the roughest of the three substrates and
therefore has the lowest average adhesion (Table 7.3). In contrast, the smoothest surface, silica,
has a mean adhesion that is nearly seven times larger than Teflon’s. This is to be expected as
surface roughness has been shown to drastically decrease adhesion by lowering the amount of
material within the interfacial region where vdW forces are strong.62,63 Therefore, when
analyzing the error in terms of magnitude, an apparent contradiction might arise as a result of
comparing values from different scales. To avoid further confusion, this work proceeds by
analyzing the RE, shown in Figure 7.5. This is the most appropriate representation of the
accuracy data because it allows for comparisons to be made without regard to scale.
Despite the discrepancy between the scaled and unscaled forms of data, they both
indicate the same trend. Even though the accuracy of the data increases with sample size, the
magnitude of this increase diminishes with each new measured region added. Therefore, a
threshold number of measurements exists that would maximize the amount of accuracy gained
with regard to the effort put forth by the researcher. All three curves in Figure 7.5, show that the
marginal increase in accuracy is significant when the sample size is less than 10 but substantially
diminishes with each additional measurement after 15. In order to quantitatively evaluate this,
the percent change in the RE was calculated within each interval. It was found that adding a 10th
measurement increases the accuracy by just over half a percent, while the 16th only contributes
an extra 0.2%. Therefore, an optimized amount of measurements lies between 10-15
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measurements. In addition, the shape of the curves in Figure 7.5 can be explained by
understanding that the RE is a result that stems from the definition of SEM (𝜎𝑥̅ ) when sampling n
times from a distribution with a σ2 variance:139
𝜎𝑥̅ =

𝜎
√𝑛

(7.4)

Therefore, it is expected that the shape of the curves resemble an inverse root n path
which should be retained given any substrate. Since this trend can be expected to hold with other
substrates, the predicted threshold above should apply to them as well.
Finally, the question arises as to why the rougher surface, Teflon, deviates from the other
two in terms of accuracy measurements. While the silica and stainless steel data follow roughly
the same accuracy trend, the Teflon is consistently ~3% less accurate. This is answered by
looking at the magnitudes of the surface roughness deviations listed in Table 7.1. While the
standard deviation over the mean ratio is relatively constant for all three substrates, the scale of
the Teflon RMS and peak-to-peak deviation can be expected to cause much greater variation in
adhesion. Since the vdW interaction energy between a sphere and a surface is inversely
dependent on separation distance,11 large RMS deviations and peak-to-peak deviations could
result in a wide distribution of adhesion force observations.

7.4

Summary
A challenge associated with describing the effects of surface roughness on particle

adhesion is that most surfaces exhibit roughness variations that span the entire surface. These
variations in roughness will then spawn variations in adhesion force. To fully characterize the
adhesion that will be exhibited at all locations on the surface, it is desirable to map the surface
with nanoscale detail. Since it is impractical to measure this roughness over an entire surface
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with a characteristic dimension on the order of centimeters, a relationship between the number of
surface measurements and the resulting variation in the predicted van der Waals force can help
determine the thoroughness of the surface characterization. For this purpose, the bootstrap
statistical method was employed to estimate the error associated with the predicted mean
adhesion force between a rough substrate and a simulated spherical particle. Specifically, 40
atomic force microscope (AFM) topographical scans (5µm x 5μm) were taken of three different
substrates in order to be used as model surface inputs to the adhesion force simulator. After
analyzing the results using the bootstrap method, it was determined that 10–15 surface
measurements optimizes the accuracy of the predicted adhesion with respect to the researcher’s
labor.
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8. CONCLUSIONS AND FUTURE WORK

The Hamaker constant, A, is the quantitative measure of the van der Waals (vdW)
attractive interaction that arises between particles and between particles and substrates. Since the
vdW interaction is among one of several contributions to intermolecular forces, and becomes one
of the main contributions particularly for non-polar molecules, it plays a significant role in
several microscale and nanoscale phenomena such as particulate flow, interfacial adhesion,
nanoparticle self-assembly, and colloidal stability. Hence, a better understanding of this key
intermolecular attractive force is desirable.
With an atomic force microscope (AFM), the deflection of a cantilever is measured, the
magnitude of which is related to the competition between the restoring force of the cantilever
and the attractive force between the tip of the cantilever and a chosen substrate. The deflection of
the AFM tip varies as the tip is moved into and out of contact with the substrate. An estimate of
A can then be obtained from this resulting deflection curve.
The pull-off, or direct-contact, portion of the AFM deflection curve is typically used to
determine a substrate’s adhesive properties. The value of A extracted from this pull-off regime is,
however, highly sensitive to various surface effects intrinsic to the contact regime, such as
roughness and deformation, which are themselves difficult to quantify precisely. More reliable
estimates of A should instead be obtainable from the approach-to-contact portion of the
deflection curve, where surface effects should be less significant.
The determination of the Hamaker constants using this portion of an AFM force experiment is
usually based on the following steps: 1) the dynamic AFM tip deflection under the influence of
the attractive force between the tip and the solid for a given cantilever approach speed is
obtained, and 2) a quasi-static model is used to fit the dynamic data, enabling one to infer the
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value of the Hamaker constant. In this document, the validity of this quasi-static method was
evaluated and an improved method was developed, in which the motion of the tip and the finite
resolution of the AFM are explicitly considered in the estimation of the Hamaker constant.
First, a correct derivation of the previous quasi-static method based on the “jump-intocontact” distance for the sphere-plane model is provided. The analysis was extended to other tipsurface force models. A “dynamic model” of the tip motion was developed in order to test the
validity of the “jump-into-contact” method. For small tip-surface separation distances, the tip
motion deviates from the predictions of the quasi-static analysis, except at the limit of zero
cantilever approach speeds. The dynamic analysis indicates that a “jump-into-contact” distance,
which can be defined only in the quasi-static limit, cannot therefore be uniquely determined from
the inherently dynamic AFM data. The errors of using the “jump-into-contact” quasi-static
model to determine the Hamaker constant were then quantified and found to be highly sensitive
to cantilever approach velocity 𝑣𝑐 and AFM sampling resolution . A new “quasi-dynamic”
method was then developed for properly interpreting the dynamic data.
In this new method, the dynamically well-defined deflection at first contact between the
tip and surface, dc, is determined from the dynamic data. Although dc depends upon vc and , the
quasi-static-based relationship between A and dc provided in Eq. (2.28) is nonetheless used to
calculate an apparent Hamaker constant, Aapp(vc, ). In order to recover the infinite resolution
and quasi-static limiting value of Aapp, a double extrapolation method is initially suggested to
generate Aapp(vc = 0,  = 0), which should yield the system’s “true” value of A. The double
extrapolation procedure was tested on simulated data generated by the dynamic model and was
shown to yield a very accurate estimate of the value of A used as input into the dynamic model.
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Furthermore, guidelines for the selection of cantilevers for implementation of the method
were presented. Scaling arguments provided a quantitative measure that determines which
cantilever-surface approach speeds correspond to the effective quasi-static limit for a given
cantilever. Hence, for an appropriately chosen cantilever, Hamaker constants can be reliably
determined from AFM data collected at only one slow, but practical, approach speed. The
effectiveness of the new method was experimentally tested for three previously studied materials.
The estimates of the Hamaker constants obtained using the new method, again performed at a
single approach speed, were found to be in agreement with the corresponding predictions of the
Lifshitz theory.
While this initial validation effort employed a complex pyramidal tip model to
approximate the tip-surface interaction force, an additional study investigated the practical
implementation of the quasi-dynamic method using a simple spherical tip model. The simplicity
of this model yields an analytical solution that can be used to approximate the Hamaker constant
solely from one parameter of an AFM experiment: the full deflection at first contact, dc. Thus,
the “quasi-dynamic” method does not require the use of numerical methods in order to relate dc
to the Hamaker constant and should, therefore, allow for its broader use. In addition, by using a
calibration surface to determine the tip’s effective radius, the variability associated with
measuring certain geometric parameters is mitigated. This is desirable since the final results of
any AFM method are heavily influenced by these nanoscale measurements, which are very
difficult to reliably measure with confidence. This tip calibration was then tested with
experimental data using six substrates and was found to be in good agreement with Lifshitz
approximations, when available. Finally, an analysis of the expected error was included to
provide a comparison between the precision dependencies of the three dominant AFM vdW
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measurement techniques. Since all the methods were found to have the same expected
instrument precision error, and the “quasi-dynamic” approach-to-contact method mitigates the
negative impacts resulting from surface effects, the new method can be used with high
confidence when estimating Hamaker constants in solid systems.
Then, the Hamaker constants of 4 swabs designed for extracting trace explosive
particulates from a given surface were measured and compared using the quasi-static method.
The study included two commercial swabs and two next-generation PPy swabs. By comparing
the adhesion force between the swabs and residue, one is able to quantify the adhesive nature of
each material and better advise the production and implementation of future swab-based removal
technology. While previous studies of this next-generation material found an improved
collection performance over the state-of-the-art swabs, the Hamaker constant comparison
revealed that the intrinsic adhesive behavior of the materials is not likely the cause of this
increase in efficiency. Instead, since the PPy substrates can be tailored with microscale pillars
which thoroughly interrogate the surface, it is believed that the increased contact area as a result
of these added surface features leads to the high collection performances of these swab materials.
A leap-frog procedure for implementing thermal noise into the dynamic approach-tocontact model was then presented. The newly thermalized model was determined to be a proper
thermostat and, then, was used to test the implications of thermal fluctuations on the measured dc
as well as the apparent A using the quasi-dynamic method. A discrepancy between the
equipartition theorem’s expected noise and that observed in an experimental setting was
uncovered and is quite puzzling. While this problem has not yet been resolved, the study
proceeded with a simple fix by modifying the reference temperature in order to decrease the
magnitude of the thermal kicks to match that of the thermalized model. Both the ambient
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temperature model (with unrealistically large kicks) and the low temperature model (with
experimentally relevant kicks) were studied in order to determine useful information regarding
the effect of thermal noise on the quasi-dynamic method.
A final study was conducted regarding the accuracy of a previously developed adhesion
simulation tool which uses AFM topographical scans to represent surface roughness. This was
done because the presence of inherent surface roughness causes variations in the observed and
simulated adhesion. While substrates exhibit variations in roughness throughout their entire
surface, it is not practical to take nanoscale surface measurements of a substrate with a
characteristic length scale of centimeters. This work establishes a relationship between a finite
number of sampled locations and the accuracy of the predicted vdW adhesion force. This
relationship follows an inverse root n trend that scales with roughness variation of the substrate
as shown in Figure 7.5. Understanding this, 10-15 surface measurements optimizes the
researcher’s labor while still preserving the statistical accuracy of the predicted adhesion force.
In addition, since the adhesion simulator used in this study treats the surface measurements as
simulated contact locations, these results may also be applied to the number of locations needed
to thoroughly measure a surface’s adhesive properties in an experimental setting. Finally, AFM
and other contact experiments typically result in non-normal distributions of measured forces.
The methods in this study can also be utilized to guide the implementation of the bootstrap
method to statistically assess results of future experiments.
While, the quasi-dynamic method was tested here with nominally flat surfaces there is,
however, the possibility of extending the calibration method to measurements on rougher
surfaces. Since surface features make it difficult to determine the precise amount of tip and
substrate material that directly interacts, perhaps a calibration surface that is sufficiently similar

145
in roughness to the substrate of interest can be identified, or even fabricated. Thus, similar
surface features can be incorporated into the calibration step of the cantilever tip. In this way,
again, all of the characteristic uncertainties of a typical AFM experiment (now including both
geometric and surface roughness) could then be lumped into an effective tip radius, thereby
allowing for greater confidence in the resulting A for surfaces that are not “smooth”. While the
definition of what constitutes a “sufficiently similar” rough surface is yet to be determined, such
an extension of the current method is not inconceivable, and may be worthwhile for further
exploration.
In addition, given that some materials hoped to be characterized by this method will
deform upon contact with the cantilever, the result of this will likely be revealed as a deviation
from the predicted dc for an assumed non-deformable, flat surface. Thus, the value of dc that is
captured by the AFM deflection curve and inputted into the quasi-dynamic method is not the
“true” dc, but instead an “experimental” dc will be observed, “dexp.” This dexp has been enlarged
by the amount “𝛿𝑑𝑐 ” as follows
𝑑𝑒𝑥𝑝 = 𝑑𝑐_𝑡𝑟𝑢𝑒 + 𝛿𝑑𝑐

(8.1)

As a result, the Aapp calculated and the dexp will be greater than the true material Hamaker
constant. To mitigate this effect, the experimental dc can be reduced by an amount that a
particular surface is expected to deform. Essentially, if one can predict the magnitude of
deformation, 𝛿dc, one would be able to account for the deformation effects of the material.
Finally, the thermalized model presented in Chapter 6 is promising in nature as it
successfully incorporates thermal noise into the dynamic model in accordance with equipartition
theorem. However, there needs to be a resolution as to why the experimental noise is an order of
magnitude less than predicted by equipartition theorem and therefore a temperature of 3K is
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required to be used with the thermalized model in order to match it to the experiment. In the
study included in Chapter 6, both ambient temperature and this modified temperature were used
to study the cantilever system. Although the results for both temperature models imply that
surface effects such as roughness will most likely dominate over the thermal contribution toward
the experimental error in dc, it is still desirable to quantify the magnitude of error induced by
thermal effects. In addition, the velocity studies conducted using the thermalized dynamic model
in this study indicate that the temperature issue should be resolved before any conclusive
implications can be uncovered. Moreover, it would also be interesting to understand why the
results imply that the quasi-dynamic method should not be impacted by the “damped” nature of
the cantilever (both underdamped and critically damped cases were statistically similar).

147

APPENDIX A. SUPPLEMENTAL INFORMATION FOR THEORETICAL
DEVELOPMENT OF THE QUASI-DYNAMIC METHOD

A1. THE REAL ROOTS OF THE QUASI-STATIC ANALYSIS OF MODEL 3
The properties of the three real roots, 𝑑̅1 , 𝑑̅2 and 𝑑̅3 , of Eq. (2.5) were investigated using
the known roots of a cubic equation. Their dependence on the parameter 𝑏̅, defined in Eq. (2.4),
is shown in Figure A1. The jump-to-contact distance Δd is defined as the difference between the
deflection at the critical point B, where the tip first becomes unstable (at which 𝑑̅3 = 𝑑̅2 ), and the
deflection at the contact point D, where the tip first makes contact with the surface (i.e. when
𝑑 = −ℎ or 𝑑̅ = −1). As noted in the main text, the roots denoted as 𝑑1̅ (≤ -1) can only be
achieved for 𝑏̅ > 0 if the tip unphysically penetrates the surface.
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Figure A1: Schematic representation of the “jump-into-contact” quasi-static method, in which
the real roots 𝑑1̅ , 𝑑̅2 , and 𝑑̅3 of Eq. (2.5) are shown as a function of 𝑏̅. The AB dotted line
represents the quasi-static path followed by the tip as 𝑏̅ increases, or as h decreases. The BD
dashed line shows the path followed by the tip as it “jumps-into-contact” with the surface. Points
A, B, and D correspond to cases (i), (ii), and (iii) in Figure 1.4, respectively. For any value of 𝑏̅,
the tip touches the surface when 𝑑̅ = −1 (z = 0). The path BE corresponds to the unphysical
“jump-into-contact” distance used by Das et al.78 𝑑1̅ and 𝑑̅2 are equal to each other at 𝑏̅ = 0
(point C). Adapted from Dong.103

A2. ENERGY ANALYSIS OF THE TIP-SURFACE SEPARATION DISTANCES
We analyze the tip equilibrium and the “jump-into-contact” phenomenon from the
perspective of the total potential energy of the system. This analysis gives the same results as in
the force analysis, but provides a better appreciation of the stability of the mathematical roots d2
and d3. For convenience, we use model 3 for the tip-surface force interaction.
For deflections of the cantilever, the mechanical potential energy resulting from
integrating Eq. (1.5) is

149
1
𝛷𝑐 = 𝑘𝑐 𝑑2
2

(A1)

where 𝛷𝑐 = 0 at d = 0. The potential energy of interaction between the tip and the surface is
obtained by integrating Eq. (1.12), yielding
𝛷𝑡 = −

𝐴𝑅𝑡
𝐴𝑅𝑡
=−
6z
6(ℎ + 𝑑)

(A2)

in which 𝛷𝑡 = 0 at 𝑧 → ∞. Therefore, the total potential energy of the system is
𝛷𝑡𝑜𝑡 = 𝛷𝑐 + 𝛷𝑡 =

1
𝐴𝑅𝑡
𝑘𝑐 𝑑 2 −
2
6(ℎ + 𝑑)

(A3)

As for the force analysis, we use Eqs. (2.3) and (2.4) to rewrite Eq. (A3) in a dimensionless form:
̅𝑡𝑜𝑡 =
𝛷

𝛷𝑡𝑜𝑡 1 2
𝑏̅
̅ −
=
𝑑
𝑘𝑐 ℎ2 2
(1 + 𝑑̅ )

When the first derivative of the total potential energy is zero,

(A4)
̅ 𝑡𝑜𝑡
𝑑𝛷
𝑑𝑑̅

= 0, the net force on the tip is

zero. The system is therefore at an equilibrium position. For the system to be in stable
equilibrium, the second derivative of the total potential energy has to be positive, or

̅ 𝑡𝑜𝑡
𝑑2 𝛷
𝑑𝑑̅ 2

> 0.

̅𝑡𝑜𝑡 (𝑑̅ ) should curve upward for a stable system, with the system residing at
Thus, the function 𝛷
the bottom of a potential energy well. If

̅ 𝑡𝑜𝑡
𝑑2 𝛷
𝑑𝑑̅2

< 0, then the system is unstable. The critical

transition from stability to instability, or the critical point, occurs when the potential energy
curve shows a horizontal inflection point, where both the first and the second derivatives of the
total potential energy are zero:
̅𝑡𝑜𝑡 𝑑 2 𝛷
̅𝑡𝑜𝑡
𝑑𝛷
=
=0
𝑑𝑑̅
𝑑𝑑̅ 2

(A5)

For a general tip-surface force expression, we note that the above conditions lead to the same
transition point described by Eqs. (2.13) and (2.14). Using Eq. (A4), the horizontal inflection or
critical point therefore appears when Eqs. (2.6) and (2.7) are satisfied. We again find at the
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4
1
critical point that 𝑏̅ = 27 and 𝑑̅2 = 𝑑̅3 = − 3. As noted before, this critical point corresponds to

the jump point in Figure 1.4, or to Point B in Figure A1.
̅𝑡𝑜𝑡 for model 3 over the physically meaningful range of −1 < 𝑑̅ ≤ 0
Typical plots of 𝛷
4
4
are shown in Figure A2 for three cases: (a) for 0 < 𝑏̅ < 27 (one stable root), (b) for 𝑏̅ = 27
4

(critical case), and (c) for 𝑏̅ > 27 (no stable roots). In case (a), there are two physical roots, since
1
1
− < 𝑑̅2 < −1 and − < 𝑑̅3 < 0. The root 𝑑̅2 is always unstable since it is located at the top of
3

3

a potential energy barrier. The root 𝑑̅3 is always stable, at least to small perturbations. Since 𝑑̅3 is
located at the bottom of a potential energy well, the equilibrium can be restored if the tip position
deviates by a small amount from this local minimum. In case (b), mechanical equilibrium cannot
1

be restored if the tip is deflected away from the equilibrium distance 𝑑̅2 = 𝑑̅3 = − 3. In case (c),
there are no equilibrium distances, and the tip has already jumped onto the surface. Although not
shown here, similar plots are obtained if one uses the potential energy relations that follow from
Eqs. (1.10) and (1.11).
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Figure A2: Typical plots of tot as a function of d for model 3 for different values of b .
Adapted from Dong.103
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A3. DETERMINING FIRST POINT OF CONTACT FROM SIMULATED AFM DATA
As noted in the main text, the dynamic model (Eqs. (2.16) and (2.17)) was integrated
forward in time until d = –h, where the tip first comes into contact with the surface (Figure 1.4;
this deflection at first contact is again denoted as dc). Beyond this point in time, the tip remains
in contact with the surface, while the cantilever continues to move towards the surface. This
“contact” regime was therefore modeled by subsequently integrating forward in time Eq. (2.16)
only, while always keeping the tip in contact with the surface, or d = –h.
The chosen time step for the numerical integration of Eqs. (2.16) and (2.17) was very
small. Thus, the resolution of the simulated deflection data was much finer than the sampling
resolution, , of typical AFM data. For each simulated deflection data set (representing the
nearly continuous trajectory of the tip), a subset of equally spaced data points, in time or
cantilever height h, was selected, based on the chosen AFM sampling resolution .
But because of the AFM’s non-zero value of 𝛿, the “observed” deflections will, in
general, straddle the actual point of first contact dc obtained from the (nearly) continuous
trajectory of the tip (see Figure A3). Consequently, the last sampled or observed deflection on
the “approach line” and the first observed deflection on the “contact line” will not coincide with
dc, having, in general, magnitudes less than the magnitude of dc.
From these two closest deflections to the true point of first contact, the value of dc can
only be approximately obtained. Various procedures for estimating dc from these two deflections
were considered, all of which approached the true value of dc as 𝛿 → 0 (and so yielded identical
results when incorporated into the full double extrapolation method). For example, the last
observed point on the approach line was projected onto an imaginary contact line, generated by
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extending the linear contact line into the approach regime. This projected deflection was then
averaged with the first observed deflection on the contact line to yield an estimate of dc. A
simpler procedure was also used, which was similar to how the point of first of contact was
approximately identified from actual AFM data in the companion paper.19 In this case, the
minimum sampled deflection (located either on the approach or contact line) was selected as the
approximate value of dc. This procedure is sufficiently accurate for small values of , and was
used here for convenience.
As noted above, each simulated deflection data set was “filtered” into a subset of equally
spaced data points based on the chosen resolution, . Thus, each  spans an integer number of
data points from among the complete simulated deflection data set (based on the small but nonzero integration time step). Consequently, if the first sampled deflection was always chosen to
coincide with the start of the simulation (i.e., t = 0 for Eqs. (2.16) and (2.17)), then the minimum
“observed” deflection (which again was used as the estimate of dc at a given ) was sometimes
found to be on the approach line, and most other times on the contact line. Hence, as  was
varied for fixed values of h0 and the approach speed, vc (as well as other relevant parameters), the
estimated value of dc was found to oscillate essentially randomly around its true value (even as
this estimate approached the true value of as 𝛿 → 0). This variation in the estimated value of dc
gave rise to a small, but noticeable, “artificial noise” that was superimposed onto the predicted
trends. To minimize this “noise”, and without altering the predicted behaviors obtained from our
analysis, we therefore varied the starting times of the first sampled deflection. For example, if 
spanned 200 data points of the complete simulated data set, then for that same complete data set
(i.e., generated at given values of h0 and vc) 200 separate estimates for dc were obtained based on
having chosen the first sampled deflection to correspond to one of the first 200 data points in the
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complete simulated data set. These 200 separate estimates for dc were then averaged to yield a
single estimate of dc that was then used in the various analyses appearing in the main text.
Besides minimizing the observed “artificial noise”, this procedure also mimics what occurs in an
AFM experiment. In an AFM experiment, measurements are typically taken multiple times at the
same location. The actual starting height of the cantilever for each AFM measurement is
uncontrollable, and the sampling of the tip deflections and the motion of the substrate do not
necessarily begin at the same time. Thus, our chosen procedure for generating an estimate of dc
is effectively equivalent to the averaging that is done in an AFM experiment.

Figure A3: The nearly continuous simulated tip trajectory (black line) was filtered into a subset
of equally spaced data points based on the chosen value of the sampling resolution, 𝛿. The
minimum sampled deflection (located either on the approach or contact line) was selected as the
approximate value of the true point of first contact, dc. In addition, the time at which the very
first deflection was sampled was varied, resulting in different data sets with the same resolution,
 (represented by the filled circles with different colors). Each of these data sets yielded a
different estimate of dc, where then averaged to obtain a single estimate of dc (used in the
analyses in the main text) for each combination of  and the approach speed vc.
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APPENDIX B. SUPPLEMENTAL INFORMATION FOR EXPERIMENTAL
IMPLEMENTATION OF THE QUASI-DYNAMIC METHOD

B1. SAMPLING RESOLUTION CONSIDERATIONS
Chapter 2 presents a double extrapolation procedure for both the approach velocity, vc,
and the sampling resolution, 𝛿, and validates with simulated AFM deflection curves that this
method accurately returns the inputted Hamaker constant. As noted in Chapter 3, however, the
extrapolation to the continuous sampling limit (𝛿 → 0) may not be necessary since the value of
Aapp obtained by using the AFM’s finest sampling resolution is already very close to that
obtained by extrapolating to 𝛿 → 0. To demonstrate this for one of the systems of interest,
deflection curves were simulated using an A of 101zJ (amorphous silica interacting with silicon
nitride), a vc of 200 nm/s, and the MSCT-E cantilever’s nominal spring constant and resonance
frequency (Table 3.1) with an R of 100 nm. The range of 𝛿 chosen for this study goes from an
ultrafine lower limit (𝛿 = 0.015 nm) to just above the typical AFM preset value of 0.2 nm. The
Aapp’s (calculated using Eq. (2.28)) were normalized with the A inputted into the simulation and
then plotted with respect to the sampling resolution (Figure B1). To isolate the effects of the
sampling resolution, the results for an approach velocity near the quasi-static limit (vc = 1 nm/s)
have also been provided in Figure B1.
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Figure B1: The effect of the sampling resolution, , on the apparent Hamaker constant, Aapp, for
the two cantilever-surface approach speeds of 200 nm/s (black) and the near quasi-static limit of
1 nm/s (red). The additional parameters used to simulate the corresponding deflection curves are
provided in Table 3.1 for the MSCT-E cantilever, as well as an A of 101 zJ and an R of 100 nm.
Note that when one isolates the effects of the sampling resolution, the expected error (that
is, Aapp compared to the inputted A) for the AFM’s finest setting (𝛿 = 0.015 nm) is ~0.4% as
compared with > 5% for the AFM preset (𝛿 = 0.2 nm). Therefore, the effect of the sampling
resolution can be assumed to be negligible if one uses a fine enough resolution. To quantify this
further, the difference between the Aapp and the inputted A for an approach speed of 200 nm/s and
 = 0.015 nm (circled in red in Figure S1) is less than 2 zJ. This difference corresponds to an
error ~ 1%, which is smaller than the expected instrumental error.
For the sake of completeness, an experiment was conducted to verify that the expected
resolution dependence is truly observed in an experimental setting. Following the protocol used
for the proof of concept experiments, tip deflections were collected using cantilever E, an
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approach speed of 200 nm/s, and an amorphous silica substrate as obtained from Bruker
Corporation. To ensure the absence of capillary bridging effects, the experiments were conducted
in a humidity controlled environment with a relative humidity below 10%. An Amstat 1U400
Staticmaster ionizer was placed in close proximity to the substrate and cantilever to mitigate
electrostatic charge build-up on the surfaces. Three fine sampling resolutions (0.015, 0.045, and
0.09 nm) and one very coarse resolution (0.3 nm) were chosen to observe the dependence of dc
on the sampling resolution. For each sampling resolution, deflection curves were generated for
100 separate contacts made at three different locations on the surface. The deflections at first
contact, dc, were determined for each of these 300 resulting deflection curves, and the average
value of dc and its standard deviation (yielding the estimated error) were calculated. The average
values of dc are plotted as a function of the sampling resolution in Figure B2. The data presented
in the figure verifies that, while dc is a function of 𝛿, the overlap of the error bars of the last two
points indicate that at these fine sampling resolutions the effect of 𝛿 on dc is minor (see the figure
insert). Moreover, if the extrapolation to 𝛿 → 0 was conducted on this data, the extrapolated
value (5.14 nm) would also be found to be within the error bars of the dc measured using
𝛿 = 0.015, as seen in the figure. Thus, the extrapolated value of dc is statistically
indistinguishable from that taken using the instrument’s finest setting and would, therefore, be
unnecessary.
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Figure B2: Experimental observation of the effects of the sampling resolution, , on the
deflection at first contact, dc, using a vc of 200 nm/s, MSCT-E type cantilever, and an amorphous
silica substrate. Each error bar represents the standard deviation of dc calculated from the 100
repeated contacts made at three different locations on the surface. The lines are guides to the eye.

B2. ADDITIONAL INFORMATION FOR FIGURE 3.5
In order not to clutter the plot provided in Figure 3.5 not all of the corresponding error
bars for each cantilever were included. All of the measured values and uncertainty information
3

are now provided here in Table B1. The error for both  and (1 + ∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) correspond to the
propagated errors that result from measuring the tip deflection and resonance frequencies with an
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absolute error of ca. 2-3%. The four approach speeds chosen for this study were 50, 200, 500,
and 1000 nm/s, which correspond to the four unique values of  observed.
Table B1: Complete data and error for the results presented in Figure 3.5. The errors for both 
3
and (1 + ∆𝑑𝑐 /𝑑𝑐,𝑞𝑠∗ ) correspond to the propagated errors that result from measuring the tip
deflection, approach speeds, and resonance frequencies with an absolute error of ca. 2-3%.
𝟑

𝝉

(𝒅𝒄 /𝒅𝒄,𝒒𝒔∗ )

1.48 ± 0.07 × 10−4

0.99 ± 0.16

5.92 ± 0.03 × 10−4

0.93 ± 0.15

1.48 ± 0.07 × 10−3

0.78 ± 0.13

2.96 ± 0.14 × 10−3

0.67 ± 0.12

8.31 ± 0.38 × 10−5

1.00 ± 0.15

3.32 ± 0.15 × 10−4

0.96 ± 0.15

8.31 ± 0.38 × 10−4

0.81 ± 0.13

1.66 ± 0.08 × 10−3

0.70 ± 0.12

4.19 ± 0.20 × 10−5

0.99 ± 0.17

1.67 ± 0.08 × 10−4

0.97 ± 0.16

4.19 ± 0.20 × 10−4

0.89 ± 0.15

8.37 ± 0.40 × 10−4

0.86 ± 0.14

1.41 ± 0.07 × 10−5

0.99 ± 0.22

5.64 ± 0.27 × 10−5

1.01 ± 0.23

1.41 ± 0.07 × 10−4

0.95 ± 0.21

2.82 ± 0.14 × 10−4

0.95 ± 0.22

C

D

E

F

160
B3. FITTING THE SPHERICAL CAP
As noted in the methods and materials section of Chapter 3, justification for the
parameters chosen for the fitting of the spherical cap on the pyramidal tip was omitted from
previous studies.81 In order to provide transparency regarding this procedure, the following
images of the MSCT-E cantilever tip used in the proof of concept study have been provided to
systematically demonstrate the fitting procedure. As the following images indicate, the tip fitting
procedure leaves room for a range of values that are visually justified for both the tip radius, R,
and the height, λ. The parameters used in the main text satisfy both the visual shape of the tip as
well as yielding an estimate of A that agrees with the well-established value for amorphous silica.
The tip was imaged using a magnification of 80,000x (Figure B3). Then a circle was visually fit
to the tip apex to capture the curvature and give an estimation for tip apex radius, R (Figure B4).
Finally, the sphere was truncated at a distance, λ, from the tip (Figure B5).
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Figure B3: SEM image of the cantilever tip taken with a magnification of 80,000x.
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Figure B4: SEM image of the cantilever tip with a circle of radius 75 nm fit to the tip apex.
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Figure B5: SEM image of the cantilever tip with a circle of radius 75 nm that has been truncated
5 nm from the tip’s apex.
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APPENDIX C. SUPPLEMENTAL INFORMATION FOR CALIBRATING
GEOMETRIES FOR THE QUASI-DYNAMIC METHOD

C1. SCANNING ELECTRON MICROSCOPE IMAGES OF AFM CANTILEVER TIP
Two scanning electronic microscope (SEM) images of the MSCT-E cantilever tip are
provided in Figure C1. Figure C1a was taken with a magnification of 20,000x while the second
(Figure C2b) is the same cantilever captured at 80,000x. Note that the scale bars on the bottomright are on the order of 10-6 m while the various geometric models of the tip shape require
knowledge of parameters that are on the order of 10-9 m. Thus, these SEM images are provided
as further motivation for developing a method that is independent of the need to visually fit the
tip features.

Figure C1: SEM images of the MSCT-E cantilever tip taken at magnifications of a) 20,000x and
b) 80,000x. The scale bars on the bottom-right denote 4 μm and 1 μm, respectively.

C2. TRIGONOMETRIC RELATIONS FOR TRUNCATED PYRAMIDAL TIP MODEL
As stated in Chapter 4, only two of the four geometric terms contained in Eq. (4.1) are
independent, with the other two related as shown in Eqs. (4.2)-(4.3). However, the origin of
these relations may not be readily obvious and, thus, an explanation of each is included in this
section.
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First, Eqs. (4.2) and (4.3) both define 𝐿 in terms of the other three parameters. Equation
(4.2) stems from the assumption outlined in Zanette et al.’s work,81 which assumes that the
pyramid portion (𝐵𝐷) meets the spherical cap in such a way that it is tangent to the sphere’s
surface where it meets (𝐵), as shown in Figure C2a.81 Note this also requires that 𝐵𝐷 be
perpendicular to 𝐴𝐵. As a result, ∠𝐷𝐵𝐸 and ∠𝐴𝐵𝐶 are congruent with an angle of 𝜃 (because
both ∠𝐷𝐵𝐴 and ∠𝐸𝐵𝐶 are right angles). Therefore, by basic trigonometry, Eq. (4.2) can be
inferred, or 𝐿 = 𝑅 cos 𝜃.

Figure C2: a) Side view and b) top view of the spherical cap portion of the truncated pyramid tip
model. The side view shows the tip’s apex with the full sphere used to create the cap as well as
the initial portion of the truncated pyramid. The top view is shown as if one is looking down at
the apex of the tip from above.
Equation (4.3) also follows because the spherical cap must smoothly transition into the
truncated pyramid’s base. Figure C2b demonstrates that in order for this to occur, a square with
side length of 2𝐿 must remain at the truncated base of the pyramid for the cap to fit onto. By
noting that 𝐴𝐵 and 𝐴𝐹 are congruent with a length of 𝑅, then the length of 𝐴𝐶 is (𝑅 − 𝜆). Thus,
Eq. (4.3) is a consequence of the Pythagorean Theorem.

166
Finally, Eq. (4.4) results when one equates the right hand side of both Eqs. (4.2) and (4.3),
or
𝑅 cos 𝜃 = √𝑅 2 − (𝑅 − 𝜆)2

(C1)

By squaring both sides and expanding the (𝑅 − 𝜆)2 term, Eq. (C1) reduces to the following
𝑅 2 𝑐𝑜𝑠 2 𝜃 = 2𝜆𝑅 − 𝜆2

(C2)

which can then be put into the form of a quadratic equation in 𝑅. Upon solving for 𝑅, one finds
that
2𝜆 ± √4𝜆2 − 4𝜆2 𝑐𝑜𝑠 2 𝜃
2𝑐𝑜𝑠 2 𝜃

(C3)

2𝜆 ± √4𝜆2 (1 − 𝑐𝑜𝑠 2 𝜃) 2𝜆 ± √4𝜆2 (𝑠𝑖𝑛2 𝜃)
=
2𝑐𝑜𝑠 2 𝜃
2𝑐𝑜𝑠 2 𝜃

(S4)

𝑅=
or

𝑅=

Following subsequent cancellations, the final result is an expression relating 𝑅, λ, and θ
1 ± 𝑠𝑖𝑛 𝜃
𝑅 = 𝜆(
)
𝑐𝑜𝑠 2 𝜃

(S5)

which is similar to Eq. (4.4) except that the “±” sign remains in Eq. (C5). Since 0° ≤ 𝜃 ≤ 90°,
only the “+” root is of interest, which ensures that 𝑅 > 𝜆.

C3. COMPLEX VS SIMPLIFIED SPHERE MODEL
The main text notes that Eq. (6) could be used instead of Eq. (1.4) as long as 𝑅 ≫ 𝑧,
thereby allowing one to obtain an analytical solution to Eqs. (2.13) and (2.14), as provided in Eq.
(2.28). But Eq. (2.28) is then used throughout the text without first confirming that the
assumption of 𝑅 ≫ 𝑧 is indeed valid for the deflection curves of interest. To test this assumption,
we compare in Figure C3 the predicted values of dc, obtained from the solution of Eqs. (2.13)
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and (2.14) for both the complex, Eq. (1.4), and simple, Eq. (1.12), sphere models for a range of
experimentally relevant values of A12 (50 zJ − 300 zJ). In both cases, R = 100 nm and kc = 0.1
N/m. Note that, to a first approximation, dc provides a measure of the tip-surface separation
distance at which the vdW attractive force becomes important. As can be seen in the figure, the
differences between the two predictions of dc is small, while the values of dc themselves are all
much less than R. The two models yield nearly identical results for A12 ≤ 100 zJ, since for these
weaker attractions the tip only significantly deflects when the tip-surface separation distance is
very small, or when 𝑧 ≪ 𝑅. The difference in the model predictions increases with an increase
in A12, or the strength of the vdW interaction, though it is still only ~0.5Å for the predicted A12
for silica vs silicon nitride (the calibration experiment, where A12 ≅108 zJ) and ~1Å at the largest
A12 considered. Hence, the simple sphere model, which assumes that 𝑅 ≫ 𝑧, can be incorporated
confidently into the quasi-dynamic method as an appropriate description of the tip-surface forces.
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Figure C3: Expected magnitude of the deflection at first contact, dc, as a function of the system’s
Hamaker constant (A12) for both sphere models, Eqs. (1.4) and (2.28). For both models, dc was
obtained through the solution of Eqs. (2.13) and (2.14) for the given A12, along with the choices
of R = 100 nm and kc = 0.1 N/m. The range of A12 is chosen based on a realistic range of
potential substrates interacting with a silicon nitride AFM tip.
C4. FORCE-DISTANCE CURVE COMPARISON
Figure 4.2 in the main text demonstrates that the sphere and pyramid models can be used
interchangeably and yield nearly identical results for A. In order to add to this justification for
the use of Eq. (1.12) in the place of Eq. (4.1), Figure C4 includes both the estimated tip-surface
vdW force, Fts , as a function of separation distance, z, between a flat plate and these two tip
geometries (Figure 1.3). For both models, the experimentally relevant tip parameters inputted
into Eqs. (1.12) and (4.1) are as follows: θ = 45°, 60° and R = 100 nm (where λ and L are fixed
according to Eqs. (4.2) to (4.4)). Also, in both cases, the Hamaker constant was chosen to
correspond to the predicted interaction between an amorphous silica substrate and a silicon

169
nitride tip, or 𝐴12 = 108 zJ.13,15 Furthermore, the range of separation distance (0.1 nm ≤ z ≤ 10
nm) shown in Figure S4 reflects the length scales for which the forces reach their largest
magnitudes, and are most pertinent to the behavior of the tip as it approaches contact with the
surface. An insert that omits the very near contact portion of the curves (i.e. as 𝑧 → 0), where
the vdW attractive force approaches −∞, is also included in the figure. This allows for the fine
details of the Fts plots to be revealed when the tip is three nanometers or more out of contact. By
observing this region, one is able to compare the subtle differences in the predicted forces at
these important separation distances, where the tip begins to noticeably deflect (ultimately
reaching deflections of around 5 – 6 nm; see dc values presented in Table 4.1).
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Figure C4: Tip-surface vdW interaction force, Fts, as function of separation distance, z, between
a flat plate and the two model tip geometries: (red and black) truncated pyramid with a spherical
cap (Eq. (4.1)) and (green) a sphere (Eq. (1.12)). For both models, the geometric model
parameters (shown in Figure 1.3) used to create these curves were: R = 100 nm and θ = 45°, 60°
(where λ is based on Eq. (4.4)). The insert reveals subtle differences in the force models when
the cantilever is near to but not yet in intimate contact (where 𝑧 → 0).
Despite the sphere model predicting a slightly larger force of attraction at “contact”
(assumed to be 0.4 nm), the agreement between the two models near to and just out of contact is
quite good. However, since the vdW force decays rapidly with distance, any relevant tip model
will asymptote to 𝐹𝑡𝑠 → 0 at larger separation distances (𝑧 → ∞). Therefore, the important
finding of Figure 4.2 is that both models map very closely in the vdW interaction regime where
the surface forces are dominating the tip system. For example, at 5 nm (corresponding with the
expected dc of this system) the sphere model predicts an Fts of −7.20 × 10−11 N (−72.0 pN)
while the pyramid model predicts −7.00 × 10−11 N (−70.0 pN) for a θ = 45° and −7.44 ×
10−11 N (−74.4 pN) for a θ = 60°. Note that the sphere model is approximately equal to the
average of the two pyramid cases (with different θ) at this critical separation distance. In addition,
since dc is an approximate separation distance at which the vdW force begins to dominate the
cantilever’s restoring force, a difference of only ±2 pN at this length scale between the two
models again indicates (as noted in the discussion for Figure 4.2) that the sphere and pyramid
models are effectively identical under realistic experimental conditions.

C5. PROPAGATION OF ERROR IN AFM METHODS
The main text mentions that there are two additional methods for determining the
Hamaker constant from an AFM force curve: a) the pull-off force measurement and b) the
approach-to-contact curve fitting. Since these methods rely upon the same governing equations,
they both yield the same dependence of A with respect to the tip deflection d, i.e., 𝐴 ∝ 𝑑 6 , which
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causes the relatively large propagation of error seen in Table 4.1. To demonstrate explicitly this
dependence for these other methods, the pull-off method is chosen as an example for the analysis
that follows.
The pull-off method (D in Figure 1.2) is the most common approach to estimating the
Hamaker constant due to its simplicity.47,55,61 In short, the governing assumption of this method
states that the amount of force required to pull the cantilever out of contact with the substrate is
equal and opposite to the adhesion force (i.e. 𝐹𝑐 = −𝐹𝑣𝑑𝑊 as in Eq. 1). Therefore, if one
assumes that the cantilever behaves like a Hookean spring (i.e. 𝐹𝑐 = −𝑘𝑐 𝑑), an estimate of the
Hamaker constant can be made from measuring the critical tip deflection just before the pull-off
event, d*. Again, one must also assume a tip-surface interaction force, Fts, to account for the
vdW adhesion between the two substrates. For the sake of a concise argument and in light of
Figure 1.3, let us assume that Fts can be approximated by the simple sphere-plate interaction (Eq.
(1.12)) so that the forces are balanced as follows
𝑘𝑐 𝑑 ∗ = −

𝐴12 𝑅
6𝑧𝑐 2

(C6)

where zc is now the separation distance at contact. Recall from Figure 1.4 that 𝑧 = ℎ + 𝑑 and,
thus, the above can be rewritten as
𝐴12 𝑅
6(ℎ + 𝑑 ∗ )2

(C7)

𝑘𝑐
(ℎ + 𝑑 ∗ )2 𝑑 ∗
𝑅

(C8)

𝑘𝑐 𝑑∗ = −
or, rewritten in terms of A

𝐴12 = −6
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This gives a cubic dependence on d* just as was seen in Eq. (2.28). However, since the A in Eq.
(C8) is actually A12 and we are instead interested in a material’s self-interaction constant (A11),
all the terms on the right hand side will be squared when one uses the geometric approximation
rule 𝐴12 = √𝐴11 𝐴22 . Of course, the d* dependence may change based on the tip model that is
chosen (Figure 1.3) but, nevertheless, one would expect for all relevant force profiles (given how
closely the sphere model matches the pyramid model at the important close separation distances)
a high propagation of error to result for the estimate of A.. This same analysis can be done to
demonstrate the same d6 dependence arising in the curve-fitting methodology as well. This
demonstrates that the magnitude of error should be similar in any AFM technique that relies on
the measurement of the cantilever’s deflection for an estimation of the Hamaker constant.

C6. ERROR INDUCED BY THE SEPARATION DISTANCE ASSUMPTION IN THE
PULL-OFF METHOD
As shown in Eq. (C6), an estimation for the separation distance at contact, zc, is required
to determine A from the pull-off method. This separation distance is typically chosen to be 4Å,
but there is no way to empirically verify that this is indeed its value. Therefore, the question
arises as to how much of an impact an error in zc could affect the final estimate of A11. Figure C5
provides information to be used for a back-of-the-envelope calculation to determine how much
the approximation of A is impacted by slight deviations (±2Å) from this assumption. To do this,
one must first rearrange Eq. (C6) to solve for A

𝐴12 = −

6𝑘𝑐 𝑑 ∗ 𝑧𝑐 2
𝑅

(C9)

which can be rewritten to solve for A11 using the geometric approximation rule 𝐴12 = √𝐴11 𝐴22
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2

𝐴11 =

6𝑘 𝑑 ∗ 𝑧 2
( 𝑐𝑅 𝑐 )

(C10)

𝐴22

Note that A11’s dependence on zc is to the fourth power. To test the significance of this
dependence, Figure C5 demonstrates the error in A11 if one wrongly assumes a zc of 4Å while the
true separation distance might be different (say, 4 ± 2Å). This is done by assuming the following
model parameters: R = 100 nm, kc = 0.1 N/m, A11 = 65 zJ, and A22 = 180 zJ (silica vs silicon
nitride tip) and calculating the d* expected at the pull-off for a zc of 4Å. Then that d* is held
constant and zc is varied from 2 – 6 Å and the resulting A11’s can be calculated from Eq. (C10).

Figure C5: Comparison of A11’s approximated from the same d* using a range of zc’s. The d*
was calculated based on a silica vs silicon nitride interaction at 4Å with a tip radius of 100 nm
and a spring constant of 0.1 N/m.
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Figure C5 shows the broad range of A11’s that are generated from mere angstrom
deviations in zc. The larger the assumed zc, the larger the A11 approximated from a given d*
(remember this was based on 4Å). This is because at a larger separation distance, the Hamaker
constant must increase in order to ensure that the vdW force is equal to the pull-off force at the
jump-out-of-contact event. As the figure shows, this could lead to A11’s that are nearly an order
of magnitude greater than expected. Therefore, since the precise zc cannot be known, the new
method presented in main text alleviates a significant degree of uncertainty simply by not
requiring it for an approximation of A11.

175

APPENDIX D. SUPPLEMENTAL INFORMATION FOR THERMALIZED
DYNAMIC MODEL

D1. VERIFYING PROPER THERMOSTAT BEHAVIOR
Before introducing thermal kicks into Eq. (3), a few checks were conducted on the model to
guarantee that the leap frog methodology simulated proper thermostat behavior. This was done
by first checking the approach for a simple harmonic oscillator
𝑑 2 (𝑑)
𝑚
= −𝑘𝑐 𝑑
𝑑𝑡 2

(10)

which simulates the tip at great separation distance (𝑧 → ∞) where it is not interacting with the
surface. Using the manufacturer estimates for spring constant and resonance frequency for
Bruker’s MSCT type E cantilever (𝑘𝑐 = 0.1 N/m and 𝑓0 =

𝜔0
2𝜋

= 38 kHz), Figure 1a depicts an

initially unperturbed (i.e. 𝑑(0) = 0 nm and 𝑣𝑡 (0) = 0 nm/s) version of this model with and
without kicks. Figure S1b does the same except with an initial perturbation in deflection for both,
𝑑(0) = 0.1 nm. The thermalized systems were assumed to be at an ambient temperature of 298
K and to be critically damped with a δt = 7 × 10−5 sec and f = 1. The simulations were run for 1
sec which provided >14,000 kicks to the thermalized systems. Figure S1c and S1d correspond
with 1a and 1b respectively but only show the first 0.01 sec of the simulation so as to reveal
detail.

176

Figure S6: Unperturbed (a, c) and perturbed (b, d) harmonic oscillators with (red) and without
(blue) thermal kicks.
As expected, the blue, non-thermalized curve is either a flat line or a sine wave depended
on whether or not an initial perturbation is provided to the model. However, all of the red,
thermalized curves demonstrate similar chaotic, noisy behavior regardless of the initial
conditions. The distribution of deflection as well as velocity were gathered from each of these
cases and they were all found to be normally distributed with means of 0 nm and standard
deviations that agree with equipartition theory (Eqs. (10) and (11)).
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In addition, the correlation functions of both deflection and velocity were calculated using the
following equations
𝐶𝑑 (𝑛) =

⟨𝑑(𝑡)𝑑(𝑡 + 𝑛)⟩
⟨𝑑(𝑡)𝑑(𝑡)⟩

(S1)

𝐶𝑣 (𝑛) =

⟨𝑣(𝑡)𝑣(𝑡 + 𝑛)⟩
⟨𝑣(𝑡)𝑣(𝑡)⟩

(S2)

where the brackets in Eq. S1 indicate an average value, 𝑑(𝑡) is the instantaneous deflection of
the oscillator at time t, and 𝑑(𝑡 + 𝑛) is the instantaneous deflection of the oscillator at time
“𝑡 + 𝑛.” The same designation of variables and operators applies for Eq. (S2) except for the
velocity of the oscillator is considered. An example correlation curve is provided in Figure S2a
using the same model parameters as in Figure S1. The rapid decrease of the deflection’s
correlation function to zero is indicative of the critically damped nature of the system which is to
be expected for the described system. With this in mind and noting that the distributions of
deflection and velocity both align with equipartition theorem, we conclude that the leap-frog
methodology produces a proper thermostat and the work should proceed by adding the vdW
force into the model to test the experimental implications of thermal noise.
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Figure S2: Correlation of velocity Cv of a critically-damped, thermalized, harmonic oscillator
system using the same model parameters as in Figure S1.
D2. ISOLATING THERMAL EFFECTS
Before a comparison between raw data and the thermalized dynamic model was possible,
the other sources of noise such as optical interference needed to be removed from the raw
deflection data. An example of this is provided in this section where one begins with a raw
deflection curve (Figure S3). To isolate thermal noise, the jump and contact portions are ignored
(Figure S4). Then, an RMS line was fit to the data and each data point was subtracted from it
(Figure S5). However, after this procedure, oscillations are still left in the data which are
believed to be a result of optical interference. Therefore, instead, the data is broken up into 5 nm
line segments and fit to the same RMS line (Figure S6). Then, these individual line segments are
concatenated together to create Figure 6.5 in the main text.
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Figure S3: Raw deflection curve taken during the original validation study in Chapter 3.

Figure S4: Raw deflection curve without the jump and contact portions.
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Figure S5: Deflection data after being fit to an RMS line.

Figure S6: Line segment of raw data (5 nm) being fit to an RMS line.
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