Nowadays simulation is commonly used in engineering design for verifying design concepts before physical prototypes are produced. The simulation of complex products such as mechatronics in general involves a synergy of multiple traditional disciplinary areas and entails the collaborative work of a multidisciplinary team. A need thus arises for supporting the effective and efficient integration of subsystem models at simulation runtime and in a distributed environment. These models are generally created using different simulation tools and depend on the inputs from each other to perform numerical integration. As such, many issues need to be addressed, e.g. system modeling, the use of computing technologies, and the runtime interaction between models. In this paper, a service-oriented paradigm is presented which is underpinned by collaborative computing technologies to enable the provision of simulation models as services as well as the integration of these services for performing simulation tasks in product design. As well as the implementation of such a paradigm, a method for the interaction between models is in particular developed to achieve high accuracy for the simulation of design problems involving the solving of system equations. Preliminary evaluation work shows that the proposed paradigm underpinned by collaborative computing technologies is viable and have great potential in supporting collaborative simulation development in industry and the method for interaction control successfully achieves better accuracy compared with traditional methods.
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Introduction
The design and development of complex engineering systems such as mechatronics generally requires a synergy of several traditional disciplinary areas, e.g. multi-body dynamics, system control, and hydraulics. A number of characteristics can be identified for the development process of such systems: firstly, the 'divide and conquer' philosophy is often recommended and a multidisciplinary development team is required; secondly, various Computer-Aided Engineering (CAE) tools are used to improve the effectiveness and efficiency of design and simulation technology is widely applied to verify and validate design solutions at an early stage of design; and thirdly the development is increasingly accomplished by outsourcing a significant number of components [1] . Thereby, the collaborative work of the members in a development team either within an organization or across several organizations and the integration of subsystems for different disciplines should be supported. An integrated and collaborative approach to the design and development of complex engineering systems is thus desirable for addressing these characteristics [2] . When applying CAE simulations in complex products development, Multidisciplinary
Related work
This research is focused on developing a MCS environment to support the collaborative and integrated design and development of complex engineering systems. Therefore previous work of interest includes collaborative product development, distributed simulation, Web-based simulation, application of collaborative computing in engineering, and the runtime interaction between models. Collaborative product development emphasizes the distribution of resources and the collaboration between people, aiming to address various issues, e.g. resources management, manufacturability, and maintenance, at an early stage of the design process [15] . Nowadays, simulation has become an important technique widely applied in product development. The distribution and integration of simulation models is an essential part of collaborative product development. Research in distributed simulation is actually as early as the research on networking standards, driven by requirements from the military sector [4] . Although Web technologies and distributed simulation have grown up largely independently, it is predicted that they will become synonymous in the future due to the former's influence on the latter [12] . An important and heavily researched standard for distributed simulation is the HLA which is a generalization and extension of the Distributed Interactive Simulation (DIS) protocols and the Aggregate Level Simulation Protocol (ALSP) [12] .
Web-based simulation is a broad research area and mainly refers to the use of Web technologies to support simulation development and running. Kuljis and Paul stated that the pressure imposed by the proliferation of Web uses is high that it has forced the simulation community to migrate to the Web to remain ''alive'' [16] . Byrne et al. identified a number of advantages for Web-based simulation, namely ease of use, collaboration, licence and deployment models, model reuse, cross platform capability, controlled access, wide availability, integration and interoperability. Meanwhile, it also has some disadvantages, e.g. loss in speed, Graphical User Interface (GUI) limitation, security vulnerability, Web-based simulation application stability [12] . They further classified Web-based simulation systems into three main categories, namely local simulation & visualization, remote simulation & visualization, and hybrid simulation & visualization, in terms of where simulation & visualization is performed [12] . Kuljis and Paul identified the main application domains of Web-based simulation, namely military applications, scientific applications, education and training, and manufacturing [16] . In particular, the first and last domains are related to engineering. Due to the requirement for distributed collaboration, Web-based simulation has been applied in engineering and all the applications fall into the three categories identified in [12] . For example, an ontologybased Web simulation system is developed for hydrodynamic modeling, which wraps legacy codes in the server side and provides simulation functionality to the clients [17] . Using a similar framework, a problem solving environment was developed by Cheng and Fen to perform computing in the server side and transfer results to the clients [18] . Han developed a Web-based simulation system for multi-body systems which enables users to create models and run simulations through the GUI implemented using Java Applet [19] .
With the rapid advancement of information and communication technologies, technologies for system integration and group collaboration have been developed and applied in different application domains, including architecture, engineering, construction, and facilities management. Specifically, system integration approaches include Web-based systems, distributed objects/components, software agents, Web Services and Semantic Web, and collaboration can be supported by using Web-based technology, agent-based technology, collaborative virtual environments, and virtual organizations [11] . These enabling middleware technologies for Web-based simulation also have impact on the development of MCS. As summarized in Byrne et al. [12] , the most commonly used technologies include Web, Web Services, the HLA, Semantic Web, Enterprise Java Beans (EJB), Common Object Request Broker Architecture (CORBA), and Distributed Component Object Model (COM/ DCOM). For instance, Ryu developed a Web-based distributed simulation system [9] . Senin et al. envisioned a scenario of undertaking design simulations by integrating services published via CORBA [6] . Zhang developed a solution which uses the HLA to manage multiple simulation agents [20] .
Web services have attracted much attention due to the support it offers for cross-platform and language-independent interoperability. For example, Johansson and Krus studied the integration of computational models that are accessible as Web services [13] . Wainer et al. encapsulated resources for Discrete Event System specification (DEVS) as Web services in the CD++ toolkit, aiming at interoperating different DEVS implementations [21] . The provision of models based on Modelica as Web services is also studied and implemented in a prototype system [22] . Gyimesi proposed to publish generic simulation models as Web services to support discrete event simulation [23] . Research work has also been done to assembly computational models provided as services to perform analysis tasks for evaluating design solutions [1, 6] . Apart from the middleware technologies mentioned above, the emerging Web computing paradigms, e.g. Web 2.0 (e.g. blog and wiki), Web 3.0 (Semantic Web), Grid, and Service-Oriented Architecture (SOA), also hold great potential for Web-based simulation [12] . In terms of utilizing SOA for Web-based simulation, the focus is on the use of Web Services for distributed simulation and in this sense SOA, Grid, and Web Service have been closely aligned [12] .
Research work on the application of SOA and Service Oriented Computing (SOC) has been identified as a promising area albeit publications in this area are still not many. Tsai et al. developed a service-oriented distributed modeling and simulation framework to support the rapid development and deployment of large-scale distributed systems such as network-centric and system-of-systems applications [24] . This work can be viewed as early endeavors in this direction and the framework has features such as a modeling and specification language, dynamic model checking, automatic code generation from specification, a platform builder, and multi-agent based simulation for easy re-configuration and re-composition. Systems with such a framework can provide all-round support for users from specification to running [24] . Tsai et al. proposed an ontology-based service-oriented simulation with Microsoft Robotics Studio (MRS) which was aimed at offering support for applying SOA to embedded systems [14] . Specifically, simulation services are offered by MRS and ontology model is used for the effective composition of these services. There are two important concepts in SOC applications, namely dependability and Quality of Service (QoS) [25] . The latter is more a perspective from the user's point of view while dependability attributes are more a perspective from the designer's point of view [25] . Research work on SOC systems includes system validation based on service composition languages, QoS ontology and ranking algorithms for the evaluation of Web services, model-based monitoring and policy enhancement, and applications in the business and defence sections [25] . This is a relatively new area and further work is required to explore the concepts, methods, theories, and technologies.
The middleware technologies discussed above offer good support to resolve the issues such as data distribution, calling of remote methods, and modularity of system architecture. The HLA, as a specific standard for distributed simulation, provides further support for the synchronization of the subsystems involved in a simulation. On the basis of these technologies and standards, other issues still need to be addressed for the implementation of an effective MCS environment for product design, e.g. the analysis of factors influencing simulation performance [1] , the high-level modeling method for complex systems [26] . Moreover, the runtime interaction between computational models also has paramount importance as it directly influences simulation performance as well as the way in which these models should be made accessible on the Internet. Research in this area is much less compared with the utilization of middleware technologies for MCS implementation. Kübler and Schiehlen proposed two methods for simulators coupling, namely the iterative and the non-iterative way, and pointed out that the stability of the non-iterative approach for problems with algebraic loops cannot be guaranteed [7, 27] . Ryu proposed an enhanced glue algorithm for data exchanging and applied it to a Web-based distributed simulation system [9] . The modular approach to MCS has been studied by many researchers [1, 5, 6, 8, 13] . Nonetheless, much further work is required to research the interaction between models at runtime to achieve improved accuracy especially for complex systems such as those in product design.
In summary, the middleware technologies discussed above have different advantages and the development of MCS environments requires further work to be done once one or more technologies have been chosen for the implementation. The simulation of complex systems such as mechatronics often requires the involvement of human operators or devices, making the capability of managing and scheduling discrete events an advantage. The HLA is thus suitable for applications with such requirements, but methods for interaction control still need to be developed to achieve high accuracy for complex systems modeled using differential equations and solved using numerical integration. The effective and efficient interaction between subsystems is very important for the performance of a simulation especially for applications running on the Internet and as such it requires the utilization of enabling technologies such as Web, Web Services and CORBA. In addition to being easy to develop, Web Services also support flexible system integration (fits naturally with the modular MCS method) whilst supporting cross-platform and language-independent interoperability for various applications running on the Internet. Semantic Web is a very powerful and promising technology for applications that require complex and intelligent integration methods so that it is more appropriate to be applied at a later stage when MCS systems are developed and applied in industry. Research on using SOA in constructing MCS environments is still handful. The modularity, flexibility, interoperability, and support for collaboration offered by SOA makes it fits well with the purpose of development a MCS environment for product design. A service-oriented framework has been developed in this work and will be described in detail in the following sections together with a runtime interaction method.
3. Understanding the multidisciplinary collaborative simulation problem
Structure of a collaborative simulation problem
Market needs are transformed to specific information that can be used to manufacture a product during an engineering design process. A lot of issues, e.g. reliability, manufacturability, application of new technologies, attention to new legislations, etc., need to be taken into account throughout this process. The integrated and collaborative design paradigm is therefore useful for such a complex process, as discussed in [2, 15] . From the perspective of a systematic approach to design, function, behavior and form are three important factors for design artifacts [28] . Market needs are transformed into the detailed functional requirements that will be fulfilled by the form of a specific design. The behavior of design solutions needs to be studied and evaluated by either experiments or simulations to predict the performance of a real product. Simulation technology is widely used in product design to achieve improved efficiency in terms of both time and cost. The criteria for evaluating simulation methods and paradigms include accuracy, efficiency of development and execution, and complexity.
The design and development of complex products requires a systematic approach and involves an iterative process which entails multidisciplinary collaboration for both the development of design solutions and the running of simulations. The simulation for complex products such as mechatronics generally involves multi-body dynamics models, control system models, and drive or servo system models. The assembly of these models is necessary to accurately predict the performance of a design solution. Furthermore, the involvement of either a human operator or a physical component in a simulation may also be desirable in some applications. Therefore, it is helpful to first analyze the structure of a MCS problem so that the elements and their interactions can be identified. As shown in Fig. 1 , a MCS problem generally consists of computational models in different locations (e.g. sites A-C), engineers who work on the development of the models and may also interact with the running process of a simulation, and instruments which represent physical prototypes. Specifically, engineers, when necessary, obtain data from the simulation process and give control signals to the models during runtime. Instruments process the data obtained from the simulation process and perform operations based on the data. The computational models are created based on the physical laws and principles of specific disciplines and work as a whole to simulate the operation process of a real product. The exchange of data between these models is underpinned by the simulation system. For a computational model i, vector X i denotes its design variables, vector G i denotes the output variables, and Y ij represents the transfer of data from it to model j. Computational models are created either by using off-the-shelf Modeling and Simulation (M&S) tools or by developing bespoke packages. The accuracy of simulation is actually determined by a number of factors, e.g. the accuracy of the models, the accuracy of the integration algorithms used for the models, as well as the accuracy of the interactions between models. The complexity and efficiency of a MCS problem often depends on the coupling between the computational models involved. Moreover, there are some circumstances under which the interactions between the models and engineers (and instruments) also play an important role. Consequently, the runtime interaction of a simulation running on the Internet is a major issue for improving the performance of MCS problems, and raises the need of studying the interaction mechanisms in MCS. Specifically, the interactions between models and engineers (instruments) are data-centric where the interactions between models are more complex and have a big influence on the numerical calculation process.
Supporting MCS development in a distributed environment
As analyzed in the last section, MCS essentially involves human operator, physical components, and virtual components (models), and the interactions between models hold the key to MCS. In the context of distributed and collaborative product development, the models, instruments, and operators can be distributed on the Internet and the effective interactions between them should be well supported by a MCS environment. Such an environment can be offered by developing a computer tool using collaborative computing technologies. A number of requirements have been identified for such a computer tool [1] :
To enable distributed design teams to decompose complex design problems and evaluate simulation results in an integrated environment. To support the high-level modeling of a simulated system and generate the necessary codes for the running of simulations which could be built by reusing legacy simulation models and codes. To provide interfaces for the post-processing of simulation results, and the generation of simulation reports. To effectively synchronize the simulation advancement so as to guarantee accurate results, with different events influencing each other in the correct sequence. To signpost the simulation development by the provision of a process management facility. To enhance the scalability of the platform and address security issues for effective operation. These are actually high-level requirements specific to the MCS system. Moreover, a number of detailed issues also need to be addressed to implement a useful MCS system. A map of these issues is shown at the bottom of Fig. 2 where a service-oriented paradigm is depicted. Specifically, these issues are listed and explained as follows:
Visualization of design solutions and simulation results. In the context of MCS for product design, visualization should be used to enable designers and analysts to view 3D models, create diagrams for system model, monitor simulation configuration and running, and perform post-processing. A high-level modeling scheme. As discussed in the previous sections, MCS is used for the simulation of complex systems which generally involve several subsystems. Therefore, a scheme is needed to describe the system model in detail by identifying the subsystems and their relationships. Moreover, details about available services and the accessing (related to collaborative computing technologies used) of these services should also be included in the scheme as the MCS discussed in this work is aimed at integrating simulation services for product design. Utilization of collaborative computing technologies. MCS in a distributed environment needs to be underpinned by these technologies and as such it is important to choose the ones that are useful and easy to implement. The scheduling of discrete events to make them happen in the right sequence. Uncertainty is inevitable in network communication. In distributed simulation, any operation (e.g. a simulation command and a request of data exchange) is an event and a simulation process depends on that the events take place in a logical order. Runtime interactions between models. The MCS problems in product design essentially involve the numerical integration of subsystem models in parallel and the integration of any one model is dependent on the data received from other models at intervals. The accuracy of simulation is thus greatly influenced by the intervals at which data exchange takes place. Therefore, a study of the runtime interactions holds the key to achieving high accuracy. Control of the simulation process. Even though a MCS system involves multiple models running in parallel, the functionality for starting, pausing, and stopping a simulation is still desirable. Moreover, designers and analysts should also be able to send commands/data to the simulation process to implement human-in-the-loop simulation. Encapsulation of M&S tools (and models) to provide them as accessible services. A key feature of the service-oriented paradigm is that subsystem models can be developed using any kind of language and run in anywhere on the Internet. Therefore, a method must be developed to encapsulate these models as accessible services to which behaviors (e.g. advancement of simulation time, and obtain/generate data) of the models are delegated.
In summary, the design and development of a MCS environment is complicated and involves many issues. These issues can be again analyzed on the basis of the participants and components in a MCS problem. The user of such an environment in general works on creating system model, finding and composing services to perform simulation, controlling the simulation process, processing results, and updating models. The models in a MCS environment run separately and strongly depend on the inputs from others. The inputs should be received at the correct time and outputs also need to be received by subscribers at the correct time as the MCS problems in product design mainly involve time integration in parallel. Therefore, a computing paradigm is desirable to develop a modular, flexible, and effective solution for MCS. In this paper, the focus is on the development of a service-oriented paradigm in particular on the collaborative computing technologies used and the structure employed by the paradigm. Moreover, a method for runtime interaction is also presented, which holds the key to achieving good simulation accuracy. Solutions for other issues are beyond the scope this paper and have been published elsewhere, e.g. the high-level modeling [26] , the development of software components for the implementation of a prototype MCS system [1] .
Using collaborative computing technology to support collaborative simulation

A service-oriented paradigm for the implementation of MCS systems
In this work, a service-oriented paradigm is developed to fulfill the requirements and address the issues discussed in Section 3.2. Service-Oriented Architecture (SOA) is a new concept for the development of flexible and extensible software systems based on specific businesses, which has great capacity in supporting distributed computing. A procedural style of programming in simulation was mainly used prior to the emergence of Object-Oriented Architecture (OOA) based simulation and SOA-based simulation, which has a big drawback. That is, procedural changes are the only approach for models changes and vendors have no way to hide implementation details, either being forced to give access to source codes or restrict access to these features [12] . A key difference between OOA and SOA is that the former provides an abstraction of data at a class level whereas the latter provides an abstraction of data at a business level. Another difference is that SOA has a focus on the loose-coupling of services and thus allows for more agility [12] . Attention has been paid to the application of SOA to simulation although real applications are still handful as this is a relatively new concept [14] . Nonetheless, the study of encapsulating legacy models/codes as Web services have been done by many researchers, see for example [1, 6, 13, [21] [22] [23] , which paves the way for developing a SOA-based simulation environment. The proposed service-oriented paradigm is shown in Fig. 2 . There are three parts in such a paradigm, namely a SOA-based environment underpinning distributed computing and interoperability, a Web-based simulation environment supporting the interactions between users and the MCS system, and the specific issues to be addressed by the other two parts. Specifically, the SOA-based environment offers a set of services to address the issues such as data collection/management/distribution, controlling the simulation process, interoperability, and encapsulation of models. A Web-based simulation offers interfaces through which users can create system model, find services from a registry, perform simulation via service composition, specify simulation setting, and control the simulation process. Discussion on these issues has been done in Section 3.2 and these issues will be addressed by the other two parts in the paradigm. Clearly, the key issue in this paradigm is the development, provision, and integration of various services, with the support of collaborative computing technologies. Detailed solutions for this issue are discussed in Section 4.2 through to Section 4.4.
Synchronizing the simulation advancement
As discussed above, a MCS system generally includes elements such as computational models, human operators, and instruments. These elements interact with each other during the running of a simulation, and perform different tasks such as performing calculation or processing data. The interactions between them can be regarded as a process with different events influencing each other and a prerequisite of accurate simulation is that the events take place in the correct sequence. A mechanism is therefore desirable to manage the execution of such a process, i.e. synchronizing the simulation advancement. The services for data collection/management/distribution and controlling the simulation process are specifically developed to address these issues. In a distributed simulation, the updating of data, the receiving of updated data, and the sending of commands are all events. Hence, a technology that can effectively schedule these events is required. In this work, the High-Level Architecture (HLA) is employed to implement and provide these services. The HLA is a well-established standard for distributed simulation on the basis of a combination of the advantages of its predecessors such as the DIS protocol and ALSP. It offers management capabilities for various distributed simulation issues such as time advancement, data distribution, ownership of data, and data management. In particular, it supports both time-step based simulation and the simulation based on discrete events, and thus can be utilized to synchronize the simulation advancement for MCS problems. The implementation of the services for scheduling events and distributing data is done by using a framework based on the HLA, as shown in Fig. 3 .
The core of such a framework is the HLA-based simulation management and the programming for this part is based on the Runtime Infrastructure (RTI) which is an enabling software tool for the HLA and implements the specific interfaces. A simulation running with such a framework is called a 'federation' which consists of a number of interoperating components called 'federates'. The roles of external components, i.e. computational models, human operators, instruments, and data collector, are delegated to these 'federates'. They do not actually exchange data directly with each other, but instead communicate with the RTI that serves as the communication bus as shown in Fig. 3 . At runtime, the RTI is responsible for the data/ time management for the whole 'federation' and mainly performs three tasks: (1) getting information about the current logical time of all the 'federates' and calculating which logical time they can go to next; (2) receiving updates of data from, and then forwarding them to, the 'federates' that express interests by explicitly subscribing and publishing the specific data objects; and (3) deciding whether a component has the right to update a data object. In this way, the decisions are all made by the RTI automatically and all the 'federates' involved only need to exchange data with, and send time advancement requests to, the RTI. Therefore, the time management strategy and data subscription/publishing of each component should be specified before a simulation starts. There are two time management strategies in the HLA, namely time constrained and time control. The former means that the time advancement of a 'federate' is constrained by that of others, i.e. it must wait for others before moving to the next step. The latter means that the current status of a 'federate' will influence the advancement of others' time, i.e. other components need to wait for this component before moving to the next step. Actually, a 'federate' can have both of the two strategies and the choices on the strategies are dependent on the roles of different 'federates'. Table 1 shows the time management strategies used for the four components, together with data exchanged by them during a simulation. In particular, the human operator only sends commands to other components and this can happen any time during a simulation, so it is not constrained by, and has no control over, the logical time of others.
On the 'federate' side, each 'federate' has a life-cycle that consists of the initialization, joining, registration, running, and resignation stages. Specifically, at the initialization stage the RTI creates a 'federation' and 'federates' complete the construction of data and objects and the establishment of connection with the RTI. At the joining stage, a 'federate' sends the request of joining a 'federation' to the RTI which will wait until having got all the requests from the expected 'federates' and proceed to start next stage. The registration stage involves the setting of time management strategies and the declaration to the RTI about these strategies together with the requests for publishing/subscribing specific data objects. The running stage specifically refers to the running of a simulation, which mainly deals with time advancement and data exchange. In the resignation stage, a 'federate' sends a request to inform the RTI that it is ready to leave a 'federation' and all the connections will be closed once this request is approved. The provision of simulation management based on the HLA as services can be done in two ways. The first way is to use the RTI which offers Web Services based API, e.g. the recent version of pRTI [29] . The second way is the encapsulate legacy RTIs as Web services by doing a bit extra programming. In this work, the second method is used as codes in our previous work on HLA-based simulation can be reused. The programming for 'federates' is complicated and in practice it is done by partially generating codes based on a template. In Fig. 3, ' agents' play the role of 'federates' in a HLA-based simulation and at the same time they also communicate with external computational models to complete the task of system integration. Detailed discussion on the 'agents' will be given in Section 4.4. Human operators mainly work with the Web-based simulation tool (the second part of the service-oriented paradigm) which also plays the role of a data collector to interface with the HLA-based simulation for collecting data, sending commands, and receiving simulation status. As highlighted in the figure, models are encapsulated as Web services, which can be developed by any provider and integrated with the services for simulation management. Details about the encapsulation will be discussed in the next section.
Provision of simulation models as services
There are a number of advantages to provide computational models as services accessible on the Internet. Firstly, the M&S capacities can be shared and utilized by authorized clients. Secondly, details about a model can be kept confidential with only data transferred during a simulation process. Thirdly, the integration between computational models in a distributed environment is enabled, and thus provides support for the collaborative development of simulations. The interoperability offered by HLA-based collaborative simulation is not enough for MCS running on the Internet, though the synchronization of simulations running separately can be achieved. This is due to a few reasons as follows: (1) the HLA has a particular focus on the interoperability between its components and thus overlooks sharing these components with other systems; and (2) the HLA is not a widely used standard so it is hard for its components to be accessed by various clients. Nevertheless, components in a HLA-based simulation can communicate with external computational resources during a simulation. For example, in Fig. 3 the simulation of computational models can actually be performed by external services. As well as having open interfaces and various implementation techniques, Web Services technology offers good support for distributed computing on the Internet and thus is able to improve the interoperability of MCS. By using Web services, remote methods and data can be accessed by authorized clients anywhere on the Internet, which achieves good interoperability. A method for providing models as Web services is shown in Fig. 4 . This encapsulation structure mainly has two functions, namely the processing of Input/Output (I/O) data and the advancement of simulation time. To implement these functions, the Application Programming Interfaces (APIs) of M&S packages need to be utilized for developing programs for controlling the simulation advancement and accessing simulation data. The I/O data are generally processed by using extrapolation and interpolation methods because data exchange only takes place at some intervals in a distributed simulation but data that are not available at the time between these intervals are often required by the numerical integration processes of the M&S packages. When these functions are realized, the API of the specific Web Service implementation technique can be used to interface the models/solvers so that authorized remote clients can interoperate with them. As discussed in Section 2, some work has been done on the encapsulation of legacy models/codes as Web services and as such there are a number of methods for the encapsulation [1, 6, 13, [21] [22] [23] . The choice of these methods is dependent on the specific M&S packages involved. Moreover, Web Services is a popular research area and both commercial and open-source middleware technologies are now available for its design and development. In this work, the programming work for model encapsulation is done using Java through the Java Native Interface (JNI) API. The middleware used for Web Services programming is Axis which is an open-source platform managed by the Apache Software Foundation [30] . Four main functions are developed in the Web Services encapsulation program:
A function for initialization. This function initializes the simulation engine in response to a request (including initial values of variables, starting and ending time of simulation, time step) from a remote client. A function for running simulation. This function receives input data from remote service clients, executes the simulation for a while, and stores the data as well as the simulation results for their usage at a later stage in the simulation process. A function for getting simulation results. This function is defined to get the current values of variables and send them back to service clients as output data. A function for running the simulation to a specific time. This function is used to start the numerical integration process for a specified period (the advancement of simulation time), get the current simulation time that will be sent to remote clients, and send commands to start, pause, and stop the simulation process.
As shown in Fig. 4 , Web Services technology offers cross-platform and language-independent interoperability which enables the flexibility and modularity of this solution. In this sense, models developed using any M&S tools or languages can be assessed by remote clients developed using any techniques or languages and running on any platforms. The remote clients do not necessarily have to know the technical details of a service, but instead only need to interpret the Web Service Description Language (WSDL) document which describes details about the specific functions to call and the specific data involved in these functions. In the Axis platform, WSDL is well supported and the bi-directional transformation between WSDL and Java code is enabled. That is, A WSDL schema can be generated on the basis of a piece of Java code and vice versa. The WSDL schema for the model encapsulation services discussed in this section is shown in Fig. 5 (only core information is shown for the sake of brevity). There are totally five parts in the schema, namely definition of data types, definition of data for interaction, definition of operations (functions to be called), binding of operations to SOAP operations (SOAP is a protocol for data transfer in Web Services), and the description of the service. Through this schema, the remote clients are informed how to assess a service by calling its operations which correspond to the functions of a Java Class and where the four functions discussed in the last paragraph are implemented. It is shown in Fig. 4 that an interaction control method is implemented in the agent to communicate with a service to initiate the running of the encapsulated model and thus coordinate the simulation advancement for all the models.
System integration based on agent technology
As discussed above, both the HLA and Web Services are utilized in this work to implement a service-oriented paradigm in which designers, analysts, IT engineers can work together to build up simulations for product design by composing services. Hence, it is necessary to develop programs to integrate a HLA simulation federation and Web services on the Internet. This programming work is not trivial as the simulations in product design essentially involve many numbers of iteration and design changes always happen, although a simple connection between the two is not difficult. This work also causes problem for the target users of a MCS system, i.e. design engineers, who are in general not familiar with distributed computing topics.
As such a MCS system should hide the technical details of the collaborative computing technologies as much as possible. Referring back to the discussions in the previous sections, the agent shown in Figs. 3 and 4 is developed to integrate the collaborative computing technologies used, as well as to mitigate the effect of the changes in these technologies. Agent-based systems have been widely studied recently, which have advantages such as a modular structure, intelligent information processing, and the autonomous way of working [11] . It has three main roles, namely a 'federate' in a HLA-based simulation, a remote client of a Web service that encapsulates a model, and a component implementing the interaction control method.
Each agent actually plays the role of a simulation model in a HLA-based simulation and thus it needs to exchange data and coordinate simulation advancement with the RTI. In this way, it can get data from other models via the RTI and decide to which time the next simulation step can go. Once this information is available, it plays the role of a remote client of a Web service by sending the data from other models together with information about simulation time to the service and obtaining simulation results. These results are then sent to other agents, again via the RTI. Thus the interoperability between models is implemented. This process explains how the agent works in a MCS system. As to the programming for these agents, another solution is developed to generate codes based on a template. As the programs for both Web Services and HLA 'federates' are very structured, a template can therefore be used to define the information about the interaction between models. With that piece of information, Java codes can be generated. As discussed in Section 4.3, the programming for Web Services encapsulation mainly involves adding details to the functions of a Java Class. This customization fits better with the programming of the HLA 'federates' as they only deal with the exchange of data rather than generating data even though they are more complicated. The code generation is beyond the scope of this paper and more details have been published elsewhere [26] . However, the interaction control method is not implemented by the agent implemented in the previous work. The interaction control method holds the key to simulation accuracy in MCS and has been developed and added to the agent.
5. An effective runtime interaction approach to integrating simulation services
Solving of collaborative simulation problems using multiple solvers
Generally, the simulation of electro-mechanical system involves the construction of Differential Equations (DEs) and Differential Algebraic Equations (DAEs) as the subsystems such as multi-body dynamics, control system, and hydraulic system, can all be described using these equations [5] . The first assumption made in this research is that most MCS problems can be modeled using a set of DEs or DAEs. As discussion in Section 1, A MCS problem can be solved in two ways, namely the use of common language and the modular MCS. The first method utilizes unified theory to construct system model which then will be transformed to a set of DEs or DAEs. The latter, on the other hand, aims to solve a MCS problem by combining the functionalities of M&S tools for different disciplines, as well as to support the divisions of tasks so that better collaboration can be achieved. As a scenario of sharing and integrating distributed simulation services to perform MCS tasks is envisioned in this research, the focus is mainly on how to improve the performance of solving MCS problems using multiple solvers. A second assumption is that there are no algebraic loops in the MCS model studied because special treatment, e.g. using iterative algorithms [7] , is needed for problems that have algebraic loops and is out of the scope of this paper.
The HLA can help ensure that discrete events take place in the right sequence so that the interaction between components is accurate in terms of simulation time, i.e. synchronization of all components. Moreover, Web Services enables the interoperability of computational models and the modularity of the structure of a MCS problem. All these collaborative computing technologies work together to achieve dynamic and flexible integration of computational models during runtime so that a complex simulation problem can be solved by a synergy of multiple disciplinary areas effectively. However, the synchronization enabled using the HLA can only ensure the rightness of interaction at a macro level, i.e. interaction received at time T 1 is not mistakenly regarded as that of time T 2 where T 1 and T 2 are two time points updated by the RTI during a simulation. Actually, different commercial M&S packages have different numerical integration methods for solving DEs and DAEs, and the numerical integration process of any model can largely affect the accuracy of MCS. Therefore, the accuracy of simulation should also be ensured in terms of numerical calculation. In this section, the mechanism of solving MCS using multiple solvers will be analyzed.
As shown in Fig. 6 , assume that two models A and B are created using different M&S packages (say PA and PB) and exchange data with each other during a simulation. The data exchange happens N times during the simulation and thus simulation time is divided into N portions each of which is called a macro step. The solving (numerical integration) of model A and B is done separately by the solvers of PA and PB using different methods (either fixed step or variable step). Using the APIs of PA and PB, an external routine is able to make the simulation to run for a while with a step specified as a reference value. When data exchange happens at macro steps, the numerical integration of each model actually has continued for a few micro steps (the number of micro steps is determined by the specific M&S package used). At macro steps, each model will update its input data and process the data using interpolation before next macro step starts. It can be proved that if the macro step is small enough, the numerical calculation as shown in Fig. 6 can find solutions for the differential equations of A and B with acceptable accuracy [31] . Two methods, namely the Parallel Interaction Method (PIM) and the Staggered Interaction Method (SIM), have been developed for the model interaction of such a process [32, 33] , as shown in Fig. 6 . The only difference between the two methods is that whether one of them is allowed to do time integration one macro step faster than the other. However, there are still some drawbacks in these two methods and an effective method is needed for MCS.
An effective interaction method
There are a number of drawbacks in the PIM and SIM. Firstly, a macro step needs to be specified for the simulation, which is error-prone and requires much expertise about the numerical integration of differential equations. Secondly, different simulation problems may have different requirements in terms of accuracy, speed, and numerical stability, and thus it is hard to find out a macro step that fits well with most applications. Thirdly, the integration processes of commercial M&S packages tend to be complex for achieving good performance. For instance, MSC Adams uses the variable-step BDF method for some simulations [34] . In variable-step numerical integration methods, an initial big step is often chosen first and the integration errors will subsequently be evaluated: if the error is too big, a smaller integration step will be used instead until convergent calculation is achieved. Therefore, it is difficult to inform the solver what step to use for time integration. Thirdly, different solvers may use different step sizes and the use of improper step size for any model will significantly affect the accuracy of a simulation.
Starting from this point, an effective interaction method, namely the Crossed Interaction Method (CIM), is proposed to overcome the difficulties met by the PIM and SIM. The basic idea is that no matter how many times it has tried to find a proper step size for a solvable problem, a solver will ultimately achieve convergent calculation with a satisfactory step size. If data exchange happens at this step, then numerical integration is more accurate. The time step at which numerical convergence is achieved can be provided by commercial M&S packages, e.g. using the 'ssGetTimeOfLastOutput' function of Matlab Simulink [35] and the 'TIMGET' function of MSC. Adams [34] . The interaction between two models through the CIM is shown in Fig. 7 . In the CIM, Model A reaches time t n first and updates output data, then Model B initiates time integration for consecutive two times (each of which achieves convergence of numerical calculation) until reaching time t n . When Model is B is performing time integration, it uses the data updated by Model A at time t n . A flowchart for such a process is shown in Fig. 8 . To make all the models start numerical integration at the right order, the model having the smallest current simulation time always starts simulation first until numerical convergence is achieved, and then data exchange is performed. During the simulation, the method shown in the flowchart is implemented in the agents. Specifically, an agent accesses the service and Parallel Interaction Method Time at which data exchange takes place Model A gets data from model B Advancement of a micro step where convergence of nnumerical calculation is achieved Model B gets data from model A gets the current time at which the encapsulated model achieves numerical convergence, and then updates its Current Time (CT). After that, the agent sends a request the RTI to grant it to perform simulation advancement to its CT. As all the agents are both time constrained and time controlled as discussed in Section 4.2, the RTI will only approve the request from the agent whose CT is the smallest. Before an agent's simulation advancement request is approved, it can keep getting updated data from the RTI and thus the updated data can be used for next simulation step. Such a process is repeated until all the models have completed the simulation.
Evaluation and discussion
Prototype system and an engineering example
A prototype system has now been developed and further development and evaluation is still ongoing. A preliminary evaluation is done to check: (1) the viability and feasibility of the solution developed in this work; (2) whether the system can support distributed MCS; (3) the performance of the system in terms of both simulation development and simulation running; and (4) how the runtime interaction method works and whether it can achieve good accuracy. The prototype system uses Web-based interfaces and supports different users with different roles to simultaneously create models and develop simulations. A snapshot of the GUI for specifying interactions between models is shown in Fig. 9 . Currently, the system can offer functionality such as high-level modeling of a MCS problem, configuration of simulation settings, controlling the simulation process using the GUI, displaying simple 3D models, and simple post-processing. Java codes can be partially generated to reduce the amount of programming work for the middleware technologies such as the HLA and Web Services. As evidenced in the prototype system, users with different roles, e.g. design engineers, simulation experts, and software engineers, can work together in the virtual environment and models can be integrated at runtime to perform the simulation tasks. The system has been tested in the lab of the first author where it is shown the speed of the Web-based system is acceptable with an average response time of 100 ms and it is found that the updating of the graphical interfaces based on Java Applet takes a lot of time. As the focus of this paper is on evaluating the viability of the solution as well as the performance of the interaction method, the operation performance of the prototype system has not been thoroughly evaluated. Further development and evaluation is still required to test the system in real design problems and on the Internet. An engineering example, which is used to study the landing process of undercarriage, is utilized to evaluate the viability and performance of the methods developed. Three models are developed for this simulation, namely the multi-body dynamics subsystem, the hydraulic subsystem, and the control model. Other two modules are also included, namely the data collector and the human operator. The former provides data which will be displayed on the control panel of the user interface and the latter is mainly used for practicing steering operations during the landing process. The dynamics subsystem is modeled using MSC Adams [34] , which consists of a tyre, a post, and a hydraulic cylinder. The hydraulic model is created using EASY5 [36] . The M&S tool used to create the control model is Matlab Simulink [35] . The 3D multi-body dynamics model is Fig. 9 . A snapshot of GUI for specifying the interactions between sub-system models. shown in Fig. 10 . Once the three models are created by design engineers from different disciplinary areas, they are encapsulated as Web services by IT engineers and are deployed in a Web server. The setting of this simulation is shown in Table 2 . Specifically, the total simulation is 2 s (logical time) with a 0.005 s (logical time) macro step. In each second, tens of updates can be done by the system, which means a total of 400 data exchange will take a few minutes to complete. To evaluate the performance of the interaction control methods, a number of different simulations are run to obtain results for comparison. Numerical results obtained from these simulations are shown in Fig. 11 where the abscissa is time (/s) and the ordinate is angular velocity in X (rad/s).
Specifically, the first picture in Fig. 11 shows the reference results obtained by running the simulation for which three M&S packages are installed in a single computer and models interact with each other through the interfaces provided by the vendors of these tools. The other nine pictures show the results obtained from simulations using the three different interaction methods discussed in Section 5. Among these nine pictures, the first three pictures display the results using the CIM for three cases where no interpolation method is used, one-order interpolation method is used, and two-order interpolation method is used, respectively. Likely, the following six pictures are the results obtained from simulations using the SIM and the PIM respectively. As shown in the figure, the results obtained from CIM with two-order interpolation method have the best results which are comparable with the reference results. Interpolation methods are very useful for the CIM as a model's next time step (at which numerical convergence can be achieved) can be quite different from that of another model due to the different integration methods used by different M&S packages. The accuracy of the SIM is moderate whilst no prominent improvement is observed when interpolation methods are used. The results obtained using the PIM are least accurate and cannot successfully perform the simulation task. In summary, the CIM is feasible and achieves much better accuracy compared with traditional methods such as the PIM and SIM. As evidenced in the comparison, the CIM can resolve simulation problems that other methods fail to resolve (e.g. PIM cannot resolve the simulation problem of the engineering example). As well as achieving improved accuracy, the CIM also does not require specifying a fixed macro step before the simulation starts, which makes users' work a lot easier.
Discussion
MCS is a complex process which requires engineering designers, simulation analysts, software packages, and even hardware to work together to evaluate design solutions at an early stage of the design process. Collaborative computing technologies are used in this work to implement a service-oriented paradigm due to their capacities for enabling both the system integration and the collaborative work required by MCS. As evidenced in the prototype implementation, designers and simulation experts can focus on their own work whilst computational models can be well integrated at runtime. The runtime interaction method proposed achieves better accuracy than traditional methods. Broadly, Web-based simulation technologies include the methods that utilize distributed computing standards such as Web Services and the HLA [12] . Therefore, the proposed solution can also be categorized as a kind of Web-based simulation. Nevertheless, compared with the traditional Web-based simulation methods in which models are created and stored in the Web Server, this solution can offer better support for MCS.
Firstly, models for various disciplinary areas need to be created for MCS and it is very difficult to utilize the modeling functionality of a single Web-based simulation tool to resolve all the MCS problems for product design. For instance, control engineers would like to use block components for designing a control system whereas engineers working on multi-body dynamics may prefer using a software tool with 3D modeling functionality. In this solution, models created using multiple tools can be integrated. Secondly, in a traditional Web-based simulation, M&S tasks are all done on a server and all the details about a model are stored on the server. This scheme may not work well for some circumstances, e.g. cross organization collaboration, under which data and technical details are confidential and can only be kept within an organization. In this solution, computational models are encapsulated as Web services which make their computing functions accessible while their details are kept confidential by only offering interfaces for calling the services. Thirdly, such a solution offers better support for collaborative work as only simulation data are transferred throughout a simulation process. In this way, engineers can only focus on their portion of work, and when design changes have to be made, they only need to take into account the changes of input data while having no concerns about the coupling between different models (this is hard to achieve when only a single simulation tool is used).
Since it can be viewed as a special case of Web-based simulation, the main advantages (e.g. cross-platform and languageindependent interoperability and model reuse) of Web-based simulation can also be observed in this solution. Compared with some other solutions [6, 13] that also utilize distributed computing technologies, this solution also has advantages such as high efficiency of simulation development and the support for more types of simulations. A more detailed comparison
Interfaces between M&S tools CIM with two-order interpolation CIM with one-order interpolation CIM without interpolation SIM with two-order interpolation SIM with one-order interpolation SIM without interpolation PIM with two-order interpolation PIM with one-order interpolation PIM without interpolation between this solution and others that also utilize distributed computing technologies was given in [26] . Compared with the work by Ryu [9] , the issue of runtime interaction is studied with more details and a method is developed to bridge the highlevel description of a simulation and the underlying collaborative computing technologies. Early novel work on service-oriented simulation reported in [14, 24, 25] lays the foundation for this area. Compared with these pieces of work, this research is more focused on addressing simulation problems in product design by utilizing advanced distributing technologies, and involves the solving of models in parallel and their integration at run-time effectively and efficiently. The common features in those pieces of work and this work is that a modeling scheme and code generation are used to hide technical details and achieve rapid application development. The difference is that systematic validation and evaluation of simulation deployment is not addressed in our preliminary work, opening opportunities for further research in this area. Nonetheless, this solution also has a number of drawbacks. Firstly, like any other Web-based simulation technique, issues such as the lost of running speed and security vulnerability are still difficult to address. Secondly, the encapsulation of models is a difficult task and depends upon specific M&S packages involved. Thirdly, this solution utilized both HLA and Web Services to construct a serviceoriented paradigm. This inevitably increases the complexity of the solution even though solutions such as automatic code generation are provided. In summary, performing MCS in a distributed environment is very useful especially for complex products which involve multiple development teams working at different sites. The provision of computational capabilities as Web services can support collaborative MCS development which uses multiple M&S tools. The utilization of advanced collaborative computing technologies is promising for developing a successful solution for such a scenario though more work needs to be done to make the system easier and more robust. The drawbacks mentioned can be addressed in a number of ways. The running speed can be improved by using better communication techniques and developing faster algorithms for the advancement of simulation time. The security problem can be alleviated as Web Services technology provides a set of solutions for this. Once the encapsulation of models created by using an M&S tool is completed, the work for other models developed using the same tool will not be difficult. For the third drawback, a model-driven approach has been developed to make the system less complex to users. As evidenced in the prototype implementation, such a software tool is implementable and achieves better performance though it is a bit more complex than other previous systems.
Conclusion remarks
This paper presents our research work on supporting MCS in a distributed environment by using collaborative computing technologies. A scenario of the sharing and integration of simulation services on the Internet for product design is envisioned to achieve efficiency, accuracy, as well as collaboration in both simulation development and simulation execution. An understanding of the MCS problem helps identify the key requirements for a computational environment. To achieve flexible and effective integration of computational models at runtime, a synergy of two collaborative computing technologies is studied and a service-oriented paradigm is developed. Furthermore, the application of these technologies to the implementation of MCS environments has been discussed.
Accuracy is an important criterion for any simulation and therefore becomes a focus of this research. The integration process of each model and the data exchanged during this process is the key to achieving accurate simulation, though the HLA can help synchronize all the components involved in a simulation. The mechanism of runtime interaction between computational models is analyzed, together with different methods developed for this purpose. Based on the drawbacks of methods analyzed, an effective interaction method is proposed to find out the steps when numerical calculation converges and perform data exchange at these steps. As evidenced in the evaluation of a prototype system and the running of an engineering example, the solution proposed is viable and feasible, and meanwhile achieves better accuracy than traditional methods.
Currently, further development and evaluation of the system is still ongoing. In our future work, we will work out the reason why the CIM can achieves better accuracy and develop other methods to improve the performance of simulations. In particular, we are interested in how to speed up the simulation. Furthermore, more work will be done to improve the prototype system in terms of both functionality and performance.
