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Abstract. Solitons are ubiquitous phenomena that appear, among others,
in the description of tsunami waves, fiber-optic communication and ultracold
atomic gases. The latter systems turned out to be an excellent playground for
investigations of matter-wave solitons in a quantum world. This Tutorial provides
a general overview of the ultracold contact interacting Bose and Fermi systems in
a one-dimensional space that can be described by the renowned Lieb-Liniger and
Yang-Gaudin models. Both the quantum many-body systems are exactly solvable
by means of the Bethe ansatz technique, granting us a possibility for investigations
of quantum nature of solitonic excitations. We discuss in details a specific class
of quantum many-body excited eigenstates called yrast states and show that they
are strictly related to quantum dark solitons in the both considered Bose and
Fermi systems.
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1. Introduction
Everything that surrounds us consists of an enormous
number of particles. The properties of quantum
many-body systems they constitute are determined,
among others, by the temperature, density, type of
atoms and character of their mutual interactions. Due
to extreme complexity of such systems it is often
very difficult to extract even basic information about
their features. A rapid development of experimental
techniques in cooling and trapping atomic gases has
led to a realization of Bose-Einstein condensation in
a gas of bosons [1–3]. In such an ultracold Bose
system a macroscopic fraction of particles occupies the
lowest energy level. Consequently, the gas behaves
collectively and the description can often be reduced
to the problem of a single atom living in an effective
averaged potential generated by the milieu of other
atoms [3]. Despite this simplification, investigations
of properties of such systems, and in particular their
quantum nature, are still very challenging – both from
the experimental and the theoretical point of view.
A great progress in the ultracold laboratory
methods granted us an opportunity to study systems
in lower dimensions. Indeed, the shape of the atomic
trap can be manipulated so that one or two directions
are tightly confined. At very low temperatures, when
the lowest excitation in the confined direction requires
much more energy than the thermal energy kBT , the
corresponding degrees of freedom are frozen and the
particles live effectively in a lower dimensional space
[3]. This experimental achievement entailed a sudden
growth of interest in theoretical models of ultracold
atomic gases in one-dimensional space introduced a few
decades earlier. Here, we focus on the Lieb-Liniger
and Yang-Gaudin models describing ultracold one-
dimensional (1D) Bose and Fermi gases, respectively.
In both cases it is assumed that the interparticle
interactions can be modeled by a zero-range interaction
potential. It turns out that such 1D many-body
systems are exactly solvable by means of the so-called
Bethe ansatz, which opens a great opportunity for
theoretical studies of quantum many-body phenomena.
In 1834 John Scott Russell noticed a stable solitary
wave packet propagating with a constant velocity
along the Union Canal he inspected [4, 5]. Such
an extraordinary phenomenon became a subject of
theoretical investigations, which led to the formulation
of the Korteweg and de Vries nonlinear equation
describing the object observed by Russell [5, 6]. Later
research shown that the phenomenon, called a soliton,
is very ubiquitous and appears in many different
physical systems [5, 7]. Today, the term soliton refers
to specific solutions of nonlinear equations, for which
a balance between the dispersive and nonlinear effects
allows for existence of stable solitary wave structure.
Ultracold Bose gases turned out to be excellent systems
for the studies of matter-wave solitons. While the
experimental techniques for realization of solitons in
Bose-Einstein condensate (BEC) are well developed,
the investigations of their quantum nature constitutes
a great challenge. In addition, the relation between
the so-called dark soliton state, being a result of
some collective excitation, and quantum many-body
eigenstates of the system is very puzzling. Here, we
show that there is a specific class of quantum many-
body eigenstates in the Lieb-Liniger model that are
unequivocally connected with dark solitons. Thanks
to the full quantum many-body description employed
by us, we also explore a quantum nature of these
extraordinary objects [8–10].
In analogy to the Bose case, there was an attempt
to realize dark solitons in a superfluid Fermi system.
Nevertheless, the method that works well for bosons,
fails when it is applied to a spin- 12 Fermi gas in a
superfluid state. In 1D such a system is described by
the exactly solvable Yang-Gaudin model. Employing
the methods developed during the investigations of
ultracold Bose system, we demonstrate that dark
soliton signatures are encoded in a specific class of
the system eigenstates and their emergence can be
observed by analyzing the wave function describing a
↓-↑ pair of fermions [11].
2. Lieb-Liniger model: One-dimensional gas of
ultracold bosons
Nonrelativistic gas of identical bosons in 1D can be in
general described by the following Hamiltonian
Hˆ =
∫
dx Ψˆ†(x)
(
− ~
2
2m
∂2
∂x2
)
Ψˆ(x)
+
1
2
∫
dxdy Ψˆ†(x)Ψˆ†(y)V(x, y)Ψˆ(y)Ψˆ(x),
(2.1)
where m is the single particle mass, V(x, y) describes
the time-independent boson-boson interaction and
Ψˆ(x) denotes the canonical quantum Bose field, which
in the Heisenberg (H) picture, satisfies the following
canonical equal-time commutation relations[
ΨˆH(x, t), Ψˆ
†
H(y, t)
]
= δ(x− y), (2.2)[
ΨˆH(x, t), ΨˆH(y, t)
]
=
[
Ψˆ†H(x, t), Ψˆ
†
H(y, t)
]
= 0. (2.3)
State |0〉 that we destroy by acting Ψˆ(x)
Ψˆ(x) |0〉 = 0, 〈0| Ψˆ†(x) = 0, x ∈ R,
|0〉† = 〈0| , 〈0|0〉 = 1, (2.4)
is often dubbed the Fock vacuum.
When the Bose gas is dilute and ultracold, it is
convenient to substitute V(x, y) potential (generally
very complicated) with the simplified V (x, y). If
V(x, y) = V(x− y) is short range and the interparticle
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interaction can be restricted to the case of s–wave
scattering only, then the only requirement we need
to impose on V (x, y) is the reproduction of the value
of the scattering length. Therefore, we can choose
V (x − y) = 2c δ(x − y), where c plays the role of
the coupling strength (see Refs. [3, 12, 13]). By this
simplification the Hamiltonian in Eq. (2.1) reduces
to the renowned Lieb-Liniger Hamiltonian, for which
bosons interact via contact δ-potential [14–16]
HˆL−L =
∫
dx Ψˆ†(x)
(
− ~
2
2m
∂2
∂x2
)
Ψˆ(x)
+
∫
dx c Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x).
(2.5)
The Hamiltonian HˆL−L commutes with the total
momentum and the total number of particles operators
Pˆ = − i~
2
∫
dx
[
Ψˆ†(x)∂xΨˆ(x)−
(
∂xΨˆ
†(x)
)
Ψˆ(x)
]
= i~
∫
dx
(
∂xΨˆ
†(x)
)
Ψˆ(x), (2.6)
Nˆ =
∫
dx Ψˆ†(x)Ψˆ(x),
[
HˆL−L, Pˆ
]
=
[
HˆL−L, Nˆ
]
= 0,
so the number of particles and the total momentum are
conserved quantities. It also means that HˆL−L can be
partitioned into blocks corresponding to different total
momenta.
The Lieb-Liniger model has an analytical solution,
which can be found with the help of the so-called
Bethe ansatz method [17]. Therefore, in principle
when no boundary conditions are imposed, one can
find analytical formulae for all the eigenfunctions and
the corresponding eigenvalues. Let us restrict to a
sector with a fixed number of particles N . An arbitrary
eigenstate of the considered system can be cast into the
following form
|ψN ({k}N )〉 = 1√
N !
∫
dNxΦN ({x}N , {k}N )
×Ψˆ†(x1) . . . Ψˆ†(xN ) |0〉 ,
(2.7)
where {ξ}N = {ξ1, ξ2, . . . , ξN}, ξ = x ∨ k. By
the assumption, |ψN ({k}N )〉 is simultaneously an
eigenstate of HˆL−L, Pˆ and Nˆ with eigenvalues EN , PN
and N , respectively. ΦN ({x}N , {k}N ) is a symmetric
function with respect to all xj=1,2,...,N and is an
eigenstate of the following quantum mechanical energy
and total momentum operators
HˆN = − ~
2
2m
N∑
j=1
∂2
∂x2j
+ 2c
∑
N≥j>s≥1
δ(xj − xs), (2.8)
PˆN = −i~
N∑
j=1
∂
∂xj
, (2.9)
HˆNΦN ({x}N , {k}N ) = ENΦN ({x}N , {k}N ), (2.10)
PˆNΦN ({x}N , {k}N ) = PNΦN ({x}N , {k}N ). (2.11)
The mysterious kj numbers parameterize the state
unequivocally and will be called quasimomenta . For
convenience, we introduce the following parameter of
an inverse length dimension
c¯ =
2m
~2
c. (2.12)
The dimensionless intensive parameter that measures
the interactions strength reads [3, 14,18]
γ =
c¯
ρ
, (2.13)
where ρ = NL denotes the average density of particles
in the system of size L. The weak (strong) interaction
limit refers to |γ|  1 (|γ|  1).
Eigenstate ΦN ({x}N , {k}N ) describes the system
of N identical bosons and is symmetric with respect
to all permutations of the particles’ positions. For
convenience, at this point we are going to operate in
the domain T : x1 < x2 < . . . < xN−1 < xN , in which
particles will never touch and thus we can neglect the
point-like interactions, i.e.
HˆN T−→ Hˆ0N = −
~2
2m
N∑
j=1
∂2
∂x2j
. (2.14)
Such an apparent simplification entails the necessity to
introduce additional boundary conditions(
∂
∂xj+1
− ∂
∂xj
− c¯
)
ΦN
∣∣∣∣∣
xj+1−xj→0
= 0, (2.15)
which are induced by the δ-potential at xs = xj , s 6= j.
An eigenstate of both Hˆ0N and PˆN is simply given
by Φ0N ∝ det
[
eikjxs
]
j,s=1,2,...,N
, for which
Hˆ0NΦ0N = E0NΦ0N , PˆNΦ0N = P 0NΦ0N ,
E0N =
~2
2m
N∑
j=1
k2j , P
0
N = ~
N∑
j=1
kj ,
(2.16)
where kj are the above-mentioned quasimomenta. It
turns out that the wave function fulfilling conditions
in Eq. (2.15) can be cast into the following form
(sgn(pi) = ±1 denotes the sign of a permutation pi)
ΦTN ({x}N , {k}N )
= C
∑
pi∈SN
[
sgn(pi) exp
(
i
N∑
n=1
kpi(n)xn
)
(2.17)
×
∏
j>s
(
kpi(j) − kpi(s) − ic¯
) ]
,
with C =
(
N !
∏
j>s
[
(kj − ks)2 + c¯2
])−1/2
[15]. The
derivation of the boundary conditions in Eq. (2.15)
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as well as the construction of the general solution,
Eq. (2.17), can be found in Ref. [15].
The above solution, Eq. (2.17), is valid only in
the domain T and can be extended to the whole RN
thanks to the method suggested by M. Gaudin [15,16].
That is, i 2mc~2 present in the product in Eq. (2.17) has
to be replaced by i 2mc~2 sign(xj − xs), where sign(x) =
x/|x| = ±1, for x 6= 0 and sign(0) = 0. Ultimately, the
analytical solution of the Lieb-Liniger model reads
ΦN ({x}N , {k}N )
= C
∑
pi∈SN
[
sgn(pi) exp
(
i
N∑
n=1
kpi(n)xn
)
(2.18)
×
∏
j>s
(
kpi(j) − kpi(s) − ic¯ sign(xj − xs)
) ]
,
with corresponding eigenvalues
HˆNΦN = ENΦN , PˆNΦN = PNΦN ,
EN =
~2
2m
N∑
j=1
k2j , PN = ~
N∑
j=1
kj .
(2.19)
It is easy to show that ΦN has two symmetries
ΦN (σ{x}N , {k}N ) = ΦN ({x}N , {k}N ), (2.20)
ΦN ({x}N , ρ{k}N ) = sgn(ρ)ΦN ({x}N , {k}N ), (2.21)
where σ, ρ ∈ SN are arbitrary permutations of the
particles’ positions and quasimomenta respectively.
While the first one represents the Bose exchange
symmetry, the second symmetry at first sight resembles
the Pauli exclusion principle. However, such an
observation is entirely unjustifiable in the considered
case. Although the quasimomenta are closely related
to the momenta of individual particles, one should
distinguish one from the other.
2.1. Periodic boundary conditions
Let us now assume that we deal with the Lieb-Liniger
system confined in a ring of length L. Consequently,
the solution in Eq. (2.18) has to satisfy the following
cyclicity conditions (for all j = 1, 2, . . . , N)
ΦN (x1, . . . , xj + L, . . . , xN , {k}N ) (2.22)
= ΦN (x1, . . . , xj , . . . , xN , {k}N ).
This leads to the well-known system of the so-
called Bethe equations (see Appendix A) [14–16,19],
whose solutions represent the permitted values of
quasimomenta in the presence of periodic boundary
conditions
eikjL = −
N∏
s=1
kj − ks + ic¯
kj − ks − ic¯ , j = 1, 2, . . . , N. (2.23)
Note that the structure of the Bethe Eqs. (2.23)
indicates that if the set {kj} is a solution, then the set
{k′j}, where k′j = kj + 2piL r (r = ±1,±2, . . .), represents
the another solution but corresponding to the total
momentum shifted by ∆PN = 2piL Nr.
Sometimes it is convenient to rewrite the Bethe
Eqs. (2.23) to the logarithmic form
kjL+
N∑
s=1
θ(kj − ks) = 2piIpj , (2.24)
where
θ (ξ) = i ln
[
ic¯+ ξ
ic¯− ξ
]
= i ln
[
ξ + ic¯
ξ − ic¯
]
+ pi = −θ (−ξ) ,
(2.25)
is the so-called scattering phase . The numbers Ipj ,
which are arbitrary integers (half-integers) when N is
odd (even), parameterize the solutions of the above
Bethe equations. Nevertheless, we still do not know
if the solutions exist. It is also not yet clear whether
the parameterization given by Ipj numbers is unique
or not. While in general we do not have answers for
these questions, there are 3 theorems concerning the
solutions of the Bethe equations when c¯ > 0 [15,16,20].
Theorem 1. All the solutions kj of the Bethe
Eqs. (2.23) are real numbers, when c¯ > 0.
Theorem 2. For c¯ > 0 the solutions of the Bethe
Eqs. (2.24) exist and can be uniquely parameterized by
a set of integer (half-integer) numbers {Ipj }.
Theorem 3. For c¯ > 0, the solutions kj and ks
of the Bethe Eqs. (2.24) satisfy the relation kj > ks
(kj = ks) if the corresponding parameterizing numbers
Ipj > I
p
s (I
p
j = I
p
s ).
Due to the antisymmetry with respect to exchange
of any pair of quasimomenta, Eq. (2.21), the wave
function ΦN = 0 when at least two quasimomenta
kj and ks are equal for j 6= s. Therefore, in
agreement with Theorems 2 & 3, for c¯ > 0 physically
relevant solutions of the Bethe Eqs. (2.24) are uniquely
parameterized by distinct numbers Ipj only. This also
implies that in the case of the repulsively interacting
system EN is always positive. It should also be
mentioned that for c¯ > 0 (when kj ∈ R)
θ(ξ) = 2 arctan
(
ξ
c¯
)
, ξ ∈ R. (2.26)
If so, the Bethe equations read
kjL+ 2
N∑
s=1
arctan
(
kj − ks
c¯
)
= 2piIpj . (2.27)
Note that due to the antisymmetry of θ(ξ) (or
equivalently arctan(ξ) for c¯ > 0), one finds
PN =
2pi~
L
N∑
j=1
Ipj . (2.28)
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To get some intuition we analyze Eqs. (2.24) in
the limiting cases of interparticle interaction strengths
(see also Refs. [21–25]). For N = 2 it is convenient
to investigate the difference δk = k2 − k1, for which
δkL + 2θ(δk) = 2pi∆Ip, where ∆Ip = Ip2 − Ip1 .
Assuming a finite particle density (NL < ∞), one
expands the scattering phase θ around c¯ = 0 (in fact
γ = 0) getting θ(ξ) ≈ −pi− 2c¯/ξ+ 2pir (r ∈ Z). Basing
on Theorem 3 we find that for small |c¯|L (small |γ|) |δk|
is minimized when k2 = −k1 = ±
√
c¯/L. This simple
result shows us not only that the minimal difference
between distinct Bethe solutions vanishes slower than c¯
implying c¯/δk c¯→0−→ 0, but also indicates that in the limit
c¯ → 0− we can expect paired complex solutions, i.e.
k± = k0± i
√|c¯|/L, where k0 ∈ R. In general, by using
the same expansion of the scattering phase θ one can
show that in the limit of weak interparticle interactions
(γ → 0) the quasimomenta kj=1,2,...,N should satisfy
the following approximate equations
kj
γ→0±
=
2pi
L
dj +
2c¯
L
N∑
s=1
s6=j
1
kj − ks , (2.29)
where the numbers dj = 0,±1,±2, . . . do not have to be
distinct and denote excitations. For example, while the
numbers dj = 0 for all j = 1, 2, . . . , N correspond to
the ground state, each dj 6= 0 indicates a quasiparticle
excitation. Such approximate equations works fine also
for the weakly attractive system (c¯ < 0) and their
complex solutions can be successfully used as a starting
point for numerical investigations of the solutions of
the Bethe Eqs. (2.23). The comparison between the
solutions of the approximate Eqs. (2.29) and the exact
ones, Eqs. (2.23), is shown in Fig. 1(a)&(b).
We already know that in the weakly interacting
regime (γ → 0) the difference between the Bethe
solutions |δk| is not smaller that 2√|c¯|/L. Thus, by
neglecting the term ic¯ sign(xj − xs) in Eq. (2.18) one
easily obtains
lim
c→0
ΦN ({x}N , {k}N ) ∝
∑
pi∈SN
exp
i N∑
j=1
kpi(j)xj
,(2.30)
which coincides with the expectations concerning the
system of noninteracting bosons.
On the other hand, for very strong repulsion one
expands θ(ξ) around c¯ = ∞ (γ = ∞) with the
assumption |ξ|  c¯, i.e. θ(ξ) ≈ 2ξ/c¯, getting
kj
γ→∞
=
2pi
L
Ipj −
2
c¯L
N∑
s=1
(kj − ks), (2.31)
which for N = 2 implies δk = 2piL ∆I
p
(
1 + 4c¯L
)−1
.
The above results indicates that for γ → ∞ the
solutions of the Bethe Eqs. (2.24) tend to be separated
by 2piL ∆I
p, where ∆Ip ∈ Z is the difference between
the distinct numbers Ipj parameterizing the solutions
kj . This result is a beautiful example of the so-
called fermionization phenomenon when the gas of
impenetrable bosons can be treated as a system of
noninteracting fermions [26–28].
Figure 1. Upper panels (a) and (b) present imaginary and
real parts of N = 5 particle ground state solutions of Eqs. (2.24)
parameterized by {Ipj } = {−2,−1, 0, 1, 2} for different values
of the interaction strength γ. The exact solutions (solid black
lines) of Eqs. (2.24) are compared with the approximate solutions
in the weakly (dashed red lines) and the strongly interacting
regimes (dotted blue lines). The solutions of Eqs. (2.29) and
(2.31) were parameterized by the numbers dj=1,2,...,5 = 0 and
{Ipj } = {−2,−1, 0, 1, 2}. The corresponding string solutions are
obtained for k0 = 0 and j = 5, see Eq. (2.34). Panel (c) shows
a scheme of a multi-string state of the 20-particle system in the
presence of very strong attraction γ → −∞ (L <∞).
For strong interparticle attraction the imaginary
part of the complex kj solution is of the order of c¯.
Indeed, taking kj = k0 + iη (k0, η ∈ R), the j-th of
Eqs. (2.23) reads
eik0L−ηL = −
N∏
s=1
kj − ks − i|c¯|
kj − ks + i|c¯| . (2.32)
If now the system containing N < ∞ has a very large
size, i.e. L→∞, then the left-hand side of Eq. (2.32)
approaches 0 (or ∞) for η > 0 (η < 0). Thus, at least
one ks6=j has to be equal
ks6=j =
{
kj − i|c¯|+O
(
e−ηL
)
for η > 0
kj + i|c¯|+O
(
e−ηL
)
for η < 0
. (2.33)
In a two-body case for γ → −∞ one gets two paired
solutions k± = k0 ± i|c¯|/2. For N ≥ 2, the individual
bound state forms a structure called a string consisting
of 2 ≤ r ≤ N quasimomenta that share the real parts
and differ only in values on the imaginary axis (see also
Refs. [29–32]). We stress that the imaginary parts are
always symmetrically distributed around zero, which
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ensures that the corresponding energy is always a real
number. In the N -particle system in question the
eigenstate may be constructed with MS strings (multi-
string state) of different lengths r and f free (unpaired)
real-valued quasimomenta. Technically speaking, the
string of length r consists of r quasimomenta that are
given by the following formula
ks,rα = k
s,r
0 + i
|c¯|
2
(r + 1− 2α) + δs,rα , (2.34)
where ks,r0 ∈ R, δs,rα ∈ C, α = 1, 2, . . . , r, and
the deviations δs,rα vanish exponentially with |γ|, i.e.
|δs,rα | ∼ e−ζ|γ|, ζ > 0. In our notation, the upper
index s enumerates the consecutive strings consisting
of r quasimomenta, i.e. Eq. (2.34) represents the
quasimomenta corresponding to the s-th string of
length r. In general, one can deal with Mr strings
built up by the same number r of quasimomenta so
s = 1, . . . ,Mr and N =
∑
r rMr + f , MS =
∑
rMr.
It is noteworthy that for N < ∞ and c¯ < 0
the above-mentioned limit L → ∞ corresponds to
γ → −∞. Indeed, if η → ±∞ but L < ∞ the same
analysis leads to similar solutions of Eqs. (2.23) as in
Eqs. (2.34). In both cases we reach γ → −∞, but
one should remember that this limit is obtained in two
distinctly different ways – while in the first case we
deal with an infinite ring circumference, the second
approach requires an infinite value of the coupling
constant c¯. The approximate ground state solutions
obtained for γ → ±∞ are compared with the exact
solutions of Eqs. (2.23)&(2.24) in the upper panels of
Fig. 1. For illustration, the scheme of multi-string
eigenstate is shown in Fig. 1(c).
The Bethe solution ΦN , Eq. (2.18), significantly
differs between the strongly repulsive and the strongly
attractive regimes. While in the former case ΦN
reduces to det[eikjxs ]
∏
j>s sign(xj − xs), in the latter
case we deal with the so-called string solutions, for
which the imaginary parts of the quasimomenta kj
behave proportionally to c¯. It turns out that for the
ground state, i.e. the single string eigenstate with zero
total momentum, the corresponding wave function can
be cast into the following form [29,31,32]
ΦN ({x}N , {k}N ) γ→−∞∝ exp
c¯
2
∑
j>s
|xj − xs|
 . (2.35)
2.2. Open boundary conditions
By imposing open boundary conditions we in fact
consider a new Hamiltonian with additional infinite
square well trapping potential (hard walls), namely
HˆUN = −
~2
2m
N∑
j=1
∂2
∂x2j
+
N∑
j=1
U(xj)+2c
∑
j>s
δ(xj−xs),(2.36)
with U(x) =
{
0, 0 < x < L
∞, otherwise . (2.37)
In general, by switching the trapping potential U(x)
on, we can break the integrability of the system, but
here this is not the case and our problem still has an
analytical solution constructed in 1971 by M. Gaudin
[16, 24, 33, 34]. The derivation requires two steps that
we briefly sketch. Assuming that we operate in the
domain T : 0 < x1 < x2 < . . . < xN < L, the solution
ΨN has to vanish at x1 = 0 and xN = L. Firstly, we
look for the solution on the semi-infinite axis x ≥ 0
that vanishes at x1 = 0. For this purpose M. Gaudin
used the McGuire’s optical analogy for the general
problem of particles interacting via δ-potential [35].
That is, the proper solution ΨN can be constructed by
a superposition of the elementary solutions of the Lieb-
Liniger model ΦN ({x}N , {k}N ) corresponding to the
same energy EN . Therefore, it is sufficient to consider
2N states parameterized by {k}N = {k1, k2, . . . , kN}
where kj = j |kj |, j = ±1 and if kj ∈ R, we can choose
0 < |k1| < |k2| < . . . < |kN | without loss of generality.
Thus, the solution we look for can be expressed as the
following superposition
ΨN ({x}N , {|k|}N )
=
∑
1,...,N
A(1, . . . , N ) ΦN ({x}N , {k}N ). (2.38)
Taking the elementary solution ΦN restricted to the T
domain and assuming that ΨN vanishes at x1 = 0 one
obtains (see Appendix B)
ΨN ({x}, {|k|}N )
∝
∑
{}
∑
pi∈SN
12 · · · N exp
(
i
N∑
n=1
kpi(n)xn
)
×
∏
j>s
(
1− ic¯
kj + ks
)(
1− ic¯
kpi(j) − kpi(s)
)
,
(2.39)
where kj = j |kj | and we need to remember that the
above solution is valid only for 0 ≤ x1 < . . . < xN .
Secondly, by imposing the vanishing at xN = L,
one gets the so-called Gaudin’s equations [16, 33]
ei2kjL =
N∏
s=1
s6=j
(ks + kj + ic¯) (ks − kj − ic¯)
(ks + kj − ic¯) (ks − kj + ic¯)
=
N∏
s=1
s6=j
(kj + ic¯)
2 − k2s
(kj − ic¯)2 − k2s
, j = 1, 2, . . . , N.
(2.40)
The above product contains only nonzero numbers kj ,
such that |kj | 6= |ks| if j 6= s, and does not depend
on the sign of kj , i.e. the Gaudin’s equations are
invariant under reflections kj → −kj . By construction,
the solutions {kj} determine the energy of ΨN
EN =
~2
2m
N∑
j=1
k2j . (2.41)
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Let us focus on the repulsively interacting case
(c¯ > 0), when we expect to deal with real solutions
kj ∈ R. Due to the fact that the reflection of any
quasimomentum, i.e kα → −kα, does not change the
Gaudin’s Eqs. (2.40), it is sufficient to restrict to the
positive values of kj > 0 only. Rewriting the Gaudin’s
Eqs. (2.40) to the logarithmic form
kjL = pimj − 1
2
N∑
s=1
s6=j
[θ(kj + ks) + θ(kj − ks)] , (2.42)
with mj ∈ Z and employing the relations in Eq. (2.25)
or equivalently
arctan(ξ) =
pi
2
sign(ξ)− arctan
(
1
ξ
)
, (2.43)
together with the equality in Eq. (2.26) one reads
[16,24,33,34,36–38]
kjL = pin
o
j+
N∑
s=1
s6=j
[
arctan
(
c¯
k+js
)
+arctan
(
c¯
k−js
)]
, (2.44)
where k±js = kj ± ks and the parameterizing numbers
noj=1,,...,N ∈ Z. Basing on the continuity of solutions
principle, Gaudin has deduced that to deal with
admissible physically different solutions, it is enough to
consider 1 ≤ no1 ≤ no2 ≤ . . . ≤ noN only [16, 33, 36–38].
Indeed, let us assume that the set {noj} of positive
integers parameterizes the set of positive solutions {kj}
of the logarithmic Eqs. (2.44). It is easy to show that
by changing the sign of a single parameterizing number,
e.g. nol → n˜ol = −nol , we simultaneously change the
sign of the corresponding solution, i.e. kl → k˜l = −kl,
leaving the other solutions kj 6=l unchanged. Such an
operation leads to exactly the same wave function
in Eq. (2.39), which means that both solutions are
physically equivalent. It is also easy to note that for
n˜ol = 0 the corresponding l-th Gaudin’s equation is
satisfied when kl = 0.
The fact that the Gaudin’s Eqs. (2.44) possess
unique real solutions for each set of the parameterizing
numbers noj has been proven recently by M. Tomchenko
[37]. Moreover, it has been shown that the set {noj}
consisting of p identical parameterizing numbers, i.e.
nos+1 = . . . = n
o
s+p, corresponds to p! physically
equivalent solutions of Eqs. (2.44) [37].
There is a beautiful relationship between the
repulsive systems with periodic and open boundary
conditions. Note that using the relation (2.43) one can
rewrite the Bethe Eqs. (2.27) to the Gaudin-like form
kjL = 2pin
p
j + 2
N∑
s=1
s6=j
arctan
(
c¯
kj − ks
)
, (2.45)
where npj is an integer number independently on the
parity of N . Since the relation (2.43) holds true for
ξ 6= 0, both formulations in Eqs. (2.27) and (2.45) are
mathematically equivalent. The case ξ = 0 is excluded
from considerations by the fact that physically relevant
solutions have to be distinct, i.e. ∀j,s : kj 6= ks6=j .
Note that the solutions of the new form of the Bethe
Eqs. (2.45) are still uniquely parameterized by the new
parameterizing numbers npj that do not have to be
distinct and satisfy the relation np1 ≤ np2 ≤ . . . ≤ npN
known from the open boundary conditions case [38].
On the other hand, by employing the same tricky
substitution, Eq. (2.43), and assuming that 1 ≤ no1 ≤
no2 ≤ . . . ≤ noN , the Gaudin’s equations (2.44) can be
cast into the Bethe-like form
kjL = piI
o
j −
N∑
s=1
s6=j
[
arctan
(
k+js
c¯
)
+arctan
(
k−js
c¯
)]
,(2.46)
where the parameterizing numbers Ioj = n
o
j + j − 1 are
integers ordered so that 1 ≤ Io1 < Io2 < . . . < IoN .
Additionally, we can find an analogy between the
2N -particle system in a ring of size 2L and N -particle
system confined in a hard wall box of length L (both
systems are assumed to have the same densities equal
to N/L). Indeed, by looking for solutions in the form
{k}2N = {{−k}N , {k}N}, kj=1,...,N > 0, (2.47)
{np}2N = {{−no}N , {no}N}, nj=1,...,N > 0, (2.48)
for the periodic system within the Gaudin-like
formulation, Eq. (2.45), we obtain [36]
kj2L− 2pinpj = 2
2N∑
s=1
s6=j
arctan
(
c¯
kj − ks
)
(2.49)
= 2
N∑
s=1
s6=j
[
arctan
(
c¯
k+js
)
+ arctan
(
c¯
k−js
)]
+ fj ,
which coincides with Eqs. (2.44) except the term fj =
2 arctan (c¯/2kj). Due to the uniqueness of solutions,
Gaudin concluded that the energy of the N -particle
system of size L with open boundary conditions
parameterized by the set {no}N , Eq. (2.47), is twice
smaller than the energy of the 2N -particle periodic
system determined by the set {np}2N , Eq. (2.48)
[16, 33]. As shown in Ref. [36], such correspondence is
not entirely exact. This analogy will be also discussed
in the context of the ground state energy in the
thermodynamic limit (see Sec. 2.3).
Let us also briefly study the behaviour of solutions
of the Gaudin’s equations in the limiting cases of the
interparticle interaction strengths (see also Refs. [24,
34, 36]). First of all we analyze a two-body problem
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getting
δkL− pi∆no c¯→0+≈ 2c¯/δk,
δkL− pi∆no c¯→∞≈ pi sign(δk)− 2δk/c¯,
(2.50)
where δk = k2 − k1 and ∆no = no2 − no1. Now, it is
clear that in the strongly repulsive regime (γ → ∞)
δk ≈ piL (∆no + sign(δk))
(
1− 2c¯L
)
. Thus, two solutions
that are parameterized by equal numbers no1 = n
o
2,
i.e. ∆no = 0, are separated by δk ≈ piL
(
1− 2c¯L
)
,
which coincides with the expectations for the Tonks-
Girardeau regime (γ → ∞), for which the system can
be mapped onto the gas of noninteracting fermions
[26–28]. On the other hand, in the weakly repulsive
limit (γ → 0+) for ∆no = 0, one obtains δk =
±√2c¯/L. The result also holds true in the weakly
attractive case (γ → 0−), where δk = ±i
√
2|c¯|/L
indicating the existence of a bound state.
By expanding θ or arctan function in a chosen
regime of interparticle interactions, one easily finds the
following approximate equations
kj
γ→∞
=
pi
L
mj
(
1 +
2(N − 1)
c¯L
)−1
,
kj
γ→0±
=
pi
L
dj +
c¯
L
N∑
s=1
s6=j
(
1
kj + ks
+
1
kj − ks
)
,
(2.51)
where, as in the periodic boundary conditions case, cf.
Eqs. (2.29), parameters dj = 0,±1,±2, . . .. Thanks to
the compact form of the Gaudin’s equations’ solutions
for γ →∞, one can easily determine the corresponding
ground state energy. In such a limit we deal with a
fermionized system, so the mj numbers should satisfy
the relation mj = j and thus [34]
EoGS
γ→∞
=
~2pi2N(N + 1)(2N + 1)
12mL2 [1 + 2(N − 1)/c¯L]2 . (2.52)
Similarly to the periodic case, one can anticipate
that the solutions of Eqs. (2.40) in the strongly
attractive limit (γ → −∞) may form a bound
structures like strings described in Sec. 2.1. Indeed, the
substitution kj = k0+iη (k0, η ∈ R) in the large system
size limit L → ∞ reveals the necessity of existence of
a solution of the form ks6=j = ±k0 ∓ i|c¯| for η > 0
and ks6=j = ±k0 ± i|c¯| for η < 0. It is enough to
choose +k0 ± i|c¯|. On the other hand, dealing with
the ground state in the weakly attractive limit all the
quasimomenta should have real parts close to pi/L and
imaginary parts behaving like
√|c¯|/2L. In Fig. 2 we
compare exact solutions of the Gaudin’s Eqs. (2.40)
obtained for the ground state with the solutions of the
corresponding approximate Eqs. (2.51).
At the end we would like to point out that in
the noninteracting limit (γ → 0) the solution ΨN
Figure 2. Solutions of the Gaudin’s Eqs. (2.40) for N = 5 and
for different values of the interaction strength γ. Panels (a) and
(b) refer to the real and the imaginary parts of the solutions,
respectively. Starting from the ground state quasimomenta in
the noninteracting case, i.e. kj=1,...,N → piL , we have obtained
continuous curves (solid black lines) representing the exact
solutions of Eqs. (2.40), both in the attractive and the repulsive
regime. Such results are compared with the solutions of the
approximate equations for weakly (dashed red lines) and strongly
(dotted blue lines) interacting limits, which were obtained for the
numbers dj=1,...,N = 1 and {mj} = {1, 2, 3, 4, 5}, respectively.
The imaginary parts of the approximate solutions in the strongly
attractive case are given by |c¯|(3− α), where α = 1, 2, . . . , 5, cf.
Eqs. (2.34).
constructed by M. Gaudin, Eq. (2.39), reduces to
the solution of the problem of noninteracting bosons
confined in an infinite square well potential [10],
namely (for proof see Appendix B)
ΨN ({k}N , {x}N ) c¯→0∝
∑
pi∈SN
N∏
s=1
sin
(|kpi(s)|xs) , (2.53)
where kj
c¯→0−→ piLnoj .
2.3. Ground state
We have already discussed analytical solutions of
the time-independent Schro¨dinger equation for the
Lieb-Linger model and the stipulations that have to
be satisfied in the presence of periodic and open
boundary conditions. Here, we are going to analyze the
parameterization and properties of the ground state in
both cases. All the considerations will be restricted to
the repulsively interacting case (c¯ > 0).
2.3.1. Periodic boundary conditions Let us start with
the investigations of the ground state parameteriza-
tion. Due to antisymmetry of the general solution
ΦN ({x}N , {k}N ), Eq. (2.18), in quasimomenta we
know that all the parameterizing numbers Ipj have to
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be distinct. Hence, applying Theorem 3 one can al-
ways write 2piL I
p
1 ≤ k1 < k2 < . . . < kN ≤ 2piL IpN , which
corresponds to Ip1 < I
p
2 < . . . < I
p
N . By the continu-
ity of the Bethe solutions for a given parameterization
{Ipj }, we notice that to determine the ground state pa-
rameterization, it is enough to minimize the energy in
the case of infinitely strong interactions (γ →∞) when
the quasimomenta kj → 2piL Ipj , i.e. one needs to find
the collection of distinct numbers Ipj that minimizes
lim
γ→∞EN =
4pi2~2
2mL
N∑
j=1
Ip 2j . (2.54)
It is clear that the condition is satisfied by numbers
Ipj = j − 1−
N − 1
2
, j = 1, 2, . . . , N. (2.55)
Thus, the set {Ipj }GS corresponding to the ground state
(GS) has the following symmetric structure{−N−12 ,−N−32 , . . . ,−1, 0, 1, . . . , N−12 } ∣∣∣
N odd{−N−12 ,−N−32 , . . . ,− 12 , 12 , . . . , N−12 } ∣∣∣
N even
. (2.56)
It can be shown that since we keep the chosen order
of Ipj numbers (I
p
j+1 > I
p
j ) the relation between the
Bethe-like and the Gaudin-like parameterizations of
eigenstates of the periodic system reads
Ipj = n
p
j + j −
N + 1
2
, j = 1, 2, . . . , N. (2.57)
If so, the ground state in the Gaudin-like formulation
of the Bethe Eqs. (2.45) is parameterized as follows
{npj }GS = {0, 0, . . . , 0} for any N. (2.58)
There is one more very beautiful feature of the
ground state solutions. That is, by considering weakly
interacting case (γ → 0) and the ground state
parameterization, i.e. npj=1,2,...,N = 0, we easily obtain
kjL =
N∑
s=1
s6=j
2c¯
kj − ks =⇒ qj =
N∑
s=1
s6=j
1
qj − qs , (2.59)
where the numbers qj =
√
L/2c¯kj , as the solutions of
the above equations, turn out to represent zeroes of
the N -th Hermite polynomial HN (q), i.e. HN (qj) = 0
for j = 1, 2, . . . , N . Thus, the ground state solutions of
the Bethe equations for weakly interacting Lieb-Liniger
model with periodic boundary conditions are given in
terms of the roots of the Hermite polynomial HN (q),
i.e. kj =
√
2c¯/L qj +O(c¯) [16, 19].
We will also briefly discuss the thermodynamic
limit, i.e. N,L → ∞, ρ = NL = const. The
lowest energy eigenstate in the presence of periodic
boundary conditions is given by the parameterization
in Eqs. (2.56). It can be shown that the resulting
quasimomenta fill the symmetric interval [−Q,Q] and
∆kj = kj+1−kj = O(L−1). By the fact that ∆kj > 0,
one denotes the density of states as [3, 14–16]
Dp(kj) = lim
1
L(kj+1 − kj) > 0. (2.60)
While the above limit (lim) refers to the thermody-
namic limit, the lower index ”p” corresponds to the
periodic boundary conditions imposed on the system.
As it was shown by Elliott H. Lieb and Werner Liniger
(see Ref. [14]), the density of states has to satisfy the
relation
Dp(k)− 1
2pi
Q∫
−Q
2c¯ Dp(µ)
c¯2 + (k − µ)2 dµ =
1
2pi
, (2.61)
and according to the definition in Eq. (2.60)
ρ =
N
L
=
Q∫
−Q
Dp(µ)dµ. (2.62)
Moreover, it was also shown that Eq. (2.61) has a
unique solution [14, 15], which for γ → ∞ takes the
following form
Dp(k) =

1
2pi
for |k| ≤ Q
0 for |k| > Q
, (2.63)
indicating that in the regime of impenetrable bosons
lim ∆kj =
2pi
L .
Additionally, we can determine the ground state
energy, i.e.
limEpGS =
~2L
2m
Q∫
−Q
k2Dp(k)dk. (2.64)
For very strong repulsion (see also Refs. [3, 14, 16,
19, 39]) one finds 2c¯c¯2+(k−µ)2 ≈ 2/c¯ which leads to
Dp(k) =
1
2pi (1 + 2/γ) and Q = N piL/ (1 + 2/γ). In
consequence,
limEpGS
γ→∞≈ ~
2
2m
Npi2ρ2
3(1 + 2/γ)2
=
~2
2m
Npi2ρ2
3
(
1− 4
γ
+
12
γ2
+ . . .
)
.
(2.65)
The studies of the opposite limit, i.e. γ → 0+,
turned out to be very illuminating. M. Gaudin noticed
[16,33] that the Fredholm equation of the second kind,
Eq. (2.61), is identical to the Love’s equation appearing
in the problem of a circular capacitor [40]. With the
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help of Hutson’s method [41], Gaudin showed that for
γ → 0+ the ground state energy in the thermodynamic
limit reads [16,33]
limEpGS
γ→0+
=
N~2
2m
ρ2
(
γ − 4
3pi
γ3/2 + . . .
)
, (2.66)
and coincides with the result that was previously
obtained by means of the perturbation theory of
Bogoliubov [14]. Note that by taking a simple limit
2c¯/(c¯2+(k−µ)2) c¯→0+−→ 2piδ(k−µ) one obtains diverging
density of statesDp(k). An asymptotic analysis carried
out by Gaudin showed that
Dp(k)
γ→0+
=
√Q2 − k2
2pic¯
(2.67)
+
Q
4pi2
√Q2 − k2
(
k
Q ln
[Q− k
Q+ k
]
+ln
[
16pieQ
c¯
])
+O(1),
where the dominating term resembles a semi-circle
law, typically appearing in Random Matrix Theory in
the context of Gaussian ensembles analysis [42]. This
result can be also predicted by noting that for N  1,
the distribution of the zeroes of the N -th Hermite
polynomial is given by 1pi
√
2N − q2 [16,43]. Employing
the result that in the weakly interacting limit the
ground state quasimomenta can be expressed in terms
of the roots qj of the N -th Hermite polynomial, i.e.
kj = qj
√
2c¯/L, one finds Dp(k) ∝
√Q2 − k2, where
Q = √4c¯ρ. The proportionality factor (2pic¯)−1 appears
due to Eq. (2.62).
2.3.2. Open boundary conditions In the weakly
interacting limit one expects that all the quasimomenta
corresponding to the ground state should approach piL .
Simultaneously, we know that for c¯→ 0+ the solutions
of the Gaudin’s Eqs. (2.44) kj −→ piLnoj , what suggests
the following ground state parameterization
{noj}GS = {1, 1, . . . , 1} for any N. (2.68)
Although, the strict proof of such a ground state
parameterization for arbitrary c¯ > 0 is absent [36], we
can look also at the strongly repulsive limit (γ →∞),
where the solutions of the Gaudin’s Eqs. (2.44) with
the anticipated parameterization, Eq. (2.68), tend to
kj =
pi
Lj, c.f. Fig. 2(a), matching the expectations for
the Tonks-Girardeau gas [26–28].
Note that the ground state parameterization in
Eq. (2.68) has exactly the same structure as in
the case of periodic boundary conditions. Indeed,
in both systems the set of parameterizing numbers
corresponding to the ground state consists of equal
numbers, i.e. npj=1,...,N = 0 and n
o
j=1,...,N = 1. In
addition, similarly to the periodic case, the ground
state quasimomenta of the weakly interacting (c¯ → 0)
N -particle Lieb-Liniger model with open boundary
conditions can be also expressed in terms of the roots
of the N -th Hermite polynomial (see Ref. [36]), namely
kj =
pi
L
+
√
c¯
L
qj +
(N − 1)c¯
2pi
+O(c¯ 3/2). (2.69)
To shortly analyze the thermodynamic limit one
may carry out the same reasoning as for the periodic
boundary conditions. The density of states can be
defined in the same way, i.e by Eq. (2.60), but with
the restriction 0 < k1 < k2 < . . . < kN . Hence,
ρ =
N
L
=
kN∫
k1
Do(k)dk, (2.70)
where the lower index ”o” refers to the open boundary
conditions. The density of states Do(k) has to satisfy
the following integral equation [36]
piDo(k) + gk =
kN∫
k1
c¯ Do(q) dq
c¯2+(k+q)2
+
kN∫
k1
c¯ Do(q) dq
c¯2+(k−q)2 , (2.71)
where gk = 1L
2c¯
c¯2+4k2 − 1 and for γ →∞
Do(k) =

1
pi
for k1 ≤ k ≤ kN
0 for k < k1, k > kN
, (2.72)
reflecting the fact that lim ∆kj
γ→∞−→ piL .
Now, we get back to the problem of the
relationship between the periodic system containing
of 2N bosons living in a ring of size 2L and the
system of N bosons confined in an infinite square well
potential of size L. In the ground state case half of the
corresponding quasimomenta of the periodic system
are positive and can be ordered as follows 0 < k˜1 <
k˜2 < . . . < k˜N . The second half k˜j=−1,−2,...,−N satisfy
the relation k˜−j = −k˜j . Note that with the ground
state parameterization in Eqs. (2.56) and (2.58), such
a case fulfills the previously discussed conditions
in Eqs. (2.47)–(2.48). Dealing with the Bethe-like
formulation of the periodic problem, Eqs. (2.27), one
finds the following relations [36]
k˜N∫
k˜1
Dp(q)dq =
N
2L
,
2piDp(k˜)− 1 =
k˜N∫
k˜1
2c¯ Dp(q) dq
c¯2+(k˜+q)2
+
k˜N∫
k˜1
2c¯ Dp(q) dq
c¯2+(k˜−q)2
,
(2.73)
resembling Eqs. (2.70)–(2.71), except gk + 1. The
analysis presented in Ref. [36] shows that there is no
significant distinction between the considered systems
with periodic and open boundary conditions when
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Nγ  1. This fact can be understood in a very easy
way. Indeed, in the limit L → ∞ Eqs. (2.70)–(2.71)
are identical with Eqs. (2.73), if only Do(k) = 2Dp(k).
Note that, when keeping the particle density constant
and finite one rewrites gk+1 = 1Nγ
2γ2ρ2
γ2ρ2+4k2 and thus if
Nγ  1, the contribution in question is negligible. If
so, the positive quasimomenta of the periodic system
are equal to the quasimomenta of the system with open
boundary conditions, i.e. kj = k˜j≥1, and Do(k) =
2Dp(k). Now it is clear that in such a case
limEpGS(2N, 2L) = 2
~2(2L)
2m
k˜N∫
k˜1
q2Dp(q)dq
Nγ1
= 2
~2L
2m
kN∫
k1
q2Do(q)dq = 2 limE
o
GS(N,L).
(2.74)
Let us now determine the thermodynamic ground
state energy in the presence of open boundary
conditions. For c¯ → ∞ (γ → ∞ for finite ρ),
the integrand and the contribution 1L
2c¯
c¯2+4k2 reduce to
2
c¯Do(q) and
2
c¯L , respectively. According to Eq. (2.70)
one gets Do(k) = 1pi (1 + 2/γ − 2/Nγ), which coincides
with 2Dp(k) obtained in the same limit, because in
such a case Nγ  1. Hence, for strong interparticle
repulsion, the resulting thermodynamic ground state
energy is identical to this obtained for the periodic
system, cf. Eq. (2.65),
limEoGS
γ→∞≈ ~
2
2m
Npi2ρ2
3(1 + 2/γ)2
=
~2
2m
Npi2ρ2
3
(
1− 4
γ
+
12
γ2
+ . . .
)
.
(2.75)
The very weakly repulsive case (c¯, γ → 0+, ρ <∞)
can be investigated using the distribution of the zeroes
of the Hermite polynomials, i.e. ∝
√
2N − q2 for
N  1, and the ground state energy in such a limit is
given by the following formula (see also Refs. [34, 36])
limEoGS
γ→0+≈ ~
2N
2m
(
pi2
L2
+
3
2
ρ2γ
)
. (2.76)
2.4. Elementary excitations
The above discussion shows that there are many
similarities between the Lieb-Liniger systems with
periodic and open boundary conditions. Surprisingly,
the parameterizations of the ground state have almost
the same structure. Here, we show that this is also
the case of the elementary excitation scenarios. That
is, in both cases one can distinguish two branches of
the elementary excitations. It turns out that while
the first one corresponds to sound waves [18, 38], the
second one is related to dark solitons [8–10,44,45]. For
the sake of convenience, we restrict our analysis to the
Bethe-like formulation only. The parameterizations
corresponding to the Gaudin-like description can be
easily reproduced from the relations Ipj = n
p
j +j− N+12
and Ioj = n
o
j +j−1. In Fig. 3, we present the graphical
representation of the ground state parameterization in
the both considered cases.
Figure 3. Graphical representation of the ground state
parameterization of the Lieb-Liniger model within the Bethe-like
formulation. Blue filled spheres correspond to the configuration
of the parameterizing numbers in the case of periodic Ip and
open Io boundary conditions that are indicated below.
2.4.1. Periodic boundary conditions In the ground
state case one deals with two limiting values of
quasimomenta ±Q, which resemble Fermi surface in
the Fermi system. Since we analyze the interacting
Bose system, such a name has to be treated as
a mental shortcut and will be adopted by us only
for convenience. Our considerations are based
on the quasimomenta instead of the momenta of
particles. Hence, from now Q will be dubbed
Fermi quasimomentum and denoted as kF . The
quasimomenta k corresponding to the ground state
have to satisfy |k| ≤ kF . As mentioned above, the
elementary excitations in the Lieb-Liniger model can
be divided into the two following types:
Type I (particle excitations)
It relies on the excitation from the Fermi surface,
i.e. k± = ±kF , to q+ > kF or q− < −kF . In
the Tonks-Girardeau limit, for which kj = 2piL I
p
j and
kF =
pi(N−1)
L , such an excitation corresponds to the
following energy I and momentum p
I =
~2
2m
(
q2± − k2F
)
, p = ~ (q± ∓ kF ) , (2.77)
I(p) =
p2 + 2~kF |p|
2m
. (2.78)
In the limit N → ∞ the type–I excitation
can be realized by inserting an additional parti-
cle into the system and that is why the type–
I excitations are often dubbed particle excita-
tions [18, 46]. Namely, starting with the N -
particle ground state parameterized by {Ipj }GS ={−N−12 ,−N−32 , . . . , N−12 }, after the type–I excitation
one considers the N + 1-particle system parameterized
by {I˜pj }I =
{−N2 ,−N−22 , . . . , N−22 , N2 +M}. Note
that here we have chosen the positive momentum of
the excitation equal to p = 2piL M . The particle inser-
tion changes the values of all the initial quasimomenta
{k1, k2, . . . , kN}, so that after the particle excitation
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one deals with new quasimomenta {k′1, k′2, . . . , k′N , q},
where in general q 6= p.
Analyzing the difference ∆kj = k′j − kj , that tells
how the excitation affects the values of quasimomenta,
one finds [18,46]
2piJ pI (k) = −pi − θ(k − q) +
kF∫
−kF
2c¯J pI (µ)dµ
c¯2+(k−µ)2 , (2.79)
p = ~
q + kF∫
−kF
J pI (µ)dµ
,
I =
~2
2m
q2 + 2 kF∫
−kF
µJ pI (µ)dµ
− µch,
(2.80)
which allows us to extract valuable physical informa-
tion about the excitation. The system response to the
particle insertion is described by the response func-
tion J pI (k) = ω(k)Dp(k), where ω(k) = L∆k. The
chemical potential µch appears as a consequence of an
addition of a single particle to the system. As it was
pointed out in Ref. [18], since pi + θ(k − q) is positive
definite, Eq. (2.79) has a unique and negative definite
solution. Hence, J pI and ω are negative, which im-
plies ∆kj < 0 for all j = 1, 2, . . . , N . In other words,
the insertion of a particle with the momentum q > kF
into the system, prepared initially in the ground state,
decreases the values of all the other quasimomenta.
To calculate the dispersion relation I(p) in the
thermodynamic limit for arbitrary γ ≥ 0, the Fredholm
integral equation of the second kind, Eq. (2.79), has to
be solved. Such a problem can be attacked numerically
with the method of Neumann series [47]. In the Tonks-
Girardeau limit (γ = ∞) the spectrum is given by
Eq. (2.78) and shifted by −µch, namely
lim
γ→∞ I(p) = −µch +
p2 + 2~piρ|p|
2m
, (2.81)
where we used the fact that kF
γ→∞
= piρ. For very weak
repulsion (γ → 0+) one reproduces the free particles
limit I(p) = −µch + p2/2m. For q  kF , the response
function can be reduced to J pI (k) ≈ − 2ργq Dp(k) [18].
Therefore, if p/~ρ γ <∞,
p ≈ ~q − 2~ρ
2γ
q
,
I(p) ≈ −µch + p
2
2m
+
2~2ρ2γ
m
.
(2.82)
For small γ the first branch of the elementary ex-
citations reproduces the Bogoliubov spectrum (sound
waves) [18, 45, 46]. Indeed, the detailed analysis pre-
sented in Ref. [18] showes that for small γ and p the dis-
persion relation becomes linear, i.e. I(p) ≈ pvs, where
vs ≡ vmics = limp→0 ∂I(p)∂p = ~mρ
√
γ is the (micro-
scopic) velocity of sound – speed of the long wave (p→
0) excitations. In the macroscopic (thermodynamic)
description the velocity of sound can be calculated as
vths =
√
L
ρm (∂
2EGS/∂L2), where for E
p
GS in Eq. (2.66)
one finds vths (γ → 0+) ≈ ~mρ
√
γ(1− γ1/2/2pi). It has
been also shown that there is no energy gap between
the ground state and the lowest possible particle excita-
tion when N →∞, i.e. the lower edge of the spectrum
corresponds to p = 0 [18].
Type II (hole excitations)
Such an excitation takes place when one of the
quasimomenta lying below the Fermi surface 0 <
q < kF (0 > q > −kF ) is raised just above kF
(−kF ). In the Tonks-Girardeau limit the new value
of the quasimomentum in question is equal to ±kF ±
2pi
L = ±pi(N+1)L . Thus, the corresponding energy and
momentum of the type–II excitation in such a regime
are given by
II =
~2
2m
(
kF +
2pi
L
)2
− ~
2q2
2m
,
p = ~
(
±kF ± 2pi
L
− q
)
,
(2.83)
II(p) =
−p2 + 2~kF |p|+ 4~|p|pi/L
2m
, (2.84)
where the momentum of the excitation |p| ≤ ρpi.
It turns out that in order to describe this kind
of excitations in the limit N → ∞, it is enough to
remove a single particle from the N -particle ground
state. In this way we create a hole in the ini-
tial set of the parameterizing numbers {Ipj }GS ={−N−12 ,−N−32 , . . . , N−12 }, so that the final parame-
terization of the N − 1-particle excited state reads
{I˜pj }II =
{−N−22 , . . . , N2 −M−1,×, N2 −M+1, . . . , N2 },
where × denotes the missing parameterizing number
and the corresponding change of momentum is equal
to p = 2piL M . This is the reason why the type–II exci-
tations are often called hole excitations [18,46]. Pro-
ceeding similarly as in the case of the type–I excitations
we can find [18,46]
2piJ pII(k) = pi + θ(k − q) +
kF∫
−kF
2c¯J pII(µ)dµ
c¯2+(k−µ)2 , (2.85)
p = ~
−q + kF∫
−kF
J pII(µ)dµ
,
II =
~2
2m
−q2 + 2 kF∫
−kF
µJ pII(µ)dµ
+ µch,
(2.86)
where q < kF is the hole quasimomentum. In contrast
to the case of the type–I excitation, here the response
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function J pII(k) = L∆kDp(k) = ω(k)Dp(k) is positive
definite. It means that after a type–II excitation the
quantity ∆k = k′ − k is positive. Therefore, the
hole excitation corresponding to a positive momentum
increases the values of quasimomenta. A detailed
analysis leads to an observation that in the two limiting
cases of the repulsive interactions the type–II spectrum
reduces to II(p)|γ=0 = 0 and II(p)|γ=∞ = − p
2
2m +
~ρpi|p|
m . In general, as in the type–I excitation case,
the response function J pII(k) in Eq. (2.85) and then
the type–II spectrum, Eq. (2.86), have to be found
numerically (see also Ref. [18]).
The type–II excitations in the periodic Lieb-
Liniger model turn out to correspond to the lowest
energy eigenstates for a given nonzero total momentum
[48, 49]. In literature such states are dubbed yrast
states [50,51]. The name comes from the Swedish word
”yr”, which means ”dizzy”. Hence, literally, the yrast
state is the ”dizziest” one [50].
The nature of the hole (yrast) excitations was a
subject of a long discussion, triggered 40 years ago,
when it was noticed that in the weak interaction
regime the type–II excitation spectrum coincides with
the mean-field dark soliton dispersion relation [44,45].
Such an observation provoked the investigations aimed
at understanding the relationship between the type–II
eigenstates and dark solitons [48, 49, 52–59]. It turns
out that dark soliton signatures emerge in the course of
the measurement of particle’s positions, if the system is
initially prepared in the type–II eigenstate [8, 9]. This
unequivocal connection between the yrast eigenstates
and dark solitons will be discussed in details in Sec. 5.
Umklapp excitation
Let us now imagine that one takes the quasi-
momentum occupying one of the Fermi edges, i.e.
k = ±kF , and creates an excitation by expelling this
quasimomentum just above the opposite Fermi edge,
i.e. ∓kF [18]. The so-called Umklapp process on the
level of the state parameterization in the Bethe-like
formulation is illustrated in Fig. 4.
Figure 4. Graphical representation of the Umklapp excitation.
The upper (lower) scheme presents the excitation with positive
(negative) momentum. The parameterizing numbers are given
in the Bethe-like formulation.
The Umklapp excitation is the third elementary
excitation we consider here. Note that within the type–
II excitation expelling a quasimomentum q > 0 just
above kF and afterwards the Umklapp excitation to
−kF we effectively realize the excitation from q > 0
to −kF . Therefore, it is clear that the three presented
types of elementary excitations allow us to describe all
the possible excitations in the system. For convenience
we extend the definition of the type–II excitation, so
that the hole quasimomentum is not divided into the
positive and negative regions, i.e. from now we assume
that the hole excitation may take place from |q| < kF
to (just above) ±kF .
We conclude presenting the graphical representa-
tion of particle and hole excitations for N = 8 parti-
cle Lieb-Liniger system with periodic boundary condi-
tions. Due to the fact that there are no physical differ-
ences between excitations with p and −p, we show the
case p > 0 only.
.     .     .
Figure 5. Graphical representations of the ground state and
both the type–I (particle) and type–II (hole) excitations for the
N = 8 particle system with periodic boundary conditions in the
Bethe-like parameterizing numbers formulation.
2.4.2. Open boundary conditions In contrast to the
periodic case in the presence of an infinite square well
potential the Fermi surface corresponds to a single
positive quasimomentum kF , where we choose the
positive solutions of the Gaudin’s equations only. In
the Tonks-Girardeau limit the Fermi quasimomentum
is equal to kF = ρpi. As discussed before, there are
many similarities between the systems with periodic
and open boundary conditions. Here, we show that
also the spectra have almost identical structure. The
discussion is mainly based on Refs. [36, 38].
Type I (particle excitations)
As in the periodic case, in order to consider the
type–I excitation in the problem with open boundary
conditions, one excites the quasiparticle from the Fermi
surface, i.e. while the Bethe-like parameterization of
the ground state is given by Ioj=1,2,...,N = j, for the
type–I excited eigenstate we take I˜oj=1,2,...,N−1 = j
Quantum dark solitons in ultracold one-dimensional Bose and Fermi gases 14
and I˜oN = N + r (r ≥ 1). Hence, starting from
the ground state quasimomenta {k1, k2, . . . , kN = kF }
we end up with {k′1, k′2, . . . , k′N−1, k′N = q}, with the
assumption that in both cases kj < kj+1, k′j < k
′
j+1.
A scrupulous analysis of the relevant quantity ∆kj =
k′j − kj = ω(kj)/L, describing the system response to
the excitation, can be found in Ref. [36]. The resulting
energy of the type–I excitation reads
I ≈ ~
2
2m
[
ω2(kF )
L2
+2kF
ω(kF )
L
+2
kN−1∫
k1
Do(k)ω(k)kdk
]
,
(2.87)
In the presence of open boundary conditions the
wave function is a superposition of the elementary
solutions corresponding to different eigenvalues of the
total momentum operator, Eq. (2.9). Thus, the total
momentum is not defined. Let us now try to define a
quantity resembling the total momentum using only
physical arguments. A free particle in the infinite
square well potential can be described by a wave
function ∝ sin ( piLnox), where no = 1, 2, 3 . . . (we
consider only no > 0), with the corresponding absolute
value of ”momentum” ~piL n
o. In the noninteracting
many-body case the ”total momentum” is proportional
to the sum of the corresponding no parameters.
Therefore, in the ground state we expect to deal
with ~piρ ”momentum”. According to the Gaudin’s
Eqs. (2.44) one obtains
N∑
j=1
kj =
pi
L
N∑
j=1
noj +
1
L
N∑
j,s=1
s6=j
arctan
(
c¯
kj + ks
)
. (2.88)
Hence, the natural definition of the new ”total
momentum” in the case of open boundary conditions
that comes to mind reads [38]
℘ = ~
[
N∑
j=1
kj − 1
L
N∑
j,s=1
s6=j
arctan
(
c¯
kj + ks
)]
= ~
pi
L
N∑
j=1
noj = ~
pi
L
N∑
j=1
(Ioj − j + 1).
(2.89)
Note that ℘ satisfies the required quantization rule and
for the ground state gives ~piρ. Within the definition in
Eq. (2.89), the ”momentum” of the type–I excitation
is equal to
p = ℘
(
{I˜o}I
)
− ℘
(
{Io}GS
)
=
~pi
L
r, (2.90)
where r is a positive integer.
Recently, M. Tomchenko pointed out (see
Ref. [38]) that the equality between velocities of sound
calculated basing on the microscopic and macroscopic
approaches, i.e. vmics = v
th
s , can be reached when one
employs the ”total momentum” in Eq. (2.89) and is
strongly violated when one takes into account the defi-
nition in Eq. (2.9). Moreover, for γ ≤ 1 the dispersion
relation of the type–I excitation closely follows the cor-
responding Bogoliubov law B(p) =
p
2m
√
p2 + 4~2ρ2γ
[38,60], when one uses the ”momentum” of the excita-
tion defined as in Eq. (2.89).
In the Tonks-Girardeau regime for the type–I
excitation one gets ω(k < kN ) = 0 and ω(kN ) = pir =
pL/~. Thus, according to Eq. (2.87), the dispersion
relation reads I =
p2
2m+
~kF p
m (where for γ →∞: kF =
kN = piρ), which coincides with the type–I spectrum
of the periodic Lieb-Liniger gas with infinitely strong
interparticle repulsion.
Type II (hole excitations)
Such an excitation relies on the transfer of a single
quasimomentum from the Fermi sea, i.e. k < kF , just
above the Fermi surface kF . After the excitation the
corresponding eigenstate is parameterized as follows
I˜oj≤r = j, I˜
o
j>r = j+1. Therefore, we have a hole in the
parameterizing collection, which should be somehow
reflected in the values of ∆kj = k′j − kj = ω(kj)/L, in
particular for j > r. Thus, the key equations that have
to be investigated, read
∆kjL− pihj,r
=
N∑
s=1
s6=j
[
arctan
(
kj + ks
c¯
)
+ arctan
(
kj − ks
c¯
)]
−
N∑
s=1
s6=j
[
arctan
(
k′j + k
′
s
c¯
)
+ arctan
(
k′j − k′s
c¯
)]
,
(2.91)
where hj,r = 1 for j > r and 0 otherwise. We expect
that ω(kj>r) are significantly larger than ω(kj≤r). For
large γ the parameters ω should be almost equal in
distinct ranges of j, i.e. for j ≤ r and for j > r.
Having in mind the definition in Eq. (2.89), one notices
that the ”momentum” of such an excitation is equal to
p = ~ piL (N − r).
It is easy to find that in the Tonks-Girardeau
regime (γ →∞) ω(kj≤r) = 0 and ω(kj>r) = pi. Thus,
the energy of the type–II excitation reads (kF = piρ)
lim
γ→∞ II = −
p2
2m
+
~kF p
m
, (2.92)
and is identical to the type–II dispersion relation
obtained for the strongly interacting (γ →∞) periodic
system. This coincidence is not accidental and,
similarly to the periodic case, the type–II excitations in
the presence of open boundary conditions are strictly
related to quantum dark solitons [10] (see Sec. 5).
As before, we conclude with the graphical
representation (Fig. 6) of both types of elementary
excitations in the considered system.
Quantum dark solitons in ultracold one-dimensional Bose and Fermi gases 15
.      .      .
Figure 6. Graphical representations of the ground state and
the two types of the elementary excitations for theN = 7 particle
Lieb-Liniger system with open boundary conditions in the Bethe-
like parameterization.
3. Yang-Gaudin model: Ultracold
two-component Fermi gas in 1D
Let us now consider a one-dimensional nonrelativistic
ultracold Fermi gas consisting of N fermions of equal
mass m with two internal degrees of freedom, denoted
as two distinct spin projections σ =↓, ↑. In general,
we can assume that we deal with N↓ (N↑) particles
belonging to spin ↓ (↑) component, where N =
N↓ + N↑. Moreover, if the interparticle interaction
can be restricted to s–wave scattering only, then it
can be modeled by a point-like δ–potential as in the
case of the Lieb-Liniger model. Due to the Pauli
exclusion rule such scattering may occur only between
fermions with different internal degrees of freedom
(spin projections). Such a system is described by the
Yang-Gaudin Hamiltonian [11,16,24,30,61–67]
HY−GN↓,N↑ = −
~2
2m
[ N↓∑
j=1
∂2
∂x↓2j
+
N↑∑
s=1
∂2
∂x↑2s
]
+2c
N↓∑
j=1
N↑∑
s=1
δ(x↓j − x↑s).
(3.1)
There is no spin-flipping term in the Hamiltonian so the
particles belonging to different spin components can be
distinguished. N↓ and N↑ are conserved quantities as
well as the total momentum defined as follows
PN↓,N↑ = −i~
N↓∑
j=1
∂
∂x↓j
− i~
N↑∑
j=1
∂
∂x↑j
. (3.2)
Similarly to the case of the Lieb-Liniger model,
it is convenient to use the notation with c¯ parameter
defined in Eq. (2.12). The key quantity that measures
the strength of interparticle interactions again reads
γ =
c¯
ρ
, (3.3)
where ρ = N↓+N↑L denotes the particle density for a
system of size L.
The Yang-Gaudin model describes another many-
body system, for which the Bethe ansatz method
[17] can be successfully applied. Nevertheless, in
comparison to the case of the Lieb-Liniger model
(identical indistinguishable bosons), in the presence of
internal degrees of freedom the Bethe ansatz procedure
has to be generalized (nested Bethe ansatz). The
model we are going to analyze in details was initially
solved for one and two fermionic impurities in a Fermi
gas, i.e. for N↓ = N − 1, N↑ = 1 and for N↓ = N − 2,
N↑ = 2 [68–70]. In 1967 C. N. Yang and M. Gaudin
constructed the solution that is valid for arbitrary
numbers N↓ and N↑ [61, 62]. It should be stressed
that the problem of a multicomponent (M ≥ 2 internal
degrees of freedom) Fermi gas with contact interactions
can also be solved analytically with the help of the
nested Bethe ansatz. The idea of the construction of a
general solution is presented in Ref. [24].
Here we focus on the case of the spin– 12 Fermi
system only. In order to construct the eigenvalues of
the Yang-Gaudin Hamiltonian, Eq. (3.1), one considers
different sectors of particles’ positions in which any
two particles cannot meet. When dealing with N =
N↓+N↑ fermions we haveN ! possibilities of the particle
ordering which can be assigned to the permutations Q
belonging to the permutation group SN , i.e.
0 ≤ XQ(1) < XQ(2) < . . . < XQ(N−1) ≤ L, (3.4)
where Xi = x
σi
i , σi =↓, ↑, i = 1, 2, . . . , N . Due
to the fact that the particle interaction takes place
only when x↓j = x
↑
s, one can use the key idea of the
Bethe ansatz: the eigenfunction of the Hamiltonian in
Eq. (3.1) can be represented as a superposition of plane
waves with the coordinate independent amplitudes,
chosen so that the boundary conditions related to the
contact potential are satisfied. Thus, one may start
with the following ansatz wave function
ΨQ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑) (3.5)
∝
∑
pi∈SN
τ∈SN↑
AQ(pi, τ, {k}N , {Λ}N↑) exp
i N∑
j=1
kpi(j)XQ(j)
 ,
where without loss of generality we assumed that
N↓ ≥ N↑. The Yang-Gaudin eigenstates are
uniquely parameterized by the set of the quasimomenta
{kj}j=1,...,N and auxiliary parameters {Λs}s=1,...,N↑
called spin-roots, which are required to describe a
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system with two internal degrees of freedom. Note
that in order to find the wave function explicitly,
one needs to determine N !2N↑! amplitudes AQ(pi, τ)
for all possible permutations Q, pi and τ . Although
these amplitudes are not independent, the task is a
considerable challenge. The arduous details of the
derivation can be found in Refs. [30, 61, 62, 64]. The
resulting wave function is assumed to be antisymmetric
in {k}, {Λ} and also in {xσ=↓,↑}. The last of the
antisymmetry properties entails vanishing of the wave
function when xσj = x
σ
s for j 6= s, which underpins
the statement that the contact potential is invisible for
particles belonging to the same spin component.
It is clear that the level of complication dramat-
ically increases when we deal with a multicomponent
gas instead of a single component one. Note that in or-
der to use the full wave function, it is required to per-
form the summation of very cumbersome mathematical
expressions over all elements of the permutation groups
SN and SN↑ , for every single Q ∈ SN . Hence, although
the concept of the Bethe ansatz is rather easy, the re-
sulting form of solution is immensely intricate and al-
most useless in real calculations.
The cumbersome structure of the eigenstates
was a kind of an impediment to scientific progress
in the investigations of the Yang-Gaudin system.
Fortunately, in 2013 C. Recher and H. Kohler showed
that the eigenstates in question can be cast into a much
more compact determinant form [64, 65]. That is, in
the single component case, i.e. N↓ = N, N↑ = 0,
the interparticle potential does not play any role and
the wave function is given by a Slater determinant.
Considering the general case, in which N↓ and N↑ are
arbitrary and the interparticle interactions are present,
Recher and Kohler realized that instead of the very
complicated superposition of plane waves, one can
look for the solution, being a superposition of the
determinants of the plane waves. This brilliant idea
turned out to be very fruitful and led to reformulation
of the eigenfunctions of the Yang-Gaudin Hamiltonian,
Eq. (3.1). Indeed, the eigenstates in question can be
written as follows (see Refs. [64, 65])
Ψ({x↓}N↓ , {x↑}N↑ ,{k}N , {Λ}N↑)
∝
∑
pi∈SN↑
sgn(pi)W↑pi det ΦN×N ,(3.6)
where
W↑pi =
N↑∏
j<s
[
i
(
Λpi(j) − Λpi(s)
)
+ c¯ sign
(
x↑s − x↑j
)]
. (3.7)
The N × N matrix ΦN×N is constructed from two
rectangular matrices (N × N↓ and N × N↑) that, in
our notation, are separated by the vertical bar
ΦN×N =
([ N↑∏
s=1
Aj
(
Λpi(s), x
↓
l − x↑s
)
eikjx
↓
l
]
∣∣∣∣∣
[ N↑∏
s6=m
Aj
(
Λpi(s), x
↑
m − x↑s
)
eikjx
↑
m
])
j=1,...,N=N↑+N↓
l=1,...,N↓
m=1,...,N↑
,
(3.8)
with
Aj(Λ, x) = i(kj − Λ) + c¯
2
sign(x). (3.9)
It is easy to show that the wave function Ψ satisfies
the required symmetry properties, namely
Ψ(ρ↓{x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑) (3.10)
= sgn(ρ↓)Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑),
Ψ({x↓}N↓ , ρ↑{x↑}N↑ , {k}N , {Λ}N↑) (3.11)
= sgn(ρ↑)Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑),
Ψ({x↓}N↓ , {x↑}N↑ , ν{k}N , {Λ}N↑) (3.12)
= sgn(ν)Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑),
Ψ({x↓}N↓ , {x↑}N↑ , {k}N , η{Λ}N↑) (3.13)
= sgn(η)Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑).
where ρσ ∈ SNσ (σ =↓, ↑), ν ∈ SN , η ∈ SN↑ . Thanks
to the appearance of sign
(
xσll − xσss
)
functions, the
new expression for the eigenstates, Eq. (3.6), is valid
for any particle order, Eq. (3.4). Hence, we do not
have to be concerned this problem anymore. Note that
when N↑ = 0 the solution, as expected, turns into the
Slater determinant describing a noninteracting Fermi
gas, because the summation and the right submatrix
disappear. In this case Λ parameters are not present
and Aj(Λ, x) → const. The fact that it is possible
to incorporate the very cumbersome summations over
SN that are present in Eq. (3.5) into the determinants,
allows us to investigate the eigenstates of the Yang-
Gaudin model much more effectively. Nevertheless,
the physical meaning of the determinants of the ΦN×N
matrices is still intractable to be fully unscrambled.
Since the Yang-Gaudin Hamiltonian in Eq. (3.1)
commutes with the total momentum operator in
Eq. (3.2), the following eigenequations have to be
simultaneously satisfied
HY GN↓,N↑Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑) (3.14)
= EN↓,N↑Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑),
PY GN↓,N↑Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑) (3.15)
= PN↓,N↑Ψ({x↓}N↓ , {x↑}N↑ , {k}N , {Λ}N↑),
with the eigenvalues
EN↓,N↑ =
~2
2m
N∑
j=1
k2j , PN↓,N↑ = ~
N∑
j=1
kj . (3.16)
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Note that the auxiliary parameters {Λ}N↑ that
are present due to the existence of two possible
spin projections, do not contribute to the physical
quantities like energy and total momentum. The
structure of the eigenvalues in Eqs. (3.16) is very
similar to the case of the Lieb-Liniger model, which
is due to the Bethe ansatz method. That is,
the key element of the construction of solutions
is an observation that all particles behave like
noninteracting ones, except when at least two of them
sit on top of each other.
The problem is still analytically solvable when we
switch on the trap in the form of the infinite square well
potential (hard walls). The final solution can be found
in a similar manner to the case of the Lieb-Liniger
model with open boundary conditions. Details of the
derivation are neatly presented in Ref. [24].
3.1. Periodic boundary conditions
The energy levels are determined by the quasimomenta
kj , whose permitted values depend on the boundary
conditions imposed on the system. Here we focus on
periodic boundary conditions, for which the sets of
the quasimomenta {k}N and spin-roots {Λ}N↑ have to
satisfy the following Bethe ansatz equations [24,63]
eikjL =
N↑∏
n=1
kj − Λn + i c¯2
kj − Λn − i c¯2
, (3.17)
N∏
j=1
Λm − kj + i c¯2
Λm − kj − i c¯2
=
N↑∏
n=1
n 6=m
Λm − Λn + ic¯
Λm − Λn − ic¯ , (3.18)
where j = 1, 2, . . . , N , m = 1, 2, . . . , N↑ and we
assumed that N↓ ≥ N↑. At first sight one observes
that the structure of the above equations recalls the
Bethe equations discussed in Sec. 2.1. Nonetheless, in
the present case we need to also deal with the second
level Bethe ansatz Eqs. (3.18) related to the spin-
roots parameters. Note that when there is no spin-
up particles, i.e. N↑ = 0, the Bethe ansatz equations
transit to the well-known stipulations for the case of
free fermions, i.e. eikjL = 1.
Let us now rewrite the Bethe ansatz equations to
the logarithmic form
kjL+
N↑∑
n=1
θ(2(kj − Λn)) = 2piYpj , (3.19)
N∑
j=1
θ(2(Λm − kj))−
N↑∑
n=1
n 6=m
θ(Λm − Λn) = 2piJpm. (3.20)
Again, we need to deal with the scattering phase
function θ, Eq. (2.25), but with the quasimomenta and
spin-roots mixed as arguments. The parameterizing
numbers Ypj (Jpm) are integers when N↑ (N↓) is even
(odd) and half-odd integers when N↑ (N↓) is odd
(even). Due to the antisymmetry relations (3.12)
and (3.13) all the parameterizing numbers have to be
distinct. Otherwise, two (or more) solutions kj or
Λm may be equal implying unphysical vanishing of the
wave function in the entire accessible space.
Now, we briefly analyze the regimes of very weak
and very strong interactions. Formally, we expand θ in
c¯ keeping N,L finite and fixed. For c¯→ 0, θ(ξ) ≈ −pi−
2c¯/ξ + 2pir (r ∈ Z), where it is assumed that |ξ|  |c¯|.
In the strongly repulsive limit (c¯, γ →∞) one expects
that |ξ|  c¯, which leads to θ(ξ) ≈ 2ξ/c¯. Such an
expansion is no longer correct in the presence of strong
attraction, when we anticipate the existence of bound
state pairs with =(k) ∝ |c¯|, i.e. the string solutions
analyzed for the Bose case in Sec. 2.1. Extended and
more rigorous discussion can be found in Ref. [24].
For γ → 0± one finds
kj ≈ 2pi
L
mpj +
c¯
L
N↑∑
n=1
1
kj − Λn , (3.21)
N∑
j=1
c¯
kj − Λm +
N↑∑
n=1
n 6=m
2c¯
Λm − Λn ≈ 2piu
p
m, (3.22)
where j = 1, 2, . . . , N , m = 1, 2, . . . , N↑ and m
p
j , u
p
m ∈
Z. In the easiest nontrivial case, i.e. for N↓,↑ = 1
and mp1 = m
p
2 = u
p
1 = 0, one obtains Λ1 = 0, k1 =
−k2 = ±
√
c¯/L. Note that for c¯ < 0 the resulting
quasimomenta become conjugate, i.e. k1 = −k2 =
±i√|c¯|/L, and correspond to a bound state of ↓-↑ pair
of fermions. Solutions of the approximate Eqs. (3.21)–
(3.22) are compared with the exact ones in Fig. 7.
In the strongly repulsive regime (γ →∞) we get
kj ≈ 2pi
L
Ypj
(
1− 4N↑
c¯L
)
=
2pi
L
Ypj
(
1− 4N↑
Nγ
)
, (3.23)
Λm = λmc¯ with λm = const, (3.24)
where the sum over Λn/c¯L in Eq. (3.23) was neglected.
When N↓,↑ = 1 the ground state should correspond
to zero total momentum and can be obtained for
Yp± = ± 12 and Jp1 = 0, where the indices j = 1, 2 are
replaced by ±. Thus, in such a case, the solutions read
k± = ± piL (1− 2/γ) and Λ1 = 0. In general, for c¯→∞
(N,L = const < ∞) spin-roots Λm ∝ c¯, which causes
that the expansion we used may not be always valid.
The coefficients λm=1,2,...,N↑ can be determined basing
on the discussion presented in Ref. [24]. Note that the
resulting quasimomenta typically tend to kj = 2piL Ypj
coinciding with expectations for the problem of N free
fermions confined in a ring of size L.
3.1.1. Strong attraction (γ → −∞) In the presence
of the attractive interparticle interactions (γ < 0),
one can anticipate formation of bound pairs of two
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Figure 7. Numerical solutions of the Bethe ansatz Eqs. (3.17)–
(3.18) for N = 6 fermions, prepared in a balanced (N↓,↑ = 3)
ground state for a wide range of γ ≥ 0. The exact solutions
(thin black lines) are compared with the solutions obtained from
the approximate equations for the weak, Eqs. (3.21)–(3.22),
and strong, Eqs. (3.23), interactions. The spin-root solutions
illustrated in panel (b) follow the predictions in Eqs. (3.24) and
behave linearly with c¯ for fixed L. All the results are purely real
as pointed out in the main text.
conjugate quasimomenta [24, 30, 63]. Indeed, it turns
out that for strong attraction one deals with string
states similar to those discussed in Sec. 2.1, i.e. bound
states built up by r = 2 quasimomenta km,± possessing
identical real parts and differing only in imaginary
parts, which are interspaced by a corresponding spin-
root parameter Λm ∈ R [24, 30, 63]. By substituting
km,±
c¯→−∞−→ Λm ± iαc¯, with α > 0, into the Bethe
ansatz equations, one finds that α = 12 and the paired
quasimomenta in the strongly attractive limit read
km,± = Λm ± i c¯
2
, where 1 ≤ m ≤ N↑. (3.25)
It is assumed that any deviations from the string
solutions, in Eq. (3.25), vanish in the limit γ → −∞.
Such an approach is an essence of the so-called string
hypothesis [30] and will be always applied by us in
the upcoming discussion. Note that in the polarized
case (N↓ > N↑) or for some highly excited states
in the balanced system (N↓ = N↑), one has to also
deal with the unpaired quasimomenta. Suppose now
that we consider a state for which we have M ≤ N↑
pairs of conjugate quasimomenta. Additionally, let us
assume that kj=1,...,M = kj,+, kj=M+1,...,2M = kj,−.
Thus, in the case of periodic boundary conditions
the Bethe ansatz equations for paired quasimomenta
(j = 1, 2, . . . ,M ≤ N↑) can be reduced to the form
consisting of real parameters only (see Appendix C)
ei2ΛjL =
N↑∏
l=M+1
Λl − Λj + ic¯
Λl − Λj − ic¯ (3.26)
×
N∏
r=2M+1
kr − Λj − i c¯2
kr − Λj + i c¯2
N↑∏
n=1
n 6=j
Λj − Λn + ic¯
Λj − Λn − ic¯ .
The spin-roots Λj=1,...,M are in one-to-one correspon-
dence with the paired quasimomenta kj,+ = Λj + i c¯2
and kj,− = Λj−M − i c¯2 . Nevertheless, N + N↑ − 3M
equations are still required to determine the values of
the remaining unpaired quasimomenta. To do so one
can use Eqs. (3.17) for j ≥ 2M + 1 and Eqs. (3.18) for
m ≥M + 1.
For γ → −∞ the energy associated with a pair
kj,± is proportional to Λ2j − c¯2/2. Therefore, any
excitation that tears such a pair apart requires an
enormous amount of energy ∝ c¯2, which leads us to the
conclusion that when γ → −∞ (N,L = const < ∞)
none of the pairs is torn. If so, M = N↑ and we get
the following system of logarithmic equations [61,71]
kjL+
N↑∑
n=1
θ(2(kj − Λn)) = 2piYpj , (3.27)
2ΛmL+
N∑
r=2N↑+1
θ(2(Λm − kr))
+
N↑∑
n=1
θ(Λm − Λn) = 2pi`pm,
(3.28)
where j = 2N↑ + 1, 2N↑ + 2, . . . , N , m = 1, 2, . . . , N↑,
nm ∈ Z and the parameterizing numbers `pj are integers
(half-odd integers) when N − N↑ + 1 is even (odd).
Moreover, by the assumption, all the parameters kj
and Λm which appear in the above equations are real
numbers. Note that within the string hypothesis we
reduce the number of equations by 2N↑.
As already mentioned, θ(ξ) ≈ 2ξ/c¯ when |ξ|  |c¯|,
so the solutions of Eqs. (3.27) and (3.28) reduce to
kj =
2pi
L Ypj +O (1/c¯) and Λm = piL`pm +O (1/c¯). Thus,
in the strongly attracting limit (γ → −∞) the formulas
for the total momentum and energy read
PN↓,N↑ = ~
2 N↑∑
m=1
Λm +
N∑
j=2N↑+1
kj
, (3.29)
EN↓,N↑ =
~2
2m
2 N↑∑
m=1
(
Λ2m −
c¯2
4
)
+
N∑
j=2N↑+1
k2j
.(3.30)
Note that the binding energy per a conjugate pair is
equal to − ~24m c¯2. In Fig. 8, we compare the exact
numerical solutions of the Bethe ansatz Eqs. (3.17)–
(3.18) for N↓,↑ = 5 particle ground state with the
corresponding solutions of the approximate equations
discussed above.
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Figure 8. Solutions of the Bethe ansatz Eqs. (3.17)–(3.18)
for the attractively interacting unpolarized periodic system with
N = 10 particles (N↓,↑ = 5) prepared in the ground state. While
panels (a) and (b) present the real and the imaginary parts of the
resulting quasimomenta, the corresponding spin-root solutions
are depicted in panels (c) and (d). Exact results (thin black
lines) are compared with the approximate ones, obtained from
Eqs. (3.21)–(3.22) and (3.25) for weak (dashed red lines) and
strong (dotted blue lines) attraction, respectively. The spin-
roots are purely real in the entire examined regime of γ.
3.2. Ground state
In this section we study and characterize the ground
state of the unpolarized (N↓ = N↑) Yang-Gaudin
system in the presence of periodic boundary conditions
(see also Refs. [24, 63,64,66,67,72–75].
In order to find a structure of the {k} and
{Λ} solutions corresponding to the ground state, one
needs to remember about the antisymmetry properties
possessed by the Yang-Gaudin eigenstates, Eqs. (3.10)–
(3.13). Due to antisymmetry in k’s, we conclude
that for the periodic and balanced system, the energy,
Eq. (3.16), can be minimized when the quasimomenta
are symmetrically distributed around 0. For weak
interactions (γ → 0±) the interparticle coupling plays
a very little role and fermions with opposite spins can
form pairs of different nature that depends on the sign
of c¯, namely [24,66]
kj,±
γ→0±
= Λj ±
√
c¯
L
+O(c¯), Λj γ→0±= 2pi
L
mpj , (3.31)
where for the ground state
mpj = −
N↑ + 1
2
+ j, j = 1, 2, . . . , N↑. (3.32)
Note that while for the repulsive case (c¯ > 0) all
the quasimomenta are real numbers, in the presence
of the attractive interactions (c¯ < 0) the pairs
kj,± are complex conjugate and the corresponding
binding energy is equal to −~2|c¯|mL . The schemes
of the quasimomenta and spin-roots distributions for
the weakly interacting ground state are presented in
Fig. 9(a)&(c). The ground state energy for the weakly
interacting unpolarized system is given by
EpGS
γ→0±
=
~2ρ2
2m
(
pi2
3N
(N2↑ − 1) +N↑γ
)
. (3.33)
In the strongly repulsive case (γ → ∞) one deals
with a system resembling N noninteracting spinless
fermions living in a ring of length L and the eigenstates
should be given by the quasimomenta in Eqs. (3.23).
According to the previous discussion (see Sec. 3.1),
the parameterizing numbers Ypj are integers (half-odd
integers) for N odd (even) and the corresponding spin-
root parameters Λ ∝ c¯. In the repulsive regime,
the ground state parameterization of the logarithmic
Eqs. (3.19)–(3.20) reads
Ypj = −
N + 1
2
+ j, j = 1, 2, . . . , N,
Jpm = −
N↑ + 1
2
+m, m = 1, 2, . . . , N↑.
(3.34)
Taking the approximate solutions in Eqs. (3.23), we can
estimate the energy of the balanced ground state in the
strongly repulsive limit (see also Refs. [24, 63,72,73])
EpGS
γ→∞
=
~2
2m
pi2ρ2(N2 − 1)
3N
(
1− 4
γ
)
, (3.35)
which is not entirely accurate, due to the not rigorous
enough analysis presented in the previous section. The
true value of the first order correction in γ−1 is reduced
by the factor ln(2) ≈ 0.693 [63, 72], i.e. one should
replace 4/γ by 4 ln(2)/γ.
On the other hand, in the presence of very strong
attraction the quasimomenta form tightly bound two-
component string states. The energy minimization
requires the symmetric distribution of the real parts of
the quasimomenta, which coincide with the spin-roots,
see Eqs. (3.25). If so, the parameterizing numbers for
the unpolarized ground state read
`pm = −
N↑ + 1
2
+m, m = 1, 2, . . . , N↑. (3.36)
For strong attraction the spin-roots take the form
Λm
γ→−∞
=
pi
L
`pm
(
1− N↑
L|c¯|
)−1
, (3.37)
and the quasimomenta are given by Eq. (3.25). Thus,
the corresponding ground state energy reads
EpGS
γ→−∞
=
~2ρ2
2m
(
pi2
12N
(N2↑ − 1)−
Nγ2
4
)
. (3.38)
The ground state quasimomenta and spin-roots
for both strongly repulsive and strongly attractive
interactions are illustrated in Fig. 9(b)&(d).
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Figure 9. Graphical representation of the quasimomenta and
spin-roots in the complex plane for the balanced (N↓,↑ = 5)
ground state of the Yang-Gaudin system with periodic boundary
conditions. While panels (a) and (b) present very weakly
(γ → 0+) and strongly (γ → ∞) repulsive limits, the cases of
weak (γ → 0−) and strong (γ → −∞) attraction are illustrated
in panels (c) and (d), respectively. For γ → ∞ the spin-roots
wander out proportionally to c¯. Hence, except a single one equal
to 0, they are not visible in scheme (b). In the repulsively
interacting case (γ > 0) the ground state solutions are purely
real and the imaginary axis was left only for a direct comparison
with the case of the attractive interactions (γ < 0).
For the purpose of the thermodynamic descrip-
tion, we introduce the following quasimomenta and, if
it is applicable, spin-roots densities
DpF (kj) = lim
1
L(kj+1 − kj) ,
σpF (Λm) = lim
1
L(Λm+1 − Λm) ,
(3.39)
where the order of kj and Λm is chosen so that
both DpF (k) and σ
p
F (Λ) are positive definite. The
thermodynamic limit denoted by ”lim” means that we
consider N,N↑, L → ∞ with fixed and finite densities
ρ = N/L and ρ↑ = N↑/L. In such a case the system is
governed by the following integral equations [24,63,72]
1
2pi
= DPF (k)−
2c¯
pi
QΛ∫
−QΛ
σpF (Λ)dΛ
c¯2 + 4(k − Λ)2 , (3.40)
σpF (Λ) =
2c¯
pi
Qk∫
−Qk
DPF (k)dk
c¯2+4(Λ−k)2−
c¯
pi
QΛ∫
−QΛ
σpF (Λ
′)dΛ′
c¯2+(Λ−Λ′)2 ,(3.41)
where QΛ and Qk are proper limiting values for Λ’s
and k’s distributions for the ground state in the
thermodynamic limit. The above Fredholm equations
describe properly the case of the repulsive interactions,
for which the parameterization of the logarithmic
equations is given by the prescription (3.34). The
densities defined in Eqs. (3.39) satisfy
Qk∫
−Qk
DpF (k)dk =
N
L
,
QΛ∫
−QΛ
σpF (Λ)dΛ =
N↑
L
. (3.42)
To consider the attractive regime, we apply the
aforementioned string hypothesis. Namely, we start
with Eqs. (3.27)–(3.28) getting [24,63,72]
1
2pi
= DPF (k)−
2c¯
pi
QΛ∫
−QΛ
σpF (Λ)dΛ
c¯2 + 4(k − Λ)2 , (3.43)
1
pi
= σpF (Λ)−
2c¯
pi
Q˜k∫
−Q˜k
DPF (k)dk
c¯2 + 4(Λ− k)2
− c¯
pi
QΛ∫
−QΛ
σpF (Λ
′)dΛ′
c¯2 + (Λ− Λ′)2 ,
(3.44)
where the quantity Q˜k refers to the limiting values of
the free (unpaired) quasimomenta in the considered
thermodynamic limit. Note that while Eq. (3.43)
describes only the unpaired quasimomenta, the
description of the paired ones is incorporated in the
analysis of σpF (Λ), because due to the string hypothesis
km,± = Λm ± ic¯/2. In such a case DPF (k) and σpF (Λ)
fulfill the following normalization conditions
Q˜k∫
−Q˜k
DpF (k)dk =
N−2N↑
L
,
QΛ∫
−QΛ
σpF (Λ)dΛ =
N↑
L
.(3.45)
The Fredholm equations for the attractively interacting
ground state have been meticulously analyzed in
Ref. [74], as well as in the presence of an external
magnetic field in Ref. [75]. Here we restrict to the
unpolarized case only. It means that N = 2N↓,↑ and
there are no unpaired quasimomenta in the system.
Thus, Eq. (3.43) drops out and Eq. (3.44) reduces to
1
pi
= σpF (Λ)−
c¯
pi
QΛ∫
−QΛ
σpF (Λ
′)dΛ′
c¯2 + (Λ− Λ′)2 , (3.46)
Let us start our analysis with the strongly
interacting regime, i.e. |γ| → ∞ (here ρ = const <∞).
In such a case we assume that the following expansion
1/(c¯2+∆2) ≈ 1/c¯2, where ∆ = (k−Λ) or ∆ = (Λ−Λ′),
is valid. Hence, for the strongly repulsive
DpF (k)
γ→∞
=
1
2pi
(
1 +
2
γ
)
, |k| ≤ Qk,
σpF (Λ)
γ→∞
=
3
2piγ
, |Λ| ≤ QΛ,
(3.47)
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and for the strongly attractive unpolarized system
σpF (Λ)
γ→−∞
=
1
pi
(
1 +
1
2γ
)
, |Λ| ≤ QΛ. (3.48)
By the normalization conditions we find that for strong
repulsion Qk = piρ (1 + 2/γ)−1 and QΛ = pic¯/6 and
for strong attraction QΛ = piρ (4 + 2/γ)−1. The
corresponding ground state energies in the considered
limits can be estimated as follows
limEpGS
γ→∞
=
~2L
2m
Qk∫
−Qk
k2DpF (k)dk (3.49)
=
~2
2m
Npi2ρ2
3
(
1− 4
γ
+
12
γ2
+ . . .
)
,
limEpGS
γ→−∞
=
~2L
m
 QΛ∫
−QΛ
Λ2σpF (Λ)dΛ−
ρc¯2
4
 (3.50)
=
~2ρ2N
2m
(
pi2
48
− γ
2
4
− pi
2
48γ
+
pi2
64γ2
+ . . .
)
.
Although the approach we used is very simple, the
higher order corrections found by us in the strongly
attractive limit agree (up to γ−2) with the result of
more rigorous analysis reported in Ref. [74]. On the
other hand, the strongly repulsive regime turns out to
be more cumbersome and the energy in Eq. (3.49) is
not entirely accurate. The correct values of the higher
order corrections were calculated in Ref. [72].
Let us now pay more attention to the strongly
attractive regime, where we expect that fermions
belonging to different spin components form tightly
bound ↓–↑ pairs of size much smaller than the
interparticle separation L/N . Such pairs should have
bosonic properties with the exception that two pairs
cannot be located at the same point in space, i.e.
two identical fermions cannot meet. Hence, one may
deduce that we in fact deal with the system being
very similar to a Bose gas containing N/2 bosons of
mass 2m, which implies γ → 4γ. Indeed, by such
a substitution in Eq. (2.65) we reproduce the energy
given by Eq. (3.50), where the binding energy ∝ −Nγ2
can be neglected [74]. Nonetheless, the sign of γ is
opposite in both cases. The observation suggests that
the ground state energies of both systems coincide for
|γ| =∞, but there is no strict equivalence between the
strongly attractive ground state of N -particle Yang-
Gaudin system with particle mass m and the strongly
repulsive Lieb-Linger gas consisting of N/2 bosons of
mass 2m. Recently, S. Chen et al. [76] pointed out that
for the strongly attractive periodic Lieb-Linger model,
it is possible to find solutions of the Bethe Eqs. (2.23)
that correspond to a highly excited metastable phase
of a Bose gas called the super Tonks-Girardeau phase
[63, 66, 76–80]. The energy of such an excited state is
identical to the energy in Eq. (3.50) excluding the term
∝ −Nγ2. Furthermore, the coincidence is exact and
does not depend on the strong interaction expansion.
Namely, taking the Bethe ansatz Eqs. (3.26), with
M = N↑ = N/2 and substituting c¯ → c¯/2 as well
as 2Λj = kj , one recovers the Bethe Eqs. (2.23). The
relation between c¯ in the Bose (B) and dimerized Fermi
(F ) system, i.e. c¯B = 2c¯F , has been already noted in
Ref. [81], where the authors calculated the dimer-dimer
scattering length. in a quasi one-dimensional balanced
four-body gas of ultracold fermions throughout the
BEC-BCS crossover.
The weakly interacting regime has been meticu-
lously analyzed in Ref. [72]. Due to the fact that the
calculations are quite cumbersome, we just recall the
resulting ground state energy for the unpolarized Yang-
Gaudin gas with periodic boundary conditions
limEpGS
γ→0±
=
~2ρ2N
2m
(
pi2
12
± |γ|
2
+O(γ2)
)
. (3.51)
3.3. Elementary excitations
In this section we analyze the hole-like excitations
in the Yang-Gaudin model with periodic boundary
conditions. In a conceptual sense, they are similar to
those discussed in the Lieb-Liniger case (see Sec. 2.4.1).
The extended discussion concerning the particle-like
excitations is intentionally omitted. Nonetheless, it
is very important to understand that in the weakly
interacting limit (γ → 0±) such an excitation (for
positive momentum) tears a pair of the quasimomenta
kN/2,± =
pi(N/2−1)
L ±
√
c¯/L apart, leaving one of the
partners at pi(N/2−1)L and exciting the second one above
the Fermi surface, i.e. to the value pi(N/2−1)L +
2pi
L n, with
n = 1, 2, . . ., for the unpolarized case (N↓,↑ = N/2).
The energy associated with this kind of excitation can
be easily estimated and takes the value

γ→0±≈ P
2 + piL~P (N − 2)
2m
, (3.52)
where P denotes the total momentum. For γ →
∞ the particle-like excitation relies on wrenching a
quasimomentum out of the Fermi surface, i.e. for a
positive momentum kN =
pi(N−1)
L → pi(N−1)L + 2piL n,
with n = 1, 2, . . .. In such a case

γ→∞≈ P
2 + 2piL ~P (N − 1)
2m
. (3.53)
For strong attraction the mechanism is very similar,
with the exception that a whole tightly bound pair
of quasimomenta is a subject to an excitation. Thus,
the pair kN/2,± =
pi(N/2−1)
2L ± i c¯2 occupying the Fermi
surface is thrown above to kN/2,± + piLn, where N↓,↑ =
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N/2, n = 1, 2, . . ., and P = ~ 2piL n > 0, giving

γ→−∞≈ P
2 + piL~P (N − 2)
4m
. (3.54)
Note that the effective mass is equal to 2m. In all the
cases we only estimated the energy of the particle-like
excitations with the assumption that the other values
of the quasimomenta remain unchanged. In fact, the
excitation affects their values, what have to be taken
into account especially for the intermediate strength of
the interparticle interactions, i.e. when the value of |γ|
is far from both considered limits |γ| → 0 and |γ| → ∞.
3.3.1. Hole excited eigenstates Similarly to the Lieb-
Liniger model case (see Sec. 2.4), one can consider the
excitation that whips a quasiparticle lying somewhere
below the Fermi surface off and put it just above the
Fermi surface. Here we restrict to the unpolarized case,
i.e. N↓,↑ = N/2, and analyze excitations associated
with positive momenta only. The cases with the
negative momenta can be reproduced by changing the
signs of all the quasimomenta and spin-roots.
• repulsive interactions
In order to create a single hole excitation in the
presence of weak interparticle repulsion we tear the
pair of quasimomenta kj,± = 2piL m
p
j ±
√
c¯/L with
−N↑−12 < mpj < N↑−12 , so that one of the conjugate
partners takes the value kj = 2piL m
p
j and the other one
k′j =
pi(N↑+1)
L . We still need to answer the question of
how it affects the corresponding spin-root parameter
Λj . Assuming that all the other quasimomenta and
spin-roots remain unchanged it can be shown [66, 67]
that, in order to satisfy the Bethe ansatz equations,
Λj has to move to a position located between kj and
k′j , namely Λj → Λ′j = 12
(
kj + k
′
j
)
= piLj, where
j = 2, . . . , N↑ − 1. When j can be expressed as
j = 2s−N↑ − 1 for some s = 1, 2, . . . , N↑, the new Λ′j
tends to occupy the same position as Λs. In such a case
Λ′j and Λs split away by ±i
√
c¯/L forming a conjugate
pair Λj,± = piLj ± i
√
c¯/L, i.e. the real splitting in kj,±
becomes the imaginary splitting of spin-roots.
For γ →∞ a single hole excitation of momentum
P shifts all the quasimomenta so that they can be
written as kj = 2piL
(Ypj + P~N ), where Ypj = −N+12 + j
[67]. Note that here we do not deal with an excitation
of a single quasiparticle, but with a translation of all of
them by the same value. Moreover, we have no simple
analytical predictions on the values of spin-roots that
for γ → ∞ behave proportionally to c¯. The single
hole excitation scenarios in both weakly and strongly
repulsive limits are schematically presented in Fig. 10.
The energies of the single hole excited eigenstates
Figure 10. Schemes of a single hole excitation in the
unpolarized (N↓,↑ = 5) Yang-Gaudin model with periodic
boundary conditions in the weakly and strongly repulsive limits.
The quasimomenta and spin-roots are depicted in the complex
planes by blue filled circles and red filled diamonds, respectively.
Empty symbols refer to the ground state solutions. Panels
(a) and (b) correspond to the weakly and strongly repulsive
cases of the single hole excitation with P = ~ 6pi
L
. Panels
(c) and (d) illustrate the parameterization of the single hole
excited eigenstate with P = ~ 8pi
L
for weak and strong repulsion,
respectively. For γ → 0+ one observes the imaginary splitting
of spin-roots (see the main text). All the solutions presented in
panels (a), (b) and (d) are purely real.
in the weakly and strongly repulsive limits read
EpH
γ→0+
= EpGS+
~2ρ2
2m
(
− P
2
~2ρ2
+
piP (N+2)
~ρN
− 2γ
N
)
,(3.55)
EpH
γ→∞
= EpGS +
P 2
2mN
, (3.56)
where P denotes the total momentum and the
lower index H refers to a single hole excitation.
Note that both dispersion relations reveal completely
different momentum dependencies. Such a dramatic
discrepancy can be explained by noting that for γ > 0
the character of single hole excitations changes from
the weakly to the strongly interacting regime. Such
fact is reflected by bifurcations of solutions of the Bethe
ansatz Eqs. (3.17)–(3.18) (see Ref. [67]).
One can imagine that for γ → 0+ the excitation
kicks the whole pair of quasimomenta, that lays below
the Fermi surface, instead of tearing it apart. It means
that kj,± = 2piL m
p
j±
√
c¯/L, with −N↑−12 < mpj < N↑−12 ,
is shifted to k′j,± =
pi(N↑+1)
L ±
√
c¯/L. In such a
case the corresponding spin-root parameter Λj is also
expelled just above the Fermi surface and takes the
value Λ′j =
pi(N↑+1)
L . This kind of excitation will be
dubbed a double hole excitation [67].
For strong repulsion it is clear that the double
hole excitation corresponds to the shift of a single
quasimomentum k1<j<N = 2piL Ypj with Ypj = −N+12 +j,
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Figure 11. Graphical representation of the quasimomenta
(blue filled circles) and spin-roots (red filled diamonds)
corresponding to the double hole excited eigenstates for the
balanced (N↓,↑ = 5) Yang-Gaudin system with periodic
boundary conditions in the presence of weak and strong
repulsion. For comparison, the ground state solutions are
depicted by empty symbols. While panels (a) and (b) refer to
weakly and strongly repulsive cases of the double hole excitation
with P = ~ 12pi
L
, the excitations with P = ~ 16pi
L
for weak and
strong repulsion are illustrated in panels (c) and (d), respectively.
All the solutions presented in panels (a)–(d) are purely real.
just above the Fermi surface, i.e. to k′j =
pi(N+1)
L . Note
that such excitations resemble single hole excitations
in the Lieb-Liniger gas. Double hole excitations are
schematically presented in Fig. 11.
For the balanced Yang-Gaudin system, the
energies of double hole excited eigenstates Ep2H , in both
considered limits, take the following form
Ep2H
γ→0+
= EpGS +
~2ρ2
2m
(
− P
2
2~2ρ2
+
piP (N+2)
~ρN
)
, (3.57)
Ep2H
γ→∞
= EpGS +
~2ρ2
2m
(
− P
2
~2ρ2
+
2piP (N+1)
~ρN
)
, (3.58)
where P is the total momentum. In contrast to
the single hole excitation case, there is no significant
difference between the spectra presented above. This
may suggest that in such an excitation scenario the
quasimomenta being the solutions of the Bethe ansatz
equations change smoothly with γ.
The thermodynamic description of both single and
double hole excitations have been neatly analyzed in a
comprehensive thesis of S. Shamailov [67].
• attractive interactions
For γ → 0− a single hole excitation relies on
tearing of a pair of quasimomenta kj,± = 2piL m
p
j±
√
c¯/L
with −N↑−12 < mpj < N↑−12 , as in the previously
described weakly repulsive case. The only difference
appears when Λj is expelled to a position coinciding
with Λs, where for attractive interactions both spin-
roots also form a pair, but splitted on the real axis
only, i.e. Λj ,Λs → Λj,± = piLj ±
√|c¯|/L [66, 67].
Hence, we can say that the imaginary splitting of
the quasimomenta kj,± may be replaced by the real
splitting of the spin-roots.
In contrast to the repulsive case, the structure of
the single hole excitation is maintained in the presence
of strong attraction. That is, for γ → −∞ it is
energetically favourable to kick the whole bound pair
of quasimomenta just above the Fermi surface, instead
of tearing it apart. Therefore, in order to create a
single hole excited eigenstate in this limit, one needs to
shift a pair lying below the Fermi surface k1<j<N↑,± =
pi(2j−N↑−1)
2L ± i c¯2 , just above to pi(N↑+1)2L ± i c¯2 . Together
with the pair kj,±, one expels the corresponding spin-
root Λj =
pi(2j−N↑−1)
2L → Λ′j = pi(N↑+1)2L . To realize a
transition from the weakly to the strongly attractive
regime one needs to cross the region where the two
totally different excitation scenarios meet. It has been
shown that there is no smooth connection between
them and one deals with the bifurcation of the Bethe
ansatz solutions [11, 66, 67]. Furthermore, we stress
that both presented single hole excitation schemes
correspond to the lowest energy eigenstate for a given
total momentum. Thus, in such a case one deals with
the so-called yrast eigenstates [11,66,67]. In Fig. 12 we
present a scheme of the Bethe ansatz solutions related
to the yrast excitations in the Yang-Gaudin system.
The energy of the unpolarized Yang-Gaudin sys-
tem after a single hole (yrast) excitation characterized
by the total momentum P in the presence of weak and
strong interparticle attraction reads
EpH
γ→0−
= EpGS+
~2ρ2
2m
(
− P
2
~2ρ2
+
piP (N+2)
~ρN
− 2γ
N
)
,(3.59)
EpH
γ→−∞
= EpGS+
~2ρ2
4m
(
− P
2
~2ρ2
+
piP (N+2)
~ρN
)
. (3.60)
In spite of the fact that we deal with the bifurcation
of the solutions of the Bethe ansatz equations, the
character of the yrast dispersion relation remains
almost unchanged.
For the purpose of the thermodynamic description
of the balanced attractively interacting Yang-Gaudin
system, it is sufficient to consider the string hypothesis,
Eqs. (3.28), only. To realize a single hole (yrast) exci-
tation in the thermodynamic limit one can remove a
pair of conjugate quasimomenta lying below the Fermi
surface. Thus, we start with the ground state given by
the sets of the quasimomenta {k1,±, k2,±, . . . , kN↑,±}
and the spin-roots {Λ1,Λ2, . . . ,ΛN↑} that are re-
lated with {`pj}=
{− N↑−12 ,−N↑−32 , . . . , N↑−12 }. Af-
ter the excitation we deal with the system con-
sisting of N↑ − 1 pairs of ↓–↑ fermions, which
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Figure 12. Schematic representation of the quasimomenta
(blue filled circles) and spin-roots (red filled diamonds), that
are related to two chosen single hole excited eigenstates (yrast
eigenstates) of the periodic Yang-Gaudin system consisting of
N = 2N↓,↑ = 10 particles in the presence of weak and strong
interparticle attraction. While the panels (a) and (b) present
the single hole (yrast) excitation characterized by P = ~ 6pi
L
,
panels (c) and (d) correspond to the single hole (yrast) excited
eigenstate with P = ~ 8pi
L
. As we pointed out in the main text,
in the weakly attractive limit the single hole excitation tears
a pair of quasimomenta apart and shifts one of the conjugate
partners just above the Fermi surface. The corresponding spin-
root parameter is shifted between the elements of the pair that
was torn. If the shifted position coincides with the value of the
other spin-root, we observe splitting along the real axis. Such
a scenario is illustrated in panel (c). On the other hand, for
γ → −∞, the yrast eigenstate is a result of the excitation of the
whole conjugate pair of quasimomenta. Empty symbols refer to
the corresponding ground state solutions.
is characterized by {k′1,±, k′2,±, . . . , k′N↑−1,±} and
{Λ′1,Λ′2, . . . ,Λ′N↑−1} with parameterization {˜`pj} ={− N↑−22 ,−N↑−42 , . . . , N↑−2M−22 ,×, N↑−2M+22 , . . . N↑2 },
where 1 < M < N↑ − 1. Note that for an unpolarized
system Eqs. (3.28) are almost identical to the Bethe
Eqs. (2.24). Moreover, from the spin-roots point of
view, the scheme of a single hole excitation is also
very similar. Therefore, it is clear that we should
obtain similar integral equations as for the hole ex-
cited eigenstates in the periodic Lieb-Liniger model, i.e.
Eqs. (2.85)–(2.86), but for the spin-roots Λ′s, namely
(see also Refs. [66, 67])
2piσpF,H(Λ)=pi+θ(Λ−q)+2c¯
QΛ∫
−QΛ
σpF,H(Λ
′)dΛ′
c¯2+(Λ−Λ′)2 , (3.61)
P = ~
−q + 2 QΛ∫
−QΛ
σpF,H(Λ)dΛ
 , (3.62)
pH = E
p
H − EpGS
=
~2
2m
−2q2+4 QΛ∫
−QΛ
ΛσpF,H(Λ)dΛ
+2µch, (3.63)
where |q| < QΛ is the quasimomentum of the hole.
Additional factor 2 in the energy in Eq. (3.63) as well
as before the integral in Eq. (3.62) appears due to the
fact that we remove a pair of particles instead of a
single particle. The yrast dispersion relation in the
case of strong interparticle attraction reads [66]
limEpH
γ→−∞
= limEpGS
γ→−∞
(3.64)
+
~2ρ2
4m
(
− P
2
~2ρ2
+
piP
~ρ
)(
2γ
1+2γ
)2
+O (γ−3) ,
and coincides with Eq. (3.60) for N  1 and γ → −∞.
It turns out that the single hole excited eigenstates
of the unpolarized attractively interacting Yang-
Gaudin system with periodic boundary conditions
share a few features with their bosonic brothers (type–
II eigenstates), see Sec. 2.4. As it was pointed out in
the literature [48, 49, 66], such eigenstates are the so-
called yrast states, i.e. the lowest energy eigenstates
for a given total momentum. In Secs. 5 & 6 we show
that the yrast eigenstates of both Lieb-Liniger and
Yang-Gaudin models are unequivocally connected with
quantum dark solitons.
4. Solitons in mean-field approximation
When analyzing ultracold Bose gases one often deals
with the Bose-Einstein condensation phenomenon [3,
12, 82]. The simplest way to proceed in this case is
to assume that all particles occupy the same single
particle state and behave collectively. Thanks to this,
one can easily derive the so-called Gross-Pitaevskii
equation (GPE), for which the many-body problem
is reduced to a description of the macroscopically
occupied single particle state [3, 12, 82]. One can say
that each particle lives in the same averaged potential
(proportional to the density of the atomic cloud),
which is induced by the milieu of other particles. It
turns out that the nonlinearity, present in the GPE,
can kill dispersive effects so that the corresponding
solution maintains its shape during time evolution.
The resulting structures, called solitons, are ubiquitous
phenomena and appear in a wide range of physical
systems, i.e. they appear, among others, in nonlinear
optics, fluid dynamics as well as ultracold atomic gases
[7]. The latter systems turned out to be an excellent
playground for both theoretical and experimental
investigations of matter-wave solitons [83–92].
In a one-dimensional space the GPE possesses two
types of stable soliton solutions: bright solitons that
can appear for the attractive interparticle interactions
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and dark solitons that are present when one deals
with the interparticle repulsion. In contrast to the
attractive case, when the bright soliton can be observed
even in the ground state, the dark soliton solution is
always a manifestation of a collective excitation in the
system. In a Bose-Einstein condensate (BEC) they
can be realized experimentally thanks to the so-called
phase imprinting method [83, 86, 87, 91, 93–95]. That
is, a short laser pulse of intensity varying over the
atomic cloud can modify the spatial distribution of the
phase of the condensate wave function. In particular,
the experimental setup can be prepared in such a way
that only half of the condensate cloud is modified
by the laser radiation and acquires an additional pi
phase. The procedure carves a dark soliton notch
at a position where the phase of the wave function
abruptly changes. Both bright and dark solitons were
successfully generated and observed in ultracold atoms
laboratories. An experimental examination of their
general properties confirmed theoretical predictions
provided by the GPE [83–89,91,96].
Here we discuss bright and dark soliton solutions
of the one-dimensional GPE in the infinite space and
after imposing periodic and open boundary conditions.
We also briefly describe the long-standing conjecture
concerning the relationship between dark solitons the
type–II eigenstates of the periodic Lieb-Liniger model
[44,45].
4.1. Nonlinear Schro¨dinger equation
Let us start with the Lieb-Liniger model that is de-
scribed by the Hamiltonian in Eq. (2.5). By employing
the evolution equation i~ ∂tAˆ(t) = [Aˆ(t), Hˆ], and the
canonical commutation relations, Eqs. (2.2)–(2.3), one
finds the time-dependent nonlinear Schro¨dinger equa-
tion [15,45]
i~ ∂tΨˆH(x, t) = − ~
2
2m
∂2xΨˆH(x, t) (4.1)
+ 2c Ψˆ†H(x, t)ΨˆH(x, t)ΨˆH(x, t),
It is known that there is no Bose-Einstein condensation
in a one-dimensional space. Nevertheless, for finite
(L < ∞) and weakly interacting systems maintained
at very low temperatures the number of particles
occupying nearly zero momentum states may become
a significant fraction of the total number of particles N
(see also Refs. [13, 97–99]). Under such assumptions,
during the analysis of low-lying excitations we can
approximate the quantum Bose field operator Ψˆ(x, t)
by a classical field Ψ(x, t), i.e. Ψˆ(x, t) −→ √NΨ(x, t),
which leads to the one-dimensional time-dependent
Gross-Pitaevskii equation (GPE) [3, 82,100–102]
i~ ∂tΨ(x, t) = − ~
2
2m
∂2xΨ(x, t) (4.2)
+ 2cN |Ψ(x, t)|2Ψ(x, t)− µchΨ(x, t).
The nonlinear contribution, ∝ |Ψ|2, plays a crucial
role in the formation of stable nontrivial structures.
That is, by an interplay with the dispersive spreading,
caused by the kinetic term ∝ p2, the solution may
be stabilized so that it can propagate without any
change of its shape. This kind of solutions of the
nonlinear wave equations are called solitons and can be
observed in many different physical systems [7]. Here
we focus on the one-dimensional matter-wave solitons
in an ultracold Bose gas described by the GPE in
Eq. (4.2). For this purpose, one assumes the following
form of a solution
Ψ(x, t) = Ψ0(x− vt) e− i~µcht, (4.3)
that propagates with a constant velocity v maintaining
its shape. Moreover, the following boundary conditions
have to be imposed
Ψ0
∣∣∣∣x→±∞
|t|<∞
= const,
dΨ0
dx
∣∣∣∣x→±∞
|t|<∞
= 0. (4.4)
Proceeding as in Refs. [3,82] one can obtain nontrivial
analytical bright and dark soliton solutions.
Bright soliton solution (c < 0)
Let us start with bright solitons that can form
in the system ground state, when c < 0. In such a
case, it is energetically favourable to form a clump of
particles instead of spread them uniformly in space. In
1D the time-dependent GPE possesses an analytical
bright soliton solution of form [3,12,13,82]
Ψbs(x, t) =
1√
2`
eiαx e−iκt
cosh [(x− x0 − vt)/`] , (4.5)
where α = mv/~, κ = 12
[
mv2/~− ~/(`2m)], x0 is the
bright soliton position at t = 0 and ` = ~2/(m|c|N)
is the soliton width. The nonspreading wave packet
structure moves with an arbitrary velocity v. In
Fig. 13, we show the bright soliton probability density
for several values of ` and in different time moments.
The energy in a bright soliton state, Eq. (4.5),
Ebs = N
∞∫
−∞
[
~2
2m
∣∣∣∣ ∂∂xΨbs
∣∣∣∣2 − |c|N |Ψbs|4
]
dx (4.6)
= N
mv2
2
+N
~2
6`2m
−N2 |c|
3`
= N
mv2
2
−N2 |c|
6`
,
reveals a particle-like behaviour of the analyzed
structure. By a direct calculation we immediately
obtain the chemical potential µch = −N |c|/2` telling us
that each particle inserted to the system interacts with
N bosons that form the soliton and the corresponding
interaction energy is on average equal to −N |c|/2`.
Dark soliton solution (c > 0)
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Figure 13. Time evolution of a bright soliton probability
density for different soliton widths ` indicated in the legend.
The results were obtained for ~ = m = v = 1 and x0 = −5.
In contrast to the bright soliton case, the
dark soliton state is always a result of a collective
excitation in the repulsively interacting (c > 0) system
and corresponds to a breach in the atomic cloud,
i.e. a density notch in the probability distribution.
Moreover, such a density dip is always associated with
a phase flip. The corresponding wave function, being
an analytical solution of Eq. (4.2) reads [3, 13, 82] (see
also a meticulous analysis presented in Ref. [102])
Ψds(x, t) = e
− i~µcht√ρ0 (4.7)
×
{
i
v
vs
+β tanh
[
β
ξ
(x−x0−vt)
]}
,
where β =
√
1− v2/v2s . The above wave function
describes a dark soliton propagating with a velocity
|v| ≤ vs, where vs =
√
2ρ0cN/m is the velocity
of Bogoliubov phonons (propagation velocity of long
wavelengths disturbances – speed of sound). The
quantity x0 is a soliton position at t = 0. Note
that far away from the soliton notch the probability
density is equal to |Ψ|2 = ρ0 and thus ρ = ρ0N . The
corresponding chemical potential reads µch = 2ρc.
The soliton width is given by ξ/β, where the so-
called healing length ξ =
√
~2/2cρm is the distance
over which the disturbances in a condensate disappear.
The dark soliton perishes when v −→ vs. Indeed, in
such a limit the soliton depth ρ0β2
v→vs−→ 0 and the
soliton width ξ/β v→vs−→ ∞. The density notch is strictly
associated with the phase flip and they are located
at the same position. If ϕ(x, t) denotes a phase of
Ψds(x, t), Eq. (4.7), then according to the result
lim
x→±∞Ψds(x, |t| <∞) =
√
ρ0
[
i
v
vs
±
√
1− v
2
v2s
]
, (4.8)
one finds the change of phase along the soliton
∆ϕ = ϕ(∞, t)− ϕ(−∞, t) (4.9)
= 2 arctan
(
v√
v2s − v2
)
− pi = −2 arccos
(
v
vs
)
.
A stationary dark soliton, for which v = 0 and
β = 1, has depth ρ0, width ξ and is sometimes called a
black soliton due to a zero value of the corresponding
probability density at the bottom of the density notch.
In such a case one observes a single point pi–phase flip
at a density dip position. In Fig. 14 we present the
evolution of dark soliton wave function, Eq. (4.7), for
different propagation velocities v.
Figure 14. Time evolution of a dark soliton probability density
and the corresponding phase distribution for various propagation
velocities indicated in the legend. Note that the higher the
speed, the shallower the soliton notch is. For v < vs, each
phase distribution reveals the phase flip which coincides with
the density notch position for all time moments. The results
were obtained for m = ~ = 1, x0 = −5 and ρc = 1.
To calculate the energy associated with the dark
soliton solution Ψds, it is convenient to switch to the
grand canonical ensemble, where the corresponding
energy can be cast into the following form [3,82]
Eds =
∞∫
−∞
[
N
~2
2m
∣∣∣∣∂Ψds∂x
∣∣∣∣2+c (N |Ψds|2−ρ)2
]
dx. (4.10)
Noting that N ~
2
2m
∣∣ ∂
∂xΨds
∣∣2 = c (N |Ψds|2−ρ)2 one gets
Eds =
4
3
~ρvs
(
1− v
vs
)3/2
. (4.11)
For small velocities Eds
vvs≈ 43~ρvs − 2~ρvs v2 revealing
a particle-like behaviour with a negative effective mass
mds = −4~ρ/vs. This result is strictly related to the
density reduction inside a soliton notch.
To find the soliton momentum one needs to note
that there are two important contributions. Namely,
apart from the local momentum generated around the
density dip in a range of the order of ξ [82]
p1 = −i~
∞∫
−∞
Ψds
∂Ψds
∂x
dx = −2~ρ v
vs
√
1− v
2
v2s
, (4.12)
we need to take into account the asymptotic change
of phase that does not affect the energy. Indeed, if we
assume that the system is confined in a very large ring,
i.e. with a circumference much larger than the soliton
width ξ/β, then it is clear that the periodic boundary
conditions and consequently the requirement of a single
valued wave function enforces the appearance of an
additional counterflow related to the phase difference
given by Eq. (4.9). Such a contribution is produced
Quantum dark solitons in ultracold one-dimensional Bose and Fermi gases 27
very far from the soliton and can be written as (see
Refs. [45, 82])
p2 = −~ρ
∞∫
−∞
∂∆ϕ
∂x
dx = 2~ρ arccos
(
v
vs
)
. (4.13)
Thus, the total momentum of the dark soliton is equal
to p = p1 + p2 and reads
p = 2~ρ
[
arccos
(
v
vs
)
− v
vs
√
1− v
2
v2s
]
, (4.14)
which for v  vs reduces to p ≈ ~piρ− 4~ρ vvs .
Let us come back to the fully quantum many-body
problem described within the Lieb-Liniger model. As
discussed in Sec. 2, the type–II spectrum for a very
weak repulsion (γ  1) has been extensively studied in
the context of the relation to dark solitons. In 1976, P.
Kulish, S. V. Manakov, and L. D. Faddeev noted that
the semiclassical dark soliton spectrum, Eqs. (4.11) and
(4.14), closely follows the type–II dispersion relation of
the Bose gas with weakly repulsive contact interactions
[44]. A few years later, in 1980, M. Ishikawa and
H. Takayama (see Ref. [45]) pointed out that such
a relation becomes exact in a very weak repulsion
limit. Indeed, by using the result of M. Kac and H.
Pollard, presented in Ref. [103] (see also Ref. [41]),
they found the energy and momentum of the hole
excitations in the Lieb-Liniger model with periodic
boundary conditions for γ → 0+. It turned out
that the resulting type–II spectrum coincides with this
obtained for the mean-field dark soliton, i.e. within the
semiclassical treatment of the nonlinear Schro¨dinger
equation, Eq. (4.2).
In Fig. 15, we present a comparison between
the mean-field dark soliton spectrum and the type–II
dispersion relation obtained by the numerical solutions
of the corresponding integral Eqs. (2.85)–(2.86). Note
that both relations coincide in the weak interaction
regime. This result, being the main argument in
favour, provoked the discussion about the solitonic
nature of the type–II eigenstates.
4.2. Periodic boundary conditions
As for now we discussed the soliton solutions of the
Gross-Pitaevskii equation in an infinite space. It is
clear that the profiles of the solutions, analyzed in the
previous section, are valid when tails of the soliton
structure do not feel the boundaries, i.e. when ξ 
L < ∞ and when x0 is far from the system edges.
Now, we impose the periodic boundary conditions that
entails the following requirements
Ψ(0) = Ψ(L),
d
dx
Ψ(0) =
d
dx
Ψ(L). (4.15)
type-II
type-IImean-fieldγ=0.009γ=0.034γ=0.586 γ=0.009γ=0.034γ=0.586
γ=1.725γ=6.026γ=13.758
γ=1.725γ=6.026γ=13.758
mean-field
Figure 15. Panels (a) and (b) present the mean-field dark
soliton dispersion relation compared with the type–II spectrum
of the periodic Lieb-Liniger model for weak and strong repulsion,
respectively. The interaction strength γ is indicated in legends.
Note that when merging the ends of the dark soliton
wave function we deal with an additional momentum,
as in Eq. (4.13). Nevertheless, for finite systems
(L < ∞) the corresponding momentum per particle
does not vanish even for a totally black soliton. Thus,
the stationary soliton solution in the system of a ring
geometry should be investigated in a rotating frame
of reference. Otherwise, one needs to deal with the
time-dependent nonlinearity |Ψ(x, t)|2.
In 1D the stationary Gross-Pitaevskii equation in
a frame rotating with angular velocity ω reads[(
−i ∂
∂θ
− Ω
)2
+ 2c¯θN |Ψ(θ)|2 − µ¯ch,θ
]
Ψ(θ) = 0,(4.16)
where the angle θ = 2pi xL indicates the position in a
ring and dimensionless parameters are given by
Ω =
mωL2
4pi2~
, c¯θ =
L
2pi
2m
~2
c =
L
2pi
c¯,
µ¯ch,θ =
(
L
2pi
)2
2m
~2
µch =
(
L
2pi
)2
µ¯ch.
(4.17)
A trivial solution is simply given by the plane wave
ΨJ(x) = e
iJθ/
√
2pi with J ∈ Z being the so-called
phase winding number. In order to find the stationary
soliton-train (ST) solutions one applies the ansatz
Ψ
(ST)
J,j (x) =
√
ρj(θ) e
iϕJ,j(θ), where the density ρj(θ)
and the phase ϕJ,j(θ) are real-valued functions that
have to satisfy the following cyclicity conditions
ρj(θ + 2pi)− ρj(θ) = 0,
ϕJ,j(θ + 2pi)− ϕJ,j(θ) = 2piJ. (4.18)
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The parameter j = 1, 2, 3, . . . indicates the number
of solitons related to the solution Ψ(ST)J,j . Within the
ansatz for Ψ(ST)J,j , Eq. (4.16) can be reduced to the
following system of differential equations [104]
1
4
(
dρ
dθ
)2
− c¯θNρ3 + µ¯ch,θρ2 + V ρ+W 2 = 0, (4.19)
dϕ
dθ
= Ω +
W
ρ
, V, W = const. (4.20)
Equation (4.19) turns out to have analytical solutions
that can be cast into the following form [104,105]
√
ρj =

N
√
1+η dn2
(
κj θ˜
∣∣m) for c¯θ > 0
N
√
dn2
(
κj θ˜
∣∣m)−ηm′ for c¯θ < 0 ,(4.21)
where θ˜ = θ−θ0, κj = jK(m)/pi and the Jacobi elliptic
function
dn(u|m) =
√
1−m sinφ, u =
φ∫
0
dθ√
1−m sin2θ
. (4.22)
is parameterized by the so-called elliptic parameter
m that together with the complementary elliptic
parameter m′ = 1 − m are real numbers and belong
to the unit interval, i.e. m,m′ ∈ [0, 1] [104–106]. The
normalization condition,
∫ 2pi
0
ρj(θ)dθ = 1, leads to
N =

√
K(m)
2pi
[
K(m)+ηE(m)
] for c¯θ > 0√
K(m)
2pi
[
E(m)−ηm′K(m)] for c¯θ < 0
.(4.23)
The complete elliptic integrals of the first K(m) and
the second kind E(m) are defined as follows [106]
K(m) =
pi/2∫
0
dθ√
1−m sin2θ
,
E(m) =
pi/2∫
0
√
1−m sin2θ dθ.
(4.24)
Note that the soliton position 0 < θ0 ≤ 2pi is arbitrary
due to the translational invariance of the considered
system and indicates that the soliton solutions are
symmetry broken states. For the sake of convenience,
one introduces the following functions [104,105]
f ≡
{
+ [pic¯θN −Aj + Bj ] for c¯θ > 0
− [pic¯θN −Aj + Bj ] for c¯θ < 0
, (4.25)
h ≡
{
+ [pic¯θN−Aj+Bj+mAj ] for c¯θ > 0
− [pic¯θN−Aj+Bj+mAj ] for c¯θ < 0
, (4.26)
g ≡ pic¯θN + Bj ,
S ≡ sign(J − Ω) =
{
+1, J > Ω
−1, J < Ω ,
(4.27)
where Aj = 2j2K2(m) and Bj = 2j2K(m)E(m).
Additionally, the parameters η, describing the soliton
properties as its depth (c > 0) or height (c < 0),
W and the chemical potential µch can be obtained
by substituting the solution in Eq. (4.21) into the
relation (4.19) [104,105]
η =
{ −Aj/g ∈ [−1, 0] for c¯θ > 0
g/(m′Aj) ∈ [0, 1] for c¯θ < 0
,
W =
S
2pi3|c¯θ|N
√
fgh
2
,
µ¯ch,θ =
3 c¯θN
2pi
+
(
j
pi
)2[
3K(m)E(m)− (2−m)K2(m)].
(4.28)
An analysis of the soliton solutions requires the
determination of the allowed values of the elliptic
parameter m. Moreover, we also need to deal with
the parameter Ω that, in general, is not free and
turns out to be strictly associated with a particular
soliton state. Thus, the value of m, that corresponds
to a concrete solution, is a function of the effective
interactions strength c¯θN and the rescaled angular
velocity Ω. The latter quantity plays a key role in the
periodicity of the phase ϕJ,j . By integrating Eq. (4.20)
with ρ in Eq. (4.21) one obtains [104,105]
ϕJ,j(θ) = Ωθ +
S
jK(m)
√
gh
2f
Π
(
ξ;κj θ˜
∣∣m) ,
ξ =
{ −mAj/(2f) for c¯θ > 0
+mAj/(2f) for c¯θ < 0 ,
(4.29)
with the elliptic integral of the third kind [106]
Π(ξ;u|m) =
∫
du
1− ξ sn2(u|m) , (4.30)
where dn2(u|m) = 1−m sn2(u|m). The phase ϕJ,j has
to satisfy the boundary condition in Eq. (4.18) which,
for a given density profile, can be reached by tuning
the angular velocity Ω. Now, it is clear that all the
parameters: J, j,m,Ω and c¯θN , are interrelated. In
Fig. 16, we show how the elliptic parameter m depends
on Ω and c¯θN for a single soliton (j = 1) state.
In contrast to the case of an infinite space,
where the soliton can possess an arbitrary width,
the presence of periodic boundary conditions imposes
some additional restrictions on the soliton solutions.
Consequently, a bright soliton appears in the ground
state when the attraction, described by c¯θN < 0
parameter, is strong enough [107]. Otherwise, the
ground state is uniform. To find the critical point c¯ crθ ,
for which a quantum phase transition from the uniform
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Figure 16. The elliptic parameter m versus Ω and the effective
strength of interactions c¯θN for a single soliton state (j = 1).
The corresponding phase winding number is equal to J = 1 for
c¯θ > 0 and J = 0 for c¯θ < 0. The gray sheet presented in the
plot indicates the range of parameters Ω and c¯θN/pi for which
the single soliton solutions do not exist.
to the bright soliton state occurs, we take j = 1, J = 0
and Ω = 0, which guarantees the lowest energy in
the laboratory frame. Additionally, by noting that
η|c¯θ<0 ∈ [0, 1] is a monotonically increasing function
of m, we consider the limit m → 0+ that should
correspond to η → 0+. A simple Taylor expansion
η
∣∣∣c¯θ<0
j=1
=
(
1+
2c¯θN
pi
)
+
(
1
2
+
c¯θN
pi
)
m+O(m2), (4.31)
leads to a conclusion that the quantum phase transition
occurs at c¯ crθ = − pi2N [107]. Note that the phase,
Eq. (4.29), is uniform when c¯θ − c¯ crθ → 0+ satisfying
the assumption J = 0. Thus, one can expect a bright
soliton existence in the ground state when, cf. Fig. 16,
c¯θN < −pi
2
. (4.32)
In general, in the system with a ring geometry,
dark and bright solitons do not exist for arbitrary
values of parameters of solutions. It turns out that
the hyperplanes of m = 0 determine boundaries of
the soliton solutions existence in the parameter space
and separate them from the regions where only the
plane wave solutions exist (see Fig. 17). For c¯θ > 0
dark soliton states are stable and coexist with stable
plane wave solutions. On the other hand, in the
regime of strong attraction the plane waves become
dynamically unstable and the only existing stable
solutions correspond to bright solitons. A scrupulous
discussion concerning a linear stability of the soliton
solutions can be found in Ref. [105].
Let us now focus on the repulsively interacting
case (c¯θ > 0) in which dark soliton solutions are
expected. It is clear that the corresponding density
notch (or density notches, i.e. a dark soliton train) is
(a)
(b)
Figure 17. Panels (a) and (b) present diagrams of single (j =
1) and double (j = 2) soliton solutions existence, respectively.
Parabolic curves represent the phase boundaries and correspond
to m = 0. Different values of the phase winding J are indicated
by different colors on the plots. While the regimes where soliton
solutions exist are marked in gray, white areas correspond to
regions where only the plane wave solutions can be found.
the shallower the closer to zero the parameter η is. In
the limiting case η → 0−, the density notch disappears
and the solution passes continuously to a plane wave.
Such a transition occurs through the parabolic curves
indicating the phase boundaries and corresponding to
m = 0 (see Fig. 17). On the other hand, when η → −1
the density dip reaches the zero probability density
and we deal with a black soliton (or soliton train).
For −1 < η < 0, the density notch is partially filled
and one can observe gray solitons living between the
two parabolic phase boundaries that refer to distinct
phase winding numbers J and J ′. Both m = 0 curves
meet for c¯θN = 0 at some specific value Ω˜(j), with
j = |J−J ′|. It is worth stressing that two dark soliton
trains with j density dips and different phase windings
J and J ′ approach the same soliton train solution at
the line defined by Ω˜(j = |J − J ′|) [105]. In Fig. 18 we
illustrate a few soliton solutions.
At the end we stress that the average momentum
per particle in a soliton state ΨJ,j reads
〈P 〉Ψ
N
= −i~
2pi∫
0
Ψ∗J,j
∂ΨJ,j
∂θ
dθ = ~
(
Ω + 2piW
)
. (4.33)
4.3. Open boundary conditions
It turns out that analytical soliton solutions can be
found also in the presence of the infinite square well
trapping potential. In such a case it is enough to
consider the following stationary GPE
−∂2xΨ(x) + 2c¯N |Ψ(x)|2Ψ(x) = µ¯chΦ(x), (4.34)
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(d)
(a)
(b)
(c)
(e)
(f)
(g)
(h)
Figure 18. Left column present probability densities for the
chosen soliton states. The corresponding phase distributions are
illustrated in right column. While first two rows, i.e. (a), (e)
and (b), (f), present single and double bright solitons, the other
two, i.e. (c), (g) and (d), (h), show results obtained for single
and double dark solitons, respectively. All the curves related
to bright solitons were obtained for Ω = 0.01, J = 0 and for
different attraction strengths c¯θN . For dark solitons we also
present the results corresponding to different angular velocities
Ω and phase winding numbers J (see legends).
with the boundary conditions Ψ(0) = Ψ(L) = 0. When
Ψ satisfying Eq. (4.34) vanishes at least at a single
point in the considered interval one can assume Ψ to
be real-valued function and thus Eq. (4.34) reduces to
−∂2xΨ(x) + 2c¯NΨ(x)3 = µ¯chΨ(x), (4.35)
Indeed, by a simple Taylor expansion of Ψ in the
vicinity of the hard wall box edges, where the wave
function Ψ drops, one can show that the complex phase
must be constant [108]. The analytical solutions of
Eq. (4.35) with open boundary conditions take the
following form [108,109]
Ψj =
N sn
(
K(m) x˜j
∣∣∣m) for c¯ > 0
N cn
(
K(m)(x˜j − 1)
∣∣∣m) for c¯ < 0 , (4.36)
with x˜j = 2(j + 1)x/L and N = βj
[
m/(|c¯|NL2)]1/2,
where βj = 2(j+1)K(m). The Jacobi elliptic functions
sn(u|m) and cn(u|m) satisfy [106]
cn2(u|m) + sn2(u|m) = 1,
m sn2(u|m) + dn2(u|m) = 1, (4.37)
with dn(u|m) defined in Eq. (4.22). The elliptic
parameter m can be determined by using the
normalization condition
β2j
(
1− E(m)
K(m)
)
= |c¯|NL for c¯ > 0
β2j
(
E(m)
K(m)
−m′
)
= |c¯|NL for c¯ < 0
, (4.38)
where j = 0, 1, 2, . . . counts the number of nodes of Ψj
inside the hard wall box. It should be stressed that we
deal with the ground state when j = 0. In contrast
to the repulsively interacting case (c¯ > 0), where j
specifies the number of dark solitons being always a
manifestation of the system excitations, a single bright
soliton state can appear for the attractively interacting
ground state (c¯ < 0, j = 0). Hence, in the latter case,
the number of bright solitons is indicated by j+1. The
corresponding chemical potential reads
µ¯ch =
2m
~2
µch =

+
β2j
L2
(1 +m) for c¯ > 0
−β
2
j
L2
(2m− 1) for c¯ < 0
. (4.39)
It is also worth stressing that when the separation
between nodes becomes significantly larger than the
soliton width, the analytical expressions given by
Eqs. (4.36) in the neighbourhood of the soliton
structures approach the bright and dark soliton
solutions obtained for an infinite space [108, 109]. In
Fig. 19 we present chosen solutions of the nonlinear
Schro¨dinger equation with open boundary conditions.
5. Quantum dark solitons in many-body
eigenstates of Lieb-Liniger gas
The mean-field approach does not take into account
quantum many-body effects that should be expected as
long as we deal with many-body systems. Therefore,
the Gross-Pitaevskii equation cannot be used to
explain the quantum character of solitons, i.e. the
beyond mean-field quantum many-body effects [8–10,
12, 110–136]. Despite the experimental realization of
solitons is well established, the observation of their
quantum nature constitutes a great challenge and
requires innovative laboratory techniques [96].
The conjecture that the type–II (yrast/hole
excited) eigenstates of the weakly interacting Lieb-
Liniger gas confined in a ring are related to mean-
field dark solitons appeared nearly 40 years ago due to
the coincidence between the type–II spectrum and the
mean-field dark soliton dispersion relation [44,45] (see
also Sec. 4.1). Since then, other evidence underpinning
the anticipated relation have been found [48,49,52–59].
Especially, it has been shown by Sato et al. [56–58]
that dark soliton signatures can be visible in the
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Figure 19. Probability densities corresponding to Ψj in
Eq. (4.36) for various interaction strengths c¯N (indicated in
legends) and for j = 0 (left column) and j = 2 (right column).
reduced single particle density, calculated for a proper
superposition of the type–II eigenstates. Note that,
in the presence of periodic boundary conditions, the
many-body Hamiltonian is invariant under translations
of all particles by the same distance. Thus, the system
eigenstates also possess the same spatial translation
symmetry, which is obviously broken by the mean-field
soliton solutions. Therefore, the soliton-like structures
cannot be displayed in the reduced single particle
density calculated for single eigenstates of the periodic
system.
All the arguments concerning the above-mentioned
conjecture were indirect and there was no final in-
contestable answer for the question if a single quan-
tum many-body eigenstate can reveal dark soliton sig-
natures like the density notch and the corresponding
phase flip. Here we show that continuous space trans-
lation symmetry can be broken by the successive mea-
surement of particles’ positions, leading to an emer-
gence of soliton-like structures when the system is ini-
tially prepared in a type–II (yrast/hole excited) eigen-
state. We also point out that multiple hole excitations
are strictly associated with multiple dark soliton sig-
natures. The system dynamics in the presence of weak
and strong repulsion is investigated as well [8, 9].
In the case of open boundary conditions the hole
excitation scenario and the corresponding dispersion
relation is analogous to the periodic case (see
Sec. 2.4.2). This may suggest dark soliton-like nature
of quantum many-body hole excited eigenstates in the
system with open boundary conditions. In this section
we point out that such an identification is correct and
the eigenstates in question are unequivocally connected
with quantum dark solitons [10].
5.1. Periodic case: dark solitons emergence in course
of successive measurement of particles’ positions
Eigenstates of periodic systems are invariant under
spatial translations, and thus the corresponding
reduced single particle density has to be uniform
in space revealing no inhomogeneities expected for
solitons. This feature effectively precluded the
investigations of the type–II eigenstates’ solitonic
nature. We perceived that the anticipated dark
soliton-like structures may emerge after a space
translation symmetry breaking, which can be induced
by the successive measurement of positions of particles
in the system. In order to perform numerical
simulations of such a process, one needs to calculate
the conditional single particle probability densities for
consecutive measurements. That is, to choose the
position of the j-th particle in the system provided
that j − 1 particles have been already measured at
positions x˜s=1,2,...,j−1, we have to determine ρj(xj) ∝〈
Ψj−1|ψˆ†(xj)ψˆ(xj)|Ψj−1
〉
, where
∣∣Ψs〉 ∝ ψˆ(x˜s)∣∣Ψs−1〉
and ψˆ is the Bose field operator. Note that if the initial
state
∣∣Ψ0〉 is translationally invariant, then ρ1(x1) =
1
L .
In general, the distributions ρj are given by very
cumbersome multidimensional integrals. Fortunately,
dealing with the Bethe eigenstates, we can take advan-
tage from the analytical determinant formulas for the
so-called Bose field form factors F({q}M−1, {µ}M ) =〈{q}M−1∣∣Ψˆ(0)∣∣{µ}M〉 (see Refs. [137, 138]). This al-
lows us to express ρj as follows [8]
ρj(xj) =
∑
{k}N−j
∣∣Γj(xj , {k}N−j)∣∣2
N − j + 1 , (5.1)
where the summation is performed over all sets {k}N−j
of quasimomenta parameterizing eigenstates
∣∣{k}N−j〉
of the system containingN−j particles. All eigenstates∣∣{k}N−j〉 are normalized to unity and
Γj(xj , {k}N−j) =
∑
{q}N−j+1
Γj−1(xj−1, {q}N−j+1)
× e i~ [P ({q}N−j+1)−P ({k}N−j)]xj
×F({k}N−j , {q}N−j+1), (5.2)
where P ({k}M ) = ~
∑M
j=1 kj and
Γ1(x1, {q}N−1) = e i~ [P ({κ}N )−P ({q}N−1)]x1
×F({q}N−1, {κ}N ). (5.3)
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The quasimomenta {κ}N correspond to the initial
state, i.e.
∣∣Ψ0〉 = ∣∣{κ}N〉. In practice, to determine
ρj , one restricts the summations in Eqs. (5.1)–(5.2) to
the relevant sets {k}N−j only. Note that we assumed
that all measurements are executed at t = 0.
Employing the prescription in Eqs. (5.1)–(5.3)
we have computed and analyzed the conditional
single particle densities starting with a single type–II
eigenstate |Ψ0〉 = |{Ip}II〉 that for N -particle system
is given by the following parameterizing numbers
{Ip}II =
{−N−12 ,−N−32 , . . . ,×, . . . , N−12 , N+12 } , (5.4)
where × denotes |Ip| ≤ N−32 replaced by N+12 (see
Sec. 2.4.1). The number of states that have to be
taken into account in Eqs. (5.1)–(5.2) dramatically
proliferates with N . Similar situation takes place
when one increases the interparticle repulsion. The
accessible computer resources allowed us to investigate
the system consisting of N = 8 particles only.
Although we can examine small systems only, we show
that it is enough to observe an emergence of dark
soliton signatures, i.e. density notch and phase flip,
that match the corresponding mean-field dark soliton
solutions well.
During the numerical simulations of the one-
by-one particle detection process the consecutive
particles’ positions x˜j are chosen randomly according
to the conditional single particle probability densities
ρj(xj), Eqs. (5.1)–(5.3). A single run of the
procedure corresponds to a single realization of
the successive particles’ positions measurement and
results in N consecutive conditional single particle
probability densities and N positions x˜j=1,2,...,N of
measured particles. To analyze an average particle
density, we repeat the measurement procedure many
times and collect many sets of particles’ positions
{x˜1, x˜2, . . . , x˜N}. Due to the space translation
symmetry possessed by the system, a simple single
particle density has to be spatially uniform and the
position of anticipated soliton signatures is expected
to vary from one realization to another.
We believe that the dark soliton-like structure
in each realization should be the more visible, the
more particles were measured. Thus, we decided to
determine the position x0 of the solitonic signatures
by analyzing the wave function for the last N -th
remaining particle in the system φ(x) =
√
ρN (x) e
iϕ(x).
If the dark soliton structure emerges in the course
of the particles’ positions measurement, then the last
particle density ρN (x) should have a minimum and
the last particle phase distribution ϕ(x) should exhibit
a flip at x0. To investigate an average particle
density in the context of dark soliton-like nature of the
type–II eigenstates, one shifts all particles’ positions
{x˜1, x˜2, . . . , x˜N}, obtained in each realization of the
measurement process, by the same distance in a ring
so that the corresponding x0 always coincides with
L
2 . The so prepared shifted positions can be used
to prepare histograms corresponding to the average
particle density in question.
5.1.1. Weakly interacting regime Basing on the
mean-field soliton solutions discussed in Sec. 4.2 we can
try to predict what kind of solitons should emerge in
the type–II eigenstates corresponding to different total
momenta per particle PN . For example, we expect that
if the type–II eigenstates possess dark soliton features,
then a black soliton should be related to the type–
II eigenstate characterized by PN = ~
pi
L . To see it cf.
Fig. 17(a) and note that PN = ~
2pi
L Ω. The eigenstates
belonging to the same branch of single hole excitations,
but corresponding to different PN , are expected to
reveal dark (gray) solitons. We investigate both cases
by preparing the N = 8 particle system initially in the
two different, ”black” and ”gray”, type–II eigenstates
parameterized as follows
{Ip}blackII =
{− 72 ,− 52 ,− 32 ,− 12 ,×, 32 , 52 , 72 , 92} , (5.5)
{Ip}grayII =
{− 72 ,×,− 32 ,− 12 , 12 , 32 , 52 , 72 , 92} , (5.6)
and corresponding to PN = ~
pi
L and
P
N = ~
7pi
4L ,
respectively. In Fig. 20, we present the numerical
results obtained for the weakly repulsive (γ = 0.01) 8-
particle system of size L = 1. Note that starting from a
uniform spatial distribution for the first measurement,
i.e. ρ1(x) = const, we observe an emergence of dark
soliton-like structures in the course of the particles’
positions detection. Indeed, the consecutive density
profiles ρj(x), visible in panels (a) and (d), approach
the corresponding mean-field dark soliton solutions.
Moreover, for the last particle both probability density
ρN (x) and phase distribution ϕ(x) match the mean-
field predictions very well, see Fig. 20(a)–(e). We
stress that the comparison was done for the mean-
field dark soliton solutions corresponding to the same
γ and possessing the same average momenta as the
resulting last particle wave functions. Additionally, the
soliton position xs of the mean-field solution is shifted
to coincide with the minimum of ρN (x) (equivalently
the phase flip position).
For the type–II eigenstate with PN = ~
pi
L we
always observe completely black soliton-like structure
in the plot of ρN (x) and a single-point pi-phase flip in
ϕ(x). Moreover, the corresponding average momentum
for the last particle is equal to ~ piL in every single
realization. The situation is different when we consider
the eigenstate parameterized by {Ip}grayII , Eq. (5.6),
which can be associated with a gray soliton. In such
a case the depth of the density notch visible in ρN (x),
the shape of ϕ(x) as well as the corresponding average
momentum for the last particle in the system vary
between subsequent realizations.
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Figure 20. Results of particles’ positions measurements
performed in the N = 8 particle system of size L = 1 for weak
interparticle interactions c¯ = 0.08 (γ = 0.01). The left and
right columns present numerical outcomes obtained for the single
hole (type–II) excited eigenstates with P
N
= ~ pi
L
and P
N
= ~ 7pi
4L
(parameterizations {Ip}blackII and {Ip}grayII ), respectively. Panels
(a) and (d) illustrate a typical change of the conditional single
particle density ρj(x) (for j = 1, 2, 3, 8) in the course of particles’
positions measurement. Note that ρj(x) for j = 8 matches
the corresponding mean-field solution (solid black line named
”MF”), for details see the main text. A similar agreement
can be also observed when looking at the phase distribution of
the last particle wave function obtained in the same realization
and shown in panels (b) and (e). Histograms representing
average particle densities [panels (c) and (f)] are generated
from the positions of particles {x˜1, x˜2, . . . , x˜8} measured in 104
realizations and shifted so that the position x0 of the soliton-
like structure, visible in the last particle wave function, always
coincides with L
2
= 0.5. While the dashed green histograms
are prepared from all the measured positions, the solid red lines
represent histograms for which only the last particle positions
x˜8 were taken into account. The results are compared with the
corresponding mean-field predictions for the average momentum
equal to the total momentum per particle P
N
of the initial many-
body eigenstate. Reprinted and adapted from [8]
Typically, it is enough to measure a few
particles to observe a clear density notch only slightly
different from the corresponding mean-field dark
soliton profile. Nonetheless, the first few particles
in each realization are measured from more or less
uniform distributions, often very different from the
expected soliton density. Due to the fact that
in our simulations the first few particles constitute
a considerable fraction of N , the average density
is expected to be significantly distorted. Indeed,
this effect is visible in Fig. 20(c)&(f), where dashed
green histograms were prepared from all the measured
positions. For comparison, the mean-field solutions
are obtained assuming the average momentum equal
to PN , i.e. the total momentum per particle of the
initial many-body eigenstate. On the other hand,
the distribution of the last, 8-th, particles’ positions,
represented by the solid red histogram, in both
cases closely follows the corresponding mean-field dark
soliton profile [8].
In general, the system can be prepared in single
hole eigenstates possessing different total momenta per
particle |P |N = ~
2pi
L
(
1− jN
)
, where j = 1, 2 . . . , N − 2
and a totally dark (black) soliton is expected for j = N2 .
The larger the difference
∣∣j − N2 ∣∣ ≤ N−22 , the shallower
(on average) density notch structure is visible in the
conditional probability density for the last particle
in the system. On the other hand, for the type–I
eigenstates we do not observe emergence of any soliton-
like structures in the process of particle detection and
the last particle density is essentially uniform, revealing
no soliton signatures [8].
One may ask what is going to happen, when
we start with the system prepared initially not in a
single but in a double hole excited eigenstate. It
turns out that the second hole (type–II) excitation
leads to an appearance of another density dip and
the corresponding phase flip in the last particle wave
function. Keeping the same system parameters fixed,
i.e. N = 8, L = 1, c¯ = 0.08 (γ = 0.01), we
have performed identical simulations of the successive
particles’ positions measurements. However, this time
we prepared the system initially in the double hole
excited eigenstate parameterized as follows
{Ip}blackII,2 =
{− 92 ,− 72 ,− 52 ,− 32 ,×,×, 32 , 52 , 72 , 92} , (5.7)
In comparison with {Ip}blackII in Eq. (5.5), we created
a second hole by replacing Ip = − 12 → − 92 . Hence, the
double hole excited eigenstate |{Ip}blackII,2 〉 is a result
of two separate single hole excitations corresponding
to single black solitons with opposite total momenta
per particle PN = ±~ piL and then the total momentum
of |{Ip}blackII,2 〉 remains zero. Therefore, it can be
suspected that during the examination of |{Ip}blackII,2 〉
one should observe an emergence of a double black
soliton. Indeed, our simulations confirm this prediction
and the resulting conditional single particle probability
density ρN (x) agrees with the corresponding mean-
field double dark soliton solution possessing zero
average momentum, see Fig. 21(a). Moreover, the
phase distribution ϕ(x) of the last particle wave
function φ(x) exhibits two pi-phase flip discontinuities
located exactly at the positions of soliton notches
visible in the plot of ρN (x). The agreement can be also
observed when we look at the average particle density
obtained from 104 simulations of the measurement
process, see Fig. 21(b) [8]. We stress that for weak
interactions (γ = 0.01) the resulting relative distance
between the two soliton signatures visible in φ is always
equal to L2 . This is no longer true when one increases
the repulsion strength (see next sections).
The results of our numerical simulations obtained
so far in the weakly repulsive regime prove that the
type–II eigenstates of the periodic Lieb-Liniger model
are strictly related to dark solitons. In the presence of
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Figure 21. Results of successive particles’ positions detections
performed in the 8-particle periodic system of size L = 1. The
weakly interacting (γ = 0.01) system was prepared initially in
the double hole excited eigenstate |{Ip}blackII,2 〉, Eq. (5.7). While
panel (a) presents an example of how the consecutive conditional
single particle probability density changes in the course of
the particles’ positions measurement, panel (b) illustrates the
comparison between the resulting average particle density and
the corresponding mean-field double dark soliton solution. The
dashed green and solid red histograms were prepared similarly
as in Fig. 20, with the exception that the measured particles’
positions in each realization have been shifted so that one of the
two minima of ρN (x) is always located at L4 . Reprinted and
adapted from [8].
weak interparticle repulsion the comparison between
the numerical outcomes and the corresponding mean-
field dark soliton solutions is justifiable. In general,
such a comparison is legitimate when both γ = c¯LN  1
and c¯N = const for c¯ → 0, N → ∞. Note that
when dealing with systems consisting of small number
of particles like N = 8, one cannot explore the regime
where the corresponding mean-field solitons are much
narrower than the system size, because it requires
N2  c¯LN  1.
5.1.2. Beyond mean-field regime of interparticle
repulsion Let us now employ the one-by-one particle
detection method to the system with moderate
repulsion strength given by c¯ = 8, i.e. γ = 1
(N = 8, L = 1). Typical numerical outcomes obtained
for the initial eigenstates |{Ip}blackII 〉 and |{Ip}blackII,2 〉,
Eqs. (5.5) and(5.7), are presented in panels (a) and (d)
of Fig. 22, respectively. For γ = 1, where the mean-
field approximation is not valid, every single particle
measurement is likely to leave a small bend on the
conditional single particle probability densities ρj(x).
This is related to the fact that in the presence of
the relatively strong repulsion the consecutive particles
do not want to occupy the regions in which other
particles have been already measured. Thus, the
resulting conditional single particle densities are not
as regular as those observed in the case of weak
repulsion. Nevertheless, both the probability density
ρN (x) and phase distribution ϕ(x) of the last particle
wave function reveal a clearly visible density notch (or
density notches) and the corresponding pi-phase flip (or
flips), which can be identified with a single (or double)
black soliton-like structure (see panels (a)–(b) and (d)–
(e) of Fig. 22). Note that the soliton notch structures
become much narrower when we increase the repulsion
strength. This is not the only difference in comparison
to the weakly interacting case. It turns out that
when the interparticle interactions become significant,
the relative distance between the two observed dark
soliton signatures fluctuates from one realization to
another. Such a behaviour of the resulting spatial
separation between the soliton-like structures appears
due to quantum many-body effects and is strictly
related to the positions of particles measured in every
single simulation of the particle detection process [8].
Figure 22. Results of the one-by-one particles’ positions
measurement procedure presented in a similar way as in Figs. 20
and 21, but for γ = 1. The left and right columns correspond
to the N = 8 particle system of size L = 1 prepared initially
in the single and double hole excited eigenstates |{Ip}blackII 〉 and
|{Ip}blackII,2 〉, Eqs. (5.5) and (5.7). Single and double black soliton
signatures, i.e a density notch (or notches), panels (a) and (d),
and a phase flip (or flips), panels (b) and (e), are clearly visible
in the wave function
√
ρN (x) exp(iϕ(x)) of the last particle in
the system. The histograms of the average particle densities,
panels (c) and (f), are prepared in the same way as in the weakly
interacting regime (see the main text). Solid black lines indicate
the last particle density ρN (x) averaged over 104 realizations
of the particles’ positions detection. Reprinted and adapted
from [8].
In addition, in both the considered cases we inves-
tigate average particle densities given by histograms
prepared similarly as in the previous section, see
Fig. 22(c)&(f). For comparison we also show the last
particle density ρN (x) averaged over 104 realizations
(solid black line). Before averaging, for |{Ip}blackII,2 〉,
each set of measured positions and each density ρN (x)
were shifted so that the corresponding single soliton
signatures (phase flips) are located at the position
x0 =
L
2 . For |{Ip}blackII,2 〉 each set of measured positions
and each resulting ρN (x) were shifted in such a way
that the position of the one of the phase flips always
coincides with L4 . Note that the other averaged den-
sity notch located at x = 34L is significantly broadened
and shallow [8]. This is a direct consequence of quan-
tum fluctuations of the relative distances between two
dark soliton-like structures. This effect is thoroughly
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analyzed in Sec. 5.2.
5.2. Periodic case: single-shot simulations of hole
excited eigenstates and dynamics of quantum dark
solitons
In Sec. 5.1 we analyzed single and double hole
excited eigenstates of the periodic Lieb-Liniger system.
Employing numerical simulations of the successive
particles’ positions measurements we demonstrated
that the measurement process breaks the space
translation symmetry possessed by the eigenstates
and leads to an emergence of clearly visible dark
soliton signatures. It turns out that in the weakly
repulsive regime both the probability density and phase
distribution of the last particle wave function match
the corresponding mean-field dark soliton solution well.
Additionally, we showed that the soliton-like structures
survive also in the beyond mean-field, moderate regime
of interparticle interactions. Due to a dramatic
increase of the computation time, the applied method
does not allow for an examination of large systems
(N  1) as well as the strongly repulsive limit (γ  1).
Nevertheless, the simulations carried out for the 8-
particle system proved that the hole excited eigenstates
are unequivocally connected with dark solitons.
The one-by-one process of the particle detection
is equivalent to taking a single-shot of the atomic
cloud density, i.e. a single simultaneous measurement
of all particles’ positions. Therefore, instead of the
successive particle detections, one can employ the
Markovian walk in the N -dimensional configuration
space governed by the Monte Carlo method of
Metropolis et al. [139]. That is, by a direct
sampling of the N -particle probability distribution
|ΦN (x1, x2, . . . , xN )|2, Eq. (2.18), one generates the so-
called Markov chain {X} of sets X = {x˜1, x˜2, . . . , x˜N}
of particles’ positions. The routine is based on a
simple random walk in the space of N parameters
xj=1,2,...,N ∈ [0, L], where at each step a set of
randomly chosen positions X ′ = {x′1, x′2, . . . , x′N} is
produced. If X represents the last accepted set of
the particles’ positions in the procedure (the last
element of the Markov chain), then a new candidate
X ′ is accepted (appended to the end of {X}) with
the probability p = min
(
1, |ΦN (X ′)|2/|ΦN (X )|2
)
. In
the case when X ′ is not qualified, one again appends
X to the Markov chain. Note that the algorithm
takes advantage of the analytical form of the Bethe
eigenstates in Eq. (2.18), which gives a hope to
investigate the regime of strong interparticle repulsion.
Despite the fact that we can employ the analytical
expressions for the eigenstates, an analysis of a large
particle number N  1 is still not possible, because the
number of terms in the Bethe wave function increases
like N !, cf. Eq. (2.18).
The elements of the resulting Markov chain {X},
i.e. the accepted sets of particles’ positions, can be
treated as results of the consecutive single-shot particle
detections. In each realization represented by X =
{x˜1, x˜2, . . . , x˜N} one can choose N − 1 positions (for
convenience we take first N − 1 positions), fix them,
and study the last particle wave function [9]
φ(x) = ΦN (x˜1, x˜2, . . . , x˜N−1;x) =
√
ρN (x) e
iϕ(x), (5.8)
where ΦN is assumed to be properly normalized.
The idea of single-shot measurements turned
out to be very efficient for studying the many-body
dynamics of quantum dark solitons in the Lieb-
Liniger model. In such investigations, however, a few
important details should be kept in mind and the
following procedure should be applied. First of all,
eigenstates of the Lieb-Liniger model with periodic
boundary conditions are translationally invariant, and
thus they exhibit no soliton signatures in the reduced
single particle density. Hence, starting with a hole
excited eigenstate, an observation of the many-body
evolution of dark soliton structures requires breaking
of the space translation symmetry. For this purpose,
at t = ti one should perform an initial simultaneous
measurement of Ni out of N positions of particles.
We expect that the larger Ni, the better localization
of the anticipated soliton structure is. After such a
measurement we effectively deal with a Nr = N − Ni
particle problem. The key question that has to be
answered, concerns the behaviour of the soliton-like
notch in time evolution. Strictly speaking, we want to
check if the cloud of the remaining Nr particles, probed
at different time moments t > ti, reveals a similar
shape of the probability density in the laboratory frame
but shifted by v(t− ti), where v = const, and, if that is
so, what is the relation between v and the momentum
per particle of the initial many-body eigenstate. To
do so, we note that after the initial measurement that
fixes Ni positions of particles {x˜}Ni we are not in the
N -particle system eigenstate anymore. Instead, as a
result of the measurement, the state of the system
ΨNr ({x}Nr ) ∝ ΦN ({x˜}Ni ; {x}Nr ) belongs to the Nr-
particle Hilbert space and |ΨNr ({x}Nr )|2 represents a
conditional probability density for the detection of the
Nr remaining particles at positions {x}Nr and at time
ti. Such a state can be always expanded in the basis of
Nr-particle eigenstates ψ{k}Nr ({x}Nr ) of the reduced
Nr-particle Lieb-Liniger Hamiltonian, namely
ΨNr ({x}Nr ) =
∑
{k}Nr
C{k}Nr ψ{k}Nr ({x}Nr ), (5.9)
where {k}Nr is a set of Nr quasimomenta, which
parameterize ψ{k}Nr and can be determined by solving
the corresponding Bethe Eqs. (2.24). Assuming that
the initial measurement takes place at ti = 0, the time
Quantum dark solitons in ultracold one-dimensional Bose and Fermi gases 36
dependent wave function is given by
ΨNr ({x}Nr , t)
=
∑
{k}Nr
C{k}Nr e
− i~E{k}Nr t ψ{k}Nr ({x}Nr ),(5.10)
where E{k}Nr =
~2
2m
∑Nr
j=1 kj . The density distribution
|ΨNr ({x}Nr , t)|2 reflects the two-time conditional
probability density for the measurement of Nr particles
at positions {x}Nr at time t provided that initially,
at ti = 0, one found Ni particles at positions {x˜}Ni .
To investigate the time evolution we sample this
Nr-particle distribution with the help of the above-
mentioned Monte Carlo method. Every single sequence
{x˜1, x˜2, . . . , x˜Nr}, being a single outcome of the
algorithm, corresponds to a single-shot measurement
of the remaining cloud of Nr-particles. According
to the Metropolis routine we collect them into a
chain for a given t, which allows us to prepare a
histogram representing a single particle density related
to ΨNr ({x}Nr , t). By repeating the procedure for
different moments of time we can monitor the quantum
many-body dynamics of the anticipated dark soliton-
like structures [9].
The main difficulty is to calculate coefficients
C{k}Nr =
〈
ψ{k}Nr
∣∣ΨNr〉, which, in general, are
given by usually very cumbersome Nr-dimensional
integrals. Fortunately, we realized that the expansion
in Eq. (5.10) can be found in a much simpler way,
where one involves the idea of multidimensional linear
regression. Indeed, one can sample the Nr-dimensional
space of the particles’ positions and compute the
values of ΨNr ({x}Nr ) and ψ{k}Nr ({x}Nr ) for a chosen
collection of M sets of the quasimomenta {k}Nr .
Hence, for every single sequence of positions {x}Nr
Eq. (5.10) can be treated as a linear equation with
M unknown parameters C{k}Nr . If so, the required
coefficients C{k}Nr can be found by a standard fitting
procedure, which turned out to be very efficient as
long as the chosen collection of sets {k}Nr takes into
account all the states with a significant contribution
to the expansion in Eq. (5.10) [9]. We stress that
the procedure is very simple in the weakly interacting
limit and becomes numerically expensive when one
enters the strongly interacting regime, where a very
large number of states ψ{k}Nr ({x}Nr ) is required to
reproduce ΨNr ({x}Nr ) accurately.
Here, we perform the numerical simulations for
the system consisting of N = 8 particles. To
investigate the quantum many-body dynamics of hole
excited eigenstates, at ti = 0 we measure Ni = 5
particles, which guarantees a clearly visible soliton
structure in ΨNr ({x}Nr ). Additionally, the number
of the remaining particles Nr = 3 is not too large
thanks to which C{k}Nr coefficients can be found
with sufficient accuracy. Obviously, Ni = 5 is a
significant fraction of N = 8 and the state of the
system after the initial measurement is very far from
the initial eigenstate. Nevertheless, we expect that
when Ni, N → ∞ and N  Ni, the initial Ni
particles’ positions measurement is an infinitesimally
weak perturbation that breaks the space translation
symmetry and localizes the soliton notch perfectly. In
such a case the resulting state ΨNr ({x}Nr ) should be
almost identical to the initial one ΦN ({x}N ), but reveal
dark soliton features in the single particle density. It
turns out that the soliton-like evolution is still present
for hole excited eigenstates even if N is small. In
addition, we observe the beyond mean-field effects like
a smearing of the density notch and a quantum revival.
5.2.1. Weakly interacting regime Let us start with
the regime of weak repulsion (γ = 0.01) for which the
results of our many-body simulations can be compared
with the mean-field predictions. The analysis is
divided into three parts. In the first one we are
going to consider the single hole eigenstate with PN =
~ piL , Eq. (5.5). According to the results of the
previous section and the mean-field considerations such
a quantum many-body eigenstate is strictly related
to a single black soliton and in the laboratory frame
is expected to reveal a periodic motion around the
ring with the velocity v = pi~Lm . We also briefly
analyze a single gray soliton visible in the last particle
wave function, Eq. (5.8), when the system is prepared
initially in a single hole excited (type–II) eigenstate
characterized by PN 6= ~ piL . The second part is
devoted to the case of double dark solitons that can
be anticipated when one starts with a double hole
excited eigenstate. Finally, in the last part we focus
on a specific double hole excited eigenstate for which
we observe and analyze dark soliton collisions.
• single soliton
At the beginning, we are going to analyze the
last particle wave function by employing the above-
mentioned Monte Carlo method. We examine the
single hole (type–II) eigenstates of the 8-particle
system characterized by PN = ~
pi
L and ~
3pi
4L , where the
corresponding sets {Ip} are related to the excitations
Ip = 12 → 92 and Ip = 32 → 92 , respectively. The
simulations were performed for ~ = 2m = L = 1
and c¯ = 0.08 (γ = 0.01). After many steps of
the Metropolis algorithm we have collected plenty of
configurations of particles’ positions corresponding to
many realizations of the single-shot measurements.
According to Eq. (5.8), in each realization we can plot
the density ρN (x) and phase distribution ϕ(x) for the
last, N -th particle in the system. Typical results of the
single-shot experiments obtained for both considered
states are presented in Fig. 23(a)–(d). For the type–
II eigenstate possessing PN = ~
pi
L , the last particle
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wave function φ, Eq. (5.8), always reveals a clearly
visible density notch of identical shape corresponding
to zero probability at the minimum. We also stress
that the average momentum related to φ is always
equal to ~ piL and the corresponding energy does not
change between realizations and reproduces the value
predicted within the mean-field considerations. The
density ρN (x) drops to zero at a single point x0,
where the phase distribution ϕ(x) reveals an abrupt
flip by pi, i.e. limε→0[ϕ(x0 + ) − ϕ(x0 − )] = ±pi
modulo 2pi, see Fig. 23(a)–(b). The cyclicity condition
for the phase reads ϕ(x + L) − ϕ(x) = 2piJ , where
J ∈ Z is the so-called phase winding number (see also
Sec. 4.2). It means that in the case of a black soliton,
the phase windings J cannot be distinguished. On
the other hand, for a gray soliton ϕ(x) is a smooth
function and J can be unambiguously determined.
The results of our numerical simulations indicate that
starting with the type–II eigenstate characterized by
P
N = ~
3pi
4L the shapes of both the last particle density
profile and the corresponding phase distribution ϕ(x)
vary from one realization of the single-shot detection
to another. Therefore, while J takes only two values,
J = 1 (with the probability 0.21) and J = 0 (with
the probability 0.79), which stays in agreement with
the mean-field predictions, cf. Fig. 17(a), in a wide
array of the realizations one observes the last particle
wave functions that correspond to different average
momenta and energies, in Fig. 23(e)–(f). Despite
the fact that the resulting shapes of ρN (x) and
ϕ(x) depend on the realization, the corresponding
momentum averaged over many realizations is equal
to PN = ~
3pi
4L . In addition, the average energy of the
last particle wave functions coincides with the energy
corresponding to the mean-field dark soliton solution
obtained for the same γ = 0.01 and momentum PN [9].
During the investigations of the single dark
soliton many-body dynamics we focused on the type–
II eigenstate corresponding to a single black soliton,
i.e. the single hole eigenstate characterized by ~ piL . In
order to decide at which positions the first Ni = 5
particles should be measured, we have performed many
steps of the Metropolis algorithm and identified the
most probable configuration of particles’ positions for
a system prepared in the chosen eigenstate. The
positions {x˜}Ni , that we fixed in ΦN , were chosen
randomly from this particular most probable set. The
remaining Nr particles are described by the wave
function in Eq. (5.10). In Fig. 23(g) we show that
in short time dynamics the resulting dark soliton
structure propagates in the laboratory frame with a
constant velocity maintining its shape, like a genuine
dark soliton. The observed velocity v ≈ 2pi agrees with
the mean-field predictions for a single black soliton
with average momentum equal to PN of the analyzed
Figure 23. Panels (a)–(b) show typical last particle wave
function, Eq. (5.8), for the single hole excited eigenstate with
P
N
= ~ pi
L
, which reveals a clearly visible black soliton notch and
a single point pi-phase flip. On the other hand, for the single
hole excited eigenstate with P
N
= ~ 3pi
4L
(gray soliton eigenstate)
we observe many different last particle wave functions that vary
between realizations. Two of them, corresponding to different
phase winding numbers J = 0 (solid black line) and J = 1
(dashed red line), are depicted in panels (c) and (d). For the
same initial eigenstate, in panels (e) and (f), we show histograms
of the kinetic energies and average momenta calculated for the
last particle wave functions obtained in many realizations. Black
(Red filled) histograms refer to J = 0 (J = 1). Panels (g)–(i)
illustrates a single quantum dark soliton many-body dynamics of
the single hole excited eigenstate with P
N
= ~ pi
L
(for details see
the main text). The short time dynamics, panel (g), reveals
a periodic motion of the dark soliton-like structure with the
velocity v ≈ 2pi, which coincides with the mean-field prediction.
The long time dynamics, panel (h), exhibits quantum many-
body effects like a smearing of the density notch structure (visible
for t ≈ 9.25) and a quantum revival (t ≈ 20.25). For each time
we also plotted a typical last particle density (dashed red line).
The beyond mean-field effects are related to the time dependence
of the soliton position uncertainty (see the main text), whose
standard deviation versus time is illustrated in panel (i). All the
results were obtained for N = 8, L = 1, γ = 0.01 and the units
chosen so that ~ = 2m = 1. Reprinted and adapted from [9].
eigenstate. Additionally, thanks to the application of
a full quantum many-body description, we are able
to observe beyond mean-field quantum many-body
effects. Indeed, in the long time dynamics presented,
panel (h), we notice a smearing and re-deepening of the
soliton notch. Such quantum phenomena are strictly
related to the uncertainty of the soliton position. That
is, by analyzing the last particle wave function in many
detection processes, we found that the position of dark
soliton signatures fluctuates between the realizations.
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This is also the reason why the density notch visible
in panel (g) is not completely black. In panel (h) we
also depicted typical last particle densities (dashed red
line). Some of them are also slightly filled, i.e. the
corresponding probability density at the minimum is a
bit larger than 0, but this contribution is very small
in comparison to the smearing observed, for example,
at t = 9.25. The investigations of the standard
deviation of the position of soliton signatures visible
in the last particle wave functions, Fig. 23(i), showed
that in the course of time evolution the position of
soliton structures becomes more and more blurred.
The moment of time corresponding to the maximum
value of the uncertainty of the dark soliton position
coincides with the time at which the density notch is
almost totally smeared, cf. panels (h) and (i) of Fig. 23
for time t ≈ 10. Afterwards, for longer times, the
location of the soliton structure becomes less uncertain
and the shape of the histogram representing the single
particle density returns to the initial dark soliton-like
profile, cf. panels (h) and (i) of Fig. 23 for time
t ≈ 20 [9]. Such a phenomenon, expected mostly for a
few-body systems, is called a quantum revival. It can
be expected that with the increase of particle number
N , but keeping c¯(N − 1) = const, one would observe
the increase of time for which the many-body dynamics
follows the corresponding mean-field evolution.
• double soliton
In order to study the quantum many-body
dynamics of double dark soliton structures, we consider
two double hole excited eigenstates parametrized by
{Ip}blackII,2 =
{− 92 ,− 72 ,− 52 ,− 32 ,×,×, 32 , 52 , 72 , 92} , (5.11)
{Ip}grayII,2 =
{− 72 ,− 52 ,×,×, 12 , 32 , 52 , 72 , 92 , 112 } . (5.12)
While
∣∣{Ip}blackII,2 〉, being a result of two hole excitations
related to Ip = ± 12 → ± 92 , corresponds to P = 0,
the eigenstate
∣∣{Ip}grayII,2〉 is generated by the exchange{− 32 ,− 12} → { 92 , 112 } and possesses PN = ~ 3piL . The
values of momenta related to the individual type–
II excitations suggest that the eigenstates given by
{Ip}blackII,2 and {Ip}grayII,2 should exhibit double black
and double gray soliton structures, respectively. By
analyzing the double dark mean-field soliton solutions
corresponding to the average momentum equal to ~ 3piL ,
one can predict that the anticipated double gray soliton
structure should move in the laboratory frame with
v ≈ 4pi (~ = 2m = L = 1). On the other hand, the
eigenstate given by {Ip}blackII,2 possesses P = 0 and for
weak repulsion there is only one corresponding mean-
field double black soliton solution, which is stationary
in the laboratory frame [9].
Investigations of quantum many-body dynamics
were carried out in exactly the same way as in the pre-
viously discussed case of single hole excited eigenstate.
The obtained results are presented in Fig. 24. Again,
Figure 24. Many-body dynamics of double hole excited
eigenstates. The results obtained for the initial eigenstate
parameterized by {Ip}blackII,2 are shown in panels (a) and (b).
In agreement with the mean-field predictions two stationary
almost black soliton-like structures are visible in a single particle
density after the initial measurement of Ni = 5 particles. For
long times we observe a smearing and a revival of the density
notches, which can be attributed to the increasing and decreasing
uncertainty of the soliton positions in time. The corresponding
standard deviation of the soliton signatures’ positions versus
time is presented in panel (b). In subsequent histograms, see
panel (a), we also show typical last particle densities (dashed
red lines). Similar data, but obtained for the system prepared
initially in the double hole excited eigenstate with P
N
= ~ 3pi
L
(parameterized by {Ip}grayII,2), is presented in panels (c)–(e). In
such a case one observes two gray soliton structures moving with
the predicted velocity v ≈ 4pi. The quantum many-body effects
are also visible in the long time dynamics. Time dependence
of the corresponding standard deviation of the soliton structure
position is depicted in panel (e). All the results were obtained
for the 8-particle system of size L = 1 with the weak interparticle
repulsion γ = 0.01. The units were chosen so that ~ = 2m = 1.
Reprinted and adapted from [9].
the short time many-body evolution closely follows the
mean-field predictions and the beyond mean-field ef-
fects related to quantum fluctuations are revealed in
the long time dynamics. That is, the double dark soli-
ton structure corresponding to P = 0 is stationary in
the laboratory frame, see Fig. 24(a). Due to the un-
certainty of the soliton position that varies in time, cf.
Fig. 24(b), one can observe a gradual smearing and re-
vival of the density notches. On the other hand, two
gray solitons, propagating as a whole structure with the
anticipated velocity v ≈ 4pi are visible in the numerical
outcomes obtained for the initial eigenstate character-
ized by PN = ~
3pi
L , see histograms in Fig. 24(c). We
stress that any differences between both gray solitons,
like their depths, velocities as well as the relative dis-
tance between them, are unnoticeable in the course
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of time evolution. Quantum many body effects, i.e.
smearing of the density notches and their revival, be-
come visible for long times, see Fig. 24(d). The mech-
anism responsible for such effects is identical as in the
former case, however, the uncertainty of the soliton
position is smaller and the phenomena are much less
evident, cf. panels (b) and (e).
• collisions
There are many different ways to generate double
hole excitations. As we have shown, among many
possibilities, one can find single eigenstates revealing
Gross-Pitaevskii solitons in the course of particles’
positions measurement. Moreover, we pointed out
that such a dark soliton-like structures closely follow
the corresponding mean-field dynamics. As for now,
our investigations of double hole excited eigenstates
were focused on cases for which the resulting soliton
structures were identical and propagated in the same
direction with equal velocities. It is natural to ask if
it is possible to prepare the considered system in an
eigenstate related to two significantly different dark
solitons that move towards each other and collide.
Here we provide a positive answer by analyzing the
eigenstate parameterized as follows
{Ip}collisionII,2 =
{− 92 ,− 72 ,×,− 32 ,− 12 ,×, 32 , 52 , 72 , 92}.(5.13)
Such a choice can be interpreted as two individual
type–II excitations related to a single black soliton
with positive momentum (Ip = 12 → 92 ) and a single
gray soliton with negative momentum (Ip = − 52 →− 92 ). The numerical analysis of such an eigenstate
we performed as before. By the investigations of
the last particle wave function we note that the
anticipated black and gray soliton structures are not
always visible. Among many realizations of the
single-shot measurements one can find both clearly
separated and completely blurred soliton notches. We
deduce that the absence of double soliton signatures
in the last particle wave function corresponds to the
moment of their collision. The solitons are clearly
visible in average densities reproduced by histograms
of particles’ positions. As expected, in the laboratory
frame we observe one very deep density notch that
moves towards the other, shallow soliton structure. In
Fig. 25 we monitor how both density notches propagate
and collide, which relies on the exchange of their
positions
Let us summarize the results obtained during the
investigations of the double hole excited eigenstates
of the Lieb-Liniger model with periodic boundary
conditions. It turns out that these excitations belong
to three different classes, where for convenience we
restrict to an even number of particles N . Eigenstates
strictly related to mean-field double black solitons
constitute the first class. They can be generated
Figure 25. Panel (a) shows data obtained and presented in
similar way as in Figs. 23 and 24, but for the system prepared
initially in the double hole excited eigenstate parameterized by
{Ip}collisionII,2 , Eq. (5.13). The dynamics of two distinct density
notches is monitored in subsequent histograms. Both deep and
shallow dark soliton-like structures move towards each other
and collide at t ≈ 0.08. During the collision both density
notches become identical and the soliton signatures exchange
their positions. The relative distance ∆x between density
minima versus time is illustrated in panel (b). In the simulations
the units were chosen so that ~ = 2m = L = 1 and c¯ = 0.08
(γ = 0.01). Reprinted and adapted from [9].
by two single type–II excitations characterized by
P
N = +~
pi
L and
P
N = −~ piL , which correspond to
the replacement Ip = ± 12 → ±(IpF + 1) (where
IpF =
N−1
2 ) in the ground state parameterization,
cf. Eq. (2.56). In such a case one deals with the
eigenstate possessing zero momentum per particle and
revealing double black soliton-like signatures in the
last particle wave function. Identical black soliton
signatures, but moving in the laboratory frame, can be
obtained by shifting all the parameterizing numbers
by some s ∈ Z, i.e. ∀j=1,2,...,N : Ipj → Ipj +
s. The resulting double soliton-like structure should
propagate in the laboratory frame with v = ~ 2pisLm .
In the second class one can find eigenstates related
to the exchange of two neighbouring parameterizing
numbers −IpF < Ipj , Ipj+1 < IpF (Ipj+1 − Ipj = 1)
by the numbers ±(IpF + 1) and ±(IpF + 2), where
Ipj 6= 12 for ”+” and Ipj+1 6= − 12 for ”−”. In such a
way one creates a double hole excited eigenstate that
corresponds to two identical gray solitons moving with
the same velocity in the laboratory frame. The process
of the particles’ positions detection results in many
different last particle wave functions that reproduce the
corresponding mean-field solutions almost perfectly.
Finally, the last, third class of double hole excitations
is related to the replacement {Ipr , Ipu} → {±(IpF +
1),±(IpF + 2)} or {Ipr , Ipu} → {−(IpF + 1),+(IpF + 1)},
where −IpF < Ipr , Ipu < IpF and |Ipr − Ipu | > 1. In such
a case the wave function of the last particle in the
system may reveal two different dark soliton signatures
located at different relative distances. The eigenstates
belonging to this class allow us to investigate signatures
of soliton collisions, which cannot be described by a
single solution of the stationary GPE.
5.2.2. Strongly interacting regime It is very nontrivial
to answer the question if the soliton-like signatures
can be observed when the interparticle interactions
are strong so that the mean-field description breaks
down. For example, it has been shown that in the
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system of bosons in optical lattice dark solitons cannot
be realized by a standard phase imprinting method
if one enters the Mott insulator regime, for which
the phase coherence between the lattice sites is lost
[140]. Meanwhile, in the case of the Lieb-Liniger
model, the existence of the second branch of the
elementary excitations that can be associated with
dark solitons is completely independent of the repulsion
strength. Additionally, we have already shown that the
soliton signatures survive in the regime of moderate
interactions, where the mean-field approach is not
valid. This part of our discussion is devoted to examine
what happens with dark soliton structures when γ  1
and what is their dynamics in the beyond mean-field
regime of interactions.
Let us start our analysis with single hole excited
eigenstates of the 8-particle system characterized by
the total momenta per particle PN = ~
pi
L and
P
N = ~
3pi
4L ,
already studied in Sec. 5.2.1. When investigating
the nature of these excitations for γ  1 in every
single realization of the particle detection process
we identified the position of a phase flip signature
visible in the last particle wave function φ, Eq. (5.8).
Afterwards, each resulting φ was shifted so that the
phase flip is located at x = L2 . The so prepared
probability densities ρN (x) and phase distributions
ϕ(x) were averaged over hundreds of thousands
realizations. The results obtained for γ = 1 (solid
black lines) and γ = 103 (dashed red lines) are shown
in Fig. 26(a)–(d). The average phase distributions
seem not to react to the increase of the repulsion
strength and remain almost unchanged in comparison
to the weakly interacting case, cf. Fig. 26(c)&(d) with
Fig. 23(b)&(d). On the other hand, average densities
change significantly up to γ ≈ 100, after which they
become frozen and insensitive on further increase of γ.
The final profiles of the average probability densities
reveal a fermionization phenomenon, in which one
deals with impenetrable bosons tending to maximize
their mutual separation in the configuration space.
Indeed, the period of the density modulations and the
breadth of the local density notches, visible for γ = 103,
correspond to the characteristic length scale LN , see
dashed red lines in Fig. 26(a)&(b) [9].
We also analyzed the double hole excited
eigenstate belonging to the first class discussed before.
That is, the systems consisting of N = 6 and N =
8 particles were prepared initially in the eigenstate
related to an exchange Ip = ± 12 → ±(IpF + 1).
The investigations were based on the same procedure
as before with the exception that now, instead of
one, we observe two phase flips and the last particle
wave functions were shifted so that one of them is
always located at L4 . The resulting average probability
densities obtained in the presence of moderate (γ = 1,
Figure 26. Panels (a) and (b) show average last particle
densities obtained for the 8-particle system prepared initially in
single hole excited eigenstates characterized by P
N
= ~ pi
L
and
~ 3pi
4L
, respectively. Solid black (Dashed red) lines correspond
to γ = 1 (γ = 103). The average phases of the last particle
wave functions turned out to be almost independent of the
interparticle interaction strength. Hence, we present only these
obtained for γ = 103. For the eigenstate possessing P
N
= ~ pi
L
we observe an abrupt phase flip by pi, see panel (c). On the
other hand, when the system is initially prepared in the type–II
eigenstate with P
N
= ~ 3pi
4L
, single-shot measurements reveal two
types of phase flips related to different phase winding numbers:
J = 0 (dashed red line) and J = 1 (dotted red line), see panel
(d). Double hole excited eigenstates with P
N
= 0 were analyzed
in the similar way (see the main text). Average last particle
densities for eigenstates consisting of N = 6 and N = 8 bosons
are illustrated in panels (e) and (f), respectively. While one of
the density notch structures is clearly visible, the other one is
significantly smeared when γ = 1 (solid black lines) and totally
blurred for γ = 103 (dashed red lines). Such an effect is related
to the fact that the relative distances between the two phase
flip signatures ∆x vary from one realization to another. The
distributions of ∆x obtained for N = 6 and N = 8 are shown in
histograms (g) and (h), respectively. The units were chosen so
that ~ = 2m = L = 1. Reprinted and adapted from [9].
solid black lines) and strong (γ = 103, dashed red
lines) interparticle repulsion for N = 6 and N =
8 are presented in panels (e) and (f) of Fig. 26,
respectively. In addition, in contrast to the weakly
interacting case, we observe that the relative distance
between the two phase flip signatures ∆x fluctuates
between realizations. The corresponding histograms
of ∆x can be found in Fig. 26(g)&(h). The variation
of the soliton signatures separation is responsible for
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blurring the second density notch when γ = 1 and
even its disappearance for strong repulsion γ = 103.
We stress that when γ → ∞ the first two maxima of
∆x distributions appear for ∆x ≈ LN and ∆x ≈ 2LN ,
which is strictly related to the situation in which only
one or two bosons were measured between the soliton-
like structures [9].
During the analysis of the many-body dynamics in
the presence of strong interparticle repulsion we focus
on the single hole excited eigenstate parameterized by
{Ip}blackII , Eq. (5.5). Such an eigenstate is characterized
by PN = ~
pi
L and for γ  1 can be associated with a
single black soliton propagating around the ring with
the velocity v = ~piLm . In order to investigate the time
evolution of the anticipated dark-soliton like signatures
in the beyond mean-field regime of interactions, we
start with the initial measurement of Ni = 5 particles
at very probable positions. For moderate interparticle
repulsion strength (γ = 1) we use the idea of expansion
in Eq. (5.10). The resulting time evolution of the
corresponding single particle probability density is
presented in Fig. 27(a). While at t = 0 one can observe
a clearly visible density notch located around x ≈ L4 =
0.25, the solitonic structure quickly disappears in time
t ≈ 0.124. Nevertheless, the phase flip, being the other
dark soliton signature, survives much longer and is
still very distinct, even when the density notch is no
longer visible. Among many realizations of the single-
shot detection, performed for the remaining Nr = 3
particles at time t = 0.124, we identified two types
of phase flips (related to J = 0 and J = 1) in the
last particle wave functions. The phase distributions
of different kinds, i.e. with different phase windings J ,
were averaged separately [9]. The resulting average last
particle phase distributions are depicted in Fig. 27(c).
For γ  1 the many-body dynamics cannot
be effectively studied basing on the expansion in
Eq. (5.10). This is due to extremely large number of
3-particle eigenstates required to reproduce the state
after the initial measurement correctly. Fortunately,
when γ =∞ we deal with impenetrable bosons whose
time evolution can be examined with the help of the
wave function describing noninteracting fermions, i.e.
ΨNr=3(x1, x2, x3) ∝ ΦF ({x˜}Ni=5;x1, x2, x3) (5.14)
×S(x1, x2, x3)
3∏
j=1
5∏
s=1
sign(xj − x˜s),
where S(x1, x2, x3) =
∏3
a>b=1 sign(xa−xb) and ΦF is
the Fermi wave function given by a Slater determinant
of plane waves ∝ exp [ikjxs] and ∝ exp [ikj x˜s]
with kj
∣∣
γ=∞ =
2pi
L I
p
j (I
p
j ∈ {Ip}blackII ). Note
that ψ(x1, x2, x3) = ΨNr=3(x1, x2, x3)S(x1, x2, x3)
represents a 3-particle wave function describing
noninteracting fermions, whose time evolution can be
simply obtained in the momentum space by employing
.
.
.
.
Figure 27. Time evolution of the 8-particle single hole excited
eigenstate characterized by P
N
= ~ pi
L
in the strongly repulsive
regime. At t = 0 we carry out an initial measurement of Ni = 5
particles at very probable positions and monitor the dynamics
of the remaining Nr = 3 particles, which for γ = 1 and γ =∞ is
presented in panels (a) and (b), respectively. In both cases the
phase distributions of the last particle wave functions exhibit
phase flip signatures, which are preserved also in the course of
time evolution. In panel (c) we show the last particle phase
distribution averaged over many realizations for γ = 1 and at
t = 0.124. Similar results but obtained for γ = ∞ and at
t = 0.75tc (tc ≈ 0.003) are presented in panel (d). Solid black
(Dashed red) lines are related to the phase winding number J = 0
(J = 1). The final averaged results were shifted so that the phase
flips coincide with L
2
. In simulations the units were chosen so
that ~ = 2m = L = 1. Reprinted and adapted from [9].
the Fourier transform. Calculating ψ(x1, x2, x3, t)
at different moments of time one can also obtain
ΨNr=3(x1, x2, x3, t) [9]. The dynamics of the
corresponding single particle density is monitored in
Fig. 27(b). Note that there are no clearly visible
dark soliton signatures in the average density even
for t = 0. At the beginning we can observe 5
deep minima located exactly at the positions of the 5
initially measured particles, which is a manifestation
of the infinitely strong repulsion in the system. In
the course of time evolution the structure of the
density dips gradually disappears. Remarkably, the
phase flips of windings J = 0 and J = 1 can be
still recognized in the last particle wave functions
for times comparable to the so-called quantum speed
limit time tc = min
(~pi
2E ,
pi~
2∆E
)
describing a typical
lifetime of a generic quantum state [58]. While E is
a mean energy of the considered system with respect
to the ground state, ∆E denotes its variance. Thus,
as calculated in Ref. [9], in our 3-particle infinitely
interacting problem tc ≈ 0.003. In Fig. 27(d) we show
average last particle phase distributions corresponding
to J = 0 (solid black line) and J = 1 (dashed
red line) obtained at time t = 34 tc = 0.00225,
when almost 25% realizations revealed windings J
and phase distributions for which the identification
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of phase flips was very unreliable. Nonetheless, the
phase distributions averaged over the other 75% of the
realizations possess clearly visible flips. This result
allows us to suppose that the investigated type–II
eigenstate remains strictly connected with a quantum
dark soliton even for a very large γ.
5.2.3. Summary Hole excited (yrast) eigenstates of
the periodic Lieb-Liniger model were conjectured to be
associated with dark solitons due to the coincidence of
the type–II spectrum and the mean-field dark soliton
dispersion relation. Such a supposition cannot be
proven by an examination of a reduced single particle
density calculated for a single hole eigenstate. This
is due to the space translation invariance of the
periodic system eigenstates, which turned out to be the
main impediment on the way to answer the question
whether the conjecture is correct or wrong. Here,
we pointed out that the spatial translation symmetry
can be broken in the course of the particles’ positions
measurement resulting in emergence of dark soliton
signatures for the hole excited eigenstates.
Even if one considers a very weakly interacting
system, the initial many-body hole excited eigenstate
is far from the BEC product state. The situation
can be changed during the successive measurement of
particles’ positions, when the state of the remaining
particles is driven the closer the BEC product state
the more particles were detected. We demonstrated
that starting with the weakly interacting system
prepared initially in a hole excited eigenstate, the dark
soliton signatures localize in the course of particle
measurements and the resulting last particle wave
functions closely follow the corresponding mean-field
dark soliton solutions. Further investigations showed
that the mean-field dynamics is well reproduced by
the short time many-body evolution of the soliton-
like structures encoded in the type–II eigenstates.
For longer times, one can observe quantum many-
body effects like the smearing and the revival of
the density notch structures. Such phenomena are
strictly related to the time variability of the soliton
position uncertainty. The solitonic nature of the type–
II eigenstates in the weakly interacting regime can
be deeply understood by analyzing the yrast states
of the noninteracting Bose gas. That is, in such a
case the yrast excitation is associated with a single
Fock state |N −K,K〉, in which K bosons were shifted
from the zero momentum mode to the mode with the
momentum equal to ~ 2piL . As shown in Ref. [136], such
yrast states exhibit many features that are typical for
solitons.
Another type–II (hole) excitation results in the
appearance of the second dark soliton-like structure.
Depending on the way we excite the second hole,
the last particle wave function and many-body time
evolution exhibit different behaviour. While some
of the double hole excited eigenstates correspond to
double black and double gray solitons known from the
stationary GPE, there are also eigenstates related to
two dark solitons that differ in shape and velocity,
which allowed us to study collisions of many-body dark
soliton-like structures.
The emergence of dark soliton signatures can be
also observed when we enter the beyond mean-field
regime. Single-shot particle detections revealed that
the soliton signatures like a density notch and a phase
flip can be still recognized in the last particle wave
functions and are clearly visible after averaging them
over many realizations. Additionally, we pointed out
that the phase flip signature survives in dynamics for
times comparable to a typical lifetime of a generic
quantum states, even for γ = ∞. The quantum
nature of the soliton-like structures can be observed
not only in the many-body evolution but also when
the time is frozen. Indeed, in the strongly repulsive
limit, the relative distance between the two solitonic
signatures fluctuates from one realization to another
and the resulting last particle phase flips’ separation
is strictly related to the number of particles measured
between them.
The results of our investigations show that the
type–II (hole) excitations in the Lieb-Liniger model
with periodic boundary conditions are unequivocally
connected with quantum dark solitons. Such a relation
is valid not only for weak interactions but also in the
presence of strong interparticle repulsion.
5.3. Open boundary conditions: identification of
Gaudin’s eigenstates strictly related to single and
multiple quantum dark solitons
As in the periodic case, eigenstates of the repulsively
interacting Lieb-Liniger system confined in a hard
wall box can be parameterized by distinct numbers
Ioj (see Sec. 2.2). There are many other similarities
between the Lieb-Liniger model with periodic and
open boundary conditions. Here, we focus on hole
excitations whose structure is analogous in both
systems (see Sec. 2.4), and show that they are strictly
related to quantum dark solitons also in the open
boundary conditions case.
Let us begin with infinitely weak repulsion,
for which the eigenstates of the considered system
reduce to Eq. (2.53), where kj ≈ piLnoj with noj =
1, 2, 3, . . .. For instance, the noninteracting ground
state is reproduced for noj=1,2,...,N = 1. When we
set all noj ’s to be equal s > 1, the wave function
ΨN ∝
∏N
j=1 sin(pisxj/L) reveals s − 1 density notches
and pi-phase flips, which resembles s − 1 dark soliton
signatures. Obviously, in the noninteracting systems
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dark solitons cannot be expected. In the presence
of the interparticle repulsion, the system eigenstates
are given by Eq. (2.39), where the quasimomenta {k}
have to be determined from the Gaudin’s Eqs. (2.44)
or (2.46). Note that, noj=1,2,...,N = s represents
(s−1)-fold collective excitation, which in the Bethe-like
parameterization corresponds to Ioj = j + s− 1. Thus,
for s = 2 we deal with single hole excited eigenstate
that can be associated with the injection of the ”total
momentum”, Eq. (2.89), per particle equal to ∆℘N =
~ piL . The situation is strikingly similar to the periodic
case, for which the type–II eigenstate with PN = ~
pi
L
turned out to be unequivocally connected with a single
black soliton. Obviously, it could be only an accidental
coincidence, but it is not. Employing the idea of
single-shot measurements described in Sec. 5.2, we
show that single Gaudin’s eigenstates parameterized
by Ioj=1,2,...,N = j + s− 1 not only resemble s− 1 dark
solitons, but also reveal their clear signatures in many
single-shot detections for a wide range of the repulsion
strength (γ = 0.01, 1, 100) [10].
The numerical simulations were performed for the
system consisting of N = 6 and N = 7 particles only.
This is due to a dramatic increase of the computation
time with N . Indeed, the number of terms that have
to be calculated to obtain a single value of the wave
function in Eq. (2.39), proliferates like 2NN !, which
is 2N times faster than in the periodic case. For
simplicity, the system size is set to be equal to L = 1.
5.3.1. First collective excitation Let us start with
the single collective excitation, for which the system
is initially prepared in the single hole eigenstate
parameterized by {Io}blackII,1 = {2, 3, . . . , N,N+1}, that
corresponds to ∆℘N = ~
pi
L . In Fig. 28 we show typical
last particle wave functions
φ(x) =
√
ρN (x) e
iϕ(x) (5.15)
∝ ΨN (x˜1, x˜2, . . . , x˜j−1, x, x˜j+1, . . . , x˜N , {k}),
obtained for N = 7 in the presence of moderate γ = 1
(solid black line) and strong γ = 100 (dashed red line)
repulsion. Here, ΨN in Eq. (2.39) is characterized
by the quasimomenta {k} parameterized by {Io}blackII,1 .
The values x˜ correspond to positions of N − 1 initially
measured particles where 0 ≤ x˜1 < . . . < x˜j−1 < x <
x˜j+1 < . . . < x˜N ≤ L. While panel (a) presents the
last particle conditional probability densities ρN (x),
the corresponding last particle phase distributions ϕ(x)
are illustrated in panel (b). For γ = 1, the last
particle density profile reveals not only a density notch
signature but also 6 incisions at the positions where
6 particles were initially measured. According to the
nature of the interparticle repulsion, the stronger the
interactions, the deeper incisions are observed. The
corresponding phase distribution possesses a single
point pi-phase flip located exactly at the position of
the density notch. On the other hand, for very strong
repulsion (γ = 100), the pi-phase flip signature is still
present, but it cannot be associated with any concrete
density dip structure in ρN (x). That is, the slight
incisions observed for γ = 1 become very deep in the
strong interaction regime. This reflects the fact that
a very strong repulsion prevents from measurements
of consecutive particles near those previously detected.
In result the last particle density is often very distorted
and that is why we always use positions of the phase flip
signatures, that survive even for γ  1, to determine
positions of the anticipated dark soliton-like structures
[9, 10].
Figure 28. Typical last particle wave functions
of the 7-particle Lieb-Liniger system with open boundary
conditions prepared initially in the single hole excited eigenstate
parameterized by {Io}blackII,1 . Panel (a) presents the last particle
probability density for the moderate γ = 1 (solid black line) and
strong γ = 100 (dashed red line) repulsion. In panel (b) we show
the corresponding last particle phase distributions. The case of
γ  1 is intentionally omitted because for very weak repulsion
the wave function in questions is ∝ sin ( 2pi
L
x
)
. Reprinted and
adapted from [10].
Many particle measurements we study reveal
quantum fluctuations of dark soliton-like signatures
causing the smearing of the density notch in the
average single particle density. When preparing the
systems in the eigenstate parameterized by {Io}blackII,1
we performed hundreds of thousands of single-shot
detections realized with the help of the Metropolis
algorithm. In such a way we have collected many
configurations of particles’ positions, which allowed
us to generate histograms reproducing average single
particle densities. The results obtained for N = 6
and N = 7 are presented in the upper panels (a) and
(c) of Fig. 29, respectively. In every single realization
we have also determined the position of the phase
flip indicating the location of the anticipated dark
soliton-like structure. This soliton signature is always
visible and its position varies from one realization to
another. The amplitude of such fluctuations increases
with γ, which we illustrate in histograms of the phase
flip positions, see Fig. 29(b)&(d). Such an effect is
responsible for blurring of the density notch when
moderate and strong interparticle repulsion is present,
see Fig. 29(a)&(c). In order to quantify the filling
of the dark soliton-like notch we introduce a very
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simple quantity F = ρ
(
L
2
)
, which measures how the
average particle density ρ(x) is affected by quantum
fluctuations. The relation between the degree of filling
F and γ obtained for N = 7 is plotted in panel
(e). Note that the filling quickly increases up to
γ ≈ 5, when we observe a saturation. This result is a
premise to believe that for γ > 5 the system is strictly
dominated by the interparticle repulsion [10].
Figure 29. Single dark soliton signatures revealed in single-
shot measurements of 6 and 7 bosons prepared initially in the
first collectively excited eigenstate parameterized by {Io}blackII,1
for weak γ = 0.01 (solid lines), moderate γ = 1 (dashed red lines)
and strong γ = 100 (dotted blue shading) repulsion. Histograms
representing average single particle densities obtained for N = 6
and N = 7 are shown in panels (a) and (c), respectively. For
γ = 0.01 the density notch is clearly visible. The situation
changes with the increase of γ. While for moderate interactions
(γ = 1) the density notch is significantly smeared but still
present, for strong interparticle repulsion (γ = 100) one observes
a very shallow and wide hollow in the density accompanied by
oscillations along its profile (see the main text). Distributions of
phase flips visible in the last particle wave functions are depicted
in panels (b) and (d) for N = 6 and N = 7, respectively.
Note that the amplitude of the phase flip position fluctuations
increases with the interparticle repulsion strength. In panel (e)
we present the degree of filling F = ρ(L/2), calculated for N = 7.
Reprinted and adapted from [10].
In the presence of strong repulsion (γ = 100),
there are N + 1 clearly visible oscillations along the
average density profiles. This is one oscillation more
in comparison to the ground state case, for which N
local maxima, indicating average positions of bosons,
are expected. Indeed, for γ → ∞ we enter the Tonks-
Girardeau limit and the density should reproduce
the result known from the system of noninteracting
fermions [26, 28]. The additional maximum, observed
when the system is prepared in a single hole excited
eigenstate, appears due to the existence of a solitonic
structure. Note that the phase flip jostles between
neighboring bosons, modifying their relative distances.
It results in one extra local minimum implying also
one additional local maximum visible in the average
particle density. The positions of local density
minima, see Fig. 29(a)&(c), roughly coincide with local
maxima of the corresponding phase flip distribution,
Fig. 29(b)&(d). This is a manifestation of the fact
that particles are very unlikely to be detected in the
region where the phase flip occurs.
Here, we analyze the system consisting of a small
number of particles only. In such a case the oscillations
visible in the average particle densities for γ = 100
are clearly visible, but it is expected that their period
should decay like 1/N . Thus, for a large N , due to
the vanishing separation between maxima, the density
modulations should become negligible leading to an
almost flat density profile far the from the system
boundaries.
The Hamiltonian in Eq. (2.36) commutes with
the many-body parity operator that reflects all the
particles’ positions xj with respect to L2 . It can
be easily seen in the limit γ → 0, for which the
considered eigenstate ΨN ∝
∏N
j=1 sin(2pixj/L). In
such a case all particles occupy the same antisymmetric
single particle state ∝ sin ( 2pixL ), which leads to the
vanishing of the single particle density ρ at x = L2 .
This is not the case in the presence of interparticle
repulsion when ρ
(
L
2
)
> 0, cf. results obtained for
γ = 1, 100. There is no contradiction with the law
of parity conservation and the eigenstate in question
still has the same parity as in the noninteracting
limit. Indeed, the interparticle interactions induce a
coupling between states possessing the same parity,
among which one can find also those, where some
even number of bosons occupy symmetric modes.
Obviously, the superposition of such many-body states
is still an eigenstate of the parity operator to the same
eigenvalue.
5.3.2. Higher collective excitations We can also
expect that through a multiple collective excitation
one generates multiple dark soliton-like structures. If
so, preparing the system initially in the eigenstate
parameterized by
{Io}blackII,s−1 = {s, s+ 1, . . . , N + s− 2, N + s− 1},(5.16)
where ∆℘N = ~
pi(s−1)
L , one should observe s − 1
density notches and pi-phase flips. To check this
supposition we have performed exactly the same single-
shot measurements for the system consisting of N = 7
bosons as before, but for s = 3 and s = 4. The
results of single realizations of the detection process
and average single particle densities, presented in
Fig. 30(a)–(b), confirm our predictions. As expected,
in each simulation we can always find s − 1 phase
flips by pi in the last particle wave function, even
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for very strong repulsion γ = 100. In the case of
weak (γ = 0.01) and moderate (γ = 1) interactions,
the positions of the flips coincide with s − 1 clearly
visible density notches exhibited by the conditional
last particle probability density. The average particle
densities in different interaction regimes look very
similar to those observed for s = 2, with the exception
that instead of one there are s−1 density notches. The
solitonic notches are partially blurred when γ = 1 and
almost completely invisible for γ = 100. In the latter
case we again notice the modulations along profiles
of the average densities, but this time the number
of maxima is equal to N + s − 1, which coincides
with the sum of the number of particles N and the
number s−1 of the anticipated dark soliton structures
(phase flips). That is, starting with the eigenstate
given by Eq. (5.16), one deals with s − 1 phase flips.
They interspace s − 1 pairs of neighbouring particles
modifying their mutual separations and leading to an
appearance of s − 1 additional minima in comparison
to the ground state case.
Let us now focus on the s = 3 case, corresponding
to the eigenstate strictly related to a double black
soliton. In many single-shot measurements we observe
fluctuations of positions of the two pi-phase flips as
well as variation of the relative distance between
them. As the interparticle repulsion increases, these
quantum many-body phenomena intensify, which is
responsible for smearing of the density notches visible
in Fig. 30(a). For γ  1, a double soliton structure
is well approximated by the product of sin
(
3pix
L
)
functions, and thus the soliton signatures are expected
to be located at x = L3 and
2L
3 . Hence, the relative
distance between the two pi-phase flips is fixed and
equal to L3 , see solid black histogram in Fig. 30(c).
For γ = 1 (dashed red line), the distribution of relative
distances between phase flips is significantly broadened
but still centred at L3 . This result is strictly related to
the open boundary conditions imposed on the system.
Approaching the system boundaries, the wave function
vanishes on a length scale comparable with the half
of the density notch width. Let us now imagine
that we merge the system edges. In such a case the
corresponding probability density resembles not double
but triple soliton structure in a ring. Therefore, an
average distance between solitons should be equal to
L
3 . One may expect that the visualization we proposed
works also for higher collective excitations, i.e. starting
with the (s − 1)-fold collectively excited eigenstate,
the mean separation between soliton signatures is
approximately given by Ls .
In the Tonks-Girardeau limit (γ → ∞), particles
tend to be localized at spatial intervals LN and any
phase flip signature should occur halfway between
the neighboring bosons. Therefore, one can expect
Figure 30. Multiple dark soliton-like signatures observed
in many single-shot detections performed for the 7-particle
system prepared initially in the eigenstate given by {Io}blackII,s−1,
Eq. (5.16). Panels (a) and (b) show the average particle densities
obtained in three different interaction regimes: γ = 0.01, 1, 100,
for s = 3 and s = 4, respectively. In the former case (s = 3)
we have also investigated the distribution of relative distances
between two phase flip soliton signatures, which are illustrated
in panel (c). Reprinted and adapted from [10].
that in such a case two phase flip signatures are
most likely distanced by integer multiples of LN . The
numerical results, presented in Fig. 30(c), agree with
this observation. Indeed, for γ = 100 the distribution
of the relative distances between the two phase flips,
visible in the last particle wave functions, reveals three
peaks located in close vicinity of three first integer
multiples of LN . Similar effect was also observed for
periodic system, see Fig. 26(g)&(h).
5.3.3. Summary Basing on the analysis of many-
body eigenstates in the noninteracting limit and using
the similarities between systems with periodic and
open boundary conditions, we have identified a specific
class of many-body eigenstates that are strictly related
to quantum dark solitons in the Lieb-Liniger model
confined in a hard wall box. Genuine dark solitons can
be realized only in the presence of nonzero interparticle
repulsion, where the parameterizing numbers Ioj (or
noj ) cannot be unambiguously associated with single
particle modes. Therefore, it is adequate to ask
what is the authentic character of hole excited
eigenstates in question. Employing the idea of single-
shot measurements we showed that if the eigenstate
is parameterized by the set {Io}blackII,s−1 defined in
Eq. (5.16), then s − 1 dark soliton signatures can be
observed in the last particle wave functions obtained
in each single realization of the detection process. In
the weak and intermediate regime of the interparticle
repulsion, s − 1 density notches are also visible in the
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resulting average particle densities. In the latter case
quantum many-body effects cause fluctuations of phase
flip positions, which lead to a partial smearing of the
density notch structure. It is worth stressing that
in the case of small particle numbers (N = 6, 7) we
investigated, the shape of the density notches cannot
reproduce a simple hyperbolic tangent function, known
from the basic mean-field considerations. This is due to
the fact that if γ  1 and N is small, the corresponding
healing length ξ = 1/
√
c¯ρ = L/
√
N2γ is of the same
order or even larger than L.
In the strongly repulsive regime (γ  1),
the system is dominated by quantum many-body
effects and positions of the last particle phase flips
vary widely between realizations. Consequently, the
density notches in the average particle densities are
completely blurred. Studying fluctuations of two phase
flips’ signatures we showed that distributions of the
relative distances between them are the broader, the
stronger interactions are present. For very strong
interparticle repulsion one observes a peak structure
of the distribution indicating the specific distances at
which the phase flip signatures localize more eagerly.
6. Dark soliton-like many-body yrast
eigenstate of Yang-Gaudin gas in ring
geometry
At very low temperatures the two-component attrac-
tively interacting Fermi gas can undergo a phase tran-
sition and form a superfluid state. In the presence
of weak interparticle interactions the system is in the
Bardeen-Cooper-Schrieffer (BCS) regime governed by
a set of nonlinear Bogoliubov-de Gennes equations
[3, 141]. In general, these equations play a particu-
lar role in the ground state properties determination.
However, they can also be used in order to describe
dark soliton solutions corresponding to nearly the same
particle densities as in the ground state case, but pos-
sessing the dark soliton phase flip signature visible in
the BCS pairing function [142–144]. Passing through
the crossover from the BCS to BEC regime, one can
identify the BCS pairing function of a dark soliton so-
lution as the condensate wave function revealing dark
soliton signatures in a molecular BEC [144,145].
The idea of experimental realization of dark
solitons in Fermi systems is based on the identical
phase engineering as the one used for bosons. An
application of a short laser radiation on a half of the
system of noninteracting single-component fermions
leads to an emergence of pairs of bright and dark
soliton-like structures [146, 147]. The similar method
was also applied to a superfluid Fermi system, but
the resulting state, announced as a heavy soliton
[148], turned out to be very unstable and quickly
evolves into a vortex, which was predicted numerically
[149, 150] and confirmed in the laboratory with the
help of tomographic imaging [151]. Therefore, the
procedure in which both components of a Fermi gas
are subjected to phase imprinting fails. Further studies
on the dark soliton BCS pairing function provide a
prediction that the experimental realization of the dark
soliton excitation in a superfluid Fermi system should
rely on the phase engineering, in which the phase of
only one of two fermions constituting a Cooper-pair is
modified, i.e. the phase should be imprinted on a single
component only (see Ref. [152]).
An ultracold unpolarized gas of spin- 12 fermions
in 1D is described by the Yang-Gaudin Hamiltonian,
Eq. (3.1). The interparticle attraction results in a
formation of two-particle bound state pairs built up
by fermions belonging to different spin components.
The size of such ↓–↑ pairs depends on the attraction
strength and can be used to distinguish two regimes
of interactions, where the physical properties of
the system are significantly different. Namely, one
effectively deals with a BCS-like gas of Cooper pairs,
when the interparticle attraction is weak so that the
average size of ↓–↑ molecules is larger than their
mean separation. On the other hand, the very
strong attraction leads to a formation of tightly bound
pairs resembling impenetrable bosonic dimers (see also
Ref. [153]). There is a crossover between both the
physically different regimes, which can be observed
around γ ≈ −1 [11, 66].
In Sec. 3.2 we discuss similarities and differences
between the strongly attractive Yang-Gaudin system
and a gas of strongly interacting bosonic dimers which
can be described within the Lieb-Liniger model. While
one cannot unambiguously associate the strongly
attractive two-component Fermi system with a gas
consisting of strongly repelling bosons, we believe
that both systems share many properties. In Sec. 5
we showed that the type–II eigenstates of the Lieb-
Liniger model with periodic boundary conditions are
unequivocally connected with quantum dark solitons.
Such eigenstates correspond to the lowest energy for
a given nonzero total momentum, and thus they are
called yrast states. Recently, S. Shamailov and J.
Brand identified the yrast eigenstates in the periodic
Yang-Gaudin model and showed that, analogously to
the Bose case, in the weakly attracting regime the
yrast spectrum reproduces the mean-field dark soliton
dispersion relation.
Here, employing the Bethe ansatz method and
the idea of single-shot measurements, we investigate
the yrast excitations in the attracting Yang-Gaudin
system with periodic boundaries and their possible
relationship with dark solitons. In addition, we
study the pairing phenomenon between fermions with
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opposite spins and determine the size of ↓–↑ pairs
of fermions in a wide range of the interparticle
attraction strength. The numerical simulations of
the particles’ positions detection, confirm the solitonic
nature of yrast excitations in the periodic Yang-Gaudin
model. Due to space translation symmetry possessed
by the periodic system eigenstates any soliton-like
structures cannot be displayed in the corresponding
reduced single particle density. Here, similarly to
the Lieb-Liniger case, we show that, if the system is
prepared initially in an yrast eigenstate, dark soliton
signatures emerge in the course of particles’ positions
measurement and they are clearly visible in the wave
function of the last ↓–↑ pair of fermions in the system.
6.1. Pairing phenomenon in single-shot measurements
We start with an analysis of the pairing phenomenon
between spin-↓ and spin-↑ fermions. For this purpose
we consider the periodic attractively interacting Yang-
Gaudin model (see Sec. 3) consisting of equal numbers
of fermions in each spin component (unpolarized
gas), where the following notation N↓ = N↑ = N
will be used. Taking advantage of the determinant
formulation of the Bethe ansatz wave function,
Eqs. (3.6)–(3.9), we perform numerical simulations of
the single-shot measurements by means of the Monte
Carlo Metropolis routine (see also Sec. 5.2). In such
a case, it is convenient to assume that the measured
positions r˜s in every single sample configuration R =
{r˜1, r˜2, . . . , r˜2N} are ordered so that r˜s = x˜↓s and
r˜N+s = x˜
↑
s for s = 1, . . . , N . Despite the method is
very efficient, the computation time still dramatically
increases with N . Thus, to collect reliable statistics we
are able to study 5+5 (N = 5) particle system only.
We focus on the ground state and the specific yrast
eigenstate characterized by the total momentum equal
to P = ~ 6piL . Such a choice of the yrast excitation
is dictated by the results obtained for the periodic
Lieb-Liniger system, where the yrast eigenstate with
P
N = ~
pi
L corresponds to the most distinct, black soliton
signatures. It is expected that in the two-component
Fermi system in question dark soliton-like structures
can be observed in the wave function of the last pair of
↓–↑ fermions. Additionally, in the strongly attractive
regime
(
γ = c¯L2N → −∞
)
, spin-↓ and spin-↑ fermions
form tightly bound bosonic dimers and the system,
to some extent, resembles a strongly repulsive Bose
gas. Hence, instead of the total momentum per single
particle we consider the total momentum per ↓–↑ pair.
That is why we decided to analyze the yrast eigenstate
for which PN = ~
6pi
5L is as close ~
pi
L as it is possible.
In order to study the system eigenstates, one needs
to determine 2N quasimomenta k and N values of
spin-roots Λ satisfying the Bethe ansatz Eqs. (3.17)–
(3.18). To do so, we follow the idea of a simple linear
extrapolation that allows us to find the solutions {k}2N
and {Λ}N by a consecutive increase or decrease of c¯.
It is possible, because we have predictions for {k}2N
and {Λ}N in the weak and strong interaction regime
(see Secs. 3.2&3.3). Schemes of the approximate
quasimomenta k and spin-roots Λ for the 5+5 particle
ground state and the chosen yrast eigenstate for weak
(c¯ → 0−) and strong (c¯ → −∞) attraction are shown
in Fig. 31(a)&(c). In Fig. 31(b)&(d), we present
the numerical solutions of Eqs. (3.17)–(3.18), obtained
in a wide range of γ < 0. While for the ground
state all the solutions smoothly changes from weak
to strong attraction, in the yrast eigenstate case one
observes a bifurcation of the resulting quasimomenta
that takes place at γb ≈ −0.905. The bifurcation point
separates two different yrast excitation scenarios. For
γ → 0−, the excitation tears the conjugate pair k± =
±i√|c¯|/L apart and expels one of these quasimomenta
just above the Fermi surface, i.e. at k = 6piL . Such
an yrast excitation scheme is very similar to the
collective excitation investigated in a single-component
Fermi system, see Refs. [146, 147, 154]. Indeed, for
weak attraction, the considered yrast eigenstate in
the occupation basis reads |Ψ〉 ≈
√
2
2
( |{y}〉↓ |{g}〉↑ +
|{g}〉↓ |{y}〉↑
)
, where the Fock states (σ =↓, ↑)
|{g}〉σ = |. . . , 0−3, 1−2, 1−1, 10, 11, 12, 03, . . .〉 ,
|{y}〉σ = |. . . , 0−3, 1−2, 1−1, 00, 11, 12, 13, 04, . . .〉 ,
(6.1)
indicate which single particle states ∝ exp [i2pijx/L]
are occupied (1j) and which are not (0j). Note that it
also coincides with the prediction based on the BCS
pairing function analysis, where it is expected that
the dark soliton-like state corresponds to a collective
excitation of a single component only [152]. We
stress that in our simulations the BCS regime is
not attainable due to insufficient current computer
resources. Indeed, to examine the system in which
the size of Cooper pairs exceeds the interparticle
separation many times, one needs to deal with N  5.
The other scenario of the yrast excitation takes
place for γ < γb and relies on the excitation of a whole
pair of conjugate quasimomenta, i.e. for γ → −∞
the pair k± = ±i |c¯|2 is expelled just above the Fermi
surface at 3piL ± i |c¯|2 . Note that the pair is not broken
under the excitation, which is a manifestation of the
fact that for γ < γb the binding energy per pair exceeds
the energetic cost associated with the excitation of the
second conjugate partner (see Sec. 3.3).
Having the numerical solutions of the Bethe
ansatz equations, i.e. the values {k}2N and {Λ}N ,
we are ready to analyze the problem of ↓–↑ pairs
formation. The entire concept of the analysis we
present on the ground state example. Similar study
was also performed for the chosen yrast eigenstate. The
investigations are based on single measurements. In
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Figure 31. Quasimomenta {k} and spin-roots {Λ} solutions of the Bethe ansatz Eqs. (3.17)–(3.18) for the unpolarized system
consisting of N↓,↑ = N = 5 fermions. Panels (a) and (c) present sketches of the solutions in the weakly (c¯ → 0−) and strongly
(c¯ → −∞) attractive limits for the ground state and the chosen yrast eigenstate with P = ~ 6pi
L
, respectively. The empty symbols
are used to indicate which values are changed by the excitation in comparison to the ground state. The numerical solutions of the
Bethe ansatz equations versus γ are illustrated in panels (b) and (d). Reprinted and adapted from [11].
each step we generate two sets of particles’ positions
Xσj = {xσj,1, xσj,2, . . . , xσj,5} (σ =↓, ↑), where j counts
the number of realizations. These sets are used to
calculate relative distances between spin-↓ and spin-↑
fermions in a ring of length L, where for n-th fermions
in j-th realization such a quantity is defined as [11]
∆nj = min
(∣∣∣x↓j,n − x↑j,n∣∣∣ , ∣∣∣L− ∣∣∣x↓j,n − x↑j,n∣∣∣∣∣∣). (6.2)
After many single-shot detections we prepare his-
tograms of spatial relative separations between
fermions with opposite spins. In Fig. 32 we show the
comparison between results obtained for different γ.
At first sight one observes a background density ≈ 2
(in the simulations we set L = 1) visible in each his-
togram. This is due to the fact that the probability
density is not affected by permutations of particles.
Consequently, the positions for which w calculate ∆nj ’s
are in a certain sense random. This result is also inde-
pendent of the interaction strength. The profiles of the
relative distance distributions for different values of γ
differ mainly in the range from 0 to 0.2. It can be at-
tributed to the fact that when ↓–↑ pairs are larger than
their mean separation δ¯ = LN = 0.2 (N = 5, L = 1),
there exists spatial overlap between fermions constitut-
ing different pairs. Such an effect blurs the evidences of
large-sized Cooper-like pairs in the histograms we in-
vestigate. This also means that the method we are
going to apply to determine an average size of ↓-↑
pairs, becomes less reliable when it exceeds δ¯. There-
fore, the mean separation between pairs δ¯ turns out to
be a reference quantity in our analysis. This is also
the length scale on which one can observe the pair-
ing phenomenon, while studying the relative distances
between spin-↓ and spin-↑ fermions [11].
Figure 32. Distributions of the relative spatial separations
∆nj , Eq. (6.2), between spin-↓ and spin-↑ fermions obtained
for different attraction strengths in millions of single-shot
measurements. The simulations were performed for the ground
state of the 5+5 particle periodic system of size L = 1. Reprinted
and adapted from [11].
Let us draw conclusions from the histograms
presented in Fig. 32. For γ . −1, one observes an
escalation of small-sized ↓–↑ pairs occurrence revealed
by a single peak in the relative distance distributions
located at ≈ 0. The appearance of such a peak,
which is the higher, the stronger attraction is, indicates
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that we entered the regime of tightly bound ↓–↑
molecules of an average size smaller than δ¯. On the
other hand, when 0 > γ & −1, the peak is either
invisible or hardly recognizable. This is the regime
of the BCS-like Cooper pairs formation, where the
average size of pair is larger than δ¯. In between,
around γ ≈ −1, there is no sharp transition and
we observe a crossover. One can also notice small
oscillations along the histogram profiles, whose period
≈ δ¯. Additionally, for γ = −3.5 the distribution
reveals a density dip located just after the main peak,
at the relative spatial separation ≈ 0.08. For such
a strong attraction, we expect formation of tightly
bound bosonic dimers, smaller than δ¯. Nevertheless,
the Pauli exclusion principle is still present, and does
not allow two ↓–↑ dimers to occupy the same position
in the coordinate space. Therefore, the tightly bound
↓–↑ molecules exhibit a natural tendency for a uniform
spatial distribution, i.e. they want to be located at
equal spatial intervals. The oscillations of the relative
distance distributions, visible in Fig. 32, arise through
this mechanism. Similar modulations are revealed
by the correlation function
〈
Ψˆ†↓(x)Ψˆ
†
↑(y)Ψˆ↑(y)Ψˆ↓(x)
〉
calculated in the BCS approximation for the BCS
ground state (see also Refs. [11, 141]).
For γ . −1 fermions with opposite spins form two-
particle tightly bound states. Hence, it is adequate
to compare the results obtained for the strongly
attracting many-body system with the predictions
provided by an analysis of a two-body problem, where
the probability density of the corresponding two-
particle bound state reads |ψ2(r)|2 ∝ e−2|γ|r/δ¯ with
r =
∣∣x↓ − x↑∣∣ [11, 31, 35, 63]. Thus, according to the
two-body considerations, the ↓–↑ dimer size is given by
δ¯/|γ|, where for γ = −1 the size of ↓–↑ pair coincides
with δ¯.
We are going to show that the two-body prediction
agrees with the results of our many-body simulations
in the regime where γ . −1. For this purpose, we need
to somehow recognize which fermions from the sets X↓j
and X↑j are actually paired. To do so, in every single
j-th realization we consider permutations τ ∈ SN of
the order of spin-↑ fermions, i.e. x↑j,n → x↑j,τ(n). As a
result, the relative distances depend on τ and read
∆˜nj = min
(∣∣∣x↓j,n − x↑j,τ(n)∣∣∣ , ∣∣∣L− ∣∣∣x↓j,n − x↑j,τ(n)∣∣∣∣∣∣).(6.3)
Our idea is based on the assumption that the
permutation τ , minimizing the sum Sj(τ) =
∑N
n=1 ∆˜
n
j ,
corresponds to the relative distances ∆˜nj of genuinely
paired spin-↓ and spin-↑ fermions [11]. By proceeding
in such a way, we collected all the relative spatial
separations ∆˜nj in millions of single-shot detections
carried out for the 5+5 particle ground state, where
in each j-th realization the permutation τ was
chosen so that Sj(τ) is minimal. The resulting
histograms of the relative distances between paired
fermions are presented in Fig. 33(a). Note that
for γ . −1 all the obtained distributions are very
similar to the corresponding two-body prediction.
The coincidence between numerical outcomes of the
many-body simulations and simple two-body analysis
suggests that in the presence of strong attraction the
two-body physics dominates and plays a key role in the
process of ↓–↑ pairs formation [11]. Similar agreement
can be expected for large N , because for γ . −1
the spatial breadth of the two-particle bound state is
always smaller than δ¯. We stress that for 0 > γ & −1,
the method of pair recognition we proposed cannot be
used. That is, in such a regime the anticipated ↓-↑ pairs
are larger than δ¯, which makes the idea of minimization
of Sj(τ) physically unjustified.
It is clear that the width of the two-particle
probability distribution is strictly associated with the
expectation value of ∆˜2. Therefore, we decided to
define the size of ↓–↑ pairs as follows [11]
ξ = 2
√√√√ 1
M
M∑
j=1
∆˜2j , (6.4)
where M is the number of the relative spatial separa-
tions ∆˜, collected in many single-shot measurements.
In Fig. 33(b) we present the resulting ↓–↑ dimer size
ξ, calculated for the ground state and for the chosen
yrast eigenstate characterized by P = ~ 6piL , in a wide
range of the attraction strength γ. Note that while
both curves coincide for γ & −2.5, they split when
γ . −2.5. For such a strong attraction the pairing
phenomenon is governed by the two-body physics and
in the yrast eigenstate case the average pair size ξ turns
out to be slightly larger than for the ground state. This
can be attributed to an additional kinetic energy asso-
ciated with the yrast excitation [11].
We stress that the strongly attractive regime is
very difficult to be simulated numerically. Note that
the Yang-Gaudin eigenstate, Eqs. (3.6)–(3.9), can be
expressed as a superposition of exponentials eikjx
σ
s ,
whose correct numerical determination for the complex
quasimomenta with =(kj) ≈ ±i c¯2 requires a very high
numerical precision when |c¯| is large. Additionally,
the Bethe ansatz Eqs. (3.17)–(3.18), which have to be
solved, are the more unstable, the stronger attraction
is. That is why our analysis was carried out with
quadruple precision. Nevertheless, it turned out to
be insufficient to satisfy the cyclicity conditions of
the wave function for γ < −7. The other problem
we have encountered is the increasing number of
simulations that have to be performed to reproduce
the investigated distributions properly. That is, in
the presence of strong attraction the system favourizes
bound states, which manifests in extremely high values
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Figure 33. Panel (a): histograms of the relative spatial
separations, Eq. (6.3), between recognized ↓–↑ pairs of fermions
obtained in millions of single-shot simulations for the unpolarized
ground state with N = 5. Each histogram is compared with
the corresponding two-particle probability density |ψ2|2 (dashed
red line), see the main text. Panel (b): the ↓–↑ pair size ξ,
Eq. (6.4), versus c¯ = 10γ determined for the 5+5 ground state
(red line with filled circles) and for the chosen yrast eigenstate
with P = 6~pi (blue line with filled diamonds). The mean spatial
separation between ↓–↑ pairs δ¯ = 0.2 (L = 1) is indicated by the
dashed black line. Reprinted and adapted from [11].
of the corresponding probability densities for some
specific configurations of particles’ positions. Such
probability distributions are very narrow, and thus in
order to reconstruct them by histograms of particles’
positions accurately, a very large number of steps in
the Markovian walk is required.
6.2. Emergence of dark soliton signatures in
many-body yrast eigenstate
The yrast spectrum in the weakly attractive Yang-
Gaudin system coincides with the mean-field dark
soliton dispersion relation, which makes the many-
body yrast eigenstates promising candidates for the
investigations of dark solitons in the Yang-Gaudin
model [66]. Due to the ring system geometry, the
eigenstates are invariant under spatial translations,
and thus any soliton-like features cannot be displayed
in the corresponding reduced single particle density.
We expect that solitonic signatures, i.e. a density notch
and a phase flip, emerge in the course of particles’
positions measurement and can be observed in the wave
function describing the last ↓-↑ pair of fermions. Hence,
we prepare the unpolarized system (N↓ = N↑ = N) in
the yrast eigenstate and simulate the process of the
measurement of N↓−1 positions of the spin-↓ fermions
and N↑−1 positions of the spin-↑ fermions. As a result
2N−2 particles’ positions x˜↓,↑j=1,2,...,N−1 are known and
fixed. The last two remaining fermions with opposite
spins can be described by
Ψ2D
(
x↓, x↑
)
=
∣∣Ψ2D(x↓, x↑)∣∣eiφ2D(x↓,x↑) (6.5)
∝ Ψ({x˜↓,↑j=1,2,...,N−1};x↓, x↑),
where Ψ is the corresponding 2N -particle wave
function given by Eqs. (3.6)–(3.9). The measurement
of 2N − 2 particles’ positions we carry out in a two
substantially different ways [11]:
I. In the first scenario we assume that the
particle detection may occur only when two fermions
belonging to different spin components sit on top of
each other, i.e. x↓s = x
↑
s, for s = 1, 2, . . . , N − 1.
Thus, we measure zero-sized ↓–↑ pairs of fermions only
and such a measurement will be dubbed ”zero size”.
Similar process of particle detection takes place in real
experiments by means of the rapid ramp technique, in
which one measures tightly bound molecules that form
thanks to sweep across a Feshbach resonance [155–165].
II. The second method is based on a direct
sampling of the many-body probability distribution,
imposing no additional restrictions. In such a case
we measure single particles instead of ↓–↑ pairs. In
other words, we detect pairs of any size. Hence, such
a measurement scenario will be called ”any size”.
At the beginning let us focus on a single realization
in the zero-size detection scheme. For this purpose we
investigate 5+5 (N = 5) yrast eigenstate characterized
by P = 6~pi (L = 1), which is expected to reveal the
most distinct dark soliton signatures (see Sec. 6.1).
Due to a small number of particles, N = 5, the
resulting last two-particle wave function in a single
realization of the detection process may not exhibit
clearly visible dark soliton structures. Hence, to
get some intuition, we decided to start with optimal
positions of the four initially measured pairs of
fermions, x˜↓j = x
↑
j =
1
5 (j−1) where j = 1, 2, 3, 4, which
should maximize the probability in the ground state
case. Note that the Pauli exclusion principle forbids
the last remaining ↓–↑ pair of fermions approaching
the other, already measured pairs. Consequently, it
is expected that such a pair should be most probably
located in the largest unoccupied space interval, i.e.
between x↓ = x↑ = 0.6 and 1. This is also the
region, where the anticipated dark soliton signatures
are supposed to be found. In Fig. 34 we show the
modulus |Ψ2D| (left column) and phase distribution
φ2D (right column) of the resulting last two-fermion
wave function, Eq. (6.5), obtained in a wide range
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of the attraction strength (−7 ≤ γ ≤ −0.01).
It turns out that for the chosen optimal positions
of the initially measured zero-sized ↓–↑ dimers, the
wave function Ψ2D(x↓, x↑) reveals clear dark soliton
signatures located around x↓ ≈ x↑ ≈ 0.8. Note
that the existence and the position of dark soliton-
like structures are independent of γ and survive also
in the strongly attracting regime. For comparison,
we present the results obtained in a similar numerical
experiment, but starting with the 5+5 particle ground
state, for which no solitonic signatures are visible (see
the top panels of Fig. 34). It is clear that with the
increase of the interparticle attraction, the average
size of pairs formed by spin-↓ and spin-↑ fermions
decreases. This effect is visible in Fig. 34, where the
diagonal elements of |Ψ2D| become the more dominant,
the stronger attraction is. In addition, both for
the ground state and for the chosen yrast eigenstate
the resulting two-dimensional phase distribution φ2D
exhibits a nodal structure with nodes, visible as phase
flips by ±pi, located along the positions x˜↓,↑j=1,2,3,4,
where four zero-sized ↓–↑ molecules were initially
measured. Such a structure resembles a chessboard
and appears due to the Pauli exclusion rule completely
independent of the interaction strength. Indeed,
a similar behaviour of the wave function can be
observed even in the noninteracting case. For example,
the system consisting of two identical noninteracting
fermions is described by the wave function ϕ(x, x+ε) ∝
eiαx ei
α
2 ε sin (β), where α ∈ R and β ∈ R+, which
reveals the pi-phase flip located at x when the relative
distance between two fermions ε passes through zero.
The density notch and phase flip signatures should
be most distinct in the diagonal part of Ψ2D(x↓, x↑).
Therefore, we look at the cuts along the diagonals of
two-dimensional color maps presented in Fig. 34. This
means that we investigate the wave function for the
last ↓–↑ pair of zero size, i.e. x↓ = x↑ = x. In Fig. 35
we show the resulting diagonal probability densities
|Ψ2D(x, x)|2 and phase distributions φ2D(x, x). The
dark soliton-like density notch and accompanying pi-
phase flip are always located at x = 0.8, where the
probability density drops to zero. Such a structure
has a completely different nature than the zero depth
minima located at the positions of four initially
measured dimers, which are expected as long as we
deal with the Fermi system. It is hardly visible, but
similar local minima are present also for the weakly
interacting (γ = −0.01) 5+5 particle ground state, for
which we observe no soliton signatures in Ψ2D(x, x).
In Fig. 35 one can observe that the two main
peaks of |Ψ2D|2 separated by the dark soliton notch
become slightly more distanced when the interparticle
attraction increases. Such an effect can be explained
by a simple reasoning concerning the yrast excitation
Figure 34. Amplitudes |Ψ2D| (left column) and phases φ2D
(right column) of Ψ2D, Eq. (6.5), in the 5+5 particle system
of size L = 1. First four zero-sized ↓-↑ pairs were initially
measured at positions x˜↓j = x˜
↑
j =
1
5
(j − 1), where j = 1, 2, 3, 4
(see the main text). In the top panels (first row) we show results
obtained for weakly attracting (γ = −0.01) ground state, where
no dark soliton-like structures are visible. Lower panels (rows 2–
5) show Ψ2D(x↓, x↑) corresponding to the yrast eigenstate with
P = 6~pi and calculated for different −0.01 ≤ γ ≤ −7. The
resulting modules |Ψ2D| and phase distributions φ2D reveal very
sharp dark soliton signatures located around x↓ ≈ x↑ ≈ 0.8.
The nodal structure, visible as a chessboard-like pattern in φ2D,
appears due to the Pauli exclusion principle, obeyed by the Fermi
system (see the main text). Reprinted and adapted from [11].
scenarios. Indeed, while for γ → 0− the yrast
eigenstate in question corresponds to an excitation
of a single fermion, for γ → −∞ the interparticle
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Figure 35. Diagonal cuts of |Ψ2D(x↓, x↑)|2 extracted from
the results obtained similarly to those presented in Fig. 34. The
diagonal phase distribution φ2D(x, x), presented in the inset,
depends only on the initial state and is not affected by changes of
γ < 0. While in the ground state case there are no dark soliton
signatures, the density notch and pi-phase flip are clearly visible
and coincide at x = 0.8 for the considered yrast eigenstate with
P = 6~pi (L = 1). Reprinted and adapted from [11].
attraction is so strong that breaking of ↓–↑ pair is
energetically unfavourable and the yrast eigenstate is
a result of an excitation of the whole ↓–↑ dimer.
The total momentum P is unchanged only when the
momentum transferred to a single fermion in the
former excitation process is double the momentum
carried by each fermion constituting ↓–↑ pair, excited
in the second excitation scheme. Thus, we can expect
that the stronger attraction, the longer wavelengths in
the system are, implying narrower structures visible in
the density when we decrease the attraction strength.
This may explain why the spatial separation between
the two main peaks associated with the soliton notch
increases with the intensification of the interparticle
attraction [11].
As for now we have investigated the idealized
situation, in which the positions of N − 1 initially
measured ↓–↑ dimers of zero size were assumed to be
equidistant. In such a case the resulting wave function
Ψ2D(x
↓, x↑) reveals very clear dark soliton signatures
in a wide range of the attraction strength. This result is
in some sense remarkable, but one needs to remember
about realistic circumstances, where the positions of
↓–↑ molecules or even single fermions should be chosen
randomly from the many-body probability density
corresponding to the considered yrast eigenstate. This
kind of a numerical experiment we perform with
the help of the Metropolis algorithm. Starting with
the same unpolarized 5+5 particle yrast eigenstate
characterized by P = ~ 6piL , we carry out plenty of
numerical simulations of particle detection process and
collect many sets of N − 1 = 4 positions of ↓-↑ pairs.
Following both the above-mentioned ideas of initial
measurements, we perform separate detections of ↓–
↑ pairs of either zero or any size. Due to periodic
boundary conditions the system is translationally
invariant and the position of the anticipated phase
flip signature of a dark soliton, in the diagonal part
of Ψ2D(x↓, x↑), should be completely random. The
same is observed in our numerical simulations, where
the phase flip position jumps all over the system in
consecutive steps of the Markovian walk [11]. Among
plenty of realizations we can distinguish two kinds of
phase flips corresponding to different winding numbers
J = 0 and J = 1, where φ2D(x, x) has to satisfy the
cyclicity condition φ2D(L,L) − φ2D(0, 0) = 2piJ with
J ∈ Z (see also Sec. 5.2).
Figure 36. Average diagonal probability densities |Ψ2D(x, x)|2
(upper panels) and corresponding average phase distributions
φ2D(x, x) (lower panels) obtained in many realizations of the
particle measurement process (see the main text). The system
was initially prepared in the yrast eigenstate with P = 6~pi (L =
1). The numerical simulations were performed for weak (γ =
−0.001), moderate (γ = −1) and strong (γ = −7) attraction, as
well as assuming two schemes of the ↓–↑ pair detection, in which
we measure pairs of zero or any size. Reprinted and adapted
from [11].
All the collected diagonal probability densities and
phase distributions have been shifted so that each
resulting Ψ2D(x, x) reveals a phase flip exactly at x =
L
2 = 0.5 and then averaged over hundreds of thousands
realizations. The results, presented in Fig. 36,
indicates that the average density profiles |Ψ2D(x, x)|2
(upper panels) depend on the measurement scheme and
are much more oblate for the single particle detection
scenario (pairs can have any size) than those obtained
in measurements of zero-sized dimers. On the other
hand, the corresponding average phase distributions
(lower panels) with J = 0 and J = 1 are almost
insensitive to changes of γ < 0 and the detection
schemes. The resulting dark soliton signatures are not
as sharp as in the previously analyzed case of zero-
sized ↓–↑ molecules measured at equidistant positions.
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That is, in spite of the fact that the average density
dips are distinctly visible, they are shallow and far
from the zero value of the probability density. Also the
corresponding average phase flips are not abrupt, but
slightly stretched in space. Comparing the diagonal
average densities obtained for different γ, we can again
observe that the two maxima located around soliton-
like notch become more distant when interparticle
attraction increases. We suppose that this is due to the
specific character of the yrast excitation, in which the
increase of interparticle attraction leads to a reduction
of the momentum per excited fermion [11].
So far we have analyzed the system containing
N = 5 fermions in each spin component. Now, we
are going to examine how the increase of N affects
dark soliton-like structures visible in diagonal average
wave function of the last remaining ↓–↑ pair of fermions
in the system. Such investigations we carry out
by employing the idea of numerical diagonalization,
where the yrast eigenstate characterized by the total
momentum P corresponds to the lowest energy state
in the subspace of chosen P [11]. To monitor the
influence of N on the dark soliton signatures, one needs
to examine yrast eigenstates that are generated in a
similar way, i.e the states that are expected to share
the same general properties. Namely, we consider the
odd number of particles N and the yrast excitations
characterized by P = ~pi(N+1)L [11]. Such a choice
guarantees that the excitation involves the conjugate
pair of quasimomenta with <[k±] = 0. Due to a
dramatic increase of the computation time with N and
|γ|, we restrict our considerations to γ = −0.01, which
allowed us to investigate N ≤ 13. For such a weak
attraction the average size of ↓-↑ pairs is larger than
L
N . Thus, we apply the any size detection scheme only.
The successive measurement of particles’ positions
can be performed by applying field operators Ψˆσ(x)
corresponding to an annihilation of a single fermion of
spin σ at a position x (for details see Ref. [11]).
The resulting average diagonal wave functions are
shown in Fig. 37. Note that while the average diagonal
probability density profile changes slightly with N , the
corresponding average phase flips, related to the phase
windings J = 0 and J = 1, remain almost completely
unchanged. Here, we keep the γ parameter fixed, and
the considered yrast eigenstates correspond to P ∝ N ,
which seems to be responsible for narrower average
density notches visible in Fig. 37 when N is larger [11].
6.3. Conclusions
Yrast states correspond to the lowest energy for a
given nonzero total momentum. Thus, among various
structures that can appear in physical systems, these
associated with the yrast states seem to be the most
stable ones. The same property can also be assigned
Figure 37. Average diagonal densities and corresponding
phase distributions of the last ↓-↑ pair of fermions for different
N = 5, 9, 13. The numerical simulations were performed for
the weakly interacting (γ = −0.01) system of size L = 1,
prepared initially in the yrast eigenstate characterized by P =
~pi(N + 1). Note that the average density notch is clearly
visible and becomes narrower for larger N . The average phase
distributions, shown in the inset, reveal two types of the phase
flip related to the winding numbers J = 0 and J = 1. Reprinted
and adapted from [11].
to solitons. Nevertheless, such a relationship between
solitons and many-body yrast states is only intuitive
and requires detailed investigations concerning the
nature of the yrast excitations that were conducted for
nearly the last 40 years.
Recent studies showed that the yrast spectrum
of the ultracold two-component Fermi gas living in a
one-dimensional ring, in the weakly attracting regime
closely follows the corresponding mean-field dark soli-
ton dispersion relation. A similar observation in the
Lieb-Liniger model triggered the discussion concern-
ing the relationship between yrast eigenstates and dark
solitons. Having such a strong evidence and experience
acquired during the analysis of the Lieb-Liniger sys-
tem, we examined yrast excitations in the attractively
interacting Yang-Gaudin model. Employing methods
of the particles’ positions detection, similar to those
applied to the Bose system, we proved a strict relation
between dark solitons and many-body yrast eigenstates
of the investigated Fermi system. Indeed, we showed
that the signatures of a dark soliton are clearly visi-
ble in the wave function describing the last remaining
↓–↑ pair of fermions, when the system is prepared ini-
tially in the many-body yrast eigenstate. The dark
soliton-like structures are present independently of the
interparticle attraction strength and the scheme of the
initial measurement of ↓–↑ pairs.
We have also examined the pairing phenomenon.
Our statistical analysis revealed that in the vicinity of
γ = −1 one can expect a crossover between the regimes
of substantially different physical properties. For γ .
−1 we enter the regime in which the average size of ↓–↑
molecules is smaller than their mean spatial separation.
It turns out that in such a case the system is dominated
by the two-body physics. On the opposite side of the
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crossover the situation is completely different and the
key role is played by the many-body physics. The
existence of these two physically different regimes is
responsible for a dramatic modification of the yrast
excitation scenario, which is visible as a bifurcation
of quasimomenta for γ ≈ −0.9. The fact that,
in the weakly attracting limit the yrast eigenstate
corresponds to a single quasimomentum excitation
after a conjugate pair breaking, seems to confirm the
idea of phase imprinting, in which the laser radiation
is visible only for a single spin component [152].
At the end we also analyzed the influence of the
particle number on the dark soliton-like structures.
The results show that while the average diagonal
density displays a density notch of width decreasing
for larger N , the corresponding average diagonal
phase distribution reveals distinctly visible phase
flip that remains almost unchanged for different N .
Nevertheless, with the methods we used in our many-
body investigations, we are not allowed to explore the
BCS regime, which requires much larger number of
fermions in each spin component.
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Appendix A. Lieb-Liniger model: periodic
boundary conditions
By imposing periodic boundary conditions one assumes
that the wave function ΦN describing a system of size
L satisfies Eqs. (2.22). It also means that if we operate
in the domain T : xj < xj+1, then the wave function
satisfies the following cyclicity condition
ΦN (x1, x2, . . . , xN , {k}N ) (A.1)
= ΦN (x1 + L, x2 . . . , xN , {k}N )
= ΦN (x2, x3, . . . , xN , x1 + L, {k}N ).
Considering the Bethe ansatz solution of the Lieb-
Liniger model in Eq. (2.18), one gets
∑
pi∈SN
exp(i N∑
n=1
kpi(n)xn
)∏
j>s
(
1− ic¯
kpi(j)−kpi(s)
)
=
∑
pi∈SN
[
exp
(
i
N∑
n=1
kpi(n)xn
)
eikpi(1)L
×
N∏
j>s≥2
(
1− ic¯
kpi(j)−kpi(s)
) N∏
j=2
(
1 +
ic¯
kpi(j)−kpi(1)
) .
Hence, it is clear that for each pi ∈ SN
eikpi(1)L =
N∏
s=2
kpi(s) − kpi(1) − ic¯
kpi(s) − kpi(1) + ic¯ . (A.2)
In such a way, starting from N ! conditions, one obtains
the system of N Bethe Eqs. (2.23). This is due to
the fact that there are (N − 1)! permutations pi ∈ SN
satisfying the relation pi(1) = r for each r = 1, . . . , N
and resulting in the same Eq. (A.2).
Appendix B. Lieb-Liniger model: open
boundary conditions
To find eigenstates of the Lieb-Liniger model with open
boundary conditions, we construct a superposition in
Eq. (2.38) and impose ΨN (x1 = 0, x2, . . . , xN ) = 0
getting∑
1,...,N
A(1, . . . , N )
∑
pi∈SN
[
exp
(
i
N∑
n=2
kpi(n)xn
)
(B.1)
×
∏
j>s
(
1− ic¯
kpi(j) − kpi(s)
) = 0,
where we assumed x1 < x2 < . . . < xN . Let us
now perform the summation in Eq. (B.1) only over
pi(1) = ±1. By doing so, for any pi ∈ SN and {k}, one
obtains 2N−1 relations
A(1, . . . ,+pi(1), . . . , N )
∏
j 6=pi(1)
(
1− ic¯
kj−kpi(1)
)
(B.2)
+A(1, . . . ,−pi(1), . . . , N )
∏
j 6=pi(1)
(
1− ic¯
kj+kpi(1)
)
= 0.
Noting that for {} = {1, . . . ,±pi(1), . . . , N}
∏
j>s
(
1− ic¯
kj+ks
)
=
 ∏
j 6=pi(1)
(
1− ic¯
kj±kpi(1)
) (B.3)
×
 ∏
j>s
j,s 6=pi(1)
(
1− ic¯
kj+ks
) ,
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one easily finds
A(1, 2, . . . , N ) = 12 · · · N
∏
j>s
(
1− ic¯
kj+ks
)
. (B.4)
Thus, the solution ΨN vanishes at x1 = 0 and is given
by Eq. (2.39). Such a solution contains kj = j |kj | and
is valid when 0 ≤ x1 < x2 < . . . < xN .
The requirement that the wave function vanishes
at the other boundary, i.e. ΨN (xN = L) = 0, leads to
the following relation∑
pi(N)=±1
pi(N)e
ikpi(N)L (B.5)
×
∏
j>s
(
1− ic¯
kpi(j)+kpi(s)
)(
1− ic¯
kpi(j)−kpi(s)
)
= 0,
that has to be valid for all permutations pi ∈ SN
and for an arbitrary set {}. The system of Gaudin’s
Eqs. (2.40) can be obtained by noting that∏
j>s
(
1− ic¯
kpi(j)+kpi(s)
)
(B.6)
=
∏
s<N
(
1− ic¯±kpi(N)+kpi(s)
) ∏
N>j>s
(
1− ic¯
kpi(j)+kpi(s)
)
,
∏
j>s
(
1− ic¯
kpi(j)−kpi(s)
)
(B.7)
=
∏
s<N
(
1− ic¯±kpi(N)−kpi(s)
) ∏
N>j>s
(
1− ic¯
kpi(j)−kpi(s)
)
.
At the end of this appendix we prove the relation
(2.53). For simplicity, we assume that N,L < ∞.
Knowing that the differences between solutions of the
Gaudin’s equations vanishes at most as quickly as c¯1/2,
we can forget about the factors ∝ c¯/(kj ± ks) that are
present in the general solution in Eq. (2.39). Hence,
lim
c¯→0
ΨN ({k}N , {x}N ) (B.8)
∝
∑
pi∈SN , {}
12 · · · N exp
(
i
N∑
n=1
kpi(n)xn
)
.
It is clear that the result would not be changed if
the indices of ’s are permuted. Indeed, for a given
arbitrary permutation σ ∈ SN and fixed set {} the
equality 12 · · · N = σ(1)σ(2) · · · σ(N) is obviously
satisfied. If so, we are allowed to write∑
{}
12 · · · N exp
(
i
N∑
n=1
kpi(n)xn
)
(B.9)
=
N∏
j=1
∑
pi(j)=±1
pi(j) e
ipi(j)|kpi(j)|xj ∝
N∏
j=1
sin
(|kpi(j)|xj) ,
which ends the proof.
Appendix C. Yang-Gaudin model: string
hypothesis equations
The key idea of the derivation of the string hypothesis
Eqs. (3.26) is to assume that in the limit γ → −∞ the
paired solutions of the Bethe ansatz Eqs. (3.17)–(3.18)
approach the string solutions given by Eqs. (3.25) (see
also Ref. [30]). Let us consider a state corresponding
to M ≤ N↑ pairs of conjugate quasimomenta and
N−2M unpaired ones. Moreover, we take the following
numeration of the paired solutions kj=1,...,M =
kj,+, kj=M+1,...,2M = kj,−, then the unpaired real
quasimomenta (if they exist) refer to j = 2M +
1, . . . , N . In such a case, the Bethe Eqs. (3.17), for
the paired quasimomenta (j = 1, 2, . . . ,M) read
eikjL =
kj − Λj + i c¯2
kj − Λj − i c¯2
N↑∏
n=1
n 6=j
Λj − Λn + ic¯
Λj − Λn , (C.1)
eikj+ML =
kj+M − Λj + i c¯2
kj+M − Λj − i c¯2
N↑∏
n=1
n 6=j
Λj − Λn
Λj − Λn − ic¯ . (C.2)
Taking the product of the above equations one obtains
ei2ΛjL (C.3)
=
kj−Λj+i c¯2
kj−Λj−i c¯2
kj+M−Λj+i c¯2
kj+M−Λj−i c¯2
N↑∏
n=1
n 6=j
Λj − Λn + ic¯
Λj − Λn − ic¯ ,
where the prefactor on the right-hand side can be
determined from Eqs. (3.18). Indeed, one can find that
N∏
s=1
Λj−ks+i c¯2
Λj−ks−i c¯2
=
kj−Λj−i c¯2
kj−Λj+i c¯2
kj+M−Λj−i c¯2
kj+M−Λj+i c¯2
. (C.4)
×
M∏
s=1
s 6=j
Λs−Λj−ic¯
Λs−Λj+ic¯
N∏
r=2M+1
kr−Λj−i c¯2
kr−Λj+i c¯2
.
In addition, the right-hand side of Eqs. (3.18) reads
N↑∏
s=1
s6=j
Λj−Λs+ic¯
Λj−Λs−ic¯=
M∏
s=1
s 6=j
Λs−Λj−ic¯
Λs−Λj+ic¯
N↑∏
l=M+1
Λl−Λj−ic¯
Λl−Λj+ic¯ .(C.5)
If so, then
kj − Λj + i c¯2
kj − Λj − i c¯2
kj+M − Λj + i c¯2
kj+M − Λj − i c¯2
(C.6)
=
N↑∏
l=M+1
Λl − Λj + ic¯
Λl − Λj − ic¯
N∏
r=2M+1
kr − Λj − i c¯2
kr − Λj + i c¯2
,
and thus Eqs. (C.3) can be expressed as in Eqs. (3.26).
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