Abstract-
McFadden proposed a effective model describing the vibration used by a single point defect on the inner race of a rolling element bearing, based on bearing geometry, shaft speed, bearing load distribution, transfer function and the exponential decay of vibration in 1984 [1] . Then, the model is extended to describe the vibration produced by multiple-point [2] . There are several methods to detect bearing local defects as given in an excellent review [3] .
The characteristic frequencies present corresponding to the bearing local defects using Fast Fourier Transform (FFT) [4] . Signal processing techniques such as a processing technique based on averaging technique, adaptive noise canceling and high frequency resonance technique (HFRT) have been developed to overcome the noise problem for detection local defects of rolling bearings. Prabhakar proposed DWT model that the correctly diagnosed single and multiple ball bearing race faults [5] . Li presented the method that combined HMM with FFT to diagnose the faults based on dynamic time series of peed-up and speed-down process for rotating machinery [6] . In addition, the accuracy is dependent on the two parameters, namely the learning rate coefficient and the momentum has been found, in addition to the input and hidden layer architecture. Two new approaches based on wavelet transform, artificial neural network and fuzzy rules are proposed for detecting local defects in rolling element bearings [7] . SVM is a general machine-learning tool based on the structural risk minimization (SRM). Yuan proposed a hybrid method based on combining SVM with Artificial immunization algorithm (AIA) to diagnose defects of turbo pump rotor [8] . Fault diagnosis based on SVM has given in an excellent review [9, 10] .
This study presents a dimensionality reduction and classification method for corrosion pitting on the raceways and ball in rolling bearings. Vibration data are collected as the time domain signal for the normal bearing and bearing with corrosion pitting. A dimensionality reduction technique is first applied to refine the vibration dataset. Then, a method employs a one-classification algorithm to distinguish between healthy and local defect with corrosion pitting based on a vibration dataset. This paper is organised as follows. Section 2 describes our dataset, the dimensionality reduction method, and the diagnostic method. Section 3 describes the two steps in diagnostics: dimensionality reduction using PCA and actual diagnosis. Section 4 summarises our conclusions. 
II. MATERIALS AND METHODS

A. Vibration analysis
B. Principal component analysis (PCA)
PCA is basically a statistical technique used in dimensionality reduction that seeks projection in the directions of maximum variability [11] . It is a linear coordinate transformation that rotates a coordinate system in a particular way that does not suffice to extract all of the important signals.
C. Support vector data description (SVDD)
SVDD [12, 13] is inspired by the global optimization problem and Support Vector Machines which was put forward at the 5th annual ACM Workshop on
Computation Learning Theory (COLT) for the first time.
SVDD is a method for one-class classification to obtain an accurate estimate of a set of observations [14] .
Generally, the data description problem differs from two classification problems including two-class or multi-class classification. SVDD is interested in a single type in that a normal data set is used to separate this set from a few abnormal data (also called outlier points), and is a popular kernel method for outlier detection, which tries to fit one-class data with a super-sphere.
To begin, we assume vectors x are column vectors and have a data set 
where ||·|| is the Euclidean norm, a is the center of the hyper-sphere, R is the radius, and ξ is a slack variables.
The minimum hyper-sphere can be formulated into
where C is a penalty constant. To solve this optimization problem we introduce the Lagrange multipliers, set to zero the derivative of Lagrangian with respect to R, a and ξ, and transform into the Wolfe dual form with respect to the Lagrange multipliers α j :
Then, we represent the dot products by a position definite kernel, or Mercer kernel K(x i , x j ). In this paper we use the Gaussian kernel:
with width parameter q. Now the Wolfe dual form is written as:
In view of (2), (4) we have:
In the view of (7) when the radius R (x i ) is equal to R, x i is support vector. Therefore, support vectors (SVs) lie on the sphere (0< α j <C), bounded support vectors (BSVs) are outside the sphere (α j =C), and other points are inside the sphere (α j =0).
D. Corrosion pitting detection method
The basic procedure of the proposed method is shown in Fig. 1 . Table . (2) We choose a dimensionality reduction method with PCA in this paper. Table . Table . The width of Gaussian kernel function and the penalty constant need to be optimised in SVDD. There is no systematic methodology for the optimisation of the two parameters [14] .
By means of our empirical results, we use the constraints 0.125<q<50 and 0<C<1. In the iteration process, 100 homogeneous points was selected in the constraint domain of the width of Gaussian kernel function, and 20 points of the penalty constant. And in step of iteration, the first five sum value of accuracy, sensitivity and specificity was shown in Table , and Fig.   2 shows the diagnostic results from the SVDD model. As shown in Fig. 2 , our method gives effective results. From We also conducted experiments for the same data set using SVDD, ANN, and SVM. As shown in Table , SVDD with PCA can increase the accuracy to 92.85%, sensitivity to 93.11%, and specificity to 90.47%. The proposed method does significantly improve the accuracy compared with plain SVDD without PCA, it does also outperform the later in terms of the sensitivity and specificity. The SVDD is dominant on imbalanced datasets in this paper because the ANN and SVM are clearly inferior to the first two methods from Table 5 .
IV. CONCLUSION
In this study, we introduce a dimensionality reduction 
