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Resumo
Nesta dissertac¸a˜o trabalhamos com a a´lgebra de Clifford no contexto da mecaˆnica
quaˆntica. Estudamos uma breve revisa˜o sobre a a´lgebra do espac¸o f´ısico (AEF), como
tambe´m a a´lgebra do espac¸o-tempo (AET). Apresentamos a formulac¸a˜o da equac¸a˜o de
Pauli na AEF. Apresentamos um isomorfismo entre a parte par da (AET) e a AEF. A
equac¸a˜o de Dirac tambe´m foi apresentada na formulac¸a˜o matricial e posteriormente foi
feita a transic¸a˜o da a´lgebra matricial para a AET. Utilizando do isomorfismo obtemos
a equac¸a˜o de Dirac na AEF, e consequentemente apresentamos, as leis de conservac¸a˜o,
transformac¸o˜es de Lorentz, tensor-energia momentum. Finalmente estudamos o limite
na˜o relativ´ıstico da equac¸a˜o de Dirac.
Palavras-chave: A´lgebra de Clifford, a´lgebra geome´trica, a´lgebra do espac¸o f´ısico,
mecaˆnica quaˆntica, Equac¸a˜o de Dirac.
Abstract
In this dissertation we worked with Clifford algebra in quantum mechanics context.
We did a short review about the algebra of physical space (APS), as well as the space time
algebra (STA). We showed the formulation of the Pauli equation in the APS. We showed
an isomorfism between the even part of the STA and APS. Also the Dirac equation was
presented in the matrix representation, and this matrix representation was identified with
elements of STA. From the isomorfism we obtain the Dirac equation in the APS and as a
consequency, we show the conservation laws, Lorentz tranformation, energy-momentum
tensor. Finally we studied the the non-relativistic limit of the Dirac equation.
keywords: Clifford algebra, geometric algebra, algebra of physical space, quantum me-
chanics, Dirac equation.
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Introduc¸a˜o
Neste trabalho faremos uma breve exposic¸a˜o da a´lgebra geome´trica e discutimos al-
gumas de suas aplicac¸o˜es no contexto da mecaˆnica quaˆntica. A a´lgebra geome´trica tem
suas origens nos trabalhos dos matema´ticos Hamilton e Grassmann. Em 1844, Hamilton
introduziu os chamados quate´rnions, enquanto Grassmann introduziu sua a´lgebra de ex-
tensa˜o. Provavelmente, devido ao fato de Hamilton ja´ ser um cientista famoso a` e´poca,
seu trabalho teve uma maior atenc¸a˜o, pois adequou-se bem aos problemas da f´ısica, em
parte porque os quate´rnions sa˜o uma generalizac¸a˜o dos nu´meros complexos. A a´lgebra
de Grassmann era um sistema extremamente elegante, poderoso e geral para diversas
geometrias, e se mostrava bem adequado a uma geometria de dimensa˜o arbitra´ria. A
questa˜o natural seria, como sintetizar as vantagens dos sistemas de Hamilton e Gras-
sman, em um u´nico sistema que se mostrasse adequado a` geometria ortogonal de um
espac¸o arbitra´rio.
A s´ıntese e generalizac¸a˜o dos sistemas de Hamilton e Grassmann foi obtida por Clifford
em 1878, atrave´s do que ele denominou a´lgebra geome´trica. [1] [2] .
A a´lgebra geome´trica e´, essencialmente, uma manifestac¸a˜o alge´brica de relac¸o˜es geo-
me´tricas. Objetos geome´tricos (pontos, linhas, planos, etc.) sa˜o representados por mem-
bros de uma a´lgebra, por isso, se trata de um sistema livre de coordenadas. As operac¸o˜es
geome´tricas nos objetos, tais como, rotac¸o˜es e translac¸o˜es, sa˜o enta˜o, representadas por
operac¸o˜es alge´bricas nos objetos, ver [18].
O moderno desenvolvimento da a´lgebra geome´trica se deu na de´cada de 1960, quando
o f´ısico e matema´tico norte-americano David Hestenes iniciou, a partir dos trabalhos de
Hamilton, Grassmann e Clifford, a a´lgebra geome´trica da forma que ela e´ atualmente
16
utilizada no contexto da mecaˆnica quaˆntica, veja [12].
Esta dissertac¸a˜o esta´ organizada da seguinte forma: No primeiro cap´ıtulo, faremos
uma breve exposic¸a˜o da a´lgebra geome´trica no espac¸o euclidiano tridimensional (a´lgebra
do espac¸o f´ısico), no segundo cap´ıtulo, faremos uma introduc¸a˜o ao conceito cla´ssico de
espinor e sua identificac¸a˜o dentro da a´lgebra geome´trica, apresentamos as rotac¸o˜es, al-
guns observa´veis na teoria de Pauli e finalmente a equac¸a˜o de Pauli. No terceiro cap´ıtulo
fizemos uma breve exposic¸a˜o da a´lgebra do espac¸o-tempo, apresentando as rotac¸o˜es hi-
perbo´licas que correspondem a`s transformac¸o˜es de Lorentz. No quarto cap´ıtulo apre-
sentamos a identificac¸a˜o entre a suba´lgebra par da a´lgebra do espac¸o-tempo e a a´lgebra
do espac¸o f´ısico. No quinto cap´ıtulo apresentamos a equac¸a˜o de Dirac na representac¸a˜o
matricial e consequentemente apresentamos como obter a equac¸a˜o de Dirac no contexto
da a´lgebra geome´trica. No sexto cap´ıtulo obtemos a equac¸a˜o de Dirac na a´lgebra do
espac¸o f´ısico utilizando do isomorfismo apresentado no cap´ıtulo 4, e obtemos, as leis de
conservac¸a˜o, tensor energia-momento e a covariaˆncia da equac¸a˜o de Dirac na a´lgebra
do espac¸o f´ısico. Finalmente no u´ltimo cap´ıtulo obtemos o limite na˜o-relativ´ıstico da
equac¸a˜o de Dirac na a´lgebra do espac¸o f´ısico e a equac¸a˜o de Pauli acrescida das correc¸o˜es
relativistas.
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Cap´ıtulo 1
A´lgebra do espac¸o euclidiano
(A´lgebra do espac¸o f´ısico)
Neste cap´ıtulo sera´ introduzida a a´lgebra de Clifford. Apresentaremos no caso em
que o espac¸o e´ tridimensional. Mas, antes de iniciarmos a breve exposic¸a˜o da a´lgebra de
Clifford apresentaremos algumas definic¸o˜es ba´sicas.
Comec¸amos definindo que, uma a´lgebra A sobre um corpo K (que no nosso caso sera´ R),
consiste de um espac¸o vetorial equipado com um produto que e´ bilinear,MA : A×A −→
A. Um subconjunto S de A e´ uma suba´lgebra de A, se ∀ x, y ∈ S temos xy ∈ S, ou
seja, que S e´ fechado sob a operac¸a˜o induzida de A.
Agora, considere G um grupo abeliano. Dizemos que uma dada a´lgebra A e´ gradu-
ada se existem subespac¸os Ak (k ∈ G) tais que A = ⊕kAk e se, dados xk ∈ Ak, yl ∈ Al,
temos xkyl ∈ Ak+l.
Apresentamos a definic¸a˜o de uma forma quadra´tica sobre o corpo dos reais, que e´ um
polinoˆmio de grau dois em n-varia´veis. Um espac¸o vetorial e´ dito espac¸o quadra´tico
quando e´ equipado de uma forma quadra´tica.
Com essas definic¸o˜es em ma˜os, iremos definir o que e´ uma a´lgebra de Clifford. Seja
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V um espac¸o quadra´tico real equipado com uma forma bilinear sime´trica g. Seja A uma
a´lgebra associativa com unidade 1A e γ uma aplicac¸a˜o linear γ : V −→ A. O par (A, γ)
e´ uma a´lgebra de Clifford para o espac¸o quadra´tico (V, g) quando A e´ gerada como uma
a´lgebra por {γ(v)|v ∈ V } e {a1A|a ∈ R} e ale´m disso, γ satisfaz:
γ(v)γ(u) + γ(u)γ(v) = 2g(u, v)1A. (1.1)
γ e´ dita ser uma aplicac¸a˜o de Clifford.
Existe uma outra forma de definirmos uma a´lgebra de Clifford, como quociente de
uma A´lgebra Tensorial, pore´m esta forma de definir a a´lgebra de Clifford foge do escopo
desse trabalho, para mais detalhes, veja [4]. Podemos observar que, a partir da relac¸a˜o
(1.1), a aplicac¸a˜o γ funciona como uma espe´cie de raiz quadrada da forma quadra´tica
Q(v) = g(v, v), que pode ser visto, a partir da pro´xima relac¸a˜o, obtida a partir de (1.1):
(γ(v))2 = g(v, v) = Q(v).
De agora em diante iremos omitir a notac¸a˜o da aplicac¸a˜o γ. Para um caso mais
concreto, considere o espac¸o vetorial R3 com base ortonormal {e1, e2, e3}, e considere um
produto no qual ele seja bilinear e associativo (conhecido como produto de Clifford, ou
simplesmente produto geome´trico),
P (v, u) = vu, (1.2)
e, tambe´m seja, definido positivo
P (v, v) = v2 = |v|2 ≥ 0. (1.3)
Agora, considere um vetor do R3:
v = v1e1 + v2e2 + v3e3. (1.4)
Considerando que a geometria e´ ortogonal, enta˜o sabemos que e´ va´lido o teorema de
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Pita´goras. De modo que se {e1, e2, e3} sejam unita´rios e ortogonais, teremos:
g(v, v) = |v|2 = v21 + v22 + v23. (1.5)
Por outro lado, decorrente do produto de Clifford, tambe´m obtemos:
g(v, v) = |v|2 = (v1e1 + v2e2 + v3e3) (v1e1 + v2e2 + v3e3) =
= v21e
2
1 + v
2
2e
2
2 + v
2
3e
2
3
+ v1v2 (e1e2 + e2e1)
+ v1v3 (e1e3 + e3e1)
+ v2v3 (e2e3 + e3e2)
(1.6)
Comparando as equac¸o˜es (1.5) e (1.6) obtemos: e21 = e22 = e23 = 1(e1e2 + e2e1) = (e1e3 + e3e1) = (e2e3 + e3e2) = 0 (1.7)
Ou seja,  eiej + ejei = 0, com i 6= j e i, j = 1, 2, 3eiei = (ei)2 = 1, com i = 1, 2, 3. (1.8)
Agora, considere a base do R3, os vetores ortonormais {e1, e2, e3}. O que sa˜o os
produtos B = {e1e2, e1e3, e2e3} obtidos a partir do produto de Clifford? Para verificarmos
isso, faremos o seguinte: primeiro iremos verificar se e´ um escalar; neste caso e´ va´lido
a relac¸a˜o vα = αv para todo v ∈ R3 e para todo α ∈ R. Considere, por exemplo, o
elemento do e1e2 do conjunto B e o elemento e1 da base canoˆnica; assim:
e1(e1e2) =︸︷︷︸
assoc.
(e1e1)e2 =︸︷︷︸
(e1)2=1
e2 (1.9)
Por outro lado
(e1e2)e1 =︸︷︷︸
e2e1=−e1e2
−(e2e1)e1 =︸︷︷︸
assoc.
−e2(e1e1) =︸︷︷︸
(e1)2=1
= −e2 (1.10)
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Conclu´ımos que o produto e1e2 na˜o e´ um escalar, pois (1.9) 6= (1.10),
Continuando a nossa digressa˜o, agora iremos verificar se o produto e1e2 trata-se de um
vetor do R3. O produto geome´trico, como definido, e´ positivo para um vetor v ∈ R3, ou
seja, P (v, v) = v2 = |v|2 ≥ 0, enta˜o, para isso, faremos o “teste” para a entidade e1e2:
(e1e2)
2 = (e1e2)(e1e2) =︸︷︷︸
e1e2=−e2e1
−(e1e2)(e2e1) =︸︷︷︸
assoc.
= −e1(e2e2)e1 =︸︷︷︸
(e2)2=1
−e1(1)e1 = −1 ≤ 0
(1.11)
E assim, as relac¸o˜es (1.9), (1.10) e (1.11) nos sugerem que a entidade e1e2 na˜o se trata
nem de um escalar e nem de um vetor. Afinal, o que seria o produto e1e2? Um vetor
v ∈ R3 pode ser interpretado como uma classe de equivaleˆncia de segmentos de reta
de mesmo comprimento, direc¸a˜o e sentido dentro do espac¸o euclidiano tridimensional.
Dentro do espac¸o tridimensional R3, na˜o existem somente segmentos de reta, tambe´m
possui, fragmentos de plano, superf´ıcies e volume. Considere os segmentos de retas
perpendiculares
−→
OA e
−−→
OB, representados pelos vetores e1 e e2 da base ortonormal do R3,
considere tambe´m
−−→
O′A′ e
−−→
O′B′, representados pelos vetores e′1 e e
′
2, de tal forma, que
as regio˜es dos planos formados respectivamente por e1, e2 e e
′
1, e
′
2 tenham mesma a´rea,
conforme representados na figura 1.1.
De maneira ana´loga aos segmentos de reta, podemos tambe´m definir uma classe de
equivaleˆncia de fragmentos de plano de mesma a´rea, direc¸a˜o e orientac¸a˜o. A figura 1.1
descreve dois exemplos destes fragmentos de plano. Denotaremos os representantes desta
classe por B, C, ... Estes objetos claramente formam um espac¸o vetorial, e denotaremos
como sendo Λ2(R3).
De agora em diante, iremos nos referir a um elemento de Λ2(R3) como sendo 2-vetor,
ou bivetor. Para uma uniformidade de notac¸a˜o, iremos denominar um vetor do R3 como
sendo um 1-vetor e R3 = Λ1(R3). Os escalares iremos denominar como sendo um 0-vetor
e Λ0(R3) = R. Na relac¸a˜o (1.8), temos eiej = −ejei para i 6= j, ou seja, se alterarmos a
ordem do produto dos mesmos elementos, podemos dizer que a orientac¸a˜o dos fragmentos
(bivetores) se altera. Como o quadrado de e1e2 e´ igual a −1 o seu mo´dulo e´ igual a 1, ou
seja, e1e2 e´ um bivetor unita´rio, de modo ana´logo os bivetores e1e3 e e2e3 tambe´m sa˜o
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Figura 1.1: Fragmentos de plano.
unita´rios. Assim, o conjunto {e1e2, e1e3, e2e3} sa˜o os bivetores unita´rios cuja orientac¸a˜o
sera´ adotada como positiva. Todos os elementos que pertencem a Λ2(R3) teˆm a seguinte
forma:
Λ2(R3) 3 B = B12e1e2 +B13e1e3 +B23e2e3 (1.12)
onde os Bij = −Bji com i 6= j e i, j = 1, 2, 3 sa˜o escalares. Claramente dim Λ2(R3) = 3.
De maneira completamente ana´loga ao que foi feito para os fragmentos de plano
podemos definir tambe´m um elemento de volume. Para tal basta tomarmos os segmentos
de reta
−→
OA,
−−→
OB,
−→
OC, representados pelos vetores e1, e2, e3 e orientarmos de acordo com
a orientac¸a˜o definida para o espac¸o vetorial, que usualmente e´ de acordo com a regra da
ma˜o direita.
Temos um elemento de volume ilustrado na figura 1.2.
Podemos tambe´m definir uma classe de equivaleˆncia de elementos de volume e dar
a esta classe a estrutura de um espac¸o vetorial. Este tipo de elemento sera´ dito como
sendo 3-vetor e o espac¸o vetorial dos 3-vetores denotado por Λ3(R3). De acordo com o
que apresentamos ha´ pouco, existem duas orientac¸o˜es poss´ıveis para um 3-vetor (regra
22
  
Figura 1.2: Elemento de volume.
da ma˜o direita e regra da ma˜o esquerda). Podemos notar que a dimensa˜o de Λ3(R3) e´ 1
(pois, as outras combinac¸o˜es de ei para i=1, 2, 3, podem ser obtidas utilizando a relac¸a˜o
(1.8) ), de modo que qualquer 3-vetor T pode ser escrito como:
Λ3(R3) 3 T = αe1e2e3,
onde α e´ um escalar, claramente dim Λ3 (R3) = 1. Note que se α > 0, enta˜o representa
um elemento de volume que adotaremos como tendo orientac¸a˜o positiva, e se α < 0, T
representa um elemento de volume com orientac¸a˜o negativa.
Conseguimos assim, definir os seguintes espac¸os vetoriais: Λ0(R3), Λ1(R3), Λ2(R3)
e Λ3(R3). Pore´m, para trabalharmos com uma estrutura fechada devemos considerar a
soma direta Λ(R3) =
⊕3
k=0 Λ
k(R3). Um multivetor arbitra´rio em Λ(R3) e´ representado
da seguinte forma:
A = α︸︷︷︸
escalar
+α1e1 + α2e2 + α3e3︸ ︷︷ ︸
1−vetor
+
+α12e1e2 + α13e1e3 + α23e2e3︸ ︷︷ ︸
2−vetor
+α123e1e2e3︸ ︷︷ ︸
3−vetor
.
(1.13)
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O espac¸o vetorial Λ(R3) como apresentado, dotado do produto de Clifford, e´ o que de-
nominamos a´lgebra do espac¸o f´ısico (AEF), a´lgebra do espac¸o euclidiano ou simplesmente
a´lgebra C`3, onde C` e´ em homenagem ao matema´tico William Kingdon Clifford.
O produto geome´trico foi assim decomposto por Clifford:
uv = u · v + u ∧ v, (1.14)
onde a primeira parcela do lado direito corresponde a parte sime´trica do produto; por
isso, o uso do “ ·” na˜o e´ acidental, pois se expressarmos os vetores v e u, na base canoˆnica
do R3 e utilizarmos (1.8) vemos que esta parte corresponde justamente ao produto escalar
dos vetores v e u. A parte antissime´trica corresponde ao chamado produto exterior, que
dentro da a´lgebra geome´trica e´ definido, portanto, como u ∧ v = 1
2
(uv − vu). Esta
decomposic¸a˜o foi a grande descoberta de Clifford, pois, com ela, ele conseguiu introduzir
um ana´logo do produto quaternioˆnico dentro da estrutura da a´lgebra de Grassmann,
obtendo assim um sistema naturalmente adaptado a` geometria ortogonal de um espac¸o
arbitra´rio.
Dados dois vetores v e u do R3 o produto geome´trico nos dara´ como resultado um
escalar (0-vetor) e um bivetor (2-vetor). Isto decorre da estrutura alge´brica da a´lgebra
de Clifford ser Z2-graduada. E´ poss´ıvel escrever o produto escalar e o produto exterior,
em termos do produto geome´trico. Para obter este resultado para o produto escalar,
considere a, b ∈ C`3, fazendo o produto geome´trico entre a, b e entre b, a
ab = a · b+ a ∧ b, (1.15)
e
ba = b · a+ b ∧ a (1.16)
como o produto escalar comuta a · b = b · a (pois o produto escalar e´ sime´trico), e como
o produto exterior anticomuta a ∧ b = −b ∧ a (pois o produto exterior e´ antissime´trico),
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a equac¸a˜o (1.16) fica igual a:
ba = a · b− a ∧ b (1.17)
Somando as equac¸o˜es (1.15) e (1.17) obtemos:
2a · b = ab+ ba =⇒ a · b = 1
2
(ab+ ba) . (1.18)
Para o produto exterior, o resultado e´ ana´logo, basta subtrair a equac¸a˜o (1.17) de (1.15)
e obtemos:
2a ∧ b = ab− ba =⇒ a ∧ b = 1
2
(ab− ba) . (1.19)
E assim, temos os produtos escalar e exterior em termos do produto geome´trico.
A estrutura da a´lgebra de Grassmann e´ dita ser Zk-graduada. Devido a esta estrutura,
apresentaremos algumas operac¸o˜es que podem ser realizadas em C`3. A primeira delas
e´ a involuc¸a˜o graduada que e´ apresentada a seguir. Seja A ∈ C`3, escrito de forma geral
como, A = A0 + A1 + A2 + A3, Na qual Ak ∈ Λk(R3) e´ um k-vetor. Definimos:
〈 〉k : Λ(R3) −→ Λk(R3)
como a projec¸a˜o de um multivetor em sua parte k-vetorial, ou seja, 〈A〉k = Ak {k =
0, 1, 2, 3}.
Chamamos de Involuc¸a˜o graduada (ou graduac¸a˜o) a operac¸a˜o, denotada por “ .̂ ”, tal
que:
Âk = (−1)kAk
Como (−1)k e´ positivo ou negativo de acordo com o expoente k, podemos classificar a
graduac¸a˜o como sendo par ou ı´mpar, se o sinal (−1)k e´ positivo ou negativo, respectiva-
mente. Dessa forma, para todo A ∈ C`3 temos
Â = A0 − A1 + A2 − A3.
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Uma outra operac¸a˜o que tambe´m aparece em C`3 e´ a reversa˜o. Esta operac¸a˜o no qual
denotamos por “∼” e´ definida por:
A˜k = (−1)k(k−1)/2Ak.
∀A ∈ C`3 =⇒ A˜ = A0 + A1 − A2 − A3.
A denominac¸a˜o reversa˜o se deve ao fato de que esta operac¸a˜o pode ser vista como a
inversa˜o da ordem do produto exterior, de modo que, se reordenamos esse produto na
ordem reversa para coloca´-lo na ordem original, o fator (−1)k(k−1)/2 aparece.
Finalmente apresentamos a operac¸a˜o de conjugac¸a˜o, definida como sendo a operac¸a˜o
que “combina” reversa˜o e involuc¸a˜o graduada, no qual denominamos por “−”. Assim,
para todo A ∈ C`3 o seu conjugado e´:
A¯ = A0 − A1 − A2 + A3.
A norma de um multivetor A ∈ C`3 e´ definida como:
|A|2 = 〈A˜A〉0 = 〈AA˜〉0 = α2 + α21 + α22 + α23 + α212 + α213 + α223 + α2123
Utilizando a involuc¸a˜o graduada podemos decompor C`3 como uma soma direta, ou seja:
C`3 = C`+3 ⊕ C`−3 ,
onde o ı´ndice positivo e´ denominado ser a parte par da a´lgebra de C`3 e o ı´ndice negativo
e´ como sendo a parte ı´mpar. A parte par e´ uma sub-a´lgebra de C`3. Para provar que
C`+3 e´ suba´lgebra precisamos provar que o produto de quaisquer dois elementos de C`+3
pertenc¸am a C`+3 . Assim, considere dois elementos que pertenc¸am a parte par de C`3:
P = α + α12e1e2 + α13e1e3 + α23e2e3 e Q = β + β12e1e2 + β13e1e3 + β23e2e3,
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com α, β, αij, βij ∈ R. Fazendo o produto geome´trico PQ
PQ = (α + α12e1e2 + α13e1e3 + α23e2e3)(β + β12e1e2 + β13e1e3 + β23e2e3) =
= αβ + αβ12e1e2 + αβ13e1e3 + αβ23e2e3︸ ︷︷ ︸
∈ C`+3 = v1
+
+ α12βe1e2 + α12β12(e1e2)
2 + α12β13(e1e2)(e1e3) + α12β23(e1e2)(e2e3)︸ ︷︷ ︸
v2
+
+ α13βe1e3 + α13β12(e1e3)(e1e2) + α13β13(e1e3)
2 + α13β23(e1e3)(e2e3)︸ ︷︷ ︸
v3
+
+ α23βe2e3 + α23β12(e2e3)(e1e2) + α23β13(e2e3)(e1e3) + α23β23(e2e3)
2︸ ︷︷ ︸
v4
,
(1.20)
no qual separamos em parcelas vj com j = 1, 2, 3, 4 para fins dida´ticos. A primeira
parcela e´ claramente um elemento da a´lgebra par. A segunda parcela tambe´m e´ um
elemento de C`+3 , pois:
v2 = α12βe1e2 + α12β12 (e1e2)
2︸ ︷︷ ︸
−1
+α12β13 (e1e2)(e1e3)︸ ︷︷ ︸
−e2e1e1e3 = −e2e3
+α12β23 (e1e2)(e2e3)︸ ︷︷ ︸
e1e3
=
= α12βe1e2 +−α12β12 +−α12β13e2e3 + α12β23e1e3 ∈ C`+3 ,
(1.21)
de modo ana´logo ao que foi feito na u´ltima equac¸a˜o, a terceira e quarta parcelas tambe´m
sa˜o elementos de C`+3
v3 = α13βe1e3 + α13β12 (e1e3)(e1e2)︸ ︷︷ ︸
−e3e1e1e2 = −e3e2
+α13β13 (e1e3)
2︸ ︷︷ ︸
−1
+α13β23 (e1e3)(e2e3)︸ ︷︷ ︸
−e1e3e3e2 = −e1e2
=
= α13βe1e3 − α13β12e3e2 − α13β13 − α13β23e1e2 ∈ C`+3 ,
v4 = α23βe2e3 + α23β12 (e2e3)(e1e2)︸ ︷︷ ︸
e3e2e2e1 = e3e1
+α23β13 (e2e3)(e1e3)︸ ︷︷ ︸
−e2e3e3e1 = −e2e1
+α23β23 (e2e3)
2︸ ︷︷ ︸
−1
=
= α23βe2e3 + α23β12e3e1 − α23β13e2e1 − α23β23 ∈ C`+3 .
(1.22)
Assim, PQ = v1 +v2 +v3 +v4 ∈ C`+3 e, portanto, provamos que PQ ∈ C`+3 , e assim C`+3 e´
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uma suba´lgebra de C`3. Para provarmos que C`−3 na˜o e´ suba´lgebra, basta considerarmos
os elementos e1 ∈ C`−3 e e3 ∈ C`−3 e fazermos o produto geome´trico entre eles, e obtemos,
e1e3 ∈ C`+3 e, portanto, na˜o possui fechamento para o produto geome´trico na parte ı´mpar
de C`3, e, portanto C`−3 na˜o e´ suba´lgebra de C`3.
Agora consideremos uma operac¸a˜o denominada dualidade. Dado um k-vetor Ak,
definimos seu dual ?Ak
?Ak = A˜ki,
onde i = e1e2e3.
E´ poss´ıvel notar que na operac¸a˜o de dualidade existe uma estreita dependeˆncia com
a orientac¸a˜o dada, no nosso caso, utilizamos a orientac¸a˜o segundo a regra da ma˜o di-
reita1 . O uso da operac¸a˜o reversa˜o na definic¸a˜o acima, e´ justificado para que esta
definic¸a˜o coincida com a chamada dualidade de Hodge 2 dentro do ca´lculo com for-
mas diferenciais, veja [10]. Podemos verificar que a partir da definic¸a˜o acima que
?Ak ∈ Λ3−k(R3). Como dim Λk(R3) = dim Λ3−k(R3), 3 ou seja, a operac¸a˜o de duali-
dade nos define um isomorfismo entre Λk(R3) e Λ3−k(R3). Para verificarmos a u´ltima
informac¸a˜o, iremos aplicar a operac¸a˜o de dualidade a um escalar (A0), um vetor (A1), um
bivetor (A2) e um trivetor (A3) que sera˜o denotados por A0 = α, A1 = α1e1 +α2e2 +α3e3,
A2 = α12e1e2 + α13e1e3 + α23e2e3, A3 = α123e1e2e3, assim:
• escalar A0 :
?A0 = A˜0e1e2e3 = A0(e1e2e3) = αe1e2e3 ∈ A3,
1Para mais informac¸o˜es basta consultar um livro de f´ısica ba´sica, tal como Nussensveig, H.M. Curso
de F´ısica Ba´sica - Mecaˆnica - Vol. 1 - 5a Edic¸a˜o, Editora Edgard Blucher (2013).
2Em matema´tica, o operador estrela de Hodge ou dual de Hodge e´ uma aplicac¸a˜o linear importante
introduzida por W.V.D Hodge. Ela e´ definida na a´lgebra exterior de um espac¸o com produto interno
finito-dimensional orientado.
3De fato, isso acontece, pois, de modo geral a dimensa˜o dim Λk(Rn) =
n!
k!(n− k)! =
n!
(n− k)!(n− n + k)! = dim Λ
n−k(Rn).
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• vetor: A1 :
?A1 = A˜1e1e2e3 = A1(e1e2e3) = (α1e1 + α2e2 + α3e3)e1e2e3 =
= (α1e1)(e1e2e3) + (α2e2)(e1e2e3) + (α3e3)(e1e2e3) =
= α1 (e1e1)︸ ︷︷ ︸
1
(e2e3) + α2 (e2e1e2e3)︸ ︷︷ ︸
−e1e3
+ α3 (e3e1e2e3)︸ ︷︷ ︸
e1e2
=
= α1e2e3 + α2e3e1 + α3e1e2 ∈ A2,
• bivetor: A2
?A2 = A˜2e1e2e3 = −A2(e1e2e3) = −(α12e1e2 + α13e1e3 + α23e2e3)e1e2e3 =
= −(α12e1e2)(e1e2e3)− (α13e1e3)(e1e2e3)− (α23e2e3)(e1e2e3) =
= −α12 (e1e2e1e2e3)︸ ︷︷ ︸
−e3
−α13 (e1e3e1e2e3)︸ ︷︷ ︸
e2
−α23 (e2e3e1e2e3)︸ ︷︷ ︸
−e1
=
= α12e3 − α13e2 + α23e1 ∈ A1,
• trivetor: A3
?A3 = A˜3e1e2e3 = −A3e1e2e3 = −α123 (e1e2e3)(e1e2e3)︸ ︷︷ ︸
−1
= α123 ∈ A0.
Como podemos notar acima, um bivetor e´ o dual de um vetor, e um trivetor e´ o dual de
um escalar, por isso, na literatura e´ comum referirmos a um bivetor como um pseudo-
vetor, e a um trivetor como um pseudo-escalar.
Observe que, um 2-vetor descreve o fragmento de plano definido por dois vetores
ortogonais (como por exemplo e1e2). O dual de um 2-vetor e´ um vetor (?e1e2 = e3), com
e3 ortonormal a e1 e e2 (segundo a orientac¸a˜o adotada como sendo a da ma˜o direita).
Com esta u´ltima afirmac¸a˜o, e´ poss´ıvel concluir que a operac¸a˜o de dualidade em espac¸os
de dimensa˜o 3, nos fornece um vetor ?(v∧u) que e´ normal ao fragmento de plano descrito
por v∧u. Como em um plano em espac¸os de dimensa˜o 3 podemos definir um u´nico vetor
normal a este plano, o dual do produto vetorial de dois vetores e´ exatamente o vetor
normal ao plano formado pelos esses vetores. Dentro de C`3 e´ poss´ıvel definir o produto
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vetorial como sendo:
v × u = ? (v ∧ u) = −i (v ∧ u) = − (v ∧ u) i. (1.23)
Esta definic¸a˜o e´ completamente equivalente ao produto vetorial da a´lgebra vetorial do
R3. 4
1.1 Representac¸a˜o matricial, quate´rnions e rotac¸o˜es
Podemos identificar um isomorfismo entre a a´lgebra das matrizes complexas 2 × 2
(ou simplesmente Mat(2,C)) e a a´lgebra C`3. Para fazermos essa identificac¸a˜o, considere
uma base para Mat(2,C), como segue:
σ1 =
 0 1
1 0
 ; σ2 =
 0 −i
i 0
 ; σ3 =
 1 0
0 −1
 (1.24)
Essas matrizes sa˜o conhecidas como matrizes de Pauli. Notemos que:
(σ1)
2 =
 0 1
1 0
 0 1
1 0
 =
 1 0
0 1
 ,
(σ2)
2 =
 0 −i
i 0
 0 −i
i 0
 =
 1 0
0 1
 ,
(σ3)
2 =
 1 0
0 −1
 1 0
0 −1
 =
 1 0
0 1
 .
(1.25)
4Na verdade, segundo esta definic¸a˜o, o resultado da operac¸a˜o e´ um vetor (vetor polar, segundo a
definic¸a˜o usada em textos de f´ısica ba´sica), e na˜o um pseudo-vetor (vetor axial).
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E´ poss´ıvel verificar que para toda σi e σj com i 6= j
σiσj + σiσj =
 0 0
0 0
 .
Ou seja, as matrizes de Pauli anticomutam e cada matriz multiplicada por ela mesma da´
como resultado a unidade das matrizes complexas. Este resultado e´ o mesmo que obtemos
com os elementos da base canoˆnica do R3 com o produto geome´trico. Podemos tambe´m
obter como resultado σ1σ2 = iσ3 = −σ2σ1, σ3σ1 = iσ2 = −σ1σ3, σ2σ3 = iσ1 = −σ3σ2,
onde i e´ a unidade imagina´ria dos nu´meros complexos. Com essas relac¸o˜es em ma˜os,
podemos fazer a seguinte identificac¸a˜o:
e1 ↔ σ1, e2 ↔ σ2, e3 ↔ σ3.
Assim podemos representar C`3 como matrizes Mat(2,C). Podemos resumir a corres-
pondeˆncia entre os elementos da a´lgebra C`3 e as matrizes Mat(2,C), na tabela a seguir:
Correspondeˆncia entre C`3 e Mat(2,C)
Mat(2,C) C`3
Id 1
σ1, σ2, σ3 e1, e2, e3
σ1σ2, σ1σ3, σ2σ3 e1e2, e1e3, e2e3
σ1σ2σ3 e1e2e3
Representar a a´lgebra C`3 como matrizes complexas, apesar de aparentemente repre-
sentar uma facilidade, deve ser evitado, pois ao trabalharmos com as matrizes Mat(2,C),
perdemos a vantagem de termos a estrutura multivetorial da a´lgebra C`3. Definimos o
3-vetor e1e2e3 como sendo i = e1e2e3, o propo´sito de denotarmos com a letra i, e´ que ele
faz o papel ana´logo ao da unidade imagina´ria dos nu´meros complexos, pois:
(e1e2e3)
2 = (e1e2e3)(e1e2e3) = (e1e2e3)︸ ︷︷ ︸
e2e3e1
e1e2e3 = e2e3 e1e1︸︷︷︸
1
e2e3 = e2e3 e2e3︸︷︷︸
−e3e2
= −e2e3e3e2 = −1,
e comuta com todos os elementos de C`3.
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Agora apresentaremos um isomorfismo entre a´lgebras: a suba´lgebra par de C`3 e a
a´lgebra dos quate´rnions. Os quate´rnions H, e´ uma a´lgebra associativa e de divisa˜o, cujos
elementos sa˜o da forma:
q = α + α1i+ α2j + α3k (1.26)
e obedecem as seguintes regras de multiplicac¸a˜o:
i2 = j2 = k2 = −1. (1.27)
E tambe´m satisfazem as seguintes relac¸o˜es,
ij = −ji = k,
jk = −kj = i,
ki = −ik = j.
(1.28)
Para fazer a identificac¸a˜o de C`+3 com a a´lgebra dos quate´rnions, considere um ele-
mento arbitra´rio de C`+3 , ou seja:
A = a+ a12e1e2 + a31e3e1 + a23e2e3. (1.29)
Introduzindo agora a seguinte notac¸a˜o
i = e3e2, j = e1e3, k = e2e1. (1.30)
Substituindo (1.30) em (1.29) e considerando que −i = e2e3, −j = e3e1, −k = e1e2
obtemos:
A = a− a23i− a31j− a12.k (1.31)
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Pode-se obter facilmente:
i2 = j2 = k2 = −1,
ij = −ji = k,
jk = −kj = i,
ki = −ik = j.
(1.32)
Ou seja, C`+3 e´ uma a´lgebra isomorfa a dos quate´rnions, atrave´s da seguinte identi-
ficac¸a˜o:
{
i, j, k
}←→ {i, j,k} . (1.33)
Com isso, mostramos que H ' C`+3 .
Dentro da a´lgebra do espac¸o f´ısico, podemos realizar rotac¸o˜es dos elementos da a´lgebra
(vetores, bivetores, etc.). Realizar rotac¸o˜es dentro da a´lgebra do espac¸o f´ısico possui uma
vantagem, a na˜o necessidade de uma estrutura adicional. No caso da a´lgebra vetorial
do R3 para representar uma rotac¸a˜o e´ necessa´rio considerar matrizes de rotac¸a˜o que sa˜o
introduzidas atrave´s de transformac¸o˜es lineares.
Para discutir mais sobre isso, consideremos um vetor v ∈ R3, no qual realizamos
uma rotac¸a˜o arbitra´ria, resultando no vetor v′. Da equac¸a˜o (1.14), podemos escrever o
produto geome´trico entre v′ e v na forma:
v′v = v′ · v + v′ ∧ v, (1.34)
onde ja´ vimos que v′ · v corresponde ao produto escalar, enquanto v′∧ v relaciona-se com
o produto vetorial atrave´s de v′ × v = −i(v′ ∧ v) . Logo
v′v = v′ · v + i(v′ × v). (1.35)
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Dados dois vetores v′ e v, definimos o aˆngulo θ entre eles atrave´s das expresso˜es
v′ · v = |v′||v| cos θ,
|v′ × v| = |v′||v|sen θ.
(1.36)
Por outro lado, o vetor w = v′× v se encontra dirigido ao longo da normal ao fragmento
de plano definido pelos vetores v′ e v, de modo que podemos escrever
v′ × v = |v′ × v|ŵ = |v′||v|sen θŵ, (1.37)
onde ŵ e´ o vetor normal (unita´rio). Usando as equac¸o˜es (1.36) em (1.35)obtemos:
v′v = |v′||v| (cos θ + iŵsen θ.) (1.38)
Vamos analisar o termo entre pareˆnteses na expressa˜o acima. O vetor ŵ e´ unita´rio, ou
seja, ŵ2 = 1 e i e´ um 3-vetor tal que i2 = −1. Logo iŵ = ?ŵ e´ um 2 -vetor tal que
(iŵ)2 = −1. Definindo,
exp (iŵθ) =
∞∑
n=0
(iŵθ)n
n!
, (1.39)
e utilizando (iŵ)2 = −1, podemos escrever
exp (iŵθ) = cos θ + iŵsen θ. (1.40)
Essa fo´rmula generaliza a famosa fo´rmula de Euler exp(iθ) = cos θ+ isen θ
(
i =
√−1).
Aqui i e´ a unidade imagina´ria do corpo dos complexos. Utilizando a expressa˜o (1.40) em
(1.38) obtemos:
v′v = |v′||v| exp (iŵθ) . (1.41)
Multiplicando a u´ltima expressa˜o a` direita por v e considerando que v2 = |v|2 e |v′| = |v|,
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uma vez que v′ e´ o vetor que e´ resultante de uma rotac¸a˜o de v, obtemos:
v′ = exp (iŵθ) v. (1.42)
Observe que iŵ =
iw
|w| =
i(v′ × v)
|v′ × v| =
(v′ ∧ v)
|v′ × v| , e que (v
′ ∧ v)v = −v(v′ ∧ v), a equac¸a˜o
anterior pode ser escrita:
v′ = exp (iŵθ/2) v exp (−iŵθ/2) (1.43)
As equac¸o˜es (1.42) e (1.43) descrevem a rotac¸a˜o do vetor v atrave´s de um plano cujo
vetor normal e´ ŵ por um aˆngulo θ.
Pore´m, a expressa˜o que iremos tomar para as rotac¸o˜es dentro de C`3 e´ a equac¸a˜o
(1.43) e na˜o a (1.42), pois, queremos uma expressa˜o para as rotac¸o˜es que expresse todos
os fatos relativos a uma rotac¸a˜o, em particular, uma rotac¸a˜o que na˜o altere os escalares,
e uma rotac¸a˜o atrave´s de um plano que na˜o altere o 2-vetor que descreve este plano.
Por isso devemos definir a rotac¸a˜o que estamos considerando atrave´s da equac¸a˜o (1.43)
pois,
exp (iŵθ/2)α exp (−iŵθ/2) = α,
exp (iŵθ/2) (v′ ∧ v) exp (−iŵθ/2) = (v′ ∧ v).
(1.44)
enquanto expresso˜es ana´logas a` (1.42) alteram o escalar α e o 2-vetor (v′ ∧ v). Definimos
portanto a rotac¸a˜o do multivetor A por um aˆngulo θ atrave´s do plano cuja normal e´ ŵ
atrave´s da expressa˜o
A′ = exp (iŵθ/2)A exp (−iŵθ/2) . (1.45)
Para estudar essa expressa˜o, denotaremos
R = exp
iŵθ/2︸ ︷︷ ︸
B
 = exp B (1.46)
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onde B e´ um 2-vetor. Observe que R˜ = R−1, pois, R˜ = exp B˜ = exp (−B) = R−1.
Ale´m disso, definimos a func¸a˜o exponencial da seguinte forma exp B = exp(iŵθ/2) =
cos(θ/2) + iŵsen (θ/2), como cos(θ/2) e´ um escalar e iŵsen (θ/2) e´ um bivetor (pois,
e´ produto de um escalar com um bivetor), enta˜o R = exp B ∈ C`+3 . O conjunto dos
elementos da forma exp B com B ∈ Λ2 (R3) forma um grupo. Esse grupo e´ denominado
Spin(3), ou seja
Spin(3) =
{
R ∈ C`+3 |R˜ = R−1
}
. (1.47)
Note que R ∈ Spin(3) e´ tal que RR˜ = 1, com R ∈ C`+3 . Observe que a partir da equac¸a˜o
(1.45) tanto R como −R descrevem a mesma rotac¸a˜o uma vez que R aparece em par a`
direita e a` esquerda de A. A explicac¸a˜o para este fato e´ simples: uma rotac¸a˜o atrave´s de
um plano com normal ŵ por um aˆngulo θ e´ equivalente a uma rotac¸a˜o no mesmo plano
mas no sentido contra´rio por um aˆngulo 2pi − θ. De fato, enquanto a primeira rotac¸a˜o e´
descrita por R = exp (iŵθ/2), a outra e´ descrita por
exp [i (−ŵ) ((2pi − θ) /2)] = exp (iŵθ/2) exp (iŵθ/2) exp (−iŵpi) =
= − exp (iŵθ/2) = −R.
(1.48)
O grupo Spin(3) e´ o recobrimento duplo do SO(3) (grupo das rotac¸o˜es), ou seja, a cada
elemento de Spin(3) associamos a dois elementos de SO(3).
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Cap´ıtulo 2
Equac¸a˜o de Pauli - mecaˆnica
quaˆntica na˜o relativista
No in´ıcio do se´culo XX a f´ısica sofreu inu´meras transformac¸o˜es, principalmente de-
vido ao desenvolvimento de uma nova vertente da f´ısica: a f´ısica quaˆntica. Em 1926,
o matema´tico austr´ıaco Schro¨dinger publicou a equac¸a˜o que recebeu seu nome, no qual
descrevia um grande nu´mero de fenoˆmenos quaˆnticos. Um ano depois da publicac¸a˜o da
equac¸a˜o de Schro¨dinger, Wolfang Pauli, inseriu os fenoˆmenos magne´ticos, e obteve a hoje
chamada equac¸a˜o de Pauli. Antes de apresentar a equac¸a˜o de Pauli iremos fazer uma
pequena digressa˜o sobre o aparato matema´tico da AEF que sera´ utilizado no texto que
segue.
Espinor de Pauli
Vimos anteriormente que C`3 ' Mat(2,C), que e´ a a´lgebra das matrizes complexas
2× 2 gerada por {1, σ1, σ2, σ2}. Estas matrizes representam os endomorfismos do espac¸o
vetorial C2, ou seja, aplicac¸o˜es lineares C2 −→ C2. O espac¸o vetorial C2 e´ o que cha-
mamos de espac¸o dos espinores quando o espac¸o vetorial for o R3. Estes espinores sa˜o
chamados espinores de Pauli. Os espinores de Pauli carregam a representac¸a˜o do grupo
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Spin(3). Um espinor de Pauli e´ um elemento da forma
ψ =
 α1 + iβ1
α2 + iβ2
 , (2.1)
onde αi, βi ∈ R.
A definic¸a˜o do espinor de Pauli que acabamos de apresentar foi dada em termos da
a´lgebra das matrizes Mat(2,C). O pro´ximo passo sera´ dar a definic¸a˜o equivalente do
espinor de Pauli em termos da a´lgebra do espac¸o f´ısico. Em [1], podemos representar um
espinor de Pauli em C`3 como sendo um elemento da suba´lgebra par de C`3, ou seja C`+3 .
Diremos que este elemento de C`+3 e´ um espinor operatorial de Pauli. O motivo deste
nome ficara´ claro no texto que segue. A relac¸a˜o entre um ψ ∈ C`+3 e ψ ∈ C2 e´ dada
explicitamente por:
ψ = a+ a12e1e2 + a13e1e3 + a23e2e3 ←→
 a + ia12
a13 + ia23
 = ψ. (2.2)
Note que
ψ = (a+ a12e1e2) + (a13 + a23e2e1) e1e3, (2.3)
onde e1e2 e e2e1 fazem o papel da unidade imagina´ria. Agora iremos justificar a deno-
minac¸a˜o “operatorial”para o elemento de C`+3 . Para isso, dado ψ ∈ C`+3 como na u´ltima
expressa˜o, aplicando a reversa˜o em ψ e multiplicando por ψ, temos:
ψψ˜ = a2 + a212 + a
2
13 + a
2
23, (2.4)
onde aqui definimos a2 + a212 + a
2
13 + a
2
23 = ρ. Claramente podemos ver que ρ e´ positivo,
pois, a, a12, a13, a23 sa˜o escalares.
E´ poss´ıvel identificar a quadra
(
a/
√
ρ, a12/
√
ρ, a13/
√
ρ, a23/
√
ρ
)
com as coordenadas
locais de R4 e a equac¸a˜o anterior como uma descric¸a˜o S3 (esfera). Aqui podemos utilizar
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os aˆngulos de Euler (φ, θ, ϕ) para parametrizar S3, e assim, podemos escrever:
a =
√
ρ cos
θ
2
cos
(
φ+ ϕ
2
)
,
a12 =
√
ρ cos
θ
2
sen
(
φ+ ϕ
2
)
,
a13 =
√
ρsen
θ
2
sen
(
φ− ϕ
2
)
,
a23 =
√
ρsen
θ
2
cos
(
φ− ϕ
2
)
.
(2.5)
Podemos representar ψ da seguinte forma:
ψ =
√
ρR. (2.6)
Uma forma de escrever R ∈ Spin(3) e´ utilizando os aˆngulos de Euler, como apresen-
tado a seguir [1]:
R = cos
θ
2
cos
(
φ+ ϕ
2
)
+ cos
θ
2
sen
(
φ+ ϕ
2
)
e1e2 + sen
θ
2
cos
(
φ− ϕ
2
)
e2e3+
+ sen
θ
2
sen
(
φ− ϕ
2
)
e1e3
(2.7)
Agora verificaremos que de fato, R da forma que foi apresentado, pertence ao grupo
Spin(3). Para isso, o elemento par R, deve satisfazer RR˜ = R˜R = 1. Aplicando a
operac¸a˜o de reversa˜o a R, 1 obtemos:
R˜ = cos
θ
2
cos
(
φ+ ϕ
2
)
− cos θ
2
sen
(
φ+ ϕ
2
)
e1e2 − sen θ
2
cos
(
φ− ϕ
2
)
e2e3−
− sen θ
2
sen
(
φ− ϕ
2
)
e1e3
(2.8)
1Observando que, a operac¸a˜o reversa˜o muda o sinal na parte do bivetor.
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Antes de fazer o produto RR˜, primeiro iremos utilizar uma notac¸a˜o para facilitar os
ca´lculos. Denotaremos x = cos θ
2
cos
(
φ+ϕ
2
)
, y = cos θ
2
sen
(
φ+ϕ
2
)
, z = sen θ
2
cos
(
φ−ϕ
2
)
,
w = sen θ
2
sen
(
φ−ϕ
2
)
, de modo que R e R˜ sera˜o escritos no seguinte formato:
R = x+ ye1e2 + ze2e3 + we1e3
R˜ = x− ye1e2 − ze2e3 − we1e3.
(2.9)
Agora fazendo o produto RR˜:
RR˜ = (x+ ye1e2 + ze2e3 + we1e3) (x− ye1e2 − ze2e3 − we1e3) =
= x2 − xye1e2 − xze2e3 − xwe1e3+
+ xye1e2 + y
2 − yze1e2e2e3 − ywe1e2e1e3
+ xze2e3 + (−yze2e3e1e2)︸ ︷︷ ︸
yze1e2e2e3
+z2 − zwe2e3e1e3
+ xwe1e3 + (−ywe1e3e1e2)︸ ︷︷ ︸
ywe1e2e1e3
+ (−zwe1e3e2e3)︸ ︷︷ ︸
zwe2e3e1e3
+w2,
(2.10)
e assim, obtemos:
RR˜ = x2 + y2 + z2 + w2 (2.11)
Explicitando x, y, z, w:
RR˜ = cos2
θ
2
[
cos2
(
φ+ ϕ
2
)
+ sen2
(
φ+ ϕ
2
)]
+
+ sen2
θ
2
[
cos2
(
φ− ϕ
2
)
+ sen2
(
φ− ϕ
2
)]
= 1.
(2.12)
De modo ana´logo R˜R = 1, assim, R ∈ Spin(3).
Agora considere um v arbitra´rio e fac¸amos a operac¸a˜o ψvψ˜:
ψvψ˜ = ρRvR˜, (2.13)
onde R˜ = R−1 ∈ C`+3 e ρ > 0. RvR−1 representa uma rotac¸a˜o do vetor v e a multiplicac¸a˜o
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por ρ > 0 uma dilatac¸a˜o. Conclu´ımos assim que ψ age sobre um vetor atrave´s de uma
rotac¸a˜o e de uma dilatac¸a˜o. Em func¸a˜o desta interpretac¸a˜o de ψ em termos de sua
operac¸a˜o sobre um vetor como em v 7→ ψvψ˜ sugere-se o nome espinor operatorial para
ψ.
De modo mais geral um espinor operatorial e´ definido como sendo uma classe de
equivaleˆncia de elementos ψB, ψB′ ∈ C`+3 , tais que:
ψBe3ψ˜B′ = ψBe
′
3ψ˜B′ (2.14)
onde o vetor e3 que aparece na igualdade acima, e´ denominado com sendo vetor de
refereˆncia cuja a escolha e´ arbitra´ria, e
′
3 e´ obtido a partir de e3 por uma rotac¸a˜o, ψB, ψB′
sa˜o os espinores nas bases B = {e1, e2, e3} , B′ = {e′1, e′2, e′3} respectivamente, de modo
que B e B′ esta˜o associadas a dois sistemas de referencial S e S ′.
A igualdade (2.14) pode ser vista como a descric¸a˜o de uma dada propriedade calculada
dentro do sistema S e a mesma quantidade calculada dentro do sistema S ′. Os sistemas S
e S ′ sa˜o equivalentes e os espinores ψB, ψB′ representam o mesmo objeto, pois, descrevem
a mesma propriedade.
Denotaremos a classe de equivaleˆncia por Ψ, e diremos que ψB e´ o representante Ψ
na base B e ψB′ e´ o representante na base B′, e ψB′ , ψB sa˜o considerados equivalentes se
ψB′ = ψBR−1. Agora vamos definir uma transformac¸a˜o ativa de um spinor. Considere
x = ψBe3ψ˜B′ e a seguinte transformac¸a˜o ativa:
ei 7→ e′i = ReiR˜, x 7→ x′ = RxR˜, (2.15)
onde R ∈ Spin(3). Do ponto de vista de uma transformac¸a˜o ativa, o vetor x′ e´ um outro
vetor, e podemos escrever
x′ = ψ
′
Be
′
3ψ˜
′
B′ = ψ
′
B′e3ψ˜
′
B′ , (2.16)
41
onde ψ′B e ψ
′
B′ sa˜o os representantes do espinor Ψ’ nas bases B e B′ respectivamente. Mas,
x′ = ψ
′
B′e
′
3ψ˜
′
B′ = RxR˜ = RψBe3ψ˜
′
B′R˜ = RψBR˜Re3R˜Rψ˜BR˜
= R (ψBR−1) e
′
3
(
Rψ˜B
)
R˜,
(2.17)
de onde conclu´ımos que
ψ′B′ = RψBR
−1. (2.18)
Mas, se ψB e ψB′ sa˜o representantes de Ψ nas bases B e B′ enta˜o ψB′ = ψBR−1. Desse
modo, temos
ψ′B′ = RψB′ , (2.19)
que e´ a expressa˜o para a transformac¸a˜o ativa de um espinor em termos de seu represen-
tante na base B′. Em termos da base B temos ψ′BR−1 de modo que
ψ′B = RψB, (2.20)
o que nos mostra que de maneira geral:
Ψ’ = RΨ . (2.21)
Assim uma transformac¸a˜o ativa sobre ψB ou ψB′ se faz atrave´s de ψ′B 7→ RψB ou
ψB′ 7→ ψ′B′ = RψB′ = R′ψB′ , onde R′ e´ o mesmo multivetor R, escrito na˜o em termos de
{ei} mas, de {e′i}, ou seja, R′ = R(R)R˜ = R. O que mostra que a equac¸a˜o ψ′B = RψB
e´ a expressa˜o do espinor transformado Ψ na base B, ou seja, ψ′B, em termos da base
transformada B′, ou seja, ψ′B′ = RψB′ , e como ψ′B = ψBR−1, temos ψ′B′ = RψBR−1. O
espinor estabelece uma relac¸a˜o entre um observa´vel e um sistema de refereˆncia atrave´s
da relac¸a˜o x = ψBe3ψ˜B = ψB′e
′
3ψ˜B′ .
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Equac¸a˜o de Pauli
Agora iremos fazer uma breve discussa˜o da teoria de Pauli no contexto da a´lgebra
do espac¸o f´ısico. O postulado ba´sico da teoria de Pauli e´ que o ele´tron e´ descrito por
um campo de espinores operatoriais ψ(x, t) ∈ C`+3 , denotado por ψ. A densidade de
probabilidade ρ = ρ(x, t) e´ dada por
ρ = ψψ˜ = ψ˜ψ. (2.22)
Da equac¸a˜o (2.4), conclu´ımos que a densidade de probabilidade e´ positiva-definida (ρ ≥ 0)
e (2.6) e´ o campo de espinores operatoriais ψ.
A grandeza densidade de spin e´ definida como sendo:
ρs =
~
2
ψe3ψ˜, (2.23)
onde s =
~
2
ŝ, e ŝ e´ um vetor unita´rio. O surgimento do spin se deve ao momento de
dipolo magne´tico µ dado por µ =
e
mc
s e dele obtemos a densidade do momento de dipolo
magne´tico apresentado abaixo:
ρµ =
e~
2mc
ψe3ψ˜. (2.24)
O aparecimento expl´ıcito do vetor de refereˆncia e3 determina uma direc¸a˜o no espac¸o que
denominamos direc¸a˜o (ou eixo) de quantizac¸a˜o. A escolha e´ completamente arbitra´ria.
A escolha de uma outra direc¸a˜o determinada por e
′
3 = Re3R˜, R ∈ Spin(3), implica que
ψBe3ψB′ = ψB′e
′
3ψ˜B′ com ψB′ = ψBR˜, e tanto ψB como ψB′ podem ser representadas pela
mesma matriz coluna. E´ claro que isso na˜o altera o vetor s, mas, suas componentes sa˜o
obviamente diferentes em func¸a˜o de diferentes escolhas da direc¸a˜o de quantizac¸a˜o.
Se o campo de vetores s e´ constante, ou seja, na˜o depende nem da posic¸a˜o nem
do tempo, enta˜o dizemos que o ele´tron esta´ em um autoestado de spin. Nesse caso
podemos convenientemente escolher a direc¸a˜o de quantizac¸a˜o como sendo a direc¸a˜o do
vetor s. Considere a equac¸a˜o (2.23) multiplicando ela por ψ e usando (2.22) obtemos,
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sψ = (~/2)ψe3 ou ainda e3sφ = (~/2) e3ψe3, e da´ı definimos o operador multivetorial S
como
S[ψ] =
~
2
e3ψe3. (2.25)
Temos um autoestado de spin quando
S[ψ] = ±~
2
ψ. (2.26)
Nesse caso S[ψ] = e3sψ = ±(~/2)ψ, ou seja, e3s = ±(~/2), de onde obtemos que:
s = ±~
2
e3, (2.27)
que nos diz que a direc¸a˜o de quantizac¸a˜o coincide com a do spin. O operador momentum
e´ definido como sendo
p[ψ] = −~∇ψie3. (2.28)
A partir da definic¸a˜o do operador momento, podemos definir a densidade de momentum
ρp:
ρp = 〈p[ψ]ψ˜〉1. (2.29)
observe que 〈 〉1 indica a parte 1-vetor da expressa˜o acima, posteriormente utilizaremos
esta expressa˜o para mostrarmos que o momento e a velocidade na˜o sa˜o colineares dentro
da teoria de Pauli, isto ja´ e´ sabido mesmo no n´ıvel de uma teoria cla´ssica em part´ıculas
com spin, ver [13]. Definimos tambe´m o operador momentum cine´tico P[ψ] como sendo:
P[ψ] = p[ψ]− e
c
−→
Aψ, (2.30)
onde
−→
A =
−→
A (x) e´ a quantidade interpretada como sendo o potencial vetor eletro-
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magne´tico. Finalmente, apresentaremos a equac¸a˜o de Pauli:
−~2
2m
(
∇− e
c
−→
A
)2
ψ = i~
∂ψ
∂t
σ3 + e
A0
c
ψ (2.31)
A fim de fixarmos uma notac¸a˜o que iremos utilizar posteriormente definimos as se-
guintes quantidades:
E[ψ] = ~
∂ψ
∂t
iσ3 − e
c
A0ψ,
P[ψ] = p[ψ]− e
c
−→
Aψ = −i~∇ψσ3 − e
c
−→
Aψ,
(2.32)
Com esta notac¸a˜o podemos escrever a equac¸a˜o de Pauli na forma compacta
P2
2m
[ψ] = E[ψ] (2.33)
O motivo de descrever a equac¸a˜o de Pauli neste formato ficara´ claro no u´ltimo cap´ıtulo.
Agora, desenvolvendo a poteˆncia P2[ψ] utilizando da relac¸a˜o (2.32),
P2 [ψ] = −i~∇ (P [ψ])σ3 − ec
−→
AP [ψ] =
= −i~2∇2ψ + i~ e
c
∇
(−→
Aψ
)
σ3 + i~ ec
−→
A∇ψσ3 + e2c2
−→
A 2ψ,
(2.34)
a u´ltima equac¸a˜o e´ equivalente a,
P2 [ψ] = −~2∇2ψ + i~e
c
(
∇−→A
)
ψσ3 + i~
e
c
σj
−→
A (∂jψ)σ3 + i
e
c
~
−→
A∇ψσ3 + e
2
c2
−→
A 2ψ,(2.35)
sabendo que σj
−→
A = 2σj · −→A −−→Aσj obtemos:
P2 [ψ] = −~2∇2ψ + i~e
c
(
∇−→A
)
ψσ3 + 2i~
e
c
(−→
A · σj
)
∂jψσ3 − i~e
c
−→
A∇ψσ3+
+i
e
c
~
−→
A∇ψσ3 + e
2
c2
−→
A 2ψ,
(2.36)
utilizando da decomposic¸a˜o do produto de Clifford ∇−→A = ∇ · −→A +∇∧−→A , −→B = ∇∧−→A
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e dividindo por 2m obtemos:
P2
2m
[ψ] = − ~
2
2m
∇2ψ + i~ e
2mc
(
∇ · −→A
)
ψσ3 + i~
e
2mc
(−→
B
)
ψσ3+
+2i~
e
2mc
(−→
A · ∇
)
ψσ3 +
e2
2mc2
−→
A 2ψ
(2.37)
Finalmente, considerando a segunda equac¸a˜o de (2.32), ou seja, E[ψ], e comparando com
(2.33) obtemos a expressa˜o para equac¸a˜o de Pauli.
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Cap´ıtulo 3
A´lgebra do espac¸o-tempo
A construc¸a˜o da a´lgebra do espac¸o-tempo e´ ana´loga a` da a´lgebra do espac¸o f´ısico.
Como na definic¸a˜o geral da a´lgebra de Clifford era necessa´rio uma forma bilinear
sime´trica, iremos apresentar uma sutil diferenc¸a na forma como ela e´ descrita. Assim,
considere g uma forma bilinear sime´trica em Rn com assinatura (p, q). A assinatura
e´ uma partic¸a˜o da dimensa˜o do Rn, ou seja, p + q = n, de modo que para uma base
ortonormal B = {e1, ...., en}, e para um vetor v =
∑
i
viei arbitra´rio do Rn , a forma
bilinear sime´trica apresentara´ o seguinte formato
v2 = g(v, v) = (v1)
2 + ...+ (vp)− ...− (vp+1)2 − ...− (vn)2.
Na u´ltima expressa˜o, podemos notar que os coeficientes dos primeiros p− elementos
tem sinal positivo, os q = n− p seguintes tem sinal negativo.
No espac¸o quadridimensional R4 utilizaremos a assinatura (p, q) = (1, 3) 1; assim, a
forma bilinear sime´trica tera´ o seguinte formato:
g(v, v) = (v0)
2 − (v1)2 − (v2)2 − (v3)2. (3.1)
O espac¸o quadridimensional de assinatura (1, 3) munido desta forma bilinear sime´trica
tambe´m e´ conhecido como espac¸o de Minkowski, onde adotamos como sendo a primeira
1Tambe´m, e´ poss´ıvel utilizar assintura (3,1), para mais detalhes veja em [3]
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coordenada o ”0”, que tradicionalmente na literatura e´ denominada como sendo a coor-
denada temporal, e as outras treˆs coordenadas as coordenadas espaciais. Agora considere
g(v, v) = v2 = vv, 2 assim, utilizando o vetor v escrito como combinac¸a˜o linear da base
{v0, v1, v2, v3}, ou seja, v = v0e0 + v1e1 + v2e2 + v3 com os vi ∈ R para i = 0, 1, 2, 3, enta˜o,
temos a seguinte igualdade:
g(v, v) = vv = (v0e0 + v1e1 + v2e2 + v3)(v0e0 + v1e1 + v2e2 + v3) =
= (v0)
2(e0)
2 + (v1)
2(e1)
2 + (v2)
2(e2)
2 + (v3)
2(e3)
2+
+ v1v0(e1e0 + e0e1) + v2v0(e2e0 + e0e2) + v3v0(e3e0 + e0e3)+
+ v1v2(e1e2 + e2e1) + v1v3(e1e3 + e3e1) + v2v3(e2e3 + e3e2).
(3.2)
Comparando com (3.1) obtemos as seguintes relac¸o˜es
(e0)
2 = 1,
(ei)
2 = −1, (i = 1, 2, 3),
eµeν + eνeµ = 0 (µ, ν = 0, 1, 2, 3).
(3.3)
Aqui, ja´ podemos destacar que o espac¸o quadridimensional com o produto definido
de forma semelhante ao que foi feito na a´lgebra do espac¸o f´ısico, tem a mesma regra
de anticomutac¸a˜o, pore´m, e´ de destacar que a diferenc¸a entre as duas a´lgebras e´ que
(e0)
2 = 1 e (ei)
2 = −1 para i = 1, 2, 3
As operac¸o˜es de involuc¸a˜o, projec¸a˜o, reversa˜o e conjugac¸a˜o sa˜o ideˆnticas ao que foi
definido na a´lgebra do espac¸o f´ısico.
De modo ana´logo ao espac¸o tridimensional, temos
1. e1 e´ um vetor (1-vetor), uma base dos vetores e´:
{e0, e1, e2, e3};
2Aqui, esta´ sendo utilizado o produto geome´trico de Clifford.
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2. e1e2 e´ um bivetor (2-vetor), uma base dos bivetores e´:
{e0e1, e0e2, e0e3, e1e2, e1e3, e2e3};
3. e1e2e3 e´ um trivetor (3-vetor), uma base dos trivetores e´:
{e0e1e2, e0e1e3, e0e2e3, e1e2e3}
4. e0e1e2e3; e´ um quadrivetor (4-vetor) , uma base dos quadrivetores e´:
{e0e1e2e3}.
Agora o pseudoescalar, sera´ denominado por I = e5 = e0e1e2e3, onde utilizando as
relac¸o˜es (3.3), obtemos:
I2 = (e5)
2 = (e0e1e2e3)(e0e1e2e3) = −1. (3.4)
O espac¸o vetorial dos k − vetor sera´ denotado por Λk(R1,3) e a soma direta deles por
Λ(R1,3), ou seja,
Λ(R1,3) =
3⊕
k=0
Λk(R1,3) = Λ0(R1,3)⊕ Λ1(R1,3)⊕ Λ2(R1,3)Λ3(R1,3). (3.5)
Um elemento arbitra´rio de Λ(R1,3) pode ser escrito como sendo
A = α︸︷︷︸
escalar
+αe0α1e1 + α2e2 + α3e3︸ ︷︷ ︸
1−vetor
+
+ α01e0e1 + α02e0e2 + α03e0e3 + α12e1e2 + α13e1e3 + α23e2e3︸ ︷︷ ︸
2−vetor
+ α012e0e1e2 + α013e0e1e3 + α023e0e2e3 + α123e1e2e3︸ ︷︷ ︸
3−vetor
+α0123e0e1e2e3︸ ︷︷ ︸
4−vetor
.
Este espac¸o vetorial Λ(R1,3), munido do produto geome´trico, e´ conhecido como sendo a
a´lgebra de Clifford C`1,3 ou a´lgebra do espac¸o-tempo (AET) . A decomposic¸a˜o do produto
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geome´trico e´ ana´loga ao que foi apresentado no caso da a´lgebra do espac¸o f´ısico, ou seja,
dados dois vetores u e v o produto deles e´: uv = u · v + u ∧ v, onde a primeira parcela
da soma corresponde a` parte sime´trica, ou seja, correspondente ao produto interno, e a
segunda parte, a` parte antissime´trica que corresponde ao produto exterior. Pore´m, e´ de
se destacar que na a´lgebra do espac¸o-tempo, o pseudoescalar anticomuta com todos os
elementos de C`1,3; de fato:
Ie0 = (e0e1e2e3)e0 =︸︷︷︸
e1e0=−e0e1
−(e1e0e2e3)e0 =︸︷︷︸
e2e0=−e0e2
(e1e2e0e3)e0 =︸︷︷︸
e3e0=−e0e3
= −(e1e2e3e0)e0 =︸︷︷︸
(e0)2=1
−e1e2e3 = =︸︷︷︸
(e0)2=1
−e0e0e1e2e3 = =︸︷︷︸
e5=e0e1e2e3
−e0I
(3.6)
De maneira semelhante podemos provar que para os elementos pares (escalares e
bivetores) o psedoescalar comuta. E´ poss´ıvel representar os elementos da a´lgebra do
espac¸o tempo com a a´lgebra das matrizes quaternioˆnicas (ou simplesmente Mat(2,H) )
definidas da seguinte forma:
γ0 =
 1 0
0 −1
 ; γ1 =
 0 i
i 0
 ; γ2 =
 0 j
j 0
 ; γ3 =
 0 k
k 0
 . (3.7)
onde essas matrizes sa˜o conhecidas como matrizes de Dirac. Como sabemos que os
quate´rnions tambe´m podem ser representados por matrizes complexas 2 × 2, tambe´m
podemos representar γ0, γ1, γ2, γ3 por matrizes complexas 4× 4, ou seja,
γ0 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 ; γ1 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 ;
γ2 =

0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0
 ; γ3 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 .
(3.8)
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A identificac¸a˜o entre as matrizes de Dirac e os elementos da base canoˆnica de R1,3 e´ a
seguinte:
e0 ←→ γ0; e1 ←→ γ1; e2 ←→ γ2; e3 ←→ γ3. (3.9)
Pore´m neste caso na˜o podemos pensar que C`1,3 ≈ Mat(4, C), pois o isomorfismo cor-
reto seria Mat(4,C) ≈ C ⊗ C`1,3, ou seja, para termos o isomorfismo com as matrizes
complexas Mat(4,C), e´ necessa´rio realizar um procedimento alge´brico conhecido como
complexificac¸a˜o (neste caso complexificar a a´lgebra C`1,3), onde a operac¸a˜o ⊗ indica o
produto tensorial entre C e a a´lgebra C`1,3. Abaixo faremos uma correspondeˆncia entre
os elementos da a´lgebra do espac¸o-tempo e as matrizes de Dirac:
Correspondeˆncia entre C`1,3 e as Matrizes de Dirac
Matrizes de Dirac C`1,3
Id 1
γ0, γ1, γ2, γ3 e0, e1, e2, e3
γ0γ1, γ0γ1, γ0γ2, γ0γ3, γ1γ2, γ1γ3, γ2γ3 e0e1, e0e2, e0e3, e1e2, e1e3, e2e3
γ0γ1γ2, γ0γ1γ3, γ0γ2γ3, γ1γ2γ3 e0e1e2, e0e1e3, e0e2e3, e1e2e3,
γ0γ1γ2γ3 e0e1e2e3
Como apresentado na a´lgebra do espac¸o f´ısico, com a involuc¸a˜o graduada podemos
fazer a seguinte decomposic¸a˜o:
C`1,3 = C`+1,3 ⊕ C`−1,3, (3.10)
onde a parte com o ı´ndice superior ′′+′′ e´ a parte par, que de maneira ana´loga a a´lgebra
do espac¸o f´ısico tambe´m e´ uma suba´lgebra de C`1,3. A prova de que C`+1,3 e´ suba´lgebra,
segue os mesmos passos da demonstrac¸a˜o feita no caso da suba´lgebra par da a´lgebra do
espac¸o f´ısico. O ı´ndice superior ′′−′′ e´ denominado como sendo a parte ı´mpar, que na˜o
e´ uma suba´lgebra de C`1,3. Uma consequeˆncia importante do fato da parte par ser uma
suba´lgebra e´; um isomorfismo de a´lgebras entre a parte par da a´lgebra do espac¸o-tempo
e a a´lgebra do espac¸o f´ısico. Este isomorfismo sera´ apresentado no pro´ximo cap´ıtulo.
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Na a´lgebra do espac¸o-tempo tambe´m temos as rotac¸o˜es. Para iniciarmos a discussa˜o,
considere por exemplo em C`1,3 o espac¸o vetorial dos bivetores Λ2 (R1,3), cuja dimensa˜o
e´ seis. Neste espac¸o vetorial podemos ter tanto bivetores B satisfazendo B2 < 0, B2 > 0
(e ate´ mesmo B2 = 0 ). Enta˜o, agora iremos considerar os bivetores tais que B2 = −1,
como por exemplo: e1e2, e1e3 e e2e3 (ale´m, de determinadas combinac¸o˜es lineares). Estes
bivetores geram rotac¸o˜es no plano por eles definido. Vamos tomar o bivetor e1e3 e
considerar a operac¸a˜o v 7→ RvR−1, onde R = exp [(φ/2) e1e3]. Utilizando da definic¸a˜o de
exponencial exp(φ/2e1e3) = cos(φ/2) + e1e3sen (φ/2), e´ poss´ıvel verificar que:
exp
(
φ
2
e1e3
)
e0 exp
(−φ
2
e1e3
)
= e0,
exp
(
φ
2
e1e3
)
e1 exp
(−φ
2
e1e3
)
= cosφe1 + senφe3,
exp
(
φ
2
e1e3
)
e2 exp
(−φ
2
)
e1e3 = e2,
exp
(
φ
2
e1e3
)
e3 exp
(−φ
2
e1e3
)
= cosφe3 − senφe1.
(3.11)
Estas equac¸o˜es mostram que temos uma rotac¸a˜o no plano dos vetores e1 e e3.
Consideremos agora os bivetores tais que B2 = 1, como, por exemplo e0e1, e0e2 e
e0e3, (e combinac¸o˜es lineares convenientes). Estes bivetores geram rotac¸o˜es hiperbo´licas
no plano por eles definido. Para verificarmos este u´ltimo fato, considere por exemplo
o bivetor e0e3, e fac¸amos a transformac¸a˜o v 7→ RvR−1, onde R = exp[φ/2e0e3]. Desta
forma, temos:
exp
(
φ
2
e0e3
)
e0 exp
(−φ
2
e0e3
)
= coshφe0 − senhφe3,
exp
(
φ
2
e0e3
)
e1 exp
(−φ
2
e0e3
)
= e1,
(3.12)
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exp
(
φ
2
e0e3
)
e2 exp
(−φ
2
e0e3
)
= e2,
exp
(
φ
2
e0e3
)
= coshφe3 − senhφe0.
Assim, temos uma rotac¸a˜o hiperbo´lica no plano dos vetores e0 e e3.
Resumindo, a operac¸a˜o v 7→ RvR−1 comR = exp (φ
2
)
B descreve uma rotac¸a˜o espacial
se B2 = −1 ou uma rotac¸a˜o hiperbo´lica se B2 = 1. E´ poss´ıvel mostrar (ver [17]) que
se v 7→ RvR−1 e´ uma rotac¸a˜o arbitra´ria no espac¸o-tempo, enta˜o podemos escrever de
maneira u´nica R na forma:
R = LU, (3.13)
onde L descreve uma rotac¸a˜o hiperbo´lica e U uma rotac¸a˜o espacial. O grupo referente
as rotac¸o˜es e´ denotado por Spin+ (1, 3) e e´ definido como
Spin+ (1, 3) =
{
R ∈ C`+1,3|RR˜ = R˜R = 1
}
.
Agora, apresentaremos uma construc¸a˜o das transformac¸o˜es de Lorentz do ponto de vista
da a´lgebra geome´trica. Estas transformac¸o˜es relacionam as coordenadas de um mesmo
evento segundo dois observadores inerciais. As transformac¸o˜es de Lorentz consistem em
interpretarmos de uma outra forma uma rotac¸a˜o hiperbo´lica.
Primeiro, considere uma rotac¸a˜o espacial, dada pela transformac¸a˜o x 7→ UxU−1 onde
U e´ uma rotac¸a˜o espacial. Esta rotac¸a˜o em torno do vetor x tem como resultado um
novo vetor x′ dado por x′ = UxU−1. A transformac¸a˜o que gera um novo vetor e´ chamada
de transformac¸a˜o ativa. Existe um outro ponto de vista, em que o vetor x na˜o e´ alterado
mas, sim as coordenadas desse vetor atrave´s da rotac¸a˜o dos vetores da base. Este ponto
de vista, que altera somente os vetores da base e´ conhecido como, transformac¸a˜o passiva.
Se do ponto de vista ativo a rotac¸a˜o do vetor x acontece num dado sentido e por um
certo aˆngulo, do ponto de vista passivo a rotac¸a˜o dos vetores da base acontece no sentido
oposto pelo mesmo aˆngulo, a figura 3.1 ilustra os dois casos (ativo e passivo) no caso, em
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Figura 3.1: Rotac¸a˜o espacial
que a rotac¸a˜o e´ espacial.
Quando consideramos uma rotac¸a˜o hiperbo´lica as mesmas interpretac¸o˜es sa˜o poss´ıveis
com algumas pequenas modificac¸o˜es. Considere a transformac¸a˜o x 7→ LxL−1 que se
considerarmos do ponto de vista ativo, o resultado desta transformac¸a˜o e´ um novo vetor
x′ obtido pela rotac¸a˜o hiperbo´lica do vetor x num dado sentido e por um certo aˆngulo
hiperbo´lico. Ou enta˜o do ponto de vista passivo, onde o vetor x permanece inalterado
e os vetores da base sofrem uma rotac¸a˜o hiperbo´lica pelo mesmo aˆngulo mas no sentido
oposto. A figura 3.2 ilustra os casos passivo e ativo, quando a rotac¸a˜o e´ hiperbo´lica.
Iremos finalizar este cap´ıtulo falando sobre as transformac¸o˜es de Lorentz. Para obteˆ-
las a partir de uma rotac¸a˜o hiperbo´lica, devemos interpreta´-la como sendo uma trans-
formac¸a˜o passiva. Diante disso, iremos fazer uma breve apresentac¸a˜o do procedimento
para obtenc¸a˜o das transformac¸o˜es de Lorentz. Consideraremos um caso envolvendo dois
observadores inerciais, definidos por e0 e u tais que u = Le0L
−1. Do ponto de vista da
a´lgebra geome´trica, uma transformac¸a˜o da forma x 7→ LxL−1 e´ interpretada como sendo
uma transformac¸a˜o ativa, ou seja, ela define um novo vetor x′ = LxL−1. Assim, para
L = exp
(
ν
2
e1e0
)
, com aˆngulo definido ν = arctanh
(
u
c
)
, onde c e´ a velocidade da luz. A
54
Figura 3.2: Rotac¸a˜o hiperbo´lica
transformac¸a˜o x′ = LxL−1 para x = x0e0 + x1e1 + x2e2 + x3e3 com x0 = ct, e´ dada por:
x′ = γ (ct+ ux/c) e0 + γ (x+ ut) e1 + ye2 + ze3, (3.14)
onde u = γ ·e0. Denotando a u´ltima equac¸a˜o como x′ = ct′e0 +x′e1 +y′e2 +z′e3, obtemos:
t′ = γ
(
t+ ux/c2
)
, x′ = γ (x+ ut) ,
y′ = y, z′ = z.
(3.15)
Observe que estas equac¸o˜es na˜o sa˜o as transformac¸o˜es de Lorentz descritas no seu formato
tradicional. As u´ltimas equac¸o˜es fornecem as coordenadas do novo evento x′ de acordo
com o observador inercial definido por e0. Esta e´ uma interpretac¸a˜o do ponto de vista
ativo, e e´ a u´nica interpretac¸a˜o poss´ıvel para uma transformac¸a˜o ativa, do tipo x 7→
LxL−1.
Para escrevermos a rotac¸a˜o hiperbo´lica do ponto de vista passivo em termos da a´lgebra
geome´trica do espac¸o-tempo, utilizaremos um “truque”. O que iremos fazer e´, “simular”o
ponto de vista passivo em termos do ponto de vista ativo. O ponto de vista passivo da
rotac¸a˜o hiperbo´lica e´ considerado no sentido oposto (e pelo mesmo aˆngulo hiperbo´lico ν).
Assim, esta rotac¸a˜o hiperbo´lica no sentido inverso pode ser vista como a transformac¸a˜o
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inversa de x 7→ LxL−1 ou seja, x 7→ L−1xL. Portanto a transformac¸a˜o ativa x 7→ x̂ =
L−1xL pode ser interpretada do ponto de vista passivo como sendo as novas coordenadas
do vetor x em termos da base e′µ = LeµL
′ para (µ = 0, 1, 2, 3). Assim, para x̂ = L−1xL
temos:
x̂ = γ (ct− ux/c) e0 + γ (x− ut) e1 + ye2 + ze3. (3.16)
Escrevendo x̂ = ct′e0 + x′e1 + y′e2 + z′e3 obtemos:
t′ = γ
(
t− ux/c2) , x′ = γ (x− ut) ,
y′ = y, z′ = z,
(3.17)
que sa˜o as famosas transformac¸o˜es de Lorentz. Portanto, o novo vetor x̂ obtido atrave´s da
transformac¸a˜o x 7→ x̂ = L−1xL e´ tal que as suas componentes em termos da base eµ sa˜o
as mesmas componentes do vetor x em termos da base e′µ dada por e
′
µ = LeµL
−1. Assim,
obtemos um algoritmo de como simular uma transformac¸a˜o passiva em termos de uma
transformac¸a˜o ativa, este e´ o procedimento que deve ser usado ao olharmos para uma
rotac¸a˜o espacial ou hiperbo´lica atrave´s das operac¸o˜es da a´lgebra geome´trica. Embora isso
misture dois pontos de vista diferentes, sem du´vida o procedimento e´ simples e eficiente
do ponto de vista computacional.
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Cap´ıtulo 4
A relac¸a˜o entre a a´lgebra do espac¸o
f´ısico e a a´lgebra do espac¸o-tempo
Podemos identificar atrave´s de isomorfismo a suba´lgebra par do espac¸o-tempo com a
a´lgebra do espac¸o f´ısico. Antes disso, pore´m, iremos demonstrar um teorema um pouco
mais geral, para posteriormente particularizarmos para a nossa proposta de trabalho.
Proposic¸a˜o Seja C`p,q a a´lgebra de Clifford do espac¸o quadra´tico Rp,q e C`+p,q a sua
suba´lgebra par. Enta˜o:
C`+p,q ' C`q,p−1.
Demonstrac¸a˜o:
Como de costume iremos omitir a aplicac¸a˜o de Clifford. Agora seja {ei, fk} (i = 1, ..., p, k =
1, ..., q) uma base ortonormal de um espac¸o vetorial V de modo que C`p,q seja gerada por
1 e {ei, fk}, tal que (ei)2 = 1 e (fk) = −1, eiej + ejei = 0 (i 6= j), fkfl + flfk = 0 (k 6= l)
e eifk + fkei = 0 (i, j = 1, ..., p k, l = 1, ..., q). O espac¸o Λ
2(Rp,q) consiste nos elementos
da forma {eiej(i 6= j), fkfl(k 6= l), eifk}. Na˜o sa˜o todas as quantidades, entretanto
que geram a suba´lgebra par C`+p,q. Existe uma redundaˆncia. Por exemplo: todos os
2-vetores do tipo {fkfl} (k 6= l) podem ser escritos em termos dos 2-vetores do tipo
{eifk} uma vez que (eifk)(eifl) = −(ei)2fkfl = −fkfl (k 6= l). Escolhendo um vetor
arbitrariamente - por exemplo e1 - notamos que {e1em, e1fk} (m = 2, ..., p, k = 1, ..., q)
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gera todo Λ2(Rp,q) e, portanto, gera a suba´lgebra par C`+p,q. Para facilitar iremos es-
crever esses geradores de C`+p,q na forma ξa = e1ea+1 para a = 1, ..., p − 1 e ζb = e1fb
para b = 1, ...q. Observe que (ξa)
2 = (e1)
2(ea+1)
2 = −1, ζb = −(e1)2(fb)2 = 1 e
ξaξc + ξcξa = 0 (a 6= c), ζbζd + ζdζb = 0 (b 6= d) e ξaζb + ζbξa = 0. As quantidades
{ζb, ξa}(b = 1, ..., q, a = 1, ..., p− 1) sa˜o, portanto, geradores de uma a´lgebra de Clifford
associada a um espac¸o quadra´tico Rq,p−1, ou seja, C`+p,q ' C`q,p−1, assim obtemos o resul-
tado desejado. 
A partir deste u´ltimo teorema, podemos obter o seguinte isomorfismo C`+1,3 ' C`3,0 =
C`3. Para estabelecer explicitamente este isomorfismo podemos definir a seguinte aplicac¸a˜o.
A identificac¸a˜o da parte par da a´lgebra do espac¸o-tempo C`+1,3 com a a´lgebra do espac¸o
f´ısico C`3 e´ definida a seguir:
pi : C`+1,3 −→ C`3,
γi ∧ γ0 −→ pi(γi ∧ γ0) = σi,
onde {γµ} µ = 0, 1, 2, 3, {σi} i = 1, 2, 3 sa˜o as coordenadas respectivamente de C`1,3
e C`3. Este procedimento e´ conhecido como Space Time Splitting, ou na traduc¸a˜o livre,
cisa˜o do espac¸o-tempo. Esta cisa˜o permite a identificac¸a˜o da suba´lgebra par da a´lgebra
do espac¸o-tempo com a a´lgebra do espac¸o f´ısico.
Por comodidade, podemos omitir a aplicac¸a˜o pi. A aplicac¸a˜o que identifica a suba´lgebra
par da a´lgebra do espac¸o-tempo e a´lgebra do espac¸o f´ısico sera´:
pi(γkγ0) = σk para k = 1, 2, 3. (4.1)
Para a parte ı´mpar de C`1,3, a identificac¸a˜o e´ obtida quando multiplicamos por γ0 e
consideramos a imagem atrave´s da aplicac¸a˜o pi.
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Vetor
Para isso, considere um vetor arbitra´rio na a´lgebra do espac¸o tempo:
A =
3∑
µ=0
Aµγµ = A
0γ0 + A
1γ1 + A
2γ2 + A
3γ3. (4.2)
Ao aplicarmos γ0 a` direita do vetor A obtemos:
Aγ0 = A
0 γ0γ0︸︷︷︸
1
+A1 γ1γ0︸︷︷︸
σ1
+A2 γ2γ0︸︷︷︸
σ2
+A3 γ3γ0︸︷︷︸
σ3
= A0 + A1σ1 + A
2σ2 + A
3σ3︸ ︷︷ ︸
−→
A
, (4.3)
e, assim, a cisa˜o de um vetor arbitra´rio e´ a seguinte:
Aγ0 = A
0 +
−→
A (4.4)
Podemos tambe´m aplicar γ0 a` esquerda do vetor A,
γ0A = γ0A
0 + γ0A
1γ1 + γ0A
2γ2 + γ0A
3γ3 = −A0γ0γ0 − A1γ0γ1 − A2γ0γ2 − A3γ0γ3
= A0 − A1σ1 − A2σ2 − A3σ3 = A0 −−→A
(4.5)
Bivetor
Agora faremos tambe´m a identificac¸a˜o para bivetor, mas antes, vamos obter uma
relac¸a˜o que sera´ utilizada frequentemente no texto. Considere o produto de dois elementos
da a´lgebra do espac¸o-tempo γiγj, com i 6= j e i, j = 1, 2, 3. Utilizando a identificac¸a˜o
apresentada anteriormente, e´ poss´ıvel obter:
pi(γiγj) = σjσi ou γiγj
pi−→ σjσi. (4.6)
Esta u´ltima relac¸a˜o e´ verdadeira, pois:
pi(γiγj) = pi(γi(γ0)
2γj) =
= pi(γiγ0)pi(γ0γj) =︸︷︷︸
pi(γ0γj) = −pi(γjγ0)
σi(−σj) = σjσi para i 6= j.(4.7)
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Apo´s a obtenc¸a˜o deste u´ltimo resultado que iremos identificar um bivetor F arbitra´rio
da a´lgebra do espac¸o-tempo com a a´lgebra do espac¸o f´ısico:
F =
∑
µ < ν
µ 6= ν
αµνγµγν = α
01γ0γ1 + α
02γ0γ2 + α
03γ0γ3 + α
12γ1γ2 + α
13γ1γ3 + α
23γ2γ3
pi
=⇒
=⇒ F = −α01σ1 − α02σ2 − α03σ3 + α12σ1σ2 + α13σ1σ3 + α23σ2σ3 =⇒
−α0i=αi0
=⇒ F = α10σ1 + α20σ2 + α30σ3 + α12σ1σ2 + α13σ1σ3 + α23σ2σ3.
(4.8)
Podemos observar que, um bivetor na a´lgebra do espac¸o-tempo se torna numa soma de
uma parte vetorial com uma parte bivetorial. De fato, primeiro considere as seguintes
relac¸o˜es:
σ1σ2 = iσ3, σ1σ3 = −iσ2, σ2σ3 = iσ1 e i = σ1σ2σ3, (4.9)
substituindo em (4.8), obtemos:
F = α10σ1 + α
20σ2 + α
30σ3︸ ︷︷ ︸
−→
E
+i
(
α12σ3 − α13σ2 + α23σ1
)︸ ︷︷ ︸
−→
B
=
−→
E + i
−→
B , (4.10)
onde
−→
E =
∑
i
Eiσi, E
i = αi0 (i = 1, 2, 3) e
−→
B =
∑
i
Biσi, B
1 = α12, B2 = −α13,
B3 = α23.
Trivetor
O pro´ximo passo e´ fazer essa identificac¸a˜o com um trivetor. Assim, considere um
trivetor C na a´lgebra do espac¸o tempo:
C =
∑
µ < ν < η
µ 6= ν 6= η
αµνηγµγνγη = α
012γ0γ1γ2 + α
013γ0γ1γ3 + α
023γ0γ2γ3 + α
123γ1γ2γ3.
(4.11)
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Aplicando a` direita de C γ0:
Cγ0 = α
012γ0γ1γ2γ0 + α
013γ0γ1γ3γ0 + α
023γ0γ2γ3γ0 + α
123γ1γ2γ3γ0
pi
=⇒
Cγ0 = − (α012σ1σ2 + α013σ1σ3 + α023σ2σ3 + α123σ2σ1σ3)
(4.12)
Utilizando as relac¸o˜es apresentadas em (4.9), em (4.12), e realizando um procedimento
ana´logo ao que foi feito para o bivetor, podemos escrever:
Cγ0 = iα + i
−→
C , (4.13)
onde α ∈ R. Aplicando o γ0 a` esquerda obtemos de modo ana´logo ao que ja´ foi feito:
γ0C = iα− i−→C . (4.14)
Quadrivetor
Finalmente para o pseudoescalar D da a´lgebra do espac¸o tempo, a identificac¸a˜o pro-
posta fica igual a:
D = α0123γ0γ1γ2γ3
pi−→ D = α0123σ1σ2σ3 = α0123i. (4.15)
Operadores Diferenciais
Agora considere um operador diferencial na a´lgebra do espac¸o-tempo:
∂ =
3∑
µ=0
γµ∂µ = γ
0∂0 + γ
1∂1 + γ
2∂2 + γ
3∂3, (4.16)
onde os ı´ndices representam respectivamente a derivada temporal e as derivadas relaci-
onadas a`s coordenadas espaciais, agora aplicando γ0 a` direita do operador diferencial,
61
obtemos:
∂γ0 = γ
0∂0γ0 + γ
1∂1γ0 + γ
2∂2γ0 + γ
3∂3γ0 = (4.17)
= ∂0 γ0γ0︸︷︷︸
1
−∂1 γ1γ0︸︷︷︸
σ1
−∂2 γ2γ0︸︷︷︸
σ2
−∂3 γ3γ0︸︷︷︸
σ3
= (4.18)
= ∂0 − (∂1σ1 + ∂2σ2 + ∂3σ3︸ ︷︷ ︸
−→∇
) = ∂0 −−→∇ . (4.19)
Antes de aplicar o γ0 a` esquerda , precisamos considerar os seguintes fatos: γ
µ =
3∑
ν=0
gµνγν = g
µ0γ0 + g
µ1γ1 + g
µ2γ2 + g
µ3γ3, e nesse caso γ
0 = γ0, γ
i = −γi (i = 1, 2, 3).
Ale´m disso, as componentes do vetor Ai, satisfaz a relac¸a˜o Ai = −Ai para (i = 0, 1, 2, 3),
com isso, podemos obter:
γ0∂ = ∂0 +
−→∇ . (4.20)
O que acabamos de fazer de modo simples foi “separar”a parte temporal das coordenadas
espaciais.
Proposic¸a˜o: Dado qualquer elemento ψ ∈ C`+1,3, enta˜o pi(γ0ψγ0) = φ̂ ∈ C`3, onde
φ = pi (ψ)
Demonstrac¸a˜o:
Considere ψ ∈ C`+1,3 enta˜o
ψ = α︸︷︷︸
escalar
+
∑
µ < ν
µ 6= ν
αµνγµγν
︸ ︷︷ ︸
2-vetor
+α0123γ0γ1γ2γ3︸ ︷︷ ︸
4− vetor
e pi (ψ) = α +
−→
E + i
−→
B + iα0123 = φ,
(4.21)
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com αµν , α0123 ∈ R. Multiplique γ0 a` esquerda e a` direita de ψ e aplique a func¸a˜o pi,
observando que pi como foi definida e´ um homomorfismo de a´lgebras; assim obtemos:
pi(γ0ψγ0) = pi
γ0
α + ∑
µ < ν
µ6=ν
αµνγµγν + α
0123γ0γ1γ2γ3
 γ0
 =
= pi(γ0αγ0) + pi
γ0 ∑
µ < ν
µ6=ν
αµνγµγνγ0
+ pi(γ0α0123γ0γ1γ2γ3γ0) =
= αpi
(
1C`+1,3
)
︸ ︷︷ ︸
1C`3
−
3∑
i=1
α0iσi + α
12σ2σ1 + α
13σ3σ1 + α
23σ2σ3 − α0123 σ2σ3σ1︸ ︷︷ ︸
σ1σ2σ3
.
(4.22)
Assim, obtemos:
pi (γ0ψγ0) = α−
3∑
i=1
αiσi + α
12σ1σ2 + α
13σ1σ3 + α
23σ2σ3 − α123σ1σ2σ3 = φ̂
= α−−→E + i−→B − iα0123
(4.23)
onde φ = α +
3∑
i=1
αiσi + α
12σ1σ2 + α
13σ1σ3 + α
23σ2σ3 + α
123σ1σ2σ3 e ̂ representa a
operac¸a˜o de involuc¸a˜o graduada. 
De modo ana´logo podemos obter, que: se pi (ψ) = φ = α +
−→
E + i
−→
B + iα0123, enta˜o
φ = α−−→E − i−→B + iα0123 = pi
(
ψ˜
)
e como consequeˆncia, pi
(
γ0ψ˜γ0
)
= φ̂ = φ˜.
Observe que C`1,3 = C`+1,3 ⊕C`−1,3 ' C`3 ⊕C`+1,3γ0 ' C`3 ⊕C`3γ0, ou seja, dentro de
C`1,3 temos duas co´pias de C`3.
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Cap´ıtulo 5
A equac¸a˜o de Dirac na a´lgebra do
espac¸o-tempo
5.1 Equac¸a˜o de Dirac na a´lgebra matricial
No mesmo ano que Schro¨dinger publicou a sua famosa equac¸a˜o, os f´ısicos Oskar Klein
e Walter Gordon, conseguiram obter, a partir da equac¸a˜o relativista de energia,
E2 = −→p 2c2 +m2c4, (5.1)
substituindo o operador −→p = i~∇ e o operador energia E = i~ ∂
∂t
, a hoje chamada de
equac¸a˜o de Klein-Gordon
~2
(
− 1
c2
∂2
∂t2
+∇2
)
ψ = m2c2ψ. (5.2)
Posteriormente, em 1928, na tentativa de obter uma equac¸a˜o diferencial de primeira
ordem, a partir da equac¸a˜o de Klein-Gordon, Dirac obteve a seguinte equac¸a˜o:
i~
(
γ0
1
c
∂
∂t
+ γ1
∂
∂x1
+ γ2
∂
∂x2
+ γ3
∂
∂x3
)
ψ = mcψ, (5.3)
onde os γµ para µ = 0, 1, 2, 3 sa˜o as ja´ apresentadas matrizes de Dirac na representac¸a˜o
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quiral:
γ0 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 ; γ
1 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 ;
γ2 =

0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0
 ; γ
3 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 ,
(5.4)
onde temos γ0 = γ
0, γ1 = γ
1, γ2 = −γ2, γ3 = −γ3.
Escrevendo x0 = ct, a equac¸a˜o de Dirac livre (sem auseˆncia de algum potencial
eletromagne´tico) pode ser condensada na forma:
i~γµ∂µψ = mcψ, (5.5)
onde ∂µ =
∂
∂xµ
, e ale´m do mais, γµ∂µ = γµ∂
µ. E´ poss´ıvel incluir a interac¸a˜o eletro-
magne´tica F µν atrave´s do potencial eletromagne´tico
(
A0, A1, A2, A3
)
=
(
1
c
V,Ax, Ay, Az
)
fazendo a substituic¸a˜o de i~∂µ −→ i~∂µ−eAµ. Obtemos a equac¸a˜o de Dirac na presenc¸a
de um campo eletromagne´tico:
γµ
(
i~∂µ − e
c
Aµ
)
ψ = mcψ, (5.6)
onde a func¸a˜o de onda e´ um espinor coluna:
ψ(x) =

ψ1
ψ2
ψ3
ψ4
 com ψα ∈ C, α = 1, 2, 3, 4. (5.7)
A equac¸a˜o de Dirac leva em considerac¸a˜o os fenoˆmenos relativ´ısticos e tambe´m spin e
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descrevendo a dinaˆmica de part´ıculas de spin 1/2, tais como ele´tron, pro´tons, neˆutrons e
quarks.
5.2 Covariantes Bilineares
Considere o espinor (5.7) transposto conjugado ψ†(x), ou seja,
ψ†(x) = (ψ∗1 ψ
∗
2 ψ
∗
3 ψ
∗
4) . (5.8)
Considere o espinor (5.8), o multiplicando pela matriz γ0 podemos obter,
ψ†γ0 = (ψ∗1 ψ
∗
2 − ψ∗3 − ψ∗4) . (5.9)
O espinor coluna ψ(x) e seu adjunto ψ†(x)γ0 pode ser usado para definir quatro func¸o˜es
(pois, µ = 0, 1, 2, 3) de valor real,
Jµ(x) = ψ†(x)γ0γµψ(x), (5.10)
Estas sa˜o as componentes do vetor no espac¸o-tempo da corrente de Dirac,
J(x) = γµJ
µ(x). (5.11)
Sob transformac¸a˜o de Lorentz
x′ = sxs−1, s ∈ Spin+(1, 3), (5.12)
o espinor de Dirac se transforma em:
ψ
′
= s−1ψ ou ψ
′
(x′) = s−1ψ(sxs−1), (5.13)
e a corrente de Dirac se torna:
J ′ = s−1Js ou J ′(x′) = s−1J(sxs−1)s. (5.14)
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Enta˜o a corrente de Dirac e´ covariante sob as transformac¸o˜es de Lorentz. As compo-
nentes Jµ = ψ†γ0γµψ sa˜o chamados bilineares covariantes. O estado f´ısico do ele´tron e´
determinado pelos seguintes 16 bilineares covariantes:
Ω1 = ψ
†γ0ψ = ψ∗1ψ1 + ψ
∗
2ψ2 + ψ
∗
3ψ3 − ψ∗4ψ4,
Jµ = ψ†γ0γµψ,
Sµν = ψ†γ0iγµνψ, γµν = γµγν 6= iγµγν ,
Kµ = ψ†γ0iγ0123γµψ,
Ω2 = ψ
†γ0γ0123ψ, γ0123 = γ0γ1γ2γ3.
(5.15)
Suas integrais sobre o espac¸o, fornece os valores esperados dos observa´veis f´ısicos. A
quantidade J0 = ψ†ψ, J0 ≥ 0, integrado sobre todo o espac¸o nos fornece a probabilidade
de encontrar o ele´tron nesse domı´nio. As quantidades Jk = ψ†γ0γkψ (k = 1, 2, 3) nos
fornece a corrente de probabilidade
−→
J = γkJ
k; eles satisfazem a equac¸a˜o da continuidade.
1
c
∂J0
∂t
+
∂Jk
∂xk
= 0. (5.16)
A corrente de Dirac J e´ um vetor orientado para o futuro, e ale´m do mais, J2 ≥ 0.
O bivetor S = 1
2
Sµνγνµ quando multiplicado por constantes convenientes, e´ usual-
mente interpretado como densidade de momento magne´tico.
O vetor K = Kµγµ e´ um vetor do tipo espac¸o, e tal que K
2 = −J2. Ele e´ ortogonal a
J , K · J = 0 e nos fornece a direc¸a˜o do spin do ele´tron, o vetor spin 1
2
~
K√
−K2
, onde,
K2 6= 0. Observe tambe´m que, Kµ = ψ†γ0γµiγ0123ψ. O primeiro e u´ltimo dos covarian-
tes bilineares foram combinadas em uma u´nica grandeza por de Broglie, e e´ apresentado
abaixo:
Ω = Ω1 + Ω2γ0123, (5.17)
onde, Ω2 = ψ
†γ0γ0123ψ. Ate´ aqui fizemos uma breve apresentac¸a˜o da equac¸a˜o de Dirac,
junto dos covariantes bilineares na forma matricial. O objetivo deste trabalho e´ o estudo
da equac¸a˜o de Dirac na a´lgebra do espac¸o-tempo e espac¸o f´ısico. A partir da refereˆncia [7],
iremos apresentar como identificamos os elementos da a´lgebra matricial com os elementos
67
da a´lgebra do espac¸o-tempo. De agora em diante, ao inve´s de representar as quantidades,
em termos dos espinores complexos da a´lgebra matricial, representaremos as quantidades,
atrave´s dos espinores operatoriais da a´lgebra do espac¸o-tempo.
Os covariantes bilineares, ale´m de representar quantidades f´ısicas, tambe´m sa˜o uti-
lizados para classificar espinores, por exemplo, o espinor que descreve a dinaˆmica do
ele´tron e´ o espinor de Dirac que satisfaz Ω 6= 0, ja´ para neutrinos a descric¸a˜o e´ feita pelos
espinores de Weyl que satisfaz Ω = 0, S = 0, K 6= 0 e Majorana que satisfaz Ω = 0,
S 6= 0, K = 0. Para mais detalhes, veja na pa´gina 163 da refereˆncia [3], e no artigo [14].
5.3 Equac¸a˜o de Dirac na a´lgebra do espac¸o-tempo
Agora apresentaremos como os espinores de Dirac podem ser compreendidos no con-
texto da geometria do espac¸o-tempo. Para iniciarmos a discussa˜o considere as matrizes
γ na representac¸a˜o quiral:
γ0 =
 I 0
0 −I
 , γk =
 0 −σk
σk 0
 , (5.18)
onde σk sa˜o as matrizes de Pauli.
E´ poss´ıvel colocar um espinor coluna ψ em correspondeˆncia com os oito elementos
da a´lgebra par de C`+1,3, sendo que esta, ja´ mostramos ser isomorfa a C`3. Essa corres-
pondeˆncia tambe´m pode ser vista em [19], [20] .
ψ =

a0 + ia3
−a2 + ia1
−b3 + ib0
−b1 − ib2
←→ ψ = a
0 + akiσk + i
(
b0 + bkiσk
)
. (5.19)
No artigo [7] podemos encontrar como sa˜o identificadas as ac¸o˜es dos operadores, elemen-
tos da a´lgebra matricial {γµ, γ5, i}, onde, γ5 = γ5 = −iγ0γ1γ2γ3. Abaixo apresentamos a
identificac¸a˜o entre a a´lgebra matricial e a a´lgebra do espac¸o-tempo, do lado esquerdo sa˜o
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os elementos da a´lgebra matricial e do lado direito os elementos da a´lgebra do espac¸o-
tempo,
γµψ ←→ γµψγ0 (µ = 0, 1, 2, 3) ,
iψ ←→ ψiσ3,
γ5ψ ←→ ψσ3,
(5.20)
que sa˜o verificados, realizando ca´lculos simples, como por exemplo:
γ5ψ =

−b3 + ib0
−b1 − ib2
a0 + ia2
−a2 + ia1
←→
−b3 + b0σ3 + b1iσ2 − b2iσ1 + a0σ3+
+a3i− a2σ1 + a1σ2 = ψσ3,
(5.21)
A conjugac¸a˜o complexa na representac¸a˜o matricial e´ identificada, na a´lgebra do espac¸o-
tempo, como:
ψ∗ ←→ −γ2ψγ2. (5.22)
Agora iremos obter a equac¸a˜o de Dirac na a´lgebra do espac¸o-tempo. Lembrando que a
equac¸a˜o de Dirac no formalismo matricial e´ descrita da seguinte forma:
γµ
(
i~∂µ − e
c
Aµ
)
ψ = mcψ. (5.23)
aplicando (5.19) e (5.20) em (5.23) obtemos:
~∂ψγ21 − e
c
Aψ = mcψγ0, (5.24)
e como γ2γ1 = iγ3γ0, de modo equivalente temos:
~∂ψiγ30 − e
c
Aψ = mcψγ0. (5.25)
A equac¸a˜o de Dirac, traduzida para a a´lgebra do espac¸o-tempo, tambe´m e´ conhecida
como equac¸a˜o de Dirac-Hestenes.
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5.4 Covariantes Bilineares na a´lgebra do espac¸o-tempo
Os covariantes bilineares, na a´lgebra do espac¸o-tempo, sa˜o representados abaixo:
Ω1 + Ω2γ0123 = ψψ˜ = ψ˜ψ,
Jµ = 〈ψ˜γµψγ0〉0 =
(
ψ˜γµψ
)
· γ0,
Sµν = −〈ψ˜γµνψγ12〉0 =
(
ψ˜γµνψ
)
· γ12,
Kµ = 〈ψ˜γµψγ3〉0 =
(
ψ˜γ0123γµψ
)
· γ012.
(5.26)
Agora apresentaremos alguns exemplos de grandezas escalares, vetoriais, bivetoriais,
trivetoriais, quadrivetor, obtidas na a´lgebra matricial e sua relac¸a˜o com a a´lgebra do
espac¸o-tempo. Do lado esquerdo esta´ escrito na a´lgebra matricial e do lado direito na
a´lgebra do espac¸o-tempo,
Escalar - Ψ†γ0Ψ←→ 〈ψψ˜〉0 = ρ cos β,
Vetor - Ψ†γ0Ψ←→ 〈ψγ0γµψ˜〉0 = (ψγ0ψ˜) · γµ,
Bivetor -
e
m
i~
2
Ψ†γ0
1
2
(γµγν − γνγµ) Ψ←→ e~
2m
〈γµγνψγ2γ1ψ˜〉0 = Mµν ,
Pseudovector -
1
2
i~Ψ†γ0γµγ5Ψ←→ ~
2
〈γµψγ3ψ˜〉0 = γµ · (ρs) ,
Pseudoescalar - Ψ†γ5Ψ←→ 〈iψψ˜〉0 = −ρsenβ.
(5.27)
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Cap´ıtulo 6
A equac¸a˜o de Dirac na a´lgebra do
espac¸o f´ısico
Neste cap´ıtulo iremos fazer a descric¸a˜o da equac¸a˜o de Dirac na a´lgebra do espac¸o
f´ısico, utilizando a identificac¸a˜o entre a´lgebra do espac¸o f´ısico e a a´lgebra do espac¸o
tempo. Este e´ o me´todo utilizado no Cap´ıtulo 4.
A equac¸a˜o de Dirac na a´lgebra do espac¸o-tempo foi apresentada da seguinte forma:
∂ψiγ3γ0 −mcψγ0 = e
c
Aψ. (6.1)
Agora atrave´s do isomorfismo definido no Cap´ıtulo 4, iremos obter a equac¸a˜o de Dirac
na a´lgebra do espac¸o f´ısico. Para isso, faremos:
γ0∂ψiγ3γ0 −mcγ0ψγ0 = e
c
γ0A. (6.2)
Utilizando γ0∂ = ∂0 +∇, γ0A = A0 −−→A e σ3 = γ3γ0 temos:
(∂0 +∇)φiσ3 −mφ̂ = e
(
A0 −−→A
)
φ, (6.3)
e com isso obtemos a equac¸a˜o de Dirac descrita na a´lgebra do espac¸o f´ısico.
Vamos agora mostrar que a equac¸a˜o nesta forma e´ covariante sob transformac¸a˜o de
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Lorentz. Para isso considere que a transformac¸a˜o definida sera´:
(a0 +
−→a ) 7→ a′0 +−→a ′ = R (a0 +−→a ) R˜, (6.4)
onde a0 representa a parte temporal referente a` cisa˜o do espac¸o-tempo, e
−→a a parte
vetorial. Para a operac¸a˜o de involuc¸a˜o “̂” a transformac¸a˜o de Lorentz fica:
(a0 +
−→a )̂ = (a0 −−→a ) 7→ a′0 −−→a ′ =
[
R (a0 +
−→a ) R˜
]̂
= R̂ (a0 −−→a ) R¯. (6.5)
(6.6)
Agora aplicando na equac¸a˜o de Dirac na a´lgebra do espac¸o f´ısico
R̂ (∂0 +∇) R¯︸ ︷︷ ︸
(∂′0+∇′)
Rφ︸︷︷︸
φ′
iσ3 = mc R̂φ̂︸︷︷︸
(Rφ)̂=φ̂′
+
e
c
R̂
(
A0 −−→A
)
R¯︸ ︷︷ ︸
A′0−
−→
A ′
Rφ︸︷︷︸
φ′
,
(6.7)
e, portanto,
(∂′0 +∇′)φ′iσ3 = mcφ̂′ +
e
c
(
A′0 −
−→
A ′
)
φ′, (6.8)
mostrando que, a equac¸a˜o de Dirac na a´lgebra do espac¸o f´ısico (EDAEF) e´ covariante
sob transformac¸a˜o de Lorentz.
Dada a func¸a˜o de onda φ, podemos notar que o produto φφ e´ tal que
(
φφ
)
= φφ. (6.9)
Mas dado A ∈ C`3, a condic¸a˜o A = A implica A ∈ Λ0 (R3)⊕Λ0 (R3). Portanto, podemos
escrever
φφ = ρeiβ, (6.10)
onde ρ e β sa˜o escalares. Se ρ 6= 0, podemos obter de φ um multivetor R = φ(
φφ
)1/2 ,
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satisfazendo:
RR = RR = 1. (6.11)
Por isso, podemos escrever φ na forma
φ =
(
ρeiβ
)1/2
R, (6.12)
onde R descreve uma transformac¸a˜o de Lorentz.
Antecipamos que o momento em part´ıculas com spin na˜o possue colinearidade com a
velocidade u da part´ıcula. Para mostrar este fato, fac¸amos:
〈p[ψ]ψ˜〉1 = 〈i~∇ψσ3ψ˜〉1 = 〈σj∂jψ (i~)σ3ψ˜〉1 = σj · 〈∂jψ (−i~)σ3ψ˜〉2+
+ σj〈∂jψ (−i~)σ3ψ˜〉0.
(6.13)
Considerando que pj[ψ] = −i~∂jψσ3, enta˜o temos:
〈p[ψ]ψ˜〉1 = σj〈pj[ψ]ψ˜〉0 + σj · 〈∂jψ (−i~)σ3ψ˜〉2. (6.14)
Observe que 〈∂jψ (−i~)σ3ψ˜〉2 = 12〈∂jψ (−i~)σ3ψ˜−ψσ3 (i~) ∂jψ˜〉2, aplicando na expressa˜o
anterior obtemos:
〈p[ψ]ψ˜〉1 = σj〈pj[ψ]ψ˜〉0 + σj ·
[
1
2
〈∂jψ (−i~)σ3ψ˜ − ψσ3 (i~) ∂jψ˜〉2
]
. (6.15)
Como ∂j
(
ψσ3ψ˜
)
=
1
2
(
∂jψσ3ψ˜ − ψσ3∂jψ˜
)
, enta˜o temos:
〈p[ψ]ψ˜〉1 = σj〈pj[ψ]ψ˜〉0 − i~〈σj ·
[
1
2
∂j
(
ψσ3ψ˜
)
〉1
]
. (6.16)
Considerando que ρs =
1
2
ψσ3ψ˜
〈p[ψ]ψ˜〉1 = σj〈pj[ψ]ψ˜〉0 − i~σj · [∂j〈ρs〉1] = σj〈pj[ψ]ψ˜〉0 − ~i∇∧ 〈ρs〉1, (6.17)
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e como i∇∧ 〈ρs〉1 = ∇× 〈ρs〉1, assim temos:
ρ−→p = ρm−→u + ~∇× 〈ρs〉1 (6.18)
e multiplicando por ρ−1 obtemos:
−→p = m−→u + ρ−1~(∇ρ)× s. (6.19)
Assim, conclu´ımos que p na˜o e´ colinear com u, o termo ∇ρ corresponde a um termo do
tipo difusa˜o. Para −→p = m−→u em um auto estado de spin, so´ pode ocorrer se ∇ρ = 0 que
e´ satisfeita pelas soluc¸o˜es do tipo ondas planas.
6.1 Covariantes Bilineares da teoria de Dirac na a´lgebra
do espac¸o f´ısico
Utilizando o isomorfismo definido anteriormente podemos reescrever os covariantes
bilineares da teoria de Dirac da a´lgebra do espac¸o- tempo para a a´lgebra do espac¸o f´ısico,
assim:
Ω1 + Ω2γ0123 = φφ˜ = φ˜φ =⇒ Ω1 + Ω2σ123 = φφ˜ = φ˜φ,
Jµ

µ = 0 =⇒ J0 = 〈φ˜ γ0γ0︸︷︷︸
1
φ〉0 = 〈φ˜φ〉0,
j = 1, 2, 3 =⇒ Jj = 〈φ˜γjγ0φ〉0 =︸︷︷︸
γjγ0−→σj
〈φ˜σjφ〉0,
Kµ

µ = 0 =⇒ K0 = 〈φ˜γ3γ0φ〉0 =︸︷︷︸
γ3γ0
pi−→σ3
〈φ˜σ3φ〉0,
µ = j 6= 0 =⇒ Kj = 〈φ˜γjγ3φ〉0 =︸︷︷︸
γjγ3
pi−→σ3j
〈φ˜σ3jφ〉0.
(6.20)
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Sµν

µ = 0, ν = 0 =⇒ S00 = −〈φ˜ γ00︸︷︷︸
1
φ γ12︸︷︷︸
γ12
pi−→σ21
〉0 = −〈φ˜φσ21〉0,
µ = 0, ν = j 6= 0 =⇒ S0j = −〈φ˜ γ0j︸︷︷︸
γ0j
pi−→−σj
φ γ12︸︷︷︸
γ12
pi−→σ21
〉0 = 〈φ˜σjφσ21〉0,
µ = k 6= 0, ν = j 6= 0 =⇒ Skj = −〈φ˜ γkj︸︷︷︸
γkj
pi−→σjk
φ γ12︸︷︷︸
γ12
pi−→σ21
〉0 = 〈φ˜σkjφσ21〉0,
Vamos definir um paravetor como sendo o multivetor da forma a0 +
−→a , onde a0 e´ um
escalar e−→a e´ um 1-vetor. Enta˜o Jµ pode ser combinado na forma do paravetor J = j0+−→j
J = φφ˜. (6.21)
Kµ combinado na forma do paravetor
K = k0 +
−→
k = φσ3φ˜, (6.22)
e Sµν na forma do vetor complexo
S =
−→
E + i
−→
B = φσ21φ˜. (6.23)
Para escrevermos a densidade de corrente J em C`3 precisamos multiplica´-la por γ0 e
considerar a imagem de Jγ0 em C`3 via pi. Enta˜o, segue
Jγ0 = ψγ0ψ˜γ0. (6.24)
Mas, se pi (ψ) = φ, temos pi
(
ψ˜
)
= φ e enta˜o pi
(
γ0ψ˜γ0
)
= φ̂ = φ˜.
Logo, como J pode ser escrito na forma de um paravetor, enta˜o:
Jγ0 = φφ˜ = j0 +
−→
j . (6.25)
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Note que φφ˜ = φ˜φ˜, e como A = A˜ e´ satisfeita apenas para A ∈ Λ0 (R3)⊕Λ1 (R3), vemos
que de fato, φφ˜ e´ da forma j0 +
−→
j .
Jγ0 = φφ˜ = ρ(v0 +
−→v ) = ρv0︸︷︷︸
j0
+ ρ−→v︸︷︷︸
−→
j
= j0 +
−→
j , (6.26)
que e´ a corrente de Dirac, que em concordaˆncia com a interpretac¸a˜o padra˜o de Born,
interpretamos como uma corrente de probabilidade. Enta˜o, (v0 +
−→v ) e´ interpretado
como velocidade prova´vel do ele´tron e ρ = ρ(x) e´ a probabilidade relativa (densidade de
probabilidade) do ele´tron estar no ponto x.
Outro campo vetorial importante na teoria de Dirac e´:
ρs =
~
2
φσ3φ˜, (6.27)
com,
s =
~e3
2
(6.28)
Esta grandeza vetorial (6.27) sera´ interpretada como densidade vetorial de spin. Poste-
riormente apresentaremos a lei de conservac¸a˜o desta grandeza.
A conservac¸a˜o da corrente de probabilidade ocorre quando
〈(∂0 +∇)φφ˜〉0 = 0. (6.29)
Esta u´ltima equac¸a˜o de fato e´ uma lei de conservac¸a˜o, pois:
〈∂0j0 +∇j0 + ∂0−→j +∇−→j 〉0 = 0, (6.30)
e lembrando que ∇−→j = ∇ · −→j +∇∧−→j , e denotando por j0 = ρ e ∂0 = ∂
∂t
, obtemos:
0 = 〈∂ρ
∂t
+∇ρ+ ∂0−→j +∇ · −→j +∇∧−→j 〉0 = ∂ρ
∂t
+∇ · −→j , (6.31)
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ou seja,
∂ρ
∂t
+∇ · −→j = 0, (6.32)
que e´ a forma geral de uma lei de conservac¸a˜o.
Para obter explicitamente a lei de conservac¸a˜o, vamos primeiro considerar a equac¸a˜o
de Dirac na a´lgebra do espac¸o f´ısico. Para na˜o sobrecarregar a notac¸a˜o, vamos considerar,
ate´ o final deste cap´ıtulo c = 1. Assim, a equac¸a˜o de Dirac na a´lgebra do espac¸o f´ısico e´
escrita como,
(∂0 +∇)φiσ3 = mφ̂+ e(A0 −−→A )φ (6.33)
Se aplicarmos a involuc¸a˜o em ambos os lados da igualdade obtemos:
(∂0 −∇) φ̂iσ3 = mφ+ e
(
A0 +
−→
A
)
φ̂. (6.34)
Agora se aplicarmos a reversa˜o em ambos os lados obtemos:
−iσ3φ˜
(←−−−−
∂0 +∇
)
= mφ¯+ eφ˜(A0 −−→A ) =⇒ φ˜
(←−−−−
∂0 +∇
)
= miσ3φ¯+ eiσ3φ˜(A0 −−→A ),(6.35)
onde a notac¸a˜o φ˜(
←−−−−
∂0 +∇) significa ∂0φ + ∂jφσj. Considere a equac¸a˜o (6.34) e multipli-
cando por (φ˜) pela direita, obtemos
(∂0 −∇) φ̂iσ3φ˜ = mφφ˜+ e
(
A0 +
−→
A
)
φ̂φ˜ (6.36)
Agora considere a equac¸a˜o anterior e apliquemos o operador (∂0 +∇) a` esquerda, obte-
mos:
(∂0 +∇)
[
(∂0 −∇) φ̂iσ3φ˜
]
= m (∂0 +∇)φφ˜+ e (∂0 +∇)
[(
A0 +
−→
A
)
φ̂φ˜
]
. (6.37)
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Considerando que (∂20 −∇2) = (∂0 +∇) (∂0 −∇) enta˜o:
(∂20 −∇2) φ̂iσ3φ˜+ (∂0 −∇) φ̂iσ3∂0φ˜+ σj (∂0 −∇) φ̂iσ3∂jφ˜ =
= m (∂0 +∇)φφ˜+ e (∂0 +∇)
[(
A0 +
−→
A
)
φ̂φ˜
]
,
(6.38)
ao aplicarmos o operador diferencial (∂0 +∇) em (6.34) obtemos:
(
∂20 −∇2
)
φ̂iσ3 = m (∂0 +∇)φ+ e (∂0 +∇)
[(
A0 +
−→
A
)
φ̂
]
, (6.39)
multiplicando a equac¸a˜o (6.33) por −iσ3 podemos obter:
(∂0 +∇)φ = −mφ̂iσ3 − e(A0 −−→A )φiσ3 (6.40)
combinando (6.39) e (6.40), obtemos:
(∂20 −∇2) φ̂iσ3 = −m2φ̂iσ3 − em
(
A0 −−→A
)
φiσ3 + e (∂0 +∇)
[(
A0 +
−→
A
)
φ̂
]
. (6.41)
Aplicando esse resultado a` equac¸a˜o (6.37), obtemos:
−m2φ̂iσ3φ˜−me
(
A0 −−→A
)
φiσ3φ˜+ e (∂0 +∇)
[(
A0 +
−→
A
)
φ̂
]
φ˜+ (∂0 −∇) φ̂iσ3∂0φ˜+
+σj (∂0 −∇) φ̂iσ3∂jφ˜ = m (∂0 +∇)φφ˜+ e (∂0 +∇)
[(
A0 +
−→
A
)
φ̂φ˜
]
.
(6.42)
Precisamos do operador projetor, pois, para obter a lei de conservac¸a˜o precisamos obter
a parte escalar, ou seja, 〈 〉0. Utilizando o operador, 〈 〉0 em (6.42) junto com o fato de
ser uma aplicac¸a˜o linear, obtemos:
〈−m2φ̂iσ3φ˜〉0 −me〈
(
A0 −−→A
)
φiσ3φ˜〉0 + e〈(∂0 +∇)
[(
A0 +
−→
A
)
φ̂
]
φ˜〉0+
+〈(∂0 −∇) φ̂iσ3∂0φ˜〉0 + 〈σj (∂0 −∇) φ̂iσ3∂jφ˜〉0 = 〈m (∂0 +∇)φφ˜〉0+
+e〈(∂0 +∇)
[(
A0 +
−→
A
)
φ̂φ˜
]
〉0,
(6.43)
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e assim obtemos:
−m2〈φ̂iσ3φ˜〉0 −me〈
(
A0 −−→A
)
φiσ3φ˜〉0 + 〈(∂0 −∇) φ̂iσ3∂0φ˜〉0+
+〈σj (∂0 −∇) φ̂iσ3∂jφ˜〉0 = 〈m (∂0 +∇)φφ˜〉0.
(6.44)
Se
φφ ∈ Λ0 (R3)⊕ Λ3 (R3) , (6.45)
enta˜o
iσ3φφ ∈ Λ1
(
R3
)⊕ Λ2 (R3) =⇒ 〈iσ3φφ〉0 = 0. (6.46)
Assim:
〈φ̂iσ3φ˜〉0 = 〈iσ3φ˜φ̂〉0 = 〈iσ3φ˜φ¯〉0 = 〈iσ3φ˜φ¯〉0 =
= ˜〈iσ3φφ¯〉0 = 〈iσ3φφ¯〉0 = 0.
(6.47)
Considere a equac¸a˜o (6.44)
〈(∂0 −∇) φ̂iσ3φ˜
(←−−−−
∂0 +∇
)
〉0 =︸︷︷︸
(6.34)
〈
[
mφ+ e
(
A0 +
−→
A
)
φ̂
]
φ˜
(←−−−−
∂0 +∇
)
〉0 =︸︷︷︸
(6.35)
= 〈
[
mφ+ e
(
A0 +
−→
A
)
φ̂
] [
miσ3φ¯+ eiσ3φ˜(A0 −−→A )
]
〉0.
(6.48)
E assim obtemos:
〈(∂0 −∇) φ̂iσ3φ˜
(←−−−−
∂0 +∇
)
〉0 = m2 〈φiσ3φ¯〉0︸ ︷︷ ︸
0
+me〈
(
A0 +
−→
A
)
φ̂iσ3φ¯〉0+
+em〈φiσ3φ˜
(
A0 +
−→
A
)
〉0 + e2〈
(
A0 +
−→
A
)
φ̂iσ3φ˜
(
A0 −−→A
)
〉0,
(6.49)
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utilizando a identidade (6.47), temos
〈(∂0 −∇) φ̂iσ3φ˜
(←−−−−
∂0 +∇
)
〉0 = me〈
(
A0 +
−→
A
)
φ̂iσ3φ¯〉0 + em〈φiσ3φ˜
(
A0 +
−→
A
)
〉0+
+ e2〈
(
A0 +
−→
A
)
φ̂iσ3φ˜
(
A0 −−→A
)
〉0.
(6.50)
Combinando o resultado de (6.48) e (6.43) finalmente obtemos a conservac¸a˜o da corrente
de probabilidade.
〈(∂0 +∇)φφ˜〉0 = 0. (6.51)
Agora iremos obter outros tipos de leis de conservac¸a˜o para cada direc¸a˜o σ1, σ2 e σ3
para isso faremos um procedimento semelhante ao que foi feito para obter a conservac¸a˜o
do J . Considere a equac¸a˜o (6.34) e multiplique a` direita por σiφ˜ temos:
(∂0 −∇) φ̂iσ3σiφ˜ = mφσiφ˜+ e
(
A0 +
−→
A
)
φ̂σiφ˜, (6.52)
aplicando o operador (∂0 +∇):
(
∂20 −∇2
)
φ̂iσ3σiφ˜+ (∂0 −∇) φ˜iσ3σi∂0φ˜+ σj (∂0 −∇) φ̂iσ3σi∂jφ˜ =
= m (∂0 +∇)
(
φσiφ˜
)
+ e
[
(∂0 +∇)
(
A0 +
−→
A
)
φ̂
]
σiφ˜+ e
(
A0 +
−→
A
)
φ̂σi∂0φ˜+
+eσj
(
A0 +
−→
A
)
φ̂σi∂jφ˜
(6.53)
Agora utilizando o resultado de (6.41) obtemos:
−m2iσ3σiφ˜φ̂−me
(
A0 −−→A
)
φiσ3σiφ˜+ (∂0 −∇) φ̂iσ3σiφ˜
(←−−−−
∂0 +∇
)
=
= m (∂0 +∇)
(
φσiφ˜
)
+ e
(
A0 +
−→
A
)
φ̂σiφ˜
(←−−−−
∂0 +∇
) (6.54)
Considerando a parte escalar 〈 〉0 obtemos:
−m2〈iσ3σiφ˜φ̂〉0 −me〈
(
A0 −−→A
)
φiσ3σiφ˜〉0+
+〈
[
mφ+ e
(
A0 +
−→
A
)
φ̂
]
σi
[
miσ3φ¯+ ieσ3φ˜
(
A0 −−→A
)]
〉0 =
= m〈(∂0 +∇)
(
φσiφ¯
)〉0 + e〈(A0 +−→A) φ̂σi [miσ3φ¯+ eiσ3φ˜(A0 −−→A)]〉0,
(6.55)
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e assim obtemos:
−m2〈iσ3σiφ˜φ̂〉0 −me〈
(
A0 −−→A
)
φiσ3σiφ˜〉0+
+m2〈iσiσ3φ¯φ〉0 +me〈
(
A0 −−→A
)
φiσiσ3φ˜〉0 = 〈(∂0 +∇)
(
φσiφ˜
)
〉0
(6.56)
Agora analisaremos para cada ı´ndice i. Por convenieˆncia comec¸aremos pelo ı´ndice i = 3,
que e´ a direc¸a˜o que adotamos como sendo a direc¸a˜o de quantizac¸a˜o, cuja a escolha como
ja´ foi dito e´ arbitra´ria. Lembrando que φφ¯ = ρ cos β + iρsenβ, e para simplificar a
notac¸a˜o, aqui definiremos ρ cos β = σ e ρsenβ = ω, e portanto, φφ¯ = σ + iω
−m2〈iφ˜φ̂〉0 +m2〈iφ¯φ〉0 − 2me〈
(
A0 −−→A
)
iφφ˜〉0 = 〈(∂0 +∇)
(
φσ3φ˜
)
〉0 (6.57)
Como φφ˜ = ρ+
−→
j e φφ = σ + iω temos
〈(∂0 +∇)
(
φσ3φ˜
)
〉0 = −m2〈î¯φφ〉0 +m2〈i (σ + iω)〉0−
− 2me 〈i
(
A0 −−→A
)(
ρ+
−→
j
)
〉0︸ ︷︷ ︸
0
, (6.58)
com isso,
−m2〈i
(
σ̂ + iω
)
〉0 −m2ω = 〈(∂0 +∇)
(
φσ3φ˜
)
〉0 (6.59)
finalmente
〈(∂0 +∇)
(
φσ3φ˜
)
〉0 = −ρmω = −ρmsenβ (6.60)
Agora considere o caso em que i = 1, enta˜o a equac¸a˜o (6.55) fica:
〈(∂0 +∇)
(
φσ1φ˜
)
〉0 = −m2 〈iσ3σ1φ˜φ̂〉0︸ ︷︷ ︸
0
−me〈
(
A0 −−→A
)
φ iσ3σ1︸ ︷︷ ︸
−σ2
φ˜〉0+
+ m2 〈iσ1σ3φ¯φ〉0︸ ︷︷ ︸
0
+me〈
(
A0 −−→A
)
φ iσ1σ3︸ ︷︷ ︸
σ2
φ˜〉0,
(6.61)
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finalmente
〈(∂0 +∇)
(
φσ1φ˜
)
〉0 = 2me〈
(
A0 −−→A
)
φσ2φ˜〉0. (6.62)
Para o caso em que i = 2, a demonstrac¸a˜o e´ ana´loga e o resultado e´:
〈(∂0 +∇)
(
φσ2φ˜
)
〉0 = −2me〈
(
A0 −−→A
)
φσ1φ˜〉0. (6.63)
6.2 Tensor energia-momento
Para obter o tensor energia-momento fac¸amos o seguinte:
Considere a EDAEF
(∂0 +∇)φiσ3 = mφ̂+ e
(
A0 −−→A
)
φ. (6.64)
Multiplicando por −iσ3 a` direita da equac¸a˜o anterior, obtemos:
(∂0 +∇)φ = −mφ̂iσ3 − e
(
A0 −−→A
)
φiσ3. (6.65)
Agora aplicando o operador diferencial (∂0 −∇) a` esquerda de (6.64):
(∂0 −∇) (∂0 +∇)φiσ3 = (∂0 −∇)mφ̂+ e (∂0 −∇)
[(
A0 −−→A
)
φ
]
=
= m
̂[
(∂0 +∇) φ̂
]
+ e
(
∂0
[
A0 −−→A
)]
φ+ e
(
A0 −−→A
)
∂0φ−
−e
[
∇
(
A0 −−→A
)]
φ− eσi
(
A0 −−→A
)
∂iφ.
(6.66)
Considerando que σj
−→
A = 2
−→
A ·σj−−→Aσj = 2Aj−−→Aσj o lado direito da igualdade anterior
fica:
m ̂[(∂0 +∇)φ] + e
[
(∂0 −∇)
(
A0 −−→A
)]
φ+ e
(
A0 −−→A
)
∂0φ−
−eA0∇φ+ 2e
(−→
A · ∇
)
φ− e−→A∇φ.
(6.67)
82
Substituindo (6.65) na primeira parcela de (6.67) obtemos:
m
[
−mφ̂iσ3 − e
(
A0 −−→A
)
φiσ3
]̂
+ e
[
∂0(A0 −−→A )−∇A0 +∇−→A
]
φ+
+2e
(−→
A · ∇
)
φ+ eA0 (∂0 +∇)φ− e−→A (∂0 +∇)φ,
(6.68)
e assim o lado direito da igualdade (6.66) e´ igual a:
−m2φiσ3 −me
(
A0 +
−→
A
)
φ̂iσ3 + e
[
∂0(A0 −−→A )−∇A0 +∇−→A
]
φ+
+2e
[
A0∂0 +
−→
A · ∇
]
φ+ +e2
(
A20 −
−→
A 2
)
φiσ3.
(6.69)
Definindo  = (∂0 −∇) (∂0 +∇) = ∂20 −∇2 a equac¸a˜o (6.66) e´ equivalente a:
φiσ3 = −
[
m2 − e2
(
A20 −
−→
A 2
)]
φiσ3 + e
[
∂0
(
A0 −−→A
)
−∇A0 +∇−→A
)
φ+
+2e
(
A0∂0 +
−→
A · ∇
)
φ.
(6.70)
Multiplicando a u´ltima equac¸a˜o a` direita por φ˜ obtemos:
φiσ3φ˜ = −i
[
m2 − e2
(
A20 −
−→
A 2
)]
φσ3φ˜+ e
[
∂0
(
A0 −−→A
)
−∇A0 +∇−→A
)
φφ˜+
+2e
(
A0∂0 +
−→
A · ∇
)
φφ˜.
(6.71)
Observe que:
φσi3φ˜ = φσ1σ2φ˜ = 2S, (6.72)
ale´m disso:
˜(
φσ1σ2φ˜
)
= φσ2σ1φ˜ = −φσ1σ2φ˜, ou seja, se X = −X˜ =⇒ X ∈ Λ2(R3) + Λ3(R3).(6.73)
Observe tambe´m que:
φ˜φ˜ = φφ˜ = J enta˜o, se X = X˜ =⇒ X ∈ Λ0(R3)⊕ Λ1(R3), (6.74)
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e, portanto, se escolhermos as partes escalar e vetorial de (6.71), obtemos:
〈φiσ3φ˜〉0⊕1 = e〈
(
∂0A0 − ∂0−→A −∇A0 +∇−→A
)
J〉0⊕1+
+ 2e〈(A0∂0φ) φ˜+ Ai (∂iφ) φ˜〉0⊕1,
(6.75)
pore´m,
〈A0∂0
(
φφ˜
)
〉0⊕1 = 〈A0 (∂0φ) φ˜+ A0φ∂0φ˜〉0⊕1 = 〈A0 (∂0φ) φ˜〉0⊕1 + 〈A0φ∂0φ˜〉0⊕1, (6.76)
mas, 〈φ∂0φ˜〉0⊕1 = 〈φ˜∂0φ˜〉0⊕1 = 〈∂0φφ˜〉0⊕1, e, portanto:
〈A0∂0
(
φφ˜
)
〉0⊕1 = 2〈A0 (∂0φ) φ˜〉0⊕1, (6.77)
de modo ana´logo:
〈Aj∂j(φφ˜)〉 = 2〈Aj (∂jφ) φ˜〉0⊕1. (6.78)
Substituindo esses dois u´ltimos resultados em (6.75) obtemos:
〈φiσ3φ˜〉0⊕1 = e〈
(
∂0A0 − ∂0−→A −∇A0 +∇−→A
)
J〉0⊕1+
+ e〈A0∂0(φφ˜) + Aj∂j(φφ˜)〉0⊕1
(6.79)
Utilizando da identidade ∇−→A = ∇ · −→A +∇∧−→A obtemos:
〈φiσ3φ˜〉0⊕1 = e〈
(
∂0A0 − ∂0−→A −∇A0 +∇ · −→A +∇∧−→A
)
J〉0⊕1+
+e〈A0∂0(φφ˜) + Aj∂j(φφ˜)〉0⊕1,
(6.80)
como J = j0 +
−→
j , temos:
〈φiσ3φ˜〉0⊕1 = e
[
∂0
(
A0J
)
+ ∂j
(
AjJ
)]
+
+ e〈
(
−∂0 −∇A0 +∇∧−→A
)(
j0 +
−→
j
)
〉0⊕1,
(6.81)
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considerando que:
−→
E = −∂0−→A −∇A0 e −→B = −i∇∧−→A =⇒ ∇∧−→A = −i−→B , (6.82)
onde
−→
E e
−→
B sa˜o respectivamente os campos ele´trico e magne´tico. Substituindo (6.82)
em (6.81) obtemos:
〈φiσ3φ˜〉0⊕1 = e
[
∂0
(
A0j0
)
+ ∂0
(
A0
−→
j
)
+ ∂j
(
Ajj0
)
+ ∂j
(
Aj
−→
j
)]
+
+e
[
j0
−→
E +
−→
E · −→j + i−→B ∧ −→j
] (6.83)
Definindo j0 = ρ e
−→
j = ρ−→v , obtemos as partes escalar e vetorial da equac¸a˜o anterior:
〈φiσ3φ˜〉0 = e
[
∂0
(
A0j0
)
+ ∂j
(
Ajj0
)]
+ eρ
−→
E · −→v ,
〈φiσ3φ˜〉1 = e
[
∂0
(
A0
−→
j
)
+ ∂j
(
Aj
−→
j
)]
+ eρ
[−→
E +−→v ×−→B.
] (6.84)
Definindo as seguintes expresso˜es:
〈iσ3φ˜〉0 − e
[
∂0
(
A0j0
)
+ ∂j
(
Ajj0
)] def
= ∂0T
00 + ∂jT
j0,
〈iσ3φ˜〉1 − e
[
∂0
(
A0
−→
j
)
+ ∂j
(
Aj
−→
j
)]
def
=
(
∂jT
jk + ∂0T
0k
)−→σk,
(6.85)
observe que,
〈iσ3φ˜〉0⊕1 = 〈
(
∂20 − ∂2j
)
φiσ3φ˜〉0⊕1 = ∂0〈(∂0φ) iσ3φ˜〉0⊕1 = ∂0〈
(
∂0φ
)
iσ3φ˜〉0⊕1+
+〈(∂0φ) iσ3∂0φ˜〉0⊕1 − ∂j〈(∂jφ) iσ3φ˜〉0⊕1 + 〈(∂jφ) iσ3 (∂jφ˜)〉0⊕1. (6.86)
Pore´m,
〈(∂0φ) iσ3∂0φ˜〉0⊕1 = ¯〈(∂0φ) iσ3∂0φ˜〉0⊕1 = 〈∂0φi˜σ3∂0φ˜〉0⊕1 =
= −〈∂0φiσ3∂0φ˜〉0⊕1 = −〈∂0iσ3∂0φ˜〉0⊕1,
(6.87)
e, portanto,
〈(∂0φ) iσ3∂0φ˜〉0⊕1 = 0, (6.88)
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de modo ana´logo
〈(∂jφ) iσ3 (∂jφ˜)〉0⊕1 = 0, (6.89)
assim obtemos:
∂0〈∂0φiσ3φ˜〉0⊕1 + ∂j〈∂jφiσ3φ˜〉0⊕1 − e∂0
(
A0J
)− e∂j (AjJ) = e〈FJ〉0⊕1, (6.90)
cuja expressa˜o final e´:
∂0〈∂0φiσ3φ˜− eA0J〉0⊕1 + ∂j〈∂jφiσ3φ˜− eAjJ〉0⊕1 = e〈FJ〉0⊕1 (6.91)
onde F corresponde a forc¸a eletromagne´tica. Separando as componentes de (6.91), po-
demos obter:
∂0〈∂0φiσ3φ˜eA0J〉0 = ∂0T 00,
∂j〈∂jφiσ3φ˜− eAjJ〉0 = ∂jT j0,
∂0〈∂0φiσ3φ˜− eA0J〉1 = ∂0T 0jσj,
∂j〈∂jφiσ3φ˜− eAjJ〉1 = ∂jT jkσk,
(6.92)
assim obtemos as parcelas do tensor energia-momentum
〈∂0iσ3φ˜− eA0J〉0 = T 00,
〈∂jφiσ3φ˜− eAjJ〉0 = T j0,
〈∂0φiσ3φ˜− eA0J〉1 · σj = T 0j,
〈∂jφiσ3φ˜− eAjJ〉1 · σk = T kj = 〈σk
(
∂jφiσ3φ˜− eAjJ
)
〉0,
(6.93)
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onde as componentes do tensor sa˜o soma de escalares e vetores:
T 0 = T 00 + T j0σj ∈ Λ0
(
R3
)
+ Λ1
(
R3
)
,
T k = T 0k + T jkσj ∈ Λ0
(
R3
)
+ Λ1
(
R3
)
,
(6.94)
ale´m disso, podemos obter:
〈(∂0 +∇)T 0〉0 = ∂0T 00 + ∂jT j0,
〈(∂0 +∇)T k〉1 = ∂0T jkσj + σjT jk.
(6.95)
Podemos interpretar estes termos atrave´s de analogias com a estrutura das leis de con-
servac¸a˜o do eletromagnetismo. A primeira expressa˜o corresponde ao teorema de Poynting
do eletromagnetismo que e´:
∂µ
∂t
+∇ · −→S = −−→J · −→E = (∂0T 00 + ∂jT j0) , (6.96)
onde µ representa a densidade de energia eletromagne´tica, S e´ o vetor de Poynting,
(este vetor representa a quantidade de energia transferida por unidade de a´rea). Este
resultado diz que o trabalho realizado sobre cargas pela forc¸a eletromagne´tica e´ igual ao
decre´scimo de energia armazenada no campo, menos a energia que flui para fora de um
objeto atra´ves da superf´ıcie [8]. A segunda equac¸a˜o comparando com a equac¸a˜o (6.85)
nada mais e´ do que a densidade de forc¸a de Lorentz f = ρ
(−→
E +−→v ×−→S
)
, que do ponto
de vista eletromagne´tico pode ser visto com sendo:
∇ ·←→T − ∂
−→
S
∂t
= f (6.97)
←→
T corresponde ao tensor stress de Maxwell, S o vetor de Poynting e f a densidade de
forc¸a. Fisicamente
←→
T e´ a forc¸a por unidade de a´rea agindo sobre a superf´ıcie. Como
←→
T
e´ representado por uma matriz, as componentes da diagonal ou seja Tii representam as
presso˜es na i-e´sima direc¸a˜o, e os elementos na˜o diagonais Tij com i 6= j representam as
tenso˜es de cisalhamento.
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Dessa forma, no caso da teoria da Dirac, temos:
T 00 - representa a densidade de energia cine´tica
T 0k - representa a densidade de momento cine´tico
T ij - representa uma densidade de uma quantidade ana´loga
do ponto de vista quaˆntico a` pressa˜o e tensa˜o de cisalhamento
(6.98)
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Cap´ıtulo 7
Limite na˜o relativ´ıstico da equac¸a˜o
de Dirac
Neste cap´ıtulo iremos apresentar o limite na˜o relativ´ıstico da equac¸a˜o de Dirac na
a´lgebra do espac¸o f´ısico. Assim, considere a EDAEF:
~ (∂0 +∇)φiσ3 = mcφ̂+ e
(
A0
c
−
−→
A
c
)
φ =⇒
=⇒ i~∂0φσ3 = −i~∇φσ3 +mcφ̂+ e
c
(
A0 −−→A
)
φ.
(7.1)
Agora considere φ soluc¸a˜o da equac¸a˜o de Dirac
φ = (ψ + η) e−iσ3mc
2t = (ψ + η) e−iσ3mcx0 , (7.2)
onde, decompomos na parte par e parte ı´mpar,
ψ ∈ C`+3 =⇒ ψ̂ = ψ,
η ∈ C`−3 =⇒ η̂ = −η.
(7.3)
Calculando as derivadas ∂0φ e ∇φ e utilizando a decomposic¸a˜o da soluc¸a˜o da equac¸a˜o
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de Dirac, obtemos:
i~ (∂0η + ∂ψ) e−iσ3mcx0σ3 + i~ (ψ + η) e−iσ3mcx0 (−iσ3mc) =
= −i~ (∇η) e−iσ3mcx0σ3 − i~∇ψe−iσ3mcx0 +mc (ψ − η) e−imcσ3x0+
+
e
c
(
A0 −−→A
)
(ψ + η) e−iσ3mcx0 ,
(7.4)
ou seja,
~ (∂0η) iσ3 + ~ (∂0ψ) iσ3 +mc (ψ + η) = −i~∇ησ3︸ ︷︷ ︸
p[η]
+ (−i~∇ψσ3)︸ ︷︷ ︸
p[ψ]
+mc (ψ − η) +
+
e
c
(
A0 −−→A
)
(ψ + η) .
(7.5)
Note que
ψ ∈ C`+3 =⇒ p[ψ] ∈ C`−3 ,
η ∈ C`−3 =⇒ p[η] ∈ C`+3 .
(7.6)
Separando a equac¸a˜o (7.5) nas partes par e ı´mpar

~ (∂0η) iσ3 + 2mcη = p[ψ] +
e
c
A0η − e
c
−→
Aψ ∈ C`−3 ,
~ (∂0ψ) iσ3 = p[η] +
e
c
A0ψ − e
c
−→
Aη ∈ C`+3
. (7.7)
Defina: 
E
c
[ψ] = ~ (∂0φ) ie3 − e
c
A0ψ,
P[ψ] = p[ψ]− e
−→
A
c
ψ.
(7.8)
Note que,
E
c
[η] + 2mcη = P[ψ] =⇒ η =
(
E
c
+ 2mc
)−1
P[ψ] =
1
2mc
(
1 +
E
2mc2
)−1
P[ψ],
E
c
[ψ] = P[η].
(7.9)
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Fazendo a expansa˜o em se´rie do seguinte termo
(
1 +
E
2mc2
)−1
= 1− E
2mc2
+
E2
(2mc2)2
+ ... (7.10)
e com isso temos:
η =
1
2mc
[
P[ψ]− EP[ψ]
2mc2
+O (c−4)] = 1
2mc
P[ψ]− 1
(2mc)2 c
E [P[ψ]] +O (c−5) . (7.11)
Aplicando a segunda equac¸a˜o de (7.9) em (7.11) obtemos:
E
c
[ψ] = P[η] =
1
2mc
P2[ψ]− 1
(2mc)2 c
P [E [P [ψ]]] +O (c−5) . (7.12)
Multiplicando por c ambos os lados obtemos:
E[ψ] =
P2
2m
[ψ]− 1
(2mc)2
P [E [P [ψ]]] +O (c−4) . (7.13)
Agora faremos uma manipulac¸a˜o alge´brica para obter o termo PEP:
[P, [E,P]] = P [E,P]− [E,P]P = PEP− P2E− EP2 + PEP, (7.14)
ou seja,
2PEP = [P, [E,P]] + P2E+ EP2. (7.15)
Substituindo na equac¸a˜o (7.13) tem-se
E[ψ] =
P2[ψ]
2m
− 1
8m2c2
[P, [E,P]] [ψ]− 1
8m2c2
P2E[ψ]− 1
8m2c2
EP2[ψ] +O (c−4) . (7.16)
O termo:
P2[ψ]
2m
= E[ψ] (7.17)
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e´ a equac¸a˜o de Pauli, conforme apresentamos anteriormente,
P2
2m
[ψ]− E [ψ] = − ~
2
2m
∇2ψ + i ~e
2mc
(
∇ · −→A
)
ψσ3 − ~e
2mc
−→
Bψσ3+
+
2i~e
2mc
(−→
A · ∇
)
ψσ3 +
e2
2mc2
−→
A 2ψ − ~∂ψ
∂t
iσ3 − eA0
c
ψ = 0.
(7.18)
Nosso objetivo final e´ obter a equac¸a˜o de Pauli, acrescida das correc¸o˜es relativistas, enta˜o
para isso, precisamos de fazer algumas manipulac¸o˜es alge´bricas. Primeiro considere a
equac¸a˜o que apresentamos anteriormente:
P2[ψ]
2m
− E[ψ] = 1
8m2c2
[P, [E,P]] [ψ] +
1
8m2c2
P2E[ψ] +
1
8m2c2
EP2[ψ] +O (c−4) (7.19)
Definiremos o acre´scimo relativ´ıstico δ[ψ], por
P2[ψ]
2m
− E[φ] = 1
c2
δ[ψ] (7.20)
Utilizaremos a seguinte aproximac¸a˜o
P2[ψ]
2m
≈ E[ψ] em δ[ψ]. (7.21)
Multiplicando por P2 a` direita e a` esquerda obtemos:
P2E[ψ] ≈ P
4[ψ]
2m
EP2[ψ] ≈ P
4[ψ]
2m
(7.22)
Agora vamos manipular a parte do comutador [E,P]
[E,P] (ψ) = E [P [ψ]]− P [E [ψ]] . (7.23)
Utilizando as expresso˜es ja´ definidas anteriormente (7.8) obtemos
[E,P]ψ = ~c∂0 (P [ψ]) iσ3 − eA0P [ψ]− p [E [ψ]] + e−→AE [ψ] . (7.24)
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Aplicando novamente as relac¸o˜es (7.8)
[E,P]ψ = ~c∂0
(
−i~∇ψσ3 − e−→Aψ
)
iσ3 − eA0
(
−i~∇ψσ3 − e−→Aψ
)
+
+ i~∇ (~c∂0ψiσ3 − eA0ψ) + e−→A (~c∂0ψiσ3 − eA0ψ) .
(7.25)
e assim obtemos:
[E,P]ψ = −ie~
(
c∂0
−→
A +∇A0
)
ψσ3. (7.26)
Considerando que ∂0 =
1
c
∂
∂t
e o campo ele´trico
−→
E =
∂
−→
A
∂t
+∇A0 obtemos:
[E,P] [ψ] = ie~
−→
Eψσ3. (7.27)
Ainda precisamos obter o comutador [P [E,P]] para isso, vamos utilizar o resultado ante-
rior e obtemos:
[P, [E,P]] [ψ]ψ = P [E,P] [ψ]− [E,P]P [ψ] = P
[
ie~
−→
Eψσ3
]
− ie~−→EP [ψ]σ3. (7.28)
Utilizando novamente as relac¸o˜es (7.8)
[P, [E,P]]ψ =
e~2
c
∇
(−→
Eψ
)
− i2e
2~
c2
−→
A
−→
Eψσ3 − e~
2
c
−→
E (∇ψ) + i2e
2~
c2
−→
E
−→
Aψσ3. (7.29)
Sabendo que σj
−→
E = 2σj ∧ −→E +−→Eσj e 2−→A ∧ −→E = −→A−→E −−→E−→A obtemos o comutador:
[P, [E,P]]ψ =
e~2
c
(
∇−→E
)
ψ − 2e~
2
c
(−→
E ∧∇
)
ψ − i2e
2~
c2
(−→
A ∧ −→E
)
ψσ3. (7.30)
Assim, reunindo (7.22) e (7.30) na parcela que corresponde a`s correc¸o˜es relativistas,
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obtemos:
1
8m2c2
[P, [E,P]] [ψ] +
1
8m2c2
P2E[ψ] +
1
8m2c2
EP2[ψ] =
=
1
8m2c2
[
e~2
c
(
∇−→E
)
ψ − 2e~
2
c
(−→
E ∧∇
)
ψ − i2e
2~
c2
(−→
A ∧ −→E
)
ψσ3
]
+
+
1
8m2c2
P4
2m
[ψ] +
1
8m3c2
P4 [ψ] .
(7.31)
Finalmente substituindo (7.31) em (7.19), obtemos:
−~2
2m
∇2ψ + i ~e
2mc
(
∇ · −→A
)
ψσ3 − e~
2mc
−→
Bψσ3 +
i~e
mc
(−→
A · ∇
)
ψσ3+
+
e2
2mc2
−→
A 2ψ − ~∂ψ
∂t
iσ3 − eA0
c
ψ =
=
e~
8m2c2
[
~
c
(
∇−→E
)
ψ − 2~
c
(−→
E ∧∇
)
ψ +
2e
c2
(−→
A ×−→E
)
ψσ3
]
+
1
8m3c2
P4 [ψ] .
(7.32)
O lado esquerdo da igualdade e´ a equac¸a˜o de Pauli e o lado direito da igualdade sa˜o as
correc¸o˜es relativistas.
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Conclusa˜o
Neste trabalho, apresentamos a a´lgebra geome´trica (a´lgebra de Clifford) aplicada na
mecaˆnica quaˆntica. Podemos notar que a utilizac¸a˜o desta a´lgebra nos traz vantagens
significativas nos ca´lculos. A a´lgebra geome´trica, tambe´m e´ inserida em outras frentes
da cieˆncia, podemos ver em [22], algumas aplicac¸o˜es em; robo´tica e processamento de
imagens. Isto nos indica que ha´ um aumento significativo da utilizac¸a˜o desta a´lgebra
em outras a´reas, ale´m da mecaˆnica quaˆntica. Apesar da a´lgebra geome´trica ter sido
desenvolvida a muito tempo, no final do se´culo XIX, por Clifford, ouve um hiato desde o
seu desenvolvimento ate´ a sua larga utilizac¸a˜o, devido a morte precoce do seu fundador.
Pore´m, a sua utilizac¸a˜o tornou-se mais frequente principalmente a partir da metade
do se´culo XX. Existem alguns livros que iremos citar para iniciar o estudo da a´lgebra
geome´trica, por exemplo, para utilizac¸a˜o em cursos de matema´tica e f´ısica podemos citar
[4], [3], para aplicac¸o˜es em engenharia [21].
No contexto da mecaˆnica quaˆntica, do ponto de vista da na˜o relativista, para uma
primeira leitura recomendamos [1], em um n´ıvel um pouco mais avanc¸ado [23]. Ja´ no
contexto relativista recomendamos o livro [5] e as refereˆncias [6], [9], [11], [24].
Nesta dissertac¸a˜o, um ponto importante discutido e que merece ser destacado foi a
formulac¸a˜o da teoria de Dirac usando a AEF. Uma vez que a AEF e´ isomorfa a` a´lgebra a`s
matrizes complexas 2 x 2, isto essencialmente significa que mostramos a possibilidade de
formular a teoria de Dirac usando matrizes complexas 2 × 2. Entretanto, na literatura
encontramos va´rias afirmac¸o˜es de que na˜o e´ poss´ıvel formular a teoria de Dirac com
matrizes complexas de ordem 2 - veja, por exemplo, [15] e [16]. O ponto chave que nos
possibilitou apresentar esta formulac¸a˜o foi o uso do conceito de espinor operatorial.
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