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Resumen. Una parte que conlleva una labor intensiva dentro de la prueba del 
software es la generación de casos de prueba. El coste de esta tarea puede ser 
reducido mediante el uso de técnicas que permitan su automatización. En este 
trabajo se presenta un enfoque basado en la técnica metaheurística Búsqueda 
Dispersa para la generación automática de casos de prueba de procesos de ne-
gocio especificados en BPEL. Como criterio de suficiente se emplea el criterio 
de cobertura de transiciones. 
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1 Introducción 
Una parte que conlleva una labor intensiva dentro de la prueba del software es la 
generación de casos de prueba. El coste de esta tarea puede ser reducido mediante el 
uso de técnicas que permitan su automatización. En arquitecturas orientadas a servi-
cios el despliegue del software como una serie de servicios tiene como objetivo, a 
corto o medio plazo, que dichos servicios sean invocados desde otros programas 
software o servicios. Por ello, el uso de técnicas de prueba automáticas y bien esta-
blecidas es esencial para asegurar la calidad del servicio desarrollado y también para 
facilitar las pruebas de regresión. 
La búsqueda de una solución óptima en el problema de la generación de casos de 
prueba tiene un gran coste computacional, y por este motivo las técnicas que permiten 
llevar a cabo la automatización tratan de obtener una solución próxima a la óptima. 
Como consecuencia, estas técnicas han atraído un creciente interés por parte de mu-
chos investigadores en los últimos años. Por otro lado, la naturaleza de los problemas 
de Ingeniería del Software es ideal para la aplicación de técnicas metaheurísticas, 
como se muestra en el trabajo de Harman y Jones [17]. Una de esos problemas es la 
prueba del software, la cual es tratada como un problema de búsqueda u optimiza-
ción, como se muestra en varios trabajos que llevan a cabo una revisión de la literatu-
ra [22, 23]. Además las técnicas de búsqueda metaheurísticas han obtenidos buenos 
resultados en la generación de casos de prueba [22].  
La técnica metaheurística más ampliamente utilizada en este campo son los Algo-
ritmos Genéticos [1, 2, 3, 9, 10, 15, 20, 25, 30, 31, 32]. Otras técnicas que también 
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han sido empleadas son el Recocido Simulado [21, 29, 32], Programación Genética 
[28], Búsqueda Tabú [11, 12], Repulsión Simulada [7], Algoritmos Evolutivos [8, 
24], Hill Climbing [20], Estrategias Evolutivas [2], Algoritmos de Estimación de 
Distribuciones [27] o Búsqueda Dispersa [4, 5, 27]. 
Respecto a la generación de casos de prueba para el proceso de negocio de las 
composiciones de servicios web, se han empleado comprobadores de modelos [14, 
18] o Redes de Petri [13]. La aplicación de las técnicas de búsqueda metaheurísticas 
es muy reciente y el único trabajo que emplea una de estas técnicas, llamada Búsque-
da Dispersa, a la generación de casos de prueba para procesos de negocio especifica-
dos en BPEL es [6]. 
En este trabajo se propone el uso de la técnica metaheurística Búsqueda Dispersa  
[16, 19] para la generación automática de casos de prueba para composiciones de 
servicios especificadas en BPEL. El enfoque presentado en este trabajo es una evolu-
ción del algoritmo TCSS-LS descrito en [5], el cual genera casos de prueba para el 
criterio de cobertura de ramas para programas escritos en lenguaje C, y se basa en el 
presentado en [6]. 
El resto del artículo se organiza de la siguiente forma. La próxima sección describe 
brevemente la especificación de composiciones de servicios empleando BPEL. La 
sección 3 detalla el enfoque basado en Búsqueda Dispersa para la generación automá-
tica de casos de prueba. En la sección 4 se presentan los resultados preliminares y por 
último en la sección 5 se presentan las conclusiones de este trabajo. 
2 Especificación de composiciones de servicios web utilizando 
BPEL 
Las especificaciones BPEL representan el comportamiento del proceso de negocio 
basado en composiciones de servicios web. Estas especificaciones son documentos 
XML formados por dos partes principales: declaraciones y la especificación del pro-
pio proceso de negocio. 
En la parte de declaraciones se identifican los interfaces entre el proceso BPEL y los 
participantes en el proceso de negocio, es decir, los servicios y las agrupaciones de 
operaciones que se pueden invocar dentro de dichos interfaces. Otros elementos in-
cluidos en esta parte son las variables, donde se puede llevar a cabo un almacena-
miento intermedio de valores. 
La especificación del proceso de negocio consiste en un conjunto de actividades 
que pueden ser ejecutadas. Estas actividades pueden ser básicas o estructuradas. Entre 
las actividades básicas se encuentran aquellas que permiten al proceso de negocio 
invocar servicios web (actividad invoke), recibir invocaciones de los mismos (activi-
dad receive) o actualizar el valor de las variables (actividad assign). Las actividades 
estructuradas indican el orden y bajo qué condiciones se ejecutan una serie de activi-
dades. Por ejemplo: una actividad sequence establece un orden secuencial y una acti-
vidad while fuerza la repetición de la ejecución de un conjunto de actividades hasta 
que se deje de cumplir una determinada condición. Una actividad estructurada que no 
es tan común en otros lenguajes es la actividad flow, la cual indica que un conjunto de 
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actividades se ejecutan de forma concurrentes, y por tanto un flow se completa cuan-
do todas sus actividades han finalizado. 
3 Generación de casos de prueba para procesos de negocio 
BPEL utilizando Búsqueda Dispersa 
En esta sección se explica la adaptación de la técnica Búsqueda Dispersa a la genera-
ción de casos de prueba para procesos de negocios especificados en BPEL, utilizando 
el criterio de cobertura de transiciones. En la sección 3.1 se presentan los aspectos 
generales del enfoque basado en Búsqueda Dispersa, denominado TCSS-LS. Las 
secciones 3.2 y 3.3 muestran el proceso de búsqueda de nuevos casos de prueba. 
3.1 Planteamiento del problema 
El objetivo de este trabajo es probar composiciones de servicios web especificadas en 
BPEL. Las variables de entrada del proceso de negocio son las variables recibidas por 
parte del proceso de negocio desde los servicios web (llamados participantes en 
BPEL) que interactúan en la especificación BPEL. La definición de un caso de prue-
ba incluye los valores de las variables de entrada y las transiciones ejecutadas dentro 
del proceso de negocio. 
La especificación BPEL no incluye directamente información sobre el comporta-
miento de los servicios web que participan en el proceso de negocio, por lo tanto se 
debe construir un modelo para cada participante, basado en su interface con el proce-
so de negocio. 
El proceso de negocio especificado en BPEL se representa por medio de un grafo 
de estados, donde los nodos representan los estados del proceso de negocio y los 
arcos representan el cambio de estado desde un nodo i hasta un nodo j cuando la 
decisión asociada a dicho arco es cierta, es decir, un arco representa una transición en 
el proceso de negocio. Mediante el uso del grafo de estados es posible determinar las 
transiciones que han sido cubiertas por los casos de prueba generados, ya que el pro-
ceso de negocio ha sido instrumentado para conocer el camino seguido. 
En la Fig. 1 se muestra el grafo de estados que representa el proceso de negocio de 
la composición “loan approval”, publicado en el estándar [26], cuyo objetivo es con-
cluir si una petición para obtener un préstamo será aprobado o no. Para ello recibe 
una petición desde un servicio participante llamado “customer” e invoca a otros dos 
servicios participantes: “assesor” y “approver”. El servicio “assesor” mide el riesgo 
asociado a las peticiones de pequeña cantidad, mientras que el servicio “approver” 
evalúa las peticiones que o han sido hechas por una gran cantidad de dinero o  han 
sido evaluadas como arriesgadas por el “assesor”. Cada transición del proceso de 
negocio se numera como Tk. Nótese que algunas transiciones del grafo no son nume-
radas, puesto que son cubiertas por los casos de prueba que cubren otras transiciones 
o conjuntos de transiciones. Por ejemplo, si un caso de prueba cubre las transiciones 
T2 y T4, entonces la transición desde el estado “invoke approver” hasta el estado 
final también será cubierta. 
Actas de los Talleres de las Jornadas de Ingeniería del Software y Bases de Datos, Vol. 3, No. 1, 2009
ISSN 1988–3455 SISTEDES, 2009 15
receive (from customer)
[request.amount < 100]
[request.amount 
>= 100][riskAssessment 
== low]
[riskAssessment 
!= low]
/reply (to customer)
T1 T2
T3
T4
T0
/reply (to customer)
approvalInfo.accept = yes
invoke assessor
invoke approver
 
Fig. 1. Grafo de estado del servicio “loan approval” 
El objetivo de TCSS-LS es generar casos de prueba que permitan cubrir todas las 
transiciones del proceso de negocio. Este objetivo general se puede dividir en subob-
jetivos, consistiendo cada uno de ellos en encontrar casos de prueba que alcancen un 
determinado arco (transición) Tk del grafo de estados. 
Para alcanzar dichos subobjetivos, las transiciones del grafo de estados almacenan 
determinada información durante el proceso de generación de casos de prueba, la cual 
permite conocer las transiciones que han sido cubiertas y es utilizada para avanzar en 
el proceso de búsqueda. Cada transición almacena esta información en su propio 
conjunto de soluciones, llamado Conjunto de Referencia. A diferencia del algoritmo 
original de Búsqueda Dispersa, el enfoque presentado en este trabajo maneja varios 
Conjuntos de Referencia. Cada Conjunto de Referencia se denomina Sk, donde k es el 
número de la transición, y está constituido por Bk elementos Tkc = < x kc,pkc, fbkc,fckc>, 
c ∈ {1..Bk}, donde:  
• x kc es una solución, es decir, un caso que prueba que alcanza la transición Tk. 
Cada solución x kc consiste en un conjunto de valores para las variables de entrada 
( x 1, x 2,..., x n) del proceso de negocio bajo prueba que satisfagan las condiciones 
de las transiciones previas a la transición Tk en el camino seguido. Cada variable de 
entrada se representa por un vector, ya que cada servicio web puede ser invocado 
varias veces y cada invocación proporciona un valor independiente. 
• pkc es el camino cubierto por la solución (caso de prueba), es decir, la secuencia de 
transiciones alcanzadas del grafo de estados. 
• fbkc es la distancia al nodo hermano. Esta distancia mide lo cerca que se encuentra 
la solución de cubrir la transición hermana. 
• fckc es la distancia a la siguiente transición que no ha sido cubierta por la solución. 
Esta distancia indica lo cerca que se encuentra la solución de cubrir dicha transi-
ción. 
El procedimiento seguido para calcular el tamaño máximo Bk de de los conjuntos 
de soluciones de cada transición Tk (Sk) y el cálculo de las distancias se puede con-
sultar en [5]. 
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TCSS-LS tratará de hacer los conjuntos de soluciones lo más diversos posibles uti-
lizando una función de diversidad. De este modo trata de explorar un amplio espacio 
de búsqueda con el fin de encontrar soluciones que puedan cubrir diferentes transi-
ciones de la composición. La diversidad de una solución de un conjunto Sk es una 
medida relacionada con el camino cubierto por todas las soluciones del conjunto. 
3.2 Proceso de búsqueda 
El objetivo de TCSS-LS es obtener la máxima cobertura de transiciones, es decir, 
encontrar soluciones que permitan cubrir todas las transiciones del grafo de estados. 
Dado que estas soluciones están almacenadas en las transiciones, el objetivo es por 
tanto que todas las transiciones tengan al menos un elemento en su conjunto Sk. Sin 
embargo, este objetivo puede no ser alcanzado cuando la composición bajo prueba 
tiene transiciones inalcanzables. Por ello, TCSS-LS también finaliza su ejecución 
cuando se genera un número máximo de casos de prueba. Inicialmente los conjuntos 
Sk están vacíos y se irán rellenando en las sucesivas iteraciones. 
La Fig. 2 muestra el esquema del proceso de búsqueda seguido por TCSS-LS. Este 
proceso comienza generando soluciones aleatorias que serán almacenadas en el Con-
junto de Referencia de la transición T0 (S0). El modelo de la composición de servi-
cios se ejecuta con cada solución, lo que provoca la actualización de los conjuntos Sk 
de las transiciones alcanzadas. A continuación comienzan las iteraciones del proceso 
de búsqueda, donde TCSS-LS selecciona una transición (transición en evaluación) 
para crear los subconjuntos de soluciones a partir de su Conjunto de Referencia, los 
cuales son utilizados por las reglas de combinación para generar las nuevas solucio-
nes. Estas soluciones, que pueden ser mejoradas, también son ejecutadas en el modelo 
de la composición para actualizar los conjuntos Sk de las transiciones alcanzadas, 
cerrando así el ciclo de ejecución. 
Cada vez que el modelo de la composición de servicios va a ser ejecutado, los par-
ticipantes deben ser configurados con los valores de las variables que retornan al 
proceso de negocio cuando son invocados, es decir, se configuran con la solución a 
ejecutar dentro del modelo. Esta solución puede que no tenga suficientes valores para 
una determinada variable, puesto que la invocación al participante que la retorna 
puede encontrarse dentro de un bucle que se ejecuta, a priori, un número desconocido 
de veces. Cuando un participante se encuentra en esta situación debe solicitar nuevos 
valores para la variable a TCSS-LS. 
Por otro lado, si la transición seleccionada por TCSS-LS no tiene al menos dos so-
luciones para realizar las combinaciones se debe llevar a cabo un proceso de back-
tracking, el cual combina la técnica Búsqueda Dispersa con un método de búsqueda 
local. 
El proceso de backtracking, las reglas de combinación y los procedimientos segui-
dos en la selección de una transición (similar a la selección de un nodo en el grafo de 
control de flujo), la creación de los subconjuntos de soluciones, la mejora de las solu-
ciones y la actualización de los conjuntos Sk utilizando la propiedad de diversidad se 
pueden consultar en [5]. 
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El proceso de búsqueda finaliza cuando todas las transiciones han sido alcanzadas 
o se ha generado el número máximo de casos de prueba. 
La solución final de TCSS-LS está formada por los casos de prueba que cubren las 
transiciones del grafo de estados, que están almacenados en los conjuntos Sk, el por-
centaje de cobertura de transiciones alcanzado y el tiempo consumido en el proceso 
de búsqueda. Por ejemplo, un caso de prueba para el servicio “loan approval” defini-
do en la Fig. 1 tiene como entradas request.amount = 50, risk.assessment = low y 
cubre el camino formado por las transiciones T0, T1, T3. 
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Fig. 2. Esquema de TCSS-LS (mejorado) 
3.3 Tratamiento del número variable de valores de las variables de entrada 
Un proceso de negocio especificado en BPEL puede contener invocaciones a servi-
cios web dentro de un bucle, lo que ocasiona que la variable retornada por el servicio 
(el participante) tiene un valor diferente en cada iteración del bucle. Cada uno de esos 
valores puede cubrir diferentes transiciones del proceso de negocio y por lo tanto 
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todos ellos deben ser recordados para generar los casos de prueba. Como el número 
de iteraciones de un bucle no es conocido en la mayoría de los casos, una variable de 
entrada puede tomar un número desconocido de valores en la ejecución de la compo-
sición de servicios y el vector x j que la representa en la solución x kc puede tener 
diferente tamaño en dos soluciones determinadas.  
Por ello el algoritmo TCSS-LS descrito en [5] ha sido ampliado para incluir un 
nuevo método que maneja el número variables de valores de una variable de entrada. 
Cuando TCSS-LS crea una solución de forma aleatoria se genera un vector para 
cada variable de entrada situada dentro de un bucle con un número predeterminado de 
valores. Posteriormente los participantes en el proceso de negocio se configuran con 
los vectores de las variables que deben manejar y el proceso de negocio es ejecutado. 
Cada participante consume y retorna un valor del vector de la variable en cada invo-
cación y cuando agota dichos valores debe solicitar otros nuevos a TCSS-LS. 
TCSS-LS busca los nuevos valores para la variable de entrada entre las soluciones 
del conjunto Sk de la transición en evaluación Tk, tratando de encontrar aquellos que 
sean más diversos. Para ello se define la función “diversidad de una variable”, la cual 
se calcula sobre el conjunto Sk’={Tk’1,…,Tk’q} ⊆ Sk, Tk’c=< x k’c;pk’;fbk’c;fck’c>, que 
representa la soluciones almacenadas en la transición Tk que no han sido utilizadas 
previamente para suministrar nuevos valores a los participantes. El valor de diversi-
dad de una variable x j se calcula según la siguiente función:  
∑ ∑
= = 















−
<
<
=><
qc rz c
k
m
k
m
k
c
k
c
k
m
k
k
m
k
zz
z
z
jxjx
zjxjx
zjxjx
Sjx_vardiv
..1 ..1
''
''
''
'' );
contrario casoen 
 de  tamañosi
 de  tamañosi
(  
donde el índice c=1..q recorre las soluciones del conjunto Sk’ y el índice z=1..r recorre 
los valores de la variable de entrada x j. 
TCSS-LS entrega al participante los valores de la variable x j de la solución con 
mayor valor para la función div_var(), dado que dicha solución es la menos similar al 
resto de soluciones, de acuerdo a los valores de la variable x j. De este modo se in-
crementa el tamaño del vector de valores de la variable de una solución que se está 
ejecutando en el proceso de negocio. 
Después de que el proceso de negocio haya finalizado su ejecución, TCSS-LS ana-
liza la solución para eliminar los valores de las variables que no han sido empleados, 
disminuyendo así el tamaño de los vectores. Posteriormente se lleva a cabo el proceso 
de actualización de los conjuntos Sk, los cuales almacenarán soluciones que presentan 
tamaños diferentes para los vectores de valores de una determinada variable. 
Por otro lado, la generación de nuevas soluciones mediante las reglas de combina-
ción y la función de diversidad presentada en [5] han sido adaptadas para manejar el 
número variable de valores de las variables de entrada de las soluciones almacenadas 
en los conjuntos Sk, como se muestra en [6].  
Cuando TCSS-LS genera una solución en el proceso de combinación, crea el vec-
tor de valores de cada variable de entrada teniendo en cuenta el número de valores 
que dicha variable presenta en las soluciones a combinar. Posteriormente la nueva 
solución es ejecutada en la composición bajo prueba y si los participantes consumen 
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todos los valores de los vectores de una variable, éstos solicitarán otros nuevos a 
TCSS-LS como se ha indicado previamente. 
La creación de soluciones por parte del método de búsqueda local utilizado en el 
backtracking también ha sido adaptada, para considerar que una nueva solución se 
genera mediante la modificación de todas las posiciones del vector de una variable 
determinada, de acuerdo a los procedimientos descritos en [5]. 
4 Casos de estudio 
El algoritmo TCSS-LS presentado en este trabajo ha sido aplicado a dos especifica-
ciones BPEL: “loan approval” y “shipping service”. Ambas especificaciones fueron 
originalmente publicadas con el estándar BPEL4WS y han sido ampliamente referen-
ciadas en la literatura sobre pruebas de servicios web. La composición “shipping 
service” describe un servicio básico de gestión de envío de artículos. Los envíos se 
pueden realizar de dos formas diferentes: un único envío con el total de los artículos 
solicitados o diferentes envíos parciales hasta que todos los artículos solicitados ini-
cialmente hayan sido enviados. Para comprobar los métodos diseñados en el enfoque 
presentado en este trabajo se ha modificado la composición “shipping service” como 
se muestra en la Fig. 3. Se han incluido las transiciones T5 y T6 para incrementar la 
complejidad de la composición con una condición de igualdad. 
Los resultados obtenidos por TCSS-LS se comparan con los obtenidos por un ge-
nerador aleatorio. En todos los experimentos las condiciones de parada utilizadas para 
ambos generadores fueron alcanzar el 100% de cobertura de transiciones o generar 
200000 casos de prueba, las variables de entrada son de tipo entero y su rango de 
entrada utiliza 16 bits. Todas las ejecuciones fueron realizadas en una máquina con 
un procesador Pentium 4 2.80GHz con 512 MB de memoria RAM. 
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receive (from customer)
[shipRequest.shipComplete == TRUE]
T1
T0
assign (itemsCount)
invoke customer 
(shippingNotice)
assign (itemsShipped=0)
[shipRequest.shipComplete != TRUE]
T2
while
assing (opaque to 
itemsCount)
invoke customer 
(shippingNotice)
[itemsShipped < 
shipRequest.itemsTotal][itemsShipped >= 
shipRequest.itemsTotal]
assign (update 
itemsShipped)
switch
invoke customer 
(shippingNotice)
[itemsShipped == 
shipRequest.itemsTotal]
switch
T3
T4
T6[itemsShipped != 
shipRequest.itemsTotal]
T5
 
Fig. 3. Grafo de estados de la composición “shipping service” 
La Tabla 1 muestra los resultados obtenidos por ambos generadores: porcentaje de 
cobertura de transiciones alcanzada, el número de casos de prueba que cada genera-
dor crea para obtener dicha cobertura y el tiempo consumido (en segundos). TCSS-
LS genera menos casos de prueba y consume menos tiempo que el generador aleato-
rio en ambas composiciones. Además el generador aleatorio no alcanza el 100% de 
cobertura, mientras que TCSS-LS siempre obtiene la cobertura total. 
Tabla 1. Resultados de las composiciones “loan approval” y “shipping service” 
 Loan Approval Shipping Service 
 % Cober- 
tura 
Casos de 
Prueba 
Tiempo (s) % Cober- 
tura 
Casos de 
Prueba 
Tiempo (s) 
TCSS-LS 100 290 0,19 100 144 0,23 
Aleatorio 99 54940 1,31 75 36436 0,69 
 
La parte izquierda de la Fig. 4 muestra la evolución del número de casos de prueba 
creados por ambos generadores para la composición “shipping service”, mientras que 
la parte derecha muestra la evolución del tiempo consumido. El eje x representa el 
número de casos de prueba generados (parte izquierda de la figura) o el tiempo con-
sumido (parte derecha de la figura) para alcanzar el porcentaje acumulado de cobertu-
ra de transiciones representado en el eje y. En estos gráficos se puede observar que 
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TCSS-LS genera menos casos de prueba y consume menos tiempo que el generador 
aleatorio para alcanzar cada porcentaje de cobertura de transiciones. 
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Fig. 4. Evolución del número de casos de prueba generados y el tiempo consumido para la 
composición “shipping service” 
5 Conclusiones y trabajo futuro 
Este trabajo presenta nuestro primer enfoque basado en la técnica metaheurística 
Búsqueda Dispersa para la generación automática de casos de prueba para procesos 
de negocio especificados en BPEL que satisfagan el criterio de cobertura de transi-
ciones. Este enfoque, llamado TCSS-LS, es una evolución de un trabajo previo. 
El proceso de negocio es modelado y representado mediante un grafo de estados. 
TCSS-LS maneja un conjunto de soluciones en cada transición del grafo, facilitando 
así la división del objetivo general en subobjetivos, y proporcionando mecanismos 
para manejar el número variable de valores de las variables de entrada. 
Los resultados obtenidos muestran que TCSS-LS puede ser aplicado a la genera-
ción de casos de prueba para procesos de negocio especificados en BPEL y que mejo-
ra al generador aleatorio. 
Líneas de trabajo futuro son el uso de otro criterio de suficiencia como cobertura 
de pares de transiciones, la mejora de TCSS-LS para manejar la ejecución concurren-
te de actividades en composiciones de servicios especificados en BPEL, y la experi-
mentación con especificaciones de composiciones reales. 
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Abstract. Most of model checkers found in the literature use exact
deterministic algorithms to check the properties. The memory required
for the veriﬁcation with these algorithms usually grows in an exponential
way with the size of the system to verify. When the search for errors with
a low amount of computational resources (memory and time) is a priority
(for example, in the ﬁrst stages of the implementation of a program), non-
exhaustive algorithms using heuristic information can be used. In this
work we summarize our observations after the application of Ant Colony
Optimization to ﬁnd property violations in concurrent systems using a
explicit state model checker. The experimental studies show that ACO
ﬁnds optimal or near optimal error trails in faulty concurrent systems
with a reduced amount of resources, outperforming in most cases the
results of algorithms that are widely used in model checking, like Nested
Depth First Search. This fact makes ACO suitable for checking properties
in large faulty concurrent programs, in which traditional techniques fail
to ﬁnd counterexamples because of the model size.
1 Introduction
Model checking [7] is a fully automatic technique that allows to check if a given
concurrent system satisﬁes a property like, for example, the absence of deadlocks,
the absence of starvation, the fulﬁlment of an invariant, etc. The use of this
technique is a must when developing software that controls critical systems, such
as an airplane or a spacecraft. However, the memory required for the veriﬁcation
usually grows in an exponential way with the size of the system to verify. This
fact is known as the state explosion problem and limits the size of the system
that a model checker can verify.
When the search for errors with a low amount of computational resources
(memory and time) is a priority (e.g., in the ﬁrst stages of the development),
non-exhaustive algorithms using heuristic information can be used. A well-known
class of non-exhaustive algorithms for solving complex problems is the class of
metaheuristic algorithms [3]. They are search algorithms used in optimization
problems that can ﬁnd good quality solutions in a reasonable time. In this work
we summarize the approaches used for the application of one metaheuristic,
Ant Colony Optimization (ACO), to the problem of ﬁnding property violations
in concurrent systems. We also show the results of some experimental studies
analyzing the performance of the diﬀerent approaches.
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The paper is organized as follows. The next section presents the background
information. Section 3 describes our algorithmic proposals. In Section 4 we
present some experimental studies to analyze the performance of our propos-
als. We also compare our proposals against the most popular algorithms utilized
in model checking. Finally, Section 5 outlines the conclusions and future work.
2 Background
In this section we give some details on the way in which properties are checked in
explicit state model checking. In particular, we will focus on the model checker
HSF-SPIN [9], an experimental model checker by Edelkamp, Lluch-Lafuente and
Leue based on the popular model checker SPIN [12]. First, we formally deﬁne the
concept of property of a concurrent system and we detail how the properties are
checked. Then, we deﬁne the concepts of strongly connected components (SCC),
partial order reduction (POR) and the use of heuristic information.
2.1 Properties and Checking
Let 푆 be the set of possible states of a program (concurrent system), 푆휔 the
set of inﬁnite sequences of program states, and 푆∗ the set of ﬁnite sequences of
program states. The elements of 푆휔 are called executions and the elements of
푆∗ are partial executions. However, (partial) executions are not necessarily real
(partial) executions of the program. The set of real executions of the program,
denoted by 푀 , is a subset of 푆휔, that is, 푀 ⊆ 푆휔. A property 푃 is also a set
of executions, 푃 ⊆ 푆휔. We say that an execution 휎 ∈ 푆휔 satisﬁes the property
푃 if 휎 ∈ 푃 , and 휎 violates the property if 휎 /∈ 푃 . In the former case we use
the notation 휎 ⊢ 푃 , and the latter case is denoted with 휎 ⊬ 푃 . A property
푃 is a safety property if for all executions 휎 that violate the property there
exists a preﬁx 휎푖 (partial execution) such that all the extensions of 휎푖 violate
the property. Formally,
∀휎 ∈ 푆휔 : 휎 ⊬ 풫 → (∃푖 ≥ 0 : ∀훽 ∈ 푆휔 : 휎푖훽 ⊬ 풫) , (1)
where 휎푖 is the partial execution composed of the ﬁrst 푖 states of 휎. Some ex-
amples of safety properties are the absence of deadlocks and the fulﬁlment of
invariants. On the other hand, a property 푃 is a liveness property if for all the
partial executions 훼 there exists at least one extension that satisﬁes the property,
that is,
∀훼 ∈ 푆∗ : ∃훽 ∈ 푆휔, 훼훽 ⊢ 풫 . (2)
One example of liveness property is the absence of starvation. The only prop-
erty that is a safety and liveness property at the same time is the trivial property
푃 = 푆휔. It can be proved that any given property can be expressed as an inter-
section of a safety and a liveness property [2].
In explicit state model checking the concurrent system 푀 and the property
푃 are represented by ﬁnite state 휔-automata, 풜(푀) and 풜(푃 ) respectively, that
accept those executions they contain. In HSF-SPIN (and SPIN) the automaton
풜(푃 ), which captures the violations of the property, is called never claim. In
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order to ﬁnd a violation of a given property, HSF-SPIN explores the intersection
(or synchronous product) of the concurrent model and the never claim, 풜(푀)∩
풜(푃 ), also called Bu¨chi automaton. HSF-SPIN searches in the Bu¨chi automaton
for an execution 휎 = 훼훽휔 composed of a partial execution 훼 ∈ 푆∗ and a cycle
of states 훽 ∈ 푆∗ containing an accepting state. If such an execution is found it
violates the liveness component of the property and, thus, the whole property.
During the search, it is also possible to ﬁnd a state in which the end state of the
never claim is reached (if any). This means that an execution has been found
that violates the safety component of the property and the partial execution
훼 ∈ 푆∗ that leads the model to that state violates the property.
Nested Depth First Search algorithm (NDFS) [11] is the most popular algo-
rithm for performing the search. However, if the property is a safety one (the
liveness component is true) the problem of ﬁnding a property violation is reduced
to ﬁnd a partial execution 훼 ∈ 푆∗, i.e., it is not required to ﬁnd an additional
cycle containing the accepting state. In this case, classical graph exploration al-
gorithms such as Breadth First Search (BFS), or Depth First Search (DFS) can
be used for ﬁnding property violations.
2.2 Strongly Connected Components
In order to improve the search for property violations it is possible to take into
account the structure of the never claim. The idea is based on the fact that a
cycle of states in the Bu¨chi automaton entails a cycle in the never claim (and in
the concurrent system). For improving the search ﬁrst we need to compute the
strongly connected components (SCCs) of the never claim. Then, we classify the
SCCs into three categories depending on the accepting cycles they include. By
an N-SCC, we denote an SCC in which no cycle is accepting. A P-SCC is an SCC
in which there exists at least one accepting cycle and at least one non-accepting
cycle. Finally, a F-SCC is an SCC in which all the cycles are accepting [10].
All the cycles found in the Bu¨chi automaton have an associated cycle in the
never claim, and, according to the deﬁnition of SCC, this cycle is included in
one SCC of the never claim. Furthermore, if the cycle is accepting (which is
the objective of the search) this SCC is necessarily a P-SCC or an F-SCC. The
classiﬁcation of the SCCs of the never claim can be used to improve the search
for property violations. In particular, the accepting states in an N-SCC can be
ignored, and the cycles found inside an F-SCC can be considered as accepting.
2.3 Partial Order Reduction
Partial order reduction (POR) is a method that exploits the commutativity
of asynchronous systems in order to reduce the size of the state space. The
interleaving model in concurrent systems imposes an arbitrary ordering between
concurrent events. When the automaton of the concurrent system is built, the
events are interleaved in all possible ways. The ordering between independent
concurrent instructions is meaningless. Hence, we can consider just one ordering
for checking one given property since the other orderings are equivalent. This
fact can be used to construct a reduced state graph hopefully much easier to
explore compared to the full state graph (original automaton).
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We use here a POR proposal based on ample sets. The main idea of ample
sets is to explore only a subset of the enabled transitions of each state such that
the reduced state space is equivalent to the full state space. This reduction of
the state space is performed on-the-ﬂy while the graph is generated.
2.4 Using Heuristic Information
In order to guide the search to the accepting states, a heuristic value is associated
to each state of the transition graph of the model. Diﬀerent kinds of heuristic
functions have been deﬁned in the past to better guide exhaustive algorithms.
Formula-based heuristics, for example, are based on the expression of the LTL
formula checked [9]. Using the logic expression that must be false in an accepting
state, these heuristics estimate the number of transitions required to get such
an accepting state from the current one. Given a logic formula 휑, the heuristic
function for that formula 퐻휑 is deﬁned using its subformulae. In this work we
use a formula-based heuristic that is deﬁned in [9].
There is another group of heuristic functions called state-based heuristics
that can be used when the objective state is known. From this group we can
highlight the distance of ﬁnite state machines 퐻푓푠푚, in which the heuristic value
is computed as the sum of the minimum number of transitions required to reach
the objective state from the current one in the local automaton of each process.
3 Algorithmic proposals
In order to ﬁnd property violations in concurrent systems we proposed in the past
an algorithm that we call ACOhg, a new variant of ACO [1]. This algorithm can
be used when the property to check is a safety property. In the case of liveness
properties we use a diﬀerent algorithm, called ACOhg-live, that contains ACOhg
as a component. We describe ACOhg in the next section and ACOhg-live in
Section 3.2.
3.1 ACOhg algorithm
The objective of ACOhg is to ﬁnd a path from the initial node to one objective
node from a set 푂 in a very large exploration graph. We denote with 푓 a function
that maps the paths of the graph into real numbers. This function must be
designed to reach minimum values when the shortest path to an objective node
is found. ACOhg minimizes this objective function. In Algorithm 1 we show the
pseudocode of ACOhg.
The algorithm works as follows. At the beginning, the variables are initialized
(lines 1-5). All the pheromone trails are initialized with the same value: a random
number between 휏푚푖푛0 and 휏
푚푎푥
0 . In the init set (initial nodes for the ants
construction), a starting path with only the initial node is inserted (line 1). This
way, all the ants of the ﬁrst stage begin the construction of their path at the
initial node.
After the initialization, the algorithm enters in a loop that is executed until a
given maximum number of steps (푚푠푡푒푝푠) set by the user is performed (line 6).
In a loop, each ant builds a path starting in the ﬁnal node of a previous path
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Algorithm 1 ACOhg
1: init = {initial node};
2: next init = ∅;
3: 휏 = initializePheromone();
4: step = 1;
5: stage = 1;
6: while step ≤ msteps do
7: for k=1 to colsize do {Ant operations}
8: 푎푘 = ∅;
9: 푎푘1 = selectInitNodeRandomly (init);
10: while ∣푎푘∣ < 휆푎푛푡 ∧ 푇 (푎푘∗)− 푎
푘 ∕= ∅ ∧ 푎푘∗ /∈ 푂 do
11: node = selectSuccessor (푎푘∗ , 푇 (푎
푘
∗), 휏 ,휂);
12: 푎푘 = 푎푘 + node;
13: 휏 = localPheromoneUpdate(휏 ,휉,node);
14: end while
15: next init = selectBestPaths(init, next init, 푎푘);
16: if 푓(푎푘) < 푓(푎푏푒푠푡) then
17: 푎푏푒푠푡 = 푎푘;
18: end if
19: end for
20: 휏 = pheromoneEvaporation(휏 , 휌);
21: 휏 = pheromoneUpdate(휏 , 푎푏푒푠푡);
22: if step ≡ 0 mod 휎푠 then
23: init = next init;
24: next init = ∅;
25: stage = stage+1;
26: 휏 = pheromoneReset();
27: end if
28: step = step + 1;
29: end while
(line 9). This path is randomly selected from the init set. For the construction
of the path, the ants enter a loop (lines 10-14) in which each ant 푘 stochastically
selects the next node according to the pheromone (휏푖푗) and the heuristic value
(휂푖푗) associated to each arc (푎
푘
∗ , 푗) with 푗 ∈ 푇 (푎
푘
∗) (line 11). The expression used
is the standard random proportional rule used in ACOs [8].
After the movement of an ant from a node to the next one the pheromone trail
associated to the arc traversed is updated as in Ant Colony Systems (ACS) [8]
using the expression 휏푖푗 ← (1− 휉)휏푖푗 (line 13) where 휉, with 0 < 휉 < 1, controls
the evaporation of the pheromone during the construction phase. This mecha-
nism increases the exploration of the algorithm, since it reduces the probability
that an ant follows the path of a previous ant in the same step. The construction
process is iterated until the ant reaches the maximum length 휆푎푛푡, it ﬁnds an
objective node, or all the successors of the last node of the current path, 푇 (푎푘∗),
have been visited by the ant during the construction phase. This last condition
prevents the ants from constructing cycles in their paths.
After the construction phase, the ant is used to update the next init set
(line 15), which will be the init set in the next stage. In next init, only starting
paths are allowed and all the paths must have diﬀerent last nodes. This rule is
ensured by selectBestPaths. The cardinality of next init is bounded by a
given parameter 휄. When this limit is reached and a new path must be included
in the set, the starting path with higher objective value is removed from the set.
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When all the ants have built their paths, a pheromone update phase is per-
formed. First, all the pheromone trails are reduced according to the expression
휏푖푗 ← (1− 휌)휏푖푗 (line 20), where 휌 is the pheromone evaporation rate and it
holds that 0 < 휌 ≤ 1. Then, the pheromone trails associated to the arcs tra-
versed by the best-so-far ant (푎푏푒푠푡) are increased using the expression 휏푖푗 ←
휏푖푗+1/푓(푎
푏푒푠푡), ∀(푖, 푗) ∈ 푎푏푒푠푡 (line 21). This way, the best path found is awarded
with an extra amount of pheromone and the ants will follow that path with higher
probability in the next step. We use here the mechanism introduced in Max-Min
Ant Systems (ℳℳAS) [8] for keeping the value of pheromone trails in a given
interval [휏푚푖푛, 휏푚푎푥] in order to maintain the probability of selecting one node
above a given threshold. The values of the trail limits are 휏푚푎푥 = 1/휌푓(푎
푏푒푠푡)
and 휏푚푖푛 = 휏푚푎푥/푎 where the parameter 푎 controls the size of the interval.
Finally, with a frequency of 휎푠 steps, a new stage starts. The init set is
replaced by next init and all the pheromone trails are removed from memory
(lines 22-27). In addition to the pheromone trails, the arcs to which the removed
pheromone trails are associated are also discarded (unless they also belong to a
path in 푛푒푥푡 푖푛푖푡). This removing step allows the algorithm to reduce the amount
of memory required to a minimum value. This minimum amount of memory is
the one utilized for storing the best paths found in one stage (the 푛푒푥푡 푖푛푖푡 set).
3.2 ACOhg-live
In this section we present ACOhg-live, an algorithm based on ACOhg for search-
ing for general property violations in concurrent systems. In Algorithm 2 we show
a high level object oriented pseudocode of ACOhg-live. We assume that acohg1
and acohg2 are two instances of a class implementing ACOhg.
The search that ACOhg-live performs is composed of two diﬀerent phases. In
the ﬁrst one, ACOhg is used for ﬁnding accepting states in the Bu¨chi automaton
(line 2 in Algorithm 2). In this phase, the search of ACOhg starts in the initial
node of the graph 푞 and the set of objective nodes 푂 is empty. That is, although
the algorithm searches for accepting states, there is no preference on a speciﬁc set
of them. If the algorithm ﬁnds accepting states, in a second phase a new search is
performed using ACOhg again for each accepting state discovered (lines 3 to 8).
In this second search the objective is to ﬁnd a cycle involving the accepting
state. The search starts in one accepting state and the algorithm searches for
the same state in order to ﬁnd a cycle. That is, the initial node of the search
and the only objective node are the same: the accepting state. If a cycle is found
ACOhg-live returns the complete accepting path (line 6). If no cycle is found for
any of the accepting states ACOhg-live runs again the ﬁrst phase after including
the accepting states in a tabu list (line 9). This tabu list prevents the algorithm
from searching again cycles containing the just explored accepting states. If one
of the accepting states in the tabu list is reached it will not be included in the list
of accepting states to be explored in the second phase. ACOhg-live alternates
between the two phases until no accepting state is found in the ﬁrst one (line 10).
The algorithm can also stop its search due to another reason: an end state has
been found. That is, when an end state is found either in the ﬁrst or the second
phase of the search the algorithm stops and returns the path from the initial
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Algorithm 2 ACOhg-live
1: repeat
2: accpt = acohg1.ﬁndAcceptingStates(); {First phase}
3: for node in accpt do
4: acohg2.ﬁndCycle(node); {Second phase}
5: if acohg2.cycleFound() then
6: return acohg2.acceptingPath();
7: end if
8: end for
9: acohg1.insertTabu(accpt);
10: until empty(accpt)
11: return null;
state to that end state. If this happens, an execution of the concurrent system
has been found that violates the safety component of the checked property.
When the property to check is the absence of deadlocks only the ﬁrst phase
of the search is required. In this case, ACOhg-live searches for deadlock states
(states with no successors) instead of accepting states. When a deadlock state
is found the algorithm stops returning the path from the initial state to that
deadlock state. The second phase of the search, the objective of which is to ﬁnd
an accepting cycle, is never run in this situation.
Now we are going to give the details of the ACOhg algorithms used inside
ACOhg-live. First of all, we use a node-based pheromone model, that is, the
pheromone trails are associated to the nodes instead of the arcs. This means
that all the values 휏푥푗 associated to the arcs which head is node 푗 are in fact the
same value and is associated to node 푗. The heuristic values 휂푖푗 are deﬁned after
the heuristic function 퐻 using the expression 휂푖푗 = 1/(1 +퐻(푗)). This way, 휂푖푗
increases when 퐻(푗) decreases (high preference to explore node 푗).
Finally, the objective function 푓 to be minimized is deﬁned as
푓(푎푘) =
{
∣휋 + 푎푘∣ if 푎푘∗ ∈ 푂
∣휋 + 푎푘∣ +퐻(푎푘∗) + 푝푝 + 푝푐
휆푎푛푡−∣푎
푘∣
휆푎푛푡−1
if 푎푘∗ /∈ 푂 ,
(3)
where 휋 is the starting path in init whose last node is the ﬁrst one of 푎푘, 푝푝, and
푝푐 are penalty values that are added when the ant does not end in an objective
node and when 푎푘 contains a cycle, respectively. The last term in the second row
of Eq. (3) makes the penalty higher in shorter cycles (see [4] for more details).
4 Experimental studies
In this section we present some experimental studies aimed at analyzing the
performance of our ACO proposals for the problem of ﬁnding property violations
in concurrent systems. In the following section we present the Promela models
used in the experimentation. Then we show the results of four diﬀerent analyses:
two of them related to the violation of safety properties and the other two related
to liveness properties. In all the cases, 100 independent runs of the ACOhg
algorithms are performed and the average and the standard deviation are shown.
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4.1 Models
In the empirical studies we used nine Promela models, some of them scalable. In
Table 1 we present the models with some information about them. They can be
found in oplink.lcc.uma.es together with the HSF-SPIN and ACOhg source
code. In the table we also show the safety and liveness properties that we check
in the models.
Table 1. Promela models used in the experiments
Model LoC Processes Safety property Liveness property
phi푗 57 푗 + 1 deadlock □(푝→ ♢푞)
giop푖, 푗 740 푖 + 3(푗 + 1) deadlock □(푝→ ♢푞)
marriers푗 142 푗 + 1 deadlock
leader푗 178 푗 + 1 assertion
needham 260 4 LTL formula
pots 453 8 deadlock
alter 64 2 □(푝→ ♢푞) ∧□(푟 → ♢푠)
elev푗 191 푗 + 3 □(푝→ ♢푞)
sgc 1001 20 ♢푝
4.2 Safety properties
In this section we compare the results obtained with ACOhg for safety prop-
erties against the ones obtained with exact algorithms previously found in the
literature. These algorithms are Breadth First Search (BFS), Depth First Search
(DFS), A∗, and Best First Search (BF). BFS and DFS do not use heuristic in-
formation while the other two do. In order to make a fair comparison we use
two diﬀerent ACOhg algorithms: one not using heuristic information (ACOhg-b)
and another one using it (ACOhg-h). We show the results of all the algorithms
in Table 2. In the table we can see the hit rate (number of executions that got an
error trail), the length of the error trails found (number of states), the memory
required (in Kilobytes), and the CPU time used (in milliseconds) by each algo-
rithm. We highlight with a grey background the best results (maximum values
for hit rate and minimum values for the rest of the measures). For ACOhg-b
and ACOhg-h we omit here the standard deviation due to room problems. The
parameters used in the ACOhg algorithms are the ones of [1].
In general terms, we can state that ACOhg-b is a robust algorithm that is
able to ﬁnd errors in all the proposed models with a low amount of memory. In
addition, it combines the two good features of BFS and DFS: it obtains short
error trails, like BFS, while at the same time requires a reduced CPU time, like
DFS. Regarding the algorithms using heuristic information, we can state that
ACOhg-h is the best trade-oﬀ between solution quality and memory required: it
obtains almost optimal solutions with a reduced amount of memory.
4.3 Inﬂuence of POR
In this section we are going to analyze how the combination of partial order
reduction plus ACOhg can help in the search for safety property violations in
concurrent models. In Table 3 we present the results of applying ACOhg and
ACOhg푃푂푅 to nine models: three instances of giop, marriers, and leader. The
hit rate is always 100 %, and for this reason we omit it. In order to clarify that
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Table 2. Results of ACOhg-b and ACOhg-h against the exhaustive algorithms.
Model Measure BFS DFS ACOhg-b A∗ BF ACOhg-h
giop2,2
Hit rate 0/1 1/1 100/100 1/1 1/1 100/100
Length - 112.00 45.80 44.00 44.00 44.20
Mem. (KB) - 3945.00 4814.12 417792.00 2873.00 4482.12
Time (ms) - 30.00 113.60 46440.00 10.00 112.40
marriers4
Hit rate 0/1 0/1 57/100 0/1 1/1 84/100
Length - - 92.18 - 108.00 86.65
Mem. (KB) - - 5917.91 - 41980.00 5811.43
Time (ms) - - 257.19 - 190.00 233.33
needham
Hit rate 1/1 1/1 100/100 1/1 1/1 100/100
Length 5.00 11.00 6.39 5.00 10.00 6.12
Mem. (KB) 23552.00 62464.00 5026.36 19456.00 4149.00 4865.40
Time (ms) 1110.00 18880.00 262.00 810.00 20.00 229.50
phi16
Hit rate 0/1 0/1 100/100 1/1 1/1 100/100
Length - - 31.44 17.00 81.00 23.08
Mem. (KB) - - 10905.60 2881.00 10240.00 10680.32
Time (ms) - - 289.40 10.00 40.00 243.80
pots
Hit rate 1/1 1/1 49/100 1/1 1/1 99/100
Length 5.00 14.00 5.73 5.00 7.00 5.44
Mem. (KB) 57344.00 12288.00 9304.67 57344.00 6389.00 6974.56
Time (ms) 4190.00 140.00 441.63 6640.00 50.00 319.49
the reduced amount of memory required by the ACOhg algorithms is not due
to the use of the heuristic information, we also show the results obtained with
A∗ for all the models using the same heuristic functions as the ACOhg algo-
rithms. This clearly states that memory reduction is a very appealing attribute
of ACOhg itself.
Table 3. Comparison among ACOhg, ACOhg푃푂푅 and A∗.
Model Measure ACOhg ACOhg푃푂푅 A∗
giop2,1
Length 42.30 1.71 42.10 0.99 42.00
Mem. (KB) 3428.44 134.95 2979.48 98.33 27648.00
Time (ms) 202.00 9.06 162.50 5.55 1000.00
giop4,1
Length 70.21 7.56 59.76 5.79 -
Mem. (KB) 9523.67 331.76 7420.08 422.94 -
Time (ms) 354.50 42.39 264.90 40.46 -
giop6,1
Length 67.59 13.43 61.74 3.16 -
Mem. (KB) 11970.56 473.59 11591.68 477.67 -
Time (ms) 440.60 71.02 391.70 43.86 -
leader6
Length 50.90 4.52 56.36 3.04 37.00
Mem. (KB) 16005.12 494.39 3710.64 410.29 132096.00
Time (ms) 494.00 21.12 98.80 8.16 1250.00
leader8
Length 60.83 4.66 74.11 4.51 -
Mem. (KB) 24381.44 515.98 4831.40 114.10 -
Time (ms) 1061.20 211.47 198.90 4.67 -
leader10
Length 73.84 4.79 80.86 6.36 -
Mem. (KB) 30167.04 586.82 7178.05 2225.78 -
Time (ms) 1910.70 45.02 294.90 66.96 -
marriers10
Length 307.11 34.87 233.19 21.91 -
Mem. (KB) 34170.88 494.39 18319.36 804.93 -
Time (ms) 8847.00 634.06 1306.60 126.56 -
marriers15
Length 540.41 60.88 395.10 40.07 -
Mem. (KB) 51148.80 223.18 26050.56 1256.81 -
Time (ms) 19740.50 1935.54 3595.00 316.59 -
marriers20
Length 793.62 80.45 569.99 54.63 -
Mem. (KB) 68003.84 503.64 33351.68 1442.75 -
Time (ms) 49446.30 7557.40 8174.00 707.71 -
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From the results in the table we conclude that the memory required by
ACOhg푃푂푅 is always smaller than the one required by ACOhg. The length of
the error paths is smaller for ACOhg푃푂푅 in six out of the nine models. Finally,
the CPU time required by ACOhg푃푂푅 is up to 6.8 times lower (in marriers10)
than the time required by ACOhg. Although it is not our objective to optimize
the length of the error paths in this work, we can say that, in six out of the nine
models, the length of the error paths obtained by ACOhg푃푂푅 is shorter than the
one obtained by ACOhg. We ﬁnally also remind that other popular algorithm
like A* cannot even be applied to most of these instances (only giop2,1 and
leader6 can be tackled with A∗), and thus we are investigating in a new frontier
of high dimension models usually not found in literature.
4.4 Liveness Results
In the next experiment we compare the results obtained with ACOhg-live against
the classical algorithm utilized for ﬁnding liveness errors in concurrent systems:
Nested-DFS. This last algorithm is deterministic and for this reason we only
perform one single run. In Table 4 we show the results of both algorithms. We
also show the results of a statistical test (with level of signiﬁcance 훼 = 0.05) in
order to check if there exist statistically signiﬁcant diﬀerences (last column). A
plus sign means that the diﬀerence is signiﬁcant and a minus sign means that it
is not. For more details on the experiments see [5].
Table 4. Comparison between ACOhg-live and Nested-DFS
Model Measure ACOhg-live Nested-DFS Test
alter
Hit rate 100/100 1/1 -
Length 30.68 10.72 64.00 +
Mem. (KB) 1925.00 0.00 1873.00 +
Time (ms) 90.00 13.86 0.00 +
giop2,2
Hit rate 100/100 1/1 -
Length 43.76 5.82 298.00 +
Mem. (KB) 2953.76 327.48 7865.00 +
Time (ms) 747.50 408.09 240.00 +
giop6,2
Hit rate 100/100 0/1 +
Length 58.77 7.21 ∙ ∙
Mem. (KB) 5588.04 631.36 ∙ ∙
Time (ms) 8733.50 3304.90 ∙ ∙
giop10,2
Hit rate 86/100 0/1 +
Length 62.85 7.03 ∙ ∙
Mem. (KB) 9316.67 700.44 ∙ ∙
Time (ms) 43059.07 21417.74 ∙ ∙
phi8
Hit rate 100/100 1/1 -
Length 51.36 6.95 3405.00 +
Mem. (KB) 2014.32 18.87 4005.00 +
Time (ms) 2126.10 479.64 40.00 +
phi14
Hit rate 99/100 1/1 -
Length 76.05 9.35 10001.00 +
Mem. (KB) 2496.07 41.81 59392.00 +
Time (ms) 8070.30 1530.12 2300.00 +
phi20
Hit rate 98/100 1/1 -
Length 97.39 10.14 10001.00 +
Mem. (KB) 3244.67 91.33 392192.00 +
Time (ms) 18064.90 5538.30 17460.00 -
The ﬁrst observation concerning the hit rate is that ACOhg-live is the only
one that is able to ﬁnd error paths in all the models. Nested-DFS is not able
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to ﬁnd error paths in giop6,2 and giop10,2 because it requires more than
the memory available in the machine used for the experiments (512 MB). With
respect to the length of the error paths we observe that ACOhg-live obtains
shorter error executions than Nested-DFS in all the models (with statistical
signiﬁcance). If we focus on the computational resources we observe that ACOhg-
live requires less memory than Nested-DFS to ﬁnd the error paths with the only
exception of alter. The biggest diﬀerences are those of giop6,2 and giop10,2
in which Nested-DFS requires more than 512 MB of memory while ACOhg-live
obtains error paths with 38 MB at most. With respect to the time required for
the search, Nested-DFS is faster than ACOhg-live. The mechanisms included in
ACOhg-live in order to be able to ﬁnd short error paths with high hit rate and
low amount of memory extend the time required for the search. Anyway, the
maximum diﬀerence with respect to the time is around six seconds (in phi14),
which is not too much if we take into account that the error path obtained is
much shorter.
4.5 Inﬂuence of the SCC improvement
In this ﬁnal study we compare two versions of the ACOhg-live algorithm: one
of them using the SCC improvement (called ACOhg-live+ in the following) and
the other one without that improvement (called ACOhg-live−). With this exper-
iment we want to analyze the inﬂuence on the results of the SCC improvement.
All the properties checked in the experiments have at least one F-SCC in the
never claim; none of them has a P-SCC; and all except sgc have exactly one
N-SCC. In Table 5 we show the results. For more details on the experiments
see [6].
Table 5. Inﬂuence of the SCC improvement
Model Measure ACohg-live− ACOhg-live+ T Model ACohg-live− ACOhg-live+ T
giop10,2
Hit rate 84/100 89/100 -
elev10
100/100 100/100 -
Length 68.57
5.29
67.60
6.09
- 126.56
18.32
127.76
16.89
-
Mem. (KB) 6375.90 542.50 5098.75 1580.90 + 2617.60 7.93 2617.04 9.72 -
Time (ms) 7816.55
4779.41
935.84
1009.74
+ 2577.30
2258.38
2372.90
1963.04
-
giop15,2
Hit rate 46/100 57/100 -
elev15
100/100 100/100 -
Length 81.26
3.64
78.30
6.49
+ 182.02
9.75
180.04
16.83
-
Mem. (KB) 9001.17 483.22 8538.54 1610.63 - 3163.56 10.98 3164.64 13.44 -
Time (ms) 11725.65
7307.22
2016.84
1254.88
+ 2683.00
3274.20
2812.10
3540.73
-
giop20,2
Hit rate 14/100 30/100 +
elev20
100/100 100/100 -
Length 93.29
2.08
88.47
4.72
+ 233.00
0.00
231.62
13.73
-
Mem. (KB) 11132.71 894.26 10403.17 1920.50 - 3716.44 13.15 3716.92 11.29 -
Time (ms) 11360.00
4564.72
2575.33
1103.46
+ 3900.60
7141.02
3034.00
4709.07
-
phi20
Hit rate 98/100 97/100 -
alter
100/100 100/100 -
Length 88.29
6.91
108.73
10.08
+ 10.00
0.00
15.82
6.74
+
Mem. (KB) 3398.63 34.05 3385.04 63.41 - 1929.00 0.00 1929.00 0.00 -
Time (ms) 5162.04
645.64
851.75
1462.71
+ 241.80
59.35
10.40
3.98
+
phi30
Hit rate 94/100 95/100 -
sgc
32/100 100/100 +
Length 122.60
9.58
139.15
9.06
+ 24.00
0.00
24.00
0.00
-
Mem. (KB) 5146.62 44.70 5148.12 57.48 - 2699.00 23.13 2285.00 0.00 +
Time (ms) 10980.64
2156.73
2701.79
3876.34
+ 575191.88
62021.86
710.20
48.58
+
phi40
Hit rate 77/100 81/100 -
Length 154.74
9.74
166.83
9.44
+
Mem. (KB) 7573.68 66.50 7545.35 81.04 +
Time (ms) 20422.60
5795.93
5807.41
7588.17
+
From the results in Table 5, we conclude that the use of the SCC improvement
increases the hit rate and decreases the computational resources required for the
search. The length of error paths could be slightly increased depending on the
particular model.
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5 Conclusions and Future Work
In this paper we summarize our observations using ACO algorithms for the prob-
lem of searching for property violations in concurrent systems. The numerical
results shown here are an excerpt from the research work performed during the
last two years on this topic. From the results we conclude that ACO algorithms
are promising for the model checking domain. They can ﬁnd short error trails
using a low amount of computational resources.
At present, we are investigating how other metaheuristic algorithms perform
on this problem. We are also working on new heuristic functions that can guide
the search in a better way. As future work, we plan to design and develop new
models of parallel ACO algorithms in order to proﬁt from the computational
power of a cluster or a grid of computers.
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