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Introduction {#sec005}
============

Prostate cancer is the most common cancer in Europe and the second most common cancer worldwide for men \[[@pone.0159803.ref001]\]. Therefore, reliable and early detection of prostate cancer has become an important priority in the field of urologic oncology.

Multiparametric magnetic resonance imaging (mpMRI) is emerging as the state-of-the-art method for providing diagnostic information on prostate cancer. MRI-based diagnostic information has been proven to be of vital importance as input to image-guided targeted biopsy methods that are deployed to seek pathologic confirmation \[[@pone.0159803.ref002]\]. MRI-targeted prostate biopsy detects more clinically significant prostate cancer than conventional systematic biopsy \[[@pone.0159803.ref003],[@pone.0159803.ref004]\], and a change in clinical practice away from random sampling towards image-guided biopsies therefore seems attractive. Standards for the analysis of mpMRI images by human readers have recently emerged; the most widely accepted being those published by the European Society for Urogenital Radiology (ESUR) \[[@pone.0159803.ref005]\]. The ESUR guidelines also describe a standardized scoring system (PI-RADS) to characterize the malignancy expectation to be attributed to lesions identified \[[@pone.0159803.ref006]\].

Concomitantly to the development of human reader based qualitative analysis techniques, much effort has been spent on quantitative analysis of mpMRI data and especially on the relationship between quantifiable characteristics and detection of malignancy. This has led to the development of computer-aided diagnosis (CAD) systems that aim to facilitate human readers' assessment of mpMRI prostate data. The first developed systems concentrated on specific areas of the prostate, mostly the peripheral zone \[[@pone.0159803.ref007],[@pone.0159803.ref008]\], while more recent systems assessed the entire prostate \[[@pone.0159803.ref009],[@pone.0159803.ref010]\]. The software evaluated in this study analyses, both, the peripheral and the central parts of the prostate.

The aim of the study was to evaluate the diagnostic accuracy of a novel software tool that autonomously analyses mpMRI images of the prostate and provides a malignancy assessment that is directly linked to prostate anatomy.

Materials and Methods {#sec006}
=====================

Patients {#sec007}
--------

This retrospective study was performed on mpMRI data from a cohort of 45 patients that underwent mpMRI and subsequent MR/TRUS fusion biopsy of the prostate.

The study was conducted in concordance with the standards of the local ethics committee. Informed written consent was obtained from all patients for evaluation of the data. The cohort consisted of a, randomly selected, sub- group of patients previously accrued for a prospective study \[[@pone.0159803.ref011]\]. All patients had prior clinical suspicion of prostate cancer. None of the patients in the cohort under investigation had undergone prior prostate cancer therapy. Furthermore, patients with a prior diagnosis of insignificant prostate cancer and patients under active surveillance were not included into the study.

Imaging technique {#sec008}
-----------------

All images for the study were acquired with 3.0 Tesla MRI (Siemens Trio, Siemens Healthcare, Erlangen, Germany), using a standard multi-channel body coil and integrated spine phased-array coil. For each patient, three different sequences were used in the analysis, according to the following protocols:

-   T2-weighted transversal images based on a high spatial resolution Turbo Spin Echo (TSE) sequence

-   Diffusion-weighted transversal images based on a 2D-Echo Planar Imaging (EPI) sequence

-   Dynamic Contrast Enhanced (DCE) transversal images based on a Time-resolved angiography With Interleaved Stochastic Trajectories (TWIST) sequence

The diffusion-weighted images (DWI) were acquired at seven different b-values, from which apparent diffusion coefficient (ADC) maps were computed. The DCE images were acquired at a temporal resolution of 9.9 s, using a body weight adjusted bolus of intravenously injected gadobutrol (0.1 mmol/kg body weight, Gadovist^®^, Bayer Healthcare, Leverkusen, Germany).

The detailed MR acquisition parameters are presented in [Table 1](#pone.0159803.t001){ref-type="table"}.

10.1371/journal.pone.0159803.t001

###### Parameter settings of deployed multiparametric MRI sequences.

![](pone.0159803.t001){#pone.0159803.t001g}

  Parameter                  T2 TSE      Epi-2D                     TWIST
  -------------------------- ----------- -------------------------- -----------
  TR (ms) / TE (ms)          5120/143    3100/52                    4.42/2.2
  Flip angle (°)             90          90                         15
  ETL length/epi-factor      12          96                         \-
  Number of averages         4           5                          \-
  b values                   \-          0,50,100,150,200,250,800   \-
  Slice thickness (mm)       3           3                          1.5
  FOV (mm)                   300         280                        400
  Pixel size (mm x mm)       0.8 x 0.7   2.2 x 2.2                  1.6 x 1.6
  Acquisition time (min:s)   4:14        5:04                       5:18

Pathologic reference {#sec009}
--------------------

The pathologic reference for this study was provided using a combination of an MRI-targeted and a systematic biopsy protocol that was implemented using a transperineal image-guided biopsy technique \[[@pone.0159803.ref012]\]. The technology that was used, documented the 3-dimensional position of every core taken allowing for accurate establishment of the relationship between pathologic findings and the specific anatomic sites, as seen in the MR-images, from which the biopsy cores were acquired. In addition to the targeted biopsy, all patients underwent a systematic transperineal saturation biopsy as a reference, which is known to correlate well with final pathology grading results \[[@pone.0159803.ref013],[@pone.0159803.ref014]\].

Lesions for the targeted part of the protocol were identified by two board-certified radiologists, based on the PI-RADS scoring system. Consequential to the fact that the study was conducted retrospectively, when lesions identified by the software were not previously identified by the radiologists, they could only be confirmed or denied by the systematic part of the protocol and only as far as its coverage would include those lesions.

Gleason scores of 6 and higher were considered positive for prostate cancer. The average total number of biopsies taken per patient (i.e. targeted and systematic combined) was 24 (minimum 16, maximum 36).

Automated malignancy analysis {#sec010}
-----------------------------

For automated malignancy assessment, the evaluated software (Watson Elementary, Watson Medical, Den Ham, The Netherlands) computed a pixel-wise malignancy prediction value, defined as Malignancy Attention Index (MAI) from information contained in the T2W, DWI and DCE images. For calculation, several basic imaging features (see second step) correlating with prostate cancer \[[@pone.0159803.ref005],[@pone.0159803.ref008],[@pone.0159803.ref015]\] were quantified and compared against predefined prediction certainty levels. The malignancy prediction algorithm then further processed the quantified parameters, using a multivariate analysis method, to yield a single predictive value for each image pixel, i.e. MAI, minimizing the overall uncertainty level of this value. The MAI ranged between 0 and 1, with 0 indicating the lowest level of predicted malignancy and 1 the highest. Because the MAI was calculated for each image pixel, it could be mapped onto the MR images, for instance onto the T2W images, to illustrate the relationship with the prostate anatomy.

The automated analysis was performed in three steps:

1.  Co-registration of DWI and DCE with T2W images

2.  Computation of basic functional parameters

3.  Computational analysis of image features and basic functional parameters to produce a malignancy prediction map

The co-registration step was necessary to enable accurate spatial correlation of relevant features from the different image sets. In the second step, basic functional parameters were computed from the DWI and DCE image data. For DWI, a pixel-based ADC value was calculated. For DCE, a set of pharmacokinetic parameters (K^trans^, V~e~ and k~ep~) related to a two compartment Tofts model was used \[[@pone.0159803.ref016]\]. Furthermore, normalized T2W data was generated using a rectangular computational volume of interest encompassing the prostate as closely as possible. The final step involved the actual malignancy prediction computation, which used output from the first and second step as input for a computational analysis of image features and basic functional parameters. This resulted in a pixel-wise MAI map.

[Fig 1](#pone.0159803.g001){ref-type="fig"} shows an example of an MAI map in overlay on a T2W image, with red colour indicating high MAI values and colours towards blue indicating lower values, ending, at the low end, in transparency. Volumes characterized by elevated MAI values automatically constituted regions of interest (ROI), thus, no prior manual choice of ROI was required.

![Example of a MAI map on a T2W image overlay.](pone.0159803.g001){#pone.0159803.g001}

The software additionally generated histograms showing the MAI distribution over a predefined volume. These distributions could be interpreted as malignancy profiles. [Fig 2](#pone.0159803.g002){ref-type="fig"} shows two examples of MAI profiles: one for a lesion with confirmed Gleason score 8 (4+4) and a second with confirmed Gleason score 7a (3+4).

![Examples of MAI profiles.\
Confirmed Gleason score 7a (3+4, left) and Gleason score 8 (4+4, right) lesions.](pone.0159803.g002){#pone.0159803.g002}

The original features, as identified in the different image sets, are each represented by a scalar value, thus together forming a multi-dimensional feature space. Top-down, the MAI algorithm can be viewed as a complex, non-linear, mapping between this feature space and the one-dimensional, scalar, MAI space.

The MAI algorithm achieves this mapping in three steps, as depicted in [Fig 3](#pone.0159803.g003){ref-type="fig"}. The first step, which we shall call the preparation transformation, involves projecting the raw feature vectors into another space of different dimension, which we shall call predictor space, in such a way that they become suited for the actual classification step. This latter step involves a linear classifier that maps predictor space onto a malignancy measure. Finally, a regularisation step is applied to create congruence with Gleason grade.

![Overview of MAI algorithm steps.](pone.0159803.g003){#pone.0159803.g003}

Each of the individual components of the feature vector has a particular classification error profile associated with it. For instance, very low or high ADC values can be associated with respectively the presence or absence of prostate cancer with a smaller margin of error than mid-range ADC values \[[@pone.0159803.ref008]\]. The central goal of multi-parametric analysis, irrespective of the method chosen, is to combine the information embedded in the individual features in such a way that the overall classification has a significantly lower error level than that provided by the individual features. See in relation to this point for instance the discussion of the improvement in detection accuracy when a formalized combined malignancy likelihood scoring method is used, compared to scoring on individual image sequences, as provided in the study by Roethke et al \[[@pone.0159803.ref011]\]. In fact, this is the predominant function of the first step of the algorithm, which re-arranges and combines the feature information into appropriate vectors in predictor space, such that the influence of high error components in the input is minimized and the influence of low error components is maximized. It also ensures that the second step can provide a consistent malignancy measure, i.e. a measure that consistently rises or diminishes in accordance with changes in individual features. The first step of the algorithm is mathematically equivalent to a kernel-based artificial neural network \[[@pone.0159803.ref017],[@pone.0159803.ref018]\].

The main function of the second step is to provide the actual mapping onto a single scalar value. It is mathematically equivalent to the summation layer in some classic artificial neural network architectures, such as radial basis function (RBF) networks \[[@pone.0159803.ref019],[@pone.0159803.ref020]\].

Although the output of the second step already provides a consistent malignancy measure, it is hard to compare it to generally accepted measures, such as Gleason grade. Therefore, in a third step, a mapping takes place to provide congruence with Gleason grade.

The algorithm was trained by means of a supervised learning process, making use of a separate dataset in which malignant volumes were clinically identified in advance. The dimensions of predictor space as well as the transformation parameters involved in the first step of the algorithm and the linear summation parameters of the second step were constructed dynamically by deploying an error-feedback mechanism.

First, the first two steps of the algorithm were trained only to provide the correct ordering of the input data set; i.e. in the correct order of pre-determined malignancy grade. Then, the third step was added to the training process to achieve congruence with Gleason grade. For this step, a generalised distance metric was used to quantify classification errors, while a constraint on the ordering achieved by the first training set was applied to maintain consistency.

Image co-registration method {#sec011}
----------------------------

A vital precursor to the MAI calculation, and as such the first of the three steps comprising the automated malignancy analysis process, is an image co-registration procedure. It divides the two image data sets that are to be matched into a primary and a secondary set. The secondary set is first resampled to match the spatial resolution of the primary set. Subsequently, the algorithm deploys an iterative process to find an affine transformation that maps the secondary image onto the primary image in such a way that anatomical features in both images are satisfactorily overlaid. In each iteration, the quality of the match up to that point is determined by means of a mutual information metric \[[@pone.0159803.ref021]\]. Changes in the proposed transformation from one iteration to the next are governed by a conjugate gradient method \[[@pone.0159803.ref022]\]. The transformation involves translations, rotations and scaling, each pertaining to all 3 possible degrees of freedom, bringing the total number of degrees of freedom being optimized to 9. The starting point, or 'initial guess', for the transformation is calculated from the frame of reference and field of view information that is provided by the MRI scanner as described in the DICOM standard.

Once the images have been co-registered in the above manner, there exists a pixel-by-pixel correlation between them. This means that features from the individual images can then be combined into a set of feature vectors, associating each pixel with its own vector in feature space, which in turn is the input to the MAI algorithm.

Image-guided biopsy {#sec012}
-------------------

All biopsies were obtained by means of a transperineal approach, using a system (BiopSee^®^, Medcom, Darmstadt, Germany) \[[@pone.0159803.ref012]\] that allows co-registration of MRI with transrectal ultrasound images to provide live image guidance. The system features a mechanically fixed relationship between the ultrasound probe and the needle guidance mechanism to increase spatial accuracy. The system provides a high level of spatial accuracy, which was demonstrated previously \[[@pone.0159803.ref023]\].

In order to obtain a set of biopsies using this system, firstly, the MR images were adorned with information about the lesions' positions and their respective dimensions. Next, on the MR images, the operator planned the exact target positions from which biopsy cores were retrieved. Then, the system co-registered the MR images and the biopsy plan with a 3D ultrasound volume acquired at the time of the biopsy. Finally, the system provided accurate live guidance of the biopsy needles towards the planned positions and recorded the actual positions from which the biopsy cores were obtained. This information could later be used to correlate pathology findings to anatomic locations, especially, as indicated by the original MRI-based lesion assessment.

Analysis methods {#sec013}
----------------

The analysis was performed by projecting the biopsy core positions, which are known from the image-guided biopsy procedure, into the malignancy prediction maps. This way, the correlation between the predicted malignancy at each position and the actual pathology data of every single core could be assessed.

Each biopsy core was treated as a separate volume, thus, enabling the calculation of an MAI profile for each core. A core's MAI profile was considered predictive of a positive pathologic assessment if a fixed set of numeric features exceeded a set of corresponding threshold values.

As the analysis algorithm was designed to exhibit a linear correlation of the MAI with the Gleason score \[[@pone.0159803.ref024]\], the first threshold feature was chosen to be the highest MAI value present in the profile. The threshold for this feature was set at a value of 0.6, corresponding to the lowest Gleason score associated with prostate cancer on biopsy-specimen (i.e. Gleason score 6). Furthermore, a threshold was put on the mean MAI value and varied. By doing so, we were able to assess the influence of MAI distribution shape on diagnostic accuracy. With higher MAI thresholds expected to correspond to higher Gleason score thresholds, the detection sensitivity was expected to fall and the specificity to rise at higher MAI thresholds. This hypothesis was then tested by ROC analysis and Youden J statistics (Youden index).

A predicted malignant lesion was considered true positive if at least one biopsy core taken from that lesion was found positive in pathology assessment, as well as, in the MAI-based analysis. If no biopsy cores taken from a predicted malignant lesion were found positive in pathology assessment, it was considered disproved. If no biopsy cores were taken from a predicted malignant lesion, it was left out of the analysis.

As the scoring of individual lesions in a single patient can be expected to be correlated, an individual patient scoring was adopted to ensure uncorrelated measurements. If, for a particular patient, at least one predicted malignant lesion was confirmed this was recorded as a 'true positive' score. If no lesions were predicted and none were found, we noted a 'true negative' score. If no lesions were predicted, yet malignancies were confirmed by pathology, this was marked as a 'false negative'. By inference, all other scores were noted as 'false positives'.

To measure the diagnostic accuracy of the MAI at different threshold settings, we computed sensitivity and specificity values at a 95% Wilson confidence interval, respectively. All statistical assessments of population differences were calculated using a Wilcoxon rank-sum test with a two-tailed *P* value threshold of 0.05.

Results {#sec014}
=======

Patients {#sec015}
--------

The 45 patients had a median age of 66 years (range, 49 to 77). The median baseline serum PSA level of these patients was 7.86 ng/ml (range, 1.75 to 39.2 ng/ml). Although the median PSA level of patients found positive for prostate cancer (9.15 ng/ml) was higher than that of patients who were tested negative for prostate cancer (7.3 ng/ml), statistically the difference only tended towards significance (P = 0.063). The median estimated prostate volume was 45 cm^3^ (range 22 to 96 cm^3^). The difference in prostate volume of patients finally confirmed with having prostate cancer and those without was not significant.

Pathology {#sec016}
---------

In total, 1102 individual biopsy cores were analyzed. Of those cores, 1026 were found negative for prostate cancer, whereas, 76 cores were found positive. The positive pathology findings were attributed to 21 different patients, yielding a prostate cancer detection rate of 46.7%. The median Gleason score for patients found positive for prostate cancer was 7 (3+4). The lowest Gleason score deemed positive for prostate cancer was 6.

ROC analysis {#sec017}
------------

By means of varying the threshold on the mean MAI value, while keeping the threshold on the highest MAI value constant (i.e. 0.6), we determined a set of sensitivity and specificity values. [Fig 4](#pone.0159803.g004){ref-type="fig"} shows the resulting ROC plot (see [Table 2](#pone.0159803.t002){ref-type="table"} for exact values and confidence intervals). More information is available as support download file named [S1 Data](#pone.0159803.s001){ref-type="supplementary-material"}.

![ROC plot of MAI diagnostic accuracy.](pone.0159803.g004){#pone.0159803.g004}

10.1371/journal.pone.0159803.t002

###### Sensitivity, specificity and Youden index of MAI-based prostate cancer detection at different mean MAI threshold values.
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  Mean MAI threshold   0.15                    0.2 (optimum)           0.3                     0.4
  -------------------- ----------------------- ----------------------- ----------------------- -----------------------
  Sensitivity          90.48% (71.09--97.35)   85.71% (65.36--95.02)   72.73% (51.35--87.08)   56.52% (35.99--75.03)
  Specificity          79.17% (59.53--90.76)   87.50% (69--95.66)      91.30% (73.69--97.52)   95.65% (79.50--99.21)
  Detection accuracy   84.44% (71.22--92.25)   86.67% (73.83--93.75)   82.22% (68.67--90.71)   76.09% (61.90--86.17)
  Youden index         69.64% (30.62--88.10)   73.21% (34.36--90.67)   64.03% (25.04--84.6)    52.17% (15.49--74.24)

The Youden-selected optimum computed mean MAI threshold was found to be 0.2, which corresponds to an 85.7% sensitivity (with 95% CI of 65.4--95.0) combined with an 87.5% specificity (with 95% CI of 69.0--95.7) and a diagnostic accuracy of 86.7% (with 95% CI of 73.8--93.8) in the detection of prostate cancer with Gleason score \> = 6. The Youden index for this optimum was 73.2% (with 95% CI of 34.36--90.67). The area under the curve (AUC) was 0.90 (with 95% CI of 0.66--0.98).

Discussion {#sec018}
==========

General observations {#sec019}
--------------------

The results of the present study demonstrated diagnostic accuracy of an automated analysis of mpMR images, by means of an MAI computation, that are comparable to the results of human readers in prior validation studies of the ESUR system.

There was a clear optimum in diagnostic accuracy associated with a set of threshold values pertaining to easily computed features of MAI profiles. When varying the threshold on the mean MAI value, the diagnostic accuracy varied according to expectation: at higher threshold values, the detection sensitivity decreased, whereas, the specificity increased.

Other studies have shown similar behaviour for PI-RADS-based lesion assessment and Gleason score histopathology-based lesion assessment under varying scoring thresholds \[[@pone.0159803.ref006],[@pone.0159803.ref011],[@pone.0159803.ref025],[@pone.0159803.ref026]\]. The results published by Roethke et al. \[[@pone.0159803.ref011]\] and Schimmöller et al. \[[@pone.0159803.ref025]\] showed the same trend in sensitivity and specificity under varying threshold values, yet differ considerably in terms of specificity at lower threshold values (73% \[[@pone.0159803.ref011]\] versus 41.7% \[[@pone.0159803.ref025]\] at a PI-RADS threshold value of 9). Nonetheless, although at the lower threshold the specificity reported by Schimmöller et al. is lower than that reported by Roethke et al., the sensitivity reported is slightly higher. Also, the resulting point on the ROC curve coincides quite well with the results of the other studies. A similar observation could be made regarding the results reported by Hamoen et al. \[[@pone.0159803.ref006]\]. In this case, the reported sensitivities and specificities at different threshold values were closer together than the values reported by Roethke \[[@pone.0159803.ref011]\] and Schimmöller \[[@pone.0159803.ref025]\] et al., yet they were again close to the ROC trend lines for those studies and to that of the current study. The authors therefore believe that the observed differences are possibly suggestive of differences in human scoring preferences. All studies showed a quick saturation of the ROC curves at lower threshold values, which was suggestive of a limitation of the amount of useable information in the MR-images. The congruence in behaviour with other, widely accepted, methods for malignancy assessment \[[@pone.0159803.ref005]\] indicated that MAI based analysis assesses the same underlying pathologic correlation as the other methods.

Comparison to human reader diagnostic accuracy {#sec020}
----------------------------------------------

We compared the diagnostic accuracy of the computed MAI to previously reported diagnostic accuracies of human readers. Since the patient cohort for this study was a subset taken from the cohort used in an earlier study by Roethke et al. \[[@pone.0159803.ref011]\] into the diagnostic accuracy of human readers, scoring according to the PI-RADS system, we consider the comparison with this study to be the most accurate and hence made it our primary reference. [Fig 5](#pone.0159803.g005){ref-type="fig"} shows a comparison between the diagnostic accuracy based on MAI and the ROC of the human reader diagnosis based on PI-RADS scoring at PI-RADS threshold values 9 and 10 as reported by Roethke et al. \[[@pone.0159803.ref011]\]. [Table 3](#pone.0159803.t003){ref-type="table"} shows a numeric comparison. The values reported in the reference study fall well within the confidence interval reported in this study for the computed MAI.

![Comparison of computed MAI diagnostic accuracy with that of human readers based on PI-RADS scoring.](pone.0159803.g005){#pone.0159803.g005}

10.1371/journal.pone.0159803.t003

###### Comparison of the diagnostic accuracy found in the present study with results reported on reference studies.
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                     Present study          Roethke et al.         Schimmöller et al.   Portalez et al.   Hamoen et al.                                                   
  ------------------ ---------------------- ---------------------- -------------------- ----------------- --------------- ------------------- ------------- ------------- -------------
  Sensitivity (%)    85.71 (65.36--95.02)   85.2 (66.3--95.8)      66.7 (46.0--83.5)    92.9              85.7            69.1 (56.7--79.8)   90 (75--96)   84 (74--90)   78 (70--84)
  Specificity (%)    87.50 (69--95.66)      73.0 (55.9--86.2)      91.9 (78.1--98.3)    41.7              67.6            92.2 (89.2--94.5)   66 (38--87)   78 (62--89)   79 (68--86)
  Youden index (%)   73.21 (34.36--90.67)   58.2 (38.6--77.8)      58.6 (38.7--78.4)    \-                \-              \-                  \-            \-            
  AUC                0.90 (0.66--0.98)      0.848 (0.743--0.953)   \-                   0.873             \-              \-                                              

The trend line drawn through the values measured in the reference study provides further indication of the close relationship between diagnostic accuracy based on MAI computation and that of expert human readers.

In their study on inter-reader agreement of the ESUR (PI-RADS) scoring system using in-bore MRI-guided biopsies as reference standard, Schimmöller et al. also reported diagnostic accuracies at PI-RADS threshold values of 9 and 10 \[[@pone.0159803.ref025]\]. The result at threshold value 10 falls within the confidence interval of the computed MAI diagnostic accuracy. When compared to the result at threshold value 9, the optimum computed MAI provides a higher diagnostic accuracy ([Fig 5](#pone.0159803.g005){ref-type="fig"} and [Table 3](#pone.0159803.t003){ref-type="table"}).

In their validation study of the ESUR scoring system, Portalez et al. reported a diagnostic accuracy at a Youden-selected PI-RADS score threshold value of 9 \[[@pone.0159803.ref026]\]. Although this threshold corresponded to the Youden-selected threshold in the other two reference studies, the diagnostic accuracy reported in the latter study corresponded mostly with those reported in the other two studies at a threshold value of 10. However, this result also fell within the confidence interval of the optimum computed MAI diagnostic accuracy.

Finally, in their meta-analysis of reported detection capabilities of mpMRI in combination with the PI-RADS scoring system, Hamoen et al. \[[@pone.0159803.ref006]\] reported prostate cancer detection sensitivities and specificities of 90% (95% CI 75%--96%) and 66% (95% CI 38%--87%) for a PI-RADS score threshold of 9, and 84% (95% CI 74%--90%) and 78% (95% CI 62%--89%) for a threshold of 10, for pooled studies that deployed PI-RADS sum-scores. Furthermore, they found a prostate cancer detection sensitivity of 78% (95% CI 70%-84%) and a specificity of 79% (95% CI 68%-86%) for pooled studies, irrespective of further selection criteria. Again, these numbers were in line with the outcome of the current study.

Granularity {#sec021}
-----------

An important difference between the MAI model and the PI-RADS model was that the latter yielded a fixed number of discrete scores, whereas, the MAI model was continuous. The ROC analysis showed that, as a consequence, the MAI model allowed for a higher granularity in optimization. In their study, Roethke et al. \[[@pone.0159803.ref011]\] observed that choosing a PI-RADS threshold was guided by a weighing of sensitivity versus specificity as either choice yielded comparable Youden J statistics (see [Table 3](#pone.0159803.t003){ref-type="table"}). Due to its continuous nature, the MAI model did not require such decision-making. This led to a higher achievable Youden index and the avoidance of low threshold values leading to only a slight improvement in sensitivity at the cost of a high loss in specificity.

Factors of influence on measured diagnostic accuracy {#sec022}
----------------------------------------------------

Several effects influenced the measured diagnostic accuracies. First of all, the fact that the present study was performed in a retrospective setting meant that only lesions that were originally predicted by expert human readers were indeed targeted. The software predicted a total of 3 lesions in 2 different patients that were considered clinically relevant (mean and highest lesion MAI \> 0.6 and volume \> = 0.5ml) yet were not biopsied, while no positive biopsy cores were found in other locations. This amounted to 4.4% of the patient cohort. According to this study's authors, however, this did not significantly influence the value of the outcome of the study for the purpose of targeted biopsy planning. At worst, the implication could have been a small increase of the false positive rate, which would have resulted in a specificity of 79.17% at an unchanged sensitivity of 85.71% and a Youden index of 64.88%. Altogether, this would have been still well within the confidence intervals of the optimum accuracies found in the reference studies. For other purposes, though, such as focal therapy planning, the authors acknowledge that prospective data is needed to settle the issue of negative predictive strength.

A second phenomenon that may have affected measured diagnostic accuracy was limited effective biopsy core length. Several studies \[[@pone.0159803.ref027],[@pone.0159803.ref028]\] have shown a clear relationship between detection rate and effective core length, being the length actually acquired versus the maximum potential length of a core based on needle configuration. This was expected to be of influence on the presently reported results. Particularly, this may have been the case at lower mean MAI threshold values, as one of the possible reasons for a core exhibiting a low mean MAI was its lesion overlapping with only a small part of the core. The probability of not achieving pathologic confirmation due to limited effective core length was higher when only a small portion of the planned core overlapped with the lesion, compared to when a larger portion overlapped. In summary, when using a biopsy-based pathology reference, the number of reported false positives will increase at lower mean MAI thresholds due to limited effective core length effects. Because performing a biopsy is the de-facto standard method to confirm or deny suspected prostate cancer, the outcome of the present study, including limited core length effects, reflects the practically achievable overall diagnostic accuracy in a pre-therapeutic setting. Analysis of post-prostatectomy whole-mount specimen may contribute to an incremental better accuracy. Furthermore, the authors conclude that any differences between human reader diagnostic accuracy and computed MAI based diagnostic accuracy cannot be attributed to limited effective core length effects as both methods are affected equally by this phenomenon.

Concerning influences on diagnostic accuracy as described above, in general, lower threshold values lead to an increase in detection sensitivity. However, any lesion assessment method exhibits practical limitations that lead to an associated ROC curve saturating at a maximum sensitivity level below the theoretical maximum value of 1. In the present study, no biopsy cores were found to have a maximum MAI score of minimally 0.6 combined with a mean MAI score smaller than 0.15. Hence, the sensitivity saturation level for this particular study setup was found to be 90.48% (see also [Table 2](#pone.0159803.t002){ref-type="table"}).

Practical optimization of needle placement {#sec023}
------------------------------------------

The presented analysis method and results could easily be converted into practical guidelines for planning optimal image guided biopsies based on MAI analysis. Since MAI values are available for each image pixel, they could be colour coded and projected onto the T2W image set for anatomic reference.

Since the colour coding has a fixed relationship with MAI value, it is straightforward to optimize for detection accuracy in planning biopsy cores. An optimal biopsy plan enables the retrieval of cores with the highest volume of the highest possible MAI values. The current study showed that results comparable to planning by experienced human readers could be achieved by planning cores in areas where the colour code indicated an MAI above a threshold value of 0.6. However, it was not necessary to explicitly keep track of the mean MAI in biopsy core planning when deploying the aforementioned optimization strategy. It would suffice to try and plan to obtain as much volume as possible of the highest possible MAI values to be included in each biopsy. Such a strategy automatically leads to inclusion of cores that fall above the optimal mean MAI threshold reported in this study (0.2), if such cores can be planned practically. Any additionally planned cores with a mean MAI lower than the optimal reported threshold could only lead to a slightly increased sensitivity (up to the anticipated saturation value) at the cost of an increased number of negative pathology results.

Limitations and recommendations for future research {#sec024}
---------------------------------------------------

The authors recognize that the limited number of patients included and the single-institutional setting are limitations of the current study. It is therefore recommended that more research is performed in a multi-institutional setting. Furthermore, the authors recommend that future studies be conducted in a prospective setting.

Earlier in the year 2015, the PI-RADS scoring system was updated to version 2. To date, few experiences with this system exist due to the recentness of this update. All comparisons with human reader studies in this study pertained to PI-RADS scoring system version 1.

Conclusion {#sec025}
==========

The study revealed comparable diagnostic accuracies for the detection of prostate cancer of a user-independent MAI-based automated analysis tool and PI-RADS scoring-based human reader analysis of mpMRI. Thus, the analysis tool could serve as a detection support system for less experienced readers. The results of the study fascilitate a straightforward biopsy planning strategy to yield optimal diagnostic accuracy based on computed MAI maps. The results also suggest future potential of computer-based analysis for advanced lesion assessments, such as cancer extent and staging prediction.
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