Abstract: Varicol is a continuous chromatographic separation process which is based on the simulated moving bed principle with an asynchronous commutation of the inlet and outlet streams. The objective of this work is to develop a systematic procedure to optimize the operating conditions of the Varicol process, including the commutation sequence and the internal flow rates. To this end, the continuous dynamics are represented using a conventional mass-balance partial differential equation model, whereas the discrete dynamics are described by a timed transition Petri net. A Mixed-Integer Non-Linear Problem (MINLP) is formulated to maximize the process productivity under constraints on the desired purities of both the extract and the raffinate components. The MINLP is solved by constructing a set of candidate integer parameters and solving the resulting nonlinear problem for a subset of candidates selected on the basis of an approximate evaluation using the (true moving bed) triangle theory. Numerical results show the feasibility of this approach.
INTRODUCTION
Chromatographic separation using simulated moving bed (SMB) technology has received an increasing interest in several industrial sectors, from food to pharmaceutical industry, due to its advantages in terms of productivity and eluent consumption. In past years, different operational strategies, including Varicol, have been proposed to improve process performance. Varicol operation consists in an asynchronous commutation of the inlet and outlet ports so as to have a time varying (periodic) distribution of the chromtographic columns in each zone, resulting in a better exploitation of the stationary phase. Several works have dealt with the optimization of the Varicol process. Subramani et al. [2003a] solve a multi-objective optimization problem which involves a relatively large number of continuous decision variables such as flow rates and length of the columns, and discrete decision variables such as the number of columns and column configuration. Subramani et al. [2003b] use genetic algorithms to solve an optimization problem involving both continuous and discrete decision variables applied to the problem of fructose isolation from a mixture of glucose and fructose solution. Zhang et al. [2003] adopt a multi-objective optimization technique based on a genetic algorithm, which involves both continuous and discrete decision variables, to maximize simultaneously the purity of the extract and productivity of a chiral separation system. Yu et al. [2005] use genetic algorithms to solve a multi-objetive optimization problem proposed for hydrolysis of methyl acetate. Zhang et al. [2009] implement genetic algorithms to solve a multi-objective optimization problem, which involves both continuous and discrete operating parameters, to maximize product purity and recovery of a enantioseparation of racemic pindolol.
The main problem in optimizing the Varicol process is related to the computation of the column distribution in each zone (the Varicol column configuration) which is a vector of integer variables whose values belong to known intervals (minimum and maximum numbers of columns per zone). In this context, a genetic algorithm is not an efficient method to find the optimal solution since to generate the next population of possible column distribution in each zone, probability-based operators are used, and the prior knowledge on the problem structure is not exploited. As a result, this method is computationally demanding. A more efficient strategy would be to model the commutation dynamics by a state equation which describes the finite set of possible Varicol column configurations.
This work presents a strategy to compute the operating parameters of a Varicol process in order to maximize its productivity. As the Varicol process exhibits both continuous and discrete dynamics, a hybrid model is considered. The continuous dynamics is described by mass balance Partial Differential Equations (PDEs) using a Linear Driving Force model (LDF). On the other hand, the discrete dynamics is described by a Moore machine. In order to express this Moore machine as a state equation, a Timed Transition Petri Net (TTPN) is proposed. This TTPN allows to describe the inlet and outlet ports commutation rule by means of its transition firing rule. A MixedInteger Non-Linear Problem (MINLP) is then stated to find the flow rate ratios, the fractional switching instants, the Varicol period and the sequence of column configurations which maximize the Varicol process productivity subject to the desired purities of both the extract and the raffinate. In order to solve the MINLP, the coverability tree of the TTPN is constructed. When a final leaf is reached, a candidate sequence of column configurations is computed. The Triangle theory is taken into account to propose the initial flow rate ratios and calculate a suboptimal productivity. The 25% of the best column configuration candidates are then selected. The integer variables of the original MINLP are fixed and just a Non-Linear Problem (NLP) has to be solved at this point. The optimal solution corresponds therefore to the candidate which maximizes the Varicol process productivity.
The document is organized as follows: In section 2 the Varicol process is introduced. In section 3 the mass balance PDE-based model describing the concentration profiles inside the columns is presented, while section 4 deals with the representation of the Varicol discrete dynamics in the framework of Petri nets. Section 5 is devoted to the optimization problem, a MINLP is stated and the strategy to solve it is described. In section 6 optimization results and simulations are shown. Finally, in section 7 some conclusions about the strategy presented in this work are discussed.
THE VARICOL PROCESS
Varicol processes are continuous chromatographic separation processes, originally proposed by the company Novasep (Nancy, France) to improve the operation of SMB (Simulated Moving Bed) processes. In contrast to conventional SMB operation, the commutation of the inlet and outlet ports is asynchronous, resulting in a time varying, periodic, number of column in each zone, and in turn, an improved use of the stationary phase and an increased productivity (Ludemann-Hombourger et al. [2000] ). Varicol is a cyclic process. One cycle corresponds to the time required for each inlet/outlet lines to recover their initial position. Within the overall cycle, the Varicol may also exhibits subperiods. One such periods, denoted by T , is the time required for all the lines to be switched by one column. In the following, µ, ρ and η will denote fractions of T at which a (inlet or outlet line) is commuted. Figure 1 shows the initial [2000]), as described in table 1. The extract line is first switched, so that zone I increases by one column whereas zone II decreases by the same. Next, the position of the feed is switched. zone II increases and zone III decreases consequently. The eluent line is then switched, resulting in an increase of zone IV and a decrease of zone I. Finally, the raffinate line is switched, and the process returns to its initial column configuration, with all the lines switched by one column.
CONTINUOUS MODEL
The model considered in this study is the same as in [Vilas and Vande Wouwer, 2011] . The concentration of each component in the fluid phase c i k (z, t) is described by a set of mass-balance partial differential equations (PDEs):
where the subindex k indicates the component (k = A, B), j = I, II, III, IV refers to each zone of the Varicol plant and the superindex i = 1, ..., N c with N c = 6 indicates the column. D k,j represents the diffusivity, v j the fluid velocity and the total porosity of the column. For the concentrations in the solid phase (q i k ), mass transfer is described by a Linear Driving Force (LDF) model: dq
with κ k and q i,eq k being, respectively, the mass transfer coefficient and the adsorbed equilibrium concentration, which can be related to the liquid concentration by means of a Langmuir isotherm:
where a k and b k are, respectively, the Henry coefficients and the adsorption equilibrium constants. In order to complete the model, initial and boundary conditions must be defined. The initial conditions are of the form:
Boundary conditions express the continuity of concentrations at the column interface c
where c p k,in is the column inlet concentration of component k in column p. Usually, for a given column p, the inlet concentration is taken as the outlet concentration in column p−1, with L being the column length. However, the boundary condition at the feed has to be modified:
F e k (6) so as the boundary condition at the eluent:
Finally, dynamic boundary conditions are used at the column output: ∂c
DISCRETE MODEL
As mentioned in section 2, the Varicol is a cyclic process.
From an initial column configuration, the inlet/outlet lines are switched one at a time to obtain internal column configurations. After a Varicol period T , the system comes back to its initial configuration.
Definition 1. The Varicol discrete behaviour can be described by a Moore machine defined as the 6-tuple (Ω, Ω 0 , Σ, Λ, ∆, Θ), where:
• Ω = {Ω 0 , Ω 1 , Ω 2 , Ω 3 } is the set of states of the Moore machine.
• Ω 0 is the initial state.
• Σ = ∅ is the input alphabet.
• Λ = {col M in , . . . , col M ax } is the output alphabet.
col M in ∈ N is the minimum number of columns per zone and col M ax ∈ N is the maximum number of columns per zone.
• ∆ : Ω → Ω is the transition function described by the graph shown in figure 2. Transitions represent the inlet and outlet ports commutation instants.
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• Θ : Ω → Λ is the output function mapping each state to its corresponding Varicol column configuration. In order to model the discrete behavior and set up a state equation of the Varicol process -represented by the Moore machine of figure 2 -the Petri Net framework is selected as mathematical modeling tool.
Timed Petri Net based model
Petri nets are graphical and mathematical modeling tools applicable to many systems. As graphical tool, Petri nets can be used as a visual-communication aid similar to flow charts, block diagrams and networks. As a mathematical tool, it is possible to set up state equations, algebraic equations and other mathematical models governing the behavior of systems (Murata [1989] ).
With an initial state called the initial marking Θ 0 , the underlying graph of a Petri net is a directed, weighted, bipartite graph consisting of two kinds of nodes, places and transitions. In order to connect the nodes arcs are used, either from transitions to places or from places to transitions. Arcs are labeled with their weights (positive integers), where a k-weighted arc is interpreted as a set of k parallel arcs.
In modeling, places represent conditions and transitions represent events. A transition (an event) has a certain number of input and output places representing the pre-conditions and post-conditions of the event, respectively. The presence of tokens in a place may be interpreted as the number of available resources. At any given time instance, the distribution of tokens in places, called Petri net marking, defines the current state of the modeled system (Zurawsky and Zhou [1994] ). A marking of a Petri net with m places is represented by an (m × 1) vector Θ, elements of which, denoted as Θ(ϕ), are non-negative integers representing the number of tokens in the place ϕ.
Definition 2. A Petri net can be defined as the 6-tuple P N = (Φ, τ, Υ, Ψ, α, Θ 0 ), where (Murata [1989] , Zurawsky and Zhou [1994] ):
• Φ = {ϕ 1 , ϕ 2 , . . . , ϕ m } is a finite set of places.
• τ = {τ 1 , τ 2 , . . . , τ n } is a finite set of transitions.
• Υ : (Φ × τ ) → N is an input function that defines directed arcs from places to transitions.
• Ψ : (τ × Φ) → N is an output function that defines directed arcs from transitions to places.
Time may be associated with transitions, yielding Timed Transition Petri Net (TTPN). In an atomic firing TTPN tokens remain on the input places of a transition which is enabled. After a certain period of time, the transition fires removing tokens from the input places and placing tokens on the output places (Zurawsky and Zhou [1994] ).
Definition 3. Given a Petri net, a TTPN is defined as the 6-tuple T T P N = (Φ, τ (t), Υ, Ψ, α, Θ 0 ), where Φ, Υ, Ψ and α are defined as before, but now, the set of finite transitions τ (t) is function of time. t = {t 0 , t 1 , . . . , t n } is an increasing sequence of real numbers called time base, a mapping ν : Φ×t → t, such that, ∀(φ, t i ) ∈ Φ×t, if ν(φ, t i ) = t j then t j ≥ t i . Furthermore, Θ 0 is the initial marking at time t 0 (Sifakis [1979] ). Figure 3 shows the TTPN proposed to model the Moore machine of figure 2. In this graph, the places represent the Varicol zones, tokens inside the places represent the number of columns per zone, while the weights represent the number of columns switched between zones. Finally, the inlet and outlet ports commutation instants are represented by the time-related transitions. Definition 4. The TTPN of figure 3 is defined as the 6-tuple (Φ, τ, Υ, Ψ, α, Θ 0 ), where:
• Θ 0 is the initial column configuration.
• t = {t 1 , t 2 , t 3 , t 4 } = {µT, ρT, ηT, T } are the switching time instants.
• T is the Varicol period.
The state equation related to the TTPN defined before is given by (Dotoli et al. [2006] ):
are the column configurations corresponding to each state Ω k of the Moore machine represented in figure 2 and Θ 4 = Θ 0 . The elements Θ k (ϕ j ) represent the number of columns in zone j at the time instant k. Concentrations inside the columns (tokens) of zone j (place ϕ j ) being modeled by equations (1)-(8).
OPTIMIZATION PROBLEM
In the development of a new Varicol application, two design issues must be solved. The first one deals with the size of the unit, namely the number of chromatographic columns, their specifications (length, diameter, etc) and the packing material. The second issue is related to the optimization of the operation conditions, including sequence of column configuration, flow rates, switching time instants, Varicol period. The performance of separation units is commonly evaluated in terms of purity of the product stream (Guiochon et al. [2006] ). In practice, other performance parameters, such as desorbent requirement, 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 enrichment and productivity, must be considered in order to determine the optimal operating conditions within the complete separation regions (Mazzotti et al. [1997] ).
In this work, we assume that the Varicol unit, i.e., its geometric dimensions and the nature of the packing materials are fixed and that the adsorption isotherm of the feed compounds is known. Therefore, operational parameters to be optimized are the column configurations for each zone Θ k (Φ), the internal flow rate for each zone Q j , the switching time instants µ, ρ and η, the Varicol period T and the feed composition. In most cases, the latter implies the choice of the overall feed concentration, c F T , only, since the relative composition of the two componenets to be separated is fixed. This is the case for example when a racemic mixture must be resolved (Mazzotti et al. [1997] ).
In order to select the operation conditions a Mixed-Integer NonLinear Problem (MINLP) is proposed as: max
T is a vector of flow rate ratios whose components are defined as (Guiochon et al. [2006] ):
where Q j is the internal flow rate in zone j and V c represents the total column volume. Q F e , Q Sv , Q Ex and Q Ra are the external flow rates in the feed, in the solvent, in the extract and in the raffinate streams respectively, defined in terms of the internal flow rates as:
Q Ra = Q 3 − Q 4 (15) P r represents the productivity of the Varicol process, defined as (Mazzotti et al. [1997] ): P r = P r Ex + P r Ra
P u Re represents the purity at steady state defined as a mean value in a Varicol period (Vilas and Vande Wouwer [2011] ):
with,c
Finally, P u De are the desired purities at steady state.
In order to solve the MINLP optimization problem (10) the strategy to follow consists in computing the set of candidate pairs (Θ 0 (Φ), Γ(Φ, τ )) (the discrete optimization parameters) and then, optimize the resulting Non-Linear Optimization Problem (NLP) for a set of the best pairs (Θ 0 (P ), Γ(Φ, τ )), according to the following algorithm:
1. Compute the set of initial configurations Θ 0 (Φ) taking the total number of columns of the Varicol process and the minimum and maximum number of column per zone into account. 2. Construct the coverability tree of the TTPN shown in figure  3 from each initial marking Θ 0 (Φ) considering the following recursive algorithm: i. Fire the enabled transitions according to the following firing rule: a) A transition τ is said to be enabled if its input place ϕ in is marked with at least α(ϕ in , τ ) + col M in tokens, where α(ϕ in , τ ) is the weight of the arc from ϕ in to τ and col M in is the minimum number of tokens per place. b) An enabled transition τ may fire if the number of tokens at its output place ϕ out is smaller or equal to col M ax − α(τ, ϕ out ), where α(τ, ϕ out ) is the weight of the arc from τ to ϕ out and col M ax is the maximum number of tokens per place. c) A firing of an enabled transition τ removes α(ϕ in , τ ) tokens from the input place ϕ in of τ and adds α(τ, ϕ out ) tokens to the output place ϕ out of τ . It must be pointed out that α(ϕ in , τ ) = α(τ, ϕ out ) as stated in definition 4. ii. Compute the next level leaves (the set of new marking Θ i+1 (Φ)). iii. Calculate the incidence vector Γ(Φ, τ (t i+1 )) for each Θ i+1 (Φ) taking state equation (9) into account. The base case of this recursive algorithm is the case where the 4 th level of the coverability tree is reached and the set of next states Θ 4 (Φ) = Θ 0 (Φ) has been computed. iv. In such case, for each pair
. m * is the Triangle Theory-based theoretical optimal vector m (Mazzotti et al. [1997] , Guiochon et al. [2006] ). µ 0 , ρ 0 and η 0 are the initial fractional switching instants. Finally, T 0 is the initial Varicol period. v. Else, branch each new element Θ i+1 (Φ). 3. Solve the resulting NLP (19) for the 25% of the best suboptimal solutions, corresponding to the best candidate pairs (Θ 0 (Φ), Γ(Φ, τ )) according to the productivity calculed.
4. The solution is the best optimized candidate.
Since for each level explored of the coverability tree the problem to solve is smaller and the base case limits the depth of the coverability tree, a finite set of pairs (Θ 0 (Φ), Γ(Φ, τ )) is computed, assuring the convergence of the algorithm. On the other hand, as can be expected, the initial values of the continuous variables influence the productivities calculed for each candidate pair (Θ 0 , Γ(Φ, τ )) of the coverability tree and consequently, the pairs (Θ 0 , Γ(Φ, τ )) to optimize. The Triangle theory gives a framework to optimize the internal flow rates, this is why m * is proposed as initial value. Nevertheless, a feasible criterion does not exist to optimize neither the fractional switching instants µ, ρ and η nor the Varicol period T . Adsorption equilibrium constant for B.
Mass transfer coefficient for A.
Mass transfer coefficient for B.
c Therefore, their initial values may be proposed according to the knowledge about the separation process considered.
RESULTS AND SIMULATIONS
In order to maximize the process productivity and compute the optimal operating parameters, the MINLP (10) is solved by considering N c = 6 columns, one column per zone minimum and two columns per zone maximum. Table 2 shows the parameter values used in this work.
Following the proposed algorithm, a coverability tree with sixteen pairs (Θ 0 (Φ), Γ(Φ, τ )) is constructed (see table 3 ). The four pairs (Θ 0 (Φ), Γ(Φ, τ )) with greater Triangle theory-based productivity are then optimized by solving the resulting NLP (19) for a desired purity in both the raffinate and the extract of 99.5%.
As above mentioned, initial conditions influence the suboptimal productivity, therefore, in order to compute a globally optimal solution, several initial conditions were tested.
The set of PDEs (1) is solved using the library MATMOL ([Vande Wouwer et al., 2004] ), i.e., the method of lines with a Finite Element Method (FEM) with 15 elements per column for approximating the spatial derivatives. The resulting ODE system (204 ODEs) is solved using a stiff solver (e.g. ode15s from MATLAB). The NLP (19) is solved using a combination of the MATLAB functions fmincon (an optimization method to find feasible solutions) and fminsearch (a gradient-free optimization algorithm). Table 4 shows the optimal operating parameters computed by solving the MINLP (10). Furthermore, Table 5 shows the overall set of states of the Moore machine shown in Figure 2 calculated using the optimal pair (Θ 0 (Φ), Γ(Φ, τ )) in the state equation (9).
The initial column configuration is Θ 0 = [2 2 1 1] T . After 19.25 s, the eluent line is switched to give the column configuration Θ 1 = [1 2 1 2]
T . After 28.27 s., the raffinate line is switched to obtain the column configuration Θ 2 = [1 2 2 1]
T . After 48.73 s., the extract line is switched yielding the column configuration Θ 3 = [2 1 2 1]
T . Finally, after 60.16 s., the feed line is switched to get back to the initial column configuration Θ 0 = [2 2 1 1]
T . Figure 4 shows the separation region in the plane m 2 −m 3 . The point w (star in red) is the theoretical optimal point based on the Triangle theory. As can be observed, the optimal point (star in Figure 5 shows the concentration profile along the 6 columns of the Varicol process optimized at steady state. Table 6 shows comparative results for both SMB and Varicol processes. The first row shows data relative to the 8-column SMB separation process studied in (Vilas and Vande Wouwer [2011] ). The second row shows the same SMB process but now with a 6-column configuration 2/2/1/1. As expected, the 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 4.347977 × 10 −10 1/2/1/2 2/1/1/2 2/1/2/1 1/1/2/2 1/2/1/2 4.516694 × 10 −10 2/1/2/1 2/2/1/1 1/2/1/2 4.515201 × 10 −10 1/2/2/1 2/1/2/1 1/1/2/2 1/2/1/2 4.472206 × 10 −10 2/1/2/1 2/2/1/1 1/2/1/2 4.476802 × 10 −10 1/2/2/1 2/1/2/1 1/1/2/2 1/2/1/2 1/2/2/1 4.504790 × 10 −10 2/2/1/1 1/2/1/2 1/2/2/1 4.493737 × 10 −10 2/1/1/2 2/1/2/1 1/1/2/2 1/2/1/2 2/1/1/2 4.600414 × 10 −10 2/2/1/1 1/2/1/2 2/1/1/2 4.604596 × 10 −10 3.759191 × 10 −10 2/1/2/1 1/1/2/2 1/2/1/2 2/1/1/2 2/1/2/1 4.626188 × 10 −10 3.770478 × 10 −10 1/2/2/1 2/1/2/1 4.597431 × 10 −10 2/2/1/1 1/2/1/2 2/1/1/2 2/1/2/1 4.610333 × 10 −10 1/2/2/1 2/1/2/1 4.585911 × 10 −10 2/2/1/1 1/2/1/2 2/1/1/2 2/1/2/1 2/2/1/1 4.451439 × 10 −10 1/2/2/1 2/1/2/1 2/2/1/1 4.640137 × 10 −10 9.410273 × 10 −10 productivity is lower than in the 8-column original SMB. The third row shows a Varicol process with column configuration Θ 0 − Θ 3 but with all the other operating parameters as in the previous case. It can be observed that the productivity is improved with respect to the previous 6-column SMB separation.
Finally, the last row shows the optimal Varicol process with both purities respecting their constraints and the double of the productivity than with the original 8-column SMB process.
CONCLUSIONS
This paper presents a strategy to optimize the performance of a Varicol process. The main idea is to formulate an optimization problem to maximize the process productivity, subject to constraints on the desired purities of both the raffinate and the extract. Some operating parameters are real variables (m, µ, ρ, η, T ) whereas others are integer variables (Θ(Φ), Γ(Φ, τ )), thus resulting in the formulation of a MINLP. In order to solve this optimization problem, the set of candidate pairs (Θ(Φ), Γ(Φ, τ )) is constructed and then, the resulting NLP for each pair (Θ(Φ), Γ(Φ, τ )) is solved. If this set has many elements, the procedure becomes computationally expensive. This is why a first classification of the candidates is performed on the basis of the theoretical productivity that could be achieved using the Triangle theory-based optimal flow rate ratios. In order to obtain an appropriate classification, special attention must be payed on the initial conditions of the others real variables. The NLP is then solved only for the best 25% of candidate pairs (Θ(Φ), Γ(Φ, τ )), which allows important computational savings. Results show that the optimization of a 6-column Varicol process leads to improved productivity and purity over an 8-column SMB process. Ongoing work is dedicated to the improvement of the optimization procedure.
