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Résumé
L'objet d'étude de ette thèse est une mesure innie sur les boules (laets) naturellement
assoiée à une large lasse de proessus de Markov et les proessus pontuels de Poisson
d'intensité proportionnelle à ette mesure (paramètre d'intensité α ¡ 0). Ces proessus
pontuels de Poisson portent le nom d'ensembles poissoniens de boules markoviennes ou
de soupes de boules. La mesure sur les boules est ovariante par un ertain nombre de
transformations sur les proessus de Markov, par exemple le hangement de temps.
Dans le adre de soupe de boules brownienne à l'intérieur d'un sous-domaine ouvert
propre simplement onnexe de C, il a été montré que les ontours extérieurs des amas
extérieurs de boules sont, pour α ¤ 12 , des Conformal Loop Ensembles CLEκ, κ P p
8
3 , 4s.
D'autre part il a été montré pour une large lasse de proessus de Markov symétriques que
lorsque α  12 , le hamp d'oupation d'une soupe de boule (somme des temps passés par
les boules aux dessus des points) est le arré du hamp libre gaussien.
J'ai étudié d'abord les soupes de boules assoiés aux proessus de diusion unidimen-
sionnels, notamment leur hamp d'oupation dont les zéros délimitent dans e as les amas
de boules. Puis j'ai étudié les soupes de boules sur graphe disret ainsi que sur graphe
métrique (arêtes remplaés par des ls ontinus). Sur graphe métrique on a d'une part une
géométrie non triviale pour les boules et d'autre part on a omme dans le as unidimen-
sionnel ontinu la propriété que les zéros du hamp d'oupation délimitent les amas des
boules. En ombinant les graphes métriques et l'isomorphisme ave le hamp libre gaussien
j'ai montré que α  12 est le paramètre d'intensité ritique pour la perolation par soupe
de boules de marhe aléatoire sur le demi plan disret Z N (existene ou non d'un amas
inni) et que pour α ¤ 12 la limite d'éhelle des ontours extérieurs des amas extérieurs sur
Z N est un CLEκ dans le demi-plan ontinu.
1
Abstrat
In this thesis I study an innite measure on loops naturally assoiated to a wide range
of Markovian proesses and the Poisson point proesses of intensity proportional to this
measure (intensity parameter α ¡ 0). This Poissson point proesses are alled Poisson
ensembles of Markov loops or loop soups. The measure on loops is ovariant with some
transformation on Markovian proesses, for instane the hange of time.
In the setting of Brownian loop soups inside a proper open simply onneted domain
of C it was shown that the outer boundaries of outermost lusters of loops are, for α ¤ 12 ,
Conformal Loop Ensembles CLEκ, κ P p
8
3 , 4s. Besides, it was shown for a wide range of
symmetri Markovian proesses that for α  12 the oupation eld of a loop soup (the sum
of times spent by loops over points) is the square of the Gaussian free eld.
First I studied the loop soups assoiated to one-dimensional diusions, and partiularly
the oupation eld and its zeros that delimit in this ase the lusters of loops. Then I
studied the loop soups on disrete graphs and metri graphs (edges replaed by ontinuous
lines). On a metri graph on one hand the loops have a non-trivial geometry and on the
other hand one has the same property as in the setting of one-dimensional diusions that
the zeros of the oupation eld delimit the lusters of loops. By ombing metri graphs
and the isomorphism with the Gaussian free eld I have shown that α  12 is the ritial
parameter for random walk loop soup perolation on the disrete half-plane ZN (existene
or not of an innite luster of loops) and that for α ¤ 12 the saling limit of outer boundaries
of outermost lusters on Z N is a CLEκ on the ontinuum half plane.
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L'objet d'étude de ette thèse est une mesure innie sur les boules (laets) naturelle-
ment assoiée à une large lasse de proessus de Markov et les proessus pontuels de Poisson
d'intensité proportionnelle à ette mesure. Ces proessus pontuels de Poisson portent le nom
d'ensembles poissoniens de boules markoviennes ou de soupes de boules. Dans [LMR15℄
et [FR14℄ apparaissent des adres assez larges dans lesquels ette mesure et es proessus
pontuels de Poissons sont dénis. Dans ette thèse, le adre sera plus restreint et en parti-
ulier tous les proessus de Markov seront symétriques. Soit S un espae loalement ompat
à base dénombrable, muni de sa tribu borélienne. Soit pXtq0¤t ζ un proessus de Feller sur
S à trajetoires àdlàg déni jusqu'à un temps de mort ζ P p0, 8s. On suppose que X
a des densités de transition ptpx, yq par rapport une mesure σ-nie m sur S, ontinues en
le triplet pt, x, yq et symétriques (ptpx, yq  ptpy, xq). On note Px et Ex les probabilités et
espéranes relatives à des hemins issus de x P S. On note µx,y la mesure sur les hemins de













où tγ désigne la durée totale de la boule γ. Dans ette thèse les proessus de Markov sous-
jaents seront soit des diusions unidimensionnelles, soit le mouvement brownien planaire,
soit des proessus à sauts symétriques sur des graphes non-orientés, soit des diusions sur
des graphes métriques, 'est-à-dire des graphes où les arêtes sont remplaées par des "ls"
ontinus.
Le plus souvent on onsidérera le boules dénies à translation de paramétrisation près.
Étant donnés pγpsqq0¤s¤tγ et T P p0, tγq, on identiera à γ la boule γ˜ dénie par
"
γ˜psq  γps  tγ  T q si s P r0, T s
γ˜psq  γps T q si s P rT, tγs
La raison d'être de ei est qu'après ette identiation la mesure est ovariante par hange-
ment du temps du proessus de Markov sous-jaent par l'inverse d'une fontionnelle additive
ontinue. Cei est montré dans un adre assez large dans [FR14℄ et apparaîtra dans le adre
des diusions unidimensionnelles dans le hapitre 2 de ette thèse. Par exemple, étant donnée
v une fontion stritement positive ontinue sur l'espae S, on peut introduire une famille

















est enore markovien et la mesure sur les
boules quotientées par les translations de paramétrisation assoiée à e proessus hangé de
5
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temps est l'image de µ par le même hangement du temps. C'est là une propriété qui explique
la partiularité et l'intérêt de la mesure µ sur les boules ; elle sera utilisée à plusieurs reprises
dans ette thèse. On peut aussi noter que si le proessus X est un mouvement Brownien
sur Rd alors la mesure µ est invariante par tout hangement d'éhelle Brownien de l'espae-
temps.
On étudiera les proessus pontuels de Poisson d'intensité αµ, notés Lα, où α est une
onstante positive. Lα est appelé Ensemble poissonien de boules markoviennes ou bien
soupe de boules. Dans les notations qu'on utilisera on verra Lα omme un ensemble aléatoire
dénombrable de boules. On s'intéressera également à la mesure d'oupation de Lα, qui à







Dans les diérents adres qui apparaîtront dans ette thèse, la mesure d'oupation sera
bien dénie pour les proessus de Markov transients. De plus, pour des proessus ayant des
temps loaux la mesure d'oupation d'ensembles poissoniens de boules Markoviennes aura
elle-même des densités, notées p
pLxαqxPS et on parlera de hamp d'oupation.
1.2. Boules browniennes bidimensionnelles, CLE, SLE et hamp libre gaussien
La mesure sur les boules a été étudiée par Lawler et Werner dans [LW04℄ pour le
mouvement Brownien planaire sur C tout entier ou dans un domaine ouvert simplement
onnexe, le mouvement Brownien étant tué en atteignant le bord. Si on onsidère les boules
simplement omme des lieux géométriques en oubliant la paramétrisation par le temps,
alors la mesure sur les boules est invariante par transformation onforme du domaine. Cei
déoule diretement de la ovariane de la mesure sur les boules par hangement du temps
du proessus de Markov sous-jaent.
Dans l'artile [SW12℄, Sheeld et Werner utilisent les ensembles poissoniens de boules
browniennes planaires pour donner une onstrution des Conformal Loop Ensembles (CLE).
Étant donné un domaine ouvert simplement onnexe D  C, un ensemble CLE dans D est
une famille aléatoire dénombrable de boules simples (laets de Jordan qu'on voit omme
des lieux géométriques) dans D qui vérie les propriétés suivantes :
 Les boules ne s'intersetent pas deux à deux.
 Les boules ne s'entourent pas l'une l'autre.
 Finitude loale : Pour tout ε ¡ 0 il y a un nombre ni de boules de diamètre plus
grand que ε.
 Invariane onforme : La loi des boules est invariante par transformation onforme
de D.
 Restrition : Les boules vérient la propriété de restrition à un sous-domaine de
D suivante. Soit rD un sous-domaine ouvert simplement onnexe de D. On prive
rD de toutes les boules CLE dans D qui ne sont pas ontenues dans rD, ainsi
que de leurs intérieurs. On obtient un ouvert (voir nitude loale)
rD dont toutes
les omposantes onnexes sont simplement onnexe. Sahant les boules dont on a
privé
rD, la loi onditionnelle des boules dans haune des omposantes onnexes
de
rD est un CLE indépendant.
Il y a une famille d'ensembles vériant es propriétés, paramétrée par κ P p 83 , 4s (CLEκ).
Dans [SW12℄, les auteurs onsidèrent, pour α ¡ 0, l'ensemble poissonien de boules brow-
niennes ontenues dans D, Lα, ainsi que les amas de Lα. Deux boules dans Lα sont dans
un même amas s'il existe une haîne de boules dans Lα, dont les éléments extrêmes sont
les deux boules préédentes, et tel que deux boules onséutives visitent un point de D
en ommun. Les auteurs utilisent la notion de harge entrale, notée c, issue de la Théorie
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Conforme des Champs. Mais ontrairement à e qu'arment les auteurs, la harge entrale
c n'est pas le paramètre d'intensité α, mais en réalité α  c2 . L'existene d'un fateur
1
2 m'a
été ommuniqué par Werner. Dans l'artile [Law09℄ de Lawler, le fateur
1
2 apparaît égale-
ment. Sheeld et Werner montrent que si c ¡ 1 (et don α ¡ 12 ) il n'y a qu'un seul amas et
si c P p0, 1s, il y a une innité d'amas, tous bornés et à distane stritement positive du bord
de D. De plus, dans le dernier as les ontours extérieurs des amas extérieurs (non-entourés
par un autre amas) forment un ensemble CLEκ ave la orrespondane




Fig. 1.1. : Représentation de quatre boules CLEκ en pointillés
et des boules browniennes en traits pleins à l'intérieur d'une d'elle.
Les boules CLE sont reliées aux ourbes SLE (Stohasti Loewner Evolution). Étant
donné un domaine ouvert simplement onnexe D  C et deux points du bord (au sens
frontière de Carathéodory, images du bord du disque unité par transformation onforme)
a  b, un SLE hordal dans D joignant a à b est une ourbe ξ dans D¯ allant de a vers b
telle que :
 La loi de ξ est invariante par les transformations onformes de D qui laissent a et
b xes.
 Conditionnellement à une partie de la ourbe ξpr0, tsq, la loi du reste est un SLE
hordal dans Dzξpr0, tsq joignant ξt à b (la loi est l'image de elle dans D par
transformation onforme).
Les ourbes SLE sont lassées par un paramètre κ P p0, 8q. Si D  H  tz P C|ℑpzq ¡ 0u,
a  0 et b  8 on dérit SLEκ à l'aide du ot de Loewner suivant. Il y a une unique
transformation onforme gt de Hzξpr0, tsq vers H telle que à l'inni














où pWtqt¥0 est un mouvement brownien standard unidimensionnel. Si κ P p0, 4s, SLEκ est
une ourbe qui ne s'autointersete pas et qui ne touhe pas le bord du domaine sauf aux
deux extrémités. Pour plus de détails sur les proessus SLE, voir [RS05℄.
Pour κ P p 83 , 4s, les tronçons de boules CLEκ "ressemblent" aux tronçons de ourbes
SLEκ. On peut donner à ela un sens plus préis suivant. Soit z0 un point dans le domaine
D et a un point sur le bord (au sens frontière de Carathéodory). On onsidère la boule du
CLEκ qui entoure z0 (qui existe p.s.) et on la onditionne à passer dans un ε-voisinage du
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point a. En faisant tendre ε vers 0 on a une onvergene en loi vers une boule "épinglée",
allant de a vers a et entourant z0. Cette loi de boule épinglée peut être obtenue d'une autre
manière, à partir de proessus SLEκ. aε va désigner un point du bord du domaine situé
dans un ε-voisinage de a, diérent de a. On onsidère un SLEκ hordal allant de a vers aε
et onditionné à "entourer" z0, et-à-dire à laisser z0 du même té de la ourbe SLEκ que
le segment ε-petit du bord du domaine. Lorsque ε tend vers 0, on a une onvergene en loi
vers la même boule "épinglée" que préédemment (voir [SW12℄).
bbb
b bD Dz0 z0
a aaε
Fig. 1.2. : Deux manières d'obtenir une boule épinglée au bord,
à partir d'une boule CLEκ à gauhe et à partir d'une boule SLEκ à droite.
Dans [Law09℄, Lawler établit la relation suivante entre les ourbes SLEκ, κ P p0, 4s,
et la mesure µ sur les boules browniennes dans D. On onsidère deux points distints sur
le bord (frontière de Carathéodory) a et b, ainsi qu'un sous domaine ouvert simplement
onnexe D1 de D dont le bord ontient des voisinages du bord de D autour de a et b. Soit
PDκ,aÑb la loi du SLEκ hordal de a vers b dans D, et PD
1
κ,aÑb l'analogue dans D
1
. PD1κ,aÑb est
absolument ontinu par rapport à PDκ,aÑb. Soit c la quantité appelée harge entrale, reliée
à κ par (1.2.1). Lorsque κ ¤ 83 , c ¤ 0. Étant donnée une ourbe ξ, soit µpξ Ø DzD
1
q la













A partir de e type de relations, on obtient l'expression (1.2.1) de la valeur de κ pour laquelle
CLEκ est le ontour des amas de l'ensemble poissonien de boules browniennes d'intensité
α. C'est-à-dire que pour κ P p 83 , 4s,
c
2 est l'intensité α.
On présente la relation entre CLE4 (orrespondant au paramètre d'intensité α 
1
2 pour
les boules browniennes) et le hamp libre gaussien. Dans le domaine ouvert simplement






ave des onditions nulles sur BD. On peut oupler φD et CLE4 de manière suivante :
(i) On éhantillonne d'abord les boules CLE4 dans D.
(ii) A l'intérieur de l'intérieur de haque boule Γ P CLE4 (noté IntpΓq) on éhan-
tillonne un hamp libre φIntpΓq ave des onditions nulles sur Γ, de manière indé-
pendante onditionnellement à CLE4.
(iii) Pour haque boule Γ P CLE4, on hoisit de manière uniforme un signe σΓ P
t1, 1u, de manière indépendante et indépendamment des hamps libres préé-
dents onditionnellement à CLE4.
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Pour plus de détails voir [WW14℄. La normalisation du hamp libre dans l'artile ité est
diérente.
Dans le ouplage préédent, le omplémentaire des intérieurs des boules CLE4 apparait
en quelque sorte omme une ligne de niveau 0 du hamp libre φD. On pense en plus que
dans e ouplage les boules CLE4 sont fontion déterministe de φ
D
.
1.3. Boules de marhes aléatoires et approximation
Lawler et Trujillo Ferreras dans [LF07℄ étudient des proessus de Poisson de boules
disrètes sur Z2 qu'ils appellent soupes de boules de marhe aléatoire ("random walk loop
soup"). Les auteurs onsidèrent la mesure que l'on va noter µ7 sur les hemins à temps
disret, de longueur nie, aux plus prohes voisins sur Z2, dont le point d'arrivée est le point
de départ, et qui à tout tel hemin de longueur n paire assoie la masse
4n
n
On va noter par Lα7 le proessus pontuel de Poisson d'intensité αµ7.
Les auteurs herhent à approximer par Lα7 les ensembles poissoniens de boules brow-
niennes (assoiés au mouvement brownien standard) dans C. On va noter ii par Lα les
ensembles poissoniens de boules browniennes et onsidérer que les boules ont un instant
de départ. Pour N P N, on onsidère l'appliation ΦN de hangement d'éhelle sur les
boules disrètes suivante. Étant donné γ7  pz0, . . . , zn1, z0q dans Z2 une boule aux plus
prohes voisins, ΦNγ
7
est une boule à temps ontinu à espae ontinu dans C qui vérie :
















2N2 q  ΦNγ
7
p0q  z0N .
 Entre les temps
j
2N2 , j P t0, . . . , nu, ΦNγ
7
interpole linéairement.
Soit sγ7 le nombre de sauts n d'une boule disrète γ
7
. Soit θ P p 23 , 2q et r ¥ 1. Dans
[LF07℄ il est montré qu'il y a un ouplage entre L7α and Lα tel qu'à l'exeption d'un évé-
nement de probabilité au plus cste  pα   1qr2N23θ il y a une bijetion entre les deux
ensembles
 tγ7 P L7α|sγ7 ¡ 2Nθ, |γ7p0q|   Nru
 tγ P Lα|tγ ¡ Nθ2, |γp0q|   ru




























¤ cste N1 logpNq
Dans l'artile [dBCL14℄, van den Brug, Camia et Lis utilisent le résultat d'approxi-
mation de Lawler et Trujillo Ferreras pour montrer le résultat de onvergene vers le CLE
suivant. Ils onsidèrent un domaine ouvert simplement onnexe et borné D, ainsi qu'un
oeient θ P p 169 , 2q. Parmi les boules disrètes γ
7
P L7α, ils onsidèrent elles qui sont
ontenues dans ND et qui font au moins Nθ sauts (sans les plus petites boules don). Ils
montrent que pour α P p0, 12 s, la limite d'éhelle (lorsque N tend vers l'inni) des ontours
extérieurs des amas formés par es boules est un CLEκ, où α et κ sont reliés par (1.2.1).
Toutefois, on peut se demander si la onvergene en loi tient toujours si on prend en ompte
toutes les boules disrètes à l'intérieur de ND et non seulement elles qui sont assez grandes.
Dans ette thèse, il sera démontré que 'est la as.
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1.4. Boules de proessus à sauts et hamp libre gaussien
Dans [Jan11℄, Le Jan onsidère les ensembles poissoniens de boules assoiés à des
proessus de Markov à sauts sur des réseaux életriques. Le adre est le suivant. G  pV,Eq
est un graphe onnexe non-orienté. L'ensemble des sommets V est au plus dénombrable.
Chaque sommet a un degré ni. Les arêtes sont munies de ondutanes stritement positives
pCpeqqePE et les sommets d'une mesure de meurtre positive ou nulle pkpxqqxPV . Le proessus
de Markov à sauts pXtq0¤t ζ saute d'un sommet x vers un de ses voisins y ave un taux
égal à la ondutane Cpx, yq. Si jamais kpxq ¡ 0, Xt saute de x vers un état puits qu'on
appellera imetière ave un taux kpxq. Le proessus est alors tué. ζ est soit l'inni, soit le
temps où le proessus est tué par la mesure de meurtre, soit le temps où il explose (sort
de tout ompat) en temps ni. Si pXtq0¤t ζ est transient (meurtre non nul ou graphe
inni ave ondutanes idoines) alors on notera par pGpx, yqqx,yPV la fontion de Green du
proessus :







Le Jan onsidère la mesure µ sur les boules assoiée à pXtq0¤t ζ qui est donnée par
(1.1.1) ainsi que les ensembles poissoniens de boules Lα. Les boules sont à espae disret
mais à temps ontinu. Notons que dans e adre-là Lα ontient des boules non-triviales qui
visitent plusieurs sommets mais aussi, au dessus de haque sommet, une innité de "boules"
qui ne visitent qu'un sommet. Si le graphe est Z2, les ondutanes uniformes et il n'y a pas
de mesure de meurtre, alors les soupes de boules de marhe aléatoire de Lawler et Trujillo
Ferreras sont les boules de proessus à sauts qui ne sont pas réduites à un sommet où l'on
remplae le temps ontinu par un temps disret. En partiulier les amas de boules sont
exatement les mêmes.
Le Jan étudie la hamp d'oupation p
pLxαqxPV de Lα. pLxα est la somme sur les boules de
Lxα du temps total qu'elles passent en x. Si le proessus à sauts est réurrent, le hamp d'o-
upation est inni en tout point. Si le proessus à sauts est transient, le hamp d'oupation
est ni. Le Jan établit un "isomorphisme" entre le hamp d'oupation
pLx1
2
et le hamp libre
gaussien disret φ. φ est un hamp gaussien entré don la fontion de variane-ovariane














Le paramètre d'intensité α  12 est le même que elui qui dans le as bidimensionnel
brownien est relié au CLE4 qui a son tour est relié au hamp libre en ontinu. L'isomor-
phisme de Le Jan fait partie d'une famille d'isomorphismes reliant le hamp d'oupation
de trajetoires markoviennes au arré d'un hamp libre gaussien au même titre que l'iso-
morphisme de Dynkin, l'isomorphisme d'Eisenbaum, l'isomorphisme de Sznitman pour les
entrelaements aléatoires et les théorèmes de Ray-Knight généralisés (voir [Szn12b℄). L'iso-
morphisme de Le Jan ne relie pas le signe du hamp libre à l'ensemble Poissonien de boules
L 1
2
. Ce sera fait dans ette thèse.
Dans le as où l'on onsidère un proessus de diusion unidimensionnel transient en
dimension 1 au lieu d'un proessus à sauts, le hamp d'oupation est enore déni pon-
tuellement et l'isomorphisme de Le Jan tient. Ce sera étudié dans ette thèse. Dans le as
des boules browniennes en dimension supérieure, le hamp d'oupation n'est pas déni
pontuellement et au lieu de ela on a une mesure d'oupation (1.1.2). Mais elle est loa-
lement innie même si le proessus est transient. Toutefois en dimension deux et trois on
peut dénir une mesure d'oupation entrée.
1.5. ALGORITHME DE WILSON À EFFACEMENT DE BOUCLES 11
Le adre est elui des boules browniennes dans un sous-domaine strit ouvert de C ou
dans R3. Soit pLα,ε le hamp d'oupation des boules de Lα dont la durée est supérieure à
ε. Alors
pLα,ε  Er pLα,εs
a une limite en loi quand ε tend vers 0, qui est une distribution aléatoire et qu'on notera
pLα,ent. Pour l'intensité α  12 , pL 12 ,ent a même loi que la moitié du arré de Wik du hamp




Le arré de Wik est déni ainsi. Soit φε le hamp libre moyenné sur des boules de rayon ε
de manière à avoir un hamp déni pontuellement. Alors
: φ2 : lim
εÑ0
pφ2ε  Erφ2εsq
Dans le as d'un sous-domaine strit ouvert simplement onnexe de C, on a le diagramme
suivant qui relie L 1
2




















Fig. 1.3 : Relations entre L 1
2
, CLE4 et le hamp libre φ
1.5. Algorithme de Wilson à eaement de boules
Une autre propriété mise en évidene par Le Jan dans [Jan11℄ est le lien entre l'ensemble
poissonien de boules L1 et l'algorithme de Wilson d'eaement de boules. Le adre est
d'un réseau életrique ni onnexe G  pV,Eq muni de ondutanes mais sans mesure de
meurtre. Un sommet partiulier est la raine :. On onsidère le proessus à sauts sur V tué
en atteignant : ainsi que les ensembles poissoniens de boules orrespondants.
Le Jan part de la remarque suivante. Soit x1 P V zt:u et pXtq0¤t ζ la trajetoire du
proessus à sauts issue de x1. Soit pTx1 le dernier temps de passage de Xt en x1 avant ζ.
Alors le proessus
pXtq0¤t  pTx1
a même loi que si on prenait toutes les boules de L1 qui passent par x1, les enrainait en x1
et les onaténait bout à bout. Plus préisément, en partageant le temps que pXtq0¤t  pTx1
passe en x1 suivant une partition aléatoire de Poisson-Dirihlet PDp0, 1q on obtient un
innité dénombrable de boules de x1 à x1 qui ont même loi que le sous-ensemble de boules
de L1 passant par x1.
S'en suit le lien entre les boules L1 et l'algorithme de Wilson ([Wil96℄) d'éhantillon-
nage de l'arbre ouvrant uniforme pondéré par le produit des ondutanes des arêtes de
l'arbre. Vi respetivement Υi seront des ensembles de sommets respetivement arêtes aléa-
toires. L'algorithme de Wilson est le suivant :
 Fixer px1, . . . , xnq une numérotation de V zt:u.
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 Fixer V0 : t:u et Υ0 : H.
 Pour i allant de 1 à n faire :
 Si xi P Vi1 poser Vi  Vi1 et Υi  Υi1.
 Sinon laner un proessus de Markov à sauts partant de xi et l'arrêter lorsqu'il
atteint Vi1. Eaer les boules du proessus à saut au fur et à mesure qu'elles
apparaissent. On obtient ainsi un hemin simple joignant xi à Vi1. Ajouter
les sommets visités par e hemin à Vi1 pour obtenir Vi. Ajouter le arêtes
empruntées par e hemin à Υi1 pour obtenir Υi.
Υn est alors un arbre ouvrant enrainé en : dont la loi est elle d'un arbre ouvrant
uniforme pondéré par le produit des ondutanes des arêtes. Ses arêtes sont un proessus
déterminantal. Les boules eaées au ours de l'exéution de l'algorithme sont en loi les
boules L1 où ertaines ont été reollées entre elles. En partiulier les hamps d'oupation
sont les mêmes.
La propriété mise en évidene par Le Jan pour les boules des proessus à sauts, a
un analogue pour dans le as brownien bidimensionnel. Soit D un sous-domaine strit de
C, ouvert simplement onnexe et a et b deux points distints de son bord. Étant donné
l'exursion brownienne dans D joignant a à b, on peut dénir un hemin simple joignant a
à b obtenu en eaçant les boules de l'exursion. Il a pour loi un proessus de SLE2 hordal
([Zha12℄). Il a été onjeturé que si l'on prend un SLE2 hordal de a à b ainsi qu'un ensemble
poissonien de boules browniennes L1 indépendant dans D, et qu'on attahe à SLE2 toutes
les boules qu'il renontre, on reonstitue en loi l'exursion brownienne([LW04℄).
1.6. Perolation par boules sur réseaux
Dans [JL13℄, Le Jan et Lemaire initient l'étude des amas formés par les ensembles pois-
soniens de boules des proessus de Markov à sauts symétriques. On s'y intéresse notamment
sous l'angle de la perolation : existene d'un amas inni de boules sur Zd. Cette étude est
poursuivie par Chang et Sapozhnikov dans [CS14℄. Le adre onsidéré est elui du proessus
à sauts symétriques aux plus prohes voisins sur Zd, ave une mesure de meurtre uniforme
(d ¥ 2) ou sans (d ¥ 3). Dans le as deux-dimensionnel sans mesure de meurtre il n'y qu'un
seul amas, e qui est relié à la réurrene du proessus à sauts sous-jaent. Dans les autres
as, il a été montré l'existene d'une transition de phase non triviale lorsque le paramètre
d'intensité α augmente, l'uniité de l'amas inni, ertaines estimées quantitatives des pro-
babilités de onnexion et un équivalent asymptotique en grande dimension du paramètre α
ritique. Dans ette thèse, ette étude sera poursuivie.
1.7. Organisation de la thèse et résultats
Les hapitres 2 et 3 de ette thèse sont tirés de mon mémoire [Lup13℄. Le adre étudié
est elui des diusions unidimensionnelles sur un intervalle, tuées si éventuellement elles at-
teignent le bord, ave ou sans mesure de meurtre à l'intérieur de l'intervalle. Dans le hapitre
2, je montre qu'on peut érire la mesure sur les boules de diusions unidimensionnelles non
seulement omme une somme pondérée de probabilités de ponts ((1.1.1)) mais aussi omme
une somme de mesures d'exursions positives ave des minima balayant tout l'intervalle.
Dans le as du mouvement Brownien sur R, il s'agit juste d'une appliation de la transfor-
mation de Vervaat. Quant au as général, il me onduit à mettre en évidene une relation,
valable pour une diusion quelonque ave ou sans mesure de meurtre, entre un pont de x
à x onditionné à atteindre son minimum en a et l'exursion positive issue de a. La loi du
premier objet, après permutation de tronçons avant et après le minimum, est absolument
ontinue par rapport à la loi du seond et la densité est proportionnelle au temps loal
en x. On peut y voir une généralisation de la transformation de Vervaat. Toujours dans le
hapitre 2 j'étudie le hamp d'oupation des ensembles poissoniens de boules de diusions
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unidimensionnelles. Si on onsidère la variable d'espae omme un paramètre d'évolution, les
hamps d'oupation sont des proessus de branhement ave immigration non-homogènes à
état ontinu. Enn dans le hapitre 2 je montre aussi omment obtenir tout ou en partie les
ensembles poissoniens de boules de paramètre α  1 en déoupant de manière déterministe
ou aléatoire les trajetoires de diusions. Cei est l'analogue du lien ave les boules eaées
mis en évidene par Le Jan dans [Jan11℄ dans le adre de proessus de Markov à sauts.
Dans le hapitre 3, j'étudie e qu'on obtient si l'on applique l'algorithme d'eaement de
boules, utilisé pour éhantillonner des arbres ouvrants aléatoires, à un mouvement brow-
nien sur R ave une mesure de meurtre non nulle. On peut imaginer un "graphe" onstitué
de R et d'une "raine" située à l'extérieur. Chaque point x P R est relié à ses deux voisins
innitésimaux x  dx et x   dx. De plus, haque point dans le support de la mesure de
meurtre est relié à la raine. Un "arbre ouvrant" de et objet peut être dérit par deux
proessus pontuels sur R. Le premier orrespond aux sommets dans "l'arbre" reliés à la
"raine" à l'extérieur de R. Le seond aux points x P R tels que x  dx et x   dx ne soient
pas reliés par une "arête" innitésimale dans "l'arbre". Les deux proessus pontuels sont
entrelaés : entre deux points onséutifs de l'un, il y a un point de l'autre. J'identie la
loi jointe de es deux proessus pontuels. Les deux sont des proessus déterminantaux. Il
y a ii analogie ave l'arbre ouvrant uniforme habituel dont les arêtes sont également un
proessus déterminantal. Je déris aussi omment, à partir de bouts de trajetoires brow-
niennes utilisées dans l'algorithme, on peut reonstruire l'ensemble poissonien de boules L1
assoié au mouvement brownien ave mesure de meurtre. C'est l'analogue de e que Le Jan
dérit dans [Jan11℄ pour les proessus à sauts. Enn je montre que, si l'on augmente par
endroits la mesure de meurtre sur R, on peut obtenir des ouplages monotones expliites des
proessus déterminantaux-"arbres ouvrants" orrespondants à l'anienne et à la nouvelle
mesure de meurtre.
Le hapitre 4 est tiré de mon artile [Lup14℄, augmenté d'une setion supplémentaire.
L'artile a été aepté à Annals of Probability. Le adre est elui de proessus markoviens
à sauts symétriques transients sur un graphe pV,Eq. D'après l'isomorphisme de Le Jan




qxPV . Je montre qu'en rajoutant de l'aléa supplémentaire, on peut réer un ouplage
entre l'ensemble poissonien de boules L 1
2
et le hamp libre gaussien φ tel qu'en plus le
signe de φ soit onstant sur haque amas de L 1
2
. Pour onstruire le ouplage, j'interpole le
graphe par un graphe métrique où haque arête est remplaée par un l "ontinu" d'une
longueur égale à la moitié de la résistane (inverse de la ondutane) et je onsidère le
mouvement brownien sur et objet. L'ensemble poissonien de boules du proessus à sauts
peut être obtenu à partir de l'ensemble poissonien de boules browniennes sur le graphe
métrique en prenant la restrition de es dernières au sommets. Ainsi les amas de boules
des proessus à sauts sont ontenus dans les amas de boules browniennes sur le graphe
métrique. L'isomorphisme de Le Jan fontionne également sur le graphe métrique. De plus
au paramètre α  12 , les amas des boules sur le graphe métrique sont exatement des
omposantes onnexes du signe du hamp libre sur le graphe métrique. Don le signe du
hamp libre est aussi onstant sur les amas de boules du proessus à sauts. De e ouplage
je déduis que sur Zd (d ¥ 3) les boules de L 1
2
ne perolent pas, ne forment pas d'amas
inni. Cette approhe utilisant les graphes métriques a été inspirée par les résultats portant
sur les ensembles poissoniens de boules de diusions unidimensionnelles présentés dans le
hapitre 2.
Dans le hapitre 4, je onsidère également les boules de proessus à sauts aux plus
prohes voisins sur le demi-plan disret H  ZN tués en atteignant la frontière Zt0u. J'y
étudie l'existene d'un amas inni et le paramètre d'intensité ritique αH

. La motivation est
de omparer ave le modèle des boules browniennes sur le demi-plan de C où le paramètre
1.7. ORGANISATION DE LA THÈSE ET RÉSULTATS 14
d'intensité ritique est
1
2 . Le résultat de non-perolation des boules pour α 
1
2 s'applique




2 . Je montre en plus que
1
2 est le paramètre
d'intensité ritique omme dans le as brownien bidimensionnel. J'utilise les résultats d'ap-
proximation des ensembles poissoniens de boules browniennes par les ensembles poissoniens
de boules de marhes aléatoires obtenus par Lawler et Trujillo Ferreras dans [LF07℄.
Dans le hapitre 4, j'applique aussi l'idée d'interpolation du graphe disret par un graphe
métrique au modèle d'entrelaements aléatoires de Sznitman. Un entrelaement aléatoire sur
Zd, d ¥ 3, est un proessus pontuel de Poisson fait de hemins aux plus prohes voisins
bi-innis (paramétrés par un temps inni dans les deux sens) se omportant omme des
trajetoires de marhes aléatoires. Étant donné un paramètre d'intensité u ¡ 0 et Iu un
entrelaement aléatoire de e niveau d'intensité, l'ensemble vaant Vu est l'ensemble des sites
non visités par auun des hemins dans Iu. A un niveau ritique u

P p0, 8q se produit
une transition de phase au-delà de laquelle Vu n'a que des omposantes onnexes bornées
([Szn10℄, [SS09℄). On peut paramétrer les hemins dans Iu par un temps ontinu et dans
e as, il y un hamp d'oupation de Iu, pLxpIuqqxPZd . Sznitman établit un isomorphisme



















A partir de et isomorphisme, en interpolant Zd par un graphe métrique, je montre qu'il y
a un ouplage entre Iu et φ tel que
tx P Zd|φx ¡
?
2uu  Vu
Il existe un paramètre h

¥ 0 ritique à partir duquel l'ensemble de niveau
tx P Zd|φx ¡ hu













nNq interpolés par des graphes métriques (arêtes remplaées par des ls ontinus de
même longueur) et j'y étudie les amas d'ensembles poissoniens de boules sur des graphes
métriques de paramètre d'intensité α  12 . Je m'interroge si la limite d'éhelle des frontières
extérieures des amas extérieurs quand n tend vers  8 est CLE4. En eet, κ  4 orres-
pond selon la formule (1.2.1) au paramètre d'intensité α  12 pour les boules browniennes
planaires sur un domaine simplement onnexe de C. La réponse est positive. Brug, Camia
et Lis on montré dans [dBCL14℄ que si au lieu de prendre toutes les boules on prends
seulement les boules pas trop petites, alors leurs amas vérient ette onvergene vers le
CLE. Pour montrer la onvergene en général, je alule ertaines probabilités sur les fron-
tières extérieures qui, quand n tend vers  8, onvergent vers des probabilités analogues
pour CLE4. Plus préisément, sur le demi-plan "ontinu" H  tℑpzq ¡ 0u, je onsidère
deux familles poissoniennes indépendantes d'exursions browniennes allant du bord vers le
bord et indépendantes de l'ensemble CLEκ à l'intérieur de H. Les extrémités des exur-
sions de la première famille sont ontenues dans l'intervalle p8, 0q  t0u. Les extrémités
de la deuxième famille sont ontenues dans l'intervalle p1, qq  t0u où q ¡ 1. Je onsidère
l'événement que les deux familles d'exursions soient reliées soit en s'intersetant soit en
intersetant une boule de CLEκ ommune. On peut érire une équation diérentielle pour
ette probabilité en faisant varier q. Cei déoule des résultats de Lawler, Shramm et Wer-





nNq, je onsidère l'ensemble poissonien de boules L 12 et deux familles
poissoniennes indépendantes entre elles et de L 1
2
d'exursions du mouvement brownien sur
graphe métrique allant du bord
1
nZ  t0u vers lui-même. Ces deux familles d'exursions
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onvergent en loi vers les familles d'exursions browniennes dans H dérites préédemment,
quand n tend vers  8. Je onsidère la probabilité que les deux familles d'exursions sur le
graphe métrique soient reliés soit en s'intersetant, soit en intersetant une boule ommune
de L 1
2
. Cette probabilité peut être alulée expliitement en utilisant l'isomorphisme ave
le hamp libre gaussien. J'obtiens une onvergene vers une probabilité analogue à elle
obtenue ave CLE4. En ombinant ave le résultat de Brug, Camia et Lis de [dBCL14℄ je
montre sur le graphe métrique que la limite d'éhelle des amas des boules de paramètre
d'intensité α  12 est bien CLE4. Plus loin, je montre qu'il y a aussi onvergene des amas
pour toutes les valeurs de α dans p0, 12 s, à la fois sur le graphe métrique et sur le graphe
disret, vers CLEκ où α et κ sont liées par (1.2.1). La méthode onsiste à montrer que s'il
n'y avait pas onvergene pour une valeur de α dans p0, 12 q, il n'y aurait pas non plus de
onvergene pour α  12 . Dans le hapitre 5, ertaines preuves de onvergene manquent de
détails mais toutes les idées prinipales y gurent.
Ainsi, en e qui onerne la omparaison de la perolation par boules sur le demi-plan
disret et le demi-plan ontinu, on obtient le tableau suivant. Dans les deux as, le paramètre
d'intensité ritique est
1
2 et, pour α dans p0,
1
2 s, la limite d'éhelle des frontières extérieures
des amas extérieurs des boules disrètes a la même loi que les frontières extérieures des
amas extérieurs des boules deux-dimensionnelles browniennes, 'est-à-dire des CLEκ. De
plus, sur le graphe métrique, on a une analogie omplète ave le diagramme de la gure 1.3.
Les hapitres 4 et 5 sont auto-ontenus en termes de notations. Dans le hapitre 3,
j'utilise les notations introduites dans le hapitre 2. Dans les hapitre 2, 3 et 4, la lettre κ va
désigner une mesure de meurtre alors que dans le hapitre 5, e sera le paramètre des SLEκ
et CLEκ.
1.8. Perspetives
Dans le hapitre 4, nous avons obtenu un ouplage naturel entre le hamp libre gaussien
et l'ensemble poissonien de boules des proessus à sauts L 1
2
. Le point départ y est L 1
2
, à
partir duquel on onstruit un hamp libre en rajoutant de l'aléa supplémentaire. Un piste
d'étude est d'avoir au ontraire la loi onditionnelle de L 1
2
par rapport au hamp libre.
Une autre piste d'étude future onerne les boules browniennes dans un domaine sim-
plement onnexe en dimension 2. Le diagramme de la gure 1.3 présente la relation entre
L 1
2
, CLE4, le hamp libre φ et
1
2 : φ
2 :. On a des ouplages entre les paires de es objets qui
sont reliées par des èhes dans le diagramme. Mais, la question de oupler les quatre objets
ensemble de manière naturelle et onsistante ave les ouplages par paires se pose. Ii aussi
l'approximation du domaine par des graphes métriques peut être utile, étant donné que sur
le graphe métrique, les analogues des quatre objets sont ouplés naturellement ensemble, et
on peut don essayer de passer à la limite leur ouplage.
Enn, il sera intéressant d'étudier les amas des boules browniennes en dimension 3. En
eet, la trajetoire du mouvement brownien tridimensionnel est non polaire et les ensembles
poissoniens de boules browniennes en dimension 3 forment des amas non-triviaux. Il y a
une transition de phase, lorsque le paramètre d'intensité α augmente, entre l'absene et la
présene d'un amas non-borné. Il est vraisemblable que lorsque α  12 , il n'y a pas d'amas
non-borné tout omme 'est le as pour les amas de boules de la marhe aléatoire sur Z3.
Il se pose aussi la question du sens qu'on peut donner au signe du hamp libre sur R3 et
e que pourrait signier d'avoir un signe onstant sur les amas des boules browniennes,
'est-à-dire transposer, dans le ontinu sur R3, les résultats vrais en disret sur Z3.
CHAPTER 2
Poisson ensembles of loops of one-dimensional diusions
2.1. Introdution
Lawler and Werner introdued in [LW04℄ the notion of Poisson ensemble of Markov
loops ("loop soup") for planar Brownian motion. In [SW12℄ it was used by Sheeld and
Werner to onstrut the Conformal Loops Ensemble (CLE). Le Jan studied in [Jan11℄ the
analogue of the Poissonian ensembles of Markov loops in the setting of a symmetri Markov
jump proess on a nite graph. In both ases one denes an innite measure µ on time-
parametrizes unrooted loops (i.e. loops parametrized by a irle where it is not speied
when the ut between the beginning and the end ours) and onsiders the Poisson point
ensemble of intensity αµ, α ¡ 0, denoted here Lα. In both ases the ensemble L1 (where
α  1) is related to the loops erased during the loop-erasure proedure applied to Markovian
sample paths.In partiular in the disrete setting Wilson's algorithm ([Wil96℄) leads to a
duality between L1 and the Uniform Spanning Trees. In [Jan11℄ Le Jan also studied the
oupation eld of Lα, that is the sum of the oupation times in a given vertex of the graph
of individual loops. In ase α  12 he found that it the square of a Gaussian Free Field and
related it to the Dynkin's Isomorphism ([Dyn84b℄).
The analogue of the measure µ an be dened for a muh larger lass of Markov
proesses ([LMR15℄, [FR14℄). The aim of this essay is on one hand to study the measure
µ and the Poisson ensembles of Markov loops Lα in the setting of one-dimensional, not
neessarily onservative, diusion proesses, and on the other hand to dene and study
some determinatal point proesses on R that are analogous to Uniform Spanning Tress and
dual to L1. The diusion proesses we onsider take values on a subinterval I of R, are
always killed at hitting a boundary point of I, and may be killed by a killing measure on the
interior of I. One an transform a diusion proess into an other applying a hange of sale,
a random hange of time, a restrition to a subinterval, an inrease of the killing measure or
a onjugation of the semi-group by a positive suiently regular funtion (Pt ÞÑ h
1Pth).
The measure µ is ovariant with all these transformations on Markov proesses. In other
words the map diusion to measure on loops is a ovariant funtor. Moreover we will show
that µ is invariant by onjugation on underlying diusions. We will also extend the sope
of our study by assoiating a measure on loops to "generators" whih ontain a reation of
mass term: If L  Lp0q  ν where Lp0q is a seond order dierential operator on I and ν is a
signed measure, and if one sets zero Dirihlet boundary onditions for L, one an dene in
a onsistent way a measure on loops related to L even in ase the semi-group petLqt¥0 does
not make sense. This extended denition of µ will be partiularly handy for omputing
the exponential moments of the Poissonian ensemble of Markov loops.
The layout of this paper is the following: In hapter 2.2 we will reall some fats on
one-dimensional diusions and set the important notations. We will further onsider "gen-
erators" with reation of mass term and haraterize a lass of suh operators whih up to
a onjugation are equivalent to the generators of diusions. In hapter 2.3 we will dene
the measure µ and point out dierent ovariane and invariane properties. Further we
will make a onnetion between the Brownian measure on loops and the Levy-It measure
on Brownian exursion using the Vervaat's bridge-to-exursion transformation. This in turn
16
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will lead us to a onditioned version of Vervaat's transformation that holds for any one-
dimensional diusion proess, that is an absolute ontinuity relation between the bridge
onditioned to have a given minimum and an exursion of the same duration above this
minimum. The Vervaat's transformation is deeply related to the measure on loops µ: The
loops are unrooted, so one an freely hose a moment separating the end from the start. If
one hooses this moment uniformly over the life-time of the loop, then the loop under the
measure µ looks in some sense like a bridge. If one hooses this moment when the loop hits
its minimum, then it looks like an exursion. In hapter 2.4 we will study the oupation
eld of the Poisson ensemble of Markov loops. Eah loop is endowed with a family of loal
times. The oupation eld is the sum of loal times over the loops. We will identify its law
as an non-homogeneous ontinuous state branhing proess with immigration parametrised
by the position points in I. In ase α  12 we will identify it as the square of a Gaussian Free
Field and show how it is possible to derive partiular versions of the Dynkin's Isomorphism
using this fat and Palm's identity for Poissonian ensembles. In hapter 2.5 we will root eah
loop in Lα at its minimum and obtain this way a olletion of positive exursions. Then we
will order this exursions in the dereasing sense of their minima and glue them together.
We will obtain this way a ontinuous path whih an be desribed using two-dimensional
Markov proesses. This is a way to sample Lα. In the partiular ase α  1 the path
we obtain is the sample path of an one-dimensional diusion. This is the analogue in our
setting of the relation between L1 and the loop-erasure proedure observed in the setting
of the two-dimensional Brownian motion or of the symmetri Markov jump proesses on
graphs. In hapter 3.1 we will apply an extension of Wilson's algorithm to transient one-
dimensional diusions and obtain a ouple of interwoven determinantal point proesses on
R whih is dual to L1. In hapter 3.2 we will prove some monotone oupling properties for
the determinantal point proesses introdued in hapter 3.1.
The author thanks Yves Le Jan for fruitful disussions and its helpful advie in relation
with this work.
2.2. Preliminaries on generators and semi-groups
2.2.1. A seond order ODE. In this hapter we will introdue the one-dimensional
diusions we will onsider throughout this work (setion 2.2.2). In the setion 2.2.3 we will
extend the framework to the "generators" ontaining a mass-reation term. In the setion
2.2.1 we will prove or reall some fats on the funtions harmoni for these generators.
Let I be an open interval of R and ν a signed measure on I. By signed measure we
mean that the total variation |ν| is a positive Radon measure, but not neessarily nite, and
νpdxq  ǫpxq|ν|pdxq where ǫ takes values in t1u. We look for the solutions of the linear




  uν  0






q for the right-hand side







Using a standard xed point argument one an show that (2.2.1) satises a Cauhy-
Lipshitz priniple: if x0 P I and u0, v0 P R, there is a unique solution u of (2.2.1), ontinuous




0 q  v0. Let x1 P I X px0, 8q. A ontinuous funtion
u on rx0, x1s is solution of (2.2.1) with previous initial onditions at x0 if and only if it is a
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xed point of the ane operator I on Cprx0, x1sq dened as








n! . So for n large enough
In is ontrating and thus I has a unique xed point in Cprx0, x1sq.
Let W pu1, u2qpxq be the Wronskian of two funtions u1, u2:







If u1, u2 are both solutions of (2.2.1), W pu1, u2q is onstant on I. Using this fat we get
a results whih is similar to Sturm's separation theorem for the ase of a measure ν with
a ontinuous density with respet to the Lebesgue measure (see theorem 7, setion 2.6 in
[BR89℄):
Property 2.2.1. Given x0   x1 be two points in I:




0 q ¡ 0, and u2 a
solution suh that u2px0q ¡ 0. Assume that u2 ¥ 0 on rx0, x1s. Then u1 ¡ 0 on
px0, x1s.









Assume that u2 ¥ 0 on rx0, x1s. Then u1 ¡ u2 on px0, x1s.
(iii) If there is a solution u to (2.2.1) positive on px0, x1q and zero at x0 and x1 then
any other linearly independent solution of (2.2.1) has exatly one zero in px0, x1q.
Next we prove a lemma that will be useful in the setion 2.2.3.
Lemma 2.2.2. Let ν
 
be the positive part of ν. Let x0   x1 P I. Let f be a ontinuous
positive funtion on rx0, x1s suh that min
rx0,x1s f ¡ ν prx0, x1sq
2




  uν  uf  0
has a positive solution that is non-dereasing on rx0, x1s.
Proof. Set a : min







a. We will show that u is non-dereasing on rx0, x1s. Assume that






























q. u is positive on
rx0, x2s hene r is dened rx0, x2s. rpx0q 
?
a. r is adlag and satises the equation
dr  pf  r2qdx  dν








pfpxq  r2pxqqdx  νprx3, x2sq
By onstrution rpx3 q ¥
?
a. By denition f  r2 ¥ 0 on px3, x2s. Thus
rpx2q ¥
?
a νprx3, x2sq ¡ 0
It follows that rpx2q ¡ 0, whih is absurd. 
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 uκ  0
It ommonly appears when studying the Brownian motion with a killing measure κ. In this







being non-dereasing and u
Ó
non-inreasing. Given x0 P I, we an onstrut
u
Ò
as the limit when x1 Ñ inf I of the unique solution whih equals 0 in x1 and 1 in x0. For
u
Ó
we take the limit as x1 Ñ sup I. uÒ and uÓ are dened up to a positive multipliative
onstant. See [Bre92℄, setion 16.11, or [RY99℄, Appendix 8, for more details. Next we




that will be used in
hapter 3.1.
Proposition 2.2.3. In ase r0, 8q  I, the following four onditions are equivalent:
(i)
³















Proof. We will prove in order that (ii) implies (i), (iii) implies (i), (i) implies (ii), (i)
implies (iii) and (iv) implies (ii). (iv) is obviously implied by the ombination of (i), (ii) and
(iii).


















q is integrable on p0, 8q. Sine u
Ó
















































qy. So (i) is satised.

























px yqκpdxq  0
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pz  yqκpdzq   1

























































q is bounded by C, whih implies
property (iii).



























































































































































But this is impossible beause logpu
Ò
p 8qq   8. Thus u
Ó
p 8q ¡ 0. 




with respet the measure κ. We will write
uκ,Ò and uκ,Ó to denote the dependene on κ.
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Lemma 2.2.4. Let x0 P I. Let pκnqn¥0 be a sequene of non-zero positive Radon mea-












and the onvergenes are uni-
form on ompat subsets of I.
Proof. We will deal with the onvergene of
uκn,Ó
uκn,Ópx0q
, the other one being similar. To
simplify notations we will hose the normalization uκ,Ópx0q  uκn,Ópx0q  1. Without loss
of generality we will also assume that κptx0uq  0. The proof will be made of two parts.






 uκn  0








0 q then un onverges to u uniformly









Let x1 P I X px0, 8q. Let pvnqn¥0 be a sequene in R onverging to v. Let In
respetively I be the following ane operators on Cprx0, x1sq:








Let un respetively u be the xed points of In respetively I. Let ε P p0, 1q. The Lipshitz






. For j ¥ jε, for all n P N, this norm is
less then ε. Then
max
rx0,x1s
|un  u|  max
rx0,x1s

































px yi1q . . . py2  y1qpy1  yqκpdy1q . . . κpdyi1q
and f0,ipy, xq  f0py, xq  x  y. fn,i and fi are ontinuous funtions. Moreover the vague
onvergene of κn to κ ensures that if pyn, xnqn¥0 is a sequene onverging to py, xq then
fn,ipyn, xnq onverges to fipy, xq.
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For xed x, the funtions y ÞÑ 1x0 y xfn,ipy, xq and y ÞÑ 1x0 y xfipy, xq have a ompat
support but are disontinuous at x0. If pznqn¥0 is a sequene in rx0, x1s onverging to z, then
the onvergene of vn to v, the weak onvergene of κn to κ and the ondition κptx0uq  0
ensure that pIjεn uqpznq onverges to pI
jεuqpzq. This implies the uniform onvergene of Ijεn u
to Ijεu on rx0, x1s. From (2.2.10) follows that un onverges uniformly to u on rx0, x1s. The
situation is similar for x1   x0 and we get the uniform onvergene on ompat sets of un
to u.
Let













0 q. There is x1 P I X px0, 8q suh that the solution of (2.2.3) with initial




q  v is zero at x1 sine uκn,Ó onverges to uκ,Ó uniformly on
































px 0 q  v
	
unpxq ¤ uκn,Ó 
duκn,Ó
dx
px 0 q  v
	
px x0q
If sup I    8 then by onvexity of uκn,Ó:
unpxq ¤
sup I  x




px 0 q  v
	
px x0q





px 0 q  v
	




px 0 q  v
	
psup I  x0q








. Let u be the








sup I   pv  vqx0psup I  x0q
1  pv  vqpsup I  x0q




0 q onverges to v, we get by uniform on-








0 q ¥ v.




0 q and this implies the uniform onvergene on ompat subsets
of uκn,Ó to uκ,Ó. 
2.2.2. One-dimensional diusions. In this subsetion we will desribe the kind of
linear diusion we are interested in, reall some fats and introdue notations that will be
used subsequently. For a detailed presentation of one-dimensional diusions see [IM74℄ and
[Bre92℄, hapter 16.
Let I be an open interval of R, m and w ontinuous positive funtions on I. We onsider
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and killed as it hits the boundary of I. In ase I is unbounded, we also allow for X to blow
up to innity in nite time. ζp0q is the rst time X either hits the boundary or explodes. To
avoid some tehnialities we will assume that
dw
dx is loally bounded, although this ondition
is not essential. Given suh a diusion, the speed measure mpxqdx and the sale measure
wpxqdx are dened up to a positive multipliative onstant, but the produt mw is uniquely
dened. A primitive S of w is a natural sale funtion of X . Consider the random time
hange dt˜  1mpXtqdt. Then p
1
2SpXt˜qq0¤t˜ ζ˜p0q is a standard Brownian motion on SpIq killed







The diusion X has a family of loal times pℓxt pXqqxPI,t¥0 with respet to the measure
mpxqdx suh that px, tq ÞÑ ℓxt pXq is ontinuous. We an further onsider diusions with
killing measures. Let κ be a non-negative Radon measure on I. We kill X as soon as
³
I















Let pXtq0¤t ζ be the diusion of generator (2.2.11), whih is killed either by hitting BI,
or by exploding, or by the killing measure k. For x P I let η¡xexc and η
 x
exc be the exursion
measures of X above and below the level x up to the last time X visits x. The behaviour
of X from the rst to the last time it visits x is a Poisson point proess with intensity
η¡xexc   η
 x







obtained from the Levy-It measure on Brownian exursions through sale hange, time
hange and multipliation by a density funtion aounting for the killing. See [SVY07℄ for
details on exursion measures in ase of reurrent diusions.
If X is transient the Green's funtion of L,
Gpx, yq : Exrℓζt pXqs
is nite, ontinuous and symmetri. For x ¤ y it an be written









pyq are positive , respetively non-dereasing and non-inreasing solu-
tions to the equation Lu  0, whih through a hange of sale redues to an equation of
form (2.2.3). If S is bounded from below, u
Ò
pinf I q  0. If S is bounded from above,
u
Ó




pyq are eah determined up to a multipliation by a posi-
tive onstant, but when entering the expression of G, the two onstants are related. For














 PxpX hits y before time ζq































q  w. We may write
GL when there is an ambiguity on L.
If the killing measure κ is non zero, then the probability that X , starting from x,
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Indeed, let f be a non-negative ompatly supported measurable funtion on I and
τl : inf
!





























































The semi-group of L has positive transition densities ptpx, yq with respet to the speed
measure mpyqdy and pt, x, yq ÞÑ ptpx, yq is ontinuous on p0, 8q  I  I. MKean gives
a proof of this in [MK56℄ in ase when the killing measure k has a ontinuous density
with respet to the Lebesgue measure. If this is not the ase, we an take u a positive
ontinuous solution to Lu  0 and onsider the onjugation of L by u: u1Lu. The latter
is the generator of a diusion without killing measure and by [MK56℄ this diusion has
ontinuous transition densities p˜tpx, yq with respet to mpyqdy. Then upxqp˜tpx, yq
1
upyq are
the transition densities of the semi-group of L. Transition densities with respet to the speed










Next we deal with bridge probability measures.
Proposition 2.2.5. The bridge probability measures Ptx,ypq (bridge of X from x to y in
time t onditioned neither to die nor to explode in the interval) satisfy: for all x P I the map
px, y, tq ÞÑ Ptx,ypq is ontinuous for the weak topology on probability measures on ontinuous
paths.
Proof. Our proof mainly relies on absolute ontinuity arguments of [PFY93℄ and
[CB11℄, and the time reversal argument of [PFY93℄. [CB11℄ gives a proof of weak onti-
nuity of bridges for onservative Feller adlag proesses on seond ountable loally ompat
spaes. But sine the proof ontains an error and we do not restrit to onservative diusions,
we give here aurate arguments for the weak ontinuity.
First we an restrit to the ase κ  0. Otherwise onsider u a solution to Lu  0,












and does not ontain any killing measure. The onjugation preserves the bridge measures
and hanges the density funtions relative to mpyqdy to 1upxqptpx, yqupyq, and thus preserves
their ontinuity.
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Then we normalise the length of bridges: if pX
px,y,tq
s q0¤s¤t is a path under the law Ptx,ypq,
let
rPtx,ypq be the law of pX
px,y,tq
rt q0¤r¤1. It is suient to prove that px, y, tq ÞÑ
rPtx,ypq is
ontinuous. For v P r0, 1s, let rPt,vx,ypq be the law of pX
px,y,tq
rt q0¤r¤v. Let
rPt,vx pq be the law
of the Markovian path pXrtq0¤r¤v starting from x. For v P r0, 1q we have the following
absolute ontinuity relationship:





Let pJnqn¥0 be an inreasing sequene of ompat subintervals of I suh that I 

n¥0 Jn. Let Tn be the rst exit time from Jn. Let fn be ontinuous ompatly supported
funtion on I suh that 0 ¤ fn ¤ 1 and fn|Jn  1. We an further assume that the sequene
pfnqn¥0 is non-dereasing. The map





is weakly ontinuous. Let pxj , yj , tjqj¥0 be a sequene onverging to px, y, tq. Let F be a































































is ontinuous and bounded on Jn, (2.2.15)(2.2.16) onverges to 0. More-









. Thus the dierene
(2.2.17)(2.2.18) onverges to 0 and nally (2.2.14) onverges to 0. Let n0 P N and n ¥ n0.
Then































rPtj ,vxj ,yjpF pγqq  rP
t,v
x,ypF pγqq
From this we get that the law of any nite-dimensional family of marginals of
rPtx,ypq depends
ontinuously on px, y, tq. To onlude we need a tightness result for px, y, tq ÞÑ rPtx,ypq. We
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have already tightness for px, y, tq ÞÑ rPt,vx,ypq. The image of rPtx,ypq through time reversal
is
rPty,xpq. So we also have tightness on intervals r1  v1, 1s where 0   v1   1. But if
v   v1 ¡ 1, tightness on r0, vs and on r1 v1, 1s implies tightness on r0, 1s. This onludes.
The artile [CB11℄ ontains an error in the proof of the tightness of bridge measures in the
neighbourhood of the endpoint. 















with zero Dirihlet boundary onditions on BI, where ν is a signed measure on I whih is
no longer assumed to be negative. We set
Lp0q : L ν
In the sequel we may all L "generator" even in ase the semi-group petLqt¥0 does not make
sense. Our main goal in this subsetion is to haraterize through a positivity ondition
the sublass of operators of form (2.2.19) that are equivalent up to a onjugation to the
generator of a diusion of form (2.2.11).
We will onsider several kinds of transformations on operators of the form (2.2.19).
First, the onjugation: Let h be a positive ontinuous funtion on I suh that d
2h
dx2 is a

















If f is smooth funtion ompatly supported in I then
Conjph, Lqf  h1Lphfq
We will all Conjph, Lq the onjugation of L by h. h may not be harmoni (Lh  0) or
superharmoni pLh ¤ 0q and L is not neessarily the generator of a diusion.





and pγptqq0¤t¤T a ontinuous path in I, then we will set ScaleApγq to be the ontinuous
path pApγpsqqq0¤t¤T in ApIq. Let Scale
gen
A pLq be the operator on funtions on ApIq with


















ν is the push-forward of the measure ν by A.
Third, the hange of time: If V is positive ontinuous on I then we an onsider the
hange of time ds  V pγptqqdt. Let SpeedV be the orresponding transformation on paths.
The orresponding "generator" is
1
V L.
Finally, the restrition: if
rI is an open subinterval of I then set L
|I to be the operator
L ating on funtions supported in rI and with zero Dirihlet onditions on BrI.
For the analysis of L we will use a bit of spetral theory: If rx0, x1s is a ompat












with zero Dirihlet boundary onditions has a disrete spetrum of neg-
ative eigenvalues. Let λ˜1 be the rst eigenvalue. It is simple. Aording to Sturm-Liouville
theory (see for instane [Tes12℄, setion 5.5) we have the following piture:
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  λu  0




(i) If u is positive on px0, x1q and upx1q  0 then λ  λ˜1 and u is the fundamental
eigenfuntion.
(ii) If u is positive on px0, x1s then λ   λ˜1
(iii) If u hanges sign on px0, x1q then λ ¡ λ˜1
Next we state and prove the main result of this setion.
Proposition 2.2.7. The following two onditions are equivalent:
(i) There is a positive ontinuous funtion u on I satisfying Lu  0.








Proof. (i) implies (ii): First observe that the equation Lu  0 redues through a
hange of sale to an equation of the form (2.2.1). Let u be given by ondition (i).
Let
rL : Conjpu, Lq. Sine Lu  0, rL is a generator of a diusion without killing
measure. Let m˜pxq : u2pxqmpxq. Then for all g smooth ompatly supported in I,
³
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Thus (2.2.20) holds for all f positive ompatly supported in I suh that u1f is smooth.
By density arguments, this holds for general smooth f .
(ii) implies (i): First we will show that for every ompat subinterval J of I there
is a positive ontinuous funtion uJ on J˚ satisfying LuJ  0 on J˚ . Let J be suh an
interval. Aording to lemma 2.2.2 there is λ ¡ 0 and uλ positive ontinuous on J satisfying

















λ : Lλ  λ. L
p0q
is the generator of a diusion on J˚ . We an apply the standard
spetral theorem to L
p0q
λ . Let λ1 be its fundamental eigenvalue. L
p0q
λ   λ  Lλ is a non-
positive operator beause it is a onjugate of L
|J whih satises ondition (ii). This implies
that λ ¤ λ1. Let u˜ be a solution of L
p0q
λ u˜   λu˜  0 with initial onditions u˜pmin Jq  0
and
du˜
dx pmin Jq ¡ 0. Sine λ ¤ λ1, aording to property 2.2.6, u˜ is positive on J˚ . We set
uJ : uλu˜. Then uJ is positive ontinuous on J˚ and satises LuJ  0. This nishes the
proof of the rst step.
Now onsider a xed point x0 in I and pJnqn¥0 an inreasing sequene of ompat
subintervals of I suh that x0 P J˚0 and

n¥0 Jn  I. Let uJn be a positive L-harmoni









from below. Otherwise some of the uJn would hange sign on I X px0, 8q. Similarly, sine








is bounded from above. Let
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. Then the L-harmoni funtion




0 q  v is positive on I.
We will divide the operators of the form (2.2.20) in two sets: D0, for those that satises
the onstraints of the proposition 2.2.7 and D  for those that don't. D0, is made exatly
of operators that are equivalent up to a onjugation to the generator of a diusion. We will
subdivide the set D0, in two: D for the operators that are a onjugate of the generator
of a transient diusion and D0 for those that are a onjugate of the generator of a reurrent
diusion. These two sublasses are well dened sine a transient diusion an not be a
onjugate of a reurrent one. Observe that eah of L P D, D0 and D  is stable under
onjugations, hanges of sale and of speed. Operators in D and D0 do not need to be


























then L P D. 
If L P D0,, the semi-group petLqt¥0 is well dened. Indeed, let X be the diusion on I
of generator Lp0q and ζ the rst time it hits the boundary of I or blows up to innity. Let
u be a positive L-harmoni funtion and rL : Conjpu, Lq. rL is the generator of a diusion
rX on I without killing measure. Let ζ˜ be the rst time rX hits the boundary of I or blows
up to innity. Using Girsanov's theorem, one an show that for any F positive measurable




















In ase L P D, let pG
rLpx, yqqx,yPI be the Green's funtion of
rL relative to the measure
upxq2mpxqdx. Then L has a Green's funtion pGLpx, yqqx,yPI that equals

















For L P D, the Green's funtions GL satisfy the following resolvent identities
Lemma 2.2.8. If L P D and ν˜ is a signed measure with ompat support on I suh that
L  ν˜ P D, then for all x, y P I








Proof. We deompose L as L  Lp0q   ν where Lp0q does not ontain measures and ν
is a signed measure on I. Let pXtq0¤t ζ be the diusion of generator L
p0q
. Then















































































































We would like to interhange Ex rs and
³





t q0¤t ζz be two independent diusions of generator L
p0q
starting in x respetively z.













































































































GL ν˜px, zqGLpz, yqmpzq|ν˜|pdzq    8








Sine L and L  ν˜ play symmetri roles, we also have





The disrete analogue of the sets D, D0 and D  are symmetri matries with non-
negative o-diagonal oeients induing a onneted transition graph, with the highest
eigenvalue that is respetively negative, zero and positive. However in ontinuous ase the
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sets L P D, D0 and D  an not be dened spetrally beause for operators from L P D
and D  the maximum of the spetrum an also equal zero. However the next result shows
that the sets D and D  are stable under small perturbations of the measure ν and that
D0 is not.
Proposition 2.2.9. (i) If L P D0 and κ is a non-zero positive Radon measure on
I then L κ P D and L  κ P D .
(ii) If L P D and J is a ompat subinterval of I then there is K ¡ 0 suh that for
any positive measure κ supported in J satisfying κpJq   K we have L  κ P D.
(iii) If L P D  then there is K ¡ 0 suh that for any positive nite measure κ satisfying
κpIq   K we have L κ P D .
(iv) If L P D , there is a positive Radon measure κ on I suh that L κ P D0.
(v) Let L P D  and x0   x1 P I. Then L
|px0,x1q P D
0
if and only if there is an
L-harmoni funtion u positive on px0, x1q and zero in x0 and x1.
Proof. (i): Consider h positive ontinuous on I suh that Conjph, Lq is the generator
of a reurrent diusion. Sine Conjph, L  κq  Conjph, Lq  κ, Conjph, L  κq is the
generator of a diusion killed at rate κ and thus L  κ P D. Similarly we an not have
L  κ P D0, beause this would mean L  pL  κq  κ P D.
(ii): Without loss of generality we may assume that L is the generator of a transient
diusion and that it is at natural sale, that is L  1mpxq
d2
dx2 . Sine the diusion is transient,
I  R. We may assume that x0 : inf I ¡ 8. Write J  rx1, x2s. Let κ be a positive





0 q  1. u is ane on rx0, x1s and on rx2, sup Iq. On rx1, x2s u is bounded





then u is non-dereasing on I and hene positive. This implies that L   κ P D0,. By the





then L  κ P D.
(iii): By denition there is f smooth ompatly supported in I suh that (2.2.20) does
not hold for f . Let U be the value of the left-hand side in (2.2.20). U ¡ 0. If κ is a positive






then if we replae ν by νκ in (2.2.20), keeping the same funtion f , we still get something
positive. Thus L κ P D .
(iv): Let f be a smooth funtion ompatly supported in I suh that (2.2.20) does not
hold for f . Let J be a ompat subinterval of I ontaining the support of f . The set
ts P r0, 1s|L ν
 
  s 1Jν  P D

u
is not empty beause it ontains 0, and open by proposition 2.2.9 (ii). Let smax by its
supremum. Then smax   1 and L ν    smax1Jν  P D
0
. Then
κ : 1IzJν    p1 smaxq1Jν 
is appropriate.





|px0,x1qq does not have any killing measure and the derivative of its natural sale
funtion is
w
u2 . It is not integrable in the neighbourhood of x0 or x1. Thus the orresponding








0 q ¡ 0. If u
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possibility is that u is positive on px0, x1q and zero in x1. 
2.3. Measure on loops and its basi properties
2.3.1. Spaes of loops. In this hapter, in the setion 2.3.3, we will introdue the
innite measure µ on loops whih is at the enter of this work. Prior to this, in the setion
2.3.2 we will introdue measures µx,y on nite life-time paths whih will be instrumental
for dening µ. In the setions 2.3.4, 2.3.5, 2.3.7, 2.3.8 will be explored dierent aspets
of µ. In the setion 2.3.6 we will extend the Vervaat's Brownian bridge to Brownian
exursion transformation to general diusions. This generalisation an be easily interpreted
in terms of measure µ and is related to the results of setion 2.3.5. In the setion 2.3.1 we
will introdue the spaes of paths and loops on with will be dened the measures we will
onsider throughout the paper.
First we will onsider ontinuous, time parametrized, paths on R, pγptqq0¤t¤T pγq, with
nite life-time T pγq P p0, 8q. Given two suh paths pγptqq0¤t¤T pγq and pγ
1
ptqq0¤t¤T pγ1q, a
natural distane between them is




|γpvT pγqq  γ1pvT pγ1qq|
A rooted loop in R will be a ontinuous nite life-time path pγptqq0¤t¤T pγq suh that
γpT pγqq  γp0q and L will stand for the spae of suh loops. L endowed with the metri dpaths
is a Polish spae. In the sequel we will use the orresponding Borel σ-algebra, BL, for the
denition of measures on L. For v P r0, 1s we dene a parametrisation shift transformation
shiftv on L: shiftvpγq  γ˜ where T pγ˜q  T pγq and
γ˜ptq 
"
γpvT pγq   tq if t ¤ p1 vqT pγq
γpt p1 vqT pγqq if t ¥ p1 vqT pγq
We introdue an equivalene relation on L: γ  γ if T pγ1q  T pγq and there is v P r0, 1s
suh that γ1  shiftvpγq. We all the quotient spae Lä

the spae of unrooted loops, or











pL, dLq is a Polish spae and π is ontinuous. For dening measures on L

we will use its
Borel σ-algebra, BL . π1pBLq, the inverse image of BL by π, is a sub-algebra of BL.
In the sequel we will onsider paths and loops that have a ontinuous family of loal
times pℓxt pγqqxPR,0¤t¤T pγq relative to a measurempxqdx suh that for any positive measurable







We will simply write ℓxpγq for ℓxT pγqpγq.
In the sequel we will also onsider transformations on paths and loops and the images of
dierent measures by these transformation. We will use everywhere the following notation:
If E and E 1 are two measurable spaes, ϕ : E ÞÑ E 1 a measurable map and η a positive
measure on E , ϕ

η will be the measure on E 1 obtained as the image of η trough ϕ.
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2.3.2. Measures µx,y on nite life-time paths. First we reall the framework that
Le Jan used in [Jan11℄: G  pV,Eq is a nite onneted undireted graph. LG is the
generator of a symmetri Markov jump proess with killing on G. mG is the duality measure
for LG . ppGt px, yqqx,yPV,t¥0 is the family of transition densities of the jump proess and
pPG,tx,ypqqx,yPV,t¥0 the family of bridge probability measures. The measure on rooted loops
assoiated with LG is








µLG is the image of µLG by the projetion on unrooted loops. The denition of µ

LG is the
exat formal analogue of the denition used in [LW04℄ for the loops of the two-dimensional
Brownian motion. In [Jan11℄ also appear variable life-time bridge measures pµx,yLG qx,yPV
whih are related to µLG :





In this subsetion we will dene and give the important properties of the formal analogue
of the measures µx,yLG in ase of one-dimensional diusions. In the next setion 2.3.2 we will
do the same with the measure on loops µLG .
I is an open interval of R. pXtq0¤t ζ is a diusion on I with a generator L of the form








We will write µx,y instead of µx,yL whenever there is no ambiguity on L. The denition of
µx,y depends on the hoie of m, but mpyqµx,y does not. Measures µx,y were rst introdued
by Dynkin in [Dyn84a℄ and enter the expression of Dynkin's isomorphism between the
Gaussian Free Field and the loal times of random paths. Pitman and Yor studied this
measures in [PY96℄ in the setting of one-dimensional diusions without killing measure
(κ  0). Next we give a handy representation of µx,y in the setting of one-dimensional
diusions. It was observed and proved by Pitman and Yor in ase κ  0. We onsider the
general ase.
Proposition 2.3.1. Let F be a non-negative measurable funtional on the spae of
variable life-time paths starting from x. Then















where τyl : inftt ¥ 0|ℓ
z
t pXq ¡ lu.
Proof. It is enough to prove this for F non-negative ontinuous bounded funtional
with takes value 0 if either the life-time of the paths exeeds some value tmax    8 or of it
is inferior to some value tmin or if the endpoint of the path lies out of a ompat subinterval
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Moreover (2.3.4) is dominated by }F }
8
lytmax^ζ . It follows that the expetations onverge






























As nÑ  8 the measure 1∆tn
³∆tn
0
prpy, zqdrmpzqdz onverges weakly to δy. Using the weak
ontinuity of bridge probabilities (proposition 2.2.5) we get that (2.3.6) onverges to
» tmax
tmin
Ptx,y pF ppXsq0¤s¤tqq ptpx, yqdt

Proposition 2.3.1 also holds in ase of a Markov jump proesses on a graph, where the
loal time is replaed by the oupation time in a vertex dived by its weight. Proposition
2.3.1 shows that we an onsider µx,y as a measure on paths pγptqq0¤t¤T pγq endowed with
ontinuous oupation densities pℓzt pγqqzPI,0¤t¤T pγq. Next we state several properties that
either follow almost immediately from the denition 2.1 and proposition 2.3.1 or are already
known.
Property 2.3.2. (i) The total mass of the measure µx,y is nite if and only if X
is transient and then it equals Gpx, yq. If it is the ase, 1Gpx,xqµ
x,x
is the law of X,
starting from Xp0q  x, up to the last time it visits x. 1Gpx,yqµ
x,y
is the law of X,
starting from Xp0q  x, onditioned to visit y before ζ, up to the last time it visits
y.
(ii) The measure µy,x is image of the measure µx,y by time reversal.
(iii) If




pdγq  1γ ontained in I˜µ
x,y
L pdγq
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(vii) If h is a positive ontinuous funtion on I suh that d
2h
dx2 is a signed measure and





(viii) Let X and rX be two independent Markovian paths of generator L starting from
Xp0q  x and rXp0q  y. For a ¤ x ^ y, we introdue Ta and rTa the rst time
X respetively rX hits a. Let PTax be the rst passage bridge of X from x to a,
onditioned by the event Ta   ζ. Let rP
rTa
y be the analogue for
rX. Let rP rTa^y be
the image of
rP rTay through time reversal and PTax ⊳ rP
rTa^
y the image of PTax b rP
rTa^
y












Previous equalities depend on a partiular hoie of the speed measure for the modi-
ed generator. For (iv) we keep the measure mpyqdy. For (iii) we restrit mpyqdy to rI.







m  A1da. For (vi) we hoose 1V pyqmpyqdy. For (vii)
we hoose hpyq2mpyqdy. Property (ii) follows from that ptpx, yq  ptpy, xq and Pty,xpq
is the image of Ptx,ypq by time reversal. Property (vi) is not immediate from deni-
tion 1 beause xed times are transformed by time hange in random times, but follows
from proposition 2.3.1. Property (vii) follows from the fat that a onjugation does not
hange bridge probability measures and hanges the semi-group pptpx, yqmpyqdyqt¥0,xPI to
p
1
hpxqptpx, yqhpyqmpyqdyqt¥0,xPI . Properties (ii) and (viii) were proved by Pitman and Yor
in ase κ  0. See [PY96℄. The ase κ  0 an be obtained through onjugations.
Next property was given without proof by Dynkin in [Dyn84a℄.
Lemma 2.3.3. Assume κ  0. Let Pxpq be the law of pXtq0¤t ζ where Xp0q  x. Then
»
yPI
µx,ypqmpyqκpdyq  1X killed by κPxpq
Proof. Let 0   t1   t2        tn and let A1, A2, . . . An, An 1 be Borel subsets of I.
The measure µx,y satises the following Markov property
µx,ypT pγq ¡ tn, γpt1q P A1, . . . γptnq P An, γpT pγqq P An 1q 
»
A1An
pt1px, x1qmpx1q . . . ptntn1pxn1, xnqmpxnqµ
xn,y









µx,ypT pγq ¡ tn, γpt1q P A1, . . . γptnq P An, γpT pγqq P An 1qmpyqκpdyq 
»
A1An 1
pt1px, x1qmpx1q . . . ptntn1pxn1, xnqmpxnqGpxn, yqmpyqdx1 . . . dxnκpdyq
From Markov property of X follows
Pxpζ ¡ tn, Xt1 P A1, . . . , Xtn P An, Xζ P An 1q 
»
A1An
pt1px, x1qmpx1q . . . ptntn1pxn1, xnqmpxnqPxnpXζ P An 1qdx1 . . . dxn
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Sine the distribution of Xζ on the event of X killed by κ is 1yPIGpX0, yqmpyqκpdyq, we
get
(2.3.8) Pxpζ ¡ tn, Xt1 P A1, . . . , Xtn P An, Xζ P An 1q 
»
A1An 1
pt1px, x1qmpx1q . . . ptntn1pxn1, xnqmpxnqGpxn, yqmpyqdx1 . . . dxnκpdyq
The equality between (2.3.7) and (2.3.8) implies the lemma. 
Next we study the ontinuity of px, yq ÞÑ µx,y.
Lemma 2.3.4. Let J be a ompat subinterval of I. Then the family of loal times of X













Proof. It is enough to prove it in ase the killing measure κ is zero beause adding a
killing measure only lowers ℓyt^ζpXq. Without loss of generality we may also assume that the
diusion is on its natural sale, that is to say w  2. ThenX is just a time hanged Brownian
motion on some open subinterval of R. For a Brownian motion pBtqt¥0 the statement is






















Then given the time hange that transforms X into a Brownian motion B, we have
ℓyt pXq  ℓ
y
ItpBq
Let J  rx0, x1s. Let xmin P I, xmin   x0 and xmax P I, xmax ¡ x1. Let Txmin,xmax the




















  Px pTxmin,xmax   tq
But


























Letting s go to 0 we get the statement of the lemma. 
Proposition 2.3.5. Let tmax ¡ 0. Let F be a bounded funtional on nite life-time
paths endowed with ontinuous loal times that depends ontinuously on the path pγtq0¤t¤T pγq
and on plxT pγqpγqqxPI where we take the topology of uniform onvergene for the oupation
densities on I. On top of that we assume that F is zero if T pγq ¡ tmax. Then the funtion
px, yq ÞÑ µx,ypF pγqq is ontinuous on I  I.
2.3. MEASURE ON LOOPS AND ITS BASIC PROPERTIES 36
Proof. If we had assumed that F does only depend on the path regardless to its
oupation eld then the ontinuity of px, yq ÞÑ µx,ypF pγqq would just be a onsequene
of the ontinuity of transition densities and of the weak ontinuity of bridge probability
measures. For our proof we further assume that L does not ontain any killing measure.
If this is not the ase, then we an onsider a ontinuous positive L-harmoni funtion
u. Then Conjpu, Lq does not ontain any killing measure and up to a ontinuous fator
upxqupyq gives the same measure µx,y (property 2.3.2 (vii)). We will mainly rely on the
representation given by proposition 2.3.1.
Let x, y P I and pxj , yjqj¥0 a sequene in I  I onverging to px, yq. Without loss of
generality we assume that pxjqj¥0 is inreasing. We onsider sample paths pXtq0¤t ζ and
pX
pjq
t q0¤t ζj of the diusion of generator L starting from x and eah of xj , oupled on a
same probability spae in the following way: First we sample X starting from x. Then we
sample Xp0q starting from x0. It starts independently from X until the rst time X
p0q
t  Xt.
After that time Xp0q stiks to X . This two paths may never meet if one of them dies to
early. If X,Xp0q, . . . , Xpjq are already sampled, we start Xpj 1q from xj 1 independently
from the preeding sample paths until it meets one of them. After that time Xpj 1q stiks
to the path it has met. Let
T pjq : inftt ¥ 0|X
pjq
t  Xtu
If Xpjq does not meet X , we set T pjq   8. By onstrution, pT pjqqj¥0 is a non-inreasing
sequene. Here we use that there is no killing measure. T pjq is equal in law to the rst time
two independent sample paths of the diusion, one starting from x and the other from xj ,
meet. Thus the sequene pT pjqqj¥0 onverges to 0 in probability. Sine it is dereasing, it
onverges almost surely to 0.
We use redution to absurdity. The sequene pµxj ,yj pF pγqqqj¥0 is bounded beause F
is bounded and zero on paths with life-time greater then tmax. Assume that it does not
onverge to µx,ypF pγqq. Then there is a subsequene that onverges to a value other than
µx,ypF pγqq. We may as well assume that the whole sequene pµxj ,yjpF pγqqqj¥0 onverges
to a value v  µx,ypF pγqq. Aording to lemma 2.3.4, the sequene ppℓz
T pjq
pXpjqqqzPIqj¥0 of
oupation density funtions onverges in probability to the null funtion. Thus there is an
extrated subsequene ppℓz
T pjnq
pXpjnqqqzPIqn¥0 that onverges almost surely uniformly to the
null funtion. We will show that pµxjn ,yjn pF pγqqqn¥0 onverges to µ
x,y
pF pγqq and obtain a
ontradition.
For z P I and l ¡ 0 let
τzl : inftt ¥ 0|ℓ
z
t pXq ¡ lu
and





Then aording to proposition 2.3.1



















For any z P I, if τzj,l P rT










Along the subset of indies pjnqn¥0, τ
yjn
jn,l
onverges to τyl for every l P p0, l
y
ζ pXqq exept
possibly the ountable set of values of l where l ÞÑ τyj,l jumps. For any l suh that τ
yjn
jn,l
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onverges to the path pXsq0¤s¤τ
y
l . Moreover for



























q  F ppXsq0¤s¤τ
y
l q
For n large enough, ζj  ζ and ℓ
yjn
tmax^ζjn
pXpjnqq onverges to ℓytmax^ζpXq. It follows that






















pXpjnqq. In order to onlude










We already know that ℓ
yjn
tmax^ζjn





















It follows that the expetations onverge. By Shee's lemma, the L1 onvergene (2.3.10)
holds.
We have shown that there is always a subsequene pµxjn ,yjn pF pγqqqn¥0 that onverges
to µx,ypF pγqq whih ontradit the onvergene of pµxj ,yj pF pγqqqj¥0 to a dierent value. 
2.3.3. The measure µ on unrooted loops. The measure µx,x an be seen as a
measure on the spae of rooted loops L. Next we dene a natural measure µL on L

following the pattern (2.3.1)















µL : πµL is a measure on L

.
We will drop the subsript L whenever there is no ambiguity on L. The denition 2
does not depend on the hoie of the speed measure mpxq dx. The measures µ and µ are
σ-nite but not nite. They satisfy the following elementary properties:
Property 2.3.6. (i) µ is invariant by time reversal.
(ii) If




pdγq  1γ ontained in I˜ µLpdγq
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(iv) If A is a hange of sale funtion then
µScalegenA L  ScaleAµL
(v) If h is a positive ontinuous funtion on I suh that d
2h
dx2 is a signed measure and
Lu is a negative measure then
µConjph,Lq  µL
Same properties hold for µ.
The measures µ and µ ontain some information on the diusion X but the invari-
ane by onjugations (property 2.3.6 (v)) shows that they do not apture its asymptoti
behaviour. In the setion 2.3.4 we will prove a onverse to the property property 2.3.6 (v).
In our setting, most important examples of onjugations are:
 The Bessel 3 proess on p0, 8q is a onjugate of the Brownian motion on p0, 8q,
killed when hitting 0, through the funtion x ÞÑ x.
 The Brownian motion on R killed with uniform rate κdx (i.e. κ onstant) is a
onjugate of the drifted Brownian motion on R with onstant drift
?
2κ, through




In the sequel we will be interested mostly in µ and not µ. As it will be lear from the
next propositions, the measure µ has some nie features that µ does not.





Proof. For a rooted loop γ of life-time T pγq we will introdue γ1 the path restrited to
time interval r0, vT pγqs and γ2 the path restrited to rvT pγq, T pγqs. By bridge deomposition







Pvtx,ypdγ1qPp1vqty,x pdγ2qpvtpx, yqpp1vqtpy, xqmpyq dy mpxq dx
dt
t
Sine γ1 and γ2 play symmetri roles, hanging the order of γ1 and γ2 does not hange the
measure µ. 
Formula (2.3.11) shows that we an get bak to the measure µ from the measure µ by
utting the irle parametrizing a loop in L in a point hosen uniformly on this irle, in
order to separate the start from the end.




































Integrating (2.3.13) on r0, 1s leads to (2.3.12). 
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The next identity appears in [Jan11℄ in the setting of Markov jump proesses on graphs.
It an be generalized to a wider lass of Markov proesses admitting loal times (see lemma
2.2 in [FR14℄). We will give a short proof that suits our framework.
Corollary 2.3.9. Let x P I. Then
(2.3.14) ℓxpγqµpdγq  π

µx,xpdγq
For l ¡ 0, let Pτ
x
l
x pq be the law of the sample paths of a diusion X of generator L, started
from x, until the time τxl when ℓ
x
t pXq hits l, onditioned by τ
x
l   ζ. Then

















Conventionally we set Gpx, xq   8 if X is reurrent.
Proof. Let ε ¡ 0 suh that rx ε, x   εs  I. Let T
rxε,x εspγq be the time a loop γ







































Let ε0 ¡ 0 suh that rx  ε0, x   ε0s  I. Let F be a ontinuous bounded funtional on
loops endowed with ontinuous loal times suh that F is zero if the life-time of the loop
exeeds tmax ¡ 0 and if supzPrxε0,x ε0s l
z
pγq exeeds lmax. Aording to the proposition
2.2.5, the right-hand side of (2.3.16) applied to F onverges as εÑ 0 to pπ

µx,xqpF pγqq. By
dominated onvergene it follows that the left-hand side of (2.3.16) applied to F onverges








ℓxpγqF pγqµpdγq  pπ

µx,xqpF pγqq
The set of test funtionals F that satisfy (2.3.17) is large enough to dedue the equality
(2.3.14) between measures.












Applying (2.3.14) to the above disintegration, we get (2.3.15). 
Corollary 2.3.10. Let V be a positive ontinuous funtion on I. We onsider a time
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In dimension two, the time hange ovariane of the measure µ on loops plays a key
role for the onstrution of the Conformal Loop Ensembles (CLE) using loop soups as in
[SW12℄: Let D be an open domain of the omplex plane, pBtq0¤t ζ the two-dimensional
standard Brownian motion in D killed when hitting BD and µ the orresponding mea-
sure on loops. If f : D Ñ D is a onformal map, then pfpBtqq0¤t ζ is a time hanged
Brownian motion. If we onsider µ not as a measure on loops parametrized by time but
a measure on the geometrial drawings of loops, then µ is invariant by the transformation
pγptqq0¤t¤T pγq ÞÑ pfpγptqqq0¤t¤T pγq. This is proved in [LW04℄.
Given that µ is invariant through onjugations and ovariant with the hange of sale
and hange of time, if X is a reurrent diusion, then up to a hange of sale and time, µ
is the same as for the Brownian motion on R, and if X is a transient diusion, even if the
killing measure κ is non-zero, then up to a hange of sale and time, µ is the same as for
the Brownian motion on a bounded interval, killed when it hits the boundary.
2.3.4. Multiple loal times. In this subsetion we dene the multiple loal time
funtional on loops. Corollary 2.3.9 gives a link between the measure µ and the mea-
sures pµx,xqxPI . Using multiple loal times we will get a further relation between µ

and
pµx,yqx,yPI . This will allow us to prove a onverse to the property 2.3.6 (v): two diusions
that have the same measure on unrooted loops are related trough onjugation.
Definition 2.3. If pγptqq0¤t¤T pγq is a ontinuous path in I having a family of loal
times pℓxt pγqqxPI,0¤t¤T pγq relative to the measure mpxqdx, we introdue multiple loal times








t2 pγq . . . dtnℓ
xn
tn pγq







ℓx1,x2,...,xn being invariant under the transformations pshiftvqvPr0,1s, we see it as a fun-
tional dened on L.
Multiple loal times of the form ℓx,x,...,xpγq, alled self intersetion loal times, were
studied by Dynkin in [Dyn84℄. Cirular loal times were introdued by Le Jan in [Jan11℄.
Let n P N and p P t1, . . . , nu. Let Shufflep,n be the set of permutations σ of t1, . . . , nu
suh that for all i ¤ j P t1, . . . , pu, σpiq ¤ σpjq and for all i ¤ j P tp   1, . . . , nu, σpiq ¤
σpjq. Permutations in Shufflep,n are obtained by shuing two ard deks t1, . . . , pu and
tp  1, . . . , nu. Let Shuffle1p,n be the permutations of t1, . . . , nu of the form σ  c where c
is a irular permutation of tp   1, . . . , nu and σ P Shufflep,n satises σp1q  1. One an
hek that
Property 2.3.11. For all x1, . . . , xp, xp 1, . . . , xn P I:















ℓx1,x2,...,xnpγqµpdγq  Gpx1, x2q     Gpxn1, xnq Gpxn, x1q
It turns out that we have more: We onsider L a generator of a diusion on I of form
(2.2.11). If γi for i P t1, 2, . . . , n  1u is a ontinuous path from xi to xi 1, then we an
onatenate γ1, γ2, . . . , γn1 to obtain a ontinuous path γ1⊳ γ2⊳   ⊳ γn1 from x1 to xn.
Let µx1,x2⊳   ⊳µxn1,xn be the image measure µx1,x2b  bµxn1,xn by this onatenation
proedure.
Proposition 2.3.12. The following absolute ontinuity relations hold:
(i) pµx1,x2 ⊳   ⊳ µxn1,xnqpdγq  ℓx2,...,xn1pγqµx1,xnpdγq
(ii) π

pµx1,x2 ⊳   ⊳ µxn1,xn ⊳ µxn,x1qpdγq  ℓx1,x2,...,xnpγqµpdγq
Proof. (i): Let ppX
pjq
t q0¤t ζj q0¤j¤n1 be n 1 independent diusions of generator L,
with X
pjq



























⊳   ⊳ pXpn1qt q0¤t¤τxnn1,ln1

dl1 . . . dln1

Let pXtq0¤t ζ be an other diusion of generator L. Let
τl1 : inftt ¥ 0|l
x2
t pXq ¡ l1u
and reursively dened
τl1,...lj1,lj : inftt ¥ τl1,...lj1 |ℓ
xj 1
t pXq ¡ lju








dl1 . . . dln1
















By proposition 2.3.1, (2.3.21) equals
³
ℓx1,...,xn1pγqF pγqµx1,xnpdγq.
(ii): Aording to the identity (i) and orollary 2.3.8, we have
π

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whih ends the proof. 
The proposition 2.3.12 (ii) implies (2.3.19).
Proposition 2.3.13. If L and rL are two generators of diusions on I of the form
(2.2.11) suh that µL  µ

rL
, then there is a positive ontinuous funtion h on I suh that
d2h
dx2 is a signed measure, Lh a negative measure and
rL  Conjph, Lq. If the diusion of
generator L is reurrent then rL  L.
Proof. Let mpxqdx be a speed measure for L and m˜pxqdx be a speed measure for rL.




ℓx,ypγqµpdγq we get that for all x, y P I:
(2.3.22) G
rLpx, yqGrLpy, xqm˜pxqm˜pyq  GLpx, yqGLpy, xqmpxqmpyq
and for all x, y, z P I:
(2.3.23)
G
rLpx, yqGrLpy, zqGrLpz, xqm˜pxqm˜pyqm˜pzq  GLpx, yqGLpy, zqGLpz, xqmpxqmpyqmpzq





h is positive and ontinuous. 1hpxqGLpx, yqhpyqmpyq equals:
(2.3.24)
GLpx0, xqGLpx, yqGLpy, x0qmpx0qmpxqmpyq
G











Gpx, yqhpyqmpyq  G
rLpx, yqm˜pyq
Applying (2.3.25) one to px, yq and one do px, xq we get that







From (2.3.26) we dedue that
d2h
dx2 is a signed measure. From (2.3.25) we dedue that
rL  Conjph, Lq. Lh is the killing measure of rL and is positive.
If we no longer assume that L and rL generate transient diusions then onsider λ ¡ 0.
Then µLλ  µ

rLλ
. Aording to the above, there is h positive ontinuous funtion on I
suh that
d2
dx2 is a signed measure and
rL λ  Conjph, L λq  Conjph, Lq  λ
Then
rL  Conjph, Lq and neessarily Lh is a negative measure.
The lass of reurrent diusions is preserved by onjugations. So if L is the generator
of a reurrent diusion then so is
rL, and thus h is bound to satisfy Lh  0. But sine
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the diusion of L is reurrent, the only solutions to Lh  0 are onstant funtions. Thus
rL  L. 
2.3.5. A disintegration of µ indued by the Vervaat's transformation. By
onditioning the measure µ by the life-time of loops we get a sum of bridge measures.
In this setion we will disintegrate the measure µ as a measure on the minimal value of
the loop and its behaviour above this value. By doing this way we will obtain a sum of
exursion measures η¡xexc. In ase of Brownian loops on R this disintegration will follow
from the Vervaat's bridge to exursion transformation. The ase of general diusion will be
obtained using ovariane of the measure on loops by time and sale hange, restrition to
a subinterval, killing, as well as invariane by onjugations.
Theorem(Vervaat). ([Ver79℄,[Bia86℄) Let pγpsqq0¤s¤t be a random path following
the Brownian bridge probability measure PtBM,0,0pq. Let smin : argminγ. Then the path
s ÞÑ min γ   pshift smin
t
γqpsq
has the law of a positive Brownian exursion of life-time t.
In the sequel if η is a measure on paths and x P R, we will write px   ηq for the image
of η by γ ÞÑ x  γ. η¡0BM will be the Levy-It measure on positive Brownian exursions and
η¡0t,BM the probability measure on positive Brownian exursions of duration t. Given a on-
tinuous loop pγtq0¤t¤T pγq and tmin the rst time γ hits min γ, let Vpγq be the transformation
shift tmin
T pγq
. V is BL-measurable.
Proposition 2.3.14. Let µBM be the measure on loops assoiated to the Brownian
motion on R. Then:





pa  η¡0BM qpdγq da
The measure on pmin γ,max γq indued by µBM is 1a bpb  aq
2dadb. Let a   b P R and
ρ, ρ˜ two independent Bessel 3 proesses starting from 0. Let Tba and rTba be the rst times
ρ respetively ρ˜ hits b a. Let pβtq0¤t¤Tba  rTba be the path
βt :
"
a  ρt if t ¤ Tba
a  ρ˜Tba  rTbat if t ¥ Tba
Then the law of pβtq0¤t¤Tba  rTba is the probability measure obtained by onditioning the
measure µBM by pmin γ,max γq  pa, bq.











Let χpaqda be the law of the minimum of the bridge under PtBM,0,0. Applying the Vervaat's







































 2pa  η¡0BM qpq
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The equality (2.3.27) follows. The rest of the proposition is a onsequene of the William's
representation of Brownian exursions. 
Corollary 2.3.15. Let I be an open interval of R and λ ¥ 0. Let µ be the measure
on loops in I assoiated to the generator 12
d2
dx2  λ. Given a loop pγptqq0¤t¤T pγq, let Rpγq be
the loop
Rpγq : pmax γ  min γ  γptqq0¤t¤T pγq




Proof. It is enough to prove this in ase λ  0 and I  R. Otherwise we multiply the
measure µBM by a density funtion that is left invariant by R. Then we use the desription of
the measure µBM onditioned by the value of pmin γ,max γq and the fat that if a ¡ 0, pρtqt¥
is a Bessel 3 proess starting from 0 and Tb is the rst time it hits b, then py ρTbtq0¤t¤Tb
has the same law as pρtq0¤t¤Tb (see [RY99℄, hapter VII, 4). 
Now we onsider that L is a generator of a diusion on I of form (2.2.11). Given a point
x0 P I, u
 ,x0











0 q  1. If x ¤ y P I then
(2.3.28) wpyqu,ypxq  wpxqu ,xpyq








wpzqdz. u ,x0 is positive on IXpx0, 8q and u
,x0
is positive on IXp8, x0q. Let
L ,x0 be Conjpu ,x0 , Lq restrited to IXpx0, 8q and L
,x0
be Conjpu,x0 , Lq restrited to
IXp8, x0q. L
 ,x0
and L,x0 are generators of transient diusions without killing measures.
If L is the generator of the Brownian motion on R, then L ,0 is just the generator of a Bessel
3 proess. In general ase, x0 is an entrane boundary for L
 ,x0
and L,x0, that is to say
a diusion started from x  x0 will never reah the boundary at x0, and we an also start
this diusions at the boundary point x0, in whih ase it will be immediately repelled away
from x0. Let x P I and pρ
 ,x
t q0¤t ζ ,x be a diusion of generator L
 ,x
starting from x. Let
y P I, y ¡ x. Let T ,xy be the rst time ρ
 ,x




is a diusion of generator L ,y starting from y. Let pρ,yt q0¤t ζ,y
be a diusion of generator L,y starting from y and T,yx the rst time it hits x. Then




























The potential measure of pρ ,xt q0¤t¤T ,xy starting from x is
Upx1qdx1  Cu ,xpx1qu,ypx1qmpx1qdx1
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The time reversal property for pρ ,xt q0¤t¤T ,xy follows from the duality relation (2.3.29). See
[RY99℄, hapter VII, 4 for details on time reversal.







The measure on pmin γ,max γq indued by µ is 1a bPI
dadb
u ,apbqu,bpaq
. Let a   b P I. Let
pρ ,at q0¤t ζ ,a and pρ
,b
t q0¤t ζ,b be two independent diusion, the rst of generator L
 ,a
starting from a and the seond of generator L,b starting from b. Let T ,ab be the rst time
ρ ,a hits b and T,ba the rst time ρ
,b











if t ¥ T ,ab
Then the law of pβtq0¤t¤T ,ab  T
,b
a
is the probability measure obtained by onditioning the
measure µ by pmin γ,max γq  pa, bq.
Proof. Both sides of (2.3.30) are ovariant by sale and time hange. Moreover both
sides satisfy the property 2.3.6 (ii) for the restrition to a subinterval and the property
2.3.6 (iii) when adding a killing measure. Thus the general ase (2.3.30) follows from the
Brownian ase (2.3.27) by this ovariane properties.
If L is a generator without killing measure (κ  0) then the desription of the mea-
sure on pmin γ,maxγq and the probabilities obtained after onditioning by the value of
pmin γ,max γq follow through a hange of sale and time from the analogous desription in
proposition 2.3.14. If κ  0, then we an take u a positive L-harmoni funtion and dedue
the result for L from the result for Conjpu, Lq using the fat that µL  µ

Conjpu,Lq. 
The relation between the measure on loops and the exursions measures in dimension
1 (identity (2.3.30)) is analogous to the relation between the measure on Brownian loops
and the so alled bubble measures observed by Lawler and Werner in dimension 2. See
propositions 7 and 8 in [LW04℄.
2.3.6. A generalization of the Vervaat's transformation. In this subsetion we
will show a onditioned version of the Vervaat's transformation that holds for any one-
dimensional diusion of form (2.2.11) and not just for the Brownian motion. L will be a
generator of a diusion on I of form (2.2.11). From orollary 2.3.9 and identity (2.3.30)










Let Ptx,xpdγ|min γ  aq be the bridge probability measure ondition by the value of the
minimum to equal a. Further we will show that there is a version that depends ontinuously
on pa, tq. Let η¡at the probability measure obtained from η
¡a
by onditioning the exursion
to have a life-time t. The identity (2.3.31) suggests the following:
Proposition 2.3.17. For every a   x P I and t ¡ 0
(2.3.32) V

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dt is the density of the measure on the life-time of the exursion indued







, the loal time in x is a measure
on ts P r0, ts|γpsq  xu. The transformation V sends the starting point of the bridge to a






Identities (2.3.32) and (2.3.33) an be viewed as a onditioned analogue of the Vervaat's
relation between the Brownian bridge and the Brownian exursion. The latter an be de-
dued from (2.3.32) and (2.3.33) using the translation invariane of the Brownian motion.
From (2.3.32) we an only dedue that (2.3.32) and (2.3.33) hold for Lebesgue almost all t
and a. We need to show the weak ontinuity in pa, tq of onditioned bridge probabilities and
biased onditioned exursion probabilities to onlude. It is enough to prove the proposition
2.3.17 for L not ontaining any killing measure and suh that for all a   x P I, a diusion
starting from x reahes a almost surely. Indeed, for a general generator, Conjpu
Ó
, Lq does
satisfy the above onstraints and if the proposition 2.3.17 is true for Conjpu
Ó
, Lq then it
is also true for L. From now on we assume that L satises the above onstraints. Next
we give a more onstrutive desription of the onditioned bridges and biased onditioned
exursions. We start with bridges.
Property 2.3.2 (viii) shows that the measure PTax ⊳ P˜T˜
a
^
x onditioned on Ta   T˜a  t is
a version of Ptx,xpdγ|min γ  aq. Let p
paq
t px, yq be the transition density on I X pa, 8q






Aording to [MK56℄, for all t ¡ 0, y ÞÑ p
paq
t px, yq is C1. Let B2ppaqt px, yq be the




q as y Ñ a . Extended in this
way, the map pt, x, yq ÞÑ B2p
paq
t px, yq is ontinuous on p0 8q I Xpa, 8q I X ra, 8q.








Let Ppaq,tx,y be the bridge probability measures of L
|IXpa, 8q. It has a weak limit P
paq,t
x,a  as
y Ñ a . Let Fs be the sigma-algebra generated by the restrition of a ontinuous path to
the time interval r0, ss. Let P ,aa be the law of ρ ,a starting from a. For all s P p0, tq we
































Using the absolute ontinuity relation (2.3.34) and (2.3.35) one an prove in a similar way
as in proposition 2.2.5 that the map pt, yq ÞÑ Ppaq,t
x,a 
is ontinuous for the weak topology.
The rst passage bridge PTax disintegrates as follows












From the property 2.3.2 (viii) and (2.3.36) we get that
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Next we show that the probability measure given by (2.3.38) depends ontinuously on
pa, tq.









ontinuous on tpx, aq|x ¡ a P Iu  p0, 8q.









q. Let x0. For λ P R onsider e1p, λq and e2p, λq two solutions
to Lu  λu  0 with initial onditions
e1px0, λq  1
Be1
Bx
px0, λq  0 e2px0, λq  0
Be2
Bx
px0, λq  1
Let epx, λq be the 2-vetor whose entries are e1px, λq and e2px, λq. Aording to theorems
3.2 and 4.3 in [MK56℄, for all a P I there is a Radon measure fpaq on p8, 0s with values in




















Let x ¡ a P I. Consider a two sequenes pxnqn¥0 and panqn¥0 in I X p8, xq onverging to
x respetively a suh that for all n ¥ 0, xn ¡ an. Let pbjqj¥0 be an inreasing sequene in
I X px, sup Iq onverging to sup I. Let fn,j be the 2 2-matrix valued measure on p8, 0s
orresponding to the eigendierential expansion of L restrited to pan, bjq. fn,j harges only
a disrete set of atoms. As shown in the proof of theorem 3.2 in [MK56℄, the total mass of
the measures 1^|λ|2}fn,j}pdλq, 1^|λ|
2
}fpanq}pdλq and 1^|λ|2}fpaq}pdλq is uniformly
bounded. Moreover for a xed n, as j Ñ  8, 1 ^ |λ|2fn,jpdλq onverges vaguely, that is
against ontinuous funtions vanishing at innity, to the measure 1^|λ|2fpanqpdλq. More-
over, for any inreasing integer-valued sequene pjnqn¥0 onverging to  8, 1^|λ|
2fn,jnpdλq
onverges vaguely as nÑ  8 to 1^|λ|2fpaqpdλq. Sine the sequene pjnqn¥0 is arbitrary,
this implies that 1^ |λ|2fpanqpdλq onverges vaguely as nÑ  8 to 1^ |λ|2fpaqpdλq.
There are onstants C, c1 ¡ 0 suh that for all λ ¤ 0 and n ¥ 0




















|λ|2etnλ}epxn, λq}  }epan, λq}  0
λ ÞÑ 1_ |λ|2etnλ pepxn, λq, Bepan, λqq vanishes at innity an onverges uniformly on p8, 0s



















Lemma 2.3.20. The map a ÞÑ P ,aa is weakly ontinuous.
Proof. Let a0 P I. Consider the proess pρ
 ,a0
t qt¥0 following the law P ,a0a0 . For
a P I X pa0, 8q, let pTa be the last time ρ
 ,a0
visits a. Then pρ ,a0
pTa t
qt¥0 follows the law
P ,aa . The proess valued map a ÞÑ pρ
 ,a0
pTa t
qt¥0 is almost surely ontinuous on I X pa0, 8q
and thus the laws depend weakly ontinuously on a. 
Proposition 2.3.21. The version of Ptx,xpdγ|min γ  aq given by (2.3.38) is weakly
ontinuous in pa, tq.
Proof. From the absolute ontinuity relations (2.3.34) for the bridge Ppaq,tx,a  and (2.3.35)
for its time reversal, together with the ontinuity of the densities whih follows from lemma
2.3.19, and the weak ontinuity of a ÞÑ P ,aa , we an dedue in a very similar way as in propo-
sition 2.2.5 that the map pa, tq ÞÑ Ppaq,tx,a  is weakly ontinuous on p0, 8q IXp8, xq and
hene pa, s, tq ÞÑ Ppaq,sx,a  ⊳P
paq,ts^
x,a  is weakly ontinuous. Finally the densities that appear
in expression (2.3.38) are ontinuous with respet to pa, s, tq. 
Next we will give a deomposition of the measure η¡a whih is similar to the Bismut's de-
omposition of Brownian exursions (see [RY99℄, hapter XII, 4, theorem 4.7). Biane used





q is C1 relative to x and the derivative B1,2ppaqt px, a q has
a positive limit B1,2p
paq
t pa
 , a q as y Ñ a . Moreover t ÞÑ B1,2p
paq
t pa
 , a q is ontinuous.






























For every s1   s2 P r0, ss, under the bridge measure Ppaq,sy,z
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Proposition 2.3.22. Let F1 and F2 be two non-negative measurable funtional on the




















































Proof. It is enough to prove the result in ase F1 and F2 are non-negative, ontinuous
and bounded. On top of that we may assume that there are smin   smax P p0, tq suh that
F1 respetively F2 takes value 0 if the life-time of a path is smaller than smin respetively
t  smax, and that there is C P I, C ¡ a, suh that F1 and F2 take value 0 if max γ ¡ C.













sj 1,n pγq  ℓ
x
sj,npγqqF2ppγpsj 1,n   rqq0¤r¤tsj 1,n q
Moreover the right-hand side of (2.3.46) is dominated by ℓxt pγq}F1}8}F2}8. Thus the η
¡a
t -





sj 1,n pγq  ℓ
x









z,a  pF2qqnpr, y, zqmpyqdympzqdzdr
where























qnpr, y, zqdrdydz onverges weakly as n Ñ  8 to δ
px,xq.
The maps ps, yq ÞÑ B2p
paq
s px, a q and ps, yq ÞÑ Ppaq,y,a
 









q is uniformly bounded for j ¤ n P N and y, z P pa, Cs. All
this ensures that the η¡at -expetation of the right-hand side of (2.3.46) onverges as nÑ  8
to the right-hand side of (2.3.44). 
Now we need only to math the preeding desriptions to prove proposition 2.3.17.
(2.3.38) and (2.3.45) imply (2.3.32). (2.3.37) and (2.3.43) imply (2.3.33). The fat that the






2.3.7. Restriting loops to a disrete subset. Let L be the generator of a diusion
on I of form (2.2.11) and pXtq0¤t ζ be the orresponding diusion. Let J be a ountable
disrete subset of I. A Markov jump proess to the nearest neighbours on J is naturally
embedded in the diusion X . In this setion we will show that, given any x, y P J, the
image of the measure µx,yL through the restrition appliation that sends a sample paths of
the diusion pXtq0¤t ζ to a sample path of a Markov jump proess on J is a measure on
J-valued paths that follows the pattern (2.3.2). From this we will dedue that the image of
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the measure µL through the restrition to J is a measure on J-valued loops following the
pattern (2.3.1) and whih was studied in [Jan11℄. This property will be used in setion
2.4.2 to express the law of nite-dimensional marginals of the oupation eld of a Poisson
ensemble of intensity αµL.





For s ¥ 0, we introdue the stopping time
τ Js pγq : inftt ¥ 0|IJt pγq ¥ su
We write γJ for the path pγpτ Js qq0¤s¤IJ
T pγq









and pℓxpγqqxPJ are also oupation densities of the restrited path γJ with respet to mJ.
The restrited diusion XJ is a Markov jump proess to nearest neighbours on J, poten-










. If x0   x1   x2




























An analogous expression holds for the killing rate while in a possible maximum of J. XJ is
transient if and only if X is. Let LJ be the generator of XJ. LJ is symmetri relative to mJ.
Its Green's funtion relative to mJ is pGpx, yqqx,yPI , that is the restrition of the Green's
funtion of L to J J. XJ may not be onservative even if the diusion X is. In ase if J is
not nite, XJ may blow up performing an innite number of jumps in nite time. Measures
pµx,yL qx,yPI , µL and µ

L have disrete spae analogues pµ
x,y
LJ qx,yPJ, µLJ and µ

LJ as dened in
[Jan11℄, that follow the patterns (2.3.2) and (2.3.1).







Proof. The representation (2.3.3) also holds for µx,yLJ . For l ¡ 0, let
τyl : inftt ¥ 0|ℓ
y
t pXq ¡ lu
and





Then for any non-negative measurable funtional F
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But pXJsq0¤s¤τy,Jλ
is the image of pXtq0¤t¤τy
λ
by the map γ ÞÑ γJ and τy,Jl   IJζ if and only
if τyl   ζ. Thus µ
x,y
LJ is the image of µ
x,y
L through the restrition on path to J. The seond













Previous restrition property and the time-hange ovariane of µ (orollary 2.3.10)
an be treated in a unied framework of the time hange by the inverse of a ontinuous
additive funtional. This is done in [FR14℄, setion 7.
2.3.8. Measure on loops in ase of reation of mass. We an further extend the
denition of the measures µx,y on paths and µ and µ on loops to the ase of L being a
"generator" on I ontaining a reation of mass term as in (2.2.19). Doing so will enable us
to emphasize further the onjugation invariane of the measure on loops and will be useful
in setion 2.4.2 to ompute the exponential moments of the oupation eld of Poisson









and L : Lp0q   ν.

















 µL : πµL
Denition 2.4 is onsistent with properties 2.3.2 (iv) and 2.3.6 (iii). If ν˜ is any other
signed measure on I, then








Same holds for µ and µ. Under the extended denition, the measures µx,y still satisfy
properties 2.3.2 (ii), (iii), (v) and (vi). Proposition 2.3.5 remains true. µ still satises
properties 2.3.6 (i), (ii) and (iv). Proposition 2.3.7 and orollary 2.3.8 still hold. The
identities (2.3.14) and (2.3.18) remain true for µ. Conerning the onjugations, we have:
Proposition 2.3.24. Let h be a ontinuous positive funtion on I suh that d
2h
dx2 is





L , and µConjph,Lq  µL. Conversely, if L and
rL are two "generators"
with or without reation of mass suh that µL  µ
rL then there is a positive ontinuous
funtion h on I suh that d
2h
dx2 is a signed measure and
rL  Conjph, Lq.
Proof. There is a positive Radon measure κ˜ on I suh that both Lκ˜ and Conjph, Lq
κ˜ are generators of (killed) diusions. But
Conjph, Lq  κ˜  Conjph, L κ˜q




Lκ˜ and µConjph,Lqκ˜  µLκ˜. Applying (2.3.47) we
get the result.
If µL  µ
rL, we an again onsider κ˜ a positive Radon measure on I suh that both
L κ˜ and rL κ˜ are generators of (killed) diusions. Then aording to proposition 2.3.13,
there is a positive ontinuous funtion h on I suh that d
2h
dx2 is a signed measure and
rL k˜ 
Conjph, L k˜q. Then rL  Conjph, Lq. 
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Similarly to the ase of generators of diusions (setion 2.3.5), one an onsider L-
harmoni funtions u,x and u ,x in ase of L ontaining reation of mass. If L P D , then
u,x respetively u ,x is not neessarily positive on I X p8, xq respetively I X px, 8q.
Let
Mpxq : supty P I, y ¥ x|z P px, yq, u ,xpzq ¡ 0u P I Y tsup Iu




. If y Mpxq, then L
|px,yq P D
0




ρ ,x of generator L ,x  Conjpu ,x, L ,x
|px,Mpxqqq is dened on px,Mpxqq. Similarly for ρ
,y
.




If L P D0,, the desription of the measure on pmin γ,maxγq indued by µ as well as
of the probability measures obtained by onditioning µ by the value of pmin γ,max γq is
the same as given by orollary 2.3.16, with the same formal expressions. Next we state what
happens if L P D :
Proposition 2.3.25. Let L P D . The measure on pmin γ,max γq indued by µ and
restrited to the set ta P I, b P pa,Mpaqqu is 1aPI,bPpa,Mpaqq
dadb
u ,apbqu,bpaq
. If a   b   Mpaq,
then the probability measure obtained through onditioning by pmin γ,max γq  pa, bq has the
same desription as in orollary 2.3.16. Outside the set ta P I, b P pa,Mpaqqu, the measure
on pmin γ,max γq is not loally nite. That is to say that, if a   b P I and b ¥Mpaq, then
for all ε ¡ 0.
(2.3.48) µptmin γ P pa, a  εq,max γ P pb ε, bquq   8
Proof. For the behaviour on ta P I, b P pa,Mpaqqu: There is a ountable olletion
pIjqj¥0 of open subintervals of I suh that
ta P I, b P pa,Mpaqqu 
¤
j¥0
tx   y P Iju
Sine for all j, L
|Ij P D
0,
, orollary 2.3.16 applies to L
|Ij . Combining the desriptions on
dierent ta   b P Iju, we get the desription on ta P I, b P pa,Mpaqqu.
For the behaviour outside ta P I, b P pa,Mpaqqu: Let A   B P R. Then









If a   b P I and Mpaq  b, then 1a γ bµ

is the image of µBM through a hange of




Aording to proposition 2.2.9 (iv), there is a positive measure Radon measure κ on pa, bq
suh that L
|pa,bq  κ P D
0







. So (2.3.48) holds for µL
|pa,bq
. 
2.4. Oupation elds of the Poisson ensembles of Markov loops
2.4.1. Inhomogeneous ontinuous state branhing proesses with immigra-
tion. We will identify the oupation elds of the Poisson ensembles of Markov loops as
inhomogeneous ontinuous state branhing proesses with immigration. This will be done
in setion 2.4.2. In the setion 2.4.1 we will give the basi properties of suh proesses. In




, in relation with
Dynkin's isomorphism.
Let I be an open interval of R. We will onsider stohasti proesses where x P I is the
evolution variable. We do not all it time beause in the sequel it will rather represent a
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spae variable. Let pBxqxPR be a standard Brownian motion. Consider the following SDE:
(2.4.1) d rZx  σpxq
b
rZxdBx   bpxq rZxdx
(2.4.2) dZx  σpxq
a
ZxdBx   bpxqZxdx  cpxqdx
For our needs we will assume that σ is positive and ontinuous on I, that b and c are only
loally bounded and that c is non negative. In this ase existene and pathwise uniqueness
holds for (2.4.1) and (2.4.2) (see [RY99℄, hapter IX, 3), and
rZ and Z take values in R
 
.
0 is an absorbing state for rZ.
(2.4.1) satises the branhing property: if
rZp1q and rZp2q are two independent proesses
solutions in law to (2.4.1), dened on I X rx0, 8q, then rZ
p1q
 
rZp2q is a solution in law
to (2.4.1). If
rZ and Z are two independent proesses, rZ solution in law to (2.4.1) and
Z solution in law to (2.4.2), dened on I X rx0, 8q, then Z   rZ is a solution in law to
(2.4.2). Solutions to (2.4.2) are (inhomogeneous) ontinuous state branhing proesses with
immigration. The branhing mehanism is given by (2.4.1) and the immigration measure is
cpxqdx. The homogeneous ase (σ, b and c onstant) was extensively studied. See [KW71℄.
The ase of inhomogeneous branhing without immigration redues to the homogeneous














rZxqxPI is a solution to (2.4.1), then pCpA
1
paqq rZA1paqqaPApIq is a solution in law to




rZ be a solution to (2.4.1) dened on I X rx0, 8q, starting at x0 with the initial
ondition








ψpx0, x, λq depends ontinuously on px0, x, λq. If x  x0 then
(2.4.3) ψpx0, x0, λq  λ
If x0 ¤ x1 ¤ x2 P I then
ψpx0, x2, λq  ψpx0, x1, ψpx1, x2, λqq










 bpx0qψpx0, x, λq
If b is not ontinuous, equation (2.4.4) should be understand in the weak sense. If be is on-
tinuous, then (2.4.4) satises the Cauhy-Lipshitz onditions, and ψ is uniquely determined
by (2.4.4) and the initial ondition (2.4.3). This is also the ase even if b is not ontinuous.




rather than ψpx0, x, λq, we get rid of b.
Inhomogeneous branhing proesses are related to the loal times of one-dimensional
diusions:
Proposition 2.4.1. Let x0 P I and let pXtq0¤t ζ be a diusion on I of generator L of
form (2.2.11) starting from x0. Let z0 ¡ 0 and
τx0z0 : inftt ¥ 0|ℓ
x0
t pXq ¡ z0u
2.4. OCCUPATION FIELDS OF THE POISSON ENSEMBLES OF MARKOV LOOPS 54





pXqqxPI,x¥x0 is a solution in law to the SDE:









Proof. If X is the Brownian motion on R, then w  2 and u
Ó
is onstant. In this
ase the assertion is the seond Ray-Knight theorem. See [RY99℄, hapter XI, 2. The
equation (2.4.5) is then the equation of a square of Bessel 0 proess. If xmin   x0 and






onditional on τx0z0   ζ does not depend on xmin and is the same as in ase of the Brownian
motion on R. Equation (2.4.5) is still satised.
If X is a diusion on I that satises that for all x ¡ a P I, starting from x, X reahes
almost surly a, whih is equivalent to u
Ó
being onstant, then through a hange of sale and
time X is the Brownian motion on some pxmin, 8q where xmin P r8, 8q. Time hange
does not hange the loal times beause we dened them relative to the speed measure.






pXqqy¥ 12Spx0q is a square of Bessel 0 proess. The equation (2.4.5) follows from the
equation of the square of Bessel 0 proess by deterministi hange of variable dy : 12wpxqdx.
Now the general ase: let p





is the natural sale measure of
rX and u
Ó
pxq2mpxqdx is its speed measure. We assume that
both X and rX start from x0. The law of rX up to the last time it visits x0 is the same as
for X . Let
τ˜ : inf
"











pXqqxPI,x¥x0 onditional on τ
x0




rXqqxPI,x¥x0 onditional on τ˜   ζ˜. The fator uÓpxq
2
omes from the fat that per-
forming a onjugation we hange the measure relative to whih the loal times are dened.
For any a   x0 P I, rX reahes a a.s. Thus pℓ
x
















rXqqxPI,x¥x0 satises (2.4.5). 
If there is immigration: Let Z be a solution to (2.4.2) dened on I X rx0, 8q, starting













2.4.2. Oupation eld. Let L be the generator of a diusion on I of form (2.2.11).
Let Lα,L be a Poisson ensemble of intensity αµL. Lα,L is a random innite ountable
olletion of unrooted loops supported in I. It is sometimes alled "loop soup".





We will drop out the subsript L whenever there is no ambiguity on L. In this subsetion
we will identify the law of p
pLxαqxPI as an inhomogeneous ontinuous state branhing proess
with immigration. If J is a disrete subset of I, then applying proposition 2.3.23 we dedue
that p
pLxαqxPJ is the oupation eld of the Poisson ensemble of disrete loops of intensity
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αµLJ as dened in [Jan11℄, hapter 4. This fat allows us to apply the results of [Jan11℄
in order to desribe the nite-dimensional marginals of the oupation eld. If the diusion
is reurrent, then for all x P I, pLxα   8 a.s. If the diusion is transient, then for all x P I,
pLxα    8 a.s. Next we state how does the oupation eld behave if we apply various
transformations on L.
Property 2.4.2. Let L be the generator of a transient diusion.





(ii) If V is a positive ontinuous funtion on I, then
pLxα, 1V L  pL
x
α,L





Previous equalities depend on a partiular hoie of the speed measure for the modia-







m A1da. For (ii) we hoose 1V pxqmpxqdx. For
(iii) we hoose hpxq2mpxqdx. The fat that pLxα,Conjph,Lq  pLxα,L despite Lα,Conjph,Lq  Lα,L
omes from a hange of speed measure.
Next we haraterize the nite-dimensional marginals of the oupation eld by stating
the results that appear in [Jan11℄, hapter 4.

















































If J is a disrete subset of I, then p pLxαqxPJ, viewed as a stohasti proess that evolves when x
inreases, is an inhomogeneous ontinuous state branhing proess with immigration dened
on the disrete set J. In partiular, for any x1 ¤ x2 ¤    ¤ xn P I and p P t1, 2, . . . , nu,





pLxpα , pLxp 1α , . . . , pLxnα
	
are independent onditional on
pLxpα .
Next we show that the proesses x ÞÑ pLxα parametrized by x P I, where x is assumed
to inrease, is an inhomogeneous branhing proess with immigration of form (2.4.2). In
partiular, it has a ontinuous version and is inhomogeneous Markov.
Proposition 2.4.4. p
pLxαqxPI has the same nite-dimensional marginals as a solution to
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If L is the generator of a Brownian motion on p0, 8q killed when it hits 0, then p pLxαqx¡0
has the same law as the square of a Bessel proess of dimension 2α starting from 0 at x  0.
If L is the generator of a Brownian motion on p0, xmaxq, killed when hitting the boundary,
then p
pLxαq0 x xmax has the same law as the square of a Bessel bridge of dimension 2α from
0 at x  0 to 0 at x  xmax.
Proof. Let x0   x P I and λ0, λ ¥ 0. Applying the identity (2.4.7) to the ase of two























Gpx0, x0q   λ0

α
For y ¤ x, let
ψpy, x, λq :
Gpx, yqGpy, xqλ
Gpy, yqpGpy, yq   λdety,xGq
ϕpy, x, λq :  log

Gpy, yq
Gpy, yq   λdety,xG


One an hek that the right-hand side of (2.4.9) equals
Λpx0, λ0   ψpx0, x, λqq exppαϕpx0, x, λqq













pLx0α ψpx0, x, λq
	





























qpyqψpy, x, λq  wpyqψpy, x, λq
and we have the initial onditions ψpx, x, λq  λ and ϕpx, x, λq  0. Thus (2.4.10) has the
same form as (2.4.6) where cpyq  αwpyq. Let pZyqyPI,y¥x0 be a solution to (2.4.8) with the
initial ondition Zx0 being a gamma random variable of parameter α with mean αGpx0, x0q.
It follows from what preedes that p
pLx0α , pLxαq has the same law as pZx0 , Zxq. Using the
onditional independene satised by the oupation eld, we dedue that p
pLyαqyPI,y¥x0 has
the same nite-dimensional marginals as pZyqyPI,y¥x0. Making x0 onverge to inf I along
a ountable subset, we get a onsistent family of ontinuous stohasti proesses, whih
indues a ontinuous stohasti proess pZyqyPI dened on whole I. It satises (2.4.8) and
has the same nite-dimensional marginals as p
pLyαqyPI .




whih is the SDE satised by the square of a Bessel proess of dimension 2α. Moreover
p
pLxαqx¡0 has the same one-dimensional marginals as the latter, more preisely pLxα is a gamma
r.v. of parameter α with mean 2αx. This shows the equality in law.
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whih is the SDE satised by the square of a Bessel bridge of dimension 2α from 0 at
x  0 to 0 at x  xmax. Moreover the latter proess and p pLxαq0 x xmax have the same one-
dimensional marginals, more preisely gamma r.v. of parameter α with mean 2αpxmax 
xq xxmax . Thus the two have the same law. 
We showed that p
pLxαqxPI has the same nite-dimensional marginals as a ontinuous
stohasti proess. We will assume in the sequel and prove in setion 2.5.2 that one an
ouple the Poisson ensemble Lα and a ontinuous version of its oupation eld p pLxαqxPI on
the same probability spae. This does not follow trivially from the fat that the proess
p
pLxαqxPI has a ontinuous version. Consider the following ounterexample: Let U be an
uniform r.v. on p0, 1q. Let E be a ountable random set of Brownian exursions dened as
follows: onditional on U E is a Poisson ensemble with intensity η¡UBM   η UBM . Let ppExqxPR
be the oupation eld of E . Then pE is ontinuous on p8, Uq and pU, 8q but not at U .
Indeed







pE 1xqxPR be the eld dened by: pE 1x  pEx if x  U and pE 1U  1. ppE 1xqxPR is ontinuous and
for any xed x P R pE 1x  pEx a.s. Thus ppE 1xqxPR is a ontinuous version of the proess ppExqxPR
but it an not be implemented as a sum of loal time aross the exursions in E . As we will
show in setion 2.5.2, suh a diulty does not arise in ase of Lα.
p
pLxαqxPI is an inhomogeneous ontinuous state branhing with immigration. The branh-
ing mehanism is the same as for the loal times of the diusion X , given by (2.4.1). The
immigration measure is αwpxqdx. The interpretation is the following: given a loop in Lα,
its family of loal times performs a branhing aording to the mehanism (2.4.1), indepen-
dently from the other loops. The immigration between x and x ∆x omes from the loops
whose minima belong to px, x  ∆xq. It is remarkable that although the immigration mea-
sure is absolutely ontinuous with respet to Lebesgue measure, there is only a ountable
number of moments at whih immigration ours. These are the positions of the minima of















Gpxj , xjq 




. For n large
Gpxj , xjq 
Gpxj1, xjqGpxj , xj1q
Gpxj1, xj1q
 wpxj1q∆xn   op∆xnq
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Gpxj , xjq 
























Gpxj , xjq 








pLpxj1q,xjα onverges in probability to α
³b
a
wpxq dx. This is onsistent
with our interpretation of immigration.
Next proposition deals with the zeroes of the oupation eld.
Proposition 2.4.5. Let x0 P I. If
³x0
inf I




Analogous result holds if
³sup I
x0
wpxq dx    8.
If α ¥ 1, then the ontinuous proess p pLxαqxPI stays almost surely positive on I. If α   1
then p
pLxαqxPI hits 0 innitely many times on I.
Proof. If
³x0
inf I wpxqdx    8, then L  κ, where κ is the killing measure of L, is also
the generator of a transient diusion. We an ouple p
pLxα,LqxPI and p pLxα,L κqxPI on the same
probability spae suh that a.s. for all x P I, pLxα,L ¤ pLxα,L κ. But aording to property
2.4.2 (i), p
pLxα,L κqxPI is just a sale hanged square of Bessel proess starting from 0 or






Regarding the number of zeros of p
pLxαqxPI on I, property 2.4.2 ensures that it remains
unhanged if we apply sale, time hanges and onjugations to L. Sine any generator of a
transient diusion is equivalent through latter transformation to the generator of a Brownian
motion on p0, 8q killed in 0, the result on the number of zeros of p pLxαqxPI follows from
standard properties of Bessel proesses. 
In [SW12℄ respetively [JL13℄ are studied the lusters of loops indued by a Poisson
ensemble of loops in the setting of planar Brownian motion respetively Markovian jump
proesses on graphs. In our setting of one dimensional diusions the desription of suh
lusters is simple and is related to the zeros of the oupation eld. We introdue an
equivalene relation on the loops of Lα: γ is in the same lass as γ˜ if there is a hain
of loops γ0, γ1, . . . , γn in Lα suh that γ0  γ, γn  γ˜ and for all i P t0, 1, . . . , n  1u,
γipr0, T pγiqsq X γi 1pr0, T pγi 1qsq  H. A luster is the union of all γpr0, T pγqsq where the
loops γ belong to the same equivalene lass. It is a subinterval of I. By denition lusters
orresponding to dierent equivalene lasses are disjoint.
Proposition 2.4.6. Let L be the generator of a transient diusion on I. If α ¥ 1,
the loops in Lα form a single luster: I. If α P p0, 1q, there are innitely many lusters.
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These are the maximal open intervals on whih p
pLxαqxPI is positive. In ase of the Brownian
motion on p0, 8q killed at 0, the lusters orrespond to the jumps of a stable subordinator






, we redue the problem to the previous ase. In ase of the Brownian motion on p0, 8q
killed at 0 and with uniform killing κ, the lusters orrespond to the jumps of a subordinator









Proof. Assume that Lα and a ontinuous version of p pLxαqxPI are dened on the same
probability spae. Almost surely the following holds
 Given γ  γ1 P Lα, min γ  max γ1 and max γ  min γ1.
 For all γ P Lα, ℓminγpγq  ℓmaxγpγq  0 and ℓxpγq is positive for x P pmin γ,max γq.
Whenever the above two onditions hold it follows deterministially that the lusters are
the intervals on whih p
pLxαqxPI stays positive. We dedue then the number of lusters from
proposition 2.4.5.
If L is the generator of the Brownian motion on p0, 8q killed at 0, then p pLxαqxPI is the
square of a Bessel proess of dimension 2α and its exursions orrespond to the jumps of a
stable subordinator with index 1 α.
In general a generator L has the same measure on loops as Conjpu
Ó
, Lq. A diusion of
generator Conjpu
Ó






into a Brownian motion on p0, 8q killed at 0. For the lusters, the hange of time
does not matter.



































orrespond to the jumps of the proess pS1pYtqqt¥0, whih is not a subordi-
nator. We will that nevertheless the latter proess the same set of jumps as a subordinator








. Let ε ¡ 0 and pYε,tqt¥0 be the proess obtained
from pYtqt¥0 by removing all the jumps of height less then ε. By onstrution Yε,t ¤ Yt.
pS1pYε,tqqt¥0 is a Markov proess: given the position of S
1
pYε,tq at time t, the proess
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The distribution of the orresponding jump of S1pYε,tq is obtained by pushing forward the















































































For the time-hanged proess pS1pYε,τεpvqqqv¥0, the rate of jumps of height belonging to















Thus, as ε goes to 0, on one hand the proess pS1pYε,τεpvqqqv¥0 onverges in law to










The lusters oalese when α inreases and fragment when α dereases. Some informa-
tion on the oalesene of lusters delimited by the zeroes of Bessel proesses is given in
[BP99℄, setion 3. This lusters an be obtained as a limit of lusters of disrete loops on
disrete subsets. In ase of a symmetri jump proess to the nearest neighbours on εN, if
α ¡ 1, there are nitely many lusters, and if α P p0, 1q, there are innitely many lusters
and these lusters are given by the holding times of a renewal proess, whih suitable nor-
malized onverges in law as εÑ 0  to the inverse of a stable subordinator with index 1α.
See remark 3.3 in [JL13℄.
We an onsider the oupation eld p
pLxα,LqxPI if L is not the generator of a diusion
but ontains reation of mass as in (2.2.19). In this setting, if h is a positive ontinuous
funtion on I suh that d
2h





It follows that if L P D then for all x P I, pLxα,L    8 a.s. and if L P D0 then for all
x P I, pLxα,L   8 a.s. If L P D , then aording to proposition 2.2.9 (iv), there is a positive
Radon measure κ˜ suh that L  κ˜ P D0. Then for all x P I, pLxα,L ¥ pLxα,Lκ˜   8. If
L P D, then properties 2.4.2 (i) and (ii) still hold. The desription given by the property
2.4.3 of the nite-dimensional marginals of p
pLxαqxPI is still true, although the ase of reation
of mass wasn't onsidered in [Jan11℄. p
pLxαqxPI still satises the SDE (2.4.8).
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Proposition 2.4.7. Let L P D and ν˜ a nite signed measure with ompat support in










(ii) L  ν˜ P D




















Proof. First observe that
³
I
pLxα,L|ν˜|pdxq is almost surely nite beause |ν˜| is nite and
has ompat support and p
pLxα,LqxPI is ontinuous. Also observe that D is onvex. So if
L  ν˜ P D, then for all s P r0, 1s, L  sν˜ P D.
(i) implies (ii): Let PLα,L be the law of Lα,L and PLα,L ν˜ be the law of Lα,L ν˜ . There

























But this an not be if L  ν˜ R D beause then for any x P I, pLxα,L    8 and pLxα,L ν˜   8.
Thus neessarily L  ν˜ P D.
(ii) implies (i): We rst assume that ν˜ is a positive measure and L   ν˜ P D. Then
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This implies (2.4.11). 
As in disrete spae ase, the above exponential moments an be expressed using deter-









The operator |Gsν˜ | is self-adjoint, positive semi-denite with ontinuous kernel funtion,
and aording to [Sim05℄, theorem 2.12, it is trae lass. Sine trae lass operators form a




















Proof. Gν˜ has only real eigenvalues. Indeed, let λ be suh an eigenvalue and f a non









The left-hand side of (2.4.15) is non-negative. If the right-hand side of (2.4.15) is non-zero,

















and thus λ is real.
The operators Gsν˜ are ompat and the harateristi spae orresponding to eah of
their non-zero eigenvalue is of nite dimension. Let pλiqi¥0 be the non-inreasing sequene
of positive eigenvalues of Gν˜ . Eah eigenvalue λi appears as many times as the dimension
of its harateristi spae kerpGν˜  λiIdq
n
(n large enough). Similarly let pλ˜jqj¥0 be the
non-dereasing sequene of the negative eigenvalues of Gν˜ . Let s P r0, 1s. Aording to the
resolvent identity (lemma 2.2.8), the operators Gν˜ and Gsν˜ ommute and satisfy the relation











is a non-inreasing sequene of positive eigenvalues of
Gsν˜ . If
1






is also a sequene of eigenvalues
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This onludes the proof. 
2.4.3. Dynkin's isomorphism. In this subsetion we reall the equality in law ob-
served in [Jan11℄ between the oupation eld p
pLx1
2
qxPI and the square of a Gaussian Free
Field and show how to derive from this partiular versions of Dynkin's isomorphism.
Let L be a generator of a transient diusion on I of form (2.2.11). Let pφxqxPI be a
entred Gaussian proess with variane-ovariane funtion:
Erφxφys  Gpx, yq
















is a standard Brownian motion starting from 0 at rSpinf Iq. In
partiular pφxqxPI is inhomogeneous Markov and has ontinuous sample paths.
It was shown in [Jan11℄, hapter 5, that when α  12 p
pLx1
2





xqxPI . In ase of a Brownian motion on p0, 8q killed in 0, p
pLx1
2
qx¡0 is the square of
a standard Brownian motion starting from 0. In ase of a Brownian motion on p0, xmaxq
killed in 0 and xmax, p pLx1
2
q0 x xmax is the square of a standard Brownian bridge on r0, xmaxs
from 0 to 0. In ase of a Brownian motion on R with onstant killing rate κ, p pLx1
2
qxPR is the
square of a stationary OrnsteinUhlenbek proess.
The relation between the oupation eld of a Poisson ensemble of Markov loops and
the square of a Gaussian Fee Field extends the Dynkin's isomorphism whih we state below
(see [Dyn84a℄ and [Dyn84℄):
Theorem(Dynkin's Isomorphism). Let x1, x2, . . . , x2n P I. Then for any non-negative


































Next we will show that in ase xi  xi n, for i P t1, . . . , nu , i.e.
±2n





xi , one an dedue the Dynkin's isomorphism from the relation
between the square of the Gaussian Free Field and the oupation eld. In [LMR15℄ and
[FR14℄ this is only done in ase n  1 and x1  x2 using the Palm's identity for Poissonian
ensembles and the analogue of the relation (2.3.14). To generalize for any n we will use an
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extended version of Palm's identity and the absolute ontinuity relation given by proposition
2.3.19 (ii).
Lemma 2.4.9. Let E be an abstrat Polish spae. Let MpEq be the spae of loally nite
measures on E and let M P MpEq. Let Φ be a Poisson random measure of intensity M.
Let H be a positive measurable funtion on MpEq  En. Let Pn be the set of partitions of
t1, . . . , nu. If P P Pn and i P t1, . . . , nu, then Ppiq will be the equivalene lass of i under


























Proof. We will make a reurrene over n. If n  1, (2.4.18) is the Palm's identity for
Poisson random measures. Assume that n ¥ 2 and that (2.4.18) holds for n 1. We set
rHpΦ, q1, . . . , qn1q :
»
E












































Given a partition P 1 P Pn1, one an extend it to a partition of t1, . . . , n 1, nu either by
deiding that n is single in its equivalene lass or by hoosing an equivalene lass c1 P P 1
and adjoining n to it. In the identity (2.4.19) the rst ase orresponds to the integration


















δqc1 , qP 1p1q, . . . , qP 1pn1q, qnq

Mpdqnq
The seond ase orresponds to the integration with respet to δqc1 pdqnq. Thus the right-
hand side of (2.4.19) equals the right-hand side of (2.4.18). 
Next we show how derive a partiular ase of Dynkin's isomorphism using the above
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Let SnpPq be all the permutations σ of t1, . . . , nu suh that the lasses of the partition
P are the supports of the disjoint yles of σ. Given a lass c P P , let jc be its smallest




























and if the loop γc is a onatenation of paths γ˜jc , . . . , γ˜σ|c|1pjcq, γ˜σ|c|pjcq then
ℓxpγcq  ℓ
x





































But the right-hand side of (2.4.20) is just the same as the right-hand side of (2.4.17) in the
spei ase when for all i P t1, . . . , nu, xi n  xi. This nishes the derivation of the speial
ase of Dynkin's isomorphism.
2.5. Deomposing paths into Poisson ensembles of loops
2.5.1. Glueing together exursions ordered by their minima. Let L be the
generator of a diusion on I of form (2.2.11). A loop of Lα,L rooted at its minimal point
is a positive exursion. For a given x0 P I, we will onsider the loops γ P Lα,L suh that
min γ P pinf I, x0s. We will root these loops at their minima and then order the obtained
exursions in the dereasing sense of their minima. Then we will glue all these exursions
together and obtain a ontinuous paths ξ
px0q
α,L . The law of this path an be desribed as
a one-dimensional projetion of a two-dimensional Markov proess. Moreover this path
ontains all the information on the ensemble of loops Lα,L X tγ P L|min γ   x0u. So this
is a way to sample the latter ensemble of loops. In the partiular ase of α  1, ξ
px0q
1,L is the
sample paths of a one-dimensional diusion. This is analogue of the link between L1 and
the loop-erasure proedure already observed in [LW04℄ and in [Jan11℄, hapter 8 and will
de desribed in detail in setion 2.5.3 In the setion 2.5.1 we will onsider generalities about
glueing together exursions ordered by their minima and probability laws won't be involved.
In the setion 2.5.2 we will deal with ξ
px0q
α,L and identify its law. In the setion 2.5.3 we will
fous on the ase α  1 and desribe other ways of sliing sample paths of diusions into
Poisson ensembles of loops.
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Let x0 P R and let Q be a ountable everywhere dense subset of p8, x0q. We on-
sider a deterministi olletion of exursions peqqqPQ where peqptqq0¤t¤T peqq is a ontinuous
exursion above 0, T peqq ¡ 0 and
eqp0q  eqpT peqqq  0
t P p0, T peqqq, eqptq ¡ 0
We also assume that for all C ¡ 0 and a   x0, there are only nitely many q P QX pa, x0q




T peqq    8





T is a non-dereasing funtion. Sine Q is everywhere dense, T is inreasing. T is right-
ontinuous and jumps when x0  y P Q. The height of the jump is then T peyq.
Let Tmax : T p 8q P p0, 8s. For t P r0, Tmaxq we dene
θptq : x0  supty P r0, 8q|T pyq ¡ tu
θ is a non-inreasing funtion from r0, Tmaxq to p8, x0s. Sine T is inreasing, θ is ontin-
uous. We dene
bptq  infts P r0, Tmaxq|θpsq  θptqu
b ptq  supts P r0, Tmaxq|θpsq  θptqu
bptq   b ptq if and only if θptq P Q and then b ptq  bptq  T peθptqq. We introdue the
set
b : tt P r0, Tmaxq|θptq P Q, bptq  θptqu
b is in one to one orrespondene with Q by t ÞÑ θptq.
Finally we dene on r0, Tmaxq the funtion ξ:
ξptq :
"
θptq if θptq R Q
θptq   eθptqpt b

ptqq if θptq P Q
Intuitively ξ is the funtion obtained by gluing together the exursions pq   eqqqPQ ordered
in dereasing sense of their minima. See gure 2.1 for an example of ξ and θ.
Proposition 2.5.1. ξ is ontinuous. For all t P r0, Tmaxq
(2.5.2) θptq  inf
r0,ts
ξ
The set b an be reovered from ξ as follows:
(2.5.3) b  tt P r0, Tmaxq|ξptq  inf
r0,ts
ξ and Dε ¡ 0,s P p0, εq, ξpt  sq ¡ ξptqu
If t0 P b

then
(2.5.4) b pt0q  inftt P rt0, Tmaxs|ξptq   ξpt0qu
Proof. Let t P r0, Tmaxq. To prove the ontinuity of ξ at t we distinguish three ase:
the rst ase is when θptq P Q and bptq   t   b ptq, the seond ase is when θptq R Q and
the third ase is when θptq P Q and either bptq  t or b ptq  t.
In the rst ase, for all s P pbptq, b ptqq,
ξpsq  θptq   eθptqps b

ptqq
eθptq being ontinuous, we get the ontinuity of ξ at t.
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In the seond ase we onsider a sequene ptnqn¥0 in r0, Tmaxq onverging to t. Let
C ¡ 0. There are only nitely many q P Q suh that there is n ¥ 0 suh that θptnq  q
and max eq ¡ C. Moreover for any q P Q, there are only nitely many n ¥ 0 suh that
θptnq  q. Thus there are only nitely many n ¥ 0 suh that θptnq P Q and max eθptnq ¡ C.
So for n large enough
(2.5.5) θptnq ¤ ξptnq ¤ θptnq   C
But ξptq  θptq and θptnq onverges to θptq. Sine we may take C arbitrarily small, (2.5.5)
implies that ξptnq onverges to θptq.
Regarding the third ase, assume for instane that θptq P Q and t  bptq. The right-
ontinuity of ξ at t follows from the same argument as in the rst ase and left-ontinuity
from the same argument as in the seond ase.





For the onverse inequality, we have
θptq  ξpbptqq ¥ inf
r0,ts
ξ
Regarding (2.5.3) and (2.5.4) we have the following disjuntion: if θptq P Q and bptq  
t   b ptq then ξptq ¡ θptq. If θptq P Q and t  bptq then for all s P p0, b ptq  bptqq,
ξpt   sq ¡ ξptq. If either θptq P Q and t  b ptq or θptq R Q then ξptq  θptq and there is a








Fig.2.1 - Drawing of ξ (full line) and θ (dashed line).
Previous proposition shows that one an reonstrut Q and the family of exursions
peqqqPQ only knowing ξ. (2.5.2) shows how to reover θ from ξ. (2.5.3) and (2.5.4) show how
to reover the left and the right time boundaries of the exursions of ξ above θ. Also observe
that the set dened by the right-hand side of (2.5.3) is ountable whatever the ontinuous
funtion ξ is, even if it is not obtained by glueing together exursions.
2.5.2. Loops represented as exursions and glued together. Let α ¡ 0 and
Lα,BM the Poisson ensemble of loops of intensity αµBM where µBM is the measure on loops
assoiated to the Brownian motion on R. Let x0 P R. We onsider the random ountable
set Q:
Q : tmin γ|γ P Lα,BMu X p8, x0q
Almost surely Q is everywhere dense in p8, x0q and for every q P Q there is only one
γ P Lα,BM suh that min γ  q. Almost surely γ P Lα,BM reahes its minimum at one
single moment. Given q P Q and γ P Lα,BM suh that min γ  q we onsider eq to be the
exursion above 0 equal to γ  q where we root the unrooted loop γ at argminγ. Then the
random set of exursions peqqqPQ almost surely satises the assumptions of the setion 2.5.1.
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Thus we an onsider the random ontinuous funtion pξα,BM ptq
px0q
qt¥0 onstruted by
glueing together the exursions pq   eqqqPQ in the way desribed in setion 2.5.1. Let
θ
px0q























Proposition 2.5.2. Let p







has the same law as

x0   | rBt| 
1
α







In partiular for α  1, pξ
px0q
1,BM ptqqt¤0 has the same law as a Brownian motion starting from
x0.
Proof. For a   x0 let Ta be the rst time θ
px0q
α,BM hits a. For l ¡ 0 let




Aording to the disintegration (2.3.27) of the measure µBM in the proposition 2.3.14, for all
a   x0 the family peqqqPQXpa,x0q of exursions above 0 is a Poisson point proess of intensity













Sine the above holds for all a   x0, we have the following equality in law
pξ
px0q
α,BM ptq  θ
px0q











the law of a Brownian motion starting from x0. See [RY99℄, hapter VI, 2. 
Aording to proposition 2.5.2 a Brownian sample path an be deomposed into a Pois-
son proess of positive exursion with dereasing minima.This deomposition id for instane
desribed in [KS10℄, setion 6.2.D. In ase α  1, proposition 2.4.4 states that the oupa-
tion eld of a the Poisson ensemble of loops assoiated to the Brownian motion on p0, 8q
killed at 0 is the square of a Bessel proess of dimension 2 starting from 0 at 0. This result
an also be obtained using the fat that pξ
px0q
1,BM ptqqt¤0 is a Brownian sample path and apply-
ing the rst Ray-Knight theorem whih gives the law of the oupation eld of a Brownian
path stopped upon hitting 0.







is a sample path of a
two-dimensional Feller proess. Let
T pR2q : tpx, aq P R2|x ¥ au DiagpR2q : tpx, xq|x P Ru
For px0, a0q P T
 
































rBtqt¥0 is a Brownian motion starting from 0. Ξ
px0,x0q
α,BM has the same law as Ξ
px0q
α,BM .







are the sample paths of the same Feller semi-group on
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T pR2q starting from all possible positions. Next we desribe this semi-group in terms of
generator and domain. Let f be a ontinuous funtion on T pR2q, C2 on the interior of
T pR2q, suh that all its seond order derivatives extend ontinuously to DiagpR2q. This
implies in partiular that the rst order derivatives also extend ontinuously to DiagpR2q.
We write B1f , B2f and B1,1f for the rst order derivative relative to the rst variable,
the seond variable and the seond order derivative relatively the rst variable. Applying




















































Let Dα,BM be the set of ontinuous funtions f on DR, C2 on the interior of T pR2q, suh
that all the seond order derivatives extend ontinuously to DiagpR2q and that moreover
satisfy the following onstraints: f and B1,1f are uniformly ontinuous and bounded (whih


















fpx, xq  0








onverges as t Ñ 0 , uniformly for
px0, a0q P T
 
pR2q, to 12B1,1fpx0, a0q. Moreover Dα,BM is a ore for 12B1,1 in the spae of
ontinuous bounded funtion on T pR2q.
Next we desribe what we obtain if we glue together the loops, seen as exursion, ordered
in the dereasing sense of their minima, where instead of Lα,BM we use the Poisson ensemble
of Markov loops assoiated to a general diusion. Let I be an open interval of R and rL a













with zero Dirihlet boundary onditions. Let
rS be a primitive of w˜pxq. We assume that
rSpsup Iq   8. Let
T pI2q : tpx, aq P I2|x ¥ au DiagpI2q : tpx, xq|x P Iu
Let
{T pI2q be the losure of T pI2q in pinf I, sup Is2.





























be the inverse funtion of p

























If α  1 then ξ
px0,a0q
α,L˜
is just the sample paths starting x0 of a diusion of generator rL. Let
pDα,L˜ be the spae of ontinuous funtions f on T pI2q satisfying
 f  rS1 is C2 on the interior of T pI2q and all the seond order derivatives extend
ontinuously to DiagpI2q.
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are bounded on T pI2q and extend ontinu-
ously to
{T pI2q.





onverge to 0 as a onverges to inf I uniformly
in x.






















is a family of sample path starting from all possible




depends weakly ontinuously on the starting point px0, a0q. The domain of the
generator of this semi-group ontains










Moreover there is only one Markovian or sub-Markovian semi-group with suh generator on
pDα,rL.
Proof. Sine a hange of sale does not alter the validity of the above statement, we















by a random time hange. The Markov property and the ontinuous
dependene on the starting point for Ξ
px0,a0q
α,rL
follows from analogous properties for Ξ
px0,a0q
α,BM .
























































The above loal martingale is bounded on all nite time intervals and thus is a true martin-
gale. Sine
1
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is suiently large, for instane that it ontains all funtions with ompat support in




B1,1fpx, aq  λfpx, aq  gpx, aq





pxq  λupxq  0
Let










Then f0 is a solution to (2.5.8) and it is ompatly supported in T
 
pI2q. We look for the
solutions to (2.5.8) of form
fpx, aq  f0px, aq   Cpaqu˜λ,Ópxq








































C is zero in the neighbourhood of inf I. Moreover u˜λ,Ó has a limit at  8. It follows that
f P pDα,L˜. 
Let L be the generator of a diusion on I of form (2.2.11). Let x0 P I. Consider the loops
γ in Lα,L suh that min γ   x0, rooted at argminγ, seen as exursions. Let pξpx0qα,L ptqq0¤t ζα
be the path on I obtained by glueing together this exursions ordered in the dereasing sense
of their minima. Let
θ
px0q

































. So it is a sample path of a two-dimensional Feller proess. In partiular
for α  1, ξ
px0q
1,L is the sample path of a diusion of generator





α,L ptq  inf I











α,L ptq  inf I
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Proof. First notie that if L is the generator of a reurrent diusion then rL  L.
Otherwise a diusion of generator
rL  L is, put informally, a diusion of generator L
onditioned to onverge to inf I (whih may our with zero probability). From onjugation
invariane of the measure on loops follows that Lα,L  Lα,rL. From property 2.3.6 (iv) and
orollary 2.3.10 follows that Ξ
px0q
α,L is obtained from Ξα,BM by sale and time hange in the








have the same law. Regarding the limits
of ξ
px0q
α,L at ζα, we need just to observe that they hold if L is the generator of the Brownian
motion on an interval of form pa, 8q, a P r8, 8q, and by time and sale hange they
hold in general. 








is enough to reonstrut Lα,L X tγ P L|min γ   x0u. From this we dedue the following
Corollary 2.5.5. If L is the generator of a transient diusion, it is possible to onstrut
on the same probability spae Lα,L and a ontinuous version of the oupation eld p pLxα,LqxPI .
Proof. By sale and time hange ovariane and onjugation invariane of the Poisson
ensembles of loops, it is enough to prove the proposition in ase of a Brownian motion on
p0, 8q killed at 0. Let pxnqn¥0 be an inreasing sequene in p0, 8q onverging to  8.












α,BM ptq  xn1
(
where onventionally we set x







one an reonstrut a family of loops γ suh that min γ P pxn1, xnq:










|rb, b s P Bn
(
 Lα,BM X tγ P L|min γ P pxn1, xnqu
(see (2.5.3)). The union of all previous families of loops for n ¥ 0 is a Poisson ensemble of
loops Lα,BM X tγ P L|min γ ¡ 0u.
Eah of ξ
pxn,xnq





























From theorems 1.1 and 1.7 in [RY99℄, hapter VI, 1, follows that we an onstrut on
the same probability spae ξ
pxn,xnq
































is the oupation eld of the loop orresponding to the time interval rb, b s. We need to
hek that a.s
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For x ¡ 0, onsider the random set of times
(2.5.10)
 
t P r0, Tn,xn1s|ξ
pxn,xnq













or if x R pxn1, xnq then
the set (2.5.10) is empty. Otherwise it is redued to one point: the rst hitting time












α,BM ptq  x
(
and has no atoms, and thus does not harge the set (2.5.10). This









is the oupation eld
of Lα,BM X tγ P L|min γ P pxn1, xnqu.













The above sum is loally nite and thus varies ontinuously with x. 
2.5.3. The ase α  1. Aording to proposition 2.5.4 in ase α  1 the Poisson
ensemble of loops L1,L an be reovered from sample paths of one-dimensional diusions.
A similar property was observed for loops of the two-dimensional Brownian Motion and of
Markov jump proesses on graphs. In [Jan11℄, hapter 8, it is shown that by launhing
onseutively symmetri Markov jump proesses from dierent verties of a nite graph
and applying the Wilson's algorithm ([Wil96℄), one an simultaneously onstrut a uniform
spanning tree of the graph with presribed weights on the edges and an independent Poisson
ensemble of Markov loops of parameter α  1. If D is a simply-onneted open domain of
C other than C, it was shown in [Zha12℄ that one an ouple a Brownian motion on D,
killed at hitting BD, and a simple urve pSLE2q with same extremal points suh that the
latter appears as the loop-erasure of the rst. It is onjetured that given this loop-erased
Brownian motion and an independent Poisson ensemble of Brownian loops of parameter 1,
by attahing to the simple urve the loops that ross it one reonstruts a Brownian sample
path. See [LW04℄, onjeture 1, and [LSW03℄, theorem 7.3.
in ase of one-dimensional diusions one an partially reover L1,L from Markovian
sample paths otherwise than sliing ξ
px0q
1,L in exursions. The next result has an analogue for
loops of Markov jump proesses on graphs. See [Jan11℄, remark 21.
Proposition 2.5.6. Assume that L is the generator of a transient diusion. Let x P I.
Let pXtq0¤t ζ be the sample path of a diusion of generator L started from x. Let pTx the
last time X visits x. For l ¥ 0 let
τxl : tt ¥ 0|ℓ
x
t pXq ¡ lu
Let pqjqjPN be a Poisson-Dirihlet partition PDp0, 1q of r0, 1s, independent from X, ordered







The family of bridges ppXtqτxlj1¤t¤τ
x
lj
qj¥0 has, up to unrooting, the same law as the loops
in
L1,L X tγ P L|x P γpr0, T pγqsqu
In partiular pXtq0¤t¤ pTx an be obtained through stiking together all the loops in Lα,L that
visit x.
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pLxα,L is an exponential r.v. with mean Gpx, xq and has the same
law as ℓxζ pXq. Moreover the Poisson ensemble pℓ
x
pγqqγPLα,L,γ visits x has up to reordering
the same law as plj  lj1qj¥0. Almost surely l ÞÑ τ
x








the same law as pXtq0¤t¤τxljlj1
. We onlude using identity (2.3.15) and the theory of
marked Poisson ensembles. 
Assume that L is the generator of a transient diusion. Let x P I and let pXtq0¤t ζ
be a sample path starting from x of the diusion orresponding to L. We will desribe two
dierent ways to slie pXtq0¤t ζ so as to obtain the loops
L1,L X tγ P L|γpr0, T pγqsq X rXp0q, Xpζqspor rXpζq, Xp0qsq  Hu
The rst method orresponds to the "loop-erasure proedure" applied to pXtq0¤t ζ and the
seond to the "loop-erasure proedure" applied to the time-reversed path pXζtq0 t¤ζ . Let
pTx be the last time pXtq0¤t ζ visits x. Let rT be the rst time X hits Xζ . If Xζ P BI then
rT  ζ. Let pqjqjPN be a Poisson-Dirihlet partition PDp0, 1q of r0, 1s, independent from X .
The rst method of deomposition is the following:





qj¥0 from x to x by
applying the Poisson-Dirihlet partition pqjqjPN to ℓxζ pXq, as desribed in proposi-
tion 2.5.6.
 Given the path pX
pTx t
q0¤t ζ pTx
, if Xζ   x we dene
b  :
!











b  is ountable and we dene on b  the map b:
bptq : sup
 













Xq0¤t ζ pTx . If Xζ ¡ x then
b  :
!











We dene on b  the map b:
bptq : sup
 


























where the loops are onsidered to be unrooted.
The seond method of deomposition is the following:
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 If Xζ   x we dene
b :
!
t P r0, rT q|Xt  inf
r0,ts
X and Dε ¡ 0 s.t. s P pt, t  εq, Xs ¡ Xt
)
On b we dene the map b :
b ptq : infts P pt, rT q|Xs  Xtu
ppXt sq0¤s¤b ptqtqtPb are the positive exursions of the path pXtq0¤t  rT above
pinf
r0,tsXq0¤t¤ rT . This is exatly the deomposition desribed in the previous se-
tion 2.5.2. If Xζ ¡ x then
b :
!
t P r0, rT q|Xt  sup
r0,ts
X and Dε ¡ 0 s.t. s P pt, t  εq, Xs   Xt
)
The map b  dened on b is
b ptq : infts P pt, rT q|Xs  Xtu
















t pXq ¡ l˜ju
We deompose the path pXtq
rT¤t ζ in bridges ppXtqτl˜j1¤t¤τl˜j
qj¥0 from Xζ to
Xζ .












where the loops are onsidered to be unrooted.
The loops in L 1ppXtq0¤t ζq and L 2ppXtq0¤t ζq are not the same but follow the same law.
Proposition 2.5.7. L 1ppXtq0¤t ζq and L 2ppXtq0¤t ζq, onsidered as olletions of
unrooted loops, have the same law. Let L1,L be a Poisson ensemble of loops independent
from Xζ . Then L
1
ppXtq0¤t ζq and L 2ppXtq0¤t ζq have the same law as
(2.5.11) L1,L X tγ P L|γpr0, T pγqsq X rXp0q, Xpζqs por rXpζq, Xp0qsq  Hu
Proof. First we will prove that L 2ppXtq0¤t ζq has the same law as (2.5.11). If
PpXζ  inf Iq ¡ 0, then onditional on Xζ  inf I, pXtq0¤t ζ has the law of a sample path
orresponding to the generator Conjpu
Ó
, Lq. If y P I X p8, xs and y is in the support of κ





L (property 2.3.2 (i)). Aording to the lemma 2.3.3, pXtq0¤t¤ rT and
pX
rT tq0¤t¤ζT˜ are independent onditionally Xζ  y, pXtq0¤t¤ rT having the law of a sam-
ple path orresponding to the generator Conjpu
Ó






L . From proposition 2.5.4 and 2.5.6 follows that L
2
ppXtq0¤t ζq
and (2.5.11) have the same law on the event Xζ ¤ x. Symmetrially this also true on the
event Xζ ¥ x.
The deomposition L 1ppXtq0¤t ζq is obtained by rst applying the deomposition L 2
to the time-reversed path pXζtq0 t¤ζ and then applying again the time-reversal to the
obtained loops. The law of the loops in (2.5.11) is invariant by time-reversal. Let y P I,
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applying the deomposition L 2 to the path pXζtq0 t¤ζ onditioned by Xζ  y gives
L1,L X tγ P L|γpr0, T pγqsq X ry, xs por rx, ysq  Hu
If PpXζ  inf Iq ¡ 0 then onditional on Xζ  inf I, the path pXtq0¤t ζ is a limit as
y Ñ inf I of paths following the law 1Gpx,yqµ
x,y
(i.e. the latter are restritions of the former).
Thus onditional on Xζ  inf I L
1
ppXtq0¤t ζq is an inreasing limit as y Ñ inf I of
L1,L X tγ P L|γpr0, T pγqsq X ry, xs  Hu
whih is
L1,L X tγ P L|γpr0, T pγqsq X rinf I, xs  Hu
Similar is true onditional on Xζ  sup I. 
CHAPTER 3
The analogue of the Wilson's loop erasure algorithm for
one-dimensional Brownian motion with killing
3.1. The algorithm and its output
3.1.1. Desription of the algorithm. Given a nite undireted onneted graph
G  pV,Eq and C a positive weight funtion on its edges, a Uniform Spanning Tree of the
weighted graph G is a random spanning tree with the ourrene probability of a spanning
tree T proportional to
¹
e edge of T
Cpeq
The edges belonging to the Uniform Spanning Tree are a determinantal point proess (trans-
fer urrent theorem). In [Wil96℄ Wilson showed how to sample a Uniform Spanning Tree
using suessive random walks to nearest neighbours, with transition probabilities propor-
tional to C, starting from dierent verties, and erasing the loops reated by these random
walks. The edges left after loop-erasure form a Uniform Spanning Tree. This is known
as Wilson's algorithm. See [BLPS01℄ for a review. In [Jan11℄, hapter 8, Le Jan shows
that the loops erased during the exeution of Wilson's algorithm are related to the Poisson
ensemble of Markov loops of parameter 1.
In [Jan11℄, hapter 10, Le Jan suggests that Wilson's algorithm an be adapted to
the situation where the random walk on a graph is replaed by a transient diusion on a
subinterval I of R. In this setion we will desribe the algorithm in the latter setting. The
algorithm returns on one hand a sequene of one-dimensional paths whih an be deomposed
into a Poisson ensemble of Markov loops of parameter 1 (setion 3.1.2), and on the other
hand a pair of interwoven determinantal point proesses on I, whih may be interpreted as
some kind of Uniform Spanning Tree. In setion 3.1.3 we will derive the law of this pair of
determinantal point proesses in the setting where the underlying is a Brownian motion on
R with a killing measure. In setion 3.1.4 we will give without proof the law in general ase
as it follows diretly from the Brownian ase.
Let I be a subinterval of R and L a generator of a transient diusion on I of form
2.2.11. Let κ be the killing measure in L, whih may be zero. Let pxnqn¥1 be a sequene of










be a sequene of
independent sample paths of the diusion of generator L, with starting points X
pxnq
0  xn.
In the rst step of Wilson's algorithm we will reursively dene sequenes pTnqn¥1, pYnqn¥1
and pJ qn¥1 where Tn is a killing time for Xpxnq, Yn is a nite subset of Supppκq Y BI and
Jn is a nite set of disjoint ompat subintervals of I¯, some of whih may be redued to one
point:
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 Assume that Yn and Jn are onstruted. If xn 1 P

JJn J then we set Tn 1 : 0,Yn 1 : Yn and Jn 1 : Jn. If xn 1 R


















JJn J then there is a unique J P Jn suh that X
pxn 1q
Tn 1
P J . In this
ase we set Yn 1 : Yn and














































It is immediate to hek by indution the following fats:












 The intervals in Jn are pairwise disjoint.
 7Yn  7Jn ¤ n
 For every y P Yn there is one single J P Jn suh that y P J .
 Yn  Yn 1
 If n ¤ n1, then for every J P Jn there is one single J 1 P Jn1 suh that J  J 1. We
denote ın,n1 the orresponding appliation from Jn to Jn1 . The appliation ın,n1 is
injetive. Trivially for n ¤ n1 ¤ n2, ın,n2  ın1,n2  ın,n1
 For any J P Jn, BJ  Yn Y tx1, . . . , xnu.























is a nite or ountable subset of SupppκqY BI. J
8
is a nite of ountable set of disjoint
subintervals of I¯, but these subintervals are not neessarily losed or bounded. For any
y P Y
8
, there is a single J P J
8





. For any J P Jn, there is a single J 1 P J8 suh that J  J 1. We dene
ın,8pJq  J
1
. ın,8 is injetive. Trivially, for n ¤ n
1
, ın,8  ın1,8  ın,n1 . We will sometimes
write Ynpx1, . . . , xnq, Jnpx1, . . . , xnq, Y8ppxnqn¥1q and J8ppxnqn¥1q in order to emphasize
the dependene on the starting points pxnqn¥1. In the setions 3.1.3 and 3.1.4 we will see
that
 The set Y
8
is a.s. disrete.
 A.s. for any intervals J P J
8
, JzBI is open




J is a.s. disrete.
























q may be interpreted as a spanning tree. Consider the following
undireted "graph": Its set of "verties" is I¯ Y t:u where : is a emetery point outside of
I¯. Ever point x P I is onneted by an "edge" to its two innitesimal neighbours x  dx
and x   dx. Every point in Supppκq is onneted by an "edge" to :. Finally any point
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J is onneted to its
innitesimal neighbours in I and Z
8
represents "edges" on I that are missing. Moreover
every point in Y
8
is onneted to :.




q is deterministi. In the rst one κ  0








(see [Bre92℄, hapter 16, for the haraterization of boundaries). Then Y
8
is made of this
boundary point and J
8




is empty. In the seond
ase I does not have regular or exit boundaries and κ is proportional to a Dira measure
cδy0 . Then Y8  ty0u and J8  tIu. Z8 is again empty. In all other situation Z8 is
non-empty and random. See gure 3.1.a for an illustration of pYn,Jnq for 1 ¤ n ¤ 5 and





b b b b b×
x4 x2 x3 x1 x5
b b b b b× ×
x4 x2 x3 x1 x5
b b b b b× ×
x4 x2 x3 x1 x5
b b b b b× × ×
x4 x2 x3 x1 x5
b b b b b× × ×
x4 x2 x3 x1 x5
Fig.3.1.a - Illustration of ppYn,Jnqq1¤n¤5: x-dots represent the points of Yn
and thik lines the intervals in Jn.
× × × × ×ld ld ld ld




q: x-dots represent the points of Y
8
and diamonds the points of Z
8
.











. These paths an be further deomposed using the proedure
desribed in the setion 2.5.3.












has the same law as the Poisson ensemble L1,L. Moreover it is independent from pY8,J8q.

























































































































To onlude we need only to show that almost surely
!











J being dense in I, whih will be proved in the next
setion. 




q: Brownian ase. In this setion









. First we will study the ase of a Brownian motion on a bounded interval pa, bq,
killed upon hitting a or b, and without killing measure. Then we will study the ase of the















Proposition 3.1.2. In the ase of a Brownian motion on a bounded interval pa, bq,
killed upon hitting a or b, and without killing measure, Y
8
is deterministi and equals ta, bu
and Z
8
is made of a single point distributed uniformly on pa, bq.
Proof. For n ¥ 1 we dene x˜n,0   x˜n,1        x˜n,n 1 as the family x1, . . . , xn, a, b
ordered inreasingly. Aording to this denition x˜n,0  a and x˜n,n 1  b. As a onvention
we denote x˜0,0 : a and x˜0,1 : b. For n ¥ 2, one of the following situations may our:
 Yn  tbu and Jn  trx˜n,1, bsu
 Yn  tau and Jn  tra, x˜n,nsu
 Yn  ta, bu and for some j P t2, . . . , nu, Jn  tra, x˜n,j1s, rx˜n,j, bsu





is an interval of form px˜n,j1, x˜n,jq.
We set tJu0  H. Let n ¥ 1. There is a j P t1, . . . , nu suh that xn P px˜n1,j1, x˜n1,jq.





















































 tbuq  0. Thus Y
8
 ta, bu. Almost surely for n large enough
Jn will be of form tra, x˜n,j1s, rx˜n,j, bsu for a random j P t2, . . . , nu. We denote by p n,1
respetively pn,2 the random values of x˜n,j1 respetively x˜n,j . Almost surely, neither of the
non-dereasing sequene pp n,1qn or non-inreasing sequene of pp

n,2qn is stationary. This
fat follows from the same argument aording to whih Y
8
is not redued to one point.
Moreover pn,2  p
 
n,1, bounded by sup2¤j¤npx˜n,j  x˜n,j1q, onverges to 0. It follows that
a.s. Z
8
is redued to one point, the ommon limit of p n,1 and p

n,2. Finally if a˜   b˜ are two
values taken by the sequene pxnqn¥1 then
PpZ
8
 pa˜, b˜qq 
b˜ a˜
b a
It follows that the unique point in Z
8
is distributed uniformly on pa, bq. 
We onsider now the ase of the Brownian motion on R with a non-zero Radon killing




px_yq will be the Green's funtion of 12
d2
dx2 κ. The law of
pYn,Jnqmay be expressed expliitly. LetQn be the ardinal of Yn. Let Yn,1, Yn,2, . . . ,Yn,Qpnq













n,q if one of
the starting points x1, . . . , xn is an atom of κ. To ompute reursively the joint law of above







starting from x, the distribution of B
pxq
ζ
is Gpx, yqκpdyq (see setion 2.2.2). Given a   x, let
Ta be the rst time B
pxq
hits a. Then










On the event Ta ¡ ζ, the distribution of B
pxq
ζ is:








More generally, if a   x   b and ζ˜ is the rst time Bpxq gets either killed by the killing
measure κ or hits a or b then

























Gpx, bq Gpa, bq





Gpb, bq Gpa, bq
Gpa, bq Gpa, aq



























Gpa, xq Gpa, bq





Gpa, aq Gpa, bq
Gpa, bq Gpb, bq
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 The distribution of B
pxq
ζ˜




Gpx, yq Gpa, yq Gpy, bq
Gpa, xq Gpa, aq Gpa, bq





Gpa, aq Gpa, bq
Gpa, bq Gpb, bq

 1a y bκpdyq
Above expressions give the law of pY1,J1q and the law of pYn 1,Jn 1q onditional on
pYn,Jnq. By indution one an derive the law of pYn,Jnq. We will express it using a single
identity involving a determinant. However this single identity may orrespond to dierent





and E, n where for q P E

n , Yn,q  p

n,q, for q P E
 
n , Yn,q  p
 
n,q and for q P E
, 
n ,
pn,q   Yn,q   p
 
n,q. For instane on the gure 3.1.a, Q5  3, E

5  t3u, E
 
5  t1u and
E, 5  t2u.




n q be a partition of t1, . . . , qu:





Let x be an inreasing funtion from En > E
, 
n to tx1, . . . , xnu and x
 
an inreasing
funtion from E n > E
, 











piq   x piq and that for every
i P En > E
, 




q suh that i  j, px
 
pjq  xpiqq has the same sign
as pj  iq. Let p∆iq1¤i¤n be a family of disjoint bounded intervals eah of whih may be
open, losed or semi-open suh that for every i   j, max∆i   min∆j , that for every i,
min∆i ¥ x

piq if i P En >E
, 
n , max∆i ¤ x
 
piq if i P E n > E
, 
n , and that for all i
xpi 1q, x pi 1q   min∆i, max∆i   x

pi  1q, x pi  1q
where in the previous inequalities one should only onsider the terms that are dened. Let
pi pyiq and p
 
i pyiq be the funtions dened by: p

i pyiq  x

piq if i P En > E
, 
n and yi
otherwise. p i pyiq  x
 
piq if i P E n > E
, 
n and yi otherwise. Then
(3.1.1) P
 












piq, pn,i  Yn,i,




piq, p n,i  x
 

























may be rewritten as a simpler produt:






















If σ is a permutation of t1, . . . , nu, then pYnpxσp1q, . . . , xσpnqq, Jnpxσp1q, . . . , xσpnqqq has the
same law as pYnpx1, . . . , xnq,Jnpx1, . . . , xnqq Moreover, for any n1 ¡ n and any permutation
σ of tn  1, . . . , n1u, the law of pYn1px1, . . . , xn, xσpn 1q, . . . , xσpn1qq,
Jn1px1, . . . , xn, xσpn 1q, . . . , xσpn1qqq onditional on pYnpx1, . . . , xnq,Jnpx1, . . . , xnqq is the
same as the law of pYn1px1, . . . , xn, xn 1, . . . , xn1q, Jn1px1, . . . , xn, xn 1, . . . , xn1qq onditional
on pYnpx1, . . . , xnq,Jnpx1, . . . , xnqq.
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may be indeed expressed as a produt (3.1.2). We
use the fat that for any a   b   a˜   b˜ P R:
















, that is to say from
pGppq pyqq, p
 












































By indution we get (3.1.2).
Next step is to hek that pYnpx1, . . . , xn2, xn1, xnq, Jnpx1, . . . , xn2, xn1, xnqq and
pYnpx1, . . . , xn2, xn, xn1q,Jnpx1, . . . , xn2, xn, xn1qq have the same law onditional on
pYn2px1, . . . , xn2q,Jn2px1, . . . , xn2qq. This an be done using the expliit expressions












. This invariane by
transposition of the two last starting points implies in turn all the invarianes by permutation
stated in the proposition.
From the invariane by permutation follows that one only needs to prove (3.1.1) in ase









The fat that the law of the tree obtained after n steps of Wilson's algorithm is invariant
under permutations of the starting points px1, . . . , xnq is something that is also satised in

















































Proof. Let n and q be xed. For n1 ¡ n, let










inreasingly. Conventionally we dene x˜n1,0 : p

n,q1 and x˜n1,Npn1q 1 : p
 
n,q. The ondition
Yn1Xppn,q1, p n,qq  H is satised if and only if for some i P t1, 2, . . . , Npn1q 1u, neessarily
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Thus
P






















n,q, Qn ¥ q
	
Let Tn1,i be the rst time B
px˜n1,iq
hits either pn,q1 or p
 
n,q or gets killed by the killing
measure κ. For i P t1, 2, . . . , Npn1q   1u let Tn1,i,x˜n1,i1 be the rst time B
px˜n1,iq
hits x˜n1,i1.
Sine the law of pYn1 ,Jn1q onditional on pYn,Jnq is invariant by permutation of points in
















































































qpx˜n1,i1qpx˜n1,i  x˜n1,i1q   opx˜n1 ,i  x˜n1,i1q
2px˜n1,i  x˜n1,i1q   opx˜n1 ,i  x˜n1,i1q
























Proposition 3.1.5. Let a   b P R. Then for all n ¥ 1




It follows that a.s. for all a   b P R, Y
8
X ra, bq is nite.
Proof. Let a˜   b˜ P ra, bs where a˜ is lose to b˜. We will rst show that for all n ¥ 1
(3.1.5) P






Gpx, xqκpdxq   opb˜ a˜q
where opb˜  a˜q is uniform over a˜ and b˜ lose to eah other in ra, bs. Then we will dedue
(3.1.4) by partitioning the interval ra, bq in small subintervals ra˜, b˜q and approximating the
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Yn 2px1, . . . , xn, a˜, b˜q X ra˜, b˜q  H
	
Sine the law of Yn 2 is invariant by permutation of the starting points:
P


















Y2pa˜, b˜q X ra˜, b˜q  H,Yn 2pa˜, b˜, x1, . . . , xnq X ra˜, b˜q  H
	


























Applying proposition 3.1.3 we get that
P


















pGpy, a˜qGpx, b˜q Gpy, b˜qGpa˜, xqqκpdyq 
Gpx, xq

PpT1 ¥ T1,xq  
Gpx, bq
Gpx, xq






















Y2pa˜, b˜q X ra˜, b˜q  H,Y8pa˜, b˜, pxjqj¥1q X ra˜, b˜q  H
	
Applying lemma 3.1.4 and proposition 3.1.3 we get that
P

































Gpy, aq Gpy, zq

































Y2pa˜, b˜q X ra˜, b˜q  H,Yn 2pa˜, b˜, x1, . . . , xnq X ra˜, b˜q  H
	
 opb˜ a˜q
Combining (3.1.6), (3.1.7) and (3.1.8) we get (3.1.5).
Now for j P N and i P t1, . . . , 2ju onsider the intervals ∆i,j dened by
∆i,j 
" 
a  pi 1q2jpb aq, a  i2jpb aq

if i ¤ 2j  1

a  p1 2jqpb aq, b

if i  2j
Then E r7pYn X ra, bqqs is the inreasing limit of
°2j










Gpx, xqκpdxq   2jop2jq
(3.1.4) follows. Sine (3.1.4) holds for all n, it also holds at the limit when n tends to  8.
This implies that Y
8
X ra, bq is a.s. nite. 
Proposition 3.1.6. Almost surely all the intervals in J
8
are open.




























Let n and q be xed. We will show (3.1.9). We will also assume that q ¥ 2. The proof is












n,q|pYn,Jnq, Qn ¥ q

 0
We reall that for n2 ¥ n   1, Bpxn2q is a Brownian motion starting from xn2 and it is
independent from pYn,Jnq. Let Tn2,pq,n be the rst time it hits pq,n and rTn2 the rst time
it either hits

JPJn J or gets killed by the killing measure κ. Sine the law of pYn1 ,Jn1q
































is lose to 1 if xn2 is lose enough to p

n,q. There is always



















n,q, Qn ¥ q
	
 0
whih onludes the proof. 
From proposition 3.1.6 follows that Z
8
is losed. Moreover it does not ontain any of
the points of the sequene pxnqn¥1. Sine the sequene pxnqn¥1 is everywhere dense, the
onneted omponents of Z
8
are single points. One an see that




X py, y˜qq  1.
 If Y
8




X p8, ys  H.
 If Y
8




X ry, 8q  H.
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See gure 3.1.b. The set Z
8
may be empty, whih for instane happens almost surely if κ










2 ¤ q ¤ Qn
*
We will write Znpx1, . . . , xnq and Z8ppxnqn¥1q whenever we need to emphasize the depen-
dene on the starting points.




q does not depend on the starting points pxnqn¥1.
Proof. Let px˜nqn¥1 be another sequene of pairwise disjoint points in R. We will show
that the sequene pY2npx1, . . . , xn, x˜1, . . . , x˜nq,Z2npx1, . . . , xn, x˜1, . . . , x˜nqq onverges in law
to pY
8
ppxnqn¥1q,Z8ppxnqn¥1qq and that pY2npx˜1, . . . , x˜n, x1, . . . , xnq,
Z2npx˜1, . . . , x˜n, x1, . . . , xnqq onverges to pY8ppx˜nqn¥1q,Z8ppx˜nqn¥1qq. Sine the two ou-
ples of point proesses pY2npx1, . . . , xn, x˜1, . . . , x˜nq,Z2npx1, . . . , xn, x˜1, . . . , x˜nqq and
pY2npx˜1, . . . , x˜n, x1, . . . , xnq, Z2npx˜1, . . . , x˜n, x1, . . . , xnqq have the same law, this will nish
the proof.
For the onvergene in law we will use the topology of uniform onvergene on ompat
sets of olletions of points in R. It an be dened using the following metri: Let dH be the
Hausdor metri on ompat subsets of R. One may use the metri dPP on point proesses:
dPP pX , rX q : dHptan1pX q Y t1, 1u, tan1p rX q Y t1, 1uq
In order to simplify the notations we will write:









rY2n, rZ2nq : pY2npx1, . . . , xn, x˜1, . . . , x˜nq,Z2npx1, . . . , xn, x˜1, . . . , x˜nqq
We an onstrut ppYn,Znqqn¥1, pY8,Z8q and pp rY2n, rZ2nqqn¥1 on the same probability
spae using independent Brownian motions starting from the points in pxnqn¥1 and px˜nqn¥1
and killed by the measure κ. We onstrut the sequene ppYn,Znqqn¥1 using the Wilson's
algorithm desribed in introdution. This way Yn  Yn 1 and Y8 

n¥1 Yn. In order
to onstrut
rY2n, we rst onstrut Yn and then ontinue the Wilson's algorithm using
the Brownian motions starting from x˜1, . . . , x˜n. This way Yn  rY2n but not neessarily
rY2n  rY2pn 1q.
Let C ¡ 0 and ε P p0, C2 q. Let δ P p0, 1q, δ small. There is N P N

suh that
P pYN X rC,Cs  Y8 X rC,Csq ¥ 1 δ















There is N 1 ¥ N suh that with probability 1 2δ the following two onditions hold:









We dene the following two random variables:
K : min
JPJN 1 ,JrC,Cs
pmin Jq K  : max
JPJN 1 ,JrC,Cs
pmax Jq
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2 s  rK
,K s. If (3.1.10) and (3.1.11) hold than for n ¥ N 1,
rK,K sz







rY2n X rK,K s  Yn X rK,K s
Applying lemma 3.1.4 we get that for all n ¥ N 1
P

rY2n satises (3.1.12) | (3.1.10) and (3.1.11) hold
	
¥ 1 δ
This implies that for all n ¥ N 1
P

rY2n satises (3.1.12), and (3.1.10) and (3.1.11) hold.
	
¥ 1 3δ
Let n ¥ N 1. On the event when (3.1.10) and (3.1.11) hold and rY2n satises (3.1.12), whih
happens with probability at least 1 3δ, the following is true:

rY2n X rK,K s  Y8 X rK,K s
 dHp rZ2n X rK,K s,Z8 X rK,K sq ¤ ε
In partiular with probability at least 1 3δ
 dPP p rY2n,Y8q ¤ 1 tan1pC2 q
 dHp rZ2n,Z8q ¤ ε  p1 tan1pC2 qq
Sine C is arbitrary large and ε and δ are arbitrary small, this implies that p rY2n, rZ2nq





Next we identify the law of Y
8
as a determinantal fermioni point proess. For gener-
alities on this proesses see [HKPV09℄, hapter 4, and [Sos00℄.





















In other words Y
8
is a determinantal point proess on R with referene measure κ and
determinantal kernel G.
Proof. Consider points a˜r   b˜r P rar, brs for r P t1, . . . , nu. We will show that
(3.1.14) P

r P t1, . . . , nu,Y
8

































where the quantities Opb˜r a˜rq and opb˜r a˜rq are uniform over a˜r   b˜r P rar, brs, a˜r lose to
b˜r. From (3.1.14) one dedues (3.1.13) by splitting the intervals rar, brs in small subintervals
and approximating the number of points in Y
8
X rar, brq by the number of subintervals of
rar, brq that ontain a point in Y8.
As the law of Y
8
does not depend on the hoie of everywhere dense sequene of starting
points, we will assume that the rst 2n starting points in Wilson's algorithm are in order
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a˜1, b˜1, . . . , a˜n, b˜n. We will show that for all non-empty subsets E of t1, . . . , nu
(3.1.15) P
























If for all r P t1, . . . , nu, Y2nXra˜r, b˜rq  H and ra˜r, b˜rs 

JPJ2n J then neessarily Q2n  n
and J2n  tra˜r, b˜rs|1 ¤ r ¤ nu. We will use the fat that aording to (3.1.1)
(3.1.17) P







































Let's show (3.1.15). A losed expression of the probability in (3.1.15) an be omputed
using (3.1.1) and lemma 3.1.4. Sine many dierent ongurations (dierent values of Q2n
and ongurations of J2n) ontribute to the probability in (3.1.15), we won't give the losed
expression and only give the estimates. Let E be a non-empty subset of t1, . . . , nu. If
r R E, then the ondition Y2n X ra˜r, b˜rq  H ontributes by a fator Opκpra˜r, b˜rqqq to
the probability in (3.1.15). If r P E, then the two onditions Y2n X ra˜r, b˜rq  H and
Y
8
X ra˜r, b˜rq  H imply that pa˜r, b˜rq X

JPJ2n J  H. Aording to the identity (3.1.3),
the ondition pa˜r, b˜rq X

JPJ2n J  H ontributes to the probability in (3.1.15) by a fator
Opu
Ó
pa˜rquÒpb˜rq  uÒpa˜rquÓpb˜rqq  Opb˜r  a˜rq
Aording to the lemma 3.1.4, the additional ondition Y
8
Xra˜r, b˜rq  H ontributes to the








We deal now with (3.1.16). As in the previous ase, the ondition that for all r P






in (3.1.16). The ondition ra˜r0, b˜r0s 

JPJ2n J implies that there is i P t2, . . . , Q2nu suh




2n,i   b˜r0 . As previously, this ontributes by a fator Opb˜r0  a˜r0q to
the probability. Combining (3.1.15), (3.1.16) and (3.1.17) yields (3.1.14). 





A standard ondition for a determinantal point proess with kernel G relative to the measure
κ to be well dened is Gκ to be positive semi-denite, ontrating and loally trae lass.
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We explain why this is true. Let f be a ompatly supported L2pdκq funtion. Then the












































RpGκfqfdκ, whih implies that Gκ is ontrating and hene an be ontinuously extended
to a ontration of the whole spae L2pdκq. Gκ is loally trae lass beause it is positive
semi-denite and its funtional kernel is ontinuous (see theorem 2.12 in [Sim05℄, hapter
2).
Next we give a riterion for Y
8
to be nite or just to be nite in the neighbourhood of
either  8 or 8.
Proposition 3.1.9. If
³











xκpdxq   8 then almost surely 7pY
8
Xp0, 8qq   8. In general, for all a P R
(3.1.20) PpY
8
















Gpx, xqκpdxq    8
If
³
R |x|κpdxq   8 then a.s. 7Y8   8.






 8 then (3.1.19) holds aording to 2.2.3 and hene 7pY
8
X p0, 8qq is nite is nite a.s.
We will prove (3.1.20). If
³
p0, 8q
xκpdxq   8 then aording 2.2.3 u
Ó
p 8q ¡ 0 and
thus 7pY
8
Xp0, 8qq   8 a.s. Let a   b P R. We assume that the two rst starting points
in Wilson's algorithm are a and b. Then
PpY
8































































Letting b go to  8 in (3.1.21) gives (3.1.20). 
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Next we will show that Z
8
is a determinantal point proess with kernel K relative to
the Lebesgue measure where










































If for r P t1, 2, . . . , nu, κptaruq  κptbruq  0 then
(3.1.23) P pr P t1, 2, . . . , nu, 7pZ
8





Proof. We will only prove (3.1.23). (3.1.22) an be dedued from (3.1.23) by diving the
intervals par, brq in small subintervals and approximating the expeted number of points in
these subintervals by the probability to have one single point per subinterval. Observe that






q is left-ontinuous. So the approximation an still be done.
Consider theWilson's algorithmwhere the 2n rst starting points are in order a1, b1, a2, b2,
. . . , an, bn. Then
(3.1.24) P pr P t1, 2, . . . , nu, 7pZ
8
X par, brqq  1q 
P

r P t1, 2, . . . , nu, par, brq  Rz
¤
JPJ2n
J, par, brq X Y8  H


Applying lemma 3.1.4 we get that (3.1.24) equals
(3.1.25) P






































































































































































































































































































parquÒpbrq  uÒparquÓpbrqq  detpKpai, bjqq1¤i,j¤n
(3.1.25) together with (3.1.30) gives (3.1.23). 
To see that the operator indued by the kernel K on L2pLebq is positive semi-denite,
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The determinantal kernels G and K both satisfy the following relation: for any x ¤ y ¤
z P R
(3.1.31) Gpx, yqGpy, zq  Gpx, zqGpy, yq Kpx, yqKpy, zq  Kpx, zqKpy, yq
For x P R and y, z ¡ x, we dene
(3.1.32) Gpxqpy, zq : Gpy, zq
Gpx, yqGpx, zq
Gpx, xq
Kpxqpy, zq : Kpy, zqKpx, yqKpx, zqKpx, xq
Relation (3.1.31) ensures that detpGpyi, yjqq1¤i,j¤n and detpKpzi, zjqq1¤i,j¤n an be fa-
torised as follows: If y1   y2        yn then





If z1   z2        zn then





The relations (3.1.31) or equivalently the fatorisations (3.1.33) and (3.1.34) imply that the




are independent, that is to say
onditional on Y
8
having a point at y0, the position of the next higher point y is independent
on Y
8
X p8, y0q, and similarly for Z8 ([Sos00℄, setion 2.4). Conditional on y0 P Y8 the
distribution of its higher neighbour in Y
8
is of the form fGpy0, yqκpdyq. Similarly denote
fKpz0, zqdz the distribution between two onseutive points in Z8 onditional on z0 be the
lowest one. Following relations relateGpy0qpy, yq respetively Kpz0qpz, zq to fG respetively
fK:






fGpy0, y1qfGpy1, y2q . . . fGpyj1, yqκpdy1q . . . κpdyj1q






fKpz0, z1qfKpz1, z2q . . . fKpzj1, zqdz1 . . . dzj1
If
³
p0, 8q x kpdxq    8, i.e. Y8 X p0, 8q a.s. nite, then
³
py0, 8q




fKpz0, zqdz   1.
Given a ouple of interwoven point proesses pY,Zq on R suh that between any two
onseutive point in Y lies one single point of Z and suh that for any J bounded subinterval
of R Y satises the onstraint
E

7pY X Jq    8
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»
y0 z1 y1 ...zn yn





n 1 onseutive points in Y
z1,...,znPZ
y0 z1 y1 ...zn yn
fpy0, z1, y1, . . . zn, ynq

MnpY,Zqpdy0, dz1, dy1, . . . dzn, dynq is the innitesimal probability for y0, y1, . . . yn being





q, M0pY8,Z8qpdy0q  Gpy0, y0qκpdy0q.
Proposition 3.1.11. For n ¥ 1
MnpY8,Z8qpdy0, dz1, . . . dzn, dynq 2nuÒpy0quÓpynqκpdy0qdz1 . . . dznκpdynq
2nGpy0, ynqκpdy0qdz1 . . . dznκpdynq
(3.1.35)
Moreover







κpdyq  almost everywhere









pzq dz  almost everywhere




is the following: given two onseutive points
y1   y2 in Y8, then the point of Z8 lying between them is distributed uniformly on py1, y2q
and independently on the behaviour of Z
8





is the following: given two onseutive points z1   z2 in Z8,
then the point of Y
8




and independently on the behaviour of Y
8
on p8, z1q Y pz2, 8q. If
³
p8,0q
|x|κpdxq    8, then minY
8
is distributed onditional on Z
8




















Proof. Let a0   b0   a˜1   b˜1   a1   b1        a˜n   b˜n   an   bn P R. Let
Cnpa0, b0, a˜1, b˜1, a1, b1, . . . , a˜n, b˜n, an, bnq orresponding to the following onditions:
 Y
8
X ra0, b0s  H, Y8 X ran, bns  H
 r P t1, . . . , nu, 7pY
8
X rar, brsq  1
 r P t1, . . . , nu, 7pZ
8
X pa˜r, b˜rqq  1




q X pbr, a˜rs  H, pY8 YZ8q X rb˜r, ar 1q  H
We will ompute the probability of Cnpa0, b0, a˜1, b˜1, a1, b1, . . . , a˜n, b˜n, an, bnq. Consider that
we exeute the Wilson's algorithm where the 2n rst starting points are a˜1, b˜1, . . . , a˜n, b˜n.













P rar 1, br 1s. We further need
that for r P t1, . . . , nu, Y
8
X pa˜r, b˜rq  H. Thus applying (3.1.1), (3.1.3) and lemma 3.1.4



















The above probability also equals MnpY8,Z8qpra0, b0s  ra˜1, b˜1s  ra1, b1s      ra˜n, b˜ns 
ran, bnsq and gives the expression of (3.1.35). To get the expressions of fG and fK just
observe that
Gpy0, y0qfGpy0, yqκpdy0qκpdyq M1pry0, y0   dy0s  py0, yq  ry, y   dysq
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Kpz0, z0qfKpz0, zqdz0dz M3pp8, z0q  rz0, z0   dz0s  pz0, zq  rz, z   dzs  pz, 8qq








, exept for the possible extremal points of Y
8








xκpdxq    8. Again aording
to (3.1.35), onditional on z0 P Z8, the distribution of minY8 X pz0, 8q is proportional
to 1y¡z0uÓpyqκpdyq. To obtain the distribution maxY8 onditional on maxZ8, one must
weight u
Ó
pyq by 1 
³
y˜¡y fGpy, y˜qκpdy˜q, i.e. the probability of not having any point in Y8













































































κpdyq is simply proportional to 1y¡z0κpdyq. 
Proposition 3.1.12. In ase
³
R |x|κpdxq    8
Pp7Y
8












Proof. The distribution of the unique point y0 of Y8 on the event 7Y8  1 is given























It is the innitesimal probability of Y
8
having a point at y0 minus the probability of having
a point at y0 and an other lower, minus the probability of having a point at y0 and an other
higher, plus the probability of having a point at y0 surrounded by two neighbours on both





































q in two partiular ases. If the killing rate is uniform, that
is κpdyq  cdy where c is onstant, then
cfGpx0, xq  fKpx0, xq  2cpx x0qe
?
2cpxx0q




are i.i.d. gamma-2 variables with mean
b
2





is a Poisson point proess with intensity
?
2cdx. If the killing measure is of
form κ  c
°
jPZ δj where c is onstant, then again the spaings between onseutive points
in Y
8
are i.i.d random variables, this time integer valued. Let N2 be a random variable with
same distribution as this spaings. For any j P N
PpN2  jq  2cjp1 
?
2cqj
N2 an be written as N2  N1   rN1  1 where N1 and rN1 are two independent geometri
variables of parameter p1  
?
2cq1. Atually, if y0   y are two onseutive points in Y8
and z the point of Z
8
lying between them, then onditional on y0, ptzu y0, y tzuq has the
same law as pN1  1, rNq. Moreover ttzu|z P Z8u has the same law as Y8.




q: general ase. Let I be an open














with zero Dirihlet boundary onditions on BI with sample path denoted pXtq0¤t ζ We will




q in this generi ase. It an be derived in the
same way as it was done in the previous setion. Let G be the Green's funtion of L relative









are a.s. disrete point proesses. Let BI be the





y P BI|PpXζ  yq ¡ 0
(
If κ  0, the points in Y
8
X I are a determinantal point proess with determinantal kernel
Gpx, yq relatively the referene measure mpyqκpdyq. Z
8
is a determinantal point proess on









relative to the referene measure
dz
wpzq . Given two onseutive points y1   y2 in Y8, then the
point of Z
8





and independently on the behaviour of Z
8
on p8, y1q Y py2, 8q. Given two onseutive
points z1   z2 in Z8, then the point of Y8 lying between them is distributed on pz1, z2q





and independently on the behaviour of Y
8
on p8, z1q Y pz2, 8q.





3.2.1. Conditioning. In this hapter we will deal with monotone oupling for the




intruded in hapter 3.1. We will restrit to the
Brownian ase. Consider two dierent killing measures κ and κ˜ on R, with κ ¤ κ˜, and the









































We will provide an expliit onstrution for the this ouplings in the setion 3.2.2.









is onditioned by either ontaining a point at a given loation or not ontaining
any points in a given interval. These results will be used in the next setion. The onditional
law we will obtain are analogous to those of the Uniform Spanning Tree on a nite undireted
onneted graph: Let G be suh a graph, E the set of its edges, C a weight funtion on
E and Υ the orresponding Uniform Spanning Tree on G. Let E1 and E2 be two disjoint
subsets of E suh that E1 ontains no yles and suh that erasing the edges in E2 does not
disonnet G. The law of Υ onditioned by E1  Υ and Υ X E2  H an be desribed as
follows: Let G1 be the graph obtained from G trough erasing the edges in E2 and ontrating
(i.e. identifying the two end verties) the edges in E1. The edges of G1 are in one to one
orrespondene with EzE2. If we keep the same weight funtion C on these edges and take
Υ1 an Uniform Spanning Tree on G1, then Υ1 Y E1 has the same law as Υ onditioned by
E1  Υ and ΥXE2  H (see proposition 4.2 in [BLPS01℄).









dx2 κ. First we will restrit the Brownian motion with killing measure κ to a half-line
by adding either a killing or a reeting boundary point and desribe what is obtained if we
apply the Wilson's algorithm to it. This is related to some of the onditional laws we are
interested in. Diusions with reetion were not disussed so far.
















and for x0   y, z let

































and for y, z   x0 let

















Gpx0q respetively Gpx0q is the Green's funtion of 12
d2
dx2  κ restrited to the interval
px0, 8q respetively p8, x0q with zero Dirihlet boundary ondition at x0.
















and for y, z   x0 let






































and for y, z   x0 let

















Gpx0q respetively Gpx0q is the Green's funtion of 12
d2
dx2  κ restrited to the interval
rx0, 8q respetively p8, x0s with zero Neumann boundary ondition at x0. Equivalently
Gpx0q respetively Gpx0q is the restrition to rx0, 8q respetively p8, x0s of the Green's
funtion on R of 12
d2





Consider now x0 P R and pxnqn¥1 a dense sequene of pairwise disjoint points in
px0, 8q. We onsider the Wilson's algorithm applied to the Brownian motion on px0, 8q





be the interwoven point proesses in rx0, 8q obtained as










is a determinantal point proess with determinantal kernel Gpx0q relative to the measure
1
px0, 8qκ and Zpx0q8 is a determinantal point proess with kernel Kpx0q relative to the mea-
sure 1z¡x0dz. The distribution of the 2n losest to x0 points in pYpx0q8 Xpx0, 8qqYZpx0q8 ,
the odd-numbered belonging to Ypx0q
8











dz1κpdy1q . . . dznκpdynq
Its total mass equals Pp7Ypx0q
8
¥ n 1q. If the Wilson's algorithm is applied to the Brownian





point proesses returned by the algorithm, then the distribution of the 2n losest to x0
points in pYpx0q
8
X p8, x0qq YZpx0q
8
is given by the measure










1κpdy1q . . . dznκpdynq
Let now x0 P R suh that κptx0uq  0. If we replae the Brownian motion on px0, 8q
killed in x0 by a Brownian motion on rx0, 8q reeted in x0, and keep the killing measure









q an be also obtain through applying Wilson's algorithm to a Brownian
motion on R with the killing measure 1





q. Observe the dierene with gure 3.2.a at the third step of Wilson's
algorithm. Ypx0q
8
is a determinantal point proess with determinantal kernel Gpx0q relative
to the measure 1
px0, 8qκ. Zpx0q8 is a determinantal point proess with kernel Kpx0q relative
to the measure 1z¡x0dz. The distribution of the 2n1 losest to x0 points in Ypx0q8 YZpx0q8 ,
the odd-numbered belonging to Zpx0q
8
and the even-numbered to Ypx0q
8
, is given by the
measure










pynqκpdy1qdz1 . . . dzn1κpdynq





If the Wilson's algorithm is applied to the Brownian motion on p8, x0s, reeted at x0




q are the point proesses returned by the

















nqκpdy1qdz1 . . . dzn 1κpdynq
b b b bb ×
x0 x3 x2 x1x4
b b b bb× ×
x0 x3 x2 x1x4
× b b bb× ×
x0 x3 x2 x1x4
× b b bb× ×
x0 x3 x2 x1x4
× × × × × ×ld ld ld ld ld
x0





q: x-dots represent the points of Ypx0qn ,
diamonds the points of Zpx0qn and thik lines the intervals in J px0qn .
b b b bb ×
x0 x3 x2 x1x4
b b b bb× ×
x0 x3 x2 x1x4
b b b bb× ×
x0 x3 x2 x1x4
b b b bb× ×
x0 x3 x2 x1x4
b × × × × × ×ld ld ld ld ld
x0





q: x-dots represent the points of Ypx0qn ,





be the determinantal point proesses assoiated to the Brownian motion
on R with killing measure κ. Let n, n1 P N. The following two fatorizations hold:
Mn n1pY8,Z8qpdyn1 , dzn1 , . . . dy1, dz1, dy0, dz1, dy1, . . . , dzn, dynq 
M
py0q
n1 pYpy0q8 ,Zpy0q8 qpdz1, dy1, . . . , dzn1 , dyn1q Gpy0, y0qκpdy0q
M py0qn pYpy0q8 ,Zpy0q8 qpdz1, dy1, . . . , dzn, dynq
Mn n11pY8,Z8qpdyn1 , dzn1 1, . . . dz1, dy1, dz0, dy1, dz1, . . . , dzn1, dynq 
M
pz0q
n1 pYpz0q8 ,Zpz0q8 qpdy1, dz1, . . . dzn1 1, dyn1q Kpz0, z0qdz0
M pz0qn pYpz0q8 ,Zpz0q8 qpdy1, dz1, . . . dzn1, dynq
The above fatorisations imply the following:





Property 3.2.1. Let ε ¡ 0 and let F1 and F2 be two measurable non-negative fun-







































If y0 P Supppκq, then onditional on y0 P Y8, pY8 X p8, y0s,Z8 X p8, y0sq and
pY
8
X ry0, 8q,Z8 X ry0, 8qq are independent, pY8 X p8, y0s,Z8 X p8, y0sq has the












If κpp8, z0qq ¡ 0, κppz0, 8qq ¡ 0 and κptz0uq  0, then onditional on z0 P Z8,
pY
8
Xp8, z0s,Z8Xp8, z0sq and pY8Xrz0, 8q,Z8Xrz0, 8qq are independent, pY8X
















q the pair of interwoven determi-
nantal point proesses orresponding to the killing measure κ   cδy0 , onditioned on Ypy0q8



















on the event 7pYpy0q
8






dz1κpdy1q . . . dznκpdynq











1κpdy1q . . . dznκpdynq
Let a   b P R. Next we will desribe what happens if we ondition by Z
8
X ra, bs  H.
This ondition implies in partiular that 7pY
8
X ra, bsq ¤ 1. Let pR be the quotient spae
where in R we identify to one point all the points lying in ra, bs. pR is homeomorphi to R.
Let πˆ be the projetion from R to pR. Let θ be the lass of ra, bs in pR. We dene on pR the
metri d
pR:
 If x   y   a or b   x   y then d
pRpπˆpxq, πˆpyqq  y  x.
 If x   a and y ¡ b then d
pRpπˆpxq, πˆpyqq  py  xq  pb aq.
 If x   a then d
pRpπˆpxq, θq  a x.
 If x ¡ b then d
pRpπˆpxq, θq  x b.
pR endowed with d
pR is isometri to R. So we an dene a standard Brownian motion on pR.
Let κˆ be the measure κ pushed forward by πˆ on pR. In partiular κˆptθuq  κpra, bsq. Let










q be the pair of interwoven determinantal point proesses on
pR obtained by applying
the Wilson's algorithm to the Brownian motion on
pR with killing measure κˆ.
Proposition 3.2.2. Conditional on Z
8










q. Moreover on the event Y
8
X ra, bs  H, the unique point in
Y
8
X ra, bs is distributed aording the probability measure
1a¤y¤bκpdyq
κpra,bsq .
Proof. First we ompute PpZ
8
X ra, bs  Hq. We onsider that a and b are the rst
two starting points in the Wilson's algorithm. Then
PpZ
8

















































Next we determine the Green's funtion
pG of 12
d2












 uˆκˆ  0


















































































































X ra, bs  Hq















X ra, bs  Hq
To prove the equality in law, we need to onsider the probabilities of all the events
Cnpa0, b0, a˜1, b˜1, a1, b1, . . . , a˜n, b˜n, an, bnq where n ¥ 1 and a0   b0   a˜1   b˜1   a1   b1  
     a˜n   b˜n   an   bn P R, orresponding to following onditions:
 Y
8
X ra0, b0s  H, Y8 X ran, bns  H
 r P t1, . . . , nu, 7pY
8
X rar, brsq  1
 r P t1, . . . , nu, 7pZ
8
X pa˜r, b˜rqq  1




q X pbr, a˜rs  H, pY8 YZ8q X rb˜r, ar 1q  H
We will also assume that either all of the rar, brs do not interset ra, bs or one of the rar, brs
is ontained in ra, bs and the other do not interset ra, bs. The probabilities of suh events








Xra, bs  H. We will denote
pCnpq the analogously dened events where we replae pY8,Z8q by p pY8, pZ8q. We do not
need to deal with the event 7Y
8
 1 beause then Z
8
 H.










 H. If there is r0 P t0, n 1u suh
that br0   a and b   ar0 1 then
P





















2pb˜r  a˜rq  2Lebpra˜r0, b˜r0szra, bsq
Using (3.2.3) we get that the above equals
PpZ
8
X ra, bs  Hq  P

pCnpπˆpa0q, πˆpb0q, πˆpa˜1q, πˆpb˜1q, . . . , πˆpanq, πˆpbnqq
	
If b   a0, then we onsider a Wilson's algorithm where the 2pn  1q rst starting points are
a˜1, b˜1, . . . , a˜n, b˜n, a, b. The onditions Cnpa0, b0, a˜1, b˜1, a1, b1, . . . , a˜n, b˜n, an, bnq and
Z
8




P ra0, b0s, B
pb˜nq
T2n







and for all r P t1, . . . , nu, Y
8





















































































































































































paqκpra0, b0sq. It follows that
P
























X ra, bs  Hq  P

pCnpπˆpa0q, πˆpb0q, πˆpa˜1q, πˆpb˜1q, . . . , πˆpanq, πˆpbnqq
	
Similar holds if bn   a.







 H. If 1 ¤ r0 ¤ n 1 then
P



























X ra, bs  Hq  P

pCnpπˆpa0q, πˆpb0q, πˆpa˜1q, πˆpb˜1q, . . . , πˆpanq, πˆpbnqq
	
Moreover πˆpar0q  πˆpbr0q  θ. If r0  0 then
P

























X ra, bs  Hq  P

pCnpπˆpa0q, πˆpb0q, πˆpa˜1q, πˆpb˜1q, . . . , πˆpanq, πˆpbnqq
	
and πˆpa0q  πˆpb0q  θ. We have a similar expression if r0  n. 
Next we deal with the ondition of the determinantal point proess Y
8
not harging a
given subinterval of R. We will onsider the following more general situation: Let κ and κ˜










q orresponding to the Brownian motion on R with
killing measure κ respetively κ˜. Let rG be the Green's funtion of 12
d2
dx2  κ˜, fatorized as
















We will assume that κ˜ κ has a rst moment, that is to say
»
R
|x|pκ˜pdxq  κpdxqq    8









By denition 0 ¤ χ ¤ 1. Let ∆ rY be the point proess obtained from rY
8
as follows: Given a
point y in rY
8
we hose to erase it with probability χpyq and keep it with probability 1χpyq,
eah hoie being independent from the other hoies and the position of other points. It
is immediate to hek that ∆ rY is a determinantal point proess with determinantal kernel
p
rGpx, yqqx,yPR relative to the measure p1  χqκ˜, that is to say the measure κ˜  κ. We will








q. In ase 1 χ








not harging this subinterval.















































rGpy, yqpκ˜pdyq  κpdyqq
	2
and Pp∆ rY  Hq ¡ 0.
Proof. First let us hek that
³
R
rGpy, yqpκ˜pdyq  κpdyqq    8. Sine κ˜  κ has a
rst moment, we need only to show that
rGpy, yq grows sub-linearly in the neighbourhood





dx2  1pa,bqκ˜. Then
rGa,bpy, yq is ane on p8, aq and on pb, 8q. Moreover rGpy, yq ¤






rGpy, yqpκ˜pdyq  κpdyqq    8
In partiular ∆ rY is a.s. nite.
To bound P
 
7∆ rY ¥ 2 we use the following:
P
 


















rGpy, yqpκ˜pdyq  κpdyqq
	2
The expression of E

7∆ rYp7∆ rY1q that we used is general for determinantal point proesses.
Let's prove now that Pp∆ rY  Hq ¡ 0. ∆ rY is determinantal point proess assoiated to
a trae-lass self-adjoint positive semi-denite ontration operator on L2pdκ˜dκq. Pp∆ rY 





Hq ¡ 0 if and only if all the eigenvalues of the operator are stritly less then 1 (see theorem




rGpx, yqfpyqpκ˜pdyq  κpdyqq
























  F κ˜  fpκ˜ κq
Assume by absurd that f  F pκ˜ κq-almost everywhere. Then
»
R
F pxq2pκ˜pdxq  κpdxqq 
»
R












Thus F is neessarily onstant. But then this means that pκ˜  κqpRq  κ˜pRq, whih is
impossible beause κ is non zero. Thus 1 is not an eigenvalue of the operator dening the




, the spaing between onseutive points of ∆ rY are independent. By on-
strution ∆ rY  Supppκ˜ κq. Given y0 P Supppκ˜ κq, let
1y¡y0f∆ rYpy0, yqpκ˜pdyq  κpdyqq
be the distribution of the lowest point in ∆ rY X py0, 8q onditional on y0 P ∆ rY . Sine y0
may be the maximum of ∆ rY, f∆ rYpy0, yqpκ˜pdyqκpdyqq   1. For y to be min∆ rYXpy0, 8q,
y must belong to rY
8
, all points in y1 P rY
8
X py0, yq must be erased (probability χpy
1
q for
















qκ˜pdy1q is the distribution ofmin rY
8
Xpy0, 8q onditional on y0 P rY8 (propo-
























































































(see setion 3.1.3). It follows that










In partiular, if y0   y1        yn P R, the innitesimal probability that ∆ rY has a point
at eah of the loations yi and no points in-between is


















Thus the expression of vκ,κ˜pyq is a sieve identity obtained as follows: vκ,κ˜pyqpκ˜  κqpdyq
is the innitesimal probability that ∆ rY ontains a point at y, from whih we subtrat the
innitesimal probabilities to have a point at y at another below respetively above, and to
whih we add the innitesimal probability to have a point at y and points both below and
above y. 





q onditional on ∆ rY  0. Let y0 P Supppκ˜ κq.
First we will ompute the probability that ∆ rY X py0, 8q  H onditional on y0 P rY8.








































































































































































pyqpκ˜pdyq  κpdyqq  κpdxq
2fpxqκpdxq
Thus f satises the same dierential equation as u
Ó








Gpy, yqpκ˜pdyq  κpdyqq
Thus f is bounded on the intervals of the type pa, 8q. It follows that there is a onstant
c2 P R suh that f  c2uÓ. Thus we get the identity (3.2.5). Let's show that c2 ¡ 0. Let






















f∆ rYpx, yqpκ˜pdyq  κpdyqq  P
 
∆rY X px, 8q  H|x P rY
8






¡ 0. Thus f is positive and c2 ¡ 0. 










Proof. It is enough to show that onditional on ∆ rY  H, rY
8
has the same law as
Y
8











. For n ¥ 1 and
y1        yn, let ρnpdy1, . . . dynq be the innitesimal probability for rY8 having a point at
eah of the loations yi and none in-between, onditional on ∆ rY  H. We need only to
show that












For y1        yn to be n onseutive points in rY8 and for ∆ rY  H, we need y1        yn
to be n onseutive points in rY
8
, to hoose not to erase any of yi (probability χpyiq) and





nally we need that ∆ rY X p8, y1q  H and ∆ rY X pyn, 8q  H. Thus
ρnpdy1, . . ., dynq 
1











































Applying lemma 3.2.4 we get that
ρnpdy1, . . . , dynq 
c1c2














Pp∆ rYHq does not depend on n, the previous equations implies that
Pp rY
8
 H|∆ rY  Hq  c1c2
Pp∆ rY  HqPpY8  Hq
But Pp rY
8
 H|∆ rY  Hq  PpY
8
 Hq  1. Thus
c1c2
Pp∆ rY  Hq  1
and 3.2.6 holds. 








q has the same law as the pair of interwoven determinantal point proesses
obtained from the Wilson's algorithm applied to the Brownian motion with killing measure
1Rzra,bsκ.
Lemma 3.2.7. Conditional on 7∆ rY  1 and on the position of the unique point Y in









Proof. It is enough to show that onditional on 7∆ rY  1 and on the position of the
unique point Y in ∆ rY, rY
8
has the same law as YpY q
8












Let n ¥ 1 and i0 P t1, . . . , nu. Let y1        yn P R. The innitesimal probability for




















































κpdyiq  pκ˜ κqpdyi0q





























In 3.2.7 appears the innitesimal probability for ∆ rY  tyi0u times the innitesimal proba-
bility for y1, . . . , yn being n onseutive points in Ypy0q
8
(ompare with expressions 3.2.1 and
3.2.2). 





q stated at the begining of setion 3.2.1. The onstrution of the oupling will





First we will desribe analogous monotone oupling results for Uniform Spanning Trees on
nite graphs. In this ase no expliit onstrution is known in general and the proof relies
on Strassen's theorem and the onditions for stohasti domination between determinantal
proesses shown in [Lyo03℄.
Proposition 3.2.8. Let G be a nite onneted undireted graph with E its set of edges,
and pCpeqqePE a positive weight funtion on E. Let F be a subset of E. Let p rCpeqqePE be an
other weight funtion suh
rC ¥ C and rC  C on EzF . Let Υ be the Uniform Spanning Tree
of G orresponding to the weights C and rΥ the Uniform Spanning Tree of G orresponding
to the weights
rC. There is a oupling of Υ and rΥ suh that
(3.2.8)
rΥX pEzF q  ΥX pEzF q
In ase F is made of all edges adjaent to a partiular vertex x0, and rC is proportional to
C on F , then there is a oupling satisfying the additional ondition
(3.2.9) ΥX F  rΥX F
Proof. It is enough to prove the rst oupling ((3.2.8)) in ase F is a single edge
(F  teu). Then by indution on 7F the general result will follow. From denition of
Uniform Spanning Trees is lear that Ppe P Υq ¤ Ppe P rΥq. Moreover, Υ onditional on
e P Υ respetively e R Υ has the same law as rΥ onditional on e P rΥ respetively e R rΥ.
A possible oupling is the following: rst we ouple 1ePΥ with 1ePrΥ in a way suh that
1ePΥ ¤ 1ePrΥ. In ase 1ePΥ  1ePrΥ  0 respetively 1ePΥ  1ePrΥ  1 we sample for both Υ
and
rΥ the same tree having the law of Υ onditioned by e R Υ respetively e P Υ. In ase
1ePΥ  0 and 1ePrΥ  1, we use the fat that on the edges in Ezteu, the law of Υ onditioned
by e P Υ is stohastially dominated by the law of Υ onditioned by e R Υ, whih implies
the existene of a monotone oupling by Strassen's theorem. See theorems 5.2, 5.3 and 5.5
in [Lyo03℄.
Now we onsider the ase of F made of all edges adjaent to a partiular vertex x0, and
rC is proportional to C on F . Let pΥ, rΥq be a oupling satisfying (3.2.8). In general it does
not satisfy (3.2.9). To deal with this issue we will re-sample the edges of Υ and rΥ ontained
in F , that is to say sample Υ1 having the same law as Υ, rΥ1 having the same law as rΥ, suh
that Υ1XpEzF q  ΥXpEzF q, rΥ1XpEzF q  rΥXpEzF q and suh that Υ1XF  rΥ1XF . Let
T1, . . . , TN be the onneted omponents of ΥXpEzF q. (3.2.8) ensures that eah onneted
omponent of
rΥ1XpEzF q is ontained in one of the Ti. Let T1,1, . . . , T1,q1 , . . . , TN,1, . . . , TN,qN
be the onneted omponents of
rΥ1 X pEzF q, where Ti,j  Ti. Conditional on T1, . . . , TN ,
Υ X F has the following law: for eah Ti one hooses an edge onneting x0 to Ti with
probability proportional to C, and independently from the edges of Υ that will onnet x0 to





other pTi1qi1i. Similarly for the law of rΥ onditional on T1,1, . . . , T1,q1 , . . . , TN,1, . . . , TN,qN .
To onstrut Υ1 and rΥ1 we use the fat that rC is proportional to C on F :
 We start with Υ and rΥ satisfying (3.2.8).
 Then we remove from Υ and rΥ the edges ontained in F .
 For eah Ti,j , we add to rΥ1 an edge onneting x0 to Ti,j , hosen proportionally to
its weight under C, eah hoie being independent from the others.
 For eah i P t1, . . . , Nu, there are qi edges in rΥ
1
onneting x0 to Ti, one for eah
pTi,jq1¤j¤qi . In order to onstrut Υ1, we need to hose one out of qi to keep and






The hoie is done independently for eah i P t1, . . . , Nu.
By onstrution Υ1 X F  rΥ1 X F . 
Consider now two dierent killing measures κ and κ˜ on R, with κ ¤ κ˜, and the ou-









q orresponding to the









































is analogous to (3.2.9), where the emetery : plays the role of the distinguished vertex x0.
We used the stohasti domination priniple ([Lyo03℄) for determinantal point proess with
determinantal kernel a projetion operator. It ensures the existene of a monotone oupling










q we will onstrut a whole family of rather expliit monotone ouplings.
Let
rG be the Green's funtion of 12
d2
dx2  κ˜, fatorized as





















In ase κ˜  cκ where c is a onstant, c ¡ 1, we have the following resolvent identity, whih
















Next we prove that a simple neessary but not suient ondition for monotone ou-
plings to exist is satised. It won't be used in the sequel but we prefer to give a diret proof
for it.
Proposition 3.2.9. For any z1, . . . , zn P R suh that κ˜ptziuq  0
(3.2.11) detp rKpzi, zjqq1¤i,j¤n ¥ detpKpzi, zjqq1¤i,j¤n
If κ˜  cκ, c ¡ 1, then for any y1, . . . , yn P Supppκq
(3.2.12) cn detp rGpyi, yjqq1¤i,j¤n ¥ detpGpyi, yjqq1¤i,j¤n





Proof. We will rst show (3.2.11). To begin with we will show that for any z1 P R,























































































































pz 1 qW puÓ, u˜Óqpz1q
	
¥ 0















































































pzqpdκ˜ dκq ¥ 0
The sequel of the proof works as in the previous ase.
Let's prove now (3.2.12). First we onsider the ase n  1. From the resolvent identity
(3.2.10) follows that
Gcκ Gκ  pc 1qpGκ GcκGκq
Sine Gcκ is ontrating, this implies that Gκ ¤ Gcκ, where the inequality stands for positive








Sine y1 P Supppκq, both sides of (3.2.13) are positive. The ontinuity of G and rG ensures
that c rGpy1, y1q ¥ Gpy1, y1q. In ase of general n, we use the fatorization (3.1.33). It is
enough to prove that for any x0   y, y P Supppκq
(3.2.14) c rGpx0qpy, yq ¥ Gpx0qpy, yq










rG is the restrition to px0, 8q
2









cκ be the operators on L2p1













cκ are ontrations and satisfy a resolvent identity similar to (3.2.10), whih
similarly implies (3.2.14). 
The resolvent identity (3.2.10) implies that Gκ and Gcκ ommute and that Gκ ¤ Gcκ.
It was shown in ase of determianatal point proesses on disrete spae that this a suient
ondition for a monotone oupling to exist. See theorem 7.1 in [Lyo03℄.
To onstrut the ouplings we will give several proedures that take deterministi ar-
guments, among whih pairs of interwoven sets of points, and return pairs of interwoven
random point proesses. The rst proedure we desribe will be used as sub-proedure in
subsequent proedures.
Proedure 3.2.10. Arguments:
 a pair pY,Zq of disjoint disrete sets of points in R suh that between any two points
in Y lies a single point in Z and vie-versa, and suh that inf Y YZ P Y Y t8u,
supY YZ P Y Y t 8u
 a positive Radon measure κ
 a point y0 P R suh that y0 R Z
Proedure:
(i) If y0 R Y, we dene a random variable Z distributed as follows:
(i a) If there are y1 P Y, z1 P Z Y t 8u, suh that y1   z1, y0 P py1, z1q and
Y X py1, z1q  Z
8









(i b) If there are y1 P Y, z1 P Z Y t8u, suh that z1   y1, y0 P pz1, y1q and











(ii) If there are y1 P Y, z1 P ZYt 8u, suh that y1   z1, y0 P py1, z1q and YXpy1, z1q 
Z X py1, z1q  H, then









rY , rZq  pY Y ty0uzty1u,Zq









rY , rZq  pY Y ty0u,Z Y tZuq
(iii) If there are y1 P Y, z1 P ZYt8u, suh that z1   y1, y0 P pz1, y1q and YXpz1, y1q 
Z X pz1, y1q  H, then














rY , rZq  pY Y ty0uzty1u,Zq









rY , rZq  pY Y ty0u,Z Y tZuq
(iv) If y0 P Y, we set p rY , rZq  pY,Zq.
Return: p
rY, rZq.





q orresponding to the killing measure κ, then its result p rY , rZq has





Proof. By onstrution y0 P rY. Let rZ1   rY1        rZn   rYn be the 2n losest points
to y0 in p rY Y rZq X py0, 8q. On the event minpY8 Y Z8q X py0, 8q P Z8 (point (ii) in

























































q X py0, 8q P Y8 (point (iii) in proedure 3.2.10), the







































dz1κpdy1q . . . dznκpdynq
The term (3.2.16) orresponds to the ase when a point is removed from Y
8
(ase (iii a) in
proedure 3.2.10) and (3.2.17) to the ase when Z is added to Z
8
(ase (iii b) in proedure









































































































So we obtain the density whih appears in (3.2.1).
It remains to prove that p
rYXpy0, 8q, rZXpy0, 8qq and p rYXp8, y0q, rZXp8, y0qq are
independent. Let Z
1 ¡ Y1 ¡    ¡ Zn1 ¡ Yn1 be the n
1
losest points to y0 in p rYY rZqX
p8, y0q. The distribution of the family of points pZ1, Y1 . . . , Zn1 , Yn1 , Z1, Y1, . . . , Zn, Ynq
on the event 7p


































































n1 zn1  z1 y0 z1  zn ynκpdyn1qdzn1 . . . dz1dz1 . . . dznκpdynq
The term (3.2.18) orresponds to point (iii) in proedure 3.2.10 and (3.2.19) to point (ii) in
















rY X py0, 8q, rZ X py0, 8qq and p rY X p8, y0q, rZ X p8, y0qq are independent. 
Lemma 3.2.12. We onsider the subspae of triples ppY,Zq, κ, y0q onsisting of a pair of
disrete sets of points pY,Zq, a Radon measure κ and a point y0 P R, and whih satises the
restritions on the arguments of proedure 3.2.10. We assume this subspae endowed with the
produt topology obtained from the topology of uniform onvergene on ompat subsets for
the pairs pY,Zq, the vague topology for the measures κ and standard order topology on R. If
p
rY, rZq is the pair of point proesses obtained by applying proedure 3.2.10 to the arguments
ppY,Zq, κ, y0q, then its law depends ontinuously on ppY,Zq, κ, y0q.
Proof. From lemma 2.2.4 it follows that the umulative distribution funtion of Z
(point (i) in proedure 3.2.10) depends uniformly ontinuously on ppY,Zq, κ, y0q in the neigh-
bourhood of triples where y0 R Y. Moreover the probabilities to make either the hoie (ii
a) or the hoie (ii b), as well as to make either the hoie (iii a) or the hoie (iii b),
depend ontinuously on ppY,Zq, κ, y0q. Thus the law of p rY , rZq depends ontinuously on
ppY,Zq, κ, y0q in the neighbourhood of triples where y0 R Y. Moreover in the neighbourhood
of triples where y0 P Y, with high probability, onverging to 1, p rY , rZq  pY,Zq. Thus the
law of p
rY , rZq is ontinuous also at these triples. 
First we will desribe a oupling in ase when κ˜ and κ dier by an atom: κ˜  κ  cδy0 .
We onstrut the oupling as follows:






 a pair pY,Zq of disjoint disrete sets of points in R suh that between any two points
in Y lies a single point in Z and vie-versa, and suh that inf Y YZ P Y Y t8u,
supY YZ P Y Y t 8u
 two positive Radon measures κ and κ˜ where κ˜ is of form κ˜  κ  cδy0 and y0 R Z.
Proedure:
(i) Let β be a Bernoulli r.v. of parameter c rGpy0, y0q.
(ii) If β  0 we set p rY , rZq  pY,Zq.
(iii) If β  1, we apply the proedure 3.2.10 to the arguments pY,Zq, κ and y0 and set
p




rY , rZq onstruted this way satises the following: between any two onseutive points
in
rY lies a single point in rZ and between any two onseutive points in rZ lies a point in rY .
By onstrution Z  rZ and rY  Y Y ty0u.
Proposition 3.2.14. If proedure 3.2.13 is applied to to the pair of interwoven deter-




q orresponding to the measure κ, then the returned pair of
point proesses p





orresponding to κ˜  κ  cδy0 .
Proof. Observe that a.s. y0 R Z8. First we deal with the ase κpty0uq  0. Then
almost surely y0 R Y8 and y0 P rY if and only if β  1. But
Ppβ  1q  Ppy0 P rYq  c rGpy0, y0q
Aording to orollary 3.2.6, onditional on y0 R rY, p rY8, rZ8q has the same law as pY8,Z8q,
that is to say the same law as p
rY , rZq onditional on β  0. Aording to lemma 3.2.11,
onditional on β  1, p rY, rZq follows the same law as p rY X p8, y0q, rZ X p8, y0qq, whih





q onditioned on y0 P rY8.
We deal now with the ase κpty0uq ¡ 0.
Ppy0 P rY8q  κ˜pty0uq rGpy0, y0q
Ppy0 P rYq  Ppβ  1q   Ppβ  0, y0 P Y8q
 c rGpy0, y0q   p1 c rGpy0, y0qqκpty0uqGpy0, y0q
But G and rG satisfy the resolvent identity (see lemma 2.2.8):
rGpy0, y0qκpty0uqGpy0, y0q 
κpty0uq
κ˜pty0uq  κpty0uq
pGpy0, y0q  rGpy0, y0qq
It follows that Ppy0 P rYq  Ppy0 P rY8q. Let κˇ : κ  κpty0uqδy0 and p qY8, qZ8q be the






q be the interwoven determinantal proesses orresponding to κ˜1. Aording to
orollary 3.2.6, p
rY , rZq onditioned by y0 R rY has the same law as pY8,Z8q onditioned by






q. For y0 P rY there are two possibilities: either y0 P Y8 or y0 R Y8 and β  1. In




q onditioned on y0 P Y8 has





q onditioned on y0 P rY8. In the seond ase pY8,Z8q onditioned
on y0 R Y8 has the same law as p qY8, qZ8q. This bring us bak to the situation κpty0uq  0.
Aording to what was proved earlier, onditional on y0 R Y8 and β  1, p rY, rZq has the










q onditioned on y0 P rY 1
8






onditioned on y0 P rY8. So again, p rY, rZq has the same law as p rY8, rZ8q. 
Next we onsider the more general ase where the measure κ˜ κ has a rst moment:
»
R
|x|pκ˜pdxq  κpdxqq    8










but allows to approah it.
Proedure 3.2.15. Arguments:
 a pair pY,Zq of disjoint disrete sets of points in R suh that between any two points
in Y lies a single point in Z and vie-versa, and suh that inf Y YZ P Y Y t8u,
supY YZ P Y Y t 8u
 two positive Radon measures κ, κ˜ suh that κ ¤ κ˜ and
³
R |x| pκ˜pdxqκpdxqq    8
and pκ˜ κqpZq  0.
Proedure:




(see notations of proposition 3.2.3)
(ii) Let Y be a real r.v. independent from β distributed aording to
vκ,κ˜pyqpκ˜ κqpdyq
Ppβ  1q
(iii) If β  0 we set p rY , rZq  pY,Zq.
(iv) If β  1, we apply the proedure 3.2.10 to the arguments pY,Zq, κ and Y and set
p
rY , rZq to be its result.
Return: p
rY, rZq.
Observe that in ase κ˜ and κ dier only by an atom, proedure 3.2.15 is the same as
proedure 3.2.13.









q be the pair of interwoven determi-
nantal point proesses orresponding to the killing measure κ respetively κ˜. We assume that




q and that p
rY , rZq is the returned pair of point pro-
esses. Then the total variation distane between the law of p









rGpy, yqpκ˜pdyq  κpdyqq
	2
.
Proof. Let ∆ rY be the determinantal point proess dened in setion 3.2.1 (see lemma
3.2.3). Aording to lemma 3.2.5, the law of p
rY , rZq onditional on β  0 is the same as





q onditional on ∆ rY  H. From lemmas 3.2.11 and 3.2.7 follows that
the law of p





7∆ rY  1. Moreover Ppβ  1q  Pp7∆ rY  1q. However
Ppβ  0q  Pp∆ rY  Hq   Pp7∆ rY ¥ 2q ¥ Pp∆ rY  Hq
It follows that the total variation distane between the law of p









rGpy, yqpκ˜pdyq  κpdyqq
	2
. 





Corollary 3.2.17. Let κ0 ¤ κ1 ¤    ¤ κj be positive Radon measures suh that
³




dx2κi and pYpiq8 ,Zpiq8 q the
pair of interwoven determinantal point proesses orresponding to κi. Let ppYpiq,Zpiqqq0¤i¤j





q; given pYpi1q,Zpi1qq, pYpiq,Zpiqq is obtained by applying proedure 3.2.15 to
the arguments pYpi1q,Zpi1qq, κi1 and κi. Then the total variation distane between the










Gi1py, yqpκipdyq  κi1pdyqq
	2
Proof. Let pY 1piq,Z 1piqq be the pair of point proesses obtained by applying proedure




q, κi1 and κi. Aording to lemma 3.2.16, the total




q is less or equal to

³
RGi1py, yqpκipdyq  κi1pdyqq
	2
. We denote by dq the total variation distane between




q. The total variation distane between the
law of pY 1piq,Z 1piqq and the law of pYpiq,Zpiqq is less or equal to di1. It follows that













Gi1py, yqpκipdyq  κi1pdyqq
	2











onsider that κ ¤ κ˜ and that
³
R |x|pκ˜pdxqκpdxqq    8. To onstrut the oupling we will
use a ontinuous monotoni inreasing path in the spae of measures, pκqq0¤q¤1, joining κ
to κ˜ (κ0  κ, κ1  κ˜). Suh a path is dened as follows: Let Λ be a positive Radon measure
on R r0, 1s satisfying the following onstraints:
 For any q P r0, 1s, ΛpR tquq  0
 For any A Borel subset of R,ΛpA r0, 1sq  κ˜pAq
For q P r0, 1s, we dene κq as the measure on R satisfying, for any A Borel subset of R
κqpAq  κ0pAq   ΛpA r0, qsq
For any q ¤ q1 P r0, 1s, κq ¤ κq1 . Moreover the map q ÞÑ κq is ontinuous for the vague




dx2  κq (for x ¤ y,
Gqpx, yq  uq,Òpxquq,Ópyq) and use the measure Gqpy, yqΛpdy, dqq, whih is nite.
Proedure 3.2.18. Arguments:
 a pair pY,Zq of disjoint disrete sets of points in R suh that between any two points
in Y lies a single point in Z and vie-versa, and suh that inf Y YZ P Y Y t8u,
supY YZ P Y Y t 8u
 two positive Radon measures κ, κ˜ suh that κ ¤ κ˜ and
³
R |x|pκ˜pdxqκpdxqq    8
and pκ˜ κqpZq  0.
 a ontinuous monotoni inreasing path in the spae of measures, pκqq0¤q¤1, join-
ing κ to κ˜, obtained by integrating the Radon measure Λ on R r0, 1s.
Proedure:





(i) First sample a Poisson point proess of intensity Gqpy, yqΛpdy, dqq on R  r0, 1s:
ppYj , qjqq1¤j¤N , the points being ordered in the inreasing sense of qj .
(ii) Then onstrut reursively the sequene ppYpjq,Zpjqqq0¤j¤N of pairs of interwoven
point proesses as follows: pYp0q,Zp0qq is set to be pY,Zq. pYpjq,Zpjqq is obtained
by applying proedure 3.2.10 to the arguments pYpj1q,Zpj1qq, κqj and Yj .
(iii) p
rY , rZq is set to be pYpNq,ZpNqq
Return: p
rY, rZq.
The ondition pκ˜ κqpZq  0 ensures that a.s., none of Ypjq lies in Z. By onstrution
Z  rZ and rY  Y Y Supppκ˜  κq. p rY , rZq diers from pY,Zq only by a nite number of
points. The law of p
rY , rZq depends only on the "geometrial path" pκqq0¤q¤1 and not on its
parametrization: if θ is an inreasing homomorphism from r0, 1s to itself, then proedure
3.2.18 applied the path pκθpqqq0¤q¤1 returns the same result (in law). Below an illustration
of proedure 3.2.18:
× ×× ×× ×× ×ld ldld ldld ld
× × × ××ld ld ld
× × × ×× ×ld ld ld ld
× × × ×× ××ld ld ld ldld
× × × × ×× ×ld ld ld ldld
× × × ×× × ×ld ld ld ldld




Fig.3.3 - Illustration of proedure 3.2.18: On the left are represented pY ,Zq and
the Poisson proess ppYj , qjqq1¤j¤N . On the right are represented the suessive
ppYpjq,Zpjqqq0¤j¤N . x-dots represent the points of Ypjq and diamonds the points of Zpjq.









q be the ouple of interwoven
determinantal point proesses orresponding to the killing measure κ respetively κ˜. We




q and that p
rY , rZq is the returned
ouple of point proesses. Then p





Proof. Observe that a.s. pκ˜  κqpZ
8
q  0. Let n P N. We dene the fam-





q. Given pYpj1,nq,Zpj1,nqq, pYpj,nq,Zpj,nqq is obtained by applying proedure




. We will show that as n tends to










onverges weakly to the law of p






Applying orollary 3.2.17, we get that the total variation distane between the law of


















































pdyq  κ j1
n
pdyqq









pdyq  κ j1
n
pdyqq  0






q onverges to 0 as n tends to innity.









as follows: Take a family












Whenever βi,n  1, we add to En a point pYi,n,
i1















n q are assumed to be independent and independent from pβ1,n, β2,n, . . . , βn,nq.





En, we apply suessively, for i ranging from 1 to n, the proedure 3.2.10 with the argu-
ments κ i1
n
and Yi,n whenever βi,n  1. At the end we get pYpn,nq,Zpn,nqq. Aording to
lemma 2.2.4, the law of the pair of point proesses returned by proedure 3.2.10 depends
ontinuously on the arguments. So to prove that pYpn,nq,Zpn,nqq onverges in law to p rY , rZq,
we only need to show that the random set of point En onverges in law to the Poisson



















































































































































































qpdyq b δ i
n
pdqq
onverges weekly to Gqpy, yqΛpdy, dqq, whih is the intensity of the Poisson point proess
ppYj , qjqq1¤j¤N . Thus the random sets En are ompound Bernoulli approximations of the
Poisson point proess ppYj , qjqq1¤j¤N and onverge in law to the latter. 
Given a ontinuous monotoni inreasing path pκqq0¤q¤1 in the spae of Radon mea-




q orresponding to κ0,
used as argument, proedure 3.2.18 yields non-homogeneous Markov q-parametrized proess
in the spae of interwoven pairs of disrete sets of points whose one-dimensional marginal
at any value q0 of the parameter is the pair of interwoven determinantal point proesses
orresponding to the killing measure κq0 . This orresponds to sampling only the partial
Poisson point proess of intensity 10¤q¤q0Gqpy, yqΛpdy, dqq and suessively applying pro-
edure 3.2.10 for eah of its points. In general, multidimensional marginals orresponding
to q1        qn depend not only on κq1 , . . . , κqn but on the whole path pκqqq1¤q¤qn . For
instane onsider two dierent paths pκqq0¤q¤1 and pκˆqq0¤q¤1 where

























































































dx2  κq and
pGqpx, yq 




dx2  κˆq. Let ppY8,Z8q, p rY8, rZ8qq be the
oupling between the point proess orresponding to κ0 respetively κ1 indued by the path
































































































































































































































































































































































































































The two ouplings are dierent.










q as follows: Consider a ontinuous monotoni inreasing path pκqq0¤q¤1 joining
κ to κ˜ satisfying the onstraint
q P r0, 1q,
»
R
|x|pκqpdxq  κ0pdxqq    8
Given q0 P p0, 1q, one an apply proedure 3.2.18 to the arguments pY8,Z8q, κ, κq0 and the
partial path pκqq0¤q¤q0 . As result we get a two interwoven determinantal point proesses
orresponding to the killing measure κq0 . At the limit as q0 tends to 1 we get something






Next we prove the existene of stronger ouplings in ase κ˜  cκ where c ¡ 1 is a
onstant.



































q given by proedure 3.2.18,

































For eah onneted omponent
rJ of Rz rZ
8
we sample a point
rY
rJ aording the measure
1yP rJ κ˜pdyq
κ˜p rJq





rJ are independent from Z8 and


















q. Let be J a onneted omponent of RzZ
8
and
rJ1, . . . , rJNJ the onneted omponents of Jz rZ8. On J we dene the r.v. YJ as follows:















: tYJ |J onneted omponent of RzZ8u
















From loop lusters and random interlaements to the
Gaussian free eld
4.1. Introdution
Here we introdue our framework, some notations, state our main results and outline
the layout of the paper.
We onsider a onneted undireted graph G  pV,Eq where the set of verties V is at
most ountable and every vertex has nite degree. We do not allow multiple edges nor loops
from a vertex to itself. The edges are endowed with positive ondutanes pCpeqqePE and
verties endowed with a non-negative killing measure pκpxqqxPV . κ may be uniformly zero.
pXtq0¤t ζ is a ontinuous-time sub-Markovian jump proess on V . Given two neighbouring
verties x and y, the transition rate from x to y equals the ondutane Cpx, yq. Moreover
there is a transition rate κpxq from x P V to a emetery point outside V . One suh a
transition ours, the proess X is onsidered to be killed. Moreover we allow X to blow
up in nite time, i.e. leave all nite sets. ζ is either  8 or the rst time X gets killed or
blows up. We assume that X is transient, whih is a ondition on C and κ. In partiular if
κ is not uniformly zero X is transient. pGpx, yqqx,yPV denotes the Green's funtion of X :












be the bridge probability measures of X , onditioned on ζ ¡ t
and let pptpx, yqqx,yPV,t¥0 be the transition probabilities of X . The measure µ on time-










Let α ¡ 0. Lα is dened to be the Poisson point proess in the spae of loops on G with








where tγ is the duration of the loop γ. The loops of Lα may be partitioned into lusters: if
γ, γ1 P Lα belong to the same luster if there is a hain γ0, . . . , γn of loops in Lα suh that
γ0  γ, γn  γ
1
and for all i P t1, . . . , nu γi1 and γi visit a ommon vertex ([JL13℄). A
luster C is a set of loops, but it also indues a sub-graph of G. Its verties are the verties
of G visited by at least one loop in C and its edges are those that join two onseutive points
of a loop in C. Therefore we will also onsider C as a subset of verties and a subset of edges
and use the notations γ P C, x P C and e P C where γ is a loop, x is a vertex and e is an
edge. Cα will be the random set of all lusters of Lα. It indues a partition of V .
123
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Let pφxqxPV be the Gaussian free eld on G, i.e. the mean-zero Gaussian eld with
Erφxφys  Gpx, yq. In [Jan11℄, setion 5, Le Jan showed that at intensity parameter α  12
the oupation eld p
pLx1
2




xqxPV . This equality in law may be
seen as an extension of Dynkin's isomorphism ([Dyn84a℄, [Dyn84b℄) and in turn enables
an alternative derivation of some version of Dynkin's isomorphism through the use of Palm's
identity for Poisson point proesses ([LMR15℄,[FR14℄ and [Lup13℄, setion 4.3). However
the question of relating the sign of φ to L 1
2
remained open. In this paper we show the
following:
Theorem 4.1. There is a oupling between the Poisson ensemble of loops L 1
2
and the
Gaussian free eld φ suh that the two onstraints hold:







 For all C P C 1
2
the sign of φ is onstant on the verties of C.
In setion 4.2 we will onstrut the oupling that satises the onstraints of theorem 4.1.
To this end we will introdue the metri graph
rG assoiated to the graph G and interpolate the
loops in L 1
2
by ontinuous loops on
rG. In setion 4.3 we will give an alternative desription
of the same oupling that does not make use of the metri graph
rG and the interpolation of
loops. In setion 4.4 we will give an alternative, diret, proof that the oupling holds using
its desription given in setion 4.3.
In setion 4.5 we will apply theorem 4.1 to the loop perolation problem. The loops
of Lα are said to perolate if there is an unbounded luster of loops. This question of
perolation was studied in [JL13℄ and [CS14℄. Obviously from theorem 4.1 follows that the
loops do not perolate if the sign lusters of φ are all bounded. But we will show that even
in some situations where φ is known to have some (two) innite sign lusters, the loops of
L 1
2
still do not perolate:
Theorem 4.2. Consider the following networks:
 Z2 with uniform ondutanes and a non-zero uniform killing measure
 the disrete half-plane Z  N with instantaneous killing on the boundary Z  t0u
and no killing elsewhere
 Zd, d ¥ 3, with uniform ondutanes and no killing measure
On all above networks L 1
2
does not perolate.
We will also give a bound for the probability that two verties belong to the same luster
of loops.
In setion 4.6 we will show that on the disrete half-plane Z  N, with instantaneous
killing on the boundary Zt0u, 12 is atually the ritial parameter for the loop perolation.
In this setion we will denote by H : Z  N, by µH the measure on loops on the network
H endowed with instantaneous killing on the boundary Z  t0u, by LHα the Poisson point
proess of intensity αµH and αH

the ritial value of α for the perolation by loops of LHα.
We will prove that
Theorem 4.3. For all α ¡ 12 LHα has an innite luster of loops. Consequently αH  12 .




2 we will use ompletely dierent arguments
than previously. We will use the fat that large disrete loops approximate two-dimensional
Brownian loops on the ontinuum half plane H  tz P C|ℑpzq ¡ 0u. The measure µH on
the Brownian loops on H is dened as follows: Let ptpz, z1q be the transition density of the
Brownian motion on H killed on R, let P t,Hz,z1 be the Brownian bridge probability measures
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2i is the standard area form on C. The measure µ
H







We will denote by LHα the Poisson point proess of intensity αµH. In [SW12℄ Werner and
Sheeld onsider the lusters of LHα. They use the notion of entral harge (denoted c) whih
omes from Conformal Field Theory. In [SW12℄ the authors use the same normalisation of
the measure on loops as we, but ontrary to what they laim, the entral harge c is not the




The ritial value of the entral harge is c

 1. For c ¡ 1, LHα has only one luster and
for c ¤ 1 it has innitely many lusters all bounded. This means that 12 is the ritial
intensity parameter for LHα. To onlude that αH ¤ 12 we will use the result from [LF07℄ on
approximation of Brownian loops by large disrete loops and blok perolation arguments.
In setion 4.7 we onsider random interlaements on Zd introdued by Sznitman ([Szn10℄).
We onsider that the edges of Zd have ondutanes equal to 1 and that pGpx, yqqx,yPZd and
pφxqxPZd are the orresponding Green's funtion and Gaussian free eld. Given K a nite
subset of Zd, let eK be the equilibrium measure of K (supported on K):
x P K, eKptxuq  Pxpj ¥ 1, Yj R Kq
The apaity of K is
cappKq  eKpKq
LetQK be the measure on doubly innite trajetories on Zd, pxjqjPZ parametrized by disrete
time j P Z, of total mass cappKq, suh that
 the measure on x0 indued by QK is eK
 onditional on x0, pxjqj¥0 and pyjqj¤0 are independent
 onditional on x0, pxjqj¥0 is a nearest neighbour random walk on Zd starting from
x0
 onditional on x0, pxjqj¥0 is a nearest neighbour random walk on Zd starting
from x0 onditioned not to return in K for j ¥ 1.
There is an (innite) measure µil on right ontinuous doubly innite trajetories pwptqqtPR
on Zd, parametrized by ontinuous time, onsidered up to a translation of parametrization
(pwptqqtPR same as pwptqqt t0PR) suh that
 limtÑ 8 |wptq|  limtÑ8 |wptq|   8 µil-almost everywhere
 for any nite subset K of Zd, by restriting µil to trajetories visiting K, hoosing
the initial time t  0 to be the rst entrane time in K and taking the skeleton
(the doubly innite sequene of suessively visited verties) we get the measure
QK
 under µil, onditional on the skeleton, the doubly innite sequene of holding times
of the trajetory (times spent at verties before jumping to neighbours) is i.i.d with
exponential distribution of mean p2dq1.
See [Szn10℄ and [Szn12a℄.
The random interlaement Iu of level u ¡ 0 is the Poisson point proess of intensity
uµil. The vaant set Vu of Iu is the set of verties not visited by any of trajetories in Iu.
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There is u

P p0, 8q suh that for u   u

Vu has a.s. innite onneted omponents and
for u ¡ u

Vu has a.s. only nite onneted omponents ([Szn10℄, [SS09℄).








In [Szn12a℄ Sznitman showed the following isomorphism between pLxpIuqqxPZd and the




















This isomorphism an be used to relate the random interlaement to the level sets of the
Gaussian free eld. There is h

P r0, 8q suh that for h   h

, the set tx P Zd|φx ¡ hu has
an innite onneted omponents and for h ¡ h

only nite onneted omponents ([RS13℄,
[BLM87℄). h

is positive if the dimension d high enough ([RS13℄). In setion 4.7 we will
prove:
Theorem 4.4. For all u ¡ 0, there is a oupling between Iu and φ suh that a.s.










This theorem is again obtained by replaing the disrete graph Zd by a metri graph.
We would like to explain the interdependene of dierent setions. The setions 4.2, 4.3,
4.4 and 4.5 are losely related both for the results and for the notations. The setion 4.7
is more independent but uses the main ideas and notation of the above mentioned setions.
The setion 4.6 is mostly independent of the rest, exept for the most ommon notations in
this artile.
4.2. Coupling through interpolation by a metri graph
One an assoiate a measure on loops following the formal pattern of (4.1.1) to a wide
range of Markovian or sub-Markovian proesses. In the artiles [LMR15℄ and [FR14℄ the
authors give quite general denitions for a wide range of ases. The setting of [FR14℄ will
over our needs. In that artile the measure on loops is denes for transient Borel right
proesses on a loally ompat state spae with with a ountable base, that have 0-potential
densities with respet some sigma-nite measure, the 0-potential densities being assumed
to be nite everywhere (in partiular on the diagonal) and ontinuous. In [Lup13℄ were
speially studied the measures on loops assoiated to one-dimensional diusions and the
orresponding loop ensembles. This ase is of partiular interest for the proof of Theorem
4.1. Indeed in the setting of one-dimensional diusions the oupation elds are ontinuous
spae-parametrized proesses with non-negative values and the lusters of loops orrespond
exatly to the exursions of the oupation eld above zero (proposition 4.7 in [Lup13℄). In
partiular for the loop ensemble of parameter
1
2 , the lusters of loops are exatly the sign
lusters of the one-dimensional Gaussian free eld.
The nie identity between the lusters of loops and the sign lusters of GFF in ase of
one-dimensional diusions leads us to onsider the metri graph or able system
rG assoiated
to the graph G ([BC84℄, [EK01℄, [Fol14℄). Topologially rG is onstruted as follows: to
eah edge e of G orresponds a dierent ompat interval, eah endpoint of this interval being
identied to one of the two verties adjaent to e in G; for every vertex x P V the intervals
orresponding to the edges adjaent to x are glued together at the endpoints identied to
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the vertex x. We will onsider V to be a subset of rG. Given any e P E, Ie will denote the
subset of
rG made of the interval orresponding to e minus its two endpoints. Topologially
Ie is an open interval. rG is a disjoint union





rG with a metri struture by assigning a nite length to eah of the




whih makes Ie isometri to p0, ρpeqq. This partiular hoie of the lengths will be explained
farther. Let m be the Borel measure on rG assigning a zero mass to V , a mass ρpeq to eah
of the Ie and to a subinterval of Ie a mass equal to its length. m is σ-nite.
On
rG one an dene a standard Brownian motion B rG . Here we give a desription through
haining stopped Markovian paths on
rG (see [BC84℄, [EK01℄ and [Fol14℄). If B rG starts in
the interior Ie of an edge, it behaves as the standard Brownian motion on Ie until it reahes
a vertex. To desribe the behaviour of B
rG
starting from a vertex we use the exursions. Let
x0 P V , tx1, . . . , xdegpx0qu the verties adjaent to x0 and ttx0, x1u, . . . , tx0, xdegpx0quu the
edges joining x0 to one of its neighbours. Let pBtqt¥0 be a standard Brownian motion on R
starting from 0. To eah exursion e of pBtqt¥0 away from 0 we assoiate a random variable
xpeq uniformly distributed in tx1, . . . , xdegpx0qu. We hose the dierent r.v.'s xpeq to be
independent onditional on the family of exursions of pBtqt¥0. et the exursion straddling
the time t. Let be
T
tx1,...,xdegpx0qu
: inftt ¥ 0||Bt| ¥ ρptx0, xpetququ
To the path pBtq0¤t¤T
tx1,...,xdegpx0q
u
we assoiate a path in
rG: it starts at x0 and eah
exursion e of pBtq0¤t¤T
tx1,...,xdegpx0q
u
is performed in I
tx0,xpequ instead of R. The obtained
path has the law of B
rG
starting at x0 and stopped at reahing tx1, . . . , xdegpx0qu. Let




qqt¥0,yP rG the family
of loal times of B
rG
started at x0, relative to the measure m. Let y P I
tx0,xiu and δ be the































whatever the value of i. Let Bpx0, δq be the ball in rG around x0 of radius δ. If δ ¤
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has a spae-time ontinuous family of
loal times. By onatenating dierent stopped paths we get that the whole proess B
rG
has
spae-time ontinuous loal times relative to the measure m. The measure on the height
of exursions (in absolute value) indued by the measure on Brownian exursions is (see




It follows that L0T
tx1,...,xdegpx0q
u


































(see also theorem 2.1 in [Fol14℄). This explains our partiular hoie of the lengths pρpeqqePE .
From now on the Brownian motion B
rG
on
rG is onsidered to be onstruted and the
starting point to be arbitrary. It is not exluded that B
rG
blows up in nite time. A
neessary but not suient ondition of this is the existene of a path of nite length that





Let ζ˜ be the rst time either B
rG











hits an independent exponential time with mean 1. ζ˜   8 a.s. if κ  0 and B
rG
is













If the starting point of B
rG








pB rGq has the same




The 0-potential of the proess pB
rG
t q0¤t ζ˜ has a density relative to the measure m, the
Green's funtion pGpy, zqqy,zP rG . We use the same notation as for the Green's funtion of
X beause the latter is the restrition to V of the rst. The value of pGpy, zqqy,zP rG on the
interior of the edges is obtained from its value on the verties by linear interpolation. Let
px1, y1q and px2, y2q be two pairs of adjaent verties in G. Let z1 respetively z2 be a point
in the interval rx1, y1s respetively rx2, y2s and r1 respetively r2 be the length of rx1, z1s
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respetively rx2, z2s. Then




pρptx1, y1uq  r1qpρptx2, y2uq  r2qGpx1, x2q
  r1r2Gpy1, y2q   r1pρptx2, y2uq  r2qGpy1, x2q   pρptx1, y1uq  r1qr2Gpx1, y2q
	
Let pφyqyP rG be the Gaussian free eld on rG with variane-ovariane funtion G. It's
restrition to V is the Gaussian free eld on the graph G, hene the same notation. Condi-
tional on pφxqxPV , pφyqyP rG is obtained by joining on every edge e the two values of φ on its
endpoints by an independent bridge of length ρpeq of a Brownian motion with variane 2 at
time 1 (not a standard Brownian bridge). In partiular pφyqyP rG has a ontinuous version.
The proess pB
rG
t q0¤t ζ˜ ts into the framework of [FR14℄ and one an assoiate to it
a measure on time-parametrized ontinuous loops µ˜. Let rLα be the Poisson point proess
of loops of intensity αµ˜. We would like to stress that by loop we only mean a ontinuous
paths with the same starting and endpoint without assumptions on its homotopy lass and
atually most loops in
rLα are topologially trivial. Just as the proess pB rGt q0¤t ζ˜ itself,
the loop γ˜ P rLα an be endowed with spae-time ontinuous loal times pLyt pγ˜qq0¤t¤tγ˜ ,yP rG





The restrition of p
pLyαqyP rG to the set of verties V has the same law as the oupation eld
of the disrete loops Lα, hene the same notation. As in the disrete ase, at α  12 , p pLy1
2
qyP rG




yqyP rG (see Theorem 3.1 in [FR14℄).
The disrete-spae loops of Lα an be obtained from the ontinuous loops rLα by taking
the print of the latter on V . This is desribed in [FR14℄, setion 7.3, or in a less general
situation of the restrition of the loops of one-dimensional diusions to a disrete subset in
[Lup13℄, setion 3.7. We explain how the restrition from rG to V works. First of all we
onsider only the subset tγ˜ P rLα|γ˜ visits V u beause the print of other loops on V is empty.
Next we re-root the loops so as to have the starting point in V : to eah loop γ˜ visiting V
we assoiate a uniform r.v. on p0, 1q Uγ˜ , these dierent r.v.'s being independent onditional
on the loops. We introdue the time
τV pγ˜q : inf
#











For eah loop γ˜ visiting V we make a rotation of parametrization so as to have the starting
and end-time at τV pγ˜q instead of 0. Let rL1 be the set of the new re-parametrized loops. For






































has the same law as Lα.
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Next we explain how to reonstrut tγ˜ P rLα|γ˜ visits V u from Lα by adding random
exursions to the disrete-spae loops. We won't give the proof of this. For elements sup-
porting what we explain see [Jan11℄, hapter 7, and [Lup13℄, orollary 3.11. Let x0 P V
and tx1, . . . , xdegpx0qu the verties adjaent to x0. Let η  be the intensity measure of positive
Brownian exursions. To every loop γ P Lα spending a time l in x0 before jumping to one of
its neighbours or before stopping one has to add exursions from x0 to x0 in
degpx0q
i1 Itx0,xiu
aording to a Poisson point proess, the intensity of exursions that take plae inside the
edge I
tx0,xiu being
(4.2.2) l  1
height exursion  ρptx0,xiuqη 
Let x, y be two adjaent verties. Whenever a loop γ P Lα jumps from x to y one has to
add a Brownian exursion from x to y inside I
tx,yu (a Brownian exursion from 0 to a ¡ 0 is
a Bessel-3 proess started from 0 run until hitting a). All the added exursions have to be
independent onditional on Lα. At this stage we get a Poisson point proess of ontinuous
loops in
rG, but all have a starting point lying in V . The nal step is to hoose for eah a
new random starting point distributed uniformly on their duration. What we get has the
law of tγ˜ P rLα|γ˜ visits V u.
From now on we assume that Lα and rLα are naturally oupled on the same probability
spae through restrition.
rLα has loop lusters and we will denote by rCα the set of these
lusters. Obviously eah luster of Lα is ontained in a luster of rLα, but with positive
probability a luster of
rLα may ontain several lusters of Lα. We will prove the following:




a ontinuous version of the Gaussian free eld pφyqyP rG suh that the two onstraints hold:







 The lusters of loops of
rL 1
2
are exatly the sign lusters of pφyqyP rG




V is p pLx1
2
qxPV , the restrition of pφyqyP rG to V is the Gaussian free eld on G and the sign of
φ is onstant on the lusters of rL 1
2
, hene also onstant on the lusters of L 1
2
.
The rst step in proving proposition 4.2.1 is to show that there is a realisation of
rLα
suh that its oupation eld p
pLyαqyP rG is ontinuous. We know already that eah individual
loop in
rLα has spae-time ontinuous loal times and that the proess p pLyαqyP rG onsidered for
itself, regardless of the loops, has a ontinuous version (see [Lup13℄, setion 4.2). However
this does not automatially imply that a realisation of p
pLyαqyP rG as the oupation eld of
rLα an be made ontinuous (there are innitely many loops above eah point in rG and the
oupation eld is an innite sum of ontinuous funtions). A ounterexample is given in
[Lup13℄, setion 4.2, the remark after proposition 4.5.
Lemma 4.2.2. There is a realisation of
rLα suh that its oupation eld p pLyαqyP rG is
ontinuous.
Proof. We divide the loops of
rLα into three lasses:
(i) The loops that visit at least two verties in V
(ii) The loops that visit only one vertex in V
(iii) The loops that do not visit any vertex and are ontained in the interior of an edge
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Above any vertex x P V are only nitely many loops of type (i) (see [Jan11℄ hapter
2 for the exat expression of their intensity). Eah individual loop of type (i) has a on-
tinuous oupation eld and the sum of this oupation elds is loally nite and therefore
ontinuous.
Let x0 P V and tx1, . . . , xdegpx0qu the verties adjaent to x0. We onsider now the loops
of type (ii) suh that x0 is the only vertex they visit, whih we denote pγ˜jqj¥0. Conditional
on Lx0tγ˜j pγ˜jq, γ˜j is obtained by launhing exursion from x0 to x0 in
degpx0q
i1 Itx0,xiu aording














The ontinuity of the oupation eld of pγ˜jqj¥0 follows from the ontinuity of Brownian
loal times.
Let e be an edge. We onsider the loops of type (iii) that are ontained in Ie. They
have the same law as a Poisson ensemble of loops of parameter α assoiated to the standard
Brownian motion on the bounded interval Ie killed upon reahing either of its boundary
points. This situation was entirely overed in [Lup13℄. Aording to orollary 5.5 in [Lup13℄
it is possible to onstrut these loops and a ontinuous version on their oupation eld on
the same probability spae. All the subtlety of our lemma lies in this point. Moreover
aording to proposition 4.6 in [Lup13℄ the oupation eld of these loops onverges to 0
at the end-verties of Ie. 
From now on we onsider only the ontinuous realization of the oupation eld p
pLyαqyP rG .
We all a positive omponent of p
pLyαqyP rG a maximal onneted subset of rG on whih the
oupation eld is positive. It is open and by ontinuity the oupation eld is zero on the
boundary of a positive omponent. Given a ontinuous loop γ˜, Rangepγ˜q will denote its
range.
Lemma 4.2.3. Let




is a positive omponent of p
pLyαqyP rG . Conversely every positive omponent of p pLyαqyP rG is of
this form.
Proof. The following almost sure properties hold:
(i) For every γ˜ P rLα the oupation eld of γ˜ is positive in the interior of Rangepγ˜q
and zero on the boundary BRangepγ˜q
(ii) For every γ˜ P rLα and y P BRangepγ˜q, there is another loop γ˜1 P rLα suh that y is
ontained in the interior of Rangepγ˜1q
The property (i) omes from an analogous property of a nite duration one-dimensional
Brownian path: its oupation eld is positive on its range, exept at the maximum and the
minimum where it is zero.
We briey explain why the property (ii) is true. First of all the boundary BRangepγ˜q is
nite beause it an interset an edge in at most two points and a loop visits nitely many
edges. Moreover any deterministi point in
rG is almost surely overed by the interior of the
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range of a loop. Applying Palm's identity one gets (ii):
E





PpBRangepγ˜q not overed by interiors of the ranges of loops in rLαqµ˜pdγ˜q
0
Properties (i) and (ii) imply on one hand that the zero set of p
pLyαqyP rG is exatly the set
of all point in
rG that are not visited by any loop in rLα and on the other hand that any point
visited by a loop annot belong to the boundary of a luster of loops. This in turn implies
the lemma. 
Proof of proposition 4.2.1. First sample
rL 1
2








as a realization of p|φy|qyP rG and sample the sign of the Gaussian









. Then aording to lemma
4.2.3 the lusters of
rL 1
2
are exatly the positive omponents of p|φy|qyP rG whih are the sign
lusters of pφyqyP rG . 
4.3. Alternative desription of the oupling
In this setion we give en alternative desription on the oupling between L 1
2
and pφxqxPV
onstruted in setion 4.2 but that does not use
rL 1
2
as intermediate. First we deal with the
law of the sign of φ onditional on p|φy|qyP rG. We will show that one has to hose the
sign independently for eah positive omponent of p|φy|qyP rG and uniformly distributed in
t1, 1u. Then we will deal with the probability of a luster of ontinuous loops oupying
entirely an edge e onditional on disrete-spae loops L 1
2
and on the event that none of these
loops oupies e.
Let K be a non-empty ompat onneted subset of rG. BK is nite, rGzK has nitely
many onneted omponents and the losure of eah of these onneted omponents is itself
a metri graph assoiated to some disrete graph. Let TK be the rst time the Brownian
motion B
rG
, started outside K, hits K. Let pG
rGzK
py, zqqy,zP rGzK be the Green's funtion






uous and extends ontinuously to
rGzK by taking value 0 on the boundary. Atually G rGzK
is obtained by linear interpolation from its values on the verties and BK as in (4.2.1). Let
pφ
rGzK
y qyP rGzK be the Gaussian free eld on rGzK with variane-ovariane funtion G
rGzK
. Let








By the Markov property of pφyqyP rG , onditional on pφyqyPK , pφyqyP rGzK has the same law as
puφ,Kpyq   φ
rGzK
y qyP rGzK . We onsider now a random onneted ompat subset K. We use
the equivalent σ-algebras on the onneted ompat subsets:
 the σ-algebra indued by the events ptK  UuqU open subset of rG
 the σ-algebra indued by the events ptF XK  HuqF losed subset of rG
Below we state a strong Markov property for the Gaussian free eld pφyqyP rG . It an be
derived from the simple Markov property (see [Roz82℄, hapter 2, 2.4, theorem 4).
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Strong Markov property. Let K be a random ompat onneted subset of rG suh
that for every deterministi open subset U of rG the event tK  Uu is measurable with




Lemma 4.3.1. Given y0 P rG we denote by Fy0 the losure of the positive omponent of
p|φy|qyP rG ontaining y0 (a.s. φy0  0). Then the eld p1yPFy0φy   1yRFy0φyqyP rG has the
same law as the Gaussian free eld pφyqyP rG .
Proof. By onstrution Fy0 is losed and onneted, but not neessarily ompat if V
is not nite. φ is zero on BFy0 .
We rst onsider the ase of V being nite. Then Fy0 is ompat. Aording to the
strong Markov property, onditional on Fy0 and pφyqyPFy0 , pφyqyP rGzFy0 has the same law as
pφ
rGzFy0




have the same law. Thus p1yPFy0φy1yRFy0φyqyP rG
has the same law as φ. Sine φ and φ have the same law, p1yPFy0φy   1yRFy0φyqyP rG has
the same law as φ too.
If V is innite, let x0 P V . Let Vn be the set of verties separated from x0 by at most
n edges. Vn is nite. V0  tx0u and V1 is made of x0 and all its neighbours. For n ¥ 1
let En be the set of edges either onneting two verties in Vn1 or a vertex in VnzVn1
to a vertex in Vn1. Gn : pVn, Enq is a onneted sub-graph of G. Let rGn be the metri
graph assoiated to the graph Gn, viewed as a ompat subset of rG. For n large enough
suh that y0 P rGn, let Fy0,n be the positive omponent of p|φ
rGzpVnzVn1q
y |qyP rG ontaining y0,





has the same law as φ
rGzpVnzVn1q
. As n onverges to  8, the rst eld onverges in law
to p1yPFy0φy   1yRFy0φyqyP rG and the seond eld onverges in law to φ, whih proves the
lemma. 
Lemma 4.3.2. Conditional on p|φy|qyP rG, the sign of φ on eah of its onneted ompo-
nents is distributed independently and uniformly in t1, 1u.
Proof. Let pynqn¥0 be a dense sequene in rG. Let pσnqn¥0 be an i.i.d. sequene of






pσn1yPFyn   1yRFyn q  φy

yP rG
has the same law as φ whatever the value of N . Moreover as N onverges to  8, this eld
onverges in law to the eld obtained by hoosing uniformly and independently a sign for
eah positive omponent of p|φy|qyP rG . 






natural way though the restrition of the latter to V . We deal with the probability of a
luster of ontinuous loops oupying entirely an edge e onditional on L 1
2
and on the event
that none of disrete-spae loops oupies e. This event is the same as the oupation eld
pL 1
2
staying positive on Ie and not having zeros there. Let e  tx, yu be an edge joining
verties x and y. In ase e is not oupied by a loop of L 1
2
, there are three kind of paths
visiting Ie:
 the loops of entirely
rL 1
2
ontained in Ie. These are independent L 1
2
as they have
no print on V . The oupation eld of these loops is the square of a standard
Brownian bridge of length ρpeq from 0 at x to 0 at y ([Lup13℄, proposition 4.5).
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 the Poisson point proess of exursions from x to x inside Ie of the loops in rL 1
2








, this Poisson point proess of exursions is independent from
L 1
2
. Its oupation eld is aording to the seond Ray-Knight theorem the square
of a Bessel-0 proess with initial value pLx1
2
at x onditioned to hit 0 before time
ρpeq.
 the Poisson point proess of exursions from y to y inside Ie of the loops in rL 1
2
visiting y. The piture is the same as above.
We will denote by pb
pT q
t q0¤t¤T a standard Brownian bridge from 0 to 0 of length T and
pβ
pT,lq
t qt¥0 a square of a Bessel 0 proess starting from l at t  0 and onditioned to hit 0
before time T . We have the following piture:
Property 4.3.3. Conditional on the disrete-spae loops L 1
2














































having a zero on p0, ρpeqq.








































has the same law as the square of a standard Brownian bridge
of length T from 0 to
?
l2 (see [RY99℄, hapter XI, 3). For the proess (4.3.1) to have a










Aording to Ray-Knight's theorem, the time when the square Bessel 0 started from l1
hits 0 has the same law as the maximum of a standard Brownian motion started from 0 and
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Let pBtqt¥0 be a standard Brownian motion on R started from 0 and
gT : suptt P r0, T s|Bt  0u













If we ondition by BT 
?





















































































we get the integral (4.3.2). 
































Then fp0q  Γp 12 q 
?
π and













By doing the hange of variables z  λs we get















f satises the ODE





with initial ondition fp0q 
?
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Corollary 4.3.6. Conditional on the disrete-spae loops L 1
2




















































From lemma 4.3.2 and orollary 4.3.6 we get the following alternative desription of the
oupling between L 1
2
and pφxqxPV (see gure 4.1):
Theorem 4.1. bis. Consider the following onstrution:





qxPV being its oupation
eld and C 1
2
the set of its lusters.
 For any edge tx, yu not visited by any loop in L 1
2










. By doing so some luster of C 1
2
may merge and this
indues a partition C1 of V in larger lusters.
 For all lusters C1 P C1 sample independent uniformly distributed in t1, 1u r.v.
σpC1q.




where C1pxq is the luster in C1 ontaining the vertex x.
pφxqxPV is then a Gaussian free eld on G. Moreover the obtained oupling between L 1
2
and
φ is the same, in law, as the one onstruted in setion 4.2.































Fig.4.1: Full lines are the edges visited by disrete loops. Double lines are additionaly opened edges.
Dashed lines are edges left losed. Dotted ontours surround lusters in C1.
4.4. Alternative proof of the oupling
In this setion we prove diretly, without using metri graphs, that the proedure de-
sribed in theorem 4.1 bis provides a oupling between L 1
2
and the Gaussian free eld. We
will denote by φ the eld onstruted by this proedure and ψ a generi Gaussian free eld
on G, so as to avoid onfusion.
Let e1  tx1, y1u, . . . , en  txn, ynu be n dierent edges of G. Let Gpe1,...,enq be the
graph obtained by removing the edges e1, . . . , en. Gpe1,...,enq may not be onneted. Let
κpe1,...,enq be the killing measure on V dened as




Let pGpe1,...,enqpx, yqqx,yPV be the Green's funtion of the Markov jump proess on Gpe1,...,enq
with jump rates equal to ondutanes and killing rates given by κpe1,...,enq. Let pψ
pe1,...,enq
x qxPV
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C for every i P t1, . . . , nu, p pLx1
2





If V is nite then
(4.4.1) P















Lemma 4.4.1. Assume that V is nite. Let e1  tx1, y1u, . . . , en  txn, ynu be n dierent
edges of G. For any bounded funtional on elds F
(4.4.2) E

F p pL 1
2
















































i P t1, . . . , nu, p pLx1
2




, that is to say
E





















Applying (4.4.1) we get that
E

F p pL 1
2



















































































F p pL 1
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F p pL 1
2



















F p pL 1
2

















For the proof of (4.4.3) we will use the inlusion-exlusion priniple.
E














F p pL 1
2





































1 eCpx,yqp|ψxψy| ψxψyq  1ψxψy¡0p1 e
2Cpx,yq|ψxψy|
q
Thus we get (4.4.3). 
Proposition 4.4.2. The eld pφxqxPV onstruted in theorem 4.1 bis has the law of a
Gaussian free eld on G.
Proof. First we onsider the ase of V being nite and use the identity (4.4.3). Let F
be a bounded funtional on elds. Given a subset of edges A  E, we will denote by CpAq
the partition of V obtained by removing from G the edges in A and taking the onneted
omponents. Let SApF q be the funtional on non-negative elds dened as









2fq means that we have made a hoie of a sign whih is the same on eah
equivalene lass of the partition CpAq.

















C1  te1, . . . , enu

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of ψpe1,...,enq, the Gaussian free eld on Gpe1,...,enq. ψpe1,...,enq
is independent on eah onneted omponent of Gpe1,...,enq. The fator (4.4.7) means that we
restrit to the event on whih the eld has onstant sign on eah onneted omponent of
Gpe1,...,enq. But onditional on ψpe1,...,enq having onstant sign on eah onneted omponent
of Gpe1,...,enq, these signs are independent on eah onneted omponent and  and   have
equal probability
1














Then summing on all possible values of Ez

C1PC1 C1 we get ErF pφqs  ErF pψqs and dedue
that φ and ψ are equidistributed.
For the ase of innite V we approximate the graph G by an inreasing sequene of nite
onneted sub-graphs. Let x0 P V . Let Vn be the set of verties separated from x0 by at
most n edges. For n ¥ 1 let En be the set of edges either onneting two verties in Vn1 or
a vertex in VnzVn1 to a vertex in Vn1. Gn : pVn, Enq is a onneted sub-graph of G. We
onsider the Markov jump proess on Gn with transition rates given by the ondutanes
restrited to En, the killing measure κ restrited to Vn1 and an additional instant killing
at reahing VnzVn1. Let pG
Vn1
px, yqqx,yPVn1 be the orresponding Green's funtion and
pψ
Vn1
x qxPVn1 the orresponding Gaussian free eld. The assoiated Poisson ensemble of
loops of parameter
1
2 is tγ P L 12 |γ stays in Vn1u. Let pφ
Vn1
x qxPVn1 be the eld obtained
by applying the proedure desribed in theorem 4.1 bis to tγ P L 1
2
|γ stays in Vn1u. As
shown previously φVn1 has same law as ψVn1 . Moreover φVn1 onverges in law to φ and
ψVn1 to ψ. Thus φ and ψ have same law. 
4.5. APPLICATION TO PERCOLATION BY LOOPS 141
4.5. Appliation to perolation by loops
In this setion we onsider the latties
 Z2 with uniform ondutanes and a non-zero uniform killing measure
 the disrete half-plane Z  N with instantaneous killing on the boundary Z  t0u
and no killing elsewhere
 Zd, d ¥ 3, with uniform ondutanes and no killing measure
and show that there is no innite loop luster in L 1
2
. Obviously there annot be suh an
innite luster if the Gaussian free eld only has bounded sign lusters, whih is the ase for
Z2 with uniform ondutanes and a non-zero uniform killing measure (see Theorem 14.3
in [HJ06℄). However on Zd for d suiently large the Gaussian free eld has innite sign
lusters, one of eah sign, at is it believed that is the ase for all d ¥ 3 ([RS13℄). But at
the level of the metri graph there are no unbounded sign lusters of the free eld.
The uniqueness of an innite luster of loops on Zd, d ¥ 3 and on Z2 with uniform
killing measure was shown applying Burton-Keane's argument in [CS14℄. Next we adapt
this argument to the ase of loops on the disrete half-plane.
Proposition 4.5.1. On the disrete half-plane ZN with instantaneous killing on the
boundary Z t0u, a.s. L 1
2
has at most one innite luster.
Proof. The general layout of the proof is the same as for the i.i.d. Bernoulli perolation.
See setion 8.2 in [Gri99℄. The law of L 1
2
is ergodi for the horizontal translations and hene
the number of innite lusters in C 1
2
is a.s. onstant. The next step is to show that this
onstant an only be 0, 1 or  8. This an be proved similarly to the i.i.d. Bernoulli
perolation ase and we omit it. Then one has to rule out the ase of innitely many innite
lusters.
For a P N let
L¡a1
2
: tγ P L 1
2





and all the L¡a1
2
have the same law up to a vertial translation. A vertex
px1, a   1q P Z  N will be an upper trifuration if it is ontained in an innite luster of
L¡a1
2
and if this vertex and adjaent edges are removed the luster splits in at least three
innite lusters. Every vertex of Z  N has equal probability to be an upper trifuration.
Let it be p3. If with positive probability L 1
2
has at least three innite lusters then a vertex
in Z t1u has a positive probability to be an upper trifuration. This an be proved in the
similar way as in i.i.d. Bernoulli ase. Consequently p3 ¡ 0.
Let Tn be the set of upper trifurations in rn, ns  r1, ns. Let pziq1¤i¤Nn be an enu-
meration of Tn suh that the sequene of seond oordinates of zi, pai   1q1¤i¤Nn , is non-
inreasing. Given zi, there are three simple paths c1pziq, c2pziq and c3pziq that onnet zi
to three dierent verties on
Bprn 1, n  1s  r1, n  1sq 
tn 1u  r1, n  1s Y tn  1u  r1, n  1s Y rn 1, n  1s  tn  1u
that do not interset outside zi and suh that c1pziqztziu, c2pziqztziu and c3pziqztziu are
ontained in three dierent lusters indued by the lusters of L¡ai1
2
after deleting the vertex




pc1pzi1q Y c2pzi1q Y c3pzi1qq
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beause the set above is overed by the loops in L¡ai1
2
. Then as in Burton-Keane's proof one
sets c˜jpz1q  cjpz1q and iteratively onstruts the family of simple paths pc˜jpziqq1¤j¤3,2¤i¤Nn
where the path c˜jpziq starts from zi as cjpziq and as soon as it meets a path c˜ from the family
pc˜j1pzi1qq1¤j1¤3,1¤i1¤i1 it ontinues as c˜. The graph formed by the paths pc˜jpziqq1¤j¤3,1¤i¤Nn
has no yles, its leaves (verties of degree 1) are ontained in Bprn 1, n  1s r1, n  1sq
and the verties zi have degree 3 at least. Thus
7Tn ¤ 7Bprn 1, n  1s  r1, n  1sq  4n  3
The expetation of 7Tn annot grow as fast as n2 hene p3  0. 
Next we give a simple upper bound for the probability of two verties belonging to the
same luster of L 1
2
. This is an inequality that holds on all graphs and not speially on
periodi ones as onsidered previously in this setion.




















Proof. Consider the set of extended lusters C1. The probability that x and y belong
to the same luster in C1 is exatly
E rsignpφxq signpφyqs
In our oupling if x and y belong to the same luster in C1 then the produt signpφxqsignpφyq




One must to hek that
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In the ase of a graph Zd (d ¥ 2) with positive onstant killing measure, inequality
(4.5.1) ensures an exponential deay of luster size distribution. For Zd (d ¥ 3) with no
killing inequality (4.5.1) implies
P










However this bound is ertainly not sharp and one expets that for d ¥ 5
P










(see proposition 5.3 in [CS14℄). This also means that the perolation by disrete loops on
periodi latties and the perolation by ontinuous loops on the orresponding metri graphs
behave dierently.
Proof of theorem 4.2. Assume that L 1
2
has an innite luster. Let C
8
be this innite
luster. Let x be a vertex and
θpxq : Ppx P C
8
q
Let u1 be the unit vetor orresponding to the rst oordinate, u1  p1, 0, . . . , 0q. Let
xn : x  nu1. From the invariane under translation by u1 it follows that θpxnq  θpxq.
P

x and y belong to the same luster of L 1
2
	
¤ Ppx P C
8
, xn P C8q
L 1
2
satises Harris-FKG inequality ([JL13℄). Thus
Ppx P C
8






Letting n go to  8 we get that θpxq  0. 
Let d ¥ 3. Let rZd be the metri graph assoiated to the graph Zd. All edges have
length
1
2 . We onsider the Gaussian free eld pφzqzPrZd on
rZd and the following dependent
perolation model on the edges of Zd: Let ω be the random onguration on the edges of Zd
with ωe  1 (e is open) if |φ| has no zeros on Ie and ωe  0 (e is losed) otherwise. The set
of lusters of ω is exatly C1 whih appears in the oupling of theorem 4.1 bis. The free eld
on the metri graph has an unbounded sign luster if an only if there is an innite luster
in C1, as the sign lusters of φ that are ontained inside the intervals Ie orresponding to
the edges are all bounded. We will show that this annot happen. We will follow the same
pattern as for the proof of theorem 4.2: rst show that C1 an ontain at most one innite
luster, the show that ω satises the Harris-FKG inequality and onlude using inequality
(4.5.1).
Lemma 4.5.3. With probability one C1 has at most one innite luster.
Proof. Aording to theorem 1 in [GKN92℄, the uniqueness of the innite lusters is
implied by translation invariane and positive nite energy property. We need only show
the nite energy property:
(4.5.2) Ppωe  1|pωf , f is an edge of Zd and f  eqq ¡ 0 a.s.
Let e  tx, yu be an edge. We see p 12φ
2




The loops inside Ie and the exursions inside Ie from x to x and y to y that do not ross




zqzPrZdzIe onditional on |φx| and |φy|. Thus, aording to
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Hene
(4.5.3) Ppωe  1|pωf , f is an edge of Zd and f  eqq ¥
E

1 e|φxφy||pωf , f is an edge of Zd and f  eq

Sine |φxφy | ¡ 0 a.s., the right-hand side in (4.5.3) is a.s. non-zero and the ondition (4.5.2)
is satised. 
Lemma 4.5.4. ω satises the Harris-FKG inequality: given A1pωq and A2pωq two in-
reasing events
(4.5.4) PpA1pωq, A2pωqq ¥ PpA1pωqqPpA2pωqq




yqyPrZd as the oupation eld of the metri graph loops
rL 1
2
. If the events A1pωq and A2pωq are inreasing in the sense that opening more edges in ω
only helps their ourrene, then these events are also inreasing in the sense that they are
stable by adding more loops to
rL 1
2
. The inequality (4.5.4) follows from the FKG inequality
for Poisson point proesses (lemma 2.1 in [Jan84℄). 
Proposition 4.5.5. With probability one C1 has only nite lusters.
4.6. Critial intensity parameter on the disrete half-plane
Let α, δ ¡ 0. Given U an open subset of H, we will denote by LU,¥δα respetively LUXH,¥δα
the subset of LHα respetively LHα made of loops ontained in U and with diameter greater or
equal to δ. We will use the notations LUα and LUXHα when there is a ondition on the range
but not on the diameter.
Let Qext and Qint be the following retangles:
Qext : p0, 6q  p0, 3q Qint : p1, 5q  p1, 2q
We onsider the subset of Brownian loops LQext,¥δα whih is a.s. nite. We introdue events
C1pLQext,¥δα q, C2pLQext,¥δα q and C3pLQext,¥δα q depending on the loops in LQext,¥δα . The
event C1pLQext,¥δα q will be satised if there is a luster K1 of loops in LQint,¥δα suh that in
Lp0,6qp1,2q,¥δα there is a loop that intersets K1 and t1u  p1, 2q and a loop that intersets
K1 and t5u  p1, 2q. The two loops may be the same. C2pLQext,¥δα q will be satised if there
a luster K2 in Lp1,2q
2,¥δ
α suh that in Lp1,2qp0,3q,¥δα there is a loop that intersets K2 and
p1, 2q t1u and a loop that intersets K2 and p1, 2q t2u. The event C3pLQext,¥δα q is similar
to the event C2pLQext,¥δα q where the square p1, 2q2 is replaed by the square p4, 5q  p1, 2q
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Qext
Qint
Fig.4.2: Illustration of the event
3
i1 CipLQext,¥δα q.
One should imagine that the smooth loops are atually Brownian.
Only a set of loops that is suient for the event is represented.
Full line loops stay inside Qint. Dashed loops ross the boundary of Qint.
We will all the event
3
i1 CipLQext,¥δα q speial rossing event with exterior retangle
Qext and interior retangle Qint. We will also onsider translations, rotations and resaling
of Qext and Qint and deal with speial rossing events orresponding to the new retangles.
We are interested in the event
3
i1 CipLQext,¥δα q beause then the loops in LQext,¥δα ahieve
the three rossings drawn on the gure 4.3:
Qext
Qint
Fig.4.3: The three rossings we are interested in.
Next we show that if α ¡ 12 and δ is small enough then the probability of the event
3
i1 CipLQext,¥δα q is lose to 1.
Lemma 4.6.1. Let Q be a retangle Q : pa, aq  p0, bq. Let α ¡ 0. Let pBtqt¥0 be the
standard Brownian motion on C started from 0 and let LQα be a Poisson ensemble of loops
independent from B. Then for all ε ¡ 0 there is t P p0, εq suh that B at time t intersets a
loop in LQα .
Proof. First we onsider a loops soup in H, LHα independent of B. Let
T : inftt ¡ 0|Bt is in the range of a loop in LHαu
T is a.s. nite. Indeed a loop in LHα delimits a domain with non-empty interior. Sine the
Brownian motion on C is reurrent, B will visit this domain and thus interset the loop. Let






So does the Brownian motion B. Thus λT has the same law as T . It follows that T  0 a.s.
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The set of loops LHαzLQα is at positive distane from 0 thus B annot interset it imme-
diately. It follows that B intersets immediately LQα . 
Lemma 4.6.2. Let a, α ¡ 0. There is a.s. a loop in Lpa,aq2α that intersets the real line
R.
Proof. Let Lpnqα be the subset of Lpa,aq
2
α made of loops γ of duration tγ omprised
between 2n1 and 2n. The family pLpnqα qn¥0 is independent. By Brownian saling, the





2 and 1 intersets R. This is at least as big as the similar
probability for Lp0qα . Sine the latter probability is non-zero, the intersetion events ours
a.s. for innitely many of Lpnqα . 
Lemma 4.6.3. Let a, α ¡ 0. There is a.s. a loop in Lpa,aq2α that intersets the real line
R and a loop in Lpa,aqp0,aqα .
Proof. Consider the subset of Lpa,aq2α made of loops interseting R. It is non empty
aording the lemma 4.6.2. Moreover it is independent of Lpa,aqp0,aqα . The law of a Brow-
nian loop that intersets R is loally, near the point of intersetion, absolutely ontinuous
with respet to the law of a Brownian motion started from there. Applying lemma 4.6.1, we
get that it intersets a.s. a loop in Lpa,aqp0,aqα . 











Proof. It is enough to show that the probability of eah of the CipLQext,¥δα q onverges
to 1 as δ tends to 0. Sine the three ases are very similar, we will do the proof only
for C1pLQext,¥δα q. Aording to lemma 4.6.3 there is a loop γ in Lp0,6qp1,2qα that intersets
t1u  p1, 2q and a loop γ1 in LQintα . Similarly there is a loop γ˜ in Lp0,6qp1,2qα that intersets
t5u  p1, 2q and a loop γ˜1 in LQintα . Sine α ¡ 12 , γ1 and γ˜1 belong to the same luster in
LQintα ([SW12℄). Thus there is a hain of loops pγ0, . . . , γnq in LQintα , with γ0  γ1 and
γn  γ˜
1
, joining γ1 and γ˜1. If δ is the minimum of diameters of pγ0, . . . , γnq and γ and γ˜ then
C1pLQext,¥δα q is satised. Let δ¯ be maximal value of δ suh that C1pLQext,¥δα q is satised. δ¯
is a well dened random variable with values in p0, 8q. Then
lim
δÑ0 
PpC1pLQext,¥δα qq  lim
δÑ0 
Ppδ ¤ δ¯q  1

Next we reall the result on approximation of Brownian loops by random walk loops
from [LF07℄. Let N P N. We onsider the disrete loops γ on ZN. We dene on these
loops a map ΦN to ontinuous loops on H. Given γ a disrete loop and pz0, . . . , zn1, z0q
the sequene of the verties it visits, the ontinuous loop ΦNγ satises:
 The duration of ΦNγ is
n
2N2 .







2N2 q  ΦNγp0q 
z0
N .
 Between the times
j
2N2 , j P t0, . . . , nu, ΦNγ interpolates linearly.
The number of jumps n of o disrete loop γ will be denoted sγ . Let θ P p
2
3 , 2q and r ¥ 1.
There is a oupling between LHα and LHα suh that exept on an event of probability at most
cste  pα  1qr2N23θ there is a one to one orrespondene between the two sets
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 tγ P LHα|sγ ¡ 2Nθ, |γp0q|   Nru
 tγ˜ P LHα|tγ˜ ¡ Nθ2, |γ˜p0q|   ru




























¤ cste N1 logpNq
Next we state as without proof a lemma that follows immediately from this approximation.





onverges in law to the set of Brownian loops LQext,¥δα .
We need to show that the above onvergene for the uniform norm also implies a on-
vergene of the intersetion relations, that is to say that
tpγ, γ1q|γ, γ1 P LNQextXH,¥Nδα , γ intersets γ1u
onverges in law to
tpγ˜, γ˜1q|γ˜, γ˜1 P LQext,¥δα , γ˜ intersets γ˜1u
Let j P N. Let γ be a ontinuous path on C (not neessarily a loop) of lifetime tγ . For
r ¡ 0 let
Trpγq : infts ¡ 0||γpsq| ¥ ru P p0, 8su













For 0   r1   r2 let Apr1, r2q be the annulus
Apr1, r2q : tz P C|r1   |z|   r2u
For r ¡ 0 let HDprq be the half-dis
HDprq : Bp0, rq X tz P C|ℜpzq ¡ 0u
We will say that the path γ satises the ondition Cj if
 T 11
122
j pγq    8
 After time T 11
122
j pγq    8, γ hits eipω2j1 
pi
2 qIj at a time t˜j before hitting the
irle Sp0, 2jq
 On the time interval pT2j1pγq, t˜jq γ stays in the half-dis e
iω2j1HDp2jq
 From time t˜j the path γ stays in the annulus Ap 7122j, 9122jq until surrounding
one lokwise the dis Bp0, 7122
j
q one lokwise and hitting eipω2j1 πqIj .
Figure 4.4 illustrates a path satisfying the ondition Cj . If this ondition is satised than
γ disonnets the dis Bp0, 7122
j
q from innity. Moreover if one perturbs γ by any ontin-
uous funtion f : r0, tγs Ñ C suh that }f}8 ¤ 1122
j
then the path pγpsq   fpsqq0¤s¤tγ
disonnets the dis Bp0, 2j1q from innity. Moreover the disonnetion is made inside
the annulus Ap2j1, 2jq.





Fig.4.4: Representation of a path γ satisfying the ondition Cj
Lemma 4.6.6. Let pBtq0¤t¤T be a standard Brownian path on C starting from 0. Then
almost surely it satises the ondition Cj for innitely many values of j P N.
Proof. Let
rB be the Brownian path B ontinued on t P p0, 8q. The events ” rB
satises the ondition Cj” are i.i.d. Indeed suh an event is rotation invariant and depends
only on
rB on the time interval pT2j1p rBq, T2j p rBqq. Moreover the probability of suh an
event is non-zero. Thus
rB satises the ondition Cj for innitely many values of j P N. Sine
lim
jÑ 8
T2jp rBq  0
so does B. 
Lemma 4.6.7. Let z1, z2 P C and t1, t2 ¡ 0. Let pbp1qs q0¤s¤t1 and pb
p2q
s q0¤s¤t2 be two
independent standard Brownian bridges from z1 to z1 and z2 to z2 respetively. On the
event that bp1q intersets bp2q there is a.s. ε ¡ 0 suh that for all ontinuous funtions
f1 : r0, t1s Ñ C and f2 : r0, t2s Ñ C of innity norm }fi}8 ¤ ε, pbp1qs   f1psqq0¤s¤t1
intersets pb
p2q
s   f2psqq0¤s¤t2 .
Proof. Let T
p1q
2 be the rst time b
p1q
hits the range of bp2q. If the two path do not
interset eah other T
p1q
2   8. On the event T
p1q















(ε ¡ 0 a small onstant) given the value T
p1q
2 is absolutely ontinuous















satises the ondition Cj for innitely many values of
















satises the ondition Cj






































, 2˜q, so the two must interset. 
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Observe that two disrete loops γ and γ1 interset eah other if and only if the ontinuous
loops ΦNγ and ΦNγ
1
do. From lemmas 4.6.5 and 4.6.7 follows:





jointly with the intersetion relations
tpγ, γ1q|γ, γ1 P LNQextXH,¥Nδα , γ intersets γ1u
onverges in law to the set of Brownian loops LQext,¥δα jointly with the intersetion relations
tpγ˜, γ˜1q|γ˜, γ˜1 P LQext,¥δα , γ˜ intersets γ˜1u
We onsider the saled up retangle NQext and NQint. The next lemma deals with
the probability that the disrete loops LNQextXHα realise speial rossing event with exterior
retangle NQext and interior retangle NQint. See gures 4.2 and 4.3 and onsider that
Qext is replaed by NQext, Qint by NQint and LQext,¥δα by LNQextXHα .
Lemma 4.6.9. Let α ¡ 12 . As N tends to  8, the probability that the loops LNQextXHα
realise speial rossing event with exterior retangle NQext and interior retangle NQint
onverges to 1.
Proof. Let δ ¡ 0. The probability that that the loops LNQextXHα realise speial rossing
event with exterior retangle NQext and interior retangle NQint is at least as large as the
probability that the loops LNQextXH,¥Nδα realise speial rossing event with the same interior
and exterior retangle. From orollary 4.6.8 follows that the latter probability onverges as








We onlude by applying the lemma 4.6.4. 
To onlude that for α ¡ 12 , LHα has an innite luster we will use a blok perolation
onstrution that will ombine speial rossing events. We will need the result of Liggett,
Shonmann and Staey in [LSS97℄ on loally dependent perolation models. Consider
1-dependent edge perolations on H, pωpeqqe edge of H. By 1-dependent perolation we mean
that if two disjoint subsets of edges E1 and E2 are at graph distane at least 1 then pωpeqqePE1
and pωpeqqePE2 are independent. For all suh 1-dependent edge perolations, with a uniform
probability p of an edge to be open, there is a universal p˜ppq P r0, 1q suh that the 1-
dependent edge perolation ontains an i.i.d. Bernoulli perolation with probability p˜ppq of








2 . We need to
show that For α ¡ 12 , LHα has an innite luster.
Let α ¡ 12 and N ¥ 1. We onsider a depend edge perolation pω
N
peqqe edge of H
on the disrete half plane H. If e is an edge of form tpj, kq, pj   1, kqu then ωNpeq  1
(open edge) if LpNQint 3Nj i3NkqXHα ahieves a speial rossing event with exterior retangle
NQext   3Nj   i3Nk and interior retangle NQint   3Nj   i3Nk. If e is an edge of form
tpj, kq, pj, k   1qu then ωN peq  1 if LpiNQint 3Nj i3NkqXHα ahieves a speial rossing event
with exterior retangle iNQext  3Nj   i3Nk and interior retangle iNQint  3Nj   i3Nk,
where the multipliation by i means rotation by  π2 . ω
N
is a 1-dependent edge perolation:
if two disjoint subsets of edges E1 and E2 are suh that no edge is adjaent to both E1 and





peqqePE2 are independent. This is due to the fat that the
subsets of loops involved in the denition of speial rossing events for edges in E1 and and
edges in E2 are disjoint. To an open path in ω
N
orresponds a luster of LHα whose loops
form rossings of related interior retangles. Thus if ωN has an unbounded luster, then so
does LHα. See next piture.
Fig.4.5: Crossings ahieved by subsets of loops in LHα, orresponding to ve open edges in ωN .









2 is the ritial probability for the i.i.d. Bernoulli edge
perolation on H. So for N large enough ωN ontains a superritial i.i.d. Bernoulli edge
perolation and perolates itself. Thus LHα perolates too. 
4.7. Random interlaements and level sets of the Gaussian free eld
Let d ¥ 3. As in setion 4.2 we onsider the metri graph rZd assoiated to the graph Zd.
All edges have length
1
2 . We onstrut a ontinuous version
rIu of the random interlaement
of level u on the metri graph rZd. First we sample Iu. Given a path w in Iu we replae
eah jump from a vertex to its neighbour by a Brownian exursion inside the linking edge
and we add Brownian exursions from a vertex visited by w to itself inside adjaent edges
suh that the loal time on the vertex equals the time w spends in it (as in (4.2.2) for loops).
By onstrution Iu is the restrition of rIu to the verties. rIu has an oupation eld
pLyprIuqqyPrZd whih is ontinuous (beause the oupation eld of the Brownian exursions
is) and its restrition to the verties is pLxpIuqqxPZd . We will show that the isomorphism
(4.1.2) also holds in the ontinuous setting on
rZd. To this end we will use the approximation
sheme of random interlaement by exursions that appeared in [Szn12a℄.
Let K be a nite subset of Zd. Let IuK be the set of trajetories in Iu that visit K.
Given suh a trajetory w we will denote by pwKptqqt¥0 the trajetory obtained by setting
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the origin of times at the entrane time of w in K and running w onward from this time.
Conditional on wK0 , pw
K
ptqqt¥0 is a Markov jump proess on Zd.
Let Gn be the (disrete) graph obtained from the subgraph rn, nsd of Zd by identifying
to one vertex x

the boundary of rn, nsd, that is the verties
tpx1, x2, . . . , xdq P rn, ns
d
|D!i P t1, . . . , du, |xi|  nu
Between any two distint adjaent verties in Gn the ondutane is 1. Let pXnt qt¥0 be the










1Xns xds  u
*
There are two sequenes pDnj qj¥1 and pR
n
j qj¥1 with










j     
of suessive departure and return times of Xn from and to x

. By onvention we set




on time intervals rDnj , R
n










Let K be a subset of rpn 1q, n 1sd. Let




visits K on rDnj , R
n
j qu
For j P Jnu,K we dene the stopping time T
n
K,j :
















is a Markov jump proess on Gn run until hitting x or equivalently a Markov jump proess
on Zd run until hitting the boundary of rn, nsd.
The next approximation result was shown in the rst proof of theorem 2.1 in [Szn12a℄:
Lemma 4.7.1. Let K be a nite subset of Zd. The set of points
tXnTnK,j |j P J
n
u,Ku
onverges in law as nÑ  8 to
twKp0q|w P IuKu









onverges in law to the set of trajetories
tpwKptqqt¥0|w P IuKu
Let
rGn be the metri graph assoiated to the graph Gn. Let pB rGnt qt¥0 be a Brownian
motion on
rGn starting from x and pLyt pB rGnqqt¥0,yP rGn its family of loal times. Let






For r P N we denote by rΛr the metri graph assoiated to the subgraph rr, rsd of Zd
(without identiation of boundary points).
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Proof. The Markov jump proess Xn on Gn is obtained from the Brownian motion
B
rGn


































In both ases one adds Brownian exursions and takes the loal times. Aording to lemma
4.7.1 applied to the set rr, rsd, (4.7.1) onverges in law to (4.7.2). This implies the onver-













Proposition 4.7.3. Let pφyqyPrZd be the Gaussian free eld on the metri graph
rZd and
pφ1yqyPrZd a opy of φ independent of

















Proof. Let φn be the Gaussian free eld on the metri graph rGn assoiated to the




 0). Let φ1n be a opy of φn




. The seond generalized Ray-

































we get the isomorphism (4.7.3). 
Proof of theorem 4.4. The oupling is the following: take a disrete-spae random in-
terlaement Iu and extend it to a ontinuous interlaement rIu of the metri graph rZd.













where φ is a Gaussian free eld on rZd and
sample the sign of φ
?
2u using its onditional law given |φ
?
2u|.





is stritly positive on all the verties and
inside the edges visited by the disrete random interlaement Iu. In the isomorphism (4.7.3),
p|φy 
?
2u|qyPrZd is stritly positive on these verties and inside these edges. This means
that eah trajetory in Iu is ontained in a sign luster of φ  ?2u, whih is neessarily
unbounded. But aording proposition 4.5.5, φ has only bounded sign lusters on the metri
graph and a fortiori the onneted omponents of ty P rZd|φy ¡
?
2uu are all bounded. Thus
in our oupling all the verties visited by Iu are ontained in ty P rZd|φy  
?
2uu and sine
these are verties, they are ontained in tx P Zd|φx  
?
2uu. 
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The fat that for all h ¡ 0, tx P Zd|φx   hu, seen as a dependent site perolation on
Zd, has an innite luster was proved in [BLM87℄. However theorem 4.4 may be used as
an alternative proof of this fat.
CHAPTER 5
Convergene of the two-dimensional random walk loop
soup lusters to CLE
5.1. Introdution
One an naturally assoiate to a wide lass of Markov proesses an innite measure on
time-parametrized loops. Roughly speaking, given a loally ompat seond-ountable spae
S, a Markov proess pXtq0¤t ζ on S, dened up to a killing time ζ P p0, 8s, with transition
densities ptpx, yq with respet some σ-nite measure mpdyq and with bridge probability











See [LMR15℄ for the preise setting and denition. A Poisson ensemble of Markov loops or
loop soup of intensity parameter α ¡ 0 is a Poisson point proess of loops of intensity αµ.
It is a random olletion of loops. We will deal with the lusters of loops. Two loops γ and
γ1 in a loop soup belong to the same luster if there is a hain of loops γ0, . . . , γj suh that
γ0  γ, γj  γ
1
and γi and γi1 visit a ommon point in S. These loop soups satisfy some
universal properties, one of whih being the relation to the Gaussian free eld at intensity
parameter α  12 ([Jan11℄, [Lup14℄).
We will onsider loop soups in the following settings:
 On the ontinuum half-plane H  tℑpzq ¡ 0u  C we will onsider the loop soups
assoiated to the Brownian motion on H killed at hitting the boundary R and
denote them LHα. These two-dimensional Brownian loop soups were introdued
by Lawler and Werner in [LW04℄ and used by Sheeld and Werner in [SW12℄
to give a onstrution of Conformal Loop Ensembles (CLE). In (5.1.1) we use
the same normalisation of the loop measure as in [LW04℄, [SW12℄, [Jan11℄ or
[LF07℄. However, ontrary to what is laimed in [SW12℄, the intensity parameter






2 fator was pointed out by Werner in a private ommuniation. It also
appears in the Lawler's work [Law09℄.















we will onsider the loop soups assoiated to the nearest neighbours Markov jump
proess with uniform transition rates and killed at hitting the boundary
1
nZt0u.
We will denote these loop soups LHnα . The loop soups assoiated to Markov jump
proesses on more general eletrial networks were studied by Le Jan in [Jan11℄.
If one forgets the parametrisation by ontinuous time and the "loops" that visit
154
5.1. INTRODUCTION 155
only one vertex, these are exatly the random walk loop soups studied by Lawler
and Trujillo Ferreras in [LF07℄.
 We will use the metri graphs

















n qu is replaed by a ontinuous line of length
1
n . Let pB
rHn
t q0¤t ζn
be the Brownian motion on
rHn killed at reahing the boundary, that is to say the
verties
1
nZt0u and all the lines joining p
i
n , 0q to p
i 1
n , 0q. pB
rHn
2t q0¤t  12 ζn
onverges
in law to the Brownian motion on the half-plane H killed at reahing R. We will
denote by LrHnα the loop soups assoiated to pBrHnt q0¤t ζn . The loop soups on metri
graphs were rst onsidered in [Lup14℄. We will use the metri graphs beause
at intensity parameter α  12 the probability that two points belong to the same
luster of loops an be expliitly expressed using a metri graph Gaussian free eld.
Indeed the lusters of loops are then exatly the sign lusters of the Gaussian free
eld ([Lup14℄).
The disrete loops LHnα an be deterministially reovered from the metri graph loops
LrHnα . The rst are the trae on the verties of the latter. In partiular eah luster of LHnα is
ontained in a luster of LrHnα , but the lusters of LrHnα may be stritly larger ([Lup14℄).
c  1 is known to be the ritial entral harge for the Brownian loop perolation
on H (or any other simply onneted proper subset of C). This means that the ritial
intensity parameter is α  12 . For α ¡
1
2 LHα has only one luster everywhere dense in H. If
α P p0, 12 s there are innitely many lusters and eah is bounded ([SW12℄). It was shown
in [Lup14℄ that for disrete or metri graph Brownian loop soups on Hn respetively rHn
there are no unbounded lusters of loops if α P p0, 12 s. In all three settings, for α P p0,
1
2 s,
we will onsider the olletion of outer boundaries of outermost lusters (not surrounded
by any other luster) and denote it FextpLSαq, where S is H, Hn or rHn. Next we give the
formal denition of FextpLSαq. We onsider the set of all points in H visited by a loop in LSα
and take its omplementary in H. This omplementary has only one unbounded onneted
omponent. We take the boundary in H of this onneted omponent (by denition it does
not interset R). The element of FextpLSαq are the onneted omponents of this boundary.
We will all the elements of FextpLSαq ontours. The ontours are two by two disjoint and
non nested. See next piture for a representation of FextpLrHnα q.
Fig.5.1: Illustration of three lusters (thin full lines) of LrHnα ,
two of them being external and one being surrounded.
The thik lines represent the elements of FextpLrHnα q.
The ontours in FextpLHαq, α P p0, 12 s, are non self-interseting loops, and are equal in
law to a Conformal Loop Ensemble CLEκ, κ P p
8
3 , 4s ([SW12℄). The relation between α
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and κ is given by
(5.1.2) 2α  c 
p3κ 8qp6 κq
2κ
We will denote by κpαq the value of κ orresponding to a partiular intensity parameter α.
We will show that both FextpLHnα q and FextpLrHnα q onverge in law to FextpLHαq
pdq

CLEκpαq for α P p0,
1
2 s. Observe that κp
1




q and CLE4 are both re-
lated to the Gaussian free eld. FextpLrHn1
2
q is the olletion of outer boundaries of outermost
sign lusters of a GFF on the metri graph
rHn ([Lup14℄) and the CLE4 loops are in some
sense zero level lines of the ontinuum GFF on H with zero boundary onditions on R
([WW14℄).
Next we dene the notion of onvergene we will use. dH will be Hausdor distane on




 8 if |K|  |K1|
minσPBijpK,K1qmaxKPK dHpK,σpKqq otherwise
Given z P H we will denote by
FextpLSαqpzq
the ontour of FextpLSαq that ontains or surrounds z, whenever it exists. It exists a.s. in
the ase S  H. Given z1, . . . , zj P H we will denote
FextpLSαqrz1, . . . , zjs : tFextpLSαqpziq|1 ¤ i ¤ ju
By the onvergene in law of FextpLHnα q and FextpLrHnα q to FextpLHαq we mean that for any
z1, . . . , zj P H, the random sets FextpLHnα qrz1, . . . , zjs and FextpLrHnα qrz1, . . . , zjs onverge in
law to FextpLHαqrz1, . . . , zjs for the distane dH .
In the artile [dBCL14℄ Van de Brug, Camia and Lis onsider lusters of resaled two-
dimensional random walk loops that are not too small. Given T ¡ 0 let LHn,Tα be the
subset of LHnα onsisting of random walk loops that do at least T jumps. In [dBCL14℄




α q onverge in law to a
CLEκpαq proess in the sense desribed previously. The result uses the approximation of
"not too small" Brownian loops by "not too small" random walk loops obtained by Lawler
and Trujillo Ferreras in [LF07℄. However the authors in [dBCL14℄ onsider the loop soups
only on bounded domains and their lattie approximations. We will ll the small gap to
extend their result to the half-plane. Observe that in [dBCL14℄ the authors use the same
normalisation of the measure on loops as we but do the widespread mistake to onsider that
the intensity parameter of the loop soups equals the entral harge.
From above onsiderations one dedue that the limiting (in law) loops of FextpLHnα q and
a fortiori of FextpLrHnα q are at least as big as CLEκpαq loops. We have a "lower bound". To
onlude the onvergene we need an "upper bound". We will onstrut suh an "upper
bound" for FextpLrHn1
2





from this we will dedue the desired onvergenes for α P p0, 12 q. Next we explain how the
"upper bound" will be onstruted.
We will onentrate on the ase α  12 . We will additionally introdue two Poisson
point proesses of exursions on
rHn and on H. First we onsider rHn. Let x P 1nZt0u. Let
νrHnexcpxÑ p8, 0sq be the measure on exursions of the metri graph Brownian motion B
rHn







nZ  t0uq be







(we do not ondition and the total mass is   1). Then
ν
rHn

















Let q P p1, 8q and x P pp 1nZq X r1, qsq  t0u. We will similarly denote by ν
rHn
excpx Ñ r1, qsq





















νrHnexcpp8, 0sq is a measure on exursions from and to
1
nZ  t0u. ν
rHn
excpr1, qsq is a measure
on exursion from and to pp
1
nZq X r1, qsq  t0u. Both measures are invariant under time
reversal.
As n tends to innity, νrHnexcpp8, 0sq and ν
rHn
excpr1, qsq have limits whih are measures on
Brownian exursions in H, from and to p8, 0st0u respetively r1, qst0u. We will denote
them by νHexcpp8, 0sq respetively ν
H
excpr1, qsq. For x, y P R, let PHx,ypq be the probability
measure on Brownian exursions from x to y in H. Then














In general, given a   b P R, we will use the notation








We will onsider on
rHn three independent Poisson point proesses:
 a loop soups LrHn1
2
 a Poisson point proess of exursions of intensity uνrHnexcpp8, 0sq, u ¡ 0, denoted
by ErHnu pp8, 0sq
 a Poisson point proess of exursions of intensity vνrHnexcpr1, qsq, v ¡ 0, denoted by
ErHnv pr1, qsq
We will onsider the following event: either an exursion from ErHnu pp8, 0sq intersets an
exursion from ErHnv pr1, qsq or an exursion from ErHnu pp8, 0sq and from ErHnv pr1, qsq interset
a ommon luster of LrHn1
2




pqq the probability of this event. The




Similarly we will onsider on H three independent Poisson point proesses:
 a loop soups LHα, α P p0, 12 s
 a Poisson point proess of exursions of intensity uνHexcpp8, 0sq, u ¡ 0, denoted
by EHu pp8, 0sq
 a Poisson point proess of exursions of intensity vνHexcpr1, qsq, v ¡ 0, denoted by
EHv pr1, qsq
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Then we will onsider the event when either an exursion from EHu pp8, 0sq intersets an
exursions from EHv pr1, qsq or an exursion from EHu pp8, 0sq and one from EHv pr1, qsq interset
a ommon luster of LHα. This event is shematially represented on the gure 5.2. We denote
by pHα,u,vpqq its probability.
0 1 q
Fig.5.2: Two exursions (full lines) onneted by a hain of two loops (doted lines).




pqq using the duality with the Gaussian free
eld, and ompute its limit as n tends to 0. In setion 5.3, for an arbitrary value of v and
a partiular value u0pαq of u (depending on α) we will establish a dierential equation in q














This will be our "upper bound". In the setion 5.4 we will prove the onvergenes to CLE.
5.2. Computation of onnexion probability on metri graph half-plane
Let G  pV,Eq be a onneted undireted graph. V is ountable and eah vertex is of
nite degree. Eah edge tx, yu is endowed with a positive ondutane Cpx, yq ¡ 0. We also
onsider a metri graph
rG assoiated to G where eah edge tx, yu is replaed by a ontinuous
line of length






be the Brownian motion on the metri graph
rG. Let F be a subset of V . Let
ζF be the rst time B
rG
hits F . Let measure µ
rG,F
be the measure on loops assoiated to
pB
rG
t q0¤t ζF the Brownian motion killed at reahing F . It is dened aording to (5.1.1).
See [Lup14℄ for details. Let L rG,Fα be the Poisson point proess of intensity αµ rG,F .
B
rG
has a time-spae ontinuous family of loal times Lzt pB
rG
q. The Green's funtion of





pz, z1q  G
rG,F
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Just as B
rG
, a loop γ P L rG,Fcα has a family of ontinuous loal times Lzt pγq. We will denote





It is a ontinuous eld. The lusters of L rG,Fα are delimited by the zero set of the oupation
eld.
At intensity parameter α  12 the oupation eld p
pLzαqzP rGzF is related to the Gaussian
free eld pφzqzP rGzF with zero mean and ovariane funtion G
rG,F
. Given z P rGzF suh that




that ontains z. We introdue a ountable
family pσpC 1
2




















Let x, y P V zF . Let Ceqpx, yq, χeq
px,yqpxq, χ
eq

























Then Ceqpx, yq ¡ 0, χeq
px,yqpxq, χ
eq




px,yqpyqq  p0, 0q. C
eq
px, yq is the




px, yq the number of loops in L rG,F1
2
that visit both x and y.
























Proof. If N 1
2
px, yq ¡ 0 then C 1
2













































































px,yqpyq). This a general property of the loop soups (see [Jan11℄, espe-
ially hapter 7).
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It follows that the probability (5.2.3) that we want to ompute only depends on u, v and
on Ceqpx, yq, χeq
px,yqpxq, χ
eq
px,yqpyq. Thus it is the same if we replae



















the Brownian motion on
rG by the Brownian motion on I killed at endpoints, and the points
x and y by 0 and 12C
eq
px, yq1 respetively. Aording to the omputation made in [Lup14℄,
we get (5.2.3).

























where the sum is over the neighbours of z in the (disrete) graph G. Then













The sum is over all the disrete nearest neighbour paths joining x to y, that avoid F and
only visit x and y at endpoints. The above equality an be rewritten as





hits y before F or xq
Next we return to the metri graph half-plane
rHn. Let a ¡ 0. Let rGn,apqq be the metri
graph obtained from
rHn by identifying the following verties:
 All the verties in pp
1
nZq X ra, 0sq  t0u are identied into a single vertex ⊳npaq.
 All the verties in pp
1
nZq X r1, qsq  t0u are identied into a single vertex ⊲npqq.
See the following piture.
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1 qa 0
⊲npqq⊳npaq
Fig.5.3: Illustration of points identied into ⊳npaq and ⊲npqq.



















orresponding ondutane is aording (5.2.1) equal to
n
2 . Let C
eq
n,apqq be the equivalent
ondutane between ⊳npaq and ⊲npqq when all the points in p 1n qZ  t0u other than those























 t0u in ra, 0s  t0u


As a tends to innity, Ceqn,apqq inreases and onverges to






















 t0u in p8, 0s  t0u











Proof. Let GHp, q be the Green's funtion of the simple random walk on H  Z  N




























GHppi, 1q, pj, 1qq 
1
4
GHpp0, 1q, pj  i, 1qq




n q to p
j




n q, possibly make





 t0u, and then with probability 14
transition to p
j










GHpp0, 1q, pi  j, 1qq
Aording to the asymptoti expansion given in [LL10℄, setion 8.1.1,









5.2. CONNEXION PROBABILITY ON METRIC GRAPH HALF-PLANE 162



















































Let νrHnexcpra, 0sq be the measure on exursions ν
rHn
excpp8, 0sq restrited to the exursions
from and to ra, 0s t0u. Let L rGn,apqqα be the loop soup assoiated to the Brownian motion
on the metri graph
rGn,apqq, killed at hitting p 1n qZt0u outside the points identied to ⊳npaq
or ⊲npqq. Let p pLzn,a,q,αqzP rGn,apqq be the oupation eld of L
rGn,apqq
α . Let Nαp⊳npaq,⊲npqqq
be the number of loops in L rGn,apqqα joining ⊳npaq to ⊲npqq.
Lemma 5.2.3. Let a, α, u, v ¡ 0. We onsider L rGn,apqqα onditioned on pL⊳npaqn,a,q,α  u,
pL⊲npqqn,a,q,α  v and Nαp⊳npaq,⊲npqqq  0. Then L rGn,apqqα onsists of three independent families
of loops:
 The loops that visit neither ⊳npaq nor ⊲npqq. These are the same as the loops in
LrHnα .
 The loops that visit ⊳npaq. The exursions these loops make outside ⊳npaq form a





 The loops that visit ⊲npqq. The exursions these loops make outside ⊲npqq form a
















excpr1, qsq omes from the normalisation fator
8π
n in the denition of ν
rHn
excpra, 0sq ((5.1.3)) and ν
rHn
excpr1, qsq ((5.1.4)). 


















pqq  1 q2
?
uv
Proof. Let a ¡ 0. Consider three independent Poisson point proesses:
 a loop soup LrHn1
2
 a P.p.p of exursions of intensity uνrHnexcpra, 0sq
 a P.p.p of exursions of intensity vνrHnexcpr1, qsq
The probability for the two P.p.p. of exursions to be onneted either diretly or through
a luster of LrHn1
2
equals, aording lemma 5.2.3, the probability for ⊳npaq and ⊲npqq to
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Taking the limit as a tends to innity we get (5.2.7). Using lemma 5.2.2 we get the limit
(5.2.8). 
5.3. Computation of onnexion probability on ontinuum half-plane
On the ontinuum upper half plane H we onsider two independent Poisson point pro-
esses:
 a Brownian loop soup LHα, 0   α ¤ 12
 a P.p.p. of Brownian exursions from and to p8, 0s  t0u, EHu pp8, 0sq, u ¡ 0.
We will onsider the lusters made out of loops in LHα and exursions in EHu pp8, 0sq. Among
these lusters we only take the lusters that ontain at least one exursion and onsider the
right boundary of the rightmost luster. This boundary is a non self-interseting urve
joining R to innity. It an be formally dened as follows. Take the lusters that ontain
at least one exursion. The urve minus its starting point on R is the boundary in H of the
losure in H of the set of points visited by the above lusters.
All the exursions EHu pp8, 0sq are loated left to the urve and there are only lusters
made of loops right to it. Aording to [Wer03℄ and [WW13℄ this boundary urve is an
SLEpκ, ρq starting from 0, where κ is given by (5.1.2) and ρ by
u 







loops LHα   exursions EHu pp8, 0sq
loops LHα
0
no loop or exursion
rossing the urve
Fig.5.4: Illustration of the urve separting lusters with loops and exursions on the left
from the lusters with only loops on the right.
For u  u0pαq, ρ  0 and SLEpκ, ρq is a hordal SLEκ urve starting from 0. For a
desription of SLE proesses see [Wer04℄. We will denote by pξtqt¥0 this urve. ξ0  0.
It does not return to R at positive times. There is only one onformal map gt that sends
Hzξpr0, tsq (half-plane minus the urve up to time t) onto H and that is normalized at innity
z Ñ8 as












where pWtqt¥0 is a standard Brownian motion on R.
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pHα,u0pαq,vpqq is the probability that an exursion from EHv pr1, qsq intersets an indepen-
dent SLEκpαq urve. The exursions EHv pr1, qsq satisfy a one-sided onformal restrition
property ([Wer05℄): if K is a ompat subset of C that does not interset r1, qs  t0u and
suh that HzK is simply onneted, if f is a onformal map from HzK onto H suh that
fp1q   fpqq P R, then the probability that EHv pr1, qsq does not interset K equals





Moreover onditional on this event the law of fpEHv pr1, qsqq is EHv prfp1q, fpqqsq up to a hange
of parametrization of the exursions. From this onformal restrition property immediately
follows:
Lemma 5.3.1. Let κ P p0, 4s. Let pξtqt¥0 be an SLEκ with the driving Brownian motion
p
?
κWtqt¥0 and the Loewner ow pgtqt¥0. Denote by g
1





Denote by p¯κ,vpqq the probability that and independent family of exursions EHv pr1, qsq does
not interset ξ. Then the onditional probability of the event that EHv pr1, qsq does not interset

































In partiular for all t ¥ 0



















Proof. (5.3.2) is the onditional probability that gtpEHv pr1, qsqq does not interset the
urve pgtpξt sqqs¥0. To express it we used the fat that gtpEHv pr1, qsqq has same law as
EHv prgtp1q, gtpqqsq and that pgtpξt sqqs¥0 is a hordal SLEκ starting from
?
κWt. In (5.3.3)
we multiplied the onditional probability that EHv pr1, qsq does not interset pξsq0¤s¤t and the
onditional probability that gtpEHv pr1, qsqq does not interset pgtpξt sqqs¥0. 
Next we derive a dierential equation in q satised by p¯κ,vpqq on p1, 8q:






































































































































































































































































pqtq   qtppκ 2qqt  2qf
1
pqtq  2vpqt  1qfpqtq
	
dt








pqtq   qtppκ 2qqt  2qf
1
pqtq  2vpqt  1qfpqtq  0
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whih gives the equation (5.3.5). 
(5.3.2) is the dierential equation for p¯κ,v. However we do not know a priori that p¯κ,v
is C2-regular.





















pqq  1 p¯4,vpqq































and it is satised by fv. Aording to the lemma 5.3.2, pR
v
t f0pqtqqt¥0 is a martingale (we
use the notations (5.3.6) and κ  4) for any initial value of q0. In partiular for any t ¡ 0
fvpq0q  ErRvt fvpqtqs
The same is true if we replae fv by p¯4,v ((5.3.4)). Thus
(5.3.7) fvpq0q  p¯4,vpq0q  ErRvt pfvpqtq  p¯4,vpqtqqs
for any starting value of q0 P p1, 8q and t ¡ 0.
p¯4,v is non-inreasing on p1, 8q with boundary limits
p¯4,vp1q  1 p¯4,vp 8q  0
Moreover p¯4,v is ontinuous. Indeed, let q P p1, 8q. A.s. there is no exursion in EHv pr1, qsq
with endpoint pq, 0q. This means that p¯4,v is left-ontinuous at q. Moreover a.s. there is
ε ¡ 0 suh that there is no exursion in EHv pr1, q   εq with an endpoint in rq, q   εq  t0u
that intersets an independent SLE4 urve. This implies that p¯4,v is right-ontinuous at q.
From the ontinuity of p¯4,v follows that there is qˆ P p1, 8q suh that
|fvpqˆq  p¯4,vpqˆq|  max
qPp1, 8q
|fvpqq  p¯4,vpqq|
Let t ¡ 0 and let qˆ be the initial value q0 of pqsqs¥0. From (5.3.7) we get that
|fvpqˆq  p¯4,vpqˆq| ¤ ErRvt s|fvpqˆq  p¯4,vpqˆq|
But a.s. Rt   1 and ErRvt s   1. This implies that
|fvpqˆq  p¯4,vpqˆq|  max
qPp1, 8q
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5.4. Convergene to CLE
In this setion we prove the onvergene results. Let Ql : pl, lq p0, lq. Let LHnXQl,Tα
be the loops in LHnα that are ontained in Ql and do at least T jumps. Let LQlα be the
Brownian loops in LHα that are ontained in Ql. From [dBCL14℄ follows that for α P p0, 12 s,
l ¡ 0 and θ P p 169 , 2q, FextpLHnXQl,n
θ
α q onverges in law to FextpLQlα q.
Lemma 5.4.1. Let α P p0, 12 s and θ P p
16
9 , 2q. FextpLHn,n
θ
α q onverges in law to FextpLHαq.
Proof. Let z1, . . . , zj P H. To dedue that FextpLHn,nθα qrz1, . . . , zjs onverges in law to





PpContours of FextpLHn,nθα qrz1, . . . , zjs ontained in Qlq  1
Let ε P p0, 12 q. There is l0 ¡ 0 suh that
P
 




BHQl : ptlu  p0, lsq Y ptlu  p0, lsq Y prl, ls  tluq
There is l1 ¡ l0 suh that




PpContours of FextpLHnXQl1 ,n
θ
α qrz1, . . . , zjs ontained in Ql0q
 PpContours of FextpLQl1α qrz1, . . . , zjs ontained in Ql0q
¥ P
 
Contours of FextpLHαqrz1, . . . , zjs ontained in Ql0

¥ 1 ε
Aording the approximation of [LF07℄
lim
nÑ 8
PpDγ P LHn,nθα , γ XQl0  H, γ X BHQl1  Hq
 PpDγ P LHα, γ XQl0  H, γ X BHQl1  Hq ¤ ε
But
PpContours of FextpLHn,nθα qrz1, . . . , zjs ontained in Ql0q ¥
PpContours of FextpLHnXQl1 ,n
θ
α qrz1, . . . , zjs ontained in Ql0q




PpContours of FextpLHn,nθα qrz1, . . . , zjs ontained in Ql0q ¥ 1 2ε

From now on θ P p 169 , 2q will be xed. α will belong to p0,
1
2 s. For z0 P H, we dene
δα,npz0q : maxtdpz,FextpLHn,nθα qpz0qq|z P FextpLrHnα qpz0qu
By z P FextpLrHnα qpz0q we mean that z is a point on the ontour FextpLrHnα qpz0q. The ran-
dom variable δα,npz0q is dened only when FextpLHn,nθα qpz0q is dened, whih happens with
probability onverging to 1.
Lemma 5.4.2. Assume that FextpLrHnα q does not onverge in law to FextpLHαq. Then there
is zα,0 P H suh that δα,npzα,0q does not onverge in law to 0.
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Proof. If FextpLrHnα q does not onverge in law to FextpLHαq then by denition there are
z1, . . . , zj P H suh that FextpLrHnα qrz1, . . . , zjs does not onverge in law to FextpLHαqrz1, . . . , zjs.
To the ontrary FextpLHn,nθα qrz1, . . . , zjs does onverge in law to FextpLHαqrz1, . . . , zjs. Sine
eah ontour of FextpLHn,nθα qrz1, . . . , zjs is surrounded by a ontour of FextpLrHnα qrz1, . . . , zjs,
one of δα,npziq must not onverge in law to 0. 
Let zα,0 be dened by the previous lemma under the non onvergene assumption. The
set
tz P FextpLrHnα qpzα,0q|dpz,FextpLHn,n
θ
α qpzα,0qq  δα,npzα,0q ^ 1u
is non-empty (when δα,npzα,0q dened) beause FextpLrHnα qpzα,0q is onneted and ompat.
Let Zα,n be a random point in the above set, for instane the maximum for the lexiograph-
ial order.
Lemma 5.4.3. Assume that FextpLrHnα q does not onverge in law to FextpLHαq. Then there





has a limit when nα,0 Ñ  8, the law of
pFextpLHαqpzα,0q, Zαq
satisfying the property that with positive probability Zα is not ontained or surrounded by
FextpLHαqpzα,0q.
Proof. δα,npzα,0q does not onverge in law to 0. This means that there is ε ¡ 0 and a
sub-sequene of indies n1 suh that
(5.4.1) n1,PpdpZα,n1 ,FextpLHn1 ,n1θα qpzα,0qq ¥ εq ¥ ε
The sub-sequene of random variables
pFextpLHn1,n1θα qpzα,0q, Zα,n1q
is tight. Indeed the rst omponent of the ouple onverges in law and the seond is by
denition at distane at most 1 from the rst. Thus there is a sub-sequene of indies nα,0
out of n1 suh that there is a onvergene in law. FextpLHnα,0 ,n
θ
α,0
α qpzα,0q onverges in law
FextpLHαqpzα,0q. Let Zα the limit in law Zα,nα,0 . (5.4.1) implies that
PpdpZα,FextpLHαqpzα,0qq ¥ εq ¥ ε
Moreover a.s. Zα annot be in the interior surrounded by FextpLHαqpzα,0q beause Zα,n is
non surrounded by FextpLHn,nθα qpzα,0q. 
From now on pzjqj¥1 will be a xed everywhere dense sequene in H.
Lemma 5.4.4. Assume that FextpLrHnα q does not onverge in law to FextpLHαq. Then there
is a family of sub-sequenes of indies nα,j suh that
 nα,0 is given by lemma 5.4.3.
 nα,j 1 is a sub-sequene of nα,j .




α qrzα,0, z1, . . . , zjs, Zα,nα,j q
onverges in law as nα,j Ñ  8 and the limit denes the joint law of
pFextpLHαqrzα,0, z1, . . . , zjs, Zαq
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 The family of joint laws pFextpLHαqrzα,0, z1, . . . , zjs, Zαqj¥1 is onsistent in the
sense that the law on pFextpLHαqrzα,0, z1, . . . , zjs, Zαq indued by the law of
pFextpLHαqrzα,0, z1, . . . , zj 1s, Zαq is the same as the one given by the onvergene.
In partiular the law on pFextpLHαqpzα,0q, Zαq is the one given by lemma 5.4.3.
 The family of laws of pFextpLHαqrzα,0, z1, . . . , zjs, Zαqj¥1 uniquely denes a law on
pFextpLHαq, Zαq.
Proof. The onsisteny of law follows from the fat that nα,j 1 is a sub-sequene of
nα,j. A ontour loop in FextpLHαq almost surely surrounds one of the zj points. Thus the
fat that a onsistent family of laws on pFextpLHαqrzα,0, z1, . . . , zjs, Zαqj¥1 uniquely denes
a law on pFextpLHαq, Zαq follows from the Kolmogorov extension theorem.




α qrzα,0, z1, . . . , zjs, Zα,nα,j q onverges in law as nα,j Ñ  8 and denes a








α qrzα,0, z1, . . . , zj 1s, Zα,nα,jq is tight and one an extrat a subset of indies






q onverge in law as nÑ  8 to FextpLH1
2
q, that
is to say to a CLE4 on H.
Proof. It is enough to prove the onvergene of FextpLrHn1
2
q. Indeed we already have




q and eah ontour FextpLHn1
2










q does not onverge in law to FextpLH1
2
q. Let z 1
2 ,0
be the point
dened by lemma 5.4.2 and n 1
2 ,j
the sub-sequenes dened by lemma 5.4.4. We also onsider




q dened by 5.4.4.
For u, v ¡ 0 and q ¡ 1 we onsider additional independent Poisson point proesses of
exursions EHu pp8, 0sq and EHv pr1, qsq. Let A 12 ,u,vpqq be the event that is satised if either
an exursion from EHu pp8, 0sq and one from EHv pr1, qsq interset eah other or both interset










pqq be the event that is satised if one of the following onditions holds:
 An exursion from EHu pp8, 0sq and one from EHv pr1, qsq interset eah other.








q and an exursion from
EHv pr1, qsq hits or surrounds Z 12 .




q and an exursion from
EHu pp8, 0sq hits or surrounds Z 12 .
Sine with positive probability Z 1
2
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Fig.5.5: Illustration of A 1
2
,u,v
pqq where an exursion from EHupp8, 0sq surrounds Z 1
2






Let j ¥ 1. The events A 1
2 ,u,v
pq, jq respetively A 1
2 ,u,v





pqq where the ondition of EHu pp8, 0sq and EHv pr1, qsq interset-
ing a ommon ontour of FextpLH1
2
















pq, jqq  PpA 1
2 ,u,v
pqqq
We will denote by An1
2 ,u,v
pq, jq and An, 1
2 ,u,v





pq, jq by doing the following replaements:
 EHu pp8, 0sq replaed by ErHnu pp8, 0sq and EHv pr1, qsq replaed by ErHnv pr1, qsq
 Z 1
2






























, z1, . . . , zjs, the Poisson point
proess ErHnu pp8, 0sq to EHu pp8, 0sq and ErHnv pr1, qsq to EHv pr1, qsq. Moreover in the limit, if




, z1, . . . , zjs then a.s. it goes in the
interior surrounded by the loop. Thus the intersetion still holds for small deformations of





pq, jqq  PpA 1
2 ,u,v
pq, jqq













pq, jqq  PpA 1
2 ,u,v
pq, jqq




q is surrounded by a ontour of FextpLrHn1
2







, 0q. Thus on the event An, 1
2 ,u,v
pq, jq, an exursion from ErHnu pp8, 0sq
and one from ErHnv pr1, qsq either interset eah other or interset a ommon ontour from














































































whih is a ontradition. It follows that FextpLrHn1
2
q onverges in law to FextpLH1
2
q. 
Theorem 5.2. Let α P p0, 12 q. FextpLHnα q and FextpLrHnα q onverge in law as nÑ  8 to
FextpLHαq, that is to say to a CLEκpαq on H.
Proof. As for theorem 5.1 it is enough to prove that FextpLrHnα q onverges in law to
FextpLHαq. Let's assume that this is not the ase. Let zα,0 be the point and nα,0 the sub-
sequene dened by lemma 5.4.2. We also onsider the joint law of pFextpLHαq, Zαq dened
by 5.4.4. Let z˜ P H, z˜  zα,0.
Let α¯ : 12  α. We take LHα¯ independent from pLHα, Zαq and L
rHn
α¯ independent from




as unions of two independent Poisson point proesses:
LH1
2
 LHα Y LHα¯ LrHn1
2
 LrHnα Y LrHnα¯




qpz˜q. Let A α be the event






 FextpLHα¯qpz˜q surrounds Zα.
Sine LHα¯ is independent from pLHα, Zαq and with positive probability Zα is in the exterior
of FextpLHαqpzα,0q
PpA α q ¡ PpAαq
Next is an illustration of A α zAα.















Fig.5.6: Illustration of A α zAα.
Let Anα and A
n, 
α be the events dened similarly to Aα and A
 










and FextpLrHnα¯ qpz˜q respetively and Zα is replaed by Zα,n. Sine Zα,n is on the ontour




On the other hand
lim
nα,0Ñ 8
PpAnα,0, α q  PpA α q ¡ PpAαq
whih is a ontradition. It follows that FextpLrHnα q onverges in law to FextpLHαq. 
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