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1. Introduction
Emergent ﬂocking and swarming phenomena appearing in many biological systems are simple
collective modes of complex systems, and have been an active research area in applied mathematics,
biology and physics, e.g. [1,12–14,33,39]. The research on the ﬂocking and swarming using a simple
dynamical system was pioneered by Vicsek and his collaborators in [38]. Recently several particle
models [7,8,10,11,15,16,23–25,36,38] based on continuous-time dynamical systems were employed in
the modeling of collective phenomena of biological complex systems. Among them, our interest lies in
two particle models in [7,8,15,17] with small parameters which identify the fast–slow dynamics under
consideration. The ﬁrst model is a Cucker–Smale (in short C–S) type model [10,11,18,19,21,28,31] and
the second model is a Newtonian type model with the Rayleigh friction as given by Chuang et al. [7],
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can describe the milling phenomena [8,25,30] often found in the swarming group of ﬁsh, insects, etc.
The purpose of this paper is to rigorously approach the ﬂocking and swarming estimates for the
aforementioned particle models as a singular perturbation limit. For example, under the minimal
assumption of positive communication weights, we can still establish the translation model observed
in ﬂocking of biological system. In the particle models, the small parameter ε is the mass of the
particle. In very simplistic terms, we may say that we are studying the ﬂocking and swarming of
bacteria, birds and bees and not whales or elephants.
The rest of the paper is divided into four sections. In Section 2, we brieﬂy review AKST’s singular
perturbation theory and planar Poincaré–Bendixson theory. These two theories will be crucial to the
limiting dynamics of the particle models in the singular limit ε → 0. In Section 3, we consider the
Cucker–Smale type ﬂocking model. In Section 4, we study the limiting dynamics of a Newtonian type
particle model introduced in [7,15,16,30] in the singular perturbation limit. In particular we give a
complete description of the limit dynamics. Finally Section 5 is devoted to a numerical illustration of
our analytical result.
2. Preliminaries
In this section, we review invariant measures, Young measures and Artstein–Kevrekidis–Slemrod–
Titi’s uniﬁed approach to singular perturbations [27,29,35]. A similar presentation has been given
in [20], but we include it here to keep this article self-contained. The AKST theory provides a gener-
alization of classical averaging [29] and Tikhonov [35] theory and the basic ideas were ﬁrst presented
by Artstein and Vigodner [4] with a subsequent survey by Artstein in [2].
2.1. Invariant measures and Young measures
In this part, we collect some basic notions from [3,32] on the invariant measures and Young mea-
sures to be used in later sections. For detailed discussions, we refer to [5,26,37].
Recall that a probability measure μ on RN is a σ -additive set function deﬁned on the Borel subsets
of RN with values in [0,1] and μ(RN ) = 1. We set P(RN ) to be the family of all probability measures
on RN endowed with weak convergence of measures.
Deﬁnition 2.1. Let μ be a probability measure deﬁned on RN respectively.
1. The support of μ (often denoted by spt(μ)) is the smallest closed set C such that μ(C) = 1.
2. μ is an invariant measure of the system
dx
dt
= f (x), f : Lipschitz continuous, (1)
if the solutions X(t, x0) to (1) for x0 in a neighborhood of spt(μ) are deﬁned on a common
interval I around t = 0 and if μ(B) = μ(X(t, B)) for each t ∈ I and every Borel set B .
3. μ is a Young measure if μ(·) : [a,b] → P(RN ) is a measurable map.
We also recall the deﬁnition of convergence of measures as follows.
Deﬁnition 2.2. (See [6].) Let (μ j) be a sequence of Young measures deﬁned on the same interval
[a,b]. The sequence μ j converges to the Young measure μ0 if and only if
b∫
a
∫
RN
h(x, t)μ j(t)(dx)dt →
b∫
a
∫
RN
h(x, t)μ0(t)(dx)dt,
for every continuous and bounded real function h = h(x, t).
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2. A usual point-valued function x = x(·) can be viewed as a Young measure, when the point x(t)
is identiﬁed with the Dirac measure supported on the singleton {x(t)}. Hence when we refer to the
convergence of a sequence of functions in the sense of Young measures, we mean the convergence
in the sense of Deﬁnition 2.2 for the corresponding Dirac measure-valued maps. Thus when we have
a sequence of continuous functions uniformly bounded in j, {x j(t)}, a  t  b, its associated Young
measures are μ j(t) = δ(x − x j(t)). If we choose h(x, t) = a(x)b(t), then convergence of x j(·) to the
Young measure μ0 in Young measures implies the statement
b∫
a
b(t)a
(
x j(t)
)
dt →
b∫
a
b(t)
( ∫
RN
a(x)μ0(t)(dx)
)
dt.
Hence the weak-∗ L∞([a,b]) limit of the functions a(x j(·)) is represented by the value
∫
RN
a(x)μ0(t)(dx).
This representation has proved extremely valuable in applications [34].
2.2. Review on AKST’s uniﬁed approach
Consider a fast–slow system:
dU
dt
= F (U )
ε
+ G(U ), U ∈RN , t > 0, (2)
subject to initial data:
U (0) = U0, t = 0, (3)
where F (U ),G(U ) : RN → RN are continuous functions and denote fast and slow parts of the sys-
tem (2) respectively.
We ﬁrst present a framework of AKST’s theory:
• (F1): The solutions of (2) lie in a compact set H ⊂ RN on some interval, say 0  t  1 for any
0 < ε  1 and in addition, there is a compact set K ⊂ H which is positively invariant with respect
to the fast part of (2):
dU
ds
= F (U ). (4)
• (F2): For initial data U0 ∈ K solutions of the full system (2) and fast system (4) are unique.
Theorem 2.1. Let U ε be solutions of (2) satisfying U ε0 = U0 ∈ K , and deﬁned on a common interval, say[0,1]. Then for every sequence ε j → 0, there exists a subsequence U ε j (·) which converges in the sense of
Young measures to a Young measure, say μ0(·) deﬁned on [0,1]. The value of the limit Young measure is an
invariant measure for the fast equation (4).
Deﬁnition 2.3. Let V :RN →R be a continuous function called a measurement.
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Vˆ (μ) :=
∫
RN
V (λ)μ(dλ),
an observable.
(ii) The observable Vˆ (μ) is an “orthogonal observable” of the fast part (4), if the measurement V (·)
is the ﬁrst integral of the fast system (4), i.e., V (U (s)) is constant along any solution of (4) and
hence is equivalent to the relation ∇U V · F ≡ 0 if V is differentiable. Here a · b is the standard
Euclidean inner product of two vectors a,b ∈RN .
Theorem 2.2. Suppose the assumptions (F1)–(F2) hold, and let U ε j (·) be the solutions of (2) satisfying
U ε j (0) = U0 and deﬁned on, say [0,1], and which converge to μ0(·) in the sense of Young measures via
Theorem 2.1. Then for any orthogonal observable Vˆ (·) of the system (2), the measurements V (U ε j (t)) converge
in weak-∗ L∞([0,1]) to Vˆ (μ0(t)):
Vˆ
(
μ0(t)
)= ∫
RN
V (λ)μ0(t)(dλ).
Moreover, Vˆ (μ0(t)) satisﬁes the relation:
Vˆ
(
μ0(t)
)= V (U0) +
t∫
0
∫
RN
∇V (λ) · G(λ)μ0(s)(dλ)ds. (5)
Remark 2.2. One may ask why we do not differentiate the above integral relation to obtain an or-
dinary differential equation for Vˆ (μ0(t)). First we note even if we could differentiate the integral
relation, it would not yield an ordinary differential equation in the classical sense, i.e., since the
Young measure μ0(t) is determined via the initial data U0, the right-hand side depends on the initial
data. Secondly the issue of differentiability has been covered in Theorem 6.5 of [3]. The suﬃcient
conditions given there are that the Young measure μ0 is uniquely determined by the initial data U0
and furthermore, that it is Lipschitz continuous as a function of the data U0.
2.3. Limit dynamics of a planar dynamical system
In this part, we brieﬂy discuss the Poincaré–Bendixson theorem for a planar system. We follow the
notation and presentation given in Coddington and Levinson [9].
Consider a two-dimensional dynamical system:
dx1
dt
= f1(x1, x2), t > t0,
dx2
dt
= f2(x1, x2), (6)
subject to initial data
(x1, x2)(t0) = (x10, x20). (7)
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x0 := (x10, x20) and x(t) :=
(
x1(t), x2(t)
)
.
Deﬁnition 2.4. Let (x1, x2) be the solution to the system (6)–(7).
1. The time-forward orbit C+ and its corresponding ω-limit ω(x0) are deﬁned as follows.
C+(x0) :=
{
x(t) ∈R2: t  t0
}
,
ω(x0) := set of all limit points of C+.
2. Let P be an isolated equilibrium point for the system. Then the index of P is deﬁned as the index
of any Jordan curve containing only P among all equilibria in its interior.
Remark 2.3. 1. The index of a saddle point is −1 and the indices of other types of equilibria are 1.
2. A bounded ω-limit set is connected.
The following theorem classiﬁes all possible structures of ω-limit sets.
Theorem 2.3. Let D be a bounded open subset of R2 , and assume that the system (6) has a ﬁnite number of
equilibrium points. If C+ is contained in a closed subset K of D, then the following trichotomy holds.
1. ω(x0) consists of single equilibrium point of (6).
2. ω(x0) is a periodic orbit.
3. ω(x0) consists of a ﬁnite number of equilibrium points of (4), and a set of orbits connecting equilibrium
points. In particular, if the orbit is periodic, the sum of all indices of equilibria contained in the periodic
orbit is exactly one.
3. A Cucker–Smale type model
In this section, we revisit the C–S type ﬂocking model in [17] and discuss how the model can
recast in the framework of AKST’s theory.
In the sequel, we set ‖ · ‖ to be the standard 2-norm in Rd:
‖a‖ :=
(
d∑
i=1
|ai|2
) 1
2
, a = (a1, . . . ,ad) ∈Rd.
Let (xi(t), vi(t)) ∈ R2d be the phase-space coordinate of the i-th particle at time t , and its dynamics
is governed by the following singularly perturbed ODE system: For i = 1, . . . ,N ,
dxi
dt
= vi, t > 0,
dvi
dt
= K
Nε
N∑
j=1
ψ
(‖x j − xi‖)(v j − vi) + gi(v), (8)
subject to initial data:
(xi, vi)(0) = (xi0, vi0). (9)
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forces, and ψ is a communication weight between particles satisfying
ψ(s) > 0, s 0. (10)
For the simplicity of presentation, we set
x := (x1, . . . , xN )t, v := (v1, . . . , vN)t ∈RNd.
In order to use the notation of Section 2, we take
U =
(
x
v
)
, F (U ) =
(
0
f (x, v)
)
, G(U ) =
(
v
g(v)
)
,
where f = ( f1, . . . , fN )T , g = (g1, . . . , gN)T :
f i(x, v) := K
N
N∑
j=1
ψ ji(v j − vi), ψ ji := ψ
(‖x j − xi‖).
Uε denotes the solution of the system (8)–(9) and the system can be written in the following conve-
nient form:
dUε
dt
= F (Uε)
ε
+ G(Uε), t > 0, Uε(0) = U (0). (11)
Note that the fast and slow parts of the system (8)–(9) are as follows:
(a): dU
dt
= F (U ): fast part, (b): dU
dt
= G(U ): slow part. (12)
In order to apply AKST’s theory, we need to prepare three ingredients: identiﬁcation of orthogonal
observables, uniform boundedness of fast ﬂow and characterization of ω-limit set of the fast ﬂow.
Lemma 3.1. For each i = 1, . . . ,N, V (x, v) = x j is an orthogonal observable.
Proof. Recall that to construct an orthogonal observable, we need a measurement V which remains
constant under the fast ﬂow (12)(a). Hence we compute
d
dt
V (U ) = ∇U V (U ) · dU
dt
= ∇U V (U ) · F (U )
=
(
∂V
∂x1
, . . . ,
∂V
∂xN
,
∂V
∂v1
, . . . ,
∂V
∂vN
)
· (0, . . . ,0, f1, . . . , fN)
= f1 ∂V
∂v1
+ · · · + fN ∂V
∂vN
.
Thus if V = V (x, v) is independent of vi ’s, i.e., V = Vˆ (x), then V becomes the desired measurement,
for example,
V (U ) = x j, for each j ∈ {1, . . . ,N}. 
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i.e., for any solution (xi, vi) ∈R2d to the fast system (12)(a), we have
max
1iN
sup
t0
(∥∥xi(t)∥∥+ ∥∥vi(t)∥∥) C < ∞,
where C is a positive constant only depending on initial data U0 independent of time t.
Proof. (i) (Uniform boundedness of x): Since dxidt = 0, we have
xi(t) = xi0, for all t.
(ii) (Uniform boundedness of v): We use the standard energy estimate to ﬁnd
d
dt
N∑
i=1
‖vi‖2 =
N∑
i=1
2vi · dvi
dt
= 2K
N
N∑
i, j=1
vi · ψ ji(v j − vi)
= N
K
(
N∑
i, j=1
vi · ψ ji(v j − vi) +
N∑
i, j=1
v j · ψi j(vi − v j)
)
= − K
N
N∑
i, j=1
ψ ji‖v j − vi‖2
 0,
where we used the symmetry of ψ ji . From this, we obtain
∥∥vi(t)∥∥2  N∑
i, j=1
∥∥vi(t)∥∥2  N∑
i, j=1
‖vi0‖2 for all 1 i  N and t  0.
We ﬁnally combine the estimates in (i) and (ii) to ﬁnd the desired result. 
For later use, we set
(x, v) := (x1, . . . , xN , v1, . . . , vN) ∈R2dN .
Lemma 3.3. For any initial data U0 := (x0, v0) ∈R2dN for the fast system (12)(a), we have
ω(U0) =
{
(x, v) ∈R2dN : equilibrium points of (12)(a), i.e. xi = xi0, vi = v j, ∀i, j
}
.
Proof. Note that V :=∑Ni=1 ‖vi‖2 is a Lyapunov function and it satisﬁes
dV
dt
= − K
N
N∑
i, j=1
ψ ji‖v j − vi‖2. (13)
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ω(U0) ⊂ the largest invariant set in
{
(x, v):
d
dt
N∑
i=1
‖vi‖2 = 0
}
.
Since if
d
dt
N∑
i=1
‖vi‖2 = 0, for all t,
we have
xi = xi0, ψ
(‖x j0 − xi0‖)‖v j − vi‖2 = 0 for all t,
and hence
v j = vi and dv j
dt
= 0 by (12)(a).
Thus application of LaSalle’s theorem proves the lemma. 
Theorem 3.1. The limiting dynamics as ε → 0 for the C–S system (8)–(9) on 0  t  1 is that all particles
move with same velocity, i.e. they move as a ﬂock:
dxi(t)
dt
= v1(t), i = 1, . . . ,N.
Proof. For each j ∈ {1, . . . ,N}, we take the measurement V (U ) = x j :
〈
λ j,μ0(t)(dλ)
〉− x j0 =
t∫
0
〈
λN+ j,μ0(τ )(dλ)
〉
dτ ,
which is equivalent to
∫
R2N
λ jμ0(t)(dλ) − x j0 =
t∫
0
∫
R2N
λN+ jμ0(τ )(dλ)dτ .
In this case, for ﬁxed t , support of μ0 is contained on the singleton set {x1, . . . , xN , v1, . . . , v1} by
Lemma 3.3. We can write this again
μ0(t)(dλ) = δt(λ1 − x1) · · · δt(λN − xN)δt(λN+1 − v1) · · · δt(λ2N − v1).
Here δ denotes the Dirac delta measure. Therefore, we obtain the equation
x j(t) − x j0 =
t∫
v1(τ )dτ .0
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initial data, we may differentiate the integral expression. 
Remark 3.1. We note that the result of Theorem 3.1 improves the corresponding results in [17] where
the restrictive assumptions ψ  ψ∗ > 0 and non-increasing property of ψ in its argument are crucial
to get the ﬂocking estimate. Of course here, our result is much weaker in that we have only weak∗-
convergence to our limit equations of Theorem 3.1
4. A Newtonian model for swarms with Rayleigh friction
In this section, we will consider another particle model which is a Newtonian system with force
potential ϕ and Rayleigh friction. The model has been used by Chuang et al. [7], D’Orsogna et al. [15],
Dunkel et al. [16] and related model has been studied by Schweitzer et al. [30]. However as far as
we know, no one has considered the small mass singular limit of these models. In this section, we
pursue this goal.
4.1. Description of model system
Consider the particle model on R2: For i = 1, . . . ,N ,
dxi
dt
= vi,
ε
dvi
dt
= −
∑
j =i
∇xϕ(x j − xi) + δ
(
1− ‖vi‖2
)
vi, (14)
where ϕ is a pairwise interaction potential and δ is a positive constant relating the strength of self-
accelerating force and self-decelerating force, respectively. As noted in the introduction, this model
has been the focus of a series of analytical and numerical investigations in the mathematical theory
of swarms. We set
f i(x, v) := −
∑
j =i
∇xϕ(x j − xi) + δ
(
1− ‖vi‖2
)
vi, gi(v) := 0,
and
U =
(
x
v
)
, F (U ) =
(
0
f (x, v)
)
, G(U ) =
(
v
0
)
,
where f = ( f1, . . . , fN )T . Then the system (14) can be rewritten in compact form:
dU
dt
= F (U )
ε
+ G(U ). (15)
Note that the fast ﬂow is given by
dxi
dt
= 0,
dvi
dt
= −
∑
j =i
∇xϕ(x j − xi) + δ
(
1− ‖vi‖2
)
vi, (16)
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dxi
dt
= 0, dvi
dt
= δ(1− ‖vi‖2)vi + ci, (17)
where ci satisﬁes the zero sum relation:
ci := −
∑
j =i
∇xϕ(x j − xi),
N∑
i=1
ci = 0. (18)
Once ci is determined by the position x = (x1, . . . , xN), then the dynamics for each vi is completely
decoupled. We next show that the fast ﬂow is uniformly bounded.
Lemma 4.1. Let vi = vi(t) be the solution to the system (16). Then we have
∥∥vi(t)∥∥max{‖vi0‖, R}, t  0,
where D is a positive constant:
R :=
(
δ + ‖ci‖
δ
) 1
2
.
Proof. We consider the two cases depending on initial data:
either vi0 ∈ BR(0), or vi0 ∈ BR(0)c,
where BR(0) is the ball with a center 0 and radius R .
Case 1 (vi0 ∈ BR(0)c): Since R > 1, as long as vi(t) ∈ BR(0)c , ‖vi‖2 is strictly decreasing along the
fast ﬂow (17). This can be seen as follows. We take the inner product in (16) with vi to ﬁnd
1
2
d
dt
‖vi‖2 = δ
(
1− ‖vi‖2
)‖vi‖2 − ci · vi
−δ‖vi‖4 +
(
δ + ‖ci‖
)‖vi‖2
< 0,
where we used the fact that ‖vi‖ 1. Hence ‖vi‖ is strictly decreasing, i.e.,
∥∥vi(t)∥∥ ‖vi0‖, t  0.
Case 2 (vi0 ∈ BR(0)): In this case, we can use the result of Case 1 as follows. If ‖vi(t)‖  R , t  0,
then we are done. However if there exists some ﬁnite time t0 such that
∥∥vi(t0)∥∥= R,
then at that instant t = t0, we have
1 d ‖vi‖2|t=t0  0.2 dt
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result. 
Of course, an important consequence of Lemma 4.1 is that Eqs. (16) for vi (with ﬁxed ci) are
decoupled and hence the Poincaré–Bendixson theorem applies to each individual equation.
Lemma 4.2.
(i) If ci = 0, ∀i, the fast system (16) has at most 3N number of equilibrium solutions.
(ii) If ci = 0, then either vei = 0 or any points on the unit sphere ‖vei‖ are equilibrium points.
Proof. Note that an equilibrium solution (ve1, . . . , veN) satisﬁes
δ
(
1− ‖vei‖2
)
vei − ci = 0. (19)
Once we know ‖vei‖ = 1, then vei is given by
vei = ci
δ(1− ‖vei‖2) , if ‖vei‖ = 1, (20)
i.e., nonunit ‖vei‖ uniquely determines the equilibrium solution vei . It follows from (19) that
(
1− ‖vei‖2
)2‖vei‖2 = ‖ci‖2
δ2
. (21)
Note that ‖vei‖2 is given by the intersection points between two functions
(1− y)2 y, y  0, and ‖ci‖
2
δ2
.
By direct calculation, it is easy to see that the function f (y) = (1 − y)2 y has local extreme at x =
0, 13 ,1, and
f (0) = 0, f
(
1
3
)
= 4
27
, f (1) = 0.
Note that if ‖ci‖ = 0, it is easy to see that ‖vei‖ = 1. Hence the determination of ‖vei‖ yields the
equilibrium solution.
Case 1 ( ‖ci‖
2
δ2
> 427 ): By the graphical argument, we have the unique solution v11 satisfying
‖v11‖ > 1.
Case 2 ( ‖ci‖
2
δ2
= 427 ): In this case we have two roots for (21) satisfying
‖v21‖ = 1√ and ‖v22‖ > 1.
3
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2
δ2
< 427 ): In this case we have three roots for (21) satisfying
‖v31‖ < 1√
3
,
1√
3
< ‖v32‖ < 1 and ‖v33‖ > 1.
Case 4 (‖ci‖ = 0): In this case, we have inﬁnitely many solutions, i.e.,
‖v41‖ = 0, ‖v42‖ = 1. 
We next study the stability of the equilibria obtained in Lemma 4.2. For a given equilibrium point
ve for the system (16), we introduce a perturbation vˆ i :
vˆ i := vi − ve.
Then the linearized system for (16) is
dvˆi
dt
= (−2δve · vˆ i)ve +
(
δ − δ‖ve‖2
)
vˆ i,
or equivalently,
d
dt
(
vˆ i1
vˆ i2
)
=
(
δ − δ(3v2e1 + v2e2) −2δve1ve2
−2δve1ve2 δ − δ(v2e1 + 3v2e2)
)(
vˆ i1
vˆ i2
)
. (22)
By direct calculation, it is easy to see that the above linear system has two real eigenvalues:
λ1 = δ − δ
(
v2e1 + v2e2
)
, λ2 = δ − 3δ
(
v2e1 + v2e2
)
.
4.2. Classiﬁcation of equilibria
In this part, we discuss different cases above to list the equilibria and their stability.
• Stability of equilibria:
Case 1 ( ‖ci‖
2
δ2
> 427 ):
v11 (λ2 < λ1 < 0): stable node.
Case 2 ( ‖ci‖
2
δ2
= 427 ):
v21 (0 = λ2 < λ1): unstable degenerate node; v22 (λ2 < λ1 < 0): stable node.
Case 3 (0 < ‖ci‖
2
δ2
< 427 ):
v31 (0= λ2 < λ1): unstable node; v32 (λ2 < 0 < λ1): unstable saddle;
v33 (λ2 < λ1 < 0): stable node.
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In each case, the Poincaré–Bendixson theorem and the index of an isolated critical point may be
used to describe the possible conﬁguration of the phase portrait as follows.
Case 1: We have a stable node with index 1 which does not preclude a periodic orbit around the
node.
Case 2: We may have a stable node v22, with a trajectory joining critical points or a periodic
orbit around v22 or neither of these two possibilities. The index theory does not apply to the
degenerate equilibrium point v21.
Case 3: We may have the saddle point connected to itself by a homoclinic orbit, connected to the
unstable node, or connected to the stable node. Furthermore index theory allows for a periodic
solution around the unstable node v31, the stable node v33, or around all these equilibria.
4.3. Limit dynamics of the system (16)
Recall the Young measure associated with the limit of the fast ﬂow must be an invariant measure
supported on the ω-limit set of the fast motion. This allows us to ﬁnally record the possible support
of this measure in all these cases.
Case 1. The support of the invariant measure is the union of a critical point and the possible periodic
orbit.
Case 2. The support of the invariant measure is the union of the two critical points and the possible
periodic orbit.
Case 3. The support of the invariant measure is the union of the three critical points and the two
possible periodic orbits.
As in Section 3, we can take x j , j = 1, . . . ,N to be measurements and immediately record the
limit dynamics. The main result of this section is the following description of the limit dynamics of
the system (14).
Theorem 4.1. The limit dynamics of (14) as ε → 0 for say 0 t  1 is given by
x j(t) = x j(0) +
t∫
0
∫
R2N
λN+ jμ0(τ )dλdτ , (23)
where the support of μ0(τ ) may change as
ci = −
∑
j =i
∇xϕ(x j − xi), i = 1, . . . ,N,
evolves between Cases 1, 2, 3.
While Theorem 4.1 is quite general and goes beyond the theorems for the N = 2 case given by
Schweitzer, Ebeling and Tilch [30] and Dunkel, Ebeling and Erdmann [16]. The restriction
N∑
ci = 0i=1
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N∑
i=1
vei
(
1− ‖vei‖2
)= 0.
For example this says we cannot have all the ﬁrst components v1ei of vei with the same sign and
remain in Case 1 (and a similar statement for v2ei). Thus we conclude,
(i) there must be a switch in orientation of the vector ﬁelds vei for some value of i, or
(ii) for some i, we are in Case 2 or Case 3.
If (i) occurs and the initial data vi0 is suﬃciently close to the unique equilibrium, the Young
measure is supported on that equilibrium point. The limit motion is simply
dxi
dt
= vie(x), i = 1, . . . ,N, (24)
where there must be a switch in orientation of at least one vector ﬁeld vie(x). In particular, for the
case N = 2, the two vector ﬁelds must reverse orientation. These are seen in the numerical results in
Fig. 7 of Schweitzer, Ebeling and Tilch [30] and Fig. 1 of Chuang et al. [7]. Furthermore, Schweitzer,
Ebeling and Tilch assert that when we move beyond Case 1 “the swarm does not establish an internal
order”. We amend their remark: Our Theorem 4.1 says while the internal order may be complicated,
it is completely determined by the three speciﬁc cases of the theorem.
5. Numerical example
In this section, we provide a numerical example to illustrate Theorem 4.1. In the simulations, we
choose the force potential ϕ to be of Morse type as in [15]:
ϕ
(‖xi − x j‖)= −Cae− |xi−x j |la + Cre− |xi−x j |lr ,
where Ca and Cr are the strength of attraction and repulsion respectively, and la and lr are the effec-
tive interaction length scales. In fact, the model introduced in [15] is as follows:
dxi
dt
= vi, i = 1, . . . ,N,
m
dvi
dt
= αvi − β‖vi‖2vi − ∇xiϕ
(‖xi − x j‖). (25)
To compare (25) with (14), we introduce a change of variables:
x˜ :=
√
β
α
x, v˜ :=
√
β
α
v.
Note that the interaction term can be written as follows
∇xiϕ
(‖xi − x j‖)=
(
∂ x˜i
∂x
)
· ∇x˜iϕ
(√
α
β
‖x˜ j − x˜i‖
)
=
√
β
α
∇x˜iϕ
(√
α
β
‖x˜ j − x˜i‖
)
,i
S.-Y. Ha et al. / J. Differential Equations 252 (2012) 2563–2579 2577Fig. 1. (a) random spatial conﬁguration at t = 0, (b) spatial conﬁguration at t = 20. In both ﬁgures, arrows denote the velocity
vector of particles.
and we have
dx˜i
dt
= v˜ i(t), i = 1, . . . ,N,
m
dv˜i
dt
= α(1− ‖v˜ i‖2)v˜ i − β
α
∑
j =i
∇x˜iϕ
(√
α
β
‖x˜i − x˜ j‖
)
, (26)
which is of the form (14). For numerical simulations, we employed the 4th-order Runge–Kutta method
as a numerical scheme. We explain the numerical simulation performed in Fig. 1. For the simulations,
all parameters are taken as follows:
Ca = 0.5, Cr = 1, la = 2, lr = 0.5, α = 1.6, β = 0.5, N = 100.
These parameters are used in [15]. Then vei satisﬁes the equation.
δ
(
1− ‖vei‖2
)
vei − ci = 0,
where
ci = β
α
∑
j =i
∇x˜iϕ
(√
α
β
‖x˜i − x˜ j‖
)
=
√
β
α
∑
j =i
(
Ca
la
e−
√
α
β
‖x˜i−x˜ j‖
la − Cr
lr
e−
√
α
β
‖x˜i−x˜ j‖
lr
)
· x˜i − x˜ j‖x˜i − x˜ j‖ ,
and hence
‖vei‖2
(
1− ‖vei‖2
)2 = ‖ci(x˜(t))‖2
2
,
δ
2578 S.-Y. Ha et al. / J. Differential Equations 252 (2012) 2563–2579i.e. ‖vei‖2 is the root of cubic equation x3 − 2x2 + x = ‖ci(x˜(t))‖2δ2 . So by Cardano’s formula, ‖vei‖2 has
just one real root:
‖vei‖2 = 23 +
{
c
2δ2
− 1
27
+
√
c
4δ4
(
c − 4δ
2
27
)} 1
3
+
{
c
2δ2
− 1
27
−
√
c
4δ4
(
c − 4δ
2
27
)} 1
3
= 2
3
+
(√
c
2δ
+ 1
2δ
√
c − 4δ
2
27
) 2
3
+
(√
c
2δ
− 1
2δ
√
c − 4δ
2
27
) 2
3
=
{(√
c
2δ
+ 1
2δ
√
c − 4δ
2
27
) 1
3
+
(√
c
2δ
− 1
2δ
√
c − 4δ
2
27
) 1
3
}2
,
where c := ‖ci(x˜(t))‖2. Therefore the limit equation (26) in Case 1 is
dx˜i
dt
= ci(x˜(t))
δ(1− ‖vei‖2) ,
where δ = 1.6. We choose random initial data and display the solution at t = 20.
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