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LENGTH OF LOCAL COHOMOLOGY OF POWERS OF IDEALS
HAILONG DAO AND JONATHAN MONTAN˜O
Dedicated to Professor Gennady Lyubeznik on the occasion of his sixtieth birthday.
Abstract. Let R be a polynomial ring over a field k with irrelevant ideal m and dimen-
sion d. Let I be a homogeneous ideal in R. We study the asymptotic behavior of the
length of the modules Him(R/I
n) for n ≫ 0. We show that for a fixed number α ∈ Z,
lim supn→∞
λ(Hi
m
(R/In)>−αn)
nd < ∞. It follows that lim supn→∞
λ(Hi
m
(R/In))
nd < ∞ when
X = ProjR/I is locally a complete intersection (lci) and i 6 dimX . We also establish
that the actual limit exists and is rational for certain classes of monomial ideals I such
that the lengths of local cohomology of In are eventually finite. Our proofs use Gro¨bner
deformation and Presburger arithmetic. Finally, we utilize more traditional commutative
algebra techniques to show that lim infn→∞
λ(Hi
m
(R/In))
nd
> 0 under certain conditions when
R/I is either F -pure or lci.
1. Introduction
Let (R,m, k) be a Noetherian local ring or standard graded ring (in which case m is the
irrelevant ideal), and set d = dim(R). Let I be an ideal of R. This paper is motivated by
some recent striking results on the local cohomology modules Him(R/I
n) of powers of I.
For example, Cutkosky showed in [10] that the limit
lim
n→∞
λ(H0
m
(R/In))
nd
always exists and is finite when R is analytically unramified or d = 0. Here λ(−) denotes the
length of a module. This limit was defined and studied as a lim sup by Katz-Validashti in [26],
where it was shown to have intimate connection to the analytic spread of I. Furthermore,
Herzog, Puthenpurakal, and Verma, proved that the limit is rational when I is a monomial
ideal in a polynomial ring ([22]).
In a different vein, when R = k[x1, ..., xd] and I is a homogeneous ideal, works by Bhatt-
Blickle-Lyubeznik-Singh-Zhang and Raicu ([2, 35]) revealed very surprising patterns on the
graded pieces of Hi
m
(R/In) for i > 0. For example, when ProjR/I has certain types of
singularities and for i in certain range, their results assert that the local cohomology modules
satisfy “Kodaira vanishing”, namely Hi
m
(R/In)<0 = 0 for all n > 0. This type of vanishing
will be crucial for some applications in our present work.
Apart from the papers mentioned above, there have been numerous other interesting
works on local cohomology of powers of an ideal. We refer to section 7 for a more detailed
survey. The purpose of this paper is to investigate the asymptotic behavior of length of
higher local cohomology modules of powers of I. In particular, we are interested in the
following questions.
Question 1.1. Fix an integer i > 0.
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(1) When is λ(Him(R/I
n)) <∞ for n≫ 0?
(2) Assume λ(Hi
m
(R/In)) <∞ for n≫ 0, is lim supn→∞ λ(H
i
m(R/I
n))
nd
<∞?
(3) When is lim infn→∞
λ(Him(R/I
n))
nd
> 0?
(4) When does the limit limn→∞
λ(Him(R/I
n))
nd
exist?
We are able to answer the questions above in many cases of interests. In the following
we shall describe both the structure of the paper and its main results. For notational
convenience let us define
ǫi+(I) := lim sup
n→∞
λ(Hi
m
(R/In))
nd
,
ǫi−(I) := lim inf
n→∞
λ(Hi
m
(R/In))
nd
,
and
ǫi(I) := lim
n→∞
λ(Hi
m
(R/In))
nd
Section 2 establishes some preliminary results in quite general setting when R is a lo-
cal ring. Here we provide, via Grothendieck Finiteness Theorem, precise conditions for
λ(Hi
m
(R/In)) to be finite for n ≫ 0. One notable result is Proposition 2.4, where we show
a connection between depth conditions on the Rees algebra of I and the positivity of ǫi+(I).
For the rest of the paper we focus mostly on the case when R = k[x1, . . . , xd], m =
(x1, . . . , xd), and I is a homogeneous ideal. First, in Section 3 we assume that I is a
monomial ideal. This case is very helpful for later applications and is interesting in its own
right due to the intricate combinatorics involved.
Theorem A. (Theorem 3.8) Let I be a monomial ideal. Assume λ(Hi
m
(R/In)) < ∞ for
n ≫ 0. Then the sequence {λ(Hi
m
(R/In))}n>0 agrees with a quasi-polynomial of degree at
most d for n≫ 0. Moreover, this sequence has a rational generating function.
Recall that a quasi-polynomial on n is a function f : N → Q for which there exist
π ∈ N and polynomials pi(n) ∈ Q[n] for i = 0, . . . , π − 1 such that f(n) = pi(n) whenever
n ≡ i (mod π).
In fact, we are able to prove a much stronger result: the rational generating function
condition holds for any Noetherian graded family of ideals (In)n>0, not just ordinary powers.
Interestingly, our proofs rest on the theory of Presburger arithmetic and counting functions,
together with a formula by Takayama for local cohomology of monomial ideals.
Next, we investigate situations where one can actually show that ǫi(I) exists. This is the
content of Section 4. The main result here is that the limit exists if we replace the regular
powers (In)n>0 of a monomial ideal by their integral closures (In)n>0.
Theorem B. (Theorem 4.4) Let I be a monomial ideal. Assume λ(Hi
m
(R/In)) < ∞ for
n≫ 0, then the limit
lim
n→∞
λ(Hi
m
(R/In))
nd
exists and is a rational number.
This implies, for instance, that ǫi(I) exists and is rational when Ij is normal for each j,
where Ij is the ideal obtained by setting xj = 1. We also analyze carefully the case of edge
ideals in the rest of Section 4.
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Next we switch our attention to arbitrary homogeneous ideals. In Section 5 we prove
that as long as we restrict to a certain range, the lim sup is finite. The proof uses Gro¨bner
deformation to reduce to the monomial case.
Theorem C. (Theorem 5.3) Let R = k[x1, . . . , xd] and I be a homogeneous R-ideal, then
for every α ∈ Z, we have
lim sup
n→∞
λ(Him(R/I
n)>−αn)
nd
<∞.
As a corollary, when there is an α ∈ Z such that Him(R/In)<−αn = 0 for all n ≫ 0, then
ǫi+(I) < ∞. This is known when X = ProjR/I is locally a complete intersection (lci) and
i 6 dimX (cf. [2, 1.4] and Proposition 5.6), or when I is a GL-invariant ideal that is the
thickening of a determinantal ideal (cf. [35, 6.1]). For precise statements, see Corollaries
5.7 and 5.4.
In the next part of the paper we study the lim inf denoted by ǫi−(I) as above. Here we are
able show that when R/I is F -pure or lci, ǫi−(I) is often positive. We start in the positive
characteristic situation.
Theorem D. (Theorem 6.1) Let (R,m) be a regular local ring of characteristic p > 0
and dimension d. If I is an R-ideal such that R/I is F -pure, then for every i such that
Hi
m
(R/I) 6= 0 we have ǫi−(I) > 0.
In fact, we prove a stronger statement, not just for F -pure ideals but for the larger class of
F -full ideals. See Theorem 6.1 for details. We can also prove a similar result in the graded
characteristic 0 case.
Theorem E. (Theorem 6.4) Let R = k[x1, . . . , xd] be a polynomial ring such that k is of
characteristic 0. If I is a homogeneous prime ideal such that X = ProjR/I is lci, then for
every i < codim(SingX) such that Hd−iI (R) 6= 0 we have ǫi−(I) > 0.
In the last Section 7, we discuss various works in the literature on related topics: ε-
multiplicity, graded families of ideals, regularity of powers, and volume of convex bodies.
We also list some intriguing open questions.
Acknowledgments. We are grateful to Bhargav Bhatt, Dale Cutkosky, Linquan Ma, Anurag
Singh, Kevin Woods, and Wenliang Zhang for many very helpful discussions. We are es-
pecially grateful to Robert Lazarsfeld for providing us with the proof of Proposition 5.6.
We also wish to thank the referee for her or his helpful corrections. As with most young
commutative algebraists, our interests in local cohomology were inspired by the influential
work of Gennady Lyubeznik, and it is a pleasure to dedicate this paper to him. The first
author is partially supported by NSA grant H98230-16-1-001.
2. Preliminary results on the general case
In this section we establish some general results on when λ(Hi
m
(R/In)) < ∞ for n ≫ 0.
We also give a connection between depth conditions on the Rees algebra and the growth
rate of the length of local cohomology. We first recall some familiar notations.
Notation 2.1. Let (R,m) be a formally equidimensional local ring and a homomorphic
image of a regular ring. Let d = dim(R). Let I be an R-ideal, R := R(I) = R[It] the Rees
algebra of I. Set ℓ := ℓ(I) = dimR/mR, the analytic spread of I.
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We now recall the following classical result.
Theorem 2.2 (Grothendieck’s Finiteness Theorem, [6, 9.5.2]). Let R and I be as in Notation
2.1. If M is a finitely generated R-module, then the least i ∈ N for which HiI(M) is not
finitely generated is
min{depthMp + ht(I + p)/p | p ∈ SuppM \ V (I)}.
In the next proposition we show that the if the lim sup of {λ(Him(In))
nd
}n>0 is positive then
the ring HimR(R) cannot be Noetherian. This sequence is related to {λ(H
i−1
m (R/I
n))
nd
}n>0.
Indeed if depthR > i, then from the long exact sequence of local cohomology we obtain
Hi−1
m
(R/In)) ∼= Him(In) for every n.
A Noetherian ring S is said to satisfy Serre’s condition St, for t ∈ N if depthSp >
min{ht p, t} for every p ∈ Spec(S).
Lemma 2.3. Let R and I be as in Notation 2.1. If R satisfies condition Sd−ℓ, then the
modules HimR(R) are Noetherian for 0 6 i 6 d− ℓ.
Proof. Let p ∈ SpecR \ V (mR) and let h = ht p. Since htmR = d + 1 − ℓ, we have
ht(mR + p)/p > max{d + 1 − ℓ − h, 1}. On the other hand, by assumption we have
depthRp > min{h, d− ℓ}. The result now follows by Theorem 2.2. 
Proposition 2.4. Let R and I be as in Notation 2.1. Fix i > 1 and consider the following
statements:
(1) lim supn→∞
λ(Him(I
n))
nd
> 0,
(2) Hi
mR(R) is not Noetherian,
(3) ℓ > d− i+ 1, provided R satisfies Si.
Then (1)⇒ (2)⇒ (3).
Moreover, if HimR(R) is Noetherian, then the sequence {λ(Him(In))}n>0 coincides with a
polynomial of degree at most ℓ− 1.
Proof. Set H := Hi
mR(R) = Him(R) = ⊕∞n=0Him(In)
(1)⇒ (2): IfH is Noetherian, then H is a finitely generatedR/(mR)N -module forN ≫ 0.
Since [R/(mR)N ]0 = R/mN is Artinian, the Hilbert function of H asymptotically coincides
with a polynomial of degree dim(H)− 1 6 ℓ− 1 < d. Therefore, lim supn→∞ λ(H
i
m(I
n))
nd
= 0.
(2) ⇒ (3): It follows from Lemma 2.3 that if ℓ 6 d− i then H is Noetherian. 
Remark 2.5. In the case i = 1, the three conditions in Proposition 2.4 are equivalent.
Indeed, in [42, 4.4]) the authors proved that over arbitrary local rings, the lim sup of
{λ(H0m(R/In))
nd
}n>0 is nonzero if and only if ℓ = d. We do not know whether these condi-
tions are equivalent for i > 1. In Proposition 4.9 we give an example of a family of ideals
for which R satisfies S2, ℓ = d− 1, and lim supn→∞ λ(H
2
m(I
n))
nd
> 0.
A natural question to ask is whether i > 0 and lim supn→∞
λ(Him(R/I
n))
nd
= 0 implies
λ(Hi
m
(R/In)) = 0 for every n≫ 0. In the next example we show this is not the case.
Example 2.6. Let I1 = (x
4, x3y, xy3, y4, x2y2z, w2) and I2 = (a, b) in the polynomial ring
R = k[x, y, z, w, a, b]. If I = I1 · I2, then
lim
n→∞
λ(H1
m
(R/In))
n2
∈ Q>0,
and therefore lim supn→∞
λ(H1m(R/I
n))
n6
= 0 while λ(H1m(R/I
n)) > 0 for infinitely many n.
4
Proof. For every n > 1, consider the exact sequence
0→ R/In = R/In1 ∩ In2 → R/In1 ⊕R/In2 → R/In1 + In2 → 0.
Clearly depthR/In1 > 1 and depthR/I
n
2 > 1, therefore H
1
m
(R/In) = H0
m
(R/In1 +I
n
2 ) for every
n. Let R1 = k[x, y, z, w], R2 = k[a, b], and m1, m2 their corresponding irrelevant maximal
ideals. Since the support of the ideals I1 and I2 are disjoint, we have
λ(H1
m
(R/In)) = λ(H0
m1
(R1/I
n
1 )) · λ(H0m2(R2/In2 )) = λ(H0m1(R1/In1 )) ·
n(n + 1)
2
.
Hence, it suffices to show λ(H0
m1
(R1/I
n
1 )) is a non-zero constant for n≫ 0.
Set G = ⊕i>0I i1/I i+11 andH := H0m1G(G) = ⊕i>0H0m1(I i1/I i+11 ). Computations by Macaulay2
[18] show that dimH = 1 and then λ(H0m1(I
i
1/I
i+1
1 )) agrees with a constant C 6= 0 for
n ≫ 0. Now, the analytic spread of I1 is 3, then by [23, 5.4.6] and [43, 7.58] we have
(In1 )
sat := (In1 : m
∞
1 ) ⊆ In−41 . Therefore, H0m1(R1/In1 ) = (In1 )sat ∩ In−41 /In1 = H0m1(In−41 /In1 )
and it follows that the sequence {H0
m1
(R1/I
n
1 )}n>0 coincides with a polynomial for n ≫ 0.
Finally, from the following inequalities we observe this polynomial must be a non-zero con-
stant
C = λ(H0m1(I
n−1
1 /I
n
1 )) 6 λ(H
0
m1
(R1/I
n
1 )) = λ(H
0
m1
(In−41 /I
n
1 )) 6 ⊕n−1i=n−4λ(H0m1(I i1/I i+11 )) = 4C.

2.1. Finite local cohomology.
One of the complications that arises if we want to study the asymptotic behavior of
λ(Hi
m
(R/In)) for i > 0 is that, unlike the case i = 0, the modules Hi
m
(R/In) need not be
Noetherian and therefore their lengths may be infinite. In Proposition 2.7 we give sufficient
conditions for the related lengths λ(Him(I
n)) to be finite for n≫ 0.
Proposition 2.7. Let R and I be as in Notation 2.1 and assume R is Cohen-Macaulay.
Fix t ∈ N, then λ(Him(In)) <∞ for every i 6 t and n≫ 0 if and only if
d− t > ht p− lim
n→∞
depthRp(R/I
n)p for every p 6= m.
Proof. By Theorem 2.2 we have that for a any ideal J , the modules Him(J) are finitely
generated for i 6 t if and only if
min{depthRp Jp + dimR/p | p 6= m} > t+ 1.
By Brodmann’s Theorem (see [5, Theorem 2]) the sequence depth(R/In)p is constant for
n ≫ 0, and since R is Cohen-Macaulay we have depth In
p
= depth(R/In)p + 1 for n ≫ 0.
Therefore λ(Hi
m
(In)) <∞ for i 6 t and n≫ 0 if and only if depthRp(R/In)p+1+d−ht p >
t+ 1 for every p 6= m and n≫ 0, which finishes the proof. 
Corollary 2.8. With the assumptions of Proposition 2.7, we have
(a) H1
m
(In) is always finitely generated for n≫ 0.
(b) H2
m
(In) is finitely generated for n ≫ 0 if and only if Ass(R/In) does not contain
prime ideals of dimension one for n≫ 0.
3. Monomial Ideals
For the rest of the paper we focus on the situation where R = k[x1, . . . , xd] and m =
(x1, . . . , xd). In this section, we shall study in detail the case of I being a monomial ideal.
This case is both important for later applications and possesses many interesting combina-
torial aspects in its own right.
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3.1. Takayama’s formula. For every F ⊆ [d] := {1, . . . , d}, let
πF : R −→ R,
defined by πF (xi) = 1 if i ∈ F , and πF (xi) = xi otherwise. For an R-ideal I, we write
IF := πF (I). The following lemma presents some basic properties of the map πF .
Lemma 3.1. Let I and J be two monomial ideals. Then for every F ⊆ [d] we have
(1) (I ∩ J)F = IF ∩ JF .
(2) Let I = ∩iQi be a primary decomposition of I, then
IF =
⋂
supp(
√
Qi)∩F=∅
Qi.
For a vector a = (a1, . . . , ad) ∈ Zd, we write xa := xa11 · · ·xadd . Let Ga = {i | ai < 0}. We
also set a+ = (a+1 , . . . , a
+
d ), where a
+
i = ai if i 6∈ Ga and a+i = 0 otherwise.
Let I be a monomial ideal and ∆a(I) be the simplicial complex of all subsets F of [d]\Ga
such that xa
+ 6∈ IF∪Ga. It is a fact that ∆a(I) is a subcomplex of ∆(I), the simplicial
complex for which
√
I is the Stanley-Reisner ideal (see [33, 1.3]).
Theorem 3.2 ([41, Theorem 1]). For every a ∈ Zd and i > 0 we have
dimk H
i
m
(R/I)a = dimk H˜i−|Ga|−1(∆a(I), k)
It is important to remark that in [41], Theorem 3.2 is stated with extra conditions for a,
however following its proof one can observe that if any of those conditions is violated then
dimk H˜i−|Ga|−1(∆a(I), k) = 0. For more information see [41] and [33].
Remark 3.3. Let Ra+ = k[xi | i 6∈ Ga], ma+ be the irrelevant ideal of Ra+, and Ia+ =
IGa ∩ Ra+. Then it follows directly from Theorem 3.2 that
dimk H
i
m
(R/I)a = dimk H
i−|Ga|
ma+
(Ra+/Ia+)a+,
where we are identifying a+ with the corresponding vector in Nd−|Ga|.
We say that (In)n>0 is a graded family of ideals if I0 = R and for every n,m > 0 we have
InIm ⊆ Im+n. We say that the graded family (In)n>0 is Noetherian if R(t) = ⊕n>0Intn is a
finitely generated algebra.
Example 3.4. Let I be a monomial ideal, the following are examples of Noetherian graded
families of monomial ideals.
(1) The regular powers (In)n>0.
(2) The saturations (I˜n)n>0, where I˜n = I
n : m∞.
(3) The symbolic powers (I(n))n>0.
(4) More generally, for any monomial ideal J , the ideals (In : J∞)n>0 (see [21, 3.2]).
(5) The integral closures (In)n>0 (see [43, 7.58]).
Let n be a variable. A quasi-polynomial on n is a function f : N→ Q for which there exist
π ∈ N and polynomials pi(n) ∈ Q[n] for i = 0, . . . , π − 1 such that f(n) = pi(n) whenever
n ≡ i (mod π).
Proposition 3.5. Let (I1,n)n>0, . . . , (Ir,n)n>0, (J1,n)n>0, . . . , (Js,n)n>0 be Noetherian graded
families of monomial ideals. For every n > 1 consider the set
Sn = {a ∈ Nd | xa ∈ Ii,n for every 1 6 i 6 r, and xa 6∈ Jj,n for every 1 6 j 6 s}.
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Let f(n) = |Sn| for every n > 1 and assume f(n) < ∞ for n≫ 0, then f(n) agrees with a
quasi-polynomial of degree at most d for n≫ 0.
For the proof of this proposition we need to introduce some notation.
A Presburger formula F is a first order formula that can be written using quantifiers ∃, ∀,
boolean operations ∧, ∨, ¬, and linear inequalities with variables evaluated over the natural
numbers. The free variables of F is the set of variables a not affected by quantifiers. Let a
be a set of variables and F (a, n) a Presburger formula having a and n as free variables. Set
f(n) = #{a ∈ Nd | F (a, n)},
this function is called the Presburger counting function for F (a, n).
A piecewise quasi-polynomial on n is a function f : N→ Q such that there exists a finite
partition {Γi ∩ N}i of N with Γi intervals and such that there exist quasi-polynomials fi
with f(n) = fi(n) whenever n ∈ Γi ∩ N, for every i.
We say that a sequence {sn}n>0 has a rational generating function if
∑
n∈N snx
n can be
written as q(x)
(1−xb1 )(1−xb2 )···(1−xbr ) for some q(x) ∈ Q[x] and positive integers b1, b2, . . . , br.
Theorem 3.6 ( [44, 1.10, 1.12]). Given a function f : N→ Q, the following are equivalent:
(1) f is a Presburger counting function.
(2) f is a piecewise quasi-polynomial whose range is in N.
(3) The generating function
∑
n∈N f(n)x
n is rational.
Proof of Proposition 3.5. Let N be such that f(n) < ∞ for every n > N and such that all
the algebras ⊕n>0Ii,ntn for i = 1, . . . , r and ⊕n>0Ji,ntn for i = 1, . . . , s are generated up to
degree N .
Fix a = (a1, . . . , ad) . Let x
ui,p,1 , . . . ,xui,p,mi,p be the minimal monomial generators of Ii,p
for i = 1, . . . , r and 1 6 p 6 N , and consider the following Presburger formula
Yi(a, n) = (∃tp,q, 1 6 p 6 N, 1 6 q 6 mi,p)
(∑
p,q
ptp,q = n ∧ a 
∑
p,q
tp,qui,p,q
)
,
where  is indicates component-wise inequality. Similarly, let xvi,p,1, . . . ,xvi,p,ni,p be the
minimal monomial generators of Ji,p for i = 1, . . . , s, and 1 6 p 6 N , and consider
Zi(a, n) = (∀tp,q, 1 6 p 6 N, 1 6 q 6 ni,p)
(∑
p,q
ptp,q < n ∨ ¬(a 
∑
p,q
tp,qvi,p,q)
)
.
It follows that for every i and n, xa ∈ Ii,n if and only if Yi(a, n) is satisfied, and xa 6∈ Ji,n
if and only if Zi(a, n) is satisfied. Hence,
g(n) := f(n+N) = #
{
a ∈ Nd |
( r∧
i=1
Yi(a, n+N)
)
∧
( s∧
i=1
Zi(a, n+N)
)}
is a Presburger counting function, and by Theorem 3.6 a piecewise quasi-polynomial. This
implies that g, and hence f , agree with a quasi-polynomial for n≫ 0, as desired.
Finally, an analysis of the proof of Theorem 3.6 shows that this quasi-polynomial has
degree at most d. 
Lemma 3.7. Let (In)n>0 be a Noetherian graded family of monomial ideals and fix ∆
′ a
simplicial complex with support [d]. Consider the function
f∆′(n) = #{a ∈ Nd | ∆a(In) = ∆′},
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and assume f∆′(n) < ∞ for n ≫ 0. Then f∆′(n) agrees with a quasi-polynomial of degree
at most d for n≫ 0.
Proof. It is clear that ((In)F )n>0 is a Noetherian graded family for every F ⊆ [d], therefore
the result follows from the description of ∆a(In) and Proposition 3.5. 
We are now ready to present the main theorem of this section.
Theorem 3.8. Let (In)n>0 be a Noetherian graded family of monomial ideals. Assume
λ(Hi
m
(R/In)) < ∞ for n ≫ 0. Then the sequence {λ(Him(R/In))}n>0 agrees with a quasi-
polynomial of degree at most d for n≫ 0. Moreover, this sequence has a rational generating
function.
Proof. Consider n ≫ 0 and fix a such that Hi
m
(R/In)a 6= 0. Since λ(Him(R/In)) < ∞ we
have a ∈ Nd (see [41, Proposition 1]). We remark that since In1 ⊆ In, then
√
I1 ⊆
√
In.
Therefore, ∆(In) is a subcomplex of ∆(I1) and then so is ∆a(In).
Now,
λ(Hi
m
(R/In)) =
∑
a∈Nd
dimk H
i
m
(R/In)a
=
∑
a∈Nd
dimk H˜i−1(∆a(In), k), by Theorem 3.2,
=
∑
∆′⊆∆(I1)
∑
{a|∆a(In)=∆′}
dimk H˜i−1(∆′, k)
=
∑
∆′⊆∆(I1)
dimk H˜i−1(∆′, k)f∆′(n),
where f∆′(n) is defined as in Lemma 3.7. The conclusion now follows from Lemma 3.7 as a
linear combination of quasi-polynomials is a quasi-polynomial. The last statement follows
from Theorem 3.6. 
Corollary 3.9. Under the assumptions of Theorem 3.8, we have
lim sup
n→∞
λ(Hi
m
(R/In))
nd
<∞.
Example 3.10. Let I = (x1x2, x2x3, x3x4, x4x5). Let ∆1 and ∆2 be the simplexes in the
sets S1 = {1, 3, 5} and S2 = {2, 4} respectively. It follows from Theorem 3.2 that for every
n > 1, H1
m
(R/In)a 6= 0 if and only if ∆a(I) = ∆1 ⊔∆2 if and only
a1 + a3 + a4 > n
a2 + a3 + a5 > n(3.1)
a1 + a3 + a5 < n
a2 + a4 < n.
Set δ1(x) = x1+x3+x4 , δ2(x) = x2+x3+x5, δ3(x) = x1+x3+x5, and δ4(x) = x2+x4.
Let us abbreviate the set of inequalities {x1 > 0, x2 > 0, x3 > 0, x4 > 0, x5 > 0} by x  0
and define the following polytopes in R5,
P1 = {x  0, δ1 > 1, δ2 > 1, δ3 6 1, δ4 6 1}, P2 = {x  0, δ1 > 1, δ2 > 1, δ3 = 1, δ4 6 1},
P3 = {x  0, δ1 > 1, δ2 > 1, δ3 6 1, δ4 = 1}, P4 = {x  0, δ1 > 1, δ2 > 1, δ3 = 1, δ4 = 1}.
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By the inclusion-exclusion principle we can count the number of integer points a satisfying
the inequalities (3.1) as
(3.2) E(n) = #(nP1 ∩ Nd)−#(nP2 ∩ Nd)−#(nP3 ∩ Nd) + #(nP4 ∩ Nd),
that is, a combination of the Ehrhart quasi-polynomials of the rational polytopes P1, P2, P3,
and P4, (see [32] and [39]). Using the function HilbertSeries of Normaliz (see [8]) we obtain
λ(H1
m
(R/In)) = E(n) =
{
n5
240
+ n
4
96
− n3
48
− n2
24
+ n
60
, if n ≡ 0 (mod 2)
n5
240
+ n
4
96
− n3
48
− n2
24
+ n
60
+ 1
32
, if n ≡ 1 (mod 2);
and the generating function
∞∑
n=0
λ(H1
m
(R/In))xn =
x3
(1− x)5(1− x2) .
4. Existence of limit for classes of monomial ideals
Let R = k[x1, . . . , xd] and m = (x1, . . . , xd). For a given R-ideal I, we denote by I the
integral closure of I and by conv(I) the Newton polyhedron of I, i.e., the convex hull of the
set {a ∈ Nd | xa ∈ I}. Notice that Nd ∩ conv(I) = {a ∈ Nd | xa ∈ I}
We start with the following technical lemma that will allow us to prove the existence of
the limit in the main theorem.
Lemma 4.1. Let Γ,Γ1, . . . ,Γs be convex polyhedra in R
d such that Γi ⊆ Γ for 1 6 i 6 s.
Set nC := nΓ \ ∪si=1nΓi for every n > 1 and assume C (equivalently every nC) is bounded,
then
vol(C) = lim
n→∞
#(Zd ∩ nC)
nd
.
Proof. Set c := dim C and let P be a c-dimensional polytope that contains C, and EP(n) its
Ehrhart polynomial. From #(Zd∩nC) 6 EP(n) it follows that if c < d, then limn→∞ #(Z
d∩nC)
nd
=
0 = vol(C), hence we may assume c = d. Now,
#(Zd ∩ nC)
nd
= #
(1
n
Zd ∩ C
)(1
n
)d
and the latter is a Riemann sum of the characteristic function χC(x) using the partition of
Rd consisting of the boxes with vertices on 1
n
Zd. Therefore,
lim
n→∞
#(Zd ∩ nC)
nd
=
∫
Rd
χC(x) dx = vol(C).

Lemma 4.2. Let R = k[x1, . . . , xd] and I1, . . . , Ir, J1, . . . , Js monomial ideals. For every
n > 1 consider the set
Sn = {a ∈ Nd | xa ∈ Ini for every 1 6 i 6 r, and xa 6∈ Jni for every 1 6 i 6 s}.
Assume |Sn| < ∞ for n ≫ 0, then the limit limn→∞ |Sn|nd exists and is equal to a rational
number.
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Figure 1. Regions corresponding to the ideals in Example 4.3.
Proof. Let Γ := ∩ri=1 conv(Ii) and Γi := Γ ∩ conv(Ji) for every 1 6 i 6 s (see Example 4.3).
Notice that a ∈ Sn if and only if a ∈ nC := nΓ \ ∪si=1nΓi and by assumption C is bounded.
The result follows by Lemma 4.1. 
Example 4.3. Let R = k[x, y], I1 = (xy
5, x4y4, x5y), J1 = (xy
8, x3y6), J2 = (x
6y4, x7y3),
and J3 = (x
9y, x10). Following the notation in Lemma 4.2, in Figure 1 we can observe that
∪3i=1nΓi covers the yellow unbounded region, C is the green bounded region, and Γ is the
union of these two. We also note that the point (4, 4) is in the interior of conv(I1) though
it corresponds to a minimal generator of I1. The dotted segment represents the bounded
facet of conv(J3).
We are now ready to present the main theorem of this section.
Theorem 4.4. Let I be a monomial ideal. Assume λ(Him(R/I
n)) <∞ for n≫ 0, then the
limit
lim
n→∞
λ(Hi
m
(R/In))
nd
exists and is a rational number.
Proof. Proceeding as in Theorem 3.8 we obtain
λ(Him(R/I
n)) =
∑
∆′⊆∆(I)
dimk H˜i−1(∆′, k)f∆′(n).
where f∆′(n) = #{a ∈ Nd | ∆a(In) = ∆′}. We now show that for each ∆′ such that
H˜i−1(∆′, k) 6= 0 the limit limn→∞ f∆′(n)nd exists and is rational, which will finish the proof.
Indeed, by assumption for any such ∆′ we must have f∆′(n) <∞ for n≫ 0. Moreover, we
have that ∆a(In) = ∆
′ if and only if xa 6∈ InF , for every facet F of ∆′, and xa ∈ InG, for
every minimal non-face G of ∆′. The theorem then follows by Lemma 4.2 since InF = InF
and InG = InG for every F and G (see [23, 1.1.4(2)]).

A monomial ideal I is locally normal if I{i} is normal for every i, i.e., In{i} = I
n
{i} for every
i and n.
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Corollary 4.5. Let I be a locally normal monomial ideal. Assume λ(Him(R/I
n)) < ∞ for
n≫ 0, then the limit
lim
n→∞
λ(Hi
m
(R/In))
nd
exists and is a rational number.
Proof. The limit exists for i = 0 by [22, 2.6], then we can assume i > 1. By assumption we
have λ(In/In) <∞ for every n > 1, therefore Hi
m
(R/In) ∼= Him(R/In). The conclusion now
follows by Theorem 4.4. 
Example 4.6. From Example 3.10 we observe that if I = (x1x2, x2x3, x3x4, x4x5) then I is
normal by [38] and limn→∞
λ(H1m(R/I
n))
n5
= 1
240
.
4.1. Limit for edge ideals. Let G be a graph. We denote by V (G) the vertex set of G. For
every subset S of V (G) we denote by adj(S) the set of vertices not in S that are adjacent to
a vertex of S. We denote by star(S) := S ∪ adj(S), the star of S, and by G \ S the induced
subgraph of G whose vertex set is V (G) \ S.
Assume d > 3 and let G be a graph such that V (G) = [d]. We denote by I(G) the edge
ideal of G, i.e., the monomial ideal generated by {xixj | ij is an edge of G.}
For every x, let Gx be the graph obtained from G \ star(x) by removing all of its isolated
vertices. Notice that I{i} = I(Gxi) +
∑
xj∈adj(xi)(xj) for every 1 6 i 6 d.
Proposition 4.7. Let G be a graph with no isolated vertices and I := I(G) its edge ideal,
then λ(H1m(R/I
n)) <∞ for n≫ 0 if and only if for every i ∈ [d] at least one of the following
two conditions holds
(i) G \ star(xi) has isolated vertices, or
(ii) the graph Gxi has at least one bipartite connected component.
Proof. Since d > 3, from the exact sequence 0 → In → R → R/In → 0 we obtain
H1
m
(R/In) ∼= H2m(In) for every n > 1. Hence, by Corollary 2.8, we have that λ(H1m(R/In)) <
∞ for n ≫ 0 if and only if the monomial prime ideal generated by Vi := V (G) \ {i} is
not an associated prime of R/In for n ≫ 0 and every i. By Lemma 3.1 the latter holds
if and only if the maximal ideal of R{i} := k[{xj | j 6= i}] is not an associated prime of
I(Gxi) +
∑
xj∈adj(xi)(xj) for every i. By [29, 3.4] this is equivalent to Gxi having bipartite
components or V (Gxi) ∪ {j | xj ∈ adj(xi)} 6= [d] \ {i}, i.e., G \ star(xi) having isolated
vertices. 
Corollary 4.8. Let G be a graph with no isolated vertices and I := I(G) its edge ideal.
Assume Gxi is bipartite for every i ∈ [d], then the limit
lim
n→∞
λ(H1
m
(R/In))
nd
exists and is a rational number.
Proof. From Proposition 4.7 it follows that λ(H1
m
(R/In)) < ∞ for n ≫ 0. By [38] and the
assumption the ideal I is locally normal. Hence, the conclusion follows by Corollary 4.5. 
Proposition 4.9. Let G be a bipartite connected graph and I := I(G) its edge ideal. Assume
ht I > 1, then
lim
n→∞
λ(H1m(R/I
n))
nd
> 0
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exists and is a positive rational number.
Proof. The condition on the height of I guarantees Gx is not empty for any x, then by
Corollary 4.8 we know the limit exists and is a rational number. In order to show the limit
is positive, it is enough to show there exists ∆′ ⊆ ∆(I) such that H˜0(∆′, k) 6= 0 and f∆′
has degree d (cf. proof of Theorem 3.8). Let us split the elements in [d] between the sets
S1 = {1, . . . , b} and S2 = {b+1, . . . , d} such that every edge of G contains a vertex in S1 and
another one in S2. Let ∆
′ be the simplicial complex whose facets are the simplexes F1 and
F2 with vertex set S1 and S2 respectively. Since ∆
′ is disconnected we have H˜0(∆′, k) 6= 0.
The minimal non-faces of ∆′ are {ij} with i ∈ S1 and j ∈ S2, therefore
f∆′(n) = #{a ∈ Nd | xa ∈
⋂
i∈S1,j∈S2
Inij , x
a 6∈ InS1 , xa 6∈ InS2}.
Let P1 and P2 be the monomial prime ideals with support S1 and S2 respectively. Since I
is normally torsion free, i.e., Ass(R/In) = Ass(R/I) for every n > 1 (cf. [38]), by Lemma
3.1(2) we have
⋂
i∈S1,j∈S2 I
n
ij =
⋂
P∈Ass(R/I)\{P1 ,P2} P
n = In : (P1P2)
∞. Hence,
f∆′(n) = #{a ∈ Nd | xa ∈ In : (P1P2)∞, xa 6∈ P n1 , xa 6∈ P n2 }.
For a monomial prime ideal P , let HP be the hyperplane of R
d defined by the equation∑
i∈supp(P ) xi = 1. Let P be the polytope
P := H−P1 ∩H−P2 ∩
⋂
P∈Ass(R/I)\{P1,P2}
H+P ,
hence f∆′ is the Ehrhart polynomial of P minus the ones of the faces P ∩HP1 and P ∩HP2 .
Therefore, deg f∆′ = d if and only if dimP = d. In order to prove dimP = dim dP = d it
suffices to show that there exists u ∈ dP such that u+ ei ∈ dP for every 1 6 i 6 d. Let T
be a spanning tree of G and set xu :=∏ij∈T xixj . Since T has d− 1 edges, it follows that u
and each u+ ei belong to dH
−
P1
and dH−P2. It remains to show u ∈
⋂
P∈Ass(R/I)\{P1,P2} dH
+
P
or equivalently xu ∈ Id : (P1P2)∞. We show that in fact P1P2xu ⊆ Id.
Let xi ∈ P1 and xj ∈ P2 and i = a0, a1, . . . , a2k, a2k+1 = j a path from i to j in T . Notice
that xu
′
:= (xa0xa1)(xa1xa2) · · · (xa2kxa2k+1) ∈ I2k+1 while
(xixj)x
u
′
= (xa0xa1)
2(xa2xa3)
2 · · · (xa2kxa2k+1)2 ∈ I2k+2.
Hence, xixjx
u ∈ Id finishing the proof.

5. Finiteness of lim sup
Let R = k[x1, . . . , xd] and m = (x1, . . . , xd). For a graded R-module M = ⊕i∈ZMi and
n ∈ Z, we use the notation M>n = ⊕i>nMi and M6n = ⊕i6nMi. For M 6= 0, we also use
indegM = min{i |Mi 6= 0}, topdegM = max{i |Mi 6= 0}.
If M = ⊕a∈ZdMa is Zd-grade and b ∈ Zd, then we set Mb = ⊕abMa, where  denotes
component-wise inequality.
We recall that the Castelnuovo-Mumford regularity of a graded module M is defined as
regM = max{topdeg Him(M) + i | 0 6 i 6 dimM}
which is a finite number.
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In the next lemma we denote by 0 the vector in Zd whose components are all zero.
Lemma 5.1. Let {In}n>1 be a family of monomial ideals. Assume there exists β ∈ N such
that reg(In) 6 βn for every n, then for every i > 0 we have
lim sup
n→∞
λ(Him(R/In)0)
nd
<∞.
Proof. By Theorem 3.2 we obtain
λ(Hi
m
(R/In)0) =
∑
a∈Nd, |a|6βn
dimk H
i
m
(R/In)a
=
∑
a∈Nd, |a|6βn
dimk H˜i−1(∆a, k)
<
∑
∆′
dimk H˜i−1(∆′, k)(βn)d,
where the last sum runs over all the simplicial complexes on [d]. The result follows. 
Lemma 5.2. Let I be a monomial ideal, then for every F ⊆ [d] we have reg IF 6 reg I.
Proof. By induction it suffices to prove the statement when |F | = 1. Assume F = {1}
and let R1 = k[x2, . . . , xd], I1 = I{1}. Let F be a minimal resolution of R/I. Since x1 − 1
is a nonzero divisor in R/I it follows that F/(x1 − 1)F is a resolution of R1/I1 ∩ R1, but
possibly non-minimal. Hence, regR/I > regR1/I1 ∩ R1 and the statement follows because
reg I1 ∩R1 = reg I1. 
The following is the main theorem of this subsection.
Theorem 5.3. Let R = k[x1, . . . , xd] and I be a homogeneous R-ideal, then for every α ∈ Z,
we have
lim sup
n→∞
λ(Hi
m
(R/In)>−αn)
nd
<∞.
Proof. By possible extending the field k, we can assume that |k| = ∞. Let ϕ : R → R
an automorphism of R given by a generic change of variables. Notice ϕ induces graded
isomorphisms R/In ∼= R/ϕ(In) and Him(R/In) ∼= Him(R/ϕ(I)n). Consider Jn := gin(In) =
in(ϕ(I)n), the generic initial ideal of In with respect to a revlex order (cf. [20, Chapter 4]).
By [1, (2.4)] we have reg Jn = reg I
n and by [12, 1.1] (see also [27, Theorem 5]), there exists
β such that reg Jn 6 βn for every n. Now,
λ(Him(R/I
n)>−αn) = λ(Him(R/ϕ(I)
n)>−αn)
6 λ(Him(R/Jn)>−αn), by [36, 2.4],
6
∑
−αn6|a|6βn
dimk H
i
m(R/Jn)a.
Recall that a sequence of real numbers an is O(n
t) if lim supn→∞
|an|
nt
<∞. Fix S ⊆ [d], we
will prove that ∑
−αn6|a|6βn,Ga=S
dimk H
i
m
(R/Jn)a = O(n
d)
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which will finish the proof. Fix a such that Ga = S and set p = |S|. By Remark 3.3 we have
dimk H
i
m
(R/Jn)a = dimk H
i−p
ma+
(Ra+/Jn,a+)a+ and by Lemma 5.2 this dimension vanishes for
|a+| > βn. Therefore,∑
−αn6|a|6βn,Ga=S
dimk H
i
m(R/Jn)a < ((α+ β)n)
pλ(Hi−pma+(Ra+/Jn,a+)0)
= O(np) · O(nd−p) = O(nd),
where the first equality follows from Lemma 5.1 as reg Jn,a+ 6 βn by Lemma 5.2. 
If I is a monomial ideal and λ(Hi
m
(R/I)) < ∞, then Hi
m
(R/I)j = 0 for every j < 0 (see
[41, Proposition 1]), hence we recover the special case of Corollary 3.9 in which the ideals
(In)n>0 are the powers of a monomial ideal.
Let R = C[xi,j] be the polynomial ring over the complex numbers in the mn variables
{xi,j | 1 6 i 6 p, 1 6 j 6 q}. We view R as the ring of polynomial functions on the matrices
of size m × n. We say that an R-ideal is GL-invariant if it is invariant under the natural
action by the group GL = GLp(C) × GLq(C). This class of ideals has been completely
characterized in [17] (see also [35, Section 2.1]). A natural example of GL-invariant ideals
are powers determinantal ideals, i.e., the ones generated by the t × t minors of a generic
p × q matrix for any 1 6 t 6 min{p, q}. In [35, 6.1], Claudiu Raicu proves that if I is a
GL-invariant ideal that is the thickening of a determinantal ideal, then Hi
m
(R/In)j = 0 for
every i 6 p+ q − 2 and j < 0.
Corollary 5.4. Let R = C[xi,j] be the polynomial ring in pq variables and I a GL-invariant
ideal that is the thickening of a determinantal ideal, then for every i 6 p+ q − 2 we have
lim sup
n→∞
λ(Hi
m
(R/In))
nd
<∞.
For a homogeneous ideal I, we say X = ProjR/I is locally complete intersection (or
simply lci), if Rp/Ip is a complete intersection for any prime ideal p ∈ ProjR/I.
The next two results are explained to us by Robert Lazarsfeld, whom we thank.
Lemma 5.5 (Robert Lazarsfeld). Let X ⊂ Pr be a lci scheme over a field of characteristic
zero. Let E be a vector bundle on X and F a coherent sheaf on X, then there exists α ∈ N
such that
H i(X, Symn(E)⊗F ⊗OX(t)) = 0
for every i > 0, t > αn, and n > 0.
Proof. We can proceed as in the proof of Hartshorne’s Theorem [34, 6.1.10] via Fujita’s
Vanishing Theorem, to prove that if E ′ is an ample vector bundle, then there exists n0 :=
n(E ′,F) such that
(5.1) H i(X, Symn(E ′)⊗ F ⊗ P ) = 0
for every i > 0, n > n0, and all nef vector bundles P on X .
Now, let a0 be such that E(a0) is ample, then the result follows from (5.1) for t > a0n and
n ≫ 0. Finally we may consider a0 ≫ 0 and by Serre’s Vanishing Theorem the statement
follows for the remaining values of n. 
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Proposition 5.6 (Robert Lazarsfeld). Let X ⊂ Pr be a lci scheme over a field of charac-
teristic zero and let I ⊆ OPr be its ideal sheaf. Then there exists α ∈ N such that
H i(Pr, In(t)) = 0
for every t < −αn, all n > 1, and 0 6 i 6 dimX.
Proof. Set Xn := ProjOPr/In. We will proceed by induction on n to prove that there exists
α ∈ N such that H i(OXn(t)) = 0 for every i < dimX and t < −αn. Let γ ∈ N be such that
H i(OX1(t)) = 0 for t < −γ and N := NX/Pr the normal bundle of X in Pr. Now, we apply
Lemma 5.5 with F the canonical line bundle of X . From Serre’s Duality Theorem and the
isomorphism (Symn(N))∗ = Symn(N∗) it follows that there exists β ∈ N such that
H i(X, Symn(N∗)(t)) = 0
for every i < dimX , t < −βn, and n > 0.
Consider the exact sequence
0→ Symn(N)∗ → OXn+1 → OXn → 0
then the claim follows by induction with α = max{β, γ}.
Finally, the result follows by the vanishing of negative twists of OPr and the following
exact sequence
0→ In → OPr → OXn → 0.

From Proposition 5.6 and Theorem 5.3 we obtain the following corollary.
Corollary 5.7. Assume k is of characteristic 0. If I is a homogeneous ideal such that
X = ProjR/I is lci, then for every i < dimR/I we have
lim sup
n→∞
λ(Hi
m
(R/In))
nd
<∞.
Remark 5.8. Let SingX be the singular locus of X . In [2, 3.1] the authors proved that if
i 6 codim(SingX) then α = 0 satisfies the conclusion of Proposition 5.6.
Corollary 5.9. Assume k is of characteristic 0. If I is a homogeneous radical ideal such
that λ(Hi
m
(R/In))) < ∞ for every i < dimR/I and n ≫ 0, then for every i < dimR/I we
have
lim sup
n→∞
λ(Him(R/I
n))
nd
<∞.
Proof. From local duality it follows that Rp/I
nRp is Cohen-Macaulay for every n ≫ 0 and
p ∈ Spec(R) \ {m}. Therefore, by [9] ProjR/I is lci. The conclusion follows by Corollary
5.7. 
Remark 5.10. We note that if is not I radical, the condition λ(Hi
m
(R/In))) <∞ for every
i < dimR/I and n ≫ 0 does not imply ProjR/I is lci. Indeed, if I is any homogeneous
ideal such that ProjR/I is lci, then ProjR/I2 need not be lci.
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6. Positive lim inf
In this section, we give classes of ideals for which the liminf of {λ(Him(R/In))
nd
}n>0 is positive.
The theme is that R/I has sufficiently good singularities.
If (R,m) is a Noetherian local ring of characteristic p > 0. We say R/I is F -full if
Him(R/J)→ Him(R/I) is surjective for every J ⊆ I ⊆
√
J , see [31, 2.1].
Let F : R→ R, given by F(x) = xp, be the Frobenius endomorphism. The ring R is said
to be F -pure if F ⊗M : R ⊗M → R ⊗M is injective for every R-module M . It can be
shown that every F -pure ring is F -full (see [31, 2.4]).
Theorem 6.1. Let (R,m) be a regular local ring of characteristic p > 0 and dimension d. If
I is an R-ideal such that R/I is F -full (e.g. F -pure), then for every i such that Hi
m
(R/I) 6= 0
we have
lim inf
n→∞
λ(Hi
m
(R/In))
nd
> 0.
Proof. We show first that limn→∞
λ(Him(R/I
[pn]))
pnd
exists and is positive. For this, let nR denote
the R-algebra obtained by iterating n times the Frobenius endomorphism. Since R is regular
nR is flat for every n ([28]) and hence
Hi
m
(R/I [p
n]) ∼= Him(R/I ⊗R nR) ∼= Him(R/I)⊗R nR.
Therefore, either λ(Hi
m
(R/I [p
n])) = ∞ for every n, or limn→∞ λ(H
i
m(R/I
[pn]))
pnd
is the Hilbert-
Kunz multiplicity of the finite length R-module Hi
m
(R/I), which is positive by [15, 1.1].
For every n > 1 let en = ⌊logp( nµ(I))⌋. Clearly In ⊆ I [p
en ] for every n. Since R/I [p
en ] is also
F -full (see [14]), we have Him(R/I
n)→ Him(R/I [pen ]) is surjective for every n > 1. Therefore,
λ(Hi
m
(R/In)) > λ(Hi
m
(R/I [p
en ])). Now,
pend
nd
=
(
pen
n
)d
>
(
n
µ(I)p
n
)d
=
(
1
µ(I)p
)d
.
Hence,
lim inf
n→∞
λ(Him(R/I
n))
nd
> lim inf
n→∞
λ(Him(R/I
[pen ]))
nd
= lim inf
n→∞
λ(Hi
m
(R/I [p
en ]))
pend
· p
end
nd
> lim
n→∞
λ(Him(R/I
[pn]))
pnd
· lim inf
n→∞
pend
nd
> 0.

Corollary 6.2. Let I be a square-free monomial ideal in R = k[x1, ..., xd] where k is a field
of positive characteristic. Assume that H˜i−1(∆(I)) 6= 0. Then
lim inf
n→∞
λ(Hi
m
(R/In))
nd
> 0.
Proof. This follows from the fact that when k has positive characteristic and I is square-free
monomial ideal then R/I is F -pure. Also, from Hochster’s formula we have that Him(R/I) 6=
0. 
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Corollary 6.3. Let I be a square-free monomial ideal in R = k[x1, ..., xd] where k is a field
(in any characteristic). If ∆(I) is disconnected, then
lim inf
n→∞
λ(H1
m
(R/In))
nd
> 0.
Proof. Theorem 3.2 shows that the Hilbert function of H1m(R/I
n) is completely determined
by the connected components of simplicial complexes ∆a(I), which are independent of the
characteristic of the field k. Therefore we may assume k is of positive characteristic and
apply 6.2.

The following is the second theorem of this subsection.
Theorem 6.4. Let R = k[x1, . . . , xd] be a polynomial ring such that k is of characteristic
0. If I is a homogeneous prime ideal such that X = ProjR/I is lci, then for every i <
codim(SingX) such that Hd−iI (R) 6= 0 we have
lim inf
n→∞
λ(Him(R/I
n))
nd
> 0.
Proof. If i = 0 the statement follows by [42, 4.4] and the well known fact that if HdI(R) 6= 0
then ℓ(I) = d. Therefore we may assume i > 0.
Set h = ht I and fix n > 1. Hence,
λ(Hi
m
(R/In))) >
n−d+h−2∑
j=0
dimk H
i
m
(R/In)j
=
n−d+h−2∑
j=0
dimk Ext
d−i
R (R/I
n, R)−d−j
=
−d∑
j=−n−h+2
dimk Ext
d−i
R (R/I
n, R)j,
where the first equality follows by graded local duality and the fact that ωR ∼= R(−d) (cf.
[7, Section 3.6]).
By [2, 2.18], we have dimk H
i
m
(R/In)j is constant for j 6 n − d + h − 2, then so is
dimk Ext
d−i
R (R/I
n, R)j for j > −n − h + 2. Since Hd−iI (R) = lim−→ Ext
d−i
R (R/I
n, R), we have
dimk Ext
d−i
R (R/I
n, R)j = H
d−i
I (R)j for every j > −n− h + 2.
The ideal I is locally generated by a regular sequence, then SuppHd−iI (R) ⊆ {m}. There-
fore, Hd−iI (R) is injective and H
d−i
I (R)
∼= [ER(k)(d)]⊕N for a finite positive number N (cf.
[30, 3.6]). Now, from the equality ER(k) = k[x
−1
1 , · · · , x−1d ] it follows that
−d∑
j=−n−h+2
dimk Ext
d−i
R (R/I
n, R)j = N
−d∑
j=−n−h+2
dimk ER(k)j+d = N
n+h−d−2∑
j=0
dimk Rj .
Hence,
lim inf
n→∞
λ(Hi
m
(R/In))
nd
> N lim inf
n→∞
∑n+h−d−2
j=0 dimk Rj
nd
= Ne(R) = N > 0,
where e(R) denotes the Hilbert-Samuel multiplicity of R. 
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7. Related works and open questions
In this section we discuss some closely related literature and include various concrete
questions left open by our work.
7.1. Related works. We have already mentioned the works [2, 10, 35] in the Introduction.
We note that the main result of [10] establishes the limit when i = 0 even for graded families
of m-primary ideals. Our Theorem 3.8 is inspired by this fact.
Let R = k[x1, . . . , xd] and m = (x1, . . . , xd). In this graded case, bounding the total
length of local cohomology modules are ultimately linked to bounds on the highest and
lowest degrees of those modules. The former is closely related to the Castelnuovo-Mumford
regularity of powers of I, a subject that has drawn intense interests in recent years. We
refer to the survey [11] for a comprehensive list of references.
When i = 0 and I is a monomial ideal one can interpret the limit ǫ(I) as volume of some
polytopes as in [24]. One can also compute ǫ(I) for determinantal ideals using some integrals
that arise in random matrix theory, see [25].
When R has positive characteristic p, it is natural to study local cohomology of higher
Frobenius powers of I, (I [p
e])e>0. This setting has recently been analyzed in detail in [15].
The connections of these limits to tight closure, invariants of vector bundles, and volumes
of certain convex bodies have been explored in [3, 4, 15, 16, 19].
7.2. Open problems. Perhaps the most fundamental open problem is:
Question 7.1. If I is a homogeneous ideal such that λ(Him(R/I
n)) < ∞ for n ≫ 0. Is
lim supn→∞
λ(Him(R/I
n))
nd
finite?
In light of Theorem 5.3, the previous question reduces to the following.
Question 7.2. Let I be homogeneous ideal and assume that λ(Hi
m
(R/In)) <∞ for n≫ 0.
Does there exist α ∈ Z such that Hi
m
(R/In)j = 0 for every n≫ 0 and j < −αn?
In view of [2] and [35], this question can be seen as an “asymptotic Kodaira vanishing for
thickenings of I”.
Question 7.3. When is limn→∞
λ(Him(R/I
n))
nd
rational?
Note that even when i = 0 and I defines a smooth projective surface, the limit can be
irrational (see [13]). However, it is reasonable to hope that it will be rational for ideals with
highly combinatorial structure, for example those that are GL-invariant as in [35] or those
that define toric varieties.
Finally, note that the limit we study has a strong interpretation as volume of certain
objects associated to a monomial ideal I as in Section 4. It is reasonable to ask whether
one can extend this understanding to more general situations.
Question 7.4. Let I be a homogeneous ideal. Can we interpret limn→∞
λ(Him(R/I
n))
nd
using
volumes of certain geometric bodies associated to I?
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