Abstract -The elements of the stability theory of nonselfadoint difference schemes for nonstationary problems of mathematical physics are discussed. Difference schemes for the heat conduction equation with nonlocal boundary conditions are considered in detail from the viewpoint of the general stability theory of two-layer operator-difference schemes. The necessary and sufficient stability conditions in the sense of the initial data in special energy norm have been found. The equivalence of the energy norm to the grid L 2 -norm has been proved. A priori estimates expressing the difference schemes stability in the sense of the right-hand side have been constructed.
Introduction
The mathematical models of many applied problems lead to the necessity of using nonlocal boundary conditions. Among such problems is the diffusion process of plasma particles, when the normalization condition of the total number of particles is given for the particle distribution function. In the heat conductivity theory, the nonlocal problem describing the process of heat propagation in a thin heated rod at a given general change in the quantity of heat is well-known. Also problems are considered, where zero temperature is held on one end of the rod and the heat flows are equal on both ends.
We present the results of individual publications devoted to nonlocal differential and difference boundary problems. Separation of variables in problems with nonlocal boundary conditions leads to the necessity of studying the spectral characteristics for nonselfadjoint differential operators. The feature of the considered problems that makes difficult their investigation is the nonselfadjointess of space differential operator and, as a consequence, the incompleteness of the system of its eigenfunctions. These eigenfunctions are supplemented by associated functions, the number of which can be either finite or infinite. The question of the property of being a basis for a set of eigenfunctions and associated functions was clarified by V. Il'in [6] . Of great interest are the papers of V. Il'in and E. Moiseev [7] [8] [9] [10] [11] [12] , where precise conditions concerning solvability and stability of nonlocal boundary problems were obtained and difference schemes approximating these problems were constructed and investigated.
In [13] [14] [15] [16] , the stability and convergence of weighted difference schemes for the heat conduction equation were studied, and an algorithm for its numerical evaluation -a modification of the Gauss elimination method was proposed. Using expansion of the sought solution in the biorthogonal sum in terms of the eigenfunctions and associated functions of the difference operator as well as two-sided inequalities for the biorthogonal expansion coefficients, the author obtained a priori estimates for the difference problem solution in the grid L 2 -norm thorough the initial data and the right hand side under certain conditions for grid steps. The stability of the difference scheme and its convergence at a rate O(τ + h 2 ) is a consequence of such estimates. The stability of the difference schemes for a nonlocal heat conductivity problems was also studied in [2] [3] [4] [5] .
The authors of the present paper adhere to the trend in the theory of nonstationary difference schemes stability that was first proposed by A. Samarskii [17] and evolved later by A. Samarskii with coauthors. Note the following features of this trend. The difference scheme is defined here as an operator-difference equation in a finite-dimensional linear space with Euclidean metric and is treated as a mathematical subject formally independent of any original differential equations. A standard canonical form is introduced for writing all linear two-layer difference schemes, and the stability conditions common for a given class of difference schemes are formulated in the terms of the operator inequalities relating the difference scheme operators. As a result, the stability investigation of each specific difference scheme consists in reducing it to the canonical form and testing the corresponding operator inequalities.
In Section 1 of the present paper, the so-called weighted difference scheme approximating the heat conduction equation with nonlocal boundary conditions is discussed. The necessary and sufficient stability conditions in the sense of the initial data have been obtained in some special energy norm. It has been shown that the stability conditions cannot be weakened by the choice of the norm. In Section 2 proof of equivalence of the energy norm obtained to the grid L 2 -norm is given. This investigation allowed in Section 3 to obtain a priori estimates pointing to stability of the difference schemes in the sense of the right hand side. And the restrictions imposed on the grid steps and guaranteeing stability in the sense of the right hand side coincide in this case with the previously obtained criteria of stability in the sense of the initial data.
Stability criterion of the weighted difference scheme
This Section considers the weighted difference scheme approximating the heat conduction equation with nonlocal boundary conditions. The necessary and sufficient conditions of stability in the sense of the initial data have been obtained in some special energy norm. It is shown that the above stability conditions cannot be weakened by varying the norm.
where y n = y(t n ) ∈ H is a function of the discrete argument t n = nτ with the values in the finite dimensional linear space H, and A and B are linear operators acting in H.
In what follows we will suppose without special stipulations that the operators A and B are independent of n (so-called constant operators). Let us assume that the operator B is invertible and, consequently, (1.1) is uniquely solvable for y n+1 . Suppose that the inner product (y, v) is given in H and the norm y = (y, y) is defined. Let the selfadjoint positive operator D : H → H be prescribed. The norm y D = (Dy, y) is called the energy norm generated by the operator D, and D is said to be the norm operator. By the space H D is meant the set of all elements y ∈ H with norm y D . The difference scheme is said to be stable in H D if for any initial data y 0 ∈ H its solution satisfies the inequalities
It follows from the definition that the operator inequality
is necessary and sufficient for stability in H D . Here S = E −τB −1 A is the transition operator of scheme (1.1), S * is its conjugate, and E is the identity operator. Below we shall consider the weighted scheme
which is a particular case of scheme (1.1), when B = E + στ A. Here σ is the prescribed real parameter, and A is the linear operator in H. Let the n-independent operator D = D * > 0 be given. The following theorem is valid. Suppose now that the operator A is similar to some operator J : H → H, i. e., there exists an invertible operator M, such that
The operator J will be represented in applications by either a Jordan or a diagonal matrix, however, this is incidental now. 
which is equivalent to (1.7).
Below, when discussing some concrete difference schemes, we shall specify the operatorD as a diagonal matrix and define the norm operator D as
In so doing, verification of the stability conditions in the form of inequality (1.7) turns out to be much easier the verification of inequality (1.5).
The scheme with nonlocal boundary conditions
We now consider the difference scheme for the heat conduction equation
subject to the nonlocal boundary conditions 10) where γ ∈ (0, 1] is a numerical parameter. Let us introduce on the segment 0 x 1 a uniform grid ω h with a step size h, composed of nodes
In what follows the grid space H consists of functions y(x i ) satisfying the condition y 0 = 0. We shall consider H as an N-dimensional real linear space consisting of vectors y = (y 1 y 2 . . . y N ) and equipped with the inner product and norm
Let us take a time-uniform grid in time ω τ with a step size τ > 0, consisting of nodes t n = nτ , n = 0, 1, . . ., and denote by y Hereinafter we shall identify the difference operator with its matrix in the unit basis, and denote both of them by the same letter.
Properties of the main difference operator in the case of γ = 1
Below we give the properties of the difference operator (1.13). First we consider the case of γ = 1, where operator (1.13) is defined as
This case is singular, because the system of eigenfunctions of operator (1.14) does not form the basis in H, and it has to be completed by associated functions. In [15] , a detailed study of operator (1.14) was carried out, and, in particular, the following statement has been proved. 
The number λ 0 = 0 is a simple eigenvalue with the corresponding eigenfunction 16) whose column are the eigenvectors and the associated vectors of the matrix A with γ = 1.
The matrix M can be treated as a linear operator acting in H. In this case, by M * we denote the operator which is conjugate to M in the sense of the inner product (1.11). Let us write down equalities (1.15) in the matrix form
where A is the matrix of operator (1.14) and J is the block diagonal matrix
with blocks
In the case of even N, the following lemma holds.
Lemma 1.2.
Let N be an even number and m = N/2. The eigenvalues λ k of operator (1.14) have the form
Numbers λ 0 and λ N/2 = 4/h 2 are simple eigenvalues with corresponding eigenfunctions 
form a basis in H.
In the case of even N, we introduce the matrices 
Proof. From the explicit expressions for the eigenvalues we get that the minimal positive eigenvalue is equal to λ 1 = 4h −2 sin 2 (πh). Therefore, the first inequality from (1.21) is equivalent to the inequality sin 2 (πh) 0.
Further, if N is even and m = N/2 − 1, then λ m = 4h −2 cos 2 (πh) and the second inequality from (1.21) again reduces to (1.22) . If N is odd and m = (N − 1)/2, then λ m = 4h −2 cos 2 (πh/2) and the second inequality from (1.21) is equivalent to the inequality cos
Without loss of generality one can suppose that h 0.5, so 2πh π and cos(2πh) cos(πh). So, inequality (1.22) follows from (1.23), and for the lemma proof it suffices to verify inequality (1.23). Squaring (1.23), we get the inequality
Noting that the inequality sin x 2x/π holds for x ∈ [0, π/2], we get sin 2 (πh) 4h 2 for h 0.5, so inequality(1.24), and consequently inequality (1.23) have been fulfilled.
It follows from lemma 1.3 that the inequalities
hold.
The case of γ ∈ (0, 1)
The fundamental difference from the case of γ = 1 is the basis property of the set of eigenfunctions of the operator A at γ ∈ (0, 1) in H. The following lemma was proved in [4] . 
Lemma 1.4. Eigenvalues of operator (1.13) have the form
λ 0 = 4 h 2 sin 2 ψ 2N , λ 2k−1 = 4 h 2 sin 2 ((πk − 0.5ψ)h) , λ 2k = 4 h 2 sin 2 ((πk + 0.5ψ)h) , k = 1, 2, . . . , m,(1.µ (0) (x i ) = sin(ψx i ), µ (2k−1) (x i ) = sin ((2πk − ψ)x i ) , µ (2k) (x i ) = sin ((2πk + ψ)x i ) , i = 1, 2, . . . , N, k = 1, 2, . . . , m, (1.26)
and form a basis in H.
Let us introduce the matrix
whose columns are the eigenvectors of operator (1.13) at γ ∈ (0, 1). The equalities
can be written as the matrix equation AM = MΛ, where Λ is a diagonal matrix with the eigenvalues of the operator A on the main diagonal, i.e., Λ = diag
Therefore, if γ ∈ (0, 1), then the matrix of operator (1.13) is similar to the diagonal matrix
(1.28)
Theorems on stability in the sense of the initial data
Let us formulate the stability criteria of scheme (1.12) in the space H D , where
and M is the matrix, which reduces A to a Jordan (if γ = 1) or a diagonal (if γ ∈ (0, 1)) form. In [5] the following theorem was proved. 
Let us prove now the following improvement of theorem 1.3. Proof. Necessity. Let λ k be the eigenvalues of the operator A. Then the eigenvalues s k of the transition operator S = E − τB −1 A of scheme (1.12) are of the form
If the scheme is stable in some space H D , then the inequality |s k | 1 holds for all eigenvalues, consequently, 0
Since τλ k 0, from the first inequality we get the condition 1 + στ λ k > 0, and the second inequality yields
for all nonzero eigenvalues λ k . In particular, for even N and k = N/2 we get λ k = 4h −2 and condition (1.32) coincides with (1.31).
Sufficiency. In accordance with theorem 1.3 it suffices to prove that (1.31) implies all the inequalities (1.30). Let us rewrite (1.31 
It is seen from here that the constants p k and λ k are related by the equality
in (1.34), we arrive at the inequalities
where
It is necessary to prove now that inequalities (1.36) are valid for all k = 1, 2, . . . , m. Let us find first the solution of the single inequality
which can be rewritten as
One solution is z = 1. If z > 1, then (1.37) reduces to the inequality √ z − 1 − 0.5hz 0, which is equivalent to the quadratic inequality h 2 z 2 −4z+4 0. Solving the latter inequality, we get
Consequently, the solutions of inequality (1.37) are the number z = 1 and the set of numbers satisfying inequality (1.38). The condition z k = 1 is satisfied by the value z N/2 for even N. All other z k satisfy inequalities (1.38). Indeed, substituting the value z = z k = 4/(h 2 λ k ) into (1.38), we get the inequalities
that have been proved in the lemma 1.3.
Let us consider now the difference scheme (1.12) with γ ∈ (0, 1). Let the matrix M be defined in accordance with (1.27). Then inequality (1.28) is valid, meaning similarity of A to the diagonal matrix Λ .
To investigate the difference scheme (1.12) with γ ∈ (0, 1), we use the stability theory of symmetrizable difference schemes. As usual through S = E − τB −1 A we denote the transition operator of scheme (1.1). The difference scheme (1.1) is called symmetrizable if there exists an invertible operator K : H → H such that the operator 
Proof. It follows from (1.28), that
Let us make use of the following stability criterion of symmetrizable schemes (see [1] Proof. In accordance with lemma 1.5, scheme (1.12) with γ ∈ (0, 1) is symmetrizable such thatS = E − τ (E + στ Λ) −1 Λ, and its diagonalization is realized by the operator
In this case, the stability criterion (1.40) reduces to the operator inequalities
that are equivalent to the numerical inequalities
Since 0 λ k 4h −2 for all the above k,inequalities (1.41) are reduced to the single inequality (1.31).
Investigation of the norm
In the previous section, a necessary and sufficient conditions of stability in the sense of the initial data have been obtained for the difference schemes approximating the heat equation with nonlocal boundary conditions. The stability has been established in some rather complicated energy norms. In the present section, the equivalence of the previously constructed norm to the grid L 2 -norm is proved.
The original problem and the difference scheme
Recall the problem considered in section 1. We shall consider the difference schemes for the heat equation
with the nonlocal boundary conditions In vector form the difference scheme (2.3) is represented as an abstract weighted scheme
where y n = (y 8) whose columns are the eigenvectors and the associated vectors of the matrix A. Further we shall consider the matrix M as a linear operator in H and denote by M * matrix of the operator which conjugate to M in the sense of the inner product (2.4). Since the system of eigenfunctions and associated functions of the operator A forms a basis in H, the matrix M has an inverse.
Properties of operators
Let us now introduce the block diagonal matrix
Here the numbers λ k are defined as (2.7), and p k = 2 √ λ k cos(πkh) = 2h −1 sin(2πkh). The equality AM = MJ is valid, meaning similarity of the matrix A to the block diagonal matrix J.
In Section 1, we obtained the criteria of stability of the difference scheme (2.3) in the sense of the initial data in the norm y D = (Dy, y] generated by the selfadjoint positive operator
To investigate the operator (2.9) it is necessary to consider the operator A * conjugated to A. From the definitions of the inner product (2.4) and the operator A (see (2.6)) it follows that the operator
is conjugate to A. In [15] , the following properties of the operator A * were proved. 
The difference scheme with periodicity conditions
It is useful for what follows to consider the eigenvalue difference problem with periodicity conditions
The following lemma can be proved by standard methods. 
It is easy to establish the relation between the vectors µ (k) , v (k) and w (k) . Let E be an identity matrix of order N and X = diag [x 1 , x 2 , . . . , x N ] be a diagonal matrix with the elements x i = ih on the main diagonal. It follows from the explicit representation of vectors
Along with (2.11) we will need the system u
, where the functions u (k) are related . Note that the inequality ỹ y holds.
Specrtum boundaries of the norm operator for γ = 1
Let us derive estimates κ 1 ||y|] 2 (Dy, y] κ 2 ||y|] 2 for the norm operator (2.9) in the case of γ = 1, where the matrix M is defined as (2.8). Firstly we shall prove the lemma valid for any biorthonormalized systems of vectors. 
Lemma 2.3. Let an inner product (y, v) be given in H and the norm be defined as y = (y, y). Let µ

be two systems biorthonormalized in the sense of the inner product (y, v). Suppose that the expansions
(2.14)
4) If
Proof. Property 1) is a direct consequence of the system µ
and v
biorthonormality. Estimate 2) follows from 1) and the Cauchy -Schwarz -Bunyakovskii inequality. Now, we get from estimate 2) and inequality (2.15) that
, wherefrom (2.16) follows. Property 4) can be proved in the same manner.
The following theorem was proved in [15] . The inner product and the norm were given here in accordance with (2.4). and v
Theorem 2.1. Let the vectors µ
be defined as follows:
, and let expansions (2.13) and (2.14) be valid. Then the following inequalities and let us estimate separately the sums in each bracket. Taking into account relations (2.12), we get holds. Further, in accordance with (2.12) we get
where z = (E − X)y. Denotingẑ 2k = z, w (2k) , we obtain and evaluate separately each addend. For the first addend we have
so that From here and inequalities (2.22) and (2.23) we get the inequality
which coincides with the second inequality of (2.18). The below estimates in inequalities (2.17) and (2.18) follow now from lemma 2.3. 
Properties of operators
A and A * in the case of γ ∈ (0, 1)
So far it has been assumed that γ = 1 in the main difference operator (2.5). Now let us consider the case of γ ∈ (0, 1). In accordance with lemma 1.4, the eigenvalues of operator (2.5) with γ ∈ (0, 1) have the form 
The corresponding eigenvectors have the form
they are linearly independent and form a basis in H. Let us introduce the matrix
whose columns are eigenvectors (2.28). The equalities
can be written as the matrix equation AM = MΛ, where Λ = diag [λ 0 , λ 1 , . . . , λ N −1 ] is a diagonal matrix with the eigenvalues of A on the main diagonal. Thus, for γ ∈ (0, 1) operator (2.5) is similar to the diagonal operator Λ. It is easy to see that conjugate to A is the operator A * , defined as
The conjugate operator has the same eigenvalues as the main operator and its eigenfunctions are given by the equalities
where the constant a = 2/ 1 − γ 2 was chosen for the sake of normalization. The systems of eigenfunctions (2.28) and (2.31) are biorthonormalized in the sense of the inner product (2.4), i. e., µ
. . , N − 1. Let us clarify the relation between the functions entering into systems (2.28) and (2.31) and the orthonormalized eigenfunctions of problem (2.10). It is easy to see that
i , and for k = 1, 2, . . . , m the following equalities
hold. After introducing the diagonal matrices
the previous equalities can be written in the vector form
For the eigenvectors of the conjugate operator the following equalities
hold, where k = 1, 2, . . . , m, and
Specrtum boundaries of the norm operator for γ ∈ (0, 1)
Let us prove for the case of γ ∈ (0, 1) the theorem about estimates for the sum of squared coefficients of biorthonormal expansion analogous to theorem 2.1. Let us represent an arbitrary vector y ∈ H in the form of expansion (2.13), where now µ (k) is the eigenfunction of operator (2.5) with γ ∈ (0, 1) defined in accordance with (2.28).
Theorem 2.3. Let vectors µ
(k) and v (l) be given as (2.28), (2.31), and let expansions (2.13) and (2.14) hold. Then the following inequalities 
Taking into account the equalities c 2k−1 = (y,
Further, for k = 1, 2, . . . , m according to (2.33) we obtain
and, consequently,
.
Introducing the vectors
we obtain
, we rewrite the inequalities obtained in the form
where k = 1, 2, . . . , m. Besides, we take into account that
1 .
Then, returning to equality (2.36), we get
Let us introduce vectorsỹ 1 andỹ 2 , which differ from y 1 and y 2 by the last components only,
Then by virtue of the Cauchy -SchwarzBunyakovskii inequality we get
From expressions (2.37) for functions y 1 , y 2 we get y is valid. Thus, the upper bound in inequalities (2.34) has been proved. Let us estimate from the above the sum
We write the first addend of this sum in the form
2 , where y 2 = sin(ψx)y is denoted. As before, we get
Representing the eigenfunctions µ (2k) , µ (2k−1) in the form of (2.32), we get
where y 1 = cos(ψx)y, y 2 = sin(ψx)y. Hence, the inequality
coinciding with the second inequality of (2.35) holds. The lower bounds in inequalities (2.34) and (2.35) follows from lemma 2.3. We assumed N to be odd. With insignificant modifications the same proof also holds for even N. Indeed, in the case of even N and m = N/2 − 1 we get
wherefrom, as before, we arrive at the second inequality of (2.34). 
Stability in the sense of the right hand side
In sections 1 and 2 the necessary and sufficient stability conditions in the sense of the initial data were obtained for two-layer difference schemes approximating the heat conduction equation with nonlocal boundary conditions, also the norm operator was investigated. In the present section, a priori estimates will be constructed for the above difference schemes which show stability in the sense of the right hand side. Note that the restrictions imposed on the step sizes to guarantee stability in the sense of the right hand side coincide with the previously obtained stability criteria in the sense of the initial data discovered previously.
General theorems about stability in the sense of the right hand side
The difference schemes are considered for the heat conduction equation
with nonlocal boundary conditions As the right hand side, we can take the grid function
Let us reduce the difference scheme (3.3), (3.4) to the canonical form. To this end, let us introduce the grid space H consisting of the real vectors y = (y 1 y 2 . . . y N ) , where y i = y(x i ), with coordinate-wise addition and multiplication by the number. Let us define in H the inner product and the norm as follows: 
where the operator A : H → H is defined as
The difference scheme (3.6) is a special case of the two-layer difference scheme B(y n+1 − y n )/τ + Ay n = ϕ n , n = 0, 1, . . . , y 0 is given, (3.8) when B = E + στ A. Let us consider now the two-layer difference scheme (3.8) independent of the concrete scheme (3.3), (3.4) . In (3.8)y n = y(t n ) ∈ H, where H is a finite-dimensional linear space with the inner product (y, v) and norm y = (y, y). We suppose in what follows that A and B are linear n-independent operators and operator B −1 exists. Let the selfadjoint positive operator D be given, and the energy norm y D = (Dy, y) be introduced. Along with (3.8), we consider the homogeneous equation
The difference scheme (3. is necessary and sufficient for stability in the sense of the initial data. Here S = E − τB −1 A is the transition operator of scheme (3.8) . In the case of the weighted scheme (3.6), we have B = E + στ A, and (3.11) is equivalent to the inequality
It is well known that for linear equations stability in the sense of the initial data implies stability in the sense of the right hand side. In particular, the following statement is true. 
is valid.
Proof. Writing (3.8) in the form
and using the triangle inequality, we get
As far as the scheme is stable in H D in the sense of the initial data, inequality (3.11) hold, meaning that (S * DSy, y) (Dy, y) for any y ∈ H. The latter inequality can be written in the form Sy 
follow from (3.14). Summing these inequalities over j from 0 up to n, we obtain (3.13).
From (3.13) the estimate
where t n+1 = (n + 1)τ follows. It is usually assumed that t n+1 T , where T > 0 is an n-independent constant. The existence of estimates of the form (3.13) or (3.15) means that the difference scheme (3.6) is stable in the sense of the initial data as well as in the sense of the right hand side.
Note that the right hand side is measured in estimates (3.13) and (3.15) in the norm
For the weighted scheme (3.6) it is possible to simplify the norm of the right hand side, as was done in the following theorem. Proof. Let us demonstrate that for any element ϕ ∈ H the following inequality 
Stability of difference scheme with nonlocal boundary conditions in the sense of the right hand side
The previous statements concern the general weighted scheme. We now turn to the difference scheme (3.3), (3.4) . The stability of this difference scheme in the sense of the initial data was investigated in sections 1 and 2. The inner product and the norm were defined there as (3. The following theorem on the stability of the difference scheme (3.3), (3.4) in the sense of the right hand side is an obvious result of applying criterion (3.25) and estimates (3.13), (3.16) to the scheme with nonlocal boundary conditions. Besides, the following theorem on the stability in the grid L 2 -norm takes place. 
