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AN ANALOGUE OF THE RADEMACHER FUNCTION FOR
GENERALIZED DEDEKIND SUMS IN HIGHER DIMENSION
HI-JOON CHAE, BYUNGHEUP JUN, AND JUNGYUN LEE
ABSTRACT. We consider generalized Dedekind sums in dimension n,
for fixed n-tuple of natural numbers, defined as sum of products of
values of periodic Bernoulli functions. This includes the higher di-
mensional Dedekind sums of Zagier and Apostol-Carlitz’ generalized
Dedekind sums as well as the original Dedekind sums. These are
realized as coefficients of Todd series of lattice cones and satisfy reci-
procity law from the cocycle property of Todd series. Using iterated
residue formula, we compute the coefficient of the decomposition of
of the Todd series corresponding to a nonsingular decomposition of
the lattice cone defining the Dedekind sums. We associate a Laurent
polynomial which is added to generalized Dedekind sums of fixed in-
dex i to make their denominators bounded. We give explicitly the
denominator in terms of Bernoulli numbers. This generalizes the
role played by the rational function given by the difference of the
Rademacher function and the classical Dedekind sums. We associate
an exponential sum to the generalized Dedekind sums using the inte-
grality of the generalized Rademacher function. We show that this
exponential sum has a nontrivial bound that is sufficient to fulfill
Weyl’s equidistribution criterion and thus the fractional part of the
generalized Dedekind sums are equidistributed. As an example, for a
3 dimensional case and Zagier’s higher dimensional generalization of
Dedekind sums, we compute the Laurent polynomials associated.
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1. INTRODUCTION
1.1. Dedekind sums and Rademacher’s φ-function. Dedekind sums
are rational numbers s(a, c) defined for a pair of relatively prime inte-
gers (a, c). It was introduced by R. Dedekind([11]) to describe modular
transformation of his η-function:
η(τ) = e
πiτ
12
∞∏
n=1
(1− e2πinτ), τ ∈ h
Its modular transform under the action of A =
 
a b
c d
 ∈ SL2(Z) is given
by
logη(Aτ) = logη(τ) +
1
4
log{−(cτ+ d)2}+πiφ(A),
where φ : SL2(Z)→ Q is the Rademacher’s φ-function
(1) φ
 
a b
c d

=
¨
sign(c) · s(a, c)− 1
12
a+d
c
, if c 6= 0
b
d
, if c = 0
The Dedekind sum s(a, c) is defined by above formula.
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Since η(τ) is the 24th root of the modular discriminant ∆(τ) which
is a cusp form of weight 12, it is easy to see that φ(A) is valued in
1
12
Z. In other words, the Rademacher’s φ-function measures the failure
of η(τ) being a modular form of weight 1/2 and Dedekind sum is the
transcendental part of the Rademacher’s φ-function.
η(τ) has many applications in diverse disciplines of mathematics such
as mathematica physics, arithmetic, geometry and low dimensional topol-
ogy (eg. [3], [19], [20], [24], [27], [31], [33]). Dedekind sums
and Rademacher’s φ-function appear almost in the same way. Actually,
many nontrivial properties of Dedekind sums are explained in terms of
Rademacher’s φ-function.
It is our motivation that partial zeta values of totally real fields at
nonpositive integers have expression involving Dedekind sums and their
generalization. The partial zeta function of an ideal b of a number field
K is defined as
ζ(s,b) =
∑
a∼b
Na−s, Re(s) > 1
where a runs over integral ideals equivalent to b. It is well-known that
this function has a meromorphic continuation to entire complex plane
admitting only a simple pole at s = 1. The partial zeta function of an
ideal is invariant in the class. The sum of the partial zeta functions over
the class group of a number field is the Dedekind zeta function.
For totally real fields, it is a celebrated theorem of Klingen-Siegel
([33]) that the values ζ(1− n,b) for an ideal b of a totally real field K
is a rational. Let us first restrict our interest on real quadratic fields. An
ideal b can be chosen in its class in such a way that b−1 = [1,ω], where
ω is reduced element in the sense of Gauss(i.e. ω > 1 and 0 < ω′ < 1.
Here ω′ denotes the conjugate of ω.). Equivalently, ω has purely peri-
odic negative continued fraction expansion:
ω = [[b0, b1, . . . , bℓ−1]] := b0 −
1
b1 −
1
· · · −
1
bℓ−1 −
1
ω
In [27], a theorem of C. Meyer tells integrality of the partial zeta
values at s = 0. Namely,
(2) ζ(0,b) =
1
12
ℓ−1∑
i=0
(bi − 3).
4 HI-JOON CHAE, BYUNGHEUP JUN, AND JUNGYUN LEE
On the other hand, Siegel obtains another formula for partial zeta values
in terms of Dedekind sums and their generalization. In particular, for
s = 0 we have
(3) ζ(0,b) = s(a, c)− a+ d
12c
where
 
a b
c d

is the matrix representing the multiplication by the totally
positive fundamental unit ε w.r.t. the basis [1,ω]. Meyer’s theorem
is obtained directly by evaluating s(a, c) using the reciprocity law of
Dedekind sums. Since Dedekind sum is highly nonintegral, it is not
apparent to deduce the integrality from Siegel’s theorem unlike Meyer’s.
Actually, fractional part of Dedekind sums are equidistributed on the
unit interval(cf. [23], [26], [38]).
However, if one notices that Siegel’s theorem reads simply from (1)
ζ(0,b) =−φ   a bc d  ,
then the integrality follows trivially from that of the φ-function.
1.2. Generalization of Dedekind sums in higher degree. Dedekind
sums have generalization by taking periodic Bernoulli function B˜i(x) of
higher degree instead of ((x)) = B˜1(x). For i, j ≥ 1 and a, c relatively
prime, we define
si j(a, c) :=
c−1∑
k=0
B˜i(
k
c
)B˜ j(
ak
c
).
These sums are introduced through works of Apostol and Carlitz in
study of modular transformation of certain Lambert series(cf. [1], [8]).
Clearly, these sums are rational. i + j is called the weight of si j(a, c).
It is not difficult to see that these sums survive only if the weight is
even(Prop.3.4. See also Cor. 4.2. of [23]).
For an ideal b of a real quadratic field, Siegel gives an explicit formula
of ζ(1− n,b) for n ∈ N in terms of the higher degree generalization of
Dedekind sums of weight 2n in [33]. Thus the rationality of ζ(1− n,b)
is achieved automatically from that of Dedekind sums. What about the
integrality? Again the integrality is not clear at all from Siegel’s formula.
However there is still similar integrality result that the denominator of
ζ(−n,b) is given independently of b investigated through works of many
authors(cf. [10], [13], [22], [17], [36], [41]).
For example, one can check directly the integrality from the following
formula of Zagier([41]):
ζ(−n,b) =
r∑
k=1
2n∑
s=0
d(k)s,n
 B2n+2
2n+ 2
b2n−s+1k
2n− s+ 1 −
Bs+1
s+ 1
B2n−s+1
2n− s+ 1

,
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where d(k)s,n is a coefficient of certain power of certain quadratic form
with integer coefficient determined by b and bk is the k-th element of
the continued fraction of ω.
This is done by nonsingular decomposition of Shintani cone of the
ideal and by explicitly writing the generalized Dedekind sums. Later in
this article, we emphasize that this is again the consequence of relating a
higher degree analogue of the Rademacher’s φ-function to generalized
Dedekind sums. It is worth to note that the same reasoning explains the
fractional part of Ri+ jq
i+ j−2si j(a, c) is equidistributed for some integer
Ri+ j determined by the weight([23]).
1.3. Cocycle property. These explicit formulae are all involving the
terms of continued fraction of a reduced element representing the ideal.
The classical Dedekind sum and the Rademacher’s φ-function can be
recovered from the area cocycle or the signature cocycle(eg. [2], [24],
[31]). These are cocycles defined for SL2(Z) and a continued fraction
can be taken as sequence of SL2(Z) moves. A continued fraction is a
particular nonsingular decomposition of a lattice cone in Λ = Z2. A lat-
tice cone corresponds to a 1-simplex in Z2, whose 0-faces are primitive
lattice vectors. So it is natural to reconstruct the reciprocity and other
properties of classical and generalized Dedekind sums from the cocycle
property over singular complex consisting of lattice cones in Z2. Since
the slope of a lattice vector corresponds to a cusp of h the upper-half
plane, one can consider these cocycles defined for modular symbols of
Manin([25]) and Stevens([36]). Similar approaches are taken in papers
by Solomon and Sczech thru diverse context([35],[31]). The singular
cocycle is obtained by assigning Todd power series in 2 variables to a
lattice cone. It is a 2-variable generalization of the classical Todd series
which generate the Bernoulli numbers (up to sign):
Todd(z) :=
∞∑
i=0
Bi
i!
(−z)i = z
1− e−z , |z|< 2π.
Replacing z with ∂z, one obtains a differential operator of infinite order
which gives the Euler-Mclaurin summation formula. For lattice cones,
Todd series is generalized to have several variables where the number
corresponds to the rank of the lattice, in such a way to yield the Euler-
Maclaurin formula for a lattice polytope in higher dimension in effort to
count the number of geometric quantizations. The definition we follow
appears in a paper by Brion and Vergne([7]). To be precise, we refer the
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reader to Sec.2. Then the following assignment is a (n− 1)-cocycle:
σ 7→ Sσ =
Toddσ∏n
i=1


σi,
  x
y
 ◦σ−1
The cocycle condition is nothing but additivity w.r.t. barycentric decom-
position of lattice cones(See [29]). For 2-dimensional cones, barycentric
decomposition coincides with concatenation of two lattice cones sharing
a ray.
The Todd series in 2 variables generates the Dedekind sums of higher
degree as well as the classical ones. If σ is equivalent to the cone gen-
erated by (1,0) and (p,q) by change of basis of Z2(indeed, any two
dimensional lattice cone can be made so),
Toddσ(x , y) =
∑
i, j≥0
t i j(σ)
i! j!
x i y j
where
t i j(σ) =
¨
−(−q)i+ j−1

si j(p,q) + BiB j

, if i = 1 or j = 1
−(−q)i+ j−1si j(p,q), otherwise.
In this context, the classical reciprocity formula for swapping a and c is
nothing but writing down the cocycle condition for the decomposition
of the 1st quadrant as lattice cone generated by (1,0) and (0,1) into two
by putting the lattice vector (a, c).
1.4. Distribution of Dedekind sum. It is Rademacher who posed a
question about distribution of Dedekind sums([30]). In loc. cit., it is
asked if the set
n
(
p
q
, s(p,q)) ∈ R2|(p,q) = 1
o
is dense in R2. The density
result is proved by Hickerson([18]). Much later, Vardi in [38] proves for
any nonzero real κ the fractional part of {κ · s(a, c)} are equidistributed
on the unit interval I = [0,1) in the sense of H. Weyl([39]). In [26],
Myerson shows that the fractional part of {( p
q
, s(p,q)) ∈ R2|(p,q) = 1}
is equidistributed in I × I using similar method as Vardi. They iden-
tify exponential sum of Dedekind sums with (generalized) Kloosterman
sums, which has a sufficiently good bound of Weil type thanks to a
work of Selberg([32]). This fulfills the Weyl’s criterion for equidistri-
bution. In particular, for κ = 12, it is easily done by the integrality of
the Rademacher’s φ-function. From
(4) φ
 
a b
c d

= s(a, c)− a+ d
12c
∈ 1
12
Z,
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we have identified the exponential sum of Dedekind sums with the
Kloosterman sum:
(5)
∑
a∈(Z/cZ)∗
exp (2πi (12s (a, c))) =
∑
a∈(Z/cZ)∗
exp

2πi
c

a+ a−1

.
We emphasize that this has the same origin as the previously men-
tioned integrality result of the partial zeta values at s = 0 of Meyer.
Here κ = 12 turns out to be the universal denominator of partial zeta
values of ideals of real quadratic fields for s = −1.
In a recent work of Jun-Lee([23]), they extend the universal denomi-
nator to Dedekind sums generalized to higher degree. Namely, for even
integer N = i + j the weight of generalized Dedekind sums, there exists
a certain integer RN determined by N such that
(6) c i+ j−1si j(a, c)−
αN rN
RN

N − 1
i

ai +

N − 1
j

a′ j

∈ 1
RN
Z.
Here a′ is a multiplicative inverse of a modulo c. αN , rN are integers
given by N . A representative of a′ in Z uniquely determines another
integer b such that aa′ − bc = 1. One may take the formula (6) as
definition of φi j(A): “higher degree generalization of the Rademacher’s
φ-function” for A=
 
a b
c d
 ∈ SL2(Z). Again we have a formula analogous
to (4) and can associate an exponential sum similar to the Kloosterman
sum to higher degree Dedekind sums as follows:∑
a∈(Z/cZ)∗
exp

2πi(RN c
N−1s(a, c)

=
∑
a∈(Z/cZ)∗
exp

2πiαN rN

N − 1
i

ai +

N − 1
j

a′−1

.
(7)
Thanks to work of Denef and Loeser on the weight of the ℓ-adic coho-
mology giving the exponential sum([14]), this sort of exponential sum
shas good Weil bound. Again the equidistribution in [0,1) of the frac-
tional part of RN c
N−1s(a, c) turns out to be a consequence of the inte-
grality as (6).
1.5. Higher dimensional generalization. In this paper we are inter-
ested in higher dimensional generalization of Dedekind sums as well
as the higher degree generalization, aiming to study partial zeta values
of totally real fields. We will investigate the relevant integrality as we
see from the coefficients of Todd series in 2 variables. Recently, in [9],
similar line of integrality is investigated by Charollois and Dasgupta:
they show the integrality of ℓ-smoothed version of higher dimensional
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Dedekind sums on the way to showing that of ℓ-smoothed partial zeta
values at negative integers for totally real number fields.
Higher dimensional Dedekind sums arised first in topological situa-
tion. The following cotangent sum associated to a lattice vector (p1, . . . , pn−1,q)
such that (pi,q) = 1 for i = 1,2, . . . ,n− 1:
(8) d(q; p1, p2, . . . , pn−1) = (−1)
n
2
q−1∑
k=1
cot
πk
q
cot
πp1k
q
· · · cot πpn−1k
q
.
appear as the defect of Hirzebruch’s signature formula for a manifold
with a finite group action on it(cf. [19], [4]).
This trigonometric sum is called higher dimensional Dedekind sum
by Zagier([40]). For even n, the rationality is obvious. Also this sum
vanishes for n odd due to oddity of cotangent function. Their arithmetic
properties especially the bound for denominators are studied in detail in
loc. cit.. If n = 2, this sum is identified with the classical Dedekind sum
here in the following way:
d(q; p) = 4q · s(p,q)
Using the periodic Bernoulli function B˜1(x) = ((x)), we can relate
cotangent sums to higher dimensional generalization of Dedekind sums
as defined below:
s1,...,1(q; p1, . . . , pn−1) :=
∑
k1,...,kn−1∈Z/qZ
((
k1
q
)) · · · ((kn−1
q
))((
∑n−1
i=1 piki
q
))
=
(−1) n2+1
2nq
d(q; p1, . . . , pn−1)
(9)
The subscript 1, 1, . . . , 1 will be justified soon below.
Replacing B˜1(x) with B˜i(x), we define its higher degree generaliza-
tion. Generalized Dedekind sums in higher dimension are defined as
follows:
Definition 1.1. Let (i1, . . . , in) ∈ Nn and (p1, . . . , pn−1,q) ∈ Zn such that
(pi,q) = 1 for every i. The generalized Dedekind sum of ((p1, . . . , pn−1,q)
of index (i1, . . . , in) is a rational number
si1,...,in(q; p1, . . . , pn−1) :=
∑
k1,...,kn−1∈Z/qZ
B˜i1(
k1
q
) · · · B˜in−1(
kn−1
q
)B˜in(
∑n−1
i=1 piki
q
).
These sums are recovered as coefficient of the Todd series of a lattice
cone in higher dimension. For precise definition, we refer the reader
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to §2. The lattice cone is given by e1, . . . , en−1, (p1, . . . , pn−1,q). Let us
denote by Todd(q;p1,...,pn−1)(x1, . . . , xn) the corresponding Todd series:
Todd(q;p1,...,pn−1)(x1, . . . , xn) :=
∑
i1,...,in∈N
t i1,...,in(q; p1, . . . , pn−1)
i1! · · · in!
x i11 · · · x inn
Then
t i1,...,in(q; p1, . . . , pn−1) = si1,...,in(q; p1, . . . , pn−1), for i1, . . . , in > 1.
If some ik = 1, this should be corrected by generalized Dedekind sums
in lower dimension(See Thm.3.5). Again their reciprocity law(eg. [15],
[40]) is a consequence of the cocycle property of the Todd series.
1.6. Main result. The main result in this paper is to find the fractional
part of the generalized Dedekind sums in higher dimension so that we
have analogue of the Rademacher’s function in full generality. We obtain
a formula of the form of (6) relevant to si1,...,in(q; p1, . . . , pn−1). As earlier,
it is given as the difference of generalized Dedekind sum and a certain
rational function. The difference turns out to have bounded denomina-
tor depending not on the argument but on the weight only as we see 12
from the classical Dedekind sums and the Rademacher’s φ-function. We
are going to compute explicit bound for the denominator of the differ-
ence for the generalized Dedekind sums of arbitrary index. Namely, the
denominator dN is given by the formula:
(10) dN := lcm
m1+···+mn=N
m1,...,mn≥0
(
denominator of
n∏
i=1
Bmi
mi
)
Then dN fits into our main theorem:
Theorem 1.2. Let (r1, · · · , rn) ∈ Nn and N =
∑n
i=1 ri. Let (q; p1, · · · , pn−1) ∈
Zn satisfying (pi,q) = 1 for i = 1, . . . ,n − 1. Then there exists a con-
stant d depending only on N (the weight) and n (the dimension) such
that sr1,r2,··· ,rn(q; p1, p2, · · · , pn−1) multiplied by dqN−n+1/(r1! · · · rn!) is an
integer and we have
(11)
dqN−n+1
r1! · · · rn!
sr1 ,··· ,rn(q; p1, · · · , pn−1) ≡
∑
m
(−d)
n∏
i=1
Bmi
mi!

mi − 1
ri − 1

pmi−rii mod q.
Here the summation is over the set of n-tuples m = (m1, · · · ,mn) of non-
negative even integers with
∑n
i=1mi = N such that at least one of its coor-
dinates is zero. (We have put pn =−1 for ease of notation and Bm denotes
the m-th Bernoulli number.)
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Basically, our method is pretty the same as in [23] beside some non-
triviality arising in dealing with higher dimension. We identify the gen-
eralized Dedekind sums in higher dimension as coefficient of the Todd
series of a lattice cone in a ‘normal form’(See Sec.3). Then we make ex-
plicit computation of the Todd series for a nonsingular decomposition of
the cone using its cocycle property. The normalized Todd series has poles
along the hyperplanes generated by the facets. While we decompose the
cone, the normalized Todd series written for the decomposition acquires
new poles supported on the hyperplanes generated by inner facets of the
decomposition. These poles are ‘removable singularities’ and will can-
cel themselves. The contribution of the inner cones to the generalized
Dedekind sum is trivial by mod q reduction. Explicit value is obtained
by computing the coefficient of the monomial of each normalized Todd
series of the boundary cones of nonsingular decomposition. As we are
dealing with higher dimension, unlike to 1-variable case, we don’t have
well-defined notion of residue at a point. But in this case, we have to
replace the point with Parshin point given by fixing the order of the co-
ordinate hyperplanes(cf. [5, 28, 37]). The ‘iterated coefficient’ does not
depend on this choice of Parshin point as the Todd series is meromor-
phic with poles along the coordinate hyperplanes. As we are taking the
residue modulo q, the validity of iterated residue for rational functions
with general commutative ring coefficient need to be discussed in App.
B. In this way, we will prove the main theorem.
As a corollary of the main theorem, we associate an exponential sum
of certain Laurent polynomial to the generalized Dedekind sums in higher
dimension. The main theorem is rephrased as®
dqN−n
r1! · · · rn!
sr1 ,...,rn(q; p1, . . . , pn−1)
¸
=

1
q
fr1,...,rn(p1, . . . , pn−1)

where 〈t〉 = t − [t] and fr1 ,...,rn(p1, . . . , pn−1) is a Laurent polynomial in
p1, . . . , pn−1 (mod q).
This enables us to check the equidistribution of the left hand side by
estimating the exponential sum of the right hand side. Again it is the
dimension that makes the estimate nontrivial. We need to estimate the
exponential sum of the Laurent polynomial obtained above, which we
denote by K( f ,q):
K( f ,q) =
∑
p1,...,pn−1∈(Z/qZ)∗
exp

2πi
q
f (p1, . . . , pn−1)

.
For n= 2, when we find the Kloosterman sum and its generalizations,
we could apply the purity theorem of Denef-Loeser([14], see also [23]).
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The crucial part of applying Denef-Loeser is the nondegeneracy of the
Newton polytope at infinity associated to the Laurent polynomial, which
turns out to be highly nontrivial condition to check in higher dimension.
Nonetheless, we have a crude estimate that is far bigger than the best
possible(Prop.6.4):
|K( f , p)| ≤ Cp(n−1)− 12 for p prime.
This estimate relies on the condition (H) above Thm.6.2. By (H), the
nondegeneracy condition is replaced with much milder one but check-
able at a glance of the Newton polytope. Namely, the condition (H) is
the nondegeneracy of [14] in codimension 1 for certain variable. Fortu-
nately, this bound turns out to be sufficient to fullfil the Weyl’s equidistri-
bution criterion for generalized Dedekind sums in higher dimension(Thm.6.2):
lim
x→∞
1
|In(x)|
∑
(p1,··· ,pn−1,q)∈In(x)
exp

2πik
q
f (p1, · · · , pn−1)

= 0.
Here, In(x) is the set {(p1, . . . , pn−1,q) ∈ Nn|pi < q, (pi,q) = 1,q ≤ x}.
As the Laurent polynomial fr1,...,rn(p1, . . . , pn) associated to
(12)
dqN−n
r1! · · · rn!
sr1,··· ,rn(q; p1, · · · , pn−1).
fulfils the condition (H), a priori, the equidistribution theorem (Thm.6.3)
is obtained.
A particular case tells that the Zagier-Dedekind sums of (9), if non-
trivial, after multiplication of some integer, are equidistributed in the
unit interval when we take the fractional part.
This paper is composed as follows: The definition of Todd series of lat-
tice cones and the formulation of Todd cocycle are given in §2. A precise
relation between coefficients of Todd series and generalized Dedekind
sums are given in §3, which will be used in the subsequent sections to
deduce properties of latter inductively from those of former. The inte-
grality of Todd coefficients and generalized Dedekind sums are shown
in §4. A formula for reduction mod q of generalized Dedekind sums is
given in §5. In §6, we prove the equidistribution of fractional parts of
generalized Dedekind sums by estimating the exponential sum of asso-
ciated Laurent polynomial. Finally, in §7 we write explicitly the Laurent
polynomials for two cases: a case of generalized Dedekind sums in 3-
dimension and Dedekind-Zagier sums.
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NOTATIONS
• i! := (i1!)·(i2!) · · · (in!), ~x i := x i11 x
i2
2 · · · x inn for i= (i1, i2, . . . , in) ∈
Zn≥0.
• |i| := i1 + i2 + · · ·+ in, ~1 := (1,1, · · · , 1).
• 〈t〉 := t − [t], the fractional part of t .
• In := { (q; p1, · · · , pn−1) ∈ Zn>0 | p1, · · · , pn−1 < q relatively prime to q}.
• C(q; p1, · · · , pn−1) : cone corresponding to (q; p1, · · · , pn−1) ∈ In
(Ex.2.1).
• MC , ΛC , ΓC , χCi , PC for a lattice cone C (§2.1).
• sr1 ,r2,··· ,rn(q; p1, p2, · · · , pn−1) : generalized Dedekind sum (Def.1.1).
• t r1,r2,··· ,rn(q; p1, p2, · · · , pn−1) : Todd coefficient (Def.3.2).
• ToddC(x1, . . . , xn) : Todd series of a cone C ⊂ Rn (Eq.(14)).
• ToddNC (x1, . . . , xn) : the homogeneous part of total degree N of
the above.
• Todd(x1, . . . , xn), ToddN(x1, . . . , xn) : the above two objects cor-
responding to a nonsingular lattice cone (Eq.(15), (16)).
• dN ,n : the denominator of ToddN (x1, . . . , xn) (Def.4.3).
• SC(x1, . . . , xn): normalized Todd series of a cone C ⊂ Rn (Def.2.2).
• SNC (x1, . . . , xn): the homogeneous part of total degree N − n of
the above.
• T (C), S(C) : functions given by (normalized) Todd series (Def.2.3).
• T N(C), SN (C) : their homogeneous part of total degree N and
N − n, respectively (Def.2.3).
• SNi (C), SNo (C) : decomposition of SN (C) corresponding to a sub-
division of C (Eq.(22)).
• ( )B : Let f is a rational function on a vector space V . For an
ordered basis B of V , fB denotes the rational function given in
coordinates with respect to B.
• Bernoulli numbers Bk are fixed by the generating function
B(z) =
z
ez − 1 =
∞∑
k=0
Bk
k!
zk.
• B
i
:= Bi1Bi2 · · ·Bin for i = (i1, i2, . . . , in) ∈ Zn≥0
• Bernoulli polynomials are defined by the generating function
(13) B(x)(z) :=
zexz
ez − 1 =
∞∑
k=0
Bk(x)
k!
zk.
Bk(x) is a polynomial of degree k and Bn(0) = Bn.
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• The k-th periodic Bernoulli function eBk(t) for k ≥ 0 is defined to
be a function on R of period 1 by putting the values on [0,1) as
eBk(t) =

Bk(t), for t ∈ (0,1)
Bk(0), for t = 0 and k > 1
0, for k = 1 and t = 0.
2. TODD SERIES
2.1. Lattice cones. Consider the standard lattice Zn in Rn. We will
introduce the notion of lattice cones with simplicial structure. A m-
simplicial lattice cone is an ordered m-tuple (v1, v2, . . . , vm) of primitive
lattice vectors in Zn such that the convex hull of {v1, . . . , vm} does not
contain the origin. We denote the simplicial cone of (v1, v2, . . . , vm)
by Cone(v1, v2, . . . , vm). Since we will deal only with lattice cones in
this paper, we often abbreviate lattice cones to cones. Nonetheless,
note that many of definitions below apply to general cones which are
not necessarily lattice cones. The underlying topological space of C =
Cone(v1, v2, . . . , vm) is a closed subset of R
n
|C |=
Cone(v1, v2, . . . , vm) := R≥0v1 + . . .+R≥0vm.
Note that |C | is a manifold with corner and |C | does not determine C .
The i-th face of C is the (m− 1)-simplicial cone
C(i) := Cone(v1, . . . , vˆi, . . . , vm).
A m-dimensional cone C is said to be degenerate(resp. nondegernate)
if dim |C | < m(resp. dim |C | = m). If m > n, then a m-simplicial
cone is necessarily degenerate by dimension reason. We have an ob-
vious action of g ∈ GLn(Z) on the set of lattice cones, by (v1, . . . , vm) 7→
(gv1, . . . , gvm). Nondegeneracy is preserved under GLn(Z)-action.
Let C = Cone(v1, v2, . . . , vn) be a nondegenerate n-simplicial lattice
cone. We define following objects corresponding to C .
• An (n× n) integral matrix MC = (v1|v2| · · · |vn) where we take vi
as column vectors in Zn
• A sublattice ΛC =
∑n
i=1Zvi of Z
n and the quotient group ΓC =
Zn/ΛC
• An n-tuple of characters (χC
1
, . . . ,χCn ) on Z
n (or on ΓC):
χCj (v) := exp(2πia j) if v =
n∑
j=1
a jv j
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• The fundamental parallelepiped PC of the torus Rn/ΛC :
PC :=
(
n∑
i=1
aivi
 ai ∈ [0,1) for i = 1, . . . ,n
)
In this notation, a simple cone is said to be nonsingular if |det(MC)|= 1
or equivalently ΛC = Z
n. Note that nonsingularity is preserved and the
characters χCi of C are invariant under GLn(Z)-action. The orientation
of C is the sign of det(MC).
If there appears only a single simple cone C , we will often abbreviate
MC , ΛC , χ
C
i and ΓC to M , Λ, χi and Γ, respectively.
2.2. Chain complex of lattice cones. Let Ck be the free abelian group
of lattice cones generated by k-simplicial cones inRn. By a k-dimensional
lattice cone, we mean an element of Ck. The set of lattice cones make
chain complex with obvious boundary operation. Namely, for a m-
simplicial cone C = Cone(v1, . . . , vm), its boundary is a (m−1)-dimensional
cone
∂ C :=
m∑
i=1
(−1)i+1C(i).
The boundary operation extends to C• =⊕mCm. Then (C•,∂ ) is a chain
complex:
· · · → Ck+1
∂−→Ck
∂−→Ck−1
∂−→ · · · , (∂ 2 = 0)
Let A be an abelian group. As in a standard text in algebraic topology,
by a k-cocycle of simplicial cones with values in A, we mean an additive
functional Φ : Ck → A, which vanishes on boundaries (i.e. Φ|∂ (Ck+1) = 0).
A subdivision of a k-simplicial cone C by a primitive lattice vector v
means the following k-chain:
sbdiv(C , v) := C + (−1)k∂ (C , v)
Here (C , v)means a (k+1)-simplicial lattice cone generated by the basis
of C and v. Thus Φ being a cocycle is equivalent to saying that
Φ(C) = Φ(sbdiv(C , v)).
It is well known that a nondegenerate n-simplicial lattice cone C ad-
mits a subdivision into sum of nonsingular lattice cones. In other words,
applying the above procedure consecutively, we can express C in Cn as
a linear combination of nonsingular cones modulo ∂ (Cn+1). We remark
that this notion is more general than the usual set theoretic subdivi-
sion. A standard procedure to obtain such a (set theoretic) subdivision
is explained in [16]: If C is singular (i.e. if |det(MC)|> 1), then the fun-
damental parallelepiped PC contains a nonzero (primitive) lattice vector.
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Subdividing C using this vector, we obtain cones with smaller determi-
nants. We repeat this until individual cones have smallest possible size.
2.3. Dual cones. For a nondegenerate lattice cone C = Cone(v1, . . . , vn)
in Rn, let us define its dual lattice cone Cˇ = Cone(u1, . . . ,un) lying in
Hom(Rn,R) ≃ Rn. Geometrically, ui is given as the primitive inward
normal vector to the i-th face C(i) = Cone(v1, . . . , vˆi, . . . , vn). We will
write the dual vectors ui as row vectors in Z
n, and similarly we define
the matrix MCˇ of Cˇ as the (n× n)-matrix whose i-th row is ui. It can be
written as a product of a diagonal matrix with positive diagonal entries
and M−1C .
Example 2.1. Let (q; p1, p2, · · · , pn−1) ∈ In. To identify the generalized
Dedekind sums, we need to consider the cone C = Cone(v1, v2, . . . , vn) with
vi = ei for i = 1, . . . ,n − 1 and vn = (p1, p2, . . . , pn−1,q) where ei is the
i-th standard unit vector in Rn. To fix notations for later use, let us de-
note this cone by C(q; p1, p2, · · · , pn−1). Note that vi are primitive and the
generators of the dual cone Cˇ = Cone(u1, . . . ,un) are
u1 = (q, 0, 0, . . . , 0,−p1)
u2 = (0,q, 0, . . . , 0,−p2)
...
un−1 = (0,0,0, . . . ,q,−pn−1)
un = (0,0,0, . . . , 0, 1).
2.4. Todd series. Let C = Cone(v1, v2, . . . , vn) be a nondegenerate lat-
tice cone in Rn. Define the Todd series of C as
(14) ToddC(x1, . . . , xn) :=
∑
γ∈ΓC
n∏
i=1
x i
1−χCi (γ)e−xi
.
Then ToddC(x1, . . . , xn) is holomorphic at a neighborhood of 0 in C
n.
The variables x1, · · · , xn in (14) should be viewed as coordinates with re-
spect to {v1, · · · , vn}(See §2.5 below). For a degenerate cone C , ToddC(x1, . . . , xn)
is set to be 0.
The Todd series is invariant under GLn(Z)-action on cones due to the
invariance of the characters of the cone. In particular, the Todd series of
nonsingular lattice cones in Rn are all equal to the Todd power series in
n variables:
(15) Todd(x1, x2, · · · , xn) =
n∏
i=1
x i
1− e−xi =
∑
r
(−1)|r| Br
r!
~xr
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where the second summation is over r = (r1, r2, · · · , rn) ∈ Zn≥0 (See NO-
TATIONS).
Since the summation of the values of χCi has galois invariance, it is
easy to see that the Taylor series of ToddC has coefficients in Q.
ToddC(x1, . . . , xn) =
∑
r
S
r
(C)
r!
~xr
with the summation over r = (r1, r2, · · · , rn) ∈ Zn≥0. In the following sec-
tion, we will see that S
r
(C) is closely related to the higher dimensional
generalized Dedekind sums.
For a nonnegative integer N , let ToddNC (x1, · · · , xn) ∈ Q[x1, · · · , xn] be
the homogeneous part of the total degree N of ToddC(x1, . . . , xn). It is
called the N-th Todd polynomial of C . It is the partial sum over |r| = N
of the above sum and is given by
ToddNC (x1, · · · , xn) =
1
N !
∂ N
∂ tN
ToddC(t x1, t x2, · · · , t xn)

t=0
.
The homogeneous part ToddN(x1, · · · , xn) of total degree N of Todd(x1, · · · , xn)
is defined similarly. It is called the N-th Todd polynomial in n variables.
(16) ToddN (x1, x2, · · · , xn) = (−1)N
∑
|r|=N
B
r
r!
~xr
2.5. Todd cocycle.
Definition 2.2. The normalized Todd series of an n-simplicial lattice cone
C in Rn is the meromorphic function around 0
SC(x1, . . . , xn) :=
ToddC(x1, . . . , xn)
(detMC)x1x2 · · · xn
in Cn with poles along the coordinate hyperplanes.
For a nonnegative integer N , let SNC (x1, · · · , xn) be the homogeneous
part of total degree N − n. Of course, it is given by
SNC (x1, . . . , xn) = Todd
N
C (x1, . . . , xn)/(detMC)x1x2 · · · xn.
To deal with Todd series for various cones in V = Rn simultaneously,
it is necessary to view TC(x1, · · · , xn) and SC(x1, · · · , xn) as functions on
V (or on V ⊗C) by taking variables x1, x2, · · · , xn in the above definition
as coordinates on V with respect to the ordered basis {v1, v2, · · · , vn} if
C = Cone(v1, v2, · · · , vn) is nondegenerate. Let us denote these functions
by T (C) and S(C), respectively:
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Definition 2.3. Let C = Cone(v1, v2, · · · , vn) be an n-simplicial nondegen-
erate lattice cone in V = Rn. Define meromorphic functions T (C) and S(C)
on VC = V ⊗C by
T (C) : x1v1+ · · ·+ xnvn 7→ ToddC(x1, · · · , xn)
S(C) : x1v1+ · · ·+ xnvn 7→ SC(x1, · · · , xn)
For a nonnegative integer N, the homogeneous polynomial T N(C) and the
homogeneous rational function SN (C) on V are defined similarly.
T N(C) : x1v1+ · · ·+ xnvn 7→ ToddNC (x1, · · · , xn)
SN(C) : x1v1+ · · ·+ xnvn 7→ SNC (x1, · · · , xn)
We remark that SN(C) can be obtained from S(C) (in a coordinate-
free way): for v ∈ V , SN(C)(v) is the coefficient of tN−n of the Laurent
polynomial S(C)(t v) in one variable t .
Remark 2.4. Let y1, y2, · · · , yn be coordinates with respect to the standard
basis of V . Then the function S(C) is given by SC((y1, · · · , yn)(M−1C )T ) ∈
Q((y1, · · · , yn)) in terms of these coordinates.
The following proposition, which we call “the cocycle property of
Todd series”, is a restatement of [29, Thm.3] in frame of this article.
Proposition 2.5 (Pommersheim). The association Φ : C 7→ S(C) is an
n-cocyle of simplicial lattice cones in V = Rn with values in the space of
meromorphic functions on VC.
Corollary 2.6. Let N be a nonnegative integer. The association Φ : C 7→
SN(C) is an n-cocyle of simplicial lattice cones in V = Rn with values in
the space of rational functions on VC.
3. DEDEKIND SUMS AND TODD COEFFIENTS
Let (q; p1, · · · , pn−1) ∈ In (See NOTATIONS). Consider the cone C =
C(q; p1, · · · , pn−1) and its dual lattice cone Cˇ = Cone(u1, . . . ,un) as given
in Example 2.1. Recall the generators of C are vi = ei for i = 1, . . . ,n−1
and vn = (p1, p2, . . . , pn−1,q). In this case, we have ui = qv
∗
i for 1≤ i ≤ n
where {v∗
1
, · · · , v∗n} is the basis dual to {v1, · · · , vn} (i.e.
¬
v∗i , v j
¶
= δi j).
We would like to identify the coefficient of the Todd series of C using
generalized Dedekind sums. Expanding the denominators in (14), we
have
(17)
ToddC(x1, . . . , xn) = x1x2 · · · xn
∑
m∈ΓC
∞∑
ℓ1,...,ℓn=0
χ1(m)
ℓ1 · · ·χn(m)ℓne−ℓ1 x1 · · · e−ℓn xn .
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This series converges absolutely for totally positive (x1, . . . , xn), but can
be continued analytically to a neighborhood of 0, since the Todd series
itself is analytic at 0.
Notice that m 7→ χ1(m)ℓ1 · · ·χn(m)ℓn is again a character on ΓC . Let us
denote this character by χℓ1...ℓn . As χi(m) = exp

2πi〈m, ui
q
〉

, we have
χℓ1...ℓn(m) = exp
 
2πi
*
m,
n∑
i=1
ℓi
ui
q
+!
.
In the summation over m ∈ ΓC in (17), we will use a common trick of
exponential sums:
∑
m∈ΓC
χℓ1,...,ℓn(m) =
¨ΓC = q, if χℓ1,...,ℓn is trivial
0, otherwise
Note χℓ1,...,ℓn is trivial if and only if
∑n
i=1 ℓi
ui
q
is a lattice vector in Zn.
Since we have(
n∑
i=1
ℓi
ui
q
 ℓi ∈ Z≥0
)
=
1
q
ΛCˇ ⊃ |C∨| ∩Zn ⊃ ΛCˇ ,
by summing over m ∈ ΓC first in (17), we may rewrite ToddC as summa-
tion over the lattice points inside C∨:
(18) ToddC
 
x1, x2, · · · , xn

= qx1x2 · · · xn
∑
m∈|Cˇ|∩Zn
e−
∑n
i=1〈m,vi〉xi ,
Remark 3.1. Similar argument shows that the above equation holds for
any nondegenerate lattice cone C = Cone(v1, · · · , vn) if we replace q in the
equation by |detMC |= |ΓC |.
The right hand side of (18) is defined for (x1, . . . , xn) ∈ Rn≥0 and is
analytically continued to a neighborhood of 0. Any lattice point u ∈
|Cˇ | ∩ Zn can be written uniquely as u = w + i1u1 + · · ·+ inun with w ∈
PCˇ ∩Zn and i1, · · · , in ∈ Z≥o. The set of lattice points in the fundamental
parallelepiped for ΛCˇ is given by
PCˇ∩Zn =
(
n−1∑
i=1
ki
q
ui +

p1k1 + · · ·+ pn−1kn−1
q

un
 for ki = 0,1, . . . ,q− 1
)
,
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and we can write the right hand side of (18) as
= qx1 · · · xn
∑
u∈PC∨∩Zn
e−
∑n
i=1〈u,vi〉xi
∞∑
i1,...,in=0
e−i1qx1e−i2qx2 · · · e−inqxn
= q−n+1
q−1∑
k1,...,kn−1=0

qx1e
−k1 x1
1− e−qx1

qx2e
−k2x2
1− e−qx2

· · ·

qxn−1e
−kn xn−1
1− e−qxn−1
qxne
−
®∑n−1
i=1 pi ki
q
¸
qxn
1− e−qxn

= q−n+1
q−1∑
k1,...,kn−1=0
B

k1
q
 −qx1Bk2q
 −qx2 · · ·B
 *∑n−1
i=1 piki
q
+! −qxn
where B(x)(z) denotes the generating function of Bernoulli polynomials
given by (13). Expanding the above further using Bernoulli polynomials,
we obtain another expression of the Todd series
= q−n+1
∑
j∈Z≥0
q−1∑
k1,...,kn−1=0
B j1

k1
q

· · ·B jn−1

kn−1
q

B jn
­∑n−1
i=1 piki
q
·
j!
(−qx1) j1 . . . (−qxn) jn
=
∞∑
N=0
∑
|j|=N
q−1∑
k1,...,kn−1=0
(−1)NqN−n+1
B j1

k1
q

· · ·B jn−1

kn−1
q

B jn
­∑n−1
i=1 piki
q
·
j!
~x j
whose coefficients are very closed to the generalized Dedekind sums.
Here, j= ( j1, . . . , jn).
Definition 3.2. For j = ( j1, · · · , jn) ∈ Zn≥0 and (q; p1, · · · , pn−1) ∈ In, we
define the Todd coefficient by
t
j
(q; p1, . . . , pn−1) =
q−1∑
k1,k2,...,kn−1=0
B j1

k1
q

· · ·B jn−1

kn−1
q

B jn
 *∑n−1
i=1 piki
q
+!
.
Thus the Todd series of C is written as
(19) ToddC(x1, . . . , xn) =
∞∑
N=0
∑
|j|=N
(−1)NqN−n+1
t
j
(q; p1, . . . , pn−1)
j!
~x j.
Note that t
j
(q; p1, . . . , pn−1) remains unchanged if we replace pi by any
number in the same congruence class modulo q. Also we have the van-
ishing of Todd coefficients of odd weight in the next two propositions.
These generalize Cor.4.2 in [23] to arbitrary dimension n.
Proposition 3.3. If the total degree N = |j| is odd, then we have
t
j
(q; p1, . . . , pn−1) = 0.
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Proof. The proof is similar to that of Cor.4.2 in [23]. We can write the
function appearing in the definition (14) of Todd series as
x
1−χ(γ)e−x =
x
2
+ Lχ(γ)(x) where Lλ(x) =
x
2
· 1+λe
−x
1−λe−x .
If λ 6= 1, then Lλ(x) is not an even function. But since Lλ(−x) =
Lλ
−1
(x), the sum
∑
γ∈ΓC L
χ(γ)(x) is even. So is the sum of products∑
γ∈ΓC L
χ1(γ)(x1) · · · Lχk(γ)(xk). By expanding the product in (14), we see
that the odd part of ToddC is the sum of
2−kx i1 x i2 · · · x ik ×
∑
γ∈ΓC
Lχik+1 (γ)(x ik+1) · · · Lχin (γ)(x in)
with k odd and {i1, · · · , in} a permutation of {1, · · · ,n}. Notice that k is
the number of x i ’s of multiplicity 1. Thus the odd part is supported on
monomials x j11 . . . x
jn
n with some jk = 1. This finishes the proof. 
Compared to t j1,..., jn , the generalized Dedekind sums s j1 ,..., jn in Def.1.1
are defined using periodic Bernoulli functions eB j(t) in place of Bernoulli
polynomials B j(t). Since eB j(t) = B j(t) on [0,1) if j > 1, we have
(20)
s j1 ,..., jn(q; p1, p2, . . . , pn−1) = t j1,..., jn(q; p1, p2, . . . , pn−1) if j1, . . . , jn > 1.
Unlike Todd coefficients, all generalized Dedekind sums of odd total
degree vanish.
Proposition 3.4. If the total degree N = j1+ j2+ · · ·+ jn is odd, then the
generalized Dedekind sum s j1 ,..., jn(q; p1, p2, . . . , pn−1) vanishes.
Proof. We will use induction on n. Cor.4.2 in [23] is the case when
n = 2. In Def.1.1, s j1 ,..., jn(q; p1, p2, . . . , pn−1) is defined as a summation
over the set K of (n− 1)-tuples of non-negative integers less than q. For
each I ⊂ {1, · · · ,n − 1}, let K(I) be the set of (k1, · · · , kn−1) ∈ K such
that ki = 0 for i ∈ I and ki 6= 0 if i 6∈ I . Then K is the disjoint union of
K(I)’s. We claim that the partial sum (of the sum in Def.1.1) over each
K(I) vanishes.
The j-th periodic Bernoulli function eB j(x) is even (odd, respectively)
if j is even (odd, respectively). Hence in the summation over K(;), the
terms corresponding to (k1, · · · , kn−1) and (q − k1, · · · ,q − kn−1) cancel
each other. Suppose I 6= ;. If there exist i ∈ I such that ji is odd, then the
summation over K(I) is zero simply because eB ji (0) = 0. Otherwise, i.e.
if ji is even for each i ∈ I , then the summation over K(I) is a generalized
Dedekind sum of odd total degree in fewer variables. Hence it vanishes
by induction assumption. 
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When j = 1, we still have eB1(t) = B1(t) on (0,1) but eB1(0) = 0,B1(0) =
B1 = −1/2. Hence t i1,...,in and si1,...,in may be different if 1 ∈ {i1, · · · , in}. A
precise relation is given inductively as follows. Let (i1, i2, · · · , in) ∈ Zn>0
and (q; p1, · · · , pn−1) ∈ In. We set pn = −1. (This convention will be
also used in later sections. It makes statements, not proofs, of several
theorems easier.) Let J = { j | i j = 1 }. Given a nonempty subset T
of J , let { j1, · · · , jr} = {1,2, · · · ,n}\T ordered so that j1 < · · · < jr. For
each jk, choose an integer p
T
jk
such that pTjk ≡ −p
−1
jr
p jk mod q. (Hence if
n ∈ {1, · · · ,n}\T , then we can and will set pTjk = p jk .)
Theorem 3.5. With notations as in the above paragraph, we have
si1,...,in(q; p1, . . . , pn−1) = t i1,...,in(q; p1, . . . , pn−1)
+
∑
;6=T⊂J

1
2
|T |
t i j1 ,...,i jr (q; p
T
j1
, . . . , pTjr−1),
t i1,...,in(q; p1, . . . , pn−1) = si1,...,in(q; p1, . . . , pn−1)
+
∑
;6=T⊂J

−1
2
|T |
si j1 ,...,i jr (q; p
T
j1
, . . . , pTjr−1).
The second summation is over nonempty subsets T ⊂ J with |T | ≡ N
mod 2 where N = i1 + · · ·+ in is the total degree.
Proof. Apply eB j(x) = B j({x}) + 12δ1, jδ({x}) to the definition of si1,...,in .
We omit the details. The statement on the second summation follows
from the last proposition. 
Remark 3.6. It is convenient to define Todd coefficients and generalized
Dedekind sums when n= 0,1 as follows, so that the above equations in the
theorem hold. When n = 1, we define t j(q) = B j(0) = B j and s j(q) = eB j(0)
for j ≥ 1. When n = 0, we define t = s = 1.
4. INTEGRALITY OF GENERALIZED DEDEKIND SUMS
Let V be a n-dimensional vector space over R and let S(V ∗) and R(V ∗)
be the symmetric algebra of V ∗ and its field of fractions, respectively.
These are identified with the ring of polynomial functions and the field
of rational functions on V , respectively. If we choose an ordered ba-
sis B for V , then they are identified with the sets of polynomials and
rational functions in coordinates with respect to B. When we need
to specify the basis, we will denote by ( )B. For example, if v
∗ ∈ V ∗
and B = {w1, · · · ,wn} is a basis for V , then (v∗)B =
∑n
i=1〈v∗,wi〉x i ∈
R[x1, · · · , xn].
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Let C = Cone(v1, · · · , vn) be a lattice cone in V w.r.t. a lattice as-
sociated to V . So vi are primitive lattice vectors in V . The functions
T N(C) ∈ S(V ∗) and SN (C) ∈ R(V ∗) given in Def.2.3 can be written as
T N(C) = ToddNC (v
∗
1
, v∗
2
, · · · , v∗n)
SN (C) =
T N(C)
(detMC)v
∗
1 v
∗
2 · · · v∗n
where {v∗
1
, · · · , v∗n} is the basis for V ∗ dual to {v1, · · · , vn}. For v∗ ∈ V ∗,
we will denote the hyperplane (v∗)⊥ = {v | 〈v∗, v〉 = 0} in V by v∗ = 0
for simplicity.
Let C = Cone(w1, · · · ,wn) ⊂ V be a simplicial lattice cone. The cone
C admits a subdivision C = ∪D∈P D into nonsingular lattice cones, all of
which are of the same orientation as C . (See §2.2.) Then we have by
Cor.2.6
(21) SN (C) =
∑
D∈P
SN (D).
In particular, the only possible singularities of this rational function are
poles along the hyperplanes w∗j = 0 (1 ≤ j ≤ n).
Remark 4.1. The individual rational functions in the right hand side of
(21) have poles along hyperplanes generated by facets of D ∈ P. (A facet
is a face of codimension 1.) The second statement says that most of these
poles cancel each other except the outermost ones. This fact can be proven
without recourse to the cocycle property. Really, it is easy to prove the
following.
Let C and D be two nonsingular lattice cones in V having a common
facet. Suppose C and D are of the same (resp. opposite) orientation if they
are in the opposite (resp. same) sides of the hyperplane H generated by the
common facet. Then the rational function SN (C) + SN(D) does not have a
pole along H.
From now on, we suppose that any proper subset of {w1, · · · ,wn} can
be extended to a basis of Zn. Under this assumption, there exists a
subdivisionP (actually, one obtained by the above mentioned procedure
in [16]) such that each facet of C is contained in a unique D ∈ P, i.e.
facets of C are not subdivided. Really, the fundamental parallelepiped
of each facet of C does not contain a non-zero lattice vector. For 1 ≤
j ≤ n, let D j ∈ P be the cone in the subdivision P that contains the
j-th facet C( j) = Cone(w1, · · · ,cw j , · · · ,wn) of C . Thus we can divide the
subdivision into two disjoint parts:
P =O∪ I
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where O = {D1, · · · ,Dn} ⊂ P and I = P\O. Namely, O(resp. I) is the
set of outer(resp. inner) cones in P. According to this decomposition,
we decompose the sum (21) into two parts:
(22) SN (C) = SNinner(C) + S
N
outer(C),
where SNinner(C) =
∑
D∈I S
N (D) and SNouter(C) =
∑
D∈O S
N(D).
Proposition 4.2. The only possible singularities of the rational function
SNinner(C) are simple poles along the hyperplanes generated by facets of D ∈
O except w∗j = 0 (1≤ j ≤ n).
Proof. We have SNinner(C) = S
N(C)− SNouter(C) and the only possible sin-
gularities of SNouter(C) are poles along hyperplanes generated by facets of
D ∈O. It remains to show that if H is the hyperplane w∗j = 0 generated
by the j-th facet C( j) = Cone(w1, · · · ,cw j, · · · ,wn) of C for 1 ≤ j ≤ n,
then SNinner(C) does not have a pole along H. Suppose otherwise. Then
H must be generated by a facet F of some D ∈ I. Since D is in I, F is
not a face of C and is shared by a unique D′ 6= D ∈ P. This implies D′
and D are in the opposite sides of H, which is a contradiction. 
Definition 4.3. Let dN ,n be the least common multiple of the denominators
of coefficients of ToddN (x1, · · · , xn), the N-th Todd polynomial (16).
Remark 4.4. It is well known that the primes dividing the denominator of
the k-th Bernoulli number (k even) are precisely those p such that p − 1
divides k.
Let (q; p1, · · · , pn−1) ∈ In. Let E = {e1, · · · , en} be the standard basis
of V = Rn and let B = {w1, · · · ,wn} ⊂ Zn where w1 = e1, · · · ,wn−1 =
en−1,wn = (p1, · · · , pn−1,q). Any subset of B can be extended to a basis
of Zn. Hence the cone C = Cone(w1, · · · ,wn) (which we have denoted by
C(q; p1, · · · , pn−1) in Ex.2.1) admits a subdivisionP = I∪O as described
in the paragraph before the last proposition. The coordinates with re-
spect to the basis B will be denoted by x1, · · · , xn. Hence (w∗j )B = x j for
1 ≤ j ≤ n. To keep the notations simple, we will omit ( )B and write
w∗j = x j if it is clear from the context.
We have the following result on the integrality of its coefficients of
ToddNC (x1, · · · , xn) = T N(C)B.
Theorem 4.5. For a nonnegative interger N and (q; p1, · · · , pn−1) ∈ In, let
d = dN ,n and let C = C(q; p1, · · · , pn−1). Then we have
ToddNC (x1, · · · , xn) = qx1 · · · xnSN(C)B ∈
1
d
Z[x1, x2, · · · , xn].
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Proof. We keep the notations of this section. Recall that for 1 ≤ j ≤
n, D j ∈ O is the unique nonsingular lattice cone in the subdivision
P of C which has C( j) as a facet. We order the generators of D j =
Cone(v( j)1 , · · · , v( j)n ) such that v
( j)
i = wi for i 6= j. Since D j is a nonsingu-
lar lattice cone, v( j)1 ∧· · ·∧ v( j)n =±e1∧· · ·∧en. The sign must be +1 since
w1 ∧ · · · ∧ wn = qe1 ∧ · · · ∧ en with q ≥ 2 and w j and v( j)j are in the same
side of the hyperplane generated by the facet C( j). Let {v( j)∗1 , · · · , v( j)∗n }
be the basis of V ∗ dual to {v( j)1 , · · · , v( j)n }. We claim that v
( j)∗
j = qw
∗
j . By
definition, 〈v( j)∗j ,wi〉 = 0 if i 6= j. Since w j =
∑
i v
( j)
i 〈v
( j)∗
i ,w j〉, we have
w1∧· · ·∧wn = 〈v( j)∗j ,w j〉v
( j)
1 ∧· · ·∧ v( j)n . So 〈v
( j)∗
j ,w j〉 = q, in other words,
(v( j)∗j )B = qx j for 1 ≤ j ≤ n.
If D = Cone(v1, · · · , vn) is a nonsingular lattice cone in V = Rn, then
both of the numerator and the denominator of dSN (D)E = dT
N(D)E/(v
∗
1
· · · v∗n)E
are integral polynomials. In coordinates w.r.t. {v1, · · · , vn}, it holds by
definition, and then we change the variables to coordinates with respect
to E. Since {v1, · · · , vn} is a basis for Zn, (v∗j )E (1 ≤ j ≤ n) are prim-
itive (linear) polynomials hence are irreducible objects in the integral
polynomial ring. The terms in the right hand side of
dSN (C)E =
∑
D∈P
dSN (D)E
are such rational functions. Since the integral polynomial ring is a
UFD, if we factor out the right hand side of the above equation, only
(v(1)∗1 · · · v(n)∗n )E is left in the denominator by (21). In other words, d(v
(1)∗
1 · · · v(n)∗n SN (C))E
is an integral polynomial. In coordinates with respect to B, we have
d(v(1)∗1 · · · v(n)∗n SN(C))B = dqnx1 · · · xnSN (C)B ∈ Z[x1, · · · , xn].
Let rq : Z[x1, · · · , xn]→ Z/qZ[x1, · · · , xn] be the the reduction modulo
q map and let S=Sq ⊂ Z[x1, · · · , xn] be the inverse image of the set of
non-zerodivisors in Z/qZ[x1, · · · , xn]. (A non-zero integral polynomial
belongs toS if and only if the greatest common divisor of its coefficients
is relative prime to q.) The reduction modulo q map can be extended to
a homomorphism rq from S
−1Z[x1, · · · , xn] to the total quotient ring of
Z/qZ[x1, · · · , xn].
We will prove dqx1 · · · xnSN (C)B ∈ S−1Z[x1, · · · , xn]. This will com-
plete the proof of the theorem since
S−1Z[x1, · · · , xn]∩ q−(n−1)Z[x1, · · · , xn] = Z[x1, · · · , xn].
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Exploiting the decomposition SN (C) = SNinner(C)+S
N
outer(C), we will show
suitable multiplication of SNinner(C)B and S
N
outer(C)B belong toS
−1Z[x1, · · · , xn],
respectively.
First, we claim that
(23) dSNinner(C)B ∈S−1Z[x1, · · · , xn].
By Prop.4.2 and the same arguments as above, dSNinner(C)E can be writ-
ten as a quotient of two integral polynomials with denominator
∏
k 6= j(v
( j)∗
k )E
where the product is over all pairs 1≤ j, k ≤ n with k 6= j. Changing the
basis from E to B, it is enough to show that (v( j)∗k )B is a primitive poly-
nomial for k 6= j. The coefficients of (v( j)∗k )B =
∑
l〈v
( j)∗
k ,wl〉x l are the
k-th row of the integral matrix

〈v( j)∗k ,wl〉

k,l
of determinant q. Since
v( j)∗j = qw
∗
j , the j-th row of this matrix is a multiple of q. Hence other
rows must be primitive. This last statement that (v( j)∗k )B is primitive for
k 6= j also shows that
(24) d(v( j)∗j S
N (D j))B = dqx jS
N(D j)B ∈S−1Z[x1, · · · , xn]
since (v( j)∗k )B ’s are the polynomials appearing in the denominator of
dSN (D j)B. Therefore
dqx1 · · · xnSNouter(C) = dqx1 · · · xn
n∑
j=1
SN (D j) ∈S−1Z[x1, · · · , xn].

Corollary 4.6. For r = (r1, r2, · · · , rn) ∈ Zn>0, let N = |r| and d ′ =
dN ,n
r!
.
Then d ′qN−n+1s
r
(q; p1, · · · , pn−1) is an integer for any (q; p1, · · · , pn−1) ∈
In.
Proof. We use induction on n. By the last theorem, d ′qN−n+1 t
r
is an
integer. Since 2kdN−k,n−k divides dN ,n for any integer 0 ≤ k ≤ n, applying
induction hypothesis to the second equation (multiplied by d ′qN−n+1) in
Thm.3.5 completes the proof. 
5. REDUCTION MOD q OF GENERALIZED DEDEKIND SUMS
Let C = Cone(w1, · · · ,wn) be the lattice cone in V = Rn generated
by w1 = e1, · · · ,wn−1 = en−1,wn = (p1, · · · , pn−1,q) ∈ Zn as in the para-
graphs before Thm.4.5 and let B = {w1, · · · ,wn}.
Our next task is to consider the mod-q reduction of the integral poly-
nomial d ToddNC (x1, · · · , xn) = dqx1 · · · xnSN (C)B, where d = dN ,n ∈ Z is
the constant given in Def.4.3. We keep other notations of last section.
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Recall that the reductionmod qmap can be extended toS−1Z[x1, · · · , xn].
Since dSNi (C)B is already in this subring (23), dqx1 · · · xnSNi (C)B (mod q)
vanishes and we have
dqx1 · · · xnSN (C)B ≡ dqx1 · · · xnSNouter(C)B
≡
n∑
j=1
dqx1 · · · xnSN(D j)B (mod q),
(25)
where D1, · · · ,Dn are given in the paragraph before Prop.4.2. Fix 1≤ j ≤
n and recall that the generators of D j = Cone(v
( j)
1 , · · · , v( j)n ) are ordered
such that v( j)i = wi for i 6= j. Let v
( j)
j = (b1, · · · , bn). It was shown
v( j)∗j = qw
∗
j in the proof of Thm.4.5 and some calculation yields for i 6= j,
v( j)∗i =
¨
w∗i + (bnpi − biq)w∗j , if i 6= n,
w∗i − bnw∗j , if i = n.
We have shown that v( j)1 ∧ · · · ∧ v( j)n = e1 ∧ · · · ∧ en and this implies b jq−
bnp j = 1 if j 6= n and bn = 1 if j = n. Hence we have (v( j)∗j )B = qx j and
for i 6= j,
(v( j)∗i )B ≡

x i − pip−1j x j mod q if j 6= n and i 6= n
x i + p
−1
j x j mod q if j 6= n and i = n
x i + pi x j mod q if j = n
It is convenient to put pn = −1. Then the above equation can be written
as
(26) (v( j)∗i )B ≡ x i − pip−1j x j mod q for any i 6= j.
Note the reduction mod q of (v( j)∗i )B for i 6= j does not depend on the
lattice vector v( j)j . Let us write tr(C) for t r1,··· ,rn(q; p1, p2, · · · , pn−1) in
Def.3.2. Hence we have
ToddC(x1, . . . , xn) =
∞∑
N=0
qx1 · · · xnSN (C)B =
∞∑
N=0
∑
|r|=N
(−1)NqN−n+1 tr(C)
r!
~xr.
Theorem 5.1. For (q; p1, · · · , pn−1) ∈ In and r = (r1, r2, · · · , rn) ∈ Zn≥1, let
N = |r|, d = dN ,n and C = C(q; p1, · · · , pn−1). Then dqN−n+1 tr(C)/r! is
an integer and
(27)
dqN−n+1
r!
t
r
(C) ≡
∑
m
(−d)Bm
m!
n∏
i=1

mi − 1
ri − 1

pmi−rii mod q.
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The summation is over the set of n-tuples m = (m1, · · · ,mn) ∈ Zn≥0 with
|m| = N such that at least one of its coordinates is zero. (Recall we have
put pn =−1.)
Remark 5.2. Because of vanishing of some Bernoulli numbers and bino-
mial coefficients, we can restrict the summation in the above statement
over m such that mi is even if mi > 1 and mi ≥ ri if mi 6= 0.
Remark 5.3.
dB
m
m!
in (27) are integers by the definition of d.
Proof. The first statement is proved in Thm.4.5. It remains to prove (27).
Let r = (r1, r2, · · · , rn) ∈ Zn≥1 and let N = |r| =
∑
ri. Let M
N be the set
of m∈ Zn≥0 with |m|= N .
The left hand side of (27) is ((−1)N -times) the coefficient of ~xr =
x r11 · · · x rnn in the power series expansion of
d ToddNC (x1, . . . , xn) = dqx1 · · · xnSN(C)B.
It can be computed as the iterated constant term of
dqx1 · · · xnSN(C)B/(x r11 · · · x rnn )
with respect to A = {x1, . . . , xn} (c.f. App.B). In general, iterated con-
stant term depends on the order of the hyperplanes in the flag. As
dqx1 · · · x nSN(C)/(x r11 · · · x rnn ) is a Laurent polynomial in x1, · · · , xn, the
iterated constant term is simply the constant term and the order in A
does not matter. We calculate the iterated constant terms of rational
functions (the Todd polynomials of cones appearing in the nonsingular
decomposition) which are not Laurent polynomials in x1, · · · , xn, and
the order of hyperplanes should be fixed once. However, before sum-
ming up, individual iterated constant term is dependent on the order.
We know that the homogeneous rational function dqx1 · · · xnSN (D j)B
belongs to S−1Z[x1, · · · , xn] by (24). From (26) and (16), we see that
for 1≤ j ≤ n
dqx1x2 · · · xnSN(D j)B ≡ (−1)Nqx1x2 · · · xn ×∑
m∈MN
d
B
m
m!
∏
1≤i≤n
i 6= j
(x i − pip−1j x j)mi−1 · (qx j)m j−1 (mod q).
We will apply this to (25). First, note that the term corresponding to
m= (m1, · · · ,mn) in the above summation belongs to S−1Z[x1, · · · , xn]
if m j ≥ 1. When multiplied by qx1 · · · xn, it vanishes as a rational func-
tion with coefficient in Z/qZ
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restrict the summation over terms with m j = 0:
(28) dqx1x2 · · · xnSN(D j)B ≡ (−1)N x1 · · · bx j · · · xn ×∑
m∈MN
m j=0
d
B
m
m!
∏
1≤i≤n
i 6= j
(x i − pip−1j x j)mi−1 (mod q)
So in view of (25) we have to calculate the iterated constant term with
respect to A of the right hand side of the following congruence equation
mod q:
(29)
dqx1 · · · xnSN (C)B
x r11 · · · x
rn
n
≡
n∑
j=1
(−1)N
∑
m∈MN
m j=0
d
B
m
m!
∏
1≤i≤n
i 6= j
(x i − pip−1j x j)mi−1
x ri−1i
· 1
x
r j
j
.
Let F j denote the j-th rational function in the summation of the right
hand side of (29):
F j :=
∑
m∈MN
m j=0
d
B
m
m!
∏
1≤i≤n
i 6= j
(x i − pip−1j x j)mi−1
x ri−1i
· 1
x
r j
j
.
We compute the iterated constant term of F j. For each m ∈ MN with
m j = 0, we have
(30) CTx j+1 ◦ · · · ◦CTxn
∏
1≤i≤n
i 6= j
(x i − pip−1j x j)mi−1
x ri−1i
· 1
x
r j
j
=
j−1∏
i=1
(x i − pip−1j x j)mi−1
x ri−1i
·
n∏
i= j+1

mi − 1
ri − 1

(−pip−1j )mi−ri · x
∑
i≥ j mi−ri
j .
Here individual constant term is computed by obtaining the Laurent se-
ries of (x i− pip−1j x j)m j−1 w.r.t. x i through binomial expansion. Now the
constant term with respect to x j of the above depends on the sign of
e =
∑
i≥ j mi− ri. If e > 0, then CTx j of (30) vanishes. If e ≤ 0, then CTx j
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of (30) is equal to
(31)
CTx j
 
j−1∏
i=1
(x i − pip−1j x j)mi−1
x ri−1i
·
n∏
i= j+1

mi − 1
ri − 1

(−pip−1j )mi−ri x
∑
i≥ j mi−ri
j
!
=
∑
a1,··· ,a j−1
j−1∏
i=1

mi − 1
ai

(−pip−1j )ai x
mi−ri−ai
i ·
n∏
i= j+1

mi − 1
ri − 1

(−pip−1j )mi−ri ,
where the summation is over non-negative integers a1, · · · , a j−1 with
a1+· · ·+a j−1 =−e =
∑
i≥ j ri−mi. Now it is direct to see that CTx1 ◦CTx2 ◦ · · ·◦
CTx j−1 of (31) is supported at ai = mi − ri for 1 ≤ i ≤ j − 1. This can
be satisfied only if mi ≥ ri for 1 ≤ i ≤ j − 1. A priori unless mi > 0 for
1 ≤ i ≤ j − 1, the iterated constant term vanishes. We will be in need
of this later. Hence if m ∈ MN is such that (a)
∑
i≥ j mi − ri ≤ 0 and (b)
mi ≥ ri for 1 ≤ i ≤ j − 1, then we have
iCTx1,x2,··· ,xn
∏
1≤i≤n
i 6= j
(x i − pip−1j x j)mi−1
x ri−1i
· 1
x
r j
j
=
∏
1≤i≤n
i 6= j

mi − 1
ri − 1

(−pip−1j )mi−ri
=
∏
1≤i≤n
i 6= j

mi − 1
ri − 1

pmi−rii · (−p−1j )
∑
i 6= j mi−ri = (−1)
n∏
i=1

mi − 1
ri − 1

pmi−rii
where the last equality comes from
∑
i 6= j mi − ri = r j −m j and m j = 0.
Note (b) implies (a) since
∑n
i=1mi − ri = 0. Taking the summation of
above iterated constant terms, we have
iCTx1,x2,··· ,xn(F j) =
∑
m∈M j
(−d)Bm
m!
n∏
i=1

mi − 1
ri − 1

pmi−rii
where the summation is over the set M j of n-tuples m = (m1, · · · ,mn)
of non-negative integers such that |m| = N , m j = 0 and mi ≥ ri for
1≤ i ≤ j− 1.
Notice that the sets M1, · · · ,Mn are disjoint to each other since m =
(m1, . . . ,mn) belongs to M j iff m j = 0 and mi > 0 for i < j. Since ∪nj=1M j
is seen to be the set over which the summation of (27) is taken, we see
that the righthand side of (27) is given as
n∑
j=1
iCTx1,x2,··· ,xn(F j) =
∑
m
(−d)Bm
m!
n∏
i=1

mi − 1
ri − 1

pmi−rii .
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We have calculated the iterated constant terms of rational functions F j
with coefficients in Q. But these calculations are still valid if we view F j
as rational functions with coefficients in Z/qZ. They are A-admissible
in the sense of App. B. This implies that iterated constant terms with
respect to A of both sides of (29) are congruents modulo q, which com-
pletes the proof. 
Theorem 5.4. For r = (r1, r2, · · · , rn) ∈ Zn≥1, let N = |r| and d = dN ,n.
Then for (q; p1, · · · , pn−1) ∈ In we have
dqN−n+1
r!
s
r
(q; p1, · · · , pn−1) ∈ Z
and
(32)
dqN−n+1
r!
s
r
(q; p1, · · · , pn−1) ≡
∑
m
(−d)Bm
m!
n∏
i=1

mi − 1
ri − 1

pmi−rii mod q.
The summation is over the set of n-tuples m = (m1, · · · ,mn) of non-
negative even integers with |m| = N such that at least one of its coor-
dinates is zero. (Recall we have put pn =−1.)
Remark 5.5. As in Remark 5.2, we can restrict the summation in the above
statement over m such that mi ≥ ri if mi 6= 0
Proof. The first statement is proven in Cor.4.6. If N is odd, both sides of
(32) vanish by Prop.3.4. Hence we assume N is even. As in the proof of
the same proposition, we will use induction on n. Let d ′ = dN ,n/r!.
When n = 1 (so N = r1), we have sr1(q) = Br1 by definition (Remark
3.6). In this case, (32) is dN ,1q
NBN/N ! ≡ 0 mod q, which is obvious
since dN ,1BN/N ! is an integer by definition of dN ,1. The case when n = 2
is Thm.1.1 in [23].
Let M be the set of m = (m1, · · · ,mn) ∈ Zn≥0 with |m| = N such that
at least one of its coordinates is zero and satisfies the conditions given
in Remark 5.2. In particular, if the i-th coordinated of an m∈ M is odd,
then ri = 1 and mi = 1.
Let J = { 1 ≤ j ≤ n | r j = 1 }. For T ⊂ J with |T | even, let M(T )
be the set of (m1, · · · ,mn) ∈ M such that m j = 1 for j ∈ T and m j 6= 1
(hence is even) if j 6∈ T . Note that the summation in (32) is over M(;)
while the summation in (27) is over M .
If |J | ≤ 1, then s
r
= t
r
by Thm.3.5 and M(;) = M . Hence the above
corollary is a restatement of the last theorem. In general, let T be a
nonempty subset of J of even order k. Then we have by induction as-
sumption that the partial sum over M(T ) of the sum in (27) is congruent
o Bk
1
= (−1/2)k times d ′qN−n+1sr j1 ,··· ,r jn−k (q; p
T
j1
, . . . , pTjn−k−1) modulo q. in
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the notation of Thm.3.5 (so that { j1, · · · , jn−k}= {1, · · · ,n}\T). Since M
is the disjoint union of M(;) and M(T )’s for T ranging over nonempty
subsets of J of even order, we see from Thm.5.1 and the second equa-
tion (multiplied by d ′qN−n+1) in Thm.3.5 that d ′qN−n+1s
r
(q; p1, · · · , pn−1)
is congruent mod q to the partial sum over M(;), which proves (32). 
6. EQUIDISTRIBUTION OF GENERALIZED DEDEKIND SUMS AND EXPONENTIAL
SUMS
Given r = (r1, · · · , rn) ∈ Zn>0, let N = |r|. Let fr(p1, · · · , pn−1) be the
right hand side of (32) considered as a Laurent polynomial in p1, · · · , pn−1
with integral coefficients. For (q; p1, · · · , pn−1) ∈ In, we have by Thm.5.4
(33)
®
dN ,nq
N−n
r!
s
r
(q; p1, · · · , pn−1)
¸
=

1
q
f
r
(p1, · · · , pn−1)

where 〈t〉 = t − [t] ∈ [0,1) denotes the fractional part of t and in the
right hand side we take p−1i to be an inverse modulo q(i.e. any integer
such that p−1i pi ≡ 1 mod q).
The goal of this section is to show the equidistribution of this sequence
of numbers for varying (q; p1, · · · , pn−1) with fixed r following the line
of [23]. Since these sums are multi-indexed, the classical definition
of equidistribution of sequence of numbers in [0,1) can not be applied
directly. Instead, we take a variant of Weyl’s equidistribution criterion as
our definition. For x ∈ R>0, let In(x) be the set of (q; p1, · · · , pn−1) ∈ In
with q < x (For definition of In, see NOTATIONS). Again the limit of the
average of the point mass weakly converges to the probability measure
on [0,1) which is the restriction of the standard Lebesgue measure.
Definition 6.1 (Weyl’s equidistribution). Let A be a set of numbers a(q;p1 ,··· ,pn−1)
indexed by (q; p1, · · · , pn−1) ∈ I . We say the set A is equidistributed in [0,1)
if for any nonzero integer k, we have
lim
x→∞
1
|In(x)|
∑
(q;p1,··· ,pn−1)∈In(x)
exp

2πik · a(q;p1,··· ,pn−1)

= 0.
More generally, given any Laurent polynomial f (x1, · · · , xn−1)with in-
tegral coefficients, we may consider the fractional parts of f (p1, · · · , pn−1)/q
as in the first paragraph of this section. We will prove that this set
of numbers in [0,1) is equidistributed in the above sense if f satis-
fies the condition (H) given below. For each i, f can be written as
f =
∑
j g j(x1, · · · , bx i, · · · , xn−1)x ji , a Laurent polynomial in x i with co-
efficients in the ring of Laurent polynomials in other variables.
In the remaining section, we suppose that f satisfies the following:
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[H] There exists i such that when written as a Laurent
polynomial in x i as above, the coefficient of the high-
est degree (in x i) term is a monomial in the other
variables x1, · · · , bx i, · · · , xn−1.
Note that the Laurent polynomial f
r
of (32), which gives the frac-
tional part of generalized Dedekind sums s
r
satisfies this assumption:
for each variable x i, the coefficient of the highest degree term x
N−ri
i is a
monomial.
Proposition 6.2. Let f (x1, · · · , xn−1) ∈ Z[x±1 , x±2 , · · · , x±n−1] satisfying the
assumption (H). Then the fractional parts of f (p1, · · · , pn−1)/q are equidis-
tributed in the sense of Def.6.1 : for any nonzero integer k,
lim
x→∞
1
|In(x)|
∑
(q;p1,··· ,pn−1)∈In(x)
exp

2πik
q
f (p1, · · · , pn−1)

= 0.
Theorem 6.3. Let r = (r1, · · · , rn) ∈ Zn>0 and suppose |r| is even. Then
fractional parts of generalized Dedekind sums given as
dN ,nq
N−n
r!
s
r
(q; p1, · · · , pn−1)
are equidistributed in [0,1).
The proof consists of three steps. At each step, we estimate the follow-
ing exponential sums for q a prime, a prime power and any composite
number, respectively. Then this together with the estimation of the order
of In(x) completes the proof.
For a positive integer q, let K( f ,q) be the following exponential sum,
which is a partial sum of the above over n-tuples with given q. (Replac-
ing f by k f , we may consider only the case when k = 1 in the theorem.)
(34) K( f ,q) =
∑
p1,··· ,pn−1
eq( f (p1, · · · , pn−1)),
where the summations are over (p1, · · · , pn−1) ∈ Zn−1 with 1 ≤ p j < q
relatively prime to q (1≤ j ≤ n− 1) and eq(x) := exp(2πi xq ).
Proposition 6.4. There exists a constant C1 depending only on f such that
we have for almost all prime q (hence for any prime q if we enlarge C1),K( f ,q) ≤ C1q(n−1)− 12 .
Proof. Note the trivial counting gives the estimate ≤ qn−1. When f is
a polynomial, this is Prop.3.8 in [12] with C1 = deg( f ) − 1. But the
same proof can be applied to Laurent polynomials with slight modifica-
tion. Really, from (3.5.2) in loc.cit. with X0 = P
1, we obtain the desired
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estimate when f is a Laurent polynomial in one variable: we can take
C1 = ν0( f ) + ν∞( f ) where νz( f ) denotes the order of pole at z and we
put νz( f ) = 0 if f is regular at z. (Let us call this integer C1 = C1( f ) the
width of the one variable Laurent polynomial f .)
In general, suppose n− 1≥ 2 and f satisfies (H) with i = 1. Then for
generic q, the reduction mod q of f (x1, p2, · · · , pn−1) is a nonconstant
Laurent polynomial in x1 for any p2, · · · , pn−1 ∈ (Z/qZ)∗. Clearly, the
exponential sum of this one variable Laurent polynomial can be bounded
by
p
q times a constant C1 which depends only on f . Hence we have
K( f ,q) ≤ ∑
p2,··· ,pn−1
∑
p1
eq( f (p1, · · · , pn−1))
 ≤ C1q(n−2)q 12 .

Next, we consider the case when q is a power of a prime p.
Proposition 6.5. There exist a constant C2 and integers d > 0,D depend-
ing only on f such that for any prime power q relatively prime to D, we
have K( f ,q) ≤ C2q(n−1)− 13d .
Proof. Let q = pα with p a prime. We assume α ≥ 2 since the other
case is treated in the last proposition. As in the proof of it, we assume
f satisfies (H) with i = 1. First, suppose α = 2β is even. Then by
applying Lemma 12.2 of [21] to the one variable Laurent polynomial
f (x1, p2, · · · , pn−1), we have
(35) K( f , p2β ) =
∑
p2,··· ,pn−1
pβ
∑
p1
ep2β ( f (p1, p2, · · · , pn−1)),
where the first summation is over p2, · · · , pn−1 ∈ (Z/qZ)∗ and the second
summation is over the set A1 of p1 ∈ (Z/pβZ)∗ with ∂1 f (p1, p2, · · · , pn−1)≡
0 mod pβ . (∂1 denotes the partial derivative w.r.t. the variable x1.) Let
d be the width with respect to x1 of the Laurent polynomial ∂1 f (x1, x2, · · · , xn−1).
(The width of a Laurent polynomial was defined in the proof of last
proposition.) By Cor.A.2 in Appendix A, we have
|K( f , p2β )| ≤ qn−2pβ |A1| ≤ dq(n−2)p2β−
β
d = dq(n−1)−
1
2d .
To apply the corollary, the coefficient D of the highest degree (with re-
spect to x1) term in ∂1 f (x1, x2, · · · , xn−1) should be relatively prime to
p. This excludes a finite number of primes dividing D.
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The case when q = p2β+1 with β ≥ 1 can be treated similarly. We have
by Lemma 12.3 of loc.cit. (with p denoting (p1, p2, · · · , pn−1)),
(36) K( f , p2β+1) =
∑
p2,··· ,pn−1
pβ
∑
p1
ep2β+1
 
f (p)

Gp(p),
where the first summation is over p2, · · · , pn−1 ∈ (Z/qZ)∗ and the second
summation is over the same subset A1 of (Z/p
βZ)∗ as above. And we
have put
Gp(p) =
∑
y∈Z/pZ
ep

d(p)y2 + h(p)p−β y

with d(p) = ∂ 2
1
f (p)/2 and h(p) = ∂1 f (p). Since |Gp(x)| ≤ p, we obtain
|K( f , p2β+1)| ≤ qn−2pβ+1|A1| ≤ dq(n−2)p2β+1−
β
d ≤ dq(n−1)− 13d
since 3β ≥ α = 2β + 1. This completes the proof with C2 = d when
α≥ 2. 
Let us consider the case when q has several prime factors. We have the
following effect of the Chinese remainder theorem for the exponential
sums.
Lemma 6.6. Let f be an integer coefficient Laurent polynomial and q1,q2 >
1 be relatively prime integers. Then we have
K( f ,q1q2) = K( f ,q1)K( f ,q2).
Proof. This is an easy consequence of Fubini theorem. 
From the lemma, the following proposition follows immediately.
Proposition 6.7. Let C2, d and D be as in Prop.6.5. Then for any integer
q > 1 relatively prime to DK( f ,q) ≤  C2ω(q) q(n−1)− 13d ,
where ω(q) is the number of prime factors of q.
Note that ω(q) has a well-known estimate
ω(q) ∼ log logq.
For sufficiently large q, we have that
Cω(q)2 ≤ C
c log logq
2 ≤ (logq)c log C2.
Thus, we obtain that for any ε > 0,
Cω(q)2 ≪ qε.
Therefore, we have the following bound:
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Proposition 6.8. Let d and D be as in Prop.6.5. Then for any ε > 0 and
any integer q > 1 relatively prime to D, we haveK( f ,q)≪ q(n−1)− 13d+ε
For x > 1 let φ(x) := |(Z/[x]Z)∗| be the Euler’s phi function.
Proposition 6.9. For any ε > 0, we have
|In(x)|=
∑
q<x
φ(q)n−1 ≫ x n−ε.
Proof. It is known that for all but finitely many positive integers q,
φ(q)≥ q
eγ log logq
.
Since for any ε > 0, there is a positive number Cε such that
log logq ≤ Cεqε,
we have that∑
q<x
φ(q)n−1 ≫
∑
q<x

q
eγ log logq
n−1
≫
∑
q<x
q(1−ε)(n−1) ≫ x n−ε.

Nowwe come to the proof of Prop.6.2. This will be done by combining
previous estimates.
Proof of Prop.6.2 . To estimate
∑
0<q<x |K( f ,q)|, we need to extend the
result of Prop.6.8 to arbitrary integer q > 1. For D, d given as in Prop.6.5,
we define a multiplicative arithmetic function χD by
χD(q) :=
∏
p|D
pordp q
where the product is over the set of primes dividing D. Since we have
a trivial estimate |K( f ,q)| ≤ qn−1, if we multiply the right hand side of
inequalities in Prop.6.5 and Prop.6.7-6.8 by χD(q)
1/3d , then the inequal-
ities hold for any q > 1. By (1.79) in [21], for sufficiently large x , we
have ∑
q<x
χD(q)
1/3d ≤ x
∏
p|D

1− p−1+ 13d
−1
.
By the partial summation, we have∑
q<x
q(n−1)−
1
3d
+ε ·χD(q)1/3d ≪ x n−
1
3d
+ε .
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From this estimate and the last two propositions, we have
1
|In(x)|
∑
0<q<x
|K( f ,q)| → 0,
as x →∞. This completes the proof of Prop.6.2. 
7. EXAMPLES
In the following, we present the Laurent polynomials associated to
some cases of generalized Dedekind sums for small indices(thus in-
cluding small dimension). Note n = 2 case is throughly studied in
[23]. The cases considered here are generalized Dedekind sums in 3-
dimension(i.e. n = 3) and Dedekind-Zagier sums (i.e. r = (1,1, . . . , 1))
in [40].
7.1. Three dimensional Dedekind sums. Let n = 3 and N be even.
Example. Let (r1, r2, r3) = (6,4,2). We have d12,3 = 2
12 ·36 ·53 ·72 ·11 ·13.
Let
A1,2 = 15202p
−6
1
p−4
2
, A2,3 = 638484p
6
1
p−4
2
, A1,3 = 228030p
−6
1
p8
2
A1 = 382200p
−6
1
p6
2
+ 315315p−6
1
p4
2
+ 143000p−6
1
p2
2
+ 21021p−6
1
A2 = 573300p
4
1
p−4
2
+ 189189p2
1
p−4
2
+ 14300p−4
2
A3 = 63063p
2
1
+ 28600p2
2
.
Then f
r
is the sum of all the Laurent polynomials above. The Laurent
polynomials supported on faces of∆∞( fr) are (minus of) A1,2.A2,3,A1,3,A1,2+
A2+ A2,3,A1,3+ A1 + A1,2 and A2,3+ A3 + A1,3.
7.2. Dedekind-Zagier sums. The Dedekind-Zagier sum d(q; p1, · · · , pn−1)
of (8) is related to the generalized Dedekind sum s1,··· ,1(q; p1, · · · , pn−1)
[40, 6]:
(37) s1,··· ,1(q; p1, . . . , pn−1) =
(−1) n2+1
2nq
d(q; p1, . . . , pn−1).
Recall that this sum is related to the coefficient t1,··· ,1(q; p1, · · · , pn−1)
of x1 · · · xn in the Todd series of C by Thm.3.5. Since (r1, · · · , rn) =
(1, · · · , 1) fixed here, let us drop it from the notation and simply write
s(q; p1, · · · , pn−1) for s1,··· ,1(q; p1, · · · , pn−1) and t(q; p1, · · · , pn−1) for t1,··· ,1(q; p1, · · · , pn−1).
From (37) and Thm.5.4, we deduce immediately the following.
Proposition 7.1. Let n ≥ 2 be even and let d = dn,n. Then
d
2n
d(q; p1, · · · , pn−1) ∈ Z.
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Moreover,
(38)
d
2n
d(q; p1, · · · , pn−1)≡ (−1)
n
2
+1
∑
m
d
B
m
m!
n−1∏
i=1
pmi−1i (mod q)
where the summation is over the set of n-tuples m= (m1, · · · ,mn) of non-
negative even integers with
∑n
i=1mi = n.
Remark. Let ToddN
ev
(x1, · · · , xk) be the totally even part of N -th Todd
polynomial in k variables (i.e. sum of terms which are of even degree in
each variable). Then the above equation can be written as
d
2n
d(q; p1, · · · , pn−1)≡ (−1)
n
2
+1d
Toddn
ev
(p1, · · · , pn−1, 1)
p1 · · · pn−1
(mod q).
Note that the result on the denominator of d(q; p1, · · · , pn−1) here is
not sharp. A more precise result is given in [40]: dn = dn,n for small n
can be:
d2 = 2
2·3, d4 = 24·32·5, d6 = 26·33·5·7, d8 = 28·34·52·7, d10 = 210·35·52·7·11
Example. For n = 4, dn,n = 720 and we have
p1p2p3· f (p1, p2, p3) = p41+p42+p43−5p21p22−5p22p23−5p23p21−5p21−5p22−5p23+1.
APPENDIX A. NUMBER OF CONGRUENCE SOLUTIONS MODULO A PRIME POWER
In this appendix, we prove a simple estimate of the number of solu-
tions of a polynomial congruence equation modulo a prime power.
Proposition A.1. Let f ∈ Z[x] be an polynomial of degree d > 0 and let
p be a prime which does not divide the coefficient of x d. If r ∈ Z/pZ is a
root of f (x)≡ 0 mod p of multiplicity m, then for n ≥ 2 we havez ∈ Z/pnZ | f (z)≡ 0 mod pn, z ≡ r mod p	 ≤ pn−⌈ nm ⌉ ,
where ⌈a⌉ denotes the smallest integer greater than or equal to a.
Proof. When m = 1, this is a usual version of Hensel’s lemma. We as-
sume m≥ 2. And by replacing f (x) by f (x+ r˜) (r˜ ∈ Z being a lift of r),
we may assume r = 0. By the polynomial form of Hensel’s lemma, there
exists a decomposition f (x) = g(x)h(x) in Zp[x] lifting f (x) = x
mh¯(x)
in Z/pZ[x]. In other words, there exists polynomials g(x),h(x) ∈ Zp[x]
with f (x) = g(x)h(x) such that g(x) is monic, relatively prime to h(x)
and g(x)≡ xm mod p.
Let g(x) = g1(x)
m1 · · · gk(x)mk be the decomposition as a product of
irreducible polynomials in Qp[x] (we can take them in Zp[x]) and for
each i, let αi,1,αi,2, · · · ,αi,di be the roots of gi(x) in an algebraic closure
Qp of Qp (di = deg gi). Recall that the nonarchimedean norm | |p on Qp
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is canonically extended to Qp and the same is true for ordp = − logp | · |p.
For α ∈ Zp with α ≡ 0 mod p, we have |h(α)|p = 1 and f (α)
p
=
k∏
i=1
(α−αi,1) · · · (α−αi,di)mip = k∏
i=1
|α−αi|dimip ,
where we have put αi = αi,1. Hence if ordp f (α) ≥ n, then there exists
1≤ i ≤ k with
ordp(α−αi) ≥
n
d1m1 + · · ·+ dkmk
=
n
m
.
This determines α modulo p⌈
n
m
⌉. Hence the set A of α ∈ pZp satisfying
the above inequality is stable under the translation action of pnZp and
|A/pnZp| ≤ pn−⌈
n
m
⌉. This completes the proof. 
Corollary A.2. Let f ∈ Z[x] be an polynomial of degree d > 0 and let p
be a prime which does not divide the coefficient of x d . Then we have for
n≥ 2 z ∈ Z/pnZ | f (z)≡ 0 mod pn	 ≤ cpn−⌈ nl ⌉ ≤ dpn−⌈ nd ⌉ ,
where c is the number of distinct roots of f (x) ≡ 0 mod p and l is the
maximum of multiplicity of these roots.
APPENDIX B. ITERATED CONSTANT TERM AND MULTIDIMENSIONAL RESIDUE IN
GENERAL COEFFICIENT
The goal of this appendix is to introduce the notion of rational func-
tion with coefficient of arbitrary commutative ring and to check defin-
ability of iterated residue of a rational function in several variables in
the sense of Parshin([28]). The result presented here is fairly direct and
we will state brief idea how it works and won’t give any formal proof.
Let R be a commutative ring with 1. We may identify a polynomial
f (x1, . . . , xn) in variables (x1, . . . , xn)with functions onA
n
R = Spec(R[x1, . . . , xn]).
The constant term of f (x1, . . . , xn) at 0 is well-defined by putting (x1, . . . , xn) =
0. Notice this is independent of the choice of the variables. The constant
term is a well-defined R-linear map on R[x1, . . . , xn].
CT : R[x1, . . . , xn]−→ R
f (x1, . . . , xn) =
∑
I
aI x
I 7→ f (0, . . . , 0) = a0,...,0(39)
This extends to the ring of formal power series R[[x1, . . . , xn]] since CT
is continuous w.r.t. m= (x1, . . . , xn)-adic topology and
R[[x1, . . . , xn]] = lim←−
m
R[x1, . . . , xn].
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It can be rephrased as multivariable version of the Cauchy integral for-
mula:
CT( f ) = a0...0 = Res0 f (x1, . . . , xn)
dx1
x1
∧ . . .∧ dxn
xn
This identification may be taken as the definition of the residue at 0 for
polynomials in several variables.
However, for a rational function, the above definition is not extended
as the evaluation map (x1, . . . , xn) 7→ 0 cannot be extended.
Let us define first a rational function with coefficient in a commutative
ring R.
Definition B.1. A rational function in variable x1, . . . , xn with coefficient
in R is an element of the localized ring of R[x1, . . . , xn] by the multiplicative
system of nonzero divisor polynomials. We denote the ring of rational
functions by R(x1, x2, . . . , xn).
In one variable case, the Cauchy integral formula, if it makes sense,
can be used to define the constant term:
CT( f ) := a0 = Resx=0 f (x)
dx
x
.
Furthermore, the coefficients of nonconstant terms are defined by
an := Resx=0 x
−n f (x)
dx
x
.
Thus we may identify a rational function f (x) with∑
n∈Z
anx
n ∈ R[[x]][x−1].
for an defined as above. This enables us to embed
R(x) “ ,→ ” R((x)) := R[[x]][x−1].(40)
Notice that CT is defined on R((x)) by taking
∑∞
i=−N ai x
i 7→ a0. If R
is a field, every rational function admits Laurent series expansion at 0.
However if we take the coefficients of rational functions from a general
commutative ring, this need not hold. We will say a rational function
is admissible if it has a Laurent series. For an admissible function, the
constant term is well-defined by the Cauchy integral formula. Here we
present a condition for a rational function in a single variable to be
admissible without proof.
Lemma B.2. A nonzero rational function f (x) = g(x)
h(x)
is admissible if and
only if it has a factorization
f (x) =
1
x n
a(x)
u(x)
.
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with
• a(x) polynomial such that a(0) 6= 0.
• u(x) polynomial such that u(0) ∈ R×.
The above can be stated to a ratio
g(x)
h(x)
of two power series g(x),h(x) ∈
R[[x]]. One should be aware that the condition is equivalent to saying
u(x) ∈ R[[x]]×. It is the reason why any rational function with coeffi-
cient in a field admits Laurent series expansion.
Nowwe consider the several variable case. This is the Parshin’s residue.
We begin by relating a formal distribution to a rational function:
ι : f (x1, . . . , xn) 7→
∑
I∈Zn
aI x
I ∈ R[[x±
1
, . . . , x±n ]]
Then we define the constant term, through a multivariable version of
Cauchy integral formula.
CTι( f ) = a0...0 = Res0 ι
 
f (x1, . . . , xn)
 dx1
x1
· · · dxn
xn
Here the image lies in the additive group of formal distributions, where
we don’t have multiplication of two elements. Such an embedding is
defined for Parshin’s point at 0. It is a tower of 1-dimensional local
fields when R = k is a field. For simplicity we consider only flags given
by hyperplane arrangement. A (central) hyperplane arrangement is an
ordered tuple A = (H1,H2, . . . ,Hm) of hyperplanes Hi = V (αi) for linear
form αi defined on A
n. For A to be associated with a flag of varieties at
0, A needs necessarily essential(i.e. m = n and Hi are in general position
so that ∩ni=1Hi = 0). Consider the flag of linear spaces associated to
A= (H1,H2, . . . ,Hn):
FA = (V0,V1,V2, . . . ,Vn−1)
where Vi = V (αi+1,αi+2, . . . ,αn). In this way, we define a Parshin point
at 0.
From now on, suppose for simplicity αi = x i. This is not a big deal as
we can always change the variable without loss of generality.
When R = k a field, for this Parshin point(ie. the flag of linear sub-
spaces given by the hyperplane arrangement A = (Hx1 , . . . ,Hxn)), we
have unique embedding
ι : k(x1, . . . , xn) ,→ k((x1))((x2)) · · · ((xn))

⊂ k[[x±
1
, . . . , x±n ]]

.
This embedding is defined by iterating the following completion at each
stage:
k(x1, . . . , x i)
ιi
,→ k(x1, . . . , x i−1)((x i)).
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ιi yields the constant map CTxi=0 w.r.t. x i:
CTxi f (x1, . . . , x i) := CTxi ιi( f (x1, . . . , x i)) = Resxi=0 ι( f )
dx i
x i
= a0(x1, . . . , x i−1),
where ιi f (x1, . . . , x i) =
∑∞
k=−N ak(x1, . . . , x i−1)x
k
i .
The iterated constant term w.r.t. A is defined by iterating the residue
map at each variable x i. Namely,
iCTA( f (x1, x2, . . . , xn)) := CTx1 ◦CTx1 ◦ · · · ◦CTxn f (x1, x2, . . . , xn)
= Resx1=0 ◦ · · · ◦Resxn=0 f (x1, . . . , xn)
dx1
x1
∧ · · · ∧ dxn
xn
(41)
One should note here that the iterated constant term depends heavily
on the order of the variables or equivalently the order of the hyperplanes
giving the flag. For example, we may consider the two embeddings of
k(x , y) into k[[x±, y±]]:
ιx ,y : k(x , y)→ k((x))((y))(42)
ιy,x : k(x , y)→ k((y))((x))(43)
Then
ιx ,y

1
x − y

=
1
x
+
y
x2
+
y2
x3
+ . . . ,
while
ιy,x

1
x − y

=− 1
y
− x
y2
− x
2
y3
− . . . .
Thus iCTx ,y

1
x−y

= 1 but iCTy,x

1
x−y

= −1.
Now we consider rational functions in variables x1, . . . , xn with coef-
ficient in a general commutative ring R:
r(x1, . . . , xn) =
f (x1, . . . , xn)
g(x1, . . . , xn)
for f (x1, . . . , xn), g(x1, . . . , xn)( 6= 0) ∈ R[x1, . . . , xn]. Here we assume
that g(x1, . . . , xn) is not a zero-divisor.
Definition B.3. Let A be a Parshin point at 0. A rational function with
coefficient in a commutative ring is called A-admissible, if it has a well-
defined iterated residue(or equivalently iterated constant term) w.r.t. A.
Note that A-admissibility is not preserved if the order of hyperplanes
defining A is changed.
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We are going to check the possibility to define the constant term of
r(x1, . . . , xn) w.r.t. A as above. We can rewrite g(x1, . . . , xn) in a unique
way:
g(x1, . . . , xn)
=a0 + a1(x1)x1+ a2(x1, x2)x2+ a3(x1, x2, x3)x3+ · · ·+ an(x1, . . . , xn)xn
(44)
for ai(x1, . . . , x i) ∈ R[x1, . . . , x i].
Now we check the A-admissibility of r(x) in terms of the above form
of g(x1, . . . , xn). The simplest case is when a0 is a unit in R. In this case,
g(x1, . . . , xn) is already invertible in R[[x1, . . . , xn]]. Thus r(x1, . . . , xn)
lies in R[[x1, . . . , xn]] and is A-admissible for trivial reason. The most
general case is depicted by the following theorem:
Theorem B.4. Let r(x1, . . . , xn) =
f (x1,...,xn)
g(x1,...,xn)
and g(x1, . . . , xn) = a0 +
a1(x1)x1 + a2(x1, x2)x2 + a3(x1, x2, x3)x3 + · · ·+ an(x1, . . . , xn)xn. Then
r(x1, . . . , xn) is admissible iff for the smallest i such that ai(x1, . . . , x i)
is not zero-divisor, a0, a1(x1), . . . , ai−1(x1, . . . , x i−1)x i−1 are nilpotent and
1
ai(x1 ,...,xi)
is A-admissible.
It is a direct consequence of the previous theorem which states the
condition for a rational function in a variable to be admissible. We sim-
ply iterate the 1-variable criterion to the Parshin point to obtain the
higher dimensional result.
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