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Abstract—There are some criteria on how an article is 
categorized as a good article for publications. It could depend 
on some aspect like formatting and clarity, but mainly it 
depends on how the content of the article is constructed. The 
consistency of the topic that the article was written could show 
us how the authors construct the main idea in the article content. 
One indication that shows this consistency is congruity in the 
article’s topic and the topic of literature or reference cited in the 
document listed in the bibliography. This works attempting to 
automate the topic detection on the article’s references then 
obtain the congruity to the article title’s topic through metadata 
extraction and text classification. This is done by extracting 
metadata of an article file to obtain all possible reference title 
using GROBID than classify the topic using a supervised 
classification model. We found that some refinements in the 
whole approach should be considered in the next step of this 
work. 
Keywords—Text classification, Bibliography extraction, 
Reference congruity 
I. INTRODUCTION 
Indonesia is experiencing an increase in publications 
number in the last several years. Figure 1 shows the increase 
of numbers of documents produced by Indonesian researchers 
published in journals and conferences, at least in the last three 
years, it is significantly emerges. 
 
Fig. 1. Number of Indonesian publications by year [1] 
Even though there are positive effects by the increase of 
quantity but there is also a major drawback in case of quality. 
This increase of publication quantity does not mean also the 
increase of quality of publications. More numbers of 
publications the more possibilities that lesser good articles 
were published. This has to be a concern for the authors and 
moreover for the policymakers. The efforts to distinguish the 
good articles from the lesser ones need to be done, even 
though in general there is review process that has been done 
by the reviewer when the articles were sent to the publisher 
for publication. 
One of the decisive things of good research papers or 
publications is the selection of reference. As reference playing 
the vital role for convincing the readers about the research 
main idea. In [2] the summary of various roles of reference 
has been classified as shown in Table I. 
TABLE I.  SUMMARIZES VARIOUS ROLES OF REFERENCES AND THEIR 
CLASSIFICATIONS [2] 
Roles 
Support of an argument by referencing an authoritative piece of writing 
and/or research 
Development of parallel or branching opinions without disturbing the 
flow of the main text 
Provision of details in order to check the genuineness and quality of the 
references cited 
Shortening of the paper by referring readers elsewhere for details 
 
References assist in validating a paper, improve its 
readability, and direct the interested reader to other 
appropriate material [3]. The consistency of reference ideas, 
direction or topics of reference become important in 
producing good research papers of publications. This could be 
not an easy task for reviewers to clearly determine whether the 
article's references belong to the main topic or direction of the 
article. This study proposing an approach in automating the 
finding of congruity of article topic and its reference’s topic 
through metadata extraction then later processed using a 
machine learning approach. This includes text processing in 
the metadata and text classification using several known 
methods. 
II. METHODOLOGY 
A. Related Works and Tools 
The first step for getting information of a PDF document 
is by extracting the document’s metadata. Extracting includes 
the process of finding the structure of the document’s content 
and parsing the text. In the past few years, there have been 
some good studies and approaches to extracts PDF document 
metadata. Those results some techniques or combination of 
techniques including CRF (Conditional Random Fields), PDF 
content parsing, and machine learning approach. Some of 
them were introduced in [4]-[9] and in many other studies. 
There are also some good tools built and implemented for PDF 
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document’s metadata extraction as stated in [10] and other 
tools that this study evaluates shown in Table II. 
GROBID (Generation Of Bibliographic Data) [11], and 
CERMINE (Content Extractor And Miner) [12] was evaluated 
in this works. GROBID was evaluated works better than the 
others as stated in [13]. The best performing out-of-the-box 
tool is GROBID, followed by CERMINE and ParsCit [14]. 
However, CERMINE was evaluated and considered adequate 
good for extracting metadata of PDFs documents. This study 
also evaluating those tools from the simplicity of usage and 
integration with other tools or used as a library for 
development. GROBID and CERMINE have better 
integration and more convenient for development rather than 
other tools. This study utilizes GROBID for implementation, 
as this tool stated the best in [13], simple, and more convenient 
to be integrated with other tools. 
TABLE II.  TOOLS FOR PDF DOCUMENTS METADATA EXTRACTION 
Tools Approaches Used 
Docears PDF Inspector Style information analysis 
GROBID CRF 
Mendeley Desktop SVM 
ParsCit CRF 
PDF Meat Queries Google Scholar, pdftotext 
PDFSSA4MET Structure/Syntax analysis of XML 
SciPlore Xtract Style information analysis of XML 
SVMHeaderParse SVM 
Zotero Queries Google Scholar 
CERMINE Layout, style and word pattern analysis 
 
The next step proposed in this study was to classify the 
topic of articles as well as classify the topic of references in 
the bibliography. This can be achieved by using a 
classification method suitable for text classification. This 
study evaluates well-known classification methods SVM and 
Naïve Bayes for text classification. The article topic and the 
references topic predicted in classification then compared to 
get how many topics are the same topic or under the same 
topic cluster and how many topic of reference were too distant 
from the article topic. 
B. Flowchart and Data 
The proposed implementation flowchart for obtaining 
topic congruity in this study shown in Figure 2. For training 
purpose in classification, we randomly collected 1000 article’s 
titles. This data was collected from Garuda 
(http://garuda.ristekdikti.go.id/) that indexed more than 
750.000 articles of Indonesian publication and mostly written 
in Bahasa. The data consist of 10 selected topics that came 
from Garuda article’s subjects. Some topics were considered 
in the same cluster, such as Computer Science & IT topics and 
Electrical & Electronics Engineering topics. In the result of 
classification, those topics were also considered as matched 
topics with article topic. The PDF articles as input were also 
downloaded randomly from Garuda. 
We selected 100 PDF articles in each selected topics used 
in this study. Those PDF documents also consisted of various 
content structure or format. This content structure depends on 
the writing style of where the article published. 
 
Fig. 2. Flowchart of implementation 
Table III showing the topics and number of article’s titles in 
each topic collected for training and testing the classification 
model. 
TABLE III.  SELECTED TOPICS 
Topic No. of Titles Same Cluster with 
Electrical & Electronics 
Engineering 100 
Computer Science & 
IT 
Computer Science & IT 100 
Electrical & 
Electronics 
Engineering 
Educations 100 -
Arts and Humanities 100 -
Law, Crime, Criminology 
and Criminal Justice 100 
-
Economic, Econometrics & 
Finance 100 
-
Public Health 100 -
Mechanical Engineering 100 -
Environmental Science 100 -
Chemical Engineering, 
Chemistry and 
Bioengineering 
100 
-
 
C. Metadata Extraction 
Our implementation utilizes GROBID Application 
Programming Interface (API) to extract PDF articles 
metadata. We focus on getting the title of the article and the 
list of references. As GROBID generate TEI-encoded 
(http://www.tei-c.org/) XML document, we also need to parse 
this XML document into and obtain title and list of references 
as a text for later used as input in the classification process. 
Instead of parsing PDF document references only, we parse 
full document using GROBID processFullText API. Figure 3 
shows an example of the XML node that consists of article 
title node. The article’s title obtained from the title node under 
titleStmt node in the generated XML. Figure 4 shows a more 
complex node as it is shown the structure of bibliography of 
the document. The bibliographies can be obtained from 
listBibl node in the generated XML. Each reference can be 
obtained under biblStruct node. And for the title of each 
reference can be obtained title node inside the biblStruct node. 
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Note that each reference node may be resulting from a 
different structure of XML tag. 
 
Fig. 3. XML node for article title 
The child of biblStruct node can be resulting from a different 
tag which is monogr and or analytic. The generated XML does 
not always in the same structure of nodes. This makes the 
parsing process challenging. 
 
Fig. 4. XML node list of references or bibliography 
In order to handle this unpredicted XML structure, we utilize 
DOM parser to help to find the right node. This process then 
resulting text data of article title and an array of the text of 
reference title. This text data later used as input in the 
classification process. 
D. Topic Classification 
The classification model builds using a well-known 
algorithm in text classification. In this study, SVM and Naïve 
Bayes were utilized for classification method. The 
classification helps to find the topic for every reference title. 
We are using the title only as input for the classification, and 
this is quite challenging as the title of the document might be 
consist of only a few words. The classes found later compared 
with the topic class of the article itself. In SVM classifier we 
have evaluated four kernels, Linear, Polynomial, RBF and 
Sigmoid. Sigmoid kernel works slightly better than the other 
three in our evaluation with the gamma parameter is set to 0.  
Naïve Bayes was also implemented and results in slightly 
different accuracy with SVM in our implementation. In 
average both methods were only differ very few points in 
accuracy and processing time. Figure 5 shows the flowchart 
of data pre-processing and building the classification model. 
For data pre-processing, all titles collected were transformed 
into a vector of word token count. Then using Term 
Frequency-Inverse Document Frequency (TF-IDF) before 
random split the data for training and testing. Random split 
divide data into 90% of training data and 10% of testing data. 
The validation is done to get the accuracy of the classification 
model by comparing actual topics to the predicted topics. 
Training and validation process has been done several times 
to get the confident accuracy of the model. The last step is to 
save the classification model for later implementation. 
 
 
Fig. 5. Flowchart of data pre-processing and classification for topic 
classification 
E. Results and Discussion 
We build a web application for this study as shown in 
Figure 6. 
 
Fig. 6. Reference’s topic congruity web application 
Due to time efficiency and computation resource 
limitations, we limit the input of PDF file into one file per 
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process. This also helps us easily read the result of the 
classification and congruity score. The congruity score counts 
the matched topics or topic’s cluster of article’s references 
with the article topic then get the percentage by dividing the 
matched references with the number of parsed references. The 
data we are using is relatively small and this affects the 
classification. The pre-processing steps for feature extraction 
in title’s text was also not adequate effective, as some topics 
provide more features in common. There are also two other 
factors that can affect accuracy in this work. First, the title of 
an article can be very short, consists of only two or three 
words. Second, there are many articles which bias in 
categorization, for example, some articles in Arts and 
Humanities could also categorize as Education, which is 
considering as not in the same cluster. Those factors lead to 
higher confusion in classification. 
III. CONCLUSIONS 
The proposed approach is still needed more refinement, as 
the result was below our expectation. The accuracy is very 
low, around 30% on the article topic without considering topic 
cluster, and around 70% on the article topic considering topic 
cluster. We conclude that this result implies more refinement 
before it is implemented. 
FUTURE WORKS 
Considering this work as the first step, there is more to do 
in refining this proposed study. For feature extraction, we need 
some other features. Other than the article title, we looking 
forward to also classify the article based on its abstract. In term 
of metadata parsing, GROBID is doing very good in parsing 
well-known paper format but less good on many Indonesian 
paper format. More training on GROBID should give 
opportunity for better results. And last, we are looking forward 
to evaluating more classification methods to get more 
convincing accuracy. 
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