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Trajectory mapping and applications to data from the 
Upper Atmosphere Research Satellite 
Gary A. Morris, •'2 Mark R. Schoeberl, 3 Lynn C. Sparling, 4 Paul A. 
4 Lee Elson • Joe Waters • Robert A Suttie, • Aidan Newman, 3 Leslie R. Lair, , , . 
Roche, r Jack Kumer, r and James M. Russell, Ill s 
Abstract. The problem of creating synoptic maps from asynopticMly gathered trace 
gas data has prompted the development of a number of schemes. Most notable among 
these schemes are the Kalman filter, the Salby-Fourier technique, and constituent 
reconstruction. This paper explores a new technique called "trajectory mapping." 
Trajectory mapping creates synoptic maps from asynoptically gathered data by 
advecting measurements backward or forward in time using analyzed wind fields. 
A significant portion of this work is devoted to an analysis of errors in synoptic 
trajectory maps associated with the calculation of individual parcel trajectories. 
In particular, we have considered (1) calculational errors; (2) uncertainties in the 
values and locations of constituent measurements, (3) errors incurred by neglecting 
diabatic effects, and (4) sensitivity to differences in wind field analyses. These 
studies reveal that the global fields derived from the advection of large numbers of 
measurements are relatively insensitive to the errors in the individual trajectories. 
The trajectory mapping technique has been successfully apphed to a variety of 
problems. In this paper, the following two applications demonstrate the usefulness 
of the technique: an analysis of dynamical wave-breaking events and an examination 
of Upper Atmosphere Research Satellite data accuracy. 
1. Introduction 
A fundamental problem in observing systems is the 
generation of synoptic maps from asynoptically gath- 
ered data. Kalman filtering [Haggard et al. 1986] and 
the Salby-Fourier transform method [$alby, 1982 a,b; 
Lair and Stanford, 1988] use asynoptic data to construct 
synoptic maps. These methods have been successfully 
applied to Nimbus 7 limb infrared monitor of the strato- 
sphere (LIMS) data [Remsberg et al. 1084] and Up- 
per Atmosphere Research Satellite (UARS) data [Elson 
and Froidevauz, 1993]. Both of these methods employ 
strictly mathematical techniques to produce synoptic 
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maps of any meteorological variable or trace gas field 
with a sufficiently long, continuous series of measure- 
ments. 
The use of available ancillary information, such as 
analyzed meteorological data, however, can provide a 
powerful constraint on trace gas observations. The con- 
stituent reconstruction technique described by $choe- 
berl et al. [1989] and $choeberl and Lad [1992], for 
example, can generate synoptic maps from data sets 
of almost any size. By requiring that long-lived trace 
gas isopleths be aligned with potential temperature and 
potential vorticity (PV) contours over the sampling pe- 
riod, the technique is able to provide estimates of the 
field, even in regions remote from measurements. The 
reconstruction technique works best for trace gases in 
near equilibrium with the flow field (i.e., regions where 
the trace gas variance along the PV contour is small, 
as is usually the case with long-lived trace gases) but 
is inappropriate for released or short-lived tra•e gases. 
This paper describes trajectory mapping, which, like 
reconstruction, utilizes meteorological information to 
create synoptic maps. Pierce et al. [1994] first em- 
ployed such a technique to create synoptic maps from 
Halogen Occultation Experiment (HALOE) data. Un- 
like reconstruction, the trajectory mapping technique 
makes few assumptions about atmospheric mixing. 
After providing a brief description of the trajectory 
mapping technique, we demonstrate its effectiveness 
through applications to UARS data. First, we gen- 
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erate and compare maps of identical data sets from 
the cryogenic limb array etalon spectrometer (CLAES) 
using the Salby-Fourier, Kalman filtering, and trajec- 
tory mapping techniques. We then use trajectory maps 
to study the evolution of atmospheric wave-breaking 
events. Next, we evaluate the reliability of trajectory 
mapping by examining the following four potential er- 
ror sources: computational error, measurement uncer- 
tainties, the isentropic approximation, and differences 
in meteorological analyses. These error studies reveal 
that the quality of most measurements advected with 
the trajectory model remains high over periods of at 
least several days, while the quality of the fields pro- 
duced from the advection of a large ensemble of mea- 
surements remains high for much longer periods. Fi- 
nally, a comparison of microwave limb sounder (MLS) 
and HALOE water vapor data demonstrates one possi- 
ble application of the technique. 
2. The Trajectory Mapping Technique 
The trajectory mapping technique combines several 
of the strengths of previous techniques with a minimum 
of assumptions. Trajectory mapping employs a simple, 
two-dimensional model of atmospheric motions (known 
as the trajectory model) to advect measurements for- 
ward or backward in time from the point at which they 
were made. Meteorological analyses provide the winds 
which determine the magnitude and direction of par- 
cel motion at each time step. The trajectory technique 
constructs its synoptic maps by advecting a large num- 
ber of measurements (all made at different times) to 
the same instant in time. These maps are known as 
"trajectory maps." 
Unlike Kalman filtering [Haggard e! al., 1986], tra- 
jectory mapping does not require knowledge of the er- 
ror associated with each measurement. Knowing these 
errors, however, is helpful in assessing the validity of 
trajectory maps. Since both measurement and meteo- 
rological errors are present in trajectory mapping, de- 
termining the actual errors associated with trajectory 
maps can be quite complicated (see section 4). 
The trajectory mapping technique is relatively un- 
affected by missing data points or periods of satellite 
data dropout, both of which can complicate the Salby- 
Fourier technique [Lai! and Stanford, 1988]. Further- 
more, so long as the wind field analyses exist, trajec- 
tory maps can be produced outside of periods during 
which the satellite measurements are made. Trajectory 
mapping, therefore, allows a clearer explanation of at- 
mospheric dynamical events which occur, at least in 
part, outside data gathering periods (see the CLAES 
example in section 3). 
The trajectory technique demonstrates several addi- 
tional strengths. First, its synoptic maps are generated 
easily and straightforwardly from asynoptic data. Sec- 
ond, the technique allows for comparison of noncoinci- 
dent or noncollocated measurements. Third, the tech- 
nique makes no assumptions about the amount of mix- 
ing occurring in the real atmosphere (unlike constituent 
reconstruction, which assumes uniformly mixed [PV, 
0] tubes). Fourth, the technique applies no artificial, 
mathematical constraints to the data nor does it require 
the binning of data in any way (unlike the Kalman fil- 
tering, Salby-Fourier, and reconstruction techniques). 
Fifth, the technique provides the potential to easily sep- 
arate transport from chemical effects (for example, see 
Manney el al. [1995]). 
The ability of synoptic mapping techniques, like tra- 
jectory mapping, to compare noncoincident and noncol- 
located measurements facilitates data validation stud- 
ies. This paper provides an example comparing H20 
measurements from MLS and HALOE. 
The trajectory mapping technique has several disad- 
vantages as compared to other methods. First, the qual- 
ity of trajectory maps is substantially dependent upon 
the quality of the meteorological fields. Missing or in- 
accurate meteorological data degrade the accuracy of 
the advected measurements. Constituent reconstruc- 
tion is similarly dependent upon the accuracy of the 
meteorological fields, while Kalman filtering and the 
Salby-Fourier techniques rely strictly on mathematical 
fits to the measurements. Second, unlike the Kalman- 
filtered, Salby-Fourier, or reconstructed maps, the tra- 
jectory maps in this paper are not uniformly gridded. 
An innovative technique [Sutton el al., 1994] has been 
recently developed, however, which produces uniformly 
gridded trajectory maps. Third, the application of tra- 
jectory mapping, like reconstruction, is confined to con- 
stituent data, while Kalman filtering and the Salby- 
Fourier technique can be applied to data sets of any 
type. 
An understanding of the accuracy of the trajectory 
computation is critical to assessing the value of the 
resultant maps. A considerable portion of this pa- 
per, therefore, is devoted to evaluating errors associated 
with the technique. 
3. Trajectory Mapping of Satellite Data 
To illustrate the trajectory mapping technique, we 
used long-lived trace gas data gathered by two instru- 
ments aboard UARS. In the first example, CLAES mea- 
surements of N20, a long-lived, stratospheric trace gas 
[Brasseur and Solomon, 1984], are asynoptically (Plate 
la), Salby-Fourier (Plate lb), Kalman-filtered (Plate 
l c), and trajectory mapped (Plates l d and le, with 
the latter being derived from the former using a Barnes 
gridding scheme, discussed further below) on Septem- 
ber 9, 1992. The CLAES data have been interpolated 
to the 800 K isentropic surface. During this period in 
September 1992, UARS is in "forward flight" mode with 
CLAES viewing from 30øN to 80øS. 
All of the synoptic maps (Plates lb-le) were pro- 
duced with data gathered from September 6 through 
12. To produce the trajectory maps of Plates ld and 
le, data from September 6 through noon on Septem- 
ber 9 were advected forward in time, while data gath- 
ered from midnight on September 13 back to noon on 
September 9 were advected backward in time. Bal- 
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Plate la. An asynoptic map showing the cryogenic limb array etalon spectrometer (CLAES) 
data-gathering pattern for 1 day (September 9, 1992). 
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Plate lb. Synoptic map of CLAES N•.O data at noon on September 9, 1992, on the 800 K 
potential temperature surface using the Salby-Fourier method. 
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Plate lc. Kalman-filtered map of the same data used in Plate lb. 
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Plate ld. Trajectory map of the same data used in Plate lb. 
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Plate le. Gridded trajectory map (derived from Plate l d using a Barnes cheme). 
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Plate 2. Trajectory map of CLAES N20 on November 6, 1992, at 800 K. Overplotted in red 
are lines of constant National Meteorological Center (NMC) potential vorticity (PV). The white 
cross-hatched region represents he interior of the vortex, as defined by an 8 day advection of the 
-2.6 x 10 -4 NMC PV contour. The larger dots represent data added within the most recent 24 
hours, while smaller dots represent older data. 
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anced winds derived from National Meteorological Cen- 
ter (NMC) temperatures and geopotential heights [Ran- 
del, 19874, Newman et al., 1988] were used to isentrop- 
ically advect the-measurements. Note that due to inac- 
curacies in the balanced wind approximation near the 
equator, parcel locations equatorward of 20 ø are partic- 
ularly suspect. 
In the trajectory map (Plate l d) the larger dots rep- 
resent parcels which have been advected by the tra- 
jectory model for periods less than 12 hours (i.e., the 
measurements of September 9). The smaller dots rep- 
resent parcels added more than 12 hours before or after 
the time of the synoptic map (for this case, 1200 UT on 
September 9, 1992). The trajectory technique appears 
to preserve the large-scale distribution of N20, as in- 
dicated by the good agreement between the older and 
more recent N20 measurements. Similarly good agree- 
ment between advected measurements and new mea- 
surements was also found in a study of HALOE data 
[Pierce et al., 1994]. 
The synoptic maps of Plates la-le clearly demon- 
strate the advantage gained by using more than I day 
of data in map production. While the single-day UARS 
data provide global coverage (Plate la), the map cover- 
age and resolution improve dramatically when several 
days of data are combined through one of the synoptic 
techniques (Plates lb-le). Furthermore, the synoptic 
maps are all highly consistent with the satellite data. 
Comparing the various gridded maps, we observe a 
more uniform midlatitude constituent distribution in 
the trajectory map (Plate le) than in the Salby-Fourier 
map (Plate lb) or Kalman-filtered map (Plate lc), both 
of which appear to contain evidence of Fourier ring- 
ing (the alternating high and low N20 patches on a 
given latitude circle). In addition, the trajectory map 
shows smoother gradients inside the vortex and at the 
vortex boundary. (In part, this result is an artifact of 
the scheme used to produce the gridded product from 
the trajectory data. The Barnes scheme computes a 
weighted average of parcel values within 1000 km of 
each grid point. The weighting factor used here was 
inversely related to the distance of each parcel from the 
grid point location. Such a scheme naturally smooths 
out small-scale structures.) 
The gridded maps, however, all contain somewhat 
less information than the trajectory map of Plate l d. 
By depicting each measurement, the trajectory map al- 
lows an estimate of the variance through visual inspec- 
tion that none of the maps of Plates lb, lc, or le allows. 
Unlike the Salby-Fourier and Kalman filtering tech- 
niques, trajectory mapping can be performed without 
consideration of data aliasing and can frequently pro- 
duce high quality maps with far less data than the 7 
days used to produce Plates ld and le. Seven days of 
data were chosen for use in the trajectory maps only so 
as to correspond exactly with the data used to produce 
the Salby-Fourier and Kalman-filtered maps of Plates 
lb and lc. 
The trajectory mapping technique is also capable of 
reproducing small scale dynamical structures. For ex- 
ample, Plate 2 shows a trajectory map generated for 
November 6, 1992. At this time the Antarctic vortex 
appears to have shifted off the pole and to have shed 
material to midlatitudes. Low N•O filaments (indicated 
by the dark blue points) can still be seen peeling off the 
vortex. The low N•O values present among the higher, 
midlatitude values (green points) probably had their 
origins at or near the vortex edge. 
To confirm this hypothesis, a contour advection com- 
putation described by $choeberl and Sparling [1994] was 
used to track the vortex edge (here defined by the 
-2.6 x 10 -4 (K m•)(kg s) -1 NMC PV contour) forward 
in time for 8 days from October 28. When advected 
to the time of and overlaid on the trajectory map (see 
Plate 2), the PV contour seems to explain much of the 
low N20 air found outside the vortex (the white cross- 
hatched region represents vortex air). Evidence for the 
reality of small-scale features of the type generated in 
the contour advection shown here has been provided by 
Waugh et al. [1994] and Plumb et al. [1994]. Also note- 
worthy in Plate 2 is the general agreement between the 
N•O gradient and the gradient in NMC PV values (red 
contours). Such agreement is found in nearly all maps 
produced by the trajectory mapping technique. 
As another demonstration of trajectory mapping, Plat{ 
3 maps the evolution of the September tropical wave- 
breaking event [Randel et al., 1993] over the 4 days from 
September 8 to 11, 1992. The larger points in these 
maps represent data which have been added in the 24- 
hour period prior to the time of the synoptic map. The 
yellow line represents the edge of the vortex as defined 
by the -3.0 x 10 -4 (K m•)(kg s) -1 NMC PV contour. 
As in Plate 2, the gradient in N•O across the vortex 
boundary and the good agreement between new and 
old measurements are again well illustrated. 
In order to demonstrate the technique 's ability to per- 
form despite data gaps, data from September 10 were 
omitted in the production of Plate 3. As can be seen, 
the trajectory technique successfully generated a synop- 
tic map on that day despite the lack of data. The use 
of advected, older data to produce a map on September 
10 completed the otherwise incomplete picture of the 
evolution of the event. 
As a final example, Plate 4 shows the large-scale in- 
trusion of tropical air to mid- and high northern lati- 
tudes in February 1993 (also reported by Randel et al. 
[1993] and further examined by Manney et al. [1994]). 
MLS H•O data from February 18 to 23, 1993 are shown 
in Plate 4. Forward in time, isentropic trajectory maps 
were generated on successive days from February 20 to 
23 on the 800 K isentropic surface. Like N20, the life- 
time of H•O at these altitudes has been shown to be 
sufficiently long for H•O to be considered a valid dy- 
namical trace gas [Brasseur and Solomon, 1984]. 
As in the previous examples, good agreement between 
constituent and NMC PV gradients is again evident 
in the MLS H•O trajectory maps. In addition, good 
agreement between new measurements (larger dots) and 
older, advected measurements ( maller dots) again lends 
confidence to both the technique and the measurements. 
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4. Errors in Trajectory Mapping 
As mentioned in section 1, the validity of trajectory 
mapping is fundamentally dependent on the accuracy 
of the trajectory calculations. The information about 
an individual parcel location degrades with time owing 
to the cumulative effects of errors along its trajectory. 
The spatial distribution of a large ensemble of parcels, 
however, is less sensitive to these errors, as shown be- 
low. A fundamental problem, therefore, is to determine 
a reasonable upper bound for the length of time over 
which parcel trajectories are accurate. Another prob- 
lem concerns the maximum age for which measurements 
included in trajectory maps can be considered valid. In 
exploring these problems, we shall discuss the follow- 
ing four potential sources of error in both individual 
trajectory calculations and trajectory maps: computa- 
tional error, trace gas measurement uncertainties, the 
use of the isentropic approximation, and meteorological 
errors. 
4.1 Computational Error 
The first of these four error sources, the computa- 
tional error, has been examined and found to be quite 
small for the fourth-order Runge-Kutta time integra- 
tion scheme used here [Schoeberl and Sparling, 1994]. 
Computational error, therefore, can be ignored, espe- 
cially as compared with the magnitudes of the other 
sources of error considered below. 
4.2 Measurement Uncertainties 
The second of the error sources, measurement uncer- 
tainties, consists of the following two basic components' 
the initial constituent measurement error and the sub- 
sequent model advection error. The former of these 
two errors is inherent in the measurement and remains 
constant with time, while the latter is a result of the 
trajectory calculation and grows with time. 
First, consider the satellite measurement errors. In- 
accurate measurement of the constituent and improper 
pressure registration both contribute to erroneous val- 
ues. (For further discussion of these errors, see the 
special section on UARS in the Journal of Geophysi- 
cal Research 98(D6)). Furthermore, the scale of the 
satellite footprint limits the minimum size of observ- 
able atmospheric features. The satellite can detect only 
those features on the order of or larger in scale than the 
satellite footprint. In regions with small-scale features, 
the agreement between recently made and older, ad- 
vected satellite measurements will be diminished. Ex- 
amples of this effect can be found in both Plates 2 and 
3. In Plate 2 notice that the filament extending away 
from and around the vortex has grown very long and 
very thin, a process discussed by Pierce and Fairlie 
[1993]. As a result, few of the new satellite measure- 
ments around the thin filament are indicative of vortex 
air. In Plate 3, as the wave breaks, the tongue of high 
N20 (red) material is stretched into a narrow filament. 
Nearby, newer satellite measurements (represented by 
the larger dots) begin to decrease in value with time, as 
compared to the older, advected measurements (repre- 
sented by the smaller dots). Instrumental limitations, 
therefore, cause older, advected measurements (partic- 
ularly those which have been pulled out in filaments) to 
disagree with nearby, newer measurements. 
Another cause of the disagreement, however, can be 
found in the trajectory technique. Because these tra- 
jectory calculations are nondiffusive, they will preserve 
filamentary structures for longer periods of time than 
may be physically warranted. Hence, disagreements be- 
tween new and old measurements can also be caused by 
model errors. 
In addition to uncertainty in measured constituent 
mixing ratios, uncertainties in the location of each mea- 
surement and in the location of gradients in the mete- 
orological fields also adversely affect trajectory maps. 
If a single parcel is initialized in the trajectory model 
for each measurement, the uncertainty in the loca- 
tion of the advected measurement can increase quite 
rapidly with time, especially when the parcel is ad- 
vected through regions of chaotic flow or high wind 
shear. 
To properly assess the magnitude of these errors, both 
vertical and horizontal positional uncertainties in the lo- 
cation of the measurement need to be considered. The 
trajectory mapping technique accounts for the two dif- 
ferently. The uncertainty in the horizontal location of 
•. •uvc•cu measurement can be accounted for by ini- 
tializing a group of parcels over a region with dimen- 
sions on the order of the initial value of that uncertainty. 
The rate at which each group is sheared apart is then 
a measure of the rate of growth of that uncertainty. 
To determine this rate, 576 megaparcels were ini- 
tialized on the 800 K isentropic surface with a uniform, 
equal-area distribution poleward of 20 ø latitude in each 
hemisphere. Each megaparcel consisted of a central par- 
cel surrounded by four additional parcels (subparcels) 
located 20 km away on the points of the compass (i.e., 
one subparcel 20 km east, one 20 km north, etc.). The 
40-km megaparcel diameter was chosen to roughly coin- 
cide with the width of space over which a single CLAES 
measurement is made. NMC wind fields were used 
to advect the parcels for the following two cases: the 
months of January and June 1992. To prevent contam- 
ination of the results by the known low quality of the 
NMC wind fields in the tropics [Newman et hi., 1988], 
those megaparcels which explored the space equator- 
ward of 15 ø at any time during the study were dis- 
carded. 
Figure 1 shows the decrease in the number of com- 
pact megaparcels as a function of time for January 1992. 
A megaparcel is said to be "compact" when all four of 
the subparcels within it remain within 500 km of the 
central parcel. Even in the case of the northern win- 
ter hemisphere, where the parcel shearing is expected 
to be largest [Randel, 1987b], more than half the mega- 
parcels remained compact for 15-20 days. In fact, in the 
summer hemisphere the tests indicated that more than 
half remained compact for the entire month. Because 
the 800 K potential temperature surface lies close to 
the jet core in the winter hemisphere, nearly the maxi- 
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Figure 1. The fraction of compact megaparcels as a 
function of time. Isentropic trajectories were calculated 
using National Meteorological Center (NMC) winds 
during January 1992 on the 800 K potential 
temperature surface. 
mum wind speed gradient is present in these tests. This 
study, therefore, probably represents a "worst case" sce- 
nario. 
Some of the shearing distances found in this study 
were exceptionally large. Nevertheless, the uncertainty 
in the location of individual advected measurements did 
not appear to disrupt large-scale spatial gradients in the 
trajectory maps. The explanation for this behavior ap- 
pears to be related to the direction in which the shear- 
ing uncertainties grow. As the initially tight clusters 
of parcels were advected forward in time, they tended 
to remain close together except in regions of high wind 
shear. In these regions they were pulled apart in a di- 
rection parallel to the wind vectors (perpendicular to
the gradient in the wind fields). Because this direction 
is also typically parallel to material and PV isopleths, 
the accumulation of these positional errors has minimal 
effect on the structure of the resultant maps. Hence 
the accuracy of individual trajectories can deteriorate 
rapidly in this direction without significantly affecting 
maps of constituent fields. 
The initial uncertainty in the vertical location of a 
measurement affects the accuracy of an isentropic tra- 
jectory calculation quite differently. Each parcel is ini- 
tialized on the isentropic surface of interest, with a con- 
stituent value derived from a vertical interpolation of a 
discrete set of column measurements. Reported errors 
in measurement of the vertical profile result in uncer- 
tainty in the interpolation of this profile. Account of 
this uncertainty can be kept by initializing each parcel 
with a constituent value of p q- Ap, where Ap depends 
on the magnitude of the vertical gradient of the con- 
stituent field and the shape of the isentropic surface at 
the time and place of the measurement. Unlike the er- 
ror in the horizontal ocation, the error Ap is constant 
with time. 
In summary, the positional uncertainty inherent in 
satellite measurements can introduce uncertainties in 
the trajectory mapping technique. Individual trajec- 
tory calculations can become inaccurate over short time- 
scales, especially in the presence of large horizontal wind 
shears. Despite such individual trajectory errors, how- 
ever, large-scale structures found in trajectory maps 
appear to be preserved for long periods of time. This 
phenomenon can be attributed, in part, to the obser- 
vation that positional uncertainties in parcel location 
tend to grow in directions parallel to material isopleths, 
thereby preserving material gradients. These gradients 
maintain the large-scale structure of the constituent 
field and promote high field correlations over long pe- 
riods of time. Disagreements between individual new 
and old measurements in trajectory maps can often be 
attributed to the inability of the satellite to detect fine- 
scale structure in the atmosphere and, therefore, do not 
necessarily reflect an error in the mapping technique. 
4.3 Diabatic Versus Isentropic Calculations 
Another inaccuracy in the trajectory mapping tech- 
nique results from the isentropic approximation. The 
approximation restricts each trajectory to an isentropic 
surface under the assumption that each air parcel's po- 
tential temperature is conserved along its trajectory. 
In the atmosphere, diabatic effects cause the potential 
temperatures of air parcels to change, rendering this ap- 
proximation inaccurate. These inaccuracies can become 
particularly important in regions of large vertical wind 
shear or large vertical constituent gradients. Neverthe- 
less, the isentropic approximation is often employed in 
trajectory calculations because it significantly reduces 
computation time. 
Regions of large vertical wind shear contribute to 
errors in isentropic trajectory maps in the following. 
manner. When parcels move off their initial isentropic 
surface, they encounter somewhat different horizontal 
winds, both in magnitude and direction. When this dif- 
ference becomes substantial, the distance between the 
diabatic and isentropic trajectories grows. To investi- 
gate the effects of such errors on individual trajecto- 
ries and trajectory maps, we examined both the rate at 
which diabatic and isentropic trajectories separate hor- 
izontally and the rate at which this separation causes 
errors to accumulate in the global constituent fields. 
An ensemble consisting of 3480 trajectories was ini- 
tialized on a uniform, equal-area grid poleward of 20 ø 
latitude on the 800 K isentropic surface and advected 
both diabatically and isentropically. As before, all tra- 
jectories which at any time explored the space quator- 
ward of 15 ø latitude were discarded. Diabatic calcula- 
tions of the type described by $choeberl and Sparling 
[1994] were employed. 
To evaluate the results quantitatively, we must first 
define an appropriate measure of the degree of similarity 
between the trajectories calculated with and without di- 
abatic effects. Any point on the unit sphere can be rep- 
resented as a unit vector from the origin to that point. 
A trajectory can then be represented as the curve traced 
out by the tip of the unit vector as the point moves with 
time. If we treat the diabatic and isentropic trajecto- 
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ries in this manner and define their locations at time t 
by the unit vectors 5•a(t) and &a(t) respectively, a mea- 
sure of their separation is then given by the ensemble 
average 
e.(t) (1) 
where ;b(t) represents the great circle angular separa- 
tion between the two trajectories as a function of time. 
For the case in which the trajectories are completely 
uncorrelated and the domain is restricted to the space 
north of latitude •b0 (i.e., given the position of one, the 
other can be found anywhere in that domain with equal 
probability), it can be shown that 
C0S4 •)o 
< cos ;b >-- 4(1 - sin •b0) 2 =g(•b0) (2) 
Because the diabatic and isentropic trajectories should 
become uncorrelated in the limit t -• cx•, < cos ;b(t) > 
should approach g(•b0). We define, therefore, a trajec- 
tory correlation function by 
C(t)- < cos •b(t) >-g(•0) (3) 
< cos •b(0) > -g(•0) 
so that C(0)- I and C(oo) = 0. As constructed here, 
C(t) measures the degree to which individual isentropic 
and dia.batic pairs of trajectories are correlated. 
We next define a suitable measure of the extent to 
which fields produced from these two types of trajecto- 
ries are similar. In order to do this, constituent fields 
were constructed from the parcel ensembles in the fol- 
lowing manner. Each parcel was assigned the value of 
NMC potential vorticity associated with its initial lo- 
cation (PV0) to act as a proxy variable for trace gas 
concentration. Each hemisphere poleward of 15 ø lati- 
tude was divided into a number of equal-area regions, 
71 regions for a coarse-scale analysis and 284 regions for 
a finer-scale analysis. A PV field was then defined at 
each time by assigning to each region the average value 
of PV0 of all parcels contained therein. Although the di- 
abatic ensemble of parcels dispersed vertically, we were 
not concerned in this study with the specific vertical 
location of the parcels (the effects of vertical displace- 
ment are discussed further below). Rather, we wanted 
to examine the collective effect on the resultant con- 
stituent fields of errors in the horizontal locations of the 
advected measurements due to the isentropic assump- 
tion. As mentioned earlier, the trajectory differences 
are a consequence of the differences in the horizontal 
wind fields seen by the diabatic parcels as they rise or 
descend. 
A measure of the degree of similarity between the 
isentropic and diabatic fields is given by the correlation 
coefficient 
- - ?) 
r - (4) (x,- E" - i=1 
where Xi and Y} are the mean PV0 values in each of the 
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Figure 2a. Statistical analysis of the differences between 
diabafic and isentropic trajectories and trajectory maps 
in the northern hemisphere in January 1992. 
n regions and • and •' are the spatially averaged values 
of PV0 in the diabatic and isentropic ases respectively. 
The sum is restricted to those regions for which Xi and 
Y•>O. 
Figures 2a and 2b show comparisons of the rates at 
which the field correlation coefficients decay relative to 
the rates at which individual isentropic and diabatic tra- 
jectories become uncorrelated. The calculations were 
performed in the northern hemisphere in January 1992 
and the southern hemisphere in July 1992. In both cases 
the trajectory correlation decreases to a value of about 
0.4 after 31 days. The time evolution clearly shows a 
residual correlation which persists for long times. The 
value of the correlation function defined in Equation (3) 
goes to zero only when the parcels are free to move over 
the entire domain poleward of 15 ø. The fact that we ob- 
serve a nonzero correlation, therefore, indicates that the 
range of motion of the parcels has been restricted to a 
smaller domain. In this case the restriction is provided 
by the transport barrier at the polar vortex edge. 
Isentropic vs Diabatic NMC Calculations @ 800K 
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Figure 2b. Same as Figure 2a but for the southern 
hemisphere in July 1992. 
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Clear differences in the evolution of the trajectory 
correlation in the two cases are also evident. The de- 
cay is initially much more rapid in the northern win- 
ter hemisphere than the Southern winter hemisphere. 
This difference can be mainly attributed to the differ- 
ence in wave activity between the two hemispheres, with 
the northern vortex undergoing more frequent, large- 
amplitude disturbances than its southern counterpart 
[Randel, 1987b]. On the timescale of this study, it is 
likely that the small, initial horizontal displacements 
in the trajectories caused by diabatic effects become 
amplified in regions of heightened sensitivity to initial 
conditions. 
Despite the relatively rapid growth of errors in in- 
dividual trajectory calculations, the advected distribu- 
tions of PV0 remain highly correlated over the entire 
period of the study, both at the coarse (1650 km) and 
fine (825 km) scales. The field correlation is observed 
to persist for longer times in the southern hemisphere 
than in the northern hemisphere. This observation can 
be explained by examining the differences in the vertical 
dispersion in the two hemispheres. 
Figure 3 depicts the mean potential temperature as 
a function of time for the same ensembles of parcels 
discussed in Figures 2a and 2b. The error bars repre- 
sent the 95% confidence limits of the data around the 
mean. For the heating rates used in this study [Rosen- 
field, 1991], similar average descent rates were found in 
the northern hemisphere in January 1992 and the south- 
ern hemisphere in July 1992. The variance of the poten- 
tial temperature distribution, however, increases more 
rapidly with time in the northern hemisphere. The ver- 
tical dispersion, rather than the average descent, could 
be responsible for the larger errors associated with the 
isentropic assumption in the northern hemisphere. We 
expect that this vertical dispersion effect will be partic- 
ularly important if the dynamical features in the hor- 
izontal wind fields vary significantly over the range of 
potential temperatures explored by the diabatic parcels. 
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Figure 3. Mean observed descent for the diabatic 
studies in the winter hemispheres in (top)January 
and (bottom) July 1992 as calculated from heating 
rates provided by Rosenfield [1991]. 
If the vertical descent occurs with little dispersion, the 
isentropic trajectory map may remain an accurate rep- 
resentation of the synoptic field, but one on a lower 
isentropic surface with time. 
Another source of error from the isentropic approx- 
imation is related specifically to errors in the vertical 
location of advected measurements. These errors be- 
come important in regions of large vertical constituent 
gradients. Diabatic motion causes parcels to move ver- 
tically across isentropic surfaces. An isentropic trajec- 
tory map, therefore, both excludes measurements which 
have actually been advected to the surface of interest 
and retains measurements which have actually left the 
surface. The magnitude of these errors clearly increases 
with the length of time advected measurements are re- 
tained in the map. The rate at which they grow can 
be estimated by considering the advective flux to the 
surface. In a manner similar to Sutton e! al. [1994], we 
examine the flux given by 
Since the flux varies across the surface, some features 
in the trace gas field will be affected more than others. 
We estimated this flux for ozone during the peri- 
ods of January and July 1992, both inside the vortex 
and at midlatitudes on the 800 K potential tempera- 
ture surface. For the worst case (January inside the 
northern polar vortex) the average ozone mixing ratio 
should have changed by about 30% due to diabatic de- 
scent alone over the 31-day period. Changes of roughly 
10-24% over the monthlong periods were predicted to 
result in the other cases. In all cases, changes in the 
ozone mixing ratio could be limited to less than 10% for 
isentropic studies confined to periods of about a week. 
Certainly, the conditions under which trajectory maps 
are produced (both meteorological nd chemical) should 
be thoroughly understood before trying to interpret the 
accuracy of the results. 
The differences observed between isentropic calcula- 
tions, diabatic calculations, and calculations using other 
synoptic mapping techniques are interesting in and of 
themselves and warrant further study. Comparisons of 
both diabatically and isentropically advected measure- 
ments with nearby, more recent measurements can help 
assess the amount of heating and[or chemistry associ- 
ated with a given air parcel. An example of the latter 
can be found in a recent ozone study using trajectory 
techniques by Manney et al. [1995]. 
In summary, our statistical analyses show that the 
isentropic approximation used in most trajectory calcu- 
lations appears to be valid for individual trajectory cal- 
culations of 1 to 2 weeks in length, depending upon the 
specific meteorological conditions. Information related 
to the large scale features of the distribution appears to 
be preserved for even longer periods of time (on the or- 
der of 1 month). The actual constituent field, however, 
may be changing due to vertical motions not captured 
in the isentropic calculations. While these changes be- 
come more significant for constituents with large verti- 
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cal gradients, the case studies involving ozone indicated 
changes of less than 10% for calculations of a week or 
less. 
4.4 Sensitivity to Wind Field Analyses 
As mentioned earlier, slight displacements of the ini- 
tial parcel locations near regions of high wind shear can 
lead to dramatic changes in the subsequent parcel loca- 
tions. Similarly, a slight displacement of these regions 
of high wind shear in the wind field analyses can have 
the same effect. Obviously, large-scale differences in 
the flow fields will produce large differences in the trace 
gas fields. Here we examine the sensitivity of trajectory 
maps to the differences in the location and intensity of 
smaller-scale wind features. These small-scale differ- 
ences are likely to be found between different wind field 
analyses. 
To carry out this study, we compared trajectories 
and trajectory maps produced from the NMC balanced 
winds [Newman et al., 1988, Randel, 1987a] with the 
assimilated wind analyses produced at the Data Assim- 
ilation Office of NASA Goddard Space Flight Center 
(hereafter eferred to as GSFC winds). The study was 
performed for January and July 1992 in both the north- 
ern and southern hemispheres. Again, a distribution of 
3480 parcels was initialized on a uniform, equal-area 
grid poleward of 20 ø latitude in each hemisphere on the 
800 K isentropic surface. Isentropic trajectories were 
calculated and the resulting maps analyzed with the 
same two statistical measures outlined in section 4.3. 
Figures 4a and 4b show the results of these studies. 
In Figures 4a and 4b both the trajectory correlation 
function and the field correlations have been plotted as 
functions of time for the winter hemisphere. The corre- 
lation between the trajectories calculated with different 
wind fields decays at about the same rate in both hemi- 
spheres. This decay rate is much more rapid than was 
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Figure 4b. Same as Figure 4a but for the southern 
hemisphere in July 1992. 
observed in the study assessing diabatic effects. The 
field correlations, however, remain high for the entire 
month in both hemispheres, which is to be expected if 
the wind fields contain basically the same large-scale 
dynamical information. The fields appear to be some- 
what more sensitive to differences in the northern hemi- 
sphere, where more numerous small-scale structures 
provide greater opportunities for differences to arise. 
The wind field study again suggests that uncertainties 
in trajectory maps produced from large ensembles of 
trajectories can often be much smaller than one might 
expect from the comparatively rapid rate of growth of 
uncertainty in the individual trajectories. 
5. Comparison of MLS and HALOE 
Water Vapor Measurements Using 
Trajectory Mapping 
GSFC vs NMC Calculations @ 800K 
Northern Hemisphere in January 1992 
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Figure 4a. Statistical analysis of the differences 
between trajectories and trajectory maps calculated 
with wind fields from the Data Assimilation Office of 
NASA Goddard Space Flight Center (GSFC) and those 
calculated with NMC winds in the northern 
hemisphere in January 1992. 
As a demonstration of the applicability of the tra- 
jectory mapping technique to satellite data validation 
studies, water vapor measurements from MLS (version 
3) and HALOE (version 17) were compared. Because 
MLS and HALOE measurements are not collocated in 
space or time, the comparison problem is ideally suited 
for the trajectory mapping technique. 
MLS H20 is available for the southern hemisphere 
from August 14 through September 21, 1992, and from 
October 30 through November 28, 1992. Version 3 MLS 
H20 is only reliable down to about 46 hPa (22 km) in 
the stratosphere. Southern hemisphere HALO E mea- 
surements are made throughout both of these periods. 
The following three separate 1-weeklong periods were 
selected for this study: August 14-21, September 14- 
21, and November 1-8, 1992. Comparisons were made 
for each period on three different potential temperature 
surfaces: 650 (26 km), 800 (30 km), and 1200 K (38 
HALOE's data retrieval pattern restricted the lati- 
tude range over which the comparisons were made. For 
the August period, HALOE measured trace gases be- 
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Table 1. Restrictions on the Comparison of Microwave 
Limb Sounder (MLS) and Halogen Occultation Exper- 
iment (HALOE) H20 Data Using Potential Vorticity 
(PV) 
Potential A PV x10 -5 K m 2 kg s 
Temperature 
(K) Aug. Sept. Nov. 
650 2 2 2 
800 4 5 4 
1200 20 20 20 
tween 40 ø and 60øS latitude. During the September 
period, HALOE retrieved data between 34 ø and 54øS. 
During the November period it gathered data between 
25 ø and 47øS. The August and November HALOE mea- 
surements were taken at sunset, while the September 
HALOE measurements were taken at sunrise. 
In order to compare the data sets, trajectory maps 
were produced for both data sets every 12 hours dur- 
ing each of the three periods. The first appearance of 
each HALOE H20 measurement in the HALOE maps 
was then compared to the average of nearby MLS mea- 
surements in the synoptic and concurrent MLS maps. 
MLS trajectory maps were constructed only from data 
taken within +/- 1.5 days of the synoptic map time. In 
this way, errors arising from the trajectory calculations 
are minimized. To make the comparison with HALOE 
measurements, MLS data within a 400-km-radius circle 
(at 800 and 1200 K but 1000 km at 650 K, where fewer 
reliable MLS H20 measurements, exist) were averaged. 
To prevent the influence of large, dynamically induced 
gradients on these averages, Ertel's potential vorticities 
(calculated from NMC meteorological fields [Newman 
et al., 1988] and interpolated to each parcel location) 
were examined. Those MLS parcels with PV values too 
dissimilar from the PV value associated with the cor- 
responding HALOE measurement were excluded from 
the averaging calculations. Table I shows the PV toler- 
ances used. Finally, only those circles containing more 
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Figure 5. Microwave limb sounder (MLS) (version 
3) versus halogen occultation experiment (HALOE) (version 17) H20 data. 
than three advected MLS measurements were included 
in the study. 
The results of these comparisons are shown in Figure 
5 and indicate fairly high correlation between the mea- 
surements, with MLS routinely about 0.5 to 1.0 parts 
per million by volume (ppmv) higher than HALOE and 
with the highest discrepancies occurring at the high- 
est altitudes. Such results are in good agreement with 
other validation studies [Grose, 1995]. 
The relative ease with which the comparison of these 
two noncollocated data sets was made demonstrates the 
effectiveness and utility of the trajectory mapping tech- 
nique in satellite data validation studies. Future work 
will include comparisons of a variety of dissimilar data 
sets, including both aircraft and satellite measurements. 
6. Conclusions 
This paper has evaluated both the strengths and 
weaknesses of the trajectory mapping technique. Stud- 
ies of N20 (from CLAES) and H20 (from MLS) demon- 
strated the utility and reliability of trajectory mapping. 
In particular, the technique can produce synoptic maps 
from asynoptic data, even for periods during which no 
new data is available (for example, September 10 of 
Plate 3). The comparison of MLS and HALOE H20 
demonstrated the applicability of the technique to satel- 
lite data validation work. 
Trajectory maps compare favorably with maps pro- 
duced using the Salby-Fourier and Kalman filtering 
methods. All of the gridded synoptic maps agree well 
with the individual measurements. The nongridded 
trajectory map, however, allows for a visual estimate 
of the density and variability of the measurements. 
Also unlike other techniques, trajectory mapping uti- 
lizes knowledge of the wind fields to produce its map 
products. 
Several potential errors in the technique were inves- 
tigated. The separation between individual trajectories 
computed with and without diabatic effects grows with 
time but appears to be small for periods on the order 
of 7 to 10 days. Changes in the meteorological analyses 
employed can lead to substantial differences in individ- 
ual parcel trajectories over much shorter periods (3 days 
or less). All the studies presented here, however, indi- 
cate that trajectory maps (composed of large numbers 
of advected measurements) remain valid for long peri- 
ods of time (on the order of weeks). As a result of our 
error analysis, we strongly caution against the use of a 
small number of trajectories in examining any chemical 
or dynamical problem. 
The inaccuracies in an isentropic trajectory map which 
result from neglected diabatic vertical motion are com- 
plex and can occur in a variety of ways. In most cases 
these errors will remain small for studies under I week 
in length. However, we recommend that the meteoro- 
logical conditions be evaluated before assessing the ac- 
curacy of a trajectory map produced in any particular 
case. 
The trajectory mapping technique is a powerful tool 
with which to analyze satellite data. Future work will 
MORRIS ET AL.: TRAJECTORY MAPPING AND APPLICATIONS TO UARS DATA 16,505 
include additional validation studies, an examination of 
the midlatitude ozone depletion problem, and refine- 
ments of the technique itself. 
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