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Abstract
Let MC =
[A C
0 B
]
be a 2 × 2 upper triangular operator matrix acting on the Hilbert spaceH⊕K. In this
paper, for given operators A and B, we prove that
⋂
C∈B(K,H)
σb(MC) =
( ⋂
C∈B(K,H)
σ (MC)
)∖ (
ρb(A)∩ ρb(B)
)
,
where ρb(T ) = C \ σb(T ) denotes the Browder resolvent of an operator T and
⋂
C∈B(K,H) σ (MC) has
been determined in [H.K. Du, P. Jin, Perturbation of spectrums of 2 × 2 operator matrices, Proc. Amer.
Math. Soc. 121 (1994) 761–776]. Moreover, we explore the relations of σ(A) ∪ σ(B) \ σ(MC), σb(A) ∪
σb(B) \ σb(MC) and σw(A)∪ σw(B) \ σw(MC), where σ(A), σb(A) and σw(A) denote the spectrum, the
Browder spectrum and the Weyl spectrum of A, respectively.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, let H and K be Hilbert spaces, B(K,H) denote the set of all bounded
linear operators from K into H and abbreviate B(H,H) to B(H). If A ∈ B(H), write N(A)
and R(A) for the null space and the range of A, respectively. If A is a semi-Fredholm opera-
tor and n(A) = dimN(A) and d(A) = dim(H/R(A)), we define the index of A by ind(A) =
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H.Y. Zhang, H.K. Du / J. Math. Anal. Appl. 323 (2006) 700–707 701n(A) − d(A). Fr (H) and Fl(H) denote the sets of all the right and left semi-Fredholm oper-
ators, respectively [4]. For A ∈ B(H), A is called a Weyl operator if it is a Fredholm operator
and its Fredholm index is zero. A is called a Browder operator if it is a Fredholm operator with
finite ascent and finite descent. We write α(A) and β(A) for the ascent and the descent of A,
respectively. A is called Drazin invertible if there exists an operator AD ∈ B(H) such that
AAD = ADA, ADAAD = AD, Ak+1AD = Ak,
for some nonnegative integer k. The least k in the previous definition is known as the
Drazin index i(A) of A [5]. As well known, A is Drazin invertible if and only if A has
a finite ascent and a finite descent, in this case, α(A) = β(A) = i(A) < ∞ [10]. Thus A
is a Browder operator if and only if it is a Drazin invertible Fredholm operator. Denote
σ(A), σr(A), σl(A), σp(A) and σap(A) for the spectrum, the right spectrum, the left spec-
trum, the point spectrum and the approximation point spectrum of A, respectively. Write
isoF and ∂F for the set of all the isolated points and the boundary of F ⊂ C, respec-
tively. The essential spectrum σe(A), the Weyl spectrum σw(A), the Drazin spectrum σD(A),
the Browder spectrum σb(A) and the deficiency spectrum σδ(A) [6] of A are defined by:
σe(A) = {λ ∈ C: A − λI is not Fredholm}, σw(A) = {λ ∈ C: A − λI is not Weyl}, σD(A) =
{λ ∈ C: A−λI is not Drazin invertible} (see [12]), σb(A) = {λ ∈ C: A−λI is not Browder} and
σδ(A) = {λ ∈ C: R(A−λ) is not surjective}, respectively. The residual spectrum [11] of A is de-
fined by σγ (A) = {λ ∈ C: N(A − λ) = 0 and R(A− λ) 	=H}. Write σle(A) and σre(A) for the
left and the right essential spectrum of A, respectively. Let σ ′γ (A) = {λ ∈ σ(A) and λ /∈ σap(A)}
and σ ′p(B) = {λ ∈ σ(B) and λ /∈ σδ(B)}. It is clear that σ ′γ (A) ⊂ σγ (A),σ ′p(B) ⊂ σp(B). Define
Λ(A,B) by
Λ(A,B) := σ ′γ (A) ∩ σ ′p(B) ∩
{
λ ∈ C: n(B − λ) = d(A− λ)}. (1)
When A ∈ B(H) and B ∈ B(K) are given, we denote by MC an operator acting on H⊕K of the
form,
MC =
[
A C
0 B
]
, (2)
where C ∈ B(K,H). In the sequel, MC has the form as (2).
In the last decades considerable attention has been paid to upper triangular operator matrices
[1–3,5–9,12]. For given A ∈ B(H) and B ∈ B(K), the sets ⋂C∈B(K,H) στ (MC) were studied in
some works [5,6,9,12], where στ (MC) can be equal to the spectrum, the left (right) essential,
essential, Weyl or Drazin spectrum of MC . For example, in [6], H. Du and J. Pan have proved
that, ⋂
C∈B(K,H)
σ (MC) = σap(A) ∪ σδ(B) ∪
{
λ ∈ C: n(B − λ) 	= d(A− λ)}. (3)
In [5], D.S. Djordjevic´ has obtained that⋂
C∈B(K,H)
σe(MC) = σle(A) ∪ σre(B)∪W(A,B), (4)
where W(A,B) = {λ ∈ C: dimR(A−λ)⊥ 	= dimN(B −λ) and one of them is infinite}. In [12],
we have gotten
⋂
σD(MC) =
( ⋂
σ(MC)
)∖ (
ρD(A) ∩ ρD(B)
)
. (5)C∈B(K,H) C∈B(K,H)
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C∈B(K,H)
σb(MC)
= (σap(A) ∪ σδ(B) ∪ {λ ∈ C: n(B − λ) 	= d(A− λ)}) ∖ (ρb(A)∩ ρb(B)),
that is,
⋂
C∈B(K,H)
σb(MC) =
( ⋂
C∈B(K,H)
σ (MC)
)∖ (
ρb(A) ∩ ρb(B)
)
.
Moreover, we obtain that(
σ(A)∪ σ(B)) \ σ(MC) = (σb(A)∪ σb(B)) \ σb(MC) ⊂ (σw(A)∪ σw(B)) \ σw(MC).
2. Main results and proofs
To prove the main results of this paper, we begin with some notations and terminology.
In [8], W.Y. Lee has obtained the following result, for given A ∈ B(H) and B ∈ B(K),
σw(A) ∪ σw(B) = σw(MC)∪W4(A,B,C), (6)
where W4(A,B,C) is the union of certain of the holes in σw(MC) which happen to be subsets
of σw(A)∩ σw(B). In [7], J.K. Han et al. have shown that
σ(A)∪ σ(B) = σ(MC)∪W1(A,B,C), (7)
where W1(A,B,C) is the union of certain of the holes in σ(MC) which happen to be subsets of
σ(A)∩ σ(B).
For A and B in B(H), if {ni} is an increase of nonnegative integers with ni 	= nj if i 	= j ,
denote Unk by Un0 = ∅ and
Unk =
{
λ ∈ σ(A)∩ σ(B): n(B − λ) = d(A− λ) = nk, nk ∈ N ∪ {+∞},
N(A− λ) = {0}, R(A− λ) is closed and R(B − λ) =K}
for k  1, respectively. It is clear that Uni 	= Unj if i 	= j .
Next, we shall give some lemmas.
Lemma 1. Given A ∈ B(H), B ∈ B(K), then Unk is open and
Λ(A,B) = σ(A)∪ σ(B)
∖ ⋂
C∈B(K,H)
σ (MC) =
n⋃
k=0
Unk
(
n ∈ N ∪ {+∞}),
where Λ(A,B), MC , Unk are defined above.
Proof. For any two operators C1 and C2 in B(K,H), from (7), we have
σ(MC1)∪W1(A,B,C1) = σ(A)∪ σ(B)
and
σ(MC2)∪W1(A,B,C2) = σ(A)∪ σ(B),
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W1(A,B,C1)∩W1(A,B,C2)
)∪ (σ(MC1)∩W1(A,B,C2))
∪ (σ(MC2)∩W1(A,B,C1))}⊂ W1(A,B,C1) ∪W1(A,B,C2).
On the other hand, for any λ ∈ W1(A,B,C1) ∪ W1(A,B,C2), without loss of generality, we
suppose λ ∈ W1(A,B,C1). If λ ∈ W1(A,B,C2), then λ ∈ W1(A,B,C1)∩W1(A,B,C2). If λ /∈
W1(A,B,C2), then λ ∈ σ(MC2), so λ ∈ σ(MC2) ∩ W1(A,B,C1). Hence, λ ∈ (W1(A,B,C1) ∩
W1(A,B,C2))∪ (σ (MC1)∩W1(A,B,C2))∪ (σ (MC2)∩W1(A,B,C1)), so
W1(A,B,C1)∪W1(A,B,C2)
⊂ {(W1(A,B,C1)∩W1(A,B,C2))∪ (σ(MC1)∩W1(A,B,C2))
∪ (σ(MC2)∩W1(A,B,C1))}.
Thus
W1(A,B,C1)∪W1(A,B,C2)
= {(W1(A,B,C1)∩W1(A,B,C2))∪ (σ(MC1)∩W1(A,B,C2))
∪ (σ(MC2)∩W1(A,B,C1))}.
Therefore(
σ(MC1)∩W1(A,B,C1)
)∪ (σ(MC2)∩W1(A,B,C2))
= (σ(MC1)∩ σ(MC2))∪ (W1(A,B,C1)∪W1(A,B,C2))= σ(A)∪ σ(B)
and (σ (MC1)∩σ(MC2))∩ (W1(A,B,C1)∪W1(A,B,C2)) = ∅. Since the choices of C1 and C2
are arbitrary,
⋂
C∈B(K,H)
σ (MC)∪
( ⋃
C∈B(K,H)
W1(A,B,C)
)
= σ(A)∪ σ(B), (8)
and
⋂
C∈B(K,H)
σ (MC)∩
( ⋃
C∈B(K,H)
W1(A,B,C)
)
= ∅. (9)
So
σ(A)∪ σ(B) ∖ ⋂
C∈B(K,H)
σ (MC) =
⋃
C∈B(K,H)
W1(A,B,C).
From the definition of Λ(A,B), formulae (1) and (3), we get
Λ(A,B) = σ(A)∪ σ(B)
∖ ⋂
C∈B(K,H)
σ (MC) =
⋃
C∈B(K,H)
W1(A,B,C).
For any λ ∈ σ ′γ (A), by the definition of σ ′γ (A), then R(A−λ) is closed and N(A−λ) = {0}. Thus
ind(A−λ) = −n or −∞, hence {A−λ: λ ∈ σ ′γ (A)} is a subset of an union of some components
of Fl(H). Similarly, {B − λ: λ ∈ σ ′p(B)} is a subset of an union of some components of Fr (K).
Because that each component of Fr (K) (or Fl (H)) is connected and W1(A,B,C) is the union of
certain of holes for any C ∈ B(K,H), therefore Λ(A,B) =⋃nk=0 Unk (n ∈ N ∪ {+∞}) and each
Unk is open. So the result can be obtained. 
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have σb(A) = σD(A) ∪ σe(A). Using the relation, we investigate ⋂C∈B(K,H) σb(MC).
Lemma 2. For given operators A ∈ B(H), B ∈ B(K), then
σb(A) ∪ σb(B) = σb(MC)∪W3(A,B,C), (10)
where W3(A,B,C) is the union of certain of the holes in σb(MC) which happen to be subsets of
σb(A)∩ σb(B).
Proof. By (4), we have
∂
(
σe(A)∪ σe(B)
)⊂ ∂σe(A) ∪ ∂σe(B) ⊂ σle(A) ∪ σre(B) ⊂ σe(Mc).
Thus
∂
(
σb(A) ∪ σb(B)
)= ∂(σe(A)∪ σD(A) ∪ σe(B) ∪ σD(B))
⊂ ∂(σe(A)∪ σe(B))∪ ∂(σD(A) ∪ σD(B))
⊂ σe(MC)∪ σD(MC)
= σb(MC).
On the other hand, σb(MC) ⊂ σb(A)∪ σb(B). Hence
η
(
σb(MC)
)= η(σb(A) ∪ σb(B)) [2], (11)
where η(·) denotes the polynomially convex hull. Equality (11) says that the passage from
σb(MC) to σb(A)∪σb(B) in certain of the holes in σb(MC). Since (σb(A)∪σb(B)) \σb(MC) ⊂
σb(A)∩ σb(B), the filling some holes in σb(MC) should occur in σb(A) ∩ σb(B). 
Lemma 3. For A ∈ B(H), then σ(A) \ σb(A) ⊂ isoσ(A).
Proof. Combining σ(A)\σD(A) ⊂ isoσ(A) with σb(A) = σe(A)∪σD(A), the result holds. 
Theorem 4. For given A ∈ B(H) and B ∈ B(K), we have
⋂
C∈B(K,H)
σb(MC)
= (σap(A) ∪ σδ(B) ∪ {λ ∈ C: n(B − λ) 	= d(A− λ)}) ∖ (ρb(A)∪ ρb(B)).
Proof. For convenience, we divide the proof into three steps.
Step 1. We shall prove that if λ ∈ (isoσ(A) ∩ σb(A)) ∪ (isoσ(B) ∩ σb(B)), then λ ∈ σb(MC)
for all C ∈ B(K,H). Without loss of generality, we suppose λ ∈ isoσ(A) ∩ σb(A), according to
σb(A) = σe(A)∪ σD(A), thus isoσ(A)∩ σb(A) = (isoσ(A)∩ σe(A))∪ (isoσ(A)∩ σD(A)). So
λ ∈ isoσ(A) ∩ σe(A) or λ ∈ isoσ(A) ∩ σD(A). If λ ∈ isoσ(A) ∩ σe(A), from (4), λ ∈ σe(MC)
for all C ∈ B(K,H). If λ ∈ isoσ(A) ∩ σD(A), then λ ∈ σD(MC) [12, Theorem 2] for all C ∈
B(K,H). Hence λ ∈ σb(MC).
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E1 ⊂ isoσ(A), E2 ⊂ isoσ(B) and E0 ⊂ isoσ(MC). And (7) implies that
isoσ(MC) = iso
(
σ(A)∪ σ(B))⊂ isoσ(A)∪ isoσ(B). (12)
It is clear that E1 ∩E2 ⊂ E0, E1 ∩ ρ(B) ⊂ E0 and E2 ∩ ρ(A) ⊂ E0. Hence
(E1 ∩E2) ∪
(
E1 ∩ ρ(B)
)∪ (E2 ∩ ρ(A))⊂ E0.
On the other hand, for any λ ∈ E0, then λ ∈ isoσ(MC). Thus λ ∈ isoσ(A) ∪ isoσ(B) by (12).
Without loss of generality, suppose λ ∈ isoσ(A), from Step 1, λ ∈ E1. If λ ∈ E2, then λ ∈
E2 ∩E1. If λ /∈ E2, then λ ∈ ρ(B). So
E0 ⊂ (E1 ∩E2)∪
(
E1 ∩ ρ(B)
)∪ (E2 ∩ ρ(A)).
Therefore,
E0 = (E1 ∩E2)∪
(
E1 ∩ ρ(B)
)∪ (E2 ∩ ρ(A)). (13)
By the definitions of E1 and E2, we have E0 ∩ (σb(A) ∪ σb(B)) = ∅ and (E1 ∪ E2) \ E0 ⊂
σb(A)∪ σb(B). Thus
σ(A)∪ σ(B) = σb(A) ∪ σb(B) ∪E0 ∪
(
(E1 ∪E2) \E0
)= σb(A) ∪ σb(B)∪E0.
Thus
(
σ(A)∪ σ(B)) ∖ (σb(A) ∪ σb(B))= E0. (14)
Step 3. In this step we first prove that W3(A,B,C) = W1(A,B,C), where W1(A,B,C) and
W3(A,B,C) are denoted as in (7) and (10), respectively.
σ(A)∪ σ(B) = σ(MC)∪W1(A,B,C)
= σb(MC)∪E0 ∪W1(A,B,C)
= σb(A) ∪ σb(B) ∪E1 ∪E2
= σb(MC)∪E1 ∪E2 ∪W3(A,B,C).
And according to ((E1 ∪ E2) \ E0) ⊂ σb(MC) and (10), we have W3(A,B,C) ∩ (σb(MC) ∪
(E1 ∪ E2)) = ∅ and σ(A) ∪ σ(B) = σb(MC) ∪ E0 ∪ W3(A,B,C). Moreover, W1(A,B,C) ∩
σ(MC) = ∅, so
W3(A,B,C) = W1(A,B,C). (15)
Since equality (15) holds for any C,⋃
C∈B(K,H)
W3(A,B,C) =
⋃
C∈B(K,H)
W1(A,B,C). (16)
Similar to formulae (8) and (9), we have
⋂
C∈B(K,H)
σb(MC) ∪
( ⋃
C∈B(K,H)
W3(A,B,C)
)
= σb(A)∪ σb(B) (17)
and
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C∈B(K,H)
σb(MC)∩
( ⋃
C∈B(K,H)
W3(A,B,C)
)
= ∅, (18)
respectively. Combining formulae (8), (9), (14) with formulae (16), (17) and (18), we get( ⋂
C∈B(K,H)
σ (MC)
)∖( ⋂
C∈B(K,H)
σb(MC)
)
= (σ(A)∪ σ(B)) ∖ (σb(A) ∪ σb(B))
= E0.
By the definitions of E1 and E2, we have ρb(A) = E1 ∪ ρ(A) and ρb(B) = E2 ∪ ρ(B). Thus
from (13), we obtain that
ρb(A) ∩ ρb(B) = (E1 ∩E2)∪
(
E1 ∩ ρ(B)
)∪ (E2 ∩ ρ(A))∪ (ρ(A)∩ ρ(B)) (19)
= E0 ∪
(
ρ(A)∩ ρ(B)). (20)
On the other hand, it is clear that
E0 ∩
(
ρ(A)∩ ρ(B))= ∅ (21)
and
(
ρ(A)∩ ρ(B))∩
( ⋂
C∈B(K,H)
σ (MC)
)
= ∅. (22)
Combining (3) with (19), (20) and (21), then( ⋂
C∈B(K,H)
σb(MC)
)
=
( ⋂
C∈B(K,H)
σ (MC)
)∖
E0
=
( ⋂
C∈B(K,H)
σ (MC)
)∖ (
ρb(A) ∩ ρb(B)
)
= (σap(A) ∪ σδ(B) ∪ {λ ∈ C: n(B − λ) 	= d(A− λ)}) ∖ (ρb(A)∩ ρb(B)).
The proof is completed. 
It is well known that σe(A) ⊂ σw(A) ⊂ σb(A) ⊂ σ(A) and σD(A) ⊂ σ(A), where A ∈ B(H).
But in general, there does not exist an inclusion between σD(A) and σw(A). For example, let
A =
[
0 S
0 0
]
,
where S is unilateral shift on H. Then 0 ∈ σw(A) but 0 /∈ σD(A) since A2 = 0. In [12], we have
obtained that (σ (A)∪σ(B))\σ(MC) = (σD(A)∪σD(B))\σD(MC). In the proof of Theorem 4,
we get that (σ (A)∪ σ(B)) \ σ(MC) = (σb(A)∪ σb(B)) \ σb(MC). In the following theorem, we
shall study the relation between σ(A)∪ σ(B) \ σ(MC) and σw(A)∪ σw(B) \ σw(MC).
Theorem 5. W1(A,B,C) ⊂ W4(A,B,C), where W1(A,B,C) and W4(A,B,C) are denoted as
in (7) and (6), respectively.
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a nonnegative integer k, such that λ ∈ Unk , that is, n(B − λ) = d(A − λ) = nk , nk ∈ N ∪ {+∞},
N(A− λ) = 0, R(A− λ) is closed, and R(B − λ) =K. Hence λ ∈ σw(A)∪ σw(B) and MC − λ
is invertible. So MC − λ is Weyl, thus λ ∈ W3(A,B,C).
On the other hand, it is possible that there exists a λ0 ∈ σw(A) ∪ σw(B), such that n(B −
λ0) = n < ∞, d(A − λ0) = m < ∞ (m 	= n 	= 0), n(A − λ0) = m − n and R(A − λ0) is closed,
R(B − λ0) = K. Then B − λ0 and A − λ0 are Fredholm operators with ind(B − λ0) = n and
ind(A − λ0) = −n, respectively. Thus MC − λ0 is a Fredholm operator with ind(MC − λ0) =
0. So MC − λ0 is Weyl, that is, λ0 ∈ W3(A,B,C). But MC − λ0 is not invertible, so λ0 /∈
W1(A,B,C). The proof is completed. 
From Theorem 5 and the proof of Theorem 4, we have a consequence as follows.
Corollary 6. For given operators A ∈ B(K,H) and B ∈ B(K,H), if σw(A)∪ σw(B) = σw(MC)
then the following statements hold:
(1) σ(A)∪ σ(B) = σ(MC);
(2) σD(A)∪ σD(B) = σD(MC);
(3) σb(A) ∪ σb(B) = σb(MC),
and (1)–(3) are equivalent.
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