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Abstract. Study of the saturated-unsaturated ow in porous media is5
of interest in many branches of science and engineering. Among the various6
numerical simulation methods available, the nite-dierence method is ad-7
vantageous because it oers simplicity of discretization. This method has been8
widely used for simulating saturated-unsaturated ows. However, the sim-9
ulation of geometrically complex ow domains requires the use of high-resolution10
grids in conventional nite-dierence models because conventional nite-dierence11
discretization assumes an orthogonal coordinate system. This makes a nite-12
dierence model computationally less ecient than other numerical mod-13
els that can treat non-orthogonal grids, such as the nite-element model and14
nite-volume model. To overcome this disadvantage, we use a coordinate trans-15
formation method and develop a multidimensional nite-dierence model for16
simulating saturated-unsaturated ows; this model can treat non-orthogonal17
grids. The cross-derivative terms derived by the coordinate transformation18
method are evaluated explicitly for ease of coding. Therefore, a 7-point sten-19
cil is used for implicit terms in the iterative calculation, as in the case of con-20
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ventional nite-dierence models with an orthogonal grid. We assess the per-21
formance of the proposed model by carrying out test simulations. We then22
compare the simulation results with dense-grid solutions in order to evalu-23
ate the numerical accuracy of the proposed model. To examine the perfor-24
mance of the proposed model, we draw a comparison between the simula-25
tion results obtained using the proposed model and the results obtained by26
using (1) a model in which all terms are considered fully implicitly, (2) a nite-27
element model, and (3) a conventional nite-dierence model with a high-28
resolution orthogonal grid.29
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1. Introduction
Saturated-unsaturated ow through porous media is an important research topic in30
water resources engineering, agricultural engineering, contaminant tracing, rainfall-runo31
modeling, etc. Several analytical solutions have proposed for the governing equation of32
saturated-unsaturated ows through porous media [Philip, 1957; Parlange, 1972; Broad-33
bridge & White, 1988; Hogarth & Parlange, 2000; Menziani et al., 2007]; however, these34
solutions are generally obtained under simple initial and boundary conditions. Hence,35
numerical models are usually used to investigate saturated-unsaturated ows in porous36
media, where analytical solutions are not appropriate. Over the past three decades, many37
numerical models, including nite-dierence models and nite-element models, have been38
developed for simulating saturated-unsaturated ows [Celia et al., 1990; Clement et al.,39
1994; Forsyth, 1995; Tocci et al., 1997; Simunek et al., 1999; Jones & Woodward , 2001].40
Other approaches such as the nite-volume approach, mixed nite-element approach,41
and Eulerian-Lagrangian approach have also been proposed for simulating saturated-42
unsaturated ows [Manzini & Ferraris, 2004; Bause & Knabner , 2004; Farthing et al.,43
2003; Huang et al., 1994].44
The nite-dierence model has distinct advantages over other models because of its45
simplicity of discretization; further, this mode is easy to interpret and code. The nite-46
dierence model has been widely used for simulating saturated-unsaturated ow [Freeze,47
1971; Cooley , 1971; Dane & Mathis , 1981; Haverkamp & Vauclin, 1981; Clement et al.,48
1994; Weeks et al., 2004; Dogan & Motz , 2005]. However, nite-dierence do not give an49
accurate representation of geometrically complex ow domains with low resolution, espe-50
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cially in multidimensional simulations. High-resolution orthogonal grids are required for51
domains with inherent curvilinear features, such as foundation ts [Jie et al., 2004], em-52
barkment dams [Billstein et al., 1999], and shallow groundwater ows with a curvilinear53
boundary [Chapman & Ong , 2006; Liang et al., 2009]. Finite-dierence models are com-54
putationally less ecient for the simulation of such domains than are nite-element and55
nite-volume models, which can be used to treat non-orthogonal grids. The nite-element56
and nite-volume models can accommodate curvilinear domains with comparatively low57
resolution grids because they can be used to discretize the governing equation of saturated-58
unsaturated ows without the need for using an orthogonal coordinate system [ Simunek59
et al., 1999; Manzini & Ferraris , 2004]. If the domain shape is extremely complex, this60
ineciency would be signicantly increased. Furthermore, the principal axes of anisotropy61
are typically aligned with the orthogonal axis in nite-dierence models, which rely on62
orthogonal grids. In the case of these models, it is mandatory for the principal axes of63
anisotropy to be oriented in the same direction throughout the ow domain.64
To overcome the disadvantages associated with nite-dierence modeling, we applied a65
coordinate transformation method to a saturated-unsaturated ow equation. This method66
is based on tensor analysis and has been commonly applied to the general Navier-Stokes67
equation in computational uid dynamics (CFD) [Maliska & Raithby , 1984; Hsu et al.,68
1998; Wesseling , 2001; Chung , 2002]; it has also been used for describing the circulation69
and transport in estuaries and oceans [Murray & Reason, 2001; Chen, 2004]. Further, this70
method has been successfully applied to heat transport [Lakner & Plazl , 2008; Ruhaak et71
al., 2008] and groundwater modeling [Kinouchi et al., 1991; Koo & Leap, 1998a, b; Jie et72
al., 2004; Ruhaak et al., 2008]. Koo & Leap [1998a, b] proposed a nite-dierence-based73
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model for groundwater ow, in which they used a successive over-relaxation (SOR) method74
to solve the system of equations. The cross-derivative terms were evaluated at the previous75
iteration level for convergence stability; this is because the matrix of the system equation76
should be diagonally dominant when the SOR method is used. Jie et al. [2004] used77
a coordinate-transform nite-dierence model and carried out steady-state groundwater78
modeling to analyze the seepage ow in the case of a foundation t, a lock foundation, and79
an embarkment dam. Ruhaak et al. [2008] applied the coordinate transformation method80
to a nite-volume model for simulating heat transport and groundwater ow. They solved81
the cross-derivative terms explicitly and the other terms implicitly. The abovementioned82
three models can only be used for simulating saturated ows. Kinouchi et al. [1991]83
applied the coordinate transformation method to a nite-dierence model for simulating84
a two-dimensional unsaturated ow in porous media. They solved the pressure-head-85
based Richards' equation, in which the transformed equation takes a nonconservative86
form because the mesh skewness tensor is cast outside the dierential operator. Apart87
from the abovementioned example, there are very few reports on the use of the coordinate88
transformation method for simulating saturated-unsaturated ows. However, we believe89
that by using this method, the constraints on the representation of a curvilinear shape90
can be relaxed, and the principal axes of anisotropy can be aligned with the curvilinear91
surface, because of which the orientation of the axes changes gradually and continuously92
throughout the ow domain in a saturated-unsaturated ow model.93
Because saturated-unsaturated ow equation are highly nonlinear, implicit temporal94
discretization and iterative procedures are required to ensure numerical stability. Co-95
ordinate transformation represents diusion with cross-derivative terms. Therefore, the96
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transformed equation requires a 19-point stencil instead of a 7-point stencil, which is97
used in the case of a conventional nite-dierence model with an orthogonal grid. The98
complexity of the algorithm and the additional storage makes this scheme less attrac-99
tive. Furthermore, implicit evaluation of all the terms can be inecient in the case of100
quasi-orthogonal grids because the cross-derivative terms make minor contributions to the101
overall system. Therefore, we implement an approach in which the cross-derivative terms102
are evaluated at the previous iteration level, while the other terms are evaluated at the103
current iteration level. In this approach, the 7-point stencil is calculated implicitly by104
iterative calculations, as in the case of the conventional nite-dierence model. In this105
manner, the proposed scheme can be used to treat curvilinear coordinate systems without106
compromising on the computational eciency and simplicity of discretization.107
The remainder of this paper is organized as follows. In Section 2, the governing equa-108
tion for a saturated-unsaturated ow in porous media is presented. This physical-space109
equation is then transformed into a computational-space equation. In Section 3, spa-110
tial and temporal discretization and a method for evaluating cross-derivative terms and111
metrics are described. In Section 4, the details of four test simulations carried out to112
verify the performance and accuracy of the proposed model are described. In the rst113
test simulation, a steady-state problem is considered for studying the applicability of the114
proposed model with a highly skewed grid. In the second test simulation, an inltration115
problem is considered for evaluating the eect of mesh skewness on the performance and116
accuracy of the proposed model. The third test is the simulation of a transient, vari-117
ably saturated ow and is carried out to demonstrate the performance of the proposed118
model in the case of a non-rectangular ow domain. The fourth test is the simulation of119
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a three-dimensional rainfall runo and is carried out to show the performance of the pro-120
posed model for a three-dimensional curvilinear-shaped ow domain. The results of these121
simulations are compared with a numerical solution of the conventional nite-dierence122
model that utilizes a high-resolution, stepwise orthogonal grid and a nite-element model123
HYDRUS [ Simunek et al., 1999].124
2. Governing equation




= r K( )r + @K( )
@z
; (1)
where  is the pressure head; , the volumetric moisture content; K, the hydraulic con-127
ductivity; t, the time; and z, the vertical dimension, which is assumed to be positive128
in the upward direction. Further, appropriate constitutive relationships are assumed to129
exist between  and  and between  and K . The source/sink term has been ignored130
for simplicity. Equation (1) includes both  and  and is thus called the mixed form of131
Richards' equation. This form is generally considered to be advantageous over the other132
two forms, namely, the  -based and -based forms, because of its perfect mass balance133
[Celia et al., 1990; Mansell et al., 2002].134
Coordinate transformation is commonly used in CFD for the general Navier?Stokes135
equation. This technique can be used to transform a curvilinear grid into a rectangular136
grid, as shown in Fig. 1. A curvilinear coordinate system in physical space, (x1, x2, x3) =137
(x, y, z), can be transformed into a new coordinate system in computational space, (1,138
2, 3)=(, , ).139
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J is the Jacobian determinant that represents the ratio of the control volume in physical144
space to that in computational space. Gp;q and Hp are operators that represent the mesh145
skewness tensor [Zang et al., 1994]. Detailed evaluation of J and the metrics, @p=@xr,146
will be shown in Section 3.2. The derivation of Eq. (3) is given in detail in the Appendix.147
Eq. (3) is mass conservative because the mesh skewness tensors lie inside the dierential148
operators [Morinishi et al., 1998; Kogaki , 1999; Koo & Leap, 1998a].149
3. Numerical modeling
3.1. Temporal discretization
The backward Euler scheme used in this study is one of the most widely used time150
approximation schemes for Richards' equation. The equation system is nonlinear owing to151
the nonlinear dependence of  on  , and hence, iterative calculations and linearization are152
necessary. Although several iterative methods (e.g., Picard and Newton iteration methods,153
fast secant methods, and relaxation methods) have been proposed [Bergamaschi & Putti ,154
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1999; Fassino & Manzini , 1999; Kavetski et al., 2002], we use the Picard method because155
it is simple and delivers a satisfactory performance [Paniconi et al., 1991; Paniconi &156
Putti , 1994; Lehmann & Ackerer , 1998]. The backward Euler approximation and Picard157

























where the superscripts n andm denote the time level and iteration level, respectively. The159
terms with p = q in Eq. (6) represent the contributions made by the normal derivatives,160
and the other terms (p 6= q) represent the contributions made by the cross-derivatives.161
The moisture content at the new time step and iteration level (n+1;m+1) are replaced162
with the Taylor series expansion with respect to  , about the expansion point  n+1;m, as163
follows:164





( n+1;m+1    n+1;m) +O(2): (7)































where C(= d=d ) is the specic moisture capacity function.167
3.2. Finite-dierence discretization
Because the transformed equation gives cross-derivative terms, as in Eq. (6), a 19-point168
stencil is required to solve the equation fully implicitly. It is not feasible to consider all the169
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terms implicitly because the cross-derivative terms usually make minor contributions to170
the overall system. Moreover, it is dicult to code a simultaneous equation with a 19-point171
stencil. Hence, we propose to evaluate the cross-derivative terms at the previous iteration172
level. The cross-derivative terms are solved implicitly in the temporal discretization and173
explicitly in the spatial discretization.174
In the computational space, the grid is orthogonal and all grid sizes (= p) are set to 1.175
The grid sizes have no virtual inuence on the simulation results. Hence, computational176
grids of any size can be used. However, when a grid with a size other than 1 is used, a177
round-o error is introduced in the results and dividing by 1 is very convenient. Hence,178
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i;j+1;k    n+1;m+1i;j;k )






i;j;k+1    n+1;m+1i;j;k )
 G3;3Kn+1;mi;j;k 1=2( n+1;m+1i;j;k    n+1;m+1i;j;k 1 )
o
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where the subscripts i, j, and k denote the spatial coordinates along the 1, 2, and 3183
axes, respectively, in the computational space. The 1/2 coecients are derived from the184
terms of @ =@q on G
p;q, where p is not equal to q. For example, where p = 1 and q = 2185
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in the fourth term on the right-hand side of Eq. (10), (@ =@q)i+1=2;j;k is evaluated as186
( n+1;mi+1=2;j+1;k  n+1;mi+1=2;j 1;k)=22. Because the grid size in the computational space is equal187
to 1, the term yields ( n+1;mi+1=2;j+1;k    n+1;mi+1=2;j 1;k)=2. The rst, second, and third terms on188
the right-hand side of Eq. (10), including  m+1, are calculated implicitly, and the other189
terms on the right-hand side of Eq. (10), including  m, are calculated explicitly.190
If all the terms are calculated implicitly, the 19 unknown variables must be included191
in the linearized simultaneous equation, as shown in Fig. 2-(a). In contrast, in the pro-192
posed scheme, the linearized simultaneous system includes only seven unknown variables193
( n+1;m+1i+1;j;k ,  
n+1;m+1
i;j+1;k ,  
n+1;m+1
i;j;k+1 ,  
n+1;m+1
i;j;k ,  
n+1;m+1
i;j;k 1 ,  
n+1;m+1
i;j 1;k , and  
n+1;m+1
i 1;j;k ) from Eq.194
(10), as shown in Fig. 2-(b). This makes the proposed scheme simpler and more ecient195
when cross-derivative terms are not dominant in the system. The cross-derivative terms196
make negligible contributions when the grid is not highly skewed. However, if the grid is197
highly skewed, the cross-derivative terms make a large contribution to the overall system,198
and evaluating the cross-derivative terms might require a small time-step duration. This199
issue will be discussed in Section 4.2. Irrespective of the scheme used, the 7-point stencil200
Gp;qK is utilized, as shown in Fig. 2-(c).201
The hydraulic conductivity and  of the boundary between the adjacent nodes used the202








( i1;j;k +  i;j;k) : (13)
The linearized simultaneous system can be solved by using matrix solvers such as those204
based on LU decomposition or the preconditioned conjugate gradient method. In this205
study, we use a library of iterative solvers for linear systems (LIS) developed by Kotake-206
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mori et al. [2005]. The LIS provides several preconditioners and iterative solvers for linear207
systems. On the basis of the results of the test simulations, we select a pair of symmetric208
successive over-relaxation (SSOR) preconditioners and a biconjugate gradient method;209
this pair is faster than the other pairs provided by the LIS.210
The iteration of Eq. (9) is continued until the dierence between the calculated values211
of  or  of two successive iteration levels becomes less than the user-specied tolerance,212
i.e., until the following inequality is satised for all cells:213
j n+1;m+1    n+1;mj   ; (14)
jn+1;m+1   n+1;mj  ; (15)
where  and  are the convergence tolerances. The results of a previous study show that214
the -based convergence tolerance of Eq. (13) can help in converging the model when215
simulating inltration problems using dried soil [Huang et al., 1996].  = 0.001 m and216
 = 0.0001 are used in all the test simulations performed in this study except in Test 1,217
where steady-state conditions are simulated. The convergence tolerance in Test 1 is  =218
10 4 m.219
3.3. Metrics evaluation
The metrics set and Jacobian determinant are dened as220
x = J(yz   yz); y = J(zx   zx); z = J(xy   xy); (16)
x = J(yz   yz); y = J(zx   zx); z = J(xy   xy);
x = J(yz   yz); y = J(zx   zx); z = J(xy   xy);
1
J
= x(yz   yz) + x(yz   yz) + x(yz   yz);
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where (p)xr = @p=@xr and (xr)p = @xr=@p. The Jacobian determinant J is used at a221
node, as shown in Fig. 2-(a), and the mesh skewness tensor G is used between adjacent222
nodes, as shown in Fig. 2-(c). Because the size of the computational cell is set to 1,223

























For evaluating the metrics at a boundary node, we assume that an additional row of225
ghost nodes with zero thickness is added to the outside nodes, as shown in Fig. 3 [Peric,226
1994]. These ghost nodes are used only for evaluating the metrics at the boundary nodes.227
For example, if i = 0, which is at the real boundary node, @xr=@1 of Eq. (17) cannot228
be calculated because (xr) 1;j;k is not dened. However, when using the ghost nodes229
(xr) 1;j;k = (xr)0;j;k, the value of @xr=@1 can be easily evaluated. The other metrics at230
the boundary nodes, such as @xr=@2 and @xr=@3, are evaluated in a similar manner.231














= (xr)i;j;k+1   (xr)i;j;k:
3.4. Boundary condition
There are two main types of boundary conditions, namely, the Dirichlet boundary233
condition and the Neumann boundary condition. Dirichlet boundaries are treated in the234
same manner as they are in the case of the other nite-dierence models (predetermined235
 ). Under the Neumann boundary condition, the ux must be transformed. If the ux236
qp0 is directed from outside to the (i; j; k)-node and the element of qp0 is (q1; q2; q3) in the237
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where p0 is 1, 2, and 3 when the ux passes through the surfaces of 23, 31, and 12,239
respectively, as shown in Fig. 4-(a), (b), and (c).240
The seepage face is treated as follows [Clement et al., 1994]. If the location of the241
seepage face is known, all the nodes along the seepage face can be treated as Dirichlet242
boundaries ( = 0). However, the exact range of the seepage face is usually unknown243
until the problem is solved. Hence, the location of the seepage face must be determined244
iteratively. In the rst iteration, the location of the seepage face is approximated to the245
same location as that in the previous time step. If the guess the location of the seepage246
face is correct, the ux of the nodes along the seepage face is assumed to be outward,247
and the values of  at the boundary nodes above the seepage face are negative. If the248
nodes where  = 0 have a net inward ux, the nodes where the ux is inward are assumed249
to be no-seepage faces. If the nodes above the seepage face have positive values of  , it250
implies that these nodes should be set as seepage faces. On the basis of these principles,251
the location of the seepage face is determined iteratively. Details of the determination252
procedure are provided in Neuman [1973].253
3.5. Grid generation
Grid generation is an important eld of research. Most previous studies on the genera-254
tion of a block-structured grid involved the use of algebraic methods or partial dierential255
equation (PDE) methods. Although algebraic methods have a major advantage in that256
they facilitate rapid computation, the obtained grids have low smoothness; hence, PDE257
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methods are more preferred over algebraic methods [Koo & Leap, 1998a]. The most widely258
used PDE method is that based on the Poisson equation with specied control functions.259
These specied control functions allow the inner grid nodes to be concentrated in specic260
regions or orthogonally positioned at the boundaries. Thompson et al. [1999] presented a261
comprehensive review of various numerical grid generation methods and a detailed pro-262
cedure for the generation of block-structured grids. In this study, an algebraic method is263
used for generating grids for Test 13, and a Poisson equation system is used for Test 4.264
4. Verication
Test simulations were carried out to verify the performance of the proposed model. The265
rst and second test simulations were carried out to evaluate the model performance for266
dierent mesh skewness. The third and fourth test simulations were carried out to evaluate267
the model performance for non-rectangular and curvilinear ow domains. The results of268
the rst, second, and third test simulations were compared with an exact solution or a269
numerical solution with higher resolution. For the sake of comparison, test simulations270
were also carried out using the conventional nite-dierence model HYDRUS, and the271
resulting performance of HYDRUS was compared with that of the proposed model.272
The mass balance error and relative error are estimated in the test simulations. The273
mass balance error is given by [Celia et al., 1990]274
Mass Balance Error =
1  Total additional mass in the domainTotal net ux into the domain
 ; (20)
where the total additional mass in the domain is the dierence between the mass measured275
at any instant t and the initial mass in the domain; the total net ux into the domain276
is the ux balance integrated with respect to time up to time t. The relative error is277
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estimated in the manner described in Manzini & Ferraris [2004]:278
Relative Error =
qP






where  i is the ith node solution obtained using the models, and  i is the ith node exact279
solution for the pressure head. 1=Ji is the volume represented by the ith node.280
Van Genuchten [1980]'s equation for the soil water retention curve and Mualem [1976]'s281
equation for the unsaturated hydraulic conductivity function are used in this study. The282
soil water retention curve is given by283
Se =
   r
s   r =
(
1
1 + (j j)n
)1 1=n
; (22)
where Se is the eective saturation; r and s are the residual and saturated water con-284
tents, respectively.  and n are van Genuchten parameters whose values depend on the285
soil properties. The nonlinearity of Richards' equation is attributed to the nonlinear de-286
pendence of  on  , which is determined by  and n, in the case of the van Genuchten287
model. In general, it should be noted that a large  and n indicate high nonlinearity.288





1  (1  Sn=(n 1)e )1 1=n
o2
; (23)
where Ks is the saturated hydraulic conductivity. In all the test simulations, we consider290
homogeneous and isotropic soil domains and use the soil properties listed in Table 1, by291
referring to Carsel & Parrish [1988]. These values represent the average of the selected292
soil water retentions and hydraulic conductivities for major soil textural groups.293
The time-step durations are adjusted automatically on the basis of the number of iter-294
ations required for convergence at the previous time step [Paniconi & Putti , 1994]. The295
time-step duration cannot be less than a preselected minimum value and cannot exceed a296
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maximum duration. If the number of iterations required for convergence is less than Nm,297
the time-step duration for the next time step is multiplied by Cm, a predetermined value298
greater than 1. If the number of iterations is greater than Nr, the time-step duration for299
the next time step is multiplied by Cr, a preselected value less than 1. If the number of300
iterations becomes greater than a prescribed Nb value, the iterative process for the time301
level is terminated. Subsequently, the time-step duration is multiplied by Cb, a predeter-302
mined value that is less than 1, and the iterative process is restarted. These time-step303
duration control factors normally need to be adjusted on the basis of the diculty and304
size of a problem, so that the iterative scheme delivers a satisfactory performance. In the305
test simulations presented in this paper, Cm = 1.3, Cr = 0.7, Cb = 0.33, Nm = 4, Nr = 7306
and Nb = 20 are used.307
4.1. Test 1: steady-state simulation with a highly skewed mesh
To test the model performance, a two-dimensional steady-state simulation with a highly308
skewed mesh was carried out using Kershaw's [1981] mesh, which is often used for testing309
the accuracy of a diusion equation. A square domain (side: 1 m) based on two types of310
meshes was considered, as shown in Fig. 5. The 20  20 mesh was more severely skewed311
than the 10  10 mesh. The silt soil properties listed in Table 1 were considered. The312
top and bottom boundaries were  top =  0:5 m and  bot = 0:5 m, respectively, and both313
the side boundaries were assumed to be no-ow boundaries. In fact, the correct solution314
was a linear distribution  (z) = 0:5  z m.315
Figs. 6-(a) and (b) show the isolines of the pressure head calculated by using the pro-316
posed model. The isoline plots of the pressure head are straight lines that are independent317
of the mesh shape. Even with the highly skewed mesh, the model gave an accurate repre-318
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sentation of the pressure head distribution. The root-mean-square errors in the pressure319
head are shown in Figs. 6-(c) and (d). The overall error obtained with the 20  20 mesh320
was larger than that obtained with the 10  10 mesh, even though the former mesh had321
a ner spatial resolution. In general, the accuracy of a model using a non-orthogonal322
grid is inuenced by the mesh quality: when the non-orthogonality is high, the numerical323
accuracy is reduced because the truncation error becomes large [Mastin, 1998]. Therefore,324
to achieve high numerical accuracy, it is preferable to avoid highly skewed grids.325
4.2. Test 2: unsteady-state simulation to investigate the non-orthogonality
eect
This test simulation is carried out to investigate the eect of grid skewness on the326
performance and accuracy of the proposed model. As discussed in Section 3.2, evaluation327
of the cross-derivative terms may require small time-step durations with a highly skewed328
grid. To study the eect of calculating the cross-derivative terms with a partially implicit329
method, the proposed nite-dierence model (FDM) and a fully implicit FDM (FI-FDM)330
are used. The FI-FDM is identical to the FDM presented in this paper, except for the331
treatment of the cross-derivative terms. The preconditioned biconjugate gradient method332
permits the system matrix to be non-diagonally dominant. By eective preconditioning,333
the FI-FDM can be converged on a 19-point stencil. HYDRUS is also run for comparison.334
As discussed in Section 4.1, the use of a highly skewed mesh may lead to a decrease in335
the accuracy of the results. To assess the eect of grid skewness on the accuracy of the336
proposed model, four dierent types of grids with a 0.2  1 m rectangular domain are337
considered, as shown in Fig. 7. To estimate the numerical accuracy, grids of 20  20338
mesh, 20  40 mesh, and 20  80 mesh are used. Grid 1 is orthogonal. The minimum339
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grid angles for grids 2, 3, and 4 are 50, 30, and 20, respectively. Because HYDRUS uses340
a unstructured triangular grid, HYDRUS grids are generated by modifying the structured341
FDM grid. The nodes of both the grids are arranged such that they are located at the342
same coordinate positions. The loam soil properties listed in Table 1 are considered. The343
top and side boundaries are no-ow boundaries, while the bottom boundary is  bot = 0:5344
m. The initial condition is  init =  1 m, and the simulation period is 1 day. The time-step345
duration is automatically adjusted by the algorithm presented earlier.346
Fig. 8 shows the pressure head proles for x = 0.1 m at the end of the simulation347
carried out using the three models. In this test simulation, the dense orthogonal grid348
(z = 0:0025 m) solution was considered the surrogate solution for the exact solution.349
The solutions obtained by the three models approached the exact solution with an increase350
in the grid neness in the case of Grids 1 and 2 but not in the case of Grids 3 and 4.351
Table 2 lists the relative errors in the pressure head and the mass balance errors generated352
by the three models. The FDM and FI-FDM gave relative errors with the same order in353
all cases, indicating that the numerical accuracy of the test simulation was unaected by354
the method used to evaluate the cross-derivative terms. The order of the errors obtained355
with HYDRUS was almost the same as that of the errors obtained with the FDM and356
FI-FDM. The FDM has a rst-order temporal and a second-order spatial precision in the357
computational space. HYDRUS also has a rst-order temporal and a second-order spatial358
precision in the physical space. When Grid 1, i.e., the orthogonal grid, was used, the359
relative errors in the three models decreased with an increase in the spatial resolution360
of the grid. However, when Grids 3 and 4 were used, the relative errors in the three361
models were larger than the relative errors obtained with Grid 1, and the errors did not362
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decrease with an increase in the grid neness. These results suggested that the model363
accuracy decreased when a highly skewed mesh was used. The FDM and FI-FDM showed364
virtually perfect mass conservation in this test simulation, whereas HYDRUS generated365
comparatively large mass balance errors, especially when Grids 2 and 4, with dimensions366
of 20  80, were used. The mass balance performances of the three models are shown in367
Fig. 9. Even though the FDM and FI-FDM underestimated the total amount of additional368
mass and net ux when Grid 4 was used, their balances were virtually perfect. On the369
other hand, HYDRUS apparently overestimated the net ux owing into the domain,370
because of which mass balance errors were observed.371
Table 3 lists the CPU time and the total number of iterations required for the three372
models. When using Grids 3 and 4, the number of iterations and CPU time required for373
the FDM were greater than those required by the FI-FDM whereas there was no signicant374
dierence in the total iteration number and the CPU time consumed when using Grid 1375
and 2. When Grids 3 and 4 were used, it was found that the implicit evaluation of the376
cross-derivative terms of the FI-FDM permitted large time-step durations. On the other377
hand, the FDM consumed fewer CPU resources per iteration than the FI-FDM, because378
very few unknown values were included in the simultaneous equation of the former, as379
mentioned in Section 3.2. Hence, when the contribution by the cross-derivative terms is380
large, we must make a choice between the FDM, which uses fewer CPU resources per381
iteration, and the FI-FDM, which requires a small number of iterations. There was no382
signicant dierence in the total CPU time consumed by the FDM and FI-FDM in this383
test even when a highly skewed mesh was used. However, for very dicult problems (e.g.,384
problems with a high degree of heterogeneity and anisotropy with highly skewed grids),385
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explicit evaluation of the cross-derivative terms could signicantly aect the convergence386
speed and accuracy. In all cases, HYDRUS required a greater number of iterations than387
FDM and FI-FDM. It was not possible to compare the CPU time consumed by the388
FDM and that consumed by the HYDRUS because the two models were run on dierent389
operating systems and were coded by dierent programming languages. Hence, the CPU390
time consumed by HYDRUS is shown only for reference.391
This test simulation was carried out to estimate the eect of grid skewness on the model392
performance and accuracy. A comparison between the FDM and the FI-FDM made by393
considering all the terms fully implicitly showed that the proposed method for evaluating394
the cross-derivative terms did not cause any decrease in the numerical accuracy in this test395
case; further, small time-step durations with highly skewed grids were required. However,396
in certain other cases, there was a possibility of the numerical accuracy being aected,397
as mentioned above. We also conrmed that the proposed model and the nite-element398
model generally had the same numerical accuracy. Furthermore, the mass conservation399
behavior of the proposed model was better than that of the nite-element model in this400
simulation, considering that these two models used the same mixed-form of Richards'401
equation.402
4.3. Test 3: transient variably saturated ow in two dimensions
The model performance for a non-rectangular domain is tested in this simulation. A403
trapezoidal domain shown in Fig. 10 is considered, and the sandy loam soil properties404
listed in Table 1are used. No-ow conditions are imposed at the top and bottom bound-405
aries. The left-side boundary is given as  ls = 1:5  z m where z  1:5 m, and a no-ow406
boundary is considered, where 1:5 m < z. The right-side boundary is given as  rs = 0:5 z407
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m, where z  0:5 m, and a seepage-face boundary, where 0:5 m < z, is considered. The408
initial condition is  0 = 0:5   z m, and the simulation period is 1 week. The time-step409
duration is adjusted automatically as 1  t  60 min. Fig. 11 shows the grids (30 30)410
used for the FDM and HYDRUS. The node positions in both the grids are set to be411
identical.412
Fig. 12 shows the  contours simulated by the FDM and HYDRUS. The two results413
are in good agreement and successfully describe water ows in the soil. Table 4 lists the414
relative error and model performance determined in Test 3. In this test simulation, a415
dense-grid (150 150) solution is used as a surrogate solution for the exact solution. As416
in the case of Test 2, the proposed model and HYDRUS give relative errors of the same417
order. The number of iterations required by the proposed model is less than that required418
by HYDRUS. The two models are run on the same computer; however, the FDM is coded419
by C++ and operated on the Linux system, whereas HYDRUS is coded by Fortran and420
operated on the Windows system. The two models also use dierent types of grids. It421
is not possible to assess the model eciency on the basis of the CPU time required for422
calculation. However, when the node number and node positions used are the same, the423
FDM converges more quickly than HYDRUS; this is because the total number of iterations424
required for calculation is dependent on the numerical algorithm but independent of the425
programming languages and operating system used. This can be conrmed from Fig.426
13,which shows the time-step durations of the two models for this calculation. The time-427
step durations of both the models are controlled by the same rule and adjusted on the428
basis of the number of iterations required for convergence at the previous time step. As429
shown in Fig. 13, the FDM converges more rapidly than HYDRUS in this simulation.430
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4.4. Test 4: Simulation of rainfall-runo on a slope in three dimensions
In Test 4, the FDM and conventional FDM, which use high-resolution stepwise orthog-431
onal grids, are compared in a three-dimensional curvilinear domain. A rainfall-runo432
simulation for a slope is carried out. There are many unsolved problems associated with433
the simulation of rainfall runo for a real slope, including insucient knowledge of de-434
tailed runo processes, slope heterogeneity, and high computational cost. However, even435
with these problems, the numerical approach can be a useful tool for studying the runo436
processes of a slope (e.g., Kosugi et al. [2004]; Keim et al. [2006]; Tani [2008]; An et al.437
[2008]; Liang et al. [2009]).438
A curvilinear slope, as illustrated in Fig. 14, was considered, and the sandy soil prop-439
erties listed in Table 1 were used. The mesh shapes for the FDM, HYDRUS, and con-440
ventional FDM simulations are shown in Fig. 15. The number of nodes for the FDM,441
HYDRUS, and conventional FDM were 4896, 4560, and 34441, respectively. No-ow con-442
ditions were imposed at the top, bottom, and side boundaries. The surface boundary443
was a ux boundary, and the bottom boundary was a seepage-face boundary. The initial444
conditions were  = 0 at the intersection of the bottom and lower nodes and  =  1 m445
on the intersection of the surface and the upper nodes; the values for the other nodes were446
between those of the top and bottom nodes and were linear functions of z. The rainfall447
intensity is as shown in Fig. 16. The simulation period was 2 weeks, and the time-step448
duration was 1  t  3600 s.449
Fig. 17 shows the pressure head results obtained with the FDM, HYDRUS, and the con-450
ventional FDM. The discharge ow rates and cumulative discharge volumes at the lower451
end of the slope are illustrated in Fig. 18. The three results are in good agreement with452
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one another. The FDM can be used for the successful simulation of the three-dimensional453
ow on a curvilinear slope, despite the use of a low-resolution grid. The conventional454
FDM also appears to be suitable for a successful simulation of the test problem. How-455
ever, for a successful simulation of the test problem, the conventional FDM must have a456
high-resolution grid, as shown in Fig. 15. If a low-resolution grid is used in the conven-457
tional FDM, poor results will be obtained because of the insucient representation of the458
curvilinear domain. Table 5 lists the statistics of the model performance. Owing to addi-459
tional resolution, the conventional FDM consumes more CPU time than the FDM. If the460
domain complexity increases, the additional computational costs may increase because of461
the higher-resolution required. This implies that when using the FDM, the computational462
time can be considerably reduced, as compared to the case where the conventional FDM463
is used, as in the case of iterative parameter estimation or the Monte Carlo exercise,464
which usually requires hundreds or thousands of runs to arrive at an ideal parameter set465
or an objective function. Fig. 19 shows the time-step durations. As shown in this gure,466
the FDM and conventional FDM converge at almost identical speeds, although a higher-467
resolution grid is used in the latter. We believe that the partially explicit evaluation of the468
cross-derivative terms of the FDM aects the convergence speed and that the convergence469
speed of the FDM becomes almost equal to that of the conventional FDM.470
5. Conclusion
In this paper, we present a nite-dierence saturated-unsaturated ow model that can t471
a curvilinear ow domain. A coordinate transformation method is applied, and hence, the472
model can be used to handle complex geometries and anisotropies. The proposed scheme473
has rst-order temporal and second-order spatial discretization precisions. The proposed474
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scheme has several practical advantages in terms of ease of coding and low computation475
storage; this is because the cross-derivative terms are evaluated at the previous iteration476
step, and the linearized equation uses a 7-point stencil, as in the case of the conventional477
nite-dierent model on an orthogonal grid. Test simulations are carried out to examine478
the eect of the method used for evaluating the cross-derivative terms.479
Four simulations were carried out to assess the performance of the proposed model. In480
the rst test simulation, a two-dimensional steady-state condition with a highly skewed481
grid was simulated. The isolines of the pressure head produced by the proposed model482
were insensitive to the grid shape, and the results were in good agreement with the correct483
solution. The numerical accuracy decreased when a highly skewed grid was used. The484
second test was a two-dimensional unsteady-state simulation; here, the mesh skewness485
and mesh size were varied. To evaluate the eect of the manner in which cross-derivative486
terms were treated, simulation was carried out with the FI-FDM. Comparison of the487
accuracy and CPU time of the proposed model with those of the FI-FDM showed that488
the method of treating the cross-derivative terms did not aect the numerical accuracy489
in this test case. However, the FI-FDM was faster than the proposed model in which a490
highly skewed mesh was used, whereas the proposed model was faster than the FI-FDM491
in which a mesh that was not highly skewed was used. For simulating extremely complex492
domains, the FI-FDM might be more preferable than the proposed model. The nite-493
element model with an unstructured triangular grid was also used in the second, third,494
and fourth test simulations, in order to compare the performance of the nite-element495
model with that of the proposed model. In the second test simulation, the proposed496
model converged more rapidly than the nite-element model; however, the relative errors497
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in both the models were of the same order when the node positions were identical. A498
two-dimensional transient, variably saturated ow with a trapezoidal ow domain was499
simulated in the third test simulation. The proposed model delivered a good performance500
with the non-rectangular ow domain and converged more rapidly than the nite-element501
model; both the models gave the same order of relative error. The fourth test involved502
a three-dimensional simulation of rainfall run-o on a curvilinear slope. The proposed503
model could successfully reproduce the three-dimensional subsurface ow, and the model504
results agreed well with those obtained using the nite-element model and the conventional505
FDM, in which higher-resolution orthogonal grids were used. Thus, we concluded that506
the proposed model is more ecient than the conventional FDM because it can be used507
to represent a curvilinear shape even when employing a comparatively low resolution grid.508
As seen from the second and third test simulations, the proposed model converged more509
rapidly than the nite element model. Overall, in the test simulations, the proposed model510
gave a smaller mass balance error than the nite-element model; further, the proposed511
model converged faster than the nite-element model. Both the models gave relative512
errors of the same order.513
Appendix: Derivation of Eq. (3)
A chain rule operation was performed to transform a partial derivative of a function f514
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Figure 1. Concept of coordinate transformation: an arbitrarily shaped mesh in physical space














































Figure 2. Evaluated (a) 19-point stencil of  and (b) 7-point stencil of  . (c) Utilized 7-point









Figure 3. Additional row of ghost nodes (unlled circle) with zero thickness for evaluating the
metrics at boundary nodes.
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Figure 4. Flux directions under various boundary conditions.
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Figure 5. (a) The 10  10 and (b) 20  20 Kershaw meshes used in Test 1.
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Figure 6. Isolines of pressure head with (a) 10  10 mesh and (b) 20  20 mesh and the root
mean square error of pressure head for the (c) 10  10 mesh and (d) 20  20 mesh results in
Test 1.
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Figure 7. Four types of grids used in Test 2 (20  40).
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Figure 8. Pressure head proles on x = 0.1 m obtained at the end of simulations carried out
by FDM, FI-FDM, and HYDRUS in Test 2.
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Figure 9. Mass balances of FDM, FI-FDM, and HYDRUS in Test 2.
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Figure 10. Flow domain in Test 3.









Figure 11. Grids used in Test 3.
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Figure 12. Contours of pressure head simulated in Test 3; the left and right sides show the
results obtained by FDM and HYDRUS, respectively.
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Figure 14. An inclined domain used in Test 4. (a) Perspective view; (b) plan view; (c) vertical
cross section from x,y coordinate (0,0); (d) vertical section from x,y coordinate (9,-10).
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conventional FDM conventional FDM
Figure 15. Grids used in Test 4; left side describes vertical sections from x,y coordinate (9,-10)
and right side gives plan views.
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-1m 0.2 m-0.4m -0.1m-0.7m
Figure 17. Pressure head results of Test 4; the left, middle, and right side show the results
obtained by FDM, HYDRUS, and conventional FDM, respectively.
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Figure 18. Discharge ow rate (thin line) and cumulative water volume (thick line) at the





















Figure 19. The time-step durations of FDM, HYDRUS, and conventional FDM for Test 4.
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Table 1. Soil properties used for the Tests from Carsel & Parrish [1988]
Texture s r Ks  n
m3/m3 m3/m3 m/s m 1
sand 0.43 0.045 8.250  10 5 14.5 2.68
sandy loam 0.41 0.065 1.228  10 5 7.5 1.89
loam 0.43 0.078 2.889  10 6 3.6 1.56
silt 0.46 0.034 6.944  10 7 1.6 1.37
Table 2. Test simulation 2, Relative error and mass balance error.
Grid Number of cells Relative errora MBEa (%)
FDM FI-FDM HYDRUS FDM FI-FDM HYDRUS
Grid1 2020 6.09e-02 6.09e-02 5.66e-02 2.66e-02 2.66e-02 3.51
2040 2.29e-02 2.29e-02 1.78e-02 2.44e-02 2.44e-02 3.31
2080 7.17e-03 7.17e-03 5.46e-03 1.92e-02 1.92e-02 3.65
Grid2 2020 4.89e-02 5.00e-02 6.90e-02 4.22e-03 5.66e-04 8.83e-01
2040 1.66e-02 1.76e-02 1.65e-02 3.42e-04 7.66e-04 4.20
2080 4.24e-03 4.86e-03 3.90e-02 1.72e-03 2.08e-03 11.56
Grid3 2020 2.75e-02 3.02e-02 8.73e-02 4.57e-03 6.90e-04 3.32e-01
2040 1.50e-02 1.36e-02 2.83e-02 1.15e-04 4.69e-04 9.96e-01
2080 1.53e-02 1.22e-02 5.71e-03 2.01e-03 6.89e-04 3.94
Grid4 2020 6.53e-02 5.88e-02 1.07e-01 1.28e-02 9.34e-04 6.01e-01
2040 6.86e-02 5.70e-02 3.00e-02 1.94e-04 3.27e-03 2.68
2080 7.00e-02 5.77e-02 5.40e-02 1.80e-03 9.56e-03 18.51
a Relative error and mass balance error are evaluated at the end of simulation.
Table 3. Test simulation 2, model performance.
Grid Number of cells CPU time (sec) Iteration
FDM FI-FDM HYDRUS FDM FI-FDM HYDRUS
Grid1 2020 4 4 4 787 787 2074
2040 14 15 25 1279 1279 5959
2080 35 44 140 1843 1843 16555
Grid2 2020 3 4 5 803 765 2421
2040 14 16 25 1470 1460 6278
2080 60 79 90 2959 2938 11254
Grid3 2020 5 3 4 1007 602 1734
2040 16 14 21 1892 1247 5111
2080 75 77 109 3310 2766 13063
Grid4 2020 5 3 5 1227 531 2479
2040 21 14 33 2502 1178 7679
2080 81 71 84 4242 2446 9976
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Table 4. Test simulation 3, numerical accuracy and performance.
Model Relative errora MBEa CPU Iteration
(%) (sec)
FDM 8.75e-02 6.99e-03 12 1692
HYDRUS 8.99e-02 0.32 36 7978
a Relative error and mass balace error are evaluated at the end of simulation.
Table 5. Test simulation 4, mass balance error and model performance.
Model MBEa CPU Iteration Number of nodes
(%) (sec)
FDM 0.25 39 702 4896
HYDRUS 0.24 140 3347 4560
conventional FDM 0.48 577 678 34441
a MBE is evaluated at the end of simulation.
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