memory of signal and nonsignal events, which cannot be true of most human observers. Nevertheless, this also has not restricted the application of SDT to problems of applied perception.
Because much has already been written about SDT over its long history, we focus our attention in this chapter on two extensions of the traditional SDT model, and the implications of each of these newer approaches for topics in applied perception. First, the extension of SDT from a single to multiple dimensions is discussed, followed by a discussion of a more recent advance, fuzzy signal detection theory. We fi nish with some thoughts on future theoretical developments concerning the variable of time.
Multidimensional Signal Detection Theory
Traditional SDT represents the perceptual effects of a stimulus on a unidimensional scale. Even stimuli known to vary along multiple dimensions are frequently collapsed onto a single evidence axis (e.g., mammogram features such as shape, size, and darkness; Swets, 1995 ) . This simplicity fosters broad application. Computation of signal detection indices requires only response-accuracy data: percentage of "correct" responses to "signal" and incorrect responses to "noise" events allows computation of the measures of perceptual sensitivity ( d' ) and decision criterion ( β ).
Despite its long history and considerable success, the theory continues to evolve. An important development has been generalization of SDT to the multidimensional case. This serves to provide a unique representation to perceptual effects from each of a number of stimulus dimensions. Known as "general recognition theory" (GRT), the mathematics of this multidimensional extension were derived by Ashby and Townsend ( 1986 ; also see Pastore and Sorkin, 1972 ; Tanner, 1956 ) . GRT is often called "decision bound theory" since the univariate decision criterion of SDT is replaced in GRT by a quadratic decision boundary that divides the perceptual space into response regions (Ashby, 1992 ) . Note that a distinction is usually made between the theoretical framework of GRT and the phrase "multidimensional signal detection analysis" (MSDA), which refers to a method of analysis related to standard SDT but anchored in the GRT framework (see Kadlec and Townsend, 1992 ) .
The advantage in using GRT lies in the ability to uncover interactions among percepts created by separate physical stimulus features (e.g., does perceived loudness affect the experience of timbre?). More formally, are the perceptual effects resulting from each stimulus feature statistically independent of one another? Previous techniques for answering this question relied on inconsistent defi nitions of perceptual independence, and on assessment methods that do not distinguish between perceptual and decisional contributions to feature interaction (Maddox, 1992 ) . The GRT framework resolves this by providing a complete set of defi nitions for several forms of independence, and, in keeping with the SDT tradition, makes a distinction between perceptual and decisional effects (Ashby and Townsend, 1986 ; Ashby 1992 ) .
In GRT, the term "perceptual independence" (PI) refers to the noninteraction of dimensional percepts created in presentation of a single stimulus (e.g., for a given tone, is perception of timbre correlated with perception of amplitude, or are they independent?). Across multiple unique stimuli presented at different levels of one dimension or another, GRT refers to noninteraction as "separability" (e.g., is perception of timbre the same across three stimuli with low, medium, and high amplitudes?). Within the GRT framework, these can be identifi ed as either "perceptual separability" (PS) or "decisional separability" (DS). In other words, violations of separability can result during the perceptual stage of processing, during a decision stage that takes such perceptual effects as input, or during both. It helps to understand PI, PS, and DS by comparing them in a multivariate space (using the simplest case of two dimensions). Figure 3 .1 displays overlapping bivariate-normal distributions -the SDT model in two dimensions. The usual two-dimensional (2D) curves are replaced with three-dimensional "bell" shapes whose heights represent the likelihood of any given point in the space along perceptual dimensions A and B. Although this representation is illustrative, it is actually more complex than needed to evaluate PI, PS, and DS. We need only view the position of each curve (i.e., its means), as well as each of its variances and covariances (indicated by each distribution's shape). We can simplify this comparison process by slicing a section through the curves at a uniform height (i.e., likelihood value; see the middle panel of Figure 3 .1 ) and observing the distributions with a viewpoint perpendicular to the plane created by the coordinate axes. This viewpoint makes it easy to observe distribution means, variances, and covariances (see the circular "contours of equal likelihood" in the far right panel of Figure 3 .1
To illustrate further, Figure 3 .2 displays contours of equal likelihood for distributions from a feature-complete identifi cation task (i.e., a complete To assess perceptual independence, the shape of a single distribution (but not the location of its mean) is important. The reason for this is illustrated in Figure 3 .2 . Perceptual independence implies a lack of correlation between the perceptual effects for a single stimulus. In Figure 3 .2 , the bottom contours depict two cases of PI, but the top contours illustrate a violation of perceptual independence. The bottom right contour is circular, signifying both equal variance along each dimension for that stimulus, and zero correlation between dimensions. In the bottom left contour, the variances along each dimension are not equal (seen more clearly in the marginal distributions), but the major and minor axes of the distribution are orthogonal to the coordinate axes (indicating a lack of correlation between percepts for that stimulus and thus PI). The top distributions have equal variance along each dimension, but their tilt indicates a positive correlation between perceptual effects. For example, on a presentation of stimulus A 2 B 2 , if the level of B 2 is perceived to be at the high end of the distribution, then the level of A 2 will also be perceived as high.
Perceptual separability (or its converse, "perceptual integrality") is determined over a set of distinct stimuli. If, for example, the brightness of a color patch is perceived differently depending on whether presented at a low or high saturation level, then PS is violated (i.e., the dimensions are perceptually integral). This can manifest itself as either a mean shift across levels (e.g., in Figure 3 .2 perception of dimension B at level B 2 depends on whether dimension A is at level A 1 or A 2 ) or as a change in variance across levels (e.g., perception of dimension A at level A 1 changes depending on whether dimension B is at B 1 or B 2 ). Finally, an observer may render a decision about a stimulus based on integrating perceptual information from each dimension, or instead by focusing attention selectively on a single dimension. DS corresponds to the latter case (i.e., selective attention) and is indicated by a decision bound that is orthogonal to the coordinate axes (e.g., the horizontal line in Figure 3 .2 ). The placement of this decision bound can be anywhere along an axis, just as the β value is set in univariate SDT. A violation of DS corresponds to observation of any decision bound that is not orthogonal to the coordinate axes (e.g., the diagonal bound in Figure 3 .2 ) and implies a decision rule that integrates perceptual information from multiple dimensions. The next section reviews steps in a multidimensional SDT analysis so that PI, PS, and DS can be empirically evaluated.
Multidimensional Signal Detection Analysis
There are two approaches to analyzing data within the multidimensional GRT framework. The fi rst -actually referred to as multidimensional signal detection analysis (MSDA) -computes variations of the standard SDT measures, d' and β , across levels of the stimulus dimensions. The second approach is to fi t a set of models to data to instantiate and evaluate different GRT hypotheses (see Maddox and Ashby, 1996 ; Thomas 2001 ) . Both can be used to assess PI, PS, and DS, although the techniques differ in their complexity and power. To facilitate comparison to univariate SDT, we focus most of our discussion here on MSDA, although we also touch briefl y on model fi tting.
MSDA requires a complete identifi cation design (i.e., at least two stimulus dimensions with at least two levels of presentation each). Response probabilities are estimated by response proportions in a confusion matrix (e.g., using the dimensions from Figure 3 .2 , a 4 × 4 matrix representing each stimulus: A 1 B 1 , A 1 B 2 , A 2 B 1 , A 2 B 2 , and corresponding correct and incorrect responses: a 1 b 1 , a 1 b 2 , a 2 b 1 , a 2 b 2 ).
To evaluate PS and DS, MSDA utilizes marginal response probabilities (response proportions collapsed across one stimulus-dimension level in the confusion matrix). Because this analysis focuses on effects across multiple stimuli, it is referred to as "macroanalysis." The marginal values are used to compute d' and β along one dimension, but at each level of the other 9781107072909c03_p22-38.indd 26 9781107072909c03_p22-38.indd 26 7/20/2014 7:21:18 PM 7/20/2014 7:21:18 PM dimension for comparison. For example, if d' on dimension A is the same regardless of whether computed at level B 1 or B 2 , then the conclusion of PS is supported (i.e., the means and variances along dimension A are unaffected by the level of dimension B). A more trustworthy conclusion of PS is supported when the distributions form a rectangle (i.e., d' values for each dimension are unaffected by levels of the other dimension). Similarly, the decision criterion, β , is computed in the same manner and compared across levels of a dimension to determine whether DS holds.
To examine whether within-stimulus PI holds, d' values are computed using conditional-response probabilities from the confusion matrix (analysis at the level of a single stimulus is called "microanalysis"). For a single stimulus (in the bivariate case), two pairs of d' values must be derived -a pair for each dimension level that is represented in the stimulus (e.g., stimulus A 1 B 2 from Figure 3 .2 ). In each pair, a separate d' value is computed on either side of the decision bound. In the language of SDT, "hit" and "miss" rates are used to evaluate stimuli at dimension-level 2; "false alarm" and "correct rejection" rates are used to evaluate stimuli at dimension-level 1. In other words, when computing d' along dimension A at level B 2 , if d' based on "hit" rate matches d' based on "miss" rate, and if the same is true when computing d' along dimension B at level A 1 , then PI is supported for stimulus A 1 B 2 . However, this conclusion can only be reached when DS holds for each dimension; otherwise it is impossible to distinguish between violations of PI and PS. Furthermore, such evidence for PI is indirect; only violations of PI can be directly observed in any particular data set (Kadlec and Townsend, 1992 ) .
The basic postulates of MSDA have been described by Kadlec and Townsend ( 1992 ) . For a clear introduction to the mathematics of MSDA, the works of Kadlec ( 2001 ) and Wenger and Ingvalson ( 2003 ) provide excellent examples of application of the MSDA procedures (see also Farris, Viken, and Treat, 2010 ) .
The second type of GRT analysis uses parameter estimation techniques to fi t a series of models, each embodying different hypotheses about perceptual representation and/or decision bounds, to data for hypothesis comparison. This approach generates the same summary information as MSDA, but also allows evaluation of highly complex decision bounds. For example, the optimal decision bound (that maximizes long-run response accuracy) separating distributions with identical shape is linear (shown in the left panel in Figure 3 .3 ), while unequal variances or covariance across distributions result in an optimal bound that is curvilinear (as shown in the right panel of Figure 3 .3 ). (Excellent descriptions of this procedure can be found in Ashby and Maddox, 1993 ; Maddox and Ashby, 1996 ; Thomas 2001 .) We do, however, consider examples of this approach in the next section on applications of GRT. Model fi tting has been especially popular in the case of perceptual categorization research, where GRT has received the most application and validation. 
Applications of MSDA/GRT
The principles and techniques of perceptual independence, separability, and decisional separability have been applied to development of principles for display design (e.g., the use of confi gural displays). In general, the identifi cation of the dimensionality of stimuli and how those dimensions are related to one another can be used to improve legacy displays and design entirely new displays, and in addition, to design better training procedures for both improving discriminability and adopting appropriate decision criteria.
The most prominent application of GRT applies the model-based approach to studying categorization performance in laboratory tasks with simple stimuli. GRT has provided insights into the effect of stress on performance Ell et al., 2011 ) , regulatory focus (attention to gains or losses) during decision-rule learning , the infl uence of category base rates and payoffs on decision-criterion learning Bohil and Maddox, 2003 ) , and several other phenomena. GRT also underlies an infl uential neuropsychological theory that posits separate explicit-and implicit-rule learning systems in categorization (Ashby et al., 1998 ) .
GRT has also been applied in neuropsychological research, yielding insights into how biological structures can be related to specifi c cognitive defi cits (Maddox and Filoteo, 2007 ) . Parkinson's disease patients, for example, are known to show defi cits in tasks requiring selective attention. Applying GRT models to classifi cation results, Filoteo and Maddox ( 1999 ) observed that Parkinson's disease patients can indeed apply a selective-attention decision criterion like the horizontal (DS) bound in Figure 3 .2 , but that they apply the rule with much greater variability in placement over trials than normal control participants. We have also demonstrated that Parkinson's disease patients with damage to the tail of the caudate have diffi culty learning to integrate information from multiple stimulus dimensions. Amnesic patients, on the other hand, with medial temporal lobe damage can learn information-integration decision rules as well as normal control participants. GRT's ability to disentangle decisional and perceptual effects across separate stimulus dimensions facilitates assessments like these. GRT has also been applied to other topics of clinical interest. Farris et al. ( 2010 ) recently examined the ability of males to identify signals of female sexual interest, obviously relevant for understanding incidence of sexual coercion. Men viewed photos of women expressing body language that conveyed either "friendliness" or "sexual interest." This variable was varied along with style of dress ("conservative" or "provocative"). Interactions between these dimensions potentially lead to misunderstandings -particularly among men with a history of sexual aggressiveness. Participants assessed to be at higher risk for sexual aggression were more likely to perceive an illusory correlation (i.e., they showed violations of perceptual independence) between body language and style of dress, along with increased perception of sexual interest for stimulus distributions corresponding to a provocative style of dress.
Another area of research with implications for body language interpretation is face perception (Wenger and Ingvalson, 2003 ; Richler et al., 2008 ; Cornes et al., 2011 ; also see Thomas, 2001 for a model-based application of GRT in this domain). Researchers have found evidence for PS, but they also fi nd violations of DS. This suggests that faces may not be processed holistically at a perceptual level (as is often argued), but that a decisional process may be responsible for, or at least involved in, face processing that is apparently holistic (i.e., independent perceptual inputs may be integrated at a decision stage). GRT makes insights such as these possible. Future research on deception detection could take advantage of MSDA to shed light on interactions between dimensions known to infl uence emotion perception (Meeren, van Heijnsbergen, and de Gelder, 2005 ).
An application with relevance to technology design is taken from research on sensor fusion. Different sensing devices can provide unique views (e.g., images from the visible-and infrared-light spectrum) of a scene or object, and combining these into a single composite image can convey this information in a compact form that allows observers to view the inputs simultaneously. For instance, functional magnetic resonance imaging (fMRI) and computed tomography (CT) scan views can be combined into a single image when evaluating potential tumor sites. The composite view can reduce the working memory demands involved in comparing separate images by eliminating the need to shift attention.
Despite this gain, it is possible that some information is lost or obscured when images are combined. McCarley and Krebs ( 2006 ) used MSDA to explore whether one input channel may obscure information from another. Participants viewed images of an airplane fused from a combination of 9781107072909c03_p22-38.indd 29 9781107072909c03_p22-38.indd 29 7/20/2014 7:21:18 PM 7/20/2014 7:21:18 PM two levels of contrast (high or low) and two sensor wavelengths (long-and medium-wavelength single-band images were fused to create dual-band images). MSDA exposed violations of perceptual separability. Sensitivity ( d' ) for the contrast level of one component image was infl uenced by the contrast of the other component image.
There are a variety of sensor fusion techniques and many unanswered questions in this domain regarding the benefi ts and pitfalls of sensor fusion. As the authors suggest, GRT might provide a unifying framework for future work in this area. This example underscores the value of MSDA for understanding integrality and/or separability of stimuli known to vary on multiple dimensions. A related application may be to understand the potential for information loss due to spatial occlusion in the rapidly growing fi eld of augmented reality. There are likely many other similar domains of application.
MSDA/GRT addresses the limitation of stimulus unidimensionality in SDT. While MSDA/GRT is one way in which SDT has been expanded and elaborated, it is not the only one. Another avenue of progress has been the integration of SDT with fuzzy set theory (Zadeh, 1965 ) . Fuzzy signal detection theory addresses the problem associated with defi ning stimulus events.
Fuzzy Signal Detection Theory
Fuzzy signal detection theory (FSDT) was derived by  order to incorporate fuzzy set concepts into SDT. As such, FSDT represents a generalization of SDT , which traditionally requires a binary decomposition of the state of the world into mutually exclusive categories of signal and nonsignal. This is shown in Table 3 .1 . In MSDA/GRT as well as in applications of SDT to more than two categories of classifi cation along a single dimension (for reviews regarding the latter see Macmillan and Creelman, 2005 ; Wickens, 2002 ) , the underlying state of the world consists of mutually exclusive category membership for each stimulus event. In FSDT this binary distinction between signal and noise is superseded by fuzzy mapping, such that membership of a stimulus event can be in both categories "signal" and "nonsignal." In contrast to "crisp" set theory, in which events are categorized into mutually exclusive categories (e.g., an object is either in category A or in the category "not A"), in fuzzy set theory events may be simultaneously assigned to more than one category to different degrees or proportions of membership. In the context of SDT categories, in FSDT events can have a degree of membership in each category, thus simultaneously being both signal (to a degree) and nonsignal (to a degree). Similarly, possible responses are extended from mutually exclusive categories -either "yes" or "no" -to include intermediate values (e.g., "might be a signal"). Mathematically it is convenient to represent these fuzzy memberships for the set "signal" (s) and the set "yes" (r) as varying between 0 and 1, with 0 representing complete nonmembership in the set (i.e., a "nonsignal" stimulus and response "no" in traditional SDT) and with 1 representing complete membership in the set (i.e., "signal" and "yes"). A value of 0.5 therefore corresponds to equal degrees of membership in each category.
Defi ning s and r : Mapping Functions
The key to FSDT is a valid function mapping the theoretical dimension (in this case, s and r ) to an established sensory or perceptual dimension in the operational environment. That is, the psychological construct that defi nes the dimension of interest (e.g., friend/foe identifi cation, improvised explosive device [IED] detection, baggage screening, air traffi c control confl icts) should be well understood. Given such a construct, a function mapping levels along this dimension to fuzzy membership values is established, either theoretically or empirically. Parasuraman et al. ( 2000 ) have suggested that a sigmoid function is often a good candidate for describing mapping functions for s , although FSDT does not constrain the form of this function.
Derivation of FSDT Indices
The computational formulas for deriving fuzzy sensitivity and response bias measures are described in Parasuraman et al. ( 2000 ) . In short, each event presented to the observer is assigned a value of membership in the set s and the response of the observer is assigned a degree of membership in the set r according to their respective mapping functions. These are then used to derive degrees of membership in the sets "Hit" and "False Alarm." (Membership in the sets "Miss" and "Correct Rejection" can also be computed, but these are not necessary for SDT computations since they are the complements of the Hit and False Alarm rates.) These degrees of 9781107072909c03_p22-38.indd 31 9781107072909c03_p22-38.indd 31 7/20/2014 7:21:18 PM 7/20/2014 7:21:18 PM memberships are summed over the total number of trials presented to yield hit rate and false alarm rates (HR and FAR, respectively). These can then be transformed to measures of sensitivity ( d' ) and response bias ( β ) using the standard SDT formulas (e.g., see Macmillan and Creelman, 2005 ) .
Tests of FSDT
Given its relatively recent introduction, there have been few applications of FSDT to operational environments (for exceptions see Castanho, Barros, Yamakami, and Vendite, 2007 ; Lu, Hinze, and Li, 2011 ; Masalonis and Parasuraman, 2003 ) . However, there have been several studies to test the validity of the model itself. This series of studies derived from a concern that in the presentation of FSDT, Parasuraman et al. ( 2000 ) made an interesting but untested assumption. They wrote, "because the fuzziness of the signal has already been captured in the defi nition of s and r , and from the fuzzy HR [and FAR], the traditional d' formula can be used in fuzzy SDT analysis" (p. 649). Similarly, β (or presumably any parametric or nonparametric measure of response bias) can also be computed from HR and FAR. Although these statements are computationally straightforward, it is less clear that they are theoretically tenable. This is because the computational formulas for parametric SDT measures rest on assumptions regarding the underlying decision space, shown in Figure 3 .4 . This representation rests on the defi nition of the state of the world and response set shown in Table 3 .1 . However, FSDT explicitly assumes that the underlying structure of the state of the world is not in such a form. Hence, it may be valid to transform fuzzy HR and FAR into SDT measures, but only if FSDT conforms to the assumptions of traditional SDT. If this is not the case, then new measures must be derived for FSDT.
Szalma and his colleagues therefore conducted ROC experiments to test the main SDT assumptions, and to determine whether an ROC function derived from a fuzzy analysis was consistent with that for traditional ROC analysis, that is, Z H = bZ Fd' (Murphy, Szalma, and Hancock, 2004 ; Szalma and O'Connell, 2011 ; Szalma, Oron-Gilad, Saxton, and Hancock, 2006 ) . In general, the evidence indicated that FSDT results do in fact conform to the core assumptions of SDT. In addition, there is evidence that changes in the distribution of fuzzy signals show shifts in criterion setting that are consistent with shifts in signal probability in crisp signal detection applications (Stafford, Szalma, Hancock, and Mouloua, 2003 ) . Thus, it appears that the traditional formula for computing sensitivity and response bias can indeed be applied to fuzzy hit and false alarm rates.
However, it has also been observed that the range of criterion setting in FSDT tasks is much narrower than that observed in more traditional SDT tasks. This has been shown both empirically (Szalma et al., 2006 ) (Szalma and O'Connell, 2011 ) . One possible reason is that the typical payoff instructions used to manipulate criterion setting may not be easily applied to observers in a FSDT task. For instance, informing observers that they will be awarded 1 point for each correct detection but penalized 10 points for each false alarm would be represented in a FSDT context as "the degree to which" observers make a hit or false alarm. In the future it may be necessary to adjust standard payoff procedures to refl ect the fuzziness of the stimulus dimension itself. Whatever the reason for the narrow range of criterion setting, at a theoretical level, future work should seek to clarify the meaning of a fuzzy criterion.
Application of FSDT Methods to Applied Perception
The fi rst step in applying FSDT methods is to derive a valid mapping function relating the fuzzy membership in the set "signal" to the perceptual dimension of interest, and in deriving a corresponding response set appropriate to the task. With these functions established one can use the formula described by Parasuraman et al. ( 2000 ) to derive outcome measures. On the basis of the work of Szalma and Hancock ( 2013 ) , the fuzzy hit rate and false alarm rate can be used to compute the desired SDT measures. In collecting such data, it is important to ensure that the instructions to observers defi ne signal and nonsignal clearly and in such a way that the desired level of fuzziness is obtained in the observer's representation of the relevant perceptual dimension, and that the observers understand the appropriate response for different levels of "signalness."
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Criterion ( In sum, fuzzy signal detection theory and general recognition theory represent different types of theoretical generalization of signal detection theory. These analytical tools currently are gradually proving their worth for applied perception research. In the next section, we consider another frontier for generalization -time -that is only beginning to be explored in detail.
The Importance of Time and Memory: Issues for Future Research and Theoretical Integration
In an early presentation of SDT (Tanner and Swets, 1954 ) the assumption was made that an observer only considers the information on a given trial in making a decision for that trial, such that the responses to a series of trials are independent of one another. But we must ask whether this is necessarily so. We believe that the answer is a resounding No! Furthermore, in the same way that humans learn much from trial to trial, we believe they can also learn within one trial -when that trial is elaborated over time.
That is, typical sensory recognition tasks provide a singular brief event of perhaps one second or less in duration, but what happens when the search happens over multiple seconds or even minutes? As pointed out by Hoffman and Fiore ( 2007 ) , "Meaningful patterns sometimes exist only over time." We believe that observers progressively collect information toward a criterion at which point a response (of some nature) is emitted. As we shall note, in many complex situations, this response can also be ongoing and probabilistic rather than a one-time button press. Thus, the critical question here is time -time for both the observation to accumulate and the response to elaborate. This dimension can be encapsulated using changing membership functions for signal ( s ) and response ( r ). At some point in time, one has to "fi sh or cut bait."
That is, critical decision points exist in which one has to decide whether suffi cient information has been collected such that a response can be made. In typical psychological sensory experiments, this happens fast enough to be considered virtually an instantaneous decision. Few situations in complex, applied worlds impose such a temporal imperative. Even in time-critical circumstances such as aviation, it is often best to "take a moment." Thus, while a theoretical extension like GRT is a most helpful process, we shall need a GRT for time (for developments along these lines, see Pleskac and Busemeyer, 2010 ) . On the positive front, our methods of evaluation are growing in sophistication and reliability. Our next great challenge is a theory of context to specify where and when each sequential methodological development is most relevant and diagnostically most potent. 
Conclusion
The value in signal detection theory is that it provides a deeper understanding of the mental processes underlying choice behavior than can be gained via aggregate response accuracy measures. Accuracy data let us compare performance across different individuals or points in time, but tell us nothing about why performance appears as it does. The signal detection model parses performance data to yield a fi ner-grained explanation, providing separate estimates for perceptual and decisional components. Similar arguments can be made for the generalizations described in this chapter. Each promises even deeper behavioral insights than the traditional SDT model. Because SDT is a special case of each generalization, they offer higher explanatory acuity while maintaining the strengths of the traditional model.
When a theoretical generalization is proffered, it requires thorough vetting through careful experimentation. This may take the form of laboratory experiments or empirical investigations conducted in the "fi eld" setting (see Hoffman and Deffenbacher, 2011 ) . Ideally, this would occur before confi dent conclusions were drawn from research conducted on applied topics. Since its unveiling more than 25 years ago, GRT has seen substantial adoption in basic research programs, and it is gradually fi nding its way into applied research, as discussed previously. The MSDA approach can be applied in the same operational domains and contexts as the traditional SDT model and is relevant whenever dimensional interactions may be of interest. The more recent FSDT generalization is currently gaining its sea legs in various laboratory studies, but it too has been adopted in applied research. It likely will continue fi nding application in situations where yes/no judgments may be required, but where differing degrees of certainty are likely to underlie observable performance. Finally, although sequential sampling models currently capture some of the dynamic elements of choice tasks, additional work is needed to accommodate the relatively long decision time scales and within-trial learning effects potentially encountered in natural decision-making settings.
