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Abstrat
Let X be a random vetor in Rd with a regularly varying tail. We on-
sider two transformations ‖X‖f( X
‖X‖
), f : Sd−1 → Sd−1, and Xf( X
‖X‖
),
f : Sd−1 → R+. Some suient onditions for preserving the property of
regularity of the tail for this kind of transformations are given.
Résumé
Soit X un veteur aléatoire dans Rd à queue à variation régulière.
On onsidère deux transformations ‖X‖f( X
‖X‖
), f : Sd−1 → Sd−1, et
Xf( X
‖X‖
), f : Sd−1 → R+. Nous donnons des onditions susantes pour
que la propriété de régularité de la queue soit préservée sous les transfor-
mations de e type.
AMS Classiations : 60B10, 60E05, 60E07, 60F05.
Key words and phrases. variation régulière, loi stable multivariée, mesure spe-
trale.
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1 Introdution
Variation régulière est un des onepts de base qui apparaît de façon naturelle
dans les diérents ontextes de la théorie des probabilités et ses appliations.
On renvoie le leteur aux monographies de Feller [8℄, de Araujo & giné[1℄, de
Resnik [13℄ et de Bingham et al. [3℄ pour la présentation exhaustive de la
matière. Pour souligner l'importane de ette notion rappelons qu'elle est liée
étroitement ave la aratérisation des domaines d'attration des lois stables
multidimensionnelles (voir Araujo et al. [1℄, Samorodnitsky et al. [15℄ et Davydov
et al. [7℄ ). On trouve plusieurs informations sur les propriétés et les appliations
dans les artiles réents de Mikosh [11℄, Basrak et al. [2℄ et Jaobsen et al. [9℄.
Rappelons d'abord la dénition.
Dénition 1.1. La loi du veteur aléatoire (v.a.) X dans Rd est dite à queue
à variation régulière si il existe une mesure nie σ sur la sphère unité Sd−1, un
nombre α > 0 et une fontion L à variation lente tels que
lim
x→∞
xα
L(x)
P
{
X
‖X‖
∈ B, ‖X‖ > x
}
= σ(B) (1.1)
pour tous B ∈ B(Sd−1) ave σ(∂B) = 0 ; ii ‖ · ‖ est la norme eulidienne.
On appelle σ mesure spetrale de X , et α s'appelle exposant de variation
régulière.
Le fait que X est à queue à variation régulière sera dans la suite noté par
l'ériture "X ∈ VR(α, σ)".
Il est lair que sans perdre la généralité on peut onsidérer σ omme une
mesure normalisée : σ(Sd−1) = 1. En prenant dans (1.1) B = Sd−1, on déduit
immédiatement que
xα
L(x)
P{‖X‖ > x} → 1, x→∞, (1.2)
'est-à-dire que ‖X‖ est la variable aléatoire positive à queue à variation régu-
lière.
Les relations (1.1) et (1.2) donnent
P
{
X
‖X‖
∈ B
∣∣∣∣ ‖X‖ > x
}
→ σ(B), x→∞,
pour tous B ∈ B(Sd−1) ave σ(∂B) = 0, e qui signie que la loi onditionnelle
de
X
‖X‖ sahant {‖X‖ > x} onverge faiblement vers σ.
Il existent des diérentes aratérisations de la propriétéX ∈ VR(α, σ) (voir,
i.e. Mikosh [11℄), on n'en donne ii que deux.
1. Le v.a. X ∈ VR(α, σ) si et seulement si il existe une fontion L˜ à variation
lente telle que pour tous r > 0 et B ∈ B(Sd−1) ave σ(∂B) = 0
lim
n→∞
nP
{
X
‖X‖
∈ B, ‖X‖ > rbn
}
= σ(B)r−α (1.3)
1
ave bn = n
1/αL˜(n).
2. Pour formuler le deuxième ritère on passe aux oordonnées polaires et
identie R
d\{0} ave le produit (0,∞) × Sd−1. On introduit les mesures
Qn et Q sur B((0,∞)× S
d−1) par
Qn((r,∞) ×B) = nP
{
X
‖X‖
∈ B, ‖X‖ > rbn
}
, (1.4)
Q = mα × σ, (1.5)
où mα(dr) = αr
−α−1dr. Alors X ∈ VR(α, σ) est équivalent à la onver-
gene vague
Qn
vag
→ Q, n→∞. (1.6)
Soit S+ la famille des fontions dénies sur (0,∞)× Sd−1 dont les supports
sont séparés de zéro, 'est-à-dire f ∈ S+ si et seulement si ∃ε > 0 tel que
supp(f) ⊂ [ε,∞)× Sd−1.
Il n'est pas diile à remarquer que la onvergene en (1.6) entraine la
onvergene ∫
fdQn →
∫
fdQ (1.7)
pour toute f ∈ S+ qui est bornée et Q-p.p. ontinue.
D'autre part pour établir (1.6) il sut de vérier (1.7) pour toutes f ∈ S+
ontinues bornées.
La variation régulière a la propriété importante qu'elle est préservée sous
plusieurs oprérations et transformations qu'on utilise souvent en pratique. Une
large olletion des résultats de e type est présentée dans le survey de Jessen
et Mikosh [10℄.
Le but de notre travail est de ompléter les investigations dans ette dire-
tion. On onsidère ii deux genres des transformations. Premièrement, on étudie
le passage du v.a. initial X au veteur Y = ‖X‖f( X‖X‖ ) où f est une appliation
de Sd−1 à Sd−1. Dans le deuxième as on transforme la partie radiale de X ,
plus exatement on s'intéresse à la variation régulière du veteur Y = Xf( X‖X‖ ),
où la fontion f ette fois-i est une appliation de Sd−1 à R+. On propose des
onditions susantes et on donne des exemples qui montrent que es onditions
ne pourront être aaiblies sensiblement. En onlusion remarquons que les pro-
priétés des transformations présentées ii seront utiles pour les simulations des
veteurs appartenant au domaine d'attration d'une loi stable ave la mesure
spetrale donnée. Dans e ontexte on peut mentionner les artiles de Chambers
et al. [5℄ et de Modarres et al. [12℄.
2 Résultats
2.1. SoitX un v.a. dans Rd ayant la queue à variation régulière et (‖X‖, X‖X‖ )
sa déomposition polaire. On va d'abord s'intéresser aux transformations qui
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ne hangent que la partie sphérique de X . Plus exatement on prend une ap-
pliation mesurable f : Sd−1 → Sd−1 et on dénit le nouveau veteur Y =
‖X‖f( X‖X‖ ). Il est lair qu'en oordonées polaires Y = (‖X‖, f(
X
‖X‖ )). Sous
quelles onditions Y reste-t-il enore le veteur ave la queue régulière ? Quelle
est la mesure spetrale de e nouveau veteur ? Le théorème suivant répond à
es questions.
Théorème 2.1. Soit X un v.a. dans Rd tel que la ondition de variation régu-
lière (1.1) a lieu ave l'exposant α et la mesure spetrale σ. Soit f une appliation
σ-p.p. ontinue sur Sd−1 à valeurs dans Sd−1, et µ est la mesure image dé-
nie par µ = σf−1. Alors le v.a. transformé Y = (‖X‖, f( X‖X‖ )) a la queue à
variation régulière de même exposant que X et de la mesure spetrale µ.
Démonstration: Prenons B ∈ B(Sd−1) tel que µ(∂B) = 0. Alors ∀r > 0,
xα
L(x)
P
{
Y
‖Y ‖
∈ B, ‖Y ‖ > x
}
=
xα
L(x)
P
{
f
(
X
‖X‖
)
∈ B, ‖X‖ > x
}
=
xα
L(x)
P
{
X
‖X‖
∈ f−1(B), ‖X‖ > x
}
.
Pour que le dernier terme onverge vers µ(B)r−α, il sut d'assurer grâe à
(1.1) que σ(∂f−1(B)) = 0. Notons D l'ensemble des disontinuités de f , alors
σ(D) = 0. On va montrer que
∂f−1(B) ⊂ f−1(∂B) ∪D. (2.8)
Si x ∈ ∂f−1(B)\D alors f est ontinue en x. Comme x ∈ ∂f−1(B), il existe
deux suites xn ∈ f−1(B) et yn ∈ f−1(B)∁, n = 1, 2, . . ., telles que xn → x et
yn → x. On en déduit
f(xn)→ f(x), f(xn) ∈ B
et
f(yn)→ f(x), f(yn) /∈ B.
Cela implique f(x) ∈ ∂B, ainsi x ∈ f−1(∂B) d'où (2.8). Puisque µ(∂B) =
σf−1(∂B) = 0, on en déduit
σ(∂f−1(B)) ≤ σf−1(∂B) + σ(D) = 0
qui omplète la démonstration. 
Corollaire 2.2. Soit X un v.a. dans R2 qui vérie la ondition de variation
régulière (1.1) ave l'exposant α et la mesure spetrale σ. On identie S1 ave
l'intervalle [0, 2pi) et on suppose que la mesure spetrale de X est uniforme, 'est-
à-dire dσ/dθ = 1/2pi, θ ∈ [0, 2pi). Soit µ une mesure de probabilité sur Sd−1 ave
la fontion de répartition F (x) = µ([0, x]), x ∈ [0, 2pi). Si Y est un v.a. déni
par Y = (‖X‖, F−1( X2pi‖X‖ )) où F
−1
est la fontion de quantile orrespondant
à F , alors Y vérie la ondition de régularité ave la mesure spetrale µ.
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Remarque 1. Ce orollaire montre ave évidene l'utilité des appliations
du théorème 2.1 au problème de simulation.
Remarque 2. La ondition de ontinuité de f σ-p.p. est importante.
L'exemple suivant montre que le résultat du théorème 2.1 n'est plus vrai si
l'on omet ette ondition.
Exemple 1. Soient F1 et F2 deux lois dénies sur R+ telles que
1. la loi Fi n'a pas de queue à variation régulière, i = 1, 2,
2. la loi F = 12 (F1 +F2) a la queue à variation régulière ave l'exposant α et
les onstantes de normalisation bn.
Soient {1/n} et {−1/n} deux suites des points sur la sphère unité S1 = (−pi, pi],
notées {x+n } et {x
−
n }. Soit l
±
n la demi-droite sortant de 0 et passant par le
point x±n . Dénissons deux suites des segments {∆
+
n } et {∆
−
n } par ∆
±
n = l
±
n ∩
((−pi, pi] × [n, n + 1)). Soit P la loi sur (−pi, pi] × (R+\{0}) dénie de la façon
suivante : son support est la réunion de tous les intervalles∆±i , i = 1, 2, . . ., et la
restrition de P sur
⋃∞
i=1 ∆
+
i (respetivement sur
⋃∞
i=1 ∆
−
i ) oïnide ave 1/2F1
transférée sur l+n (respetivement ave 1/2F2 transférée sur l
−
n ). Soit X un v.a.
de la loi P. On vérie failement que P est la loi ayant la queue régulière ave
bn omme les onstantes de normalisation dont la mesure spetrale est σ = δ{0}.
Si l'on dénit f : (−pi, pi] → (−pi, pi] par
f(x) =


pi
2 x > 0,
0 x = 0,
−pi2 x < 0,
on obtient que σf−1 = σ tandis que Y = (‖X‖, f( X‖X‖ )) n'a pas de queue
régulière. Réellement, par exemple, on a pour ε > 0
nP
{
Y
‖Y ‖
∈ (
pi
2
− ε,
pi
2
+ ε), ‖Y ‖ > rbn
}
= nP
{
X
‖X‖
∈ (0, pi], ‖X‖ > rbn
}
= n(1− F1(rbn))
qui ne onverge nulle part par le hoix de F1.
2.2. On onsidère maintenant les transformations ne modiant que la partie
radiale du veteur initial. Etant donné une fontion h : Sd−1 → R+ on dénit
le nouveau veteur aléatoire Y = Xh( X‖X‖ ) = (‖X‖h(
X
‖X‖ ),
X
‖X‖ ). Le résultat
suivant donne les onditions sous lesquelles la propriété de régularité de queue
soit préservée.
Théorème 2.3. Soit X un v.a. dans Rd ayant la queue régulière d'exposant α
ave la mesure spetrale σ. Soit h une fontion σ-p.p. ontinue et bornée sur
Sd−1 à valeurs dans R+, µ une mesure nie sur S
d−1
ave la densité h(x)α
par rapport à σ. Alors le v.a. Y = (‖X‖h( X‖X‖ ),
X
‖X‖ ) a la queue à variation
régulière de même exposant α et de mesure spetrale µ.
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La démonstration est reportée dans la setion suivante.
Les deux ontre-exemples i-dessous montrent que la ondition que h est
σ-p.p. ontinue et bornée est réellement importante pour préserver la régula-
rité. L'exemple 2 présente une fontion h σ-p.p. ontinue mais non-bornée pour
laquelle le résultat du théorème 2.3 n'a pas lieu, tandis que la fontion h de
l'exemple 3 sera bornée mais non σ-p.p. ontinue.
Exemple 2. Dénition de X. Soit τ une mesure disrète sur S1 dénie
par
τ({bk}) = qk =
1
k(k + 1)
, bk = pi −
pi
2k−1
, k = 1, 2, . . . .
Il est lair que
∞∑
k=1
qk = 1 et bk ∈ [0, pi). Notons Lk la demi-droite sortant de 0
et passant par le point bk, 'est-à-dire Lk = {cbk, c > 0}. Soit Qk une mesure
sur Lk dont la fontion de répartition est dénie par
Fk(x) =
{
0 0 < x < 1
1− k−νx−α x ≥ 1
où ν > 0, k = 1, 2, . . .. Supposons que X soit un v.a. dans R2 de la loi P dénie
par :
P(A) =
∞∑
k=1
qkQk(A ∩ Lk), A ∈ B(R
2).
Dénissons la mesure σ sur S1 par
σ(B) =
∑
{k|bk∈B}
qkk
−ν , B ∈ B(S1). (2.9)
Cette mesure est bien dénie ar
∞∑
k=1
qkk
−ν < 1. Maintenant pour tous B ∈
B(S1) ave σ(∂B) = 0 et ∀r > 1 on a
rαP
{
X
‖X‖
∈ B, ‖X‖ > r
}
=
∑
{k|bk∈B}
rαP
{
X
‖X‖
= bk, ‖X‖ > r
}
= rα
∑
{k|bk∈B}
qk(1− Fk(r))
= rαr−α
∑
{k|bk∈B}
qkk
−ν
= σ(B). (2.10)
Cela signie que X a la loi ave la queue régulière d'exposant α et de mesure
spetrale σ.
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On passe à la onstrution de notre funtion h. Prenons les intervalles Ik,
k = 1, 2, . . . sur S1 = [0, 2pi)
I1 = (
7pi
4
, 2pi) ∪ [0,
pi
4
), Ik = (bk −
pi
2k+1
, bk +
pi
2k+1
), k ≥ 2.
Puisque la distane entre bk et bk+1 est
pi
2k
, les intervalles I1, I2, . . . sont disjoints
et bk ∈ Ik pour haque k. Notre fontion h est dénie par
h(x) =
∞∑
k=1
kβ1IIk(x), (2.11)
où β est tel que 1α < β <
1+ν
α . Évidemment h est σ-p.p. ontinue et non-bornée.
Si Y = Xh( X‖X‖ ), alors pour ∀r > 1
rαP
{
Y
‖Y ‖
∈ S1, ‖Y ‖ > r
}
= rαP
{
‖X‖h
(
X
‖X‖
)
> r
}
= rα
∞∑
k=1
P
{
X
‖X‖
= bk, ‖X‖ >
r
kβ
}
≥ rα
∑
{k| r
kβ
<1}
1
k(k + 1)
≥
rα
r1/β + 1
,
d'où suit la onvergene vers l'inni quand r → ∞ du terme à droite, e qui
n'aurait pas lieu si le théorème 2.3 était appliable.
Remarque 3. En vu du théorème 2.4 on pourrait penser que la ondition
suivante et moins restritive
∃δ > 0 tel que
∫
S1
hα+δdσ <∞
sera susante pour préserver la régularité de queue. Notre exemple montre que
e n'est pas le as. Réellement, si δ est susamment petit,
∫
S1
hα+δ(θ)σ(θ) =
∞∑
k=1
k(α+δ)β−νqk ≤
∞∑
k=1
k(α+δ)β−ν−2 <∞.
Exemple 3. Dénition de X. On onsidère la fontion g(x) sur R+
g(x) =
∞∑
k=0
1
2k
1I(k,k+1](x).
Notons son graphe par Dg :
Dg = {(x, y)|y = g(x), x > 0}.
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Soit Q une mesure sur R+ dont la fontion de répartition est dénie par
FQ(x) = 1−G(x) = 1− 1 ∧ x
−α.
L'appliation pi de R+ à R
2
dénie par
pi : r 7→ (r, g(r))
transforme Q en mesure image Qpi−1 qui sera onentrée sur Dg.
Supposons que X est un v.a. dans R2 de la loi P suivante :
P(A) =
1
2
Qpi−1(A ∩Dg) +
1
2
Q(A ∩ E), A ∈ B(R2),
où E = {(x, 0)|x > 0}. On vérie que X satisfait (1.3). Prenons d'abord B =
[a, 2pi), a ∈ (0, 2pi). Notons ka = min{k|
1
2k ≤ a}, alors
((ka,∞)×B) ∩Dg = ∅.
Don pour tout r > ka on a
rαP
{
X
‖X‖
∈ B, ‖X‖ > r
}
= 0. (2.12)
Ensuite, si B = [0, a), pour ∀r > ka
rαP {(r,∞)×B} = rαP{(r,∞)× (0, a)) ∪ ((r,∞) × {0}})
= rα(
1
2
Qpi−1(((r,∞) × (0, a)) ∩Dg) +
1
2
Q((r,∞)))
= rαG(r) = 1. (2.13)
Les relations (2.12), (2.13) donnent (1.1) ave σ = δ{0}.
Dénition de h. On pose h(x) = 1I(0,2pi)(x). Alors l'ensemble des disonti-
nuités de h sera {0} et puisque σ(∂{0}) = σ({0}) = 1, la fontion h n'est pas
σ-p.p. ontinue.
Par les arguments analogues aux préédents on trouve que le veteur Y =
Xh( X‖X‖ ) satisfait la ondition de régularité ave la mesure spetrale µ =
1
2δ{0}.
Par onséquent dµ/dσ 6= h.
Si les variables aléatoires
X
‖X‖ et ‖X‖ sont indépendantes il y a une ondition
moins forte sur h telle que la régularité soit préservée sous la transformation.
Théorème 2.4. Soit X un v.a. dans Rd satisfaisant la ondition (1.1) ave l'ex-
posant α et la mesure spetrale σ, h une fontion dénie sur Sd−1 à valeurs dans
R+ telle que
∫
Sd−1 h
α+εdσ <∞ pour un ε > 0. Si les variables X‖X‖ et ‖X‖ sont
indépendantes, alors le veteur transformé Y = Xh( X‖X‖ ) = (‖X‖h(
X
‖X‖),
X
‖X‖ )
vérie la ondition (1.1) ave la mesure spetrale µ telle que dµ/dσ = hα.
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Démonstration: En représentant Y sous la forme Y = ‖X‖Z, où Z =
X
‖X‖h(
X
‖X‖ ), on remarque que le résultat suit diretement du Th. 4.15 [14℄. En
onnetion de e résultat on peut mentionner [4℄ (pour d = 1) et [6℄, Lemme
3.9. 
En randomisant la fontion h, on déduit immédiatement du théorème 2.4 le
orollaire suivant.
Corollaire 2.5. Supposons que X satisfait la ondition (1.1) ave l'exposant
α et la mesure spetrale σ. Soit {Z(θ), θ ∈ Sd−1} un proessus stohastique
indépendant de X dont les trajetoires sont presque sûrement positives et σ-p.p.
ontinues. Si pour un ε > 0
∫
Sd−1
E(Zα+ε(θ))σ(dθ) <∞
alors le veteur Y = XZ( X‖X‖ ) a la queue régulière de même exposant α que X
et de mesure spetrale µ telle que dµ/dσ = E(Z(θ))α.
3 Preuves
Démonstration du théorème 2.3 Rappelons queQn, Q sont les mesures
assoiées ave X et dénies par (1.4) et (1.5). Soit Q˜n, Q˜ les mesures assoiées
ave le veteur Y = Xh( X‖X‖ ) et dénies de la même façon, i.e.
Q˜n((r,∞)×B) = nP
{
Y
‖Y ‖
∈ B, ‖Y ‖ > rbn
}
, Q˜ = mα × µ, (3.14)
où B ∈ B(Sd−1) et r > 0, bn est le même que dans (1.4). Notons S+ la famille
des fontions sur R
d
ave les supports qui sont séparés du point zéro, i.e.
S+ = {f | ∃ε > 0 tel que supp(f) ⊂ (ε,∞)× S
d−1}.
Pour démontrer le théorème, d'après le théorème de portmanteau, il nous sut
d'établir la onvergene
∫
fdQ˜n →
∫
fdQ˜, n→∞, (3.15)
pour toute f ∈ S+ ontinue et bornée. Dénissons l'appliation ϕ par
ϕ : R+ × S
d−1 → R+ × S
d−1,
(ρ, θ) 7→ (ρh(θ), θ).
On remarque que Y = ϕ(X), et
Qnϕ
−1((r,∞)×B) = nP
{
Y
‖Y ‖
∈ B, ‖Y ‖ > rbn
}
,
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Qϕ−1((r,∞) ×B) = Q{(ρ, θ)|θ ∈ B, ρh(θ) ∈ (r,∞)}
=
∫
B
∫
1I(r,∞)(ρh(θ))mα(dρ)σ(dθ)
=
∫
B
σ(dθ)α
∫
1I(r,∞)(ρh(θ))ρ
−α−1dρ
= µ(B)r−α.
Par onséquent, ∫
fdQ˜n =
∫
(f ◦ ϕ)dQn,
∫
fdQ˜ =
∫
(f ◦ ϕ)dQ.
La fontion f ◦ ϕ est bornée et Q-p.p. ontinue grâe à Q-p.p. ontinuité de
ϕ. De plus, f ◦ ϕ ∈ S+ puisque h est supposée bornée. En eet si h ≤ M et
supp(f) ⊂ (ε,∞) × Sd−1, alors supp(f ◦ ϕ) ⊂ (ε/M,∞) × Sd−1. Car X a la
queue régulière de l'exposant α ave la mesure spetrale σ, grâe à la onvergene
équivalente (1.7), on a pour toute f ∈ S+∫
(f ◦ ϕ)dQn →
∫
(f ◦ ϕ)dQ
e qui donne (3.15). 
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