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ABSTRAKT
Tato práce se zabývá detekcí v obraze s použitím metody C4. V textu jsou popsány
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Funkčnost objektového detektoru byla ověřena na databázích lékařských snímků.
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ABSTRACT
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ÚVOD
Obrazový snímek v sobě ukrývá mnoho informací. Schopnost získat tyto informace
je v dnešní době velice aktuálním tématem. Lidskou analýzou se sice tyto informace
dají získat, ale tento proces je velice časově náročný, proto je velmi užitečné použít
k analýze počítačové detektory. Snímek je analyzován a provede se na něm aplikace
několika fází zpracování. V dnešní době se můžeme setkat s velkým množstvím
různých druhů detektorů. Každá oblast má jiný důvod zpracování, nicméně cíl je
vždy stejný. Vytvořit systém pro automatické rozpoznání daného objektu. Využití
těchto systémů je velice rozsáhlé, od zabezpečovacích systémů[18], až po využití
v lékařství[17]. Ve většině případů se ale jedná o detekci obličeje, očí, úsměvu nebo
lidských postav.
Hlavním přínosem práce je vytvoření a otestování funkce extraktoru příznaků,
pomocí kterého byl vytvořen klasiĄkační algoritmus pro rozpoznání příčných tepen.
Dalším přínosem je vznik trénovací fáze, pomocí které je možné si natrénovat vlastní
detektor pro vlastní data. Pro vytvořený algoritmus detekce příčných řezů tepen ze
zašumělých ultrazvukových snímků byla přesnost testována dvakrát, jednou pro da-
tabázi z přístroje Toshiba a podruhé pro databázi z přístroje Ultrasonix. Přesnost pro
Toshibu byla 18,01% a 21,94%. Pro databázi Ultrasonix byla přesnost 72,74% a fa-
lešně pozitivní míra 35,68%. Pro algoritmus detekce lidských postav byly dosažené
procentuální výsledky úspěšnosti vytvořeného algoritmu navíc porovnány s ostat-
ními nejčastěji používanými systémy detekce v současné době. Tento algoritmus
postav pracuje v realném čase. Přesnost systému byla na pozitivních snímcích obsa-
hující lidské postavy 93,9%. Míra falešně pozitivních detekcí u pozitivních snímků
byla 11,7%. U negativních snímků neobsahující lidské postavy byla přesnost 92%
a 8% míra falešně pozitivních detekcí. Veškeré algoritmy jsou vytvořeny v jazyce
Java a vycházejí z detekční metody C4.
Zbytek práce je dělen následovně: první kapitola popisuje různé metody detekce
objektů v obraze. V druhé kapitole se nachází obecný popis metody C4 a popis jed-
notlivých částí zpracování obrazu. Ve třetí kapitole je popsána funkce vytvořeného
extraktoru příznaků. Ve čtvrté kapitole se nachází popis vytvořených detekčních
metod. Pátá kapitola popisuje dosažené výsledky.
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1 METODY DETEKCE OBJEKTŮ
Detekce objektů v obraze je důležitou součástí velké škály aplikací, které se protínají
v mnoha aspektech našeho života. Pro člověka je velice časově náročné analyzovat
jednotlivé snímky, proto se pro analýzu využívá počítačové zpracování. V této kapi-
tole budou uvedeny některé příklady využití detekce objektů v obraze.
1.1 Detekce obličeje
Velice rozsáhlou problematiku tvoří detekce obličeje. Jedná se o počítačovou tech-
nologii určující polohu a velikost lidské tváře v digitálním obraze.
V článku[8] je popsána hybridní metoda využívající Haarových příznaků založe-
ných na Viola-Jones[32] detektoru (V-J), který byl původně navržen pro snímky ve
stupni šedi. Tento detektor je kombinován s Ąltrem barvy kůže, který poskytuje in-
formace o obraze. Snímek je nejprve předzpracován pomocí Haarova detektoru, který
je upraven tak, že pracuje v bodě, kde ROC křivka[10] má nízký počet správně de-
tekovaných tváří, ale vysoký počet falešných detekcí. Aplikací Ąltru barvy kůže je
mnoho z těchto falešných detekcí odstraněno. Dále se zde použil kompenzační algo-
ritmus pro odstranění efektů osvětlení. Popsané testování bylo prováděno na BAO
obličejové databázi. Výsledky ukazují, že navržená metoda je lepší než původní V-J
algoritmus.
V[14] se návrh detekce obličeje realizuje pomocí ISM (Implicitní tvarový mo-
del) [19] podporující SVM (Support Vector Machine)[29] učení, kde na vybraných
vzorcích pomocí Harrisova detektoru[23] byly spočítány HOG (Histogramy oriento-
vaných gradientů)[6]. Z těchto vzorků byl prezentován obličejový obrázek. Dále došlo
k natrénování SVM klasiĄkátoru založeném na extrahovaných vektorech. Nakonec se
vytvořil jednoduchý obličejový detektor pomocí ISM. Velice úspěšných výsledků se
dosáhlo pro detekci obličeje zepředu. V této metodě došlo k rozšíření o rozpoznání,
zda se jedná o proĄl obličeje zleva nebo zprava. Tato metoda byla funkční pouze
pokud se na snímku nacházel pouze jeden obličej, v případě více tváří je algoritmus
nedokázal všechny detekovat.
V[39] se zabývají detekcí ve statických obrázcích pomocí kombinace dvou algo-
ritmů Adaboost[15] a Neuronové sítě. V této metodě se využívají Haarovy příznaky
pro rychlou extrakci obličeje. KlasiĄkátor Adaboost tuto rychlost ještě zvýší, ale
výsledná detekce má velkou míru falešně detekovaných obrázků. Neuronová síť se
používá pro konečné rozlišení, zda se jedná o obličej či nikoliv. Testování bylo prová-
děno na čtyřech různých databázích, ve kterých bylo obsaženo více než 1000 obrázků
s velikostí 240x320 pixelů. Konečné výsledky ukazují, že metoda dosáhla úspěšnosti
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93,34% a 0,34% míry falešné detekce v porovnání s původní metodou Adaboost,
která dosahuje úspěšnosti 98,13% a 6,5% míry falešné detekce.
1.2 Rozpoznání úsměvu
Detekce úsměvu je velice zajímavý problém pro mnoho potencionálních aplikací.
Tato detekce může být použita při měření pocitu spokojenosti nebo potěšení.
V článku [12] je popsána metoda detekce úsměvu pomocí LBP(Lokální binární
vzory) obrazového deskriptoru[21]. Využívá se zde v kombinaci se dvěma metodami
klasiĄkace k-NN(k-nejbližší sousedé)[4] a SVM. LBP mají za následek zdůraznění
hran. Při detekci úsměvu se vychází z detekce obličeje, kdy je obraz obvykle rozdělen
do bloků. Pomocí sběru informací z histogramů extrahovaných z těchto obdelníko-
vých bloků se popisuje celý obličej. Tato metoda ale není pro detekci obrazu obličeje
dostačující. V případě, že se oblast omezí pouze na ústa, odstraní se jiné textury,
čímž dojde ke zvýšení výkonu a tato metoda se dá použít s velkou úspěšností pro
nalezení úsměvu.
V [30] je popsán návrh detekční techniky pro úsměv, která je schopna dete-
kovat úsměv v různých světelných podmínkách, pozici obličeje a velikosti obrázku
s malou složitostí. Tato metoda nejprve ze snímku detekuje obličej, poté aplikuje
detektor úst. Extrahuje rysy z této oblasti a klasiĄkuje, zda se jedná o usmíva-
jící nebo neusmívající stav. V této práci jsou analyzovány různé metody extrakce
příznaků. KlasiĄkační techniky jsou analyzovány z výkonů těchto testů a výpočetní
složitosti stanovisek. Nejlepší kompromis mezi výkonem a složitostí je reprezentován
kombinovaným přístupem, který vužívá jak tvar funkce, tak tvar textury. Využívá
se klasiĄkátor založený na Mahalanobisově klasiĄkátoru[9]. Toto řešení dosáhlo ve-
lice dobrých výsledků s velice malou složitostí a je vhodná pro implementaci do
mobilních telefonů.
1.3 Detektor očí
Oči jsou nejvýznamější součástí tváře. Každé oko má svůj jedinečný vzor. Využití
této detekce se naskýtá převážně v místech s vysokou oblastí zabezpečení.
Článek [7] popisuje jednu z mnoha metod detekce očí. Tento systém se skládá
z automatického segmentačního systému, který je založen na vlnkové transformaci[1]
a neuronové síti. Pro detekci se využívá biometrického systému, kdy se nejprve sejme
digitální obraz oka. Tento obraz se poté pomocí matematických funkcí převede na
biometrickou šablonu, která se uloží jako vzor do databáze. Pro zisk těchto vzorů
se používá speciální optická kamera. IdentiĄkace se poté provádí na základě skenu
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oka a jeho porovnání s uloženými vzory v databázích. Přesnost této metody byla
90% pro identiĄkaci zkušebních snímků s různou velikostí a za různých podmínek
obsažených v tréninkové fázi. Popsaná metoda je navíc odolná vůči osvětlení, barvě
pozadí nebo výrazu obličeje.
1.4 Detekce lidských postav
Detekce lidských postav je asi nejznámějším tématem detekce. Schopnost rozlišit,
zda se na snímku nachází lidská postava má velké využití. Nejčastěji se jedná o různé
zabezpečovací systémy [18].
V článku [22] se detekce lidí realizuje propojením HOG deskriptoru a SVM kla-
siĄkátoru. HOG+SVM je považován za jeden z nejúspěšnějších algoritmů detekce.
Pro realizaci detekce je metoda založena na dvou možnostech zpracování. První mož-
ností je znovu použití rysů v bloku pro konstrukci HOG deskriptoru pro protínající
se detekční okna. Druhou možností je využít sub-buněčné interpolace založené na
efektivním výpočtu funkce HOG pro každý blok. Kombinací těchto dvou způsobů
se dosáhlo podstatného zvýšení detekce lidí. Výsledky metody byly zjišťovány ze
známé INRIA1 databáze postav, pomocí které se prokázala účinnost a efektivita.
Metoda je více než pětkrát účinnější.
Článek [3] pojednává o detekci postav sloučením Gaborových Ąltrů [11] a histo-
gramu HOG. Sleduje použití Gáborova Ąltru pro předzpracování, zejména zlepšení
zisku informací ze vstupního obrazu. Metoda dosáhla dobrých výsledků bez ohledu
na obtížnosti obrazů. Dokázalo se, že použití Gáborova Ąltru pro předzpracování
(velikost gradientu, orientaci, atd.) má za následek vylepšení funkcí metody. Je-li
toto předzpracování také zavedeno i do ostatních metod extrakce příznaků, dosáhne
lepších informací, čímž dojde k posílení lidského tvaru. Vzhledem k těmto dosaženým
výsledkům se tato metoda velice hodí pro návrh inteligentních sledovacích systémů.
V [38] je představena metoda detekce lidí ze stacionárních sledovacích videí.
Je založena na kaskádovém LogitBoost [13] klasiĄkátoru, který používá kovarianční
matice [35] jako objektový deskriptor. Metoda se nejprve naučí vztah mezi vzhledem
a popředím obrazu. Ukazuje, že informace lidského tvaru obsažené v popředí obrazu
mohou dramaticky zvýšit výkon, při současném použití s vzhledovými rysy. Dále
ukazuje, že využití kovarianční matice hraných podskupin, místo úplné sady, při
zvyšování poskytuje podobný nebo lepší výkon a zároveň výrazně snižuje zatížení
výpočtu. Dále obsahuje jednoduchý obrazový systém pro předzpracování pro využití
integrálního obrazu. Testování se provádělo na INRIA databázi a na velké databázi




Metoda C4 je metoda pro rozpoznávání objektů v obraze. Tato metoda zpracovává
vstupní obraz v reálném čase. Ke své funkci využívá obrysové kontury lidských po-
stav. Původní verze pro testování detektoru využívala dvou kaskádových SVM kla-
siĄkátorů. Tato metoda detekce se dá upravit k natrénování vlastního klasiĄkátoru
na vlastních datech a použitím libovolného učícího se algoritmu umělé inteligence.
Řešení vlastního klasiĄkátoru bude popsáno v praktické části. Pro rychlou funkci
detektoru slouží integrální obraz, Sobelův detektor hran a deskriptor CENTRIST.
Metoda nepotřebuje žádné speciální hardwarové požadavky, ani obrazové předzpra-
cování na vektorovou normalizaci. Potřebuje pouze jeden krok k otestování obrazo-
vého pod-okna [37]. Tato metoda je velice rychlá a velice jednoduchá pro zpracování.
Velice zásadním rozdílem oproti existujícím metodám je ten, že postava člověka se
u metody C4 detekuje přímo z obrázku vzniklém pomocí Sobelova detektoru hran.
Název metody je odvozen od použitých funkcí zpracování obrazu. Obrys(Contour),
kaskádový klasiĄkátor(Cascade ClassiĄer) a CENTRIST vizuální deskriptor, tudíž
C4.
Na obrázku 2.1 je zachycen průběh a zpracování obrazu pomocí metody C4.
Celý proces začíná načtením vstupního snímku, který je určen k detekci, zároveň
se načtou i dva SVM klasiĄkátory. Snímek se převede do odstínu šedi, ze kterého
se vypočítá integrální obraz. Převod na integrální obraz je z důvodu rychlejší práce
s obrazem, kdy se nemusí neustále dokola vypočítávat stav pixelů. Dalším krokem
je aplikace Sobelova operátoru. V dalším kroku je nastaveno detekční okno pro vy-
hledání objektu. V detekčním okně je proveden výpočet Centrist hodnoty. Takto
vypočtené hodnoty jsou uloženy do Feature vektoru vlastností. Na něj jsou apliko-
vány dva SVM klasiĄkátory, které slouží k určení potenciálního objektu. V případě,
že je objekt detekován, jsou jeho souřadnice uloženy do seznamu. Poté se celá ob-
last detekčního okna posune na další souřadnice a celá detekce se opakuje. Takto
detekce pokračuje, než je prohledán celý snímek. Poté se rozměry detekčního okna
zvětší a proces se opakuje. Celý tento proces trvá tak dlouho, dokud nejsou rozměry
detekčního okna stejné, jako je velikost snímku. Velice důležitým krokem je zpra-
cování výsledného seznamu obsahující souřadnice nalezených objektů. Aby nedošlo
k mnohonásobnému označení stejného objektu, je aplikována funkce pro odstranění
těchto označení.
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Obr. 2.1: Průběh programu
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2.1 Integrální obraz
Integrální obraz je algoritmus sloužící k rychlému výpočtu hodnot jednotlivých pří-
znaků ze vstupního obrazu. Algoritmus se aplikuje na vstupní obraz z toho důvodu,
aby se pro každou tuto hodnotu nemusel počítat součet hodnot pixelů opakovaně.






kde ��(�, �) představují hodnoty pixelů integrálního obrazu a �(�, �) jsou hodnoty
vstupního obrazu.
Obr. 2.2: Hodnota integrálního obrazu v bodě (�, �)
Každý bod představuje součet hodnot všech předcházejících bodů podle násle-
dujících rovnic [33]:
�(�, �) = �(�, � − 1) + �(�, �), (2.2)
��(�, �) = ��(�− 1, �) + �(�, �), (2.3)
kde �(�, �) odpovídá kumulovanému součtu všech hodnot v řádku obrazu, ��(�, �)
jsou hodnoty intenzit jednotlivých pixelů vstupního obrazu a ��(�, �) jsou jednotlivé
hodnoty integrálního obrazu. Dále pak platí: �(�, 0) = 0, ��(0, �) = 0.
Na obrázku 2.3 jsou vidět hlavní oblasti (�,�,�,�) a body (�1, �2, �3, �4).
Hodnota �1 je rovna sumě hodnot pixelů deĄnovaných oblastí �. Hodnota �2 je
pak dána součtem oblastí � a �. Hodnota �3 je součet oblastí � a �. Hodnota
v bodě �4 je dána součtem oblastí �,�,�,�. Výpočet pro hledanou oblast � je
pak �4 + �1 − �2 − �3.
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Obr. 2.3: Výpočet integrálního obrazu (�, �)
2.2 Sobelův operátor
Sobelův operátor, někdy také nazýván Sobelův Ąltr, je algoritmus pro detekci hran
objektů v obraze. Aplikace se provádí na obraze ve stupních šedi. Tento operá-
tor se skládá ze dvou konvolučních jader velikosti 3x3, které jsou znázorněny na
obrázku 2.4. Tato Jádra jsou navržena tak, aby reagovala na změnu jasu pixelů.
Posouváním po vstupním obraze ve stupních šedi se zachytávají hrany objektů
v horizontálním(�x) a vertikálním(�y) směru vzhledem k mřížce obrazových bodů.
Pro každý pixel je poté vypočítána absolutní velikost gradientu a orientace tohoto
přechodu [31].
Obr. 2.4: Konvoluční jádra pro vertikální a horizontální přechod
Obě jádra jsou téměř totožná, jedno jádro je jednoduše to druhé, otočené o 90◇.
V případě potřeby zjištění hodnot gradientu pouze v jednom směrů (�x nebo �y) se
mohou jádra využít samostatně. Po zisku gradientů v jednotlivých směrech mohou
být tyto hodnoty s využitím vzorce 2.4 sečteny dohromady, a tím se zjistí celková





Přibližná velikost Gradientu lze vypočítat pomocí
|�| = |�x|+ |�y| (2.5)
Na hodnoty v prvním a posledním řádku, stejně tak v prvním a posledním
sloupci, nemůže být Sobelův operátor aplikován. Při umístění středu masky jádra
přes pixel, například v první řadě, maska bude mimo hranice obrázku.
Na obrázku 2.5 je zobrazeno, jak se tento Ąltr aplikuje. Tento Ąltr se postupně
posunuje v horizontální ose, až projde celým řádkem obrazu. Přesune se na řádek
další a pokračuje v horizontálním směru. Pro výpočet výstupní hodnoty na souřad-
nicích [1.1] se využije vztahu 2.6. Podobný postup se dodržuje i v případě vertikální
osy, zde se ale postupuje po sloupcích a namísto �x se použije konvoluční jádro �y.
Obr. 2.5: Aplikace Sobel Ąltru
[1.1] = ([0.0][−1]) + ([0.1][0]) + ([0.2][1]) + ([1.0][−2]) +
+([1.1][0]) + ([1.2][2]) + ([2.0][−1]) + ([2.1][0]) + ([2.2][1]) (2.6)
Takto přetvořené obrázky se spojí do jednoho Sobel obrázku, na kterém je poté
proveden výpočet hodnoty Centrist.
2.3 Centrist deskriptor
Vizuální deskriptor Centrist (CENsus TRansform hISTogram) je určen pro rozpo-
znání objektů. Deskriptor je aplikován na Sobelův obraz a převádí obrázky pomocí
porovnání hodnoty intenzity ze sousedících pixelů [16]. Vytváří transformační okno
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3x3 a uspořádává pixely do 8-bitového řetězce pro každý pixel. Tím vznikne nová
hodnota daného pixelu. Pokud je prostřední pixel větší než jeho soused, je nastavena




0 je-li �center > �xy
1 jinak �center ≤ �xy
(2.7)
Obrázek 2.6 ukazuje příklad postupu a výpočtu CT hodnoty, kdy se po výpo-
čtu hodnoty CT pro daný pixel celé transformační okno posune na následující pixel
a výpočet se opakuje. Vzniklých 8 bitů může být poskládáno jakýmkoliv způsobem,
v tomhle případě zleva doprava a shora dolů. Ze vzniklého řetězce se převedením
čísla do základní dekadické podoby určí hodnota CT pro prostřední pixel. Takto
vypočítaná hodnota se uloží do f vektoru. Centrist deskriptor je vlastně histogram
těchto hodnot [36]. Nevýhoda Centristu je ta, že nedokáže zachytit globální struk-
turu a obrys větší než je okno 3x3 pixelů.
Obr. 2.6: Příklad výpočtu hodnot CT
2.4 Vektor vlastností
Vektor vlastností neboli Feature vector obsahuje vlastnosti vstupního objektu. Nej-
častěji se jedná o řadu čísel reprezentující testovaný objekt. Obsahuje velké množství
hodnot. Nejčastěji se používá ve spojitosti se strojovým učením. Používá se jako
vstup pro aplikaci klasiĄkačního algoritmu [20]. Obrázek 2.7 zobrazuje, jak může
vektor vlastností vypadat.
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Obr. 2.7: Vektor vlastností [20]
2.5 Detekce
Vzhledem ke své účinnosti je k detekování objektů použito Centrist vizuálního
deskriptoru. Nejprve je vytvořeno detekční okno. Toto okno je poté rozděleno do
určitého počtu bloků. V detekčním okně jsou provedeny výpočty feature vektoru.
Na takto vypočtený feature vektor se aplikují natrénované SVM klasiĄkátory [37].
Tyto klasiĄkátory se porovnají s vypočtenými hodnotami feature vektoru vlastností
a určí se, zda se zde nachází hledaný objekt. Detekční okno se poté přesune na další
oblast a proces je proveden znovu. Tento proces pokračuje tak dlouho, dokud de-
tekční okno nedosáhne velikosti vstupního obrazu. V tom momentu je celý detekční
proces ukončen. Výsledně označené oblasti jsou poté určeny k post-procesu, aby se
odstranilo mnohonásobné označení jednoho objektu.
2.6 Závěrečné zpracování
Po zpracování detekce vzniknou ve snímcích oblasti, ve kterých se podle klasiĄkátorů
nachází hledaný objekt. Z těchto oblastí jsou vybrány detekce, které si jsou velice
podobné. Buď se nachází jedna uvnitř druhé, nebo se překrývají. Na takto nalezených
oblastech je aplikována funkce pro zprůměrování. Tím dojde ke sloučení více detekcí
stejného objektu do jednoho označení. Takto sloučené oblasti jsou nakonec převedeny
a zobrazeny ve vstupním obraze. Na obrázku 2.8 můžete vidět, jak vypadají označené
oblasti před závěrečným zpracováním. Obrázek 2.9 zobrazuje výsledný snímek po
aplikování funkce sloučení. Takto označený snímek se uloží do souboru. Obrázky
slouží jako příklad a jsou převzaty z databáze INRIA1
1http://pascal.inrialpes.fr/data/human/
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Obr. 2.8: Označené oblasti
Obr. 2.9: Závěrečné zpracování
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3 PRAKTICKÁ ČÁST
V rámci praktické částí diplomové práce bylo úkolem vytvořit program pro detekci
objektů v obraze. Tento program vychází ze zdrojového kódu, který uveřejnili autoři
J.Wu, C. Geyer a J.M. Rehg ve své práci [37]. ModiĄkací těchto kódů byl vytvořen
algoritmus v jazyce Java využívající metodu C4 pro detekci postav. Pro realizaci
funkcí programu byla použita knihovna OpenCV1. Pro otestování tohoto algoritmu
byla použita databáze postav INRIA2, ze které bylo náhodně vybráno 100 snímků
obsahující lidské postavy a 100 snímků obsahující pozadí. Tyto snímky obsahují
různý počet osob a mají různou velikost. Na snímcích s postavami bylo celkem 264
osob.
Dalším úkolem bylo vytvoření extraktoru příznaků, který dokáže uložit převe-
dený obraz do číselných souřadnic. Pomocí tohoto extraktoru byl vytvořen trénin-
kový set. Takto vytvořený set byl použit jako vstupní data pro algoritmus rozhodova-
cího stromu. Díky rozhodovacímu stromu vznikl klasiĄkační model pro nalezení příč-
ných tepen v obraze. Natrénování a testování vytvořeného modelu bylo prováděno
na databázích tepen vytvořených ultrazvukovými přístroji Ultrasonix a Toshiba3
[2],[24], [25], [26], [27]. Databáze pro přístroj Toshiba obsahovala celkem 433 snímků
určených pouze k testování detektoru. Databáze Ultrasonix obsahovala 283 posi-
tivních a 284 negativních snímků určených pro natrénování modelu. Testovací set
obsahoval 538 snímků.
3.1 Extraktor příznaků
Při vzniku vlastního detekčního modelu bylo nutné nejprve vytvořit extraktor pří-
znaků. Každý obrázek má určité vlastnosti, pro jejich zisk musí obrázek projít ně-
kolika fázemi zpracování. Na obrázku 3.1 je názorně zobrazeno, jak tento extraktor
pracuje.
Na začátku celého procesu je načten snímek určený k extrakci příznaků. Dále je
nastavena velikost pod-okna na 5x5 pixelů. Vstupní snímek je převeden do odstínu
šedi (obrázek 3.2a). Pro obraz jsou nejprve zjištěny jeho rozměry N x M pixelů.
S takto zjištěnými rozměry se poté pracuje jako s hranicí obrazu. Dále jsou zjištěny
velikostní hodnoty jednotlivých pixelů. Tyto hodnoty jsou uloženy do paměti. V ob-
raze jsou poté nastaveny souřadnice pro aplikaci �x a �y Sobelových Ąltrů. Jedná se
o kaskádové matice 3x3. Jako prvotní souřadnice je nastaveno �=2 a �=2, kde � značí





Obr. 3.1: Extrakce příznaků
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že pro okrajové pixely by převod vycházel mimo obraz, a to možné není. Na této
souřadnici je poté aplikován �x Ąltr, který přepočítá pixely. Současně je aplikován
také �y, který provádí totéž, ale pro vertikální osu. Na daných souřadnicích vznikne
výřez obrazu 3x3 a na něj se aplikuje matice Ąltrů tak, že se mezi sebou jednotlivé
pixely vynásobí, tím vznikne výsledná hodnota �x (obrázek 3.2b) a �y (obrázek
3.2c). Výpočet celkového gradientu daného pixelu se provádí pomocí vzorce 2.4.
Takto se postupuje po celém řádku dokud � nedosáhne velikosti hranice snímku.
Po dosažení této hranice se celý převod přenastaví na následující řádek na souřadnice
�=3 �=2 a celý proces se opakuje. Výpočty gradientů se provádí dokud se neprojde
celý snímek. Pro každý pixel vznikne tedy nová hodnota. Sloučením těchto Ąltrací
vznikne Sobelův obrázek (obrázek 3.2d).
(a) vstupní obraz (b) aplikace X Ąltru
(c) aplikace Y Ąltru (d) Výsledný Sobelův obraz
Obr. 3.2: Sobelův obraz
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Pro lepší pochopení funkce převodu je zde uveden pseudokód Sobelova Ąltru.
1 Start
SobelImage{
3 obraz N,M; \\ rozmery snimku
for (i = 2 to N - 2) {
5 hodnoty vsech pixelu z pameti;
for (j = 2 to M - 2){
7 for (vybrana oblast 3x3){
aplikace Gx a Gy filtru;






Na výsledný snímek je poté aplikován CT deskriptor. Stejně jako u Sobel ob-
rázku se hodnota CT nedá vypočítat pro první a poslední řádek, a stejně tak pro
první a poslední sloupec daného snímku, jelikož jsou zadeĄnovány jako okraj obrazu
a výpočet by nebyl možný. Proto je prvotní pozice pro výpočet opět nastavena na
souřadnice 2. řádek 2. sloupec. Na této souřadnici je spočtena hodnota CT, kdy
se aplikuje výřez 3x3. Z tohoto výřezu je pro prostřední pixel zjištěna hodnota, za
pomocí osmi okolních pixelů, kdy se porovnává, zda je hodnota větší či menší než
prostřední pixel. Z takto propočítaných hodnot je seskládána bitová posloupnost
pro daný pixel. Tato hodnota se uloží do paměti. Celý proces se poté posunuje po
celém řádku tedy na 3.sloupec, 4. atd. Poté co dorazí deskriptor na konec řádku, je
jeho pozice přenastavena na následující řádek. Celý proces výpočtů se opět opakuje,
dokud nejsou propočítány všechny pixely v celém snímku. Jak vypadá výsledný sní-
mek je vidět na obrázku 3.3 Stejně jako u Sobel obrázku je i zde uveden pseudokód
pro lepší pochopení výpočtu hodnot CT.
Listing 3.1: CT pseudokód
Start
2 computeCT{
obraz N,M; \\ rozmery snimku
4 for (i = 2 to N - 2){
// vypocet pixelu v okoli stredu mrizky
6 for (j = 2 to M - 2){
// n = 1.- 8. soused
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8 if (stredova hodnota <= n-soused) {
hodnota = 1};
10 else {hodnota = 0};






Obr. 3.3: CT obraz
Pro uložení těchto souřadnic dochází k přepočtu do vektoru vlastností. Velikost
vektoru není závislá na počtu pixelů obrázku, ale na nastavení a počtu pod-oblastí.
Celkový počet příznaků je dán pomocí výpočtu 3.1, tento výpočet se skládá z něko-
lika parametrů. Nastavení velikosti pod-okna extrakce v x-ové a y-ové ose, konstanta
EXT a základní délka, která má z důvodu výpočtu histogramu pro dvě sousední ob-
lasti velikost 256.
������ℎ = (���� − ��� ) ∗ (� ��� − ��� ) ∗���������� =
= (5− 1) ∗ (5− 1) ∗ 256 = 4 ∗ 4 ∗ 256 = 4096, (3.1)
kde XDIV je nastavená velikost podoblasti v ose x, YDIV je nastavená velikost
podoblasti v ose y, EXT je konstanta pixelu a BASELENGTH je základní délka
histogramu.
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Jak už bylo zmíněno výše, pro nastavení 5x5 je celkový počet příznaků 4096.
Takto vypočítané souřadnice jsou uloženy do f vektoru vlastností a celý proces ex-
trakce se ukončí. Jak tyto vektory příznaků vypadají, je vidět na obrázku 3.4, kdy
jeden celý řádek odpovídá jednomu obrázku.
Obr. 3.4: Extrahované příznaky
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4 ŘEŠENÉ PROBLÉMY
Na základě výše popsaného algoritmu byly vytvořeny a natrénovány detektory pro
detekci postav a detekci příčných tepen v obraze. Oba detektory byly otestovány
na testovacích datech. V podkapitolách uvedených níže jsou popsány tyto detektory
a jejich úspěšnost.
4.1 Detekce postav
Celý proces začíná načtením vstupního obrazu, ve kterém se bude hledat lidská
postava. Tento obraz je převeden do odstínu šedi. Na obraz v odstínech šedi je
aplikována funkce pro převedení do integrálního obrazu pro zjednodušenou aplikaci
dalších funkcí. V tomto okně jsou pomocí Sobelova operátoru určeny obrysové hrany
člověka. Z nich jsou poté pomocí výpočtu určeny hodnoty Census transformace(CT).
CT porovnává , zda jsou sousední pixely menší nebo větší a vytvoří bitovou posloup-
nost. Poté již následuje samotný proces detekce postav v obraze. Nejprve je nasta-
vena velikost detekčního okna na 108x36 pixelů. Toto okno je rozděleno do bloků
o velikosti 9x4. Přilehlé bloky 2x2 se nazývají super-bloky. Celkově se v detekčním
okně tedy nachází 8x3 = 24 super-bloků. V detekčním okně snímku je provedena
aplikace dvou SVM klasiĄkátorů. Tyto klasiĄkátory porovnají uložené hodnoty ve
vektoru vlastností s vypočítanými vlastnostmi obrazu. Na základě toho určí, zda-li
se na obrázku nachází lidská postava. Oba dva klasiĄkátory a jejich hodnoty byly
převzaty z původního programu v jazyce C++[37]. Poté se oblast detekčního okna
celá posune na další souřadnice a celý proces je opakován. To trvá do doby, do-
kud není pro daný rozměr detekčního okna prozkoumán celý obraz. V případě, že
je nalezena oblast s potencionální postavou, jsou souřadnice této postavy uloženy
do seznamu oblastí. Poté jsou rozměry detekčního okna zvětšeny a celý proces je
opakován, dokud velikost detekčního okna nedosáhne velikosti vstupního obrázku.
Výsledkem je poté seznam oblastí, ve kterých by se mohly postavy nacházet. Pro-
tože se tyto oblasti mohou překrývat nebo mírně lišit pro jednu a tu samou osobu,
je provedeno ještě závěrečné zpracování těchto výsledků. Tím je odstraněno mnoho-
násobné označení oblastí, které nejsou lokálním maximem, nebo jsou překryté jinou
oblastí. Takto zredukované označení se uloží do obrázku a ten se uloží a zobrazí. Na
obrázcích 4.1 je graĄcky znázorněn celý sproces detekce.
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Obr. 4.1: Detekce postav
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4.1.1 Nastavení detektoru
Pro co nejlepší výsledky je nutné přesně nastavit detektor. Detektor je nastaven
na velikost detekčního okna 108x36 pixelů, tato oblast se dále dělí na pod-oblasti
o velikosti 9x4 pixelů. Takto nastavené hodnoty se po celou dobu detekce nemění.
Při takto nastaveném detektoru má rychlost zpracování detekce postav průměrnou
rychlost 275,5 ms. Celková doba zpracování pro 100 snímků obsahující postavy a 100
snímků obsahující pozadí byla 55,11 sekund.
4.1.2 Výsledky detekce postav
Databáze snímků postav byly testovány následujícím způsobem. V databázi obsa-
hující pozitivní snímky se spočítal počet detekovaných, nedetekovaných a falešně
detekovaných postav. Z databáze obsahující negativní snímky se spočítal pouze po-
čet falešně pozitivních detekcí. Z těchto hodnot se vypočítala přesnost a falešně
pozitivní míra. Pro výpočet přesnosti se využilo vzorce 4.1, kde je detekční přesnost
spočtena jako podíl mezi správně detekovanými osobami v obraze a celkovým po-
čtem osob. Pro falešně pozitivní míru se využil vzorec 4.2, kde je výpočet proveden
jako podíl mezi falešně detekovanými osobami a všemi osobami. Obdobně se přes-
nost a falešně pozitivní míra počítá i pro negativní snímky, zde se ale pro výpočet
používá počet obrázků, viz vzorce 4.3 a 4.4. Tyto úspěšnosti byly porovnány s dal-
šími algoritmy detekce, které se dají v současné době použít. Výsledky jsou uvedeny
v tabulkách 4.1 a 4.2. Hodnoty algoritmů v těchto tabulkách pro srovnání s metodou














= 0, 1174 = 11, 74%, (4.2)
kde �TP je počet správně detekovaných osob, �FP je počet falešně detekovaných














= 0, 08 = 8%, (4.4)
kde �TPN je počet správně nedetekovaných osob, �FPN je počet falešně detekova-
ných osob a �celko je celkový počet obrázků.
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Tab. 4.1: Porovnání detekce jednotlivých algoritmů pro pozitivní snímky
Viola-Jones HOG HOG+SVM Metoda C4
Správně detekované 149 osob 234 osob 229 osob 248 osob
Nedetekované 115 osob 30 osob 35 osob 16 osob
Falešně detekované 45 detekcí 98 detekcí 18 detekcí 31 detekcí
Přesnost detekce 56,4% 88,6% 86,7% 93,94%
Falešně pozitivní míra 17% 37,1% 6,7% 11,7%
Tab. 4.2: Porovnání detekce jednotlivých algoritmů pro negativní snímky
Viola-Jones HOG HOG+SVM Metoda C4
Správně nedetekované 86 74 96 92
Falešně detekované 25 51 7 8
Přesnost detekce 86% 74% 96,7% 92%
Falešně pozitivní míra 25% 51% 7% 8%
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4.2 Detekce tepen
Pro detektor příčných tepen musel být nejprve vytvořen algoritmus. Tento algorit-
mus vzniknul modiĄkací metody C4. Celý proces vzniku algoritmu se skládá z ně-
kolika částí zpracování.
4.2.1 Trénování detektoru
Tato kapitola se zabývá popisem metody natrénování vlastního klasiĄkátoru pro de-
tekci příčných tepen. Jako hodnotící kritérium pro tento detektor byl použit rozhodo-
vací strom. Na obrázku 4.2 je názorně ukázáno, jak tento celý proces probíhá. Začíná
načtením trénovací databáze pozitivních a negativních snímků. Z těchto snímků se
aplikací Sobelových Ąltrů vytvoří Sobelův obraz. Na takto přetvořeném obrazu se
vypočítá hodnota Centrist. Takto vypočítané hodnoty se pomocí extraktoru pří-
znaku uloží jako soustava číselných souřadnic. Těmto datům je nutné přiřadit label
hodnotu pro určení pozitivního (obsahuje tepnu) či negativního (neobsahuje tepnu)
snímku. Tím vznikne olabelovaná trénovací databáze. Tento trénovací set se použije
jako vstupní data rozhodovacího stromu, který z těchto dat spočítá dělící kritérium.
Na základě zjištěného dělícího kritéria natrénuje klasiĄkační model. Model je poté
použit jako hodnotící klasiĄkátor k určení, zda se v obraze nachází tepna či nikoliv.
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Obr. 4.2: Trénování modelu
34
Trénovací databáze
Pro natrénování vlastního klasiĄkátoru jsou nutné trénovací obrázky. K natrénování
detektoru byla použita databáze Ultrasonix. Tato databáze obsahuje 284 pozitivních
(obrázek 4.3) a 285 negativních snímků (obrázek 4.4). Celkem tedy 569 snímků
určených k trénování. Velikost těchto snímků byla upravena na shodnou velikost
72x72pixelů. Takto převedené snímky byly načteny do extraktoru příznaků.
Obr. 4.3: Pozitivní trénovací snímky
Obr. 4.4: Negativní trénovací snímky
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Extraktor příznaků
Úkolem extraktoru příznaků je získat informace ze vstupních snímků. Snímky z tré-
novací databáze jsou převedeny na Sobel obrázek. Na těchto snímcích je poté vy-
počítána hodnota CT. Takto vypočítané hodnoty se uloží a použijí se jako vstupní
data pro klasiĄkační model.
KlasiĄkační model
Než se přistoupí k samotnému modelu, je nutné vyextrahovaným souřadnicím přidat
label. Tento label určuje, zda se jedná o positivní (obsahující objekt), či negativní
(neobsahující objekt) souřadnice. Výsledkem tohoto zpracování je trénovací data-
báze. Tato databáze je určena k natrénování klasiĄkačního modelu. Tyto hodnoty
byly načteny do rozhodovacího stromu, který vznikl v rámci bakalářské práce na
téma ĎRozpoznávání emocí z textu pomocí umělé inteligenceŞ[34], kde se olabelo-
vaná trénovací data rozdělí do dvou větví, pozitivní a negativní. Takto natrénovaný
model je použit jako klasiĄkační vzor, podle kterého dochází k rozhodnutí, zda se
ve snímku nachází objekt či nikoliv. Místo algoritmu rozhodovacího stromu lze pou-
žít i jiné rozhodovací algoritmy umělé inteligence, jakými jsou například: neuronové
sítě, k-nejbližších sousedů, systémy podpůrných vektorů(SVM), atd.
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4.2.2 Testování Detektoru
Navržený detektor bylo nutné otestovat. Celkový proces testování obsahuje několik
částí. Tato kapitola popisuje, jak se tento test detekce provádí. GraĄcky je znázor-
něn na obrázku 4.5.
Obr. 4.5: Testování detektoru
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Testovací data
Pro otestování detektoru byla použita testovací data ze dvou databází příčných
tepen. Databáze z přístroje Ultrasonix obsahující 538 testovacích snímků a data-
báze z přístroje Toshiba obsahující 344 snímků. Tyto snímky mají různou velikost
a kvalitu. Obsahují různě velké a tvarově rozdílné tepny. Proto je nutné uzpůso-
bit nastavení detektoru dané databázi. Ke každému snímku je připojen i textový
soubor obsahující pozici tepny v obraze, pro případné porovnání výsledné detekce
s původními souřadnicemi.
Nastavení detektoru
Pro správnou funkci detektoru je nutné nastavit jeho parametry. Detektor se skládá
ze čtyř čísel. První dvě určují velikost detekčního okna. Toto okno se poté rozděluje
na pod-oblasti o velikost 5x5 pixelů. Třetí číslo určuje počet kroku, po kterých pod-
oblast postupuje. Je to z důvodu, aby se pod-oblasti neposunovaly po všech pixelech,
ale aby poskočily po � pixelech. Tím je zajištěna lepší rychlost detekce. Poslední číslo
udává kolikrát se má daný snímek po průchodu algoritmem zmenšit.
Nastavení detektoru bylo zjištěno experimentálně, aby byl zaručen nejlepší poměr
přesnost/falešně pozitivní míra/čas detekce. Pro databázi Toshiba bylo provedeno
celkově deset testování. Výsledky jsou uvedeny v tabulce 4.3. Stejně tomu bylo i pro
databázi Ultrasonix, zde bylo celkem provedeno pět testování. Výsledky jsou uvedeny
v tabulce 4.4. Z těchto tabulek se vytvořily grafy pro lepší přehlednost 4.6 a 4.7.
Tab. 4.3: Velikost detekčního okna pro databázi Toshiba
Testovací detekční okno správně detekované falešně detekované čas detekce
40x40p 98 268 5,006s
41x41p 104 243 4,864s
42x42p 112 260 5,035s
43x43p 99 252 5,018s
44x44p 104 243 4,960s
45x45p 93 173 4,927s
46x46p 92 162 2,071s
47x47p 82 165 5,308s
48x48p 86 163 2,164s
50x50p 58 78 2,195
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Tab. 4.4: Velikost detekčního okna pro databázi Ultrasonix
Testovací detekční okno správně detekované falešně detekované čas detekce
50x50p 491 1007 5,411s
60x60p 475 671 5,247s
70x70p 399 192 5,184s
72x72p 402 192 4,792s
74x74p 422 252 5,653s
Obr. 4.6: Závislost detekce na velikosti detekčního okna
Pro databázi Ultrasonix byla po provedení několika detekčních testů zvolena ve-
likost detekčního okna 72x72 pixelů. Při tomto nastavení se rychlost detekce měnila
v závislosti na velikosti snímku. Průměrná rychlost detekce byla 4,792s na obrázek.
U databáze Toshiba musela být velikost detekčního okna menší, jelikož databáze ob-
sahuje obrázky s menším průměrem tepen. Po testování byla zvolena velikost 46x46
pixelů. Rychlost detekce byla v průměru 2,071s na obrázek.
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Obr. 4.7: Závislost detekce na velikosti detekčního okna
Detekce
Na začátku celého procesu je načten obrázek (obr.4.8a), ve kterém se bude hledat
objekt. Jako další je načten klasiĄkační model. Snímek je poté převeden do odstínu
šedi, z něj se pak přetvoří na Sobelův obraz a vypočítá se CT hodnota. Tím je obraz
připraven. Dále se nastaví velikost detekčního okna a pozice tohoto okna ve snímku,
což má za následek vzniknutí pod-okna. V tomto pod-okně se vypočítá f vektor a dle
klasiĄkátoru se rozhodne, jestli se zde nachází hledaný objekt či nikoliv. V případě,
že klasiĄkátor v oblasti zaznamená objekt, uloží jeho souřadnice do seznamu dete-
kovaných oblastí. Detekční okno je poté ve snímku posunuto na další souřadnice,
kde se proces opakuje, dokud takto není prohledán celý snímek. Velikost vstupního
obrazu je poté zmenšena. Tento detekční proces se opakuje tak dlouho, dokud není
velikost vstupního obrazu menší, než velikost detekčního okna. V takovém případě
se detekce ukončí. Výsledkem tohoto procesu je seznam obsahující oblasti, kde se
dle klasiĄkátoru nachází tepna (obr.4.8b).
Zpracování detekce
Po procesu detekce vznikne seznam oblastí, kde by se mohly objekty vyskytovat.
Jelikož je klasiĄkační model aplikován na snímek několikrát, dojde k tomu, že je
určitý objekt označen v seznamu mnohonásobně. Aby se ve výsledném zobrazení tyto
označení nenacházely, je nutné na tento seznam aplikovat funkci sloučení. Sloučení je
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provedeno vypočtením průměrné hodnoty dané oblasti. Tato oblast je poté uložena
do snímku a zobrazena modrým čtvercem (obr.4.8c). Na obrázcích 4.9a,4.9b a 4.9c
je ukázána detekce tepen z přístroje Toshiba.
(a) vstupní obraz (b) nalezené detekce (c) detekce tepny
Obr. 4.8: Detekce databáze Ultrasonix
(a) vstupní obraz (b) nalezené detekce (c) detekce tepny
Obr. 4.9: Detekce databáze Toshiba
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Výsledky detektoru tepen
Pro vytvořený algoritmus bylo taktéž nutné zjistit jeho procentuální přesnost. Testo-
vání se provádělo pro dvě databáze tepen: Databázi Toshiba a databázi Ultrasonix.
Databáze Toshiba obsahovala 433 a databáze Ultrasonix 538 snímků. Stejně jako
u algoritmu postav se i zde spočítal počet správně detekovaných, nedetekovaných
a falešně detekovaných tepen pro obě databáze. Pro určení procentuální přesnosti
byl použit vzorec 4.5. Tato hodnota je vypočítána jako poměr mezi správně dete-
kovanými tepnami a celkovým počtem tepem ve snímcích. Falešně pozitivní míra
4.6 se vypočítá jako podíl mezi falešně detekovanými tepnami a celkovým počtem
tepen. Obdobně byly tyto výpočty provedeny i pro databázi Toshiba.















= 0, 3568 = 35, 68%, (4.6)















= 0, 3741 = 37, 41%, (4.8)
kde �TP je počet správně detekovaných tepen, �FP je počet falešně detekovaných
tepen a �celk je celkový počet tepen v obrazech.
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5 ZHODNOCENÍ VÝSLEDKŮ
Pro zjištění účinnosti vytvořených algoritmů bylo nutné určit jejich procentuální
přesnost a jejich chybovost. Výsledky byly zjišťovány na dvou-jádrovém procesoru
Intel Core i5-3337U s frekvencí 1.8Ghz.
5.1 Zhodnocení výsledků detekce osob
Účelem těchto výpočtů bylo zjištění procentuální úspěšnosti algoritmu pro detekci
postav. Úspěšnosti byly porovnány s jinými metodami detekce. Z výše umístěných
tabulek je patrné, že vytvořená metoda C4 má velice dobré výsledky v porovnání
s ostatními metodami. Vytvořený algoritmus má relativně vysokou úspěšnost. Na
pozitivních snímcích je přesnost detekce 93,94% a 11,7% míra falešně pozitivních
detekcí. Na negativních snímcích byla přesnost 92% a 8% míra falešně pozitivních
detekcí. Velikou výhodou oproti ostatním metodám je ta, že metoda C4 je velice
rychlá a nenáročná pro využití CPU. Pro 200 snímků byla průměrná detekční rych-
lost 275,5 ms.
5.2 Zhodnocení výsledků detektoru tepen
Účelem bylo zjistit, jak je navržený detektor úspěšný. Výpočty byly prováděny pro
obě databáze. U databáze Ultrasonix byla úspěšnost detekce 74,21% a 35,68% falešně
pozitivní míra. Průměrná rychlost detekce ve snímku pro tento vybraný rozměr byla
4,792s. Pro databázi Toshiba byla vybrána velikost 46x46p. Úspěšnost byla vypočí-
tána na 21,24% a 37,41% falešně pozitivní míra. Detekční rychlost byla v průměru
2,071 sekundy pro jeden snímek.
Pro zlepšení těchto rychlostí může být využito převodu na integrální obraz při
předzpracování. Dalším zlepšením může být použití více klasiĄkačních modelů.
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6 ZÁVĚR
Cílem této práce bylo prostudovat a otestovat obrazový detektor C4. Na základě
získaných znalostí bylo dalším úkolem vytvoření extraktoru příznaků pro jazyk Java.
Přínosem této práce je vytvoření extraktoru příznaků, pomocí kterého je možné
natrénovat si svůj vlastní model. Takovýto model vznikl a byl otestován na dvou
databázích tepen. Model využívá jako hodnotící kritérium algoritmus rozhodovacího
stromu. Namísto rozhodovacího stromu lze použít libovolný učící algoritmus umělé
inteligence a natrénovat si tak vlastní detektor. Výsledné hodnoty vytvořeného algo-
ritmu byly určovány pro dvě databáze příčných tepen. Databázi Toshiba a databázi
Ultrasonix. U databáze Ultrasonix byly výpočty prováděny pro detekční okno 72x72
pixelů. Přesnost detekce byla 72,74% a 35% falešně pozitivní míra s průměrnou rych-
lostí 5,7s na obrázek. U databáze Toshiba se výpočty prováděly pro detekční okno
48x48 pixelů. Hodnota přesnosti byla 18,01% a falešně pozitivní míra byla 21,94%.
Průměrná rychlost detekce byla 4,7s na obrázek. Dalším přínosem je vytvoření al-
goritmu pro detekci lidských postav v obraze. Program využívá real-time metodu
C4 a je vytvořen v jazyce Java. Ke své realizaci využívá knihovnu OpenCV. Po-
mocí výpočtů pro přesnost a falešnou míru pozitivních detekcí byla na vytvořeném
programu zjištěna jeho procentuální úspěšnost. Ta byla porovnána s jinými druhy
současných metod detekcí. Metoda C4 má velice vysokou úspěšnost. U pozitivních
snímků je přesnost detekce 93,9% a 11,7% míra falešně pozitivních detekcí. U nega-
tivních snímků je přesnost 92% a 8% míra falešně pozitivní míra detekce. Rychlost
detekce byla 275,5ms na snímek. Velikou výhodou této metody je to, že je oproti
ostatním metodám velice rychlá a nenáročná na využití CPU. Veškeré testování bylo
prováděno na dvou-jádrovém procesoru Intel Core i5-3337U s frekvencí 1.8Ghz.
Na tuto práci lze do budoucna navázat například vytvořením lepšího klasiĄkač-
ního modelu, při použití jiného algoritmu umělé inteligence, pro zlepšení rychlosti
a účinnosti detekce tepen.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AdaBoost Adaptive Boosting - klasiĄkační algoritmus dat
BaseLength Základní velikost Histogramu
C4 Contour Cues - KlasiĄkační metoda využívající Obrys, Kaskádový
klasiĄkátor a Centrist
CENTRIST Census Transform Histogram - Census transformační histogram
CPU Central Processing Unit - Centrální procesorová jednotka
CT Census Transform - Census transformace
EXT konstanta pixelu
f vektor Feature vektor - vektor vlastností
�x konvoluční jádro pro horizontální směr
�y konvoluční jádro pro vertikální směr
HOG Histogram of Oriented Gradients Ű histogramy orientovaných
gradientů
� nastavený řádek
�� Integral image - integralní obraz
ISM Implicit Shape Model Ű Implicitní tvarový model
� nastavený sloupec
k-NN k-Nearest Neighbours - algoritmus k-nejbližších sousedů
LBP Local Binary Patterns Ű Lokální binární vzory
LogitBoost Algoritmus strojového učení
M celkový počet sloupců vstupního obrazu
N celkový počet řádků vstupního obrazu
�celk celkový počet osob v obraze
�celko celkový počet obrázků
�FP počet falešně detekovaných osob
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�FPN počet falešně detekovaných osob
�TP počet správně detekovaných osob
�TPN počet správně nedetekovaných osob
OpenCV Open Source Computer Vision
�TP Přesnost
�FP míra falešně pozitivních detekcí
SVM Support Vector Machine - algoritmus podpůrných vektorů
Toshiba Databáze příčných tepen
Ultrasonix Databáze příčných tepen
V-J Viola Jones detektor
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YDIV velikost Y-ové pod-oblasti detektoru
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