Abstract. Within this project, we perform lattice Boltzmann simulations of spino d a l decomposition and structuring e ects in binary immiscible and ternary amphiphilic uid mixtures under shear. We use a highly scalable parallel Fortran 90 code for the implementation of the lattice Boltzmann method. We demonstrate that the domain growth mechanisms in ternary amphiphilic uid mixtures strongly dep e n d on the amphiphile concentration. For systems under constant and oscillatory shear we analyze domain growth rates in directions parallel and perpendicular to the applied shear and nd that these systems undergo structural transitions with tubular and lamellar structures appearing.
Introduction
In recent years there has emerged a class of uid dynamical problems, called complex uids , which involve both hydrodynamic ow e ects and complex interactions b e t ween uid particles. Computationally, such problems are too large and expensive to tackle with atomistic methods such as molecular dynamics, yet they require too much molecular detail for continuum Navier Stokes approaches.
Algorithms which work at an intermediate or mesoscale level of description in order to solve these problems have been developed within the last two decades. These include Dissipative Particle Dynamics 5, 14, 7] , Lattice Gas Cellular Automata 19] , Stochastic Rotation Dynamics 17, 11, 20] , and the Lattice Boltzmann method 23, 1, 16] . In particular, the Lattice Boltzmann method has b e e n found highly useful for the simulation of complex uid ows in a wide variety of systems. This algorithm is extremely well suited to b e implemented on parallel computers, which permits very large systems to b e simulated, reaching hitherto inaccessible physical regimes.
Simple uids usually can b e described to a g o o d degree of approximation by macroscopic quantities only, such as the density ρ(x), velocity v(x), and temperature T (x). Such uids are governed by the Navier Stokes Eq. 6], which are nonlinear and di cult to solve in the most general case, with the result that numerical solution of the equations has become a common tool for understanding the b e h a viour of simple uids, such as water or air. Complex uids on the other hand are uids where the macroscopic ow is a ected by microscopic properties. A g o o d example of such a uid is b l o o d : as it ows through vessels, it is subjected to shear forces, which cause red b l o o d cells to align with the ow so that they can slide over one another more easily. This e ect causes a change in viscosity which in turn a ects the ow pro le. Hence, the macroscopic b l o o d ow is a ected by the microscopic alignment of its constituent cells. Other examples of complex uids include uids such as paint, milk, cell organelles, as well as polymers and liquid crystals. In all of these cases, the density and velocity elds are insu cient to describe the uid b e h a viour, and in order to understand this behaviour, it is necessary to treat e ects which occur over a very wide range of length and time scales. This length and time scale gap makes complex uids even more di cult to model.
In a mixture containing various uid components, an amphiphile is a molecule which is composed of two parts, each part b e i n g attracted towards a di erent uid component. For example, soap molecules are amphiphiles, containing a head group which is attracted towards water, and a tail which is attracted towards oil. If many amphiphile molecules are collected together in solution, they can exhibit highly varied and complicated behaviour, often assembling to form amphiphile mesophases, which are complex uids of signi cant theoretical and industrial importance. Some of these phases have long-range order, yet remain able to ow, and are called liquid crystal mesophases.
Within this project we have performed large scale lattice-Boltzmann simulations in order to study the bahaviour of binary immiscible or ternary amphiphilic uid mixtures under shear. Since in our case the amphiphilic molecules can b e seen as surfactant, we will also use the latter term in this paper.
The Model
A standard LB system involving multiple species is usually represented by a set of equations 13]
where n α i (x, t) is the single-particle distribution function, indicating the density of species α (for example, oil, water or amphiphile), having velocity c i , at site x on a D-dimensional lattice of coordination numb e r b, at time-step t. The collision operator Ω α i represents the change in the single-particle distribution function due to the collisions. We choose a single relaxation time τ α , BGK' form 2] for the collision operator. In the limit of low Mach numb e r s , the LB equations correspond to a solution of the Navier-Stokes equation for isothermal, quasi-incompressible uid ow whose implementation can efciently exploit parallel computers, as the dynamics at a p o i n t requires only information about quantities at nearest neighbour lattice sites. The local equilibrium distribution n αeq i plays a fundamental role in the dynamics of the system as shown by Eq. (1) . In this study, we use a purely kinetic approach, for which the local equilibrium distribution n αeq i (x, t) is derived by imposing certain restrictions on the microscopic processes, such as explicit mass and total momentum conservation 4]
where u = u(x, t) is the macroscopic bulk velocity of the uid, de ned as
are the coe cients resulting from the velocity space discretization and c s is the speed of sound, b o t h of which are determined by the choice of the lattice, which is D3Q19 in our implementation. Immiscibility of species α is introduced in the model following Shan and Chen 21, 22] . Only nearest neighb o u r interactions among the immiscible species are considered. These interactions are modelled as a self-consistently generated mean eld b o d y force
where ψ α (x, t) is the so-called e ective mass, which can have a general form for modelling various types of uids (we use ψ
, and gᾱ α is a force coupling constant whose magnitude controls the strength of the interaction b e t ween components α,ᾱ and is set positive to mimic repulsion. The dynamical e ect of the force is realized in the BGK collision operator by adding to the velocity u in the equilibrium distribution of Eq. (2) an increment
As described above, an amphiphile usually possesses two di erent fragments, each having an a nity for one of the two immiscible components. The addition of an amphiphile is implemented as in 3]. An average dipole vector d(x, t) is introduced at each site x to represent the orientation of any amphiphile present there. The direction of this dipole vector is allowed to vary continuously and no information is speci ed for each velocity c i , for reasons of computational e ciency and simplicity. Full details of the model can b e found in 3] and 18].
In order to inspect the rheological b e h a viour of multi-phase uids, we have implemented Lees-Edwards boundary conditions, which reduce nite size effects if compared to moving solid walls 15]. This computationally convenient method imposes new positions and velocities on particles leaving the simulation b o x in the direction perpendicular to the imposed shear strain while leaving the other coordinates unchanged. Choosing z as the direction of shear and x as the direction of the velocity gradient, we have
, (5) where ∆ z ≡ U∆t, U is the shear velocity, u z is the z−component of u and N x(z) is the system length in the x(z) direction. We also use an interpolation scheme suggested by Wagner and Pagonabarraga 24] as ∆ z is not generally a multiple of the lattice site. Consistent with the hypothesis of the LB model, we set the maximum shear velocity to U = 0.1 lattice units. This results in a maximum shear rateγ xz = 2×0.1
For oscillatory shear, we set
where ω/2π is the frequency of oscillation.
The Simulation Code
We use LB3D 9], a highly scalable parallel LB code, to implement the model. LB3D is written in Fortran 90 and designed to run on distributed-memory parallel computers, using MPI for communication. In each simulation, the uid is discretized onto a cubic lattice, each lattice p o i n t containing information about the uid in the corresponding region of space. Each lattice site requires about a kilobyte of memory p e r lattice site so that, for example, a simulation on a 128 3 lattice would require around 2.2GB memory. The code runs at over 3 · 10 4 lattice site updates p e r second p e r CPU on a recent machine, and has b e e n observed to have roughly linear scaling up to order 3·10 3 compute nodes. Larger simulations have not b e e n possible so far due to the lack of access to a machine with a higer processor count. The largest simulation we performed used a 1024 3 lattice to describe a mesophase consisting of two immiscible and one amphiphilic phase. The output from a simulation usually takes the form of a single oating-point numb e r for each lattice site, representing, for example, the density of a particular uid component at that site. Therefore, a density eld snapshot from a 128 3 system would produce output les of around 8MB. Writing data to disk is one of the bottlenecks in large scale simulations. If one simulates a 1024 3 system, each data le is 4GB in size. LB3D is able to bene t from the parallel lesystems available on many large machines today, by using the MPI-IO based parallel HDF5 data format 12]. Our code is very robust regarding di erent platforms or cluster interconnects: even with moderate inter-node bandwidths it achieves almost linear scaling for large processor counts with the only limitation b e i n g the available memory p e r node. The platforms our code has been successfully used on include various supercomputers like the NEC SX8, IBM pSeries, SGI Altix and Origin, Cray T3E, Compaq Alpha clusters, as well as low cost 32-and 64-bit Linux clusters.
Complex Fluids under Shear
In many industrial applications, complex uids are subject to shear forces. For example, axial bearings are often lled with uid to reduce friction and transport heat away from the most vulnerable parts of the device. It is very important to understand how these uids behave under high shear forces, in order to b e able to build reliable machines and choose the proper uid for di erent applications. In our simulations we use Lees Edwards boundary conditions, which were originally developed for molecular dynamics simulations in 1972 15] and have been used in lattice Boltzmann simulations by di erent authors before 25, 24, 10] . We apply our model to study the b ehaviour of binary immiscible and ternary amphiphilic uids under constant and oscillatory shear. In the non-sheared studies of spinodal decomposition it has b e e n shown that lattice sizes need to b e large in order to overcome nite size e ects: 128 3 was the minimum acceptable numb e r of lattice sites 8]. For high shear rates, systems also have to b e very long because, if the system is too small, the domains interconnect across the z = 0 and z = nz boundaries to form interconnected lamellae in the direction of shear. Such artefacts need to b e eliminated from our simulations. Figure 1 shows an example from a simulation with lattice size 128x128x512. The volume rendered blue and red areas depict the di erent uid species and the arrows denote the direction of shear.
The focus of our current project is on the behaviour of ternary amphiphilic uids. We are interested in the e ect an amphiphilic phase has on the demixing of two immiscible uids. In all simulations we keep the total density of the system at ρ
We study a cubic 256 3 system with a total density of 1.6 and surfactant densities ρ s = 0.00, 0.10, 0.20, 0.30. As can b e seen in Fig. 2 , after 10000 timesteps the phases have separated to a large extend if no surfactant is present. If one adds surfactant, the domains grow more slowly and the growth process might even come to arrest for high amphiphile concentrations. In order to quantitatively compare b e t ween simulations with di erent surfactant densities, we de ne the time dependent lateral domain size
where
is the second order moment of the three-dimensional structure function
with respect to the cartesian component i. denotes the average in Fourier space, weighted by S(k) and V is the numb e r of nodes of the lattice, φ k (t) the Fourier transform of the uctuations of the order parameter φ ≡ φ − φ , and k i is the ith component of the wave vector. In Fig. 3 Fig. 3 con rm what we already expected from the threedimensional images presented in Fig. 2 : For ρ s = 0.00 domain growth dows not come to an end until the domains span the full system. Only by adding surfactant, we can slow down the growth process and for high surfactant densities ρ s > 0.25, the domain growth stops after a few thousand simulation timesteps. By adding even more surfactant, the nal average domain size becomes very small. We are currently analysing these results and try to nd scaling laws for the dependence of the nal domain size and the growth rate on the surfactant density.
Another interesting topic is the in uence of shear on the phase separation. Figure 4 shows four examples of systems which are sheared with a constant shear rateγ = 1.56 · 10 and t = 10000 low surfactant concentrations, while for larger concentrations the domains try to form more tube-like structures. The time dependent lateral domain size shows an even richer behaviour as can b e seen in Fig. 5 . Here, we show the domain size in all three directions, where x denotes the direction perpendicular to the shear plane (Fig. 5a) , y the direction parallel to the shear plane, but perpendicular to the direction of shear (Fig. 5b) and z is the direction of shear.
For high surfactant concentrations (ρ s = 0.4 all three directions behave very similar, i.e. the growth comes to an end after less than 2000 timesteps and the nal domain size is b e t ween 10 and 15 in lattice units. concentrations, the lateral domain size behaves similar in x-and y-directions, except for late times where the growth is limited by the shear. In z-direction, small peaks start to occur for ρ s < 0.4 which increase with decreasing ρ s . These p e a k s are due to lamellae forming parallel to the shear and which start to get tilted by the movement of the walls. After a given time, these lamellae are not parallel to the shear anymore and get broken up. Then, the process of lamaellae formation and breaking up starts again.
In Fig. 6 we show an example of the time dependent lateral domain size for a system undergoing oscillatory shear. The shear rate isγ = 1.56 · 10
, and the frequency of the oscillation is given by ω = 0.01. Here, the upper and lower planes are moved periodically as given by Eq. 6. Here, one can observe a numb e r of new phenomena: For low surfactant concentrations, domain growth is limited in x-direction, but in y direction the domains continue growing until the end of the simulation. This means that we can nd tubular structures , ω = 0.01 surpassing our system. Also, in z-direction, strong oscillations start to appear due to the continuous growing and destruction of elongated domains.
Conclusion
In this report we have presented our rst results from ternary amphiphilic lattice-Boltzmann simulations performed on the NEX SX-8 at the HLRS. We have shown that our simulation code performs well on the new machine and that we are able to investigate spinodal decomposition with and without shear. In addition, we have studied the in uence of the surfactant concentration on the time dependent lateral domain size.
