ABSTRACT Intrusion detection system (IDS) provides an important basis for the network defense. Due to the development of the cloud computing and social network, massive amounts of data are generated, which inevitably brings much pressure to IDS. And therefore, it becomes crucial to efficiently divide the data into different classes over big data according to data features. Moreover, we can further determine whether one is normal behavior or not based on the classes information. Although the clustering approach based on K -means for IDS has been well studied, unfortunately directly using it in big data environment may suffer from inappropriateness. On the one hand, the efficiency of data clustering needs to be improved. On the other hand, differ from the classification, there is no unified evaluation indicator for clustering issue, and thus, it is necessary to study which indicator is more suitable for evaluating the clustering results of IDS. In this paper, we propose a clustering method for IDS based on Mini Batch K -means combined with principal component analysis. First, a preprocessing method is proposed to digitize the strings and then the data set is normalized so as to improve the clustering efficiency. Second, the principal component analysis method is used to reduce the dimension of the processed data set aiming to further improve the clustering efficiency, and then mini batch K -means method is used for data clustering. More specifically, we use K -means++ to initialize the centers of cluster in order to avoid the algorithm getting into the local optimum, in addition, we choose the Calsski Harabasz indicator so that the clustering result is more easily determined. Compared with the other methods, the experimental results and the time complexity analysis show that our proposed method is effective and efficient. Above all, our proposed clustering method can be used for IDS over big data environment.
big data [15] , [16] . Data mining method for the first time was introduced to intrusion detection in 1998 [17] , and then many researchers engaged in this issue. In general, research of IDS based on data mining is mainly focused on two aspects, thus clustering and classification. More specifically, there is no label for each data record in the initial dataset for clustering issue, and the object of the clustering algorithm is to put similar data records in the same class. That means the behavior of the packet will be marked as normal class or abnormal one according to the characteristics of the data, so as to achieve the purpose of clustering data. Differ from the former one, classification is the process of mining from a dataset which has been clustered. That means each data record has a label in the dataset. i.e., for a given new data record, the purpose of the classification algorithm is to determine which class the given data record belongs to. Both the two issues are different but are indispensable parts of IDS. In this study, we mainly concentrate on the research of the former one. Overall, the main clustering algorithms can be divided into the following categories [18] , thus demarcation methods [19] [20] [21] [22] [23] , hierarchical methods [24] , [25] , density-based methods [26] [27] [28] , as well as grid-based methods [29] , [30] . Moreover, we mainly focus on the application of Kmeans over IDS.
The literature [20] proposes a cascaded algorithm over Kmeans and C4.5 algorithms for anomaly detection in computer network. Since the Kmeans clustering results are more affected by the initial of clustering centers. The literature [21] proposes using improved IDS Kmeans algorithm to solve this issue. Unfortunately, they fail to consider the efficiency of clustering. The literature [22] proposes using the Apache Spark for IDS in big data environment. Although they consider the efficiency of clustering, unfortunately we cannot effectively determine which K-value is the best from the experimental results presented by them. And therefore, it is also crucial to choose the appropriate evaluation indicator. The literature [23] proposes using Kmeans clustering algorithm over Oracle Database 10 g and 1000 clusters are made. To the best of our knowledge, a good clustering algorithm does not mean that the more clusters, the better. In addition, the experiment in [23] is only presented over 10% KDDCUP99 dataset [31] . And thus, we cannot determine the performance of the algorithm over full dataset. Above all, both the initial of clustering K-value, the efficiency of clustering, as well as the evaluation of clustering results are important for IDS clustering method.
In order to address the above issue, based on Mini Batch Kmeans clustering algorithm [32] , we propose an IDS clustering method named PMBKM (Mini Batch Kmeans with Principal Component Analysis) over Anaconda [33] . Firstly, a preprocessing method is proposed to digitize the strings and then the dataset is normalized for the purpose of improving the clustering efficiency. Secondly, Principal Component Analysis (PCA) [34] method is used to reduce dimensionality on the processed dataset in order to further improve the clustering efficiency for the following step. Thirdly, Mini Batch Kmeans is used for the data clustering. More specifically, we use Kmeans++ [35] to initialize the centers of cluster in order to avoid the algorithm getting into the local optimum, in addition, we choose the Calsski Harabasz (CH ) indicator [36] so that the clustering results can be more easily determined. In addition, compared with Kmeans method (KM), Kmeans with PCA method (PKM), and Mini Batch Kmeans with PCA method (MBKM), as well as the literature [22] and [23] , the experimental results and the time complexity analysis show that our proposed method is effective and efficient.
Our contributions in this study can be summarized as follows. Firstly, we propose using Mini Batch Kmeans with PCA (PMBKM) for IDS clustering, the experimental result shows that the clustering efficiency has been greatly improved. Secondly, we use Kmeans++ to initialize the cluster centers so as to effectively avoid the algorithm getting into local optimum and further ensure the effectiveness of clustering results. Last but not the least, we consider CH indicator for the evaluation of clustering results. The experimental results show that it is easy to determine which K-value is the best one. Last but not the least, not only the 10% dataset, but also the full dataset of KDDCUP99 are tested in this study. Above all, our proposed PMBKM can be used for IDS clustering over big data.
The rest of the paper is organized as follows. In Section II, the preliminaries are introduced. The main content of Mini Batch Kmeans method, Principal Component Analysis method, as well as the evaluation indicator is presented. Section III specifies Mini Batch Kmeans with Principal Component Analysis (PMBKM) for IDS. Each step in this system and relevant algorithms are described. The experiment and discussion are described in Section IV. Section V presents the related work. Finally, we conclude our work and describe the future work in Section VI.
II. PRELIMINARIES
In this section, we mainly introduce the relevant theory. The Mini Batch Kmeans method is firstly introduced in section A, followed by the introduction of Principal Component Analysis in section B. Finally, the evaluation indicator is introduced in section C.
A. MINI BATCH KMEANS METHOD
For given dataset T = {x 1 , x 2 , , .., x p }, x i ∈ R m * n x i represents a network record which is an n-dimensional real vector. m indicates the number of records contained in the dataset T. The object of clustering problem is to find the set C of cluster centers c ∈ R m * n so as to minimize over the dataset T of records c ∈ R m * n the following function.
Where, f (C, x) returns the closest cluster center c ∈ C to record x. |C| = K and K is the number of clusters we want to find. To initialize the cluster centers, K records are randomly selected by using Kmeans++ [35] , and the cluster centers C are set to be equal to the values of these ones. When the amount of data become very big, the convergence rate of original Kmeans will be dropped significantly. An improved Kmeans method named Mini Batch Kmeans [32] is proposed. Differ from Kmeans [37] , this one does not use all the data records in the dataset each time, but select a subset of records randomly from the dataset, and therefore greatly reduces the clustering time, and overall reduces the convergence time.
B. PRINCIPAL COMPONENT ANALYSIS METHOD
When dataset has multiple features, while many of these features are related, and thus we can speed up the learning of clustering algorithms by downscaling the data. In this study, we use Principal Component Analysis (PCA) ( [34] , [38] , and [39] ) for the dimension reduction. The main idea of the PCA is to find a direction vector and project the original dataset onto it. The object of PCA is to minimize the mean square error of the projection. Besides the dimensionality reduction of the given dataset, another advantage is no parameter limitation of PCA. That means there is no need to set parameters manual during the calculation of PCA and the final result is data-related and user-independent. For given dataset T, the object of PCA is reducing n features to d dimensions. The corresponding formulas can be expressed as follows.
1) For each data x in T m * n , calculate the mean of each column in T m * n . The first step is mean centering, thus subtracting the column mean from each record and the processed data TAdjust (m * n) is obtained.
2) Calculate the covariance matrix of TAdjust (m * n) and denote as C. Let
Where i, j = 1, 2, . . . , n And then the covariance matrix can be expressed as follows.
3) Calculate the eigenvalues and eigenvectors of the covariance matrix C.
4) The eigenvalues are sorted in descending order, the largest d of them are selected, and then d eigenvectors corresponding to the eigenvalues are used as column vectors to form an eigenvector matrix EigenVectors n * d 5) Project the sample point onto the selected eigenvector and the Finaldata m * d is obtained.
It is essential to evaluate the clustering results. Both the clustering time and Calsski Harabasz are used in this study.
1) CLUSTERING TIME t
The whole calculation time t of clustering algorithm. The shorter the better.
2) CALSSKI HARABASZ (CH)
Differ from the classification in supervised learning, we cannot directly determine which result is right or not as there is no labels in the given dataset by using precision or recall. However, we can evaluate the clustering results based on the degree of in-cluster density and the degree of inter-cluster discretization. Both the Silhouette Coefficient and CH indicator [36] are the common indicators. Compared with the former one, the calculation process of the latter one is simple and has a low overhead. And therefore we choose this one as the clustering evaluation indicator. In addition, the higher CH score is, the better the clustering result will be. In other words, the covariance of the internal data of the category is as small as possible, and the covariance between the categories is as big as possible. CH can be obtained by formula (5) .
Where K is the number of clusters, and m is the total number of network records, SS Within represents the overall withincluster variance and SS Between represents the overall betweencluster variance.
III. MINI BATCH KMEANS WITH PRINCIPAL COMPONENT ANALYSIS (PMBKM) FOR IDS A. THE OVERVIEW OF MINI BATCH KMEANS WITH PRINCIPAL COMPONENT ANALYSIS (PMBKM)
In this section, IDS Clustering method is presented. The main steps of PMBKM are shown as follows. The PMBKM mainly consists of two steps, thus step1: Data preprocess, step 2: Mini Batch Kmeans with Principal Component Analysis for Intrusion Detection System.
B. EACH STEP OF PMBKM
Step 1 (Data Preprocess): This step mainly contains the process of string and normalization. In this study, Euclidean distance is used in Mini Batch Kmeans and thus we should make sure that the data composed of numbers. If the strings are found in the dataset, we should digitize the string by using replace function. In addition, note that the range of numbers in the given dataset may not uniform. That means the columns with large numerical value will cause the role of columns with relatively small numerical value to be ignored, however those columns may play a very important role in fact. And thus the normalization process should be performed before executing the clustering algorithm, and the object of normalization is make the characteristic data shrink in ranges of [0-1]. The algorithm 1 firstly traverses the given dataset T and finds all the strings S in dataset T and obtain the corresponding columns c by using find function (Line 1 to Line 3), secondly, the replace function is called to replace S with random number m (Line 6 to Line 7). And then the processed dataset T is obtained. In addition, the normalization result T 1 is obtained by using normalization function (Line 9). Obviously, T 1 will be the input for step 2.
Algorithm 1 Data Preprocess Method
Input:
Step 2: Mini Batch Kmeans with Principal Component Analysis for Intrusion Detection System Algorithm 2 illustrates the process of PMBKM. The dimension reduction data T 1 is obtained by calling PCA function (Algorithm 3) (Line 1). And then PMBKM obtains cluster centers k by calling Kmeansplusplus function (Algorithm 4) (Line 2). And then it randomly selects batch sizes and denoted as b and then form a collection of M (Line 7). In addition, it calculates the distance between each point in M and K centers and then assigns each record to the closest center (Line 8 to Line 10). And then, the center of each cluster is it recalculated. The per-center learning rates is used for fast convergence, in the manners of [32] and [40] (Line 12 to Line 15). Finally, K clusters are formed and CH is returned by calling score function (Line 19).
Algorithm 3 is implemented according to the formula (2) to (4) in section II.C. The PCA method mainly contain four steps. Firstly, the processed data TAdjust is obtained by calling Adjust function (Line 2). And then the covariance matrix C is obtained by using covariancematrix function (Line 3). In addition, eigenvector matrix EigenVectors is obtain by calling EigenVectors function. Finally the Dimension reduction data FinalData is obtained and returned (Line 4 to Line 5).
The Kmeansplusplus procedure of Algorithm 4 firstly chooses a record randomly from the input dataset which names K 1 as the first cluster center (Line 2). Secondly, it computes the distance between the records x i in T 1 and the selected cluster center K 1 by calling Euclidean_dis function, a new record K 2 will be selected as the second cluster center. Data records with larger distance values are selected with a higher probability. We use Probability function to implement this. Repeat this operation until the K centers are selected (Line 5 to Line 10).
Algorithm 2 (PMBKM)
Input: Given dataset T 1 , K (number of clusters), Given mini batch size b, iterations t Maximumiter (The maximum number of iterations t) Output: 
IV. EXPERIMENT AND DISCUSSION

A. EXPERIMENT ENVIRONMENT
In this section, our proposed IDS method PMBKM is tested over KDDCUP99 dataset [31] . The experiment is implemented by Python on a windows 10 Operating System, which the processor is Inter Core i7 2.7GHZ, the RAM is 16GB, and the main software platform is Eclipse and Anaconda 2.7 SCIkit-learn. KDDCUP99 dataset is a 9-week network connection data collected from a simulated LAN of US Air Force. The dataset contains two types of files, one is 10% dataset named as KDDCUP.Data.10.percent.correceted and the other is the full dataset named as kddcup.data.corrected. Each data record contains forty one fixed feature attributes. Actually, there are two official documents, the first one has been labeled and the other one has no labels. We will choose the latter one for our clustering experiments. We present the experiment over 10% dataset and full dataset.
a: 10% DATASET
As shown in Figure 1 , MBKM and PMBKM are time guaranteed. With the increasing of K, the clustering time is acceptable and stable. Additionally, the clustering time of PMBKM is much shorter than MBKM. That means the formal one is more suitable for big data environment. As shown in Figure 2 , CH of MBKM has been ignorant compared with PMBKM, meanwhile, PMBKM obtains the best clustering results when K equals 40. Next, we test the experiment over full dataset.
b: FULL DATASET
As shown in Figure 3 , the clustering time over full dataset is the same as the situation over 10% dataset. Both MBKM and PMBKM are effective and the latter one is much better regardless of the value of K .
As shown in Figure 4 , CH of MBKM has been ignorant compared with PMBKM, meanwhile, PMBKM obtains the best clustering results when K equals 30.
c: THE EXPERIMENTAL RESULTS COMPARISON BETWEEN 10% DATASET AND FULL DATASET
We analyze the clustering time and CH for the proposed method PMBKM in both 10% dataset and full dataset. As shown in Figure 5 , the clustering time increases with the increase of dataset, but the change is stable. At the same time, with the change of K , the time also has a certain change, but the change is stable. Next, we analyze CH of PMBKM method in both cases of 10% dataset and full dataset. As shown in Figure 6 , the trend of the curve is similar, it starts to rise and then drop. The difference is that PMBKM obtains the best clustering result when K equals 40 over 10% dataset while K equals 3 over full dataset. That means our method is effective and can be used for different scenarios.
Overall, from the perspective of clustering time and CH , we can conclude that our proposed method PMBKM is effective and can be used for big data environment. Because the K value is relatively small may be more sensitive to the center value. We added a second group of experiment to test the validity of our method. Thus, test the situation that K = {2, 3, 4, 5, 6, 7, 8, 9}.
a: 10% DATASET
As shown in Figure 7 , both MBKM and PMBKM are time guaranteed. And the latter one is much better regardless of the value of K . In addition, the clustering time is very stable, and thus PMBKM is very efficient.
As shown in Figure 8 , CH of MBKM has been ignorant compared with PMBKM. In addition, PMBKM is increasing with the change of K value. And PMBKM obtains the best clustering result when K equals 9. And thus our method is still effective when the value of K is quite small over 10% dataset.
b: FULL DATASET
As shown in Figure 9 , both MBKM and PMBKM are time guaranteed. And the latter one is much better regardless of the value of K . In addition, the clustering time is very stable, and thus PMBKM is very efficient.
As shown in Figure 10 , CH of MBKM has been ignorant compared with PMBKM. In addition, PMBKM is increasing with the change of K-value. And PMBKM obtains the best clustering result when K equals 9. And thus our method is still effective when the value of K is quite small over full dataset.
c: THE EXPERIMENTAL RESULT COMPARISON BETWEEN 10% DATASET AND FULL DATASET
We analyze the clustering time t and CH for the proposed method PMBKM in both 10% dataset and full dataset. As shown in Figure 11 , the clustering time is stable in both two situations. And thus, PMBKM is effective with the increasing of dataset.
Next, we analyze CH of this method in both cases of 10% dataset and full dataset. As shown in Figure 12 , the trend of the curve is similar, CH is increasing with the change of K . PMBKM obtains the best clustering result when K equals 9 over both two kinds of dataset. Above all, from the perspective of calculation time t and CH , we can conclude that our proposed method PMBKM is efficient and effective.
d: EXPERIMENT COMPARISON OF KM, PKM, MBKM AND PMBKM OVER 10% DATASET
The four methods, KM, PKM, MBKM, as well as PMBKM are compared. Because the calculation time overhead of KM and PKM algorithms is very large, we only compare the experimental results over 10% dataset. As shown in Figure 13 , from the perspective of clustering time, our proposed PMBKM is the best. As shown in Figure 14 , CH of PKM is the best, followed by PMBKM. Since PMBKM randomly selects some samples (200 samples in this study) not all the samples for calculation, the value of CH is generally lower than MBKM. However, since the value of CH is increasing, we still can conclude which K is the best one. Thus the best clustering result of PMBKM is that K equals 30. In addition, PMBKM obtain the same CH as PKM when K equals 30. Above all, our proposed PMBKM is effective. VOLUME 6, 2018 
e: DISCUSSION
Time Complexity Analysis of Each Method (PMBKM, KM, PKM, MBKM):
The PMBKM combines all three algorithms of Kmeans++, PCA, and Mini Batch Kmeans. As the time complexity of Kmeans++ is O(m) , the time complexity of PCA is O(n * n * d) and the time complexity of Mini Batch Kmeans is O(b * t * K ). And thus the time complexity of PMBKM is O(m + n * n * d + b * t * K). The time complexity of MBKM is O(m+b * t * K ). As shown in the Section III, m is the number of data records. n is the dimension of dataset and d is the number of principal components. b is the given mini batch size and t is the number of iteration. K is the number of clusters. Obviously, m is the smallest value among the three cost, while the value of (b * t * K ) is larger than (n * n * d). Hence, the complexity of PMBKM and MBKM is in the same level. Based on the same principle, the time complexity of KM is O(m + m * t * K ), the time complexity of PKM is O(m + n * n * d + m * t * K). As a result of b is much smaller than m, and thus both MBKM and PMBKM obtain the low cost. Furthermore, PMBKM is much better than MBKM as a result of the clustering efficiency is improved after PCA process. Because the PMBKM only needs to take into account of d features instead of n features in clustering process. Moreover, both the 10% dataset and full dataset of KDDCUP99 are tested in our study, the experimental results show that the performance of PMBKM has been stable with the increasing of data number. So we can conclude that our propose method PMBKM is efficient and can be used for big data.
Discussion With Relevant Researches: In addition, Harifi et al. [22] propose using the Apache Spark for IDS in big data environments, both the 10% dataset and the full dataset are tested. Although they consider and improve the efficiency of clustering, unfortunately we cannot effectively determine which K-value clustering works best from the experimental results presented by them. Meanwhile, the clustering time in this study is much lower than that of theirs. Next, we compare PMBKM with the method in [23] . We mainly discuss the situation when K equals 1000 over both 10% dataset and the full dataset. As shown in Figure 15 , both MBKM and PMBKM are time efficiency. This also proves that our proposed method PMBKM can be used in different scenarios, regardless of which value K chooses. However, we hold the opinion that there is no need to choose so big value of K . For one thing, it does not mean that the bigger the clustering value is, the larger the CH will be. In addition, as shown in Figure 6 , PMBKM obtains the best clustering results when K equals 30. As shown in Figure 6 and Figure 16 , CH at K equals 1000 is basically the same as K equals 30, however, the time overhead greatly increases when K equals 1000. For another, the clustering result is the reference for classification, too many clusters will reduce the accuracy of the classification.
V. RELATED WORK
IDS based on data mining is mainly concentrated in two aspects, thus clustering and classification. The initial dataset of the clustering algorithm has no labels while the classification algorithm has labels. In this study, we mainly focus on the clustering research. The clustering algorithms can be divided into the following categories, thus partitioning methods, hierarchical methods, density-based methods, grid-based methods, as well as model-based methods. Clustering algorithms based on partitioning mainly include Kmeans algorithm and Kmedoids algorithm [19] . For a given dataset, the N objects contained in the dataset need to be divided into K clusters, each cluster represents a division. The partitioning methods mainly use similarity measurement function such as Euclidean distance function and angle cosine function. Differ from the partitioning methods, Hierarchical clustering method does not need to preset the number of clusters. The typical hierarchical clustering algorithms mainly contain Birch algorithm [24] and Cure algorithm [25] . In addition, there are density-based clustering algorithms which include Denclue [26] , DBSCAN [27] as well as OPTICS [28] . Moreover, there are grid-based clustering algorithms, such as WaveCluster [29] and Clique [30] . These algorithms firstly divide the data space into a limited number of grids and record the data point information contained in each grid, and then present the clustering operation. On the whole, the above clustering methods are designed for solving different issues and there is no universal clustering method for solving all the problems. In this study, we mainly engage in the application of Kmeans for IDS. Muniyandi et al. [20] proposed using ''Kmeans + C4.5'' for classifying anomalous and normal activities in a computer network. Firstly, the given training examples are partitioned into K clusters by using Kmeans. And each cluster represented a density region of normal or abnormal instances. And then the decision tree was established by using C4.5 decision tree algorithm for the attacks detection. Moreover, as a result of the convergence of Kmeans is highly depending on the initial center point. In order to overcome this drawback, Liu et al. [21] proposed an improved Kmeans clustering algorithm. Unfortunately, the above researches did not pay attention to the clustering efficiency. Harifi et al. [22] proposed using Kmeans over Apache Spark Machine Learning Library, and three benchmark datasets, such as Forest Cover Type, KDDCUP99 and Internet Advertisements are tested for their experiments. Although they consider the efficiency of clustering, unfortunately we cannot effectively decide which K-value clustering works best from the experimental results presented by them. Siddiqui and Naahid [23] proposed using Kmeans clustering algorithm over ODM and 1000 clusters are built to segment the given data records. To the best of our knowledge, a good clustering result does not mean that the more clusters are, the better the clustering results will be. In addition, the experiment in [23] is only presented over 10% KDDCUP99 dataset. Consequently, we cannot judge the performance of the algorithm over full dataset. Differ from the above researches, both the clustering efficiency and results evaluation are taken into account in this study. The Mini Batch Kmeans method is used for improving the efficiency of clustering. The Kmeans++ method is used to initialize the cluster centers so as to avoid the algorithm getting into the local optimum. Additionally, the CH indicator is chosen to evaluate the result so that it is easier to determine which K in the clustering result is best.
VI. CONCLUSION
In this study, we proposed a clustering method based on Mini Batch Kmeans with PCA (PMBKM) for Intrusion Detection System. Taking IDS classic dataset KDDCUP99 for example, both 10% dataset and full dataset are tested. Firstly, we preprocess the given dataset and then the PCA method is used to reduce the dimension so as to improve the clustering efficiency. Additionally, the Mini Batch Kmeans method is used for the clustering of the processed dataset. Compared with Kmeans (KM), Kmeans with PCA (PKM), as well as Mini Batch Kmeans (MBKM), the experimental results show that our proposed PMBKM is effective and efficient. Above all, PMBKM can be used for intrusion detection system over big data environment. In our future work, we will engage in the research of clustering method over fog computing. 
