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Abstract—This paper addresses the design problem of deci-
sion feedback (DF) transceiver without zero-forcing constraint
over slowly time-varying narrowband multi-input multi-output
(MIMO) channels. The space-time generalized triangular de-
composition (ST-GTD) is applied for the design of minimum
mean square error (MMSE) DF transceiver. With space-time
powerloading, the proposed space-time geometric mean decompo-
sition (ST-GMD) MMSE transceiver maximizes Gaussian mutual
information over the equivalent channel seen by each space-time
block. For practical applications, the causal ST-GTD MMSE
transceiver which does not require channel prediction but shares
the same asymptotic bit error rate (BER) performance with the
ST-GMD MMSE system is also developed. In high signal to inter-
ference plus noise ratio (SINR) region, our results show that the
proposed MMSE transceivers have better BER performance than
the conventional GMD-based MMSE transceiver; the average
BERs of the proposed systems are a non-increasing function of
the ST-block size. 1
Index Terms—Generalized Triangular Decomposition,
Transceivers, GMD, Time-Varying Channels, Space-time GTD.
I. INTRODUCTION
In previous papers, [12] and [13], we considered the design
of zero-forcing decision feedback (ZF-DF) transceivers over
slowly time-varying multi-input multi-output (MIMO) memo-
ryless channels. It is assumed that instantaneous channel state
information (CSI) at the transmitter (CSIT) and the receiver
(CSIR) are available. The CSIT is available through feedback
or time division duplex scheme [3], [13]. In [13], based on
the proposed space-time generalized triangular decomposition
(ST-GTD), we were able to develop space-time geometric
mean decomposition (ST-GMD) ZF-DF transceiver which
minimizes both the arithmetic mean square error (MSE), and
the average bit error rate (BER) in high signal to noise ratio
(SNR) per ST-block. The temporal precoder and the newly
proposed “nested loop” receiver structure not only redistribute
the MSEs in each space-time block (ST-block), but also reduce
the per ST-block arithmetic MSE. However, the transceivers
were mutual information lossy because of the zero-forcing
constraint.
In this work, we consider the design of decision feedback
transceivers without zero-forcing constraint using the same
channel model. For linear time invariant (LTI) MIMO chan-
nels, the GMD-based MMSE systems [8], [9] is shown in
[8] to minimize the arithmetic MSE, the geometric MSE at
the feedback detector, and BER at high signal to interfer-
ence plus noise ratio (SINR) region. Moreover, the design
also maximizes the Gaussian mutual information. Unlike the
singular value decomposition based systems which require
1This work is supported in parts by the ONR grant N00014-08-1-0709 and
the California Institute of Technology.
bit allocation to achieve the optimal average BER [6], the
geometric mean decomposition (GMD) based systems do not
require bit allocation [7]. However, if the GMD-based MMSE
system is directly applied to the time-varying channels, the
average BER and MSE are not optimized.
In this paper, we apply ST-GTD for the design of MMSE
transceiver. The proposed space-time GMD MMSE transceiver
(ST-GMDM) with space-time powerloading maximizes Gaus-
sian mutual information over the equivalent channel seen by
each ST-block. Moreover, it jointly minimizes the arithmetic
MSE for each ST-block and the per ST-block average BER in
convex region. Hence, the average BER over the entire trans-
mission is reduced. The details and proofs are given in [14].
Like the ST-GMD ZF transceiver in [13], the ST-GMD MMSE
transceiver requires instantaneous CSIT, CSIR and channel
prediction. For the applications where channel prediction is not
practical, we propose the “causal” ST-GTD MMSE transceiver
(CST-GTDM) which does not require channel prediction.
The simulation shows the CST-GTDM has asymptotic BER
performance like ST-GMD MMSE transceiver when ST-block
size increases. In any case, ST-GMD MMSE transceiver serves
as a performance benchmark for the general class of ST-GTD
MMSE transceivers. In the convex region, which corresponds
to moderate high SINR or all SINR values (depending on the
modulation constellation), we show that the proposed MMSE
transceivers have better BER performance than the conven-
tional GMD-based MMSE transceiver. Moreover, the average
BER of the proposed systems are non-increasing functions of
ST-block size in convex region and non-decreasing functions
in concave region. Simulations also demonstrate the superior
BER performance of the proposed MMSE transceivers over
the corresponding ZF transceivers. 2
II. SYSTEM MODEL AND REVIEW
In this paper, we consider the narrowband block fading
MIMO channel model [4]. The channel remains constant
over the coherence period of Tc symbol vectors and varies
independently. One data block which consists of Tc symbol
vectors is transmitted during a coherence (block) interval. For
simplicity of analysis, we set Tc = 1. Hence, the channel
model is given by
y(k) = H(k)a(k) +w(k), (1)
2Notations: Upper case bold letters are reserved for matrices and lower case
bold letters for vectors. (·)T and (·)† denote the transpose and the conjugate
transpose, respectively. xi or [x]i denotes the ith element of a vector x;
Ai,j or [A]i,j denotes the (i, j)th element of a matrix A. IM denotes the
M ×M identity matrix. E(·) stands for expectation. diag(x) is a diagonal
matrix with the entries of x on the diagonal. u ≺+ v and u ≺× v denote
additive and multiplicative majorization, respectively [5], [10].
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Fig. 1. The GMD-based MMSE system.
where k is the coherence block index, H(k) is a J × M
full rank channel matrix with J ≥ M , and a(k) is an
M × 1 symbol vector from the kth block with each element
[a(k)]i chosen from the alphabet χ of ?nite size. We assume
E(a(k)a†(k′)) = σ2aδ(k − k′)IM . The noise w(k) is a
J × 1 Gaussian random process vector with E(w(k)) = 0
and E(w(k)w†(k′)) = σ2wδ(k − k′)IJ . And y(k) is the
J × 1 received vector. At the kth coherence interval, H(k)
is assumed to be known to the transmitter and receiver.
Fig. 1 shows the optimal GMD MMSE transceiver, which
has been shown to be optimal in average BER at high SNR and
maximizes the Gaussian mutual information for LTI channels
[8], [9] and [11]. Now, we apply the structure directly to the
time-varying channel H(k) and refer to it as the conventional
GMD-based MMSE transceiver. Since both the transmitter and
receiver have perfect CSI at current block time k, the M ×M
precoding matrix F(k), the M ×J feedforward matrix G(k),
and the M × M feedback matrix B(k) are determined by
H(k). The J × M matrix Uh(k) and the M × M matrix
Vh(k) can be obtained from the singular value decomposition
(SVD) of H(k),
H(k) = Uh(k)Σh(k)V
†
h(k), (2)
where U†h(k)Uh(k) = IM , V
†
h(k)Vh(k) = IM and Σh(k) =
diag
(
σh,0(k), σh,1(k), . . . , σh,M−1(k)
)
. σh,i(k) is the ith sin-
gular value of H(k). The power loading matrix Σf (k) is a
diagonal matrix
Σf (k) = diag
(
σf,0(k), σf,1(k), . . . , σf,M−1(k)
)
, (3)
where σ2f,i(k) are determined by the spatial water-?lling
formula
σ2f,i(k) =
⎧⎨
⎩
1
λ(k)
− σ
2
w
σ2aσ
2
h,i(k)
, 0 ≤ i ≤ L(k)− 1
0, L(k) ≤ i ≤ M − 1.
(4)
L(k) − 1 is the largest number such that 1/λ(k) −
σ2w/(σ
2
aσ
2
h,L(k)−1(k)) is positive and
1
λ(k)
=
1
L(k)σ2a
(
P0 + σ
2
w
L(k)−1∑
i=0
1
σ2h,i(k)
)
. (5)
To determine the M ×M matrices R(k) and P(k), we ?rst
construct the M ×M diagonal matrix
Θ(k) =
(
IM +
σ2a
σ2w
Σ2f (k)Σ
2
h(k)
)1/2
. (6)
R(k) and P(k) can be obtained by the GMD [7] of Θ(k),
which is
Θ(k) = Q(k)R(k)P†(k), (7)
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Fig. 2. The transmitter of the ST-GTD MMSE transceiver and the channel.
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Fig. 3. The receiver of the ST-GTD MMSE transceiver.
where P(k) ∈ CM×M and Q(k) ∈ CJ×M have orthonormal
columns, and R(k) ∈ CM×M is an upper triangular matrix
with r(k) on the diagonal. The M × 1 vector r(k) has equal
elements
ri(k) = σk =
(M−1∏
i=0
[Θ(k)]i,i
)1/M
. (8)
Then, the M ×M feedback matrix B(k) is given by
B(k) = D−1R (k)R(k)− IM , (9)
where DR(k) = diag(r(k)). The M × M diagonal matrix
Λ(k) in G(k) can be obtained by
Λ(k) = Σf (k)Σh(k)
(
Σ2f (k)Σ
2
h(k) +
σ2q
σ2a
I
)−1
. (10)
If there is no error propagation in the DF loop, the received
signal vector in front of the detector is given by
y(k) = a(k) + e(k), (11)
where
e(k) = (G(k)H(k)F(k)−B(k)− IM )a(k) +G(k)w(k).
Following the same derivation as in [8], the error covariance
matrix of the error component e(k) can be written as
Ree = E(ee
†) = σ2adiag(|r0(k)|, . . . , |rM−1(k)|)−2. (12)
Hence, the total MSE of the kth block at the detector is
ξgmd(k) = Mσ
2
a(
σ2wλ(k)
σ2a
)
L(k)
M
( L(k)−1∏
i=0
1
σ2h,i(k)
)1/M
. (13)
III. SPACE-TIME GTD MMSE TRANSCEIVERS
In this section, we propose the ST-GTD MMSE DF
transceiver based on the ST-GTD introduced in [13]. To
facilitate space-time processing, K blocks of symbol vectors
are grouped into one space-time block as
a˜m =
[
aT (mK) . . . aT (mK +K − 1) ]T , (14)
where m is the ST-block index. The symbols, m and mK , will
be omitted for convenience. The equivalent MIMO channel
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matrix for the mth ST-block is a KJ ×KM block diagonal
matrix given by
H˜ = diag
(
H(0),H(1), . . . ,H(K − 1)). (15)
The proposed precoder and receiver of ST-GTD transceiver
are shown in Fig. 2 and Fig. 3, respectively. It is assumed
that the transmitter could predict the channels H(k) for
0 ≤ k ≤ K − 1 perfectly before sending a ST-block a˜ and
the receiver can perfectly track the channels. The decoding
follows after the reception of a whole ST-block. There are
well-studied methods [1], [2] which we can exploit here for the
channel prediction. Even if channel prediction is impractical in
some applications, the ST-GMD MMSE transceivers proposed
in this section still serves as a performance benchmark for
the practical transceiver proposed in next section. Since the
transmitter and receiver have perfect CSI of H˜, V˜h in spatial
precoder F˜ and U˜†h in feedforward matrix G˜ can be obtained
from the block SVD of H˜ as
H˜ = U˜hΣ˜hV˜
†
h, (16)
where U˜h, V˜h and Σ˜h are block diagonal matrices with
Uh(k), Vh(k) and Σh(k) on the diagonals, respectively.
Uh(k), Vh(k) and Σh(k) are from the SVD of H(k) as in
(2). Notice that 0 ≤ k ≤ K − 1.
ST-GTD in [13] is applied to get P˜, P1, B˜ and B1 for the
precoder and the receiver as follows: ?rstly, we construct the
block diagonal matrix
Θ˜ = diag
(
Θ(0),Θ(1), . . . ,Θ(K − 1)), (17)
where Θ(k) is given by (6). Applying the spatial GMD to
Θ(k) for all k, we have Θ(k) = Q(k)R(k)P†(k) as in (7).
One can obtain the spatial precoder P˜ from the block GMD
of Θ˜ as
Θ˜ = Q˜R˜P˜†, (18)
where P˜, R˜ and Q˜ are block diagonal matrix consisting of
P(k), R(k) and Q(k) on the diagonals, respectively. Let
d = [σ0, . . . , σK−1]T , (19)
where σi is de?ned in (8). R˜ can be factored as
R˜ = DR(IKM + B˜) (20)
where DR = Σ⊗IM , Σ = diag(d), and the spatial feedback
matrix B˜ is a block diagonal matrix with B(k) on the diagonal.
B(k) are M ×M strictly upper triangular matrices given by
(9).
Secondly, the temporal generalized triangular decomposi-
tion (GTD) [10], [13] of Σ gives the temporal precoder P1.
We decompose Σ as
Σ = Q1R1P
†
1, (21)
where P1 and Q1 are K ×K unitary matrices, and R1 is a
K ×K upper triangular matrix. The necessary and suf?cient
condition for the GTD in (21) to be possible is
r1 ≺× d (22)
in which r1 is a K× 1 vector consisting of diagonal elements
of R1 and d is given by (19). The temporal domain feedback
matrix B1 is given by
B1 = DR
−1
1 R1 − IK , (23)
where DR1 = diag(r1). So, the ST-GTD decomposes Θ˜ as
Θ˜ = Q˜
(
(Q1DR1(IK +B1)P
†
1)⊗ IM )(IKM + B˜)
)
P˜†, (24)
which is entirely different from the direct GMD on Θ˜. For the
design of ST-GMD MMSE transceiver, the temporal GTD of
Σ in (21) is replaced by the temporal GMD in which all the
entries of r1 in (22) equal (
∏K−1
k=0 σk)
1/K .
A. Space-time power loading
The power loading matrix Σ˜f in the transmitter is a KM×
KM block diagonal matrix
Σ˜f = diag(Σf (0),Σf (1), . . . ,Σf (K − 1)). (25)
If we use spatial water-?lling formula in (4) for Σf (k), the
power loading matrix only uses the instantaneous CSI and
allocates power on a per-block basis. Here, since H(k) for
0 ≤ k ≤ K − 1 are available by channel prediction, more
sophisticated power allocation algorithm over space and time
can be used. To do the water-?lling over space and time,
σ2f,i(k) is determined by the space-time water-?lling formula,
σ2f,i(k) =
⎧⎨
⎩
1
λ
− σ
2
w
σ2aσ
2
h,i(k)
, 0 ≤ i ≤ L(k)− 1
0, L(k) ≤ i ≤ M − 1
(26)
where L(k) − 1 is the largest number such that 1/λ −
σ2w/(σ
2
aσ
2
h,L(k)−1(k)) is positive. The threshold 1/λ is deter-
mined by the power constraint over a ST-block, i.e.,
KP0 = σ
2
aTr(F˜
†F˜) = σ2a
K−1∑
k=0
M−1∑
i=0
σ2f,i(k). (27)
Substituting (26) into (27), we have
1
λ
=
KP0 +
∑K−1
k=0
∑L(k)−1
i=0 σ
2
w/σ
2
h,i(k)
σ2a
∑K−1
k=0 L(k)
. (28)
For each ST-block time, a˜ is precoded by the temporal
and spatial precoders, transmitted through the channel H˜
and pre-processed at the receiver by G˜. The estimation of
the transmitted a˜ at the receiver is done by the successive
cancellation algorithm described in Sec. III of [13].
B. Mean square error at the detector
To characterize the performance of the receiver in Fig. 3, we
calculate the error covariance matrix of the noise component,
e = r − a˜. Under the assumption of no error propagation in
the feedback loop, the error component e can be expressed as
e = A[
(
G˜H˜F˜− (B˜+ IM )
)
(P1 ⊗ IM )a˜+ G˜w˜], (29)
where A = [(I +B1)P
†
1 ⊗ IM ]. The error covariance matrix
is given by
Ree = E(ee
†) = σ2aA(Σ
−2 ⊗ IM )A†
= σ2a[DR
−1
1 DR
−†
1 ⊗ IM ], (30)
where DR1 is as in (23). The second equality follows from the
temporal domain GTD (21). The total MSE of the ST-GTD
MMSE transceiver over a ST-block is the trace of Ree,
ξst−gtdm = σ2aM
K−1∑
k=0
1
|ηk|2 ≥ σ
2
aMK
(K−1∏
k=0
1
σ2k
) 1
K , (31)
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where ηk = [r1]k. The last inequality comes from AM-GM
inequality and r1 ≺× d. The lower bound on the total MSE
ξst−gtdm is achieved when the ST-GMD is applied, in which
we choose ηk =
(∏K−1
i=0 σi
)1/K
. We call this kind of ST-GTD
MMSE transceiver the ST-GMD MMSE transceiver. The total
mean square error of the ST-GMD MMSE transceiver is given
by
ξst−gmdm = σ2aMK
(K−1∏
k=0
1
σ2k
)1/K
(32)
If space-time water ?lling formula in (26) is used, the mini-
mized MSE can be shown to be
ξst−gmdm = σ2aMK(
σ2wλ
σ2a
)t(
K−1∏
k=0
L(k)−1∏
i=0
1
σ2h,i(k)
)
1
MK , (33)
where t =
∑K−1
k=0 L(k)/(MK). This is also the smallest
achievable MSE when one designs a GMD MMSE transceiver
over the big equivalent channel matrix H˜. The ST-GMD
MMSE transceiver with space-time power loading is the opti-
mal transceiver of in the class of ST-GTD MMSE transceivers
in terms of total MSE. Furthermore, the error covariance
matrix of ST-GMD MMSE transceiver has equal diagonal
elements. Hence, for every ST-block, the ST-GMD MMSE
transceiver minimizes both the arithmetic and geometric MSE,
and the average un-coded BER at the high SNR region
according to [8].
Although ST-GMD MMSE transceiver and the GMD
MMSE transceiver designed for the big channel matrix H˜ have
the same performance, ST-GMD MMSE transceiver has lower
complexity both in the operation phase and the design phase
which obtains the precoder and equalizer. In the design phase,
both transceivers do the same block SVD as in (16), which
has complexity O(KM3). However, ST-GTD requires lower
computational complexity, O(KM2+K2), than the complex-
ity of directly applying GTD on Θ, which is O(K2M2) [10],
[13]. To evaluate the complexity of operations, we let the
systems processes one ST-block and compare the number of
multiplications and additions. The total complexity of a ST-
GTD MMSE transceiver is O(KM2 + K2M) while that of
the GMD MMSE transceiver is O(M2K2 + KM2). More
importantly, ST-GTD can be chosen in such a way that channel
prediction is not necessary as we show next.
IV. SPACE-TIME GTD MMSE TRANSCEIVERS WITH
FIXED TEMPORAL PRECODER
In the previous section, the design of ST-GTD MMSE
transceivers relies on the channel prediction just as the ST-
GTD ZF transceivers in [13]. When the channel prediction
becomes unavailable, we can choose P1 to be a constant
DFT or Hadamard matrix just as in [13] which makes the
implementation of the transmitter feasible. Now, Q1 and R1
are obtained from the QR decomposition of ΣW as
ΣW = Q1R1, (34)
where Q1 is also a K×K unitary matrix and R1 is a K×K
upper triangular matrix. The conventional spatial water-?lling
formula in (4) is used to obtain power loading matrix Σ. The
detection at the receiver is exactly the same as in the ST-GTD
MMSE transceiver (Fig. 3). We call this kind of transceiver the
causal ST-GTD MMSE transceiver (CST-GTDM). It is in fact
a subclass of ST-GTD MMSE transceiver. The error covariance
matrix of the error component in front of the detector is given
by (30). And the total mean square error ξcst−gtdm is given
by (31).
Now, we compare the performance of the conven-
tional GMD-based MMSE system [8], the ST-GMD MMSE
transceiver, and the CST-GTD MMSE transceiver. The total
MSE of the GMD-based MMSE system in one ST-block is
ξgmdm = σ
2
aM
K−1∑
k=0
1
σ2k
. (35)
The comparison is presented in Theorem 1.
Theorem 1: The total mean square errors over one ST-block
for the three transceivers are such that
ξst−gmdm ≤ ξst−gtdm ≤ ξgmdm. (36)
Proof: The ?rst inequality follows from (31). The proof
of the second inequality is similar to that of Theorem 1 in
[13].
The theorem shows that the class of ST-GTD MMSE
transceivers has smaller total MSE per ST-block than the
conventional GMD-based MMSE system. In particular, for
CST-GTDM, we have
ξst−gmdm ≤ ξcst−gtdm ≤ ξgmdm. (37)
The temporal precoder P1 or W1, and the “nested-
feedback-loop” receiver in ST-GMD or CST-GTD MMSE
transceiver redistribute the MSEs of the blocks in each ST-
block and also help to reduce the per ST-block arithmetic
MSE. This is in contrast to the linear temporal precoder
of GMD-TP in [12] which keeps the same per ST-block
arithmetic MSE while equalizing the MSEs in blocks.
V. NUMERICAL RESULTS
In this section, we present the simulation results on the
average BERs of the GMD-based MMSE system , ST-GMD
and CST-GTD MMSE transceivers, which are denoted by
Pgtdm, Pcst−gmdm and Pst−gtdm, respectively. The channel
model and noise are the same as described in Sec. II. The mod-
ulation scheme is 16-QAM. Both transmitter and receiver have
perfect CSI at current time k. We assume that perfect channel
prediction is available only for the MMSE and zero-forcing
ST-GMD transceivers. The temporal precoding matrices of the
CST-GTDM are K ×K DFT matrices. N = 220 data blocks
are sent through the channels for BER performance evaluation.
Example 1: The ST-block size is K = 16. Fig. 4 shows
the BER performance of the conventional GMD-based MMSE
system, CST-GTDM and ST-GMD MMSE transceivers for
different SNRs. For all SNRs, Pst−gmdm < Pcst−gtdm. The
performance of CST-GTDM is close to ST-GMD MMSE
transceiver. At the high SNR region, Pst−gmdm and Pcst−gtdm
are smaller than Pgmdm. However, at the low SNR region,
Pst−gmdm and Pcst−gtdm are greater than Pgmd. For ST-
GMD and CST-GTD MMSE transceivers, the errors might
propagate through the entire ST-block, i.e., K blocks, which
is much more severe than the conventional GMD-based
MMSE transceiver. Hence, in the absence of error propagation
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Fig. 4. BER performance of GMD, ST-GMD and CST-GTD MMSE
transceivers with ST-block size K = 16.
which corresponds to high SNR region, the ST-GMD MMSE
transceiver has the best BER performance. At BER 10−4,
the SNR gains of the ST-GMD and the CST-GTD MMSE
transceivers over the GMD-based MMSE system are 2.7 dB
and 2.59 dB, respectively. Various choices of ST-block size
are also considered. At the high SNR region, Pst−gmdm and
Pcst−gtdm decrease with respect to K which is best illustrated
by Fig. 5. Notice that the BER performance of the CST-GTD
and ST-GMD MMSE transceiver are almost the same when
K = 32.
Example 2: In this example, we compare the average BER
performance of the proposed ST-GMD and CST-GMD MMSE
transceivers with the corresponding zero-forcing transceivers
in [13]. The ST-block size K is 16. The results are shown in
Fig. 6. At BER 10−4, the SNR gains of ST-GMD, and CST-
GMD MMSE transceivers over their zero-forcing counterparts
are 0.38 dB and 0.6 dB, respectively. At BER 10−1 which
corresponds to low SNR region, the gains are 1 dB and 1.3
dB.
VI. CONCLUSIONS
Two MIMO MMSE decision feedback transceivers for
narrowband MIMO time-varying channels were proposed
here. With perfect channel prediction, the ST-GMD MMSE
transceiver is shown to be the optimal in terms of arithmetic
MSE and average BER in convex region. The CST-GTDM
has the same asymptotic BER performance as the ST-GMD
MMSE transceiver, and has smaller arithmetic MSE than the
conventional GMD-based MMSE systems. The dependency of
average BER on the ST-block size has also been observed. We
also see the advantage of ST-GMD MMSE transceiver over
ST-GMD ZF transceiver in average BER.
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