Machine learning is being adopted in various areas of materials science to both create predictive models and to uncover correlations which reveal underlying physics.
I. Introduction
Magnesium has played only a minor role in structural and transportation applications, despite its desirable high strength-to-weight ratio. The low ductility of magnesium alloys effectively limits their application in many situations [1] [2] [3] [4] . The hexagonal close packed (HCP) structure of magnesium, combined with the strong basal texture that results from sheet rolling processes, limits most readily activated slip to 2 independent basal slip systems at room temperature. In general, 5 slip systems must be active in a material for it to accommodate arbitrary strains [5] . As such, other deformation methods are often activated in the microstructure to fulfill the Taylor criterion, which outlines requirements for accommodation of strain within a polycrystal.
Strain accommodation via tension and compression twinning often provides the necessary deformation modes in HCP materials. While permitting deformation, twin formation can also promote crack formation, leading to material failure [6, 7] . Better understanding of microstructure characteristics that influence twin formation in magnesium will assist in controlling this vital deformation mechanism and possibly expand the applications in which magnesium may be used.
Observing and studying twin activity is time consuming. Twin formation often occurs at low frequencies in a microstructure, making it difficult to observe large numbers of twinning instances. Recent advances in electron backscatter diffraction (EBSD) technology and methodology have increased the speed at which microstructure can be observed. When combined with high-resolution EBSD (HR-EBSD; also known as cross-correlation EBSD) methods, the amount of available data on twin activity in Mg alloys is growing rapidly [6] [7] [8] [9] [10] [11] .
With availability of data increasing steadily, the obstacle becomes efficient and meaningful analysis, as conventional methods for analysis often cannot handle the large quantities of data that emerge from an HR-EBSD scan. These HR-EBSD datasets are ideal for exploration with machine learning and data mining algorithms, which can expose complex and intricate correlations in large datasets with limited prior knowledge (although some prior knowledge can be helpful in tuning the algorithm).
A previous study used this approach to uncover correlations between twin activity and microstructure features in a large dataset of EBSD data collected from samples of Mg AZ31, a common alloy of magnesium [12] . This study by Orme et al investigated twin formation at 2.5% strain, focusing mainly on the effects of microstructure attributes on twin nucleation and propagation.
In the current paper, we apply machine learning to microstructure data taken at several strain steps in an attempt to conduct two investigations. The first is to determine if machine learning can teach us anything new about twin activity in magnesium, with a particular focus on evolution of twin activity with strain. This is accomplished by comparing evolving twin activity characteristics revealed by machine learning with typical saturation-type methods of throttling twin activity in other magnesium modeling approaches. The results from machine learning, which includes strain as an attribute, give insight into twin saturation and provide verification of other parameters used in magnesium modeling.
The second investigation analyzes the machine learning process itself, proposing methods to robustly conduct a machine learning study. Several ways for including strain in the dataset will be explored, with the merits of each described. The value of machine learning processes for future microstructure data interrogation is also discussed.
i. Modeling Twinning in Magnesium
The complex correlations between microstructure and twinning have been investigated through various means. Statistical methods which involve hypothesis generation and validation have uncovered several key relationships. Work by Barnett et al showed that twinning follows a Hall-Petch type dependence, with large grain sizes yielding higher levels of twinning [13] . Further work by Chino et al supported twinning dependence on grain size by suggesting that twinning depends more on the grain size than on slip orientation [14] . These often form a sort of saturation parameter in modeling, as with increasing strain, large grains available for twinning often are less prevalent, having been divided by previous twin activity or slip.
Twin nucleation is often considered a stochastic event; the local microstructural conditions that determine twin formation are either too complex to incorporate into an efficient deterministic model, or have not all been properly defined yet. Major statistical analysis of twin formation in Mg AZ31 has been performed by Beyerlein et al based upon EBSD data [15, 16] . It was found that although twinning does show a dependence on several key microstructure characteristics, such as grain size, grain boundary dislocations, and grain orientation, these attributes do not fully determine twin formation.
Rather, they contribute to a statistical probability of twin formation. Twinning was additionally investigated in relation to grain size, grain orientation, grain boundary length, and neighbor misorientation [15] .
Work done by Khosravani et al investigated twin formation and nucleation using HR-EBSD data [9] . Twins were found to form at grain boundaries due to slip ('slip assisted') or due to twin propagation over a grain boundary ('twin assisted'). ii.
Machine Learning for Data Investigation
With rapidly growing datasets on material structure and behavior, data mining and machine learning are starting to be used more frequently in materials science applications [12, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Sometimes referred to as "materials informatics," this relatively new technique for materials characterization and analysis has proven very beneficial.
Bostanabad et al used machine learning techniques for the creation of statistically similar microstructures for use in modeling applications [20] . Others have used machine learning to classify, identify and design appropriate microstructures [18, 21, 22, 26] .
Machine learning is helping the materials science community to accelerate knowledge discovery and knowledge application [26] [27] [28] .
Various types of machine learning have been employed in these studies. Supervised machine learning methods rely on a set of attributes with a defined class, or outcome.
These learning algorithms form regression-type correlations between the attributes and the class. Unsupervised machine learning methods do not have a class attribute supplied to them; rather, they use clustering techniques to determine correlations between attributes. This study focuses on applying supervised machine learning algorithms, specifically a decision tree classifier. This classifier produces an easily interpreted decision structure, and is outlined in greater detail in the methods section of this paper.
Preliminary work in this area applied machine learning techniques to investigate correlations between twin activity and microstructural features, at a single level of compressive strain [12] . The study validated correlations previously uncovered via statistical methods (such as the influence of grain size and grain boundary type on twin formation) and expanded them to include other attributes (such as basal Schmid factors and local dislocation density). However, twin formation is clearly not a static or isolated event; as the deformation level increases various factors disrupt or evolve the interrelations between microstructure and twin activity. These include twin saturation, texture evolution, secondary twin formation, strain hardening behavior and various other mechanisms. In this study, machine learning techniques will be applied to investigate how the roles of various microstructural factors that influence twin behavior are modified with strain level, from a purely data analysis point of view (i.e. from an observation rather than a predictive view). Strain will be included in the machine learning models in two methods, and the merits of each will be evaluated.
II. Materials and Methods i. Sample Preparation
The material used for this study was a commercially available 3mm thick cold rolled and annealed AZ31 Mg alloy sheet. These sheets exhibit a strong basal texture, which is ideal for twin formation. Before testing, the sheet was determined to be twin free using optical microscopy. Test specimens were cut from the sheet at a size of 3mm x 4mm x 3mm using a diamond blade saw. Specimens were then mechanically polished using abrasive sheets and diamond abrasive pastes. Etching to prepare the samples for study using an electron microscope was performed using a solution of 60% ethanol, 20% water, 15% acetic acid, and 5% nitric acid. A focused ion beam was used to place fiducial marks on the surface of the specimens to allow for approximate 2D strain measurements in the scan area [9] .
A single specimen was strained to levels of ~2.5%, ~5%, and ~7.5% via compression of the sample along the RD. While micro strain values may differ, the macro strain is assumed to be fairly accurate. This assumption is valid as long as deformation across the sample was homogeneous; if bulging occurred at the sample edges then the true strain value may be different. Multiple areas of the sample surface were scanned at each strain level to assure representative data was collected for the microstructure. EBSD data for the microstructure was collected using an S-FEG XL30 FEI SEM with an EDAX EBSD camera connected to OIM Data Acquisition software. Areas of approximately 90 microns by 140 microns were scanned at a step size of 300nm. Sample areas at each strain level are included in Figure 1 . Following data collection, scan data was processed using OIM Analysis, MATLAB, and Open XY (HR-EBSD) to prepare attributes for machine learning [8, 29] .
For analysis with machine learning, one attribute had to be identified as the class attribute, or the effect of interest to the study. The remaining attributes constitute the possible causes of the effect. Twin formation is the phenomenon of interest in this study and was selected as the class attribute. Twin formation is assumed to have occurred in any grain containing a twin. Characteristics of grains containing twins are used to attempt to define parameters influencing twinning. Twins identified for this study are either tensile twins (of the variants) or compression twins (of the variants). These were identified using automated methods included in OIM twins observed in this study were predominately of the , or tensile, variants, and thus only attributes connected to tensile twinning were considered. Attributes considered for potential correlation with twin activity are described in Table 1 . The complete dataset consisted of data for approximately 7000 instances, where each instance is a grain. Two methods for including strain information into the machine learning model were used. The first involved the creation of one large dataset (including all 7000 instances) which contained strain as an attribute. In this method, strain appears in the resulting model decision structure. The location of strain-based decisions in the tree relative to other attributes provides insight into its importance and highlights connections between strain, other attributes, and twinning.
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The second method broke the large dataset into 3 smaller datasets (of ~2300 instances each), containing instances from only one strain level (2.5%, 5%, or 7%). These models do not include strain as an attribute. Correlations between twinning and strain are gained by comparing differences and similarities between the three trees, noting shifts in tree structure and attribute thresholds (for example, highlighting whether there is some critical grain size for twin formation that changes with increased strain). Decision trees of both types were created using the methods outlined in the following section and will be compared to evaluate which method most efficiently provides information about twinning dependence on strain. 
Attribute Abbreviation Description

ii. Machine Learning
Following the EBSD data collection and preprocessing to extract attribute values, datasets were loaded into the WEKA machine learning workbench, distributed for public use by the University of Waikato [31] . Machine learning algorithms in WEKA were used to uncover relationships between the attributes in Table 1 and twinning events. Of special interest was the possible evolution of these relationships with increasing levels of strain. The following methodology for machine learning was used for our research and is presented in detail for reference in future materials science machine learning applications.
It follows a traditional machine learning process, wherein data is preprocessed, then analyzed using inductive learning algorithms, and finally the induced models are evaluated.
Preprocessing
Data pre-processing algorithms, also known as filters in WEKA, were used to prepare datasets for input into machine learning algorithms. Since our target attribute consists of nominal, rather than numeric, values, our problem is a classification problem.
A study where the target attribute is numeric is generally handled using a regression approach. Input attributes that take non-continuous values, including discrete numbers (e.g., number of neighbor grains), were transformed into nominal values. Machine learning algorithms handle continuous and discrete attributes differently, hence attributes must be correctly designated as either discrete or continuous.
Overfitting is a significant risk in machine learning. An overfit model is one that has been trained in such a way that it has a developed bias towards the data used to train. This is often identified when a model induced by a machine learning algorithm exhibits high accuracy on its training data, but performs significantly worse on previously unseen test data. One way to detect overfitting is to use a "data hold out" method. We remove and save a portion of the training data to be used as a validation set. The remaining data is used for training and inducing a model. Once formed, the model is then tested against the validation set. If the accuracies obtained on the training data and on the validation data are similar, the model is deemed to not be overfit. Here, we select 10% of the training data at random for validation. We repeat the process three times with different random samples from the dataset. We only report the results for the first sample since results were comparable across the three hold out samples.
The dataset contained ~5,000 instances where grains did not twin with only ~2,000 instances where grains did twin. While this is representative of natural twinning occurrences at these strain levels, this skew in the data yielded models that were heavily biased, with low accuracy in predicting twin formation events. In order to reduce the skew of the dataset, a balancing filter was used to weight instances. This filter maintains the distribution of instances for each attribute while equalizing the classes. This is accomplished by randomly removing no-twin instances and adding weights to twin instances. Classes were balanced to approximately 50/50 of twin / no-twin cases, resulting in a model able to predict both outcomes with comparable accuracy.
Feature Selection
Feature selection methods were employed to reduce the number of attributes used in training. Feature selection assists the machine learning process by selecting attributes relevant to the desired classification, improving data quality, increasing the speed of the algorithm, removing redundant attributes, and enhancing the interpretability of results [32] . A wrapper subset evaluator was employed with a J48 decision tree classifier to create a subset of attributes to be used for training of the classifier. This method evaluates the merit of several attribute subsets using a learning scheme. Cross-validation is used to estimate the accuracy of the learning scheme for a given subset of attributes.
Attribute subsets that demonstrate high accuracy with the defined learning scheme are suggested to the user.
For the work presented here, a receiver operating characteristic (ROC) curve evaluation was used as the measure for determining the optimal subset. ROC curves plot the true positive rate on a vertical axis against the true negative rate on a horizontal axis [33] . The area under these curves (AUC) is frequently used to compare classifier performance. A perfectly optimized classifier will have an AUC of 1. The attribute selection method explored the effects of inducing models with different attribute subsets on the ROC curve and returned the attribute set corresponding to the highest AUC value.
The algorithm repeated the process 10 times, with varied random seeding each time. The percentage of times each attribute was selected was reported. Attributes selected over 50% of the time were retained in the dataset. All other attributes were removed from the dataset.
Classifier Training and Evaluation
The subset of attributes was then used to train a J48 decision tree classification algorithm. This algorithm results in easily interpretable decision structures, which take the form of decision trees. A simple decision tree is shown in Figure 3 . This example tree predicts whether it is appropriate to play outside or not based on the current weather. The structure represents a set of consecutive decisions and predicted outcomes based on those decisions. In the tree in Figure 3 for instance, a decision is made by first considering the outlook, then based on the outlook, considering either the wind or humidity. A sample decision sequence is as follows; if the outlook is sunny and the humidity is normal, it would be appropriate to play outside. As seen, rule statements are easily read off a decision tree. Tree terminology is used to describe the tree. The decision at the top of the tree is called the "root," divisions are referred to as "branches," and final classifications referred to as "leaves." The J48 algorithm selects the decisions by analyzing a metric called information gain. Information gain is a measure of entropy reduction caused by dividing data. The algorithm evaluates all potential decisions and picks the one with the largest information gain. Divisions appearing higher in the tree inherently have larger information gain and thus can be considered to have the greatest importance in the phenomenon being studied. 
g., if the outlook is sunny, but the humidity is high, you
shouldn't play outside. [33] 10-fold cross validation was employed to assess the accuracy of the models. Similar to the "data hold out" method mentioned earlier, 10-fold cross-validation randomly splits the dataset into 10 equal folds. One at a time, a fold is held out, while the other 9 are used to train the classifier. The held-out fold is tested with the classifier and the accuracy recorded. The process continues with each fold being removed and tested. The final estimate of accuracy is the average over the 10 folds.
Other parameters of importance for the models include the confidence cutoff value and leaf size. These metrics affect the size of the final tree, which directly influence the interpretability of a model. The confidence cutoff controls the pruning decisions made by the classifier. During tree construction, some small decision branches may form that have little impact on the overall tree accuracy. These small branches are removed from the tree during a process called error-based pruning. The amount of pruning is controlled using a confidence value, with lower values yielding higher amounts of pruning. For this study, a moderate level of pruning was desired and a confidence value of 0.25 was selected to accomplish this. The reader is referred to reference [34] for more information on pruning. Pruning trades accuracy for simplicity, which is desired in this application [35] . The leaf size parameter dictates when the algorithm should stop attempting to form a decision split down a branch. It specifies the minimum number of classified instances that need to be present after a decision for a leaf to form. This project used a minimum leaf size of 80 instances, meaning a leaf must contain at least 80 instances to be included in the decision tree. Both the confidence cutoff and leaf size values were determined empirically by comparing the differences in model accuracy with changes in both values.
iii. No Free Lunch Theorem
Relative to the selection of a given machine learning technique, Wolpert proposed what are referred to as the "no free lunch" theorems [36] . These state that a given learning scheme cannot beat random guessing for all possible learning situations. In simpler terms, no one machine learning algorithm will always perform better than others.
There is no universally applicable machine learning technique. The selection of a machine learning method is highly dependent on the problem to be investigated.
It should be thus noted, that although the methods outlined above were successful in this study, they may not perform well in all applications. The methods are provided in detail to illustrate principles which govern machine learning decisions. Adaptation or replacement may be required for other applications [33, 37, 38] .
III. Results i. Feature Selection Results
As noted in section II, feature selection was performed on the initial set of attributes included in Table 1 
ii. Modeling Results
Following the methods outlined above, several decision trees were obtained from the J-48 algorithm. Each are included in this section of the paper. Figure 4 is the model created using the large dataset where strain was an attribute. Figures 5 -7 were created from the smaller datasets, with each tree representing a single strain level. Significant differences in the resulting decision structure for each method were noted and will be explored further. For each tree, decisions rules connecting twinning and strain were extracted. It should be noted that due to the nature of machine learning algorithms, these rules result in probability of twinning and not in certainty of twinning events.
Results provided for each tree include an image of the actual decision structure, an accuracy using cross-validation, an accuracy using holdout data, and an AUC (area under the receiver operating curve) value. The reported accuracies should be compared to a default accuracy of 50%, i.e. random classification, calculated as the accuracy when selecting the majority class. The holdout accuracy is a validation that the model has not been overfit to the training data. The AUC value represents the fit of the model to the classification space, with a perfectly fit model having an AUC value of 1. Each tree contains accuracy data for each leaf, or end point in the structure. Each leaf contains a fraction value, the numerator is the weight of instances correctly classified in that leaf, while the denominator is the weight of instances incorrectly classified in that leaf.
iii. Combined Strain Model
The tree obtained for training on the dataset containing the selected attributes (including strain) is shown in Figure 4 . This tree had 75.8% accuracy using cross validation and 77.5% accuracy using holdout data. The AUC value is 0.836.
Figure 4: Combined Strain Model
Decision rules extracted from this tree are:
• If strain is > 5% & basal SF is > 0.6 & kernel average misorientation is > 2.13°& the grain is > 7 microns: twinning will likely occur.
• If strain is > 5% & basal SF is < 0.6 & size is < 7.01 microns: twinning likely will occur if the grain is either > 5.17 microns in size OR has a kernel average misorientation > 2.92° OR has a dislocation density < 14.6.
• If basal SF is < 0.6 & strain is > 2.5% & the grain is > 7.01 microns in size & has a kernel average misorientation > 1.85°: twinning will likely occur.
• If strain is between 2.5% and 5% & the grain is < 7.01 microns in size & has a kernel average misorientation > 2.24° & basal SF is < 0.45: twinning will likely occur.
• If strain is below 2.5 % & the kernel average misorientation is > 2.8° & basal SF < 0.6: twinning will likely occur.
• In any of these cases, grain size must be greater than 4 microns for a probability of twin formation.
iv. 2.5% Strain Model
The tree obtained for training on the dataset containing the selected attributes using only data recorded at 2.5% strain is shown in Figure 5 . This tree had 72.8% accuracy using cross validation and 83.1% accuracy using holdout data. The AUC value is 0.857. Decision rules extracted from this tree are:
• If the size is less than 4.83 microns: twinning will not likely occur.
• If the grain size is larger than 4.83 microns & the misorientation is greater than 2.79°: twinning will occur.
• For a misorientation less than 2.79°, the grain must be larger than 10.97 microns for twinning to likely occur.
v. 5% Strain Model
The tree obtained for training on the dataset containing the selected attributes using only data recorded at 5% strain is shown in Figure 6 . This tree had 73.6% accuracy using cross validation and 75.7% accuracy using holdout data. The AUC value is 0.809.
Figure 6: 5% Strain Model
• Grain must be larger than 4.24 microns for any possibility of twinning activity.
• The grain must be larger than 7.19 microns & have a basal SF between .55 and .6
for possibility of twinning.
• If the Basal SF is less than .55, it must have a dislocation density >14.1 & large size (> 7 microns) OR large kernel average misorientation (>2.39°) for possibility of twinning.
vi. 7% Strain Model
The tree obtained for training on the dataset containing the selected attributes using only data recorded at 7% strain is shown in Figure 7 . This tree had 75.3% accuracy using cross validation and 77.1% accuracy using holdout data. The AUC value is 0.801.
Figure 7: 7% Strain Model
• Grain must be > 4.93 microns for the possibility of twinning.
• For possibility of twinning, the size must be greater than 6.76 microns & have a basal SF > 0.6 & a kernel average misorientation >2.32°.
• If the basal SF is less than 0.6, twinning will likely occur either if the grain size is >8.2 microns OR if the kernel average misorientation is > 2.24.
IV. Discussion
We first explore insights into the machine learning process itself. On average, the models returned approximately 75% accuracy using both cross validation with the training data and with the holdout data. This suggests that the models are not overfit to the training data and can be applied generally to new data. Since the two accuracies (cross validation and hold out) calculated for each model were generally comparable, the "data hold out" method and other methodology outlined in the methods section of the paper appears to have been successful in creating robust models. These accuracies could potentially be increased by expanding the initial dataset to include new attributes or by further refining of the pre-processing methodology.
There are obvious differences in the resulting models created with the two methods for including strain. Including strain as an attribute in the dataset resulted in a complex decision tree (more branches and resulting leaves), as seen in Figure 4 . The trees created by separating the data into distinct datasets based on strain are much simpler (fewer branches and leaves). Table 2 contains the accuracies and AUC for each model. It should be noted that for each performance metric, there is minimal difference between the combined strain model and the strain separated models. Using performance metrics, the two methods used to account for strain in the modeling process are essentially equal in merit. A more qualitative exploration of the trees is required to determine if one method holds greater merit than the other. The goal of the machine learning modeling completed in this work is to explore variations in attributes with changes in strain. As such, we desire models which expose clear correlations between strain and grain attributes. The combined model is a more complex decision structure, making it difficult to recognize clear correlations between strain and attributes. The strain separated models provide a much clearer picture, without a compromise in accuracy.
Model
A key example of this are trends in grain size. The strain separated models exhibit a decrease in grain size associated with twinning at small grain misorientations and basal Schmid factors, from 10.97 microns at 2.5% strain to 8.2 microns at 7% strain. While twinning at these grain sizes is also dependent on other attributes, the change in required grain size is readily noted. This strain dependent trend is not easily revealed from the relationships extracted from the combined strain model, since strain appears several levels into the decision tree, making extraction of such correlations difficult. The tree does not contain comparable relationships at each level of strain. Instead, the combined strain tree offers better insight into activity between levels of strain, for instance between 2.5% and 5% strain, giving thresholds and attribute values that describe twin activity in this region. Since grain size a parameter of interest in our comparison of saturation methods, the types of clear relationships revealed by the strain separated models provide greater insight for comparisons. This leads us to conclude that, at least for this study, separating the dataset based on strain is the better option.
We now explore whether the models yield insight into the twinning phenomenon in magnesium. Comparisons between the results of this paper and the methods used by others in modeling will be conducted to determine if any new information was uncovered by the machine learning models. To the knowledge of the author, little research has been done investigating shifting relationships between attributes and twin formation over varying strain levels. Extensive work has been done, however, investigating changes in relationships with changing strain rates and temperatures. Additionally, many plasticity models include parameters that have parallels to the attributes used in this study, such as saturation measures. These studies and models will be used to make comparisons with the correlations found in this paper.
The correlations extracted from the trees exhibited several notable trends with increases in strain. Basal Schmid factor threshold values did not demonstrate much (if any) shift with strain. In general, basal SF threshold values stayed around 0.6. Work exploring critical twin stresses and relationships with microstructural attributes shows some promising correlations with these results [39] . As seen in our model, there appears to be a value for basal Schmidt factor of the grain which defines whether twinning may or may not occur. This could be referred to as a threshold dividing grains that are "soft,"
meaning they prevent twin growth in favor for slip, or "hard," meaning they allow twin formation before slip. Hutchinson et al performed a study in which they investigated critically resolved shear stress for twin systems in magnesium, which supports the idea of a threshold between a hard and soft grain [39] . Additional work by Wang et al investigated texture effects that interact with the Hall-Petch relationships mentioned earlier [40] .
Grain size thresholds showed significant shift over strain. At low strains, the grains must be approximately 2 microns bigger than at high strains. A universal minimum cutoff for twinning of ~ 4 microns was observed meaning, in general grains smaller than 4 microns will not twin. This behavior was explored by Meyers et al in their investigation of twin formation [41] . A large dependence between critical twinning stress and grain size was observed in their work. This was expanded to a Hall-Petch relationship, with a kT value defined for hardening due to twins, in addition to a kS value defined for hardening due to slip. As found through the machine learning algorithms, grain size plays a large role in determining twin activity, with differing requirements at varying strain levels [13, 42] .
In our model, both kernel average misorientation and dislocation density give insights into dislocation activity within the microstructure. Neither exhibited a strong influence on the model, tending towards smaller dislocation values associated with twinning at higher strains.
The paper by Meyers also investigated connections between strain and twinning, most importantly, whether twinning shows a similar level of sensitivity to strain rate and temperature that slip does [41] . It was suggested unlike slip, twinning does not have a well-established sensitivity to such external parameters. Twinning may instead exhibit a stronger dependence on internal parameters, like grain size and dislocation density [43] .
The proposed lack of twinning sensitivity to external parameters may be one reason why no major shifts in attribute thresholds were noted in this study. Small shifts were observed, but over a rather large strain range, no major changes occurred.
One explanation for differences in twin activity at various strain levels is what
Meyers refers to as unloading of stress in twinned regions, resulting in a higher required stress required to produce subsequent twin activity [41] . Additionally, at a higher stress, large grains have a high likelihood of already being twinned, meaning available grain area available for twinning is generally smaller, resulting in a sort of strain hardening phenomenon [44] . Smaller grains may have different thresholds required for twinning to occur. Additionally, twinning may appear to exhibit dependencies on external factors, such as strain rate, when in reality the dependence is due to slip [45] . The close and complex relationship between slip and twinning may cause complications in fully understanding unique twinning dependencies.
Of particular interest is how the results obtained in this study compare with a typical crystal plasticity model, which are used heavily to model twinning and de-twinning activity in materials such as magnesium [46] [47] [48] . These models base prediction of twin activity mainly on critically resolved shear stress (CRSS) for twinning and on a variety of hardening laws which govern twin growth, shrinkage, and saturation. These models also take into account local twin strain, and do so in a wide variety of ways [49] . Several models utilize the Taylor model which assumes plastic strain on a grain is equal to the macroscopically applied strain [50] . Others use self-consistent models where strain varies in each grain and is governed by a relative stiffness as compared to the rest of the material [51] [52] [53] . A more advanced model created by Beyerlein et al takes into account additional factors such as dislocation considerations (movement, hardening, temperature dependence) and twin volume fraction [54] .
Since most plasticity models include some consideration of twin CRSS, it's interesting to note that the models created in the current investigation did not select twin SF as a contributing attribute. Instead, the models defined twinning activity based on the SF of the basal slip system, which is the other common deformation system in HCP metals [55] . The relationships show that twinning will occur if the SF for a given grain is less than a designated threshold, in essence suggesting that the grain is not well oriented for basal slip. This could be due to a higher occurrence of basal slip at the strains and temperatures observed, causing the basal SF to have higher predictive ability for the data used than twin SF. In addition, due to the strong basal texture caused by cold rolling, we have in essence constrained the texture of the system to a constant. A representation of this texture is shown in Figure 8 . A result of this strong texture is a low information gain for any attributes containing texture based information, since differences in texture values (such as SF and CRSS) are small across the scanned areas. To further investigate texture based effects on twinning, data from a randomly textured microstructure would need to be used with the machine learning algorithms.
V. Conclusion
Large datasets of data about twin formation in MgAZ31 over several strain levels were analyzed using machine learning. Results extracted from decision trees revealed insights into the dependence of attributes on strain level. It was found that for the attributes considered, only grain size requirements showed a heavy dependence on strain.
Other factors found to have the greatest impact on twin formation, based on the datasets used in this study, were measures of basal Schmidt factor and dislocation density. The thresholds noted for these attributes were compared and found to be supported by previous plasticity modeling of MgAZ31. It was found that the predictive ability of this model may be limited due to the homogenous texture constraint imposed by using cold rolled specimens, which may account for the lack of strong texture correlations, as compared with other plasticity models. It was suggested that simpler models resulting from separating the dataset based on strain are more useful in gaining insights into twinning than a larger, more complex model. Machine learning was shown to be an effective tool in investigating large materials datasets. Knowledge gained from such studies has the potential to assist in refining twin formation and plasticity models, possibly contributing to an increase in their accuracy.
