Abstract: This paper proposes a cuckoo search algorithm (CSA) using different distributions for solving the short-term hydrothermal scheduling (ST-HTS) problem with reservoir storage constraint on hydropower plants. The CSA method is a new meta-heuristic algorithm inspired from the obligate brood parasitism of some cuckoo species by laying their eggs in the nests of other host birds of other species for solving optimization problems. The advantages of the CSA method are few control parameters and effective for optimization problems with complicated constraints. In the proposed CSA, three distributions have been used including Lévy distribution, Gaussian distribution and Cauchy distribution. The proposed method has been tested on two test systems and the obtained results have been compared to that from other methods available in the literature. The result comparisons have indicated that the proposed method is a very favorable method for solving the short term hydrothermal scheduling problems with reservoir constraint.
Introduction
The short term hydro-thermal scheduling (ST-HTS) problem is to determine the power generation among the available thermal and hydro power plants so that the total fuel cost of thermal units is minimized over a schedule time of a single day or a week satisfying power balance equations, total water discharge constraint as the equality constraints and reservoir storage limits and the operation limits of the hydro as well as thermal generators as the inequality constraints [1] .
Several methods have been implemented for solving the hydrothermal scheduling problem such as evolutionary programming technique (EP) [1] [2] [3] [4] [5] , genetic algorithm (GA) [6] [7] , gradient search techniques (GS) [8] , simulated annealing approach (SA) [9] , and clonal selection algorithm (CSA) [10] . In [1, 2] , ST-HTS problem has been solved by using EP with Gauss mutation. The method can reach a reasonable solution (suboptimal near globally optimal) with reasonable computation time. However, this method is only useful for solving simple problems, which do not contain many constraints [4] . Furthermore, it does not always guarantee the globally optimal solution. The GS method [8] has been applied to the problem as conventionally hydro generation models were represented as piecewise linear or polynomial approximation with a monotonically increasing nature. However, such an approximation may be too rough and seems impractical [2] . SA technique seems to be better than GS via comparison of total fuel cost reported in [9] . However, appropriate setting of the relevant control parameters of the SA based algorithm is a difficult task and often the speed of the algorithm is slow when applied to a practical sized power system. It is reported in [11] that EP outperforms GA.
The cuckoo search algorithm (CSA) developed by Yang and Deb in 2009 [12] is a new meta-heuristic algorithm inspired from the obligate brood parasitism of some cuckoo species by laying their eggs in the nests of other host birds of other species for solving optimization problems. The advantages of the CSA method are few control parameters and effective for optimization problems with complicated constraints. Recent years, CSA has been applied for solving non-convex economic dispatch (ED) problems [13] [14] and micro grid power dispatch problem [14] , short-term hydrothermal scheduling problem [15] . In [15] , CSA has been applied for solving the short-term hydrothermal scheduling problem where a set of cascaded reservoirs is considered, hydro generation is a function of water discharge and reservoir volume, and the continuity water constraints consider the delay time that water from the upper reservoirs flow into the lower reservoirs. The result comparisons reported in the papers have shown that CSA is an efficient method for solving optimization problems.
In this paper, a cuckoo search algorithm (CSA) with different distributions including Lévy distribution, Gaussian distribution and Cauchy distribution is proposed for solving short-term hydrothermal scheduling problem considering reservoir volume constraint on hydropower plants. On the contrary to study in [ [15] , water discharge is a function of hydro generation and the delay time is neglected in the continuity water constraint due to the reservoirs located on different rivers in the paper. Therefore, in the implementation of CSA for the considered problem, each egg corresponding to a solution in [15] is represented by thermal plant generations and water discharge meanwhile it is represented by thermal plant generations and reservoir volume in the paper. The effectiveness of the proposed CSA method has been tested on two systems and the obtained results have been compared to those from methods reported in the paper.
Problem Formulation
In this section, the mathematical formulation of the short-term HTS problem consisting of N 1 thermal units and N 2 hydro units scheduled in M time sub-intervals with t m hours for each is formulated. The objective of the problem is to minimize total cost of thermal units subject to the system and unit constraints. The mathematical model of the problem is formulated as follows:
where a si , b si , c si , d si and e si are fuel cost coefficients of thermal plant i; P si,min is the minimum generation of thermal unit i.
subject to: -Load Demand Equality Constraint The total power generation from thermal and hydro units must satisfy the load demand neglecting power losses in transmission lines:
where P D,m is total system load demand at subinterval m. 
where V j,max and V j,min are the maximum and minimum reservoir storage of the hydro plant j, respectively.
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where q j,max and q j,min are the maximum and minimum water discharge of the hydro plant j.
- 
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where P si,max , P si,min and P hj,max , P hj,min are maximum, minimum power output of thermal plant i and hydro plant j, respectively.
Cuckoo Search Algorithm for ST-HTS Problems
A. Cuckoo Search Algorithm CSA was developed by Yang and Deb in 2009 [12] . During the search process, there are mainly three principle rules as follows.
 Each cuckoo lays one egg (a design solution) at a time and dumps its egg in a randomly chosen nest among the fixed number of available host nests.
 The best nests with high a quality of egg (better solution) will be carried over to the next generation.
Cuckoo Search Algorithm Using Different Distributions for Short-Term Hydrothermal  The number of available host nests is fixed, and a host can discover an alien egg with a probability p a  [0, 1]. In this case, the host bird can either throw the egg away or abandon the nest so as to build a completely new nest in a new location.
In the paper, a nest or an egg is an optimal solution consisting of generation of thermal plants and reservoir volume of hydro plants at subinterval m, namely each egg is called X d and
In nature, a host bird builds only one nest and lays its eggs in the nest. The number of eggs that each host bird lays is normally much higher than two ones dependent on species of bird. In Cuckoo behaviour, each Cuckoo lays eggs and dumps one egg into one nest of another bird species. The phenomenon is included in Cuckoo search algorithm where each Cuckoo egg is represented as an optimal solution and each nest, which contains only one cuckoo egg, is also an optimal solution. In fact, each nest at each iteration holds two old eggs and two new eggs, where one is obtained from the Lévy flights and one is from the Alien Egg Discovery and Randomization. Only one egg corresponding to one solution at the time is retained by comparing the fitness function. Consequently, cuckoo egg and cuckoo nest are also an optimal solution.
B. Units Calculation of Power Output for Slack Thermal Unit
Suppose that the power output of (N 1 -1) thermal plants and N 2 hydro plants are known. To exactly meet the power balance constraints (2), a slack thermal unit is arbitrarily selected and therefore its power output will be dependent on the power output of remaining (N 2 +N 1 -1) hydro and thermal units in the system. The power output of the slack thermal unit 1 is calculated by:
C. Implementation of Cuckoo Search Algorithm
Based on the three rules in section 3.A, the standard cuckoo search algorithm for solving short-term hydrothermal scheduling problems is as follows:
In the CSA methods, each egg can be regarded as a solution which is randomly generated in the initialization. Therefore, each element in nest d of the population is randomly initialized as follows:
, , ,min 2 ,max ,min 2 *( ); 1,..., ; 1,..., 1
where rand 1 and rand 2 are uniformly distributed random numbers in [0,1].
The total water discharge over the t m hours is then calculated using (5) above as follows.
, ,
The water discharge q j,m is calculated using (3) and then hydro generation P hj,m can be obtained using (4) as follow. 
The slack thermal unit is obtained using section 3.B.
Based on the initial population of nests, the fitness function to be minimized corresponding to each nest for the considered problem is calculated.
where K s and K q are penalty factors for the slack thermal unit 1 and water discharge, respectively; P s1,m,d is power output of the slack thermal unit calculated from Section 3.B corresponding to nest d in the population.
The limits for the slack thermal unit and water discharges in (16) are determined as follows: 
; 1,.., ; otherwise 1,..,
where P s1,max and P s1,min are the maximum and minimum power outputs of the slack thermal unit, respectively.
The initial population of the host nests is set to the best value of each nest Xbestd (d = 1, …,N d ) and the nest corresponding to the best fitness function in (16) is set to the best nest Gbest among all nests in the population.
-Generation of New Solution Via Lévy Distribution, Cauchy Distribution and Gaussian Distribution
The new solution is calculated based on the previous best nests via Lévy flights. In the proposed method, the optimal path for the Lévy flights is calculated by Mantegna's algorithm. The new solution by each nest is calculated as follows:
where  > 0 is the updated step size; rand 3 is a normally distributed stochastic number; and the increased value X d new is determined by using Lévy distribution, Cauchy distribution and Gauss distribution as follows:
where rand x and rand y are two normally distributed stochastic variables with standard deviation  x () and  y () given by: 
where rand 5 and rand 6 are uniformly distributed random numbers in [0,1] For the case of using Lévy distribution, the method is called CSA-Lévy. Similarly, the two remaining methods are called CSA-Cauchy and CSA-Gauss corresponding to Cauchy distribution and Gauss distribution.
For the newly obtained solution, its lower and upper limits should be satisfied according to the unit's limits: 
The power output of N 2 hydro units and the slack thermal unit are then obtained as in Sections 3.C and 3.B, respectively. The fitness value is calculated using equations (16) . The nest corresponding to the best fitness function is then set to the best nest Gbest.
-Alien Egg Discovery and Randomization
The action of discovery of an alien egg in a nest of a host bird with the probability of p a also creates a new solution for the problem similar to the Lévy flights. The new solution due to this action can be found out in the following way:
where K is the updated coefficient determined based on the probability of a host bird to discover an alien egg in its nest:
and the increased value X d dis is determined by:
where rand 7 (27) . The value of the fitness function is calculated using (16) and the nest corresponding to the best fitness function is set to the best nest Gbest.
-Stopping Criteria
The above algorithm is stopped when the maximum number of iterations is reached.
D. Overall Procedure
The overall procedure of the proposed CSA for solving the short-term HTS problem is described as follows.
Step 1: Select parameters for the CSA including number of host nests N p , probability of a host bird to discover an alien egg in its nest p a , and maximum number of iterations N max .
Step 2: Initialize a population of N p host nests as in Section 3.C and calculate the power output for the slack unit 1 as in Section 3.B.
Step 3: Evaluate the fitness function using (16) and store the best value for each nest Xbest Step 6: Calculate a new solution based on the probability of p a and calculate the power output for the slack unit 1 as in Section 3.B.
Step 7: Evaluate the fitness function using (16) and determine the newly best Xbest d and Gbest for the new obtained solution.
Step 8: If n < N max , n = n + 1 and return to Step 4. Otherwise, stop.
Numerical Results
The proposed cuckoo search algorithm has been applied for solving two systems where system 1 comprises one hydro plant and one thermal plant with quadratic fuel cost function, and system 2 consists of four hydro plants and four thermal plants with nonconvex fuel cost function. The both systems are scheduled in three days with six intervals and 12 hours for each. Transmission losses are neglected for system 1 but considered for system 2. The data of system 1 is taken from [1] meanwhile the data of system 2 given in Appendix is obtained by modifying system 1. The proposed CSA is coded in Matlab platform and run on a 1.8 GHz PC with 4 GB of RAM.
A. Selection of Parameters
In the proposed CSA method, three main parameters which have to be predetermined are the number of nests N p , maximum number of iterations N max , and the probability of an alien egg to be discovered p a .
Among the three parameters, the number of nests significantly effects on the obtained solution quality. Normally, the larger number of N P is chosen the higher probability for a better optimal solution is obtained. However, the simulation time for obtaining the solution in case of the large numbers is long. Thus, the selection of N P is an important task. By experience, the number of nests in this paper is set to 30 for system 1 and 50 for system 2. Similar to N P , the maximum number of iterations N max also has an impact on the obtained solution quality and computation time. It is chosen based on the complexity and scale of the considered problems. For the test systems above, the maximum number of N max is set to 400 for system 1 and 3500 for system 2. The value of the probability for an alien egg to be discovered can be chosen in the range [0, 1]. However, different values of p a may lead to different optimal solutions for a problem. For the complicated or large-scale problems, the selection of value for the probability has an obvious effect on the optimal solution. In contrast, the effect is inconsiderable for the simple problems, that is different values of the probability can also lead the same optimal solution. In this paper, the value of the probability is selected in range from 0.1 to 0.9 with a step of 0.1 whereas the number of nests and the maximum number of iterations are predetermined in advance.
B. Obtained Results
-Case 1: System 1 with one thermal plant and one hydropower plant For the system, each version of the proposed CSA method including CSA-Lévy, CSACauchy and CSA-Gauss is run ten independent trials with each of nine values of P a in range from 0.1 to 0.9, and the number of nests and maximum number of iterations are set to fixed values of 30 and 400, respectively. The results including minimal total cost, average total cost, maximal total cost, standard deviation, and average computational time obtained by CSALévy, CSA-Cauchy and CSA-Gauss are respectively given in Tables 1, 2 and 3. As indicated in the tables, CSA-Lévy gets optimal solutions at P a = 0.1-0.9, CSA-Cauchy gets optimal solutions at P a =0.8-0.9 and CSA-Gauss obtains an optimal solution at P a =0.9 only. Furthermore, CSA-Lévy can obtain less average total cost, less maximum total cost and less standard deviation than CSA-Cauchy and CSA-Gauss. Consequently, it can be concluded that CSA-Lévy is more favorable than CSA-Cauchy and CSA-Gauss. The optimal solutions obtained by the three versions of the CSA method are shown in Tables 4, 5 The best minimum total cost and average computational time from the versions of CSA method are compared to those from other methods including EP [1] , EP [2] , CEP [3] , FEP [3] , IFEP [3] , RIFEP [4] , GS [8] , SA [9] , and CSA [10] as shown in Table 7 . Obviously, the total cost obtained by CSA-Lévy, CSA-Cauchy and CSA-Gauss is equal to that gotten by CEP [3] [3] , RIFEP [4] and CSA [10] , and less than that obtained by EP [1] , EP [2] , GS [8] and SA [9] . Besides, the three versions of the proposed method are faster than all methods. Therefore, the proposed method shown in the paper is very effective for solving short-term hydrothermal scheduling with reservoir volume constraints. Normally, to evaluate the performance of an optimization algorithm two main factors obtained from the search process consisting of quality of solution and execution time are employed to compare with those from other algorithms. Thus, optimal fuel cost and execution time from the three versions of CSA are compared to those from other methods and Table 7 has shown the comparison. The comparison has indicated that the CSA methods have approximate or less cost than other methods. Although the minimum cost from the proposed methods has no significant improvement over other methods, the solution quality from the proposed ones is very high, especially CSA-Lévy where standard deviation cost shown in Table 1 is nearly equal to zero for most cases of Pa. Furthermore, the average computational time from the proposed methods is also shorter than that from others. However, it may not directly compare the computational times among the applied methods for solving the problem due to different programming language and computer processors used. Therefore, a fair comparison of the execution time among the methods using different computer processors may be performed converting the provided CPU times from methods into a common base. The adjusted CPU time in pu is determined as follows [17] 
It is noted that the value of 1.8 (GHZ) is the processor of the CPU chip used to run three versions of CSA and the CPU time obtained by CSA-Lévy is used to be a common base time. Therefore, the adjusted CPU time determined for other methods is a time number of the CPU time of the proposed CSA-Lévy as shown in Table 8 . It is obvious that the adjusted CPU time that CSA-Lévy spends for searching optimal solution is faster than that from other methods; especially it is from 29.7 to 97 times faster than other methods except EP [2] , which is slightly faster than CSA-Lévy. To run the CSA methods fifty independent trials for each value of Pa, the number of nests and the maximum number of iterations are respectively set to 50 and 3500. The best minimum cost and the average cost, maximum cost, and standard deviation cost corresponding to the best minimum cost for the CSA methods are shown in Table 9 below. The results have shown that the three versions of CSA can deal with the large system with nonconvex fuel cost function of thermal units. In addition, it can be sated that CSA-Lévy is the best one since it can obtain the lowest minimum cost and the second best standard deviation. The optimal solution obtained by CSALévy is given in Tables 10, 11 and 12. Figure 2 has shown the fitness convergence characteristic obtained by the CSA methods. In summary, cuckoo search algorithm has two new solution generations including the first generation via Lévy flights and the second generation via the replacement of alien eggs. In fact, there are three distributions employed in the paper consisting of Lévy distribution, Cauchy distribution and Gaussian distribution. The performance of the three distributions is tested on two systems above. The obtained results shown in Tables 1, 2 and 3 for system 1 have indicated that the three distributions can lead to the same minimum cost. However, the standard deviation costs for each value of Pa have revealed that the Lévy distribution is superior to the Cauchy and Gaussian distributions since the standard deviation from CSA-Lévy is nearly equal to zero whereas that from CSA-Cauchy and CSA-Gauss is much higher. In addition, when applied to the large-scale system 2, CSA-Lévy has obtained much less minimum cost than the two other distributions. Obviously, the Lévy distribution has high performance when applied to the cuckoo search algorithm. 
Conclusions
In this paper, the three versions of Cuckoo Search Algorithm including CSA-Lévy, CSACauchy, and CSA-Gauss have been applied for solving short-term hydrothermal scheduling problem with reservoir capacity constraint. The proposed algorithms have been tested on two test systems where the first one consists of one hydropower plant and one thermal plant with quadratic fuel cost function and the second one comprises four hydropower plant and four thermal plants considering valve point loading effect. The comparison of the results obtained by the proposed CSA methods with that from other methods has indicated that the proposed CSA methods can obtain better total cost with faster computational time than the other methods. Among the three versions of CSA proposed in the paper, CSA-Lévy is the best one with the lowest minimum for the test systems. Therefore, the proposed CSA methods, especially the CSA with Lévy distribution, are very favourable and powerful methods for solving short-term hydrothermal scheduling problem with reservoir volume constraint. 
