Properties and functionality of correlated oxides are intrinsically controlled by the oxygen stoichiometry that directly couples to the oxidation state of a transition metal, induces structural and metal-insulator transitions, 1 and governs magnetic and transport properties. 2 A distinctive feature of nonstoichiometric oxides is the tendency for formation of vacancy ordered phases. [3] [4] [5] [6] [7] These ordering processes strongly affect electronic, transport, structural, ferroic, magnetic, and ionic properties of oxides, and hence are directly relevant for applications. For early d-elements, the formation of oxygen vacancies at low nonstoichiometries is followed by the (irreversible) formation of crystallographic shear phases, 8 directly involved in the functionality of the memristive and electroresistive electronics. [9] [10] [11] For mid-and late 3d elements, universal is the (reversible) ordering of the oxygen vacancy and formation of brownmillerite type structures. 12, 13 This transition is induced by temperature and is associated with significant lowering of ionic conductivity and changes in magnetic properties due to cation transition from octahedral to tetrahedral coordination.
The transition from disordered to ordered phase induced by oxygen partial pressure, temperature, or other stimuli is an example of a symmetry lowering transition, analogous to ferroic (ferroelectric, ferromagnetic, ferroelastic) and antiferroic transformations. Oxygen vacancy order can thus be considered as an equivalent of a ferroic or antiferroic order parameter. In that case, we could expect vacancy ordered compounds to support a variety of topological defects including antiphase and twin domain boundaries. In classical ferroics, the physical and ionic properties of these interfaces are different from the bulk and approach that of high-symmetry phase, [14] [15] [16] [17] [18] and ferroic order is strongly affected by presence of defects and interfaces; [19] [20] [21] [22] similar phenomena can be expected to occur in vacancy ordered oxides. The presence of moving boundaries combined with difference in molar volumes and unit cell shape between ordered and disordered phase will lead to ferroelastic behavior, potentially including high strains and superplasticity. 23 Finally, presence of several competing interactions (e.g. polarization and vacancy ordering or ferroelasticity and vacancy ordering)
can give rise to morphotropic-like behavior.
These considerations necessitate the development of mesoscopic phase-field type models for description of oxygen vacancy dynamics and ordering, 7, 24-29 similar to GinsburgLandau-Devonshire (GLD) type theory for ferroelectrics that is now actively used for modeling ferroelectric phenomena in non-uniform systems. [30] [31] [32] Previously, phase field models have been extensively used to model phase ordering phenomena. 30 However, while bulk free energy expansion terms can be readily obtained from thermodynamic phase diagrams, 28 the gradient and interfacial terms that describe the structure and properties of topological defects, surfaces, and interfaces remain generally unknown.
Here, we demonstrate that structural information obtained by high resolution (scanning) transmission electron microscopy (STEM) can be used to directly obtain these parameters, as well as to explore more subtle effects associated with domain wall behavior in the vicinity of surfaces and interfaces. While the imaging studies of vacancy ordering phenomena have been reported for several decades, [33] [34] [35] recent advances in high-resolution imaging 36-40 make possible direct mapping of atomic structures and local strains on the atomic level, opening pathway to systematically probe the ferroic physics of vacancy ordered systems.
As a model system, we have chosen the (La x Sr 1-x )CoO 3 solid solutions. These materials are broadly explored as perspective cathodes for solid oxide fuel cells, driving significant effort at understanding ionic properties and formation of vacancy ordered phases. [41] [42] [43] Furthermore, the link between oxygen nonstoichiometry and electronic properties is well studied. 44 Finally, formation of vacancy phases in these materials, albeit not the structure of topological defects, was repeatedly established. 6 , 45 Here we explore vacancy ordered structures in (La 0.5 Sr 0.5 )CoO 2.5 films grown on NdGaO 3 substrate by pulsed laser deposition. Micrographs were recorded using VG HB603U dedicated cold field emission gun STEM operated at 300kV and equipped with Nion aberration corrector to give the probe size of ~0.7 Å. Shown in Fig. 1 (a) is an example of the ordered phase in the LSCO, illustrating the presence of the antiphase boundary. Clear modulation of atomic spacings is observed inside LSCO, which is directly related to vacancy ordering in brownmillerite structure (see e.g Ref. 46 ), where longer spacings correspond to vs. the distance from interface.
To describe the phase ordering process and the behavior of lattice parameters in the vicinity of the defects, we extend the phase field approach suggested by Khachaturyan [Ref. 48 ] and introduce the free energy density in the parent cubic phase as: 
(1)
Here the first term governs interaction between vacancies, favoring the ordering of vacancies
is the configurational entropy of the system with the concentration of vacancies c. The order parameter, η , defines the relative occupation numbers for the sub-lattices (two sets of alternating planes),
), so that the total occupation is constant, The coupling between the order parameter η and the stresses ij σ is defined by ( ) ij w σ η, that can be represented as series in order parameter:
The first term in Eq. (2) is the chemical expansion of the lattice due to the appearance of vacancies ( ij β is the elastic dipole tensor), the second one is chemical striction due to the ordering of vacancies. 49 Note that the term linear in η is zero, as follows from translation symmetry of the sublattices. 
For the case of antiphase domain boundary (APB) in the bulk, the strain and stress distributions are non-zero and the order parameter profile along x axis can be derived as ( ) 
Where the amplitude
is insensitive to the boundary condition and approximate expression is valid
Then the order parameter of domain wall approaching the interface can be analyzed using the perturbation method. 53 In this case, the 2D problem is solved with the boundary
The APB profile is then:
As anticipated Eq. (6) This derivation allows analyzing the structure of the antiphase boundary in Fig. 1 .
Here, we estimate the local width of the boundary by fitting the profile to the functional form of Eq. (5). Two examples of the fits with different t values are given in Fig. 1 (c) ; experimental data behavior is well described by the fitting function. Fig. 1(d) shows the dependence of the fit parameter t on the distance from the interface; the dependence is nonmonotonic. However, when compared with the plot of dx 0 /dx (proportional to tangent of the wall angle with respect to a normal to interface, such that dx 0 /dx=0 when the wall is oriented along the said normal), it is clear that the width is the smallest when the wall is vertical and increases steeply as the orientation deviates from 90 degrees. Comparison of the experimental Electron Energy Loss spectra (EELS) profiles to theoretical simulations suggest that experimentally observed profile width are very closed to the simulated ones. While partial intermixing cannot be completely excluded, it will be limited in one layer immediately at the interface (See Supplementary Materials Fig. S2 ). Thus the value of L C obtained can be viewed as an (close) upper estimate.
In accordance with Eq.(5) approximate expression for the order parameter distribution in the near-surface gradient region is ( )
. F r o m t h e average of the corresponding exponential decay fits, ( ) , and in ferroelastics, 
