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EQUIDISTRIBUTION OF CRITICAL POINTS OF THE
MULTIPLIERS IN THE QUADRATIC FAMILY
TANYA FIRSOVA AND IGORS GORBOVICKIS
Abstract. A parameter c0 ∈ C in the family of quadratic poly-
nomials fc(z) = z
2 + c is a critical point of a period n multiplier,
if the map fc0 has a periodic orbit of period n, whose multiplier,
viewed as a locally analytic function of c, has a vanishing derivative
at c = c0. We prove that all critical points of period n multipliers
equidistribute on the boundary of the Mandelbrot set, as n→∞.
1. Introduction
Consider the family of quadratic polynomials
fc(z) = z
2 + c, c ∈ C.
We say that a parameter c0 ∈ C is a critical point of a period n multi-
plier, if the map fc0 has a periodic orbit of period n, whose multiplier,
viewed as a locally analytic function of c, has a vanishing derivative at
c = c0.
The study of these critical points is motivated by the following ob-
servation: the argument of quasiconformal surgery implies that appro-
priate inverse branches of the multipliers of periodic orbits, viewed as
analytic functions of the parameter c, are Riemann mappings of the
corresponding hyperbolic components of the Mandelbrot set [16]. Pos-
sible existence of analytic extensions of these Riemann mappings to
larger domains might allow to estimate the geometry of the hyperbolic
components [10, 11]. Critical values of the multipliers are the only
obstructions for existence of these analytic extensions.
For each n ∈ N, let Xn be the set of all parameters c ∈ C that are
critical points of a period n multiplier (counted with multiplicities).
Let M ⊂ C denote the Mandelbrot set and let µbif be its equilibrium
measure (or the bifurcation measure of the quadratic family {fc}).
Our first main result is the following:
Theorem A. The sequence of probability measures
νn =
1
#Xn
∑
x∈Xn
δx
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Figure 1. Critical points of the multipliers: (a) pe-
riod 5; (b) period 6; (c) period 7; (d) period 8.
converges to the equilibrium measure µbif in the weak sense of measures
on C, as n→∞.
In particular, Theorem A gives a positive answer to the question,
stated in [2].
We note that Theorem A is a partial case of a more general result
that we prove in this paper. A precise statement of this more general
result will be given in the next section (c.f. Theorem 2.5).
Equidistribution results in the parameter plane have attracted a lot
of attention: starting from the results for critically periodic parameters
of period n [9], to more recent results for parameters with a prescribed
multiplier [1, 4] and Misiurewicz points [6–8]. It is important to note
that for all of the above mentioned classes of points in the quadratic
family, their accumulation sets coincide with the support of µbif , i.e.,
the boundary of the Mandelbrot set. The latter is not the case for
critical points of the multipliers. In particular, we prove the following
theorem.
3Theorem B. For every n0 ∈ N and c ∈ Xn0\M, there exists a sequence
{cn}∞n=3, such that cn ∈ Xn, for any n ≥ 3, and
lim
n→∞
cn = c.
Theorem B can be loosely interpreted as follows: fix an arbitrary
n0 ∈ N. Then for any sufficiently large n ∈ N, the set Xn \M contains
a “distorted” copy of Xn0 \M as a subset. The larger is n, the closer
is this copy to the original set Xn0 \M (in Hausdorff metric).
We remark that the sequence of parameters cn in Theorem B starts
from n = 3, because the sets X1 and X2 are empty. We also note that
according to the numerical computations in [2], the sets Xn \M are
nonempty, for all n = 3, 4, . . . , 10, so Theorem B implies that the sets
Xn \M are nonempty for all sufficiently large n.
Let X be the set of all accumulation points of the sets Xn, i.e.
X :=
∞⋂
k=3
( ∞⋃
n=k
Xn
)
.
The above discussion suggests that this set might have nontrivial ge-
ometry. In particular, Theorem B implies the following inclusion:
∞⋃
n=3
(Xn \M) ⊂ X .
We also know from [2] and [19] that 0 ∈ X . In an upcoming paper we
will study some further geometric properties of the set X .
The structure of the paper is as follows: in Section 2 we give the
necessary basic definitions and state our main results in a more precise
form. In Section 3 we describe the derivatives of the multipliers as
algebraic functions (i.e., roots of polynomial equations). This allows us
to explicitly compute potentials of the measures νn. In Section 4 we give
a proof of Theorem 2.5, a more general version of Theorem A, modulo
Lemma 4.2 that states convergence of potentials in the complement of
the Mandelbrot set. A key tool in our proof is Lemma 4.1 that was
proved by Buff and Gauthier in [4]. Sections 5 and 6 are devoted to
the study of the multipliers of periodic orbits viewed as functions of
the parameter c ∈ C \M in the complement of the Mandelbrot set.
In this case it turns out to be more natural to study the degree n
roots of the multipliers, where n is the period of the corresponding
periodic orbits. In Section 5 we use the Ergodic Theorem to prove
that as n→∞, the roots of the multipliers of the majority of periodic
orbits behave as twice the square root of the uniformizing coordinate
of C\M onto C\D (c.f., Theorem 5.5). At the same time, we construct
examples of sequences of periodic orbits, whose roots of the multipliers
behave differently. This way we obtain a proof of Theorem B. Finally,
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in Section 6 we use the results of Section 5 to prove Lemma 4.2, this
way, completing the proof of Theorem 2.5.
2. Statement of results
A point z ∈ C is a periodic point of the polynomial fc, if there exists
a positive integer n ∈ N, such that f ◦nc (z) = z. The smallest such n is
called the period of the periodic point z.
Given n, let the period n curve Pern ⊂ C × C be the closure of the
locus of points (c, z) such that z is a periodic point of fc of period n.
Observe that each pair (c, z) ∈ Pern determines a periodic orbit
z = z0 7→ z1 7→ · · · 7→ zn = z0
of either period n or of a smaller period that divides n (see [15] for
more details).
Let Zn denote the cyclic group of order n. This group acts on Pern
by cyclicly permuting points of the same periodic orbits for each fixed
value of c. Then the factor space Pern/Zn consists of pairs (c,O) such
that O is a periodic orbit of fc.
Let ρ˜n : Pern → C be the map defined by
ρ˜n : (c, z) 7→ ∂f
◦n
c
∂z
(z) = 2nz1 · · · zn.
Observe that ρ˜n(c, z) is the multiplier of a periodic point z, whenever
z has period n. Otherwise, if a point z has period n/r, where r > 1 is
some divisor of n, then ρ˜n(c, z) is the r-th power of the multiplier of z.
Furthermore, if z1 and z2 belong to the same periodic orbit of fc, then
ρ˜n(c, z1) = ρ˜n(c, z2), hence the map ρ˜n projects to a well defined map
ρn : Pern/Zn → C
that assigns to each pair (c,O) the multiplier of the periodic orbit O.
Note that according to [15], the space Pern/Zn (as well as Pern) has a
structure of a smooth algebraic curve, and both ρn and ρ˜n are proper
algebraic maps.
It follows from the Implicit Function Theorem that if a point (c,O) ∈
Pern/Zn is such that the periodic orbit O has period less than n, then
ρn(c,O) = 1.
Definition 2.1. A point (c, z) ∈ Pern and its projection (c,O) ∈
Pern/Zn are called parabolic, if ρn(c,O) = 1. A parabolic point (c, z) ∈
Pern and its projection (c,O) ∈ Pern/Zn are called primitive parabolic,
if the period of the point z is equal to n. Otherwise, a parabolic point
is called satellite. The set of all primitive parabolic points of Pern/Zn
will be denoted by Pn ⊂ Pern/Zn.
Remark 2.2. Alternatively, one usually defines parabolic parameters c
as those, for which there exists a periodic orbit O of fc with a root
of unity as its multiplier. Comparing this with Definition 2.1, we note
5that for every parabolic parameter c ∈ C (in the sense of the standard
definition), there exist n ∈ N and z ∈ C, such that (c, z) ∈ Pern, and
the point (c, z) ∈ Pern is parabolic in the sense of Definition 2.1.
It is well known that the coordinate c can serve as a local chart on
Pern/Zn at all points (c,O) that are not primitive parabolic (c.f. [15]).
Hence, outside of these points one can consider the derivative of the
multiplier map ρn with respect to c. Thus, we let the map
σn : (Pern/Zn) \ Pn → C
be defined by the relation
(1) σn :=
d
dc
ρn.
In particular, for every non-parabolic point (c0,O) ∈ Pern/Zn that
is the projection of a point (c0, z0) ∈ Pern, one can define a locally
analytic function z(c) ∈ C, such that z(c0) = z0 and (c, z(c)) ∈ Pern,
for all c in a neighborhood of c0. Then (1) implies that
σn(c0,O) = h′(c0), where h(c) = ρ˜n(c, z(c)).
Remark 2.3. It follows from Lemma 4.5 from [15] that if (c0,O0) ∈
Pn is a primitive parabolic point, then |σn(c,O)| ∼ 1/
√|c− c0|, as
(c,O)→ (c0,O0).
Definition 2.4. For any s ∈ C and any n ∈ N, let Ys,n ⊂ Pern/Zn be
the set of all solutions of the equation σn(c,O) = s. For any solution
of this equation (c,O) ∈ Ys,n, let m˜s,n(c,O) be its multiplicity. Finally,
let Xs,n ⊂ C be the projection of the set Ys,n onto the first coordinate,
and for any c ∈ Xs,n, define ms,n(c) as
ms,n(c) :=
∑
O|(c,O)∈Ys,n
m˜s,n(c,O),
where the summation goes over all periodic orbits O, such that (c,O) ∈
Ys,n.
We will show in Lemma 3.3 that for every n ≥ 3, the number∑
c∈Xs,nms,n(c) is independent of the choice of s ∈ C. Hence, for
every n ≥ 3 we define
(2) Mn :=
∑
c∈Xs,n
ms,n(c).
For c ∈ C, let δc be the delta measure at the point c, and for every
n ≥ 3, and s ∈ C, consider the probability measure
νs,n :=
1
Mn
∑
c∈Xs,n
ms,n(c)δc.
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For c ∈ C, the Green’s function Gc : C→ [0,+∞) of the polynomial
fc is given by
Gc(z) := lim
n→+∞
max{2−n log |f ◦nc (z)|, 0},
and the Green’s function GM : C → [0,+∞) of the Mandelbrot set M
satisfies
GM(c) := Gc(c)
(see [5] for details). Finally, the bifurcation measure µbif is defined by
µbif := ∆GM,
where ∆ is the generalized Laplacian.
A more general version of our first main result (Theorem A) is the
following:
Theorem 2.5. For every sequence of complex numbers {sn}n∈N, such
that
(3) lim sup
n→+∞
1
n
log |sn| ≤ log 2,
the sequence of measures {νsn,n}n∈N converges to µbif in the weak sense
of measures on C.
3. Derivatives of the multipliers as algebraic functions
For every integer n ≥ 1, let P˜n ⊂ C be the projection of the set of
all primitive parabolic points Pn onto the first coordinate. That is,
P˜n := {c ∈ C | (c,O) ∈ Pn, for some periodic orbit O}.
Remark 3.1. For n = 1 and n = 2, the sets Pn and P˜n are empty.
Consider the functions S˜n : (C\ P˜n)×C→ C defined by the formula
(4) S˜n(c, s) :=
∏
O|(c,O)∈Pern/Zn
(s− σn(c,O)),
where the product is taken over all periodic orbits O, such that (c,O) ∈
Pern/Zn. Also consider the polynomials Cn : C → C defined by the
formula
Cn(c) :=
∏
c˜∈P˜n
(c− c˜).
One of the main results of this section is the following lemma:
Lemma 3.2. For any n ≥ 3, define
Sn(c, s) := Cn(c)S˜n(c, s).
Then the function Sn is a polynomial in c and s, satisfying the property
that Sn(c, s) = 0 for a pair (c, s) ∈ C2, if and only if s = σn(c,O), for
some (c,O) ∈ Pern/Zn (taking into the account multiplicities).
7Proof. First, it follows from (4) that for every c ∈ C\ P˜n, the functions
S˜n(c, s) and hence the functions Sn(c, s) are polynomials in s.
Next, we observe that S˜n(c, s) is analytic in c ∈ C\P˜n. Furthermore,
according to the Fatou-Shishikura inequality, for every c0 ∈ P˜n, there
is exactly one parabolic point (c0,O0) ∈ Pern/Zn and the multiplicity
of this point is equal to 2 (i.e., when c0 is perturbed to some nearby
value c ∈ C, the periodic orbit O0 splits into exactly two periodic orbits
of period n). Now it follows from (4) and Remark 2.3 that for every
s ∈ C, the function S(c) = S˜n(c, s) is meromorphic in C with simple
poles at each point from the set P˜n.
Finally, we note that according to [4], |ρn(c,O)| ∼ |4c|n2 as c → ∞,
hence, for n ≥ 3 we have σn(c,O)→∞ as c→∞. Thus, for every s ∈
C, the function S(c) = S˜n(c, s) cannot have an essential singularity at
infinity, hence is a rational function. Multiplication by Cn(c) eliminates
all simple poles at the points of the set P˜n, so the product Cn(c)S˜n(c, s)
extends to a polynomial in C2.
The second part of the lemma follows immediately from the con-
struction of the polynomial Sn. 
For every n ≥ 3, let degc Sn denote the highest degree of Sn as a
polynomial in c with coefficients from the polynomial ring C[s].
Lemma 3.3. For every n ≥ 3, we have
degc Sn = Mn,
where Mn is defined in (2) as the number of solutions (c,O) of the
equation σn(c,O) = s (counted with multiplicity). In particular, this
shows that Mn is independent of s ∈ C.
Proof. For any s ∈ C, define Tn,s(c) := Sn(c, s). Then Tn,s is a polyno-
mial in variable c. It follows from Lemma 3.2 that for any s ∈ C, we
have ∑
c∈Xs,n
ms,n(c) = deg Tn,s.
We complete the proof by observing that deg Tn,s = degc Sn, for any s ∈
C. The latter follows from the fact that according to [4], |ρn(c,O)| ∼
|4c|n2 , as c → ∞, hence, for n ≥ 3 we have σn(c,O) → ∞ as c → ∞,
which implies that the coefficient in front of the highest degree term in
c of the polynomial Sn is a constant, independent of s. 
The next lemma summarizes the asymptotic behavior of the degrees
of the polynomials Sn.
Lemma 3.4. The following limit holds:
lim
n→+∞
2−n(degc Sn) = 1.
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Proof. For every n ∈ N, let ν(n) be the number of periodic points of
period n for a generic quadratic polynomial fc. The function ν(n) can
be computed inductively by the formulas
(5) 2n =
∑
r|n
ν(r) or ν(n) =
∑
r|n
µ(n/r)2r,
where the summation goes over all divisors r ≥ 1 of n, and µ(n/r) ∈
{±1, 0} is the Mo¨bius function.
It is easy to see from the second formula that
ν(n) ≥ 2n −
∑
0≤j≤n/2
2j ≥ 2n − 2n2 +1.
On the other hand, since ν(n) ≤ 2n, it follows that
lim
n→∞
2−nν(n) = 1.
It was shown in [2] that degc Sn can be expressed in terms of the
function ν(n) by the formula
degc Sn = ν(n)−
ν(n)
n
−
∑
n=rp,p<n
ν(p)φ(r),
where φ(r) is the number of positive integers that are smaller than r
and relatively prime with r. Since
(6)
∑
n=rp,p<n
ν(p)φ(r) ≤
∑
n=rp,p<n
2n/2n ≤ n
2
· 2n/2n = 2n2−1n2,
it follows that
lim
n→∞
2−n
∑
n=rp,p<n
ν(p)φ(r) = 0,
hence
lim
n→+∞
2−n(degc Sn) = lim
n→+∞
2−n
[
ν(n)− ν(n)
n
]
= 1.

4. Proof of Theorem 2.5
In this section we give a proof of Theorem 2.5 modulo the auxiliary
lemmas stated below. The strategy of the proof follows the one from [4].
Consider the subharmonic function v : C→ [0,+∞) defined by
v := GM + log 2.
The following lemma was proven in [4].
Lemma 4.1 ([4]). Any subharmonic function u : C → [−∞,+∞)
which coincides with v outside the Mandelbrot set M, coincides with
v everywhere in C.
9Now for every n ∈ N and s ∈ C, we define
(7) us,n(c) := (degc Sn)
−1 log |Sn(c, s)|.
Then it follows from Lemma 3.2 and Lemma 3.3 that us,n is a po-
tential of the measure νs,n, which means that
νs,n = ∆us,n.
The following lemma is crucial for the proof of Theorem 2.5.
Lemma 4.2. For every sequence of complex numbers {sn}n∈N, satis-
fying (3), the sequence of subharmonic functions {usn,n}n∈N converges
to v in L1loc on the set C \M.
The proof of Lemma 4.2 will occupy most of the remaining part of
the paper. Note that in the special case of Theorem A, namely, the case
when sn = 0 for every n ∈ N, we can simplify the proof of Lemma 4.2
(see Remark 5.4).
Now we give a proof of Theorem 2.5 modulo Lemma 4.2.
Proof of Theorem 2.5. It follows from Lemma 4.2 and Prokhorov’s The-
orem that the sequence of measures νn := νsn,n is sequentially relatively
compact with respect to the weak convergence. Let ν be a probability
measure that is a limit point of the sequence {νn}n∈N. Then there exists
a subsequence {nk}, such that νnk → ν in the weak sense of measures
on C, as k → ∞, and the sequence {usnk ,nk} converges in L1loc to a
subharmonic function u on C, satisfying
∆u = ν.
Furthermore, it follows from Lemma 4.2 that u(c) = v(c), for all c ∈
C \M, hence Lemma 4.1 implies that
u ≡ v on C.
Thus, we conclude that the sequence of measures νn has only one limit
point ν, hence the sequence converges to ν, where
ν = ∆v = ∆GM = µbif .

5. Roots of the multipliers and the ergodic theorem
The aim of this section is to study the behavior of the multipliers of
the maps fc, when the parameter c lies outside of the Mandelbrot set M
and the period n of the periodic orbits increases to infinity. It turns
out to be quite natural to look at the degree n roots of the multipliers.
Precise definitions are given in the following subsection.
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5.1. Roots of the multipliers outside the Mandelbrot set. First,
we summarize some well-known facts about the dynamics of fc, when
c ∈ C \M. More details can be found in [3].
First, if c ∈ C \M, then the Julia set Jc of fc is a Cantor set and
0 6∈ Jc. The dynamics of fc on the Julia set Jc is topologically conjugate
to the Bernoulli shift on 2 symbols. Furthermore, the periodic points of
fc move locally holomorphically with respect to the parameter c when
the latter varies outside of the Mandelbrot set M, hence, by λ-Lemma
[12,13], this holomorphic motion extends to a local holomorphic motion
of the whole Julia set Jc. Since M is connected and simply connected,
there exists a unique nontrivial monodromy loop in C \ M, namely,
the loop that goes around M once. If we start with c ∈ (1/4,+∞)
and make a loop around M (say, in the counterclockwise direction),
then each point of Jc comes back to its complex conjugateunder the
above holomorphic motion. Going around this loop twice, brings every
point of Jc back to itself. This makes it natural to consider a degree 2
covering of C \M.
More specifically, let
φM : C \M→ C \ D
be the conformal diffeomorphism of C \M onto C \ D that sends the
real ray (1/4,+∞) to (1,+∞). For λ ∈ C \ D, set
(8) c(λ) := φ−1M (λ
2).
Then c : C \ D→ C \M is a covering map of degree 2. In addition to
that, for every λ ∈ C \ D, we have the following relation that will be
useful in Section 6:
(9) log |λ| = 1
2
GM(c(λ)).
Let Ω := {0, 1}N be the space of all infinite binary sequences with
the standard metric d : Ω × Ω → R+ defined as follows: if w1 =
(ω10, ω
1
1, ω
1
2, . . .) ∈ Ω and w2 = (ω20, ω21, ω22, . . .) ∈ Ω, then
d(w1,w2) = 2
−k,
where k ∈ {0} ∪ N is the smallest index, for which ω1k 6= ω2k. Let
σ : Ω → Ω be the left shift. An element w = (ω0, ω1, ω2, . . . ) ∈ Ω
is called an itinerary. There exists a uniquely defined one parameter
family of maps
ψλ : Ω→ C, λ ∈ C \ D
such that the following conditions hold simultaneously:
• for any λ ∈ C \D, the map ψλ is a homeomorphism between Ω
and Jc(λ), conjugating σ to fc(λ):
ψλ ◦ σ = fc(λ) ◦ ψλ;
11
• for each w ∈ Ω, the point ψλ(w) depends analytically on λ ∈
C \ D;
• for each λ ∈ (1,+∞) and w = (ω0, ω1, ω2, . . . ) ∈ Ω, the point
ψλ(w) is in the upper half-plane, if and only if ω0 = 0.
For further convenience in notation we define a function ψ : C \D×
Ω→ C by the relation
ψ(λ,w) = ψλ(w).
Then, for each w ∈ Ω we define the map ψw : C \ D→ C according to
the relation
ψw(λ) = ψ(λ,w).
It follows from our construction that for each w = (ω0, ω1, ω2, . . . ) ∈
Ω, the map ψw is holomorphic. Furthermore,
(10) ψw(λ) ∼ iλ as λ→∞, when ω0 = 0
and
(11) ψw(λ) ∼ −iλ as λ→∞, when ω0 = 1.
For any n ∈ N and w ∈ Ω, consider the product 2n∏n−1k=0 ψσkw(λ)
as a function of λ ∈ C \ D. It follows from (10) and (11) that this
function has a local degree n at ∞. Furthermore, since 0 6∈ Jc(λ), for
any λ ∈ C\D, this function never takes value zero, so any branch of its
degree n root is a holomorphic function outside of the unit disk. We
define a specific branch gn,w : C \ D → C of this root in the following
way:
Definition 5.1. For any z ∈ C \ {0}, let log z = ln |z|+ i arg(z) be the
branch of the logarithm, such that arg(z) ∈ (−pi, pi].
Definition 5.2. For any n ∈ N and w ∈ Ω, let the map gn,w : C\D→
C be the branch of the degree n root
(
2n
∏n−1
k=0 ψσkw(λ)
)1/n
such that
for any λ ∈ (1,+∞), the following holds:
gn,w(λ) = 2 exp
(
1
n
n−1∑
k=0
log(ψλ(σ
kw))
)
.
For notational convenience we also introduce the functions gn : C \
D× Ω→ C defined by
gn(λ,w) := gn,w(λ).
We note that the above relations define the map gn for all λ ∈ C\D by
analytic continuation in the variable λ, and since for any λ ∈ (1,+∞),
the Julia set Jc(λ) has no points on the real line, hence, no points on
the ray (−∞, 0], it follows that the map gn is continuous in w.
For periodic itineraries, it is convenient to introduce the following
functions:
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Definition 5.3. For each periodic itinerary w ∈ Ω, we let n = n(w)
be the period of w and define the maps ρw, gw : C \ D→ C according
to the formulas
ρw(λ) := 2
n
n−1∏
k=0
ψσkw(λ) and
gw(λ) := gn(λ,w).
Observe that if w ∈ Ω is a periodic itinerary of period n, then ρw(λ)
is the multiplier of the corresponding periodic orbit
{ψw(λ), ψσw(λ), . . . , ψσn−1w(λ)} ⊂ C
of the quadratic polynomial fc(λ), and ρw(λ) = [gw(λ)]
n.
For each n ∈ N, let Ωn ⊂ Ω be the finite set of all itineraries of
period n.
Remark 5.4. If the sequence {sn}n∈N in Lemma 4.2 is identically zero,
we can simplify the proof of Lemma 4.2. Below we give a sketch of the
proof in this case. According to (7) and Lemma 3.2, we have
u0,n(c) = Fn(c) +Gn(c),
where
Fn(c) = (degc Sn)
−1 log |Cn(c)| and
Gn(c) = (degc Sn)
−1 log |S˜n(c, 0)|.
One can show that for any c ∈ C \M, we have
lim
n→∞
Fn(c) = log |λ|,
where λ is such that c(λ) = c (see Propositions 6.1 and 6.2 combined
with Lemma 3.4). At the same time,
Gn(c) = (degc Sn)
−1 ∑
O|(c,O)∈Pern/Zn
log |σn(c,O)|
=
(degc Sn)
−1
n
∑
w∈Ωn
log
∣∣∣∣ ddc [(gw(λ))n]
∣∣∣∣
=
(degc Sn)
−1
n
∑
w∈Ωn
(
log n+ (n− 1) log |gw(λ)|+ log |g′w(λ)|+ log
∣∣∣∣dλdc
∣∣∣∣) .
Since the family of maps {gw | w ∈ ∪∞n=1Ωn} is normal (see Proposi-
tion 5.8), it follows that
1
n
log |g′wn(λ)| → 0 in L1loc on λ ∈ C \ D, as n→∞,
uniformly over all wn ∈ Ωn.
Thus, combining these estimates with Lemma 3.4, we obtain
Gn(c)→ 1
2n
∑
w∈Ωn
log |gw(λ)| in L1loc on c ∈ C \M, as n→∞.
13
The latter expression can be shown to converge to log 2 + log |λ|
by standard methods. This completes the proof of Lemma 4.2 in our
special case.
In the general case of an arbitrary sequence {sn}n∈N satisfying (3),
the potentials usn,n can be represented as u0,n plus an additional term:
usn,n(c) = u0,n(c) + (degc Sn)
−1 ∑
O|(c,O)∈Pern/Zn
log |1− sn/σn(c,O)|.
The main difficulty of the proof of Lemma 4.2 in the general case con-
sists of estimating this additional term. Our strategy is, using the
ergodic theorem to show that even though the maps gw can have com-
plicated behavior, the majority of them is close to 2λ, as n→∞. We
carry out the estimates for those “tame” maps, while showing that the
remaining ones do not affect the limiting potential.
For any compact subset K ⊂ C \ D, let ‖ · ‖K denote the C0-norm
on the space of continuous functions defined on K.
One of the main goals of this section is to prove the following theorem
that is informally stated in the end of Remark 5.4:
Theorem 5.5. For any δ > 0 and a compact subset K ⊂ C \ D, the
following holds:
lim
n→∞
#{w ∈ Ωn : ‖gw − 2 · id ‖K < δ}
#Ωn
= 1.
We postpone the proof of Theorem 5.5 until Subsection 5.5.
5.2. Continuity properties of the maps gn. In this subsection we
prove a certain continuity property of the family of maps {gn | n ∈ N}.
The property is much weaker than equicontinuity and can roughly be
stated as follows: for any two itineraries w1 and w2, whose first n digits
match, one can guarantee the difference |gn+k(λ,w1)− gn+k(λ,w2)| to
be arbitrarily small for an arbitrarily large k ∈ N by requiring n to
be sufficiently large. The precise statement is given in the following
lemma:
Lemma 5.6. For any compact set K ⊂ C \D and for any k ∈ N∪{0}
and ε > 0, there exists N0 = N0(K, k, ε) > 0, such that for every
n ≥ N0 and w1,w2 ∈ Ω with the property that d(w1,w2) ≤ 2−n, the
inequality
|gn+k(λ,w1)− gn+k(λ,w2)| < ε
holds for all λ ∈ K.
The proof of Lemma 5.6 is based on the idea that can loosely be
stated as follows: if finite orbits of the points ψλ(w1) and ψλ(w2) under
dynamics of the map fc(λ) shadow each other for a long time and then
spend some fixed time apart, then the averages (geometric means) of
the points of these finite orbits stay close to each other.
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We need a few propositions before we can give a proof of Lemma 5.6.
Proposition 5.7. For any w ∈ Ω, λ ∈ (1,+∞) and for any n,m ∈ N,
the following relation holds:
gn+m(λ,w) = [gn(λ,w)]
n
n+m · [gm(λ, σnw)] mn+m ,
where the branches of the power maps z 7→ z nn+m and z 7→ z mn+m are
chosen so that they are continuous on C \ (−∞, 0) and send the ray
(0,+∞) to itself and the closed upper halfplane to the closed upper
halfplane.
Proof. The proposition follows from Definition 5.2 by a direct compu-
tation. 
Proposition 5.8. The family of holomorphic maps
{gn,w : C \ D→ C | w ∈ Ω, n ∈ N}
is normal.
Proof. Since the Julia sets Jc(λ) are compact and move holomorphi-
cally with respect to λ, then the considered family of maps is locally
bounded, hence normal. 
As a corollary from these two propositions, we prove the following:
Proposition 5.9. For any m ∈ N, the sequence of functions hn,m : (C\
D)× Ω→ C, defined by
hn,m(λ,w) = gn+m,w(λ)− gn,w(λ),
converges to zero uniformly on compact subsets of (C \ D) × Ω, as
n→∞.
Proof. We fix a number m ∈ N throughout the entire proof. Now, for
any λ ∈ (1,+∞), there exists a real number r > 0, such that the Julia
set Jc(λ) is contained in the round annulus centered at zero, with outer
radius r and inner radius 1/r. According to Definition 5.2, this implies
that for any λ ∈ (1,+∞),
lim
n→∞
[gm(λ, σ
nw)]
m
n+m = 1,
and the convergence is uniform in w ∈ Ω.
The last limit together with Proposition 5.7 and uniform bounded-
ness of the functions gn on {λ} × Ω implies that for any λ ∈ (1,+∞),
we have
(12) lim
n→∞
hn,m(λ,w) = 0,
and the convergence is uniform in w ∈ Ω.
Now assume that there is no uniform convergence of the functions
hn,m to zero on compact subsets of (C\D)×Ω, as n→∞. This implies
that there exists ε > 0, a compact set K ⊂ C \ D and a sequence of
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triples {(nk, λk,wk) ∈ N×K×Ω | k ∈ N}, such that nj > nk, whenever
j > k and
(13) hnk,m(λk,wk) > ε, for all k ∈ N.
Consider the sequence of maps hk : C \ D → C defined by hk(λ) =
hnk,m(λ,wk). It follows from Proposition 5.8 that this sequence is nor-
mal. Let h : C \ D → C be its arbitrary limit point. Inequality (13)
implies that h 6≡ 0 on K, and since h is a holomorphic map, this implies
that there exists λ ∈ (1,+∞), such that h(λ) 6= 0. The latter contra-
dicts to the uniform convergence in w ∈ Ω, established in (12). 
Proposition 5.10. For any real numbers C, δ ∈ R, such that C > 1
and 0 < δ < 1/C, the following holds: for any n ∈ N and any points
x1, . . . , xn, y1, . . . , yn ∈ C, satisfying 1/C ≤ |xj| ≤ C and |yj − xj| ≤ δ
for each j = 1, . . . , n, we have
| n√y1 . . . yn − n√x1 . . . xn| ≤ C2δ,
for any branch of the first root and an appropriately chosen branch of
the second root.
Proof.
| n√y1 . . . yn − n√x1 . . . xn| = | n√x1 . . . xn| ·
∣∣∣∣ n√ y1 . . . ynx1 . . . xn − 1
∣∣∣∣ ≤
C
(
(1/C) + δ
1/C
− 1
)
= C2δ.

Proof of Lemma 5.6. Since the function ψ is continuous on the compact
set K × Ω, there exists N1 = N1(K) > 0, such that for any λ ∈ K
and w1,w2 ∈ Ω with the property that d(w1,w2) ≤ 2−N1 , we have
|ψ(λ,w1)− ψ(λ,w2)| < ε/(4C2), where
C = max
(λ,w)∈K×Ω
(max{|ψ(λ,w)|, |ψ(λ,w)|−1}).
(The maximum exists since the set K × Ω is compact.)
Now it follows from Definition 5.2 and Proposition 5.10 that if n >
N1 and d(w1,w2) ≤ 2−n, then
(14) |gn−N1(λ,w1)− gn−N1(λ,w2)| < ε/2.
Now we observe that if n > N1, then
gn+k(λ,w1)− gn+k(λ,w2) = An +Bn + Cn,
where
An = gn+k(λ,w1)− gn−N1(λ,w1),
Bn = gn−N1(λ,w1)− gn−N1(λ,w2),
Cn = gn−N1(λ,w2)− gn+k(λ,w2).
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It follows from (14) that |Bn| < ε/2, while Proposition 5.9 implies
existence of a positive integer N0 > N1, such that for all n > N0,
we have |An| < ε/4 and |Cn| < ε/4. This completes the proof of the
lemma. 
5.3. Special accumulation points of the maps gw. In this subsec-
tion we apply Lemma 5.6 to give a proof of Theorem B.
For any k ∈ N and for any finite sequence of k elements v ∈ {0, 1}k,
let 〈v〉 ∈ Ω denote the infinite sequence obtained from v by repeating
it infinitely many times. In particular, the sequence 〈v〉 is periodic
with period dividing k.
Proposition 5.11. For any n ∈ N and for any two distinct finite
sequences v,u ∈ {0, 1}n that differ only in the last n-th digit, at least
one of the sequences 〈v〉 and 〈u〉 has period n.
Proof. Let k and m be the periods of 〈v〉 and 〈u〉 respectively. Let
〈v〉 = (v1, v2, . . . ) and 〈u〉 = (u1, u2, . . . ). Assume, both k < n and
m < n. If k = m, then un−k = un 6= vn = vn−k which is a contradiction
to the assumption of the proposition. Now if k 6= m, then
vn+k = vn 6= un = un−m.
Finally, since none of the numbers n + k, n − m and n + k − m are
divisible by n, we obtain that
vn+k−m = un+k−m = un+k = vn+k and
un+k−m = vn+k−m = vn−m = un−m.
Together with the previous inequality, this implies that vn+k−m 6=
un+k−m, which again contradicts to the assumption of the proposi-
tion. 
Theorem 5.12. For any periodic itinerary w ∈ Ω, there exists a se-
quence of periodic itineraries w1,w2,w3, . . . ∈ Ω, such that wj ∈ Ωj,
for any j ∈ N and the sequence of maps gw1 , gw2 , gw3 , . . . converges to
the map gw uniformly on compact subsets of C \ D.
Proof. Let n be the period of the itinerary w and let v ∈ {0, 1}n be a
finite sequence, such that w = 〈v〉. Any positive integer j ∈ N can be
represented as
j = sjn+ rj,
where sj, rj ∈ Z and 1 ≤ rj ≤ n. We define vj ∈ {0, 1}j as a finite
sequence obtained by taking sj copies of v followed by some rj digits
so that the itinerary 〈vj〉 has period j. The latter is possible due to
Proposition 5.11. Finally, for any j ∈ N, we define wj := 〈vj〉. Then
it follows that for any compact K ⊂ C \ D we have
‖gwj−gw‖K = ‖gj,wj−gsjn,w‖K ≤ ‖gj,wj−gsjn,wj‖K+‖gsjn,wj−gsjn,w‖K .
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According to Proposition 5.9 and Lemma 5.6, the last two terms in the
above inequality converge to zero as j →∞. This completes the proof
of the theorem. 
Proof of Theorem B. If c ∈ Xn0 \M, for some n0 ∈ N, then there exists
λ ∈ C \D, such that c = c(λ) and λ is an isolated critical point of the
map gw, for some w ∈ Ωn0 . Let {wn}∞n=1 be the sequence of periodic
itineraries from Theorem 5.12. Then the sequence of maps {gwn}∞n=1
converges to gw on compact subsets of C \ D. This implies that the
sequence of derivatives {g′wn}∞n=1 converges to g′w on compact subsets
of C\D. Since λ is an isolated zero of the map g′w, it follows that there
exists a sequence of points λn ∈ C \ D, such that
lim
n→∞
λn = λ,
and g′wn(λn) = 0, for every n ≥ 3. We complete the proof of Theorem B
by setting cn := c(λn), for every n ≥ 3. 
5.4. Ergodic theorem. For any Borel probability measure µ on Ω,
we define an analytic map ψµ : C \ D → C in the following way: first,
for any λ ∈ (1,+∞), we set
ψµ(λ) := exp
(∫
Ω
log(2ψλ) dµ
)
=
exp
(∫
Ω
log |2ψλ| dµ+ i
∫
Ω
arg(2ψλ) dµ
)
,
where arg(2ψλ) ∈ (−pi, pi]. (The integrals are well defined, since for
each λ ∈ (1,+∞), the function ψλ is continuous, hence µ-measurable,
and bounded away from zero and infinity.) Then, we observe that for
any w ∈ Ω and for any closed loop γ : S1 → C\D, going once around D
in the counterclockwise direction, the loop ψw(γ) has winding number 1
around the origin, hence the integral
∫
Ω
log(2ψλ) dµ increases by 2pii
after analytic continuation along such a closed loop γ. The later implies
that the function ψµ defined on the ray λ ∈ (1,+∞), admits analytic
continuation to the entire domain C \ D.
Remark 5.13. One can informally think of the map ψµ as a “complexi-
fied version” of the Lyapunov characteristic exponent
∫
Ω
log |2ψλ| dµ of
the map fc(λ) in the complement of the Mandelbrot set (see Chapter 10
of [18] for a detailed discussion of Lyapunov characteristic exponents
of analytic maps). Analyticity of the map ψµ turns out to be quite
handy in the further discussion.
Theorem 5.14 (Ergodic Theorem). For any ergodic Borel proba-
bility measure µ on Ω, and for µ-a.e. w ∈ Ω, the sequence of maps
{gn,w}n∈N converges to ψµ on compact subsets of C \ D, as n→∞.
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Proof. For any rational λ ∈ Q∩ (1,+∞) and for any w ∈ Ω, it follows
from Definition 5.2 that
log[gn(λ,w)] =
1
n
n−1∑
k=0
log(2ψλ(σ
kw)),
hence according to Birkhoff’s Ergodic Theorem, there exists a set Ωλ ⊂
Ω with µ(Ωλ) = 1, such that for any w ∈ Ωλ, we have
lim
n→∞
log[gn(λ,w)] =
∫
Ω
log(2ψλ) dµ,
which in turn implies
(15) lim
n→∞
gn(λ,w) = ψµ(λ).
Define
Ω˜ := ∩λ∈Q∩(1,+∞)Ωλ.
Since this is a countable intersection of full measure sets, we conclude
that µ(Ω˜) = 1, and according to the construction of the set Ω˜, iden-
tity (15) holds for all λ ∈ Q ∩ (1,+∞) and w ∈ Ω˜.
On the other hand, Proposition 5.8 implies that for any itinerary
w ∈ Ω˜, the family of holomorphic maps Fw = {gn,w | n ∈ N} is
normal. Then any limit point of this family is a holomorphic map
on C \ D that must coincide with ψµ at all rational points of the ray
(1,+∞). The latter implies that the limit point of the family Fw is
unique and is equal to ψµ on the entire domain C \ D. 
5.5. The case of uniform measure. In this subsection we prove
Theorem 5.5 by applying the Ergodic Theorem 5.14 in the case of the
uniform ergodic measure on Ω.
Let µ0 be the uniform Borel measure on Ω defined on the cylinders
[(i1, s1), . . . , (ik, sk)] := {w = (ωj)∞j=0 ∈ Ω | ωi1 = s1, . . . , ωik = sk}
by the relation
µ0([(i1, s1), . . . , (ik, sk)]) = 2
−k.
It is well known that this measure µ0 is ergodic for the left shift σ on Ω.
Lemma 5.15. For any λ ∈ C \ D, we have ψµ0(λ) = 2λ.
Proof. First, we observe that
(16)
∫
Ω
log |2ψλ| dµ0 = log |2λ|,
which follows directly from a more general formula
L(f) = log d+
∑
{c∈C : f ′(c)=0}
Gf (c),
where f is a polynomial of degree d > 1, L(f) is its Lyapunov exponent
and Gf is the Green’s function of the filled Julia set of f (see [14,17]).
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For the sake of self-containment, in the next paragraph we give a short
proof of (16) in our special case.
For each λ ∈ C \ D, the map log |2ψλ| can be approximated by step
functions χn,λ : Ω → R that are constant on cylinders of length n and
defined as follows: if w = (ω0, ω1, . . . ) ∈ Ω and v = (ω0, . . . , ωn−1) ∈
{0, 1}n is a finite sequence of the first n digits of w, then
χn,λ(w) := log |2ψλ(〈v〉)|.
Then it is clear that for each λ ∈ C \ D, the maps χn,λ are uni-
formly bounded and converge to log |2ψλ| pointwise, so according to
the Lebesgue convergence theorem, we have∫
Ω
log |2ψλ| dµ0 = lim
n→∞
1
2n
∑
v∈{0,1}n
log |2ψλ(〈v〉)|
= log 2 + lim
n→∞
1
2n
log |f ◦nc (0)| = log 2 + lim
n→∞
1
2n
log |f ◦(n−1)c (c)|
= log 2 +
1
2
GM(c) = log |2λ|.
Now, using (16), we conclude that
|ψµ0(λ)| = exp
(∫
Ω
log |2ψλ| dµ0
)
= |2λ|.
On the other hand, for any λ ∈ (1,+∞) and w1,w2 ∈ Ω, such that
w2 is obtained from w1 by switching all digits “1” to “0” and all
digits “0” to “1”, the points ψλ(w1) and ψλ(w2) are complex conjugate.
Hence, due to real symmetry, we have∫
Ω
arg(2ψλ) dµ0 = 0,
which implies that the analytic map ψµ0 is real-symmetric. The latter
is possible only when ψµ0(λ) = 2λ, for all λ ∈ C \ D. 
Proof of Theorem 5.5. Fix a compact set K ⊂ C \ D. Without loss
of generality we may assume that K is the closure of an open domain
compactly contained in C \ D. For every n ∈ N consider a function
hn : Ω→ R≥0 defined by the relation
hn(w) := ‖gn,w − ψµ0‖K = ‖gn,w − 2 · id ‖K .
(The last identity follows directly from Lemma 5.15.) Each function
hn is µ0-measurable, since it is the supremum of countably many mea-
surable functions hn,λ(w) = |gn,w(λ) − ψµ0(λ)‖, where λ runs over all
points (Q+ iQ) ∩K.
Fix the constants ε, δ > 0. Then, according to Egorov’s Theorem
and Theorem 5.14, there exists a subset Ωε ⊂ Ω, such that
(17) µ0(Ωε) > 1− ε/2,
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and hn → 0 uniformly on Ωε.
Choose n0 ∈ N so that
(18) 21−n0/2 <
ε
2
and for any n ≥ n0 and any w ∈ Ωε, we have
(19) hn(w) <
δ
2
.
According to Lemma 5.6, we may also assume without loss of generality
that n0 is sufficiently large, so that for any n ≥ n0 and w1,w2 ∈ Ω, we
have
(20) ‖gn,w1 − gn,w2‖K <
δ
2
, whenever d(w1,w2) ≤ 2−n.
For any n ∈ N, let cycln : Ω → Ω be the function defined as fol-
lows: for any w = (ω0, ω1, . . .) ∈ Ω, the image cycln(w) is the periodic
itinerary cycln(w) = (ω˜0, ω˜2, . . .) ∈ Ω, such that ω˜k = ωkmodn, for any
k ∈ N ∪ {0}, where
kmodn := min{m ∈ N ∪ {0} | k −m ∈ nZ}.
We note that for any w ∈ Ω, the itinerary cycln(w) is periodic with
period dividing n.
For any n ≥ n0, consider the set Ω˜n := cycln(Ωε). It follows from (19)
and (20) that ‖gw−2·id ‖K < δ, for all w ∈ Ω˜n. On the other hand, (17)
implies that
#Ω˜n
2n
> 1− ε/2.
Now we conclude that for all n ≥ n0,
#{w ∈ Ωn : ‖gw − 2 · id ‖K < δ}
#Ωn
>
#Ω˜n −
∑
m<n,m|n #Ωm
2n
>
1− ε/2− 2
1+n/2
2n
> 1− ε,
where the last inequality follows from (18). This completes the proof
of Theorem 5.5 since the choice of ε > 0 was arbitrary. 
6. Convergence of potentials outside of the Mandelbrot
set
The main purpose of this section is to give a proof of Lemma 4.2.
For every n ∈ N, let Pˆn ⊂ C denote the set of all parameters c,
for which there exists a parabolic point (c,O) on the period n curve
Pern/Zn, (i.e., ρn(c,O) = 1 for some (c,O) ∈ Pern/Zn). Let Pn : C→
C be the polynomial defined by
Pn(c) :=
∏
c˜∈Pˆn
(c− c˜).
21
Proposition 6.1. For every λ ∈ C \ D, we have
lim
n→∞
1
2n
log |Pn(c(λ))| = log |λ|.
Proof. For every n ∈ N, consider the function
Rn(c) :=
∏
O|(c,O)∈Pern/Zn
(1− ρn(c,O)),
where the product is taken over all periodic orbits O, such that (c,O) ∈
Pern/Zn. According to [1], this is a polynomial, proportional to the
polynomial Pn with some coefficient an ∈ C:
Rn(c) = anPn(c).
Since an is the leading coefficient of the polynomial Rn, its modulus
can be estimated by
|an| = lim|c|→∞(|c|
− degRn|Rn(c)|)
= lim
|c|→∞
|c|− degRn ∏
O|(c,O)∈Pern/Zn
|ρn(c,O)|
 = |c|−n2 (#Ωn)/n|4c|n2 (#Ωn)/n
= 2#Ωn = 22
n
+ o(22
n
).
Finally, it was shown in [4] that,
lim
n→∞
1
2n
log |Rn(c(λ))| = log |λ|+ log 2,
for any λ ∈ C \ D, hence
lim
n→∞
1
2n
log |Pn(c(λ))| = lim
n→∞
1
2n
log |a−1n Rn(c(λ))| = log |λ|.

Proposition 6.2. For every λ ∈ C \ D, we have
lim
n→∞
1
2n
log |Cn(c(λ))| = log |λ|.
Proof. For every n ≥ 3 and every c ∈ C, we have Cn(c) = Pn(c)/Nn(c),
where
Nn(c) :=
∏
c˜∈Pˆn\P˜n
(c− c˜).
Now we estimate the degrees of the polynomials Nn, for large n
(c.f. (6)):
degNn =
∑
n=rp,p<n
ν(p)φ(r) ≤ 2n2−1n2 = o(2n),
where ν(p) is the same as in (5) and φ(r) is the number of positive
integers that are smaller than r and relatively prime with r.
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Since for every n ≥ 3, the set Pˆn \ P˜n of all roots of the polynomial
Nn is contained in the Mandelbrot set M, and since for any λ ∈ C \D,
we have c(λ) 6∈M, it follows that for every n ≥ 3 and every c˜ ∈ Pˆn\P˜n,
the inequality
| log |c(λ)− c˜|| ≤ K
holds for some constant K = K(λ) > 0.
Finally, for any λ ∈ C \ D, we get
1
2n
| log |Nn(c(λ))|| ≤ 1
2n
K degNn = o(K)→ 0, as n→∞,
thus, it follows from Proposition 6.1 that
lim
n→∞
1
2n
log |Cn(c(λ))| =
= lim
n→∞
1
2n
(log |Pn(c(λ))| − log |Nn(c(λ))|) = log |λ|.

For every simply connected domain U ⊂ C \M, the double covering
map c has exactly two single-valued inverse branches defined on U .
Let c−1 : U → C \ D be any fixed inverse branch of the map c on U .
(It follows from (8) that the two inverses of c differ only by a sign.)
Now for each n ∈ N and each itinerary w ∈ Ω, we consider the maps
g˜n,w, σn,w : U → C defined by
g˜n,w(c) := gn,w(c
−1(c)) and
(21) σn,w(c) :=
d
dc
[(g˜n,w(c))
n].
In particular, if w ∈ Ω is a periodic itinerary of period n, then
σn,w(c) = σn(c,O),
where O is the periodic orbit of fc, containing the point ψw(c−1(c)).
Remark 6.3. We note that even though the map σn,w depends on the
choice of the inverse c−1, switching to a different choice of c−1 in the
definition of σn,w is equivalent to switching the itinerary w to the one
where every 0 is replaced by 1 and every 1 is replaced by 0. Since all
our subsequent statements will be quantified “for every w”, they will
be independent of the choice of c−1.
Lemma 6.4. For every Jordan domain U b C \ M, there exists a
positive integer α = α(U) ∈ N, such that for every w ∈ Ω, s ∈ C and
n ∈ N, the equation
σn,w(c) = s
has no more than αn different solutions c ∈ U , counted with multiplic-
ities.
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Proof. Assume that the statement of the lemma is false. Then there ex-
ists an increasing sequence of positive integers {nk}∞k=1 ⊂ N, a sequence
of complex numbers {sk}∞k=1 ⊂ C and the corresponding sequence of
itineraries {wk}∞k=1 ⊂ Ω, such that for every k ∈ N, the equation
(22) σnk,wk(c) = sk
has more than knk different solutions c ∈ U , counted with multiplici-
ties.
Let U1 ⊂ C \M be a Jordan domain with a C2-smooth boundary,
such that U b U1. According to Proposition 5.8, the family of maps
{g˜nk,wk}∞k=1 is normal on some simply connected subdomain of C \
M that compactly contains U1, hence after extracting a subsequence,
we may assume without loss of generality that the sequence of maps
{g˜nk,wk}∞k=1 converges to a holomorphic map g˜ : U1 → C uniformly on
U1 and the sequence of the derivatives of these maps of arbitrary order
converges to the derivative of g˜ of the same order uniformly on U1.
Let S1 = R/Z be the affine circle and let γ : S1 → ∂U1 be a C2-
smooth parameterization of the boundary of U1 in the counterclock-
wise direction, such that γ′(t) 6= 0 for any t ∈ S1. For every k ∈ N,
let rk ∈ N be the number of solutions of the equation (22) in the do-
main U1, counted with multiplicities. Then, according to the argument
principle, the number of solutions rk is equal to the number of turns
the curve σnk,wk ◦ γ makes around the point sk. (If the curve passes
through the point sk, then this does not count as a turn around sk.)
This number of turns can be estimated from above via the total varia-
tion TV 10
(
arg
[
d
dt
σnk,wk(γ(t))
])
of the argument of the tangent vector
d
dt
σnk,wk(γ(t)), where the argument is viewed as a continuous function
of t ∈ [0, 1]:
(23) rk ≤ 1
2pi
TV 10
(
arg
[
d
dt
σnk,wk(γ(t))
])
=
1
2pi
TV 10
(
Im
[
log
(
d
dt
σnk,wk(γ(t))
)])
≤ 1
2pi
TV 10
(
Im
[
log
(
σ′nk,wk(γ(t))
)])
+
1
2pi
TV 10 (Im [log (γ
′(t))]) .
The term 1
2pi
TV 10 (Im [log (γ
′(t))]) in the right hand side of (23) is
independent of k, hence is a constant that depends only on the domain
U1. We note that this constant is finite, since γ is C
2-smooth and
TV 10 (Im [log (γ
′(t))]) ≤
∫ 1
0
∣∣∣∣γ′′(t)γ′(t)
∣∣∣∣ dt <∞.
Now we estimate the remaining term in the right hand side of (23). To
simplify the notation, denote
gk(t) := g˜nk,wk(γ(t)), g
(1)
k (t) := g˜
′
nk,wk
(γ(t)),
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g
(2)
k (t) := g˜
′′
nk,wk
(γ(t)), g
(3)
k (t) := g˜
′′′
nk,wk
(γ(t)).
A direct computation yields
TV 10
(
Im
[
log
(
σ′nk,wk(γ(t))
)]) ≤ ∫ 1
0
∣∣∣∣σ′′nk,wk(γ(t))σ′nk,wk(γ(t))γ′(t)
∣∣∣∣ dt
=
∫ 1
0
|G(t)| dt,
where
G(t) =
(nk − 1)(nk − 2)
(
g
(1)
k (t)
)3
+ 3(nk − 1)gk(t)g(1)k (t)g(2)k (t)
(nk − 1)
(
g
(1)
k (t)
)2
+ gk(t)g
(2)
k (t)
+
(gk(t))
2g
(3)
k (t)
(nk − 1)
(
g
(1)
k (t)
)2
+ gk(t)g
(2)
k (t)
 γ′(t).
Without loss of generality we may assume that the derivative g˜′ does
not vanish on ∂U1. Otherwise we may guarantee this by shrinking the
domain U1 a little, so that the inclusion U b U1 still holds. Then
G(t) = (nk−2)g˜′(γ(t))γ′(t)+3g˜(γ(t))g˜
′′(γ(t))
g˜′(γ(t))
γ′(t)+o(1), as k →∞.
Hence, it follows from (23) and the above estimates that there exist
positive constants A,B > 0, such that
rk ≤ A(nk − 2) +B,
for all sufficiently large k. The latter contradicts to our original as-
sumption that for any k ∈ N, the equation (22) has more that knk
solutions in U , counted with multiplicities. 
For a simply connected domain U ⊂ C \ M and for any n ∈ N,
s ∈ C and w ∈ Ω, let c1, c2, . . . , ck ∈ U be all solutions of the equation
σn,w(c) = s in U , listed with their multiplicities. Then the function
(σn,w(c) − s)/
∏k
j=1(c − cj) is holomorphic as a function of c ∈ U and
has no zeros in U . The latter implies that
fn,w,s,U(c) :=
(
σn,w(c)− s∏k
j=1(c− cj)
)1/n
is a well-defined analytic function on U , for some fixed choice of the
branch of the root. (We do not specify a particular choice of the branch,
since further statements are independent of this choice.)
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Lemma 6.5. For every Jordan domain U b C\M and every sequence
of complex numbers {sn}n∈N, satisfying (3), the family of holomorphic
maps
F = {fn,w,sn,U | n ∈ N,w ∈ Ω}
is uniformly bounded (hence, normal) in U . Furthermore, there exists
a real number D > 0 that depends only on the sequence {sn}n∈N, such
that if diam(U) > D, then the identical zero map is not a limit point
of the normal family F .
Proof. First, we observe that for a sequence of complex numbers {sn}n∈N,
satisfying (3), there exists a real number M1 > 0, such that
|sn| ≤ 3nM1, for any n ∈ N.
As before, for any n ∈ N and w ∈ Ω, let c1, c2, . . . , ckn,w ∈ U be all
solutions of the equation σn,w(c) = sn in U , listed with their multi-
plicities. Then, for any n ∈ N and w ∈ Ω, we consider a holomorphic
function fˆn,w : U → C, defined by
fˆn,w(c) :=
σn,w(c)− sn∏kn,w
j=1 (c− cj)
.
We note that since the function σn,w analytically extends to any simply
connected domain U1 ⊂ C \M, such that U ⊂ U1, so does the function
fˆn,w.
We fix a Jordan domain U1, such that U b U1 b C \ M. It fol-
lows from (21) and normality of the family {g˜n,w | n ∈ N,w ∈ Ω} in
some simply connected domain compactly containing U1 (c.f. Proposi-
tion 5.8) that there exists a real number M2 > 3, such that
|σn,w(c)| ≤ nMn2 , for any n ∈ N,w ∈ Ω, and c ∈ ∂U1.
Let d > 0 be the distance between the boundaries ∂U and ∂U1. With-
out loss of generality we may also assume that d ≤ 1. Then for every
n ∈ N, w ∈ Ω and c ∈ ∂U1, we have
|fˆn,w(c)| ≤ (n+M1)Mn2 d−kn,w ≤ (n+M1)Mn2 d−αn,
where α = α(U) is the same as in Lemma 6.4. By the Maximum
Principle, the same inequality holds for all c ∈ U . After taking the
root of degree n from both sides of this inequality, we conclude that
the family F is uniformly bounded on U , hence is normal on U .
In order to prove the second assertion of the lemma, we observe that
if diam(U) > D, then by the triangle inequality, there exists a point
c0 ∈ U , such that |c0| ≥ D/2. If D > 0 is sufficiently large, then
for all n ∈ N, w ∈ Ω and for all c in a neighborhood of c0, we have
|g˜n,w(c)|n ∼ |4c|n/2, (c.f. [4]) and hence
|σn,w(c)| =
∣∣∣∣ ddc [(g˜n,w(c))n]
∣∣∣∣ ∼ 2n|4c|n2−1,
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and in particular,
|σn,w(c0)| ≥ |4c0|n2−1.
Then, for all n ∈ N, w ∈ Ω, assuming that the constant D is sufficiently
large (here D is required to depend only on M1), we have
|fˆn,w(c0)| ≥ |4c0|
n
2
−1 − 3nM1
Dkn,w
≥ (2D)
−1(
√
2D − 3M1)n
Dαn
≥Mn3 ,
for some fixed constant M3 > 0 that does not depend on n and w.
Now, after taking the root, we obtain
|fn,w,sn,U(c0)| ≥M3,
for any map fn,w,sn,U ∈ F . This implies that the identical zero map is
not a limit point of the normal family F . 
Lemma 6.6. Under conditions of Lemma 4.2, let V b C \ M be a
Jordan domain, such that diam(V ) > D, where the real number D >
0 is the same as in Lemma 6.5. Then the sequence of subharmonic
functions {usn,n}n∈N converges to v = GM + log 2 in L1-norm on V , as
n→∞.
Proof. Let U b C \M be another Jordan domain, such that V b U .
Recall that according to (7) and Lemma 3.2, for any c ∈ C \M, we
have
usn,n(c) = (degc Sn)
−1
(
log |Cn(c)|+ log |S˜n(c, sn)|
)
.
Now, applying (4) to the last term in the formula above and represent-
ing each term σn(c,O) as σn,w(c), for an appropriate w ∈ Ωn, we get
that for any c ∈ U , the identity
usn,n(c) = (degc Sn)
−1
(
log |Cn(c)|+ 1
n
∑
w∈Ωn
log |σn,w(c)− sn|
)
holds.
We will prove the lemma by showing that for any ε > 0, there exists
n0 ∈ N, such that for any n ≥ n0, we have
(24) ‖usn,n − v‖L1(V ) < ε · (1 + area(V )).
Let c−1 : U → C \ D denote the inverse branch of the map c chosen
before Lemma 6.4. For any n ∈ N and ε > 0, let Ωn,ε ⊂ Ωn be the set
defined by the condition that
(25) w ∈ Ωn,ε if and only if ‖gw − 2 · id ‖c−1(U) ≤ ε.
Then for any c ∈ U , we can represent usn,n(c) as
usn,n(c) = Fn(c) +Gn,ε(c) +Hn,ε(c),
where
Fn(c) := (degc Sn)
−1 log |Cn(c)|,
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Gn,ε(c) :=
(degc Sn)
−1
n
∑
w∈Ωn,ε
log |σn,w(c)− sn|,
Hn,ε(c) :=
(degc Sn)
−1
n
∑
w∈Ωn\Ωn,ε
log |σn,w(c)− sn|.
First, we observe that for any c ∈ V , the identity
σn,w(c) = n(gw(λ))
n−1g′w(λ)
d
dc
c−1(c),
holds for λ = c−1(c). Now it follows from (25) and Cauchy’s estimates
that for any w ∈ Ωn,ε, we have ‖g′w−2‖c−1(V ) ≤ ε/r, where r > 0 is the
distance between the boundaries c−1(∂V ) and c−1(∂U). This implies
that for all sufficiently small ε > 0, there exists n1 ∈ N, such that for
all n ≥ n1, w ∈ Ωn,ε and any c ∈ V , we get
lim
n→∞
∣∣∣∣ snσn,w(c)
∣∣∣∣ = 0.
Furthermore, as n→∞, setting λ = c−1(c) as before, we obtain that
Gn,ε(c) =
(degc Sn)
−1
n
∑
w∈Ωn,ε
(log |σn,w(c)|+ log |1− sn/σn,w(c)|)
=
1
2nn
∑
w∈Ωn,ε
(
log n+ (n− 1) log |gw(λ)|+ log |g′w(λ)|+ log
∣∣∣∣ ddcc−1(c)
∣∣∣∣)+o(1)
=
1
2n
∑
w∈Ωn,ε
log |gw(λ)|+ o(1),
where o(1) denotes a term that converges to zero uniformly on V , as
n → ∞. According to Theorem 5.5, we have an asymptotic relation
#Ωn,ε ∼ 2n, which together with (25) implies existence of a positive
integer n2 = n2(ε) ∈ N, such that
(26) |Gn,ε(c)− log |2λ|| < ε, for any n ≥ n2 and c ∈ V .
Next, we observe that according to Lemma 6.4 and Lemma 6.5, for
every n ∈ N and w ∈ Ωn, there exist a holomorphic function fn,w : U →
C and a finite number of points c1, c2, . . . , ckn,w ∈ U , such that
1
n
log |σn,w(c)− sn| = log |fn,w(c)|+ 1
n
kn,w∑
j=1
log |c− cj|.
It follows from Lemma 6.5 that there exists a constant C1 = C1(U, V ) >
1, such that
1
C1
< |fn,w(c)| < C1,
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for any n ∈ N, w ∈ Ωn and c ∈ V . At the same time, according to
Lemma 6.4, we have kn,w ≤ αn, where α = α(U) is the same as in
Lemma 6.4. This implies that there exists a constant C2 = C2(U, V ) >
0, such that ∥∥∥∥ 1n log |σn,w(c)− sn|
∥∥∥∥
L1(V )
< C2.
Thus, we obtain
0 ≤ ‖Hn,ε(c)‖L1(V ) ≤ C2(degc Sn)−1 · (#Ωn −#Ωn,ε).
Now Theorem 5.5 and Lemma 3.4 imply that for any ε > 0, the right
hand side of the above inequality converges to zero, as n → ∞, so we
have
(27) lim
n→∞
‖Hn,ε(c)‖L1(V ) = 0.
Finally, it follows from Proposition 6.2 and Lemma 3.4 that for any
c ∈ V , we have
lim
n→∞
Fn(c) = log |λ|,
where λ = c−1(c). Together with (26), (27) and (9), this implies (24),
for an arbitrary ε > 0 and all sufficiently large n ∈ N. This completes
the proof of the lemma. 
Proof of Lemma 4.2. Given a compact set K ⊂ C \M, there exist two
Jordan domains V1, V2 b C\M, satisfying the conditions of Lemma 6.6,
and such that K ⊂ V 1∪V 2. Then applying Lemma 6.6 to both V1 and
V2, we conclude that
lim
n→∞
‖usn,n −GM − log 2‖L1(K) = 0,
which completes the proof of the lemma. 
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