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1. Introduction 
In recent years, considerable attention has been given to 
the use of spectral methods for the solution of nonlinear 
physical problems. The controlled Duffing oscillator, which 
is known to describe many important oscillatoring phe- 
nomena in nonlinear engineering systems, has received 
considerable attention in the past decade.‘,* Van Dooren 
and Vlassenbroech3 introduced a direct method for the 
controlled Duffing oscillator. The method in Ref. 3 re- 
quires that the state and the control variables, the system 
dynamics, the boundary conditions, and the performance 
index be expanded in Chebyshev series with unknown 
coefficients. The resulting system of nonlinear equations 
has to be solved for these unknown by some kind of 
iterative method. As a result a rather large and compli- 
cated nonlinear system of equations has to be solved. 
The purpose of this paper is to present an alternative 
computational method for solving the controlled Duffing 
oscillator. The approach is a spectral method in which we 
construct the Mth degree interpolating polynomitil, using 
Chebyshev nodes, to approximate the state and the con- 
trol vectors. The derivatives i(t) and i(t) of the state 
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vector x(t) are approximated by the analytic derivatives of 
the corresponding interpolating polynomial, and the per- 
formance index is discretized using the Clenshaw integra- 
tion rule. This representation leads to a system of alge- 
braic equations. The method of constrained extremum is 
then applied, which consists of adjoining the constraint 
equations that are derived from the given dynamic system 
and the boundary conditions to the performance index by 
a set of undetermined Lagrange multipliers. 
The paper is organized as follows: In Section 4 the 
proposed method is applied to approximate the solution of 
the controlled linear oscillator whose exact solution can 
be obtained by using Pontryagin’s maximum principle 
method.4 Section 5 is devoted to the study of the con- 
trolled Duffing oscillator problem, which is converted into 
nonlinear algebraic equations. These equations are then 
solved by Newton’s iterative method using some of the 
previous results from the controlled linear oscillator as 
the starting values needed to initiate the iterative proce- 
dure. In Section 6 we report our numerical finding and a 
comparison is made with the solutions obtained by Ref. 3. 
2. The controlled linear oscillator 
Consider the optimal control problem of a liner oscillator 
as in Ref. 3: 
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subject to 
i(T) + W2X(T) = U(T) 
-T<r,<O (T is known) (2) 
with 
X(-T) =x0 X(0) = 0 (3) 
Equation (2) is equivalent to the following first-order 
system of differential equations. 
i,(T) =x,(T) i2(r) = -wZX,(7) + U(T) (4) 
Therefore equation (3) is equivalent to 
i 
X,(-T) =x,, X,(-t) =x, 
X,(O) = 0, X,(O) = 0 
(5) 
The problem is to find the control vector U(T) which 
minimizes equation (1) subject to equations (4) and (5). 
Application of Pontryagin’s maximum principle method4 
to this optimal control problem yields the following exact 
solution 
x,(T)= ~[AwTsinwT+B(sinwT-wTCoswT)i 
x,(T)=;[A(EinWT+WTCOsWT)+~WTSinWT] 
U(T)=AcoswT+HsinWT 
J = &[2wT(A’+ B2) 
+(A’-B2)sin2wT-4ARsin2wT] (6) 
where 
AE2 [ w X,W2TsinwT-x,(wTcoswT-sinw?‘)] 
(w2T2 - sin2wT) 
B= 
2w’[x,Tsin wT+x,(sin wT + wT+ wTcos wT)] 
(w2T2 - sin2wT) 
(7) 
3. The numerical method 
ILet T,,(r), I E [ - 1, l] denote the Chebyshev polynomial 
of degree M, then the collocation points 
(j=O,1,2 ,..., M) 
are the zeroes of (1 - f2)fM(f), where T,(r) = 
cos(Mcos ‘I), -1 <f < 1. 
In order to construct the approximations of the state 
vector x(t) and the control vector u(f) we define the 
Lagrange polynomials: 
&(t) = (--l) 
K’ ‘(1 -t 2>&(r) 
CkM2(t - t,) 
_ 2 ; 7;yw ) 
MC, ,=(, I 
(k = 0, l,..., Ml (9) 
with C,=C,=2, C,= 1 for 1 <k<M- 1. It is readily 
verified that 
c#Jk(t,)=fik,= l k=j i 0 kzj 
(IO) 
The Mth degree interpolation polynomials to x(t) and 
u(t) are given by 
P(r) = E a,d,(t) (11) 
I= 0 
U”(f) = ; b,+,(t) (12) 
I- 0 
The relationship between f(f) and x(t) at the Cheby- 
shev nodes tk, k = l,O,. . . , M can be obtained by differen- 
tiating equation (11). The result is a matrix multiplication 
given in Ref. 6 by 
i(t,) = 5 f&a, (13) 
I- 0 
where D’ = cd:,) is an (M + 1) x (M + 1) matrix given by 
i Ck(4Yf 
C&t, - 1,) 
ifk#[ 
2M?+l 
6 
ifk=l=O 
D’ = (d;,) = c 
2M2+1 
_ ifk=i=M 
6 
I 1, _ 2(1 - $1 if 1 <k=f<M- I 
(14) 
256 Appl. Math. Modelling, 1997, Vol. 21, May 
Nonlinear optical control problems: G. N. Elnegar and M. Razzaghi 
Similarly, at the Chebyshev nodes tk, k = O,l,. . . , M, the 
relationship between i.(t) and x(f) is given by 
M4-1 
ifk=l 
15 
(M2-l)(l-r,?)+3 
_ 
3(1 - $1’ 
ifk=l;l,<k<M-1 
2 (-1)’ (2M2+1)(1-t,)-6 
-- 
3 C, (1 - t,12 
ifk=O;l<k<M 
2 (-ll”” (2M’ + l)(l -t,) - 6 
5 c, (1 - t,12 
ifk=M;O<k<M-1 
(-l)k+’ t;+tkt-2 
c, (1 - t;>bk - t,j2 
if <k<M-l;O<l<M-l,k+l 
(15) 
Thus we write 
where clr =i”(tk). 
To compute the integral in equation (1) we use the 
Clenshaw-Curtis quadrature formula5: 
I Ilf(Odt = f Wjf(t,) 
I=0 
(17) 
where the nodes tj are given by equation (8) and the 
weights wk are given by 
1 
N2’ I- N odd W()=wN= 1 (18) N2-1’ N even 
[N/21 
c 
2 2kjrr 
t=l C,,(4k2 - l) ‘OS7 
j=l ,...,N- 1 (19) 
Regarding the accuracy, the stability, and the errors of 
above method at the Chebyshev nodes were refer to Refs. 
5 and 6. 
4. The Clenshaw-Curtis Chebyshev formulation 
In order to use the Chebyshev nodes we introduce the 
transformation T= T/2(t - 1). The optimal control prob- 
lem in equations (l)-(3) may then be restated as follows: 
Minimize 
subject to 
jr(t) = &w2x(t) + u(t)1 
(20) 
(21) 
with 
i 
x(-l) =xg, i(-l)=i, 
x(l) = 0, f(l) = 0 
(22) 
Substituting equations (111, (121, and (16) in (21) we get 
h,=?c +w2ak, 
T2 k 
k=O,l,...,M (23) 
Setting f(t) = T/4u2(t), and using equation (171, we ob- 
tain the following discretization of equation (201: 
JM = : fCt,>w, 
j=O 
(24) 
Using equations (16) and (23) the optimal problem is 
reduced to a parameter optimization problem, which can 
be stated as follows: Find the sequence of numbers cr = 
{u~}~~!’ c R that minimizes equation (24) subject to equa- 
tion (22). Note that x&J =x(l) = a, = 0 and x(tM) = 
XC - 1) = uM =x0 are given. 
To find the sequence rr = {u,}~!!iYi; ’ c R we define 
L=J”+A&&,,d:, ,,..., &,][a,+, ,..., aMIT) 
+A*([d~o,d$l,..., &jI[u,,u ,,..., %J-~.O) 
(25) 
where A = (A,, A,) are Lagrange multipliers. The neces- 
sary conditions for minimum are 
dL 
-= 
da, 
0, (i= l,...,M- 11 (26) 
dL 
p= 
dA,Z 
0, (n =O,l) (27) 
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Equations (26) and (27) are linear algebraic equations that 
can be solved for the unknowns a,, A,, and A,. 
5. The controlled dufflng oscillator 
The optimal control of the Duffing oscillator is described 
by the nonlinear differential equation 
subject to the same boundary conditions as in the linear 
case with the same performance index. The exact solution 
in this case is not known. As described in Section 4 we 
obtain the following approximations of the system dynam- 
ics (28) and the performance index (20) 
bk = $ck + w2ak + l a: (29) 
JM= ; .z b;w, 
,=o 
(30) 
Equations (29) and (30) are nonlinear equations, and 
hence the determining equations (26) and (27) are also 
nonlinear equations. Newton’s iterative method can be 
used to solve this nonlinear system of algebraic equations. 
The starting values ai, i = 1,2,. . . , M - 1, required to start 
Newton’s iterative method, can be chosen from the con- 
trolled linear oscillator, i.e., E = 0. Once these values are 
given, starting values for A, and A, can be obtained by 
selecting any two equations from equation (26) and then 
solving the resulting linear system for A, and A,. 
6. The numerical results 
In Tables 1 and 2 we report the spectral Chebyshev 
approximations x”(t,), u”(t,) of order M = 5 and 6, the 
error estimates e,(t,> = Ix”(fj> - x(f,)l, and e,+,(f)) = 
Iu M(tj) - u(t,)l, j = 0,2,. . . , M, with the following choice of 
the numerical values of the parameters in the standard 
case 
W’ = 1 , T=2, x”(-l)=OS, 
P(- 1) = -0.5 (31) 
Table 1. Approximations of x(t) for the controlled 
linear oscillator 
X%,) e5(t,) x%,1 e,(f,) 
O.oooooooO 0 o.oooooooO 
0.00088397 < 10-7 0.00044147 
0.03769183 < 10-s 0.01405975 
0.19615789 < 10-s 0.09285472 
0.43690546 < 10-7 0.26277819 
o.5OOOOOOo 0 0.46320729 
0.5OOOOOO0 
0 
<lO g 
< 10-s 
<lO * 
< 10 -g 
<lO g 
0 
Table 2. Approximations of u(t) for the controlled 
linear oscillator 
LAt,) zgt,) fJ%,) i?,(r,) 
- 0.00830133 < 10-s - 0.025358880 < 10-7 
0.14970098 < 10-s 0.097188235 < 10.7 
0.38191395 < 10-5 0.284447723 < 10-5 
0.49157494 < 10-5 0.474991244 < 10-s 
0.56952499 <lO 6 0.549118501 < 10-5 
0.11697972 < 10-s 0.518114438 < 10-7 
0.488753947 < 10-7 
A comparison between the fourth-order spectral Cheby- 
shev approximation and the exact solution shows that the 
errors e&t,), j = 1,O ,..., 4, are < 10 -‘, F,(tj) < 10 -’ and 
the error at the boundary conditions is zero. As M in- 
creases the errors e,(r,) and e,,,(l,) decrease significantly, 
and the results will rapidly tend to the exact values. 
One of the important advantages of the use of the 
spectral Chebyshev method is that the rate of convergence 
of u”(t) to u(t) and x”(t) to x(f) is faster than any 
power of l/M (see Ref. 6). Therefore by proceeding to 
higher order approximations the results obtained by the 
proposed method will rapidly tend to the results for the 
exact solution. The spectral Chebyshcv approximation of 
order six is a very accurate approximation of the exact 
solution. All approximations and error estimates have 
been computed with very high precision on a Sun-SparcII 
workstation. 
Table 3 represents, for various values of the parameters 
w, T, x”( - l), and i”(- l), the maximum error on the 
approximated coefficients of order M = 8 and on the 
performance index in comparison with the results ob- 
tained from the exact solution, together with the results 
obtained by the method of Ref. 3 of order M = 10. By 
increasing the value of some of the above parameters, 
holding the other parameters fixed, we found that the 
accuracy is relatively lower than the accuracy obtained 
using the standard case. 
In Table 4 a comparison is made between the solutions 
of Ref. 3 of order M = 4, 7, and 10 and the solutions 
obtained by the proposed method of order M = 5 and 8. 
Tubfe 5 presents the spectral Chebyshev approxima- 
tions for the controlled Duffing oscillator using the pro- 
posed method of order M = 4, 6, and 8. SFK = IkM_olbk - 
(4/T2k, -wok - ~a;[, the maximum error at the bound- 
ary conditions (MERC), the precision on a’s and y’s 
imposed in order to stop Newton’s iterative method 
(P&K), and the solution obtained by the Chebyshev 
approximation of order M = 4, 7, and 10 for the same 
numerical values of the parameters w, T, x”( - 11, and 
X”( - 1) as given in the standard case and where, in 
addition, the coefficient l of the nonlinearity has been 
taken as E = 0.15. For M = 4, Newton’s iterative method 
converged after 3 iterations, while for M = 6 and 8 the 
method converged after 5 and 8 iterations, respectively. 
The execution times were found to be less than those 
obtained by Ref. 3. 
The effect of the parameter l characterizing the non- 
linearity has been investigated, and the numerical findings 
258 Appt. Math. Modelling, 1997, Vol. 21, May 
Nonlinear optical control problems: G. N. Elnegar and M. Razzaghi 
Table 3. Maximum error versus parameter variations 
Methods Parameters 
Max. error on 
a/ 
Max. error on 
6, 
Error on 
JM 
Method of 3 
M=lO,m,=15, 
N= 30 
Spectral Chebyshev 
M=8 
Standard case 
w=2 
T=3 
xMf--l)=l 
iMf-l)= -1 
Standard case 
w=2 
T=3 
XMf-l)=l 
iM(-l)= -1 
5.3 x 10-l’ 
7.3 x 10-s 
3.5 x 10-s 
1.1 x lo-‘0 
< 10-13 
< 10-l’ 
< 10-10 
<lO l3 
1.2 x 10-e 
1.6x 1O-5 
3.4 x lo- 7 
2.4 x 10-s 
< 10 -‘O 
< 10-c 
< 10-s 
< 10-10 
2.7 x lo-l5 
9.7 x 10-l’ 
6.6 x 10-l.’ 
1.1 x lo-l4 
< 10-1s 
< 10-14 
< 10-15 
< 10-1s 
Table 4. A comparison between the spectral Chebyshev are reported in Table 6. As l increases a larger value of 
approximations and the approximations of Ref. 3 for the 
controlled linear oscillator 
the order M of the spectral Chebyshev approximations is 
needed in order to obtain the same precision. 
Methods 
Method of 3 
PREC JM 
M=4 
M=7 
10-s 0.184917 
10-s 0.18485854 
7. Conclusions 
M= 10 
Spectral Chebyshev 
M=5 
M=6 
Exact J: 0.1848585424 
lo-lo 0.1848585424 
10-s 0.1848579 
10-s 0.1848585424 
In this paper a spectral Chebyshev method has been used 
to generate the optimal solution of the controlled Duffing 
oscillator. The system dynamics are collocated at Cheby- 
shev nodes, and the performance index is discretized and 
approximated based on the Clenshaw-Curtis formulation. 
Table 5. A comparison between the spectral Chebyshev and the approximations of Ref. 3, for the 
controlled duffing oscillator 
Methods 
Execution time 
kec) PREC SFK MEBC JM 
Method of3 
M=4 
M=7 
M= 10 
Spectral Chebyshev 
M=4 
M=6 
M=8 
0.79s 10-s - 0.187531 
1.9s 10-s 
4.7s 10-10 1 
0.18744484 
0.1874448561 
0.53s 10-s < 10-s 0 0.187493 
0.98s 10-s i 10-7 0 0.18744487 
2.3s 10-10 < 10-10 0 0.1874448561 
Table 6. The spectral Chebyshev precision versus 6 variations 
Spectral 
Chebyshev 
Execution time 
l fsec) PREC SFK MEBC JM 
M=5 1.2s 1o-6 < 10-S 0 0.193561 
M=7 c=o.5 1.9s 10-s < 10-7 0 0.19353034 
M=9 2.7s 10-10 < 10-10 0 0.1935303316 
M=6 1.24s 10-s < 10-s 0 0.197940 
M=8 c= 0.75 2.6s < 10.7 0 0.19791864 
M=lO 2.91s < lo-‘0 0 0.1979186274 
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Thus the controlled Duffing oscillator has been reduced 
to a problem of solving a system of algebraic equations. 
The rapid rate of convergence and Kronecker property 
(equation [lo]) make the approach very attractive. This 
method can be used for the solution of nonlinear optimal 
control problems. 
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