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Interspecific interactions depend not only on the population densities of the in-
teracting species, but on their phenotypes as well. Variation in ecologically im-
portant species traits can be heritable or plastic in nature and both yield pheno-
typic change that occurs at rates comparable to or faster than those of ecological
dynamics. This thesis explores how the effects of heritable and plastic pheno-
typic variation on community dynamics can be captured under one unifying
theory using the theory of fast-slow dynamical systems.
The analysis presented here focuses on the limit where phenotypic change
occurs faster than changes in species’ abundances in predator-prey systems.
This approach reduces model dimension and yields analytical results and
graphical methods with predictive power about when new and unique dynam-
ics will arise in ecological systems with rapid phenotypic change. In addition,
while explicitly assuming a separation of time scales, the analysis of the fast
adaptation limit yields insight into the consequences of adaptive change when
the rates of the adaptive and ecological processes are comparable.
The results presented here show that evolution and phenotypic plasticity
have different effects on the community dynamics of predator-prey systems.
Rapid evolution has the potential to stabilize or destabilize population oscilla-
tions while phenotypic plasticity only stabilizes population oscillations. Evo-
lution can also yield population oscillations where the predator and prey are
completely out-of-phase or one species oscillates while the other remains essen-
tially constant. These two behaviors are not possible in phenotypically plastic
or phenotypically fixed predator-prey systems.
This thesis also presents an analysis of the dynamics that arise in the vicin-
ity of a transversal intersection of the critical manifold in multiple time scale
biological systems. Such intersections are generic in fast-slow eco-evolutionary
models and the results presented here show that complex dynamics arise near
the transversal intersections of the critical manifold. These dynamics arise in re-
gions of parameter space where periodic orbits exist and in phase space where
the fast-slow structure of the system is no longer present.
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CHAPTER 1
UNDERSTANDING RAPID EVOLUTION IN PREDATOR-PREY
INTERACTIONS USING THE THEORY OF FAST-SLOWDYNAMICAL
SYSTEMS
1.1 Abstract
The accumulation of evidence demonstrating the evolution of ecologically im-
portant traits at the same time and rate as ecological dynamics (e.g. changes in
species’ abundances or spatial distributions) has outpaced theory explaining the
interplay between ecological and evolutionary processes with comparable time
scales. This disparity between experiment and theory is partially due to the high
dimensionality of eco-evolutionary models. Here we show how fast-slow dy-
namical systems theory can reduce model dimension, and we use that body of
theory to study a general predator-prey system exhibiting fast predator or prey
evolution. Our approach yields graphical methods that predict what underly-
ing biological mechanisms allow new and unique dynamics (e.g. anti-phase and
cryptic oscillations) to arise in ecological systems exhibiting fast evolution. Our
analysis shows that these new dynamics are more likely arise when the prey is
evolving. The fast evolution approach also yields analytical expressions that re-
late individual level characteristics (e.g. decelerating benefits for defense) with
population level phenomena (e.g. population phase lags and the destabilization
of ecological dynamics). Finally, while the theory requires a separation of time
scales between the ecological and evolutionary processes, our approach yields
insight into systems where the rates of those processes are comparable and thus
is a step towards creating a general eco-evolutionary theory.
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1.2 Introduction
Over the last thirty years, the evolution of ecologically important species’ traits
at ecological rates [eco-evolutionary dynamics: Fussmann et al., 2007, Kinni-
son and Hairston, 2007] has been observed in species of algae [Yoshida et al.,
2003], bacteria [Bohannan and Lenski, 2000, Palumbi, 2001], birds [Grant and
Grant, 2002], crustaceans [Hairston andWalton, 1986, Hairston andDillon, 1990,
Hairston et al., 1999], fishes [Conover and Munch, 2002, Heath et al., 2003, Kin-
nison et al., 2008, Reznick et al., 2008, 1997, Swain et al., 2007], mammals [Pel-
letier et al., 2007], plants [Siemann and Rogers, 2001, Lavergne and Molofsky,
2007] and reptiles [Sinervo et al., 2000]. Predator-prey and other exploiter-victim
systems are important examples where eco-evolutionary dynamics have been
observed. Changes in prey phenotypes can help the prey avoid encounters
with predators [Hairston and Walton, 1986, Hairston and Dillon, 1990, Heath
et al., 2003, Reznick et al., 1997, 2008] or defend against attacks [Bohannan and
Lenski, 2000, Yoshida et al., 2003, Jones et al., 2009], while consumer evolution
can allow for increased resource capture and consumption [Grant and Grant,
2002] and the ability to overcome prey defenses [Hairston et al., 1999]. Fur-
thermore, genetic variation among individuals can have strong effects on ob-
served community-level dynamics [Tuda, 1998, Hanski and Saccheri, 2006, Sac-
cheri and Hanski, 2006, Bailey et al., 2009, Ezard et al., 2009, Johnson et al., 2009,
Palkovacs et al., 2009, Post and Palkovacs, 2009].
These studies yield two complementary results. First, one can no longer
assume that ecologically important traits are fixed on the time-scale of ecolog-
ical dynamics such as changes in the abundance, structure, or distribution of
populations. Second, heritable changes in phenotype that occur on the same
2
rate as ecological processes can influence the ecological interactions that cause
them. These two observations emphasize the need to understand heritable
changes within a population that occur fast enough to affect interspecific in-
teractions while they are still taking place, and how they can change observable
community-level patterns.
Recent studies have begun to develop theory to account for the interplay
between ecological and evolutionary processes with comparable time scales
in predator-prey systems. By comparable time scales, we mean that change
of organismal traits occurs at the same time and pace as ecological dynam-
ics. Most studies have focused on the qualitative and quantitative changes in
population dynamics resulting from rapid evolution, but largely with mod-
els tailored to specific systems [Abrams, 1992, Abrams and Matsuda, 1997a,b,
Yoshida et al., 2003, 2004, Jones et al., 2009]. While these studies have yielded
qualitatively new population dynamics, the studies may not exhibit all possi-
ble eco-evolutionary dynamics and consequently new or unique dynamics can
be missed. Furthermore, with only a few specific examples it is often difficult
to determine the general biological and mathematical mechanisms that cause
the new dynamical behavior to arise. Hence, we believe a more general the-
ory is needed in order to characterize the full spectrum of dynamics that eco-
evolutionary systems can exhibit.
An inherent difficulty in studying systems with rapid evolution is the
intractability of higher (three or more) dimensional systems. Even simple
predator-prey eco-evolutionary systems are difficult to understand since they
must be of at least three dimensions (predator density, prey density, and a
predator or prey trait). To begin developing a generalized eco-evolutionary the-
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ory and to reduce model dimension, we start with an analytically tractable case
where the evolution of a species occurs much faster than changes in population
size. This separation of time scales is the opposite of that assumed in traditional
theory but is not biologically ill-founded. Such a case can arise if there is a rapid
turnover of individuals in a population and the birth rate is nearly equal to the
death rate (for example, if the population is space limited and close to its car-
rying capacity). In this case, the average trait value of the population changes
quickly while the total population size changes slowly.
Another justification for considering the fast evolution limit is that increas-
ing the rate of evolution often preserves some of the main qualitative proper-
ties of the dynamics observed in systems where the ecological and evolutionary
processes have comparable rates. Figure 1.1A presents data from an experimen-
tal algal-rotifer system [Fussmann et al., 2000] where prey evolution has been
shown to affect qualitative properties of the predator-prey oscillations [Yoshida
et al., 2003, Meyer et al., 2006, Yoshida et al., 2007].
Figures 1.1 B, C, and D contain time series from a model, fitted with data,
that predicts the dynamics of the algal-rotifer system [Jones and Ellner, 2007].
In figure 1.1 B with parameters estimated from experimental data, the evolu-
tionary changes and population changes of the model occur on the same time
scale. As the evolutionary processes are sped up by a factor of 5 (figure 1.1 C)
and by a factor of 10 (figure 1.1D), the essential qualitative properties of the dy-
namics do not change. In particular, the completely out-of-phase predator-prey
oscillations in the data are preserved as the speed of evolution is increased in
the model.
Figure 1.1 emphasizes a key point underlying our fast evolution approach.
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When we speed up the evolutionary processes we are not positing that evo-
lution can occur at instantaneous rates. Rather, we study the dynamics that
occur in the fast evolution limit because these dynamics yield insight into the
behavior exhibited by systems where the ecological and evolutionary processes
have comparable rates. In figure 1.1, when the speed of evolution is increased,
the eco-evolutionary dynamics do not become increasingly complicated, nor do
they become increasingly unrealistic. Thus, by considering this extreme in evo-
lutionary rates we can begin to develop a general eco-evolutionary theory.
We note that the opposite limit, where evolutionary processes are much
slower than ecological processes, has been studied elsewhere in the literature
[e.g. Decole et al., 2006, Khibnik and Kondrashov, 1997]. While the slow evolu-
tion viewpoint yields insight into the effects ecological processes have on evo-
lutionary dynamics, our approach yields insight into the effects evolutionary
processes have on ecological dynamics. Furthermore, the slow evolution limit
does not predict or capture all experimentally observed population dynamics
(e.g. the completely out-of-phase oscillations in figure 1.1 A). Since the fast evo-
lution limit does yield insight into this behavior, our approach complements the
traditional viewpoint and together these extremes can be used to understand
systems where ecological and evolutionary rates are comparable.
Figure 1.1 also demonstrates why it is not sufficient to study only systems
with inducible defenses [e.g. see Vos et al., 2004a] to understand the dynam-
ics in systems with fast evolution. As the speed of evolution increases in fig-
ure 1.1, a lag between the switch in the direction of selection (vertical black
lines) and a corresponding measurable change in the trait arises. For example,
in figure 1.1D, the direction of selection switches from favoring larger values of
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the trait to favoring smaller values of the trait near day 60. In contrast, the trait
does not begin to move towards smaller values until a few days later. This lag
in the trait is not observed in ecological models with induced defenses and due
to its influence on population dynamics, distinguishes ecological models with
fast evolution from ones with induced defenses.
Mathematically, an eco-evolutionary model exhibiting fast evolution is a
fast-slow dynamical system, an area known as singular perturbation theory
[Arnold et al., 1995]. This body of theory allows one to study dynamical sys-
tems where there is a separation of time scales and some variables change much
faster than others. The theory focuses on the limit where the fast variables are
instantaneously fast so as to reduce the complexity of the mathematics. In this
study we use fast-slow systems theory to study the effects of fast evolution in a
single species on the ecological dynamics of a general predator-prey system. In
our model, predator and prey evolution are nearly mathematically equivalent
by a reversal of time. Consequently, we will present our results for the predator
evolution case and discuss the differences that arise between the two.
In the next section, we introduce the basic concepts of slow-fast systems the-
ory with a familiar predator-prey model. We then present our general predator-
prey model with rapid predator evolution. The results section explores two
consequences of predator evolution: how fast evolution stabilizes or destabi-
lizes population dynamics and how the trait’s trade-off curve influences popu-
lation and trait time series. We then present a simple graphical technique that
predicts the full spectra of possible population dynamics in systems with partic-
ular types of evolutionary dynamics. Finally we present the differences between
predator and prey evolution.
6
Figure 1.1: Comparison of experimental and theoretical results for a predator-
prey system as evolution is sped up. (A) Algal (Chlorella vulgaris, green circles)
and rotifer (Brachionus calyciflorus, magenta ’+’ ) density data from Fussmann
et al. [2000]. Units are 106 cells ml−1 (algae) and number of females ml−1 (ro-
tifers). (B-D) Predator (magenta ’+’), prey (green circles), and trait (solid blue)
time series for a predator-prey model with prey evolution [Jones and Ellner,
2007]. The speed of evolution is (B) as fast as the ecological dynamics, (C) five
times as fast, and (C) 10 times as fast. The black dashed lines denote when the
direction of selection switches in the model. The trait values are rescaled such
that the minimum value corresponds to 0 and the maximum value corresponds
to 1.
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1.3 Fast-Slow Systems and Models
To introduce some basic concepts of fast-slow dynamical systems we consider
a modified Rosenzweig-MacArthur model [Rosenzweig and MacArthur, 1963].
We assume that the prey responds to ecological conditions faster than the preda-
tor. Such a case would be analogous to thinking about birds (long lifetimes) and
their insect prey (shorter lifetimes). Our model is

dx
dt
= x
[
r − x
K
− ay
1 + hx
]
dy
dt
= y
[
bay
1 + hx
− d
]
.
(1.1)
where x is prey density, y is predator density, r is the exponential growth rate
of the prey without density limitation, K is the prey carrying capacity, a is the
encounter rate, h is the handling time, b is the conversion of prey to predator
density, and d is the per capita death rate of the predator. In this model,  is a
small positive number that represents the difference in time scales between the
prey and predator species. It is meant to explicitly flag that the prey population
processes are occurring on a faster time scale than the predator processes.
Solutions to a fast-slow system, like those in figure 1.2 B, behave in a way
that is qualitatively different from models without a separation of time scales
(figure 1.2 A). In particular, solutions of such a system spend nearly all of their
time near an object called the critical manifold and the rest jumping between
different pieces of the critical manifold. For a general fast-slow system, the crit-
ical manifold, C, is the set of equilibria of the fast variable when  = 0 and the
slow variables are held constant. These points make up a collection of curves
or planes in the full system. In system (1.1), C is the set of points satisfying
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dx/dt = 0, or equivalently the predator axis and prey nullcline:
C =
{
(x, y) : x
[
r − x
K
− ay
1 + hx
]
= 0
}
. (1.2)
We divide C into three different curves: a left (CL), a middle (CM), and a right
(CR) branch. In figure 1.2 B,CL is the predator axis (blue) and togetherCM (green
curve) and CR (gray curve) make up the prey nullcline. When solutions to sys-
tem (1.1) are near the critical manifold, they behave as if they were on it. Thus,
to understand how solutions of a fast-slow system behave, we need to under-
stand what solutions on the critical manifold do, where they jump away from
it, and where they land near it.
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Figure 1.2: Example oscillatory dynamics (red) in a predator-prey system (1.1)
with a fast prey species. The predator (vertical) axis and the green and gray
curves define the left, middle, and right branches of the critical manifold, re-
spectively. Double arrows in B indicate the direction of fast flow and the single
arrows indicate the direction of the slow flow along the critical manifold.  = 1
in A and  = 0.1 in B. Other parameters are a = 1, b = 1, d = .5, h = 1, K = 1.5,
and r = 4.
The single arrows in figure 1.2 B indicate how trajectories move on or near
the critical manifold. When near CL, solutions move down and when near CR,
solutions move up. Note that even though C is defined to be the equilibria
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of the fast variable, solutions will still move near C because the fast and slow
variables are coupled. The double arrows in figure 1.2 B indicate the stability
of different parts of the branches. This stability dictates where solutions jump
off of C (repelling behavior) and where they land on it (attracting behavior). In
figure 1.2 B, the lower set of double arrows indicates that the piece of CL below
the green curve is repelling and that CR is attracting. The upper set of double
arrows indicates that the apex of CR is repelling and the part of CL above the
green curve is attracting.
Solutions of a fast-slow system behave in the following manner. First, a so-
lution quickly runs near to an attracting branch of the critical manifold. The
solution then slowly moves as if constrained to that branch. If the solution en-
counters a stable equilibrium point on the branch, then the solution will go to
that equilibrium. If it does not encounter one, then the solution will continue
until it reaches a jumping point. After jumping, the solution will quickly run to
a second stable branch of the critical manifold, land, and repeat the sequence.
As an example, consider the trajectory in figure 1.2 B and note that the equi-
librium point for these parameter values is unstable and located on CM. A solu-
tion starting near the lower set of double arrows quickly runs to CR. Then the
solution slowly moves up CR until it nears the apex of the prey nullcline (where
the CM and CR meet). Near the apex, the solution jumps off CR and quickly runs
to the upper part of CL. Once near CL, the solution moves down the predator
axis until it jumps off somewhere below the intersection of CL and CM (where
the green and blue curves intersect). The cycle then repeats.
There are two significant advantages to restricting our attention to the dy-
namics on the critical manifold instead of analyzing the full system. First, since
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the critical manifold is of lower dimension than the full system, the restriction
makes the mathematical analysis simpler. For system (1.1), we can understand
a two-dimensional model by analyzing one-dimensional branches of the critical
manifold. Second, the dynamics that occur when  ≈ 0 can be used to under-
stand and predict dynamics when  ≈ 1. Consider the trajectory in figure 1.2 A
that spends almost no time near CR when  = 1 and the trajectory in figure 1.2
B that spends almost half of its time near CR when  = 0.1. As  decreases to
zero, the position of C does not change and solutions stick closer to C for longer
periods of time. In addition, the periodic orbit retains it’s qualitative shape as 
becomes smaller. Thus, while we don’t necessarily believe that the prey species
dynamics will be infinitely faster than those of the predator ( ≈ 0), that limit
yields insight into the dynamics that occur when prey is moderately faster than
the predator ( ≈ 1).
1.3.1 Predator-Prey Model with Predator Evolution
Here we present a general predator-prey model with predator evolution that
will be the focus of the chapter. Due to our model’s level of generality, a system
with predator evolution can be transformed into a system with prey evolution
mathematically by reversing time (see appendix A.1). Most results carry over
between the two cases (see appendix A.6). Differences that arise between the
two types of evolution will be presented in section 1.4.4.
Our general model for a predator-prey system (y, x respectively) with fast
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evolution of the mean predator trait value, β, is given by
dx
dt
= F(x) −G(x, y, β)
dy
dt
= H(x, y, β) − D(y, β)

dβ
dt
= B(β)V
∂
∂β
[
1
y
dy
dt
]
.
(1.3)
F is the growth rate of the prey population in the absence of predation, G is
the predation rate of the prey, H is the composition of the prey to predator con-
version and predation rate of the prey, and D is the death rate of the predator
population. The product B(β)V defines the additive genetic variance of the trait,
where B(β) is a bounding function for the trait β. A typical functional form we
will use is B(β) = (β − βmin)(βmax − β), where βmin and βmax are the minimal and
maximal values the trait can attain.  is a small positive value that flags the
separation of time scales between the ecological and evolutionary processes. By
decreasing the value of epsilon, we speed up the rate of evolution (e.g. see fig-
ure 1.1). Throughout the text, any variable subscripts denote partial derivatives,
e.g. Hβ is short for ∂H/∂β and Gxα is short for ∂2G/∂x∂α.
Typically the functions F, G, H and D are written in terms of per capita
growth rates, x f (x), xg(x, y, β), yh(x, y, β), and yd(y, β), respectively. We use the
more general functions to simplify notation. Throughout this chapter we will
assume the following about the functional responses in system (1.3). First, G
and H are strictly increasing smooth functions of x, y, and β. Second, D is a
strictly increasing smooth function of y and β. Note that our assumptions about
D and H being increasing functions of β implicitly define a trade-off for the trait,
which in general will be density-dependent. As the predator invests more in
the trait and β increases, the predator birth rate will increase at the expense of a
higher death rate.
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The equation representing the trait dynamics in system (1.3) follows from
the quantitative genetics approach derived in Lande [1982] and Abrams et al.
[1993]. The theory assumes that the mean trait value (β) of a population changes
at a rate proportional to both the additive genetic variance of the trait and the
individual fitness gradient. This implies that the magnitude and direction of the
selection pressure is determined by the fitness gradient of the trait, ∂
∂β
[
1
y
dy
dt
]
. Gra-
dient dynamic approaches are a first approximation to many models and their
simplicity makes them analytically tractable [Abrams, 2001, 2005]. In addition,
gradient dynamics models capture a range of behavior observed at the pheno-
typic level without having to specify gene level processes. Thus, they are a good
way to begin to understand the behavior of eco-evolutionary models, but may
yield an incomplete picture when specifics about the complexities of the genetic
processes matter.
The direction and magnitude of the selection pressure can be both density
and frequency dependent. When selection is frequency dependent, the trait
equation in system (1.3) involves the gradient with respect to the fitness of the
invader’s phenotype instead of the resident’s phenotype,

dβ
dt
= B(β)V
∂
∂βˆ
(
1
y
[
H(x, y, β, βˆ) − D(y, β, βˆ)
])
|βˆ=β (1.4)
We will consider the special case where selection is not frequency dependent.
Thus, fitness will not depend on the frequency of trait values and an individual
with a new trait βˆ will invade and replace a population with mean trait β if
the relative fitness of the invading individual is higher than an individual with
the mean trait value. We use this special case of the theory due to its analytic
tractability and as a first approach to studying the effects of rapid evolution on
ecological dynamics.
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1.3.2 Fast-Slow Dynamics in the Eco-Evolutionary Model (1.3)
When  is a small positive value, the dynamics of system (1.3) can be understood
by knowing how solutions move on the critical manifold, where solutions jump
off of the critical manifold, and where they land on it. For system (1.3), points
on the critical manifold, C, satisfy dβ/dt = 0, or equivalently
C =
{
(x, y, β) : B(β)[Hβ(x, y, β) − Dβ(y, β)] = 0, y > 0
}
. (1.5)
We divide C into a left, middle, and right branch, defined respectively as:
CL = {(x, y, β) : x > 0, y > 0, β = βmin} (1.6)
CM =
{
(x, y, β) : [Hβ(x, y, β) − Dβ(y, β)] = 0, y > 0, β ∈ (βmin, βmax)
}
(1.7)
CR = {(x, y, β) : x > 0, y > 0, β = βmax} . (1.8)
Instead of one-dimensional curves, as in figure 1.2, now each branch is a two-
dimensional surface or plane in three-dimensional space (see figure 1.3).
To understand when trajectories jump off of and onto the critical manifold,
we classify points on C as attracting or repelling. For a point ρ on CM, the value
of B[Hββ − Dββ] evaluated at that point, B(β)[Hββ(ρ) − Dββ(ρ)], is the potentially
nonzero eigenvalue for the fast dynamics. Because B(β) ≥ 0, this eigenvalue has
the same sign as Hββ − Dββ. When the eigenvalue is negative, the point will be
attracting and trajectories will land on it. When the eigenvalue is positive, the
point will be repelling and trajectories will jump from it. Similarly, Bβ(ρ)[Hβ(ρ)−
Dβ(ρ)] is the potentially nonzero eigenvalue for the fast dynamics for points on
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Figure 1.3: Example trajectories (red) for a predator-prey system with a track-
ing (A) or repelling (B) predator trait. The blue, green, and gray planes define
the left, middle, and right branches of the critical manifold, respectively. See
appendix A.8 for equations and parameter values.
CL and CR. To summarize, for a point ρ on C:
CM : Hββ(ρ) − Dββ(ρ) < 0 Stable (1.9)
Hββ(ρ) − Dββ(ρ) > 0 Unstable (1.10)
CL,CR : Bβ(ρ)[Hβ(ρ) − Dβ(ρ)] < 0 Stable (1.11)
Bβ(ρ)[Hβ(ρ) − Dβ(ρ)] > 0 Unstable (1.12)
In total, landing points satisfy equation (1.9) or (1.11) and jumping points satisfy
equation (1.10) or (1.12).
Solutions to system (1.3) behave in the following manner. First a trajectory
quickly approaches an attracting piece of critical manifold. During this time,
the population densities do not change substantially. Once near the attracting
piece, the trajectory moves along the critical manifold as if it were stuck to that
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surface. If the trajectory never leaves the attracting part of the surface, then it
will stay near that surface for all time and go to a stable equilibrium point or
periodic orbit. If instead the trajectory enters the repelling part of the surface,
then the trajectory will jump away from that part of the critical manifold and
land on an attracting part of the critical manifold. The trajectory then repeats
the sequence.
As an intuitive example of how solutionsmove in our system, consider a wa-
ter droplet falling from the sky onto a slanted roof suspended above a sidewalk.
The direction of fast movement in the system is up and down. The sidewalk
and roof are branches of the critical manifold. Due to gravity, the droplet is at-
tracted to the roof and very quickly falls onto it. Once on the slanted roof, the
drop slowly moves towards the edge of the roof. This slow movement is just
like the slow movement along the critical manifold. When the drop gets to the
edge of the roof, again due to gravity, the droplet will be repelled from the roof
edge and be attracted to the sidewalk. The water drop then quickly falls to the
sidewalk and moves slowly along it. Trajectories in our system will essentially
behave the same except that it will sometimes be possible for solutions to be-
come trapped on the critical manifold at a stable equilibrium or periodic orbit.
Going back to the water drop, this situation is analogous to the drop getting
caught in a divot on the roof or sidewalk.
In figure 1.3 we present two examples of how trajectories can behave in our
system. When selection favors intermediate trait values, all of CM is attracting
(equation (1.9) always satisfied) and the trajectory stays near CM for all time.
When selection favors extreme values, all of CM is repelling (equation (1.10)
always satisfied) and the trajectory alternates between being near CL and being
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nearCR. Wewill refer to first case as a tracking trait and the second as a repelling
trait.
1.4 Results
1.4.1 Local Stability Analysis
To begin understanding the effects of fast evolution, we first analyze how in-
corporating evolution into a predator-prey system changes the stability of the
ecological dynamics. To do this, we compare the stability of an equilibrium
point of system (1.3) to the stability of the same equilibrium point when we
freeze evolution by setting dβ/dt = 0 (see appendix A.3 for details). In this sec-
tion we will consider only tracking traits (which represent stabilizing selection)
and pay particular attention to cases where stable evolutionary dynamics either
destabilize population dynamics that would head towards a stable equilibrium
in the absence of evolution or stabilize population dynamics that would cycle
in the absence of evolution.
As seen in theorem A.2 of appendix A.3, the effect evolution has on the sta-
bility of the population dynamics depends on the sign of Hxβ. Since Hβ − Dβ
represents the strength of selection on the trait, Hxβ = Hxβ − Dxβ represents how
the strength of selection and the reward for investing in the trait increases or
decreases as prey density increases. When Hxβ > 0, the trait becomes more re-
warding and the strength of selection increases as prey density increases. In this
case, stable evolutionary dynamics increase the region of stability of the popula-
tion dynamics and the inclusion of evolution in a system with cyclic population
18
dynamics could lead to a equilibrium state for the populations. When Hxβ < 0,
the trait becomes less rewarding and the strength of selection decreases as prey
density increases. In this case, stable evolutionary dynamics decrease the re-
gion of stability of the population dynamics and the inclusion of evolution in
an ecological system at equilibrium could lead to population oscillations. This
result is quite counterintuitive since the trait (dβ/dt equation) and population
subsystems (system (1.3) with dβ/dt = 0) would tend to stable equilibria when
decoupled, but now cycle when coupled. These two results emphasize that
it is not enough to understand the stability of the evolutionary and ecological
processes separately in order to determine the stability of the eco-evolutionary
system.
To illustrate the above ideas we examine two examples. First, consider a
modified Rosenzweig-MacArthur model [Rosenzweig and MacArthur, 1963]
with F = x(r − kx), G = H = bxy/(1 + cx/β) and D = y(aβ2 + d) for some positive
parameters a, b, c, d, r, and k. Here, increasing the predator’s trait decreases the
predator’s handling time parameter at the cost of increasing the per capita death
rate of the predator. Since the trait becomes increasingly rewarding as prey den-
sity increases (Hxβ > 0), the addition of evolution to a cycling ecological model
can cause the populations to head towards a stable equilibrium (figures 1.4 A
and B).
For the second example, consider another modified Rosenzweig-MacArthur
model where F = x(r − kx), G = H = bxyβ/(1 + xβ) and D = y(aβ + d). Here,
as the predator invests more in the trait, the searching efficiency of the predator
increases at the cost of an increased death rate. An increased searching efficiency
implies that an individual will necessarily spend more time eating and less time
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searching, but as prey density increases, the value of being an efficient searcher
will decrease and having a shorter handling time will be more rewarding. Thus,
investment in searching efficiency yields diminishing returns as prey density
increases (Hxβ < 0). As seen in figures 1.4 C and D, this allows for the case
where the population dynamics tend to equilibrium when the trait is frozen but
with the addition of stable evolutionary dynamics, the populations cycle for all
time.
1.4.2 Trade-Off Curves
One special case of system (1.3) of particular interest is when the effect of the
trait on the predator recruitment and death rate is density independent. Mathe-
matically, this means that the functional forms of the terms in system (1.3) factor
as
H(x, y, β) = h(x, y)η(β)
D(y, β) = d(y)δ(β).
(1.13)
This factorization allows us to write δ as a function of η (see appendix A.4),
which defines a trade-off curve between the proportional increase of the preda-
tor recruitment and proportional increase of the predator death rate. Qualitative
properties of the trade-off curve, defined by δ(η), can be used to predict quali-
tative properties of the population and trait time series, but the above factoriza-
tion also limits the range of dynamical behavior a system can exhibit.
The concavity of the trade-off curve determines whether trait dynamics are
stable or unstable (theorems A.3 and A.4 of appendix A.4). For a trait value at
β, if δ(η) is concave up, then the trait dynamics are stable and if δ(η) is concave
20
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Figure 1.4: Examples of evolution (A-B) stabilizing and (C-D) destabilizing pop-
ulation dynamics. (A) Population dynamics cycle and trait dynamics tend to
an equilibrium state when decoupled. (B) When coupled, the population and
trait dynamics tend to stable equilibria. (C) Population and trait dynamics tend
to stable equilibria when decoupled. (D) When coupled, the system is unstable
and yields cyclic dynamics. In A and B, a = 3, b = 1.86, c = 0.1, d = 1.3, k = 0.4
and r = 2.95 and for the evolutionarily fixed dynamics β ≈ 0.27. In C and D,
b = 3.82, c = 1, d = 1.21, k = 0.34 and r = 1.25 and for the evolutionarily fixed
dynamics β ≈ 0.94.
down, then the trait dynamics are unstable at β. This implies that always con-
cave up trade-off curves yield tracking traits, and always concave down trade-
off curves yield repelling traits.
If the trade-off curve is always concave up, then the population dynamics ei-
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ther tend to equilibrium or exhibit predator-prey oscillations where the predator
lags behind the preywith a phase lag of less than one quarter of the cycle period.
Examples of the second case are presented in figures 1.5 A and 1.5 C for two dif-
ferent trade-off curves. There are substantial quantitative differences between
the oscillatory dynamics of figures 1.5 A and 1.5 C. The derivatives of the trade-
off curves allow one to distinguish between the different cases. In figure 1.5 B,
the derivative of the trade-off curve is large in magnitude and increasing very
rapidly. Consequently, the large population fluctuations in figure 1.5 A result
in only small changes in the trait. If the curve resembles a straight line, i.e. has
little curvature like in figure 1.5 D, then, as depicted in figure 1.5 C, small pop-
ulation oscillations will yield large trait fluctuations. For the intermediate case
where the derivative is small in magnitude but still increasing, substantially
large population oscillations will lead to large trait oscillations.
If the trade-off curve is always concave down, either the trait value con-
verges to one of the extreme values and evolution ceases, or the trait oscillates
between the two extreme values of the trait (figure 1.5 E). These oscillations are
known as relaxation oscillations in the fast-slow dynamical systems literature.
We have numerically investigated a large number of models and our findings
suggest that while possible, relaxation oscillations of the trait are not the typ-
ical behavior of systems with a concave down trade-off curve and they only
occur for a few initial conditions in very small ranges of parameter space. Fur-
thermore, our numerical investigations suggest that the relaxation oscillations
in the trait will not alter the population dynamics in a way that distinguishes
them from the population dynamics occurring on the βmin- or βmax-plane. Thus,
when the trade-off curve is always concave down, we can assume that the eco-
logical dynamics will behave as if the trait is frozen either at βmin or βmax.
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Figure 1.5: Examples of oscillating population and trait time series when a
trade-off curve defines the cost for the trait. (Left Column) Predator, prey,
and trait dynamics are the solid magenta, dashed green, and dot-dashed blue
curves, respectively. (Right Column) Derivative of the trade-off curve (dδ/dη)
assuming the factorization in equation (1.13). The trade-off curve is (A-B) con-
cave up, (C) concave down, and (D) s-shaped. Equations and parameters are
given in appendix A.8.
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Finally we consider the case when the trade-off curve does not have constant
concavity and instead has a sigmoid shape (figure 1.5 H). Since the trade-off
curve has concave up and concave down sections, all of the dynamics in fig-
ure 1.5 can be observed with this trade-off curve. In addition, time series for
an s-shaped trade-off curve can be a concatenation of those seen with a concave
up or concave down trade-off curve. For example, the trait dynamics near βmax
in figure 1.5 G resemble the square wave-like oscillations in figure 1.5 E (called
relation oscillations) and near βmin, the trait dynamics resemble those seen in
figure 1.5 C. While rare when the trade-off curve is concave down, relaxation
oscillations are much more common in systems where the trade-off curve does
not have constant concavity. Thus, in general, factoring of the functional re-
sponses does not prevent relaxation oscillation type dynamics.
1.4.3 Boundary Plane Projections
In this section we present a simple graphical technique that allows one to pre-
dict the types of behavior and phenomena that arise with a repelling trait (e.g.
figure 1.3 B). This graphical method allows us not only to determine what dy-
namics a particular model can exhibit, but also to distinguish between different
biological mechanisms that yield new ecological behavior. Furthermore, our
approach has the computational advantage that we capture all of the informa-
tion about the dynamics exhibited in the three-dimensional system (1.3) with
two two-dimensional plots. By using the partial information contained in these
two-dimensional plots to predict the dynamics that will occur in the full three
dimensional system, we can greatly reduce the amount of analysis needed to
determine what types of behavior a particular model can exhibit.
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To illustrate the idea behind the method, consider the trajectory in fig-
ure 1.3 B. Because the trait is repelling, the trajectory in figure 1.3 B oscillates
between being very close to CL (blue plane) and being very close to CR (gray
plane). Notice that the population densities do not change significantly when
the trajectory jumps from one plane to the other. This suggests that the changes
in predator and prey densities are solely determined by the behavior on the
CL and CR planes. By understanding how the population densities change on
these two planes and where the trajectory switches between planes (represent-
ing where the direction of selection switches), we can understand the behavior
of the trajectory in the full three-dimensional picture.
To construct our graphic we need four pieces of information: the dynamics
on CL, the dynamics on CR, and the points where trajectories will be repelled
(jump) from each plane. The dynamics on CL and CR are determined by fixing
the trait at βmin and βmax, respectively, in system (1.3). Trajectories onCL orCR will
tend to stable equilibria or periodic orbits in those planes. We will refer to these
stable objects as boundary attractors. The repelling points on each plane are
those that satisfy equation (1.12) and the attracting points are those that satisfy
equation (1.11). In our system, the repelling and attracting parts of the planes
will be separated by a line defined by the intersection of CM with CL and CR. In
figure 1.3 B, the repelling part ofCL is above the intersection withCM (large prey
values, small predator values) and the attracting part is below that line (small
prey values, large predator values). CR is divided in the opposite way. Note
that the division of the planes into attracting and repelling parts based on their
intersection with CM is exactly like the division of the gray curve in figure 1.2
into an attracting and a repelling piece.
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The above information gives us two x, y-planes that each contain a collection
of stable attractors and a line separating the plane into repelling and attract-
ing parts. To make the graphic, we superimpose these two planes upon each
other and look at one x, y-plane. Going back to figure 1.3 B, in essence we have
removed CM (green plane) and pushed CL and CR together. This collapse of
three-dimensional (x, y, β) space gives us one two-dimensional (x, y) plane that
contains the stable attractors, the repelling regions, and the attracting regions of
both CL and CR.
Trajectories of the full system behave in the following way on the two-
dimensional plot (see figure 1.6 B). The trajectory starts in the attracting region
of CL or CR and approaches a stable attractor of that plane. While approaching
the attractor, it may enter the repelling region of that plane. If it does, then the
trajectory switches to following the dynamics in the opposite plane. This causes
the trajectory to approach the stable object in the second plane. If the trajectory
enters the repelling region of the second plane, then it will switch to following
the dynamics in the first plane. When this cycle repeats indefinitely, the result-
ing population dynamics are a periodic orbit where the trait is cycling as well.
If a trajectory stays in the attracting region of a plane for all time, then evolution
will cease and the population dynamics will behave as if restricted to that plane
for all time.
In the following we present how the types and positions of the stable attrac-
tors in our two dimensional graphic allow us to completely determine the dy-
namics exhibited in the three dimensional model. To facilitate understanding,
we will assume CL and CR have one stable attractor each and whenever possi-
ble, that the curves separating the planes into attracting and repelling regions
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Figure 1.6: Qualitative representations of the dynamics that a predator-prey
system with repelling predator trait dynamics can exhibit, projected onto the
x,y-plane. Dark blue (dark gray) equilibria or periodic orbits represent the sta-
ble limiting dynamics on the βmin-plane (βmax-plane). Black curves represent the
observed population dynamics of the full evolving system projected onto the
x,y-plane. Light blue (light gray) regions correspond to population levels where
the trait is decreasing (increasing) for all trait values. White regions correspond
to population levels where the βmin and βmax planes are both locally attracting for
the trait dynamics.
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are parallel to the y-axis. The analysis is the same when these assumptions are
relaxed. Finally, in figure 1.6, trajectories will spend some time in the repelling
region of a plane and not jump immediately before switching their behavior (for
example see figure 1.6 B). This behavior is common, though not the rule, and we
use it to emphasize how trajectories will behave.
Equilibrium-Equilibrium Case
We begin with the simplest case where CL and CR only have one stable equi-
librium point. If at least one of the equilibria is located in the attracting region
of its respective plane then trajectories will converge to that equilibrium and
evolution will cease. Cases where both equilibria are in the attracting region of
their planes yield systems with bistability (figure 1.6A). For example, the partic-
ular set up in figure 1.6 Ameans that the predator-prey system (1.3) would tend
to one of two equilibrium states. Either both species would be scarce and the
predator would have a small trait value or both species would be abundant and
the predator would have a large trait value. Since only one equilibrium needs
to be in the attracting region of its plane to have evolution cease, an initial check
for evolutionary convergence of a repelling trait is whether any equilibria are in
the attracting regions of their planes.
Now assume each boundary contains a single equilibrium contained in the
repelling region of the plane. These equilibria are saddles that are attracting
in the x- and y-directions but repelling in the β-direction. In our graphic, tra-
jectories from such systems will alternate between approaching the CL and CR
equilibria (see figures 1.6 B, 1.6 C, 1.6D, and 1.7 B for examples). In the full three
dimensional picture, trajectories behave as follows. First, the trajectory quickly
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runs close to the attracting region of one of the boundary planes. Then, the tra-
jectory slowly moves toward the equilibrium point as if it was restricted to that
plane. As the trajectory approaches the equilibrium point, it will cross into the
repelling region of that plane. Eventually the trajectory is repelled to the sec-
ond plane where it will behave as if constrained to that plane. As the trajectory
approaches the equilibrium in the second plane, it will cross into the repelling
region, run away to the first boundary plane, and repeat the cycle. This yields
periodic behavior like in figure 1.7 A and 1.7 B.
Qualitative properties of the above periodic orbits are determined by the rel-
ative positions of the two equilibria in x,y-plane. When one equilibrium has a
greater predator density and a greater prey density than the other equilibrium,
classical cycles with a predator lag less than or equal to a quarter of the pe-
riod are observed (figures 1.6 B, 1.7 A and 1.7 B). If the predator densities of
both equilibria are equal and the densities of the prey sufficiently different, then
the prey will cycle substantially while the predator population will remain rela-
tively constant (figure 1.6 C). This phenomena has been named cryptic dynam-
ics [Yoshida et al., 2007]. Finally, when one equilibrium has a greater predator
density and a smaller prey density than the other equilibrium, predator-prey
oscillations with a lag greater than a quarter of the period result (figures 1.6 D,
1.7 C and 1.7 D). Cryptic dynamics and oscillations with a lag greater than a
quarter of the period are not observed in non-evolving systems.
All of the equilibria in figures 1.6A, 1.6 B, and 1.6 C are coexistence equilibria
(both species have a positive density). Another case of interest is when one of
the equilibria is an extinction equilibrium (predator density is zero). In this case,
one of boundary equilibria is on the x-axis and in the ecological dynamics on
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Figure 1.7: Examples of population and trait time series (left column) for (A)
figure 1.6 B, (C) figure 1.8 D, (E) figure 1.8 G, and (G) figure 1.6 H. A projec-
tion of the population dynamics onto the predator,prey-plane (black curve) ac-
companies each example in the right column. For each projection a gray (blue)
equilibrium or periodic orbit represents the stable attractor in the αmin- or βmin-
planes (αmax- or βmax-planes). In plot H, the stable periodic orbits of the βmin- and
βmax-planes lie almost exactly on top of the black orbit and are omitted.
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that plane, the predator always goes extinct. When the extinction equilibrium
is in the attracting part of the plane, evolution leads to Darwinian extinction
[Webb, 2003, Parvinen, 2005]. If the extinction equilibrium is in the repelling
region, then predator-prey cycles with a lag greater than a quarter of the period
are possible. In this case, our graphic looks like figure 1.6 D except that the
βmin-plane equilibrium (blue equilibrium) is on the x-axis.
Periodic Orbit Case
Assume either CL or CR has an equilibrium point in the repelling part of its
plane and that the other has a periodic orbit partially in the repelling part of
its plane. As in the previous case, the equilibrium and periodic orbit are stable
in the x- and y-directions and (at least partially) repelling in the β-direction.
In our graphic, trajectories will alternate between approaching the equilibrium
point, and approaching and following the periodic orbit (figures 1.6 E, 1.6 F,
and 1.6 G). In the full three-dimensional picture, trajectories behave as in the
equilibrium-equilibrium case, except that now the trajectorywill follow the path
of the periodic orbit into the repelling region before it jumps to the other plane.
Note that the equilibrium can be an extinction equilibrium.
The positions of the equilibrium point, the periodic orbit, and the repelling
regions of each boundary plane in the x, y-plane affect the observed population
oscillations. When a trajectory follows the boundary periodic orbit for a large
proportion of its cycle (figure 1.6 E), the predator lags behind the prey with a
lag less than one quarter of the period. When a trajectory follows the boundary
periodic orbit for a small proportion of its cycle, the lag becomes greater than
a quarter of the period and completely out-of-phase cycles are possible (fig-
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ures 1.6 F and 1.7 E). Cryptic dynamics can be observed when the equilibrium
is below the right bend of the boundary periodic orbit and trajectories follow
the periodic orbit for a brief amount of time (figure 1.6 G).
Finally assume CL and CR both have a periodic orbit partially in their re-
pelling regions. In our graphic, trajectories alternate between following each
limit cycle for a portion of its orbit. This yields a periodic orbit that is a concate-
nation of the two periodic orbits (figure 1.6 H). The orientation of the two limit
cycles determines if the new periodic orbit will have a predator lag less than
a quarter of the period (figures 1.6 H and 1.7 G) or a lag that is greater than a
quarter of the period (figure 1.6 I). Note that the orientation of the limit cycles
presented in figure 1.6 I is the only one through which out-of-phase oscillations
can occur in the case where both boundary planes have a periodic orbit.
When Do These Oscillatory Dynamics Occur?
Our graphic shows that three qualitatively different types of population os-
cillations can arise in predator-prey systems with predator evolution. While
quarter-phase lag cycles (figure 1.6 E) are observed in the population dynamics
of non-evolving systems, out-of-phase oscillations (figures 1.6 D and 1.6 F) and
cryptic dynamics (figures 1.6 C and 1.6 G) can not be seen unless evolution is
present. Figures 1.7 D and 1.7 F depict why this is the case. When out-of-phase
cycles or cryptic dynamics occur in the three-dimensional system, the popu-
lation dynamics projected onto the two-dimensional plane run along a single
curve in both directions. Such behavior cannot occur in a two-dimensional sys-
tem where such behavior would violate the uniqueness property of solutions to
a system of two ordinary differential equations.
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Even when evolution is present, most systems with a repelling trait cannot
exhibit all three types of behavior. First, in order to have both of the boundary
attractors partially in the repelling regions of their respective planes, we need
Hxβ > 0 (see appendix A.5). This means that as prey density increases, the trait
must become increasingly rewarding and the strength of selection for larger trait
values, Hβ − Dβ, must increase. If Hxβ < 0, then the trait will always converge to
either βmin or βmax. A second condition for trait oscillations is that if the predator
functional responses, H and D, factor as in equation (1.13), then theymust define
an s-shaped trade-off curve (see section 1.4.2).
As shown in appendix A.5, the dynamics in figures 1.6 B, 1.6 C, and 1.6 D
require additional constraints. First, the predator functional responses cannot
factor as in equation (1.13). Second, the oscillations in those cases can only be
seen when H is not an everywhere increasing function of x. This implies that
any standard functional response like type I, II or III will not be sufficient to
see such dynamics. Instead, the prey must interfere with the predator’s ability
to capture prey when the prey are at high densities (e.g. a type IV functional
response, Kot 2001).
Finally, in general, when one boundary has an extinction equilibrium or a
periodic orbit and the other has a coexistence equilibrium, there are fewer math-
ematical constraints on when these oscillations will arise (as compared to when
both planes have only coexistence equilibria or periodic orbits). This trend sug-
gests that the oscillations seen in this section are found most often when the
βmin- and βmax-planes are on the opposite sides of a bifurcation that depends on
the value of β. For example, in figure 1.6 E the βmin-plane contains an attracting
periodic orbit and the βmax-plane contains an attracting equilibrium point. If we
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treat β as a parameter, then as β increases toward βmax, the population cycles
that were present when β = βmin disappear to give rise to an equilibrium state.
We expect that bifurcations in the ecological dynamics depending on the trait
value are the main mechanisms through which rapid trait evolution gives rise
to dynamics that cannot occur in the absence of evolution.
1.4.4 Predator-Prey Model with Prey Evolution
The effects of predator and prey evolution are nearly equivalent. In this section,
we present the differences that arise when the prey is the evolving species. This
analysis shows that sometimes only ecological data and information are needed
to determine which species is evolving in a predator-prey system. In the fol-
lowing α is the mean prey trait, where smaller values of α protect the prey more
(e.g. make is less edible) but come at a large cost. The prey evolution model and
all results about it that agree with the predator evolution model are contained
in appendix A.6.
Boundary Plane Projections
Using the method in Section 1.4.3, a superposition of the dynamics on the αmin-
and αmax-boundary planes can be constructed. All of the dynamics presented in
figure 1.6 with predator evolution are possible in figure 1.8 with prey evolution.
Additional types of dynamical behavior are also possible when the prey is the
evolving species. When the αmin-equilibrium is an extinction equilibrium, that is
freezing the prey trait at αmin would lead to predator extinction, dynamics like
those in figures 1.8 B and 1.8 E are possible. These two cases are not possible
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with predator evolution when an extinction equilibrium is present.
Prey evolution also generates dynamics like those in figures 1.8 C and 1.8 D
with fewer biological assumptions than the predator evolution case. With
predator evolution, predation interference caused by the prey (e.g. type IV func-
tional response) was necessary to get figures 1.6 C and 1.6 D. With prey evolu-
tion, such dynamics arise naturally and without extra assumptions about the
system. This observation is of use to experimentalists working with predator-
prey systems where it is unclear which species is evolving. If such interference
is known to be absent from a system, then out-of-phase population cycling or
cryptic dynamics lends evidence toward the prey being the evolving species.
Phase Relations with Tracking Traits
Ecological oscillations where the predator lags behind the prey with a lag that
is less than one quarter of the period are typical of evolutionarily fixed system
[Bulmer, 1975]. Predator-prey cycles where the lag is greater than one quarter of
the period, like in figure 1.1, suggest that evolution is occurring in the system.
Such oscillations are easily generated with a repelling trait (see section 1.4.3).
Following Bulmer [1975], we investigate when such oscillations can arise with
a tracking trait.
As shown in appendix A.7, a tracking predator trait cannot change the lag
and in such cases the ecological processes dictate the lag in the population dy-
namics. The same is not true for prey evolution. When the prey trait is tracking,
the lag between the predator and prey oscillations depends on the quantity (see
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Figure 1.8: Qualitative representations of the dynamics that a predator-prey sys-
tem with repelling prey trait dynamics can exhibit, projected onto the x,y-plane.
Dark blue (dark gray) equilibria or periodic orbits represent the stable limiting
dynamics on the αmax-plane (αmin-plane). Black curves represent the observed
population dynamics of the full evolving system projected onto the x,y-plane.
Light blue (light gray) regions of the x,y-plane correspond to population lev-
els where the trait is increasing (decreasing) for all trait values. White regions
correspond to population levels where the βmin and βmax planes are both locally
attracting for the trait dynamics. In this figure and figure 1.6, blue (gray) signi-
fies the direction of selection being better (worse) for the non-evolving species.
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appendix A.7)
Q = Hy − Dy + HαGyαFαα −Gαα . (1.14)
The sign of Q determines whether the lag is greater or less than a quarter of the
period of the oscillations. When Q is negative, the lag is less than a quarter of
the period and tends to zero as Q tends to negative infinity. When Q is positive,
the lag is greater than a quarter of the period and tends to half of the period as Q
tends to positive infinity. When evolution is absent, Q = Hy − Dy. Thus, the sign
of HαGyα/(Fαα −Gαα) determines how the lag changes with the addition of prey
evolution. Since we expect Hy −Dy ≤ 0 [Bulmer, 1975] and assume Fαα −Gαα < 0
and Hα > 0, the change in the lag due to evolution is determined by the sign of
Gyα.
The quantity Gyα = −(∂/∂y)(Fα −Gα) describes how the strength of selection
increases or decreases as the number of predators increases. When the trait be-
comes increasingly rewarding as predator density increases, Gyα > 0 and prey
evolution decreases the phase delay between the predator and prey oscillations.
When the trait becomes less rewarding as predator density increases, Gyα < 0
and prey evolution increases the phase delay between predator and prey oscil-
lations. In particular, if Gyα < 0 and HαGyα/(Fαα −Gαα) is large enough, then the
phase difference between the oscillations will be greater than a quarter of the
period.
We propose two biological mechanisms through which the magnitude of
HαGyα/(Fαα − Gαα) will be large enough. First, assume that a small investment
in the prey trait causes a large decrease in the predator’s ability to consume and
convert prey. Mathematically, this would imply that Hα is very large. In the
second mechanism, assume the trade-off in the trait is nearly linear. This results
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in lack of curvature in the fitness gradient and Fαα −Gαα being very small.
The above results in combination with those from section 1.4.4 imply that
population oscillations with a lag greater than a quarter period will most likely
be the result of prey evolution. Thus, if such oscillations are observed and an
experimentalist is deciding on which species to investigate closer for signs of
rapid evolution, without extra information, the prey species is the better starting
point. In addition, if tracking prey evolution is determined to be the cause of
the oscillations, then the driving mechanism can be determined by measuring
the effect evolution has on predator consumption (Hα) and the curvature of the
trade-off curve (Fαα −Gαα).
1.5 Discussion
Throughout the last two decades theoreticians have studied particular models
and systems to understand the effects of rapid evolution on population dynam-
ics in predator-prey systems. To gain insight into how new phenomena arise
in such systems due to rapid evolution, we examined the extreme case where
evolutionary processes are much faster than their ecological counterparts. In
using this approach, we are not positing that evolution occurs at instantaneous
rates. Rather, the information obtained by studying the fast limit illuminates
eco-evolutionary dynamics that occur when evolutionary and ecological pro-
cess have comparable time scales.
The main benefit from the analytical tractability and generality gained by
working in the fast evolution limit is a better understanding of the links be-
tween individual-level mechanisms and population-level phenomena in eco-
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evolutionary dynamics. Our approach shows that qualitative properties of a
trade-off curve predict how population dynamics affect oscillations in the trait
and the range of phenotypes observed (figure 1.5). In addition, since trade-off
curves lead to a particular factorization of predator functional responses, the
shape of the trade-off curve can determine the range of ecological and evolu-
tionary dynamics that can occur.
Explicit assumptions about the predator and prey functional responses also
play an important role in determining the range of behavior systems can exhibit.
With prey evolution, assumptions about the trait’s effect on predator recruit-
ment and the curvature of its trade-off determine if out-of-phase oscillations can
arise from a tracking trait. For predator evolution, more complex interactions
between the predator and prey species (e.g. type IV functional response) are
necessary to realize specific mechanisms through which new behaviors, such
as cryptic dynamics, arise. With either species evolving, oscillatory dynamics
of the trait, completely out-of-phase oscillations, and the destabilization of eco-
logical dynamics by a stable trait are only possible in systems with predator
satiation and a complex density-dependent trade-off for the trait.
Finally, by comparing the effects of predator and prey evolution, we ob-
served that predator-prey oscillations where the predator lags behind the prey
by more than quarter of the period are much more common in systems where
the prey is the evolving species. In some cases, extra ecological information
about the system, like the absence of a type IV functional response, will suffice
to infer that prey evolution is occurring. Thus, we can make predictions about
evolutionary processes from purely ecological data.
Some of the above conclusions also act as cautionary notes for experimen-
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talist and modelers. First, while rapid evolution in a predator-prey system can
allow for population dynamics that are not possible in evolutionarily fixed sys-
tems, one must be careful about assumptions that prevent these dynamics from
occurring. Because of their simplicity, functional responses that factor as in
equation (1.13) have been used in the literature to investigate the effects of evo-
lution [e.g. Khibnik and Kondrashov, 1997, Law et al., 1997]. Biologically, this
implies that a trade-off curve exists and that the effects of the trait are indepen-
dent of the densities of the predator and prey species. In this case, the oscilla-
tions in figures 1.6, 1.7, and 1.8 and the destabilization of ecological dynamics
by a stable trait in figures 1.4 C and 1.4 D are not possible. Thus, simplifying
biological assumptions used in data collection and model selection can lead to
an incomplete understanding of a system and leave new or unique behavior
unexplained.
A second cautionary note is sounded by figures 1.4 C and 1.4 D, where the
stability of the eco-evolutionary dynamics cannot be predicted from the behav-
ior of the decoupled evolutionary and ecological processes. It is very gener-
ally true that the dynamics of interspecific population interactions and coevo-
lution cannot be predicted by understanding each component separately. The
phenomenon in figure 1.4 has been observed for specific cases of our model.
Abrams [1992] examined a particular family of functional forms for the preda-
tor recruitment term, H, and found that destabilization of population dynamics
with a stable trait required sufficiently rapid evolution and a nonlinear depen-
dence of H on the predator trait. Our generalization of the second condition
is Hxβ < 0 from Section 1.4.1. Abrams and Matsuda [1997b] also noted that
predator satiation was necessary to destabilize population dynamics, though
their results are not directly comparable since their system does not satisfy equa-
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tions (1.9) or (1.10).
When new phenomena do arise, our analysis offers analytical conditions and
graphical methods that allow one to identify mechanisms driving the ecological
dynamics in an evolving system. Given time series data for a system where se-
lection favors extreme phenotypes, the graphics in figures 1.6 and 1.8 allow one
to identify the potential mechanisms that are driving the dynamics. With fur-
ther ecological information about the dynamics exhibited by the extreme pheno-
types (e.g. equilibrium-equilibrium case) or ecological processes (e.g. absence of
a type IV functional response), the correct mechanism and the evolving species
can be deduced.
This graphic can also be applied to predator-prey systems where selec-
tion is frequency dependent. Two of the mechanisms presented in section 1.7
have been observed experimentally where frequency dependent selection was
present. Out-of-phase cycles were generated from the scenario in figure 1.8 G
in Yoshida et al. [2003] and cryptic dynamics generated by the scenario in fig-
ure 1.6 G (but where the prey is evolving) were observed by Bohannan and
Lenski [2000]. Thus, our projection method can yield information about the dy-
namics possible in systems with frequency dependent and independent selec-
tion, but it is unclear if any new dynamics can arise with frequency dependent
selection.
The Bohannan and Lenski [2000] and Yoshida et al. [2003] studies also
demonstrate how the analysis at the fast evolution limit can yield insight for
biological systems where ecological and evolutionary changes are occurring at
the same rate. In both systems, evolution was not occurring faster than the pop-
ulation dynamics, yet the theory still accurately predicted the dynamics. In this
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study we have emphasized this point numerically by only presenting numeri-
cal simulations where  ≥ 0.1 - a value considered large for fast-slow systems
theory.
The previous two points suggest that similar analyzes could be useful in
other areas where eco-evolutionary dynamics are important. One area where
ecological and evolutionary processes can have comparable time scales is host-
pathogen systems [Earn et al., 2002, Grenfell et al., 2004]. Recent studies have
begun to emphasize the need to understand the interplay between these pro-
cesses when considering vaccination strategies and the evolution of drug resis-
tance and virulence [Grenfell et al., 2004, Gandon and Day, 2007]. Studying the
fast evolution limit could yield insight into the complicated behavior observed
in these systems.
Finally, we consider the advantages and disadvantages of applying the the-
ory presented in this study to predator-prey and other exploiter-victim systems.
Since gradient dynamics approaches are a first approximation to many models,
they capture a rage of behavior observed at the phenotypic level without having
to specify specific gene level processes [Abrams, 2001, 2005]. In addition, gra-
dient dynamic approaches allow one to study how ecological and evolutionary
processes influence each other at any separation of time scales. Their simplicity
and versatility makes them a good way to begin understand the types of behav-
ior exhibited by eco-evolutionary models. The disadvantage of this approach
arises when specifics about the genetic processes matter and assumptions in the
theory break down (e.g. near evolutionary branching points or when invasion
of a new trait value does not guarantee that individuals with that trait value
will persistence). Because of their simplifying assumptions, gradient dynamic
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approaches cannot account for these complexities andmore detailed models are
needed.
This study exemplifies how fast-slow dynamical systems theory offers a
clear viewpoint through which the effects of evolution on ecological dynam-
ics can be studied. The reduction in dimension and the resulting analytical
tractability of this methodology makes it a powerful tool for understanding the
interplay between ecological and evolutionary processes. Furthermore, while
the theory requires a large separation of time scales, it still offers understanding
about cases where that assumption is relaxed. Thus, we think the approach fol-
lowed in this study is a step forward towards developing a general theory for
eco-evolutionary dynamics.
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CHAPTER 2
COMPARING THE EFFECTS OF EVOLVED AND INDUCED DEFENSES
ON PREDATOR-PREY INTERACTIONS USING FAST-SLOW
DYNAMICAL SYSTEMS THEORY
2.1 Abstract
Interspecific interactions depend not only on the population densities of the in-
teracting species, but on their phenotypes as well. Phenotypic variation can
be plastic or heritable and both mechanisms can drive phenotypic change at
rates comparable to or faster than those of ecological dynamics (e.g., changes in
population abundances or spatial distributions). In this study we compare the
effects rapidly induced and rapidly evolving defenses have on community dy-
namics by considering the fast phenotypic change limit using fast-slow systems
theory. Our approach allows us to study phenotypically plastic and evolving
systems with one overarching theory, thus capturing the effects rapidly induced
defenses have on ecological dynamics and how those effects differ from the ef-
fects of evolving defenses. Our results show that rapidly induced defenses tend
to stabilize community dynamics and that some behaviors observed in rapidly
evolving systems cannot be produced by phenotypic plasticity.
2.2 Introduction
Interactions between trophic levels are known to be influenced not only by pop-
ulation densities, but also the behavioral, life history, and morphological traits
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of the interacting individuals. This interplay between populations, mediated
by ecologically important traits (trait-mediated interactions: Bolker et al. 2003),
is expected to have important consequences at the individual, population and
community levels [Lima, 1998, Agrawal, 2001, Bolker et al., 2003, Werner and
Peacor, 2003, Miner et al., 2005, Preisser et al., 2005, Berg and Ellers, 2010].
It is also increasingly recognized that changes in ecologically important
species’ traits can occur fast enough to affect interspecific interactions while
they are taking place [Tuda, 1998, Werner and Peacor, 2003, Agrawal et al.,
2007]. Rapid phenotypic changes in populations can arise as a consequence
of trait evolution at ecological rates (eco-evolutionary dynamics: Fussmann
et al. 2007, Kinnison and Hairston 2007) or phenotypic plasticity in individuals
within the population [Tollrian and Harvell, 1999]. For example, the evolution
of species’ traits has been shown to occur in fewer than 6 generations in birds
[Grant and Grant, 2002], crustaceans [Hairston and Dillon, 1990], fish [Conover
and Munch, 2002], mammals [Pelletier et al., 2007], and reptiles [Sinervo et al.,
2000]. Similarly, the onset of defenses induced by the presence of a predator can
be observed after time spans ranging from a few hours [Green and Ryan, 1972,
Haukioja, 1980, Kuhlmann and Heckmann, 1985, Kusch, 1993] to a few weeks
[Agrawal et al., 1999, Relyea and Auld, 2004].
The shared rapidity in response exhibited in these systems suggests that
rapid evolution and rapidly induced defenses could have similar effects on com-
munity level dynamics. Despite this similarity though, most theoretical work
investigating the effects of rapidly evolving traits and phenotypic plasticity has
progressed independently. Studies of eco-evolutionary dynamics have shown
that rapidly evolving species’ traits can yield complex dynamics, some of which
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are unobservable in evolutionarily fixed systems [Yoshida et al., 2007, Jones
et al., 2009] and cannot be captured in phenotypically plastic models [Shertzer
et al., 2002]. Furthermore, rapid evolution has the potential to either stabilize or
destabilize population dynamics [Abrams, 1992, Abrams and Matsuda, 1997b,
Cortez and Ellner, 2010]. In contrast, most theoretical studies of inducible de-
fense systems suggest that phenotypic plasticity tends to stabilize population
dynamics [Okuyama and Ruyle, 2003, Vos et al., 2004b, Ramos-Jiliberto et al.,
2007, 2008, Serizawa et al., 2008]. This conclusion is not supported universally
[Ramos-Jiliberto, 2003, Ramos-Jiliberto and Garay-Narva´ez, 2007], but even sys-
tems destabilized by induced defenses do not exhibit the full spectrum of dy-
namics observed in rapidly evolving systems (e.g., out-of-phase oscillations or
cryptic predator-prey cycles in which one species cycles while the other remains
constant).
In total, the current theory suggests that these twomeans of adaptive change,
though both occurring at rates comparable to those of ecological processes, do
not have the same effects on community dynamics. But due to the specificity of
the models and the independent routes through which they have been investi-
gated, it is difficult to compare the effects evolving and inducible defenses have
on community level dynamics and to determine why differences are observed.
A general theory encompassing the dynamics exhibited by both rapidly evolv-
ing and phenotypically plastic communities would aid in determining how dif-
ferences and similarities between these systems arise.
To begin to develop such a theory, we focus on predator-prey systems and
consider the limit where phenotypic change occurs faster than changes in popu-
lation densities. This limit has been used previously to study the effects rapidly
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evolving traits have on population dynamics in predator-prey systems [Cortez
and Ellner, 2010]. Here we apply the same theory to predator-prey systems
where changes in predator density induce a rapid defensive response in a phe-
notypically plastic prey population. We note that the rapid evolution of plastic-
ity is also possible in nature, but that case is beyond the scope of this study.
Our approach follows from fast-slow systems theory (an area known as sin-
gular perturbation theory, Arnold et al. 1995) where some variables change
much faster than others, creating a separation of time scales in the system. In or-
der to reduce the complexity of the dynamics and gain analytically tractability,
the theory focuses on the limit where the fast variables are changing instanta-
neously with respect to the slower variables. The understanding gained in the
fast limit yields insight into the dynamics that occur when there is not a separa-
tion of time scales between the variables. Thus, using fast-slow systems theory,
we study the limit where induced responses are instantaneous and gain under-
standing about the consequences of induced defenses when the response time
is less extreme. Our approach allows us not only to capture the effects pheno-
typic plasticity has on interspecific interactions, but also to compare directly the
effects that rapid evolution and rapidly induced defenses have on community
level dynamics.
In the following we explore how phenotypic plasticity and evolution can be
studied under one unifying theory. Our analysis shows that rapidly induced
defenses stabilize community dynamics and synchronize population oscilla-
tions in predator-prey systems. This analysis emphasizes the different effects
inducible and evolving defenses have on community level dynamics. In par-
ticular, we observe that inducible defenses cannot generate many types of dy-
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namics observed in rapidly evolving systems. Finally, we address how the fast
induction limit yields insight into the effects phenotypic plasticity has when
the rates of adaptive change are comparable to the rates of change of ecological
processes.
2.3 Models
2.3.1 Predator-Prey Model with Phenotypic Plasticity
We begin with a general predator-prey model where an individual prey can be
in one of two classes, x1 or x2, with phenotypes α1 and α2, respectively. As a
convention, we will assume α2 > α1 and that a smaller value of the trait implies
a decreased susceptibility to predation. This decrease in predation susceptibil-
ity comes at a fitness cost, thus creating a trade-off. We assume that individuals
switch their class depending on the current predator density, y. Individuals
switch to class i at rate −1Pi(y), where P1(y) + P2(y) = 1 and  is a positive con-
stant. Thus, if the predator density was fixed at a value y, a fraction P1(y) of
the total prey population would be defended. Note that as the function P1(y)
becomes steeper, the switch between classes will resemble an abrupt 0-1 tran-
sition. In simulations we will consider more gradual switches as some exper-
imental data suggests this is the case [Gilbert and Waage, 1967, Kusch, 1993,
Buskirk and Arioli, 2002], but our analytical results do not differ.
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Under the above assumptions our model is
dx1
dt
= F1(x1, x2) −G1(x1, x2, y) + −1x2P1(y) − −1x1P2(y)
dx2
dt
= F2(x1, x2) −G2(x1, x2, y) − −1x2P1(y) + −1x1P2(y)
dy
dt
= H1(x1, x2, y) + H2(x1, x2, y) − D(y).
(2.1)
Fi is the growth rate of class i in the absence of predation,Gi is the predation rate
on class i, Hi is the product of the prey to predator conversion and predation rate
on class i, and D is the death rate of the predator population. We assume D is
increasing in y and assume Gi and Hi are increasing in xi and y. Typically the
functions Fi, Gi, Hi and D are written in terms of per capita growth rates, e.g.
Fi = xi fi(x1, x2, y). Here and throughout the rest of the text we use the more
general functions to simplify notation. The positive constant −1 represents the
rate at which adults can switch between phenotypes. Since we assume induced
changes in phenotype occur rapidly,  will be very small, making −1 very large.
Before continuing, we address two key assumptionmade about system (2.1).
First, the phenotype of a phenotypically plastic individual can either be deter-
mined at birth (e.g. Daphnia helmet size, Agrawal et al. 1999) or switched after
birth (e.g. tadpole gut and tail length, Relyea and Auld 2004). Model (2.1) cor-
responds to a switch-after-birth scenario. We address a switch-before-birth sce-
nario in appendix B.5. Second, we implicitly assume in system (2.1) that young
are born expressing their parent’s phenotype. We address the consequences of
relaxing this assumption in appendix B.1.2. In the fast induction limit, the effects
of these two assumptions are small and the dynamics exhibited in all cases are
qualitatively the same. We have chosen the specific case given by system (2.1)
to simplify the comparison of induced and evolved defense systems.
As seen in appendix B.1, system (2.1) is approximated by the following
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predator-prey model with an average phenotype α,
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)

dα
dt
= A(α)V
∂
∂α
[
1
x
dx
dt
]
+ (α2 − α)P2(y) − (α − α1)P1(y).
(2.2)
Here, our new state variables are x = x1 + x2, the total prey population density,
and α = (α1x1 + α2x2)/x, the average trait of the prey population. F(x, α) =
F1(x1, x2) + F2(x1, x2) represents the growth rate of the total prey population,
where we use the reverse transformations x1 = α2−αα2−α1 x and x2 =
α−α1
α2−α1 x to eval-
uate Fi. G = G1 +G2 and H = H1 +H2 are similarly defined. A(α)V represents the
population variance of the trait. A(α) = 0 at α1 and α2 because the trait variance
is zero at α1 and α2 (see appendix B.1).
The population dynamics of system (2.2) are equivalent to those in sys-
tem (2.1). Thus, the error we introduce by approximating system (2.1) with
system (2.2) arises only in the trait equation. We discuss this error and the class
of functions for which the trait equation is exact in appendix B.1.1. For exam-
ple, our approximation is exact when Fi(x1, x2) = xir(αi)[1 − kx] and Gi(x1, x2) =
xig(αi)y/(1+hx)where x = x1+ x2 and the functions r(α) and g(α) describe how an
individual prey’s growth and predation rate depend on its trait value. In gen-
eral, the introduced error in the trait equation is multiplied by the small positive
constant  (0 ≤  < 1). Thus, in the limit where phenotypic change is fast, the
error will be negligible.
The last two terms on the right side of the dα/dt equation in system (2.2)
represent the changes in the mean trait value due to phenotypic plasticity (i.e.,
direct transfer between prey classes). The first term represents the individual
fitness gradient and has been used to model changes in evolutionary traits (see
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the next subsection). In this model, that term represents changes in the mean
trait value due to the birth and predation of individuals in each prey class. This
term is multiplied by the small constant  and consequently, as one would ex-
pect from our initial assumptions, changes in the mean phenotype of the prey
population are dominated by phenotypic plasticity, not the birth and death of
individuals. The  multiplying the dα/dt in the trait equation creates a sepa-
ration of time scales between the trait and population dynamics and classifies
system (2.2) as a fast-slow system. Mathematically, this ensures that changes in
the mean trait value are faster than changes in population densities.
2.3.2 Predator-Prey Model with Fast Evolution
We compare system (2.2) to a predator-prey system where the mean trait of the
prey population, α, evolves at a rate much faster than the rate of the ecological
dynamics. This model has been studied in Cortez and Ellner [2010] and we only
briefly introduce it here. Our model is
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)

dα
dt
= A(α)V
∂
∂α
[
1
x
dx
dt
] (2.3)
where all terms are interpreted as in system (2.2). The trait dynamics in this
system follow from the quantitative genetics approach derived in Lande [1982]
and Abrams et al. [1993]. Here the mean trait value changes in the direction
of increasing fitness, determined by the fitness gradient ∂
∂α
(
1
x
dx
dt
)
. We note that
system (2.3) has been shown to approximate a particular two-prey, one-predator
system analogous to system (2.1) where there is no direct transfer between the
51
two prey clonal classes (i.e., Pi = 0, Abrams and Matsuda 1997b).
As in the model with phenotypic plasticity (2.2), system (2.3) is a fast-slow
system where changes in the mean trait value occur much faster than changes
in the population densities. The difference between systems (2.2) and (2.3) lies
in the equations describing the trait dynamics, dα/dt. In the fast evolution sys-
tem (2.3), changes in the the mean trait are dominated by and depend only on
the fitness gradient. The birth and death rates of individuals in each class de-
termine the rate at which the mean trait value changes. In system (2.2), changes
in the mean trait value due to births and deaths are negligible since individuals
rapidly switch their phenotypes.
2.4 Results
2.4.1 Fast-Slow Dynamics in systems (2.2) and (2.3)
When  is a small positive value, the dynamics of systems (2.2) and (2.3) behave
in a way that is qualitatively different frommodels without a separation of time
scales. In particular, solutions to the systems spend nearly all of their time near
an object called the critical manifold and the rest jumping between different
pieces of the critical manifold.
The critical manifold, C, of system (2.2) is a two-dimensional surface whose
points satisfy dα/dt = 0when  = 0,C = {(x, y, α) : (α2 − α)P2(y) − (α − α1)P1(y) = 0}.
Equivalently, C is given by the equation α = α1P1(y) + α2P2(y). An example of a
typical critical manifold for an inducible defense system is given in figure 2.1 A.
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Figure 2.1: Comparison of (A,B) predator-prey oscillations in an inducible de-
fense system and (C,D) cryptic oscillations in an evolving defense system. (A,C)
Trajectory (black) and critical manifold (gray sheets) in phase space. Double ar-
row indicates fast motion towards or away from the critical manifold and single
arrows indicate slow motion near the critical manifold. (B,D) Predator (solid
black), prey (dashed black), and trait mean (gray dash-dot) time series for the
trajectory. In (C,D), populations are scaled to 0-1 to emphasize that predator
oscillations are driven by fluctuations in the prey trait rather than oscillations in
prey abundance. In particular, the variation in the prey abundance is so small,
compared to typical measurement errors and small variability in population
processes, that in most cases it would be undetectable.
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Solutions stay near a piece of the critical manifold or jump from it depending
on the stability of the fast dynamics near that piece. For system (2.2), this stabil-
ity is determined by a eigenvalue of the fast dynamics, QI = ∂∂α [(α2 − α)P2(y) −
(α − α1)P1(y)] = −1 (see appendix B.2 for details). The constant negative sign of
QI has two important consequences for the behavior of system (2.2). First, so-
lutions to system (2.2) will always approach the critical manifold and once near
it, never jump away from it. figure 2.1 A demonstrates this behavior. Starting
from some initial condition, the solution quickly runs towards the critical mani-
fold with the values of x and y remaining nearly constant. Once near the critical
manifold, the solution behaves as if it were on the critical manifold and remains
near it for all time.
The second consequence of the constant negative sign of QI is that the dy-
namics of system (2.2) can be understood solely by understanding how trajec-
tories behave on the critical manifold. Thus, in the fast induction limit, the be-
havior of the three-dimensional system (2.2) is determined by the behavior on a
two dimensional surface. In addition, because C is two-dimensional, chaos dy-
namics are not possible and all solutions will eventually either exhibit periodic
oscillations or go to steady state [Strogatz, 1994].
Consider the critical manifold of system (2.2). As seen in figure 2.1C, the crit-
ical manifold is composed of three two-dimensional surfaces. The eigenvalue
that describes the stability of the fast dynamics near a piece of the critical mani-
fold is given by QE = ∂∂α
[
A(α)V 1x
∂
∂α
dx
dt
]
; for details see Cortez and Ellner [2010]. In
contrast to the constant negative sign of QI , in general the sign of QE will be pos-
itive and negative at different parts of the critical manifold. The variable sign
of QE marks an important distinction between inducible and evolved defense
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systems.
Positive values of QE allow for solutions to jump between two pieces of the
critical manifold. This behavior can result in completely out-of-phase oscilla-
tions or cryptic cycles (one species oscillates and the other remains effectively
constant). For example, the cryptic cycles in figure 2.1 C repeatedly jump be-
tween the left and right pieces of the critical manifold. Because the sign of QI
is always negative, such dynamics cannot arise in rapidly induced defense sys-
tems. Thus, some dynamics exhibited by rapidly evolving traits cannot be ob-
served in rapidly induced systems.
2.4.2 Local Stability Analysis
To begin to understand how inducible defenses affect community dynamics, we
first analyze how adding of phenotypic plasticity to a fixed-defense predator-
prey system changes the stability of the ecological dynamics. We do this by
comparing the stability of an equilibrium point of system (2.2) to the stability of
an associated equilibrium point where the defense is fixed. Mathematically, this
is done via fast-slow theory by substituting the defining equation for the critical
manifold from the previous section, α = α1P1(y)+α2P2(y), into the first two lines
of system (2.2). The stability of this new system is then compared to the stability
of a system with a fixed defense (see appendix B.3 for details).
We consider two types of stability. The first deals with whether the coex-
isting predator and prey tend to equilibrium or oscillate when fixed defenses
are replaced with inducible defenses. As shown in appendix B.3, the effect
phenotypic plasticity has on this kind of stability is determined by the quan-
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tity (α2 − α1)dP1/dy, i.e., the product of the difference in defense level and the
rate at which the fraction of defended individuals changes with predator den-
sity. This quantity is zero when P1(y) = 0 or P2(y) = 0, and positive otherwise.
(α2 − α1)dP1/dy is zero when the equilibrium density of the predators is so large
that all prey are defended (in class x1), or so small such that all prey are un-
defended (in class x2). In these two cases, phenotypic plasticity has no effect
on the ecological dynamics. Note that this holds even when cycles around the
equilibrium are large enough to induce a response in the prey.
The quantity (α2 − α1)dP1/dy is greater than zero when at equilibrium there
is a mix of strategies (in the case of prey classes) or individuals are not com-
pletely defended or undefended (in the case of a continuous trait value). For
the first type of stabilization, phenotypic plasticity always dampens predator-
prey oscillations. Thus, populations that would cycle when the defense is fixed
experience a reduction in the amplitude of their oscillations and possibly tend
to equilibrium when phenotypic plasticity is present (figure 2.2). Since rapidly
induced defenses never destabilize the population dynamics nor cause oscilla-
tions, cyclic dynamics are a consequence of instability in the ecological dynam-
ics and not due to adaptive changes in the trait.
The second type of stability deals with the coexistence of the two species. In
this case, replacing fixed defenses with inducible defenses could result in preda-
tor extinction. The effect phenotypic plasticity has on the coexistence of the two
species depends on the quantity (α2 − α1)dP1/dy
(
∂x˙
∂x
)
, where the first two terms
are the same as in the previous case and the third term represents the stability of
the ecological dynamics when the defense is fixed (see appendix B.3 for details).
As above, when P1(y) = 0 or P2(y) = 0, all individuals are defended or unde-
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Figure 2.2: An example of inducible defenses stabilizing population oscillations.
(A) Predator (solid black) and prey (dashed black) populations cycle when the
defense (dashed-dot gray) is fixed. (B) Population and trait dynamics tend to
equilibrium with an inducible defense.
fended at equilibrium and plasticity neither promotes or nor inhibits extinction.
When (α2 − α1)dP1/dy is greater than zero, the effect phenotypic plasticity has
on coexistence depends on the stability of the ecological dynamics when the
defense is fixed. If the populations oscillate when the defense is fixed, then ∂x˙
∂x
is positive and induced defenses promote predator extinction. If the ecological
dynamics are at equilibrium when the defense is fixed, then ∂x˙
∂x is typically neg-
ative and inducible defenses tend to inhibit predator extinction. In total, phe-
notypic plasticity cannot destabilize ecological systems already at equilibrium
and it dampens or eliminates oscillations and increases the chance for predator
extinction in unstable systems.
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2.4.3 Population Phase Lags
In purely ecological predator-prey systems, predator oscillations lag behind
prey oscillations by less than a quarter of the period [Bulmer, 1975]. Previ-
ous work has shown that adding fast predator evolution to a purely ecological
predator-prey model will not change the lag [Cortez and Ellner, 2010]. In con-
trast, fast prey evolution increases or decreases the lag depending on whether
the reward for the investing in the trait increases or decreases, respectively, as
the number of predators increases; see Cortez and Ellner [2010] for details. Here
we discuss how phenotypic plasticity affects phase relations in predator-prey
oscillations.
As shown in appendix B.4, the effect inducible defenses have predator-prey
phase lag is determined by the sign of −(α2 − α1)HαdP1/dy, i.e., the product of
the difference in defense level, the effect the trait has on predator population
growth, and the rate at which the fraction of defended individuals changes with
predator density. Since this values is always negative or zero, inducible defenses
only decrease the lag between the predator and prey oscillations. Thus, pheno-
typic plasticity synchronizes oscillations in predator-prey systems and prevents
oscillations in which the lag is greater than a quarter of a period. Two examples
comparing the effects of phenotypic plasticity and evolution on phase relations
are given in figure 2.3. There are two points to make about this comparison.
First, rapid evolution and phenotypic plasticity have different effects on the
phase relations of predator-prey oscillations. While rapidly induced defenses
only decreases the lag (figure 2.3 B), rapid evolution can also increase the lag
and yield oscillations where the lag is greater than a quarter of the period (e.g.,
the completely out-of-phase oscillations in figure 2.3 D).
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Figure 2.3: Predicted phase relations for predator-prey oscillations from (A,B)
an inducible defense system and (C,D) an evolved defense system. (A,C) Pre-
dicted phase relations. The circle represents one period of the cycles. x and y
mark when the prey and predator reach their peak during the cycle. The arrow
denotes counter-clockwise rotation andmarks the phase difference for each sys-
tem when the defense level is fixed. The inducible defense decreases the phase
difference (A) and the evolved defense increases the phase difference (C). (B,D)
Predator (solid black), prey (dashed black) and trait mean (gray dash-dot) time
series.
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Second, our results suggest that oscillations where the lag is greater than a
quarter of the period or cryptic dynamics (figure 2.1 C and D) are not possible
in phenotypically plastic models. Out-of-phase and cryptic dynamics are ob-
served in rapid evolution models either through the change in phase relations
described above or through mechanisms that require the constant QI from sec-
tion 2.4.1 to be positive. This qualitative difference implies that if out-of-phase
oscillations or cryptic dynamics are observed, then evolution, and not pheno-
typic plasticity, is the likely cause.
2.5 Discussion
In this study we considered the limit where prey can change their phenotype
instantaneously to gain insight into the effects rapidly induced defenses have on
community dynamics and to determine how those effects differ from the effects
evolutionary processes have. Our results show that rapidly induced defenses
promote stability in predator-prey systems and that rapidly induced defenses
cannot produce some dynamics observed in rapidly evolving systems.
The stabilizing effect of inducible defenses has been observed in previous
studies of predator-prey and other higher order trophic systems (e.g. Under-
wood 1999, Vos et al. 2004a,b, Ramos-Jiliberto et al. 2007), but this trend does
not hold universally (e.g. see Ramos-Jiliberto 2003, Ramos-Jiliberto and Garay-
Narva´ez 2007). When induction of the defense is fast, our analysis shows that
induced defenses always promote stability in predator-prey systems. This con-
clusion is independent of when the phenotypic change occurs during the life
history of an organism, i.e., switch-before-birth (appendix B.5) or switch-after-
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birth (system (2.2 and appendix B.1.2). The forms of the trait equations in sys-
tems (2.2), (B.1.10) of appendix B.1.2, and (B.5.3) of appendix B.5 suggest why
the effects of phenotypic plasticity are independent of timing in the fast induc-
tion limit and why stabilization is not observed in all models when the rate of
induction is not nearly instantaneous.
In the fast induction limit, the trait dynamics of all three models for pheno-
typic change have the same governing equation. In particular, the trait equation
becomes 0 = (α2−α)P2(y)− (α−α1)P1(y)when  = 0. This equivalence is a conse-
quence of assuming that the mean value of the trait changes faster than the pop-
ulation dynamics. The assumption that an individual can switch phenotypes
almost instantaneously after birth independent of whether it was born express-
ing its parent’s phenotype (system (2.2)) or not (system (B.1.10) of appendix B.1)
and the assumption that the turnover of individuals in the prey population is
fast relative to changes in population size (appendix B.5) are equivalent mathe-
matically. Thus, in the limit where phenotypic change is faster than ecological
dynamics, we expect the effects of phenotypic plasticity to be independent of
when the defense is induced during the life history of an organism.
But when the rate of phenotypic change is comparable to rates of ecologi-
cal change, these differences in timing do matter. In system (2.2), births and
deaths of individuals within each prey class have a minimal effect on the rate at
which the mean trait value changes when phenotypic change is fast ( is small).
As the separation of time scales between the the ecological and adaptive pro-
cesses becomes less pronounced ( approaches 1), gains and losses within each
class will influence the rate of change of the mean trait value more. Since the
effects of recruitment and loss of prey on the mean trait are different between
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systems (2.2), (B.1.10), and (B.5.3), we should expect to see differences in the
effects of phenotypic plasticity on community dynamics.
In particular for system (2.2), as the rates of adaptive and ecological pro-
cesses become comparable, we can expect inducible defenses to be destabilizing
in some cases. Evolutionary traits have the potential to be destabilizing [Abrams
and Matsuda, 1997b, Cortez and Ellner, 2010] and terms similar to those that
govern the trait dynamics in evolutionary models are also present in our phe-
notypically plastic models (e.g., the gradient terms multiplied by  in the trait
equation of system (2.2)). Similarly, while rapidly induced defenses only syn-
chronize predator-prey oscillations, rapidly evolving traits can also desynchro-
nize cycles and increase the lag between the predator and prey oscillationswhen
costs for defense are small [Cortez and Ellner, 2010]. Weak costs for inducible
defenses have been observed in many systems [Buskirk and Steiner, 2009], sug-
gesting that inducible defenses can also desynchronize population dynamics
when the rate of induction is comparable to the rates of ecological processes.
Thus, it may be possible for plastic traits to destabilize population dynamics
when the rate of induction is comparable to rates of ecological processes. This
conclusion emphasizes an advantage of considering fast adaptation limit. While
the fast induction limit does not capture all of the effects phenotypic change has
on population dynamics, it does illuminate how and when additional effects
can arise.
The above suggests that without a separation of time scales, the effects of
evolution and phenotypic plasticity should be similar. However, some dynam-
ics observed in evolutionary predator-prey models cannot be observed in in-
ducible defense models. Evolution has been shown experimentally and theoret-
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ically to yield completely out-of-phase or cryptic oscillations in predator-prey
systems [Yoshida et al., 2007, Jones et al., 2009, Cortez and Ellner, 2010]. The
reason these types of oscillations cannot arise due to rapidly induced defense is
depicted in figure 2.4.
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Figure 2.4: Phenotypic differences between evolutionary and plastic adaptation.
An individual’s trait value determines its fitness (solid black curve). Plasticity
only depends on which trait value is most fit under current conditions (open
circles) and a plastic trait tends towards the global fitness maximum (triangular
arrow). Evolution can climb the fitness curve towards any local fitness maxi-
mum (open or closed circles) and which max the trait tends to depends on the
current trait value (v-backed arrows). (A) Because a unique local fitness maxi-
mum is necessarily a global fitness maximum, plastic and heritable adaptation
tend towards the same trait value. (B) The separation of multiple local fitness
maxima by a fitness valley yields a u-shaped fitness curve. This results in evo-
lutionary bistability and selection potentially favoring a trait value that is not
globally maximal (left v-backed arrow).
Phenotypic change in plastic systems results in individuals having the phe-
notype with the greatest fitness given the current conditions. Thus, the induc-
tion or reduction of the trait always results in the trait converging to the highest
peak in the fitness landscape (dashed line and triangular arrow in figure 2.4).
In contrast, evolution is driven by the slope of the fitness curve, i.e. the fitness
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gradient, so it cannot cross a fitness valley to reach a higher peak. Often the
trait dynamics for both mechanisms of adaptive change will behave similarly.
This occurs when selection drives the trait in the direction of increasing fitness
and arrives at the highest fitness peak (figure 2.4 A and right v-backed arrow
of figure 2.4 B). Out-of-phase and cryptic oscillations occur in eco-evolutionary
models when bistability arises and two local fitness maxima of the trait are sepa-
rated by a fitness minimum of the trait (figure 2.4 B). In such situations, selection
drives the trait in the direction of increasing fitness but depending onwhich side
of the valley it started on, the trait may arrive at a value that is a local, but not
global, fitness maximum (left v-backed arrow of figure 2.4 B). Because pheno-
typic plasticity always chooses the most fit trait value, bistability cannot arise
and hence, out-of-phase and cryptic oscillations are not possible in inducible
defense systems.
The above conclusions do depend on the type of trait and may not hold
for all phenotypically plastic traits. Some studies of learned behavioral traits
where individuals can learn from other conspecifics have used models that are
nearly identical to the evolutionary trait model (2.3) (e.g., Abrams and Matsuda
2004). Since fitness valleys can arise in such systems and the trait dynamics
depend on the fitness gradient, plastic behavioral traits may be able to generate
the complex dynamics seen in evolutionary models.
The theory presented in this study can also be applied to phenotypically
plastic predator traits (e.g., inducible offenses [Agrawal, 2001] or foraging the-
ory [Kr˘ivan, 2007]). For two species predator-prey systemswhere the predator’s
phenotype depends on prey density, rapidly induced offenses stabilize popula-
tion dynamics (appendix B.6). Stabilization has been observed in optimal forag-
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ing systems with multiple prey types [Yamauchi and Yamamura, 2005, Kr˘ivan,
2007] and in higher trophic systems [Uchida et al., 2007], but destabilization
is also possible [Abrams, 1992]. Our results suggest that these differences in
predictions can be understood using similar analysis and may be due to the
rate of induction and to whether the adaptive process depends on the fitness
gradient. Our approach may also be fruitful in understanding the community
dynamics in systems where both inducible defenses and inducible offenses are
present (e.g. Feng et al. 2009, Kishida et al. 2009) and how they differ from
eco-coevolutionary dynamics.
This work demonstrates that the mechanisms through which adaptive
changes arise play an important role in determining what effects they have on
community dynamics. The fast phenotypic change limit and the general the-
ory presented here allows us to capture the different effects phenotypic plastic-
ity and evolution have on ecological systems. We have observed that rapidly
induced defenses tend to stabilize population dynamics and that they cannot
generate some of the dynamics observed in rapidly evolving systems. Thus,
this work begins to unify the theory of adaptive change and to determine how
the effects of adaptive change depend on the underlying driving process.
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CHAPTER 3
DYNAMICS IN THE VICINITY OF A TRANSVERSAL INTERSECTION
OF THE CRITICAL MANIFOLD IN 1-FAST, 2-SLOWDYNAMICAL
SYSTEM
3.1 Abstract
Multiple time scale ecological and evolutionary models generically yield fast-
slow dynamical systems where two critical manifolds intersect transversally
along a curve. In addition, due to biological constraints, one of the manifolds
is often invariant in the system. This study presents the dynamics that occur
in the vicinity of the transversal intersection in a class of biologically motivated
1-fast, 2-slow dynamical systems. Our analysis shows that chaotic and other
complicated dynamics occur in parameter space O()-close to Hopf bifurcations
of the system. Furthermore, the dynamics occur in an O()-neighborhood of
the intersection curve, where the fast-slow structure breaks down. In regions
of parameter space farther from the Hopf bifurcations, solution behavior can
be predicted from the singular flows away from the intersection curve and from
previous results of 1-fast, 1-slow dynamical systems near the intersection curve.
3.2 Introduction
The rates of change of ecological and evolutionary processes for different
species can differ by many orders of magnitude within a single system. For
example, bacteria and viruses have generation times on the order of hours or
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days and evolve over days or weeks, while their hosts may have generation
times measured in years and evolve over time spans measured in tens or hun-
dreds of years. Because it is often difficult, if not impossible, to collect data
with the proper sampling interval in such systems, mathematical models have
been key to exploring and understanding the dynamics that can be exhibited by
ecological and evolutionary systems with multiple time scales.
Systems of ordinary differential equations are one common approach used
to model multiple time scale ecological and evolutionary dynamics. The sepa-
ration of time scales is explicitly denoted by writing the system as
 x˙ = F(x, y, )
y˙ = G(x, y, )
(3.1)
where  is a small positive parameter that represents the separation of time
scales between the fast and slowly varying variables, x ∈ Rn and y ∈ Rm re-
spectively. System (3.1) is a fast-slow system and is analyzed using singular
perturbation or Fenichel theory [Fenichel, 1979, Arnold et al., 1995]. The theory
focuses on understanding the dynamics that occur when  = 0 and how that in-
formation can be used to predict and understand the dynamics that occur when
 is small and positive.
Intuitively, one can think about the behavior of system (3.1) as being com-
posed of slowly varying dynamics and periodic rapid transitions. The slow
evolution of solutions occurs near an object called the critical manifold or criti-
cal set, C = {(x, y) : F(x, y, 0) = 0}. Rapid transitions occur when solutions leave
the vicinity of the critical manifold, often rapidly approaching another part ofC.
Thus, solutions to the fast-slow system (3.1) can be thought of as the concatena-
tion of the dynamics near the critical manifold and the fast transitions between
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different regions of the critical manifold.
Fast-slow systems theory has been used to understand the ecological and
evolutionary dynamics in a variety of biological systems with multiple time
scales. For purely ecological systems, previous studies have used fast-slow sys-
tems theory to understand the oscillatory dynamics in bitrophic systems with
two species [Rinaldi and Muratori, 1992a,b, Rinaldi and Gragnani, 2004, Buric
et al., 2006] and bitrophic systems with three species where two slow predators
compete for a single fast prey [Liu et al., 2003, Deng and Loladze, 2007]. Simi-
larly, the theory has been used in studies of the different oscillatory and chaotic
dynamics observed in tritrophic systems where there may be two or three time
scales [Muratori, 1991, Muratori and Rinaldi, 1992, Lenbury and Likasiri, 1994,
Feo and Rinaldi, 1998, Deng, 2001, Mehidi, 2001, Deng and Hines, 2002, 2003,
Ginoux et al., 2005, Vidal, 2006, Jiang and Yang, 2009]. Most of the studies focus
on fast prey, slow predator systems, but fast predator or parasite systems have
also been studied [Rinaldi and Muratori, 1992a, Buric et al., 2006].
Beyond purely trophic models, fast-slow dynamical systems have been used
to investigate the ecological dynamics ofmetacommunities [Goldwyn andHast-
ings, 2008, Rinaldi, 2009], pathogen and parasite systems [Lenbur et al., 1999,
Lenbury et al., 2000, Poggiale et al., 2001], and systems with a slowly varying
environmental variable [Lenbury and Tumrasvin, 2000, Boudjellaba and Sari,
2009]. Multiple time scale systems are also commonplace in studies of eco-
evolutionary dynamics where either the population dynamics are fast [Schecter,
1985, Marrow et al., 1992, 1996, Abrams and Matsuda, 1997b, Khibnik and Kon-
drashov, 1997, Decole et al., 2006] or the evolutionary dynamics are fast [Cortez
and Ellner, 2010].
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A shared characteristic of all the models in the above studies involves the
critical manifold, C. Due to biological constraints and assumptions (e.g. non-
negative population size, density dependent interactions, or finite resource al-
location), the functions describing the dynamics of the fast variables in sys-
tem (3.1) have a particular form, namely F(x, y, ) = x f (x, y, ). As a consequence,
the critical manifold is composed of two manifolds, one defined by x = 0 and
another defined by f (x, y, 0) = 0, that generically intersect transversally along a
curve. Furthermore, the subspace x = 0 is invariant in the system. The transver-
sal intersection of the critical manifolds is important because many of the com-
plex dynamics observed in ecological and evolutionary models involve solu-
tions passing by the intersection. In fact, nearly all of the complex dynamics
observed in the above biological studies are due to global return mechanisms
where solutions must pass through an -neighborhood of the transversal inter-
section (e.g., Lenbury and Likasiri 1994, Deng and Hines 2002, Ginoux et al.
2005, Deng and Loladze 2007).
In this study, we focus on the behavior of solutions and the dynamics that
arise in the vicinity of the transversal intersection of the critical manifold. The
behavior of solutions near the transversal intersection of critical manifolds in
1-fast, 1-slow dynamical systems has been investigated previously by Schecter
[1985] and Krupa and Szmolyan [2001]. Here we focus on 1-fast, 2-slow dynam-
ical systems in the biologically motivated case where one sheet of the critical
manifold is invariant in the full system (i.e., F = x f from the example above).
Our analysis shows that complex behavior arises near the transversal intersec-
tion of the critical manifold. These dynamics occur in regions of parameter
space near to where Hopf bifurcation of the system occurs O()-close to the in-
tersection of the critical manifolds.
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3.3 Canonical Form
We begin with a biologically motivated 1-fast, 2-slow system, x ∈ R and y ∈ R2
in system (3.1), where the x = 0 plane is invariant. Examples from the literature
include predator-prey systems with one fast prey and two slow predators [Liu
et al., 2003, Deng and Loladze, 2007, Jiang and Yang, 2009] and predator-prey
systems where the ecological dynamicss of the two species are slow but one
species evolves rapidly [Cortez and Ellner, 2010]. Our system has the form
 x˙ = F(x, y, z, )
y˙ = G(x, y, z, )
z˙ = H(x, y, z, )
(3.2)
and we assume it satisfies the following conditions
F(0, y, z, ) = 0 for all y, z and for all  ≥ 0 (C1)
∂F
∂x
(0, 0, 0, 0) = 0 (C2)(
∂2F
∂x∂y
(0, 0, 0, 0)
)2
+
(
∂2F
∂x∂z
(0, 0, 0, 0)
)2
, 0 (C3)
∂2F
∂x2
(0, 0, 0, 0) , 0. (C4)
Condition (C1) guarantees that the x = 0 plane is a branch of the critical mani-
fold and invariant in the full system. Condition (C2) allows for a second branch
of the critical manifold to cross the x = 0 plane. Conditions (C3) and (C4) ensure
that the second branch is not tangent to the fast flow and that the two branches
of the critical manifold intersect transversally.
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Under assumptions (C1) through (C4), system (3.2) can be transformed into
 x˙ = x
[
x − y] + x f (x, y, z, )
y˙ = z + g(x, y, z, )
z˙ = λ + ax + by + cz + h(x, y, z, )
(3.3)
where f , g, h = O(, u, u2, uv) for u, v ∈ {x, y, z} (see appendix C.1). Here f =
O(, x) means that all terms of f are of order , x, or higher. We will restrict
our attention to the truncated system
 x˙ = x(x − y)
y˙ = z
z˙ = λ + ax + by + cz.
(3.4)
The fast flow of system (3.4) is x˙ = x(x − y), y˙ = z˙ = 0. The equilibria of the
fast flow define the critical set of system (3.4), C = {(x, y, z) : x(x − y) = 0}. C is
composed of a vertical and a horizontal two-dimensional manifold,
CV = {(x, y, z) : x = 0} (3.5)
CD = {(x, y, z) : x = y} . (3.6)
As see in figure 3.1, we denote the attracting and repelling branches of each
manifold by CaV , C
r
V , C
a
D, and C
r
D, where the subscripts V and D denote the
particular manifold each branch belongs to and the superscripts a and r de-
note the stability or instability of the branch, respectively. CV is invariant
in system (3.4) and CD intersects it transversally along the intersection curve
CI = CD ∩CV = {(x, y, z) : x = 0, y = 0}.
For λ , 0, two equilibria always exist in system (3.4)
pD = (
−λ
a + b
,
−λ
a + b
, 0) ∈ CD pV = (0, −λb , 0) ∈ CV . (3.7)
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Figure 3.1: Qualitative picture of the slow-fast dynamics of system (3.4) near
the intersection curve. The critical manifolds are the blue veritcal (CV) and green
diagonal (CD) planes. The attracting and repelling branches of the manifolds are
denoted by the superscripts a and r, respectively. The two manifolds intersect
transversally along the curve CI . The directions of the slow and fast flows are
given by the single and double arrows, respectively.
The two equilibria are always a nonzero distance apart except when they coa-
lesce at λ = 0.
3.4 Slow Flows and the Intersection Curve
In this section we focus on the slow flows of system (3.4) and how they influence
the dynamics near the intersection curve for small values of . For a qualitative
picture of the slow and fast flows, see figure 3.1. We will implicitly assume
throughout the following that  is sufficiently small.
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Setting  = 0 in system (3.4) yields a differential algebraic equation (DAE).
The algebraic constraint of the DAE ensures that solutions to the DAE are either
on CV or CD. The flow of the DAE defines the slow flow associated with each
manifold of the critical set. The slow flow on CV is
y˙ = z
z˙ = λ + by + cz.
(3.8)
The unique equilibrium of this subsystem is pV = (0,−λ/b, 0) and its eigenvalues
are µ± = 12c ± 12
√
c2 + 4b.
The slow flow on CD is
y˙ = z
z˙ = λ + (a + b)y + cz.
(3.9)
The unique equilibrium of this subsystem is pD = ( −λa+b ,
−λ
a+b , 0) and its eigenval-
ues are η± = 12c ± 12
√
c2 + 4(a + b). Except along the intersection curve, for 
small enough, the behavior of solutions on the critical manifold approximates
the behavior of solutions near the critical manifold to first order.
Along the intersection curve,CI , the slow flow is given by y˙ = z and z˙ = λ+cz.
When  = 0, the flow is not well defined along the curve because in the singular
limit both CV and CD are invariant. Thus, it is conceivable that for positive ,
solutions approaching the intersection curve along a sheet of the critical man-
ifold could exit following the same sheet, or transfer and then exit following
a different sheet. For example, consider the trajectories in figure 3.2 that have
been projected onto the x, y-plane. In figure 3.2 B, the trajectory approaching CI
along CaV with x < 0 could exit the vicinity of the intersection curve either along
CaD (dashed red curve) or C
r
V (solid red curve). In the following we discuss how
73
solutions behave in the vicinity of the intersection curve when  is sufficiently
small.
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y
A: z>0
CV
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rCD
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B: z<0
CV
a
CV
r
CD
a
CD
r
Figure 3.2: Examples of solutions that approach the intersection curve at (A)
positive values of z and (B) negative values of z, projected to the x, y-plane. The
critical manifolds are labeled as in figure 3.1 and solutions are in red. (A) All
solutions that approach the intersection curve leave the vicinity of the intersec-
tion curve alongCaV . (B) All solutions that approach the intersection curve along
CaV have canard-like behavior and exit along C
r
V (solid red line). Solutions with
x < 0 do not exit along CaD (dashed red line).
Consider the flow of system (3.4) near the point ρ = (0, 0, z0) ∈ CI where
z0 < 0. We will first introduce two cases and then show how the dynamics near
this point can be inferred from previous studies. For the first case, assume the
x-coordinate of the solution is positive. All solutions of this type will approach
the intersection curve along CaV and exit along the repelling branch C
r
V (see fig-
ure 3.2 B). The distance for which a trajectory remains near the repelling sheet
will be discussed below. In the second case we assume the x-coordinate of the
solution approaching the intersection curve is negative. These solutions also ap-
proach the intersection curve alongCaV , but then can either exit along the attract-
ing sheet CaD (figure 3.2, dashed red curve) or the repelling sheet C
r
V (figure 3.2,
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solid red curve). One might expect solutions to follow the attracting branch,
but this is not the case. To see this result, we show that for small enough , our
system behaves qualitatively like a special case of the two-dimensional analog
of our model that was analyzed by Krupa and Szmolyan [2001].
First we transform our system in the following way.
LEMMA 3.1. Assume ρ = (0, 0, z0) ∈ CI where z0 , 0. Then locally the flow near ρ is
given by
x˙ = x(x − y)
y˙ = ˆ(1 + gˆ(y, zˆ))
˙ˆz = ˆ(0 + hˆ(x, y, zˆ))
(3.10)
where g = O(y, z) and h = O(x, y, z).
Proof. Let θ = arctan
(
λ+cz0
z0
)
and ˆ = z0. The coordinate change zˆ = − sin(θ)y +
cos(θ)(z − z0) where
gˆ(y, zˆ) =
− tan(θ)
z0
y +
csc(θ)
z0
zˆ
hˆ(y, zˆ) =
a cos(θ)
z0
x +
cos(θ)
z0
[b + sin(θ) − tan2(θ)]y + 1 − tan(θ)
z0
zˆ
and a rescaling of time yields the result. 
Remark: The above transformation only retains the fast-slow structure
present in system (3.4) when  is sufficiently small. In particular, the terms tan(θ)
and csc(θ) in the proof of the previous lemma tend to positive or negative infin-
ity as z → 0. This transformation and the following analysis does not hold at
z = 0 for any  because the slow flow is tangent to the intersection curve.
The above tells us that near the point ρ = (0, 0, z0), x˙ = O(x2, y2), y˙ = O(), and
z˙ = O(u) for u ∈ {x, y, z}. For sufficiently small , the O() and O(x2, y2) terms will
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dominate and z will remain essentially constant. Thus, for sufficiently small
, the dynamics in system (3.10) will behave like the dynamics on the center
manifold Wc = {(x, y, zˆ) : zˆ = 0}. The dynamics on Wc are given by
x˙ = x(x − y)
y˙ = ˆ(1 + gˆ(y, 0)).
(3.11)
System (3.11) is a special case of a model presented in Krupa and Szmolyan
[2001],
x˙ = x2 − y2 + λ¯ + h1(x, y, )
y˙ = (1 + h2(x, y, ))
(3.12)
where λ¯ = 1 and h1 = 0 (see appendix C.2 for details). The critical manifold of
system (3.12) consists of two lines (y = x and y = −x) that intersect transversally
at a non-normally hyperbolic point located at the origin. When λ¯ = 1, the line
x = y is invariant in the truncated system and solutions that approach the non-
normally hyperbolic point along the attracting branch of the line x = y do not
exit along the attracting branch of the line y = −x. Instead, the solutions exit
along the repelling branch of the line y = x and have canard like behavior.
Returning to the two cases from above, the results in Krupa and Szmolyan
[2001] imply that for  small enough, solutions approaching the intersection
curve along CaV on either side of the z, y-plane will exit following C
r
V and have
canard like behavior. The distance a solution will follow the repelling sheet of
CV can be determined via a variational equation or Pontryagin’s delay of lost
stability (for particular examples in the literature see Schecter 1985, Deng 2001,
Boudjellaba and Sari 2009).
Now consider the flow of system (3.4) near the point ρ = (0, 0, z0) ∈ CI where
z0 > 0. Using the above reduction, one can show that all solutions approaching
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the intersection curve with z0 > 0 exit the vicinity of the intersection curve along
CaV (see figure 3.2 A for examples). This follows from the invariance of CV and
that y˙ > 0 near ρ for the slow flows on both CV and CD. Thus, for positive values
of z, solutions will approach the intersection curve along CaD or C
r
V and leave the
vicinity of the intersection curve along CaV .
3.5 Normal Form Dynamics
This section investigates the dynamics exhibited by system (3.4). In particular,
we will focus on the stability and bifurcations of the equilibrium pD and the
periodic orbits it gives birth to after undergoing Hopf bifurcation.
Bifurcation diagrams for different parameter regimes are given in figure 3.3.
We only present diagrams for nonnegative values of c due to symmetry. In par-
ticular, reversing time by t → −t is equivalent to the transformation (x, y, λ, c) →
(−x,−y,−λ,−c). In addition, we will only present the numerical examples for
 = 0.1.  can be scaled out of system (3.4) with the rescaling (Z, A, B,C, λ) =
(z, 2a, 2b, c, 2λ). Thus, the dynamics presented here qualitatively represent
the behavior exhibited by system (3.4) for other values of .
We note a few bifurcations that will be present in all cases. When λ = 0,
pD and pV coalesce at a transcritical bifurcation. Along the line b = −a, the
equilibrium pD does not exist except when λ = 0. Similarly, pV does not exist
when b = 0 except when λ = 0.
We begin by relating the stability of pD in system (3.4) to the stability of the
equilibria of the slow flows (3.8) and (3.9) via the Routh-Hurwitz Criteria. We
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Figure 3.3: Bifurcation diagram for system (3.4) for varying values of a, b and
λ with (c, ) = (1, 0.1). Curve color corresponds to the following bifurcations:
black - transcritical; blue - Hopf; cyan - pD does not exist; gray - neutral saddle
(trace =0); green - Neimark-Sacker; red - saddle node of limit cycles. DZ, GH,
and DT denote double zero, generalized Hopf, and degenerate transcritical bi-
furcations (see section 3.5.2). R1 denotes 1:1 strong resonance points. (A) The
mini-panel magnifies the boxed region.
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then investigate when Hopf bifurcations occur in the system. Finally, using
numerical continuation, we explore the bifurcations periodic orbits undergo.
3.5.1 Equilibria stability and the slow flows
Here we showwhen the stability of the equilibria can be completely determined
by information contained in the fast and slow flows. We begin with the stability
of the equilibrium on the invariant manifold, pV . For all values of , the stability
of pV in the full system (3.4) is determined by the eigenvalues µ± and the sign of
λ/b. Thus, the stability of pV is independent of  and is completely determined
by its stability in the fast and slow subsystems.
The stability of pD in system (3.4) is more complicated. We begin analyz-
ing the stability of pD via the Routh-Hurwitz Criteria by considering the limits
where |λ|   and |λ|  . This viewpoint allows us to relate the stability of
pD in the full system to its stability and the stability of pV in the fast and slow
flows. The stability of pD for intermediate value of λ can also be understood
using the Routh-Hurwitz Criteria, though the analysis is more complicated and
less intuitive. We address this case in the next section. The main conclusions
of this section are as follows. For values of λ much larger than , the stability
of pD is determined by its stability in the slow and fast flows. For values of λ
much smaller than , the stability of pD is given by the stability of pV in the slow
flow (3.8) and the opposite stability of pV in the fast flow.
We first recall the Routh-Hurwitz criteria. After a transformation of time, the
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Jacobian evaluated at pD is given by
J =

−λ
a+b
λ
a+b 0
0 0 
a b c
 . (3.13)
The characteristic polynomial for this matrix is
ρ(γ) = γ3 −
(
c − λ
a + b
)
γ2 −
(
2b +
cλ
a + b
)
γ − 2λ. (3.14)
The Routh-Hurwitz criteria tells us that the number of roots of ρ(γ) (or equiv-
alently the number of eigenvalues of J) with positive real part is given by the
number of sign changes in the sequence {1, A1, A1(A1A2−A3), A3(A1A2−A3)2}where
A1 = −c + λa + b
A2 = −2b − cλa + b
A3 = −2λ.
(3.15)
Note that sign of last term in the sequence is determined solely by the sign of
A3. The number of roots with negative real part is the given by the number of
sign changes in the sequence {1,−A1, A1(A1A2 − A3),−A3(A1A2 − A3)2}.
When λ is large in magnitude, the terms with λ in equation (3.15) dominate.
In this case, the signs of two of the eigenvalues are determined by the signs of
η±. The sign of the last eigenvalue is determined by sign of x∗ = −λ/(a+ b). Note
that the sign of x∗ is the same as the sign of the normal hyperbolicity condition
evaluated at pD (i.e. the stability pD in the fast flow). Thus, in this case the
stability of pD can be deduced solely by understanding its stability in the fast
and slow flows.
In the limit where λ  , the terms with  in equation (3.15) dominate. In
this case, the signs of two of the eigenvalues are determined by the signs of µ±.
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The sign of the last eigenvalue is determined by the sign of −λ/b. Note that the
y coordinate of pV is −λ/b and recall that the stability of pV in the x-direction is
given by the sign λ/b. Thus, in the case where λ  , the stability of pD in system
(3.4) can be determined solely from the stability of pV in the slow flow (3.8) and
the fast flow. In particular, the signs of two of the eigenvalues are given by the
signs of µ± (i.e. the stability of pV in the slow flow (3.8)) and the sign of the last
eigenvalue is given by −λ/b (the opposite sign of the nonzero eigenvalue of pV
in the fast flow). When λ = 0, the signs of two of the eigenvalues are given by
the signs of µ± and the last eigenvalue is zero. With a center manifold reduction,
the (nonlinear) stability of the equilibrium in the x-direction can be shown to be
determined by the sign of (a + b)/b.
3.5.2 Hopf bifurcation
Hopf bifurcations of pD occur when A1A2 − A3 = 0 and A2 > 0. Solving A1A2 −
A3 = 0 for λ yields
λ = 
(a + b)
2c
[
a + c2 ±
√
(a + c2)2 + 4c2b
]
. (3.16)
Thus, Hopf bifurcation of the system occurs O()-close to the origin, and in par-
ticular, the intersection curve. Numerical examples of where Hopf bifurcation
exist in parameter space are given in figure 3.3.
Degenerate Hopf bifurcation occurs in system (3.4) when the first Lyapunov
coefficient vanishes or the real eigenvalue vanishes. Generalized Hopf bifurca-
tions occur when the first Lyapunov coefficient vanishes and the second Lya-
punov does not vanish. Numerically, generalized Hopf bifurcations are ob-
served in system (3.4) only when a+b < 0. In the unfolding, the Hopf bifurcation
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switches from subcritical to supercritical as it passes through the generalized
Hopf point along the Hopf curve. Two periodic orbits exist in an adjoining re-
gion of parameter space and these periodic orbits annihilate in a saddle-node of
limit cycles bifurcation.
Degenerate Hopf bifurcations where the real eigenvalue vanishes occur
when the trace of the Jacobian (3.13) is zero, i.e. when A1 = 0. For positive
values of , this occurs when λ = 0 and either c = 0, a + b = 0, or both vanish.
When λ = 0, c = 0, and a + b , 0, no equilibria exist in the system. When λ = 0
and a+b = 0, the line {(x, y, z) : x = y, z = 0} is composed of equilibria. The eigen-
values of these equilibria are zero and 2
(
c ± √c2 + 4b
)
. Thus, degenerate Hopf
bifurcations where the real eigenvalue vanishes only occur when λ = 0, a+b = 0,
b < 0, and c = 0. Under these constraints, the Hopf bifurcation coincides with
the transcritical bifurcation of pD and pV .
It is expected that the line of equilibria passing through the degenerate Hopf
point will not persist when higher order terms are added to system (3.4). The
effects of higher order terms were investigated by keeping all quadratic terms
of system (3.3) and truncating terms of order three or greater. Through lin-
ear transformations, that system can be transformed into the following at the
transcritical-Hopf bifurcation.
u˙ = g1u3 + g2u|v|2 + g(u, v, v¯)
v˙ = βiv + h1uv + h2u2v + h3v|v|2 + h(u, v, v¯)
(3.17)
where u ∈ R, v ∈ C, β = √−b, g, h = O(||(u, v, v¯)||4) and the coefficients g j ∈ R
and h j ∈ C are linear combinations of the quadratic terms of the y˙ and z˙ equa-
tions of system (3.3). We make a few notes about the form of system (3.17).
First, generically only one quadratic term of system (3.3) does not vanish at the
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transcritical-Hopf bifurcation. Thus, generically system (3.3) does not satisfy
two of the degeneracy conditions for the fold-Hopf normal form (see Kuznetsov
2000). The coefficient on the remaining quadratic term is h1 = 1/2 + O(). Sec-
ond, generically the line {(x, y, z) : x = y, z = 0} is not composed of equilibria
at the transcritical-Hopf bifurcation. Finally, the behavior of system (3.3) at a
transcritical-Hopf point must be studied on a case-by-case basis that includes
all quadratic terms.
In figure 3.3, Hopf curves terminate at degenerate transcritical (DT) and
double zero bifurcations (DZ). At DT bifurcations, λ = a + b = 0 and the line
{(x, y, z) : x = y, z = 0} is composed of equilibria. While the equilibrium point at
the origin is present for all parameter values, the line of equilibria does not per-
sist when quadratic terms are included in system (3.4). The nonlinear stability
of the equilibrium at the origin is determined by the coefficients of the quadratic
terms in the y˙ and z˙ equations of system (3.3).
Double zero bifurcations correspond to parameter values where two eigen-
values vanish. They arise in system (3.4) when λ = b = 0, and a , 0. At
such points, the equilibrium exists at the origin, the eigenvector for the nonzero
eigenvalue of the Jacobian is (0, 1/c, 1)T , and the generalized eigenvectors for the
zero eigenvalue are (0, 1, 0)T and (− c
a , 0, 1/)
T . The Jordan Normal Form for this
bifurcation is 
0 1 0
0 0 0
0 0 c
 .
When system (3.4) undergoes a double zero bifurcation, the line {(x, y, z) :
x = z = 0} consists of equilibria. In addition, after a center manifold reduction
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and subsequent transformations leading to the Bogdanov-Takens normal form
[Kuznetsov, 2000], system (3.4) becomes
u˙ = v
v˙ = −uv
(3.18)
where the u2 coefficient of the v˙ equation in system (3.18) is zero. By addressing
the effects of higher order terms, we investigate if these are generic properties
of our class of systems.
If all quadratic terms of system (3.3) are kept, the behavior of system (3.4) on
the center manifold at the double zero bifurcation is determined by
u˙ = v + σ1u2 + σ2uv + σ3v2
v˙ = −uv
(3.19)
where σi are rational functions of the linear and quadratic coefficients of sys-
tem (3.3). Clearly the line of equilibria passing through the origin does do not
exist generically in system (3.19). The u2 coefficient of the v˙ equation is generi-
cally zero though. This occurs because one of the generalized eigenvectors for
the zero eigenvalue is contained in the invariant plane x = 0. system (3.19)
always has an equilibrium at the origin that is half-stable in the invariant line
v = 0. When σ1 < 0, the equilibrium has an infinite number of homoclinic orbits
and when σ1 > 0, there are no homoclinic orbits (see figure 3.4).
3.5.3 Periodic orbits
Periodic orbits arise in system (3.4) either through Hopf bifurcation of sys-
tem (3.4) or saddle-node bifurcations. Here we present some of the saddle-
node, period doubling and torus bifurcations of the periodic orbits observed
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Figure 3.4: Example solutions to system (3.19) when (A) σ1 < 0 and (B) σ1 > 0.
system (3.19) describes the dynamics on the center manifold of equilibrium pD
at double zero bifurcations (λ = b = 0, a , 0) in system (3.4). The equilibrium of
system (3.19) at the origin is always half stable on the invariant line v = 0. When
σ1 < 0, that equilibrium has an infinite number of homoclinic orbits.
via continuation as one or two parameters are varied. We will consider three
parameter regimes where periodic orbits are observed. These cases correspond
to figures 3.3 A, λ < 0 in 3.3 F, and λ > 0 in 3.3 F. Note that periodic orbits do
not exist for  = 0 except when b < 0 and λ = c = 0. At these values, the unique
equilibrium point of the system is neutrally stable with one zero eigenvalue and
a complex pair eigenvalues with zero real part.
In the first case, λ > 0, c > 0, a + b < 0, and a < 0 is sufficiently large
in magnitude. As shown in figure 3.5, up to four periodic orbits are observed
in phase space. The two periodic orbits in figure 3.5 A and the outer and inner
most periodic orbits of figure 3.5 B emerge via subcritical and supercritical Hopf
bifurcations of pD, respectively. In the vicinity of the generalized Hopf point,
these two periodic orbits annihilate in a saddle-node of limit cycles bifurcation.
The other two periodic orbits in figure 3.5 B emerge from a saddle-node of limit
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cycles bifurcation. Each of these two periodic orbits annihilate with one of the
two periodic orbits that emerged from the Hopf bifurcations at a saddle-node
of limit cycles bifurcation.
Figure 3.5: Periodic orbits of system (3.4) for (a, b, c, ) = (−2,−0.079, 1, 0.1) and
either (A) λ ≈ 0.2091 or (B) λ ≈ 0.2106. Parameter values correspond to the
regions in the mini panel of figure 3.3 A. The two periodic orbits in (A) and the
inner and outermost periodic orbits in (B) emerged from Hopf bifurcations of
pD (black dot). The remaining two periodic orbits in (B) emerged from a saddle
node of limit cycles.
In the second case where periodic orbits are observed, a+b < 0 and a > 0 are
sufficiently large in magnitude and λ < 0 < c (figure 3.3 F). Up to two periodic
orbits are observed in the vicinity of the generalized Hopf bifurcation. These
periodic orbits are small and remain outside of a neighborhood of size 2 of the
intersection curve (figure 3.6 B). For a + b < 0 small in magnitude, the periodic
orbits are sufficiently large that they enter a 2-neighborhood of the intersection
curve. Once within this neighborhood, the unstable manifold of pD begins to
fold over on itself (figures 3.6 C and 3.6 D) and more complicated dynamics
arise. We study the resulting dynamics using sections transverse to the flow. In
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figure 3.7, we present returns to a particular family of sections as λ varies with
(a, b, c) = (3,−3.1, 1). The sections are defined by x = −λ/(a + b) and z < 0. Note
that due to the exponential attraction of solutions to the slow manifold, returns
to the sections are essentially one-dimensional.
For small values of λ, returns between the outermost periodic orbit and the
equilibrium point pD converge to the smaller stable periodic orbit (figure 3.7
B). Returns outside of the outermost periodic orbit eventually escape to x =
−∞. As λ becomes more negative, the folding of the unstable manifold of pD
induces a quadratic map on returns to the section. Points of higher period arise
in the return map as λ becomes more negative, until a period three orbit is born
(figure 3.7 D and E). The birth of a three-orbit implies the existence of a chaotic
set in a 1-dimensional map [Li and Yorke, 1975]. Thus the birth of a three orbit
in the return map implies the emergence of a chaotic set in system (3.4). As λ
increases in magnitude, the returns to the section become unbounded and for
λ large enough in magnitude, most trajectories are lost to x = ∞ (figure 3.7 F).
In total, in this region a chaotic regime separates regimes where solutions in the
vicinity of the equilibrium point are bounded and unbounded.
In the third region where periodic orbits are observed, a, c, λ > 0 and a+b > 0
(figure 3.3 F). A stable periodic orbit emerges from a supercritical Hopf bifur-
cation for small λ. As λ increases, the periodic orbit eventually undergoes pe-
riod doubling and torus bifurcations. These bifurcations occur within a region
of b, λ-parameter space bounded by three saddle-node of limit cycles curves
(see figure 3.3 F). Two of the saddle-node curves contain 1:1 strong resonance
points. These resonance points are connected by a curve of Niemark-Sacker bi-
furcations. A complete unfolding of strong 1:1 resonant points is unknown to
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Figure 3.6: Unstable manifold of the equilibrium pD for (a, b, c, ) =
(3,−3.1, 1, 0.1) when (A) λ = −0.005, (B) λ = −0.031, (C) λ = −0.033, and (D)
λ = −0.03338. All panels contain pD (black dots) and panels (B-D) contain
the stable periodic orbit that emerged via supercritical Hopf bifurcation (black,
closed orbit). Due to its size, the saddle-type periodic orbit that emerged via
subcritical Hopf bifurcation is only included in (B), where it is very close to the
stable orbit. (A) No periodic orbits exist. (B) For small values of λ, the orbits
remain outside of a 2-neighborhood of the intersection curve. (C-D) For larger
values of λ, the periodic orbit enters the 2-neighborhood and and the unstable
manifold of pD folds over on itself.
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Figure 3.7: Inducedmaps for the returns to the sections defined by x = −λ/(a+b)
and z < 0. Only z coordinates are recorded since returns are essentially one
dimensional. Parameter values are (a, c, ) = (3, 1, 0.1) for all panels, (A) b = −3.5
and λ = −0.15,(B-F) b = −3.1, (B) λ = −0.32, (C) λ = −0.3333, (D-E) λ = −0.3338,
and (F) λ = −0.0348. The equilibrium is located at (0, 0) and the thin black line
defines the line zi = zi+1. The maps induced by first, second, third, fourth, and
fifth returns to the section are in black, blue, red, green, and yellow, respectively.
Panel (E) is an enlargement of the chaotic region in panel (D). The existence
of a three-orbit in panels (D) and (E) implies the existence of a chaotic set in
system (3.4).
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the author, but the general unfolding is expected to have regions of parameter
space involving a torus break up, phase-locking Arnold tongues, and an infinite
number of saddle cycles [Kuznetsov, 2000]. figure 3.8 shows some examples of
periodic orbits that emerge in the region enclosed by the three saddle-node of
limit cycle curves.
Figure 3.8: Five periodic orbits of system (3.4) for (a, b, c, λ, ) =
(3,−1.5, 1, 0.1233059, 0.1) in (A) phase space and (B) projected to the z, y-plane.
Parameters correspond to the region enclosed by the three saddle-node of limit
cycles curves in figure 3.3 F. (A) Equilibria are black dots and the stable and
unstable manifolds of pD in the slow flow (3.9) are the gray and black lines, re-
spectively. (B) The black orbit emerged from a subcritical Hopf bifurcation at
λ ≈ 0.063. The blue and green orbits and the red and blue orbits emerged from
limit point cycle bifurcations at λ ≈ 0.111 and λ ≈ 0.123, respectively.
3.6 Geometric Analysis and Invariant Manifolds
The critical manifolds of system (3.4) are normally hyperbolic away from the
intersection curve. The stability of each branch of the manifolds is seen in fig-
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ure 3.1. Away from the intersection curve, the normal hyperbolicity of a critical
manifold implies that there exist invariant slow manifolds that are within an
O(exp(−c/))-distance of each other and that are within an O()-neighborhood
of the critical manifold [Fenichel, 1971, 1979]. The critical and slow manifolds
separate phase space into regions where solutions flow towards or away from
x = ±∞ and x = 0. Phase space is further subdivided by the stable and un-
stable manifolds of equilibria and periodic orbits of the system. In this section
we address the behavior of solutions in phase space and how that behavior is
influenced by the stable and unstable manifolds of these invariant sets.
3.6.1 Stable and unstable slow manifolds
We begin with regions of parameter space where periodic orbits are absent. In
these regions, the qualitative behavior of a solution can be predicted by naı¨vely
following the fast and slow flows of system (3.4) away from the intersection
curve and by following the appropriate behavior from section 3.4 near the inter-
section curve. Examples of solutions from different regions of parameter space
are shown in figure 3.9. In all cases, the solutions essentially follow the slow
flow when away from the intersection curve and behave like one of the trajec-
tories in figure 3.2 when in the vicinity of the intersection curve.
In figures 3.9 A and C, the solutions split into two groups with qualitatively
different dynamics. In particular, the solutions in (A) either tend to x = 0 (left
three trajectories) or x = −∞ (right three trajectories) and the solutions in (C)
either rotate around pD and pV once (left four trajectories) or do not rotate at
all (right three trajectories). In both cases, pD is a saddle in the slow flow (3.9)
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Figure 3.9: Examples of solution behavior in regions of parameter space where
periodic orbits do not exist. All trajectories (red) follow the slow flow far from
the intersection curve and behave like one of the trajectories in figure 3.2 near
the intersection curve. When either of the equilibria (black dots) are saddles
in the slow flows (3.8) and (3.9), their stable and unstable manifolds (gray and
black lines, respectively) are included. In all panels c = 1 and  = 0.1. The
other parameters are (A) (a, c, λ) = (−2, 2.5,−0.005), (B) (a, c, λ) = (−2, 1.5,−0.5),
(C) (a, c, λ) = (3,−2, 0.5), and (D) (a, c, λ) = (3,−3.5,−0.5).
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and we denote its stable manifold in that flow by W s0. For  > 0, there exists an
associated one-dimensional stable submanifold,W s , in the slow manifold of CD.
The attracting manifold, W sa, of the stable manifold W s is the object that splits
the trajectories in figures 3.9 A and C.
In other regions of parameter space where pD is a node in the slow flow (3.9)
or CD is repelling, the divergence of solutions is determined in an analogous
way by the weak stable or unstable manifold of pD and its attracting or repelling
manifold. Consider the example in figure 3.6 A. In the full system (3.4), pD is a
saddle with a single negative eigenvalue and complex conjugate pair with pos-
itive real part. In the slow flow (3.9), pD is a node source. The behavior of
solutions that approach CD through the plane x = −3 is presented in figure 3.10
A. The red line defines the intersection of the attracting sheet of the weak unsta-
ble manifold with the plane x = −3. Solutions passing through the plane with
more negative values of z turn around and head off to x = −∞ without a ro-
tation around pD. Solutions with more positive values of z rotate around pD at
least once before heading off to x = −∞. The number of rotation is determined
by the sectors of rotations outlined in black.
3.6.2 Stable and unstable manifolds of invariant sets
The attracting and repelling manifolds of the stable and unstable manifolds of
pD also split trajectories in regions of parameter space where periodic orbits
exist, but additional behavior is observed due to the presence of the periodic
orbits. In this section we focus on the three regions of parameter space from
before where periodic orbits arise: λ < 0 in 3.3 F, λ > 0 in figure 3.3 A, and λ > 0
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Figure 3.10: Divergence of solutions for (a, b, c, ) = (3,−3.1, 1, 0.1) when (A)
λ = −0.005 and (B-D) λ = −0.033. (A,B) Solution behavior determined by its in-
tersection with the plane x = −3. The red curve divides the solutions into those
that undergo at least one rotation around pD (more positive values of z) and
those that do not (more negative values of z). Black curves define the bound-
aries of the sectors of rotation. In (B) solutions within the blue curve converge
to a stable object in a neighborhood of pD. Colored star points correspond to
trajectories in (D). (C) Trajectories (red) that intersect the weak unstable mani-
fold (black line) of pD in system (3.9). These trajectories split solutions to sys-
tem (3.4) into those that undergo at least one rotation about pD and those that
do not. These trajectories define the red curve in (B). (D) Examples of solutions
to system (3.4) that undergo one rotation (dark green), two rotations (cyan), no
rotations (red), or converge to a stable object in the neighborhood of pD (blue).
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in 3.3 F.
First, consider the region in 3.3 F where λ < 0 and the foliations of the fast
flow. For small values of λ, the attracting manifold of the weak unstable man-
ifold of pD defines the boundary between trajectories of the fast foliations that
do and do not make at least one rotation around pD. As seen in figure 3.10 A,
solutions that undergo at least one rotation are further subdivided by sectors of
rotation that define the number of times they rotate around pD. Note that for
small values of λ, all solutions eventually escape to x = −∞. As λ decreases, pD
undergoes Hopf bifurcations and attracting invariant sets emerge. These sets
are bounded by the saddle-type periodic orbit that emerged from the subcrit-
ical Hopf bifurcation. As shown in figure 3.10 B and D, the emergence of the
attracting invariant sets results in some trajectories becoming trapped within a
neighborhood of pD and not escaping to x = −∞. For those solutions that do
escape to x = −∞, solutions that intersect the weak unstable manifold of pD in
the slow flow (3.9) divide the solutions that undergo at least one rotation and
those that do not. Note that unlike in the cases were periodic orbits do not exist,
these solutions are not contained in an attracting or repelling manifold.
Now we focus on the unstable manifold of the equilibrium after the super-
critical Hopf bifurcation. For values of λ close to the bifurcation value, the un-
stable manifold of pD and the 2-dimensional stable manifold of the stable pe-
riodic orbit are the same (figure 3.6 B). As λ becomes more negative, the stable
periodic orbit grows and enters a 2-neighborhood of the intersection curve (fig-
ure 3.6 C). Upon entry of this neighborhood, the unstable manifold of pD begins
to fold over on itself, eventually yielding the quadratic map shown in figure 3.7.
There are two points to make about dynamics that occur in this region of
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parameter space. First, due to the proximity of the equilibrium point to the in-
tersection curve, a separation of time scales does not exist near the equilibrium
point. In the slow flow, pD is a node source, yet in the full three dimensional
model, pD is a node sink. Thus, unlike the examples in figure 3.9, solutions do
not behave as one would expect from the singular limits of system (3.4). Only
for λ large enough do solutions begin to escape to x = −∞ and the dynamics be-
gin to resemble the fast-slow structure (figure 3.7 F). Hence, the chaotic dynam-
ics define the boundary between where the slow-fast structure of system (3.4) is
retained near the equilibrium and where it no longer persists.
The second point to emphasize about the behavior in this region of param-
eter space is that the chaotic dynamics only arise after the stable periodic orbit
enters anO()-neighborhood of the equilibrium point. Since a separation of time
scales does not exist in this region of state space, one must do a full analysis of
the three-dimensional system in order to understand the behavior of the system.
This point also applies to the dynamics that occur for smaller values of λ, before
the birth of the chaotic set. For example, for parameters near the supercritical
Hopf bifurcation, the unstable manifold of the periodic orbit that emerges from
the subcritical Hopf bifurcation is exactly half of the stable manifold of the sta-
ble periodic orbit (figure 3.7 A). For regions of parameter space farther away, a
break is observed in the induced return map (figure 3.7 B) and it is unclear if
this equivalence holds.
For the second region of parameter space where periodic orbits are observed
(λ > 0 in figure 3.3 A), we will consider the behavior of the system in reverse
time. When no periodic orbits exist, all solutions tend to the equilibrium point.
Otherwise, all solutions either converge to a limit cycle or the equilibrium. De-
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spite the proximity of the invariant sets to the intersection curve, the behavior
in this region of parameter space is well behaved in the sense that stable and
unstable manifolds of the equilibrium and periodic orbits behave as one would
expect in a two-dimensional system. It is expected that this is partially due the
stability of the equilibrium being the same in the full system (3.4) and in the
slow flow (3.9). In both systems, the equilibrium has one real negative eigen-
value and a pair of complex eigenvalues with negative real part. Note again
though that the dynamics in this region of parameter space cannot be inferred
from the singular limits of system (3.4) due to proximity of the invariant sets to
the intersection curve.
The last region of parameter space where periodic orbits are observed is
found in figure 3.3 F where λ > 0. As in the first case of this section, one
can determine the behavior of trajectories approaching the critical manifolds
by looking at the attracting manifold of the stable manifold of pD and by de-
termining which solutions interact with the invariant sets. Since pD is a saddle
equilibrium in the full system and its unstable direction aligns with the unsta-
ble direction defined by the slow flow, most solutions approaching the critical
manifolds escape to x = −∞. The behavior of solutions that do not escape to
infinity resembles the behavior of solutions in the vicinity of Shil’nikov homo-
clinic orbits. For example, the periodic orbits in figure 3.8 resemble what one
would expect when a Shil’nikov snake arises from a saddle-focus homoclinic
orbit [Kuznetsov, 2000]. While a Shil’nikov homoclinic structure cannot be the
underling mechanism, because the equilibrium pV lies in an invariant plane
and homoclinic orbits of that type are impossible, the actual mechanism may
be closely related to it.
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3.7 Discussion
This study presents the dynamics that occur in the vicinity of the transversal
intersection of the critical manifold in a class of biologically motivated 1-fast,
2-slow dynamical systems. Our analysis shows that complex dynamics occur
in parameter space O()-close to Hopf bifurcations of the system. In addition,
while some of the dynamics near the transversal intersection can be inferred
from the fast and slow subsystems, most of the complex behavior exhibited by
system (3.4) is not predicted by the singular limits. This lack of predictive power
is a consequence of the dynamics occurring in an O()-neighborhood of the in-
tersection curve.
This study was motivated by a class of fast-slow biological models where
two critical manifolds transversally intersect along a curve and one of the mani-
folds is generically invariant in the full system. Previous studies of such ecologi-
cal and evolutionarymodels have explored and documented parameter regimes
where complex dynamics like chaos and mixed mode-oscillations can be found
(e.g., Muratori and Rinaldi 1992, Lenbury and Likasiri 1994, Deng and Hines
2003, Ginoux et al. 2005). In all cases, solutions only remain in the vicinity of the
intersection curve for brief periods of time and have the canard-like behavior
seen in figure 3.2. In addition, if equilibria are involved in the dynamics (e.g.
homoclinic orbits, Feo and Rinaldi 1998), the equilibria exist far away from the
intersection curve. Thus, the dynamics in previous studies arise from global
phenomena where solutions pass by the intersection curve as part of global re-
turn.
We have shown that chaotic dynamics also occur in the vicinity of the in-
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tersection curve and these dynamics arise from local bifurcations and phenom-
ena. Numerical continuation calculations presented here show that one chaotic
regime arises as a consequence of the secondary bifurcations of periodic orbits
(figure 3.3 F where λ > 0). Another chaotic regime is observed in regions of
parameter space where invariant manifolds of periodic orbits enter an O()-
neighborhood of the intersection curve (figure 3.6). In phase space, all of these
dynamics occur O()-close to Hopf bifurcations of the equilibrium pD. Thus,
both the Hopf bifurcations and the more complicated bifurcations leading to
chaotic dynamics occur when particular invariant sets and manifolds are O()-
close to the intersection curve.
The proximity of the invariant sets and manifolds to the intersection curve
have important consequences for how onemust study the dynamics of a system
with a transversal intersection of the critical manifold. For a typical fast-slow
system, the behavior of solutions in the singular limits is studied so to gain in-
sight into the dynamics that occur in the full system when  is small. While the
slow flows do yield insight into the behavior of solutions that pass through the
vicinity of the intersection curve (figure 3.2), the singular limits fail to capture
any of the complex behavior that occurs in parameter space O()-close to Hopf
bifurcations of pD. Even the Hopf bifurcations of pD are not captured in the
singular limit. Because all of these bifurcations occur when the equilibria or pe-
riodic orbits are within an O()-neighborhood of the intersection curve, the fast-
slow structure is lost and one must analyze the full three dimensional model in
order to completely understand the behavior of solutions in the vicinity of the
intersection curve.
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APPENDIX A
APPENDIX OF CHAPTER 1
A.1 Equivalence of Predator and Prey Evolution
Here we prove that a predator-preymodel with predator evolution can be trans-
formed into a model with prey evolution by a reversal in time. The general
predator-prey model with predator evolution is
dx
dt
= F(x) −G(x, y, β)
dy
dt
= H(x, y, β) − D(y, β)

dβ
dt
= B(β)Vy−1[Hβ(x, y, β) − Dβ(y, β)].
(A.1.1)
Reversing time, using the substitution τ = −t, yields
dx
dτ
= −F(x) +G(x, y, β)
dy
dτ
= −H(x, y, β) + D(y, β)

dβ
dτ
= B(β)Vy−1
∂
∂β
(−H(x, y, β) + D(y, β)).
(A.1.2)
After the following substitutions,
y¯ = x x¯ = y α = β
F¯ = D G¯ = H H¯ = G
D¯ = F A = B
system (A.1.2) becomes
dx¯
dτ
= F¯(x¯, α) − G¯(x¯, y¯, α)
dy¯
dτ
= H¯(x¯, y¯, α) − D¯(y¯)

dα
dτ
= A(α)V x¯−1
∂
∂α
(F¯(x¯, α) − G¯(x¯, y¯, α))
(A.1.3)
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which is a predator-prey system with prey evolution.
Two points should be noted here. First, the time reversing transformation
switches the stability of all invariant sets. That is, stable (unstable) objects, like
equilibrium points, in system (A.1.1) become unstable (stable) objects in sys-
tem (A.1.3). Second, the existence of a transformation between systems (A.1.1)
and (A.1.3) does not imply that all dynamics observed in the prey evolution
model can be observed in the predator evolution model. D is assumed to be
an increasing function of y and β while F is only assumed to be an increasing
function of α. Since D and F swap roles after the transformation, in order for
the systems to be equivalent F would have be assumed to be increasing in x.
Such an assumption does not hold when the prey are assumed to have a lo-
gistic growth function or when an Allee effect is present. Consequently, most
results for the predator evolution case will hold in the prey evolution case with
a change in notation. The opposite will not always be the case.
A.2 Fast-Slow Systems
When   1 ( is positive and much smaller than one), system (1.3) is a fast-
slow dynamical system. The trait is the fast variable and the populations are the
slow variables. In the followingwewill consider two related dynamical systems
where we have set  = 0: one describing the slow dynamics of system (1.3) (the
slow flow) and another describing the fast dynamics of system (1.3) (the fast
flow). These two systems are known as singular limits of the dynamics system.
The dynamics exhibited by these singular limits tell us about the dynamics of
the full system (1.3) when   1.
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Setting  = 0 in system (1.3) yields the slow flow:
dx
dt
= F(x) −G(x, y, β)
dy
dt
= H(x, y, β) − D(y, β)
0 = B(β)Vy−1[Hβ(x, y, β) − Dβ(y, β)].
(A.2.1)
system (A.2.1) is a differential algebraic equation - a differential equation (first
two equations) with an algebraic constraint (third equation). It describes the
population and trait dynamics of system (1.3) when the state variables are con-
strained by the algebraic equation of system (A.2.1). In this limit, the trait dy-
namics respond instantaneously to the dynamics of the population variables.
To derive the fast flow we rewrite our system in terms of the fast time scale,
τ = t/.
dx
dτ
= (F(x) −G(x, y, β))
dy
dτ
= (H(x, y, β) − D(y, β))
dβ
dτ
= B(β)Vy−1[Hβ(x, y, β) − Dβ(y, β)].
(A.2.2)
Setting  = 0 yields the fast flow
dx
dτ
=
dy
dτ
= 0
dβ
dτ
= B(β)Vy−1[Hβ(x, y, β) − Dβ(y, β)].
(A.2.3)
system (A.2.3) describes the dynamics of the trait when the populations are held
constant.
The set of equilibrium points of the fast flow when  = 0 is called the critical
manifold and given by the set of points
C =
{
(x, y, β) : B(β)[Hβ(x, y, β) − Dβ(y, β)] = 0, y > 0
}
. (A.2.4)
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This set has a left, a middle and right branch defined respectively as:
CL = {(x, y, β) : x > 0, y > 0, β = βmin} (A.2.5)
CM =
{
(x, y, β) : Hβ(x, y, β) − Dβ(y, β) = 0, y > 0, β ∈ (βmin, βmax)
}
(A.2.6)
CR = {(x, y, β) : x > 0, y > 0, β = βmax} (A.2.7)
Notice that any equilibrium point of the full system (1.3) must be a point in the
critical manifold. Also notice that the critical manifold is the set of points to
which the slow flow (A.2.1) is constrained by its algebraic equation.
As explained in the main text, the dynamics of system (1.3) can be under-
stood by knowingwhat solutions do near the critical manifold, where they jump
away from it, and where they land near it. The slow flow describes how solu-
tionsmove on the critical manifold, which in turn tells us how solutions near the
critical manifold behave. The fast flow allows us to understand where a solu-
tion will jump away from the critical manifold and where it will approximately
land.
Consider a point ρ on the critical manifold, C. If ρ is a landing point, then
ρ is a stable equilibrium point of the fast flow (A.2.3). If ρ is a jumping point,
then ρ is an unstable equilibrium point of the fast flow. The stability of ρ can
be determined by computing the eigenvalues of the Jacobian at each point. We
are guaranteed that two of the eigenvalues will be zero (because the population
dynamics are constant), the third eigenvalue is
Bβ(ρ)[Hβ(ρ) − Dβ(ρ)] + B(ρ)[Hββ(ρ) − Dββ(ρ)]. (A.2.8)
Negative values tell us that ρ is attracting (stable) in the fast flow and positive
values tell us that ρ is repelling (unstable) in the fast flow. For a point ρ on CM,
ρ is stable when equation (1.9) is satisfied and unstable when (1.10) is satisfied.
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Similarly, a point ρ onCL orCR is attracting when equation (1.11) is satisfied and
repelling when (1.12) is satisfied. Note that due to the function B(β), a trajec-
tory running away from a repelling part of the critical manifold will eventually
approach an attracting part of the critical manifold. Thus a solution that jumps
away from C must land on it somewhere else.
In addition to the dynamics presented in the main text, other phenomena
are observed in fast-slow dynamics system. We briefly point out when such
cases can arise. Points on C satisfying one of the inequalities in equations (1.9)
through (1.12) are said to be normally hyperbolic. Where the critical manifold is
normally hyperbolic, we can use Fenichel theory [Arnold et al., 1995] to piece to-
gether what the dynamics of the full system (1.3) look like from the information
contained in the fast and slow flows. Points where none of the inequalities hold
are non-normally hyperbolic points. Two classes of non-normally hyperbolic
points arise in our model and each allows for a broad spectra of phenomena.
The first class of non-normally hyperbolic points that can arise in our system
satisfies Hββ(ρ)−Dββ(ρ) = 0. These points are known as folds in the fast-slow sys-
tems literature and yield phenomena like canards and mixed mode oscillations.
An example of such a point is the apex of the prey nullcline in figure 1.2. The
other class of non-normally hyperbolic points in our system arises when two
branches of the critical manifold intersect non-tangentially. These points lie on
CL and CR, satisfy Hβ(ρ)−Dβ(ρ) = 0, and are the result of the transverse intersec-
tions of CM with CL or CR. An example is the intersection of the prey nullcline
with the predator axis in figure 1.2. When the trait is repelling, these points also
allow for the existence of canard-like trajectories and relaxation oscillations. For
example, the trajectory in figure 1.2 B does not jump away from the repelling
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region of CL right away and instead follows the flow on the repelling branch for
some time. The distance a particular trajectory will follow the repelling branch
can be determined using variational equations or Pontryagin’s delay of lost sta-
bility (for particular examples Schecter 1985, Deng 2001, Boudjellaba and Sari
2009). A detailed analysis of all possible dynamics that can occur in the vicin-
ity of such points is not currently available in the literature, but it is the focus
of current and future studies (M. H. Cortez and J. Guckenheimer, unpublished
manuscript).
In the main text we focus on systems where either equation (1.9) or equa-
tion (1.10) is always satisfied for all points on CM. This case prevents fold points
from arising. Since CM intersects CL and CR transversally in our system (the in-
tersection of the green plane with the blue and gray planes in figure 1.3), the
second class of non-normally hyperbolic points will always be present. In the
main text we will only consider systems where equilibria are far from the in-
tersections of two branches of the critical manifold. It is possible to construct
systems where these conditions do not hold, but the dynamics that arise near
the intersection curves are beyond the scope of this study.
A.3 Local Stability Analysis
Here we show how adding evolution to a non-evolving ecological system
changes the stability of the ecological dynamics. In particular, we focus on
cases where adding evolution induces cycling in an ecological system at equi-
librium or causes a cycling ecological system to to go equilibrium. To do this
we compare the equilibria of the evolving system and the evolutionarily fixed
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system. In the following, we limit our focus to equilibria on CM that satisfy
equation (1.9). Equilibria that don’t satisfy equation (1.9) behave like saddles
or sources in the full system and do not offer much insight into the effects of
evolution on the local stability of the population dynamics. Also, equilibria on
CL or CR do not change stability when evolution is added to the system because
on those planes β is held constant at either βmin or βmax.
Let p = (x¯, y¯, β¯) be an equilibrium point of model (1.3). Consider the associ-
ated equilibrium point, q = (x¯, y¯), of the non-evolving system
dx
dt
= F(x) −G(x, y, β¯)
dy
dt
= H(x, y, β¯) − D(y, β¯)
(A.3.1)
where β is a parameter fixed at the value β¯. system (A.3.1) represents the popu-
lation dynamics of the full system (1.3) where the predator trait value has been
fixed at the equilibrium trait value β¯. Since system (A.3.1) is a planar vector
field, the stability of the equilibrium point q is completely determined by the
trace and the determinant of the Jacobianmatrix at the equilibrium, respectively
tr(JNE |q) and det(JNE |q). If q is stable, then det(JNE |q) > 0 and tr(JNE |q) < 0. If either
inequality is reversed then qwill be unstable.
We are interested in how the stability of the coexistence equilibrium q
changes as a consequence of adding predator evolution. Recall (see ap-
pendix A.2) that an equilibrium point of system (1.3) must be a point on the
critical manifold and that for small  the dynamics of the full model behave
locally like the dynamics on the critical manifold. Thus, to understand the sta-
bility of a coexistence equilibrium point of the full system (1.3), we look at the
stability of the same equilibrium point when the dynamics are constrained to
the critical manifold. Using the trace and determinant of systems (1.3) and
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(A.3.1) evaluated at their respective equilibrium, we can express the stability
of the equilibrium, p, of the full system in terms of the equilibrium, q, of the
non-evolving system (A.3.1). This will give us an equation that describes the
stability of evolving system in terms of the stability of the evolutionarily fixed
system plus a perturbation. If the perturbation is stabilizing then evolution sta-
bilizes the population dynamics and if the perturbation is destabilizing then
evolution destabilizes the population dynamics. We emphasize here that the
mathematical theory we are using only holds when  << 1, but the results may
hold when  is larger.
In the following, we will only consider equilibria that have positive deter-
minants for both the Jacobian of system (A.3.1) and the Jacobian of system (1.3)
restricted to the critical manifold. Situations where the determinant changes
sign can lead to evolutionarily driven extinction, a topic that has been discussed
elsewhere in the literature [Parvinen, 2005, Webb, 2003].
There are two cases to consider when comparing the local stability of equi-
libria of systems (A.3.1) and (1.3). If the predator per capita consumption and
death rates depend linearly on the same function of y, H(x, y, β) = d(y)h(x, β) and
D(y, β) = d(y)δ(β), then the critical manifold will be constant with respect to y.
That is, a point (x, y, β) is on the critical manifold if and only if (x, y¯, β) is on
the manifold for all positive y¯. An example of such a case is the Rosenzweig-
MacArthur model [Rosenzweig and MacArthur, 1963] where d(y) = y. If the
predator functional responses do not have the same linear dependence on a
function of y or have nonlinear dependences on y then the critical manifold will
vary with y. In the following, we present the relationships between the trace and
determinant of the Jacobian for system (A.3.1) and the Jacobian for system (1.3)
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restricted to CM for both cases.
Before stating the theoremswemake a note about the notation used through-
out the proofs. Let G(x, y, z) be a function where y and z could be functions of
x. We write ∂G/∂x to denote the partial derivative of G with respect to x. We
contrast this with the notation Gx, where we are denoting the partial derivative
of G with respect to its first argument. The following illustrates the difference,
∂G
∂x
= Gx +Gy
∂y
∂x
+Gz
∂z
∂x
.
Often the arguments of G will be independent of each other and the notations
will imply the same result, i.e. ∂G/∂x = Gx. When this is not the case, we will
stick to the above convention.
THEOREM A.1. Assume CM, defined by equation (A.2.6), depends only on x and β.
That is, CM is constant with respect to y. Let p = (x¯, y¯, β¯) be a coexistence equilibrium
point of system (1.3) on CM and assume equation (1.9) is satisfied at p. Let q = (x¯, y¯) be
the associated equilibrium point of the non-evolving system (A.3.1). Let J|p denote the
Jacobian for system (1.3) restricted to CM, evaluated at p and JNE |q denote the Jacobian
for system (A.3.1) evaluated at q. Then the following relations hold between the trace
and determinant of J|p and JNE |q:
det(J|p) = det(JNE |q) + HβxHββ − Dββ [Gβ(Hy − Dy) −GyHβ]
∣∣∣∣∣∣
p
tr(J|p) = tr(JNE |q) + Gβ HβxHββ − Dββ
∣∣∣∣∣∣
p
Proof. Because equation (1.9) is satisfied at p, the implicit function theorem al-
lows us to write β locally as a function of x, β(x). For notational ease in the
following, we will not explicitly denote this dependence of β on x.
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For system (1.3) constrained to the critical manifold, the Jacobian evaluated
at p is
J|p =
 Fx −
∂
∂xG − ∂∂yG
∂
∂xH
∂
∂yH − ∂∂yD

|p
(A.3.2)
By the chain rule, we have that
∂
∂x
G = Gx +Gβ
∂β
∂x
∂
∂x
H = Hx + Hβ
∂β
∂x
.
Using equation (1.9) for CM, we compute the derivatives of α with respect to x
on CM to be
∂β
∂x
= − Hxβ
Hββ − Dββ (A.3.3)
For the equilibrium point q of the evolutionary fixed system (A.3.1) we have
det(JNE |q) = [Fx(x¯) −Gy(x¯, y¯, β¯)][Hy(x¯, y¯, β¯) − Dy(y¯, β¯)]
+Gy(x¯, y¯, β¯)Hx(x¯, y¯, β¯)
= (Fx −Gx)(Hy − Dy) + GyHx
∣∣∣
p
(A.3.4)
tr(JNE |q) = Fx(x¯) −Gx(x¯, y¯, β¯) + Hy(x¯, y¯, β¯) − Dy(y¯, β¯)
= Fx −Gy + Hy − Dy
∣∣∣
p
. (A.3.5)
Evaluating the trace and determinant of J|p and substituting in equations (A.3.3)
through (A.3.5) yields the result. 
THEOREM A.2. Assume CM, defined by equation (A.2.6), depends on x, y and β.
Let p = (x¯, y¯, β¯) be a coexistence equilibrium point of system (1.3) on CM and assume
equation (1.9) is satisfied at p. Let q = (x¯, y¯) be the associated equilibrium point of the
non-evolving system (A.3.1). Let J|p denote the Jacobian for system (1.3) restricted to
CM, evaluated at p and JNE |q denote the Jacobian for system (A.3.1) evaluated at q. Then
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the following relations hold between the trace and determinant of J|p and JNE |q:
det(J|p) = det(JNE |q) − GβHββ − Dββ
∣∣∣∣∣∣∣∣∣
∂y˙
∂x
∂y˙
∂y
∂β˙
∂x
∂β˙
∂y
∣∣∣∣∣∣∣∣∣|p
tr(J|p) = tr(JNE |q) + Gβ HxβHββ − Dββ
∣∣∣∣∣∣
p
Proof. As in the proof of theorem 1, by the implicit function theorem, we can
write β locally as a function of x and y, β(x, y). Using equation (A.2.6) for CM, we
compute the derivatives of βwith respect x and y on CM to be
∂β
∂x
= − Hxβ
Hββ − Dββ (A.3.6)
∂β
∂y
= −Hyβ − Dyβ
Hββ − Dββ (A.3.7)
The trace and determinant of JNE are given in equations (A.3.4) and (A.3.5) in the
proof of theorem A.1. Evaluating the trace and determinant of J|p and applying
the chain rule as in the proof of theorem A.1 yields the result. 
A.4 Trade-Off Curves
In this section we will work with system (1.3) under the assumption that the
functions H and D factor into two components, one that is a function of x and y,
and another that is just a function of β. Our system then looks like
dx
dt
= F(x) −G(x, y, β)
dy
dt
= h(x, y)η(β) − d(y)δ(β)

dβ
dt
= B(β)Vy−1[h(x, y)ηβ(β) − d(y)δβ(β)].
(A.4.1)
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Our trade-off curve is given by δ(η). With an abuse in notation, this is δ(η) =
δ(β−1(η)), where β−1(η) is the inverse function of η(β). Note that H and D are as-
sumed to be strictly increasing functions of β. Thus, δ and η are also increasing
functions of β, and β−1 is well defined. Since compositions of increasing func-
tions are also increasing functions, δ(η) is an increasing function η. Throughout
this section δ(β) will define the piece of the functional response D and δ(η) will
denote the trade-off curve.
Recall (after substitution) that the trait dynamics are stable at a point (x, y, β)
on CM if
h(x, y)ηββ(α) − d(y)δββ(β) < 0
and unstable if
h(x, y)ηββ(β) − d(y)δββ(β) > 0.
In the following two theorems we relate the stability of the trait dynamics on
CM to the curvature of the trade-off curve, δ(η).
THEOREM A.3. Let ρ = (x, y, β) be a point on CM. The trade-off curve, δ(η), is
concave up if and only if trait dynamics are stable at ρ. That is, δηη(η) > 0 if and only if
h(x, y)ηββ(β) − d(y)δββ(β) < 0.
Proof. Let ρ = (x, y, β) ∈ CM. We first derive some useful equalities. By the chain
rule we compute δβ(β) = ∂∂βδ(η) = δη(η)ηβ(β) or after rearrangement
δη(η) = δβ(β)/ηβ(β). (A.4.2)
Since ρ ∈ CM and satisfies h(x, y)ηβ(β) − d(y)δβ(β) = 0, using equation (A.4.2) we
have that
δη(η) =
δβ(β)
ηβ(β)
=
h(x, y)
d(y)
. (A.4.3)
111
Finally, using the chain rule twice we have δββ(β) =
∂2δ(η)
∂β2
= δηη(η)(ηβ(β))2 +
δη(η)ηββ(β), which after rearrangement yields
δηη(η) =
δββ(β) − δη(η)ηββ(β)
(ηβ)2
. (A.4.4)
To prove our result, observe that by equation (A.4.4), δηη(η) > 0 if and only
if δββ(β) − δη(η)ηββ > 0. By equation (A.4.3) this holds if and only if δββ(β) −
h(x,y)
d(y) ηββ(β) > 0. Since d(y) > 0 is assumed, the desired result is obtained after
rearrangement. 
THEOREM A.4. Let ρ = (x, y, β) be a point on CM. The trade-off curve, δ(η), is
concave down if and only if trait dynamics are unstable at ρ. That is, δηη(η(β)) =
δηη(η) < 0 if and only if h(x, y)ηββ(β) − d(y)δββ(β) > 0.
Proof. Let ρ = (x, y, β) ∈ CM. By equation (A.4.4), δηη(η) < 0 if and only if δββ(β) −
δη(η)ηββ(β) < 0. Since ρ is a point on the critical manifold, this holds if and only if
δββ(β) − h(x,y)d(y) ηββ(β) < 0 by equation (A.4.3). Since d(y) > 0 is assumed, the desired
result is obtained after rearrangement. 
A.5 Boundary Plane Projections
In this section we prove results presented in Section 1.4.3 about repelling traits.
We will use the following notation throughout this section. Primes will de-
note the derivative of a variable with respect to time, i.e. y′ = dy/dt. pmin =
(xmin, ymin, βmin) and pmax = (xmax, ymax, βmax)will denote the stable coexistence equi-
libria of the βmin- and βmax-planes, respectively. (pmin and pmax are the equilibria
of system (A.3.1) with β = βmin or βmax.) The sets Φmin = {(x, φmin(x))} and Φmax =
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{(x, φmax(x))} define the predator nullclines (where y−1y′ = 0) on the βmin- and βmax-
planes, respectively. We assume that φmin and φmax are single-valued functions
of x (but see theorem A.6). Finally, as a short hand notation, we will denote
differences of functions like the following, H(x, y, β) − D(y, β) = (H − D)(x, y, β).
The organization of this section follows. The first theorem defines a neces-
sary condition for a repelling trait to yield oscillation in the trait. That is, if the
condition is not met, then all solutions converge to states where evolution no
longer occurs. The rest of the theorems are concerned with defining conditions
under which the set ups in figures 1.6 B,1.6 C, and 1.6 D can or cannot occur.
Most of the conditions are defined in terms of the shapes and intersections of the
predator nullclines, φmin and φmax. theorem A.8 relates some of those conditions
to systems with the factorization given in system (A.4.1). Finally, theorem A.12
proves that only the set up in figure 1.6 D can occur when one of two equilibria
is an extinction equilibrium.
The first theorem proves that Hxβ < 0 necessarily implies that evolution will
cease in the system. We expect that for most biological systems, Hxβ will have
a constant sign. Biologically this means that increased investment in the trait
is always more or less rewarding (depending on the sign of Hxβ) when prey
density increases, regardless of howmany prey there are. Because of this result,
throughout this section we will assume Hxβ > 0.
THEOREM A.5. If Hxβ < 0 then a repelling trait guarantees that any solution will
converge to a non-evolving solution.
Proof. Let Hxβ < 0. Since H describes the growth of the predator due to consum-
ing the prey, H(0, y, β) = 0 for all y and β. Thus, Hβ(0, y, β) = 0 for all y and β. Since
D is an increasing function of β and D(0, y, β) ≥ 0, (Hβ − Dβ)(0, y, β) ≤ 0 for any
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y, β ≥ 0. Hxβ ≤ 0 implies that (Hβ−Dβ)(x, y, β) ≤ 0 for any x ≥ 0. Thus βmin-plane is
normally hyperbolic and attracting while the βmax-plane is normally hyperbolic
and repelling. Any solution with an initial condition on the βmax-plane will stay
there for all time, but any other solutions with generic initial conditions will
converge to some solution set on the βmin-plane. 
Note that generic initial conditions in our system are any initial conditions
that do not start on a limiting set that is already on the critical manifold. In
particular, they do no include equilibria or periodic orbits on CM (which in the
above case would be repelling in the β-direction).
The next two theorems define two cases where having an equilibrium in
each boundary plane results in every solution converging to an evolutionary
fixed solution. That is, if the hypotheses of either theorem hold, then at least
one equilibrium is a sink in three dimensions and relaxation oscillation are not
possible. The first theorem deals with systems where the predator nullclines of
the βmin- and βmax- planes are vertical lines in the x, y-plane (e.g. a Rosenzweig-
MacArthur model with evolution). The second theorem deals with systems
where the predator nullclines, φmin and φmax, do not cross in the x, y-plane. Note
that for the relaxation oscillations in figures (1.6) B, C, and D to arise, we need
(Hβ − Dβ)(xmin, ymin, β) > 0 and (Hβ − Dβ)(xmax, ymax, β) < 0 for all β ∈ [βmin, βmax].
THEOREM A.6. Assume that the predator nullclines of the βmin- and βmax-planes are
the vertical lines x = xmin and x = xmax, respectively. Assume that each boundary plane
has one globally stable coexistence equilibrium, pmin and pmax respectively. Then one of
the equilibria is a sink in three dimensions.
Proof. If the predator nullclines of the two planes are vertical lines in the x, y-
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plane, then the predator equation of system (1.3) must factor as y′(x, y, β) =
k(y)(h(x, β) − d(β)). Consequently, the sign of y−1(Hβ − Dβ) does not depend on
y as well. Note that the sign of y−1(Hβ − Dβ) determines if a point on the βmin- or
βmax-plane is repelling.
We will prove the theorem by considering two cases. In the first case assume
xmin < xmax and that pmin and pmax are repelling. Since Hxβ > 0 and D does not
depend on x, for x1 < x2 and any y and β, (Hβ − Dβ)(x1, y, β) < (Hβ − Dβ)(x2, y, β).
By definition, pmax being repelling implies that (Hβ − Dβ)(pmax) < 0. Since xmin <
xmax, (Hβ − Dβ)(pmax) < 0 tells us (Hβ − Dβ)(xmin, ymax, βmax) < 0. This yields (Hβ −
Dβ)(xmin, ymax, βmin) < 0 because the trait is repelling. Since the sign of y−1(Hβ −Dβ)
does not depend on the value of y, (Hβ − Dβ)(xmin, ymax, βmin) < 0 implies that
y−1(Hβ − Dβ)(pmin) < 0. This means pmin is not repelling and we have reached a
contradiction.
Now assume xmin > xmax. Then y′(xmin, ymax, βmin) = 0 implies that
y′(xmax, ymax, βmin) < 0. In order to get y′(xmax, ymax, βmax) = 0 we must have some
β∗ such that y′(xmax, ymax, β∗) > 0. Since the trait is repelling, y′(xmax, ymax, β∗) > 0
implies that y′(xmax, ymax, β) > 0 for all β > β∗. Hence the βmax equilibrium is a sink
in three dimensions. 
THEOREM A.7. Assume for all x , 0 that φmin(x) , φmax(x). Assume that each
boundary plane has one globally (in the plane) stable coexistence equilibrium. Then one
of the equilibria is a sink in three dimensions.
Proof. Assume φmin(x) > φmax(x) for all x. Choose an x∗ such that x∗ > xmin and
ymin > φmax(x∗). Note that such an x∗ must always exist since φmin(x) > φmax(x)
for all x. Since H is an increasing function of x, D does not depend on x, and
xmin < x∗, we have that 0 = y′(xmin, ymax, βmin) < y′(x∗, ymin, βmin). By construction the
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point (x∗, ymin) is above the predator nullcline φmax(x). Thus, y′(x∗, ymin, βmax) < 0.
To have both 0 < y′(x∗, ymin, βmin) and 0 = y′(x∗, ymin, βmax) hold, there must exist
some value β¯ ∈ [βmin, βmax] such that (Hβ − Dβ)(x∗, ymin, β¯) < 0. We know Dxβ = 0
and from theorem A.5 we know that Hxβ > 0. Thus, (Hβ − Dβ)(x∗, ymin, β¯) < 0 and
xmin < x∗ imply that (Hβ − Dβ)(xmin, ymin, β¯) < 0. Since the trait is repelling and
β¯ ≥ βmin, we must have that (Hβ − Dβ)(xmin, ymin, βmin) < 0. Hence pmin is a sink in
three dimensions.
For the second half of the proof we assume φmin(x) < φmax(x) for all x. Choose
an x∗ such that φmin(x∗) < ymax and x∗ > xmax. Note that such an x∗ always exists
because φmin(x) < φmax(x). By construction, (x∗, ymax) is above the βmin-plane preda-
tor nullcline, φmin(x). Thus, y′(x∗, ymax, βmin) < 0. Since H is an increasing function
of x, D does not depend on x, and x∗ > xmax, we have that 0 > y′(x∗, ymax, βmin) >
y′(xmax, ymax, βmin). To have both y′(pmax) = 0 and y′(xmax, ymax, βmin) < 0, there must
exist β¯ ∈ [βmin, βmax] such that (Hβ−Dβ)(xmax, ymax, β¯) > 0. Since the trait is repelling
and βmax > β¯, we must have that (Hβ − Dβ)(xmax, ymax, βmax) > 0. Hence, pmax is a
sink in three dimensions. 
Theorem A.7 is of particular interest because the predator nullclines either
do not cross or agree at every point when the functions H and D factor as in
system (A.4.1). In either case, one of the equilibria must be a sink in three di-
mensions. That is, when the H and D factor, having an equilibrium in each
boundary plane will not yield solutions where the trait oscillates. All solutions
converge to the βmin- or βmax-plane.
THEOREM A.8. Assume the predator response functions factor as H(x, y, β) =
h(x, y)η(β) and D(y, β) = d(y)δ(β). Assume that each boundary plane has one glob-
ally (in the plane) stable coexistence equilibrium. Then one of the equilibria is a sink in
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three dimensions.
Proof. When the functions H and D factor, the predator nullclines of the βmin-
and βmax-planes can be equivalently defined as the set of points
Φmin =
{
(x, y) :
d(y)
h(x, y)
=
η(βmin)
δ(βmin)
}
(A.5.1)
Φmax =
{
(x, y) :
d(y)
h(x, y)
=
η(βmax)
δ(βmax)
}
. (A.5.2)
We define the sets of points where Hβ(x, y, βmin) − Dβ(y, βmin) = 0 as
Ψmin =
{
(x, y) :
d(y)
h(x, y)
=
η′(βmin)
δ′(βmin)
}
= {(x, ψmin(x))} (A.5.3)
where the primes in η′ and δ′ denotes a derivative with respect to β. Similarly,
the set of points where Hβ(x, y, βmax) − Dβ(y, βmax) = 0 is defined as
Ψmax =
{
(x, y) :
d(y)
h(x, y)
=
η′(βmax)
δ′(βmax)
}
= {(x, ψmax(x))} . (A.5.4)
The following Lemma tells us that Φmin and Φmax either do not cross or they
agree at every point. That is, the predator nullclines, φmin and φmax, either do not
intersect or are the same.
LEMMA A.9. Assume H and D factor as in the statement of the theorem. Given any
two of the functions φmin, φmax, ψmin, and ψmax, the functions either do not cross at any
point or agree at every point.
Proof. As an example consider φmin and ψmin. Either η(βmin)/δ(βmin) =
η′(βmin)/δ′(βmin) or η(βmin)/δ(βmin) , η′(βmin)/δ′(βmin). Thus, φmin and ψmin either do
not cross or they agree at every point. The same argument holds for any other
choice of functions. 
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If the nullclines do not intersect, then theorem A.7 tells us that one equilib-
rium is a sink. Let us assume then that the two nullcline agree at every point.
Since the trait is repelling and h is an increasing function of x, ψmin(x) < ψmax for
all nonzero values of x. In order for the βmin-plane equilibrium to be repelling
we need (hη′ − dδ′)(pmin) > 0 = (hη − dδ)(pmin). Lemma A.9 tells us that this can
only happen if φmin < ψmin for all x. Similarly, for the βmax-plane to be repelling
we need φmax > φmax for all x. Since ψmin < ψmax, these two conditions cannot be
met at the same time. Hence, one of the equilibria must be attracting. 
Figure 1.6 C shows that predator evolution can yield cryptic dynamics where
the prey population cycles but the predator population does not. The next the-
orem proves why predator evolution cannot yield the opposite case - cryptic
dynamics where the predator oscillates and the prey does not.
THEOREM A.10. Assume pmin is a stable equilibrium in the βmin-plane and repelling
in the β-direction. Also assume pmax is a stable equilibrium in the βmax-plane and re-
pelling in the β-direction. Then xmin , xmax.
Proof. By way of contradiction, assume xmin = xmax. Let the sets Ψmin =
{(x, ψmin(x))} and Ψmax = {(x, ψmax(x))} define the points where (Hβ−Dβ)(y, βmin) = 0
and (Hβ − Dβ)(y, βmax) = 0, respectively. Note that Hxβ > 0 and Dxβ = 0 implies
that ψmin and ψmax are increasing functions of x.
By assumption,
Hβ(xmin, ymin, β) − Dβ(xmin, ymin, β) > 0 (A.5.5)
Hβ(xmax, ymax, β) − Dβ(xmax, ymax, β) < 0 (A.5.6)
for all β ∈ [βmin, βmax]. Since (H − D)(xmin, ymin, βmin) = 0 and ψmin is an increas-
ing function of x, equation (A.5.5) implies that (xmin, ymin) is above ψmin. That
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is, φmin(xmin) < ψmin(xmin). Similarly, (H − D)(xmax, ymax, βmax) = 0 and equa-
tion (A.5.6) together imply that φmax(xmax) > ψmax(xmax). Finally, since the trait
is repelling, ψmin(x) < ψmax(x) for all x. Combining these inequalities yields
φmin(xmin) < ψmin(xmin) < ψmax(xmin) < φmax(xmin). Since (H − D)(xmax, ymax, βmax) = 0,
equation (A.5.5) implies that (H − D)(xmax, ymax, βmin) > 0. For this to be the case,
we would need ymax < ymin. This is equivalent to requiring φmax(xmin) < φmin(xmin),
which contradicts φmin(xmin) < φmax(xmin) in the string of inequalities above.
Hence, xmin , xmax must be true. 
When each boundary plane has only a single coexistence equilibrium, if the
prey does not interfere with the predator, then H will be an increasing function
of x and only the set up in figure 1.6 B will be possible. The following theorem
proves this result. This tells us that in order for predator evolution to yield
oscillations given by figures 1.6 B and 1.6 C, the prey must interfere with the
predator’s ability to capture prey when the prey are at high densities.
THEOREMA.11. Assume H is an increasing function of x. Assume that each bound-
ary plane has one globally stable coexistence equilibrium, pmin and pmax, respectively.
Then for the boundary equilibria pmin and pmax, either (1) xmin < xmax and ymin < ymax or
(2) xmin > xmax and ymin > ymax.
Proof. Assume xmax < xmin. By theorem A.7 there must exist at least one value of
x such that φmin(x) = φmax(x). Furthermore, at least one of these values must fall
between xmax and xmin. If not, then the argument presented in theorem A.10 can
be extended to prove that one of the equilibria is not repelling in the β-direction.
Let
Ω = {x : φmin(x) = φmax(x), xmax < x < xmin} (A.5.7)
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denote the set of such values between xmax and xmin. Let ωmin and ωmax be the
minimum and maximum values of Ω. Since H being an increasing function of x
implies φmin and φmax are as well, we have the following inequalities
ymin = φmin(xmin) > φmin(ωmax)
≥ φmin(ωmin)
= φmax(ωmin)
> φmax(xmax) = ymax.
The proof for the case where xmax > xmin is nearly identical. 
In our final theorem, we now assume that one of the stable equilibria is not
a coexistence equilibria. That is, one of the stable equilibria in the boundary
planes is one in which the predator goes extinct. The following theorem shows
that the only dynamics that can result are like those in figure 1.6 D.
THEOREMA.12. (1) Assume (xmin, 0, βmin) is the globally stable equilibria of the βmin-
plane and pmax = (xmax, ymax, βmax) is the globally stable coexistence equilibria of the
βmax-plane. Assume both equilibria are unstable in the β-direction. Then xmax < xmin.
(2) Assume (xmin, 0, βmax) is the globally stable equilibria of the βmax-plane and pmin =
(xmin, ymin, βmin) is the globally stable coexistence equilibria of the βmin-plane. Assume
both equilibria are unstable in the β-direction. Then xmin < xmax.
Proof. We will only prove part (1) of the statement since the proof of part (2)
is similar. Let the sets Υmin = {(x, υmin(x))} and Υmax = {(x, υmax(x))} define the
prey nullclines (where x−1x′ = 0) on the βmin- and βmax-planes, respectively.
Since G(x, 0, β) = 0 for all x and β, υmin(xmin) = υmax(xmin) = 0. In addition,
υmin(x), υmax(x) < 0 for all x > xmin. Since pmax must be on the βmax-plane prey
nullcline and υ(xmax) = ymax > 0, we have xmax < xmin. 
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A.6 Predator-Prey Model with Prey Evolution
Due to the time reversal property proved in appendix A.1, only slight modifi-
cations of the material presented above are needed to understand the effects of
fast prey evolution. Here we present the results for that case. Most proofs are
omitted since they differ from previous proofs only by changes in notation and
slight differences in algebraic manipulation.
Our general model with prey evolution is
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)

dα
dt
= A(α)V
∂
∂α
[
1
x
dx
dt
] (A.6.1)
where all terms are interpreted as in system (1.3) except that α is now the prey
trait. We will assume throughout that G and H are strictly increasing functions
of x, y, and α and have continuous mixed second derivatives. Similarly, we
assume F is a strictly increasing function of α.
The critical manifold for system (A.6.1) is given by
C = {(x, y, α) : A(α)[Fα(x, α) −Gα(x, y, α)] = 0, x > 0} . (A.6.2)
This two dimensional surface has three branches defined as
CL = {(x, y, α) : x > 0, y > 0, α = αmin} (A.6.3)
CM = {(x, y, α) : A(α)[Fα(x, α) −Gα(x, y, α)] = 0, x > 0, α ∈ (αmin, αmax)} (A.6.4)
CR = {(x, y, α) : x > 0, y > 0, α = αmax} . (A.6.5)
Following the work in appendix A.3, the trait dynamics of the prey are tracking
(stable) at a point ρ ∈ CM if
Fαα(ρ) −Gαα(ρ) < 0 (A.6.6)
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and repelling (unstable) if
Fαα(ρ) −Gαα(ρ) > 0. (A.6.7)
Similarly, with an abuse of notation, points ρ on CL or CR have stable trait dy-
namics if
Aα(ρ)[Fα(ρ) −Gα(ρ)] < 0 (A.6.8)
and have unstable trait dynamics if
Aα(ρ)[Fα(ρ) −Gα(ρ)] > 0. (A.6.9)
We define a tracking prey trait to be one that satisfies equation (A.6.6) for all
points on CM. Similarly, we define a repelling prey trait to be one that satisfies
equation (A.6.7) for all points on CM.
A.6.1 Local Stability Analysis
Let p = (x¯, y¯, α¯) be an equilibrium point of system (A.6.1) on the middle branch
of the critical manifold, CM. As in appendix A.3, we are interested in how evo-
lution affects the stability of the corresponding equilibrium point q = (x¯, y¯) of
the non-evolving system
dx
dt
= F(x, α¯) −G(x, y, α¯)
dy
dt
= H(x, y, α¯) − D(y).
(A.6.10)
Recall that an equilibrium point of the full systemmust be a point on the critical
manifold and that for small , the dynamics of the full system will locally look
like the dynamics restricted to the critical manifold. As in appendix A.3, we will
use this to express the stability conditions of p in terms of the stability conditions
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of q. The following theorems are the prey evolution analogs of theoremsA.1 and
A.2, respectively. The proofs of the results are essentially the same as the proofs
of theorems A.1 and A.2.
THEOREM A.13. Assume CM, defined by equation (A.6.4), depends only on y and
α. That is, CM is constant with respect to x. Let p = (x¯, y¯, α¯) be a coexistence equilib-
rium point of system (A.6.1) on CM and assume equation (A.6.6) is satisfied at p. Let
q = (x¯, y¯) be the associated equilibrium point of the non-evolving system (A.6.10). Let
J|p denote the Jacobian for system (A.6.1) restricted to CM, evaluated at p and JNE |q de-
note the Jacobian for system (A.6.10) evaluated at q. Then the following relations hold
between the trace and determinant of J|p and JNE |q:
det(J|p) = det(JNE |q) + GyαFαα −Gαα [Hα(Fx −Gx) − HxGα]|p
tr(J|p) = tr(JNE |q) + Hα GyαFαα −Gαα
∣∣∣∣∣
p
THEOREM A.14. Assume CM, defined by equation (A.6.4), depends on x, y, and α.
Let p = (x¯, y¯, α¯) be a coexistence equilibrium point of system (A.6.1) on CM and assume
equation (A.6.6) is satisfied at p. Let q = (x¯, y¯) be the associated equilibrium point of the
non-evolving system (A.6.10). Let J|p denote the Jacobian for system (A.6.1) restricted
to C, evaluated at p and JNE |q denote the Jacobian for system (A.6.10) evaluated at q.
Then the following relations hold between the trace and determinant of J|p and JNE |q:
det(J|p) = det(JNE |q) − HαFαα −Gαα
∣∣∣∣∣∣∣∣∣
∂x˙
∂x
∂x˙
∂y
∂α˙
∂x
∂α˙
∂y
∣∣∣∣∣∣∣∣∣|p
tr(J|p) = tr(JNE |q) + Hα GyαFαα −Gαα
∣∣∣∣∣
p
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A.6.2 Trade-off Curves
Now assume that the proportional effect of the prey trait on the prey growth
and death rates is density independent. This yields a trade-off curve between
the proportional increase of the prey recruitment and proportional increase in
vulnerability to predation. Mathematically, we assume the functions F and G
factor into a population dependent component and a trait dependent compo-
nent
F(y, α) = f (x)ζ(α)
G(x, y, α) = g(x, y)γ(α).
(A.6.11)
After substitution, system (A.6.1) simplifies to
dx
dt
= f (x)ζ(α) − g(x, y)γ(α)
dy
dt
= H(x, y, α) − D(y)

dα
dt
= A(α)Vx−1[ f (x)ζα(α) − g(x, y)γα(α)].
(A.6.12)
Note that ζ and γ are strictly decreasing functions of α. Hence, with an abuse of
notation, we define our trade-off curve for the prey trait to be γ(ζ) = γ(α−1(ζ)),
where α−1(ζ) is the inverse function of ζ(α). Throughout this section, γ(α) will
define the piece of the functional response and γ(ζ) will denote the trade-off
curve. Note that the prey trade-off curve γ(ζ) and the predator trade-off curve
δ(η) are both written such that the function associated with the death rate (G and
γ for prey, D and δ for predator) is a function of the function associated with the
growth rate (F and ζ for prey, H and η for predator).
Aswith the predator trait trade-off curve, the concavity of the trade-off curve
determines the stability of the trait dynamics. To summarize the following theo-
rem, for a value α ∈ (αmin, αmax), if γ(ζ) is concave up, then the trait dynamics are
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tracking at α and if γ(ζ) is concave down, then the trait dynamics are repelling
at α. The proof of the theorem follows the proofs of theorems A.3 and A.4.
THEOREM A.15. Let ρ = (x, y, α) be a point on CM.
(1) The trade-off curve, γ(ζ) = γ(ζ(α)), is concave up if and only if trait dynamics are
stable at ρ. That is, γζζ(ζ) > 0 if and only if f (x)ζαα(α) − g(x, y)γαα(α) < 0.
(2) The trade-off curve, γ(ζ) = γ(ζ(α)), is concave down if and only if trait dynamics
are unstable at ρ. That is, γζζ(ζ) < 0 if and only if f (x)ζαα(α) − g(x, y)γαα(α) > 0.
A.6.3 Boundary Plane Projections
In this section we present theorems similar to those in section A.5. Since the
proofs are identical to those in section A.5wewill only give the statements of the
theorems and an intuitive summary of the results. Throughout we will assume
the prey trait is repelling. We will also use the following notation throughout
this section. Primes will denote the derivative of a variable with respect to time,
i.e. x′ = dx/dt = F − G. pmin = (xmin, ymin, αmin) and pmax = (xmax, ymax, αmax) will
denote the stable coexistence equilibria of the αmin- and αmax-planes, respectively.
The sets Υmin = {(x, υmin(x))} and Υmax = {(x, υmax(x))} define the prey nullclines
(where x−1x′ = 0) on the αmin- and αmax-planes, respectively. We assume that υmin
and υmax are functions. Finally, we will use the following short hand, F(x, α) −
G(x, y, α) = (F −G)(x, y, α).
The organization of this section mimics that of section A.5. The first theo-
rem defines a necessary condition for a repelling trait to yield oscillation in the
trait. That is, the if the condition is not met, then all solutions converge to states
where evolution no longer occurs. The rest of the theorems are concerned with
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defining conditions under which the set ups in figures 1.8 B,1.8 C, and 1.8 D
can or cannot occur. Most of the conditions are defined in terms of the shapes
and intersections of the prey nullclines, υmin and υmax. theorem A.18 relates some
of those conditions to systems with the factorization given in system (A.6.12).
Finally, theorem A.20 mathematically states that only the set up in figure 1.8 D
can occur when one of two equilibria is an extinction equilibrium.
The first theorem proves thatGyα > 0 is necessary in order to have relaxation
oscillations (i.e. oscillations in the trait) when the trait is repelling. Because of
this result, we will assume Gyα > 0 throughout this section.
THEOREM A.16. If Gyα < 0 then a repelling trait guarantees that solutions with
generic initial conditions will converge to a non-evolving solution.
The next theorem defines a case where having an equilibrium point in
each boundary plane guarantees that every solution will converge to an evo-
lutionary fixed solution. In this case, the prey nullclines, υmin and υmax, do
not cross in the x, y-plane. Note that for the relaxation oscillations we need
(Fα −Gα)(xmin, ymin, α) > 0 and (Fα −Gα)(xmax, ymax, α) < 0 for all α ∈ [αmin, αmax].
THEOREM A.17. Assume for all x , 0 that υmin(x) , υmax(x). Assume that each
boundary plane has one globally (in the two dimensional plane) stable coexistence equi-
librium. Then one of the equilibria is a sink in three dimensions.
Theorem A.17 is of particular interest because the prey nullclines do not
cross when the functions F and G factor as in system (A.6.12).
THEOREM A.18. If the prey response functions factor as F(x, α) = f (x)ζ(α) and
G(x, y, α) = g(x, y)γ(α) and the αmin-plane equilibrium is repelling in the α-direction,
then the prey nullclines of the αmin- and αmax-planes do not cross.
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As with predator evolution, it is impossible to get cryptic cycles where the
predator is cycling and the prey is constant when there is a coexistence equi-
librium on each boundary plane. Note that both types of cryptic dynamics are
present in figure 1.8 because one equilibrium is an extinction equilibrium in fig-
ure 1.8 E.
THEOREM A.19. Assume pmin is a stable coexistence equilibrium in the αmin-plane
and repelling in the α-direction. Also assume pmax is a stable coexistence equilibrium in
the αmax-plane and repelling in the α-direction. Then xmin , xmax.
If one of the equilibria is not a coexistence equilibrium, then in order to have
relaxation oscillations that equilibria must be in the αmin-plane. The following
theorem is the mathematical statement of that result.
THEOREM A.20. For any x and α, Fα(x, α) −Gα(x, 0, α) > 0.
A.7 Phase Relations with Tracking Traits
Ecological dynamicswith a predator lag greater than a quarter of the period, like
those seen in figure 1.1 C, are easily generated with a repelling trait. These dy-
namics arise not from local phenomena like periodic orbits generated through a
Hopf bifurcation, but instead from global dynamics known as relaxation oscilla-
tions. As shown in Bulmer [1975], such dynamics cannot be generated by local
bifurcation conditions in a predator-prey system without evolution. That is, a
Hopf bifurcation in a predator-prey system cannot give rise to ecological oscil-
lations where the predator lags behind the prey by more than a quarter of the
period of the oscillations. In this section we derive under what conditions track-
ing traits can yield ecological oscillations with a lag greater than a quarter of the
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period. This demonstrates that evolution can produce ecological dynamics im-
possible in non-evolving systems through both local and global mechanisms.
We first review some results from Bulmer [1975]. Consider the non-evolving
predator-prey system (A.3.1). Let J be the linearization of the system about a
coexistence equilibrium point, p = (x¯, y¯).
J|p =
 Fx −Gx −GyHx Hy − Dy

|p
(A.7.1)
Assume the prey population oscillations about p are given by
x − x¯ = A sin(2piωt) (A.7.2)
where A is amplitude and ω is the frequency of the oscillations. Then the lin-
earized predator equation is
dy
dt
= HxA sin(2piωt) + (Hy − Dy)(y − y¯). (A.7.3)
Since Fx −Gx > 0 is expected, the lag between the two species is given by
L =
1
2piω
[
pi
2
+ arctan
(
Hy − Dy
2piω
)]
. (A.7.4)
It is expected that Hy − Dy ≤ 0, thus L ∈ (0, 1/(4ω)] [Bulmer, 1975]. That is, in a
non-evolving predator-prey system, the predator will have a lag of a quarter of
the period or less.
Now consider the predator-prey system with predator evolution (1.3). Let
p = (x¯, y¯, β¯) be a coexistence equilibrium of the system onCM. As in appendix A.3
we will compare the non-evolving system (A.3.1) to the evolving system re-
stricted to the critical manifold. The following theorem proves that the lag in
the non-evolving model is the same as that in the model restricted to the critical
manifold with a tracking predator trait.
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THEOREM A.21. Let p = (x¯, y¯, β¯) be a coexistence equilibrium of system (1.3) on
CM. Assume Hββ(p) − Dββ(p) < 0. Let q = (x¯, y¯) be the associated equilibrium point
of the non-evolving system (A.3.1). Then the lag, Lpred, between the predator and prey
oscillations in system (1.3) restricted to CM is given by equation (A.7.4).
Proof. Let JCM |p denote the Jacobian for system (1.3) restricted to CM and evalu-
ated at p. Let JNE |q denote the Jacobian for system (A.3.1) evaluated at q. Fol-
lowing the proof in theorem A.2 of section A.3 and recalling that Hβ −Dβ = 0 on
the critical manifold, JCM |p is given by
J|p =
 Fx −Gx +
GβHxβ
Hββ−Dββ −Gy −Gβ
Hyβ−Dyβ
Hββ−Dββ
Hx Hy − Dy

|p
. (A.7.5)
Following the derivation in Bulmer [1975], the lag between the predator and
prey oscillations when the predator is evolving is given by
Lpred =
1
2piω
[
pi
2
± arctan
(
Hy − Dy
2piω
)]
(A.7.6)
where ω is the frequency of the oscillations and the sign of ± is given by the sign
of Hx.
Note that we need a complex pair of eigenvalues with positive real part in
our linearization (A.7.5) in order to get cycling of the dynamics. A general ma-
trix
M =
 M1 M2M3 M4
 , (A.7.7)
has a complex pair of eigenvalues with nonnegative real part only if M1+M2 ≥ 0
and M2M3 < 0. Since we assume −Gy − Gβ(Hyβ − Dyβ)/(Hββ − Dββ) < 0 (more
predators are bad for the prey) and Hy − Dy < 0 [Bulmer, 1975], in order to
generate cycles we must have Fx −Gx +GβHxβ/(Hββ − Dββ) > 0 and Hx > 0. This
implies that sign of ± in equation (A.7.6) is in fact positive and Lpred = L. 
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We now focus our attention on a predator-prey system with prey evolution
(A.6.1). Let p = (x¯, y¯, α¯) be a coexistence equilibrium on CM. Following the
same proof as above, we have the following theorem about the effects of prey
evolution on the phase relations of the two species.
THEOREM A.22. Let p = (x¯, y¯, α¯) be a coexistence equilibrium of system (A.6.1) on
CM. Assume Fαα(p) − Gαα(p) < 0. Then the lag, Lprey, between the predator and prey
oscillations in system (A.6.1) restricted to CM is given by
Lprey =
1
2piω
[
pi
2
+ arctan
(
Hy − Dy
2piω
+
1
2piω
HαGyα
Fαα −Gαα
)]
. (A.7.8)
A.8 Figure Equations and Parameters
In the following we present the models used to generate the figures presented in
this study. When β is used for the trait, the model has the predator evolving and
when α is used for the trait, the model has the prey evolving. Unless otherwise
stated we set B(β) = β(1 − β), A(α) = α(1 − α), V = 1, and  = 0.1. Also, all
traits have been rescaled (non-dimensionalized) such that the minimum value
corresponds to 0 and the maximum value corresponds to either 1 or 2.
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figure 1.1
The model for figure 1.1 follows from Jones and Ellner [2007].
F = m(1 − x − y)
[
(1 − α)x
k1 + 1 − x − y +
αx
k2 + 1 − x − y
]
− x
G =
y(p1x + y)g
kb + p1x + y
H =
y(p1x + y)g
kb + p1x + y
D = y
where k1 = 0.108, k2 = 0.054, δ = 1.25, m = 3.3/δ, g = 2.55/δ, kb = 0.25, and
p1 = 0.05.  is 1, 0.2 and 0.1 in subplots A, B and C, respectively.
figure 1.3
For figure 1.3 A
F = x(r − kx)
G =
xy(bβ + c)
1 + x
H =
xy(bβ + c)
1 + x
D = aβ4 + d
where B(β) = β(2 − β), a = 0.1, b = 3, c = 0.5, d = 0.5, k = 0.1, and r = 1.6.
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For figure 1.3 B
F = x(α + r − kx)
G =
xy(aα2 + bα + c)
1 + x
H =
xy(aα2 + bα + c)
1 + x
D = dy
where a = −0.1, b = 3, c = 1, d = 2.8, k = 1 and r = 10.
figure 1.4
For figures 1.4 A and B
F = x(r − kx)
G =
xyb
1 + cx/β
H =
xyb
1 + cx/β
D = aβ2 + d
where a = 3, b = 1.86, c = 0.1, d = 1.3, k = 0.4 and r = 2.95. For the evolutionarily
fixed dynamics β ≈ 0.27.
For figures 1.4 C and D
F = x(r − kx)
G =
βbxy
1 + xβ
H =
βbxy
1 + xβ
D = d + cβ
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where b = 3.82, c = 1, d = 1.21, k = 0.34 and r = 1.25. For the evolutionarily fixed
dynamics β ≈ 0.94.
figure 1.5
For all figures the general form of the equations is given by
F = x(r − kx)
G =
xyη(β)
1 + x
H =
xyη(β)
1 + x
D = δ(β).
In figure 1.5 A we have η(β) = bβ + c and δ(β) = aβ4 + d, where a = 16, b = 3,
c = 0.5, d = 0.5, k = 0.07, and r = 1. In figure 1.5 B we have η(β) = bβ + a and
δ(β) = cβ2 + dβ + g, where a = 3, b = 0.5, c = 0.0137, d = 0.0415, and g = 0.0313.
In figure 1.5 C we have η(β) = aβ + b and δ(β) = cβ2 + dβ + g, where a = 10,
b = 3, c = −0.2, d = 5.8, g = 1.5, k = 1.5, and r = 20. In figure 1.5 D we have
η(β) = a0β3+aβ+b and δ(β) = cβ2+dβ+g, where a0 = 1/3, a = 2.5, b = 4.8, c = 0.5,
d = .9, g = 2, k = 2 and r = 8.
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figure 1.7
For figure 1.7 A
F = rx
G = xy(lβ + m) +
gxy(bβ + a)2
pβ + q + x(bβ + a)
H =
gxy(bβ + a)2
pβ + q + x(bβ + a)
D = y2(dβ + c)
where a = 1, b = 2, c = 1, d = 1.3, g = 1, l = 1.5, m = 0.08, p = 8, q = 2, r = 1 and
 = 0.001.
For figures 1.7 B and C the systems is
F = x(α + r) − kx2
G =
xy(aα2 + bα + c)
1 + x
H =
xy(aα2 + bα + c)
1 + x
D = dy.
In figure 1.7 B we have a = −0.1, b = 3, c = 1, d = 2.8, k = 1, and r = 10. We also
have A(α) = α(0.8 − α). In figure 1.7 C we have a = −0.1, b = 3, c = 1, d = 2.8,
k = 1 and r = 10.
For figure 1.7 D
F = rx − kx2
G =
xy(bβ + a)
1 + x
H =
xy(bβ + a)
1 + x
D = y(cβ2 + dβ + g)
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where a = 3, b = 10, c = −0.2, d = 5.8, g = 1.5, k = 1.5 and r = 20.
135
APPENDIX B
APPENDIX OF CHAPTER 2
B.1 Approximate Model of system (2.1)
In this section we present the transformation that takes system (2.1) to sys-
tem (2.2) and discuss the error we introduce with our approximation. In ad-
dition, we present an alternative model to system (2.1) that has all new prey
entering a single class.
We begin by deriving system (2.2). Our new state variables are x = x1 + x2
and α = (α1x1 + α2x2)/x. Differentiating x and y yields the population dynamics
of the system
dx
dt
= F1(x1, x2) + F2(x1, x2) −G1(x1, x2, y) −G2(x1, x2, y)
dy
dt
= H1(x1, x2, y) + H2(x1, x2, y) − D(y).
At this point there are two approximations we can make. In the first, the pop-
ulation dynamics are the dynamics of a monomorphic population with mean
trait α. For example, if Fi = xi(α2i − x/K), then we would use F = x(α2 − x/K).
In the second, we use the definitions of x and α to get x1 and x2 in terms of x
and α. This allows us to define F by F(x, α) = (F1 + F2)( α2−αα2−α1 x,
α−α1
α2−α1 x) and simi-
larly define G and H in terms of x and α. With this approximation, the previous
example would yield
F = F1 + F2 =
α2 − α
α2 − α1 x
(
α21 −
x
K
)
+
α − α1
α2 − α1 x
(
α22 −
x
K
)
In the following, we will use the second approximation for two reasons.
First, the population dynamics in the second approximation are always exact,
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while the population dynamics in the first are exact only for a small class of
functions. Second, when we approximate the trait equation below, the class of
functions for which the second approximation is exact is larger than and con-
tains the class of functions for which the first approximation is exact. Thus, if
using the first approximation, one could be introducing unnecessary errors into
both the population and the trait dynamics. In conclusion, our equations for the
population dynamics are
dx
dt
= (F −G)(x, y, α) = (F1 + F2 −G1 −G2)( α2 − α
α2 − α1 x,
α − α1
α2 − α1 x, y)
dy
dt
= (H − D)(x, y, α) = (H1 + H2 − D)( α2 − α
α2 − α1 x,
α − α1
α2 − α1 x, y).
(B.1.1)
For the trait equation, differentiate α to get
dα
dt
= ([α1(F1 −G1) + α2(F2 −G2)]x − [α1x1 + α2x2][F1 −G1 + F2 −G2]) x−2
+ −1(α1 − α2)(x2P1 − x1P2)x−1
= I1 + I2
where I1 is the term on the first line and I2 = (α1 − α2)(x2P1 − x1P2)x−1. Adding
and subtracting α1x1 and α2x2 in the following respective terms of I2 and using
the definition of α above yields
I2 = (α1x2 − α2x2)P1x−1 + (α1x1 − α2x1)P2x−1 = (α2 − α)P2 − (α − α1)P1.
Through algebraic manipulation it follows that
I1 =
x1x2
x2
[
α1
x1
(F1 −G1) + α2x2 (F2 −G2) −
α1
xx
(F2 −G2) − α2x1 (F1 −G1)
]
=
[
x1x2(α1 − α2)2
x2
]
1
α1 − α2
[
F1 −G1
x1
− F2 −G2
x2
]
. (B.1.2)
The first term in square brackets of equation (B.1.2) is the population variance
of the prey trait, V¯ . The remaining terms of equation (B.1.2) represent the fit-
ness difference between individuals of the two classes. We will approximate the
137
fitness difference by the fitness gradient. Typically an individual’s fitness and
the fitness gradient will be frequency dependent, ∂
∂α∗
[
1
x
dx
dt (x, y, α, α
∗)
]
, where α∗
represents the trait value of an invading individual and α is the mean trait of
the prey population. To begin with a simpler case, we consider the frequency
independent fitness gradient, ∂
∂α
[
1
x
dx
dt
]
, in system (2.2). Note that the stability
of the critical manifold (equation (B.2.6) of appendix B.2) is the same for both
frequency dependent and independent fitness.
After simplification, V¯ = (α2 − α)(α − α1). Thus, the genetic variance of the
population goes to zero as α approaches α1 or α2. To account for this, we model
the genetic variance V¯ by A(α)V , where A(α1) = A(α2) = 0. Adding I1 and I2,
multiplying by , and combining the resulting equation with equation (B.1.1)
yields system (2.2).
B.1.1 Error Analysis of Approximation
As mentioned above, the population dynamics of system (2.2) are exact. Here
we determine the error we introduce into the trait equation and determine the
class of functions for which the trait equation is exact. Our approximation is
1
α1 − α2
[
F1 −G1
x1
− F2 −G2
x2
]
≈ ∂
∂α
[F1 + F2 −G1 −G2
x
]
. (B.1.3)
where we are approximating the fitness difference between individuals in each
class (left side) with the fitness gradient (right side). In order to determine the
error, we will evaluate the derivative on the right side of the equation and com-
pare the result to the left side of the equation.
First consider, the Fi terms in equation (B.1.3). We write x1 and x2 in terms
of α and x, differentiate with respect to α, and then rewrite the functions Fi in
138
terms of x1 and x2 again to get
∂
∂α
[F1 + F2
x
]
=
1
α1 − α2
[
F1
x1
− F2
x2
]
+
x
(α1 − α2)2
[
(α2 − α)
(
∂ f1
∂x1
− ∂ f1
∂x2
)
+ (α − α1)
(
∂ f2
∂x2
− ∂ f2
∂x1
)] (B.1.4)
where fi = Fi/xi is the per capita growth rate of an individual in class i. Similarly,
for the Gi terms we have
∂
∂α
[−G1 −G2
x
]
= − 1
α1 − α2
[
G1
x1
− G2
x2
]
− x
(α1 − α2)2
[
(α2 − α)
(
∂g1
∂x1
− ∂g1
∂x2
)
+ (α − α1)
(
∂g2
∂x2
− ∂g2
∂x1
)] (B.1.5)
where gi = Gi/xi is the per capita predation rate of an individual in class i.
The sum of the first terms on the right sides of equations (B.1.4) and (B.1.5) is
exactly equal to the fitness difference on the left side of equation (B.1.3). Thus,
the sum of the terms on the second lines of equations (B.1.4) and (B.1.5) repre-
sents the error in our approximation.
Error =
x
(α1 − α2)2
[
(α2 − α)
(
∂( f1 − g1)
∂x1
− ∂( f1 − g1)
∂x2
)
+ (α − α1)
(
∂( f2 − g2)
∂x2
− ∂( f2 − g2)
∂x1
)] (B.1.6)
When this error is zero, our approximate model is in fact exact. When fitness
is frequency independent, this error is zero if Fi and Gi have the forms Fi =
xi f (x1, x2, αi) and Gi = xig(x1, x2, y, αi), where f and g are symmetric with respect
to x1 and x2. That is, f (x1, x2, αi) = f (x2, x1, αi) and g(x1, x2, y, αi) = g(x2, x1, y, αi)
for all values of αi, x1, and x2. When fitness is frequency dependent, our approx-
imation is exact if we can write Fi = xi f¯ (x1, x2, α, αi) and Gi = xig¯(x1, x2, y, α, αi),
where f¯ and g¯ are symmetric with respect to x1 and x2.
We give a few examples to illustrate when our approximation is exact and
when it is not. When fitness is frequency independent, our approximation is
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exact for the following logistic growth and type 2 functional response,
Fi = xi(aα2i + bαi + r − x/K)
Gi =
(cα2i + dαi + e)xiy
1 + x
.
(B.1.7)
A slight modification of the above yields a case where our approximation is
exact when fitness is frequency dependent, but not exact in the frequency inde-
pendent regime.
Fi = xi(aα2i + bαi + r − (α1x1 + α2x2)/K) = xi(aα2i + bαi + r − αx/K)
Gi =
(cα2i + dαi + e)xiy
1 + α1x1 + α2x2
=
(cα2i + dαi + e)xiy
1 + αx
(B.1.8)
Note that the second example is not exact in the frequency independent case
because f and g cannot be functions of α and the term (α1x1 + α2x2) is not sym-
metric in x1 and x2. Replacing Fi with Fi = xi(αir − [k1x1 + k2x2]/K), where k1 , k2
and k1/α1 , k2/α2, yields an example where the approximation is not exact in
either case.
B.1.2 Single class recruitment form of system (2.1)
We now revisit our assumption about prey recruitment. Assume all new prey
enter the undefended class, x2. The class explicit model is
dx1
dt
= −G1(x1, x2, y) + −1x2P1(y) − −1x2P2(y)
dx2
dt
= F1(x1, x2) + F2(x1, x2) −G2(x1, x2, y) − −1x2P1(y) + −1x2P2(y)
dy
dt
= H1(x1, x2, y) + H2(x1, x2, y) − D(y)
(B.1.9)
where the terms F1 and F2 in the dx2/dt equation specify that all new prey are
born into the x2 class. Define x = x1 + x2 and α = (α1x1 + α2x2)/x. Following the
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steps in the previous subsections, system (B.1.9) is approximated by
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)

dα
dt
= −A(α)V ∂
∂α
[
1
x
G
]
+ (α2 − α)Fx + (α2 − α)P2(y) − (α − α1)P1(y).
(B.1.10)
Since the first two terms of the dα/dt equation are multiplied by , changes in
the mean trait are dominated by phenotypic plasticity and the critical manifolds
of systems (2.2) and (B.1.10) are the same. Thus, in the fast induction limit, all
of the results presented in the main text hold for this model as well. Numerical
differences will arise between systems (2.2) and (B.1.10), but in the fast induc-
tion limit, these differences will be small and the dynamics of system (B.1.10)
will not be differ qualitatively from those presented in the main text. The same
conclusions hold and similar equations can be derived if we assume all prey are
born into the defended class, x1.
The population dynamics of system (B.1.10) are exact. The error introduced
by approximating system (B.1.9) by system (B.1.10) only arises in the ∂
∂α
(
G
x
)
term
of the trait equation. Our approximation is exact under the conditions for Gi
presented in the previous section. That is, g(x1, x2, y, αi) = g(x2, x1, y, αi) and
g¯(x1, x2, y, α, αi) = g¯(x2, x1, y, α, αi) must be symmetric in x1 and x2 when fitness is
frequency independent and frequency dependent, respectfully. When the sys-
tem is not exact, the error is given by the term on the second line of equation
(B.1.5).
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B.2 Fast-Slow Analysis of system (2.2)
For   1, system (2.2) is a fast-slow dynamical system. In the following we
will consider two related dynamical systems were we have set  = 0. The first
describes the slow dynamics of system (2.2) (the slow flow) and the second de-
scribes the fast dynamics (the fast flow). These two systems are called singular
limits and their behavior tells us about the dynamics of system (2.2) when   1.
Setting  = 0 in system (2.2) yields the slow flow:
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)
0 = (α2 − α)P2(y) − (α − α1)P1(y).
(B.2.1)
system (B.2.1) is a differential algebraic equation - a differential equation (dx/dt
and dy/dt equations) with an algebraic constraint (third equation). It describes
the population and trait dynamics of system (2.2) when the state variables are
constrained by the algebraic equation and the trait responds instantaneously
to the population dynamics. Note that the algebraic constraint of system (B.2.1)
can be solved explicitly for α, α = α1P1(y)+α2P2(y). Consequently, system (B.2.1)
is equivalent to the system
dx
dt
= F(x, α1P1(y) + α2P2(y)) −G(x, y, α1P1(y) + α2P2(y))
dy
dt
= H(x, y, α1P1(y) + α2P2(y)) − D(y)
(B.2.2)
where we have kept the first two lines of system (B.2.1) and substituted α =
α1P1(y) + α2P2(y).
142
To see the fast flow, we first rescale time with τ = t/.
dx
dτ
= [F(x, α) −G(x, y, α)]
dy
dτ
= [H(x, y, α) − D(y)]
dα
dτ
= A(α)V
∂
∂α
[
1
x
dx
dt
]
+ (α2 − α)P2(y) − (α − α1)P1(y).
(B.2.3)
Setting  = 0 yields the fast flow
dx
dτ
=
dy
dτ
= 0
dα
dτ
= (α2 − α)P2(y) − (α − α1)P1(y).
(B.2.4)
system (B.2.4) describes the fast trait dynamics when the population densities
are held constant.
The set of equilibrium points of the fast flow is called the critical manifold.
It is given by
C = {(x, y, β) : 0 = (α2 − α)P2(y) − (α − α1)P1(y)} . (B.2.5)
Note that the critical manifold is the set of points to which the slow flow (B.2.1)
is constrained by its algebraic equation. Thus, we can write it explicitly in terms
of α as above, α = α1P1(y) + α2P2(y).
As explained in the main text, the dynamics of the fast-slow system can be
understood by knowing what solutions do on the critical manifold, where they
jump away from it, and where they land on it. A point ρ on the critical mani-
fold, C, is a jumping point if it is an unstable equilibrium point of the fast flow
(B.2.4) and a landing point if it is a stable equilibrium point of the fast flow. The
stability of ρ can be determined by computing the eigenvalues of the Jacobian
at each point. Two eigenvalues are guaranteed to be zero. The third eigenvalue
is
Q =
∂
∂α
[(α2 − α)P2(y) − (α − α1)P1(y)] = −1. (B.2.6)
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Since this value is always negative, the critical manifold is composed of stable
equilibria of the fast flow. This tells us that the solutions to system (2.2) will
first run quickly towards the critical manifold and then behave as if they were
on it. (To be more precise, this means that the slow manifold, the perturbation
of the critical manifold when  is small but nonzero, is attracting and solutions
will converge to it and not run away from it. Since the dynamics on the slow
manifold are approximated by the dynamics on the critical manifold, solutions
to (2.2) will behave as if they were constrained to the critical manifold.)
B.3 Local Stability Analysis
Here we capture the effects phenotypic plasticity has on the local stability of
the ecological dynamics. We do this by comparing the stability of an equilib-
rium point, p, of system (2.2) with an inducible defense to the stability of an
equilibrium point, q, of a system with a fixed level of defense.
Let p be an equilibrium point of system (2.2) and assume  is small. Then p
lies close the critical manifold, but not on it. The stability of the trait dynamics
at p are determined by the stability of p in the fast flow (B.2.4). Since Q < 0, p
will always be stable in the fast flow and hence, the trait dynamics are stable at
p. For small , the stability of the population dynamics near p is approximated
by the stability of the population dynamics near an associated equilibrium, p¯,
of the slow flow (B.2.1). This equilibrium point of interest, p¯ = (x¯, y¯, α¯), is O()-
close to p and lies on the critical manifold. We can understand the stability of the
equilibrium p of system (2.2) by understanding the stability of p¯. That is, we can
understand the local stability of the population dynamics in the full system (2.2)
144
by understanding the local stability of the population dynamics restricted to the
critical manifold (which are given by the slow flow (B.2.1)).
For the equilibrium p¯ of system (B.2.1), let q = (x¯, y¯) be the associated equi-
librium point of the system with a fixed level of defense α¯:
dx
dt
= F(x, α¯) −G(x, y, α¯)
dy
dt
= H(x, y, α¯) − D(y)
(B.3.1)
system (B.3.1) represents the population dynamics of the full system (2.2) where
the prey trait value is fixed at the equilibrium trait value α¯. The stability of q is
completely determined by the trace and determinant of the Jacobian matrix at
the equilibrium, respectively tr(J f |q) and det(J f |q). If q is stable, then det(J f |q) > 0
and tr(J f |q) > 0. If either inequality is reversed then qwill be unstable.
We compare the stabilities of q and p¯ via differences in the values of their
traces and determinants. Since the stability of p is approximated by the stability
of p¯, this allows us to express the stability of the inducible defense system in
terms of the stability of the fixed defense system plus a perturbation.
We make a note about the notation used throughout the proof. Let G(x, y, z)
be a function where y and z could be functions of x. We write ∂G/∂x to denote
the partial derivative of G with respect to x. We contrast this with the notation
Gx, where we are denoting the partial derivative of G with respect to its first
argument. The following illustrates the difference,
∂G
∂x
= Gx +Gy
∂y
∂x
+Gz
∂z
∂x
.
Often the arguments of G will be independent of each other and the notations
will imply the same result, i.e., ∂G/∂x = Gx. When this is not the case, we will
stick to the above convention.
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THEOREM B.1. Assume   1. Let p be an equilibrium point of system (2.2) and let
p¯ = (x¯, y¯, α¯) be the equilibrium point of system (B.2.1) that is O()-close. Let q = (x¯, y¯)
be the associated equilibrium point of system (B.3.1) where we fix α = α¯. Let Ji|p¯ denote
the Jacobian for system (B.2.1), evaluated at p¯ and J f |q denote the Jacobian for fixed trait
system (B.3.1) evaluated at q. Then,
det(Ji|p¯) = det(J f |q) − (α2 − α1)P′1
∣∣∣∣∣∣∣∣∣
∂x˙
∂x
∂x˙
∂α
∂y˙
∂x
∂y˙
∂α
∣∣∣∣∣∣∣∣∣|p
tr(Ji|p¯) = tr(J f |q) − (α2 − α1)HαP′1
∣∣∣
p
where P′1 = dP1/dy. For  small enough, the stability of p is determined by the sign of
Q and the stability of p¯.
Proof. Since Q < 0 (see equation section 2.4.1 of the main text), the implicit func-
tion theorem allows us to write α locally as a function of y. For notational ease
in the following, we will not explicitly denote this dependence of α on y.
The Jacobian evaluated at p¯ is
Ji| p¯ =
 Fx −Gx
∂
∂yF − ∂∂yG
Hx ∂∂yH − Dy

|p¯
(B.3.2)
By the chain rule, we have that
∂
∂y
F = Fα
∂α
∂y
∂
∂y
G = Gy +Gα
∂α
∂y
∂
∂y
H = Hy + Hα
∂α
∂y
.
(B.3.3)
Using the defining equation for the critical manifold, α = α1P1(y) + α2P2(y),we
compute the derivatives of α with respect y on C to be ∂α
∂y = −(α2 − α1)P′1, where
we have recognized that P1 + P2 = 1 implies P′1 = −P′2.
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The trace and determinant of J f evaluated at q are given by
det(J f |q) = [Fx(x¯, α¯) −Gy(x¯, y¯, α¯)][Hy(x¯, y¯, α¯) − Dy(y¯)]
+Gy(x¯, y¯, α¯)Hx(x¯, y¯, α¯)
= (Fx −Gx)(Hy − Dy) + GyHx
∣∣∣
p¯
(B.3.4)
tr(J f |q) = Fx(x¯, α¯) −Gx(x¯, y¯, α¯) + Hy(x¯, y¯, α¯) − Dy(y¯)
= [Fx −Gy + Hy − Dy]
∣∣∣
p¯
. (B.3.5)
Evaluating the trace and determinant of Ji|p¯ and substituting in equations (B.3.3)
yields the equalities in the statement of the theorem. Recalling that for small
enough  the stability of p is approximated by the stability of p¯ and the sign of
Q, we have the final result. 
Perturbations to the trace of the Jacobian determine how rapidly induced
defenses affect population oscillations in the system. Since Hα > 0 and P′1 ≥ 0,
the previous result shows that the perturbation to the trace is is zerowhen α = α1
or α = α2 and negative otherwise. Negative perturbations to the trace result in
the dampening or loss of oscillations. Thus, rapidly induced defenses stabilize
population oscillations.
Perturbations to the determinant of the Jacobian determine how rapidly in-
duced defenses affect the coexistence of two species. A positive determinant
implies coexistence at steady state or while undergoing oscillations. A nega-
tive determinant implies that the predator can not coexist with the prey and
goes extinct. Consequently, positive perturbations to the determinant promote
coexistence and negative perturbations to the determinant promote predator
extinction. We expect that the expressed phenotype at the equilibrium is nearly
optimal, where optimal is defined by the fitness of an individual. Under this
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expectation, ∂x˙
∂α
≈ 0 and the perturbation to the determinant is approximately
(α2 − α1)P′1 ∂x˙∂x ∂y˙∂α . Since ∂y˙∂α > 0, this perturbation is negative when the ecologi-
cal dynamics cycle and positive most of the time when the ecological dynam-
ics tend to equilibrium. Thus, inducible defenses tend to promote coexistence
when the ecological dynamics are stable and promote predator extinction when
the ecological dynamics are unstable.
B.4 Phase Relations with Phenotypic Plasticity
Before proving that inducible defenses always reduce the phase lag between
predator and prey oscillations, we review results from Bulmer [1975]. Let
q = (x¯, y¯) be a coexistence equilibrium (both predator and prey have positive
density) of system (B.3.1) and J f be the linearization of the system about q,
J f |q =
 Fx −Gx −GyHx Hy − Dy

|q
(B.4.1)
Assume the populations oscillate about q and that the prey oscillations are given
by
x − x¯ = A sin(2piωt) (B.4.2)
where A is amplitude and ω is the frequency of the oscillations. Then the lin-
earized predator equation is
dy
dt
= HxA sin(2piωt) + (Hy − Dy)(y − y¯). (B.4.3)
For oscillations to occur about the equilibrium q, the trace of the Jacobian in
equation (B.4.1) needs to be positive. Typically Hy − Dy ≤ 0. Thus, we expect
Fx − Gx > 0. Together, these two inequalities imply [Bulmer, 1975] that the lag
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between the two species is given by
L =
1
2piω
[
pi
2
+ arctan
(
Hy − Dy
2piω
)]
. (B.4.4)
Note that L ∈ (0, 1/(4ω)]. This means that the predator will have a lag of a
quarter of the period or less when the level of defense is fixed
Now we consider predator-prey oscillations in system (2.2). Let p be a coex-
istence equilibrium of system (2.2) and p¯ = (x¯, y¯, α¯) be the associated equilibrium
of system (B.2.1). For small enough , the phase lags exhibited by the oscillations
about p will be approximated by the phase lags exhibited by oscillations about
p¯. Thus, as in appendix B.2, we will make statements about the lags in sys-
tem (B.2.1) and use those results to say something about the lags in system (2.2).
THEOREM B.2. Assume  << 1. Let p be a coexistence equilibrium of system (2.2)
and let p¯ = (x¯, y¯, α¯) be the associated equilibrium of system (B.2.1) that is O()-close.
Then for  small enough, the lag between the predator and prey oscillations in sys-
tem (2.2) is approximately
LA =
1
2piω
[
pi
2
+ arctan
(
Hy − Dy
2piω
− (α2 + α1)HαP
′
1
2piω
)]
. (B.4.5)
Proof. Let Ji|p¯ denote the Jacobian for system (B.2.1) evaluated at p¯. Following
the work in the theorem of appendix B.3 we have
Ji|p¯ =
 Fx −Gx −Gy + (α2 − α1)GαP
′
1
Hx Hy − Dy − (α2 − α1)HαP′1

|p
. (B.4.6)
Following the derivation in Bulmer (1975), the lag between small oscillations of
the predator and prey in system (B.2.1) is given by
LA =
1
2piω
[
pi
2
± arctan
(
Hy − Dy
2piω
− (α2 + α1)HαP
′
1
2piω
)]
. (B.4.7)
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where ω is the frequency of the oscillations and the sign of ± is given by the sign
of Hx. Note that to have oscillations, Hx evaluated at the equilibrium point must
be positive. Recalling that for small  the dynamics on the critical manifold are
a first order approximation to the dynamics on the slow manifold yields the
result. 
Since (α2−α1)HαP′1 > 0, the termwithin the arctan function in equation (B.4.5)
is smaller than the value in the arctan of equation (B.4.4). Thus, phenotypic
plasticity decreases the lag between the predator and prey oscillations.
B.5 An Alternative Inducible Defense Model
Here we present an alternative model where the phenotype of an individual
is determined at birth by the current predator density. Let x1 and x2 be the
defended and undefended classes of prey with expressed phenotypes α1 and
α2, respectively. Our model with phenotype determined at birth is
dx1
dt
= [F1(x1, x2) + F2(x1, x2)]P1(y) −G1(x1, x2, y)
dx2
dt
= [F1(x1, x2) + F2(x1, x2)]P2(y) −G2(x1, x2, y)
dy
dt
= H1(x1, x2, y) + H2(x1, x2, y) − D(y)
(B.5.1)
where P1 + P2 = 1.
Following the work in appendix B.1, this model is approximated by
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)
dα
dt
= x−1F[(α2 − α)P2 − (α − α1)P1] − A(α)V ∂
∂α
[G
x
] (B.5.2)
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where α = (α1x1+α2x2)/x and x = x1+ x2. As with model (B.1.10), the population
equations are exact. The error introduced by approximating system (B.5.1) by
system (B.5.2) arises only through the ∂
∂α
(
G
x
)
term of the trait equation. The
approximation is exact under the conditions for Gi presented in appendix (B.1).
That is, g(x1, x2, y, αi) = g(x2, x1, y, αi) and g¯(x1, x2, y, α, αi) = g¯(x2, x1, y, α, αi) must
be symmetric in x1 and x2 when fitness is frequency independent and frequency
dependent, respectively. The error introduced by the approximations is given
by the term on the second line of equation (B.1.5).
To gain understanding about this model, we consider the limit where there
is rapid turnover of individuals within the prey population but the total number
of prey changes slowly. Under this assumption, our system is
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)

dα
dt
= x−1F[(α2 − α)P2 − (α − α1)P1] − A(α)V ∂
∂α
[G
x
] (B.5.3)
where  is a small positive number. In this fast turnover limit, we assume that
changes in the size of each class (x1 and x2) due to predation are much slower
than the turnover of individuals in each class. This assumption may not always
hold, but we consider the fast turnover limit in order to gain understanding
about systems where the assumption is no longer valid.
In the following we analyze system (B.5.3) and present results analogous to
those presented in the main text for system (2.2). All results presented here are
qualitatively the same as those presented in the main text for system (2.2).
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The slow flow for system (B.5.3) is given by
dx
dt
= F(x, α) −G(x, y, α)
dy
dt
= H(x, y, α) − D(y)
0 = x−1F[(α2 − α)P2 − (α − α1)P1].
(B.5.4)
After the transformation τ = t/, the fast flow is given by
dx
dτ
=
dy
dτ
= 0
dα
dτ
= x−1F[(α2 − α)P2 − (α − α1)P1]
(B.5.5)
The critical manifold of system (B.5.3) is the set of points
C = {(x, y, β) : 0 = F[(α2 − α)P2 − (α − α1)P1], x > 0} . (B.5.6)
and consists of two planes. The first is similar to the critical manifold of sys-
tem (2.2) and the second is defined by F = 0,
C1 = {(x, y, β) : 0 = [(α2 − α)P2 − (α − α1)P1]} . (B.5.7)
C2 = {(x, y, β) : 0 = F, x > 0} . (B.5.8)
Note that the flow on the attracting parts ofC2 is always towards its intersection
with C1. Thus, we will primarily concern ourselves with the dynamics on C1.
Following the work in appendix B.2, let ρ be a point on C1. The nonzero
eigenvalue of the fast flow for system (B.5.3) at ρ is given by
Q =
∂
∂α
[(α2 − α)FP2 − (α − α1)FP1]|ρ = −F. (B.5.9)
Since this value is never positive and solutions cannot cross the F = 0 plane,
trajectories will never jump off or away from C1 once near it.
We now summarize the results presented in appendices B.3 and B.4 for sys-
tem (B.5.3). We will not prove the results since the proofs are nearly identical.
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The first theorem shows that phenotypic plasticity stabilizes population oscilla-
tions and the second shows that phenotypic plasticity decreases the lag between
predator and prey oscillations. Note that the effects of phenotypic plasticity in
system (B.5.3) are the same as those in system (2.2).
THEOREM B.3. Assume   1. Let p be an equilibrium point of system (B.5.3) and
let p¯ = (x¯, y¯, α¯) be the associated equilibrium point of system (B.5.4) that is O()-close.
Let q = (x¯, y¯) be the equilibrium point of system (B.3.1) where we fix α = α¯. Let Ji|p¯
denote the Jacobian for system (B.5.4), evaluated at p¯ and let J f |q denote the Jacobian
for system (B.3.1) evaluated at q. Then
det(Ji|p) = det(J f |q) − P′1(α2 − α1)
∣∣∣∣∣∣∣∣∣
∂x˙
∂x
∂x˙
∂α
∂y˙
∂x
∂y˙
∂α
∣∣∣∣∣∣∣∣∣|p
tr(Ji|p) = tr(J f |q) − HαP′1(α2 − α1)
∣∣∣
p
where P′1 = dP1/dy. For  small enough, the stability of p is determined by the sign of
Q and the stability of p¯.
THEOREM B.4. Assume   1. Let p be a coexistence equilibrium of system (B.5.3)
and let p¯ = (x¯, y¯, α¯) be the associated equilibrium of system (B.5.4) that is O() close.
Then for  small enough, the lag between the predator and prey oscillations in sys-
tem (B.5.3) is approximately
LB =
1
2piω
[
pi
2
+ arctan
(
Hy − Dy
2piω
− HαP
′
1(α2 + α1)
2piω
)]
. (B.5.10)
B.6 Induced Predator Traits
As shown in Cortez and Ellner [2010], the effects of predator and prey evolution
are nearly equivalent. While some dynamics are harder to generate with preda-
tor evolution, only a few dynamics can only be generated by prey evolution.
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This similarity between the effects of predator and prey adaptation also holds
when we consider a predator with an inducible trait that is determined by prey
density. The main conclusions here are that rapidly induced predator traits sta-
bilize population oscillations and they do not alter the lags between predator
and prey oscillations.
We begin with a predator-prey model where there are two predator classes
(y1, y2) with expressed phenotypes β1 and β2, respectively. Here we think of
β as measuring the effort being put into foraging. As β increases, there is an
increased growth rate (energy gain) at the cost of an increased death rate (energy
expenditure). The amount of effort is determined by the current prey density
and increases with prey density. Our model is
dx1
dt
= F(x) −G1(x, y1, y2) −G2(x, y1, y2)
dy
dt
= H1(x, y1, y2) − D1(y1, y2) + −1y2P1(x) − −1y1P2(x)
dy
dt
= H2(x, y1, y2) − D2(y1, y2) − −1y2P1(x) + −1y1P2(x).
(B.6.1)
where Gi is the predation rate of class i, Hi is the growth rate of class i due
to predation, and Di is the death rate of class i. Gi and Hi are assumed to be
increasing in x and yi and Di is assumed be increasing in y1 and y2. The functions
−1Pi represent the rates at which adults switch to expressing phenotype i given
the current prey density. Note that P2 is an increasing function of x (greater
effort as prey density increases). We have assumed that predators can switch
their phenotype as adults and that all individuals are born with their parent’s
phenotype. As in appendices B.1 and B.5, we can instead assume all individuals
are born into a particular class or that the phenotype is determined at birth. In
the fast induction limit, the differences that result are small and the results are
the same as the ones that follow.
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system (B.6.1) is approximated by the following model where y = y1 + y2 is
the total predator population size and β = (β1y1 + β2y2)/y is the average predator
trait.
dx1
dt
= F(x) −G(x, y, β)
dy
dt
= H(x, y, β) − D(y, β)

dβ
dt
= B(β)V
∂
∂β
[
1
y
dy
dt
]
+ (β2 − β)P2(x) − (β − β1)P1(x).
(B.6.2)
The approximation is analogous to the one in appendix B.1. We define G =
(G1 + G2)(x,
β2−β
β2−β1 y,
β−β1
β2−β1 y) and similarly define H and D in terms of Hi and Di,
respectively.
The approximation is exact for the population dynamics. That is, no er-
ror is introduced into the population equations when using our approxima-
tion. The trait equation is exact when fitness is frequency independent if
Hi = yih(x, y1, y2, βi) and Di = yid(x, y1, y2, βi) are symmetric with respect to y1
and y2, and it is exact when fitness is frequency dependent if we can write
Hi = yih¯(x, y1, y2, β, βi) and Di = yid¯(x, y1, y2, β, βi) with h¯ and d¯ symmetric with
respect to y1 and y2. When the trait equation is not exact, the introduced error is
given by
Error =
x
(β1 − β2)2
[
(β2 − β)
(
∂(h1 − d1)
∂y1
− ∂(h1 − d1)
∂y2
)
+ (β − β1)
(
∂(h2 − d2)
∂y2
− ∂(h2 − d2)
∂y1
)] (B.6.3)
where hi = Hi/yi is the per capita growth rate of class i and di = Di/yi is the per
capita death rate of class i.
The critical manifold of system (B.6.2) is
C = {(x, y, β) : 0 = (β2 − β)P2(x) − (β − β1)P1(x)} . (B.6.4)
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The stability of a point ρ on C is determined by the sign of
Qy =
∂
∂β
[(β2 − β)P2(x) − (β − β1)P1(x)] = −1. (B.6.5)
Thus, as with induced defenses, rapidly induced offenses cannot produce some
kinds of dynamics observed in rapidly evolving systems.
Mimicking the work in appendix B.3, we have the following result about the
effect of induced offenses on the stability of the population dynamics.
THEOREM B.5. Assume   1. Let p be an equilibrium point of system (B.6.2) and
let p¯ = (x¯, y¯, β¯) be an equilibrium point of the slow flow of system (B.6.2) that is O()-
close. Let q = (x¯, y¯) be the associated equilibrium point where we fix β = β¯. Let Ji|p¯
denote the Jacobian for system (B.6.2) evaluated at p¯ and let J f |q denote the Jacobian for
fixed trait system evaluated at q. Then,
det(Ji|p¯) = det(J f |q) − (β2 − β1)P′2
∣∣∣∣∣∣∣∣∣
∂x˙
∂y
∂x˙
∂β
∂y˙
∂y
∂y˙
∂β
∣∣∣∣∣∣∣∣∣|p
tr(Ji|p¯) = tr(J f |q) − (β2 − β1)GβP′2
∣∣∣
p
where P′2 = dP2/dx. For  small enough, the stability of p is determined by the sign of
Qy and the stability of p¯.
The perturbation to the trace is always nonnegative. Thus, inducible offenses
dampen population oscillations and have the potential to cause oscillating sys-
tems to tend to equilibrium. Now consider the perturbation to the determi-
nant. We expect the level of the trait to be nearly optimal at equilibrium, i.e.,
∂y˙
∂β
≈ 0. This implies that the perturbation to the determinant is approximately
(β2−β1)P′2 ∂x˙∂β ∂y˙∂y . We assume ∂x˙∂β > 0 and we expect ∂y˙∂y ≤ 0. Thus, when inducible of-
fenses do affect the population dynamics, they tend to promote predator extinc-
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tion. Note the contrast with inducible defenses that inhibit predator extinction
when the ecological dynamics are at equilibrium.
Following the work in appendix (B.4), it can be shown that inducible of-
fenses do not affect the lags between predator and prey oscillations. That is, the
predator lag is the same whether the predator’s offense is fixed or changes with
prey abundance. A similar result has been observed for evolved predator traits
[Cortez and Ellner, 2010].
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APPENDIX C
APPENDIX OF CHAPTER 3
C.1 Transformations to get Canonical Form (3.3)
Under assumptions (C1) through (C4), we can rewrite system (3.2) as
 x˙ = x
[
α1x + α2y + α3z + f (x, y, z, )
]
y˙ = β0 + β1x + β2y + β3z + g(x, y, z, )
z˙ = δ0 + δ1x + δ2y + δ3z + h(x, y, z, )
(C.1.1)
where α1 , 0, either α2 , 0 or α3 , 0, and f , g, h = O(, u, u2, uv) for u, v ∈ {x, y, z}.
We will assume α2 , 0. If this is not the case, then reversing the roles of the y
and z equations will suffice. system (C.1.1) can be reduced to system (3.3) with
the following linear transformations,
x¯ = α1x
y¯ = −α2y − α3z
z¯ = γ0 + γ1 x¯ + γ2y¯ + γ4z
λ = γ3δ0 −
(
δ3 − δ2α3
α2
)
γ0
a =
γ3δ1
α1
−
(
δ3 − δ2α3
α2
)
γ1
b = −γ3δ2
α2
−
(
δ3 − δ2α3
α2
)
γ2
c = γ2 + δ3 − δ2α3
α2
(C.1.2)
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where
γ0 = −α2β0 − α3δ0
γ1 = −α−11 (α2β1 + α3δ1)
γ2 =
(
β2 +
α3
α2
)
γ3 = −
(
α3β2 + α3α2 +
α23δ2
α2
+ α3δ3
)
.
C.2 Krupa and Szmolyan model (2001)
Here we introduce a model analyzed in Krupa and Szmolyan [2001] with a
slight change in notation.
x˙ = x2 − y2 + λ¯ + h1(x, y, )
y˙ = (1 + h2(x, y, )).
(C.2.1)
Here h1(x, y, ) = O(u3, u2v, u) and h2(x, y, ) = O(u, ) for u, v ∈ {x, y}. The critical
set of system (C.2.1) is the union of the lines y = x (C1) and y = −x (C2). With
respect to the fast flow, each line has an attracting (Ca1,C
a
2) and repelling half
(Cr1,C
r
2). A non-normally hyperbolic point exists at the origin where C1 and C2
intersect transversally. We will refer to this point as the intersection point in the
following.
We summarize some of the results presented in Krupa and Szmolyan [2001]
about the behavior of solutions near the intersection point. For λ¯ < 1, solutions
that approach the intersection point along Ca1 will leave along C
a
2. For λ¯ > 1,
solutions that approach the intersection point along Ca1 will follow the fast flow
after following Cr2 for a short amount of time. For λ¯ = 1, C1 is invariant in the
truncated system. In this case, solutions that approach the intersection point
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along Ca1 have canard like behavior and follow C
r
2 for an O(1)-distance before
running off in the direction of the fast flow.
System (3.12) of the main text can be transformed into the form of sys-
tem (C.2.1) with the following
x¯ = α(x +
β
α
y)
y¯ =
√
β2 − γαy
¯ =
√
β2 − γα|g0|ˆ
λ¯ =
1
|g0|
√
β2 − γα
(δα + g0β)
where α = 1, β = −1/2, γ = 0, and |g0| = 1. After simplifying, this yields
dx¯
dt
= x¯2 − y¯2 + λ¯¯
dy¯
dt
= ¯(1 + g¯(y¯, ¯)
(C.2.2)
where g = O(y¯, z¯), h = O(x¯, y¯, z¯), and λ¯ = 1.
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