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MINIMAL GENERATORS OF THE DEFINING IDEAL OF THE
REES ALGEBRA ASSOCIATED TO MONOID
PARAMETRIZATIONS
TERESA CORTADELLAS BENI´TEZ AND CARLOS D’ANDREA
Abstract. We describe a minimal set of generators of the defining ideal of
the Rees Algebra associated to a proper parametrization of any monoid hy-
persurface. In the case of plane curves, we recover a known description for
rational parametrizations having a syzygy of minimal degree (µ = 1). We also
show that our approach can be applied to parametrizations of rational surfaces
having a Hilbert-Burch resolution with µ1 = µ2 = 1.
1. Introduction
In recent years a lot of attention has been given to the mathematical study of
the so called “method of implicitization by moving curves and surfaces”, which
was introduced in the geometric modeling community by Sederberg and Chen in
[SC95] and subsequently studied and extended by several authors, see for instance
[SGD97, Cox01, BCD03, CGZ00, CCL05] and the references therein.
A brief idea of this method is as follows. Let n be a positive number and K a
field. Consider the following rational map
Pn−1
φ
99K Pn
(t1 : . . . : tn) 7→
(
u1(t) : . . . : un+1(t)
)
,
where Pk denotes the k-dimensional projective space over K, t = (t1, . . . , tn) is a
set of variables, and ui(t), i = 1, . . . , n+1, are homogeneous polynomials of degree
d > 0 in K[t]. The implicitization problem consists in finding equations for the
image of φ in Pn. From a theoretical point of view, the solution of this problem is
quite easy as we are looking for generators of the elimination ideal
〈X1 − u1(t), . . . Xn+1 − un+1(t)〉 ∩K[X],
with X = (X1, . . . , Xn+1), and this task can be done with classical tools from
elimination theory like Gro¨bner bases or resultants (see [CLO07] for more on this
subject). However, in practice these computations are very expensive. The method
of moving surfaces exploits the idea of looking for polynomials F (t,X) ∈ K[t,X]
such that F (t, u(t)) = 0, having lower degree than d = deg(Xi − ui(t)) . We can
then recover the implicit equations by eliminating t from an appropriate family of
these F (t,X)’s.
In [Cox08], this method was connected with the computation of generators of
the defining ideal of the Rees Algebra associated to the map φ. Algebraically, the
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problem gets translated into the computation of generators of the kernel of the
following K[t]-morphism of algebras:
h : K[t,X] → K[t][Z]
Xi 7→ ui Z i = 1, . . . , n+ 1.
Here, Z is a new variable. The Rees Algebra associated to φ is the image of h,
and the polynomials F (t,X)’s can be chosen among generators of ker(h). This
dictionary between moving surfaces and Rees Algebras had already been exploited
by [BJ03, BC05, BCJ09], and proved to be fruitful, as shown by the subsequent
papers [Bus09, CHW08, HSV08, HSV08, HW09, KPU09].
In this paper we give an elementary approach to the computation of minimal
generators of ker(h) in the following cases:
• φ a monoid parametrization,
• φ a parametrization given by a sequence u1(t), u2(t), u3(t), u4(t) (n = 3)
which is a local complete intersection in P2 satisfying also that the ideal
generated by the ui(t)’s is saturated and its syzygy module has two elements
of degree 1. In the language of µ-bases (see [Cox01, BCD03]), this means
that µ = (1, 1, d− 2).
A monoid parametrization is a proper map that parameterizes a so-called monoid
hypersurface, which are rational varieties having one singularity of maximal rank
(see Section 3 for the proper definition and references). For plane curves, being
a monoid curve is equivalent to the fact that there is a homogeneous element of
bidegree (1, 1) in ker(h). In the language of µ-bases (see [CGZ00, Cox01, Bus09])),
being a monoid curve means µ = 1. This was the case of study in [Cox08, CHW08,
Bus09, KPU09]. We recover their results in Section 2 with elementary arguments
(no need to introduce Sylvester Forms or Local Cohomology), and also show that
the condition of having µ = 1 already implies that the map φ is generically injec-
tive (see Corollary 2.2), and we can actually produce very easily an inverse of the
parametrization via the generator of the lowest degree part of ker(h).
This is the key idea behind all the cases treated in this note: if we have enough
elements of minimal degree in ker(h), then we can read the inverse of φ from the
part of lowest degree in the defining ideal of the Rees Algebra associated to φ.
Another key fact is that the ideal generated by the forms of lowest degree is prime
in K[t,X].We believe that our results can be generalized to a more general situation
provided that these two properties hold.
We would like to point out that in [HW09], similar results are obtained for the
case n = 3, µ = (1, 1, d− 2) by applying fine tools from local cohomology theory.
The paper is organized as follows: in Section 2 we deal with the case of parametriza-
tions of plane curves with µ = 1. Almost no new results are presented here, but
the proofs are rather elementary and may help as a warm up towards the other
cases. In Section 3 we deal with proper parametrizations φ of a general monoid
hypersurface and construct a minimal set of generators of ker(h) in this case. We
show in Section 4 that our approach also works in the case of surfaces, provided that
the ideal generated by the parametrization is saturated, local complete intersection
with two syzygies linearly of degree 1 (i.e. µ = (1, 1, d− 2)). Some technical results
of Commutative Algebra will be used at the end of this section in order to prove
the main result.
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2. Monoid Parametrizations of Plane Curves
Let K be an algebraically closed field and I := 〈u1(t1, t2), u2(t1, t2), u3(t1, t2)〉
a homogeneous ideal in K[t1, t2]. Assume that u1, u2, u3 are nonzero homogeneous
polynomials of degree d without common factors. We are interested in computing a
minimal set of generators of the kernel of the graded morphism of K[t1, t2]-algebras
h : K[t1, t2, X1, X2, X3] → Rees(I)
Xi 7→ ui Z
for i = 1, 2, 3. Here, Z is a new variable, and Rees(I) = K[t1, t2][I Z] is the Rees
Algebra associated to I. Let K ⊂ R[X1, X2, X3] be the kernel of h.
Set t := (t1, t2), u := (u1, u2, u3) and X := (X1, X2, X3). We have then that K is
the bi-graded ideal (with grading given by total degrees in t and X) characterized
by
P (t,X) ∈ Ki,j ⇐⇒ bideg(P ) = (i, j) and P (t, u(t)) = 0.
It is known that (see for instance [CSC98])
K∗,1 = ⊕
∞
j=0Kj,1 ≃ Syz(I)
is a free K[t]-module generated by two elements, one in degree µ for a positive
integer µ such that 0 ≤ µ ≤ d2 , and the other of degree d − µ. The identification
with the syzygies is done via the obvious correspondence
(1)
K∗,1 → Syz(I)
a(t)X1 + b(t)X2 + c(t)X3 7→
(
a(t), b(t), c(t)
)
.
For generic parametrizations of this type, we will have µ = ⌊d2⌋, and it turns out
that µ = 1 if and only if the curve has a singularity of maximal rank (see for
instance Corollary 1 in [CWL08]). We will focus here in the case µ = 1, note that
this implies d ≥ 2. Assume w.l.o.g. - after a linear change of variables - that
(2) K∗,1 = 〈t1X2 − t2X1, a(t)X1 + b(t)X2 + c(t)X3〉K[t]
with deg(a) = deg(b) = deg(c) = d− 1. Let φ : P1 → P2 be the map given by
(3)
P1 → P2
(t1 : t2) 7→ (u1(t1, t2) : u2(t1, t2) : u3(t1, t2))
and set C := φ(P1). Note that φ is globally defined as we have assumed that the
gcd of the ui’s is equal to 1. In the terminology of [Bus09], K is the moving curve
ideal of the parametrization given by φ.
The following proposition holds straightforwardly, but will be very useful in the
sequel. We define the degree of the map φ given in (3) as #
(
φ−1(p)
)
for a generic
point p ∈ C. The parametrization will be called proper is its degree is equal to one.
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Proposition 2.1. If t1X2−t2X1 ∈ K1,1, then φ is a birational map and its inverse
is given by
(4)
ψ : C → P1
(X1 : X2 : X3) 7→ (X1 : X2)
Proof. As u3 6= 0, then C is not included in the hyperplane X3 = 0. Let us
consider the affine part of φ gotten by setting t2 = 1 and X3 = 1, so we have that
Caff := C ∩ {X3 = 1} is the image of
φaff : U → K
3
t1 7→
(
u1(t1,1)
u3(t1,1)
, u2(t1,1)
u3(t1,1)
, 1
)
,
where U := K \ {t1 : u3(t1, 1) = 0}. As X1− t1X2 is a moving line that follows this
parametrization, we have that
u1(t1, 1)
u3(t1, 1)
− t1
u2(t1, 1)
u3(t1, 1)
= 0,
and from here we get that
t1 =
u1(t1, 1)
u2(t1, 1)
=
u1
u2
in V := K \ {u2(t1, 1)u3(t1, 1) = 0}. So we have that the following composition
gives the identity in V:
φaff : V → K
3 → V
t1 7→
(
u1(t1,1)
u3(t1,1)
, u2(t1,1)
u3(t1,1)
, 1
)
(X1, X2, X3) →
X1
X2
.
and hence φaff restricted to V has an inverse. In particular, this shows already that
deg(φ) = 1.
As explained in [Har92, Exercise 7.8] (see also [PSS02]), if char(K) = 0, then
deg(φ) = 1 implies the birationality of φ. In order to show the claim for any field
of positive characteristic, due to [Har92, page 77], it is enough to show an open set
W ⊂ C such that
W
Ψ
→ P1
φ
→W
gives the identity. We choose
W := {(x1 : x2 : x3) ∈ C : x1x2 6= 0}.
Note that W 6= ∅, otherwise we would have that every t ∈ P1 is a zero of u1 u2,
which is impossible since the field K is infinite. So we need to show that
(x1 : x2 : x3) = φ (ψ(x1 : x2 : x3))
for all (x1 : x2 : x3) ∈W, i.e.
(x1 : x2 : x3) = φ(x1 : x2) = (u1(x1, x2) : u2(x1, x2) : u3(x1, x2)) .
This is equivalent to xiuj(x1, x2) − xjui(x1, x2) = 0 for all i, j ∈ {1, 2, 3}. As φ is
defined globally, there exists s := (s1, s2) ∈ K2 \ {0} such that
(x1 : x2 : x3) = (u1(s) : u2(s) : u3(s)).
So, we have
xi = λ
d
1ui(s), i = 1, 2, 3
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for some λ1 ∈ K \ {0}. On the other hand, as t1X2 − t2X1 ∈ K1,1, we also have
s1x2 − s2x1 = s1u2(s1, s2)− s2u1(s1, s2) = 0.
So,
(x1 : x2) = (u1(s) : u2(s)) = (s1 : s2),
and hence there exists λ2 ∈ K \ {0} such that
(5)
xi = λ2 si, i = 1, 2,
uj(x1, x2) = λ
d
2uj(s1, s2), j = 1, 2, 3.
From here, we get
xiuj(x1, x2)− xjui(x1, x2) = λ
d
1λ
d
2(ui(s)uj(s)− uj(s)ui(s)) = 0,
which proves the claim. 
Corollary 2.2. If a rational parametrization has µ = 1, then the map φ is gener-
ically one-to-one onto C.
As a consequence of this corollary, we can remove the properness’s requirement
in the statements of both Corollary 1 in [CWL08] and in Theorem 2.3 in [CHW08].
Remark 2.3. Curves (and more generally, hypersurfaces) having a singular point
of maximal rank are known as monoid curves (resp. hypersurfaces) (see [SZKD99,
JLP08]). In our case, the fact that the map φ induces µ = 1 tell us not only that C
is a monoid curve but also that φ is a proper parametrization of it.
Definition 2.4. A “monoid parametrization” of a rational curve is a proper ratio-
nal map from P1 onto a monoid curve. Equivalently, a monoid parametrization is
a rational map φ : P1 → P2 having µ = 1.
All along this section we will work with a monoid parametrization φ. Let E(X)
denote the irreducible equation of C, which is defined modulo a nonzero constant
in K and it is equal to
E(X) = Resultantt(t1X2 − t2X1, a(t)X1 + b(t)X2 + c(t)X3).
As φ is proper, we know that this resultant gives the actual implicit equation and
not a power of it. Computing it explicitely by using the Poisson Formula (see for
instance [CLO05]), we get
Lemma 2.5. Up to a nonzero constant, we have
E(X) = a(X1, X2)X1 + b(X1, X2)X2 + c(X1, X2)X3.
In particular, degX3(E(X)) = 1.
Proposition 2.6. Let F (t,X) ∈ K[t,X]. Then, F (t,X) ∈ K if and only if
F (X1, X2, X) is a polynomial multiple of E(X).
Proof. We can assume w.l.o.g. that F (t,X) ∈ Ki,j for some i, j ∈ N. Due to
the irreducibility of E(X) and the Nullstellensatz, it is enough to show that if
(x1 : x2 : x3) ∈ C (i.e. E(x1, x2, x3) = 0), then F (x1, x2, x1, x2, x3) = 0.
Let then (x1 : x2 : x3) ∈ C and (s1 : s2) ∈ P1 such that (x1 : x2 : x3) = φ(s1 : s2)
(as φ is globally defined, we know that im(φ) = C). So, there exists λ ∈ K \ {0}
such that
(6) xi = λ
dui(s1, s2), i = 1, 2, 3.
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Recall that F (t,X) ∈ K ⇐⇒ F (t, u(t)) = 0, so we have
F (s1, s2, u1(s1, s2), u2(s1, s2), u3(s1, s2)) = 0.
By using (6) and (5) which also applies in this case, due to the fact that F is
homogeneous of bidegree (i, j), we then have that
F (x1, x2, x1, x2, x3) = λ
djF (x1, x2, u1(s1, s2), u2(s1, s2), u3(s1, s2))
= λdjλi2F (s1, s2, u1(s1, s2), u2(s1, s2), u3(s1, s2)) = 0,
and hence the claim holds. 
Lemma 2.7. Let F (t,X) be a bihomogeneous polynomial of bidegree (i, j) ∈ N2.
Then there exists G(t,X) bihomogeneous of bidegree (i− 1, i+ j − 1) such that
X i2F (t,X)− t
i
2F (X1, X2, X) = (t1X2 − t2X1)G(t,X).
Proof.
X i2F (t,X)− t
i
2F (X1, X2, X) = F (t1X2, t2X2, X)− F (t2X1, t2X2, X).
By applying the first order Taylor formula over the polynomial p(θ) := F (θ, t2X2, X),
the claim follows straightforwardly. 
We write as before K = ⊕i,jKi,j , Ki,j being the space of moving curves of
bidegree (i, j) which follow the parametrization (3) (see [CHW08] for more on this
terminology).
Proposition 2.8. For (i, j) such that i + j < d, every nonzero element of Ki,j is
a polynomial multiple of t1X2 − t2X1.
Proof. Let F (t,X) ∈ Ki,j . We have then
X i2F (t,X)− t
i
2F (X1, X2, X) = (t1X2 − t2X1)G(t,X)
with -due to Proposition 2.6- F (X1, X2, X) a homogeneous polynomial multiple of
E(X) of total degree i+ j < d = deg(E(X)). As E(X) is irreducible, we have then
F (X1, X2, X) = 0 and so
X i2F (t,X) = (t1X2 − t2X1)G(t,X).
The fact that X2 is coprime with t1X2−t2X1 implies that the latter divides F (t,X)
and hence there exists G0(t,X) such that F (t,X) = (t1X2 − t2X1)G0(t,X). 
This result is optimal in the sense that we know that there is an element in K
of degree (d− 1, 1) which is not a multiple of t1X2 − t2X1, namely
a(t)X1 + b(t)X2 + c(t)X3 ∈ Kd−1,1.
Also, we have E(X) ∈ K0,d which clearly is not a multiple of t1X2 − t2X1.
2.1. Construction of non trivial generators at degree d−1. Now we will de-
fine one nonzero element in Kj,d−j for j = 0, 1, . . . , d−1. We will do this recursively
starting from Kd−1,1 and increasing the X-degree. Set then
Fd−1 := a(t)X1 + b(t)X2 + c(t)X3
and, for j from 1 to d− 1 do:
• write Fd−j as Ad−j(t,X)t1 + Bd−j(t,X)t2 (clearly there is more than one
way of doing this, just choose one),
• Set Fd−j−1 := Ad−j(t,X)X1 +Bd−j(t,X)X2.
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We easily check that Fj ∈ Kj,d−j for j = 0, . . . , d− 1. Note that this construction
actually is the same as the one made in [CHW08, Bus09] with Sylvester forms. The
simplicity of the moving line of degree one actually makes the whole determinantal
presentation avoidable.
Theorem 2.9. F0, . . . , Fd−1 is a sequence of nonzero elements of K[t,X ], moreover
Fj(X1, X2, X) = E(X) for all j = 0, . . . , d − 1. Let J be the ideal generated by
J := {t1X2 − t2X1, F0, F1, . . . , Fd−1}. Then J is a minimal set of generators of J .
Proof. From the construction of the Fj ’s it is very easy to show inductively that
Fj(X1, X2, X) = E(X).
This implies in particular that none of the Fj(t,X)’s is zero.
Suppose now that one of them is a polynomial combination of the others. If
d = 2, we have J = {t1X2 − t2X1, F0, F1}, with F0 of bidegree (0, 2) and the other
two elements of bidegree (1, 1) being linearly over K[t], as they are a basis of Syz(I).
So, neither of them can be a polynomial combination of the others.
In the case, d > 2, we have that t1X2− t2X1 has total degree 2 which is less than
the total degree of the Fj ’s for all j = 0, . . . , d − 1, so it cannot be a polynomial
combination of the others.
Suppose now
Fj(t,X) = G(t,X)(t1X2 − t2X1) +
∑
i6=j
λiFi(t,X),
with λi ∈ K (this is due to the fact that the total degree of all the Fi’s is d). As
(i, d− i) 6= (j, d− j) if i 6= j, then we must have Fj(t,X) = (t1X2− t2X1)G0(t,X),
with G0 being the piece of bidegree (i − 1, j − 1) of G. But this implies that
Fj(X1, X2, X) = E(X) 6= 0.

The following is the main result of this section.
Theorem 2.10. [CHW08, Theorem 2.3][Bus09, Proposition 3.1] A minimal set of
generators of K is given by t1X2 − t2X1, F0, F2, . . . , Fd−1.
Proof. Following the notation of Theorem 2.9, we have J ⊂ K and the set
{t1X2 − t2X1, F1, F2, . . . , Fd}
being a minimal family of generators of J . The proof will follow if we show that
J = K. Let F (t,X) ∈ Ki,j . If i + j < d, then thanks to Proposition 2.8, we know
that F (t,X) is a multiple of t1X2 − t2X1, and hence an element of J . Suppose
now that i+ j ≥ d. By using Lemma 2.7, we get
(7) X i2F (t,X)− t
i
2F (X1, X2, X) = (t1X2 − t2X1)G(t,X)
for some G(t,X) ∈ K[t,X]. On the other hand, thanks to Proposition 2.6, we know
that F (X1, X2, X) is a polynomial multiple of E(X) i.e. there exists a polynomial
h(X) of degree i+ j − d such that F (X1, X2, X) = h(X)E(X).
We will consider two different cases:
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• If i < d, we set H(t,X) := h(X)Fi(t,X). Clearly H ∈ Ki,j and also,
H(X1, X2, X) = h(X)E(X). We also have, thanks to Lemma (2.7),
(8) X i2H(t,X)− t
i
2h(X)E(X) = (t1X2 − t2X1)G˜(t,X),
for G˜ ∈ K[t,X]. We now substract (7) from (8) and get
X i2
(
F (t,X)−H(t,X)
)
= (t1X2 − t2X1)G0(t,X),
with G0 ∈ K[t,X]. From here it is easy to see that F (t,X) is a polynomial
combination of Fi and t1X2 − t2X1.
• If i ≥ d, then note that as degX3
(
F (t,X)
)
= degX3
(
F (X1, X2, X)
)
= j
and, as we saw in Lemma 2.5, degX3(E(X)) = 1. We then have that
degX3(h(X)) = j − 1 < i+ j − d.
On the other hand, as the total degree of h(X) is equal to i + j − d,
we then have that every monomial appearing in the expansion of h(X) has
degree in the variables X1, X2 at least i+ j− d− j+1 = i− d+1 ≥ 1. We
write then
h(X) =
i−d+j∑
k=i−d+1
hk(X1, X2)X
i+j−d−k
3
with hk(X1, X2) homogeneous of degree k ≥ i − d + 1. For each k, let
Hk(t,X1, X2) ∈ K[t,X1, X2] be any bihomogeneous polynomial of bidegree
(i−d+1, k− i+d− 1) such that Hk(X1, X2, X1, X2) = hk(X1, X2). These
are very easy to get, as we just convert enough monomials in the Xi’s in
hk into ti’s. Now set
H(t,X) :=
i−d+j∑
k=i−d+1
Hk(t,X1, X2)X
i+j−d−k
3 Fd−1(t,X).
It is easy to see now that H(t,X) ∈ Ki,j ∩ J and that H(X1, X2, X) =
h(X)E(X). An argument like in the previous case then shows that F (t,X)
is equal to H(t,X) plus a polynomial multiple of t1X2 − t2X1, hence an
element of J .

Remark 2.11. Note that if i ≥ d − 1 we can deduce from the proof of Theorem
2.10 that actually
Ki,j ⊂ 〈t1X2 − t2X1, Fd−1(t,X)〉.
This fact is not surprising as -projectively- both the Rees Algebra and the Symmetric
Algebra of I define the same scheme, and hence they are equal up to saturation.
We will run into this situation again in the case of surfaces (proof of Theorem 4.9).
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3. Monoid hypersurfaces
The elementary approach used in Section 2 can be extended straightforwardly to
monoid hypersurfaces, which are irreducible algebraic hypersurfaces having a sin-
gularity of multiplicity one less than their geometric degree (see [SZKD99, JLP08]).
Let n ≥ 1 be a positive integer, and consider then a monoid hypersurface H ⊂ Pn
of degree d having the point (0 : 0 : . . . : 0 : 1) ∈ H of multiplicity d − 1. It can
be seen then (see for instance [JLP08]) that H can be rationally parameterized as
follows:
φ : Pn−1 99K Pn
θ 7→ (θ1fd−1(θ) : . . . : θnfd−1(θ) : fd(θ)) ,
where θ := (θ1 : . . . : θn) and fd−1(t), fd(t) are homogeneous polynomials in
K[t] = K[t1, . . . , tn] of respective degrees d − 1 and d, without common factors.
In this section, we will set X = (X1, . . . , Xn+1). It is easy to see that the implicit
equation of H is given by the polynomial
(9) E(X) = fd−1(X1, . . . , Xn)Xn+1 − fd(X1, . . . , Xn).
Also, it is straightforward to check that the inverse of φ is given by
H 99K Pn
(X1 : X2 : . . . : Xn+1) 7→ (X1 : X2 : . . . : Xn)
As before, we can then study the ideal of moving surfaces that follow this parame-
terization, i.e. the kernel of the map
h : K[t,X] → Rees(I)
Xi 7→ tifd−1(t)Z, i = 1, . . . , n
Xn+1 7→ fd(t)Z,
where I now stands for 〈t1fd−1(t), . . . , tnfd−1(t), fd(t)〉, and Rees(I) := K[t][I Z].
Let K be the kernel of h, which again happens to be a bigraded ideal, K = ⊕i,jKi,j .
We can distinguish the following elements in K:
• pi,j(t,X) := tiXj − tjXi ∈ K1,1 for all 1 ≤ i < j ≤ n.
• Write fd(t) = t1fd,1(t) + . . .+ tnfd,n(t) and set
Fd−1(t,X) := fd−1(t)Xn+1 −
n∑
j=1
fd,j(t)Xj .
Due to (9), we have that Fd−1(X1, . . . , Xn, X) = E(X) and this shows that
Fd−1(t,X) ∈ Kd−1,1 \ {0}.
• Inductively, we write Fj(t,X) ∈ Kj,d−j as
∑n
i=1 Fj,i(t,X)ti, and then define
Fj−1(t,X) :=
n∑
i=1
Fj,i(t,X)Xi.
So, we have Fj−1 ∈ Kj−1,d−j+1 \ {0}, having the property that
Fj−1(X1, . . . , Xn, X) = E(X).
This can be done for j = d− 1, d− 2, . . . , 1, F0(t,X) being equal to E(X).
The following is the generalization of Theorem 2.10 for monoid hypersurfaces.
Theorem 3.1. A minimal set of generators for K is
{pi,j, 1 ≤ i < j ≤ n, F0, F1, . . . , Fd−1}.
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Proof. As in Proposition 2.6, it is easy to see that F (t,X) ∈ K if and only if
F (X1, . . . , Xn, X) is a multiple of the implicit equation. On the other hand, we
again have that, if F (t,X) has bidegree (i, j), then
X inF (t,X)− t
i
nF (X1, . . . , Xn, X) ∈ L := 〈pi,j(t,X)〉.
The key point here is that L is a prime ideal, as it is the ideal of 2 × 2 minors of
the matrix (
t1 t2 . . . tn
X1 X2 . . . Xn
)
,
which is known to be prime (see for instance [Shar64]). So, as in the monoid curve
case, it is easy to show that if F (t,X) ∈ Ki,j with i + j < d, then F (t,X) ∈ L.
The case i+ j ≥ d also follows straightforwardly by using the same tricks as in the
proof of Theorem 2.10. We leave the details to the reader. 
Remark 3.2. Note that also in this case we have following property: i ≥ d−1, then
Ki,j is again generated as a K[t,X]-module by the syzygies of I via a correspondence
similar to (1) (compare with Remark 2.11).
4. Local Complete Intersection Surfaces with µ1 = µ2 = 1
Now we focus in the case of some special parametric surfaces, so in this section
se set n = 3, t will stand for (t1, t2, t3), X will be (X1, X2, X3, X4) and u =
(u1, u2, u3, u4) a sequence of nonzero homogeneous polynomials of degree d in K[t].
As before, let I := 〈u1, u2, u3, u4〉 ⊂ K[t]. We also assume gcd(ui(t), i = 1, 2, 3, 4) =
1. We now look for generators of the kernel of the map
h : K[t,X] → Rees(I)
Xi 7→ ui Z
for i = 1, 2, 3, 4. As usual, Rees(I) = K[t][I Z]. Let K ⊂ K[t,X ] be the kernel of h.
In this context, we do not have a nice µ-basis situation like in the curve case.
For instance, if K = C and V (I) = ∅, it is shown in [Cox01, Proposition 5.1] that
Syz(I) is not a free K[t]-module anymore. So, in order to be able to talk about
µ-bases again, we must require VP2(I) 6= ∅ plus one of the following conditions
(which are all equivalent to the fact that Syz(I) is a free graded module for any
algebraically closed field K , see [Cox01, Proposition 5.2] for the case K = C and
[BCJ09] for a general K:
• the projective dimension of K[t]/I is 2;
• K[t]/I is Cohen-Macaulay;
• 〈t1, t2, t3〉 /∈ Ass(K[t]/I);
• I is saturated with respect to the maximal ideal 〈t1, t2, t3〉.
If one (and all) of the above holds, we have an exact sequence of the form
(10)
0→ K[t](−d−µ1)⊕K[t](−d−µ2)⊕K[t](−d−µ3)→ K[t](−d)
4 → K[t]→ K[t]/I → 0,
where µi ∈ N, µ1 + µ2 + µ3 = d.
We will then restrict ourselves to this situation. We will consider in this section
the case µ1 = µ2 = 1. This forces µ3 = d − 2, so we assume that d > 2. Let
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then p1(t,X), p2(t,X), p3(t,X) be a K[t]-basis of the Syzygy module of I which
we regard again as linear forms in the variables X’s via the usual identification
K∗,1 → Syz(I)
a(t)X1 + b(t)X2 + c(t)X3 + d(t)X4 7→
(
a(t), b(t), c(t), d(t)
)
,
with degt(pi) = µi. Write
pi(t,X) = Li1(X)t1 + Li2(X)t2 + Li3(X)t3, i = 1, 2,
with Lij(X) being a homogeneous linear form in X with coefficients in K. Set also
Mj to be the signed j-th maximal minor of the matrix
(
Lik(X)
)
1≤i≤2,1≤k≤3
, for
j = 1, 2, 3.
Consider now φ : P2 99K P3 given by
(11)
P2 99K P3
t 7→ u(t).
Let S be the Zariski closure of φ(P1).
The following proposition is the generalization of Proposition 2.1 for surfaces.
Proposition 4.1. If I is saturated, µ1 = µ2 = 1 and deg(S) ≥ 3, then φ has a
rational inverse given by
(12)
S 99K P2
X 7→ (M1 :M2 :M3).
Proof. First, note that we cannot have all the Mi’s equal to zero, as this would
imply that there exists B(X) and A(X) both nonzero such that
A(X)p1(t,X) = B(X)p2(t,X).
But this is impossible as {p1(t,X), p2(t,X)} is linearly over K[t], and the equality
above would imply that they differ by a scalar in K.
It is also easy to see that Mi(X)tj −Mj(X)ti ∈ K1,2 for all i, j = 1, 2, 3. If
Mi(X) = 0 for some i, then we will have Mj(u)ui = 0 for j 6= i, i.e. Mj(u) =
0 for j 6= i. As one of these Mj(X)’s must be different from zero, we would
have an equation of degree 2 vanishing over S which has degree at least three, a
contradiction. Hence, we actually have Mi(X) 6= 0 for all i = 1, 2, 3.
As before, from the relations
tj
ti
=
Mj(u)
Mi(u)
in P2\
(
V (I)∪{t1t2t3M1(u)M2(u)M3(u) =
0}
)
, we have then that the following algebraic morphisms are inverse of each other
P2 99K S S 99K P2
t → u(t) X → M,
this completes the proof. 
Example 4.2. Consider the parametrization given in [BCD03, Example 4.1], where
the ideal I is saturated, having a Hilbert-Burch resolution of degrees (µ1, µ2, µ3) =
(1, 1, 2) with
p1(t,X) = t1X1 + t1X2 + 2t2X3 + t2X4,
p2(t,X) = 2t1X1 + t2X2 + t1X3 + 3t2X4
p3(t,X) = t2t3X1 + t
2
1X2 + t
2
2X3 + t1t3X4.
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So, u1, u2, u3, u4 are the signed maximal minors of the following 4× 3 matrix:

t1 2t1 t2t3
t1 t2 t
2
1
2t2 t1 t
2
2
t2 3t2 t1t3

 .
As L13(X) = L23(X) = 0, we then have that M1(X) = M2(X) = 0. The explana-
tion here is that
M3(X) =
∣∣∣∣∣∣
X1 +X2 2X3 +X4
2X1 +X3 X2 + 3X4
∣∣∣∣∣∣
is the implicit equation of the parametric surface, which has degree 2.
The following consequence is the generalization of Proposition 2.6 for surfaces
with µ1 = µ2 = 1, its proof being straightforward.
Corollary 4.3. If I is saturated, having a Hilbert-Burch resolution with degrees
(1, 1, d−2) and deg(S) ≥ 3, then F (t,X) ∈ K if and only if F (M,X) is a polynomial
multiple of E(X) in K[X].
Corollary 4.4. If in addition V (I) is a local complete intersection, then
(1) the implicit equation of S is equal to p3(M,X),
(2) gcd(M1,M2,M3) = 1.
Proof. Let E(X) be the implicit equation of S. We know that (see for instance
[BCD03, Theorem 4.1]) if V (I) is a l.c.i. then -up to a nonzero constant-
E(X) = Resµ(p1, p2, p3).
Here, Resµ stands for the homogeneous resultant in the variables t associated to the
sequence µ = (1, 1, d− 2) as defined in [CLO05, Chapter 3]. By using the Poisson
formula for the homogenous resultant (see for instance [CLO05]), it is easy to see in
this situation that -again up to a nonzero constant- Resµ(p1, p2, p3) = p3(M,X),
the value of p3(t,X) in
(
M1(X) :M2(X) :M3(X)
)
, which is the only common zero
of p1(t,X) and p2(t,X) in P
2
K(X). Hence, the first part of the statement follows.
For the second item, if we set M0 := gcd(M1,M2,M3) and deg(M0) > 0, then we
would have that
p3(M,X) =M
d−2
0 p3
(M1
M0
,
M2
M0
,
M3
M0
, X
)
with one of the two polynomials in the right hand side vanishing on S. This is
impossible as the degree of each of them is strictly less than
deg(S) = deg
(
p3(M,X)
)
= 2d− 3.

4.1. Minimal Generators of K. We start with the following result which will be
useful in the sequel.
Proposition 4.5. Let N be the ideal generated by p1(t,X), p2(t,X) in K[t,X]. If
deg(S) ≥ 3, then N is a prime ideal.
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Proof. Let E ⊂ K[X] be the ideal generated by M1(X), M2(X), M3(X). Consider
the following complex of K[X] modules:
(13) 0→ K[X]2
ψ2
→ K[X]3
ψ1
→ E → 0
with matrices
M(ψ1) :=
(
M1(X) M2(X) M3(X)
)
M(ψ2) :=

 L11(X) L21(X)L12(X) L22(X)
L13(X) L23(X)

 .
The fact that gcd(M1,M2,M3) = 1 (see for instance Corollary 4.4 (2)) tells us
that VP3(M1,M2,M3) has dimension at most 1, as otherwise there would be an
irreducible hypersurface W ⊂ P3 contained in this variety, and this would imply
that the irreducible polynomial in K[X] defining W divides each of the Mi, which
is impossible. So we have then that the affine dimension of V (E) is less than or
equal to 2, and hence
(14) depth(E) = codim(E) ≥ 4− 2 = 2,
as K[X] is a Cohen-Macaulay ring. This implies the converse of the Hilbert-Burch
Theorem (see for instance [BH93, Theorem 1.4.17]), and we have that the complex
(13) is exact.
Let E1 ⊂ K[X] be the ideal generated by Lij(X), i = 1, 2, j = 1, 2, 3. We will
show that depth(E1) = codim(E1) ≥ 3. If VP3(E1) = ∅, then it is clear that the only
prime containing E1 is the maximal ideal 〈X1, X2, X3, X4〉 which has codimension
4.
On the other hand, if x := (x1 : x2 : x3 : x4) ∈ VP3(E1), then we claim
that VP3(E1) = {x}. Indeed if there is another point y := (y1 : y2 : y3 : y4)
in this variety, consider Sx,y, the 2-dimensional K-vector subspace generated by
{(x1, x2, x3, x4), (y1, y2, y3, y4)} in K
4, and S⊥x,y, its ortoghonal in
(
K
4
)∗
, the latter
will identified with the space of linear forms in X1, X2, X3, X4.
The fact that x, y ∈ VP3(E1) implies that Lij(X) ∈ Sp,q
⊥, i = 1, 2, j = 1, 2, 3.
After a linear change of variables, we may assume that X1, X2 is a set of generators
of S⊥p,q. As M1(X),M2(X),M3(X) are quadrics in the Lij(X)’s with coefficients
in K (recall that they are the signed maximal minors of M(ψ2)), this implies that
the inverse of φ given in (12) in terms of the map M is actually a homogeneous
polynomial function of two variables X1, X2 which covers a dense subset of P
2, a
contradiction. Hence, VP3(E1) = {x}, and this means that codim(E1) = 3. So, we
have in all the cases
(15) depth(E1) ≥ 3.
Note also that p1(t,X), p2(t,X) is a regular sequence in K[t,X], as they are both
irreducible and of bidegree (1, 1). So, the ideal N is unmixed. This, plus (14) and
(15) put ourselves in the conditions of [SV81, Proposition 3.3 (i)], which asserts
that these conditions are equivalent to the fact that N is a prime ideal. 
Remark 4.6. The hypothesis deg(S) ≥ 3 is necessary, as one can see in Example
4.2 that M3(X) t1 ∈ N but neither M3(X) nor t1 are elements of this ideal.
The case codim(E1) = 3 can actually happen, as the following example shows.
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Example 4.7. Consider the following set of moving planes:
p1(t,X) = t1X1 + t2X2 + t3X3,
p2(t,X) = −t1X2 + 2t2X3 − t3X1,
p3(t,X) = t1t3X1 + t1t2X2 + t2t3X3 + t
2
2X4.
With the aid of the computer software Macaulay 2 ([Mac]) we check that the ideal
generated by the signed maximal minors of

t1 −t3 t1t3
t2 −t1 t1t2
t3 2t2 t2t3
0 0 t22


is saturated and a local complete intersection in K[t]. Note that (0 : 0 : 0 : 1) ∈
V (E1), and it is the only element in this variety, as we saw in the proof of Propo-
sition 4.5. A basis of the syzygy module of this ideal is given by
{p1(t,X), p2(t,X), p3(t,X)}.
The polynomial defining the implicit equation has degree 5 = 2∗4−3 and it is given
by
E(X) = X41X4 + 2X
3
1X
2
3 − 2X
3
1X2X3 − 4X
2
1X
3
3 − 2X1X
2
2X
2
3
−2X21X2X
2
3 − 2X1X2X
3
3 +X1X
3
2X3 −X
3
2X
2
3 −X
2
1X
3
2 +X
2
2X
2
3X4
−X31X
2
2 − 2X
2
1X2X3X4 + 2X
2
2X
3
3 +X
2
1X
2
2X3.
4.2. Construction of generators of K. Going back to our problem of construct-
ing a set of minimal generators of K, we proceed as in the previous sections: we
will add to the syzygies p1(t,X), p2(t,X), p3(t,X) some elements of K defined by
specializing some variables t’s into M(X)’s.
Definition 4.8. Set Fd−2(t,X) := p3(t,X) ∈ Kd−2,1. For j from d− 2 to 1 do:
• Write Fj(t,X) ∈ Kj,1+2(d−2−j) as
Fj(t,X) = Aj(t,X)t1 +Bj(t,X)t2 + Cj(t,X)t3.
Again, there are several ways of doing this, just choose any.
• Set Fj−1(t,X) := Aj(t,X)M1(X) +Bj(t,X)M2(X) + Cj(t,X)M3(X).
Clearly, we have Fj(t,X) ∈ Kj,1+2(d−2−j) for all j = 0, 1, . . . , d−2. Also, it is clear
that Fj 6= 0 for all j, as they all specialize to F0(X) = E(X) when we do t 7→M .
Theorem 4.9. Let I := 〈u1, u2, u3, u4〉 be a saturated local complete intersection
ideal generated by four nonzero polynomials homogeneous of degree d in K[t] with
d ≥ 3, such that a µ-basis de I is given by three forms p1(t,X), p2(t,X), p3(t,X)
of respective degrees 1, 1, d− 2. Then, a minimal set of generators of K is
{p1, p2, F0, F1, . . . , Fd−2}.
Proof. It is clear that I saturated + l.c.i implies deg(S) ≥ 3. Indeed, due to the
degree formula ([Cox01]):
2d− 3 = deg(φ) deg(S),
we get that actually deg(S) = deg(E(X)) is an odd number. If deg(S) = 1, this
implies that the polynomials u1, u2, u3, u4 are K-linearly dependent, and this would
imply the existence of a syzygy of degree zero which contradicts our hypothesis.
Hence, deg(S) ≥ 3 holds.
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Let M be the ideal generated by p1, p2, F0, F1, . . . , Fd−2 in K[t,X ]. Clearly we
have M ⊂ K. As in the proof of Theorem 2.9, let us show first that this set of
generators is minimal.
We easily check that neither p1(t,X) nor p2(t,X) can be expressed as a polyno-
mial combination of the others, on the other hand, if we have
Fj(t,X) = A(t,X)p1(t,X) +B(t,X)p2(t,X) +
∑
i6=j
Ci(t,X)Fi,
if we pick the piece of bidegree (j, 1 + 2(d− 2− j)) in this expression, we get
Fj(t,X) = A0(t,X)p1(t,X) +B0(t,X)p2(t,X),
which would imply that Res(1,1,j)(p1, p2, Fj) = 0, a contradiction with the fact that
the latter is a nontrivial multiple of E(X). So, the family of generators is minimal.
Let us pick now an element F (t,X) ∈ Ki,j for some i, j ∈ N. Again we have to
consider three cases:
• 2i+ j < 2d− 3: due to the bihomogeneities of F , we have as before
M i3F (t,X)− t
i
3F (M,X) ∈ N = 〈p1(t,X), p2(t,X)〉.
As we have deg
(
F (M,X)
)
= 2i − j < 2d − 3, and due to the fact that
F (M,X) must be a multiple of E(X) (see Corollary 4.3) which is irreducible
of degree 2d−3, we then have that F (M,X) = 0 and henceM i3F (t,X) ∈ N ,
which is a prime ideal in virtue of Proposition 4.5. As M3 is not in this
ideal (it has degree 0 in the variables t’s, and N is generated in t-degree
one), we then have F (t,X) ∈ N .
• 2i+ j ≥ 2d−3, i ≤ d−2: In this case we have F (M,X) = h(X)E(X) with
h(X) ∈ K[X]. Consider then h(X)Fi(t,X) ∈ Ki,j , which actually satisfies
M i3 (F (t,X)− h(X)Fi(t,X)) ∈ N .
As before, due to the fact that N is prime and M3 /∈ N , we have then that
F (t,X) ∈ N + 〈Fi(t,X)〉 ⊂ M.
• 2i+j ≥ 2d−3, i ≥ d−1 : this case is actually be the most complicated one,
as we do not have a way of generalizing the proof given in Theorem 2.9 to
this situation. However, deep results in Commutative Algebra relating the
Rees Algebra and the Symmetric Algebra of the ideal I can be applied in
the case of I saturated and local complete intersection. What follows can
be found in [BJ03, BCJ09] and the references therein:
(1) As I is a local complete intersection ideal, then it is of linear type
outside m := 〈t1, t2, t3〉 and hence
K = 〈p1(t,X), p2(t,X), p3(t,X)〉 : m
∞.
(2)
K/〈p1, p2, p3〉 = (〈p1, p2, p3〉 : m
∞) /〈p1, p2, p3〉 = H
0
m
(K[t,X]/〈p1, p2, p3〉) .
(3) K[t,X]/〈p1, p2, p3〉 is naturally identified with SymK[t](I), the Sym-
metric Algebra of I.
(4) As I is a saturated ideal, due to [BC05, Theorem 4], we have that for
ν ≥ d− 2 :
H0
m
(K[t,X]/〈p1, p2, p3〉)ν = 0.
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Here, the grading is taken with respect to the t-variables.
This last result says that the class of F (t,X) in (K/〈p1, p2, p3〉)i is equal
to zero if i ≥ d− 2. Hence, we conclude that in our situation, as
degt
(
F (t,X)
)
= i ≥ d− 1,
then F (t,X) ∈ 〈p1, p2, p3〉. This completes the proof.

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