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Zusammenfassung
Im Sommer 2008 wird der weltgrößte Proton-Proton-Speicherring, der Large Hadron
Collider (LHC), am CERN in der Nähe von Genf (Schweiz) seine Arbeit aufnehmen.
Bei einer Schwerpunktsenergie von 14TeV beträgt der Wirkungsquerschnitt für die
Paarproduktion von Top-/Anti-Top-Quarks (tt¯) im Standardmodell etwa 830 pb (NLO).
Die Top-Quarks zerfallen nahezu ausschließlich in einW -Boson und ein b-Quark mit-
tels schwacher Wechselwirkung. In etwa 44,4% solcher Ereignisse zerfällt im folgen-
den eines der beiden W -Bosonen in ein Lepton und ein Neutrino, das andere in zwei
leichte Quarks (semileptonischer Zerfall). Dieser Kanal zeichnet sich deshalb sowohl
durch eine gute Selektierbarkeit aufgrund des Leptons als auch durch eine vollständi-
ge Rekonstruierbarkeit des hadronisch zerfallenden Top Quarks in drei Jets aus. Nach
einer kurzen Einführung in die Top-Quark-Physik am LHC und den CMS-Detektor
(Compact Muon Solenoid) behandelt die vorliegende Arbeit Analysen zur Top-Quark-
Rekonstruktion und Massenbestimmung.
In der ersten Analyse wird gezeigt, dass Top-Quark-Paar-Zerfälle im semileptoni-
schen Kanal auch ohne Jet-Flavour-Informationen (z.B. b tagging) und einer reduzier-
ten Geometrieakzeptanz für Elektronen mit einem Signal-zu-Untergrund-Verhältnis
von S/B = 2, 4 im First Physics Run des LHC selektiert werden können. Hierzu wur-
den in einer vollständigen Simulation des CMS-Detektors das Signal und die größten
Untergrundprozesse für eine integrierte Luminosität von 0,1 fb−1 produziert. Es zeigt
sich, dass in der Selektion unter anderem Jet-Shape-Variablen als Kompensation zum
fehlenden b tagging sehr erfolgreich sind. Der semileptonische Zerfallskanal ist auf-
grund des Leptons im Endzustand besonders geeignet, um das Top-Quark am LHC
wiederzuentdecken. Unter Annahme des oben beschriebenen Szenarios werden hierzu
Daten entsprechend einer integrierten Luminosität von etwa 2 pb−1 benötigt.
In einer zweiten Analyse, welche von einem nominell arbeitenden Detektor und
einer Datenmenge von 1 fb−1 ausgeht, wird gezeigt, dass die Top-Quark-Masse mit
einem statistischen Fehler von etwa 1GeV/c2 und einem systematischen Fehler von
etwa 3.2GeV/c2 aus dem hadronischen Zerfall des Top-Quarks in drei Jets rekonstru-
iert werden kann. Der größte Fehler resultiert aus der Unsicherheit der Kalibration des
hadronischen Kalorimeters.
Die Herausforderung in der Top-Quark Rekonstruktion liegt vor allem in der Aus-
wahl der drei richtigen Jets aus dem Top-Quark-Zerfall, wobei Ereignisse mit maximal
fünf Jets zugelassen werden. Zu diesem Zweck wurde eine Likelihood-Methode ent-
wickelt, die aus durchschnittlich etwa 17 möglichen Drei-Jet-Kombinationen (nach
Schnitten) das hadronisch zerfallene Top-Quark mit einer Reinheit von bis zu 64%
selektiert. Der verbleibende physikalische Untergrund ist gegenüber dem kombinatori-
schen Untergrund vernachlässigbar.

Abstract
In summer 2008 the world largest proton-proton storage ring, the Large Hadron Col-
lider (LHC), at CERN close to Geneva (Switzerland) will go into service. With a
collision energy of 14 TeV the production cross section for top/antitop quarks (tt¯) is
about 830 pb (NLO). The top quarks almost exclusively decay into a W boson and a
b quark via the weak interaction. In about 44.4% of all events one of the top quarks
decays into a lepton and neutrino while the other one decays into two light quarks
(semileptonic decay chain). This channel therefore provides a good selection purity
(lepton tagging) and the possibility for the complete reconstruction of the hadronically
decaying top quark into three jets. After a short introduction of top quark physics at
the LHC and the Compact Muon Solenoid (CMS) detector, this thesis deals with the
analyses of top quark reconstruction and mass measurement in two different scenarios.
In the first analysis a first physics scenario is taken as a basis where no jet flavour
information (e.g. b tagging) and only a reduced detector acceptance region for electron
identification is assumed. It is shown that semileptonic top quark pair decays can
nevertheless be identified with a signal over background ratio of about S/B = 2.4. For
this study signal and main background processes using full simulation of the CMS
detector have been produced for an integrated luminosity of 0.1 fb−1. Especially event
shape variables are adequate to compensate the missing b jet tagging. The semileptonic
channel is the most promising one to rediscover the top quark at the LHC due to the
lepton in the final state. In this scenario the needed integrated luminosity has been
calculated to be about 2 pb−1 assuming Poisson distributions for the number of signal
and background events.
A second analysis focusses on the top quark mass measurement in a scenario where
the CMS detector is fully equipped and has almost reached its design performance.
Therefore data for an integrated luminosity of 1 fb−1 has been analyzed showing that
the top quark mass can be reconstructed with a statistical error of about 1GeV/c2 and
a systematic error of 3.2GeV/c2. The major part of the systematic error is caused by
the calibration uncertainty of the hadronic calorimeter.
A challenging task in this analysis is the determination of the right three jets com-
ing from the top quark decay among at most five jets. To solve this problem a likeli-
hood ratio method has been developed, which is able of determining the right top quark
among up to 17 possible three jet combinations with a purity of up to 64%. It turned
out that the physics background is almost negligible and that the intrinsic combinatoric
background is dominant.
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Preface
In this thesis simulations of semileptonic top/anti-top (tt¯) pair decays produced in the
CMS detector at the future Large Hadron Collider (LHC) at CERN are discussed. Two
analyses, assuming different detector and luminosity scenarios, deal with the selection
and reconstruction of top quarks and their decay products. Because these studies use
Monte Carlo events including full detector simulation, special emphasis is layed on
the reconstruction and selection algorithms used to define particles from the detector
point of view.
In chapter 1 a short introduction into the Standard Model of Particle Physics is
given, focussing in particular on top quark physics at the LHC. The top quark proper-
ties as known today (2007), the production mechanisms as well as the decay modes
under LHC conditions, are presented.
The machine and detector layout is described in chapter 2. Here also the design of
the LHC and the different subdetectors of CMS are discussed. This is related to the
experimentally achievable accuracy of observables.
Chapter 3 introduces the simulation environment which has been used to produce a
large number of events for this high statistic analysis. The signal processes have been
exclusively produced using full detector simulation. Non-signal processes which have
a much larger production cross section than the signal have partly been produced with
full and fast simulation.
The reconstruction of physics objects from plenty of tracks and energy clusters
is a crucial part of every analysis at the LHC. Only efficient and well understood re-
construction algorithms provide an adequate basis for an identification of higher level
objects like electrons, muons or jets with sufficient purity. Detailed answers related to
this topic are given in chapter 4.
The analysis presented in chapter 5 deals with the question of how top quarks
can be detected in the first physics run when the CMS detector will not have reached
its design performance. An appropriate strategy is discussed facing problems of a
pessimistic scenario where for example no jet flavour information (like b tagging) is
used at all.
The top quark mass measurement and the precision achievable with a fully inte-
grated detector and 1 fb−1 of data is addressed in chapter 6. Methods and statistical
tools which lead to a proper top mass determination including the most important
sources of systematic uncertainties are discussed.
1
2 PREFACE
Chapter 1
The Top Quark at the LHC
1.1 The Standard Model of Particle Physics
To answer the question about the fundamental structure of matter incites scientists for
centuries. The knowledge they gained from an enormous number of precise measure-
ments based on great efforts in the field of theoretical physics led to the Standard
Model of Particle Physics. It describes the elementary particles and their fundamental
interactions except from the gravitational force as known up to now. In this chapter a
short introduction is given in particular focussing on top quark physics at the LHC.
Today it is known that symmetry plays a fundamental role in nature and that all
interactions between particles can be described by gauge fields whose sources are the
particles themselves. The demand of local gauge invariance, which is motivated by
the general validity of the relativity principle, automatically gives rise to fields whose
quanta mediate the interactions. Those force carriers are called bosons which have an
integer spin while the constituents of matter are fermions with spin 1/2. An overview
of the elementary particles is given in tables 1.1 and 1.2
The particles can be organized in three generations which only differ in their
masses. Only the first one is needed to build all visible matter. The group of fermions
contains six leptons (electron e, muon µ, tau τ and their corresponding neutrinos) and
six quarks (up, down, charm, strange, top and bottom). Each generation comprises
a left-handed doublet of the weak isospin and a right-handed singlet. Every particle
is accompanied by an antiparticle which differs from its particle by all additive quan-
tum numbers (e.g. the electric charge). The number of lepton generations with a light
neutrino is constrained to be three by LEP experiments [1].
From a mathematical point of view the Standard Model is a gauge theory with
the combined symmetry group SU(3)C × SU(2)L × U(1)Y . One major success of
this mathematical formalism was the unification of the theories of electromagnetism
(Quantum Electrodynamics or QED) and the weak force to an electroweak theory and
the inclusion of the strong force (Quantum Chromodynamics or QCD). Gravity is not
part of the Standard Model. Due to its weakness at energies achievable today it is
neglected in the field of high energy physics in colliders.
So far the experimental results agree very well with the predictions of the Standard
Model of Particle Physics, but there are some aspects of the theory which lead to
inconsistencies. The local gauge invariance for example requires the gauge bosons
to be massless. Measurements meanwhile have shown that this is not the case for
3
4 CHAPTER 1. THE TOP QUARK AT THE LHC
Fermions I II III Q[e] T3 Y
Quarks
(
u
d′
)
L
(
c
s′
)
L
(
t
b′
)
L
2/3
−1/3
1/2
−1/2
1/3
1/3
uR cR tR 2/3 0 4/3
dR sR bR −1/3 0 −2/3
Leptons
(
νe
e−
)
L
(
νµ
µ−
)
L
(
ντ
τ−
)
L
0
−1
1/2
−1/2
−1
−1
νe,R νµ,R ντ ,R 0 0 0
e−R µ
−
R τ
−
R −1 0 −2
Table 1.1: The three generations of fermions in the Standard Model. Q is the electric charge,
T3 the weak isospin and Y the hyper charge. Doublets of the weak isospin are put
in parentheses. The indices L and R indicate the chiral states. Antiparticles are
not shown.
Bosons Interaction Range [m] Spin [~] Q[e] Mass [GeV/c2]
Photon γ electromagnetic ∞ 1 0 0
W± / Z0 weak  10−16 1 ±1/0 ≈ 80.4 / 91.2
8 Gluons g strong 10−15 1 0 0
Graviton G gravitational ∞ 2 0 0
Table 1.2: The forces and their mediating fundamental gauge bosons in the Standard Model.
The Graviton as the mediator of Gravity is included for the sake of completeness.
the W and Z bosons which are quite heavy (see table 1.2). A possible answer to
this question might arise from the Higgs mechanism which (in the simplest model)
introduces an additional doublet of scalar fields, the Higgs field. In this theory the
boson masses are created by a spontaneous symmetry breaking. As a consequence the
Higgs field has a non-vanishing vacuum expectation value leading to the existence of a
scalar Higgs boson. This particle has not been discovered using the existing accelerator
infrastructure.
Generally the mass of the Higgs boson is a free parameter within the Standard
Model. But restrictions of the possible mass range can be derived by theoretical argu-
ments and experimental observations. An upper limit of about 1 TeV/c2 is given by
the requirement that unitarity is not violated. Measurements from all four LEP1 ex-
periments set a lower bound of 114.4GeV/c2 at 95% confindence level [2]. An upper
mass limit of 219GeV/c2 at the same confidence level was obtained from precision
measurements of the electroweak parameters because of the logarithmic dependence
of the Higgs mass due to radiative corrections [3]. While the bosons get their masses
via spontaneous symmetry breaking, the fermions acquire mass via the Yukawa cou-
pling to the Higgs boson. The Large Hadron Collider is expected to finally answer the
question about the existence of the Higgs boson.
Although the StandardModel is a very successful theory it is not capable of describ-
1LEP stands for Large Electron Positron Collider.
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ing all physics results as known today. Neutrino experiments for example have proven
the existence of neutrino oscillations which require the originally massless neutrinos
to have a non-vanishing mass [4, 5]. Furthermore the theory leaves open a number of
questions, for instance: Why are there exactly three generations of quarks and leptons?
Why are the fermion masses so different? How can the four fundamental forces be
unified and at which energy scale? Why are there 18 free parameters (not taking into
account the neutrino masses) in the Standard Model? What is the dark matter made of
which is needed to explain the gravitational effects measured in cosmology?
Those questions may be answered by more advanced models (which include the
Standard Model as an effective theory). One favoured model is the minimal supersym-
metric extension of the Standard Model (MSSM). Supersymmetry (SUSY) doubles
the number of particles by giving every fermion a bosonic partner. The lightest super-
symmetric particle is a candidate to build the dark matter. This model also provides a
solution for the unification of the three gauge groups at high energies. But although the
search is going on at the Tevatron2, no supersymmetric particle has yet been detected.
One explanation is that even the lightest SUSY particle is too massive to be produced
with the actually available collider energy. The LHC will be able to explore a much
larger energy region and is therefore is expected to find SUSY particles, if existing in
the TeV energy range.
After this short introduction to the Standard Model and its potential extension, the
next sections addresses the top quark within the Standard Model, in particular its prop-
erties as well as its production and decay mechanisms at the LHC.
1.2 Top Quark Properties
The existence of a sixth quark was predicted long before the top quark was finally
discovered in 1995 [6, 7]. Although it has not been measured so far, the top quark is
assumed to be a charge +2/3 fermion completing the three generation structure of the
Standard Model as the weak isospin partner of the b quark.
The top quark is the heaviest elementary particle found so far. Latest measurements
of the CDF and D∅ collaborations using up to 1 fb−1 of data yield a (preliminary) world
average top mass of
(170.9± 1.1 (stat.)± 1.5 (sys.))GeV/c2.
as shown in fig. 1.1 [8].
As all other quark masses, the top quark mass is a free parameter of the Standard
Model. Because top quark mass measurements are nowadays achieving a precision of
a few GeV/c2, the question appears which mass is actually determined. From the the-
oretical point of view there is more than one convenient definition for particle masses.
Especially for quarks which are confined particles, the mass is not unambiguously de-
fined. The pole mass is defined as the pole in the particle propagator in the context of
finite-order perturbation theory. It can be shown that the pole mass is ambiguous by an
amount proportional to ΛQCD. Another mass definition can be given in the MS scheme.
The renormalized top quark mass mt in this scheme differs by about 10GeV/c2 from
2The Tevatron is a proton anti-proton storage ring at Fermilab near Chicago (USA).
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Figure 1.1: Summary of the world average top quark mass obtained from Tevatron measure-
ments using all three decay channels. Source: [8]
the pole mass using a renormalization scale µ = mt. Other masses (near threshold) are
derived in the PS (potential subtracted) or the PS scheme, where the mass definition
includes recoil corrections of the order 1/m [9]. From an experimental point of view,
the mass is “defined” by the position of the peak in the invariant mass distribution
of the top quark decay products. This closely corresponds to the pole mass defini-
tion [10]. All these questions are correlated with the fact that the top quark width is
about 1.5GeV/c2 (using mt = 175GeV/c2) and therefore approximately an order of
magnitude greater than the strong interaction scale ΛQCD ≈ 200MeV. Because the top
quark lifetime is about 4.23×10−25 seconds, the top quark decays before it hadronizes.
As a consequence no toponium resonances are expected to exist and the polarization
of the top quark is preserved to the decay products.
There are many reasons why the top quark mass has to be determined as precisely
as possible. The top quark mass is close to the scale of electroweak symmetry breaking,
so many aspects of new physics might be revealed in processes where top quarks take
part. The top quark mass also enters the electroweak fit for the Higgs mass via radiative
corrections as shown in fig. 1.2. So a more precise determined top quark mass leads
to a more exact Higgs mass prediction. Besides many other aspects the heaviest quark
should be known as precisely as possible to test and prove a future theory predicting
the fermion masses.
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Figure 1.2: The top quark and the W boson mass constrain the mass of the Higgs particle.
The ellipses represent mass limits gained from combined measurements at LEP,
SLD and Tevatron. The green area indicates the predicted Higgs mass within the
Standard Model. Source: [3]
1.3 Top Quark Production
There are two processes at the LHC that contribute to the production of top quark
pairs in proton proton collisions: The gluon fusion (g + g) and the quark anti-quark
annihilation (q + q):
g(p1) + g(p2)→ t(p3) + t¯(p4) (1.1)
q(p1) + q¯(p2)→ t(p3) + t¯(p4). (1.2)
Here p1 and p2 denote the four momentum vectors of the incoming partons and p3 and
p4 the momenta of the outgoing top and anti-top quark respectively, where
pi = (Ei, pxi , pyi , pzi), i = 1, 2, 3, 4.
In fig. 1.3 and fig. 1.4 the leading order Feynman diagrams of the two processes are
depicted.
With a center of mass energy of 7 TeV per colliding proton the top quarks can be
produced with a small momentum fraction x of the total proton momentum. In this
region the gluon density of the proton dominates. Therefore about 87% of the top
quark pairs are expected to be produced via gluon fusion while the remaining fraction
of 13% is produced via quark anti-quark annihilation.3
3At the Tevatron the quark anti-quark production dominates over the gluon fusion due to a center of
mass energy of 1.96 TeV and the pp¯ initial state.
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Figure 1.3: Production of t¯t pairs via gg fusion on tree-level (87%). From left to right:
t channel amplitude, u channel amplitude, three gluon vertex.
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Figure 1.4: Production of t¯t pairs via qq¯ annihilation in lowest order (13%).
For the gluon fusion the squared matrix elements averaged over the initial and summed
over the final states are:
|M|2(gg → tt¯) =(4piαs)2
(
(p1 + p2)
4
24(p1 · p3)(p2 · p3) −
3
8
)
·
(
4
(p1 · p3)2 + (p2 · p3)2
(p1 + p2)4
+
4m2t
(p1 + p2)2
− m
4
t (p1 + p2)
4
(p1 · p3)2(p2 · p3)2
)
(1.3)
For the quark anti-quark annihilation one gets:
|M|2(qq¯ → tt¯) = (4piαs)289
(
2
(p1 · p3)2 + (p2 · p3)2 + (p2 · p3)2
(p1 + p2)4
+
m2t
(p1 + p2)2
)
(1.4)
On parton level the differential cross section can be calculated by adding the flux factor
2 · (p1 + p2)−2 for the incoming partons and the phase space element for a 2 → 2
scattering process:
dσˆ =
1
2(p1 + p2)2
d3p3
(2pi)32E3
d3p4
(2pi)32E4
(2pi)4δ4(p1 + p2 − p3 − p4)|M|2 (1.5)
The probability to find a gluon, quark or anti-quark in proton i (i = 1,2) with the
momentum fraction xi is determined by folding the partonic differential cross section
with the parton distribution functions (PDF) fi(xi,Q2):
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dσ =
∫ 1
0
∫ 1
0
dx1dx2f1(x1,Q2)f2(x2,Q2)dσˆ (1.6)
So the production cross section for tt¯ pairs mainly depends on the center of mass
energy, the top mass and the PDFs.
Using the LHC nominal center of mass energy (
√
s = 14 TeV), a top mass of
mt = 175GeV/c2 and the PDF parameterization from the CTEQ group (CTEQ5L)4,
a leading order cross section for the top pair production of about 488 pb is calcu-
lated. Next-to-leading order calculations (NLO) lead to about 830 pb. The produc-
tion reaches its maximum just above the on shell tt¯ production threshold where the
momentum fraction of the partons is x ≈ 0.025.
1.4 Top Quark Decay Channels
In the Standard Model the top quark almost exclusively decays via weak interaction
into aW boson and a b quark: t → Wb. The decay intoWs orWd is expected to be
suppressed relative toWb by the square of the CKM5 matrix elements:
Bb =
|Vtb|2
|Vtb|2 + |Vts|2 + |Vtd|2 (1.7)
A global fit using all available experimental data and including SM constraints like the
three generation unitarity leads to [11]:
|Vtb| = 0.999100+0.000034−0.000004
The different decay modes are classified by the successive decay of theW boson. Ta-
ble 1.3 illustrates the possible decay modes of the two W bosons and the branching
ratios. Taking into account the three colours of the strong interaction, the W decays
hadronically in 6 of 9 (66.7%) and leptonically in 3 of 9 (33.3%) cases. If both W
bosons decay leptonically which happens in 11.1% (9/81) of all cases the event is a
dileptonic tt¯ event. In 36 of 81 cases (44.4%) the decay is called semileptonic because
one W decays leptonically and the other one decays hadronically (see fig. 1.5). Ne-
glecting τ final states this number is reduced to about 29.6%. In the remaining rest
of all tt¯ decays (44.4%) both W bosons decay into a quark/anti-quark pair, which is
referred to as the fully hadronic decay channel.
All three decay channels have advantages and disadvantages from the reconstruc-
tion point of view. The dileptonic channel is a very clean channel and can be selected
with high purity. But every top quark reconstruction suffers from the existence of two
neutrinos which means that the kinematical equations can not be solved without fur-
ther kinematical assumptions and the application of numerical methods. Nevertheless
it is possible to extract a top mass observable in this channel [13]. The fully hadronic
channel is a six quark final state, so all particles can in principle be measured. The
4CTEQ stand for Coordinated Theoretical-Experimental Project on QCD. Details can be found at
http://www.phys.psu.edu/~cteq.
5CKM stands for Cabibbo-Kobayashi-Maskawa-Matrix.
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Figure 1.5: Event topology of a semileptonic decay of a t¯t pair in case of gluon fusion. x1P
and x2P ′ are the proton momentum fractions of the two gluons which produce
a t¯t pair. Both top quarks decay into a W boson and a b quark. If one W bo-
son decays leptonically (charged lepton and corresponding neutrino, upper half)
and the other one decays hadronically (thee jets, lower half) the decay is called
semileptonic. Source: [12]
main challenge here is the event selection due to the high rate of QCD multi jet back-
ground events. The semileptonic channel is often referred to as the “golden channel”.
The existence of a high pT (isolated) lepton and a completely measurable four jet final
state (three from the top quark decay) combines a good selection purity with a moder-
ate complexity for the kinematical reconstruction.
After this short introduction into the physics of top quark pair production and de-
cays at the LHC, the accelerator facility as well as the CMS detector are described in
the next section.
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W+ →
tt¯→ (W+b)(W−b¯) e+νe µ+νµ τ+ντ ud¯ ud¯ ud¯ cs¯ cs¯ cs¯
(rr¯) (gg¯) (bb¯) (rr¯) (gg¯) (bb¯)
e−ν¯e
µ−ν¯µ 9/81 18/81
τ−ν¯τ
u¯d (rr¯)
W− → u¯d (gg¯)
u¯d (bb¯)
c¯s (rr¯) 18/81 36/81
c¯s (gg¯)
c¯s (bb¯)
Table 1.3: Possible W boson decay modes of the t¯t system and their branching ratios. In
about 2 × 18/81 (44.4%) of all cases, the top pair decays semileptonically (orange
areas). Excluding τ leptons in the final state, 29.6% of all top pair decays are left
over as signal.
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Chapter 2
The LHC and the CMS Experiment
2.1 The Large Hadron Collider
The Large Hadron Collider (LHC) at CERN1 near Geneva will be the world largest
hadron collider. The project was approved by the CERN council in December 1994
as the direct successor of LEP2 which was shut down in November 2000 after eleven
years of forefront research. Keeping parts of the existing infrastructure of LEP, huge
efforts have been made to build the new proton proton collider, using leading edge
technology in many fields of operation. LHC will have its first proton collisions in
2008. After a short commissioning run the nominal energy will be reached following
a staged approach.
The LHCwill be operated in different modi. The design allows the acceleration and
storage of protons as well as heavy ions (e.g. lead). For both scenarios different phases
in terms of energy and luminosity are foreseen. In case of protons two separate beam
lines are filled with up to 2,808 bunches per beam line. Each bunch contains 1.15×1011
particles. The collisions take place every 24.95 ns with a nominal center of mass energy
of 14 TeV. Therefore superconducting radio frequency cavities and magnets are used
which are cooled down to 1.9 K by super fluid helium. When bending 7 TeV protons,
8.33 Tesla are needed using a magnet current of 11,870 A. The design luminosity is
L ≈ 1033 cm−2s−1 in the low luminosity phase and up to L ≈ 1034 cm−2s−1 in the high
luminosity phase. In addition a much lower luminosity is foreseen for the start-up and
first physics scenario which will be addressed in more detail in chapter 5.
The protons, which are provided by a Duoplasmatron3, are accelerated in four steps
before reaching the main ring. The nominal filling scheme for the LHC starts with the
Alvarez Proton Linac (Linac 2). It provides pulsed (0.8Hz) proton beams of up to
180 mA at 50MeV. These pulses are injected into the Proton Synchrotron Booster
(PSB) where the protons are accelerated to 1.4GeV. The particles are then delivered
to the Proton Synchrotron (PS) in two cycles and six bunches per PS cycle. Due to a
sophisticated bunch splitting and rotation, the output of the PS are 25GeV protons in
four batches of 72 bunches. The bunches have a 25 ns spacing and are delivered every
3.6 s. These streams of particles then reach the Super Proton Synchrotron (SPS). Here
the 1.15×1011 protons per bunch are accelerated to an energy of 450GeV. In addition
1CERN stands for Conseil Européenne pour la Recherche Nucléaire.
2LEP stands for Large Electron Positron collider.
3A Duoplasmatron is a special type of ion beam source developed by Manfred von Ardenne.
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the bunch spacing is adjusted to 24.95 ns and the bunch length is changed to less than
15 cm. Finally the protons are injected into the two LHC storage rings.
The whole LHC injection will take approximately 16 min, the ramping from 450 to
7,000GeV lasts about 20 min. The data taking time (net luminosity life) is limited to
about 14.9 h due to the loss of particles from collisions itself, but also due to other beam
loss effects. The time between two physics collision cycles (minimum turnaround
time) will be 70 min. But the practically achievable time may be six times larger as
experience from the proton injection at HERA shows. Assuming 200 days of operation
per year the total maximum integrated luminosity for the LHC is 80 to 120 fb−1 per
year in the high luminosity phase. Some key parameters of the LHC for the high design
luminosity are summarized in table 2.1. The LHC offers four bunch crossing points at
which detectors study a variety of physics processes (see fig. 2.1):
• ALICE (A Large Ion Collider Experiment) [14]
• ATLAS (A Toroidal LHC ApparatuS) [15]
• CMS (Compact Muon Solenoid) [16]
• LHC-b (LHC beauty Experiment) [17]
LHC Parameter Unit Value
proton energy [GeV] 7,000
total cross section [mb] 100
number of collision points 4
ring circumference (beam position) [m] 26,658.883
number of bunches 2,808
number of particles per bunch 1.15× 1011
circulating beam current [A] 0.582
RMS bunch length [cm] 7.55
RMS beam size at IP5 (CMS) [µm] 16.7
bunch crossing time [ns] 24.95
events per bunch crossing 19.02
peak luminosity [ cm−2s−1 ] 1.0× 1034
luminosity lifetime [hours] 14.9
half crossing angle IP5 (CMS) [µrad] ± 142.5
betatron oscillation (β) at IP5 [m] 0.55
number of main dipoles 1,232
field of main dipoles [T] 8.33
bending radius [m] 2,803.95
total beam energy [MJ] 334
synchrotron radiation power per ring [W] 3.6× 103
energy loss per turn [eV] 6.71× 103
Table 2.1: Key parameters of the LHC machine and beam design for the high luminosity
phase. Source: [18]
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Figure 2.1: The Large Hadron Collider with its four underground experimental facilities AL-
ICE, ATLAS, CMS and LHC-b using the old LEP tunnel at CERN. Source: [20]
Not shown is the TOTEM experiment close to CMS (Point 5), which will detect pro-
tons from elastic and diffractive scattering and measure the total pp cross section at
small angles [19].
With ATLAS and CMS, two general purpose detectors are being built. One ma-
jor goal is to provide the evidence for one or more Higgs bosons which already were
searched for at LEP. Within the Standard Model (SM) of particle physics a neutral
Higgs boson is predicted, but its mass is a free parameter. So far only a lower limit
of 114.4GeV/c2 at a 95% confidence level has been calculated [2]. One supersym-
metric extension (SUSY) of the standard model, the MSSM4, even predicts (besides
supersymmetric partners to the SM particles) five Higgs bosons, three neutral and two
charged ones. A very interesting topic of SM physics is top quark physics. The LHC
will be a top factory as the next to leading order (NLO) cross section for the top pair
production at nominal collision energy was calculated to be about 830 pb. Even in the
low luminosity phase approximately one top pair per second is produced. Therefore
the tt¯ production cross section and the top mass can be studied with high statistics.
Also other effects like top spin correlations or single top decays can be detected due to
the larger number of top events.
The ALICE detector is optimized for the investigation of heavy ion collisions. One
aim of this experiment is the observation of the quark-gluon plasma (QGP) generated
by a lead-lead collision at a center of mass energy of 5.5 TeV. This new phase of mat-
ter is expected to give new insights into the physics of strongly interacting matter at
high energy densities. When reaching a critical energy density of 1GeV fm−3 nuclear
matter is predicted to undergo a phase transition to a deconfined state of quarks and
gluons. In ultra-relativistic heavy-ion collisions this energy density can be reached so
4MSSM stands for Minimal Supersymmetric Extension of the Standard Model.
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that with ALICE the role of chiral symmetry in the generation of mass of composite
particles can be studied. The LHC-b experiment precisely measures CP violation and
rare decays. The detector is designed as a forward spectrometer to maximize the accep-
tance of b-hadrons which are likely to be produced at low angles. With a bb¯ production
cross section of about 106 nb, LHC-b can greatly improve certain parameters of the
Cabbibo-Kobayashi-Maskawa matrix. It can also benefit from hadrons like Bs, Bc or
b baryons which could not be used so far due to a limited number of events.
Besides SM, SUSY, and heavy ion physics there are many other interesting topics
which are part of the LHC physics roadmap. As an example the study of artificial quasi
stable mini black holes (Large Extra Dimensions) or the search for other undiscovered
physics beyond the SM should be mentioned.
2.2 The CMS Detector
The fundamental concept of every detector to be used in high energy particle physics
is the detection and identification of particles originating from a hard interaction in a
high rate environment. The Compact Muon Solenoid (CMS) (see fig. 2.2) is a con-
cept which combines several subdetectors using different detector technologies, each
optimized for its purpose. CMS consists of a barrel and two endcaps covering the inter-
action point as hermetically as possible, limited by the radiation exposure near to the
beam axis. Although it has a length of 22m, a diameter of 14.6m and a total weight
of almost 12,500 tons, CMS is in fact compact compared to ATLAS, the other gen-
eral purpose detector at the LHC. In this section the layout and performance of each
subdetector will be described in detail to give an understanding of the prospects and
limitations related to the physics which can be studied with the CMS detector.
The closest part to the collision point is the pixel vertex detector. Its task is to
reconstruct the primary vertex where the collision took place as well as to find sec-
ondary vertices coming from particles like b hadrons or τ leptons. The pixel detec-
tor is surrounded by the silicon strip detector which is able to measure the tracks of
charged particles with a high spatial resolution. The next detector components are the
calorimeters. The electromagnetic calorimeter (ECal) optimized for the detection of
electrons and photons is followed by the hadronic calorimeter (HCal) where the energy
of hadrons is measured. Both are located inside the superconducting magnet (solenoid)
bending charged particles with a magnetic flux density of about 4 T. The outer part of
CMS is covered with several layers of muon chambers built into the iron main frame
which at the same time serves as the return yoke for the magnetic field.
The coordinate system used by CMS is a right handed system with its center at the
nominal interaction point. The x axis is horizontal pointing south towards the center
of the LHC. The y axis is pointing vertically upward. The z axis is horizontal pointing
west along the beam line. The azimuth angle −pi < φ ≤ pi is measured in the x-y-
plane with φ = 0 for the +x axis and φ = pi/2 for the +y axis. The polar angle
0 ≤ θ ≤ pi is defined with respect to the z axis. θ is 0 for the +z axis and pi for the
−z axis. One additional important variable is the pseudorapidity η = − ln tan(θ/2),
which gains its importance from the fact that pseudorapidity differences are invariant
under a Lorentz boost.5 These variables are widely used in this thesis.
5Some examples: θ(η = 0) = 90◦, θ(η = 0.88) = 45◦, θ(η = 2.44) = 10◦.
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Figure 2.2: Illustration of the (partially open) CMS detector with its subcomponents.
Source: [21]
2.2.1 The Pixel Vertex Detector
The Silicon Pixel Detector illustrated in fig. 2.3 is the innermost part of the tracker and
was designed for the reconstruction of tracks and vertices with very high precision.
Another major objective is the tagging of long living objects like bmesons or τ leptons
whose decay vertex can be several millimeters away from the primary interaction ver-
tex. The pixel detector is also crucial for the acceptance or rejection of tracks predicted
by the silicon strip detector and the muon chambers.
The pixel detector is made of two barrel and two endcap layers. It extends from 3.7
to 21 cm in the radial (r) direction and from−50 to 50 cm in the z direction. Tracks up
to an |η| of 2.4 can be measured if the particle causing the track was produced in the
center of the detector. In the low luminosity phase the two barrel layers are mounted
about 43mm and 73mm away from the beam pipe. In the high luminosity phase the
inner most layer is removed (radiation damage) and a new layer is installed at about
102mm.
The two layers of an endcap are 34.5 cm and 46.5 cm away from the detector center.
For one endcap, 96 so called blades are foreseen. Each blade consists of two panels
hosting seven sensor arrays, four on one panel side pointing to the interaction region
and three on the other panel side. The panels are arranged in a turbine-like geometry
to induce charge sharing effects. The sensor thickness is about 200–250 µm and the
pixel size for most of the pixels is 100×150 µm2 (rφ×z). In the low luminosity phase
about 25.6 million pixels covering an active detector surface of 0.4m2 in the barrel and
about 9 million pixels covering 0.14m2 for the endcap are installed.
The barrel layers (low & high luminosity phase) consists of 768 modules with 16
readout chips (ROCs) each. The single hit spatial resolution is 35 µm. Using charge
sharing between pixels a resolution of 10–20 µm can be achieved. The material budget
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Figure 2.3: Illustration of the pixel silicon vertex detector. Instead of the three barrel layers
shown here only two are used simultaneously in different luminosity phases.
Source: [22]
leads to about 0.0165X0 6 for one barrel layer and 0.02344X0 for one endcap blade
[22, 23].
2.2.2 The Silicon Strip Tracker
Over the years, different methods have been developed in order to measure the tracks
of particles precisely. The CMS detector has the largest all silicon strip tracker (SST)
today covering an active detection (sensor) area of 198.34m2 (209.10m2) [24]. A
comprehensive program of development, production, and quality assurance has been
set up to assure the functionality of the 24,244 rectangular and wedge shaped silicon
sensors [25–27].
As can be seen in fig. 2.4, the SST instruments the area up to ±280 cm in the z
direction and extends from 20 to 120 cm in the r direction. It can be subdivided into
different parts covering a pseudorapidity range up to |η| = 2.5. Depending on η, the
number of hits which can be used for the track reconstruction is 8–14 (taking into
account the two layers with double-sided modules). The Tracker Inner Barrel (TIB)
has four layers, the Tracker Outer Barrel (TOB) has six layers, the Tracker Inner Disks
(TID) consist of three, and the outer Tracker Endcaps (TEC) are made of nine disks
on each side. All detector parts in total are equipped with 15,148 silicon microstrip
modules using 15 different geometries. Single-sided as well as double-sided modules
exist. The Silicon Strip Tracker has about 9.316 million readout channels. The wafer
thickness used for the sensors is 320 and 500 µm depending on the position within the
SST. The strip pitch varies from 80 to 205 µm going from the inner to the outer layers.
The transverse momentum resolution for high pT isolated tracks combining the
information from the silicon pixel and strip detector can be parameterized as
∆pT/pT ' (15 · pT ⊕ 0.5)% (|η| ≤ 1.6, pT in TeV). (2.1)
6Within the range of the radiation length X0, a high energy electron loses all but 1/e of its energy
due to bremsstrahlung.
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Figure 2.4: A quarter of the CMS silicon tracker in the r-z-view. The different parts of the
tracker are indicated by different colors. Single-sided modules are indicated in
red, double-sided ones in blue7. Source: [28]
Using both parts of the tracker the reconstruction efficiency of charged hadrons (tracks
within showers) with a pT > 10GeV/c is about 95%. For muons an efficiency of 98%
can be achieved over the full η range and for high pT electrons the efficiency is above
90%. Due to the high radiation dose of 1.6× 1014 1-MeV-equivalent neutrons per cm2
over 10 years of operation, the tracker is cooled down to −10◦C to avoid unacceptable
radiation damage. More details about the design and performance of the CMS tracker
system can be found for example in [21, 23, 29–31].
2.2.3 The Electromagnetic Calorimeter
A major design feature of the CMS detector is the very precise electromagnetic calo-
rimeter (ECal). The ECal is optimized to measure electrons and photons in the energy
range of 10–100GeV. Special emphasis has been put on the ability to identify two
photons coming from the decay of a low mass (< 130GeV/c2) Higgs boson. Although
this decay channel has a small branching ratio, it would give rise to a clear signature
within the detector.
The ECal covers an |η| region up to 3.0 as shown in fig. 2.5. Taking into account
the tracker acceptance region, an identification of electrons and photons up to |η| = 2.5
is possible. The ECal is made of 61,200 crystals in the barrel and 2 × 7, 324 crystals
in the endcaps leading to a granularity of ∆η × ∆Φ = 0.0175 × 0.0175 (barrel) and
∆η×∆Φ = 0.05×0.05 (endcap). A PreShower detector consisting of a lead absorber
improves the separation of photons and pi0 mesons (two close photons).
Each crystal is made of lead tungstate (PbWO4) which has a short radiation length
( X0 = 0.89 cm), a small Molière radius8 (RM = 2.19 cm) and is a very fast scintillator.
This is mandatory to build a compact calorimeter with a good energy resolution. Due
7A double layer module consists of two single-sided modules mounted back to back with a stereo
angle of about 100mrad.
8TheMolière radiusRM describes the lateral spread of an electromagnetic shower. Within a cylinder
of radius RM around the particle trajectory, 95% of the energy is deposited (see fig. 2.6).
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Figure 2.5: A quarter of the CMS electromagnetic calorimeter (ECAL) in the r-z-view. The
calorimeters are located inside the coil. The ECAL can be split into three parts:
The ECal Barrel, The ECal Endcap and the ECal PreShower. Source: [21]
to the low light yield of PbWO4 (4–5 photoelectrons per MeV at room temperature),
radiation hard avalanche photodiodes are used to collect the scintillation light from the
crystals (see fig. 2.7). 80% of the blue/green scintillation light is emitted within 25 ns.
The crystals are mounted in a quasi-projective geometry. The readout is organized in
groups of scintillator modules and super modules. The dimensions of a crystal were
chosen with respect to the physics properties of the scintillator material. So the front
face of a crystal measures 2.2 × 2.2 cm2 for the barrel (which is close to RM ) and
2.86 × 2.86 cm2 for the endcap. The length was chosen to be 230mm (barrel region)
and 220mm (endcap region). This corresponds to about 25.8X0 at η = 0 [32].
The energy resolution of such a calorimeter (e.g for the barrel) as a function of the
incident particle energy can be parameterized as follows:
(
∆E
E
)2
=
(
S√
E
)2
+
(
N
E
)2
+ C2 (E in GeV) (2.2)
In this formula, S is a stochastic term representing the shower profile, N is a place-
holder for the electronic noise and C is a constant offset, taking into account calibra-
tion inaccuracies for example. For the barrel part of the ECal S was measured to be
2.8%. The noise was found to be 127MeV for energy clusters of 3 × 3 and 213MeV
for clusters of 5 × 5 crystals. The constant term C was determined to be 0.3%. For
all these measurements, electrons in the pT range of 20 to 250GeV/c have been used.
An energy resolution of 0.5% has been measured for electrons with an incident en-
ergy of 120GeV using 3×3 crystals uniformly covered by the electrons and applying
an energy correction scheme [33]. The inter-calibration precision before start-up is
estimated to be about 2%. The design goal of 0.5% will be reached using isolated
electrons combined with tracker measurements [34].
The final installation of the barrel calorimeter was finished in August of 2007 while
the endcap calorimeter will be ready in 2008.
2.2. THE CMS DETECTOR 21
Figure 2.6: Simulation of an EM shower
caused by an 150GeV electron stopped in
PbWO4. Source: [35]
Figure 2.7: Photo of a PbWO4 crystal
used in the ECal together with its readout
unit, an avalanche photo-diode.
Source: [36]
2.2.4 The Hadronic Calorimeter
The hadronic calorimeter (HCal) is a sampling calorimeter which is divided into three
parts: The barrel, the endcap, and the very forward calorimeter. The HCal Barrel (HB)
has a polygonal structure, consists of two wheels mounted together and extends radi-
ally from 1.77 to 2.95m. Both wheels have 18 wedges for a full φ coverage. Each
wedge is 4.33 m long (z direction) and made of 15 copper alloy (brass) absorbers
(50mm thick), 2 stainless steal plates for mechanical reasons and 17 plastic scintilla-
tor tiles (3.7mm thick) in between. The |η| region up to 1.4 is covered by using a
segmentation of 32 towers as shown in fig. 2.8. With a 5◦ segmentation in φ (4 seg-
ments per wedge) a granularity of∆η×∆Φ = 0.087×0.087 is reached (2,304 towers).
In addition two barrel calorimeter tower (η index 15 and 16) have a second depth in-
dex (indicated in green). Brass was chosen because it has a short interaction length and
is non magnetic. The readout of the scintillators is realized with wavelength shifting
fibers.
The HCal Endcap (HE) also has an 18-fold φ geometry using brass absorber plates
with a thickness of 78mm and 19 active scintillator layers (3.7mm thick) between
them. The pseudorapidity region up to |η| = 1.74 is split into five towers and the
granularity is the same as for the barrel region (5◦ in φ). For the next nine η towers
covering an |η| region up to 3.0 the granularity in φ is 10◦. So both endcaps together
have 1,368 towers not taking into account the depth slicing in two and three regions
(yellow, green, and blue).
In the barrel region, additional layers outside the magnet collect energy from late
showering hadronic particles in the Hadron Outer Calorimeter (HO). It covers a pseu-
dorapidity range of 0 < |η| < 1.26 with 18 cm thick iron absorbers and one or two
scintillator tiles (100mm thick). In the z direction it consists of five rings with a length
of 2.54m and has a 30◦ φ segmentation (twelve sectors) following the geometry of
the muon system. With 15 segments in η the HO calorimeter has 360 towers in total.
Ring 0 has two scintillators (r = 3.850m,r = 4.097m) whereas all other rings have one
scintillator at 4.097m. The readout elements are pixelated hybrid photodiodes (HPD).
To optimize the measurement of missing transverse energy, a “Very Forward Cal-
orimeter” (VFC) has been built covering the η region 2.9 < |η| < 5.0. It is made of
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Figure 2.8: The tower like readout (grouping of scintillator pattern) of the CMS hadronic cal-
orimeter (HCal) illustrated for one quarter of the barrel, the outer barrel, and the
endcap in the r-z-view. The colors indicate the depth segmenting. The forward
calorimeter is not shown here. Source: [37]
steel absorbers and radiation hard quartz fibers. Shower energy is measured by col-
lecting the Cherenkov light with photo tubes. It is organized in eleven towers with 36
segments and two towers with 18 segments in φ leading to a number of 864 towers in
total for both sides of the detector. The whole calorimeter has an interaction length of
at least eleven (η = 0) rising to the maximum value of about 15.
The energy resolution of the hadron calorimeter (together with the ECal) depends on
the incident energy (30GeV < E < 1TeV) as follows9:
∆E
E
=
1√
E
⊕ 0.045 (E in GeV) (2.3)
Latest test beam studies set the absolute calibration precision of the HB calorimeter
prior to any collisions to about 4% [38,39].
2.2.5 The Solenoid
In almost all high energy physics collider experiments, the momentum of charged
particles is calculated by measuring the curvature of the particle trajectory caused by
a (uniform) magnetic field. In CMS a superconducting solenoid cooled down to 4.5 K
using helium was chosen which provides a nominal magnetic flux density of about 4 T.
Therefore a current of 19,500 A is needed created by a four layer winding with 2,168
turns of aluminium conductors10. With a length of 12.5m, an inner bore of 5.9m and a
weight of 225 tons (cooled configuration), the energy stored at nominal field intensity
is 2.7 GJ.
Due to the charge of a particle the track has a momentum dependent bending. The
magnetic field with a flux density of about 4 T therefore sets a lower limit for the
identification of particles, as charged particles with less than pminT will not reach the
calorimeters. Using the half of the tracker radius of 1.1m and a magnetic field of 4 T,
9Here the notation a⊕ b = √a2 + b2 is used.
104 T have been first reached during the Magnet Test and Cosmic Challenge (MTCC) on the 22nd of
August 2006.
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one calculates pminT ≈ 0.7GeV/c. Taking into account the energy loss while crossing
the tracking layers it turns out that no charged particle with pT < 1–2GeV/c can be
identified.
2.2.6 The Muon System
As indicated by the name “Compact Muon Solenoid”, muon identification plays an
important role in the CMS experiment. One reason is, that a Higgs boson with a mass
of more than 180GeV/c2 is able to decay into two Z bosons and in turn into four
leptons. So a four muon final state Higgs decay would be a very clean signal and an
excellent way for a precise mass reconstruction.
The momentum and the sign of the electric charge of a muon is determined by
measuring the sagitta of the bent muon trajectories combining the information from
the muon system and the tracker. Like other detector parts, the muon spectrometer
has a barrel and an endcap. Fig. 2.9 shows the different detector technologies, each
optimized for a specific radiation environment.
The barrel muon system (|η| < 1.2) consists of five concentric wheels of 250
drift tube chambers (MB1–MB4) located within the magnet return yoke. Each wedge
covers an area of φ = 30◦ (12 sectors). Except MB4, each chamber is a composition
of three independent units called super layers (SL) glued together. According to its
orientation a SL is labeled Rz or Rφ. A super layer itself consists of four layers of
drift tubes with cells staggered by a half cell from its neighbours. A drift tube as
the basic detector element is a 13 cm high, 42 cm wide, and 2–3m long volume filled
with a mixture of Ar (85%) and CO2 (15%). The spatial resolution of a single drift
tube is about 200–250 µm. Combining the information of all DT layers the resolution
improves to 100 µm.
The second detector type is the resistive plate chamber (RPC) mainly used as a
fast trigger device complementary to the drift tubes. An RPC chamber is made of two
parallel plates (bakelite) with high resistivity separated by a gas gap of two millimeters.
Muons traversing the chamber ionize the gas11 and the electrons create an avalanche
cascade due to the high voltage between the plates. 96 aluminium strips per RPC read
the induced signal. The two innermost stations (MB1/MB2) are placed between two
resistive plate chambers (RPC). The stations MB3 and MB4 have 1, 2, or 4 RPCs on
the side towards the interaction point. In the endcap RPCs are foreseen up to |η| = 1.6
(initial phase) and |η| = 2.1 after an upgrade. In total, 370 RPCs in the barrel and 432
in the endcap (initial phase) will be installed.
The two endcaps of the muon system consist of four stations (ME1–ME4) with 468
Cathode Strip Chambers (CSC) distributed on two concentric rings. Dependent on the
position, a ring has 18 or 36 chambers. The outermost CSC ring of ME4 will not be
installed from the beginning. A CSC is a six plane chamber filled with gas12 and has a
trapezoidal shape. Each plane has radial cathode strips and wires perpendicular to the
beam axis and to each other [21].
A parametrization of the transverse momentum resolution of the muon system in-
cluding the tracker is
11A mixture of 96% C2H2F4, 3.5% i-C4H10 and 0.5% SF6 is used [40].
12Here a mixture of 30% Ar, 50% CO2 and 20% CF4 is used.
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Figure 2.9: A quarter of the CMS muon system (initial phase configuration) in the r-z-view
showing the different detector technologies used (DT: Drift tubes, CSC: Cathode
Strip Chambers, RPC: Resistive Plate Chambers). Source: [21]
∆pT
pT
= 0.045
√
pT (pT in TeV). (2.4)
Besides the intrinsic detector resolution limitations arise for example due to multiple
scattering effects in the iron and the calorimeters, chamber misalignment, and uncer-
tainties of the magnetic flux density [41].
2.2.7 Data Acquisition and Trigger
On the one hand the LHC produces up to 25 (non-diffractive) collisions per bunch
crossing in the high luminosity phase with a repetition rate of 40MHz. On the other
hand the online computer farm can store events with a rate of about 100 Hz. Thus the
trigger systems of CMS must reduce the data stream by a factor of 4 × 108. This is
done in two steps with the Level-1 (L1) and the High Level Trigger (HLT).
Due to the signal propagation time from the detector readout electronics to the loca-
tion of the L1 trigger logic, the data must be stored for 3.2 µs before a decision to keep
or discard the event can be made. This corresponds to about 128 continuous bunch
crossings. The L1 trigger therefore consists of programmable hardware (FPGAs13)
which is fast enough to decide on an event by event basis. In addition it provides a
flexibility in changing or updating the L1 trigger logic. The L1 trigger system uses
information from the calorimeter and the muon systems. The calorimeter trigger con-
sists of 4,176 trigger towers and reads digitized transverse energy values from the ECal
crystals and HCal towers every 25 ns. The muon trigger system uses all three subdetec-
tors of the muon system. Here the fast RPCs play an important role as they assign the
13FPGA stands for Field Programmable Gate Array.
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trigger to the corresponding bunch crossing. The L1 global trigger finally generates
the L1 accept signal synchronized with the LHC clock for every event. This bit is build
from 128 trigger algorithms representing a complete physics trigger pattern. During
the selection step of this analysis this L1 trigger decision bit is referred to when saying
that an event passed the L1 trigger [42].
The HLT trigger is purely software based and realized as an online computer farm
using commercial processors. Therefore it is very flexible with respect to the physics
needs and can easily be adapted to the physics needs and can easily be adapted to new
developments in processor, memory, and network technologies. Taking the data from
the L1 trigger with an output rate of about 100 kHz, the HLT system reduces the event
rate to be stored on disk by a factor of 103. The processing time for the HLT decision
is about 40ms up to 1 s. This time is long enough to use common random access
memory for the event buffering. The interconnection of about 1,000 processors is re-
alized as a switching network with a bandwidth capacity of 100 Gb/s. The nominal
data production will be about 10 TBytes per day. The HLT selection step is split up
into three levels. The first HLT step (Level-2) only uses information from the calorim-
eter and muon detectors whereas the Level-2.5 uses partial and Level-3 full tracking
information. As for the L1, a global HLT decision bit is built from several subdetector
patterns. This is used in the preselection step of this analysis. Details about the HLT
trigger table and the HLT Trigger itself can be found in [43, 44].
Since the CMS detector is still being built (2007), no data from the experiment
can be used for any analysis within the CMS experiment. Therefore the well known
Monte-Carlo technique is applied which is widely used within the field of high energy
physics. This method as well as the simulation and reconstruction software packages
are explained in the next chapter.
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Chapter 3
Physics Simulation Environment
Since computers are used in the field of particle physics, much efforts have been made
to use them for the calculation and simulation of physics processes as well as for the
detector readout, data storage and offline analysis. Today huge networks of computers
are common tools in high energy physics experiments; both from the experimental and
theoretical point of view. In this chapter the software packages and tools used during
the event production and the analysis development will be explained.1
3.1 The Use of Monte-Carlo Techniques
The problems in simulating particle interactions which are described by quantum me-
chanics can be faced by statistical methods which use random number generators to
create an assumed probability distribution. Monte-Carlo (MC) techniques are able to
choose an x at random so that the probability in a small region dx around the given x is
proportional to f(x)dx. f(x) can for example represent a differential cross section, a
fragmentation function or any other functional representation of a variable containing
information about a physics variable.
Monte-Carlo methods are an essential part of every high energy physics experi-
ment. A number of dedicated MC generators have been developed over many years.
They contain a variety of physics processes resulting from lepton or hadron collisions.
In a physics model there are a number of inaccurately known or completely unknown
parameters which can be varied in such MC programs. Therefore many models of the
fundamental laws of elementary particles are probed by comparing the measured data
with the Monte-Carlo predictions. So this approach is just as well suited to generate
events during the build up phase of an experiment as to validate, modify or discard
a specific model implemented in the Monte-Carlo toolbox by comparing with experi-
mental data from the detector.
Because this thesis was written during the build up phase of the CMS experiment,
the Monte-Carlo technique is used for the simulation of hadron collisions as they are
supposed to be measured with the CMS detector. The steps which are necessary to
get a large number of events needed for a high statistic analysis are explained in detail
within the next sections.
1The production of events was done in the initially foreseen CMS framework. Since 2006 this has
been completely rewritten and is now called CMSSW.
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3.2 Aspects of the Monte-Carlo Event Generation
Fig. 3.1 shows the expected cross sections and event rates of some characteristic pro-
cesses for the Tevatron and the LHC (dotted lines). For example σt denotes the tt¯ and
σZ and σW the Z and W boson cross section, respectively. The latter processes are
an important background for a top decaying into a b quark, a lepton and a neutrino.
The final state of a semileptonic top quark decay is very similar to a Z and W decay-
ing leptonically by taking into account additional jets from gluon radiation or Pile Up
effects.2
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Figure 3.1: Cross sections and event rates of some characteristic processes for the proton
anti-proton collider Tevatron and the proton proton collider LHC as a function of
the centre of mass energy. The top signal (green) and the backgrounds from Z
andW production (purple and red) are highlighted. Source: [45]
2Here Pile Up means additional particle interactions in a single bunch crossing on top of the signal
event.
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Particle Mass (GeV/c2)
top quark 175.0
b quark 4.2
Z boson 91.187
W boson 80.22
Table 3.1: Particle Masses as used in the Monte-Carlo generator PYTHIA 6.325.
All processes used in this analysis have been produced with the Monte-Carlo genera-
tor PYTHIA 6.325 [46] and ALPGEN 2.05 [47]. Those programs are controlled by
configuration files in which all details about the process to be simulated are defined. In
this section a short overview is given about the values chosen for the most important
parameters.
The particle masses which have been used in the Monte-Carlo generator are listed
in table 3.1. These values are in agreement with the official parameter set defined for
the CMS data challenge 2004 (DC04).3 All other masses have not been changed from
the default values which in PYTHIA 6.325 have been taken from the Particle Data
Group (PDG96). As an example for the distributions generated with the Monte-Carlo
generator fig. 3.2 shows the mass distribution of the generated top quark and fig. 3.3
the one of theW boson (from the top quark decay). For the longitudinal fragmentation
function (which controls the fraction of energy a newly created hadron takes) a hybrid
scheme is chosen were light quarks are treated with the Lund model but charm and
heavier quarks with the Peterson/SLAC function. Here a particle will decay if its
average lifetime is less than cτ < 10mm. As the proton parton distribution function
(PDF) the CTEQ 5L (leading order) has been chosen. Multiple interactions are turned
on, assuming a varying impact parameter and a hadronic matter overlap consistent with
a double Gaussian matter distribution. The pT cut off for those interactions is set to
2.9GeV/c. All other parameters are set to the default value (see [46] for details).
The η spectrum of the top quark is illustrated in fig. 3.4. As can be seen, some of
the top quarks exceed the maximum pseudorapidity value of 2.5, where no tracks can
be reconstructed with the CMS detector. Another interesting parameter is the pT of the
tt¯ system (see fig. 3.5). There is a significant amount of transverse momentum. This
is one source of error in calculations using the momentum balancing of the top quarks
in the transverse detector plane (e.g. as needed in the reconstruction of dileptonic tt¯
decays).
Table 3.2 summarizes the events used for this thesis which have been simulated
using full detector simulation.4 The W boson from the top decay is allowed to decay
both leptonically and hadronically. As a result an inclusive sample of signal events is
obtained which is filtered later for the different decay channels.
The background from Z and W bosons are forced to decay leptonically because
events with no high pT lepton do not even pass the preselection step. Additional jets
from radiating gluons finally fake the signal decay signature. QCD stands for 2 → 2
processes with additional jets from initial or final state gluon radiation.
3Details about the DC04 can be found for example in [48].
4See http://cmsdoc.cern.ch/cms/PRS/gentools/www/xsec/cmsxsec.html or
https://twiki.cern.ch/twiki/bin/view/Main/Prod06 for details.
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Figure 3.2: Invariant mass distribution of
top quarks with a mass of 175GeV/c2 and a
(half) width of about 1.5GeV/c2.
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Figure 3.3: Invariant mass distribution of
W bosons from top decays with a mass of
80.22GeV/c2.
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Figure 3.4: Pseudorapidity spectrum of top
quarks.
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Figure 3.5: Transverse momentum spec-
trum of the tt¯ system.
process simulated events cross section (LO)
tt¯→ bb¯qq¯lνl, l = e,µ 373,800 145 pb
tt¯→ bb¯qq¯τντ 187,300 72 pb
tt¯→ bb¯qq¯l1νl1l2νl2 , l = e,µ, τ 134,300 54 pb
tt¯→ bb¯q1q¯1q2q¯2 584,400 217 pb
Z → ll, l = e,µ, τ (+ n jets, n = 1–6) 1,181,600 3,426 pb
W → lνl, l = e,µ, τ (+ n jets, n = 1–6) 1,047,400 41,472 pb
ZZ (inclusive decay) 96,000 11 pb
ZW (inclusive decay) 93,000 27 pb
WW (inclusive decay) 95,000 70 pb
QCD 885,000 2.31 ·109 pb
Table 3.2: Signal and background events produced with PYTHIA 6.325 and ALPGEN 2.05
and their correspondent cross sections. For the analysis some of the events had
to be scaled of course (e.g. for QCD background study).
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CMKIN gen
1 x 1000 Events
Monte Carlo Production:
Pythia , ALPGEN, …
Four vectors of produced 
particles in HEPEVT format
Monte Carlo Production:
Amount of data: ∼ 60 MB
Time needed: ∼ 5 min.
OSCAR sim
20 x 50 Events
Detector Simulation:
GEANT 4
Simulation of particles 
passing  through detector
Detector Simulation:
Amount of data: ∼ 20x50 MB
Time needed: ∼ 5 h
ORCA digi
20 x 50 Events
Digitization:
ORCA
Reading the data from the 
detector components
Digitization:
Amount of data: ∼ 20x25 MB
Time needed: ∼ 30 min.
ORCA dst
20 x 50 Events
Reconstruction:
ORCA
Reconstruction of tracks, 
jets etc…
Reconstruction:
Amount of data: ∼ 20x15 MB
Time needed: ∼ 40 min.
ROOT tree
Conversion / Reduction:
ExRootAnalysis
Conversion of data
container structure
Conversion / Reduction:
Amount of data: ∼ 160 MB
Time needed: ∼ 100 min.
1 x 1000 Events
Figure 3.6: The Monte-Carlo production chain: On the left the software and the job splitting
(here 20 × 50 events) in each step is indicated. In the middle a short explanation
about the actual task is given and on the right some information about the disk
space and the production time needed (per node) is shown.
3.3 Data Production Chain
The simulation of proton-proton collisions for this analysis evolved in five steps and
took several months using large computer clusters at different locations. As an exam-
ple the production of 1000 tt¯ events with full CMS detector simulation is illustrated
in fig. 3.6. These events have been produced using the parallel computing system
CONDOR [49]. A toolbox has been developed for an automatic production of datasets.
Those tools have been widely used especially during the startup phase of this analysis.
A documentation is available on the web.5
On the following pages the different steps of the production chain are discussed
from the Monte-Carlo program to the full reconstruction of events with the CMS de-
tector simulation software:
• Physics Kinematics Generation:
At the beginning an event generator using the Monte-Carlo (MC) technique
creates the “naked” physics process of interest (no interaction with matter) ac-
cording to a datacard provided by the user. In CMS this part used to be done
with a FORTRAN based software called CMKIN (CMSKinematics Interface).6
5http://www.physik.rwth-aachen.de/~cmsmgr/analysis/production.html.
6In the meantime, next generation C++ based MC generator frameworks have been developed using
the HEPMC standard.
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For every event the kinematics and angular distributions are calculated, derived
from the implemented theoretical and empirical models (including matrix ele-
ments, parton distribution functions, initial and final state radiation, fragmenta-
tion and decay). As a result, files are written which contain information about
the complete production and decay chain for each event in the HEPEVT format.
Each particle is represented by several variables, among others by an energy-
momentum vector (Lorentz vector). Examples of currently used MC event gen-
erators are programs like PYTHIA, ALPGEN or TOPREX [50].
• Detector Simulation:
The next step, the detector simulation, is the most time, memory and disk space
consuming step. The software package used here is OSCAR (Object Oriented
Simulation for CMS Analysis and Reconstruction) [51] which is based on a
toolkit called GEANT 4 (GEometry ANd Tracking) [52]. OSCAR provides a
detailed CMS detector geometry implementation7 (materials, geometrical struc-
ture, sensitive detector parts) and is able to simulate the interactions of the gen-
erated particles with matter while traversing the detector, including the effects
from the magnet field (SimTracks, SimVertices). At the end, information about
energy depositions in different detector parts together with a time stamp is stored
as so called SimHits.
• Digitization (Detector Readout):
In a third step, the digitization, simulated hits are “virtually” read out by super-
imposing the simulated tracks and vertices with the detector grid (limited num-
ber and granularity of sensitive detector parts). That means the response of the
readout electronics is simulated. Also minimum bias events are mixed with the
signal process during this step. Although these events are likely low energetic,
the existence of minimum bias events makes it even more difficult to find the
interesting detector patterns which correspond to the hard interactions. The soft-
ware framework used here is ORCA (Object oriented Reconstruction for CMS
Analysis). As a result one gets a dataset of Digis.
• Particle Reconstruction:
Now that the interactions of particles with the detector are stored as digitized
information, the reconstruction of physics objects take place using ORCA as
well. This step uses the same piece of software for the Monte-Carlo data as it
is foreseen for the real detector data once CMS is switched on. Here clusters
are built from single energy deposits or tracks from single hits in the tracker
(RecHits). Jets are reconstructed from grouped energy cells and electron and
muon candidates are built, combining the information from different detector
parts. A detailed description of how the different (higher level) physics objects
are reconstructed is given in the next chapter. These objects are saved as DST
(Data Summary Tapes) files8 and can in principle be used for the analysis.
7For this an XML based detector description database (DDD) has been set in place [53].
8This name refers to a file containing an reduced size of the most interesting higher level physics
objects like clusters, jets and lepton candidates.
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• Data Conversion and Analysis:
The concept of DST files turned out to be rather complicated and error-prone
for several reasons. A poor data management and an incomplete functionality
lead to the solution of an additional data conversion step. The tool used here is
called ExROOTAnalysis [54]. It is based on ROOT [55], a widely used analysis
tool in high energy physics. This software reads the DST files and converts it
to a tree like data container structure. In addition only a part of the information
from the DSTs need to be converted so that the amount of data can be reduced.
The same software is used for the analysis reading the objects created with this
framework. Table 3.3 shows some typical performance values for a complete
production chain with fully leptonic tt¯ events. It takes about 4–5 min from a
generated to a reconstructed event and the needed disk space is about 1.9 MB.
Process Diskspace [MB] Wall time [s]
Generation 0.06 0.3
Simulation 1.0 190
Digitization 0.5 18
Reconstruction 0.3 24
Total 1.86 232.3
Table 3.3: Typical performance values for the MC production chain of a single event (fully
leptonic t¯t decay) on a Pentium 4, 2.8 Ghz with 512 MB of RAM.
There is also an event display which takes simulated, digitized or reconstructed data as
input. IGUANACMS [56] creates a 3-D view of the CMS detector geometry as well
as visual representations of clusters, particle tracks or jets of events. Fig. 3.7 shows a
simulation of a semileptonic tt¯ decay into a muon, missing energy and jets.
3.4 Detector Simulation with GEANT and FAMOS
Is has been shown in table 3.3, that the simulation of events is very CPU intensive even
if using extensive parallel computing. Therefore FAMOS (Fast Monte-Carlo Simula-
tion) has been developed [57]. The idea of fast simulation is the replacement of ex-
act models concerning particle-matter interactions and reconstruction calculations by
more simple parameterizations. Doing this, a performance gain of about three to four
orders of magnitude can be achieved in some of the routines. Finally about 10–15
events can be simulated per minute (P4, 2.8GHz) which is a factor of 38–58 faster
than doing the full simulation.
So far FAMOS is able to propagate particles from the creation vertices to the
calorimeters, while simulating interactions with the tracker layers (bremsstrahlung,
pair creation, energy loss by ionization and multiple scattering). It also simulates the
impact on electrons, photons and hadrons passing the calorimeters by using shower pa-
rameterizations. Muons consists of tracker tracks taking into account the muon cham-
ber efficiencies. It is also possible to add Pile Up events. Here the standard value for
the low luminosity phase is 3.5. More details about FAMOS can be found in [21].
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Figure 3.7: Event visualization with IGUANACMS showing a t¯t decay with a muon final state
(red line) from different viewpoints. Above: In addition the two CMS endcaps are shown (red:
muon system, yellow: HCal, grey: ECal). Every tracker module (yellow) hit by a particle track is
highlighted. Below: The green objects represent HCal energy towers and the shaded arrows
indicate reconstructed jet directions.
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FAMOS has also been integrated into the ExRootAnalysis framework leading to a
software (ExRootFamos) that finally produces the same object files as ExRootAnaly-
sis does. Hence the same interface can be used for the analysis step. For this thesis
FAMOS 1.4.0 was used to simulate a part of the background events as well as sig-
nal events for different top mass points. Also the systematic uncertainties have been
studied using fast simulated events. A consistency check between FAMOS and OS-
CAR/ORCA simulated top quark events has been done, for example in [58].
3.5 Data Simulation Tools
It is empirically known that the computing performance approximately doubles ev-
ery 24 month (Moore’s Law). In an experiment like CMS, where it takes more than
ten years from the letter of intend to the first measurements, this has to be taken into
account as meanwhile the computing power will have increased by two orders of mag-
nitude. For that reason computing hardware is bought in several steps as needed by the
users.
At the time of writing this thesis two computer clusters located at Aachen were
available: The CONDOR batch system consisting of 138 desktop machines with a
broad performance spectrum and a dedicated computer cluster with 102 cores which is
part of the worldwide computer network GRID. The dCache storage system connected
to the GRID cluster as well as local data server disks have been used to store the
2.7 TBytes of MC event data.
Besides the physics simulation and detector reconstruction software there is a lot of
other software which is plugged on top of the CMS simulation framework. A widely
used tool to build, send and control data production or analysis jobs in the GRID is
CRAB (CMS Remote Analysis Builder) as it hides the usage of GRID middleware
from the user. For this thesis CRAB has been used to generate a major part of the
background processes with the MC generator ALPGEN.
After this short introduction about the data simulation environment, the next chap-
ter deals with the reconstruction of physics objects.
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Chapter 4
Reconstruction of Physics Objects
As described in chapter 2.2.7 the CMS detector produces a vast amount of raw data
coming from a variety of subdetectors. The huge number of hits and energy deposits
within several layers, detected using different types of technology, have finally to be
translated into objects relevant for the physics analysis. This data reduction process
evolves in three steps:
• Local reconstruction: Here the raw data like energy deposits in a calorimeter
or drift time measurements in the muon chambers are preprocessed into basic
clusters or simple hits only using individual, local parts of the detector.
• Regional reconstruction: In this step information from several subdetectors of
the same kind are combined to build super clusters1 within the calorimeter or
tracks from a number of hits within the tracker for example.
• Global reconstruction: By combining the information from all available de-
tectors like the tracker and the calorimeter, the process of global reconstruction
finally delivers the physics objects of interest.
Due to the specific arrangement of different detector layers it is finally possible to
distinguish between particles like photons, electrons, muons or hadrons. It has to be
emphasized that the definition of what is called an electron for example is not unam-
biguous from the detector point of view. Therefore each analysis has to tell exactly
which criteria and algorithms have been applied to define the particles used. This task
will be addressed in detail during the next sections.
4.1 Electron Identification
To identify electrons in CMS mainly the tracker and the electromagnetic calorimeter
are used. The signature of an electron is the existence of a track pointing to a noticeable
energy deposit in the ECal.
1An exact definition of the concept of super clusters is given in section 4.1.1.
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4.1.1 Energy Clustering
Because of an adequate depth of the ECal (24.7–25.8 X0) electrons and photons are
in most cases completely stopped within the ECal. Due to the small Moliere radius
of the calorimeter material (rM = 2.2 cm), the electromagnetic showers coming from
bremsstrahlung pair production have a small transverse shower characteristic. It has
been shown in simulations that single electrons or photons, reaching the ECal with
an energy of about 120GeV and hitting the center of a crystal, deposit 97% of their
incident energy in a 5 x 5 crystal window [21].
The electron reconstruction procedure therefore starts to look for local maxima in
the subset of all energy deposits which exceed a certain threshold defined on transverse
energy (noise suppression). These so called seed clusters are the starting point to
collect nearby energy which then is marked as belonging to that seed energy deposit.
This procedure is known as the island algorithm and the output of such a procedure
is called a cluster2 as illustrated in fig. 4.1. The island algorithm is mainly used to
reconstruct electrons within the ECal endcap.
The situation is a bit more complicated. Because of the high magnetic field of 4 T,
the electron track is bent and therefore energy coming from photon radiation is spread
around the ECal mainly along the φ direction. It was found that about 35% of the elec-
trons radiate more than 70% of their inital energy before reaching the ECal [60]. This
shows the necessity of an algorithm which is capable of recollecting the spread energy
and assign it to the right electron candidate. This step can be described as building
„clusters of clusters“, so called super clusters. The procedure here is comparable to the
situation of combining calorimeter cells into basic clusters.
The so called hybrid algorithm combines non-overlapping clusters into super clus-
ters by taking the most energetic clusters as seeds and then recollect others along a
line in φ and in a narrow η window (see fig. 4.2). The algorithm takes advantage of
the simple geometry of the ECal barrel by constructing dominos of 1 × 3 or 1 × 5
(η × φ) crystal cells. These subclusters are afterwards combined into a super cluster.
More information about the control parameters for the hybrid algorithm can be found
in [59].
Due to the fact that there is always a small amount of energy which is not detected
in the ECal for several reasons (e.g. unrecovered bremsstrahlung), the raw electron
super cluster energy is finally calibrated in terms of an universal containment function.
This correction function mainly depends on the number of crystals within the super
cluster and is different for the barrel and endcap region.
Another issue after having reconstructed the energy of an electron is to reconstruct
the right position of the shower. The crystals in the ECal are quasi-projective which
means that they do not exactly point to the nominal interaction vertex. So the position
of the cluster in the η and φ direction depends on the shower depth. Therefore it has to
be corrected for the particle type and energy. This is done with a logarithmic weighting
center of gravity method which takes into account the behaviour of the energy density
distribution of the shower.
2A common definition of a cluster is a „series of connected crystals containing energy deposits which
decrease monotonically from a seed crystal“ [59].
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η
seed crystal bump boundary
φ
Figure 4.1: Each square field represents a
calorimeter cell. Red cells have energy de-
posits, blue cells are seed crystals, the black
line marks the border of the cluster recon-
structed by the island algorithm. Source: [59]
η
ф
Figure 4.2: Green cells are energy de-
posits of the same electron separated due to
bremsstrahlung in a high magnetic field. This
energy is recollected within the blue line by
the super cluster algorithm. Source: [59]
4.1.2 Track Reconstruction
The track reconstruction in the CMS detector for electrons is based on the pixel and sil-
icon detector described in chapter 2.2.1 and 2.2.2. For electrons dedicated algorithms
have been developed which make use of the super clusters within the ECal [60]. The
position of a super cluster, coming from an electron whose bremsstrahlung photons
have been properly collected, is very close to the impact point of an electron which did
not radiate any photons. So the super clusters are used as a starting point to find an
appropriate seed inside the pixel detector.
In other words, candidate tracks of an electron or positron are reconstructed starting
from the super cluster position backward to the pixel detector, taking into account the
impact of the magnetic field. This procedure leads to a prediction of pixel hits. The
algorithm then searches for real pixel hits around the predicted ones in a (∆Φ, ∆z)
interval which depend on the uncertainty of the cluster measurement and the spread of
the interaction vertices.
Afterwards trajectories are build starting from the seed combining cluster and pixel
position information. Each trajectory is extrapolated by searching for compatible hits
on all silicon layers modeling the energy loss by a Bethe Heitler method [61] and using
a Gaussian Sum Filter [62] for the track reconstruction.
Usually there is more than one possibility to combine pixel hits into a track, espe-
cially in the high luminosity phase with up to 25 simultaneous collisions in the detector.
So a χ2 method is used as a measure of compatibility among the predicted trajectory
state and the measured pixel hit on each silicon layer.3 Only two tracks with the small-
est χ2 consisting of at least five hits are kept. All these methods described above are
3Details about the χ2 function can be found in [63].
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explained more in detail in [59].
Finally the electron reconstruction algorithms provide so called electron candi-
dates. These candidates are the result of a few basic matching criteria which include
1. an energy-momentum matching between the super cluster and the track,
2. an η and φ geometrical matching between the extrapolated track (starting from
interaction vertex) and the super cluster position
3. and the ratioH/E which is the fraction of energy in the HCal over the energy in
the ECal.
Very loose cuts are applied to get electron candidates which can be used in a variety of
analyses of which each has different requirements e.g. on the purity of the electrons. In
this analysis additional variables are combined in a likelihood ratio method to improve
the electron purity. This strategy is described in the next section.
4.1.3 Likelihood Ratio
In the semileptonic top pair decay the identification of the right lepton from the top
quark decay plays an important role during the selection step. The demand of having
found an isolated high pT lepton can greatly reduce background events and is the key to
finding top quarks in the first physics run of the detector as will be shown in chapter 5.
The electron candidates therefore undergo a further selection step which uses ob-
servables that have a different shape for real and fake electrons. Real electrons in this
context are electrons that appear as stable particles in the final state created by a variety
of physics processes. Fake electrons are all other electron candidates that have been
reconstructed in the event but have no physics cause as can be seen by comparing them
with the Monte-Carlo information.
Usually there are already several electrons (not only from the signal process) in a
semileptonic top pair decay with an electron final state on generator level. For example
those electrons are the decay products from mesons (like Kaons, D or B mesons)
which are produced during the hadronisation process. Fig. 4.3 shows the number of
such electrons per event with pT > 10GeV/c and |η| < 2.5.
On the reconstruction level there are even more effects faking an electron signature.
The reasons are interactions within the detector like bremsstrahlung and pair produc-
tion from photons combined with tracks coming from charged pions. Fig. 4.4 shows
that there are often more electron candidates in an event than generated electrons (ap-
plying the same cuts).
To distinguish between real and fake electrons, normalized distributions of observ-
ables which show a good discrimination between real and fake electrons are interpreted
as probability density functions (PDFs). These PDFs are later used in a Likelihood
Ratio method (see 8.1) separately for barrel and endcap. Before the result of this pro-
cedure is discussed, the way of creating such PDFs is presented in the next subsection.
Generation of the Probability Density Functions (PDFs)
To generate the probability density functions separating real from fake electrons, well
defined matching criteria between generated and reconstructed physics objects are
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Figure 4.3: Number of MC electrons per
event in semileptonic top pair decays (no τ
leptons) with pT > 10GeV/c and |η| < 2.5.
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Figure 4.4: Number of electron candidates
per event (pT > 10GeV/c, |η| < 2.5) after the
reconstruction step.
needed. Due to the statistical nature of the full event simulation it is impossible to
have a direct relationship between generated and reconstructed particles even when
the full Monte-Carlo truth is known. Relating to electrons this means that there is no
connection from the electron candidate back to the MC electron which caused the track
or the energy deposit finally detected. For this reason one has to define criteria for the
matching of a reconstructed electron to a MC electron.
Therefore an algorithm has been developed which finds the best global matching
among all combinations of MC electrons and reconstructed electron candidates. Un-
like a local matching procedure where single objects are compared one after the other
until all objects have been processed, the result of a global matching leads to the best
solution for all objects under investigation in this case.4
The electron PDF generation procedure might be split up into the following steps:
1. On each electron candidate a basic set of cuts are applied which ask for a rea-
sonable minimum transverse momentum and take into account the tracker accep-
tance η region:
pT > 10GeV/c (4.1)
|η| < 2.5 (4.2)
2. For the remaining electron candidates the best global matching with the MC
electrons is found using
min (
N∑
n=1
∆Rn), (4.3)
where N is the total number of electron candidates reconstructed in the event
and ∆R =
√
∆Φ2 +∆η2 is the distance between an electron candidate and a
MC electron in the η-φ-plane of the detector.
4Technically this is done with the class „Combinatorics“. Details can be found in appendix 8.6.
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3. After having found the best global matching, each reconstructed electron candi-
date is compared with its matched MC counterpart using the following criteria:
Charge matching: CRec = CGen (4.4)
Track matching: ∆R < 0.01 (4.5)
Momentum matching:
∣∣pRecT − pGenT ∣∣ < 0.2 · pRecT (4.6)
The charge matching ensures that every reconstructed electron has the right
charge compared to its generated MC partner.
The track matching checks the spatial distance of the potential matched objects
(see fig. 4.5). Here a cut of 0.01 has been chosen.
The momentum matching only accepts combinations where the reconstructed
transverse momentum is close to the generated value. As can be seen in fig. 4.6
the chosen cut (0.2) is very loose. This is to reduce heavily misreconstructed
events, because electrons are not used directly in a kinematic calculation but for
the selection of events.
All these requirements are the result of an optimization procedure to tune the
PDFs for a high discrimination power.
4. In step four the values of likelihood variables for each electron candidate are
calculated.
5. Finally the set of values for each electron candidate is filled into the PDF histo-
grams depending on whether it is a real or a fake electron.
The Input Variables
In the following the six variables used to build the electron likelihood ratio will be
discussed.
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Figure 4.5: ∆R between MC electrons and
electron candidates. Only electron candi-
dates with a ∆R of less than 0.01 to the MC
counterpart are taken.
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Ratio of energy cluster sums: E9/E25
Electromagnetic and hadronic calorimeter showers differ in the lateral spread of its
energy. Therefore the ratio of energy measured in a 3 × 3 matrix of calorimeter cells
relating to the energy in a 5 × 5 matrix is a good quantity to distinguish between
real and fake electron clusters. Showers coming from electrons or photons are more
concentric and dense compared to showers caused by strong interacting particles from
hadronic final states [64].
As can be seen in fig. 4.7, the ratio E9/E25 is a narrow distribution for signal elec-
trons with a peak at about 0.96 and a small tail to lower values. That means that most
of the real electrons have 96% of its energy distributed in a 3 × 3 cell matrix around
the energy seed cluster. Electromagnetic deposits not coming from any electron in
contrast have a much broader almost flat distribution.
Super cluster energy over track momentum: Esc/Ptrack
The variable Esc/Ptrack combines the information from the calorimeter and the tracker
by using the energy of the super cluster and the momentum of the track. Fig. 4.8
shows that this ratio is close to 1.0 for real electrons. The tail to higher values can be
explained by an underestimation of the track momentum due to bremsstrahlung if this
radiated energy is recollected by the super cluster algorithm.
For fake electrons like an accidental overlap of a pi+ track and a pi0 calorimeter
energy deposit coming from the decay into two photons, Esc/Ptrack is more uniformly
distributed.
Hadronic over electromagnetic energy: H/E
Another quantity is the ratio of energy in the hadron calorimeter H (behind the super
cluster) over the super cluster energy E (see fig. 4.9). For a perfect electron cluster,
H/E is exactly zero because there is no energy deposit at all in the hadron calorimeter
(despite of electronic noise). In such casesH is set to zero. For other particles coming
for example from hadronic τ or pi decays, the distribution has a tail towards higher val-
ues of H/E because those particles reach the HCalleaving a small fraction of energy
in the ECal.
Shower spread in η direction: σηη
The shower shape variable σηη can be used to separate fake from real electrons. Its
definition is given in equation 4.7. For each crystal in a 5×5 array one has to calculate
its distance from the seed cluster in η squared, weighted with its fraction of energy. So
this variable exploits the different shower spread in the η direction.
σηη =
∑
5×5 crystals
(ηcrystal − ηseed)2Ecrystal
Eseed
(4.7)
It is depicted in fig. 4.10 that showers from real electrons have significantly smaller
values for σηη than clusters from fake electrons.
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for real (black) and fake electrons (red, dot-
ted).
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Super cluster track matching: |ηsc − ηtrack|
The last two variables again use both the calorimeter and the tracker. Here the good-
ness of matching is checked between the track and the super cluster position. Fig. 4.11
shows that electrons with a MC matching tend to have a smaller distance in η between
the super cluster and the track. All other electron candidates are almost uniformly dis-
tributed.
Super cluster track matching: |Φsc − Φtrack|
The same tendency for the super cluster track matching in φ is found. Even if the sep-
aration property is not as good as for the distance in η (fig. 4.12).
For each variable cuts were defined for the PDFs (see table 4.1). The cuts exactly cor-
respond to the shown intervals in the PDF distributions. Every electron candidate must
fulfill all cuts to be considered for the analysis.
Variable Lower cut Upper cut Unit
pT 10.0 - GeV/c
|η| - 2.5 -
E9/E25 0.5 1.0 -
Esc/Ptrack 0.5 3.0 -
H/E 0.0 0.2 -
σηη 0.0 0.0005 -
|ηsc − ηtrack| 0.0 0.01 -
|Φsc − Φtrack| 0.0 0.1 rad
Table 4.1: Cuts applied to each electron candidate. Only candidates that pass all cuts are
used for the electron PDFs and later in the analysis.
Likelihood Output
The result of the likelihood ratio method can be seen in fig. 4.13. The majority of fake
electrons have small values for the likelihood ratio whereas real electrons accumulate
at high values. The result is a good separation of real from fake electrons. A trade off
between purity and efficiency sets the cut value to 0.6. That means that all electron
candidates having a higher likelihood ratio than 0.6 are treated as real electrons, which
is of course not always true.5 Finally an E/P correction of the electron momentum
is performed because it is assumed that in case of electrons the ECal will do a more
precise energy measurement than the tracker determines the momentum.
The correlations between input variables of the electron likelihood are shown in
appendix 8.2. In the next section the performance of the electron selection procedure
is addressed using the likelihood output ratio.
5In the statistics literature this is called an „error of the first kind“.
46 CHAPTER 4. RECONSTRUCTION OF PHYSICS OBJECTS
likelihood ratio
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
n
o
rm
. 
/ 
0
.0
1
-3
10
-2
10
-1
10
cut
Figure 4.13: Distribution of the likelihood ratio for real (black) and fake (red, dotted) electron
candidates in logarithmic scale. The cut was chosen to be 0.6.
4.1.4 Measurement Performance
In this subsection some benchmark data about the electron reconstruction and selection
are given. Therefore matched (real) electrons were used from semileptonic top decays.
Interesting variables are for example the selection efficiency and purity as well as the
energy and spatial resolution of the electrons.
In fig. 4.14 the selection efficiency with its statistical error is shown as a function
of the transverse momentum of the electron. The efficiency Se is defined as the num-
ber of real electrons which passed the likelihood cut with respect to all real electrons
reconstructed:
Se =
# real electrons with a LR > 0.6
# real electrons
(4.8)
The efficiency to choose a real electron with the likelihood developed is at least 62%
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Figure 4.14: Electron selection efficiency:
Fraction of selected real electrons with re-
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for low pT electrons and rises up to almost 90% for high pT electrons. The selection
purity as a function of pT is shown in fig. 4.15. The purity pSe is defined as the number
of real electrons which passed the likelihood cut with respect to the number of all
electrons above the likelihood cut. So it is a measure of how clean the selected electron
sample is:
pSe =
# real electrons with a LR > 0.6
# all electrons with a LR > 0.6
(4.9)
The purity is at least about 75% for low pT electrons but quickly rises for high pT elec-
trons. In 96% of those cases a real electron is selected out of all electron candidates.
Fig. 4.16 shows the relative error of the electron energy measurement:
∆E
E
=
Erec − Egen
Erec
, (4.10)
where Erec is the reconstructed energy and Egen is the electron energy from the MC
generator. The RMS of the distribution is about 5.2%. The asymmetry towards lower
values can be explained with an underestimation of the reconstructed electron energy.
This might come from electrons emitting bremsstrahlung which was not completely
recollected by the hybrid algorithm. In fig. 4.17 the energy measurement error ∆E is
shown as a function of the reconstructed electron energy. As can be seen,∆E increases
from about 0.5GeV (4.8%) for electrons with an energy of 10–15GeV to about 3GeV
(3.1%) for electrons with an energy around 100GeV.
Fig. 4.18 shows the electron resolution in the pseudorapidity η and fig. 4.19 the
spatial resolution in the azimuth angle φ. The difference∆φ = φrec−φgen is calculated
in such a way that −pi < ∆φ < pi. The measured RMS of ∆η is about 0.7 · 10−3 and
the RMS of ∆φ is about 1.1mrad.
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Figure 4.16: The relative error of the elec-
tron energy measurement. Due to cluster-
ing inefficiencies, the distribution has a slight
asymmetry towards negative values.
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4.2 Muon Identification
First of all a muon is identified by using the muon chambers in the outermost part of
the CMS detector. Due to its mass the muon is able to penetrate both calorimeters
loosing only a small amount of energy. So it is distinguishable from electrons by its
track in the muon system because electrons are stopped within the ECal.
If only the outer muon system is used for muon identification, it is called stand
alone muon reconstruction. In addition the muon reconstruction software provides
the inclusion of information of the silicon tracker to enhance the spatial and thus the
momentum resolution of reconstructed muons. In the latter case the so called global
muon reconstruction is performed.
The muon software design also allows for the concept of regional reconstruction
where only interesting parts of the detector, which are identified by seeds, are actually
used for the reconstruction6. As a consequence, the same reconstruction code can be
used for the HLT trigger part during the event selection as for the offline reconstruction
during data analysis.
In the following sections the three reconstruction steps for global muons are shortly
discussed as far as needed for muons used in this analysis. Details can be found in
[41, 65, 66].
4.2.1 Local Pattern Recognition
As described in chapter 2.2.6 the muon system uses three kinds of gaseous detector
technologies. In this subsection a short description is given on how the raw data from
the barrel and endcap detectors is translated into local muon candidates.
Local reconstruction in the barrel region
Starting point for the local reconstruction in the barrel is the measurement of the drift
time which is the raw data of the drift tubes. This information is used to calculate
the position of the hit with respect to the wire for each DT channel. For that reason an
6The seeds are nevertheless determined using different strategies for the online and offline recon-
struction.
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effective drift velocity is determined by means of a Look Up Table or a parametrization
function which depends on the localB field strength and the impact angle of the muon.
The hit finding procedure is done independently for each of the three super layers of a
chamber. So locally the muon track is reconstructed using twelve layers of drift tubes
within each chamber.
For geometrical reasons the position of the muon in a specific drift tube is known
only up to a twofold ambiguity. The decision which of the pairs of hits was caused by
a muon as well as the intrinsic left-right ambiguity is solved by combining the infor-
mation from different layers with the segment finding algorithm. Here combinations
of two hits of a chamber (same projection, different layers) starting with the most sep-
arated ones, are tested for a compatibility to a track pointing to the nominal interaction
vertex.
For each doublet additional hits in all other layers are searched for to finally build
segment candidates by minimizing the χ2 value until all hits in the same projection (Rφ
or RZ) have been tried. The number of segment candidates is then reduced according
to the number of hits, its χ2 value if they share hits, or if there is more than one segment
candidate per chamber. This is done because rarely more than one muon is found in a
single chamber at the same time.
So far the two orthogonal projections of each super layer within a chamber have
been treated independently. Now they are combined into three dimensional segments
refining the parameters of each other in a final fit. Finally a position resolution of
100 µm and a direction resolution of about 1mrad can be achieved [66].
Local reconstruction in the endcap region
Each cathode strip chamber is able to provide two coordinates from each of the six
layers. The raw data input for the local reconstruction are the signals from the cathode
strips and anode wires. The hit finding is done independently for each of the six layers
of a chamber.
The strips measure the φ in the bending plane using a signal clustering method. A
hit cluster consists of neighbouring firing strips by taking the strip with the greatest
electronic signal as the central strip as illustrated in fig. 4.20. The charge collected
over those adjacent strips is then fitted by the Gatti parameterization [67] using again
a χ2 minimization procedure. A second coordinate is needed to be able to reconstruct
two dimensional hits in each layer. Therefore the signals from the anode wires are
used which measure the muon trajectory in the R direction. Within the time of two
bunch crossings the intersections between the strip clusters and the wires, which are
combined into groups, are searched for (see fig. 4.21).
As for the barrel local reconstruction, finally track segments are built by using all
hits found in the six layers. As a starting point a straight line fit is performed only
taking into account the first and last hit in a chamber if their separation in r and φ
is less than 1 cm. The fit is then updated each time a hit from an intermediate layer
which is closer than 2.5mm is added giving a reasonable χ2. Per line fit at least four
compatible hits must have been found to become a track segment candidate. This
procedure is repeated as long as unused hits are found in the chambers. The resulting
track segments finally carry a position and direction information.
The position resolution of the strip measurement is about 100–200 µm depending
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Figure 4.20: Local reconstruction of a
muon traversing the six layers of a cathode
strip chamber (CSC) shown in the R view.
The green areas indicate the charge pro-
duced by the muon. The cathode strips are
used to determine the muon trajectory in the
φ direction. Source: [68]
Wire group hit
Muon Track
Figure 4.21: Local reconstruction of a
muon passing the six planes of a cathode
strip chamber (CSC) shown in the φ view.
The wires are read out in groups and mea-
sure the R coordinate of the muon track as
indicated by the red rectangles.
Source: [68]
on the strip pitch. For reasons of economy the wires are read out in groups which leads
to a spatial resolution of about 0.7 cm [66].
Local reconstruction in the RPC
The reconstruction of hits in the resistive plate chambers starts with a clustering proce-
dure. Adjacent fired strips are grouped together and the position of the hit in φ is then
defined by a center of gravity method. Because each chamber has only strips along the
direction of the beam pipe, the result is a spatial information whose uncertainties are
the width of the cluster in the φ direction and the length of the strip in the z direction.
The reconstructed “point” itself is defined to be the center of the rectangle strip in case
of the barrel. In the endcap the situation is not that simple because of the trapezoidal
form of the chambers.
4.2.2 Stand Alone Reconstruction
As the name indicates the stand alone muon reconstruction only takes data from the
muon system (Level-2 muon reconstruction). In this step all three detector types (DT,
CSC and RPC) are used. The procedure is seeded by two kinds of input. The first
(external) seeds are the results of the Level-1 muon trigger, the second (internal) seeds
are the track segments from the local pattern recognition.
Starting from the Level-1 muon candidates a muon trajectory is built using aKalman
filter [69] technique which compares the predicted track on each detector layer with
the existing measurements coming from the local reconstruction step. For the barrel
region the track segments reconstructed from the drift tubes are used as input for the
filtering procedure. For the endcaps, single reconstructed hits are used due to the vari-
ations of the magnetic field. Here a χ2 cut is applied which rejects bad hits. The muon
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trajectory state is propagated station by station from the inside out using the GEANE
package [70] which is able to simulate the impact of energy loss in the iron yokes or
multiple scattering and B field fluctuation effects on the muon trajectory.
Having reached the outermost station of the muon system the propagation is re-
versed going back to the innermost station performing a track fitting using a Kalman
filter again. Finally it is assumed that the muon track originates from the interaction
point and therefore a constrained fit is performed to improve the momentum resolution.
The muon candidate at this point of the reconstruction procedure is called a Level-2
muon. The parameters of those muons are the input for the last and final step in the
muon reconstruction process.
4.2.3 Global Muon Reconstruction
As mentioned in the first part of this section the global reconstruction uses all available
parts of the detector to achieve the best spatial and momentum resolution. Muons are
charged particles and as such leave hits while penetrating the pixel and silicon detector.
Due to the strong magnetic field within the tracker, the combined information from
the tracker and the muon chambers improves the spatial and transverse momentum
resolution of the global muons.
Therefore the tracks of Level-2 muons from the innermost stations are extrapolated
to the outermost tracker layer through the calorimeters taking into account energy loss
and multiple scattering effects by using again the GEANE package. The resulting
muon trajectory then defines a region of interest in the tracker which is compatible
with the measurements from the muon chambers within its errors.
A regional tracking algorithm seeded by two hits from two different layers uses all
existing pixel and silicon hits going outward layer by layer. Finally all tracker tracks
together with the hits from the muon chambers are refitted to get the global muon can-
didates. Fig. 4.22 shows the number of Monte-Carlo muons per event and fig. 4.23
the number of muons per event after the global muon reconstruction. Due to the lower
particle impact of the muon system and the much lower background the signals have
less ambiguities and therefore the number of muons per event is lower than the number
of electron candidates in an event (compare to fig. 4.4).
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Figure 4.22: Number of MC muons per
event with pT > 10GeV/c and |η| < 2.4.
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Figure 4.23: Number of reconstr. muons
per event with pT > 10GeV/c and |η| < 2.4.
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As will be shown in the next section, the muon candidates need no further selection
step as it was done for the electrons. In this analysis they are used as they come out
of the global muon reconstruction. Only a simple cut on the transverse momentum of
10GeV/c and the sensitive pseudorapidity region of |η| < 2.4 is applied.
4.2.4 Measurement Performance
Also for the muons some interesting variables were defined to estimate the quality
of the reconstruction and measurement performance of muons used in this analysis.
Therefore the same matching criteria as for electrons were applied to define „real“
muons by comparing them to the MC muons (see eq. 4.4) using muons from semilep-
tonic top quark decays. In contrast to electrons, the efficiency distribution fig. 4.24
shows the reconstruction efficiency Rm with its statistical errors as a function of pT .
It is defined as the number of correctly reconstructed (real) muons with respect to all
generated muons:
Rm =
# correctly reconstructed muons
# generated muons
(4.11)
The reason for this definition is, that the muons are taken as they come out of the
reconstruction without using additional selection mechanisms despite of the usual cuts
on pT and η. After applying these cuts, all reconstructed muons are also selected. So
the selection efficiency is 1.0 over the whole pT range.
The reconstruction efficiency instead compares the number of correctly foundmuons
to the number of muons from the Monte-Carlo generator and is therefore a more in-
teresting variable in this case. As can bee seen, the reconstruction efficiency is about
84–90% for lower pT muons and increases to about 90–94% for higher pT muons.
The selection purity as a function of pT for muons is shown in fig. 4.25. The purity
was defined in the same way as for the electrons. It is the number of real muons
selected with respect to the number of all muons which passed the selection:
pSm =
# real muons selected
# all muons selected
(4.12)
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Figure 4.24: Muon reconstr. efficiency:
Fraction of selected real muons with respect
to all generated muons as a function of pT .
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Figure 4.25: Muon selection purity: Frac-
tion of selected real muons with respect to all
selected muons as a function of pT .
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Figure 4.26: The relative error of the muon
pT measurement was found to be about 2%
(RMS) for muons with a pT > 10GeV/c.
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Figure 4.27: The error mean on the muon
pT measurement as a function of pT in-
creases as expected from 0.2GeV/c (0.8%)
to 2GeV/c (2.0%).
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Figure 4.28: Muon η resolution: The mea-
sured RMS is about 0.5 · 10−3.
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Figure 4.29: Muon φ resolution: The mea-
sured RMS is about 0.6mrad.
The selection purity is very high over the whole pT range starting from around
88% for low pT muons and increasing to about 98% for high pT muons. This is the
reason why no additional statistical tool was used as the selection purity is almost on
its maximum.
The overall pT resolution ∆pTpT of muons is shown in fig. 4.26. The distribution is
very symmetric which means that there are not as many systematic effects having an
impact on the muon reconstruction as for the electrons.
The momentummeasurement error∆pT of the muons increases with the transverse
momentum of the muons (0.8–2.0%). This is an expected behavior as muons with a
higher momentum are less bent by the magnetic field as lower pT muons. Fig. 4.27
shows that the slope of the correlation is not constant over the pT range. This in turn
can be understood by comparing with equation 2.4.
Fig. 4.28 shows the muon spatial resolution in the pseudorapidity η and fig. 4.29 the
resolution in the azimuth angle φ. As for the electrons the difference∆φ = φrec−φgen
is calculated in such a way that −pi < ∆φ < pi. The measured RMS of ∆η is about
0.5 · 10−3 and the RMS of ∆φ is about 0.6mrad.
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4.3 Tau Reconstruction
Tauons have a short life time of about (290.6± 1.1)× 10−15s and therefore decay very
quickly (c · τ = 87.11 µm) into leptonic and semileptonic states with accompanying
hadrons [11]. Although much progress has been made in the reconstruction and iden-
tification of τ leptons [71], semileptonic tt¯ decays with tau final states are not used
as signal processes in this analysis. The proper reconstruction and usage of τ signal
events is a non trivial task, especially in the first physics run. Due to the decay of τ
particles into electrons, muons and hadrons they are of course treated as background.
4.4 Reconstruction of Hadronic Final States
The reconstruction and identification of particle interactions with final states contain-
ing quarks is still one of the most challenging part of experimental high energy physics.
For top physics in the semileptonic channel the reconstruction of hadronic particles
is most important because one of the top quarks in this channel decays into a b quark
and aW boson, which on its part decays into two quarks. These three quarks are used
for the determination of the top quark mass. So the jet energy and spatial measure-
ment precision is one of the most important issues limiting the precision which can be
achieved on the top mass in this decay channel.
Quarks produced in hard scattering interactions cannot exist as free particles be-
cause of the QCD-confinement. What can be measured in a detector is the result of
a transformation process from coloured partons into a shower of colourless hadrons.
The process of building baryons or mesons from quarks by pulling new quarks from
the vacuum or radiating off gluons is a non-pertubative phenomenon and therefore
only phenomenological methods describe this process so far. Best known are the Lund
string fragmentation model [72] and the Peterson fragmentation model [73] both used
to generate the data for this analysis.
Due to the fact that the „spray“ of particles is roughly collinear, the experimental
signature of quarks and gluons is called a jet. From the detector point of view jets
manifest themselves as localized clusters of energy accompanied by a bunch of tracks
mostly. A jet mainly contains particles like pions, kaons and even some protons or
neutrons.
The reconstruction of jets is a critical point in every analysis of hadronic final states.
Due to the non deterministic showering process, small changes at the beginning of the
hadronization can lead to huge differences in what is measured at the end. Effects
from Pile Up events or electronic noise makes it even more complicated. To deal with
the complex mechanisms of jet dynamics several approaches of jet finding algorithms
have evolved.
Before the used jet algorithm is explained, a short overview of the steps performed
to reconstruct jets with the CMS detector is given in the next section.
4.4.1 Jet Reconstruction Overview
Jet reconstruction usually starts by reading the raw data from the calorimeters. Both
information from the ECal and HCal is used as input for the jet reconstruction chain
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which evolves in four steps:
1. First zero suppression thresholds are applied on each calorimeter channel. For
the HCal the thresholds vary from 2–4ADC counts7 over the pedestal with a
measured noise of 0.75 ADC counts. For the ECal the minimum energy require-
ment is 90MeV for the barrel and 450MeV for the endcap region corresponding
to 2–3σ over the measured noise [74].
2. The separately treated information from the ECal and HCal reconstructed hits
is then combined into so called projective ECalPlusHCalTowers. Those towers
are a combination of one HCal and 3 × 3 ECal cells. Here a cut is applied on
the transverse energy of the tower of ET = 0.5GeV which helps to suppress
collecting energy from Pile Up and the underlying event8 the calorimeters. The
result is a list of jetable objects.
3. In a third step the list of ECalPlusHCalTowers serves as input for the actual jet
algorithm which finally puts together the energy deposits into jets following a
specific prescription. Afterwards a first cut on the transverse energy of typically
10GeV is applied as jets with a lower energy are not well defined (high jet fake
rate).
4. Finally the reconstructed jets are calibrated with the help of well understood
physics events. Here different possibilities exists to get a precise jet energy
scale. One distinguishes between external (e.g. test beams) and internal (in
situ) calibration procedures with data. For the jets used in this analysis the γ+jet
calibration was used which will be explained in section 4.4.3. In addition an in
situ calibration is applied by rescaling those two of the tree jets determined to
come from the W decay in a way that the invariant mass is equal to the well
knownW boson mass (80.22GeV/c2 was chosen as input in the MC generator).
4.4.2 The Iterative Cone Algorithm
The different jet algorithms available today can basically be classified into two types:
Cone algorithms (Iterative Cone (IC),Midpoint Cone (MC)) and clustering algorithms
(kT algorithm). An overview on jet reconstruction at a current hadron collider can be
found in [75].
From the cone-type point of view jets are considered as an energy flow into an
angular region which can be collected by a simple cone, first described by Sterman
and Weinberg [76]. Cone algorithms have been the first jet algorithms and are widely
used today especially for detectors in hadron colliders. Because the iterative cone
algorithm is used in this analysis, only this algorithm will be briefly introduced here.
The iterative cone algorithm takes a list of input objects which in the case of re-
constructed data are the previously mentioned ECalPlusHCalTowers. But it could also
be a list of particle tracks. From the input list the object with the highest transverse
7ADC stands for Analog Digital Converter.
8The underlying event (UE) can be defined as everything in a particle collision except the outgoing
particles from the hard scattering process.
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energy above a given seed threshold is searched for. Around the vector pointing to that
seed object a cone of size Rcone in the (η,φ)-space is cast. This is the first so called
proto-jet. For each input object i the distance in terms of ∆R is checked:
∆Ri =
√
(ηi − ηseed)2 + (φi − φseed)2 < Rcone (4.13)
Each object inside the cone is then added to the proto-object using a specific recombi-
nation scheme. For the used ET scheme the exact definition is:
ηjet =
N∑
i
EiT · ηi
EjetT
(4.14)
φjet =
N∑
i
EiT · φi
EjetT
(4.15)
EjetT =
N∑
i
EiT (4.16)
After having used all objects inside the cone the new proto-jet has the energy EjetT and
the spacial coordinates ηjet and φjet. The recombination continues until the change
in energy from one iteration to the next is less than 1% and the spatial deviation does
not exceed ∆R = 0.01 or if the maximum number of 100 iterations is reached. The
objects which build this final jet are then removed from the list of input objects and
the algorithm takes the highest ET of the remaining ECalPlusHCalTowers as a new
proto-jet seed. The whole procedure is repeated as long as there are input objects in
the list.
So the final jet patterns derived with this algorithm depend mainly on the cone
size R and the seed threshold. There are different possibilities to choose the cone size
value of course. In a multi jet environment such as the LHC a cone size of 0.3–0.7
is reasonable. Studies have shown that the optimal cone radius mainly depends on
the number of jets in the final state. For a final state with four quarks, a cone size
of R = 0.5 is the best choice [77]. The transverse energy threshold of 0.5GeV is
a trade-off between the jet reconstruction efficiency and the rate of instrumental fake
jets.
4.4.3 Jet Energy Calibration
The jet energy calibration is a crucial point in every analysis using hadron final states to
reconstruct kinematic properties. The detector response of the HCal is proportional to
the energy stored by the incident particles. But the correlation between particle energy
and detector signal has to be tuned experimentally. At first test beams with known
particles and a known energy are used to calibrate the detector. Later in the running
experiment well understood physics processes are utilized to calibrate the calorimeters
such as the decay Z → e+e− in case of the ECal or γ+jet events in case of the HCal.
The idea of the γ+jet calibration is the following:
In the leading order picture of a γ+jet event there are two partons (qg or qq¯) which are
supposed to collide with vanishing transverse momenta. They might produce a direct
photon and a parton (later forming a jet) as shown in fig. 4.30.
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Figure 4.30: Leading order γ+jet processes in terms of Feynman diagrams.
The idea of using these events for the calibration of the hadron calorimeter is based on
the fact, that besides initial state transverse momentum, the ~pT of the direct photon is
on average opposite to the recoiling jet and the absolute values coincide:
~pT
γ+jet = ~pT
γ + ~pT
jet ' ~0 (4.17)
Due to the better energy resolution of the ECal (∼ 1%) and a precise absolute energy
scale (e.g. from Z → e+e− processes), the energy of the jet can therefore be corrected
with the knowledge of the deposited energy from the photon within the ECal. At the
end every reconstructed jet energy is corrected with an ET and η dependent calibration
set.9 It turns out, that with this method the jet energy scale can be determined with an
error of about 3–10% depending on the transverse jet energy [74]. Details about the
γ+jet calibration procedure, the amount of data needed as well as the selection of those
events can be found for example in [78].
4.4.4 Measurement Performance
As for the leptons the measurement performance of the jets will be illustrated with
some significant parameters. The data used here are semileptonic top pair decays. The
jets are always compared to its matched partons from the signal process on generator
level. The definition of a correctly matched jet is based on a jet parton matching which
will be explained in detail in section 5.4.1 because it is the basis for the jet combination
likelihood described there.
The reconstruction efficiency Rj for those jets is defined as the ratio of correctly
reconstructed (signal) jets with respect to the matched generated signal MC quarks:
Rj =
# correctly reconstructed jets
# generated signal quarks
(4.18)
As can be seen in fig. 4.31, Rj is about 65% for jets with a low transverse energy and
increases to about 80 to 90% for higher ET jets. The (signal) jet selection purity pSj
9The exact definition of the calibration curve and the used parameters can be found in
/Jets/JetCalibration/src/JetCalibrationGammaJet.cc of the ORCA 8.7.3 CVS repository.
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Figure 4.31: Jet reconstruction efficiency:
Fraction of correctly reconstructed signal jets
with respect to all generated signal quarks as
a function of ET .
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Figure 4.32: Jet selection purity: Fraction
of correctly reconstructed signal jets with re-
spect to all selected jets as a function of ET .
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Figure 4.33: The relative error of the jet ET
measurement was found to be about 13.5%
(RMS). In addition a small overestimation of
the reconstructed energy of about 2.7% is vis-
ible.
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Figure 4.34: The error mean on the jet ET
measurement as a function of ET increases
from 4.9GeV (12.5%) up to 19.5GeV (9.8%).
as a function of ET is shown in fig. 4.32. The purity is the number of correctly found
signal jets with respect to the number of all jets which passed the selection:
pSj =
# signal jets selected
# all jets selected
(4.19)
The selection purity is about 80% for high energetic jets but significantly drops for
lower ET jets. The overall ET resolution ∆ETET of jets is shown in fig. 4.33. Compared
to the leptons it is a broader distribution with an RMS of 13.5%. This shows once
more the difficulties in correctly reconstructing the energy of hadronic final states. In
addition the mean is shifted by 2.7% to positive values so the used jet calibration
scheme slightly overestimates the jet energy.
The transverse energy resolution as a function of the reconstructed jet energy is pre-
sented in fig. 4.34. The jet energy deviates from the generated parton by about 4.9GeV
for jets with an ET of 40GeV (12.5%) and about 19.5GeV for jets with an ET of
200GeV (9.8%).
Fig. 4.35 shows the jet spatial resolution in the pseudorapidity η and fig. 4.36 the
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Figure 4.35: Jet η resolution: The mea-
sured RMS is about 4.9 · 10−3.
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Figure 4.36: Jet φ resolution: The mea-
sured RMS is about 54.3mrad.
resolution in the azimuth angle φ. As for the leptons the difference ∆φ = φrec − φgen
is calculated in such a way that −pi < ∆φ < pi. The measured RMS of ∆η is about
4.9 · 10−3 and the RMS of ∆φ is about 54.3mrad. Finally the key parameters of the
physics object reconstruction is summarized in table 4.2.
4.5 Tagging Jets from b Quarks
Because the top quark decays almost exclusively into a b quark and a W boson, the
identification of b jets plays an important role in discriminating between signal and
background events. As will be shown in chapter 6, an efficient b tagging also helps to
combine the right three jets from the top decay. In this section a short overview of the
b tagging algorithm implemented in the CMS software is given.
To separate b jets from other jets coming from light quarks or gluons, an important
property of b hadrons is used. Due to the small matrix elements Vub and Vcb of the
Cabibbo-Kobayashi-Maskawa-Matrix, the lifetime of bhadrons of about 1.5 ps corre-
sponds to a range of βγcτ ≈ 450 µm (γ > 1). This is about one order of magnitude
higher than the pixel tracker spatial resolution. So it is possible to discriminate between
the primary vertex of the hard interaction and the secondary vertex coming from B de-
cay. The same statement holds for charmed hadrons but their lifetime is shorter. In
addition there are kinematical and topological variables which are used as an input for
the b tagging discriminator.
The tracks used in the b tagging algorithm are combinatorial tracks, which means
that information from both the pixel and silicon part of the tracker is used. Only tracks
with a ∆R < 0.3 to the jet axis are taken which are made of at least eight hits in
total including two hits from the pixel detector. Furthermore each track must have a
transverse momentum of about 1GeV/c. Finally the χ2/dof of the track fit10 must be
lower than 10 and the transverse impact parameter11 must be smaller than 2mm with
respect to the reconstructed primary vertex [79].
Another issue is the reconstruction of vertices. With the tracks passing the first
selection step, vertices are reconstructed using a Kalman filter. In a next step the
10dof = degress of freedom.
11The transverse impact parameter is the distance from the primary vertex to the point of closest
approach (track) in the transverse plane.
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Variable Symbol Range
Electrons:
selection efficiency Se > 80% (pT > 30GeV/c)
selection purity pSe > 94% (pT > 30GeV/c)
energy resolution ∆E
E
3.1 – 4.8%
spatial resolution η ∆η 0.7 · 10−3
spatial resolution Φ ∆Φ 1.1 mrad
Muons:
reconstruction efficiency Se > 86% (pT > 30GeV/c)
selection purity pSe > 96% (pT > 30GeV/c)
momentum resolution ∆pT
pT
0.8 – 2.0%
spatial resolution η ∆η 0.5 · 10−3
spatial resolution Φ ∆Φ 0.6 mrad
Jets:
reconstruction efficiency Sj > 70% (pT > 60GeV/c)
signal selection purity pSj > 60% (pT > 60GeV/c)
ET resolution ∆ETET 9.8 – 12.5%
spatial resolution η ∆η 4.9 · 10−3
spatial resolution Φ ∆Φ 54.3 mrad
Table 4.2: Key parameter summary of the reconstruction and selection of physics objects.
reconstructed vertices and the selected primary vertex are compared by applying cuts
on their distance and the invariant mass of particles associated to the vertex. Vertices
with oppositely charged tracks and an invariant mass close to the K0S are skipped. For
the remaining secondary vertex candidates different variables are calculated, which all
serve as an input for the final b tagging discriminator:
1. The invariant mass of charged particles belonging to the vertex.
2. The multiplicity of charged tracks associated to the vertex.
3. The distance from the primary to the secondary vertex in the plane perpendicular
to the beam pipe divided by its error.
4. The energy of the charged particles from the secondary vertex divided by the
energy of all charged particles from the jet.
5. The rapidities of charged particle tracks with respect to the jet direction.
6. The impact parameter significance for each track exceeding a mass threshold
which is related to the charm quark mass.
Details about this topic can be found in [79]. All these variables are then combined
into a likelihood ratio as follows:
y = fBG(c) · L
b
Lb + Lc
+ fBG(q) · L
b
Lb + Lq
(4.20)
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Figure 4.37: b tagging efficiency as a func-
tion of the discriminator value cut for different
jet flavours in a sample of QCD events with
30GeV/c < pT < 200GeV/c and |η| < 2.4.
Source: [79]
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Figure 4.38: Non b jet mistagging efficiency
versus b jet tagging efficiency for different jets
flavours using semileptonic top pair events
with a pT > 30GeV/c and |η| < 1.4.
Source: [79]
Here fBG(c, q) represents any prior knowledge about the non b jet composition (here
fBG(c) = 0.25, fBG(q) = 0.75) and L(b, c, q) is related to the probability to have a jet
coming from b, c, ... quark or a gluon, which is determined using the input variables
mentioned above. As a result b jets have higher and non b jets lower discriminator
values. In the version used in this analysis the discriminator value ranges from -2 to
12. For easier use, the values have been rescaled to 0 < y < 1 as implemented in newer
versions of the b tagging package. A tagging efficiency q is defined as follows:
q =
# jets of flavor q tagged as a b jet
# jets of flavor q
(4.21)
This efficiency is the b tagging efficiency for b jets and the misidentification efficiency
for non b jets. The tagging efficiency for different flavours as a function of the discrim-
inator cut is plotted in fig. 4.37. As can be seen in fig. 4.38, jets from light quarks can
be suppressed by two orders of magnitude with a b tagging efficiency of 60% (barrel
region). The same suppression factor can be obtained with an efficiency of 50% for
the endcap region.
For the sake of completeness another approach of tagging jets from b quarks, not
followed in this analysis, has to be mentioned. The so called soft lepton tagging tries
to find b jets without the use of any secondary vertex reconstruction. Instead, different
kinematic properties of leptons within b and non b jets are used. This is especially
interesting for analyses using the first data from the CMS detector if the pixel detector
is not fully commissioned right from the start of CMS. But of course it can be used in
addition to the vertex based b tagging tools. Details about the soft lepton tagging can
be found in [80].
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4.6 Missing Energy
Particle decays with neutrinos involved carry away an amount of energy not measured
by the detector. A common approach in such cases is to calculate the vector sum of
momenta of all visible particles and declare the momentum that is missing to regain
momentum conservation as missing energy. The problem in a proton-proton collider
is, that not the protons interact, but the quarks and gluons of which they are composed.
The momentum fraction of the colliding quarks or gluons therefore is in principle
unknown and can not be measured along the beam pipe. For that reason only the
missing energy transverse (MET) to the beam line is calculated. But even this variable
has a quite poor resolution as shown in fig. 4.39 and fig. 4.40.
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Figure 4.40: MET φ resolution.
Here the MET algorithm uses ECalPlusHCalTower as input objects. Because of 2–3
Pile Up events in the low luminosity phase and energy deposits from minimum bias
effects in each event, nearly all of the reconstructed events have missing energy. It was
found that a cut on MET does not much improve the signal over background ratio but
reduces the number of signal events significantly during the selection step. Therefore
a cut on missing energy is not used in this analysis at all. Nevertheless the direction of
the missing energy is used in the top reconstruction step. A detailed description of how
the reconstruction of missing energy is done in the CMS experiment is given in [81].
Chapter 5
Detecting Top Quarks in the First
Physics Run
In April 2008 the LHC will be closed and in May starts its first single beam runs
for about three months. During this run the machine commissioning takes place. Af-
terwards the main objective is to get a stable two beam operation from a proper un-
derstanding of all machine parameters (e.g. solenoids, vacuum, collimation, machine
protection, beam instrumentation). The CMS detector will be capable of recording the
first events in summer 2008. Here the detectors will be checked, aligned and calibrated
using these first collisions. Starting with a center of mass energy of 900GeV 1 the LHC
will quickly ramp up the collision energy to 14 TeV and a nominal bunch spacing of
25 ns [82]. The expected integrated luminosity for 2008 is 0.1–1.0 fb−1.
This is the so called first physics run. The status of the CMS detector during this run
and the implications for a first top physics selection in the semileptonic decay channel
are discussed in this chapter. It is assumed that in total about 0.1 fb−1 of data will be
available under the conditions described in the next section. When having reached the
nominal value of L ≈ 1032 cm−2s−1 in this run, 0.1 fb−1 can be collected within two
weeks of data taking.
The goal of this analysis is to show that top quark decays in the semileptonic chan-
nel can be separated from background events assuming a pessimistic scenario for the
first physics run (e.g. no b tagging). Other channels like the fully hadronic top de-
cay channel cannot be selected with sufficient purity. The dileptonic channel suffers
from the much lower statistics due to the branching ratio and the more complicated top
quark reconstruction procedure [13]. The semileptonic top decay channel is the most
promising one to select top quarks in the first physics run, because the branching ratio
is high and the lepton can be used to greatly reduce physics background events.
5.1 Analysis Scenario 0.1 fb−1
The analysis scenario for the first physics run is quite different from the situation ex-
pected in a long term calibrated detector. There are two major assumptions related to
the CMS detector which have an influence on the analysis of top quark decays in this
scenario:
1The LHC injection energy is 450GeV per beam.
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• The pixel detector will not have reached its design performance.
Implications:
a) The track resolution of every particle is reduced.
b) The b tagging efficiency will be significantly reduced. Here the most pes-
simistic scenario is used where no b tagging is available at all.
• The ECal endcaps will not be fully commissioned.
Implications:
a) Electron identification is possible only in the barrel region of the detector
(|η| < 1.47).
b) Missing energy can not be determined correctly because a large fraction of
energy might not be detected (non hermetic detector).
Some of these issues can be taken care of in the analysis: No electron candidates in
the endcap region are used (|η| > 1.47) and in addition no identification of b jets is
attempted.
Because the track reconstruction package uses seeds from the pixel detector, a cor-
rect treatment of the reduced pixel detector performance as far as the track resolution
is concerned, would be an adaption of the algorithms and a completely new reconstruc-
tion of all MC data. This could not be done due to the large amount of simulated events
used. But the effect from a reduced track resolution can be neglected as it is in any case
impossible to do precision measurements of top quark properties at this early stage of
the experiment. Details about the impact of misalignment on the track reconstruction
can be found in [83].
5.2 Event Preselection
The event selection takes place in two steps. At first, for practical reasons, a generic
preselection is applied. Data which pass this preselection can also be used for other
analysis scenarios without the need of reanalyzing all available data. The preselection
steps includes the following demands:
• The event must pass the Level-1 and the High Level Trigger.2
• The event has to have at least one isolated lepton with a pT > 10GeV/c. Elec-
trons and muons are defined as described in chapter 4.1 and 4.2. The |η| value
must be smaller than 2.4 for electrons and 2.5 for muons.
• The event must at least have four jets with pT > 20GeV/c and |η| < 2.4. Jets are
defined as described in section 4.4.
5.2.1 Trigger
The data for this analysis was simulated using a trigger table for the lowest luminosity
available (2×1033 cm−2s−1), and its corresponding pT thresholds. These thresholds are
2Except for the W+jets and Z+jets background due to the missing trigger information within the
FAMOS framework (for details see 5.2.1).
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adapted continuously to more efficient reconstruction algorithms. For example if the
reconstruction of muons improves, the pT thresholds for muons might be lowered. So
a resulting higher trigger rate of muons might be achieved without getting an increased
muon fake rate.
Of course the thresholds for the first physics run will differ from the ones used in
a later stage of the experiment. Due to the lower event rate in the first physics run, the
cuts of the two trigger systems will probably be lower than actually implemented. So
the approach followed here, leading to less events after the trigger, can be referred to
as a conservative one.
As mentioned before, the W+jets and Z+jets events have been simulated with
FAMOS, which did not provide any trigger information at that time. For these datasets
it is assumed that almost all events which passed the jet pT and isolated high pT lepton
cut would have also passed the (much softer) trigger requirements. So the final prese-
lection event numbers will not differ much from a situation where the trigger cuts have
been applied.
5.2.2 Lepton Isolation
The existence of a high pT lepton is a major advantage in the selection of semileptonic
tt¯-decays. But electrons or muons with a transverse momentum above the chosen
threshold can of course also originate frommany other processes, for example as decay
products during the hadronisation process. As such they are a part of showers and
usually surrounded by many other particles which all give rise to energy deposits or
tracks close by. A very efficient physics demand to prevent such events from passing
the selection is the lepton isolation. The characteristics of an isolated object is defined
by two criteria.
Tracker Isolation
For electrons and muons a consistent tracker isolation criterion has been defined. In
an isolation cone of ∆R = 0.2 around the lepton track every track k out of K tracks
within the cone (skipping the one from the lepton itself) is checked for its momentum
P ktrack and compared to the lepton momentum Plepton.
If the momentum of each track within the isolation cone is below 10% of the lepton
momentum, the lepton is defined to be isolated in the tracker:
P ktrack
∣∣∣
∆R < 0.2
< 0.1 · Plepton , 0 < k ≤ K (5.1)
Calorimeter Isolation
The isolation criterion for the calorimeter is slightly different for electrons and muons.
Electrons deposit nearly all of their energy within the ECal whereas muons only loose
a small amount of energy traversing the calorimeters. For both particles an isolation
cone of ∆R = 0.2 around the lepton track is used. Within this cone, the energy of
each calorimeter cell Emcell out of totally M cells in the ECal, HCal and PreShower is
summed up and compared to the lepton energy Elepton. For electrons, the super cluster
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Dataset Events Trigger 4 Jets Lepton Eff. (%)
Semilept. (e/µ) 14,254 9,972 8,284 5,972 41.9
Semilept. (τ ) 7,142 2,289 2,015 377 5.3
Di-Leptonic 5,120 3,786 2,153 1,718 33.6
Fully Hadronic 22,284 6,301 6,122 20 0.1
W+jets (lep.) 4,147,900 – 15,362 7,664 0.2
Z+jets (lep.) 342,610 – 4,649 3,447 1.0
QCD 231× 109 21.0× 106 9.9× 106 13,416 5.8× 10−6
Di-Boson 10,802 2,723 1,028 524 4.9
S/B 6.2× 10−8 – 8.3× 10−4 1/4 –
Table 5.1: Preselection summary: The number of events have been scaled for 0.1 fb−1 using
leading order cross sections from PYTHIA and ALPGEN. Due to the demand of a high pT
isolated lepton, the signal to background ratio after the preselection is about 1/4 with a signal
efficiency of about 42%.
energy is subtracted from the sum of the cluster energies, for muons no correction is
needed.
If the corrected energy within the cone does not exceed 15% of the lepton energy,
the lepton is defined to be isolated in the calorimeters:∑
m
Emcell
∣∣∣
∆R < 0.2
< 0.15 · Elepton , 0 < m ≤M (5.2)
Table 5.1 summarizes the preselection event numbers and efficiencies for the signal
and background processes.
5.3 Event Selection
After the generic preselection a selection was used that is specific for this analysis
scenario. All the selection plots shown in this section are “N-1 plots”. This means
all cuts except the actually discussed one have been applied already and the presented
efficiencies refer to the actual cut. The fraction of events which passed a cut is defined
as the cut efficiency:
cut =
# events which passed the actual cut
# events after all cuts except the actual one
(5.3)
5.3.1 Exactly One Lepton
As mentioned before, the existence of an isolated high pT lepton is the key feature of
this decay channel, but there is usually more than one reconstructed lepton present in
the event. On the other hand there is only one signal lepton arising from the leptonic
W decay in a tt¯ semileptonic top decay. It was found that in such cases selecting the
lepton with the highest transverse momentum is the right decision in nearly all of the
events (98.1%).
Many cuts have been tested to use the lepton existence in an optimal way for the
selection. A cut on two leptons with different charge or two leptons with an invariant
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Figure 5.1: Number of leptons per event for signal and the most important background
events: a) signal (e/µ), b) dileptonic, c) Z+jets d)W+jets and e) QCD. Only events with exactly
one isolated high pT lepton are retained.
Dataset Cut Efficiency (%)
QCD 4.9
Z+jets 43.4
Di-Leptonic 62.4
W+jets 74.9
Signal 90.9
Table 5.2: Exactly one lepton cut: Efficiencies for the signal and the most important back-
ground processes are given.
mass close to the Z boson mass is efficient to further reduce Z+jets events. But the
most efficient and most simple cut against Z+jets events as well as dileptonic top pair
decays is the demand of exactly one isolated high pT lepton as shown in fig. 5.1.
The source of having found events with no lepton here is the smaller electron identifi-
cation region of |η| < 1.47 (barrel region) compared to the cut used in the preselection.
The efficiencies for this cut are shown in table 5.2.
5.3.2 Jet pT Cut
Another efficient selection variable is the transverse momentum of jets. So far all
events have at least four jets with a pT of 20GeV/c, stored in a pT sorted vector (de-
creasing order). It was found that the most efficient cut is a pT cut of 40GeV/c on the
third highest pT jet (fig. 5.2). The reason is, that for signal events with four quarks
coming from a hard interaction, there is a high probability for three jets significant to
have high transverse momentum. For W+jets events instead the third jet must come
from gluon radiation or Pile Up where the pT is mostly lower than that of the third
signal jet. The same statement holds for the dileptonic tt¯-decay where only two b jets
are present. Due to Pile Up events of course there might be additional jets above the
threshold, so that many background events still pass the cut. The cut efficiencies are
shown in table 5.3.
5.3.3 Event Shape Variables
Due to the huge cross section of QCD multi jet events, there are still many of these
events which pass the lepton as well as the jet cuts. As mentioned before, a pessimistic
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Figure 5.2: Transverse momentum of the third highest pT jet for signal and the most important
background events. A cut of 40GeV/c was chosen which significantly reduces the number of
Z+jets, Di-Leptonic andW+jets events.
Dataset Cut Efficiency (%)
Z+jets 36.3
W+jets 43.3
Di-Leptonic 60.2
Signal 78.2
Table 5.3: Third jet pT cut: Efficiencies for the signal and the most important background
processes are given.
detector scenario is used for the first physics run which does not allow to tag b jets.
Therefore another class of discriminators was searched for which are able to suppress
these events. One possibility is the usage of event shape variables. Many observables
have been tested for its discriminating power. Most of them are based on the calcula-
tion of the 3× 3 normalized momentum tensorMjk for each event:
Mjk =
∑
i p
i
jp
i
k∑
i(p
i)2
(5.4)
where pj and pk denotes the particle momentum (j, k = 1, 2, 3) and each tensor el-
ement is the momentum normalized sum over the four highest pT jet and the lepton
momentum vectors (i = jets, lepton). Mjk has three eigenvalues Ei with 0 < E1 < E2
< E3. These are combined to define different event shape variables.
For the circularity, the momentum tensor is the 2×2 submatrix ofMjk, normalized
by the sum of pT instead by the sum of p. This matrix has two eigenvalues Qi with 0
< Q1 < Q2. The following definition for the circularity C has been used:
C = 2×min (Q1,Q2)
(Q1 +Q2)
(5.5)
The circularity C is especially interesting for hadron colliders because it only uses the
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Figure 5.3: Circularity of signal and background events (logarithmic, stacked plot) using the
four highest pT jets and the lepton. This cut is very efficient against QCD events.
Dataset Cut Efficiency (%)
QCD 3.7
W+jets 46.1
Z+jets 48.8
Di-Leptonic 61.7
Signal 60.1
Table 5.4: Circularity cut: Efficiencies for the signal and the most important background
processes are given.
momentum values in x and y direction transverse to the beam line. So C is a two
dimensional event shape variable and is therefore independent from a boost along z.
In addition, the normalization by the sum of the particle momenta (see 5.4) )makes
C highly independent from energy calibration effects which will dominate the list of
systematic uncertainties in this detector scenario. C takes small values for linear and
high values for circular events. As shown in fig. 5.3, a cut of 0.3 for the circularity
suppresses almost all of the remaining QCD events. This is due to the fact that Di-
Jet events3 observed in the transverse plane of the detector are almost “back-to-back”
which gives rise to a small circularity. The efficiencies for this cut are shown in ta-
ble 5.4. All these selection cuts greatly reduce the background from non signal events
leading to a signal to background ratio of S/B = 1.1. The next two cuts are applied to
reduce the combinatorial background with regard to the top reconstruction described
in section 5.4.
5.3.4 Maximum Number of Jets
The number of jets present in an event is important because each additional jet greatly
enlarges the number of combinations which have to be tested for the hypothesis to be
3Di-Jet events are the leading order contribution to QCD events.
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Dataset Events Lepton Jet pT Circ. 6 Jets Eff. (%)
Semilept. (e/µ) 5,972 5,460 4,355 2,638 2,113 35.4
Semilept. (τ ) 377 342 267 141 115 30.5
Di-Leptonic 1,718 1,095 679 419 287 15.3
Fully Hadronic 20 15 15 7 7 15.3
W+jets (lep.) 8,375 5,783 2,687 1,239 812 9.1
Z+jets (lep.) 3,447 1,642 649 317 210 6.1
QCD 13,416 9,502 4,174 156 48 0.3
Di-Boson 524 399 174 72 43 8.2
S/B 0.21 0.29 0.5 1.1 1.4 –
Table 5.5: Selection summary starting from the events which passed the preselection: The
signal to background ratio is improved by a factor of more than six while the signal efficiency
is 35.4%. After the selection a S/B ratio of 1.4 is achieved.
hadronic top decay products. Therefore all other jets in the event (4th, 5th, 6th) must
have a transverse momentum of at least 30GeV/c which on the one hand reduces the
number of jet permutations and on the other hand lowers the number of events with
instrumental fake jets. At least four but not more than six jets have to be present in
the event. Table 5.5 summarizes the selection event numbers and efficiencies for the
signal and background processes.
5.3.5 Non Signal Jet Reduction using Lepton Isolation
Before the remaining events are used in the analysis, one additional step is performed.
As explained in section 5.2.2, the lepton is checked to be isolated in the tracker and
calorimeter. But it was found that in 58.5% of the so far selected events one of the
jets is closer than ∆R = 0.2 (isolation cone) to the selected lepton although the event
passed the lepton isolation criteria.
This can be used to lower the number of non signal jets. In 97.7% of these events,
the lepton involved was validated to be the signal lepton. At the same time the jet
involved did not come from any signal quark in about 99.7% of the cases. So if a jet
candidate is closer than ∆R = 0.2 to the selected lepton, the jet is deleted from the list
of jets in the event. As a result, 4-jet-events may be rejected, 5-jet-events may become
4-jet-events with reduced combinatorics and 6-jet-events (which have so far passed the
selection step) may become 5-jet-events and are then used for the top reconstruction.
After this step all remaining 6-jet-events are discarded.
5.4 Reconstruction of the Top Quark
After the preselection and selection step only events are left which have an isolated
high pT lepton and up to five jets with a pT of at least 30GeV/c. To combine the three
jets from the hadronic top decay, a jet combination likelihood has been developed
which uses several kinematic variables. As for the electron likelihood, probability
density functions (PDFs) have been generated to distinguish between wrong and right
jet permutations.
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5.4.1 Jet Parton Matching
The criteria which assigns a jet to a parton must be defined in a reasonable way, be-
cause due to fragmentation and jet reconstruction algorithms there is no direct link
between the reconstructed object and the particle which caused the detector response.
In case of jets such a procedure is called Jet Parton Matching (JPM).
For all signal events which passed the (same) selection cuts, the following procedure
is performed to build the PDFs used in the jet likelihood:
1. On each reconstructed jet basic cuts are applied which take into account the
tracker acceptance η region:
pT > 30GeV/c (5.6)
|η| < 2.5 (5.7)
2. For the remaining jets the best global matching with the generator quarks from
the semileptonic top decay is found using
min (
N∑
n=1
∆Rn), (5.8)
whereN is the total number of reconstructed jets in the event and∆R is the parti-
cle distance defined in the η-φ-plane of the detector. In this step all permutations
of jets are compared with the four generator quarks from the top decay.4
3. After having found the best global matching, each reconstructed jet is compared
to its matched MC quark counterpart using the following criteria:
Direction matching: ∆R < 0.25 (5.9)
Energy matching: |Erec.T − Egen.T | < 0.3 · Erec.T (5.10)
The direction matching checks the spatial distance of the MC quark track and
the reconstructed jet axis (see fig. 5.4). The energy matching rejects pairings
where the reconstructed transverse energy diverges too much from the generated
one. As can be seen in fig. 5.5, the cut of 0.3 removes a noticeable number of
jets. This was done to assure a kinematic clean sample of signal jets.
4. Four jets must have been matched with all four generator quarks from the signal
process. This ensures that there is always one correct pairing in each event.
5. In addition the top vector which is built from three jets using the correct per-
mutation must match the top quark from the generator with ∆R < 0.25. This
prevents influences from radiation effects which would change the whole decay
kinematics.
4A technical overview can be found in appendix 8.6.
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to be 0.3.
6. Because the lepton is also used in the likelihood, it is checked whether the correct
lepton was found by comparing the reconstructed lepton with the generated one
(∆R < 0.01).
7. The number of jets (4 ≤ Njets ≤ 5) to be considered as the potential detector
response of a hadronic top decay is determined. Njets is then used to generate a set
of subsets, each containing a sequence of numbers (0, ..., Njets). The generated
jet permutations for a 4-jet-event are illustrated in table 5.7. An overview of all
permutations for 4-jet- and 5-jet-events is given in table 8.3.
8. The actual value of all variables used in the likelihood is calculated for each jet
permutation. The variables are explained in detail in section 5.4.2. Each value
must lie in its given range, otherwise the permutation is not used for the PDF
generation (see table 5.6).
9. From each event which passes all those requirements, the right permutation and
all wrong permutations are used to fill the corresponding PDFs.
Variable Lower cut Upper cut Unit
pT 30.0 - GeV/c
|η| 0.0 2.5 -
Mq1q2 0.0 300.0 GeV/c
2
αq1q2 0.0 3.2 rad
PT ,b1,b2 50.0 500.0 GeV/c
2
αb2l 0.0 3.2 rad
αq1q2b1 0.6 6.3 rad
∆Φq1q2b1b2l 1.5 3.2 rad
Table 5.6: Cuts applied to each jet permutation. Only permutations that pass all cuts are
used for the jet PDFs and in the analysis (valid permutations).
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5.4.2 Jet Likelihood
The goal of the jet likelihood is to find the three jets coming from the hadronic top
decay in a semileptonic top pair event with the highest probability. Therefore several
variables have been tested for their discrimination power between right and wrong
jet permutations. The chosen ones are explained in this section. The mentioned jet
positions refer to the positions according to table 5.7.
Position 0 1 2 3
Particle q1 q2 b1 b2
Permutation j0 j1 j2 j3
j0 j1 j3 j2
j0 j2 j1 j3
j0 j2 j3 j1
. . . .
. . . .
j3 j2 j1 j0
Table 5.7: All possible pairings of partons with jets are created. q1 and q2 are the light quarks
from theW decay, b1 and b2 are the b quarks from the decay of the two top quarks. q1, q2, and
b1 are assumed to originate from the hadronically decaying top quark.
The Input Variables
In the following the variables used in the likelihood are described. In the normalized
histograms correct pairings are indicated in black, wrong ones in (dotted) red.
The Two Jet Invariant Mass: Mq1q2
For each permutation the invariant mass of the jets on position 1 and 2 is calculated.
These positions correspond to the light quarks from the W boson of the top quark de-
cay. If the right two jets are used, the invariant mass should be close to the knownW
mass limited by the detector resolution and calorimeter calibration. Wrong combina-
tions tend to have more spread values as depicted in fig. 5.6.
The Two Jet Angle: αq1q2
For each permutation the angle between the jets on position 1 and 2 is calculated. The
right jets coming from theW of the top quark decay tend to have smaller angles than
other (wrong) permutations due to the boost of theW . This is illustrated in fig. 5.7.
The Two Jet Transverse Momentum Sum: pT ,b1b2
For each permutation the sum of the jet transverse momentum on position 3 and 4 is
calculated. The pT of b jets was found to be a bit higher than the pT of other (light)
quark jets when looking at a large sample of events as depicted in fig. 5.8.
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Figure 5.7: The angle between two jets for
right (black) and wrong (red, dotted) permuta-
tions.
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Figure 5.8: The sum of the transverse mo-
mentum of two jets for right (black) and wrong
(red, dotted) permutations.
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Figure 5.9: The angle between one jet and
the lepton for right (black) and wrong (red,
dotted) permutations.
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Figure 5.10: The Three Jet Angle Sum for
right (black) and wrong (red, dotted) permuta-
tions.
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Figure 5.11: The azimuthal angle between
the two top candidates for right (black) and
wrong (red, dotted) permutations.
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The angle between one jet and the lepton: αb2l
For each permutation fig. 5.9 shows the angle between the jet on position 4 (the b jet
candidate on the leptonic side of the top pair decay) and the lepton. This variable is
motivated by the idea that this b jet belongs to the same mother particle as the lepton.
Indeed, the b jet and the lepton tend to be somewhat closer in right combinations.
The Three Jet Angle Sum: αq1q2b1
For each permutation the sum of the angles between the jets on position 1, 2 and 3 is
calculated (∠(j0, j1) +∠(j0, j2) +∠(j1, j2)). As fig. 5.10 states, the correct jet permu-
tations tend to have smaller values than wrong ones. The reason is the boost of the top
quark along the flight direction.
The azimuthal angle between three jets and one jet plus lepton: ∆Φq1q2b1b2l
For each permutation the azimuthal angle between the vector combining the jets on
position 1, 2 and 3 and the vector combining jet 4 with the lepton is calculated (see
fig. 5.11). Neglecting the neutrino (missing energy), this is the angle between the top
and anti-top momentum vector in the transverse plane. Right combinations more often
show larger angles because in an ideal case the decay of the top and anti-top quark are
back to back in the plane perpendicular to the beam line.
Jet Pairing Likelihood
In the analysis, the PDFs are used to calculate a likelihood ratio for all jet permutations
passing the cuts mentioned in table 5.6. For each event, the pairing with the maximum
likelihood ratio is taken leading to the distribution shown in fig. 5.12. The likelihood
ratio (LR) is calculated in the same way as explained in 8.2.
The higher the chosen cut, the higher is the purity of having found the right three
jets from the top quark decay. A quite low cut of 0.9 was taken due to the limited
signal statistics. By that only events with a maximum LR of at least 0.9 are accepted
and the corresponding permutation is tagged to be the true top decay (see table 5.8).
For the QCD background a special method was applied to estimate the number of
events after all cuts. Because no events passed this analysis, the lepton isolation cut
is switched off to get information about the shape of the QCD distribution. Here the
assumption is made that this procedure does not affect the other events. Afterwards
the distribution is corrected for the isolation cut efficiency. With this method about
40 QCD events survived the selection cuts. An independent estimation assuming a
Poisson event distribution leads to an upper limit of 103 events with 95% confidence
level.
The performance of the jet parton matching and the jet likelihood (concerning the
correct assignment of the jets to theW boson and the top quark) is listed in table 5.9.
These purities are calculated from events which passed the likelihood cut. The jet like-
lihood purity is defined as the number of events with a correct assignment divided by
the number of all events with a potential correct matching (as defined in section 5.4.1):
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Figure 5.12: The Maximum Likelihood Ratio (MLR) calculated from all valid jet permutations
of an event for signal and physics background processes (stacked histogram).
Dataset Events left
QCD 40 (< 103 @ 95%)
Di-Boson 3
Z+jets 16
Di-Leptonic 33
W+jets 105
Tau 28
Signal 579
Table 5.8: Jet Likelihood cut: Remaining events after the likelihood cut (including QCD limit
estimation).
pJPM =
# events with a correct assignment
# events with a potential correct matching
(5.11)
This number represents the quality of the jet likelihood as it states how many times
a correct assignment was chosen by the likelihood among all events where a right
assignment is possible. The jet selection purity is defined as the number of events with
a correct assignment divided by the number of all selected events:
pSel =
# events with a correct assignment
# selected events
(5.12)
This quantity specifies in how many of the selected events the right two (W boson) or
three (top quark) jets have been identified by the jet likelihood.
From 2,113 signal events which passed the selection, 1,172 events have four jets,
673 events have five jets and 268 events have six jets. 1,486 events have valid permu-
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tations.5 In each of those events about 16.8 jet combinations on average have been
evaluated for the hypothesis to be the right top decay products. If one of them is ran-
domly taken, only in 5.9% of the events the right three jets are chosen. The likelihood
instead leads to a top selection purity of 30%. So this approach improves the top purity
by a factor of 5.1. A jet likelihood cut of 0.95 further improves the purity to about 33%
but reduces the number of remaining signal events by a factor of almost two.
Purity (%) W Boson Top Quark
pJPM 53.7 54.5
pSel 35.2 30.0
Table 5.9: Jet Parton Matching and Jet Pairing Likelihood purities for having found the right
W boson or the right top quark. The top quark is found correctly if the right three jets were
identified regardless of the position of the jets within the permutation.
5.4.3 Top Quark Signal
Before calculating the invariant top mass from the three jet state, the two jets which
have been tagged to come from theW boson decay, are rescaled so that their invariant
mass is equal to theW mass (Monte-Carlo W mass is 80.22GeV/c2). This procedure
is called in situ calibration. Fig. 5.13 shows the invariant mass distribution of the top
quark for signal and background events (including QCD events). Finally a signal to
background ratio of
S
B
= 2.4 (5.13)
has been calculated which is a very promising result for a selection not using any
b tagging tools. This result has been checked for the dependence on the jet energy
scaling uncertainty because this is the dominant systematic effect. It was found that
the number of signal events was reduced by about 26% when scaling down the jet
energy as explained in section 6.7.1. But the effect on the signal to background ratio
is almost negligible (< ±0.1) because the background events behave in a similar way.
The largest uncertainty comes from the QCD background estimation. If the QCD
95% limit is used instead of the 40 events which passed the selection, the signal to
background ratio decreases to 2.0.
Fig. 5.14 shows that the combinatorial background (red) is still large compared to
the fraction of events where all three jets from the top quark decay have been correctly
identified (green). Due to the limited statistics of the remaining signal events, the jet
likelihood only leads to a top purity of about 30%. So the combinatorial background is
still too large for a precise determination of the top quark mass in this scenario which
is competitive to recent results from Tevatron.
5.4.4 Significance of the Top Quark Signal
Another interesting variable besides the signal over background ratio is the significance
of a signal. In the field of high energy physics it is common to claim a discovery if
5A valid permutation is a permutation that passed all cuts of table 5.6.
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Figure 5.13: Invariant top quark mass
for signal and physics background events
(stacked plot). The signal events are clearly
visible.
)2top mass (GeV/c
0 50 100 150 200 250 300 350 400
#
 e
v
e
n
ts
 /
 8
 G
e
V
/c
0
10
20
30
40
50
602
#
 e
v
e
n
ts
 /
 8
 G
e
V
/c Correct ttbar
CMB ttbar
Figure 5.14: Invariant top quark mass
for signal events: Correct jet assignments
(green) and combinatorial (CMB) background
(red).
the number of measured events exceeds the expected value by about five standard
deviations (σ). A discrepancy of three σ is referred to as an evidence.
Assuming that the number of signal events (s) and the number of expected back-
ground events (b) both follow a Poisson distribution, the significance in terms of stan-
dard deviations is obtained as follows [84]:
SPoisson =
√
2
(
(s+ b) ln(1+
s
b
)− s
)
(5.14)
When using the numbers of table 5.8, one calculates a quite high significance of about
38.3. So the question appears what amount of data is needed to rediscover the top
quark at the LHC under the assumptions of this analysis scenario. Fig. 5.15 shows
the significance of an observed top quark signal in the semileptonic decay channel as
a function of the integrated luminosity. In table 5.10 the corresponding luminosity
values are given taking into account the limit of 103 QCD events.
As can be seen, theoretically about 2% of the events analyzed in this scenario
(2 pb−1) is sufficient to see the top quark signal with a significance of 5σ. But this
number is somewhat optimistic because some assumptions and methods used in this
analysis scenario rely on a larger dataset.
Significance Luminosity ( pb−1)
2 σ 0.3
3 σ 0.7
5 σ 1.9
Table 5.10: Significances and corresponding luminosities for a top quark signal taking into
account the QCD background limit.
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Figure 5.15: Significance of the top quark signal as a function of the integrated luminosity.
While the the upper (dashed) curve is based on the selected data, the lower one takes into
account the expected QCD background limit (95% CL) as shown in table 5.8.
5.5 Overall Result
In this analysis top quark decays for an integrated luminosity of 0.1 fb−1 have been
studied assuming a detector scenario for the first physics run. As a result it can be
stated that top quarks from semileptonic top pair decays can be identified with a signal
to background ratio of up to S/B = 2.4. The amount of data to re-discover the top quark
at the LHC in this scenario has been calculated to be about 2 pb−1.
The selection is successful when applying optimized lepton isolation criteria and
event shape variables like the circularity to compensate the reduced or even missing b
tagging feature.
While the top quark signal is clearly visible with respect to the physics background,
a top quark mass measurement comparable to recent results suffers from the quite low
top quark purity of about 30%. This is caused by additional jets which accompany the
four jet final state of the tt¯ decay.
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Chapter 6
Top Mass Determination
The semileptonic top pair decay is often referred to as the “golden channel” because it
combines a high selection purity due to the lepton from one top quark decay with an in
principle completely measurable three jet final state from the second top quark decay.
It will be shown later that the most challenging part of top quark reconstruction is the
choice of the three right jets out of several jets present in an event.
Therefore one might also think of using the leptonic decay chain for a top mass
measurement. But the neutrino can only be reconstructed up to a twofold ambiguity by
using momentum conservation in the transverse plane and aW mass vertex constraint.1
Indeed the right neutrino solution was found in about 60% of all signal events by
choosing the neutrino with the smaller pz solution. But then the right b jet has to be
tagged in addition, which in total leads to a top quark reconstruction purity which is
not competitive to the reconstruction of the hadronic decay chain.
In this chapter an analysis is presented which selects semileptonic top pair decays
and provides a measurement of the invariant top quark mass by reconstructing the
decay into three jets using a likelihood ratio method. Because of the huge number of
top pair decays at the LHC even in the low luminosity run, the analysis is optimized
for a high signal purity.
6.1 Analysis Scenario 1 fb−1
In this scenario, the detector is fully equipped as described in chapter 2.1. While in
the start up scenario limitations arise from the mechanical placement and the laser
alignment system, here it is assumed that the collected number of events is sufficient
to achieve an alignment of about 10 µm for the pixel detector. For the silicon strip
detector a lower accuracy by a factor of ten compared to the ultimate precision is
assumed [83]. In principle this can have an impact on the b tagging efficiency. But due
to the fact that the b tagging mostly relies on the pixel tracker precision this effect has
appeared to be very small and will be neglected here [79].
1Details about the calculations can be found in 8.5.
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6.2 Event Preselection
As for the previous analysis, the event selection takes place in two steps. First a generic
preselection is applied:
• The event must pass the Level-1 and the High Level Trigger.2
• The event must at least have one isolated lepton with pT > 10GeV/c. Electrons
and muons are defined as described in chapter 4.1 and 4.2. |η| must be smaller
than 2.4 for electrons and 2.5 for muons.
• The event must at least have four jets with pT > 20GeV/c and |η| < 2.4. Jets are
defined as described in section 4.4.
Trigger
As explained in chapter 2.2.7, a global trigger bit for the Level-1 and the HLT-Trigger
finally decides whether an event is kept or not. For each event such a decision bit is
build from many separate trigger algorithms. The data for this analysis were simulated
using a trigger table for a luminosity of 2 × 1033 cm−2s−1, which is the design lumi-
nosity for the low luminosity run. Table 6.1 shows the Level-1 trigger bit response
frequency for the five most accepted trigger conditions. The complete trigger table can
be found in table 8.2.
bit condition threshold frequency
0 single muon pT > 14GeV/c 11.4%
22
1 muon + 1 tau jet
(pT > 5GeV/c)
ET > 25GeV 10.7%
2 single e/γ ET > 23GeV 10.6%
30
1 tau jet +
missing energy
ET > 35GeV,
ET > 40GeV
9.3%
20
1 muon +
1 central jet
(pT > 5GeV/c)
ET > 30GeV 8.4%
Table 6.1: Overview of the most frequently accepted L1 trigger conditions implemented in
ORCA 8.7.3.
6.3 Event Selection
After the generic preselection which is the same as for the 0.1 fb−1 scenario, the se-
lection now includes the usage of b tagging information. The cut efficiency is defined
as shown in equation 5.3. The selection step includes the following demands which
partly have been applied in the first physics run scenario already:
2Except forW+jets and Z+jets background (see 5.2.1).
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Figure 6.1: Highest b tagging value of all jets in an event (stacked plot). A cut of 0.5 was
chosen which significantly reduces Z+jets,W+jets and QCD events.
Dataset Cut Efficiency (%)
QCD 5.7
Z+jets 11.3
W+jets 13.8
Di-Boson 20.7
Signal 79.8
Table 6.2: B tagging cut: Efficiencies for the signal and the most important background
processes are given.
• The event must have exactly one isolated lepton with a pT > 10GeV/c. Electrons
and muons are defined as described in chapter 4.1 and 4.2. |η| must be smaller
than 2.4 for electrons and 2.5 for muons.
• The third highest pT jet has to have a transverse momentum of at least 40GeV/c.
Jets are defined as described in section 4.4.
• For each jet a discriminator value is calculated along the procedure explained in
chapter 4.5. The highest b tag discriminator value must exceed 0.5 (see fig. 6.1).
• All other jets in the event (4th, 5th, 6th) must have a transverse momentum of at
least 30GeV/c. Only events with six or less jets per event are accepted.
Table 6.2 summarizes the efficiencies for the cut on the highest b tag discriminator
value. Table 6.3 gives an overview of the remaining events after each selection cut.
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Dataset Events Lepton Jet pT b tag 6 Jets Eff. (%)
Semilept. (e/µ) 59,721 59,386 47,825 38,898 31,122 52.1
Semilept. (τ ) 3,774 3,754 3,026 1,405 1,175 31.1
Di-Leptonic 17,185 11,519 7,183 5,943 3,990 23.2
Fully Hadronic 196 196 181 142 119 60.7
W+jets (lep.) 83,945 83,628 31,100 4,597 3,029 3.6
Z+jets (lep.) 34,467 14,715 5,751 715 492 1.4
QCD 134,164 127,411 59,831 5,746 2,893 2.1
Di-Boson 5,239 4,704 2,269 519 341 6.5
S/B 0.21 0.24 0.44 2.04 2.6 –
Table 6.3: Selection summary (number of events) starting from the preselection step: The
signal to background ratio is improved by a factor of more than twelve while the signal efficiency
is 52.1%. After the selection a S/B ratio of 2.6 is achieved.
6.4 Non Signal Jet Reduction using a Lepton Vertex
Constraint
In addition to the lepton isolation strategy described in 5.2.2 in this scenario the pixel
detector can be used to lower the number of jets from Pile Up events. Within the
tracker spatial resolution, the track of the signal lepton points directly to the decay
position of the top quark. As the signal lepton purity is very high, this lepton can be
used to define the primary vertex. Jets also originating from the top quark decay will
have tracks whose z position is close to the one from the lepton. Jets coming from
Pile Up events can have a much larger distance in z due to the bunch length of several
centimeters in that direction.
The challenge of this method is mainly the definition of the jet z position via a
bunch of tracks. Unfortunately the reconstruction software did not provide any infor-
mation on which particle tracks belong to the clusters used to build a jet, and a first
approach using all tracks within ∆R = 0.5 did not lead to a satisfactory result3. Fu-
ture versions definitely will provide this information and then this method should be
re-investigated.
6.5 Mass Determination in an Optimal Scenario
An ideal signal event has exactly four jets coming from the top quark pair decay which
are all measurable in the detector. As mentioned before, the question which jet did
arise from which parton is per se not known. A jet parton matching has to be defined
as described in chapter 5.4.1.
In this optimal scenario only those events contribute to the top mass distribution
where all four jets from the top quark decay have correctly been reconstructed. So only
events are taken which have a four jet matching with the Monte-Carlo signal quarks.
So the influence of the detector resolution and reconstruction algorithms can be studied
without any selection inefficiencies due to a choice of events with a wrong jet pairing.
3The same value was used during the jet reconstruction.
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Figure 6.2: Top mass measurement for an optimal scenario only using events with a correctly
reconstructed four jet final state. The detector resolution broadens up the top mass width to
about 13.2GeV/c2.
Figure 6.2 shows the invariant top mass for reconstructed events in such an optimal
scenario. Here the in situ W calibration is applied, which means that the two jets
identified to come from theW boson decay are set on the knownW mass.
Using a gaussian fit which starts from the maximum bin content and goes down to
30%, a top mass of
(174.5± 0.2 (stat.))GeV/c2 (6.1)
is determined. Because an optimal scenario has been assumed, the reconstructed top
quark width of 13.2GeV/c2 is a best case measurement. But the width is still about
one order of magnitude higher than the natural top quark width of 1.5GeV/c2.
Of course, the knowledge of which three jets belong to the top quark decay is not ad
hoc available in a realistic scenario where much more than four high energetic jets may
be present in an event. To find the correct jets from the top quark decay a likelihood
ratio method has been developed which extends the strategy presented in the 0.1 fb−1
analysis.
6.6 Reconstruction of the Top Quark
After the preselection and selection step one additional step is performed. As explained
in section 5.3.4 the number of non signal jets can be further reduced by discarding all
jets which are closer than∆R = 0.2 to the selected signal lepton. So finally only events
are left which have an isolated high pT lepton and up to five jets with a pT of at least
30GeV/c.
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6.6.1 Jet Pairing Likelihood
Without the knowledge of which jet did arise from a parton, the reconstruction of the
right three jets from the top quark decay is possible with the help of a jet combination
likelihood which uses several kinematic variables. Some of them have already been
introduced in chapter 5.4.2. Now the precision of the track reconstruction in the pixel
detector allows to add two more variables as PDFs for the likelihood: A b tagging
discriminant and an event charge discriminant function which takes into account the
global event topology. The jet parton matching is applied as explained in chapter 5.4.1.
The mentioned jet positions refer to the positions according to table 5.7.
The Input Variables
In the following the variables which serves as an input for the likelihood are described.
Within the normalized histograms correct pairings are indicated in black, wrong ones
in (dotted) red.
Six used variables which have already have been explained in chapter 5 are:
• The Two Jet Invariant Mass: Mq1q2
• The Two Jet Angle: αq1q2
• The Two Jet Transverse Momentum Sum: pT ,b1b2
• The angle between one jet and the lepton: αb2l
• The Three Jet Angle Sum: αq1q2b1
• The azimuth angle between three jets and one jet plus lepton: ∆Φq1q2b1b2l
In addition two more variables have been constructed:
B Tagging Discriminant Function
The b tagging discriminator value for each jet is used to create a global discriminant
function for the entire event which takes higher values for the right assignment of jets.
For each combination of jets the following expression is evaluated where 1/25 is a
normalization factor to get values in the range of 0 < Bevent < 1:
Bevent =
1
25
· bjet3 · bjet4
bjet1 · bjet2
(6.2)
Here bjeti is the b tag discriminator btag as explained in chapter 4.5 but shifted by 3
(so bjeti = btag + 3) to ensure that all b tag values are positive (-3 < btag < 12). The
jet indices used in this section are the same as explained in table 5.7. For the right
jet permutation, bjet3 and bjet4 are expected to be high, because these are the positions
for the b jets. At the same time bjet1 and bjet2 should have a smaller value for the
discriminator because these two jets are the W decay candidates. The result of this
procedure is depicted in figure 6.3.
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Figure 6.3: B Tagging discriminant values for right (black) and wrong (red, dotted) permuta-
tions.
Event Charge Discriminant Function
During the fragmentation process of a quark into a number of hadrons, the original
charge of a quark is preferentially transfered to tracks with a high momentum. So over
a large number of events a tendency should be visible in the charge distribution of a
specific particle like a top quark by using the following definition for the jet charge:
Qjet =
∑
i(~pjet · ~p itrack)κ · q itrack∑
i(~pjet · ~p itrack)κ
(6.3)
Here ~pjet is the reconstructed jet momentum vector (jet axis) and ~p itrack is the momen-
tum vector of each track of the jet. All tracks within a cone of∆R = 0.5 are considered
to belong to the jet. This is motivated by the fact that the jet reconstruction algorithm
also uses this cone to collect energy from the calorimeters. κ is a weighting factor
which has been chosen to be 0.6 as in earlier LEP studies. Here further studies should
be done to optimize this value for the LHC environment.
For each jet in an event the jet charge is calculated. Together with the charge
of the signal lepton from the top decay an event charge discriminant is built, which
takes higher values for the right assignment of all reconstructed objects than for other
combinations. It is defined as
Qevent = 0.25 · |Qlepton −Qjet0 −Qjet1| · (2−Qjet2 −Qjet3) (6.4)
where Qlepton is the charge of the lepton and Qjeti is the jet charge as defined before.
In an ideal case where the charge of all particles could exactly be measured the event
charge function takes the value 1.0 for the two right decay situations as shown in
table 6.4. For all other combinations it takes lower values.
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Figure 6.4: Event charge values for right (black) and wrong (red, dotted) permutations.
Lepton Charge Quark Charge Event Charge
+1 −2/3, −1/3, +1/3, −1/3 +1
−1 +2/3, +1/3, −1/3, +1/3 +1
Table 6.4: Event Charge: For the two right decay situations the event charge function takes
the value 1.0.
As can be seen in figure 6.4, statistically the right jet permutations show a slightly
increased event charge compared to wrong combinations. Due to detector and recon-
struction inefficiencies the distribution is quite diluted but adds some discrimination
power to the likelihood. Studies have shown that the top quark purity gain is about 5%
while keeping the selection efficiency constant. The two additional variables described
here must lie in a given range (see table 6.5) for each top hypothesis to be evaluated in
the likelihood ratio method.
Likelihood Output
In this analysis, the PDFs are used to calculate a likelihood ratio for all jet permutations
passing the cuts mentioned in table 5.6 and table 6.5. For each event, the pairing with
the maximum likelihood ratio is taken, leading to the distribution shown in figure 6.5.
The likelihood ratio (LR) is calculated as explained in 8.2. The higher the chosen cut,
Variable Lower cut Upper cut Unit
Bevent 0.03 - -
Qevent 0.0 2.0 -
Table 6.5: Cuts applied to each jet permutation in addition to the ones shown in table 5.6.
Only permutations that pass all cuts are used for the jet PDFs and in the analysis.
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Figure 6.5: The Maximum Likelihood Ratio calculated from all valid jet permutations of an
event for signal and background processes (stacked histogram).
the higher the purity of having found the right three jets from the top quark decay.
Here a cut of 0.99 was chosen to optimize the purity of the selected events. So the jet
permutation with the maximum LR of at least 0.99 is tagged to be the true top decay.
After the likelihood cut a signal over background ratio of
S
B
= 15.9 (6.5)
is achieved. This is due to the fact that only background from dileptonic and τ events
passed the likelihood cut in addition to the signal events.
The performance of the jet parton matching and the jet likelihood (concerning the
correct assignment of the jets to the W boson and the top quark) is listed in table 6.6
for two scenarios. In the 5-jet-scenario events with 4 and 5 jets are processed whereas
in the 4-jet-scenario only events with exactly 4 jets are tested for the hypothesis to be
the correct top decay topology. The jet likelihood and the jet selection purity is defined
as explained in chapter 5.4.2.
Scenario Purity (%) W Boson Top Quark
5 jets JPM Purity 88.2 87.4
Selection Purity 58.4 57.7
4 jets JPM Purity 92.8 93.7
Selection Purity 68.2 63.8
Table 6.6: Jet parton matching and jet selection purities for having found the right W boson
or the right top quark. The top quark is found correctly if the right three jets were identified
regardless of the position of the jets within the permutation.
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6.6.2 Top Quark Invariant Mass
For the following fits of the top mass distributions, a gaussian fit is used since the
width of the distributions are dominated by gaussian effects from the detector simu-
lation. These fits start from the maximum bin content and goes down to 30% of the
maximum bin height. With this method about 75 percent of the data contribute to the
determination of the top mass mean values. Slightly different choices of boundaries
have been tested but this did not change the mean value significantly.
Before calculating the invariant top mass from the three jet state, theW in situ cal-
ibration is applied. This procedure has already been described in 5.4.3. Figure 6.6
shows the invariant mass distribution of the top quark for signal and background
events.
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Figure 6.6: Invariant top quark mass using 1 fb−1 of data for signal and physics background
events with four and five jets (stacked plot).
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Figure 6.7: The reconstructed (fitted) top mass as a function of the top quark input mass.
The reconstructed top mass depends linearly on the generator input mass.
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To check and validate the analysis strategy, different top quark mass points have been
studied. Therefore the fast simulation package FAMOS has been used to produce top
quarks with a mass of 170, 175 and 180GeV/c2. The fitted top mass for the different
input masses is shown in figure 6.7. The measured slope is 1 within its errors. This
shows that the reconstructed top mass depends linear on the generator input mass.
In figure 6.8 the invariant top mass distribution using four and five jet events is
shown. The green area indicates the correctly identified top quark decay into three jets,
the red area contains events where at least one jet did not come from the top quark
decay. Here the same jet parton matching is used as defined in chapter 5.4.1.
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Figure 6.8: Invariant top quark mass for 1 fb−1 using events with four and five jets. The red
area indicates the combinatorial background. In about 58% of the events, the right three jets
were found by the likelihood.
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Figure 6.9: Invariant top quark mass for 1 fb−1 using only events with exactly four jets. Again
the red area indicates the combinatorial background. In about 64% of the events, the right
three jets were found by the likelihood.
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The same statement holds for figure 6.9, but here only events with exactly four jets
where taken into account. This leads to a slightly increased statistical error but at the
same time to a higher selection purity as shown in table 6.6. Applying this strategy on
figure 6.8 a top mass of
(174.3± 1.0 (stat.))GeV/c2 (6.6)
can be derived having used a MC generator input mass of 175GeV/c2. The likelihood
cut was chosen as high as possible with respect to a high top selection purity without
being dominated by the statistical error. The latter is around 1GeV/c2 which is much
less than the expected systematic error as will be shown in the following sections. The
same fit using figure 6.8 leads to a top mass of
(174.8± 1.5 (stat.))GeV/c2. (6.7)
Obviously the lower and more flat combinatorial background leads to a positive mass
shift of about 0.5GeV/c2. The lower number of events lead to a slightly higher sta-
tistical error than in the first case. Due to the combinatorial background the top mass
width is broadened to about 16.7GeV/c2 (4 jets only) and to about 18.3GeV/c2 (4 and
5 jets) compared to 13.2GeV/c2 (optimal scenario).
For the study of systematic errors, the fast simulation framework FAMOS has been
used. Therefore a comparison between OSCAR and FAMOS simulated events is nec-
essary. A more detailed study has been done in [58]. For this reason here only the
final results in terms of invariant top mass plots are presented. In fig. 6.10 the mass of
all selected top quarks is depicted, where the red curve represents full simulated (OS-
CAR) and the black curve fast simulated (FAMOS) events. Fig. 6.11 shows only those
events where all three jets from the top quark decay have been correctly identified
(same color scheme). Although the fast simulated events finally give rise to a slightly
lower top mass mean value, one can state that both methods lead to comparable results.
For the study of systematic errors these small differences are of no interest as long as
the studies are performed consistently within one framework.
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Figure 6.10: Invariant mass of the selected
top quarks simulated with OSCAR (red) and
FAMOS (black).
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6.7 Systematic Uncertainties
In this section the most dominant systematic errors that have an influence on the top
mass measurement are presented. The simulation has been done consistently with
the fast simulation framework FAMOS. For each systematic error about 1.5 million
inclusive tt¯ events were simulated. The strategy of varying parameters for the different
systematic error scenarios is mainly based on the assumptions and recommendations
for CMS analyses described in [84]. All given errors have been obtained by taking
the difference of the means from the actual top mass distribution to the reference top
mass distribution fit. With FAMOS the statistical fit error on the top mass mean value
is around 0.6GeV/c2.
6.7.1 Jet Energy Scale
The absolute energy scale of the calorimeter system is the most important systematic
error because it has a direct influence on the invariant mass of the top quark decaying
into three jets.
In the start up phase of the detector, the calibration accuracy is limited by single
particle test beam measurements and calibrations via radioactive sources. For this
scenario therefore an overall jet energy scale uncertainty of 15% is expected. For
about 1 fb−1 already, the γ+jet calibration significantly reduces the energy scale error.
Together with the W mass constraint these procedures give the best estimates for the
absolute jet energy scale.
Figure 6.12 shows the expected jet energy scale uncertainty as a function of the
transverse jet momentum for different calibration schemes.
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Figure 6.12: Jet energy scale error parameterization as a function of jet pT for two calibration
schemes. Source: [84]
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The characteristics of this curve can be explained as follows: Below 20GeV/c
there is no calibration method available and only the energy calibration data from test
beam runs can be used. In this interval a best accuracy of 10% is assumed. Between 20
and 50GeV/c the γ+jet calibration method brings down the jet energy error to at most
3%. To represent the lower jet reconstruction efficiency for lower pT (< 50GeV/c),
the jet energy scale error is parameterized as a straight line for jets with a pT of less
than 50GeV/c whereas for jets with more than 50GeV/c the uncertainty is set to be
constant. The mathematical parametrization for the jet energy scaling study therefore
is:
σE
E
=

10%, pT < 20GeV/c
10%− 7% · (pT − 20GeV/c)/30GeV/c, 20GeV/c < pT < 50GeV/c
3%, pT > 50GeV/c
(6.8)
The influence of the jet energy scale is studied by reanalyzing all events using jets
which are scaled consistently up and down according to equation 6.8. As a result the
top mass peak was shifted by about
∆mJESt = 2.6GeV/c
2. (6.9)
6.7.2 B Tagging
The efficiency for tagging jets from b quarks has an uncertainty which has to be taken
into account. In this analysis the b tagging is used during the selection of tt¯ events as
well as in the jet finding likelihood. The relative uncertainty is expected to be about
6% in the barrel and about 10% in the endcap region of the detector for the 1 fb−1
scenario and a b tag working point efficiency of 50% [84].
The influence of the b tagging efficiency is studied by varying the cut on the b tag
discriminant distribution for b jets and non b jets in such a way that the b jet and non
b jet efficiency is raised or lowered as mentioned above. With this modified cut the
selection and analysis step is repeated and the influence on the top mass distribution is
evaluated. The mean top mass value was shifted by about
∆mBTagt = 0.3GeV/c
2. (6.10)
6.7.3 Pile Up
Additional particle interactions in a single bunch crossing on top of the signal event of
interest is often referred to as Pile Up (PU) events. For the 1 fb−1 analysis on average
3.5 PU events are mixed with each signal event (low luminosity phase). Those events
also contain particles which give rise to jets with a significant transverse momentum.
Thus the number of jets is raised and events now may pass the selection step which
otherwise would have been skipped. In addition the number of jet combinations to be
tested for the hypothesis to come from a top quark decay is increased.
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The influence of Pile Up events on the invariant top mass distribution is checked by
producing two additional samples of signal events with a lower (1.0) and higher (6.0)
number of Pile Up events per bunch crossing. The top mass peak shift has been found
to be
∆mPUt = 0.8GeV/c
2. (6.11)
6.7.4 Underlying Event
The underlying event can be defined as everything in a particle collision except the
outgoing particles from the hard scattering process (beam remnants).
Pertubative QCD can be applied successfully to describe processes where the out-
going particles have a significant amount of transverse momentum. If the momentum
transfer is of the same order or smaller than the QCD renormalization scale, an alter-
native approach is needed.
In Monte-Carlo generators like PYTHIA low pT interaction models are imple-
mented which describe multiple interactions in an event. A variety of parameters can
be set to tune the physics processes. A key parameter here is the colour screening pT
cut off, which controls the transverse momentum spectrum of the multiple interactions.
Following the proposal in [84], the uncertainty arising from the underlying event
model is estimated by applying a ±3σ variation to the colour screening pT cut off
parameter. This means three signal datasets have been produced and analyzed and the
influence on the top mass distribution has been checked. The reconstructed top mass
shift turned out to be
∆mUEt = 0.6GeV/c
2. (6.12)
6.7.5 Initial/Final State Radiation
The known effect, that a parton can radiate a gluon in different phases of the interaction
is often referred to as Initial or Final State Radiation (ISR/FSR), depending on when
the gluon is radiated. Practically those radiations are produced by the implemented
showering algorithm of the Monte-Carlo generator.
Because the strength of the radiation has an influence on the occurrence of more or
less additional energy deposits in the detector, the ISR and FSR give rise to changes
in the jet pT distribution and also the number of jets being reconstructed. Therefore
the top mass measurement using the decay into three jets is directly affected by QCD
radiation effects.
To test the dependence of this analysis on ISR and FSR, the amount and the strength
of the radiation is varied (instead of completely switching off all radiation). Therefore
two different scenarios are used changing the parameter ΛQCD (low: 0.15GeV, high:
0.35GeV) and Q2max (low: 0.25GeV, high: 4.0GeV) consistently and symmetrically
with respect to the standard values (nominal: ΛQCD = 0.25GeV, Q2max = 1.0GeV) as
described in [84]. As a result the top mass peak was shifted by about
∆mISR/FSRt = 1.1GeV/c
2. (6.13)
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6.7.6 Fragmentation Model
As already mentioned, the pertubative QCD cannot be used to describe the complete
transition from the quarks to the hadrons finally observed. Above the Fermi scale
additional models are needed. This process is called fragmentation which is commonly
described by two models: The cluster fragmentation and the string fragmentation. A
hybrid scheme of both has been applied for the data used in this analysis.
To check the influence of the fragmentation model on the top quark mass measure-
ment three additional signal datasets have been simulated with different settings for the
Peterson fragmentation function used in PYTHIA. The settings vary the heavy quark
fragmentation (b and c quarks) within its errors (as fitted by the OPAL collaboration).
The top mass peak is shifted by
∆mFragt = 0.4GeV/c
2. (6.14)
6.7.7 Parton Distribution Function
Another source of systematic (theoretical) uncertainty is the choice of the parton dis-
tribution function (PDF). It is the probability to find a parton of given flavour with
a certain longitudinal momentum fraction x (of the proton) and momentum transfer
Q2. Those distributions are determined experimentally. Different versions are avail-
able, for example from the CTEQ or MRST group. Besides the influence on the cross
section, PDFs mainly have an impact on the production mechanism of a process. This
manifests itself in slightly different distributions like pT or η of jets.
The fully simulated signal data used in this analysis has been produced using the
CTEQ 5L PDF fits. At the LHC the production of tt¯ events is dominated by the gluon
fusion process. Therefore PDF sets have been chosen which show significant changes
in the gluon distribution compared to the CTEQ 5L PDF set. Especially the CTEQ 6.1
and the MRST 2001 PDF sets meet this requirement, where inclusive jet results from
Tevatron have led to improvements in constraining the gluon distribution [85]. The
average shift of the top mass mean value using different PDF parameterizations has
been found to be
∆mPDFt = 0.9GeV/c
2. (6.15)
The systematic errors which have been studied are summarized in table 6.7. It turns
out that the total systematic error of 3.2GeV/c2 using 1 fb−1 of data is much larger than
the statistical error of about 1GeV/c2. The major part is caused by the uncertainty of
the hadron calorimeter energy scale.
6.8 Overall Result
The presented approach to measuring the top quark mass in the semileptonic decay
channel including the statistic and major systematic uncertainties leads to the following
result:
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∆mt ( GeV/c2)
Jet Energy Scale 2.6
B Tagging 0.3
Pile Up 0.8
Underlying Event 0.6
IS/FS Radiation 1.1
Fragmentation 0.4
PDF 0.9
Total 3.2
Table 6.7: Summary of the systematics studied for the top quark mass determination using
1 fb−1 of data.
mt = (174.3± 1.0 (stat.)± 3.2 (sys.))GeV/c2 (6.16)
Therefore 1 fb−1 of simulated data has been analyzed starting from generated top
quarks with a mass of 175.0GeV/c2. In 63.8% of the selected events all three jets
from the top quark decay have been correctly identified (top quark purity). But also
events with one mistagged jet contain information about the top quark mass. Due to
the high number of top pair decays at the LHC the analysis was optimized for a high
top quark purity. The total selection efficiency therefore is about 0.5%.
A precise top quark mass measurement using the hadronic decay into three jets
mainly depends on the calibration of the hadronic calorimeter. Different scenarios
like the γ+jet method or the di-jet balancing are common tools used for calibration
purposes. In this analysis a conservative scenario has been chosen where the jet en-
ergy was assumed to be known with an uncertainty of up to 10% depending on the
transverse momentum. Recent top quark mass measurements have shown that the un-
certainty coming from the calorimeters can be reduced to about 1.1GeV/c2 [8].
In the next chapter a summary and a perspective is given, showing how this analysis
can be improved with respect to a larger sample of top pair decays which will be
available once the LHC starts its high luminosity run.
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Chapter 7
Conclusions and Outlook
This thesis deals with the simulation of semileptonic top/anti-top (tt¯) pair decays with
the CMS detector at the future Large Hadron Collider (LHC) at CERN. In the lep-
ton+jets channel, one W boson (from the top quark) decays into a b quark, a lepton
and the corresponding neutrino while the otherW boson (from the anti-top quark) de-
cays into two light quarks or vice versa. This decay channel combines a high selection
purity with a fully detectable multi jet final state.
Two analyses assuming different detector and machine scenarios are presented
which propose ways to select semileptonic top quark events with high purity and to
reconstruct top quarks from their hadronic decay products. The main topic is a precise
measurement of the top quark mass, which is a free parameter in the Standard Model,
and therefore has to be known as precisely as possible.
To study the influence of the CMS detector on the expected top quark mass signal,
about 3.9× 106 fully simulated events have been analyzed, generated with the Monte-
Carlo generator PYTHIA or ALPGEN and simulated with OSCAR and ORCA. So
special emphasis has been layed on the reconstruction of physics objects from the
detector point of view.
In the first analysis using 0.1 fb−1 of data it is shown that top quarks can be se-
lected with a signal over background ratio of S/B = 2.4 without using any b tagging
tools (most pessimistic scenario). Because of the existence of a high pT lepton, the
semileptonic decay channel is the most promising one to identify top quarks in the
first physics run. Here an adequate lepton isolation strategy and the use of event shape
variables is successful in selecting the top quarks from the major background processes.
A jet likelihood ratio method has been developed, which improves the probability of
finding the right three jets out of up to five jets in an event by a factor of 5.1. As a
result the top quark is clearly visible. The amount of data to rediscover the top quark
at the LHC in this scenario has been calculated to be about 2 pb−1. Due to a number
of additional jets in most of the events, the combinatorial background is still high and
the top quark purity is about 30%.
In a second study analyzing 1 fb−1 of data, a strategy to measure the top quark mass
is presented. Here the b tagging feature has been implemented both in the selection and
jet finding procedure. The larger statistics and the use of additional observables, like jet
charge and a b tagging discriminant function incorporated into the likelihood method,
improves the signal over background ratio to S/B = 15.9. Background from QCD
events are negligible whereas the combinatorial background is dominant as expected
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in a multi jet final state. Finally the following top mass was extracted using an input
mass of 175.0GeV/c2 and a gaussian fit:
m4 or 5 jetst = (174.3± 1.0 (stat.))GeV/c2 (7.1)
m4 jets onlyt = (174.8± 1.5 (stat.))GeV/c2 (7.2)
As a crosscheck, additional top quark masses at 170GeV/c2 and 180GeV/c2 have
been produced using the fast simulation framework FAMOS. It turned out that the
reconstructed top mass depends linearly on the Monte-Carlo generator input mass with
a slope consistent with 1.
The top quark width in an optimal scenario (only correctly reconstructed top quarks
from the multi jet final state) was determined to be 13.2GeV/c2. This is best case value
where only the detector resolution broadens up the width but this is still one order of
magnitude higher than the natural top width of about 1.5GeV/c2. In a realistic scenario
a width of 16.7GeV/c2 has been obtained.
The systematic uncertainty is obtained by using about 7×106 fast simulated events
following a common CMS wide approach. It is found that the top mass measurement
mainly depends on the jet energy scale (∆mJESt = 2.6GeV/c
2). Due to the high num-
ber of top pair decays at the LHC, the statistical error is even lower than the theoretical
uncertainties.
The final top quark mass including the systematic uncertainties using 1 fb−1 of data
is:
mt = (174.3± 1.0 (stat.)± 3.2 (sys.))GeV/c2 (7.3)
Once the LHC reaches the maximum design luminosity of L ≈ 1034 cm−2s−1 about
10 tt¯ pairs per second are produced leading to a huge statistics of top pair decays
detectable with CMS. Therefore the statistical error of the top quark mass measurement
will become negligible compared to the systematic and theoretical errors.
While the uncertainty originating from the energy measurement in the HCal will
be reduced with increasing data, the influence from Pile Up effects on the selection and
reconstruction will get more and more important. A luminosity of 1034 cm−2s−1 gives
rise to about 20 additional collisions per bunch crossing. This leads to an significant
increase of jets in the detector. Therefore additional tools like the lepton primary vertex
constraint might help to identify the jets from the signal process. Also more advanced
statistical methods (e.g. neural networks with input from many detector parts) then
have to be investigated.
A continuous progress of the detector alignment using appropriate events will lead
to a better b tagging efficiency. This has an influence on the selection and reconstruc-
tion strategy of top quarks. The jet finding procedure might be improved by treating
b jets and light quark jets independently, reducing the number of permutations and
improving the top quark purity.
The signal lepton from the top decay can be found with high purity. The possibil-
ity of using this lepton for the determination of the primary vertex should be further
investigated. This might lower the number of jets from Pile Up events because the z
position of jets from some of these events should differ significantly from the z of the
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primary position. The challenge of this method is mainly the definition of the jet z
position via a number of tracks.
The theoretical input from the Monte-Carlo generator gives rise to a top quark
mass uncertainty which in this analysis is in the range of 0.4–1.1GeV/c2. The CMS
detector has the capability to reduce the systematic uncertainty to the same level once
the detector is calibrated using a huge amount of event data. A further improvement
of the top quark mass is then affected by advances of theoretical models.
Other mass estimators like the measurement of the mean decay length of b tagged
jets are under development which are independent of the absolute jet energy scale.
Once larger datasets are available such methods may be competitive to the direct deter-
mination of the pole mass.
Taking into account the experiences from existing facilities like the Tevatron, CMS
is expected to achieve a long term experimental uncertainty for the top mass measure-
ment of 1GeV/c2 or even below.
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Chapter 8
Physics Add-Ons
8.1 The Likelihood Ratio Method
The probability for a variable xi to be in the interval [xi,xi+dxi] is Pi = f(xi)dxi. If
variables are treated as independent from each other, the probability to be in [xi,xi+dxi]
for all i is
L = P =
N∏
i=1
f(xi)dxi (8.1)
This so called likelihood function L of N variables is finally used to combine all input
variables in a likelihood ratio (LR) as follows:
LR =
P r
P r + Pw
=
∏
i P
r
i∏
i P
r
i +
∏
i P
w
i
(8.2)
P r and Pw are the probabilities for the right or wrong hypotheses. These probabilities
can be expressed in terms of products of probabilities for single variables as shown in
eq. 8.1. Due to this definition, the likelihood ratio can only take values between 0.0
(low agreement with the hypothesis) and 1.0 (high agreement with the hypothesis).
8.2 Electron Likelihood Correlation Plots
As mentioned in section 4.1.3 the correlations between the input variables of the elec-
tron likelihood are shown in this section. As a dimensionless measure for the depen-
dency of two variables x and y, the correlation coefficient ρ is used here.1 It is defined
as
ρxy =
Vxy
σxσy
, (8.3)
where σx and σy are the standard deviations and Vxy is the covariance of x and y. So
defined, the correlation coefficient can only take values in the range −1 ≤ ρxy ≤ 1.
1This version of the correlation coefficient is also known as the Person product-moment correlation
coefficient.
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A correlation between two variables x and y means, that having found x greater
than the expectation value µx increases or decreases the probability to find y greater or
smaller than µy. Details can be found for example in [63].
In the following the correlations between the input variables of the electron like-
lihood are shown. The colours indicate the density of measurements from blue (low
density) to red (high density) in arbitrary units. The shape of the distribution indicates
the strength of the correlation.
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∆η (ρ = 0.207).
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Figure 8.5: Correlation between E/P and
E9/E25 (ρ = −0.287).
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∆η (ρ = 0.356).
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∆φ (ρ = 0.068).
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Figure 8.8: Correlation between H/E and
σηη (ρ = 0.298).
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Figure 8.9: Correlation between H/E and
E9/E25 (ρ = −0.313).
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∆φ (ρ = 0.161).
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Figure 8.11: Correlation between ∆η and
σηη (ρ = 0.350).
|
TR
η - 
SC
η|
0 1 2 3 4 5 6 7 8 9 10
-310×
2
5
/E
9
E
0.55
0.65
0.75
0.85
0.95
Figure 8.12: Correlation between ∆η and
E9/E25 (ρ = −0.372).
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Figure 8.13: Correlation between ∆φ and
σηη (ρ = 0.035).
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Figure 8.14: Correlation between ∆φ and
E9/E25 (ρ = −0.184).
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Figure 8.15: Correlation between σηη and
E9/E25 (ρ = −0.392).
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8.3 Jet Reconstruction Parameters
Parameter Value Unit
JetInput „EcalPlusHcalTowerInput“
EcalPlusHcalTowerEt 0.5 ( GeV)
JetAlorithm 2 (Iterative Cone)
JetRecomm 4 (Recombination Scheme)
ConeCut 0.5 ( GeV)
ConeSeedEtCut 0.0 ( GeV)
JetCalibration „GammaJet“
JetEtCut 10.0 ( GeV)
JetSortType „byEt“
Table 8.1: Summary of some key parameters of the jet reconstruction and selection.
The input of the jet algorithm were so called EcalPlusHcalTower. Those towers are a
combination of one HCal and 3× 3 ECal cells. Here a cut is applied on the transverse
energy of the tower of ET = 0.5GeV. The iterative cone method with a cone cut
of 0.5 is used to reconstruct the jets. Afterwards a first cut on the transverse energy
of typically 10GeV is applied as jets with a lower energy are not well defined (high
jet fake rate). The calibration of the jets is done by the γ+jet calibration method.
Finally the jets are stored in a ET sorted way. Details about each step can be found in
chapter 4.4.
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8.4 L1 Trigger Table in ORCA 8.7.3
bit condition threshold
0 Single muon pT > 14GeV/c
1 Di-muon pT > 3GeV/c
2 single e/γ ET > 23GeV (29GeV @ 95% eff)
3 Isolated 2e/2gamma ET > 12GeV (17GeV @ 95% eff)
4 2e/2gamma (isolated + non-isolated) ET > 19GeV
5 1 muon + 1 isolated e/gamma pT > 5GeV/c, ET > 15GeV
6 total transverse energy ET > 600GeV
7 missing transverse energy ET > 140GeV
8 1 central jet ET > 177GeV
9 1 forward jet ET > 177GeV
10 1 tau jet ET > 100GeV
11 2 central jets ET > 130GeV
12 2 forward jets ET > 130 GeV
13 2 tau jets ET > 66GeV (59GeV @ 95% eff)
14 3 central jets ET > 86GeV
15 3 forward jets ET > 86GeV
16 3 tau jets ET > 40GeV
17 4 central jets ET > 70GeV
18 4 forward jets ET > 70GeV
19 4 tau jets ET > 30GeV
20 1 muon + 1 central jet (pT > 5GeV/c) ET > 30GeV
21 1 muon + 1 forward jet (pT > 5GeV/c) ET > 30GeV
22 1 muon + 1 tau jet (pT > 5GeV/c) ET > 25GeV
23 1 muon + missing energy (pT > 5GeV/c) ET > 45GeV
24 1 isolated e/gamma + 1 central jet ET > 21GeV, ET > 45GeV
25 1 isolated e/gamma + 1 forward jet ET > 21GeV, ET > 45GeV
26 1 isolated e/gamma + 1 tau jet ET > 14GeV, ET > 52GeV
27 1 isolated e/gamma + missing energy ET > 21GeV, ET > 75GeV
28 1 central jet + missing energy ET > 88GeV, ET > 46GeV
29 1 forward jet + missing energy ET > 88GeV, ET > 46GeV
30 1 tau jet + missing energy ET > 35GeV, ET > 40GeV
Table 8.2: L1-Trigger Table used in ORCA 8.7.3 for the low luminosity run.
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8.5 Neutrino Momentum Reconstruction
Here the calculations to get two solutions for the neutrino appearing in the leptonic
decay of a top quark is shown. For the particles at the W decay vertex the following
Lorentz vector equation is true:
PW = Pl + Pν (8.4)
At the nominal LHC energy the lepton masses can be neglected:
⇒ m2W = P2l + 2PlPν + P2ν
≈ 2PlPν
= 2(ElEν − pxl pxν − pyl pyν − pzl pzν)
⇒ m
2
W
2
+ pxl p
x
ν + p
y
l p
y
ν︸ ︷︷ ︸
=:k1
= El
√
(pxν)
2 + (pyν)2 + (pzν)
2 − pzl pzν
(k1 + p
z
l p
z
ν)
2 = E2l ((p
x
ν)
2 + (pyν)
2)︸ ︷︷ ︸
=:k2
+E2l (p
z
ν)
2
Solving this equation for pzν we get two solutions for the neutrino momentum along
the beam axis:
((pzl )
2 − E2l )︸ ︷︷ ︸
=:k3
(pzν)
2 + 2k1pzl p
z
ν − k2 + k21 = 0
(pzν)
2 +
2k1pzl
k3
pzν +
k21 − k2
k3
= 0
⇒ (pzν)1/2 = −
k1p
z
l
k3
±
√(
k1pzl
k3
)2
− k
2
1 − k2
k3
(8.5)
Because pxν and p
y
ν are inferred from the momentum conservation in the transverse
detector plane, k1 and k2 are both measurable quantities.
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For the top quark mass we then also get two solutions. For the particles at the top
quark decay vertex the following Lorentz vector equation is true. Without loss of
generality we assume that it was a top quark (and not a anti-top quark) that decayed
leptonically:
Pt = PW + Pb (8.6)
⇒ m2t = (Pl + Pν + Pb)2
= m2l + 2PlPb +m
2
b︸ ︷︷ ︸
=:k1
+2Pν (Pl + Pb)︸ ︷︷ ︸
=:k2
m2t = k1 + 2k2Pν = k1 + 2k2

√
(pxν)
2 + (pyν)2 + (pzν)
2
1/2
(pxν)
2
(pyν)
2
(pzν)
2
1/2
 (8.7)
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8.6 Combinatorics
One functionality of the C++ class Combinatorics is to provide different sets of subsets
of integers. One use case is the electron or jet likelihood. The functionality might be
illustrated with an example from the jet likelihood:
If four or five jets have been found, then all subsets of four jets are tested for the
hypothesis to be the right jet parton matching. Therefore the algorithm creates a vector
filled with subsets of integers as illustrated in table 8.3.
While the generic algorithm to produce such numbers is not trivial, the explanation
of the underlying combinatorics is simple. The number of permutations P nk to choose
k objects once from a set of n objects in a order dependent way is given by the known
formula
P nk =
n!
(n− k)! (8.8)
The number of permutations in the way it is used for the jet likelihood in this analysis
is reduced by a factor of 2 because the order of the two first digits does not matter as
there is no variable which distincts between the two. For example this means that the
two permutations {0123} and {1023} are treated as identical cases and only one of
them is used. So the number of permutations to be studied having found n jets and
building subsets of k jets is:
Subset Quantity (n, k) =
n!
2(n− k)! . (8.9)
For the global matching of generated and reconstructed objects of course all permuta-
tions are tested.
112 CHAPTER 8. PHYSICS ADD-ONS
Number of jets 4 jets 5 jets
Subset Quantity 12 60
Subsets {0123} {0123} {1304}
{0132} {0132} {1340}
{0213} {0213} {1403}
{0231} {0231} {1430}
{0312} {0312} {3401}
{0321} {0321} {3410}
{1203} {1203} {0234}
{1230} {1230} {0243}
{1302} {1302} {0324}
{1320} {1320} {0342}
{2301} {2301} {0423}
{2310} {2310} {0432}
{0124} {2304}
{0142} {2340}
{0214} {2403}
{0241} {2430}
{0412} {3402}
{0421} {3420}
{1204} {1234}
{1240} {1243}
{1402} {1324}
{1420} {1342}
{2401} {1423}
{2410} {1432}
{0134} {2314}
{0143} {2341}
{0314} {2413}
{0341} {2431}
{0413} {3412}
{0431} {3421}
Table 8.3: The permutation generator creates subsets of all possible combinations of jets for
this specific scenario. Each integer is interpreted as the index of a jet stored in a vector. In
case of a four jet event 12 permutations, in case of an five jet event 60 permutations and, if
6 jet events were used, 180 permutations have to be tested. The number would double if a
variable could distinct between a jet on position 0 and position 1 (see table 5.7) which is not
the case for this analysis.
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