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How can we best classify and accurately represent a multi-dimensional signal when the
number of samples per category is very small; when the multi-dimensional signals itself are
heavily corrupted; when some of the entries from the multidimensional signal are missing; and
when the labels of the data samples are corrupted? In this thesis, we propose to solve these
problems by exploiting the multi-dimensional structure of the signal using the separable
subspaces (Kronecker-structured subspaces) and develop machine learning algorithms for
the classification and representation of multi-dimensional signals along with their theoretical
guarantees. We often encounter multi-dimensional signals in the real world, such as images
(2-dimensional signals), videos, EEG/MEG signals, spatiotemporal signals (3-dimensional
signals) and other signals having more than 3-dimensions. The problem of multi-dimensional
signals with a small number of training samples generally arises when we deal with bioelectric
signals such as EEG signals, MEG signals [2] and medical imaging [3] etc. Sometimes the
signal acquisition techniques and systems introduce various types of noises and artifacts in
the signal itself as shown in Fig. 1.1a where 2-dimensional signals are corrupted by different
levels of noise. Further, multi-dimensional signals with missing information generally arise
when we monitor a large networked system as it is impossible to obtain every measurement
from every point in the network due to resource constraints, node outage, etc. Fig. 1.1b
shows an example of a 2-dimensional signal with missing information, that is some rows or
columns of the image are missing.
In the recent past, we saw an advancement in data-driven technology such as Deep Neural
Networks (DNN), Convolutional Neural Networks (CNN) in solving very difficult problems
2
such as image recognition [4], object detection [5], text classification [6–8], speech recognition
[9], visual question answering [10] and many more. The extraordinary performance of deep
learning methods heavily depends on the availability of tons of correctly labeled training
data points. Though it is easy to obtain such a huge amount of data points, it is challenging
to get the associated correct labels. However, getting labels for these many training samples
is a very laborious task and often prone to label noise such as labels flips, mislabeling, and
outliers. (For a taxonomy of types and sources of label noise, see [11] and the references
therein.) In Fig 1.1c, the top row shows the training images (2-dimensional signals), middle
row provides the true labels associated with each image and the last row represents the
supplied unreliable training labels, where red text denotes the wrong label, green text denotes
the correct label and highlighted red text denotes the outlier. In the predictive analysis, we
(a) Noisy Samples (b) Missing information
(c) Multi-dimensional Signals with corrupted labels
Figure 1.1: Types of different corrupted multi-dimensional datasets
often encounter these types of unstructured datasets and we aim to build efficient machine
3
learning algorithms using these unstructured datasets only. The No-Free-Lunch Theorem
states that the best classifier will not be the same for all the classifiers [12]. This means
that there is no single algorithm that can perform equally well on all of these diverse set of
unstructured datasets. Therefore, in this thesis, our focus is to study and understand these
unstructured datasets, develop classification and representation models and the performance
limits. The summary of our contribution is provided in Section 1.3. In Table 1.1, we




2) YaleB face recognition [13]
3) EEG signal [14]









Table 1.1: Types of unstructured datasets
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1.1.1: Corrupted Multi-dimensional Signals
One of the most efficient methods to deal with multi-dimensional signals includes dic-
tionary learning especially when the number of training samples is small, where a signal
of interest represented by a union of low dimensional subspaces. This leads to a more
sparse/compact representation of multi-dimensional signals. A well-suited method for multi-
dimensional signal classification is to learn discriminative dictionary for each class separately
and then the signals are classified by choosing the dictionary that minimizes the reconstruc-
tion error. The main advantage of dictionary learning methods is that they are efficient to
learn the underlying low dimensional representation of the signal.
The performance of dictionary learning method for signal classification highly depends
on their ability to effectively find the low dimensional representation of signals, such as a
subspace on which the signal approximately lies or an overcomplete dictionary in which the
signal is sparse. To learn such sparse representations, most of the available methods convert
the multi-dimensional signals to one-dimensional signal using vectorization and ignore the
multi-dimensional structure. To exploit this multi-dimensional signal structure, researchers
have proposed tensor-based dictionary learning techniques, in which the signal of interest
is a matrix or a higher-order tensor and the dictionary defining the low-dimensional signal
model is a tensor.
The objective is to understand the classification performance of tensor-structured sub-
space models. In particular, we study classification over separable or Kronecker-structured
(K-S) subspace models, which applies a subspace model to tensors by supposing that each
mode of the tensor lies approximately along a subspace. Equivalently, each signal class is
associated with a subspace whose basis is the Kronecker product of smaller bases; hence the
K-S subspace model is a special case of general subspace models. We further suppose that
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signals are Gaussian within their subspaces, thus signals are drawn from a matrix Gaussian
mixture model (GMM), similar to [19], where each K-S subspace is associated with a mixture
component.
We examine the classification performance of K-S subspace models both in terms of
theoretical performance limits and empirical performance on real-world datasets. In the first
case, we adopt an information-theoretic perspective. In [20], the classification performance
of general subspace models was studied in terms of the classification capacity and diversity
order, and in [21] the performance is studied in terms of the principal angles between class
subspaces [22]. Since K-S models are a special case of general, unstructured models, the
classfication performance is no better than unstructured subspaces, and a natural question
is how much performance is lost by supposing a K-S model. We answer this question by
deriving expressions for the classification capacity and diversity order, as well as a high-SNR
approximation of the classification error that depends on the principle angles between K-S
subspace components. We compare these bounds to those of general subspaces, showing
that in some signal dimensions regimes the gap between K-S and unstructured subspaces
performance is zero.
In the second case, we propose a method for learning K-S dictionaries from data, termed
Kronecker-Structured Learning of Discriminative Dictionaries (K-SLD2). For simplicity, we
develop this method for second-order tensors (i.e. matrices) but this method can be extended
to R-dimensional signals as well. K-SLD2 learns two subspace dictionaries per class: one to
represent the columns of the signal, and one to represent the rows. Inspired by [23], we choose
undercomplete dictionaries that can be concatenated to form an overcomplete dictionary to
represent signals generally. To learn these dictionaries, we minimize a balance of in-class and
out-of-class representation error in a manner similar to linear discriminant analysis (LDA).
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Further, we show that this loss function leads naturally to learning K-S subspaces with large
principal angles between their components, showing that principal angles have both theo-
retical and practical import in classification of K-S subspaces. Finally, the storage, sample,
and computational complexity of learning K-S subspaces is small compared to unstructured
subspaces, albeit at the cost of somewhat reduced classification performance.
1.1.2: Multi-dimensional Signals with Missing Entities
The matched subspace detection problem arises in different scientific areas. This includes
medical imaging such as in image representation [24], in shape detection [25], communication
MIMO network systems [26, 27], matrix completion [28, 29] etc., where we need to detect
whether a given signal lies within a subspace. The matched subspace detection is well
studied problem [30, 31]. However, this problem become more challenging when the signal
is not completely observable that is only a small subset of the signal entries are known and
based on this observation we want to test whether a signal belongs to a given subspace.
To deal with subspace detection with missing information, [32] and [33] provides a way
to deal with missing information in the signal. These available methods make an implicit
assumption that the signal is present in vectorized form and convert a multi-dimensional
signal into a single dimension before testing. Many real-world signals such as dynamic
scene video [34] or tomographic images are inherently multi dimensional, which capture the
spatial and temporal correlations within the data. However, by vectorizing the signal we
lose the multi-dimensional structure of the data, which could be used to enhance the perfor-
mance of the detector. Previous works, for example [35], consider general subspace structure,
whereas our work applies a subspace model to tensors by supposing that each mode of the
tensor lies approximately along a subspace similar to [36]. Equivalently, we preserve this
multi-dimensional structure of the signal by projecting the signal onto Kronecker-structured
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subspace, which is a Kronecker product of a number of subspaces corresponding to the di-
mensionality of the signal, while observing only a small subset of the elements of the signal;
hence the K-S subspace model is a special case of general subspace models. Authors in [37]
and [38] show how the multi-dimensional structure in data can be well exploited for better
classification and representation performance.
1.1.3: Multi-dimensional Signals with Unreliable Labels
When huge number of training samples are available, one of the best methods for multi-
dimensional signal classification is Convolutional Neural Network (CNN). Researchers of-
ten benchmark the performance of these algorithms on standard, curated datasets such as
MNIST, CIFAR, ImageNet, or MSCOCO [16, 17, 39, 40]. However, use of curated data sets
elides a crucial point: in practical datasets, labels are not always reliable. “Crowdsourced”
labels obtained from social media or other non-expert sources are subject to error, and in
subjective tasks even humans or experts may disagree on the correct label. Though CNNs
are robust of small amount of label noise, they can not tolerate highly unreliable labels and
overfits to label noise. However, methods are available for label cleaning which detect and
trow out the unreliable labels, but the outstanding performance of CNNs comes form the
availability of gigantic datasets. Also, discarding training samples generally leads to loss of
information. As deep learning systems become more complex and are trained on even more
massive datasets, it becomes increasingly difficult to obtain clean labels. In this scenario, an
approach to learning that accounts for noisy labels is needed. Therefore, in this work, we
develop a method for CNNs which simultaneously learn the correct representation of signals
in feature space and the noise transition matrix.
We present a very simple and an effective approach to learning deep neural networks from
datasets corrupted by label flips. We stack a non-linear layer on top of an arbitrary deep
8
architecture. Where the non-linear layer characterizes the pairwise label flip probabilities.
We learn the parameters of the deep network in tandem with the noise model simultaneously
via standard stochastic gradient descent. Further, to ensure that the proposed network
learns an accurate noise model we apply an aggressive dropout regularization to the stacked
non-linear layer. This aggressive dropout encourages the network to learn a “pessimistic”
noise model that denoises the corrupted labels during learning. Intuitively, the noise model
should benefits from the unsupervised regularization. Therefore, we present a two-pronged
approach, as shown in Fig. 1.2, to learning CNNs from training sets corrupted by label noise
having unknown statistics. The first prong is the stacking of non-linear noise model and the
second prong is to augment the standard cross-entropy loss with a term that encourages the
CNN to cluster images in feature space. This allows the network to learn from the natural
clustering of the data, even when labels are unreliable. We term the combined approach
Nonlinear, Noise-aware, Quasi-clustered learning (NNAQC). We show that the proposed
model is actually non-rigorous as a transition probability between clean and noisy labels;
however, it results in a “denoising” operator that better handles errors when training the
CNN via backpropagation. Because the noise model is not used at test time, learning an
accurate and rigorous noise model is less important than the impact of the noise model on
CNN training. After training, we disconnect the noise model and use the resulting deep
network to classify test images.
We demonstrate the performance of NNAQC on the MNIST, CIFAR-10, CIFAR-100 and
ImageNet datasets corrupted by label noise. On these datasets, NNAQC exhibits state-of-
the-art performance in terms of classification accuracy over a clean test set. The results
show that NNAQC is scalable to a large number of image categories. The results are robust
to label noise, achieving near-optimum performance when there is little noise, and maintain-
9
Figure 1.2: NNAQC architecture for learning deep CNNs from noisy labels. The learned
Noise model act as a denosing operator while backpropagation.
ing classification accuracy as the label noise increases. We emphasize that this robustness
does not require knowledge of the label noise statistics or tuning of hyperparameters. The
performance of NNAQC degrades gracefully as the training size decreases, suggesting that it
sufficiently regularizes the learning of the combined noise and classification model. Indeed,
in some cases the performance is better when using fewer training samples, which suggests
that the sample complexity of the model is occasionally too high for the given dataset, in
which case regularization in the form of early stopping improves performance. Finally, we
evaluate NNAQC on Clothing1M [18] dataset, consisting of 1M images with noisy labels.
Our approach is computationally fast, completely parallelizable, and easily implemented
with existing machine learning libraries [41–43].
1.2: Literature Review
The classification of multi-dimensional signals arises in a variety of image processing
settings: object and digit recognition [44, 45], speaker identification [46, 47], tumor classifi-
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cation [48, 49], and more. A standard technique is to find a low-dimensional representation
of the signal, such as a subspace on which the signal approximately lies or an overcomplete
dictionary in which the signal is sparse. To find such representations, subspace and dictio-
nary learning methods are widely used [35, 50, 51]. Well-established methods for dictionary
learning include K-SVD [52] and the method of optimal directions [53], which learn dictio-
naries that faithfully represent signals. Methods that explicitly target classification have
been proposed, such as discriminative K-SVD [54] (D-KSVD) and label consistent (LC-
KSVD) [55,56], which jointly learn a dictionary and a linear classifier in the induced feature
space. By contrast, [23,57–59] propose methods for learning class-specific dictionaries, either
by promoting incoherence among dictionaries or learning class-specific features.
For many signals, such as dynamic scene videos [60] or tomographic images [61], the
signal is inherently multi-dimensional, involving dimensions of space and/or time. To exploit
this multi-dimensional signal structure, researchers have proposed tensor-based dictionary
learning techniques, in which the signal of interest is a matrix or a higher-order tensor
and the dictionary defining the low-dimensional signal model is a tensor. In this work we
study Kronecker-structured subspace model, which applies a subspace model to tensors by
supposing that each mode of the tensor lies approximately along a subspace. Similar models
have been studied in the literature. Kronecker-structured models are applied to spatio-
temporal data in [62], low-complexity methods for estimating K-S covariance matrices are
developed in [63,64], and it is shown that the sample complexity of learning K-S dictionaries
is smaller than that of standard union-of-subspace models in [65]. For example, [66] extends
K-SVD to tensor dictionaries, and [49, 67–69] employ a variety of tensor decompositions
to learn dictionaries tailored to multidimensional structure. These methods boast improved
performance over traditional methods on a variety of signal processing tasks, including image
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reconstruction, image denoising and inpainting, video denoising, and speaker classification.
The previous decade has witnessed swift advances in the performance of deep neural
networks for supervised image classification and recognition. State-of-the-art performance
requires large datasets, such as the ImageNet dataset [17, 43]. Large datasets suffer from
noise, not only in the images themselves, but also in their associated labels. Researchers
often resort to non-expert sources such as Amazon’s Mechanical Turk or tags from social
networking sites to label massive datasets, resulting in unreliable labels. Furthermore, the
distinction between class labels is not always precise, and even experts may disagree on the
correct label of an image. Regardless its source, the resulting noise can drastically degrade
learning performance [70,71].
Learning with noisy labels has been studied previously, but not extensively. Techniques
for training support vector machines, K-nearest neighbor classifiers, and logistic regression
models with label noise are presented in [11, 72–75]. This problem is closely related to
semi-supervised and weakly-supervised learning, for which there is an extensive body of
work. We refer the reader to [76] for survey. Previous work addresses the question of
learnability when labels are binary and label noise is i.i.d. and class-independent [77], and
provides sample complexity bounds in terms of the VC dimension for the 0-1 loss. More
recently, [72] provides sample complexity bounds for more general loss functions, in terms of
the Rademacher complexity, for class-conditional label noise having known statistics. The
upshot of these works is that if labels are flipped with probability η, the sample complexity
increases roughly by a factor of 1/(1 − 2η)2. Equivalently, the generalization error scales
roughly as 1/(
√
n(1 − 2η)) instead of the usual
√
1/n. Other possible solution to this
problem includes estimation of the noise rate. A class conditional estimator for estimating
the noise rate is proposed in [78].
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Earlier works consider label noise for general learning algorithms. For example, [73]
presents a method for learning a kernel-based classifier from noisy labels with unknown
statistics. Using an EM-style algorithm, their approach learns jointly a generative noise
model and a classifier. Similarly, [79] employs an EM-style algorithm to estimate the relia-
bility of labels. Other techniques detect and discard samples with anomalous labels [80] or
relabel erroneous samples [81]. In a similar vein to [72], a recent work shows that careful
choice of the loss function leads to learning that is provably robust to label noise [82].
Recently, authors have begun designing CNNs to deal with label noise for image clas-
sification [83, 84]. In some of the approaches [85, 86], a standard CNN is augmented with
a generative noise model that must be learned in tandem with the CNN parameters. A
joint optimization framework presented in [1] simultaneously learns the parameters and es-
timates the true labels. As mentioned above, the augmented model is underdetermined and
must be regularized, else the network may choose the identity as the noise transition ma-
trix. Each of these works imposes a different regularization term to encourage a non-trivial
noise model: [85] imposes a cost on the trace of the label noise transition probability matrix,
whereas [86] uses Dropout regularization. In [87], an unified distillation framework is pro-
posed to learn CNN from the noisy labels. This framework uses label relations in knowledge
graphs and a small clean dataset to learn a classifier from noisy labels. [88] proposes to
train in parallel two neural networks, which weights are updated only when label predictions
disagree.
A recent stream of work exploits an additional model (again, a neural network) to de-
noisify /take into account the confidence of prediction on noisy examples [18, 89]. Similar
to [72], [90] estimates a noise model in a theoretical motivated manner during a pre-training
phase of the network, and then correct the loss function. It estimates the transition matrix
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heuristically but with the large number of classes this estimation is not easy to obtain. On
CIFAR-10, [85] provides competitive performance as long as the label noise is not too strong.
Rather than learning a noise model directly, [91] employs a bootstrapping-style approach in
which the loss function encourages consistent predictions for similar input images. In a
similar vein, [92] identifies and discards outliers in order to fine-tune a pretrained CNN.
The proposed NNAQC incorporates the spirit of [85, 86]—in that it learns an explicit
noise model—and clusters the data via an EM-style approach. The intuition is to identify
mislabeled images by their inconsistency with similar images, which combats label noise
and emulates unsupervised learning. The upshot of this work is that a label noise model
is beneficial, especially when it is regularized by an unsupervised component in the loss
function. However, learning a correct noise model is neither necessary nor sufficient for
state-of-the-art performance. Indeed, NNAQC uniformly outperforms a genie-aided CNN,
similar to [86]. NNAQC denoise the gradient of the loss by a denoising operator before being
fed into the gradient of the base model parameters. Our approach produces a very diffuse
denoising operator and thus prevents the base model from learning the noisy label directly.
1.3: Contribution
We summarize our main technical contributions in this thesis as follows.
A. In Chapter 3, we derive the exact diversity order for K-S classification problems, show-
ing the exponent of the probability of error as the SNR goes to infinity, i.e. as the
model noise variance σ2 → 0. This analysis depends on a novel expression, presented
in Lemma 12, for the rank of sums of Kronecker products of tall matrices. We show
that the empirical classification performance of K-S models agrees with the diversity
analysis. We also derive a high-SNR approximation of the probability of error in terms
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of the signal dimensions and the principal angles between the subspaces that make
up each K-S basis. This gives a tighter bound on the probability of error than the
diversity order.
B. In Chapter 4, we present K-SLD2, which learns discriminiative K-S subspaces from
labeled data samples. It balances learning K-S subspaces that best represent each
data class and learning subspaces that are easily discriminable. We show that K-SLD2
learns discriminative subspaces by encouraging large principal angles, as suggested in
the theoretical results. K-SLD2 is fast and learns compact data models with many fewer
parameters than standard dictionary learning methods. We evaluate the performance
of proposed discriminative algorithm on extended YaleB face recognition dataset and
EEG signal dataset correlating the EEG signals with individual’s alcoholism. The
resulting dictionaries improve classification performance by up to 5% when training
sets are small, improve reconstruction performance across the board, and result in
dictionaries with no more than 5% of the storage requirements of existing subspace
models.
C. In Chapter 5, we derive an upper bound on the number of rows and columns of the
signal Y must be observed so that we can reliably decide whether the signal Y belongs
to a K-S subspace of dimension n1n2 << m1m2. We find that under some mild
incoherence conditions we must observe O(n1 log n1) number of rows and O(n2 log n2)
number of columns in order to detect the K-S subspace. Further, we present theoretical
results on the assignment of a given incomplete multi-dimensional signal to one of the
L number of K-S subspace. This problem is referred as subspace clustering problem.
D. In Chapter 6, we present a deep learning classification model for multi-dimensional
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signals with unreliable labels which simultaneously learns the correct representation of
signals in feature space and the noise transition matrix. We demonstrate the state-
of-the-art performance of the NNAQC-regularized noise model on noisy versions of
the CIFAR-10, CIFAR-100, MNIST and ImageNet datasets. In nearly all cases, the
proposed method outperforms existing approaches for learning label noise models, and
even for high rates of label noise. The described approach can we easily extended to
any type of neural network.
1.4: Mathematical Notation
We use bold lower case letters for vectors, e.g., x ∈ Rn, bold upper case letters for matri-
ces, e.g., X ∈ Rn×m and we use bold calligraphy font for tensors, such as X ∈ Rn1×n2×···×nR .
We let I denotes the identity matrix, ⊗ denotes the Kronecker product, vec(·) denotes the
vectorization which converts matrix into a column vector, R(·) denotes the range space of a




A tensor of order R closely resembles a data cube of R dimensions. We write the R-th
order tensor as X ∈ Rn1×n2×···×nR where ni denotes the dimensionality of the i-th mode of
the tensor.
2.1.1: Tensor Unfolding
Let X ∈ Rn1×n2×···×nR be a tensor with R modes. The mode-k tensor unfolding (also
known as tensor matricization [93]) transforms a tensor into a matrix X (k) ∈ Rnk×(
∏
j 6=k nj)
by treating k as the first mode of the matrix X (k) and cyclically concatenating other modes.
2.1.2: Tensor-Matrix Product
The product between the tensorX ∈ Rn1×n2···×nk···×nR and a matrix U ∈ RJ×nk on mode-k
tensor unfolding is defined as the matrix product U and mode-k unfolding of the the tensor
X (k) as UX (k). Then this product is X ×k U ∈ Rn1×n2···nk−1×J×nk+1···×nR and its elements are
computed by:




where xn1···nk···nR represents the each element of the tensor X and ujnk represents the each
element of matrix U.
2.1.3: Tucker Decomposition
Tucker decomposition, also known as higher order singular value decomposition [94],
factorizes a tensor Y into the core tensor S and the unitary matrices {Uk} as
Y = S ×1 U1 ×2 U2 · · · ×R UR.
Higher order SVD is a generalization of conventional matrix SVD [95].
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2.1.4: Matrix Operators
Here we describe the Kronecker product and the properties of Kronecker product.
Kronecker Product
Kronecker product is one of the important matrix operators related to tensors, also
known as tensor product. Kronecker product of two matrices A ∈ Rm1×n1 and B ∈ Rm2×n2
is creates the m1n1 copies of B and scale each one of the copies corresponding to an entry
in A. Kronecker product is denoted as ⊗.
A⊗B =

a11 ∗B a12 ∗B · · · a1n1 ∗B
a21 ∗B a22 ∗B · · · a2n1 ∗B
· · · · · · · · · · · ·
am11 ∗B am12 ∗B · · · am1n1 ∗B

∈ Rm1m2×n1n2 (2.1)
Properties of Kronecker Product
Here, we discuss the relevant properties of Kronecker Product for the matrices A ∈ Rm1×n1 ,
B ∈ Rm2×n2 , C ∈ Rm3×n3 and D ∈ Rm4×n4 as
(A⊗B) 6= (B⊗A)
(A⊗B)T = AT ⊗BT
(A⊗B)(−1) = A(−1) ⊗B(−1)
(A⊗B)(C⊗D) = AC⊗BD
(A⊗B)⊗D = A⊗ (B⊗D)
r(A⊗B) = r(A) · r(B)
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2.2: Dictionary Learning
Dictionary learning has been used in many computer vision and signal processing tasks
such as in image denoising, image inpainting and image restoration [50, 51]. Where the
underlying signal is compactly represented by a few large coefficients in an overcomplete
dictionary. The goal here is to use the input signal to find an overcomplete basis called
dictionaries such that each signal is then well approximated by a linear combination of a few
basis vectors. In a standard dictionary learning setting a 1-D signal, say y is represented
using a sparse coefficient vector x for reconstruction and classification [54], [53], where an
overcomplete dictionary D is learned by the expression
Figure 2.1: Vectorization of 2-dimensional signal
arg min
{D,x}
||y −Dx||2F + λ||x||1 (2.2)
Where || · ||F denotes the Forbenius norm and || · ||1 denotes the l1-norm and λ balances
the tradeoff between the sparsity and reconstruction. Since the performance depends on
the learned dictionary, a large number of dictionary learning algorithms are proposed such
as K-SVD [?], discriminative D-KSVD [54] and methods of optimal directions [53]. These
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algorithms operate on 1-D signals and for multidimensional signals like images and videos
these algorithms first vectorize the signal as shown in Fig. 2.1 and then perform dictionary
learning. However, by vectorizing a multidimensional signal, the original structure of data
is lost which could be used to improve the representation of the signal.
2.2.1: Separable Subspaces
Separable subspace applies a subspace model to tensors by supposing that each mode
of the tensor lies approximately along a subspace as shown in Fig. 2.2 where the columns
of the 2-dimensional signal lies approximately onto the column subspace A and rows lies
approximately onto the row subspace B. Equivalently, each signal class is associated with
a subspace whose basis is the Kronecker product of smaller bases; hence the K-S subspace
model is a special case of general subspace models.
Figure 2.2: Kronecker-structured subspaces for 3-dimensional signal
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Figure 2.3: Multi-Layer Perceptron
2.3: Neural Networks
Neural networks are known for solving very difficult computational tasks like object
recognition [96] [97], regression [98] and other predictive modeling tasks [99, 100]. They do
so, because of their high ability to learn feature representations from the data [101] and
best map the input features to the output variables. Also, neural networks are capable of
learning any mapping from input features to output and can approximate any non-linear
function [102].
In an artificial neural network, neurons serve as the basic building block of the networks.
A neuron receives an input signal, process it using a logistic computation function and
transmit an output signal depending on the computation outcome [103]. When these neurons
are arranged into networks of neurons termed as the artificial neural network. Each column of
neurons in the network is called layer and a network can have multiple layers with multiple
neurons each layer. Network with a single neuron is called perceptron and network with
multiple layers of neurons is called multi-layer perceptron (MLP) generally termed as shallow
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neural networks. A two hidden layer MLP is shown in Fig. 2.3, where the input layer is the
inputs to the network. The input layer is also called the visible layer because this the only
exposed part of the network. Hidden layers derive features from the input layer at different
scales or resolutions and form high-level features and output a value or a vector of values at
the output layer depending on the type of the (regression, classification) problem.
At each hidden layer, network computes the features as:
A1 = f(W1 ∗X),
A2 = f(W1 ∗ A1),
Y = f(W3 ∗ A2),
where f is the activation function which takes the linear combination of weights and outputs
at the previous layer and outputs a value and ∗ denotes the simple matrix multiplication.
The activation function f can be identical for all the hidden layers or can be different. A1,
A2 and Ŷ are the successive outputs of the first hidden layer, second hidden layer, and the
final output layer.
For a given row of data X as an input to network and expected output Y , the network
processes the input and obtains A1, A2 and finally obtain the predicted output Ŷ . This is
called a forward pass. Then the predicted output is compared with the expected output Y
to compute an error using a loss function. The loss function measures our unhappiness with
the outcome of the network. For example, in a regression problem, the mean square loss
between predicted and expected output can be computed as:





(Y i − Ŷ i)2 (2.3)
Where, N is the number of training data samples and Y i represents the expected output
of ith training sample. The empirical error computed according to (2.3) is then propagated
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back through the network using a standard backpropagation [104] algorithm and updates the
weights W1,W2,W3 for each layer according to a stochastic gradient descent algorithm,
one layer at a time. This is called a backward pass. This process of a forward pass and a
backward pass is repeated for all the data sample in training data and one pass over the
entire training dataset is called an epoch. A network can be trained to minimize the loss for
a large number of epochs.
All the hyper-parameters such as the number of layers in a network, the number of
neurons per layer, activation of neurons, the loss function can be tuned by using multiple
rounds of cross-validation.
Figure 2.4: Deep Neural Networks
2.3.1: Deep Neural Networks
Deep neural networks are the very deep Multi-layer perception networks having two or
more than two hidden layers as shown in Fig. 2.4. Deep neural networks perform well
for a larger number of applications as it obtains deep representations for a given sample,
where lower level layers learn low-level features and successive layers build on it and learns
high-level features. However, these deep networks perform poorly on the image recognition
tasks.
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2.3.2: Convolutional Neural Networks
Deep neural networks can not efficiently apply to the data sample having a compositional
structure, for example, image and text data. Further, deep neural networks are not invariant
to scale and translation to the objects present in the images. In real-world an object can
be present anywhere in the image and the deep neural network gets hard time to classify
an object present at a location which DNN have not seen before. Another disadvantage
with DNN is that it contains all the fully connected layers that are each neuron in a layer
is excited by all the neurons present in the preceding layer. This cause the DNN to learn































Figure 2.5: Convolutional Neural Network
Convolutional neural networks, on the other hand, are best suited to learn the compo-
sitional functions. It is because that the convolution layers are equivariant to translation
and share the weights among the neurons. This makes the network invariant to translation
and decreases the number of parameters to learn. The schematic of a Convolutional Neural
Network (CNN) is shown in Fig. 2.5. Here, the first layer is input and then the successive
layer are convolutional blocks (represented by orange color), where each conv block consist
of a convolution layer, a pooling layer, and a non-linear activation layer (generally ReLUs).
The purpose of the pooling is to make the network invariant to scaling. All these convo-
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lutional blocks are considered as generating the feature representation for the given image.
This feature representation is then fed into the fully connected layers followed by the final
Softmax layer (as shown in purple color), which act as the classifier. This defines the gen-
eral architecture of the Conv Nets. Further information on convolutional networks can be
obtained from [105].
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CHAPTER 3: SEPARABLE SUBSPACE FOR TENSOR
CLASSIFICATION
In this chapter, we formalize the Kronecker-structured subspace classification problem for
multi-dimensional signals1. We drive an upper bound on the misclassification probability in
terms of the diversity order as the signal dimensions and noise variance goes to 0. Further,
we derive a high-SNR approximation of the probability of error in terms of the principal
angles between the subspaces that make up each K-S basis.
3.1: Signal Model
To formalize the classification problem, let the signal of interest Y ∈ Rm1×m2···×mR be a
tensor whose entries are distributed according to one of L class-conditional densities pl(Y ).
Each class-conditional density corresponds to a Kronecker-structured model described by the
set of matrices (Al1 ∈ Rm1×n1 ,Al2 ∈ Rm2×n2 , · · · ,AlR ∈ RmR×nR). In our analysis, we assume
that these matrices are all tall matrices, therefore, nk ≤ mk, ∀k ∈ {1, 2, · · · , R} and each
matrix have full column rank. The matrix Alk describes the subspace on which the columns of
the mode-k tensor unfolding (Y (k)) of Y approximately lie, for example matrix Al1 describes
the subspace on which the columns of the mode-1 tensor unfolding Y (1) approximately lie.
More precisely, if Y belongs to class l, it has the form
Y = X ×1 Al1 ×2 Al2 · · · ×R AlR +Z , (3.1)
where Z ∈ Rm1×m2···×mR has i.i.d. zero-mean Gaussian entries with variance σ2 > 0, and
X ∈ Rn1×n2···×nR has i.i.d. zero-mean Gaussian entries with unit variance. We can also
1Part of this work is presented at IEEE Journal of Selected Topics in Signal Processing (JSTSP) 2018 [38]
and IEEE International Symposium on Information Theory (ISIT) 2017 [36].
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express Y in vectorized form:
y = (Al1 ⊗Al2 · · · ⊗AlR)x + z, (3.2)





k=1mk, and where ⊗ is the usual Kronecker product. Then, the class-conditional
density of y is
p(y|Al1,Al2, · · · ,AlR) = N (0, (Al1 ⊗ Al2 · · · ⊗ AlR)(Al1 ⊗ Al2 · · · ⊗ AlR)T + σ2 · I). (3.3)
In other words, the vectorized signal y lies near a subspace with a Kronecker structure that
encodes all the mode-k tensor unfolding subspaces of Y .
In the sequel, we will characterize the performance limits over ensembles of classification
problems of this form. To this end, we parameterize the set of class-conditional densities via
A(m1, · · · ,mR, n1, · · · , nR) = Rm1×n1 × Rm2×n2 · · · × RmR×nR , (3.4)
which contains the set of matrices indicating the all mode-k subspaces of given signal
and subspace dimensions m1, · · · ,mR, n1, · · · , nR. We can represent an L-ary classifica-
tion problem by a tuple a = (a1, · · · , aL) ∈ AL(m1, · · · ,mR, n1, · · · , nR), where each al ∈
A(m1, · · · ,mR, n1, · · · , nR) is the pair of matrices ai = (Ai1,Ai2, · · · ,AiR). Let p(y|al) =
p(y|Al1,Al2, · · · ,AlR) = pl(y), for 1 ≤ l ≤ L, denote the class conditional densities parametrized
by a ∈ AL(m1, · · · ,mR, n1, · · · , nR). For a classification problem defined by a, we can define








l̂ 6= l|y ∼ p(y|al)
)
, (3.5)
where l̂ is the output of the maximum-likelihood classifier over the class-conditional densities
described by al. In this paper, we provide two asymptotic analyses of Pe(a). First, we
27
consider the diversity order, which characterizes the slope of Pe(a) for a particular a as
σ2 → 0. Second, we consider the classification capacity, which characterizes the asymptotic
error performance averaged over a as n1, · · · , nR,m1, · · · ,mR go to infinity. For the latter
case, we define a prior distribution over the matrix pairs (Al1,A
l









N (alpkqk ; 0, 1/nk)
)
(3.6)
where alpkqk is the (p, q)th element of matrix A
l
k and N (x; 0, σ2) describe the normal distri-
bution with zero mean, σ2 variance evaluated at x. Note that all mode-k tensor unfolding
subspaces described by Aks are uniformly distributed over the Grassmann manifold because
the matrix elements are i.i.d. Gaussian; however, the resulting K-S subspaces are not uni-
formly distributed where a K-S subspace is the span of the Kronecker product of each mode’s
subspace.
Definition 1 (Diversity Order) For a fixed classification problem a, the diversity order
characterizes the decay of the misclassification probability as the noise power goes to zero.







By analogy with the definition of the diversity order in wireless communications [106], we
consider the asymptotic slope of Pe(a) on a logarithmic scale as σ
2 → 0 that is the mismatch
between data and model is vanishingly small. In Section 3, we characterize exactly the
diversity order for almost every a.
The classification capacity characterizes the number of unique subspaces that can be
discerned as the signal dimensions n1, · · · , nR, m1, · · · ,mR go to infinity. That is, we derive
bounds on how fast the number of classes L can grow as a function of signal dimension while
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ensuring the misclassification probability decays to zero almost surely. Here, we define a
variable m2 and let it go to infinity.
Definition 2 (Classification Rate) As m grows to infinity we let the dimensions n1, · · · , nR,
m1, · · · ,m2 scale linearly with m as follows:
m1(m) = bκ1mc, · · · ,mR(m) = bκRmc,
n1(m) = bυ1mc, · · · , nR(m) = bυRmc (3.8)
for υ1, υ2, · · · , υR ≥ 1 and 0 ≤ κ1, κ2, · · · , κR ≤ 1. We let the number of classes L grow




for some ρ ≥ 0, which we call the classification rate. We say that the classification rate ρ is
achievable if limm→∞E[Pe(a)] = 0.
Definition 3 (Classification Capacity) For fixed signal dimension ratios υ1, · · · , υR, κ1, · · · , κR,
we define C(υ1, · · · , υR, κ1, · · · , κR) as the supremum over all achievable classification rates
ρ, and we call C(υ1, · · · , υR, κ1, · · · , κR) (sometimes abbreviated by C) the classification ca-
pacity.
To prove lower bounds on the diversity order and classification capacity, we will need
the following lemma, which gives the well-known Bhattacharyya bound on the probability
of error of a maximum-likelihood classifier that chooses between two Gaussian hypotheses.
Lemma 1 ( [107]) Consider a signal distributed according to N (µ1,Σ1) or N (µ2,Σ2) with






















(µ1 − µ2) (3.10)




Supposing maximum likelihood classification, the misclassification probability is bounded by





We characterize the subspace geometry in terms of principal angles. Principal angles
define the canonical angles between elements of subspaces, and they induce a distance metric
on the Grassmann manifold. If the principal angles between subspaces is large, this means
that the subspaces are far apart and easily discernible.
Consider two linear subspaces S1 and S2 of Rm with same dimensions n each. The






subject to uTt ut = 1, v
T
t vt = 1,
uTt ui = 0, v
T
t vi = 0, (i < t)
where 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θn ≤ π2 and the first principal angle θ1 is the smallest angle
between all pairs of unit vectors in the first and the second subspace [108].
The principal angles can be computed directly via computing the singular value decom-
position (SVD) of ATB, where A and B are orthonormal bases for the subspaces S1 and S2,
respectively.
ATB = U cos(Θ)VT ,
where the cosine of principal angles, cos(θ) = diag(cos(θ1), cos(θ2), · · · , cos(θn)), are the
singular values of ST1 S2.
In the problem of K-S subspace classification, suppose A1 and B1 are orthonormal bases
for the subspaces Â1 and B̂1 on which columns of mode-1 tensor unfolding of the signals
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YA and YB approximately lies and A2 and B2 are orthonormal bases for the subspaces Â2
and B̂2 on which columns of mode-2 tensor unfolding of signals YA and YB approximately
lies. Similarly, AR and BR are orthonormal bases for the subspaces ÂR and B̂R on which
columns of mode-R tensor unfolding of signals YA and YB approximately lies. Then we
define the orthonormal bases DA = A1 ⊗A2 · · · ⊗AR and DB = B1 ⊗B2 · · · ⊗BR for the
Kronecker-structured subspaces D̂A and D̂B, respectively. The cosine of principal angles
between DA and DB are the singular values of D
T
ADB as follows:
= (A1 ⊗A2 · · · ⊗AR)T (B1 ⊗B2 · · · ⊗BR)
= (AT1 B1)⊗ (AT2 B2) · · · ⊗ (ATRBR)
= (U1 cos(Θ1)V
T
1 )⊗ (U2 cos(Θ2)VT2 ) · · · ⊗ (UR cos(ΘR)VTR)
= (U1 ⊗U2 · · · ⊗UR)(cos(Θ1)⊗ cos(Θ2) · · · ⊗ cos(ΘR))× (V1 ⊗V2 · · · ⊗VR)T
= U cos(Θ)VT ,
where the cosine of principal angle between two Kronecker subspaces is the Kronecker prod-
uct of cosine of principal angles between mode-k subspaces that is cos(Θ) = cos(Θ1) ⊗
cos(Θ2) · · · ⊗ cos(ΘR).
3.3: Diversity Order
As mentioned in Section 3.1, the diversity order measures how quickly misclassification
probability decays with the noise power for a fixed number of discernible subspaces. By care-
ful analysis using the Bhattacharrya bound, we derive an exact expression for the diversity
order for almost every3 classification problem. First, we derive a general expression for the
diversity order. Then, we derive a more particular expression that holds almost everywhere
3With respect to the Lebesgue measure over AL.
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Theorem 1 For the classification problem described by the tuple a ∈ AL such that r(Al1) =
















and where r(·) denotes the matrix rank.
Proof: Applying the Bhattacharyya bound, the probability of a pairwise error between













∣∣∣DiDTi +DjDTj +2σ2I2 ∣∣∣
|DiDTi + σ2I|
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1 ⊗B2BT2 · · · ⊗BRBTR.
Using the well-known Kronecker product identities (P ⊗ Q) · (R ⊗ S) = (PQ ⊗RS)







A1 ⊗A2 · · · ⊗AR B1 ⊗B2 · · · ⊗BR
]
×
AT1 ⊗AT2 · · · ⊗ATR
BT1 ⊗BT2 · · · ⊗BTR
 (3.14)
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j ) = r
([
A1 ⊗A2 · · · ⊗AR B1 ⊗B2 · · · ⊗BR
]
×
AT1 ⊗AT2 · · · ⊗ATR
BT1 ⊗BT2 · · · ⊗BTR
)
= r∗ij











ij denote its rank. Then,


































j ≥ DiDTi , DjDTj
where the inequality is with respect to the semidefinite cone. Using Weyl’s monotonicity





















































Next, we bound Pe(a) ≤
∑
i 6=j Pe(Di,Dj) via the union bound. For all the L subspaces, we










= (L− 1)E [Pe(Dl,Dl̂)]
≤ 2ρME [Pe(Dl,Dl̂)]
Taking logarithm on both sides we obtain:































= r∗ −N. (3.23)
Finally, [107] shows that the Bhattacharyya bound is exponentially tight as the pairwise
error decays to zero. Furthermore, the union bound is exponentially tight. Therefore, the
above inequality holds with equality, and d(a) = r∗ − N.
For almost every classification problem, the rank r∗ has the same value, as we show in the
next lemma.
Lemma 2 For almost every classification problem a, the matrices[











where [·]+ denotes the positive part of a number.
Proof: Appendix C.
Applying Lemma 2 to Theorem 1, an exact expression for the diversity order follows imme-
diately.








Remark 1 For 2-D signal of interest Y ∈ Rm1×m2, for instance an image, A1 ∈ Rm1×n1
and A2 ∈ Rm2×n2 are the subspaces where rows and columns of the signal Y = A1XAT2 +Z
approximately lie then for almost every classification problem a, the diversity order is
d(a) = n1n2 − [2n1 −m1]+[2n2 −m2]+. (3.26)
3.3.1: Diversity Order Gap
Because the K-S model is more restrictive than that of unstructured subspaces, the
performance is in general worse. A natural question is to know how much performance is
lost by imposing a K-S model. We answer this question by characterizing the gap between
the diversity order of K-S and unstructured subspace models. This gap is a function of
the signal dimensions n1, · · · , nR,m1, · · · ,mR. As we shall see, in some regimes the gap is
significant, whereas in others it is zero. In order to make this comparison, we need to express
both models in the same terms. First, we restate the diversity order derived above.








The standard unstructred subspace model in (3.2) has signal of interest y ∈ RM and coef-
ficient vector x ∈ RN where, M =
∏R
k=1 mk and N =
∏R
k=1 nk. From [20], for the standard
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subspaces of same dimensions the diversity order would look like N − [2N −M ]+. This
can be written in terms of Kronecker signal dimensions.















Let γ = dSTD − dK-S be the diversity order gap. When nk < mk < 2nk,∀k ∈ {1, 2, · · · , R},
the gap is non-zero, and depends on the relationship between M and N :










Otherwise, no diversity order gap exists, that is, dK-S = dSTD. The details are provided in
Appendix A. In other words, the high-SNR classification performance of K-S subspaces is
the same as general subspaces when the subspace dimensions are small, even though K-S
subspaces are structured, involve fewer parameters, and are easier to train.
3.4: Misclassification Probability in terms of Subspaces Geometry
We derive a more accurate high-SNR approximation of the probability of error in terms
of principal angles between the K-S subspaces and also in terms of principal angle be-
tween the individual column subspaces of mode-k tensor unfoldings. Using the eigen-




























T where UAk ∈ Rmk×nk , ∀ k ∈ {1, 2, · · · , R} are the orthonormal
basis of column subspaces of mode-k tensor unfoldings and the diag(λAk ) ∈ Rnk represents
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T ⊗UA2 λA2 (UA2 )T · · · ⊗UARλAR(UAR)T








B. From [110], the Kronecker product of two orthonormal
matrix is a orthonormal matrix, thus UA,UB ∈ RM×N are the orthonormal bases and the
diagonal elements of λA,λB ∈ RN×N are the eigenvalues. From equation (C.6), the rank of
















= 2N − r∩. (3.29)
Since this rank is determined by the rank of intersection of two K-S subspaces, it plays an
important role in bounding the misclassification probability from above. According to [21],













Here UA,∩, UB,∩ ∈ RM,r∩ corresponds to the K-S subspace intersection and UA,\, UB,\ ∈
RM,N−r∩ corresponds to the set minus DA \DB and DB \DA respectively. Here r∩ accounts
for the overlap between the subspaces, smaller the overlap between subspaces easier it to
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discern the classes. While on the other hand, r∩ = N means the complete overlap between
subspaces and it becomes hard to discriminate between classes.
Theorem 2 As σ2 → 0, the misclassification probability in terms of principal angle between














































and pdet denotes the pseudo-determinant.
Proof: Appendix D.
Remark 2 For 2-dimensional (R = 2) signal of interest Y ∈ Rm1×m2, we write the mis-





























































In case of no overlap between subspaces, that is, r∩ = 0, both t1 = t2 = 0 and as the
misclassification probability is inversely related to the product of all n1n2 principal angles,
this makes the misclassification error negligibly small. On the other side, with subspace
overlap r∩ 6= 0, t1 and t2 has some positive value, there exists some non-trivial principal
angles which effect the classification performance and it becomes very hard to distinguish
between the subspaces.
3.5: Classification Capacity
In this section, we derive upper and lower bounds on the classification capacity that hold
approximately for large σ2. First we need the following lemma which bound the classifica-
tion capacity by the mutual information between the signal vector y and the matrix pair
(A1,A2, · · · ,AR) that characterizes each Kronecker-structured class.
Lemma 3 The classification capacity satisfies:
C ≤ lim
m→∞
I(y; A1,A2, · · · ,AR)∏R
k=1mk(m)
(3.34)
Where the mutual information is computed with respect to p(a) [20].
Theorem 3 The classification capacity is upper bounded by
C ≤




















Proof: The upper bound follows from an upper bound on the mutual information
I(y; A1, · · · ,AR) = h(y) − h(y|A1, · · · ,AR) between the dictionary pairs (A1, · · · ,AR)
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and the signal y and invoke Lemma 3. In particular,
I(y; A1, · · · ,AR) = h(y)− h(y|A1, · · · ,AR). (3.35)
Given the conditional distribution p(y|(A1⊗A2 · · ·⊗AR)) = N (0, (A1⊗A2 · · ·⊗AR)(A1⊗
A2 · · ·⊗AR)T +σ2 · I) and following the analysis similar to [20,36] we bound the conditional
entropy as:




















+ ε(m) + σ2
)]
, (3.36)




log(1 + σ2) (3.37)
As all A1, · · · ,AR are tall i.e. mk > nk, ∀k ∈ {1, · · · , R}. Then, we can derive a tighter
outer bound on h(y). Let Yp1 be the first n1 columns of Y (1) and let Y′p1 be the rest∏R
k=2mk − n1 columns of Y (1). Then, Y′p1 ∈ R
m1×(
∏R
k=2mk−n1), and we can derive the
following high-SNR approximation on h(y), where bold lower case alphabets represent the
vectorization of corresponding matrices:
















Now, let Yp2 be the first n2 columns of Y (2) and let Y′p2 denotes the rest of the columns of
Y (2). Then, Y′p2 ∈ R
(
∏R
k=1,k 6=2mk−n2)×m2 , and we derive the following high-SNR approximation
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on h(y):
























Combining (3.40), (3.42) and (3.43), we obtain the differential entropy:




k=1,k 6=tmk − nt)(mt − nt)∀t∈{1,··· ,R}}
2
× log2(σ2) +




From (3.36) and (3.45), as m→∞ we obtain the bound.
In order to obtain the lower bound on classification capacity we apply the Bhatacharyya
bound on probability of pairwise error between two Kronecker-subspaces i and j. By ex-
















then surely Pe(a) goes to zero as m→∞.
To compare the upper and lower bounds, consider the symmetric case, i.e. m1 = m2 · · · =
mR = m and n1 = n2 · · · = nR = n and m > n. The gap between the prelog factor
of the upper and lower bounds is (m− n)R and we leave tightening these bounds as future
work.
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Figure 3.1: Misclassification probability Pe Vs. SNR
3.6: Performance Evaluation
In this section we demonstrate the classification performance numerically on both syn-
thetic data and images taken from the YaleB face dataset, the empirical performance agrees
with the diversity order derived in Section 3.3. We also explore the representation and classi-
fication performance of K-S dictionaries on real world face recognition dataset and compare
the performance of K-S dictionary learning with the standard subspace dictionary learn-
ing. We observe that the empirical classification performance, when the classes are perfectly
known, agrees with the diversity order and bounds derived above.
3.6.1: Synthetic Data
We randomly choose two classes by drawing matrix pairs Ai and Bi independently from
the distribution in (3.6). Then, we draw data samples i.i.d. from the class-conditional
densities in (3.2). We classify each data sample by minimizing the Mahalanobis distance
associated with the covariance of each class-conditional density. We consider five cases, in
which we fix m1 = m2 = m and vary n1 and n2. In Figure 3.1 we plot the misclassification
probability Pe against the SNR in dB, averaged over 10
5 random draws from each class. We
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Figure 3.2: Misclassification probability Pe Vs. SNR
also plot the slope predicted by the diversity order for each case, which is as small as 1 and
as large as 12. In each case, the empirical performance agrees with the diversity predictions.
For larger values of m, the diversity order is sufficiently high that it is difficult to estimate
Pe reliably.
Further, we plot the upper bound on misclassification probability in terms of principal
angles for different dimensions of signal and row and column subspace dimensions described
in (3.33) in Fig. 3.2. In this plot, the dark solid lines corresponds to the misclassification
probability curve computed numerically on the synthetic data whereas the corresponding
dotted colored line shows the theoretically computed misclassification probability in (3.33).
In each case, the empirical performance agrees with the diversity predictions with an offset.
This offset is large when the ambient signal dimension is small and with large dimensions this
offset approaches to zero. In addition to this, as the signal to noise ratio increases this offset
shrinks to zero, for instance, for the curve associated with m = 6, n1 = 4, n2 = 4 we see the
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the offset between the dotted and solid line is large when SNR is small but with high SNR
this gap shrinks it is because from the definition of diversity order that is we characterize the
misclassification probability as SNR and signal dimensions tends to infinity. For the larger
values of m, the diversity order is sufficiently high that it is difficult to estimate Pe reliably.
This behavior can be best seen in Fig. 3.3 where the ambient signal dimension is sufficiently
large that the Pe goes down very quickly and the theoretically computed misclassification
probability superimpose the numerically computed probability of error curve.
Figure 3.3: Misclassification probability Pe Vs. SNR
3.6.2: YaleB Faces
Now, we present the performance of our analysis on YaleB face dataset. We randomly
choose 10 classes out of the 38 face classes in the set. For each class we learn the Kronecker-
structured dictionary that best fits the dataset images. Then, we project the images from
each class onto its learned Kronecker subspace. This enforces the Kronecker structure on
the images, which makes it possible to evaluate the diversity performance. We calculate
the misclassification probability via minimizing the residual error between the image and
its noisy Kronecker subspace projection for 10,000 noisy instantiations of each image. In
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this problem, the ambient dimensions m = 32. We show results for n1 = 4 and n2 = 2,
which leads to a diversity order sufficiently small that we can estimate Pe reliably. For this
particular case when m = 32, n1 = 4 and n2 = 2 diversity order is 8 and the misclassification
probability is plotted with respect to SNR in Figure 3.3. The empirical performance is
similar to theoretical predictions.
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CHAPTER 4: K-S LEARNING OF DISCRIMINATIVE
DICTIONARIES (K-SLD2)
In this chapter, we introduce a discriminative Kronecker-Structured dictionary learning
algorithm (K-SLD2)1. We develop this algorithm for 2-dimensional signals only, however,
this method can be easily generalized to R dimensional signal. K-SLD2 is a method for
learning discriminative K-S subspace pairs to classify a two-dimensional signal.
4.1: Preliminaries
For a two-dimensional signal Y ∈ Rm1×m2 , we suppose that the signals approximately
have the following form:
Y = AXBT , (4.1)
where X ∈ Rn1×n2 is the coefficient matrix and A ∈ Rm1×n1 describes the subspace on which
columns of Y approximately lie and B ∈ Rm2×n2 describes the subspace on which rows of Y
approximately lie. In this algorithm, we learn the subspaces by minimizing a cost function
that is similar to LDA in that it balances in-class and out-of-class representationa error.
As we will see, this leads naturally towards subspaces with larger principle angles between
them. Numerical experiments confirm that as iterations of K-SLD2 continue, principal an-
gles between subspaces do diverge from each other while the misclassification probability
decreases.
For L number of classes, let K be the number of training samples per class. We define
Yi as a collection of K 2-D signals corresponding to class i. That is,
Yi = {Y1i,Y2i, · · · ,YKi},
for i = 1, · · · , L and Yji ∈ Rm1×m2 is the jth signal belonging to class i.
1Part of this work is presented at Asilomar Conference on Signal, Systems, and Computers [111].
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We suppose that each class corresponds to a different subspace. Thus, our objective is
to learn the structured dictionary pairs A = {A1,A2, · · · ,AL} and B = {B1,B2, · · · ,BL}
that describe the training data. We define the set of structured dictionary pairs as (A,B) =
{(A1,B1), (A2,B2), · · · , (AL,BL)}, where (Ai,Bi) is the class-specific sub-dictionary pair
associated with class i.
Let X = {S1, S2, · · · , SL} be a set of coefficient matrices for each signal, where Si =
{X1i, X2i, . . . , XKi} is the sub-matrix containing the coefficients of all the training samples
Yi belongs to a class i over the dictionary pair (A,B). We write, Xji = {X1ji,X2ji, · · · ,XLji}
a representation of signal j of class i over the dictionary pair (A,B), where Xlji ∈ Rn1×n2
is the coefficient of a training sample Yji over the dictionary pair (Al,Bl). That is, (A,B)












We want the dictionaries to have both high reconstruction power and high discriminative
power. To encourage discriminability, we want a signal Yl to be well represented by the class-
specific dictionary (Al,Bl), and (comparatively) poorly represented by the other dictionaries
(Ai,Bi), i 6= l. Here, AlXljiBTl denotes the representation of the training sample Yji over
the lth dictionary pair. Then, the dictionaries discriminate well if || Yji − AlXljiBTl ||2 is



























The first term in (4.3) encourages the representation power of the joint, overcomplete dic-
tionary, whereas the second and third terms encourage the discrimination power of the
class-specific dictionaries. This problem is jointly nonconvex, but it is convex in the indi-
vidual variables A,B,X when the other are fixed. We solve (4.3) by alternating between the
variables, solving the individual convex problem, and iterating until convergence. Thus, we
divide (4.3) into three subproblems: updating X while fixing A and B; updating A while fixing
X and B; and updating B while fixing X and A. Each subproblem further has a closed-form





























































































































In (4.4)-(4.7) we observe the fact the iterations encourage large principal angles directly.










for i 6= j, which is exactly
matrix whose singular values determine the principal angles. We summaries all the steps in
Algorithm 1.
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These iterations continue until changes in the objective function are sufficiently small.
Equations in (4.4)-(4.7) rely on the conditioning of matrices. While running the simulations
we do not find any trouble using these matrices. Since we are dealing with subspaces having
subspace dimension smaller than the ambient dimension of the signal, from the random
matrix theory the tall matrices are well-conditioned matrices.
(a) (b)
Figure 4.1: Convergence performance on extended YaleB face recognition dataset. (a) shows
the overall reconstruction error; (b) shows the in-class and the out-of-class reconstruction
error.
4.3: Convergence
This procedure is guaranteed to converge in terms of the objective function value via the
following argument. Because each subproblem is convex, the value of the objective function is
nonincreasing as iterations proceed. Furthermore, because the objective function is bounded
below, the nonincreasing sequence of function values must converge. A sample trajectory is
shown in Fig. 4.1a. Here, K-SLD2 is trained on the extended YaleB dataset. The overall
reconstruction error is shown in Fig. 4.1a, whereas Fig. 4.1b, shows both that the signal Yi
is well represented by the dictionary pair (Ai,Bi) and as the number of iterations increases
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Algorithm 1 K-SLD2 Algorithm
1: procedure
2: Input: ε : Tolerance of representation error;
3: L : Number of classes;
4: K : Number of samples per class;
5: Yi : Training samples, {Y1i,Y2i, · · · ,YKi},∀i ∈ {1, 2, · · · , L};
6: Output: A : Column Subspaces {A1,A2, · · · ,AL};
7: B : Row Subspaces {B1,B2, · · · ,BL};
8: X : Coefficient matrices {S1, S2, · · · , SL};
9: Initialize A, B and X
10: loop: ∀i ∈ {1, 2, · · · , L}
11: X∗i ← Calculate Xi while fixing Ai and Bi according to (4.6) and (4.7)
12: A∗i ← Calculate Ai while fixing X∗i and Bi according to (4.4)
13: B∗i ← Calculate Bi while fixing X∗i and A∗i according to (4.5)
14: {X̂i} ← arg min{Xi}Li=1







∣∣∣∣∣∣Yji −∑Ll=1 AlXljiBTl ∣∣∣∣∣∣2
F
16: END
17: Repeat steps 11 ∼ 15 until convergence ε.
18: Return: A,B and X
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the other dictionary pairs (Al,Bl), l 6= i start losing their ability to represent Yi.
4.4: Classification Procedure
Given a test signal Y to classify, we first find the coefficient matrices for each class using













This problem is convex and has a closed-form solution. Then, we compute the reconstruction
error for each class-specific dictionary:
ei = ||Y −AiX̂iBTi ||2F . (4.9)
Finally, we make the prediction l̂ = arg mini=1,··· ,L(ei); i.e., the class with the smallest
reconstruction error.
4.5: Computational Complexity
In this analysis we use the fact that: 1) if A ∈ Rm1×n1 and X ∈ Rn1×n2 then the matrix
multiplication AX has complexity m1n1n2. 2) if a non singular matrix A ∈ Rn1×n1 , then
A−1 has complexity n31. We obtain a complexity (in terms of matrix multiplications and
additions) of O(KLn1m2(m1 + n2)). If we assume m1 = m2 =
√









Which is a reduction when compared to standard subspace learning with computational
complexity of O(KLnm).
4.6: Performance Evaluation
In this section we evaluate the performance of K-SLD2 algorithm on synthetic data and
two real world datasets: extended YaleB face dataset [13] and the UCI EEG dataset [14],
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which differentiates the EEG signals of control patients and those who suffer from alcoholism.
We compare the performance to state-of-the-art dictionary learning methods such as FDDL
[23], DLSI [58], LRSDL [59], standard subspace learning (SSL) as a baseline method, and
the standard kernel support vector machine (SVM). We perform learning and classification
on unprocessed signals. When appropriate, we choose model hyper-parameters via cross-
validation.
4.6.1: Synthetic data
Figure 4.2: Classification accuracy Vs. noise power for synthetic data
We consider two class classification problem where we draw two matrix pairs Ai and Bi
independently from (3.6) and draw data samples i.i.d from the class-conditional densities in
(3.2). For this experiment we choose the dimensions of the signal to be 32×32 which lies on
the row and column subspaces of dimension 13 and 17, respectively. For each class we draw
10 samples for training/dictionary learning and 50 samples for testing. In total we have 60
samples per class. For learning K-S dictionaries using K-SLD2 we use the 2-D signal as it
is while for the other learning algorithms we first vectorize the signal (dimension 1024× 1).
Fig. 4.2 compares the performance of learned dictionaries using different methods as the
SNR decreases. When the noise power is low, that is, ≤ 101, standard subspace learning
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and K-SLD2 performs equally well, but as the noise power increases a significant gain in
performance is observed as evident in Fig. 4.2. We find best classification performance for
SVM with polynomial kernel of degree 3.
SSL DLSI FDDL LRSDL SVM K-SLD2
Test sample
classification accuracy (%)
79.36 85.62 88.43 88.14 80.43 88.86
Number of
parameters for representation
102400 102400 102400 ∼102400 ∼102400 9600
Average training
time (sec)
0.034 1.2697 9.3254 50.5129 2.234 0.111035
Normalized
reconstruction error
0.290 0.363 0.346 0.376 — 0.178
Table 4.1: Comparison between different approaches for extended YaleB face recognition
dataset.
4.6.2: Face Recognition
The extended YaleB dataset consists of 2,414 frontal face images from 38 individuals
captured under varying lighting conditions. For each class, we use 10 images for training/-
dictionary learning and the remaining 54 images for testing. In Figure 4.3 we show the
dictionaries learned by K-SLD2 vs. a standard subspace learning model, and we observe
that the standard model learns dictionary atoms that look similar to a few reference faces
for each class, whereas the K-SLD2 learns more abstract dictionary atoms. This is in part
due to imposition of the Kronecker structure on the dictionary atoms, as well as the larger
number of atoms possible in a K-S dictionary.
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(a) (b)
Figure 4.3: A subset of dictionary atoms learned by (a) K-SLD2 model, and (b) standard
subspace model.
The best hyper-parameters for K-SLD2 turn out to be n1 = 13, n2 = 17, and µ = 0.9. For
standard subspace model, we obtain the best classification accuracy for 10 dictionary atoms.
The K-SLD2 uses more atoms overall, but each atom is described by fewer parameters.
In Table 4.1, we compare the classification accuracy of K-SLD2 with the other dictionary
learning methods. K-SLD2 offers better performance in this case, rather close to FDDL and
correctly classify 11.16% of the images than the baseline method. Furthermore, K-SLD2
learns a much more compact model, needing on the order of 1/10th of the parameters of any
other method.






where Y is the signal of interest and Ŷ is the reconstructed signal. Table 4.1 shows that
K-SLD2 provides the smallest NRE, reducing the error by 38.19% over the baseline. Finally,
we observe that the computational complexity, measured in training runtime on a standard
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(a) (b)
Figure 4.4: Performance on extended YaleB dataset (a) classification accuracy (b) normalized
reconstruction error.
desktop computer, is small. LRSDL method requires 50.51 seconds for training while K-SLD2
model requires only 0.11 seconds.
We show the classification and representation performance as a function of the size of the
training set in Figs. 4.4a and 4.4b, respectively. When the number of samples for training is
very small, say 10 samples per class, K-SLD2 model performance is superior, owing in part to
the compact model. However, other methods outperform K-SLD2 as the number of samples
increases. On the other hand, the reconstruction error of K-SLD2 model is always smaller
than other methods for any number of training samples as evident in Fig. 4.4b. In Fig. 4.5,
we show a subset of raw YaleB face images used for the reconstruction and classification and
compare the performance of K-SLD2 with SSL, where face in white box are the ones with
the wrong label prediction.
4.6.3: Effect on principal angles between subspaces
In order to visualize how the principal angles between the subspaces vary as the learning
process advances, we plot the average of principal angles between the subspaces in Fig.
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(a) (b) (c)
Figure 4.5: (a) A subset of test samples; (b) Image reconstruction and classification using K-
S dictionary (K-SLD2); (c) Image reconstruction and classification using standard subspace
dictionary; {White box indicates incorrect classification}.
(a) (b) (c)
Figure 4.6: Per iteration average of principal angles between (a) class 1, (b) class 5 Kronecker
subspace and all other Kronecker subspaces, and (c) overall classification performance.
4.6. We run the experiments on YaleB face recognition dataset with randomly chosen 10
number of classes. We observe that as the K-SLD2 progress in the number of iterations the
overlap between the Kronecker subspaces starts decreasing in Figs. 4.6a, 4.6b and thus the
subspaces are easy to discern, which is very much evident from the improved the classification
accuracy with the number of iterations in Fig. 4.6c. Here Fig. 4.6a and Fig. 4.6b shows
the comparison of principal angles for class 1 and class 5 Kronecker subspace with respect
to all the other Kronecker subspaces where the lower left corner in Fig. 4.6arepresents the
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average (33) of the principal angles between the class 1 and class 10 Kronecker subspaces
after the first iteration. These results hold for any number of classes but for brevity, we just
show this comparison for two classes only.
4.6.4: EEG Dataset
We evaluate the performance of K-SLD2 on the UCI EEG dataset [14], where EEG from
the brain were recorded by placing the 64 electrodes on the scalp sampled at 256 Hz for
1 second to examine the correlation of EEG signal to an individual’s alcoholism. Here,
we obtain a 2-D signal with electrodes on one axis and the corresponding electrical signal
time series on the other. This classification problem is analogous to binary classification
having two categories of individuals either belongs to alcoholism or controlled group. The
full datasets contains 120 trials for 122 subjects. Similar to YaleB face recognition dataset,
we use 10 signals per class for training/dictionary learning and the remaining images for
testing and find the value of n1 = 10 and n2 = 6 using cross-validation.
(a) (b)
Figure 4.7: Performance on EEG Signal dataset (a) classification accuracy (b) normalized
reconstruction error.
We compare the performance of K-SLD2 in Table 4.2 with other dictionary learning
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SSL DLSI FDDL LRSDL SVM K-SLD2
Test sample
classification accuracy (%)
64 66.25 67.5 65 64.9 68.25
Number of
parameters for representation
163840 163840 163840 ∼ 163840 ∼ 163840 2176
Average training
time (sec)
0.012 0.9546 3.4301 128.6921 1.12 0.04
Normalized
reconstruction error
0.290 0.363 0.346 0.50 — 0.178
Table 4.2: Comparison between different approaches on EEG signal dataset
methods. Again, K-SLD2 gives better classification performance and requires very few model
parameters. In terms of NRE, K-SLD2 reconstruction error is less than 41% of the best among
the other methods. We obtain this performance gain for K-SLD2 because the dictionaries
with separable structure are very good at signal representation [68]. Similarly, we plot the
classification and reconstruction accuracy in Figs. 4.7a and 4.7b, respectively. However, with
the large number of samples, we observe a loss in performance for K-SLD2 on EEG dataset
with respect to the unstructured subspace model, it is because that the Kronecker-structured
subspaces are more restrictive than general unstructured subspaces. Given enough data,
storage, and computational power, we expect that general subspace models will give better
classification performance. On the other hand, K-S models have smaller sample complexity,
computational complexity, and storage complexity. Therefore, with a small dataset we obtain
a more compact data representation and better performance.
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CHAPTER 5: TENSOR CLASSIFICATION IN THE
PRESENCE OF MISSING DATA
In this chapter, we study the multi-dimensional signal classification problem when some
of the entries from the signal are missing 1. We present all our analysis for 2-D signals
Y ∈ Rm1×m2 . We study two different ways through which information can be missing, First,
when the entire row and/or column of the 2-D signal is missing, represented by YΩ. For
instance, while capturing the EEG signals using a number of electrodes placed over the scalp,
one of the electrodes is broken or we miss to capture the signal for a time window. Second,
a more general case, when only discrete entries are missing, that is, the missing entries need
not be in the form of entire rows and/or columns, represented by YΩ̂.
5.1: Preliminaries
We formulate a binary hypothesis test for the more general case of missing information,
where given a Kronecker-structured subspace D ∈ Rm1m2×n1n2 we need to find whether
Y ∈ D by just observing the samples of Y with or without noise.
We formulate the hypothesis test as H0 : Y ∈ D and H1 : Y /∈ D. This test follows
immediately by computing the residual energy, that is, if Y ∈ D, then the residual energy∣∣∣∣Y −UAYUB∣∣∣∣2
F
= 0 and
∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F = 0, where UA and UB are the orthogonal
projection operator onto row and column subspace, respectively. We show that the residual
energies of the signal are bounded with high probability. The main result of this work
answers, given the row and column subspaces with dimensions n1  m1 and n2  m2,
respectively, how many rows and columns of the 2-D signal must be observed in order to
reliably detect whether the signal belongs to the given subspace.




A two dimensional signal of interest Y ∈ Rm1×m2 is represented by a matrix A ∈ Rm1×n1 ,
which describes the subspace on which the columns of Y approximately lie with n1 ≤ m1,
and by B ∈ Rm2×n2 , which describes the subspace on which the rows of Y approximately lie
with n2 ≤ m2, that is Y = AXBT where X ∈ Rn1×n2 represents the coefficient matrix. We
can also express Y in vectorized form
y = (A⊗B)x, (5.1)
where y = vec(Y), x = vec(X) and ⊗ denotes the Kronecker product. Similar to [32], we






∣∣∣∣UDeABj ∣∣∣∣22 , (5.2)




DT is the orthogonal projection operator onto D, eABj represents
the standard basis vector and || · ||2 represents the euclidean norm of a vector. The coherence
provides the amount of information we can expect from each sample to provide. From [28],
the coherence can take values between 1 ≤ µ(D) ≤ m1m2
n1n2
. For further analysis, we also
need to know whether the signal has energy outside the n1 and n2 dimensional column and













∣∣∣∣UBeBj ∣∣∣∣22 . (5.4)








BT are the projection operators onto
A and B subspace, respectively and can take values 1 ≤ µ(A) ≤ m1
n1




To establish the relationship between the coherence of Kronecker-structured subspace with
the coherence of individual subspaces we need the Lemma 4.
Lemma 4 The coherence of the Kronecker-structured subspace is equal to the product of
coherence of individual subspaces, that is
µ(A⊗B) = µ(A)µ(B). (5.5)
Proof: in Appendix F
µ(A) achieves minimum values when all the vectors whose all the entries have magnitude
1√
n1
forms A and if A contains a standard basis element then µ(A) achieves the maximum
value m1
n1
. Similar analysis holds for µ(B) and µ(D). For a 2-D signal Y, we let µ(Y)
defines the coherence of the subspace spanned by the signal Y and we define the l∞ norm
as ||Y||∞ = max
i,j





For tensor signals, we can expect signal entries to be missing along one or many dimen-
sions, for instance, in Fig. 5.1a entire rows and columns of the 2-D signal Y are missing. We
represent the signal with this type of missing information as YΩ, where Ωk1k2 represents the
index of non-zero rows (k1) and non-zeros columns (k2). Now onwards, we use shorthand Ω
in replace of Ωk1k2 throughout the paper. Thus, YΩ is a signal of dimension k1 × k2. The
energy of the signal Y in the subspace A ⊗ B is
∣∣∣∣UAY(UB)T ∣∣∣∣2
F
, where UA and UB are
the column and row projection operator onto A and B subspaces, respectively and || · ||F
represents the Frobenius norm of the matrix.
Now, we define the column and row subspace for missing signal as AΩ ∈ Rk1×n1 and
BΩ ∈ Rk2×n2 . Here, k1 and k2 are the columns and rows of A and B, respectively indexed
61
by the set Ωk1k2 , arranged in lexigraphic order. Since we only observe the signal Y for the
set of rows and columns indexed by Ωk1k2 , we estimate the missing signal energy YΩ in D
as how well the missing signal is best represented by the subspace DΩ = AΩ ⊗BΩ with the




DTΩ. Therefore, if the row and columns of signal
Y lies in row and column subspace then
∣∣∣∣Y −UAYUB∣∣∣∣2
F
= 0 and hence
∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F = ∣∣∣∣∣∣YΩ − ŶΩ∣∣∣∣∣∣2F = 0,











However, it is not always true that the entire row or/and entire column of the signal
is missing. It may be the case that, while collecting the sensor output, some sensors are
dead for a period of time and then wake up again. Therefore, we extend our analysis to a
more general case of missing information, that is when any particular entry in the signal is
missing as shown in Fig. 1(b) where only a fraction of entries are missing. We represent the
signal with missing discrete entries as YΩ̂(k1,k2), where Ω̂(k1, k2) = {(i, j)∀(i, j)|YΩ̂(i,j) 6= 0}
represents the location of all the non-zero entries.
When the entire rows and/or columns of the signal are missing, we represent the re-
maining signal as the intersection of remaining rows and columns. Whereas, when discrete
entries are missing, we represent the remaining signal as the signal minus the intersection of
rows and/or columns that contains missing entries, we call it as union of dimensions. For
further clarification, in Fig. 5.1 we plot a 2-D signal Y ∈ R20×17 with m1 = 20 and m2 = 17.
Let 5 rows and 2 columns of the signal Y is missing, we represent the remaining signal as
the intersection of k1 = m1 − 5 = 15 and k2 = m2 − 2 = 15 in Fig. 5.1a. Similarly, for
the missing discrete entries we count the number of rows and columns to which the missing
entries belongs and subtract the count from corresponding signal dimensions to obtain k1
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and k2. Finally subtract the intersection of the k1 and k2 from the signal to represent the
remaining signal as shown in Fig. 5.1b.
(a) YΩk1k2 (b) YΩ̂(k1,k2)
Figure 5.1: (a) Intersection and (b) union of rows and columns. Here shaded region represents
missing entries.
5.3: Main Results










































































Proof: To prove this theorem, we first solve for the residual energy as follows






















































Substituting TTΩTΩ and VΩV
T




≤ ||YΩ||2F − ||TΩ||
2
F ·
∣∣∣∣ATΩYΩBΩ∣∣∣∣2F · ∣∣∣∣VTΩ∣∣∣∣2F . (5.9)











We bound the each term in (5.10) with high probability using the following Lemmas.












with probability at least 1− 2δ.
Lemma 6 With high probability 1− 2δ and using same notation in Theorem 4














Lemma 7 With high probability 1− δ and using same notation in Theorem 4, we bound the



























Combining the Lemmas 6 and 7 with the energy of missing signal in Lemma 5 and using the
union bound we obtain the final expression in Theorem 4.
We further extend this analysis to a more general scenario when discrete data entries are
missing, that is for example, rather than missing an entire row and/or column, only some of
the entries from that row and/or column are missing as shown in Fig. 5.1b.










, than with probability at least 1− 8δ,
k1m2 + k2m1 − k1k2
m1m2
(





























































Lemma 8 Using the similar notations as Theorem 5 we bound the missing signal energy as




F ≤ (1 + α)
k1m2 + k2m1 − k1k2
m1m2
||Y||2F , (5.16)
with probability at least 1− 2δ.
Lemma 9 With high probability 1− 2δ and using same notation in Theorem 5











Now we put together Lemmas 8, 9 and 7 in (5.10) and using the union bound to obtain the
final Theorem 5.
Theorem 4 always provides the tighter bound than the Theorem 5. For example, When
only one entry from the signal is missing then from the pre-multiplier of upper bound in
both the theorems we say that k1k2 < k1m2 + k2m1 − k1k2, because in any case m1 > k1
and m2 > k2. Furthermore, both the theorems can be very easily extended to tensors
with more than 2 dimensions. For the tensors with more than 2 dimensions, the Kronecker
subspace is the Kronecker product of more than two subspaces and rest of the analysis follows
immediately.
5.4: Matched Subspace Detection
In the noise less case Y = AXBT we can assume η = 0; we form the detection setup for
the hypotheses H0 : Y ∈ D and H1 : Y /∈ D. We use the following test statistics∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F H0≶H1 η. (5.18)
For the large enough values of k1 and k2 and δ > 0 the probability of detection is greater
than 1−8δ, that is P
[∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F > 0∣∣∣H1] ≥ 1−8δ. Also, as shown in Fig. 5.2d, the
projection error is zero when the signal belongs to the Kronecker-structured subspace. There-
fore, the probability of false alarm is also 0,
P
[∣∣∣∣YΩ − UAΩYΩUBΩ∣∣∣∣2F > 0 ∣∣∣ H0] = 0.
With the noisy signal Ỹ = AXBT + Z, where Z ∼ N (0, I), we use the same hypothesis






Here, we note that according to [30], the test statistics is distributed as a non-central X 2 with
n1n2 degrees of freedom and the non-centrality parameter
∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F , Where the
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detection probability PD = 1−P
[
X 2n1n2
(∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F) ≤ η] increases monotoni-
cally with the non-centrality parameter. Therefore, this means that the detection probability
grows with either k1 or k2 or both.
5.5: Subspace Clustering
Subspace clustering problem can be defined as a subspace assignment problem where
given a signal of interest Y and the set of subspaces D(i) = A(i)⊗B(i), we want to determine
the subspace to which the signal is closet. That is, calculate the projection residual associated
with each subspace ||Y−UAi YUBi ||2F , i = 1, 2, · · · , C and the signal is closet to that subspace
which is having lowest projection residual. Here, C denotes the number of subspaces. By
this definition, a signal Y belongs to the subspace i iff the following condition holds:
||Y −UAi YUBi ||2F < ||Y −UAj YUBj ||2F , ∀j ∈ {1, · · · , i− 1, i+ 1, · · · , C}. (5.20)
Now consider that the few entities from the signal is missing as described in Section 5.2
where we observe only a fraction of entities from the signal, that is we observe YΩ and we
want to determine the subspace to which the signal with missing entities is closest. That is,
for binary subspace assignment (for C = 2), the subspace assignment problem is
||YΩ −UAΩ1YΩUBΩi||2F
?
< ||YΩ −UAΩ2YΩUBΩ2||2F . (5.21)
Now, we define the angle between the signal and its projections onto the D1 subspaces using








Similarly, we define the angle θ2 for the second subspace D2. Now, given these angle, we
give the following Theorem.
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sin2(θ1) < C(k1, k2) sin
2(θ2).
Then with probability at least 1− 8δ,
||YΩ −UAΩ1YΩUBΩi||2F<||YΩ −UAΩ2YΩUBΩ2||2F ,



























































































Proof: From Theorem 4 we can write the following with probability at least 1 − 4δ
that



























)) ∣∣∣∣Y −UA2 YUB2 ∣∣∣∣2F
≤ ||YΩ −UAΩ2YΩUBΩ2||2F (5.24)
If the signal YΩ belongs to second subspace D2, we want
||YΩ −UAΩ1YΩUBΩi||2F < ||YΩ −UAΩ2YΩUBΩ2||2F . Therefore, from (5.23) and (5.24) we write
∣∣∣∣Y −UA1 YUB1 ∣∣∣∣2F < C(k1, k2) ∣∣∣∣Y −UA2 YUB2 ∣∣∣∣2F .
Divide both side by the signal energy we get the conclusion of the theorem.
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(a) Y ∈ (A⊗B)⊥ (b) Y ∈ (A⊥ ⊗B)
(c) Y ∈ (A⊗B⊥) (d) Y ∈ (A⊗B)
Figure 5.2: The projection residual
∣∣∣∣∣∣YΩ̂ −UAΩ̂YΩ̂UBΩ̂∣∣∣∣∣∣2F averaged over 1000 simulations
for fixed row A ∈ Rk1×10 and column B ∈ Rk2×10 subspaces, fixed sample size defined by
k1 and k2 but different set of samples Ω̂ drawn without replacement and signal dimension
Y ∈ R100×100.
5.6: Analysis and Experiments
For completeness, we carry out analysis on more general results, that is on Theorem 5,
as all the properties which holds for the general case of missing signals are all applicable for
the restricted problem as well. All the parameters α, β, γ1 and γ2 depend on δ and the lower
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bound of the Theorem 5 contains all these parameters. In order to get more information
about the lower bound we set all these parameters very near to 0, therefore for a incoherent
row and column subspace, that is for µ(A) = 1 and µ(B) = 1 we write the lower bound as:
k1m2 + k2m1 − k1k2
m1m2
(





For k1 < n1 and k2 < n2, the first term in the above expression
k1m2+k2m1−k1k2
m1m2
> 0. It is
because that the actual signal dimension m1 and m2 is greater than the corresponding row
and column subspace dimensions n1 and n2. Therefore for m1 = m2 = m, n1 = n2 = n and









Here the second term is always ≤ 0 as nm > k2. Therefore, for the incoherent row
and column subspaces the lower bound is ≤ 0, which is consistent with the fact that∣∣∣∣YΩ −UAΩYΩUBΩ∣∣∣∣2F = 0 for k1 < n1 and k2 < n2.
For the experiments, we choose highly incoherent subspaces. Both row and column
subspaces have Gaussian random bases, that is µ(A) ≈ 1.3 and µ(B) ≈ 1.3. In all these
simulations in Fig. 5.2 we plot the residual energy
∣∣∣∣∣∣YΩ̂ −UAΩ̂YΩ̂UBΩ̂∣∣∣∣∣∣2F as a function of
k1 · k2. The plots show the maximum, minimum and mean values of the calculated residual
energy over 1000 simulations of Ω̂ without replacement for fixed row and column subspace,
fixed unit norm signal and Y ∈ (A⊗B)⊥ in Fig. 5.2a. We find that the residual energy is
always positive when k1 ≥ n1µ(A) log (n1) and k2 ≥ n2µ(B) log (n2). The threshold in the
Fig. 5.2 is calculated as the product of lower bounds of k1 and k2. In Fig. 5.2b, 5.2c we also
show that the residual energy is still positive when the signal is sampled from a Kronecker
subspace with any one of the subspaces is orthogonal. As expected, the residual energy is
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0 for the signal sampled from the Kronecker subspace itself, that is for Y ∈ (A ⊗ B) the
residual energy is 0, as shown in Fig. 5.2d.
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CHAPTER 6: LEARNING DEEP NETWORKS WITH NOISE
MODELS
In this chapter, we study the classification of multidimensional signals in the presence
of unreliable labels 1. The last decade has seen dramatic advances in image classification,
image captioning, object recognition, and more, owing mostly to deep convolutional neural
networks (CNNs) trained on large, labeled datasets [40, 43, 114, 115]. We develop deep
learning algorithms that are robust to extreme label noise for image datasets.
6.1: Preliminaries
We consider the supervised learning of a classifier of d-dimensional images that belong
to one of L image classes. Let the (noise-free) training set be denoted by
D = {(x1, y1), (x2, y2), · · · , (xn, yn)}, (6.1)
where xi ∈ Rd is the ith image and yi ∈ {1, . . . , L} is its label, and where implicitly there
is an unknown joint distribution p(x, y) on the image/label pairs. Ideally, one would train
a classifier on the training set D, but we suppose that instead of access to the noise-free
training set D, we obtain a training set with unreliable labels. Let this noisy training set be
denoted by
D′ = {(x1, y′1), (x2, y′2), · · · , (xn, y′n)}, (6.2)
where y′i is a potentially erroneous label for xi. We suppose class-conditional label noise,
where the noisy label y′i depends only on the true label yi, but not on the image xi or any
other labels yj or y
′
j. Under this model, the label noise is characterized by the conditional
1Part of this work is presented at IEEE International Conference on Data Mining 2016 [86] and at
2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long Papers) (NAACL-HLT) [113].
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distribution p(y′|y), which we describe via the L× L column-stochastic matrix φ, with
φij = p(y
′ = j|y = i). (6.3)
We synthesize noisy labels in the experiments. For the datasets CIFAR-10, CIFAR-100,
MNIST, we create noisy labels by drawing i.i.d. from the distribution specified by (6.3) for
the training samples while for the test samples we do not perturb the labels.
While the proposed method works for any type of label noise, we study two different
types of label noise. First, we choose a noise level p, and we set
φ = (1− p)I + p
C
11T ,
where I is the identity matrix and 1 is the all-ones column vector. That is, the noisy label is
the true label with probability 1−p and is drawn uniformly from {1, . . . , L} with probability
p. We call this the uniform noise model. Second, we use a noise model parameterized by
the overall probability of a label error, denoted by 0 ≤ p ≤ 1:
φ = (1− p)I + p∆, (6.4)
where I is the identity matrix, and ∆ is a matrix with zeros along the diagonal and remaining
entries of each column are drawn uniformly and independently from the L − 1-dimensional
unit simplex. That is, the label error probability for each class is p, while the probability
distribution within the erroneous classes is drawn uniformly at random.
Our objective is to train a CNN, using the noisy set D′, that makes accurate predictions
of the true label y given an input image x. It is straightforward to train a CNN that predicts
the noisy labels.The conditional distribution for the noisy label of the image x can be written
as:
p(y′ = ŷ′|x) =
∑
i
p(y′ = ŷ′|y = ŷi)p(y = ŷi|x). (6.5)
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One can learn the classifier associated with p(y′ = ŷ′|x) via standard training on the noisy set
D′. To predict the clean labels, i.e. to learn the conditional distribution p(y = ŷi|x) requires
more effort, as we cannot extract the “clean” classifier from the noisy classifier when the
label noise distribution is unknown. In our approach, we take a standard deep network (base
model) and augment it with a noise model. the purpose of the nosie model is to accounts
for label noise. Then, the base model is learned via stochastic gradient descent with the
noise model. The purpose of the noise model is to effectively denoises the labels during
backpropagation, during training and make it possible to learn a more accurate base model.
We disconnect the noise model after training and test images are classified using only the
base model output.
In this work, we use two different deep networks as the base model. The first is the con-
volutional neural network having three processing layers, with rectified linear units (ReLus)
and max- and average-pool operations between layers. We use the hyperparameters similar
to those used in the popular “AlexNet” architecture, described in [43]. The second model is
a standard deep neural network, with three rectified linear processing layers (RELUs).
We combine all the base model parameters (processing layer weights and biases) into a
single parameter vector Θ. Now, the output vector of the final layer of the base model is





Then, for test image x, p(ŷ|x; Θ) = σ(h) is the estimate of the distribution of the class label
from the base model. In one approach, we do not alter the base model and treat y′i as the














As shown in Section 6.5, the base model alone offers satisfactory performance when the label
noise is low; otherwise the incorrect labels overwhelm the model, and it fails.
The authors of [85] suggested that one can estimate the noise probabilities φ while si-
multaneously learning the base model parameters Θ by stacking a linear noise model on top
of the base model, depicted in Figure 6.1a. With this model the main challenge is that the
convolutional networks itself are sufficiently expressive models and may fit to the noisy labels
directly, leading to learn a trivial noise model. In order to prevent this, the authors of [85]
penalizes the trace of the estimate of φ by adding a regularization term. This regularization
term encourages a diffuse noise model estimate which permits the base model to learn from
the denoised labels.
6.2: Dropout Regularization
We stack an additional one fully-connected processing layer 2 on top of base CNN model.
Similar to previous section, we lump the base model parameters into a single parameter vector
Θ. The high-level features that the base model outputs, which we denote via t1(x; Θ) ∈ RL,




to produce the conditional distribution of the clean label; i.e. p(y|x; Θ) = σ(t1(x; Θ)), from
which we can predict the clean label of an image x. A distinct feature of the proposed
2We emphasize that the NNAQC framework can be applied to any CNN architecture.
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approach is that we use a nonlinear transformation between the estimate of the clean labels
and the estimate of the noisy labels. In an abuse of notation, let ŷ = σ(t1) denote the
probabilities p(y|x; Θ). To obtain the probabilities of the noisy labels, denoted ŷ′, we perform
a softmax regression on ŷ:
p(y′|x; Θ,W ) := σ(Wσ(t1(x; Θ))), (6.9)
where W ∈ RL×L is a square matrix that governs the transition probabilities. We empha-
size a subtle point: This formulation is not rigorous probabilistically. Equation (6.9) does
not correctly compute marginal probability of the noisy labels according to (6.5). To be
consistent with the law of total probability, we should calculate conditional distribution as
p(y′ = i|y = j;W ) = [σ(Wej)]i, (6.10)
where ej is the jth elementary vector. From this conditional distribution, the distribution
on y′ should be
p(y′|x; Θ,W ) = σ(W )σ(t1(x; Θ)), (6.11)
where σ(W ) is the softmax function applied to each column of W .
This is equivalent to the architecture used in [85], where a simple linear layer with
column-stochastic weight matrix is learned, ideally to match the matrix φ that governs the
label noise. By taking a nonlinear transformation of ŷ, instead of a linear transformation
associated with transition probabilities, we violate the laws of probability in computing ŷ′.
Nevertheless, empirically we see that the resulting classifier has excellent performance, and
in the next part we give a justification for this approach. Our architecture offers two major
advantages. First, we do not constrained the noise matrix W during optimization, it is
because that the softmax layer implicitly normalizes the resulting conditional probabilities,
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Cost	  function	  	  𝐿trace(θ, Ψ0; 𝒟3)
Input training images Input training labels	  	  𝑦6
Input noisy training labels	  	  𝑦′6
Noise model Ψ
Base model with parameters 𝜃
(Conv/ReLU/pool layers)
Softmax layer







Cost function	  𝐿dropout(θ,𝑊; 𝒟′)
Input training images Input training labels	  	  𝑦1
Input noisy training labels	  	  𝑦′1
Noise model Ψ













Figure 6.1: A deep network augmented with a) linear noise model; b) a softmax/dropout
noise model.
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there is no need to normalize W or force its entries to be nonnegative. This non-linear layer
simplifies the optimization process and eliminates the unnecessary normalization step.
Second, our architecture is in connection with dropout regularization. We apply dropout
to the output of base model σ(h) in order to prevent the base model from learning the
noisy labels directly. In deep learning, Dropout is a very effective technique for preventing
overfitting [116]. Dropout regularizes learning by introducing binary multiplicative noise
during training. At each gradient step, the base model outputs are multiplied by random
variables drawn i.i.d from the Bernoulli distribution Bern(q). This regularizes the network.
Now, applying dropout to σ(h):
a ∼ Bern(q) (6.12)
σ̂(h) = a σ(h) (6.13)
where a has entries drawn i.i.d. from the Bernoulli distribution Bern(q) and  denotes
the element-wise or Hadamard product. For each stochastic gradient descent step, in the
training set, we choose a different vector a. Again by using the cross-entropy loss, we obtain
the resulting loss function as:










log([σ(W · σ̂(h))]y′i) (6.15)
Observing the conditional distribution in (6.10), each instantiation of the multiplicative noise
a zeros out some rows of W , which forces the corresponding probabilities to the uniform
values. This process forces the learning “action” onto the remaining probabilities, which in
turn encourages to learn a non-trivial noise model. Where the sparsity of each instantiation
is determined by the Bernoulli parameter q. In all our simulations, we find q = 0.1—which
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corresponds to an aggressively dropout model—performs best.
At the test times, the dropout procedure involves “averaging” the different learned models
while classifying the test samples by reducing the learned weights. However, in our case, this
step is unnecessary. It is because that the learned noise model serves only as an intermediate
step to learn better and accurate features representations by denoising the noisy labels. The
noise model is then disconnected at the test time.
6.3: NNAQC
We extend the above defined idea by adding an unsupervised component to it in Fig. 6.2.
The purpose of unsupervised component is to reguralize the loss function such that the noise
model better denoise the labels while backpropagation. We take a standard deep CNN— the
base model—and augment it with a model that accounts for the label noise. The base and
noise models are trained jointly using D′ via stochastic gradient descent. The noise model
is used only during training, in which it effectively “denoises” the gradients associated with
the noisy labels during backpropagation in order to improve the learning of the base model.
Because there is no need to predict the noisy labels of test images, we disconnect the noise
model at test time and classify using the base model alone.
Figure 6.2: The nonlinear, noise-aware, quasi-clustering (NNAQC) framework.
Now, the challenge is to learn jointly the CNN parameters Θ and the nonlinear noise
79
model parameters W . One approach is to minimize the standard cross-entropy loss of the
end-to-end model, which we call the nonlinear noise-aware loss LNNA:











Empirically we see that this loss function leads to quite good predictions of the true labels.
However, LNNA does not directly encourage the model to predict correctly the true label ŷ
as the true label; instead, the prediction of ŷ is judged only indirectly via the noisy label
predictions ŷ′. Indeed, this approach treats ŷ as an additional hidden layer that acts as an
information bottleneck.
To encourage good predictions of ŷ, we need to feed ŷ into the loss function directly. To
do so, we introduce an additional term that encourages a “quasi-clustering” of the training
images. Images that are close in feature space usually will have the same label, a fact that we
can exploit when dealing with noisy labels. We penalize the cross-entropy between a linear












(β[σ(t1(x; Θ))]ŷi + (1−β)y′i)× log[σ(t1(x; Θ))]ŷi .
This type of loss function has been used widely in the literature, such as in [91, 117, 118],
and it has the effect of clustering the data. For a large value of β, minimizing this loss
function encourages ŷ toward a low-entropy vector, i.e. one with most of its mass on a single
point. In order to make such confident predictions, the CNN needs to map similar output
features to similar classes, which is equivalent to clustering. Finally, we form the nonlinear,
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noise-aware, quasi-clustering loss, denoted L, by taking a convex combination of the two
losses:
L(Θ,W ;D′) = αLNNA(Θ,W ;D′) + (1− α)LQC(Θ;D′), (6.16)
and we minimize the NNAQC loss via standard back-propagation over the noisy training set
D′. We obtain the values of α and β via cross-validation.
6.3.1: Justifying the Nonlinear Noise Model
In this section, we study the effect of the proposed nonlinear noise model. At first
instance, it seems that we are violating the basic laws of probability by adding a nonlinear
softmax layer at the output as described above. We emphasize, however, that the role of
the noise model is not to make accurate predictions of the noisy labels, but to encourage the
learning of a CNN that makes accurate predictions of the clean labels instead of noisy ones.
Therefore, the ultimate test of a noise model is the extent to which it improves training. To
that end, the NNAQC architecture is designed not to learn an explicit noise model, but to
learn a “denoising” operator that effectively filters the gradients associated with the noisy
labels. To see the benefits of this approach, we examine the back-propagation gradient steps
for the base model parameters for the NNAQC architecture and for a CNN augmented with
a standard linear noise model.
Figure 6.3: Augmented linear layer with Softmax
In Fig. 6.3, we zoom in on the NNAQC architecture. For an input sample x, we lump all
the initial convolutional, ReLu and pooling layers into one function f1(Θ, x) with parameters
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Θ, and we obtain the normalized prediction of true labels ŷ via the first softmax layer σ(t1).
We pass the clean label predictions through the matrix W and take the softmax function
to obtain the noise label distribution ŷ′. To observe the effect of the prediction ŷ and the
noise model parameters W on the learning process, we write down the gradient of the loss




























For comparison, in Fig. 6.4 we consider a linear noise model as described in (6.10)-(6.11),
where the matrix W determines the noise model via the stochastic matrix σ(W ). We write
























Comparing (6.18) with (6.20) reveals a few crucial points. First of all, in each case the
gradient of the loss ∂L/∂ŷ′ is “denoised” by an operator before being fed into the gradient
of the base model parameters. This is the main role of the noise model: to prevent the





, and in the case of the linear noise model, the denoising operator
is σ(W ) ∂σ(t1)
∂t1
.
Second, we find that the NNAQC denoising operator is more diffuse than the linear
noise model. To see this, consider an estimate ŷ that places most of the probability on a
single class. In NNAQC, the resulting noisy label prediction is ŷ′ = σ(Wŷ); applying the
softmax to Wŷ “spreads out” the probabilities, and the prediction of the noisy label will
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Figure 6.4: No softmax augmentation
be less concentrated on a single class than the equivalent linear model. In other words, the
nonlinear noise model is intrinsically less confident than a rigorous linear model. Because
the denoising operator contains the term ∂σ(t2)
∂t2
, which is a function of σ(Wŷ), the resulting
operator is more diffuse, i.e. its columns are less concentrated on individual values.
A more diffuse operator allows for more flexibility in handling disagreements between the
CNN model predictions and the noisy labels. Consider the case in which the CNN outputs
a prediction ŷ concentrated around a single value (say, i) that is different than the (perhaps
erroneous) training label y′ (say, j). Here, the challenge is to decide whether y′ is an error
or whether the CNN prediction is bad. In a linear noise model, the denoising operator has
most of its weight concentrated on the ith row. On the other hand, the loss gradient ∂L/∂ŷ′
has all of its weight on the jth row. Therefore, the denoising operator wipes out most of
the gradient, and the result is largely to ignore the sample. With NNAQC, the denoising
operator is not as concentrated around row i, so the backpropagation step attempts to learn
more from the training point, even though the model prediction and noisy label disagree.
Similarly, NNAQC prevents the model from being overconfident when the model and
noisy label agree. If the CNN makes a confident prediction ŷ and i = j, the combination
of a non-diffuse denoising operator and the gradient ∂L/∂ŷ′ has large-magnitude elements,
and the model is overconfident is supposing that the label is not noisy. The diffuse denoising
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operator resulting from NNAQC, on the other hand, spreads out the gradient, preventing an
over-aggressive backpropagation step. To sum up, the NNAQC denoising operator encour-
ages the CNN to learn from a training sample when there is disagreement, and discourages
overfitting when there is agreement. Finally, the quasi-clustering regularization in our ap-
proach in Fig. 6.2 provides information to base model about the true labels by clustering
all the samples that are close in feature space. We also write the backpropagation gradient






















We also consider the learning performance when the noise model φ is known exactly.
One might expect that learning a base CNN using a linear noise model, with the transition
matrix set at φ, would provide superior performance. Somewhat surprisingly, [86] reports
cases where even this “genie-aided” approach is outperformed. We observe the similar be-
havior; augmenting the CNN with the true noise model performs significantly worse than
NNAQC. As suggested by the above analysis, the nonlinear noise model simply results in a
more effective denoising operator, even when the model does not learn the underlying noise
statistics.
6.4: Experimental Evaluation
In this section, we evaluate the performance of both the proposed methods, the dropout
regularization and the NNAQC, both on artificially injected label noise and real-world noise.
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6.4.1: General Setting
In all the experiments, we use the MATLAB toolbox MatConvNet [119]. For Dropout
model, we state results on only two different datasets CIFAR-10 and MNIST on two different
noise models (uniform and non-uniform). We also evaluates the performance on two different
base models CNN and DNN. For training the CNN, we use the model architecture from the
publicly-available MATLAB toolbox MathConvNet [119]. The base model architecture has
three convolutional layers with pooling and ReLus per layer, one fully connected layer and
one softmax layer at the end. For training the DNN, we use the architecture used in [91],
which has 784− 500− 300− 10 Rectified Linear Units per layer. For each case, we perform
experiments with different label noise probabilities p ∈ {0.3, 0.5, 0.7}, i.e. label noise that
corrupts 30%, 50%, and 70% of the training images. As described in previous section, we
use a dropout rate of q = 0.1 and train the Convolutional neural network and Deep Neu-
ral Network end-to-end via stochastic gradient descent. For all the experiments, we fix the
batch size 100. Further, we perform early stopping while training on the MNIST dataset,
to cease further iterations when the loss function starts to increase. We further find that
the loss function does not depend on the true labels and has no information about the true
labels. Therefore, choosing when to stop training does not require knowledge of the uncor-
rupted/true dataset. We provide the implementation of work open source. The MATLAB
code is available at https://github.com/ijindal/Noisy_Dropout_regularization.
Similar to dropout regularization, we evaluate the performance of the NNAQC clas-
sifier on the MNIST [15], CIFAR-10, CIFAR-100 [16], ImageNet [17] and Clothing1M [18]
datasets. We use the default CNN architectures and parameters provided in MatConvNet for
CIFAR-10 and MNIST datasets as a base CNN model. For other datasets, we use the CNN
architectures that provide the best classification accuracy on corresponding clean datasets
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and use it as a base CNN. We provide the details of these architectures in subsequent sec-
tions. For all the NNAQC experiments we use α = 0.9 and β = 0.9. We compare NNAQC
to several other algorithms: a standard, noise-ignorant CNN trained on D′ (“base model”);
a CNN augmented with the true noise model φ (“genie-aided”); the genie-aided model using
the quasi-clustering loss function (“genie-aided with QC”); the dropout-regularized model
of [86] (“dropout”); the trace-regularized model of [85] (“trace”); the soft bootstrapping
algorithm of [91] (“bootstrapping”); and the forward loss correction of [90] (“F-correction”).
We also try adding dropout regularization to the noise model of NNAQC (“regu.NNAQC”).
For an apples-to-apples comparison we fixed the base model for all the approaches and
implement their methods on top of it. In all the experiments we train CNN end-to-end via
stochastic gradient descent method with batch size 100. For CIFAR-10 and MNIST datasets,
we run the experiment 5 times for each setting and report the mean.
6.5: Dropout Regularization Results
CIFAR Images: The CIFAR-10 dataset [16] is a subset of the Tiny Images dataset [114].
This dataset consists of 50K training images and 10K test images. Each of these images
belong to one of the 10 object categories. These object categories are are equally represented
in the training and test datasets. All the training and test images has dimension 32×32×3.
First, we provide results for the uniform noise using Convolutional Neural Network. For
p ∈ {0.3, 0.5, 0.7}, we choose Ψ = (1 − p)I + p/C11T . We corrupt the training labels
according to Ψ, and do not alter the labels in test dataset. On the noise-free dataset, the
base Convolutional Neural Network achieves 20.49% classification error.
In Table 6.1, we demonstrate the classification performance of our method over the test
set. As a baseline, for comparison, we show the results of the base model, where the noisy
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labels are treated as the true labels and the end-to-end model parameters are chosen in such
as way to minimize the standard loss function as given in (6.7). We also provide results for the
true noise model, where the true noise distribution Ψ is known a priori. That is, we append
a linear noise layer with known weights Ψ on top of the base model, and learn the base model
parameters by minimizing the loss function in (6.7). At the end, we evaluate the performance
of the proposed architecture, with/without regularization. When no regularization is applied
we call it as “Softmax” in Table 6.1) and when dropout regularization is applied we call it
as (“Dropout”).
Finally, we compare the proposed approach to the results presented in [85] and call
it as (“Trace”). In contrast to our method, ‘Trace’ append a linear layer on top of base
model, but learns the label noise model Ψ is tandem with the base model parameters. For
comparison, the noise level and the convolutional neural network architecture is the same as
that of [85]but we stress that these results come with significant caveats. That is we do not
replicate the non-uniform noise model as described by the authors of [85]. Therefore, these
results can not be directly comparable, but not strictly identical, noise scenario.
Noise level True noise Base model Softmax Dropout Trace ( [85])
30% 25.76 29.78 26.04 24.43 26
50% 29.63 38.76 33.40 32.64 35
70% 36.24 48.34 37.10 33.00 63
Table 6.1: Classification performance of the CIFAR-10 dataset in the presence of uniform
label noise with CNN architecture.
In most of the cases, the proposed approach provides the best performance. This perfor-
mance is even better than the model, which assumes a priori knowledge of Ψ. Only in the
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case of 50% label noise the true noise model defeat the proposed approach. We also observe
that even without dropout regularization, the proposed non-linear noise model performs very
well and consistently bettering the base model.
Since it seems that there is a one-to-one relationship between the non-linear and linear
noise models and one can assume their performance to be similar. But this is not the case
altogether. In order to explain why this is not so, we outline the true noise model Ψ beside
the similar noise matrices learned via the proposed approach in Figure 6.5. The learned
noise models are approximately uniform and diagonally dominant. But visually we find that
the learned models are more pessimistic also. It underestimates the probability of a correct
noise label by a few percents. Certainly, we noted the average diagonal value of the learned
noise matrices is 0.279, 0.345, and 0.447 corresponding to 30%, 50%, and 70% label noise
levels, respectively. This suggests that a convolutional neural network can learn better from
the noisy labels if the learned denoising model is very pessimistic.
Next, we state results for the non-uniform noise model using a convolutional neural
network. For random label noise, we corrupt the labels in training dataset according to
Ψ = (1 − p)I + p∆. Similar to uniform noise model, we compare the performance of
proposed approach to the base model, the true noise model, and to the trace-regularized
scheme of [85]. We mention again that in the column named Trace we take the error rates
directly from the [85]. We do not show the results for the unregularized non-linear scheme.
In Table 6.2, we present the the classification error rates for the different approaches on
the CIFAR-10 test set. We again finds that the dropout method performs well, performing
better than the base model and on par with the trace-regularized scheme [85]. However, we
find that the proposed approach does not outperform the model with known true label noise
statistics. Certainly, overall the proposed approach performs worse in the presence of non-
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(a) 30% True Noise (b) 30% Learned Noise
(c) 50% True Noise (d) 50% Learned Noise
(e) 70% True Noise (f) 70% Learned Noise
Figure 6.5: True and learned uniform noise distributions. The first column represents the
true noise matrix Ψ for the uniform label noise model with 30%, 50% and 70% noise levels.
The second column shows the noise model learned via the proposed dropout method.
uniform label noise. To investigate this phenomenon, in Figure ??, we plot the Ψ and the
learned noise model learned via proposed approach. We again find that the dropout learns
a very pessimistic noise model, having average diagonal entries 0.256, 0.326, and 0.4125
corresponding to 30%, 50%, and 70% noise levels, respectively. We further observe that
the weights of the learned softmax noise model is very close to the uniform label noise, even
89
though the underline true noise model is non-uniform. We hypothesize that this performance
gap is due to the failure of dropout to learn a non-uniform noise model.
(a) 30% True Noise (b) 30% Learned Noise
(c) 50% True Noise (d) 50% Learned Noise
(e) 70% True Noise (f) 70% Learned Noise
Figure 6.6: True and learned uniform noise distributions. The first column represents the
true noise matrix Ψ for the uniform label noise model with 30%, 50% and 70% noise levels.
The second column shows the noise model learned via the proposed dropout method.
MNIST Images: MNIST is handwritten digits dataset [15], having 60k training images
and 10k test images of dimension 28 × 28. We use the dataset included in MatConvNet. In
which the original black-and-white images are normalized to grayscale. Similar to CIFAR-
90
10, only the training image labels are corrupted and test image labels are not altered. We
perform the similar set of experiments as in the case of CIFAR-10 dataset with varying
degree of noise levels in training dataset and with random and uniform label noise. With no
label noise, convolutional neural network achieves 0.89% error rate.
First, we show results for the convolutional neural network model parameters on the
MNIST training set corrupted by uniform noise for p ∈ {0.3, 0.5, 0.7}. Similar to above, we
compare the proposed method to the base model and to the noise model with known label
noise statistics. For this particular case, we compare the performance with the base model
only.
Noise level True noise Base model Dropout Trace ( [85])
30% 24.95 30.49 25.4 26
50% 29.9 39.47 31.28 35
70% 63.91 65.6 63.04 63
Table 6.2: Classification performance of the CIFAR-10 dataset in the presence of non-uniform
label noise with CNN architecture.
Noise level True noise Base model Dropout
30% 1.3 8.3 1.2
50% 2.06 25.44 1.92
70% 3.31 44.42 3.12
Table 6.3: Classification error rates for the convolutional neural network architecture trained
on the MNIST dataset corrupted by uniform noise.
We present the results in Table 6.3. The proposed method again outperforms the true
noise model for 30% and 50% noise. The dropout method performs slightly worse at 70%
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label noise but overall dropout proves to be quite robust to uniform label noise, outperforming
the base model substantially.
In Table 6.4 we present the performance of propose approach and compare with the other
approaches this time with the non-uniform noise. We observe the relative performance drop
of proposed approach similar to the CIFAR-10 dataset. For 30% and 50% non-uniform label
noise, dropout method slightly under-performs relative to the true noise model. As expected
the proposed approach performs substantially bad for 70% non-uniform label noise. We
suspect that this behavior is due to two prime factors: first, the proposed approach fails
to learn a non-uniform noise models and second, the MNIST dataset does not cluster very
well naturally. Images of different digits are more alike than images of different objects, and
noisy labels make it difficult to learn a powerful classifier.
Noise Level True Noise Base model Dropout
30% 1.72 4.5 1.83
50% 2.29 34.5 2.83
70% 3.58 48.80 24.6
Table 6.4: Classification error rates for the convolutional neural network architecture trained
on the MNIST dataset corrupted by non-uniform noise.
To observe the performance of dropout scheme as compared to previous work on MNIST
dataset, we also present results for a three-layer Deep Neural Network (DNN) as described
in [91]. This network has four layers (784 − 500 − 300 − 10) with ReLUs per layer. The
deep neural network is less powerful than the convolutional neural network, so it has worse
performance overall. The DNN achieves 1.84% classification error rate when trained on the
true MNIST dataset.
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We first state results for uniform noise, shown in Table 6.5. We first corrupt the MNIST
training labels according to the uniform noise model. We compare the performance of pro-
posed approach to [91] in addition to the true label noise and base models performance. [91]
is a “bootstrap” approach which denoises the noisy labels while training. Similar to before,
except for the 70% noise level, we observe that the proposed approach outperforms all the
other methods, including the true noise model. However, the proposed approach significantly
performs better than the bootstrapping method in all noise regimes. For reference, the pro-
posed approach at 70% noise performs even better than bootstrap performance at 50% noise
level. We obtain the similar results when trained with non-uniform label noise, as depicted
Noise level True noise Base model Dropout Bootstrap ( [91])
30% 2.46 3.42 2.41 2
50% 3.72 23.4 3.63 45
70% 7.59 45.33 8.77 N/A
Table 6.5: Classification error rates for the Deep Neural Network trained on the MNIST
dataset corrupted by uniform noise.
in Table 6.6. As expected the proposed approach performed poorly due to its difficulty in
learning a non-uniform label noise. This performance gap is very high at the 70% label
noise. Similar to CIFAR-10 dataset, in Figure 6.7, we plot the known true label statistics
and learned noise model for the 70% label noise. We find that the learned non-linear model
is very pessimistic learns a uniform noise distribution than the non-uniform known true noise
model.
We also studied the performance of proposed dropout method for low noise regimes
0%, 5% and 10% on both datasets (CIFAR-10 and MNIST). For low label noise, contrary
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(a) True noise (b) Learned noise
Figure 6.7: True and learned noise model for the CNN architecture over the MNIST digits
with 70% label noise.
Noise level True noise Base model Dropout Bootstrap ( [91])
30% 3.71 6.03 2.45 2
50% 5.24 36.35 4.58 45
70% 6.76 53.55 43.03 N/A
Table 6.6: Classification error rates for the DNN architecture trained on the MNIST dataset
corrupted by non-uniform noise.
to expectations, the base model (CNN) proves to be more efficient and out-performs the
proposed dropout method.
We also compare the proposed approach with [92] which uses a convolutional neural
network, pretrained on a noise-free version of the ImageNet dataset. [92] fine-tunes the last
layer of the network using an auxiliary image regularization function on the noisy dataset.
It optimize the network through alternating direction method of multipliers (ADMM). This








Training samples 50K 30K 10K
Noise % 0 5 10 30 50 70 0 5 10 30 50 70 0 5 10 30 50
Base model 20.49 23.00 25.30 30.49 39.47 65.60 22.73 24.92 27.63 35.09 45.51 70.30 29.10 30.98 33.94 43.18 52.54
Genie-aided 20.50 21.07 24.32 28.09 39.29 62.38 22.30 23.16 23.77 30.96 40.18 75.51 27.57 29.05 29.17 41.87 47.02
Genie-aided (QC) 20.98 22.22 23.23 25.52 33.98 57.57 21.91 23.59 24.37 30.40 39.63 69.09 28.23 29.23 29.80 41.50 46.71
Trace 22.48 23.00 23.90 27.20 39.06 63.00 23.80 24.50 26.23 30.51 44.60 70.00 31.26 31.71 33.20 41.10 50.21
Bootstraping 23.33 23.76 25.00 28.64 35.07 66.14 24.50 25.08 26.41 30.68 36.89 61.64 34.00 31.85 33.40 38.27 46.21
Dropout 37.29 36.90 31.30 25.40 31.28 63.04 44.67 42.73 36.24 33.13 34.50 66.70 43.64 37.43 40.20 41.08 43.64
F-correction 21.00 21.45 22.10 23.70 29.12 58.91 23.40 23.52 24.12 26.35 32.65 61.20 31.09 32.11 35.00 42.28 44.41
ou
rs
NNAQC 21.11 21.85 22.03 24.20 28.41 56.12 22.72 22.91 23.01 25.27 29.48 56.56 29.53 29.92 31.02 33.39 37.92





Training Samples 60K 40K 20K
Noise % 0 5 10 30 50 70 0 5 10 30 50 70 0 5 10 30 50
Base model 00.89 02.67 03.68 04.50 34.50 48.80 01.18 03.62 06.33 14.78 39.47 56.93 02.42 04.86 07.86 21.68 43.20
Genie-aided 00.89 02.67 03.68 04.50 34.50 48.80 01.48 01.61 02.72 04.37 12.33 50.40 02.39 03.15 04.01 8.47 21.63
Trace 01.29 01.40 01.46 02.12 03.80 24.20 01.50 01.67 02.00 02.80 04.10 26.32 03.32 03.40 03.89 04.93 08.02
Bootstraping 01.29 01.30 01.41 02.00 03.60 22.20 01.59 01.77 02.07 02.97 04.19 30.10 03.44 03.67 04.02 05.36 08.59
Dropout 01.29 01.29 01.32 01.83 02.83 24.60 01.51 01.54 01.90 02.45 03.90 38.07 02.69 03.03 03.39 04.75 06.13
F-correction 01.12 01.13 01.19 01.50 02.23 21.00 01.42 01.45 01.60 02.10 02.91 23.07 03.17 03.23 03.53 04.46 06.11
ou
rs
NNAQC 01.14 01.15 01.24 01.83 02.20 16.42 01.49 01.50 01.51 02.19 03.01 17.65 03.00 03.21 03.30 03.57 06.32
Regu. NNAQC 01.01 01.08 01.18 01.46 02.19 18.70 01.36 01.37 01.40 02.09 02.80 21.58 03.02 03.04 03.14 03.31 05.52
Table 6.7: NNAQC performance for different datasets and compared to other approaches
w.r.t number of training samples.
images. Since, this approach relies on a pretrained Convolutional network we cannot give
a direct comparison of our method to theirs. However, we compare the dropout scheme
with the reported classification error rate in [92]. In the presence of 50% label noise on
the MNIST dataset, it reports a classification error rate of 7.83%, whereas the proposed
approach achieves very low 2.83%. This experiment suggests that in some of the regimes the
proposed method outperform all the other approaches.
6.6: NNAQC Results
In this Section, we evaluate the empirical performance of NNAQC on variety of different
datasets and compare it with other approaches.
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6.6.1: Artificial Label Noise
To examine the robustness of NNAQC on artificially injected noise, we corrupt the true
labels according to (6.4) with p ∈ {0, 0.05, 0.10, 0.30, 0.50, 0.70}.
CIFAR-10: We train our CNN on CIFAR-10 dataset [16], a subset of 80 million Tiny Image
dataset [114]. It contains natural images of size 32× 32× 3 from 10 different categories. It
has 50K training and 10K test images. On the clean dataset, the base model CNN achieves
20.49% classification error. We produce a noisy dataset D′ by corrupting the labels according
to the noise distribution (6.4) for each value of p. Table 6.7 first row shows the comparative
performance of NNAQC when the networks are trained using 50K, 30K, and 10K training
samples, respectively. In all cases, NNAQC, perhaps regularized by dropout, substantially
outperforms other approaches. This includes the genie-aided approaches, bolstering our
claim that it is less important to know the noise statistics than to learn an effective denoising
operator for training. Further, NNAQC is robust to variations in the noise level, recovering
near-optimum performance when there is little noise. Although, we notice that NNAQC
performances better than NNAQC with dropout regularization (Regu. NNAQC) in some
of the cases, but this performance gap is negligible. However, we observe a significant
performance gap with the datasets having more than 10 classes.
To evaluate the robustness of NNAQC with respect to varying training dataset size,
in Table 6.7, we show the performance of all the approaches as a function of number of
training samples. For every dataset, we starts with original number of training samples and
keep on decrease the samples by 20K, as shown in Table 6.7. For CIFAR-10 dataset, in
column 1 we train all the models with all 50K training samples, in column 2 we train all the
models with 30K (column 2) training samples and so on. We observe that in all the noise
regimes, when the training sample size is decreasing from 50K to 30K to 10K, change in
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NNAQC performance is very small, while the performance of other approaches shows a high
performance gap, therefore, depends on amount of training samples. We also find that the
performance of F-correction [90] is close to the performance to the NNAQC, however, as we
reduce the training dataset size NNAQC outperforms F-correction significantly. Since [90]
works by estimating the noise transition matrix, the performance gap on smaller training set
further strengthens our claim that learning a correct noise model is neither necessary nor
sufficient for state-of-the-art performance in the presence of label noise.
We also compare NNAQC to [92], which uses a pre-trained AlexNet to obtain high level
features for training images and fine-tunes a final softmax layer on D′. Because they use a
pre-trained network where NNAQC and other approaches train a CNN from scratch, a direct
comparison of results is impossible. However, in the presence of 50% noise for 50K training
samples, [92] reports 28% classification error rate, compared to 28.41% for NNAQC. That is,
NNAQC performs competitively with this approach even though it is not pre-trained, which
may indicate that it is a more powerful approach overall.
MNIST: We perform similar experiments on handwritten digits dataset MNIST [15], which
contains 60K training images of the 10 digits of size 28 × 28 and 10K test images. We
produce a noisy dataset D′ as in the CIFAR-10 case. On the clean dataset, the base model
CNN achieves a classification error rate of 0.89%. In Table 6.7 (Last row) we again see that
NNAQC provides superior performance overall and is robust to both high noise power and
a smaller training set.
Similar to CIFAR-10, we compare the performance of NNAQC against the pre-trained
/fine-tuned strategy [92] on the MNIST dataset. In the presence of 50% noise NNAQC
outperforms the [92], achieving 2.2% classification error while [92] achieves at minimum
7.63% classification error.
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CIFAR-100: We next show the performance of NNAQC on a dataset with more classes,
making the problem more challenging: CIFAR-100 [16] which consists of 32×32 color images
of 100 different categories containing 600 images each. There are 500 images for training
and 100 images for testing per class. Because of the complexity of this datatset, we use
a different base CNN model with two conv+ReLU+max pool layers, two FC layers and a
softmax layer. This is a low capacity CNN network (LC-CNN) with a classification error
rate of 50.9% on the clean dataset. In order to verify that the robustness of NNAQC is not
due to the low capacity models, we also evaluate NNAQC on a high capacity deep residual
network (ResNet) [4] with 30.99% classification error rate on clean labels. We use ResNet
with depth 44 and the same training parameters as described in [90].
We compare the NNAQC performance on CIFAR-100 in Table 6.8. Here we train the
networks on entire training data. Similar to previous experiments we fixed the base model
CNN for all the approaches. In Table 6.8 (First row), we show the competitive performance of
NNAQC over other approaches when trained on LC-CNN. We observed that the performance
of NNAQC on CIFAR-100 is consistent with MNIST and CIFAR-10, proves the scalability of
NNAQC. Here, dropout particularly improves performance (Regu. NNAQC), likely because
the larger label noise model benefits from regularization.
We also show the performance of NNAQC on ResNet architecture in Table 6.8 (Second
row). We observe that among other approaches only F-correction performs equally well with
NNAQC at a number of occasions, however, with the LC-CNN the scenario is different—
NNAQC performs better than all the other approaches. Comparing NNAQC performance on
ResNet with LC-CNN, it is clear that the NNAQC performance is independent of base CNN
network architecture. This claim is further strengthened by our experiments on Clothing







Noise % 0 5 10 30 50 60
Base model 50.90 52.48 53.82 60.38 68.46 88.20
Trace 53.12 54.27 55.00 58.70 64.50 84.12
Bootstraping 54.20 54.90 55.30 59.00 69.75 88.30
Dropout 65.80 63.54 62.01 57.76 63.24 84.19
F-correction 56.68 57.13 57.11 62.67 66.12 83.90
ou
rs NNAQC 52.31 52.40 53.10 56.68 63.00 84.00









Noise % 0 5 10 30 50 60
Base model 30.99 31.54 33.86 36.50 64.60 84.89
Trace 31.56 31.50 34.10 36.00 65.41 84.82
Bootstraping 31.60 31.50 34.06 36.32 63.45 84.30
Dropout 55.20 53.04 52.13 37.68 64.11 85.00
F-correction 31.00 31.13 33.12 35.80 61.24 84.00
ou
rs NNAQC 31.00 31.14 34.01 35.88 61.35 85.00
Regu. NNAQC 31.12 31.13 33.16 35.71 61.20 84.03
Table 6.8: NNAQC performance on CIFAR-100 with different CNN architectures and com-
pared to other approaches.
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ImageNet: We further test the scalability of NNAQC to a 1000 class classification problem.
We show the performance of NNAQC on ImageNet 2012 dataset [17] which has 1.3M image
with clean labels over 1000 categories. For this experiment, we use CNN model of Krizhevsky
et al. [43] as the base model. This CNN model has five conv+RELU+max pool layers, two
FC layers and a softmax layer. As described in [85], we generate a column stochastic noise
distribution matrix (φ) such that for a particular class, noise is randomly distributed to
only 10 other randomly chosen classes. For 50% label noise, each class has 50% correct
labels and other 50% labels are randomly distributed among 10 randomly chosen classes.





Top 5 Val. error
Noise % 0 10 50
Base model 19.20 31.21 53.46
Trace 19.10 29.00 46.24
ou
rs NNAQC 19.30 29.10 44.31
Regu. NNAQC 18.30 28.21 41.80
Table 6.9: ImageNet validation set classification error rate.
classes and to maintain the simplicity, we transfer the parameters of first four convolutional
blocks from a pre-trainined AlexNet model. While training, we keep the parameters of first
four convolutional blocks (conv+ReLU+max pool) intact / frozen and only train the last
convolutional block, two FC layers, a softmax layer and the stacked NNAQC layer. In Table
6.9 we compare the NNAQC performance with the base Alexnet model (i.e., no noise model)
on the validation set images, with 0%, 10%, and 50%, randomly-distributed corrupted labels.
We observe a slight performance gain for NNAQC over the base model with “clean” labels-
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perhaps due to label noise inherent in the ImageNet dataset. We observe that the 50% label
noise significantly hurts the performance of the base model whereas the NNAQC withstands
and shows a superior performance (a clear gain of ∼ 11.0%) over the base model. Here,
dropout regularization (Regu. NNAQC) further improves the overall performance by 2.51%.
6.6.2: Real Label Noise
Finally, we evaluate the performance of NNAQC on real world noisy label dataset Cloth-
ing 1M [18] in terms of classification error rate. This dataset contains 1M images with
noisy labels from 14 different classes. Along with the incorrectly labeled images, this dataset
provides 50K clean images for training; 14k for validation; and 10k for testing. For this
dataset, we use a 50-layer ResNet pre-trained on ImageNet dataset as a base model. Similar
to [90], we train the network with different weight-decay parameter depending on the train-
ing dataset size. In Table 6.10 we compare the performance of NNAQC with a number of
existing approaches.
At first, we see a clear performance improvement of ∼ 3% with ResNet in comparison
to AlexNet (#1 vs #3). On clean training images NNAQC (#7) performs better than the
base model (#3) as expected. On noisy images with ImageNet pretraining, we gain a 3%
performance improvement compared to F-correction. Also, in comparison to a very recent
work [1] (#6 vs #8), NNAQC performance is very competitive. Further, we observe the
effect of availability of clean 50k images on the NNAQC performance, that is, given the
clean labels, NNAQC performance improved by ∼ 3% (#8 vs #9). In a similar vein to [90],
we first train NNAQC on 1M noisy images (#8) and fine tune the network with 50k clean
images (#10), we observe that the NNAQC outperforms all the methods in Table 6.10 and
is very competitive overall.
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Clothing 1M
# model /method init training error
1 AlexNet /cross- ImageNet 50k 28.17
2 AlexNet /trace #1 1M,50k 24.84
3 50-ResNet /cross- ImageNet 50K 25.12
4 50-ResNet /F-corr- ImageNet 1M 30.16
5 50-ResNet /cross- #4 50k 19.62
6 50-ResNet / [1] ImageNet 1M 27.77
7 50-ResNet /NNAQC ImageNet 50K 25.10
8 50-ResNet /NNAQC ImageNet 1M 27.73
9 50-ResNet /NNAQC ImageNet 1M, 50K 24.58
10 50-ResNet /cross- #8 50K 19.45
Table 6.10: NNAQC performance on clothing1M dataset. #10 shows the best results. #6
is reported results from [1]
6.6.3: Effect of Different Components
We perform an ablative study to observe the contribution of individual components, the
non-linear noise aware component (NNA) and the quasi-clustering component (QC) on the
overall performance of NNAQC. To observe the effect of non-Linear noise aware component,
we train the NNAQC with α = 1 in (6.16) and to observe the individual effect of quasi-
clustering component, we set α = 0 in (6.16).
In Table 6.11 we find that the individual components did not perform well, whereas the
combination of these components results in the state-of-the-art performance. For instance,




0 5 10 30 50 70
CIFAR-
10
NNA 36.79 36.10 33.03 26.43 31.11 59.65
QC 23.32 23.57 25.09 28.64 35.07 65.20
NNAQC 21.11 21.85 22.03 24.20 28.41 56.92
MNIST
NNA 01.30 01.30 01.38 01.91 03.01 23.22
QC 01.34 01.42 01.61 02.27 04.15 26.10
NNAQC 01.01 01.08 01.18 01.46 02.19 18.70
CIFAR-
100
NNA 63.01 62.43 60.01 58.15 62.40 –
QC 54.20 54.90 55.30 59.00 69.75 –
NNAQC 52.29 52.33 53.00 56.91 62.20 –
Table 6.11: Effect of NNA and QC component on the overall performance of NNAQC
sification error rate of 28.06%. Now, if the QC loss component is removed (or α = 1),
the classification error rate jumps to 31.11%. Also, when only the non-linear noise aware
(NNA) component is removed, that is α = 0, the classification error rate jumps to 35.07%.
We observe the similar behavior with MNIST and CIFAR-100 as well. Therefore, both the
components contribute to the overall performance of NNAQC. We cross-validate the hyper-
parameter α on the set of noisy labeled images and find that a value of α = 0.9 works best
for a majority of the experiments on different datasets.
6.6.4: Generalization Error of NNAQC
We have seen so far that NNAQC is robust to variations in the size in training set.
Here, we examine the generalization error of NNAQC in more detail. As mentioned in
Section ??, [72] gives theoretical bounds on the generalization error in binary classification
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problems. In particular, [72] bounds the generalization error in terms of the difference
between the error rate of the binary classifier learned from a noisy dataset and the ideal
classifier that we would choose if we knew the data distribution perfectly. In particular, they
show that with n training samples and label error probability p, the generalization error
scales as 1/(
√
n(1− 2p)). This result is intuitive. If p = 0.5, the labels are completely noisy,
and supervised learning of a classifier is impossible with any finite number of samples.
Our setting involves multi-class classification, and we are not aware of a multi-class
version of the results in [72]. Therefore, we conjecture the scaling law of the generalization
error in the multi-class case. Letting RD(f(x)) denote the classification error rate of any
classifier learned from a noisy traing set, and letting R∗ denote the error rate of the ideal
















































































Figure 6.8: CIFAR-10: The left surface corresponds to the empirically calculated sample
complexity and surface at right is theoretically predicted sample complexity.
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probability p and are uniformly distributed, i.e. the probability that a label i is flipped to
another label j ∈ {1, 2, · · · , i − 1, i + 1, · · · , L} is pL−1
L
. Then, if p = L−1
L
, the labels are
completely noisy, and the supervised learning is impossible. The conjectured bound reflects
this with an prediction of generalization error that does not approach zero as n→∞. Also,
for L = 2 we recover the correct bound for binary classification.
In Fig. 6.8 we compare our conjecture with the empirical performance of NNAQC.
Specifically, we plot the performance gap between NNAQC and the ideal CNN, trained on
the noise-free data set as a function of the noise power and the number of training samples.
On the same axes, we plot the conjectured generalization error. In the case of both datasets,
the empirical gap is approximately a multiplicative constant away from the conjectured gap.
The only discrepancy is in the case of MNIST for high noise power, where the performance
is better on a smaller dataset this is due to the early stopping regularization. This both








































































Figure 6.9: CIFAR-10: The left surface corresponds to the empirically calculated sample
complexity and surface at right is theoretically predicted sample complexity.
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Here, RD(f(x)) is the estimated risk of a multiclass classifier f(x) on noise free labels, R∗
is the risk associated with best available classifier for which the estimated risk is minimum.
Our conjecture seems plausible because in case of uniform label noise, the probability that
a label i is flipped to another label j ∈ {1, 2, · · · , i − 1, i + 1, · · · , L} is L−1
L
. Similar to
binary case, at p = L−1
L
the sample complexity turns out to be infinity. To understand more
about the sample averages performance of NNAQC we plot the experimental and theoretical
bounds as a function of noise power and training samples for both the datasets in Fig. 6.8
and 6.9. Here, we compute the generalized empirical error with respect to the base model
performance and the heuristic generalization error is calculated by extending the results
of [72] form binary class to multiclass noisy labels. We observe that the empirical bounds’
surface for both the datastets mimic the heuristic surface for 0− 50% label noise by a small
multiplicative factor. This multiplicative factor comes out to be constant for all the different
combinations of noise power and training samples. When we further increase the noise power,
say 70%, we observe a little mismatch between the bounds and this mismatch needs more




In this thesis, we derive algorithmic and theoretic frameworks for deep learning and
dictionary learning methods in the presence of unstructured datasets. We also derive fun-
damental performance limits for tensor classification problems in terms of misclassification
probability and representation error.
To combat noise in input multi-dimensional signals we derive Kronecker-structured sub-
space model for signal classification and subspace detection. We derive the performance
limits on the classification performance of Kronecker-structured models in terms of the slope
of misclassification probability as the noise power goes to zero. We derive an exact expres-
sion for this slope. We also derive a more accurate and tighter bound on misclassification
probability, determined by the geometry of the Kronecker-structured subspaces. Along with
this, We determine the upper and lower bounds on the rate at which the number of classes
can grow as the signal dimension goes to infinity in terms of classification capacity. Through
experiments on synthetic and real-world datasets we show that the numerical results agree
with the theoretical bound and very tight when the signal dimensions are very high. For fast
classification and compact representation of multidimensional signals, we have proposed a
dictionary learning algorithm K-SLD2. This algorithm balances the learning of class-specific,
Kronecker-structured subspaces against the learning of a general overcomplete dictionary
that allows for the representation of general signals. Empirically we show that K-SLD2 has
improved classification performance over state-of-the-art dictionary learning methods, espe-
cially when the size of the training set is small, and competitive reconstruction performance
in general.
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We proposed a scheme to detect whether a given multi-dimensional signal with missing
information lies on a given Kronecker-structured subspace. We prove a theorem on the
residual energy of the signal when some of the columns and rows of the multi-dimensional
signal are missing. We further extend this analysis to a more general regime when any number
of discrete entities from the signal is missing. We find that under some mild incoherence
conditions one must observeO(n1 log n1) number of rows andO(n2 log n2) number of columns
in order to detect the K-S subspace where n1 and n2 are the subspace dimensions.
Further, in order to learn better feature representations in the presence of label noise,
we have proposed a simple scalable and effective nonlinear, noise-aware quasi clustering
approach, denoted as NNAQC, towards training deep neural networks on label corrupted
training datasets. We augmented a standard deep neural network with a non-linear noise
model that models the label noise. The capabilities of this noise model are further enhanced
by adding an extra unsupervised component to the final loss function. To learn the classifier
and the noise model jointly, We applied dropout regularization to the weights of the final
softmax layer. We empirically show the performance of NNAQC on a variety of different
datasets with different noise regimes and varying training dataset sizes. This approach
achieves state-of-the-art performance, and in some cases, it outperforms models in which the
label noise statistics are known a priori.
7.2: Future Work
In this section, I describe the potential next directions.
1. Develop K-S layers to reduce the number of parameters of CNN: Convo-
lutional Neural Networks mainly consists of Conv blocks (conv layer+pool+ReLUs)
and Fully connected layers. Though the number of fully connected layers are small,
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requires most of parameters to learn approximately 90% of the parameters of the whole
network. As we have seen from my analysis that K-S subspace learns better feature
representation with less number of parameters. Therefore, one potential future work
can be to replace the fully connected layers with Kronecker structured layers to reduce
the number of parameters.
2. Performance of K-S subspaces in the presence of Sub-Gaussian noise: In
this thesis, I assume that the multi-dimensional signal is corrupted by zero mean unit
variance Gaussian noise. But in the real world, one can encounter other types of noise
such as Poisson noise, exponential noise, and heavy-tailed sub-Gaussian noise. In my
view, given the tight pairwise misclassification probability bound, the current diversity
order analysis can be extended to Sub-Gaussian noise regimes.
3. Model to deal with all types of noise at once: In this thesis, I developed different
algorithms to combat different types of noise presents in the datasets, for instance, I
propose K-S subspace learning methods when the input multi-dimensional signal is
corrupted and deep neural networks when the output labels are noisy. It would be
interesting to develop such algorithms which are robust to different types of unstruc-
tured datasets, for instance, one can integrate the Kronecker-structured learning with
the deep neural networks to make the network robust to both the input and label noise.
4. Label noise robust deep learning networks: A consistent feature of NNAQC
is that it learns a noise model that overestimates the probability of a label flip and
learns a more pessimist noise model. One way to interpret this result is that the deep
network is encouraged to learn to cluster the data—rather than to classify it—to a
greater extent than one would expect from the noise statistics. In other words, it
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is better to let deep networks cluster ambiguously-labeled data than to risk learning
noisy labels. The details of this phenomenon—including which noise model is “ideal”
for training an accurate network—is a topic for future research.
Further, I anticipate that our model can handle instance dependent label noise as
well, that is, Quasi-clustering step accounts, for instance, dependent noise without
learning a full instance-dependent noise model. Future works shall consider analyzing
the instance dependent label noise.
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APPENDIX A: DIVERSITY ORDER GAP
Given the K-S diversity order dK-S and the standard subspace diversity order dSTD. We
derive the diversity gap




in terms of signal dimensions for different regions:
Region 1: mk > 2nk, ∀k ∈ {1, 2, · · · , R}
Since m1 > 2n1,m2 > 2n2, · · · ,mR > 2nR therefore, [2n1 −m1]+ = [2n2 − m2]+ = · · · =
[2nR −mR]+ = 0 and M > 4N makes [2N −M ]+ = 0.
Region 2: nk < mk < 2ni,∀k ∈ {1, · · · , j − 1, j + 1, · · · , R} and mj > 2nj.
Since mj > 2nj therefore, [2nj − mj]+ = 0 also mk > nk and mj > 2nj implies M > 2N
therefore, [2N − M ]+ = 0.
Region 3: nk < mk < 2nk,∀k ∈ {1, 2, · · · , R}
Since nk < mk < 2nk implies that N < M < 4N , this gives rise to two different subregions
which are M > 2N and M < 2N .
For M > 2N and nk < mk < 2nk, ∀k ∈ {1, 2, · · · , R} which implies [2N −M ]+ = 0 we
derive the diversity order gap as:







On the other hand if M < 2N and nk < mk < 2nk,∀k ∈ {1, 2, · · · , R},




= −(2N −M) +
R∏
k=1





APPENDIX B: INTERSECTION OF KRONECKER
SUBSPACES
Here we characterize the dimension of intersections of subspaces spanned by Kronecker
products of matrices. To the best of our knowledge this result is not in the literature,
although its statement is intuitive.
Lemma 10 Suppose dim[R(Ai)
⋂
R(Bi)] = x and dim[R(Aj)
⋂
R(Bj)] = y, where








Proof: From [110, p. 447] for P ∈ Rm1×n1 and Q ∈ Rm2×n2 , we have
R(P⊗Q) = R(P⊗ Im2×m2)
⋂
R(Im1×m1 ⊗Q). (B.2)










































R(Bj), respectively. It is straightforward to verify that
R(Ai ⊗ Imj×mj)
⋂









R(Imi×mi ⊗Bj) = R(Imi×mi ⊗ (AB)j) . (B.6)






















= dim [R ((AB)i ⊗ (AB)j)]
= r((AB)i) · r(AB)j) = xy.
Next, we characterize the generalized dimension of intersection of subspaces spanned by
the Kronecker products of R number of matrices.
Lemma 11 If dim[R(A1)
⋂
R(B1)] = x1, dim[R(A2)
⋂
R(B2)] = x2 and
dim[R(AR)
⋂
R(BR)] = xR, where R(·) denotes the range space of a matrix. Then,
dim[R(A1 ⊗A2 · · · ⊗AR)
⋂




Proof: From the Lemma 10 and (B.2), we can write:
dim
[
R(A1 ⊗A2 · · · ⊗AR)
⋂










R(A2 ⊗A3 · · · ⊗AR)
⋂




Applying Lemma 10 recursively to (B.9) we get
dim
[
R(A1 ⊗A2 · · · ⊗AR)
⋂


























APPENDIX C: RANK OF SUM OF TWO KRONECKER
PRODUCTS
Lemma 12 Suppose A1,B1 ∈ Rm1×n1, and A2,B2 ∈ Rm2×n2 then the matrices[
A1 ⊗A2 B1 ⊗B2
]
have rank
r = 2n1n2 − [2n1 −m1]+[2n2 −m2]+, (C.1)
where [·]+ denotes the positive part of a number.
Proof: Using standard matrix properties (e.g., [120]), we can write
r
([










Applying Lemma 10 from Appendix B, we obtain
r
([
A1 ⊗A2 B1 ⊗B2
])














Almost every matrix has full rank, so r(A1 ⊗A2) = r(B1 ⊗B2) = n1n2 almost everywhere,
so we can rewrite (C.3) as
r
([
A1 ⊗A2 B1 ⊗B2
])














Next, we study the three possible cases for (C.4).






































A1 ⊗A2 B1 ⊗B2
])
= 2n1n2

















A1 ⊗A2 B1 ⊗B2
])
= 2n1n2 − (2n1 −m1)(2n2 −m2),
where the first and second equalities for each case hold almost everywhere, and the third
equality for each case follows from Lemma 10. Combining the three cases yields the claim.
Now, we derive the expression for the generalized rank of sum or two Kronecker products of
R subspaces where A1,B1 ∈ Rm1×n1 , · · · ,AR,BR ∈ RmR×nR are the subspaces where the
columns of mode-k unfolding of tensor signals YA and YB approximately lies.
Lemma 13 The matrix[










Proof: Using standard matrix properties (e.g., [120]), we can write
r
([
A1 ⊗A2 · · · ⊗AR B1 ⊗B2 · · · ⊗BR
])
= r(A1⊗A2 · · ·⊗AR)+r(B1⊗B2 · · ·⊗BR)
− dim
[
R(A1 ⊗A2 · · · ⊗AR)
⋂




It is trivial that r(A1 ⊗A2 · · · ⊗AR) = r(B1 ⊗B2 · · · ⊗BR) =
∏R









R(A1 ⊗A2 · · · ⊗AR)
⋂
R(B1 ⊗B2 · · · ⊗BR)
]
(C.7)
By applying lemma 11 on second part of (C.7) we get:
r
([









Now, following the same argument in lemma 12 we reach to the claim.
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APPENDIX D: PROOF OF THEOREM 2
Expanding the Bhattacharyya bound from (3.13) we obtain the misclassification proba-


































− 12 + o((σ2) r∗ij−N2 ) (D.1)
Now, our aim is to expand
∏r∗ij



























× pdet(Ui,\λi,\UTi,\ + Uj,\λj,\UTj,\).























By expanding Ui,∩,Uj,∩,Ui,\,Uj,\ in terms of their row and columns subspace Kronecker





















































































Substituting this in (D.1), we obtain the desired results as stated in Theorem 2.
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APPENDIX E: CONCENTRATION INEQUALITIES
Theorem 7 (McDiarmid’s Inequality [121]) Let X1, X2, · · · , Xm1m2 be the independent
random variables and assume a function f , such that f(X1, X2, · · · , Xm1m2) := Y , then for
ε > 0 there exists ti such that
















Theorem 8 (Bernstein’s Inequality [32]) Let X1,X2, · · · ,Xm be the independent non-
zero r × r matrices and if for almost all k, ρ2k = max{||E[XkXTk ]||2, ||E[XTkXk]||2} and





















APPENDIX F: KS COHERENCE
Lemma 14 The coherence of the Kronecker-structured subspace A⊗B ∈ Rm1m2×n1n2 is
equal to the product of coherence of individual subspaces A ∈ Rm1×n1 and B ∈ Rm2×n2,
that is
µ(A⊗B) = µ(A)µ(B). (F.1)





∣∣∣∣U(A⊗B)eABj ∣∣∣∣22 , (F.2)




(A ⊗ B)T is the orthogonal projector op-
erator onto the Kronecker structured subspace (A ⊗ B). We can use Kronecker product











= (A(ATA)−1AT )⊗ (B(BTB)−1BT )
= UA ⊗UB.





∣∣∣∣(UA ⊗UB)eABj ∣∣∣∣22 . (F.3)
From [122], for the standard basis eAj and e
B
j with fixed degrees of freedom, we can always
write eABj = e
A





∣∣∣∣UAeAj ⊗UBeBj ∣∣∣∣22 . (F.4)
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We can further simplify the above equation using norm of Kronecker product property in
























APPENDIX G: SIGNAL RESIDUAL ENERGY
Proof of lemma 5: To prove this lemma we use Theorem 7 in Appendix E. Let
|ΩA| = k1 and |ΩB| = k2 denotes the number of non-zero rows and columns. Therefore AΩ ∈













Set xi,j = Y
2
Ω(i,j) and we know that Y
2
Ω(i,j) ≤ ||Y||2∞ is true ∀i ∈ {1, 2, · · · , k1} and ∀j ∈




























































































where 1 represents the indicator function and Ω assumes that the samples are taken uniformly











































































The final bound obtained is:
P
[































Proof of lemma 6: To prove this lemma we again use Theorem 7 in Appendix E
and Lemma 14 in Appendix F. Let VΩi,j = A
T
Ωi,:
YΩi,jBΩ:,j represent the (i, j)
th samples
index, where Ωi,: represents the i
th row of the column subspace A and Ω:,j represents the




∣∣∣∣ATΩYΩBΩ∣∣∣∣F . Now, in
order to bound ||V || we use the vectorized form of the signal and write
∣∣∣∣ATΩYΩBΩ∣∣∣∣F =
||v||2 = ||(A⊗B)Ωy||2 = ||DΩy||2, where y = vec(Y). By definition in (5.2), we know
||DΩ(i)||2 = ||DT ei||2 =
∣∣∣∣UDeABj ∣∣∣∣2 ≤√ n1n2m1m2µ(D). Now from Lemma 14 we prove that the
coherence of Kronecker subspace is product of coherence of individual subspaces. Therefore,




µ(A)µ(B). Thus, in vectorized form we write






Now suppose that the samples are take uniformly without replacement, then we can write





































































































Using the McDiard’s concentration inequality from Theorem 7, we write the left hand
































































































































































































) , with the probability 1− 2δ:














Proof of lemma 7: Following the same arguments as in [32] and applying the Theorem




















with probability 1 − δ. We finally bound the energy of row and column subspaces with




















































Proof of lemma 8: To prove this lemma we use Theorem 7 in Appendix E. Let
|ΩA| = k1 and |ΩB| = k2 denotes the number of non-zero rows and columns. Therefore AΩ ∈













Set xi,j = Y
2
Ω(i,j) and we know that Y
2
Ω(i,j) ≤ ||Y||2∞ is true ∀i ∈ {1, 2, · · · , k1} and ∀j ∈













































































where 1 represents the indicator function and Ω assumes that the samples are taken uniformly




























































































The final bound obtained is:
P
[
























), with the probability 1− 2δ:
(1− α)k1m2 + k2m1 − k1k2
m1m2
||Y||2F ≤ ||YΩ||2F ≤ (1 + α)
k1m2 + k2m1 − k1k2
m1m2
||Y||2F . (G.9)
Proof of lemma 9: To prove this lemma we again use Theorem 7 in Appendix E
and Lemma 14 in Appendix F. Let VΩi,j = A
T
Ωi,:
YΩi,jBΩ:,j represent the (i, j)
th samples
index, where Ωi,: represents the i
th row of the column subspace A and Ω:,j represents the




∣∣∣∣ATΩYΩBΩ∣∣∣∣F . Now, in
order to bound ||V || we use the vectorized form of the signal and write
∣∣∣∣ATΩYΩBΩ∣∣∣∣F =
||v||2 = ||(A⊗B)Ωy||2 = ||DΩy||2, where y = vec(Y). By definition in (5.2), we know
||DΩ(i)||2 = ||DT ei||2 =
∣∣∣∣UDeABj ∣∣∣∣2 ≤√ n1n2m1m2µ(D). Now from Lemma 14 we prove that the
coherence of Kronecker subspace is product of coherence of individual subspaces. Therefore,




µ(A)µ(B). Thus, in vectorized form we write





Now suppose that the samples are take uniformly without replacement, then we can write
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) , with the probability 1− 2δ:
||ATΩYΩBΩ||2F ≤ (β + 1)2











Combining (G.9),(G.11),(G.5) and (G.6) we obtain the desired bounds in Theorem 5 as
k1m2 + k2m1 − k1k2
m1m2
(












≤ ||YΩ −UAΩYΩUBΩ ||2F ≤ (1 + α)
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[97] D. C. Cireşan, U. Meier, L. M. Gambardella, and J. Schmidhuber, “Deep big multilayer
perceptrons for digit recognition,” in Neural networks: tricks of the trade. Springer,
2012, pp. 581–598.
[98] D. West, “Neural network credit scoring models,” Computers & Operations Research,
vol. 27, no. 11, pp. 1131–1152, 2000.
[99] I. Jindal, Z. T. Qin, X. Chen, M. Nokleby, and J. Ye, “Optimizing taxi carpool policies
via reinforcement learning and spatio-temporal mining,” in 2018 IEEE International
Conference on Big Data (Big Data). IEEE, 2018, pp. 1417–1426.
[100] I. Jindal, X. Chen, M. Nokleby, J. Ye et al., “A unified neural network approach for
estimating travel time and distance for a taxi trip,” arXiv preprint arXiv:1710.04350,
2017.
[101] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of data with
neural networks,” science, vol. 313, no. 5786, pp. 504–507, 2006.
[102] K. Hornik, M. Stinchcombe, and H. White, “Multilayer feedforward networks are uni-
versal approximators,” Neural networks, vol. 2, no. 5, pp. 359–366, 1989.
[103] S. S. Haykin, Neural networks and learning machines. Pearson Upper Saddle River,
NJ, USA:, 2009, vol. 3.
[104] R. Hecht-Nielsen et al., “Theory of the backpropagation neural network.” Neural Net-
works, vol. 1, no. Supplement-1, pp. 445–448, 1988.
143
[105] E. Rashedi, “Learning convolutional neural networks for face verification,” Ph.D. dis-
sertation, Wayne State University, 2018.
[106] L. Zheng and D. N. C. Tse, “Diversity and multiplexing: A fundamental tradeoff in
multiple-antenna channels,” IEEE Transactions on information theory, vol. 49, no. 5,
pp. 1073–1096, 2003.
[107] T. Kailath, “The divergence and Bhattacharyya distance measures in signal selection,”
IEEE transactions on communication technology, vol. 15, no. 1, pp. 52–60, 1967.
[108] A. V. Knyazev and P. Zhu, “Principal angles between subspaces and their tangents,”
Technical report TR2012-058, Mitsubishi Electric Research Laboratories, 2012.
[109] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge university press, 1990.
[110] D. S. Bernstein, Matrix mathematics: theory, facts, and formulas. Princeton Univer-
sity Press, 2009.
[111] I. Jindal and M. Nokleby, “Fast and compact kronecker-structured dictionary learning
for classification and representation,” in Signals, Systems, and Computers, 2017 51st
Asilomar Conference on. IEEE, 2017, pp. 200–204.
[112] I. Jindal and M. Nokleby, “Tensor matched kronecker-structured subspace detection
for missing information,” arXiv preprint arXiv:1810.10957, 2018.
[113] I. Jindal, D. Pressel, B. Lester, and M. Nokleby, “An effective label noise model for
dnn text classification,” arXiv preprint arXiv:1903.07507, 2019.
[114] A. Torralba, R. Fergus, and W. T. Freeman, “80 million tiny images: A large data
set for nonparametric object and scene recognition,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 30, no. 11, pp. 1958–1970, 2008.
144
[115] J. Johnson, A. Karpathy, and L. Fei-Fei, “Densecap: Fully convolutional localization
networks for dense captioning,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2016, pp. 4565–4574.
[116] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout:
A simple way to prevent neural networks from overfitting,” The Journal of Machine
Learning Research, vol. 15, no. 1, pp. 1929–1958, 2014.
[117] J. Goldberger and E. Ben-Reuven, “Training deep neural-networks using a noise adap-
tation layer,” 2017.
[118] K. Audhkhasi, O. Osoba, and B. Kosko, “Noise-enhanced convolutional neural net-
works,” Neural Networks, vol. 78, pp. 15–23, 2016.
[119] A. Vedaldi and K. Lenc, “Matconvnet: Convolutional neural networks for matlab,” in
Proceedings of the 23rd Annual ACM Conference on Multimedia Conference. ACM,
2015, pp. 689–692.
[120] R. E. Cline and R. Funderlic, “The rank of a difference of matrices and associated
generalized inverses,” Linear Algebra and its Applications, vol. 24, pp. 185–215, 1979.
[121] C. McDiarmid, “On the method of bounded differences. surveys in combinatorics, 1989
(norwich, 1989), 148–188,” London Math. Soc. Lecture Note Ser, vol. 141.
[122] P. Lancaster and H. Farahat, “Norms on direct sums and tensor products,” mathemat-
ics of computation, vol. 26, no. 118, pp. 401–414, 1972.
[123] D. S. Bernstein, Matrix mathematics: Theory, facts, and formulas with application to
linear systems theory. Princeton university press Princeton, 2005, vol. 41.
145
ABSTRACT
LEARNING MODELS FOR CORRUPTED MULTI-DIMENSIONAL DATA:




Advisors: Dr. Harpreet Singh and Dr. Matthew Nokleby
Major: Electrical and Computer Engineering
Degree: Doctor of Philosophy
The development of machine learning models that can handle corrupted data, such as
training data with unreliable labels or multi-dimensional signals corrupted by noise or data
erasures, have become a central necessity in the era of learning from massive datasets. Large
datasets are typically generated via human annotation, which results in human errors that
cannot be eliminated at scale. Existing techniques for dealing with noisy datasets do not
exploit the multi-dimensional structures of the signals, which could be used to improve the
overall classification and representation performance of the model.
In this thesis, we develop a Kronecker-structure (K-S) subspace model that exploits the
multi-dimensional structure of the signal. First, we study the classification performance of
K-S subspace models in two asymptotic regimes when the signal dimensions go to infinity
and when the noise power tends to zero. We characterize the misclassification probability
in terms of diversity order and we drive an exact expression for the diversity order. We
further derive a tighter bound on misclassification probability in terms of pairwise geometry
of the subspaces. The proposed scheme is optimal in most of the signal dimension regimes
except in one regime where the signal dimension is less than twice the subspace dimension,
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however, hitting such a signal dimension regime is very rare in practice. We empirically show
that the classification performance of K-S subspace models agrees with the diversity order
analysis. We also develop an algorithm, Kronecker-Structured Learning of Discriminative
Dictionaries (K-SLD2), for fast and compact K-S subspace learning for better classification
and representation of multidimensional signals. We show that the K-SLD2 algorithm bal-
ances compact signal representation and good classification performance on synthetic and
real-world datasets. Next, we develop a scheme to detect whether a given multi-dimensional
signal with missing information lies on a given K-S subspace. We find that under some
mild incoherence conditions we must observe O(n1 log n1) number of rows and O(n2 log n2)
number of columns in order to detect the K-S subspace.
In order to account for unreliable labels in datasets we present Nonlinear, Noise-aware,
Quasiclustering (NNAQC), a method for learning deep convolutional networks from datasets
corrupted by unknown label noise. We append a nonlinear noise model to a standard convo-
lutional network, which is learned in tandem with the parameters of the network. Further,
we train the network using a loss function that encourages the clustering of training im-
ages. We argue that the non-linear noise model, while not rigorous as a probabilistic model,
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