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This paper is concerned with the well-posedness of the Navier–Stokes–Nerst–Planck–
Poisson system (NSNPP). Let sp = −2 + n/p. We prove that the NSNPP has a unique local
solution (u, v,w) ∈ EuT∗ × EvT∗ × EvT∗ for (u0, v0,w0) in a subspace, i.e., Vu1 × Vv1 × Vv1,
of F−1,2∞ × Bsp ,∞p × Bsp ,∞p with ∇ · u0 = 0. We also prove that there exists a unique small
global solution (u, v,w) ∈ Eu∞ × Ev∞ × Ev∞ for any small initial data (u0, v0,w0) ∈
F˙−1,2∞ × B˙sp ,∞p × B˙sp ,∞p with ∇ · u0 = 0.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study the Cauchy problem of the (normalized) n-dimensional Navier–Stokes–Nernst–Planck–Poisson
system modeling the motion of an isothermal, incompressible and viscous Newtonian ﬂuid of uniform and homogeneous
composition of charged particles (cf. [2,19,21]):
ut + (u · ∇)u + ∇p = u + ϕ∇ϕ in Rn × (0,∞), (1.1)
∇ · u = 0 in Rn × (0,∞), (1.2)
vt + u · ∇v = ∇ · (∇v − v∇ϕ) in Rn × (0,∞), (1.3)
wt + u · ∇w = ∇ · (∇w + w∇ϕ) in Rn × (0,∞), (1.4)
ϕ = v − w in Rn × (0,∞), (1.5)
(u, v,w)|t=0 = (u0, v0,w0) in Rn, (1.6)
where u = u(x, t) ∈ Rn is the velocity of the ﬂuid, p = p(x, t) ∈ R is the pressure in the ﬂuid, ϕ = ϕ(x, t) ∈ R is the elec-
trostatic potential caused by the charged particles, v = v(x, t) ∈ R and w = w(x, t) ∈ R respectively represent the charge
densities of the negatively and positively charged particles, and u0, v0 and w0 are initial data of u, v and w , respectively.
(1.1) and (1.2) are the momentum conservation and the mass conservation equations of the ﬂow, (1.3) and (1.4) are equa-
tions modeling the balance between diffusion and convective transport of the charges by the ﬂow and the electric ﬁelds,
and (1.5) is the Poisson equation for the electrostatic potential ϕ . Note that the second term on the right-hand side of (1.1)
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details of the physical background of this problem. We also note that for simplicity we have assumed that the ﬂuid density,
the viscosity coeﬃcient, the charge mobility and the dielectric constant are all equal to unit. Throughout this paper we
assume that the space dimension n 2 and sp = −2+ n/p.
If the ﬂow is charge-free, i.e., v = w = ϕ = 0, then the system (1.1)–(1.5) is essentially the well-known incompressible
Navier–Stokes equations (NS). Research of the NS has a long history; we refer the interested reader to see [5–7,10,13–16]
and the references cited therein. On the other hand, if we let u ≡ 0, then (1.1)–(1.5) reduces into the Nernst–Planck–
Poisson system (NPP) which was formulated by Nernst and Planck at the end of the nineteenth century as a basic model
for the diffusion of ions in an electrolytes (cf. [8]), while in some other literatures it is also called Debye–Hückel system
(cf. [4]). Both the Nerst–Planck–Poisson system and the Debye–Hückel system have drawn much attention during the past
two decades (cf. [1,3,11] and references cited therein). We note that the coupled system (1.1)–(1.6) not only has a strong
physical background, but more interestingly it preserves all the diﬃculties of NS and NNP, so that it is worthwhile to be
taken into deeper considerations. Schmuck in [21] considered global weak solutions of (1.1)–(1.6) under the assumption
that u0 ∈ L2(Rn) (div u0 = 0) and v0, w0 ∈ L∞(Rn) (n = 2,3), while Ryham in [20] studied the existence, uniqueness and
regularity of weak solutions of (1.1)–(1.6) in a bounded domain with no-ﬂux boundary conditions for L2(Rn) initial data
in two dimensions space and for small initial data in three dimensions space. In our recent work [9], we established
well-posedness of (1.1)–(1.6) in modulation spaces. Considering the well-known work of Koch and Tataru [14] on the NS, we
naturally wish to establish existence of solutions for initial data (u0, v0,w0) in F˙−1,2∞ × F˙−1,2Ln,1 × F˙−1,2Ln,1 , with ∇ · u0 = 0, where
Ln,1 is the Lorenz space. Unfortunately, due to some technical diﬃculties caused by the nonlinear terms v∇ϕ and w∇ϕ , we
are unable to achieve this goal. In this paper we only consider the case that the initial data u0, satisfying ∇ · u0 = 0, belongs
to F˙−1,2∞ , and the initial data (v0,w0) belong to a suitable space, which is related to B˙
sp ,∞
p × B˙sp ,∞p , i.e., BvT (deﬁned below).
We list the scaling property of (1.1)–(1.5) as follows: for any λ > 0, we denote uλ(x, t) = λu(λx, λ2t), pλ(x, t) =
λ2p(λx, λ2t), vλ(x, t) = λ2v(λx, λ2t), wλ(x, t) = λ2w(λx, λ2t) and ϕλ(x, t) = ϕ(λx, λ2t). It is clear that if (u, p, v,w,ϕ) is
the solution of (1.1)–(1.5) associated with the initial data (1.6), then (uλ, pλ, vλ,wλ,ϕλ) also solves (1.1)–(1.5) with initial
data:
u0,λ(x) = λu0(λx), v0,λ(x) = λ2v0(λx), w0,λ(x) = λ2w0(λx). (1.7)
We call the solution to (1.1)–(1.6) a self-similar solution if it satisﬁes the above scaling property. We denote by K the kernel
of (−)−1, then Eq. (1.5) can be rewritten as
ϕ(x, t) = (−)−1(w − v)(x, t) =
∫
Rn
(
w(y, t) − v(y, t))K(x− y)dy. (1.8)
In order to treat the incompressible Navier–Stokes equations, it is natural to introduce the Helmholtz projection P, which
is a pseudo-differential operator of degree zero and is an orthogonal projection onto the kernel of the divergence operator.
Formally, P is given by the formula P= I + ∇(−)−1 div, i.e., P is the n× n matrix pseudo-differential operator in Rn with
symbol (δ jk − (ξ jξk)/|ξ |2)nj,k=1, where I represents the unit operator and δ jk is the Kronecker symbol. Making use of this
projection operator P and the heat semigroup et (with kernel Kt(x) = (4πt)− n2 e−|x|2/4t ), we invert the nonlinear system
(1.1)–(1.6) into the corresponding integral equations via the Duhamel principle:
u = etu0 −
t∫
0
e(t−s)P(u · ∇)u ds +
t∫
0
e(t−s)P(ϕ∇ϕ)ds, (1.9)
v = etv0 −
t∫
0
e(t−s)(u · ∇v)ds −
t∫
0
e(t−s)∇ · (v∇ϕ)ds, (1.10)
w = etw0 −
t∫
0
e(t−s)(u · ∇w)ds +
t∫
0
e(t−s)∇ · (w∇ϕ)ds, (1.11)
ϕ = (−)−1(w − v). (1.12)
For simplicity of notations, we denote:
B1(u, u)(x, t) =
t∫
0
e(t−s)P(u · ∇)u ds, B2(ϕ,ϕ)(x, t) =
t∫
0
e(t−s)P(ϕ∇ϕ)ds,
B3(u, v)(x, t) =
t∫
e(t−s)(u · ∇v)ds, B4(v,ϕ)(x, t) =
t∫
e(t−s)∇ · (v∇ϕ)ds.0 0
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of Eqs. (1.9)–(1.11) as a ﬁxed point equation for the map J: (u, v,w) → J(u, v,w) = (Ju(u, v,w),Jv(u, v,w),Jw(u, v,w))
deﬁned as follows:
Ju(u, v,w) = etu0 − B1(u, u) + B2(ϕ,ϕ), (1.13)
Jv(u, v,w) = etv0 − B3(u, v) − B4(v,ϕ), (1.14)
Jw(u, v,w) = etw0 − B3(u,w) + B4(w,ϕ), (1.15)
where ϕ is given by (1.12) in the sense of (1.8).
Notations
In this paper, we denote by C , c constants that depend on dimension n and both are greater or equal than 1. A  B
stands for A  C B and A ∼ B stands for A  B  A. For any 1 q∞, we denote Lq(dx), Lq(dxdt) by Lqx , Lqx,t , respectively.
∂i stands for the partial derivative with respect to the ith space variable, i.e., ∂i = ∂xi . We denote by Ri the Riesz transforms.
And throughout this paper, we assume that max{1, n2 } < p < n, 12p1 + 1n = 1p , and we will not distinguish the vector valued
function space and scalar function space if there is no confusions.
Plan of the paper
This paper is organized as follows: in Section 2 we ﬁrst introduce the resolution spaces and initial data spaces, then we
list the main results of this paper, i.e., Theorem 1 and Corollary 2, while in Section 3 we will prove several propositions
of the initial data spaces and we will also list several Lemmas which are needed in Section 4. Section 4 is devoted to the
proof of the linear and bilinear estimates. Finally, in Section 5, we will use these estimates obtained in Section 4 to prove
Theorem 1.
2. Deﬁnitions and the statements of the main result
We start with the deﬁnition of the resolution spaces and the initial data spaces. Let Bx,r = {y ∈Rn : |y − x| < r}.
Deﬁnition 2.1. (Resolution spaces) Suppose that f and g are measurable functions in Rn × [0, T ). We write
‖ f ‖EuT := sup
t∈(0,T )
t
1
2 ‖ f ‖∞ + sup
x0∈Rn,r2∈(0,T )
(
1
rn
r2∫
0
∫
Bx0,r
| f |2 dxdt
) 1
2
,
‖g‖EvT := sup
t∈(0,T )
t1−
n
2p ‖g‖p,
where ‖ f ‖∞ := ‖ f ‖L∞x and ‖g‖p := ‖g‖Lpx . Then the spaces EuT , EvT are deﬁned by
EuT =
{
f ∈ L2(0, T ; L2loc): ‖ f ‖EuT < ∞}, EvT = {g ∈ L∞loc(0, T ; L∞x ): ‖g‖EvT < ∞}.
(Initial data spaces) Suppose that f0, g0 are measurable functions on Rn . We write
‖ f0‖BuT :=
∥∥et f0∥∥EuT , ‖ f0‖VuT := ‖ f0‖BuT , ‖ f0‖GuT := ‖ f0‖VuT ,
‖g0‖BvT :=
∥∥etg0∥∥EvT , ‖g0‖VvT := ‖g0‖BvT , ‖g0‖GvT := ‖g0‖VvT .
Then we deﬁne the following function spaces:
BuT =
{
f0 ∈ S ′(Rn):
∥∥et f0∥∥EuT < ∞}, BvT = {g0 ∈ S ′(Rn): ∥∥etg0∥∥EvT < ∞};
VuT =
{
f0 ∈ BuT: lim
s↓0
∥∥et f0∥∥Eus = 0
}
, VvT =
{
g0 ∈ BvT: lim
s↓0
∥∥etg0∥∥Evs = 0
}
;
GuT =
{
f0 ∈ VuT: lim
t↓0 e
t f0 = f0
}
, GvT =
{
g0 ∈ VvT: lim
t↓0 e
tg0 = g0
}
.
We say that ( f0, g0,h0) ∈ BuT × BvT × BvT if ‖( f0, g0,h0)‖2BuT×BvT×BvT = ‖ f0‖2BuT + ‖g0‖2BvT + ‖h0‖2BvT < ∞. Similarly, we
deﬁne VuT × VvT × VvT , GuT × GvT × GvT , EuT × EvT × EvT as well as their norms. Moreover, we say that a vector function
u = (u1,u2, . . . ,un) ∈ X if ui ∈ X (1 i  n) with ‖u‖X := (∑i ‖ui‖2X )1/2, where X can be any (resolution or initial data)
space deﬁned above.
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‖ f ‖BMOT := sup
x∈Rn,r>0
(
2r−n
∫
Bx,r
r∫
0
∣∣t∇et2 f ∣∣2 dt dy
t
) 1
2
= sup
x∈Rn,r>0
(
r−n
∫
Bx,r
r2∫
0
∣∣∇et f ∣∣2dt dy
) 1
2
< ∞.
Moreover, we say that f ∈ BMO−1T if
‖ f ‖BMO−1T = supx∈Rn,r>0
(
r−n
∫
Bx,r
r2∫
0
∣∣et f ∣∣2dt dy
) 1
2
< ∞.
The main result of this paper is as follows:
Theorem 1. Assume that T ∈ (0,∞], (u0, v0,w0) ∈ BuT × BvT × BvT with ∇ · u0 = 0 and ‖(u0, v0,w0)‖BuT×BvT×BvT small
enough. Then there exists a unique small mild solution (u, v,w) ∈ EuT×EvT×EvT . If (u0, v0,w0) ∈ Vu1 × Vv1 × Vv1 and∇ · u0 = 0,
then there exist T ∗ ∈ (0,1] and a unique local mild solution in EuT ∗ × EvT ∗ × EvT ∗ ; Additionally, if (u0, v0,w0) ∈ Gu1 × Gv1 × Gv1
and ∇ · u0 = 0, then the local mild solution (u, v,w) belongs to C([0, T ∗); Gu1 × Gv1 × Gv1) ∩ EuT ∗ × EvT ∗ × EvT ∗ .
Remark 2.1. The above theorem contains two results, i.e., the global existence and the local well-posedness. If we choose
T = ∞, then we obtain a small global solution. The space Eu∞ is exactly the space X in [14], and EuT is the localized
version of Eu∞ that is used by several authors, cf. [15,17]. Recall the deﬁnitions of bmo−1, vmo−1 and gmo−1 in [17],
we observe that BuT is essentially the space BMO−1T and when T = 1, Bu1, Vu1 are exactly the spaces bmo−1, vmo−1,
respectively. There is only a slight difference between Gu1 and gmo−1.
As for uniqueness of the NS, the authors showed that under additional condition limt↓0 t
1
2− n2p ‖u‖q = 0 (n < q ∞), the
mild solution is unique. This condition is regarded as restriction of behavior on Lqx norm of solutions near t = 0, and this
condition was proved to be redundant for uniqueness of mild solutions. Encouraged by this observation, deﬁnition of VvT
seems to be natural. Since C∞0 function is not dense in B˙
sp ,∞
p , in order to obtain the time continuity, it is reasonable to
introduce the corresponding space GvT .
Corollary 2. Solutions (u, v,w) ∈ Eu∞ × Ev∞ × Ev∞ , obtained in Theorem 1, are self-similar solutions.
Since the proof follows from deﬁnition of self-similar solution, we omit the details.
3. Properties of initial data spaces
In this short section, we list several basic properties of the initial data spaces which will be used in proving Theorem 1.
Lemma 3.1. (See [12,15].) (a) (Fractional integral theorem) Assume that 0 < s < n. Then (−)− s2 is bounded from Lpx to Lqx for
1 < p < ns and
1
q = 1p − sn . (b) For any s  0 and t > 0, (−t)
s
2 et is a convolution operator with kernel K (s)t (x) ∈ L1x , where K (s)t
stands for the sth generalized derivative of heat kernel Kt .
Lemma 3.2 (Oseen kernel). (See [15].) For 1 j,k n and t > 0, the operator O j,k,t = 1∂ j∂ket is a convolution operator O j,k,t f =
K j,k,t ∗ f , where the kernel K j,k,t(x) satisﬁes K j,k,t(x) = t− n2 K j,k(t− 12 x) for a smooth function K j,k such that for all α ∈Nn holds(
1+ |x|)n+|α|∂αK j,k ∈ L∞x .
Lemma 3.3 (Mean value theorem). Let 0 < a < b. Assume that Kt(x) is the kernel of heat semigroup et . Then for t0 ∈ [a,b] and
t ∈ [0,b − t0], it follows that:∣∣Kt0+t(x) − Kt0(x)∣∣ cmin{t 12 (t 120 + |x|)−n−1, (t 120 + |x|)−n}. (3.1)
Moreover, interpolation of the above inequality, for any θ ∈ (0,1), we have∣∣Kt0+t(x) − Kt0(x)∣∣ ct θ2 (t 120 + |x|)−n−θ . (3.2)
396 C. Deng et al. / J. Math. Anal. Appl. 377 (2011) 392–405Proof. The proof is a direct consequence of the decay property of the heat kernel. Hence we omit the details. 
Lemma 3.4. BMO−1∞ = F˙−1,2∞ , BMO−1T = BuT , B
−2+ np ,∞
p = Bv1 and B˙
−2+ np ,∞
p = Bv∞ .
Proof. From the equivalent deﬁnitions of Triebel–Lizorkin spaces and Besov spaces in [6, p. 181–183], we have Bv∞ = B˙sp ,∞p .
BMO−1∞ = F˙−1,2∞ is a well-known result. It is obvious that BuT ⊂ BMO−1T , hence we only need to show BMO−1T ⊂ BuT . For
any f ∈ BMO−1T , one has
sup
t∈(0,T )
t
1
2
∥∥et f ∥∥∞  sup
x0∈Rn,t∈(0,T )
(
1
|Bx0,√t |
t∫
0
∫
Bx0,
√
t
∣∣es f ∣∣2 dsdy
) 1
2
.
It follows therefore from Deﬁnition 2.1 that
‖ f ‖BuT = sup
t∈(0,T )
t
1
2
∥∥et f ∥∥∞ + sup
x0∈Rn,t∈(0,T )
(
1
|Bx0,√t |
t∫
0
∫
Bx0,
√
t
∣∣es f ∣∣2 dsdy
) 1
2
 sup
x0∈Rn,t∈(0,T )
(
1
|Bx0,√t |
t∫
0
∫
Bx0,
√
t
∣∣es f ∣∣2 dsdy
) 1
2
< ∞,
which shows that f ∈ BuT . Finally, making use of Theorem 5.3 in [15] and the obvious fact that ‖e f ‖p  sups∈(0,1) s1−
n
2p ×
‖es f ‖p , we have B−2+
n
p ,∞
p = Bv1. Hence we ﬁnish the proof. 
Lemma 3.5. ∇(−)−1 is bounded from BvT to BuT .
Proof. For any g ∈ BvT , we deduce from Lemma 3.1(a) and the boundedness of Riesz transforms Ri on Lpx that
t
1
2
∥∥et∇(−)−1g∥∥∞  t 12− n4p1 ∥∥e t2∇(−)−1g∥∥2p1  t1− n2p ∥∥Rie t2g∥∥p
 t1−
n
2p
∥∥e t2g∥∥p . (3.3)
Let v = etg . Then it suﬃces to show the following estimate
1
rn
r2∫
0
∫
Bx0,r
∣∣et∇(−)−1g∣∣2 dt dy  r2− 2np
r2∫
0
(
t1−
n
2p
∥∥Ri(−)− 12 v∥∥ np
n−p
)2
t−2+
n
p dt
 r2−
2n
p
r2∫
0
(
t1−
n
2p
∥∥(−)− 12 v∥∥ np
n−p
)2
t−2+
n
p dt

(
sup
t∈(0,r2)
t1−
n
2p ‖v‖p
)2
r2−
2n
p
r2∫
0
t−2+
n
p dt

(
sup
t∈(0,r2)
t1−
n
2p ‖v‖p
)2
. (3.4)
The desired estimate is a direct consequence of the conclusions of Deﬁnition 2.1, (3.3) and (3.4). 
4. Linear and bilinear estimates
Making use of the resolution spaces in Deﬁnition 2.1, we have the following linear and bilinear estimates.
C. Deng et al. / J. Math. Anal. Appl. 377 (2011) 392–405 397Proposition 4.1. Let B1(u, u), B2(ϕ,ϕ), B3(u, v), B4(v,ϕ), B3(u,w), and B4(w,ϕ) be deﬁned as in (1.13)–(1.15). Then we have∥∥(etu0, etv0, etw0)∥∥EuT×EvT×EvT  ∥∥(u0, v0,w0)∥∥BuT×BvT×BvT , (4.1)∥∥(−B1(u, u) + B2(ϕ,ϕ),−B3(u, v) − B4(v,ϕ),−B3(u,w) + B4(w,ϕ))∥∥EuT×EvT×EvT

∥∥(u, v,w)∥∥2EuT×EvT×EvT . (4.2)
Proof. The proof of (4.1) is trivial. In order to prove (4.2), we need to estimate six terms, i.e., ‖B1(u, u)‖EuT , ‖B2(ϕ,ϕ)‖EuT ,‖B3(u, v)‖EvT , ‖B4(v,ϕ)‖EvT , ‖B3(u,w)‖EvT , and ‖B4(w,ϕ)‖EvT . In fact, it suﬃces to estimate the ﬁrst four terms, since
the last two terms are similar to the third and fourth terms.
At ﬁrst, we consider the term ‖B1(u, u)‖EuT . From Lemmas 3.1 and 3.2 in [14], one has∥∥B1(u, u)∥∥EuT  ‖u‖2EuT . (4.3)
In fact, Lemarié-Rieusset in Chapter 16 of [15] also gave a detailed proof of (4.3).
Next, we consider the term ‖B2(ϕ,ϕ)‖EuT . We will follow the major steps as in [15]. Since some of the proof related
to ∇ϕ is different from that of u, and also for readers convenience, we give the detail proof of ∇ϕ as follows. Recall that
ϕ∇ϕ = ∇ · (∇ϕ⊗∇ϕ−|∇ϕ|2 In×n). There are two approaches to estimate its L∞x norm. One can directly estimate the term
ϕ∇ϕ without writing it into two parts. Or one can resort to the following steps by estimating each part of ϕ∇ϕ . Why
we choose the latter approach is that we need to split ϕ∇ϕ into two parts when we establish the local L2t,x estimate. And
one can use the following estimates to simplify the proof in the local L2t,x estimate.
t
1
2
∥∥B2(ϕ,ϕ)∥∥∞ = t 12
∥∥∥∥∥
t∫
0
e(t−s)P∇ · (∇ϕ ⊗ ∇ϕ − |∇ϕ|2 In×n)ds
∥∥∥∥∥∞
 t 12
∥∥∥∥∥
t∫
0
e(t−s)P∇ · (∇ϕ ⊗ ∇ϕ)ds
∥∥∥∥∥∞ + t
1
2
∥∥∥∥∥
t∫
0
e(t−s)P∇ · (|∇ϕ|2 In×n)ds
∥∥∥∥∥∞
:= I11 + I12,
where
I11 = t 12
∥∥∥∥∥
t∫
0
e(t−s)P∇ · (∇ϕ ⊗ ∇ϕ)ds
∥∥∥∥∥∞,
I12 = t 12
∥∥∥∥∥
t∫
0
e(t−s)P∇ · (|∇ϕ|2 In×n)ds
∥∥∥∥∥∞.
Since Riesz transforms Ri and the projection operator P are bounded on L
q
x with q ∈ (1,∞), the decay property of Kt−s
yields that
I11, I12  t
1
2
t∫
0
(t − s)− 12− n2p1 ∥∥|∇ϕ|2∥∥p1 ds t 12
t∫
0
(t − s)− 12− n2p1 ‖∇ϕ‖22p1 ds
 t 12
t∫
0
(t − s)− 12− n2p1 ∥∥(−)− 12 (v − w)∥∥22p1 ds

[
sup
s∈(0,T )
s1−
n
2p
(‖v‖p + ‖w‖p)]2
t∫
0
t
1
2 (t − s)− 12− n2p1 s−2+ np ds
 ‖v‖2EvT + ‖w‖2EvT . (4.4)
Then we estimate the local L2x,t norm. For 0< r
2  T , we need to estimate
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rn
r2∫
0
∫
Bx0,r
∣∣∣∣∣
t∫
0
e(t−s)P∇ · (∇ϕ ⊗ ∇ϕ)ds
∣∣∣∣∣
2
dxdt, (4.5)
1
rn
r2∫
0
∫
Bx0,r
∣∣∣∣∣
t∫
0
e(t−s)P∇ · (|∇ϕ|2 In×n)ds
∣∣∣∣∣
2
dxdt. (4.6)
It suﬃces to estimate (4.5), since (4.6) can be treated similarly. Let χx0,r(x) = 1Bx0,2r (x), χx0,r(x) = 0 when x ∈ Bcx0,3r . We
rewrite the bilinear term into three terms
t∫
0
e(t−s)P∇ · (∇ϕ ⊗ ∇ϕ)ds = I21 − I22 − I23,
with I2i(i = 1,2,3) being deﬁned by
I21 =
t∫
0
e(t−s)P∇ · ((1− χx0,r)(∇ϕ ⊗ ∇ϕ))(s)ds,
I22 = 1√−P∇ ·
t∫
0
e(t−s) Id − e
s
√−
(
χx0,r(∇ϕ ⊗ ∇ϕ)
)
(s)ds,
I23 = 1√−P∇ ·
t∫
0
et
√−(χx0,r(∇ϕ ⊗ ∇ϕ))(s)ds.
In order to treat I21, for any Φt = t−nΦ(t−1x) ∈ S(Rn), we recall that the skills of estimating 1|Bx0,t |
∫
Bcx0,t
Φt(x0 − y)| f (y) −
Φt ∗ f (y)|dy in harmonic analysis, cf. [12] or [22], is dividing Bcx0,t into a set of balls {Bxk,t∗ }|k|1 covering Bcx0,t , with
t ∼ t∗ and making use of the decay property and integrability of the kernel Φt . By using |∇ϕ ⊗ ∇ϕ| |∇ϕ|2 and the decay
property as well as integrability of ∂l K j,k,t (see Lemma 3.2), one gets
1
rn
r2∫
0
∫
Bx0,r
|I21|2 dxdt  1
rn
r2∫
0
∫
Bx0,r
( t∫
0
∫
Bx0,2rc
1
|x− y|n+1 |∇ϕ|
2 dy ds
)2
dxdt
 1
rn
r2∫
0
∫
Bx0,r
( r2∫
0
∫
⋃
k∈Zn ,|k|1 Bxk ,r
1
(|k|r)n+1 |∇ϕ|
2 dy ds
)2
dxdt

( ∑
k∈Zn,|k|1
1
|k|n+1 supxk∈Rn
1
rn
r2∫
0
∫
Bxk ,r
|∇ϕ|2 dy ds
)2

[
sup
xk∈Rn
1
rn
r2∫
0
∫
Bxk ,r
|∇ϕ|2 dy ds
]2
. (4.7)
Since ∇ϕ = ∇(−)−1(v − w), from Lemma 3.5 and (4.7), we obtain
1
rn
r2∫
0
∫
Bx0,r
|I21|2 dxdt  sup
s>0
s4−
2n
p
(‖v‖2p + ‖w‖2p)2  ‖v‖4EvT + ‖w‖4EvT . (4.8)
Now it is turn to estimate I22. By using the boundedness of the Riesz transforms and P on L2x as well as the maximal L
2
x,t
regularity, one has
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rn
r2∫
0
∫
Rn
|I22|2 dxdt  1
rn
r2∫
0
∫
Rn
∣∣∣∣∣
t∫
0
e(t−s) Id − e
s
√−
(
χx0,r(∇ϕ ⊗ ∇ϕ)
)
ds
∣∣∣∣∣
2
dt dx
 1
rn
r2∫
0
∫
Rn
∣∣∣∣ Id − es√−
(
χx0,r(∇ϕ ⊗ ∇ϕ)
)∣∣∣∣
2
dsdx
 1
rn
r2∫
0
∫
Rn
∣∣∣∣1− e−s|ξ |
2
|ξ |
∣∣∣∣
2∣∣F(χx0,r(∇ϕ ⊗ ∇ϕ))(ξ)∣∣2 dξ ds.
Then by using Plancherel’s equality and the fundamental inequality, (1− e−s|ξ |2 )|ξ |−1  s 12 , we have
1
rn
r2∫
0
∫
Rn
s
∣∣F(χx0,r(∇ϕ ⊗ ∇ϕ))(ξ)∣∣2 dξ ds
 1
rn
r2∫
0
∫
Rn
s
∣∣χx0,r(∇ϕ ⊗ ∇ϕ)∣∣2 dxds
 1
rn
r2∫
0
s
∫
Bx0,3r
|∇ϕ|4 dxds 1
rn
r2∫
0
s
( ∫
Bx0,3r
|∇ϕ|2p1 dx
) 4
2p1 |Bx0,r |1−
2
p1 ds
 1
rn
r2∫
0
s1−4+
2n
p r
n− 2np1 ds
[
sup
s∈(0,T )
s1−
n
2p ‖∇ϕ‖2p1
]4
 r−
2n
p1 r−4+
4n
p
[
sup
s∈(0,T )
s1−
n
2p
(‖v‖p + ‖v‖p)]4
 ‖v‖4EvT + ‖w‖4EvT .
Hence we have
1
rn
r2∫
0
∫
Bx0,r
|I22|2 dxdt  1
rn
r2∫
0
∫
Rn
|I22|2 dxdt  ‖v‖4EvT + ‖w‖4EvT . (4.9)
It remains to estimate the third term I23.
1
rn
r2∫
0
∫
Bx0,r
|I23|2 dxdt
 1
rn
r2∫
0
∫
Rn
|I23|2 dxdt
= 2Re 1
rn
r2∫
0
〈
e2r
2
∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(s)∣∣,
s∫
0
∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(τ )∣∣dτ 〉L2x ds
+ 2Re 1
rn
r2∫
0
〈 ∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(s)∣∣,
s∫
0
e2s
∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(τ )∣∣dτ 〉L2x ds,
where
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0
〈
e2r
2
∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(s)∣∣, 1rn
s∫
0
∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(τ )∣∣dτ 〉L2x ds

r2∫
0
∥∥e2r2∣∣(χx0,r(∇ϕ ⊗ ∇ϕ))(s)∣∣∥∥∞ ds 1rn
r2∫
0
∫
Bx0,r
∣∣∇ϕ(τ )∣∣2 dy τ .
Similar to (4.7), we have
r2∫
0
∥∥e2r2∣∣∇ϕ(s)∣∣2∥∥∞ ds sup
xk∈Rn
1
rn
r2∫
0
∫
Bxk ,r
|∇ϕ|2 dy ds, (4.10)
s∫
0
∥∥e2s∣∣∇ϕ(τ )∣∣2∥∥∞ dτ  sup
xk∈Rn
1
s
n
2
s∫
0
∫
Bxk ,
√
s
|∇ϕ|2 dy dτ . (4.11)
Therefore, from Lemma 3.5 and (4.10)–(4.11), we have
1
rn
r2∫
0
∫
Bx0,r
|I23|2 dxdt 
[
sup
xk∈Rn
1
rn
r2∫
0
∫
Bxk ,r
|∇ϕ|2 dy ds
]2
 ‖v‖4EvT + ‖w‖4EvT . (4.12)
Combining (4.4), (4.8), (4.9) and (4.12), we have∥∥B2(ϕ,ϕ)∥∥EuT  ‖v‖2vT + ‖w‖2vT. (4.13)
We now consider the term ‖B3(u, v)‖EvT . By condition (1.2), we observe that
∥∥B3(u, v)∥∥EvT = supt∈(0,T ) t1−
n
2p
∥∥∥∥∥
t∫
0
e(t−s)u · ∇v ds
∥∥∥∥∥
p
 sup
t∈(0,T )
t1−
n
2p
∥∥∥∥∥
t∫
0
e(t−s)∇ · (uv)ds
∥∥∥∥∥
p
 sup
t∈(0,T )
t1−
n
2p
t∫
0
(t − s)− 12 s− 32+ n2p (s 12 ‖u‖∞s1− n2p ‖v‖p)ds
 ‖u‖EuT‖v‖EvT . (4.14)
Finally, we only need to estimate the term ‖B4(v,ϕ)‖EvT . From the boundedness of Riesz transforms on L2p1x and Lem-
mas 3.1(a) and 3.5, one gets
∥∥B4(v,ϕ)∥∥EvT = supt∈(0,T ) t1−
n
2p
∥∥∥∥∥
t∫
0
e(t−s)∇ · (v∇(−)−1(v − w))ds
∥∥∥∥∥
p
 sup
t∈(0,T )
t1−
n
2p
t∫
0
(t − s)− 12− n4p1 s−2+ np s1− n2p
n∑
i=1
∥∥Ri(−)− 12 (v − w)∥∥2p1 s1− n2p ‖v‖p ds
 sup
t∈(0,T )
t1−
n
2p
t∫
0
(t − s)− 12− n4p1 s−2+ np ds sup
s∈(0,T )
[
s1−
n
2p
(‖v‖p + ‖w‖p)s1− n2p ‖v‖p]
 ‖v‖2EvT + ‖w‖EvT‖v‖EvT . (4.15)
Similarly, we have∥∥B3(u,w)∥∥EvT + ∥∥B4(w,ϕ)∥∥EvT  ‖u‖uT‖w‖vT + ‖w‖2EvT + ‖w‖EvT‖v‖EvT . (4.16)
The desired estimate now can be deduced from (4.3) and (4.13)–(4.16). 
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Proof of Theorem1. From Proposition 4.1 we observe that the map J is well deﬁned in EuT × EvT × EvT , and the contraction
property is a direct consequence of Proposition 4.1. Consequently, there exists a mild solution (u, v,w) ∈ EuT × EvT × EvT
associated with small initial data (u0, v0,w0) ∈ BuT × BvT × BvT and ∇ · u0 = 0 for any T > 0. Proof of the second part of
Theorem 1 is easy, we omit it. We still denote T ∗ by T in this section if there is no confusion. So it remains to prove that
(u, v,w) belongs to C([0, T ); Gu1 × Gv1 × Gv1). To this end, we divide the proof into three steps.
We ﬁrst show that (u, v,w) is uniformly bounded in Bu1 × Bv1 × Bv1 on [0, T ) with 0< T  1. It suﬃces to prove the
following estimates:
sup
0<t<T
∥∥(etu0, etv0, etw0)∥∥Bu1×Bv1×Bv1  ∥∥(u0, v0,w0)∥∥Bu1×Bv1×Bv1 , (5.1)
sup
0<t<T
∥∥(−B1(u, u)(·, t) + B2(ϕ,ϕ)(·, t),−B3(u, v)(·, t) − B4(v,ϕ)(·, t),−B3(u,w)(·, t)
+ B4(w,ϕ)(·, t))
∥∥Bu1×Bv1×Bv1  ∥∥(u, v,w)∥∥2EuT×EvT×EvT . (5.2)
It is easy to prove (5.1), hence we only need to show (5.2). It suﬃces to prove∥∥B1(u, u)(·, t)∥∥2Bu1 + ∥∥B2(ϕ,ϕ)(·, t)∥∥2Bu1  ∥∥(u, v,w)∥∥4EuT×EvT×EvT ,∥∥B3(u, v)(·, t)∥∥2Bv1 + ∥∥B4(v,ϕ)(·, t)∥∥2Bv1  ∥∥(u, v,w)∥∥4EuT×EvT×EvT ,
since ‖B3(u,w)‖2Bv1 + ‖B4(w,ϕ)‖2Bv1 can be treated similarly. We estimate these terms one by one. From Lemma 3.4, for
any ﬁxed t with t ∈ (0, T ), there holds
∥∥B1(u, u)(·, t)∥∥Bu1  ∥∥B1(u, u)(·, t)∥∥Bu∞ ∼
∥∥∥∥∥
t∫
0
e(t−s)P∇ · (u ⊗ u)ds
∥∥∥∥∥
BMO−1∞

∥∥∥∥∥
t∫
0
e(t−s)(u ⊗ u)ds
∥∥∥∥∥
BMO∞

∥∥∥∥∥
t∫
0
e(t−s)(u ⊗ u)ds
∥∥∥∥∥∞
 ‖u‖2EuT . (5.3)
Actually, (5.3) is proved in [17]. We rewrite ϕ∇ϕ into two parts, and we need to show
∥∥B2(ϕ,ϕ)(·, t)∥∥Bu1 
∥∥∥∥∥
t∫
0
e(t−s)(∇ϕ ⊗ ∇ϕ)ds
∥∥∥∥∥
BMO∞
+
∥∥∥∥∥
t∫
0
e(t−s)|∇ϕ|2 ds
∥∥∥∥∥
BMO∞

∥∥∥∥∥
t∫
0
e(t−s)
(|∇ϕ|2 + |∇ϕ ⊗ ∇ϕ|)ds
∥∥∥∥∥∞
 sup
s∈(0,T )
[
s2−
n
p ‖∇ϕ‖22p1
] t∫
0
(t − s)− n2p1 s−2+ np ds
 ‖v‖2EvT + ‖w‖2EvT . (5.4)
From deﬁnition of B4(v,ϕ), Lemma 3.5 and decay property of Kt , we obtain
∥∥B4(v,ϕ)(·, t)∥∥Bv1 = supt∈(0,T ) t1−
n
2p
∥∥∥∥∥
t∫
0
e(t−s)∇ · (v∇ϕ)ds
∥∥∥∥∥
p
 t1−
n
2p
t∫
0
(t − s)− 12− n4p1 s−2+ np ds sup
s∈(0,T )
[
s2−
n
p ‖∇ϕ‖2p1‖v‖p
]
 ‖v‖EvT‖w‖EvT + ‖v‖2 . (5.5)EvT
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∥∥B3(u, v)(·, t)∥∥Bv1 = supt∈(0,T ) t1−
n
2p
∥∥∥∥∥
t∫
0
e(t−s)∇ · (uv)ds
∥∥∥∥∥
p
 t1−
n
2p
t∫
0
(t − s)− 12 s− 32+ n2p ds sup
s∈(0,T )
[
s
3
2− n2p ‖u‖∞‖v‖p
]
 ‖u‖EuT‖v‖EvT . (5.6)
Therefore, (5.2) follows from (5.3)–(5.6).
Next we verify that (u(t0), v(t0),w(t0)) ∈ Gu1 × Gv1 × Gv1 for t0 ∈ [0, T ). From Deﬁnition 2.1 we have (u(t0), v(t0),
w(t0)) ∈ Gu1 × Gv1 × Gv1 when t0 = 0. Without loss of generality, we assume that t0 > 0, then we have∥∥(etu(t0) − u(t0), etv(t0) − v(t0), etw(t0) − w(t0))∥∥Bu1×Bv1×Bv1

∥∥(e(t+t0)u0 − et0u0, e(t+t0)v0 − et0v0, e(t+t0)w0 − et0w0)∥∥Bu1×Bv1×Bv1
+ ∥∥((et − I)B1(u, u)(·, t0), (et − I)B3(u, v)(·, t0), (et − I)B3(u,w)(·, t0))∥∥Bu1×Bv1×Bv1
+ ∥∥((et − I)B2(ϕ,ϕ)(·, t0), (et − I)B4(v,ϕ)(·, t0), (et − I)B4(w,ϕ)(·, t0))∥∥Bu1×Bv1×Bv1 .
It is obviously that∥∥(e(t+t0)u0 − et0u0, e(t+t0)v0 − et0v0, e(t+t0)w0 − et0w0)∥∥Bu1×Bv1×Bv1

∥∥(etu0 − u0, etv0 − v0, etw0 − w0)∥∥Bu1×Bv1×Bv1 ,
which vanishes as t goes to 0. By using Lemma 3.3, similar to (5.3), one has
∥∥etB1(u, u)(·, t0) − B1(u, u)(·, t0)∥∥Bu1 
∥∥∥∥∥
t0∫
0
(
e(t+t0−s) − e(t0−s))(u ⊗ u)ds
∥∥∥∥∥∞
 t 12 t−
1
2
0 ‖u‖2EuT . (5.7)
Similarly, from (3.2), we have∥∥etB2(ϕ,ϕ)(·, t0) − B2(ϕ,ϕ)(·, t0)∥∥Bu1

∥∥etB2(ϕ,ϕ)(·, t0) − B2(ϕ,ϕ)(·, t0)∥∥BMO−1∞

∥∥∥∥∥
t0∫
0
(
e(t+t0−s) − e(t0−s))|∇ϕ|2 ds
∥∥∥∥∥∞
 t θ2
∫
Bx0,2
√
t
t∫
0
|∇ϕ|2
((t0 − s) 12 + |y|)n+θ
dy ds + t θ2
∫
Bc
x0,2
√
t
t∫
0
|∇ϕ|2
((t0 − s) 12 + |y|)n+θ
dy ds
=: II1 + II2.
Similar to (4.7), by using Lemma 3.5, one gets
II2  sup
xk∈Rn
t
θ
2 t
− θ2
0 t0
− n2
∫
Bxk ,
√
t0
t0∫
0
|∇ϕ|2 dy ds
 t θ2 t−
θ
2
0
[‖v‖2EvT + ‖w‖2EvT]. (5.8)
We bound the term II1 by splitting the time interval into two disjoint intervals, and we estimate the two terms separately.
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θ
2
∫
Bx0,
√
t0
t0
2∫
0
|∇ϕ|2
((t0 − s) 12 + |y|)n+θ
dy ds
+ t θ2
∫
Bx0,
√
t0
t0∫
t0
2
|∇ϕ|2
((t0 − s) 12 + |y|)n+θ
dy ds =: II11 + II12,
where
II11  t
θ
2 t
− θ2
0 sup
x0∈Rn
t0
− n2
∫
Bx0,
√
t0
t0∫
0
|∇ϕ|2 dy ds t θ2 t−
θ
2
0
[‖v‖2EvT + ‖w‖2EvT] (5.9)
and
II12 = t θ2
∫
Bx0,
√
t0
t0∫
t0
2
|∇ϕ|2
((t0 − s) 12 + |y|)n+θ
dy ds
 t θ2
t0∫
t0
2
( ∫
Bx0,
√
t0
|∇ϕ|2p1 dy
) 1
p1
( ∫
Bx0,
√
t0
1
((t0 − s) 12 + |y|)(n+θ)p′1
dy
) 1
p′1 ds
 t θ2
t0∫
t0
2
s−2+
n
p (t0 − s)
1
2p′1
(−np′1−θ p′1+n)
ds
[‖v‖2EvT + ‖w‖2EvT]
 t θ2 t−
θ
2
0
[‖v‖2EvT + ‖w‖2EvT], (5.10)
where 1p1 + 1p′1 = 1 and
θ
2 + np < 2. Indeed, since p ∈ ( n2 ,n), choose θ suﬃciently small such that θ2 + np < 2. Recall that the
heat semigroup et in Lqx with q ∈ (1,∞) is an analytic semigroup (cf. [18, p. 74, Theorem 6.13]).∥∥etB3(u, v)(·, t0) − B3(u, v)(·, t0)∥∥Bv1
= sup
τ∈(0,1)
τ
1− n2p
∥∥∥∥∥eτ
t0∫
0
(
e(t+t0−s) − e(t0−s))∇ · (uv)ds
∥∥∥∥∥
p
 sup
τ∈(0,1)
∥∥eτ(−τ)1− n2p ∥∥1
∥∥∥∥∥
t0∫
0
(
e(t+t0−s) − e(t0−s))(−) n2p − 12 n∑
i=1
Ri(ui v)ds
∥∥∥∥∥
p

∥∥∥∥∥(et − I)
t0∫
0
(−) n2p −1e(t0−s)(−) 12 (uv)ds
∥∥∥∥∥
p
 t1−
n
2p
∥∥∥∥∥
t0∫
0
e(t0−s)(−) 12 (uv)ds
∥∥∥∥∥
p
 t1−
n
2p
t0∫
0
(t0 − s)− 12 s−
3
2+ n2p ds sup
s∈(0,T )
s
3
2− n2p ‖uv‖p
 t1−
n
2p t0
−1+ n2p ‖u‖EuT‖v‖EvT . (5.11)
Similar to (5.11), we can bound ‖etB3(u, v)(·, t0) − B3(u, v)(·, t0)‖B byv1
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τ∈(0,1)
τ
1− n2p
∥∥∥∥∥eτ
t0∫
0
(
e(t+t0−s) − e(t0−s))∇ · (∇ϕv)ds
∥∥∥∥∥
p

∥∥∥∥∥
t0∫
0
(
e(t+t0−s) − e(t0−s))(−) n2p − 12 (∇ϕv)ds
∥∥∥∥∥
p
∼
∥∥∥∥∥
t0∫
0
(
et − I)(−) n2p −1e(t0−s)(−) 12 (∇ϕv)ds
∥∥∥∥∥
p
 t1−
n
2p
t0∫
0
(t0 − s)−
n
2p s−2+
n
p ds sup
s∈(0,T )
s2−
n
p ‖∇ϕv‖ pn
2n−p
 t1−
n
2p t0
−1+ n2p [‖v‖2EvT + ‖w‖EvT‖v‖EvT]. (5.12)
From (5.7)–(5.12), we observe that these terms goes to 0 as t goes to 0.
Finally, we need to show the right-continuity of (u, v,w) with respect to time variable since the left-continuity can be
proved in the same way. There are two subcases: either t0 ∈ (0, T ) or t0 = 0. If t0 ∈ (0, T ), then without loss of generality,
we assume that 0< t  δ. We need to show that the following term goes to 0 as δ → 0+.∥∥(u(t + t0) − u(t0), v(t + t0) − v(t0),w(t + t0) − w(t0))∥∥Bu1×Bv1×Bv1

∥∥(e(t+t0) − et0)(u0, v0,w0)∥∥Bu1×Bv1×Bv1 + ∥∥(etB1(u, u)(·, t0) − B1(u, u)(·, t0),
etB3(u, v)(·, t0) − B3(u, v)(·, t0), etB3(u,w)(·, t0) − B3(u,w)(·, t0))
∥∥Bu1×Bv1×Bv1
+ ∥∥(etB2(ϕ,ϕ)(·, t0) − B2(ϕ,ϕ)(·, t0), etB4(v,ϕ)(·, t0) − B4(v,ϕ)(·, t0),
etB4(w,ϕ)(·, t0) − B4(w,ϕ)(·, t0)
)∥∥Bu1×Bv1×Bv1
+ ∥∥(B1(u, u)(·, t0 + t) − B1(u, u)(·, t0), B3(u, v)(·, t0 + t) − B3(u, v)(·, t0),
B3(u,w)(·, t0 + t) − B3(u,w)(·, t0)
)∥∥Bu1×Bv1×Bv1
+ ∥∥(B2(ϕ,ϕ)(·, t0 + t) − B2(ϕ,ϕ)(·, t0), B4(v,ϕ)(·, t0 + t) − B4(v,ϕ)(·, t0),
B4(w,ϕ)(·, t0 + t) − B4(w,ϕ)(·, t0)
)∥∥Bu1×Bv1×Bv1 .
The ﬁrst three terms are treated before. It remains to estimate the last two terms. Let T ′ = t0 + t . By using the decay
properties of Kt , we have∥∥B1(u, u)(·, t0 + t) − B1(u, u)(·, t0)∥∥Bu1

∥∥∥∥∥
t0+t∫
t0
e(t+t0−s)(u ⊗ u)(s)ds
∥∥∥∥∥∞

∥∥∥∥∥
∫
Rn
t0+t∫
t0
(t0 + t) 12
s((t0 + t − s) 12 + |y − ·|)n+1
dsdy
∥∥∥∥∥∞ sups∈(0,t0+t) s
∥∥u(s)∥∥2∞
 t 12 t−
1
2
0 ‖u‖2EuT ′ , (5.13)
which goes to 0 as δ tends to 0. Proof in Section 4 tells us that ‖B2(ϕ,ϕ)(·, t0 + t)− B2(ϕ,ϕ)(·, t0)‖Bu1 vanishes as δ tends
to 0. In the above estimate, in order to obtain the term t
1
2 t
− 12
0 , it suﬃces to consider two cases, i.e., t < t0 and t  t0. Using
the boundedness of Riesz transforms and Lemma 3.1(b), we have∥∥B3(u, v)(·, t0 + t) − B3(u, v)(·, t0)∥∥Bv1
 sup
τ∈(0,1)
τ
1− n2p
∥∥∥∥∥eτ
t0+t∫
e(t+t0−s)∇ · (uv)ds
∥∥∥∥∥
pt0
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∥∥∥∥∥
t0+t∫
t0
e(t+t0−s)(−)−1+ n2p ∇ · (uv)ds
∥∥∥∥∥
p

t0+t∫
t0
(t + t0 − s)
1
2− n2p s−
3
2+ n2p ds ‖u‖EuT ′ ‖v‖EvT ′
 t1−
n
2p t
−1+ n2p
0 ‖u‖EuT ′ ‖v‖EvT ′ , (5.14)
where we use the inequality s−
3
2+ n2p  t0−1+
n
2p s− 12 . Similarly, we have∥∥B4(v,ϕ)(·, t0 + t) − B4(v,ϕ)(·, t0)∥∥Bv1  t1− n2p t−1+
n
2p
0
[‖v‖2EvT ′ + ‖w‖2EvT ′ ]. (5.15)
The terms in (5.7)–(5.15) vanishes as δ goes to 0.
If t0 = 0, for t ∈ (0, δ], it follows from (5.2) that∥∥(u(t) − u0, v(t) − v0,w(t) − w0)∥∥Bu1×Bv1×Bv1
 c
∥∥(etu0 − u0, etv0 − v0, etw0 − w0)∥∥Bu1×Bv1×Bv1 + c∥∥(u, v,w)∥∥2Euδ×Evδ×Evδ . (5.16)
For small δ, if we have ‖(u, v,w)‖Euδ×Evδ×Evδ  2c‖(u0, v0,w0)‖Buδ×Bvδ×Bvδ , then combine with (u0, v0,w0) ∈ Gu1 ×Gv1 ×
Gv1, the right-hand side of (5.16) goes to 0 as δ goes to 0. In fact, from (4.1) and (4.2) we can prove that∥∥(u, v,w)∥∥Euδ×Evδ×Evδ  c∥∥(u0, v0,w0)∥∥Buδ×Bvδ×Bvδ + c∥∥(u, v,w)∥∥2Euδ×Evδ×Evδ ,
hence when δ is small enough, we have 4c2‖(u0, v0,w0)‖Buδ×Bvδ×Bvδ < 1, and∥∥(u, v,w)∥∥Euδ×Evδ×Evδ  2c∥∥(u0, v0,w0)∥∥Buδ×Bvδ×Bvδ .
Particularly, if we choose δ = t and from (5.16), then the desired result follows. 
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