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Abstract 
A variable step size LMS algorithm for signal processing is introduced to solve the random drift problem of Fiber 
Optic Gyroscope (FOG)’s output signal. The algorithm shows a significant effect in noise elimination. Two 
improvements are carried out based on the conventional Least Mean Square Algorithm (LMS): on the one hand, 
normalized input signal power is introduced to improve filtering accuracy and stability; on the other hand,  real-time 
sign function of error is used to simplify calculation and improve the real-time property. The step size of the LMS 
algorithm can be determined by convergence analysis. In this paper, we use this algorithm in our simulation and the 
results are compared with the outcome of conventional LMS. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
FOG is an important measuring facility of angular velocity based on the mechanism of Sagnac Effect. 
Due to its many unique advantages, such as high reliability, high impact resistance, wide frequency 
bandwidth, low cost and long mean time between failures (MTBF), the FOG has gained wider range of 
applications in the field of inertial navigation. However, both the constant and random drift are contained 
in FOG’s output signal. Two aspects have been considered to reduce the random drift in FOG’s output 
signal: on the one hand, the random drift can be reduced from the beginning by adopting high-power 
ultra-broad band spectrum light-emitting diodes, taking control of the light source wavelength and power, 
using annealed proton-exchange to fabricate high-performance integrated optical circuit. On the other 
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hand, from the viewpoint of signal processing, the application of Kalman filtering, neural network 
technology, LMS adaptive filtering and other signal processing methods can improve signal to noise ratio 
of the FOG’s outputs and reduce the random drift. 
2. Conventional LMS adaptive filter 
Shown in Fig. 1 (a) is the structure of adaptive filter system. It consists of two parts, the main 
executive component is a transversal filter which completes the real filtering work and its weight 
coefficient can be adjusted at any time; the second part is the weight vector adjustment algorithm for the 
filter. Illustrated in Fig. 1 (b) is the structure of the transversal filter which serves as the foundation of the 
adaptive filter system. The transversal filter is essentially the structure of a FIR Wiener filter. Because 
noise is random distributed, no definite noise expression can be obtained when transversal filter is used to 
de-noise the FOG’s output signal. Therefore, after a delay of Δ , the output signal x (n) is taken as the 
input signal of adaptive filter. By choosing the parameter Δ  properly , it is ensured that not only the 
relevance of noise is removed, but also the signal correlation is retained, thus, we can achieve the noise 
elimination purposes through the filtering process[1][2].
Fig. 1. (a) structure of adaptive filter; (b) structure of the transversal filter 
In Fig. 1, ( )x n i−Δ− is the input signal, the output signal, ( )y n can be described as follows: 
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The filter designing criteria is to ensure that output achieves the optimal linear estimation of mean-
square expected response, which means that the coefficient vector w  is properly selected so that the 
minimum cost function 
2
( ) ( )J n E e n⎡ ⎤= ⎣ ⎦  can be obtained, the optimal weight vector r is described by Eq. (2). 
Here R is the input signal autocorrelation matrix, xdr  is the cross-correlation vector of input signal and 
desired response. 
-1
0 xdw = R r   (2) 
In practice, the system generally can not obtain statistical properties of FOG's input signal and 
expected response, by recording the FOG's output signal for very long, one can accurately estimate the 
measurement, however, when the environment changes, the results are no longer applicable for specific 
applications. Therefore, adaptive LMS algorithm in non-stationary environment with a learning function 
is adopted for estimation of real-time vector of the weight. The optimal weight vector is gradually 
approached using this approach. Conventional LMS algorithm weight updating formula is shown as: 
(n+1) = ( ) ( )x n e nμ∧ ∧ +w w(n)   (3) 
(a) (b) 
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In order to ensure the convergence of the algorithm, u is in the range of max0 2 /μ λ< < , maxλ is the 
maximum eigenvalue of R. 
3. Variable step size LMS adaptive algorithm 
The correlation matrix R and its largest eigenvalue maxλ  can’t be obtained in practical signal processing 
process. In addition, as the eigenvalues of R is changed with the input signal, the filter's convergence 
speed and the amount of disorder is affected, since the convergence speed and offset of adaptive filter 
depends on the eigenvalue of R. Therefore, in the procedure of signal processing, it is essential to employ 
LMS adaptive noise elimination algorithm in order to get effective step length range, improve the stability, 
accuracy and real-time performance of the algorithm[3]. The normalized power for input vector 
2
( ) ( ) ( )Tx n x n x n= is introduced to improve the algorithm's stability, filtering accuracy and dynamic input 
range, the conventional LMS algorithm weight updating formula is transformed as 
2
ˆ ˆ ( ) ( )
( )
x n e n
x n
μ= +w(n +1) w(n)    (4) 
A detailed analysis of the convergence of the algorithm and determination of the range of μ  is 
concluded as follows: 
•  The deviation vector of adaptive filter's weight coefficient is defined as the difference between wˆ(n)
and 0w . the conventional LMS algorithm convergence analysis is employed in this paper, if the 
algorithm converges, we can conclude 
2
1
2
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The following matrix is analysed in our approach to avoid the complex calculation 
ε ε( ) ( ) ( )Tn E n n⎡ ⎤= ⎢ ⎥⎣ ⎦K ， ( ) ( )tr n D n⎡ ⎤ =⎢ ⎥⎣ ⎦K   (6) 
• According to independence assumption ,we can obtain 
2
min( ) ( ) ( )J n E e n J tr n
⎡ ⎤ ⎡ ⎤= = +⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦ RK   (7) 
To further simplify the equation above, the decomposition property of the autocorrelation matrix is 
utilized and auxiliary variable is defined as TU(n) = Q K(n)Q ，Thus
Λ( ) ( )tr n tr n⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦RK U   (8) 
According to Eq. (6), we can obtain 
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• It can be seen that whether Eq. (2) is true depends on the convergence of ( )iu n .The iteration formula 
(4) for variable step size LMS algorithm can be converted into the following form: 
ε ε 02 2( 1) 1 ( ) ( ) ( ) ( ) ( )
( ) ( )
Tn n n n n e n
x n x n
μ μ⎡ ⎤⎢ ⎥⎢ ⎥+ = − +⎢ ⎥⎢ ⎥⎣ ⎦
x x x  (10) 
From Eq. (6) and Eq. (9), we can derive the following formula as 
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The Eq. (10) can also be expressed as 
Λ Λ Λ
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Considering the diagonal elements of the decoupling equation shown above, we obtain 
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Where the condition 
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= = ≈ =∑ , we obtain 2 max( )x n λ≥ . Therefore, for 
all i, (i = 1, ..., M), μ  is constraint as follows according to Eq. (11). 
0 2μ< <    (14) 
The step parameter can be determined in advance in the reformed algorithm in which, essentially, μ  is 
replaced with 
2
( ) / ( ) / jn x n Pμ μ μ= =    (15) 
Where jP  is the normalized input power value. In order to avoid a decline in stability when 
2
( )x n
become small, we obtain 
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Where α  is a above zero value used for correcting. The error symbol is introduced for reducing the 
computational complexity, improving the real-time property of the algorithm. Eq. (16) can be transformed 
as
( )2 ( )sgn
( )
x n e n
x n
μ
α
∧ ∧ ⎡ ⎤= + ⎢ ⎥⎣ ⎦+
w(n +1) w(n)   (17) 
Through this transformation, the floating-point multiplication is converted into a sign function, the 
computational complexity is largely reduced. Unfortunately, the gradient estimation error, to some extent, 
will increase as a result, therefore, the adjustment scheme is a compromise of various factors taken into 
account. The variable step size LMS adaptive filter complete symbol recursive formula is: 
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4. Modeling results 
We use conventional LMS adaptive filter and variable step size LMS adaptive filter for output signal 
processing of FOG. The parameters of two filters are taken as follows: filter order 1 2 20M M= = , delay 
time 1 2 10Δ = Δ = , step parameters 1 2 0.005μ μ= = , adjustment 0.0001α = . The modeling results 
using conventional LMS algorithm are shown in Fig. 2: 
Fig. 2. (a) input and output signal (b) contrast between real output and expected output  
The modeling results using variable step size LMS algorithm are shown in Fig. 3: 
(a) (b) 
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Fig. 3. (a) input signal and random noise (b) input and output signal of filter (c) contrast between real output and expected output
A total of 500 simulations were conducted after FOG is placed in single-axis speed turntable with the 
measuring axis vertical to the horizontal plane. FOG's output signal is processed using variable step size 
LMS adaptive filtering algorithm. Shown in Fig. 4  is the signal before processing, after processing, and 
their comparison. 
Fig. 4. (a) signal before processing (b) signal after processing (c) comparation between signal before processing and after processing
FOG's output signal contains a lot of noise and needs to be tested in weak signal detection system. The 
simulation results above shows that the variable step size LMS adaptive noise elimination algorithm is 
more capable of reducing the random noise. Compared with conventional LMS algorithm, the improved 
algorithm has better noise elimination effect, higher accuracy, and faster convergence speed. 
Conclusion 
A variable step size LMS adaptive noise elimination algorithm is adopted to solve the random drift 
problem of FOG, compared with the conventional LMS algorithm, the normalized input signal power is 
introduced in the algorithm to improve the convergence rate, filter accuracy, expand its dynamic input 
range while the error symbols is used to reduce the complexity of the algorithm . Variable step size LMS 
adaptive filtering sign algorithm can effectively reduce the random drift of FOG, improve signal to noise 
ratio for practical applications.  
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