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Abstract
A methodology for binary classification of EEG records which corre-
spond to different mental states is proposed. This model-free methodology
is based on our theory of the ǫ-complexity of continuous functions which is
extended here (see Appendix) to the case of vector functions. This exten-
sion permits us to handle multichannel EEG recordings. The essence of
the methodology is to use the ǫ-complexity coefficients as features to clas-
sify (using well known classifiers) different types of vector functions rep-
resenting EEG-records corresponding to different types of mental states.
We apply our methodology to the problem of classification of multichan-
nel EEG-records related to a group of healthy adolescents and a group of
adolescents with schizophrenia. We found that our methodology permits
accurate classification of the data in the four-dimensional feather space of
the ǫ-complexity coefficients.
Introduction
An electroencephalogram (EEG) is a direct measure of electrical activities of
the brain along the scalp. It is a rich source of information about the brain
for healthy individuals and patients with neurological diseases. Compared to
the blood flow neuroimaging techniques, such as magnetic resonance imaging
(MRI) and functional magnetic resonance imaging (fMRI), which are indirect
measures of brain activity, EEG is cheaper and easier to use. An additional
strength of EEG is that it can detect changes within a millisecond time frame
whereas fMRI has time resolution between seconds and minutes. Quantitative
evaluation of cognitive functioning and mental states using EEG records is one
of the important problems in applied psychophysiology [1]. They include brain-
computer interface [2, 3, 4] for decoding intentions and their translation into
commands, and diagnosis of mental illnesses such as schizophrenia [1, 5, 6].
To obtain useful information from the EEG data feature extraction is nec-
essary. In the literature a whole set of quantitative estimates of the spectral
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and temporal features of the EEG signal have been developed (see, e.g. [7]). In
particular, there is an extensive literature on attempts to use these character-
istics for schizophrenia diagnosis (for review and meta-analysis of such papers
see e.g. [8]). However such approach requires assumptions on a data generating
mechanism but there are no generally excepted model on the data generated
mechanism for EEG data.
Another approach to select features is related to the fundamental concepts of
the modern theory of nonlinear dynamical systems such as entropy, correlation
dimension D2 and Lyapunov exponent (see, e.g. [9, 10, 11, 12]). These features
can really reflect the complexity of a generating mechanism of a signal, but
only under the assumptions of stationarity and ergodicity of a signal. Due to
the nature of EEG signals these assumptions are not fully justifiable (see, e.g.
[13, 14]).
To the best of our knowledge the papers which produce a high accuracy
on classification of EEG signal use high-dimensional feature space and face the
problem of overfitting (see e.g. [15])
In this paper we propose an approach to the feature selection problem which
is model free (e.g. does not have any assumptions on data generating mechanism
such as stationarity or ergodicity of the data). It also assures a good accuracy
in small dimensional feature space. More precisely, we propose to apply the no-
tion of the ǫ-complexity of continuous functions to the classification problem of
multichannel EEG-records. Such approach is in line with general Kolmogorov’s
idea on a “complexity” of an object. At the basic level the idea of a Kolmogorov
can be expressed as follows: A “complex” object requires a lot of information for
its reconstruction and, for a “simple” object, little information is needed. There-
fore, it is quite natural to measure the complexity of a continuous function by
the number of function values on a uniform grid (e.g. function values given at
equally distant points) which are necessary to reconstruct the function with a
given error by a given set of methods. This characteristic of complexity was
tested on evaluation of the functional states of the brain using the EEG record-
ings in [16, 18]. It was found that the mean values of complexity are statistically
significantly different for the groups of subjects with different functional states.
This result was obtained despite the fact that the easiest method of function
reconstruction by piecewise-constant approximation was used. However, for
further progress in this area the development of computational procedure for
estimation of the “complexity” of an individual recording (i.e. an individual con-
tinuous function) was required. This was impossible without development of an
appropriate mathematical theory.
In 2012-2014 ( see, [?, 19, 20, 21]) the theory of the ǫ-complexity of con-
tinuous functions defined on a compact set in a finite-dimensional space was
developed. It was proven that the ǫ-complexity of “almost all” Ho¨lder func-
tions is effectively characterized by a pair of real numbers, which we call the
ǫ-complexity coefficients. This theory enabled us to develop a novel approach
to the problems of segmentation and classification of time series of arbitrary
nature. In this paper we extended the theory of the ǫ-complexity of continuous
functions to the case of continuous vector-functions (see Appendix). This ex-
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tension enables us to apply such approach to the binary classification problem
of EEG records.
The paper is organized as follows. In Section 1 we describe our methodol-
ogy. In particular, in Subsection 1.1 we give a description of the notion of the
ǫ-complexity of a vector function on a semantic level and provide a character-
ization of the ǫ-complexity for vector functions given by a finite set of values.
In Subsection 1.2 we provide an algorithm for estimation of the ǫ-complexity
coefficients for the multichannel EEG records. In Subsection 1.3 we describe our
classification procedure. In Section 2 we apply our methodology to the classifi-
cation of the EEG records of adolescents with schizophrenic type of disorder and
of healthy subjects. We have established that these data permit accurate classi-
fication in the four-dimensional space of the ǫ-complexity coefficients of original
EEG signals and ǫ-complexity coefficients of fourth differences of EEG signals.
In Section 3 we provide conclusions and discuss our results. The Appendix pro-
vides the precise definition of ǫ-complexity and the theorem characterizing the
complexity of Ho¨lder vector functions
1 Methodology
In this section, we give a description of proposed methodology for classification
of multi-channel EEG-records.
We will treat a multichannel EEG record as a d-dimensional vector function
x(t) = (x1(t), . . . , xd(t)), where d is a number of channels, which is given on
some fixed time interval t ∈ [0, T ] .
Since the modern recording equipment is digital, instead of a continuous vec-
tor function x(t) the researcher received a discrete samples (x(0), x(T/n), x(2T/n), . . . , x(T )),
e.g. , the sequence of n d-dimensional vectors. Here n = fT , where f is a sam-
ple frequency (if the frequency is measured in Hz, e.g. time in seconds). For
example, if T = 60 seconds, and f = 128Hz, then we have 7680 d-dimensional
vectors.
Without loss of generality we can assume that max
0≤k≤n
|xi(kT/n)| = Ri >
0, i = 1, 2, . . . , d, e.g. in each channel of EEG signal is present.
1.1 Description of the ǫ-complexity of continuous vector
function
Let us describe our notion of the ǫ-complexity on semantic level. The precise
definition and formulation of the theorem are given in Appendix.
We choose a number 0 < S < 1 and discard from each component of a vector
function {xi(kT/n)}k=nk=0 , i = 1, . . . , d [(1− S)n] values (henceforth, the symbol
[a] denotes the integral part of a number a), in such a way that the remaining
values are approximately uniformly distributed. For example, if S = 0.5, then
we retain even or odds values in each component of the function.
Assume we have some fixed collection F of approximation methods which
can be used for reconstruction of a continuous function by its values at some
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uniform grid. Employing collection of methods F , we reconstruct the values of
each component of the vector function i, i = 1, . . . , d in discarded points using
the retained values of the function. We find the methods which reconstruct the
function with minimum relative (in relation to Ri, i = 1, . . . , d) error (the error
can be measured in any norm, because we are dealing with a finite a set of
values).
Denote the value of the minimum relative reconstruction error in the i-th
component through ǫi(S) and find the value ǫ(S) =
d∑
i=1
ǫi(S).
Now we will define the (ǫ,F)-complexity (hereafter, for simplicity of presen-
tation we will write ǫ-complexity) of continuous vector function x(t), which is
given by its values on the uniform grid by (− logS).
In other words, the ǫ-complexity of a vector function is the (minus) logarithm
of relative fraction of their values, required for its recovery by methods from
family F with a relative error no more than ǫ. In other words, it is “the shortest”
description of the vector function.
Let us consider the class of vector functions satisfying the Ho¨lder condition.
It means that for any (t, s) ∈ [0, T ]× [0, T ] the following inequality holds
d∑
i=1
|xi(t)− xi(s)| ≤ L|t− s|
p, L > 0, p > 0. (1)
This class of vector functions is very wide, and it includes practically all
vector functions which can be found in applications.
The main point of our classification methodology is as follows. For “almost
all” vector functions satisfying the Ho¨lder condition, in case of sufficiently rich
family F of approximation methods and a sufficiently large sample size n there
exists range 0 < α(n) ≤ S ≤ β(n) < 1 (which depends from vector function)
such that the following equality holds
log ǫ ≈ A+B logS (2)
The precise meaning of the expression “almost any” and symbol ≈ will be
explained in the Appendix.
The above parameters A,B are called the ǫ-complexity coefficients. These
ǫ-complexity coefficients will be utilized as features for classification of multi-
channel EEG records. In our work we will use supervised classifiers such as
random forest and support vector machine.
These features don’t depend from the data generating mechanism and there-
fore they are model-free. In the scalar case they have been introduced and ap-
plied for the purpose to detect changes in generating mechanism [?, 19, 20, 21].
We would like to mention two facts. Firstly, in practical applications the
family of function reconstruction methods F is finite. It follows from our main
theorem (see Appendix) that if this family F is reach enough and the sample size
of function values is large enough then the error of vector function reconstruction
in discarded points by methods from this family (and therefore the ǫ-complexity)
is closed to the error of the reconstruction by all (computable ) methods.
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Our experience with simulations and real data shows that the dependence
(2) has been observed in case we chose piece-wise polynomial functions up to
fourth degree as family F .
Secondly, it is not significant which method gives the smallest error of recon-
struction ǫi(S) in i-th channel (i = 1, . . . , d). To find dependence (2) we need
only values of minimal errors.
1.2 Algorithm for estimation of the ǫ-complexity coeffi-
cients
In this subsection we will describe main steps of our algorithm for estimation
of the ǫ-complexity coefficients for multichannel EEG records.
1. Normalize each component of the EEG record xi(t), i.e replace our original
components of the multichannel record by xi(t)/maxt(|xi(t)|).
2. Select S, the fraction of the remaining points as follows: S1 = 50%, S2 =
33%, S3 = 29%, S4 = 25%, S5 = 22.5%, S6 = 20%.
3. For each fixed Si (i = 1, . . . , 6) and for each component of the multichan-
nel record discard the values of the functions at points which are placed
uniformly, or almost uniformly, according to the following scheme: Let
x1i , x
2
i ,x
3
i , . . . , x
n
i be the values of a function on a grid.
(a) S1 = 50%: Values of x
2
i , x
4
i , . . . , x
2j
i , . . . ; or x
1
i , x
3
i , . . . , x
2j+1
i , . . . ; are
discarded. Notice we have two different ways to discard function
values;
(b) S2 = 33% :Values of x
1
i , x
4
i , x
7
i , x
10
i , . . . ; or x
2
i , x
5
i , x
8
i , x
11
i , . . . ; or x
3
i , x
6
i , x
9
i , x
12
i , . . . ;
are discarded. We have three different placements of discarded val-
ues;
(c) S4 = 25% : Values of x
1
i , x
5
i , x
9
i , x
13
i , x
17
i , . . . ; or x
2
i , x
6
i , x
10
i , x
14
i , x
18
i , . . . ;
or x3i , x
7
i , x11, x15, x19, . . . ; or x4, x8, x12, x16, x20, . . . ; are discarded.
We have 4 different placements of discarded values;
(d) The procedures are similar in the case S3 = 29%, S5 = 22.5% and
S6 = 20%.
4. For each Sk and for each of those placements we consider all possible
reconstructions of the function by piecewise polynomials up to fourth de-
gree and select the one which provides the minimal error of reconstruction.
Record this value of the minimal error.
5. For the same Sk we consider other placements of the retained points and
repeat the procedure. Record the obtained minimal errors.
6. Then we take a mean of the recorded errors calculated over all placements
for each channel of the EEG-record.
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Figure 1: Typical dependencies of the form (3) of EEG recordings, left (A): nor-
mal subject, right (B): patient with schizophrenia. The theoretical dependence
is shown by a solid line, and the experimental points are shown by circles.
7. Take sum of the mean errors over all channels. It is our estimation of ǫk
in the case of Sk.
8. Repeat the procedure for k = 1, . . . , 6.
9. Consider points (log(Sk), log(ǫk)), and find the best linear fit
log ǫ ≈ A+B logS (3)
using the least squares method.
Each graph in Fig 1 demonstrates the typical dependence of the form (2) for
given EEG recording (the theoretical dependence is shown by a solid line, and
the experimental points are shown by circles). The left plot corresponds to the
normal subject and the right one to the patient with schizophrenia.
Let us notice that the obtained above values of the coefficients A and B are
our estimates for the ǫ-complexity coefficients which are used in classification
algorithm. For each subject we estimate the ǫ-complexity coefficients as well as
the ǫ-complexity coefficients of some transformations of the EEG data (see next
section).
1.3 Classification
In the next step we use the calculated ǫ-complexity coefficients as an input to
the supervised classifiers, such as Random Forest and Support Vector Machine.
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The results will be evaluated using the Out-Of-Bag (OOB) [22] error in case of
the random forest and k-fold cross-validation procedure in both cases to be able
to compare the performance of two classifiers.
Note that in case of OOB the model calculates the error using observations
not trained for each decision tree in the forest and aggregates over all of them;
therefore it has no bias. This is considered to be an accurate estimate of the
test error for the Random Forest [22].
Cross-validation (CV), (see e.g,[23, 24] ) is a model validation technique
for assessing how the results of a statistical analysis will be generalized to a
new data set. In particular, the data set is partitioned into complementary
subsets (so called training and validation sets). The classifier is built using the
training data set and performance is tested on the validation set. In k-fold cross-
validation (see, e.g [24, 25]), the original sample is randomly partitioned into k
equal-sized subsamples. Of the k subsamples, a single subsample is retained as
the validation data for testing the classifier, and the remaining k−1 subsamples
are used as training data. The cross-validation process is then repeated k times,
with each of the k subsamples used exactly once as the validation data. The k
results from the folds are averaged to produce a single estimate.
2 Results
Data description. EEG recordings which were analyzed previously in [26, 27,
28] are also used in this study. The data are publicly available at http://brain.bio.msu.ru/eeg_schizophrenia.htm.
The recordings have been obtained for 45 boys (10-14 years old) suffering from
schizophrenia and diagnosed using clinical interviews at the Research Center for
Psychological Disorders of the Russian Academy of Medical Sciences according
to the criteria given in [30]. Because the patients had not taken psychoactive
drugs before participating in the study, we could exclude the influence of med-
ications. The control group consists of 39 healthy boys (11-13 years old). The
traditional approach to placement of electrodes used at Pirogov Russian Na-
tional Research Medical University in similar studies was employed. For all
subjects EEG were registered using the standard 10/20 international electrode
scheme involving 16 electrodes (O1, O2, P3, P4, Pz, T5, T6, C3, C4, Cz, T3,
T4, F3, F4, F7, F8) with the reference earlobe electrode.
Artifacts, mostly head and eyes movements, were removed manually based
on the opinion of two experts. We received data which are free of the artifacts.
During the recordings patients were in resting state with closed eyes. Impedance
for all electrodes was kept below 10 kΩ. Signal was sampled at frequency 128Hz
and bandpass filter between 0.5Hz and 45Hz was applied. The length of each
recording after removal of the artifacts is 7680 points.
Remark. The bandpass-filter between 0.5 and 45Hz was performed ini-
tially. We did not perform any additional filtration of the signal in different
frequency bands. Note the filtration changes the signal and therefore, generally
speaking its ǫ-complexity. However in our attempt to classify the EEG signals
into schizophrenic and control groups we did not have a preliminary information
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which frequency band can be used as classification feature. Therefore we did
not perform such filtration and as it turned out later, we need not it.
In our analysis the multichannel EEG record is treated as a restriction of
a continuous vector function x(t) = (x1(t), . . . , x16(t)) , t ∈ [a, b] at the uniform
grid, i.e. values of continuous vector function are given in equally distant points
of time with distance 1/128 sec.
For all individuals in our study we estimated the ǫ-complexity coefficients
Ai, Bi according to the above algorithm. Here, i is the subject’s number, i =
1, . . . , 84, where the first 39 subjects are normal and the last 45 subjects are
schizophrenic.
After that we consider differences of the original EEG signals, x(1)(t) =
x(t+1)−x(t), t = 1, .., n− 1, x(2)(t) = x(1)(t+1)− x(1)(t) t = 1, ...., n− 2, and
etc. The ǫ-complexity coefficients ADki, BDki, k = 1, 2, 3, 4 are estimated up
to the fourth difference.
The employment of differences corresponds to the analysis of derivatives of
the EEG signal. Since, a priory , we did not know the features of the signal
which are useful for classification, we tested different combinations of the ǫ-
complexity coefficients of the original series and the series of finite differences
and found that the complexity coefficients Ai, Bi, and complexity coefficients
of 4th differences AD4i, BD4i (i = 1, . . . , 84) form the best set of features for
classification of our patients into two groups: schizophrenic and control.
After that we use the machine learning techniques to separate data into two
clusters. In particular, we feed the vectors (Ai, Bi, AD4i, BD4i) into the su-
pervised classifiers such as Random Forest (RF) and Support Vector Machine
classifiers (SVM). This step is performed using R project software and its pack-
age "RandomForest" for the random forest classifier and package "e1071" for
the SVM. We also perform 10-fold cross-validation using the "cart" package.
The results for the OOB and the 10-fold cross-validation for Random Forest
and SVM classifiers are presented in the Table 1. In this table we provide
the accuracy of these classifiers and the percentage of false negative and false
positive cases. False positive cases are the cases in which we classify the healthy
patient as a patient with schizophrenia and false negative cases are the cases
in which we classify a patient with schizophrenia as a healthy patient. To get
95% bootstrap confidence intervals (CI) we performed 10,000 replications of our
experiments using random re-sampling of the data.
Table 1. (Results for the Random Forest (RF) and Support Vector Machine
(SVM) classifiers)
Method Accuracy (in %) False Positive (in %) False Negative (in %)
RF OOB 83.6 11.6 20.7
RF 95% CI (80.9, 85.7) (10.3, 15.4) (17.8, 22.2)
RF 10-fold CV 83.2% 13.1% 21.5%
RF 95% CI (79.2,86.8) (7.5, 20.0) (16.0,27.0)
SVM 10-fold CV 79.7% 13.6% 25.9%
SVM 95% bootstrap CI (75.9,83.4) (8.3, 19.2) (20.5,31.7)
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3 Conclusions and Discussion
Until now the problem of detecting EEG mental states in humans and in partic-
ular, in the diagnosis of mental diseases, remains open [7, 15]. This is due to the
lack of effectiveness of traditional methods of EEG analysis in relation to the
classification of normal and pathological mental states [?, 31] that causes the re-
searchers to seek new methods of quantitative evaluation of the EEG including
schizophrenia detection and classification [15].
In this paper, we proposed methodology which employs the ǫ-complexity for
the separation of different mental state. In particular, we apply this methodol-
ogy to separate EEG records of patients with schizophrenia and control group.
We selected the multivariate ǫ-complexity coefficients of the original data
as well as the multivariate ǫ-complexity coefficients of the fourth differences as
markers in identification of schizophrenia in adolescents. We found that Random
Forest classifier performs better for this data set than Support Vector Machine.
The accuracy of proposed markers is relatively high, reaching on average 83.6%
in the test set used in the cross-validation on a sample of 45 schizophrenic
patients and 39 healthy subjects. The False Positive error rate on average is
11.6% and False Negative is 20.7%.
We would like to emphasize that the feature space used in classification
algorithm has only four dimensions which is much smaller than the sample size.
To the best of our knowledge, the literature does not contain any results on
the classification of schizophrenic diseases in a space of features of EEG data of
such small dimension.
In the previous work on these EEG data [27] six spectral and four time
domain characteristics for 16 channels were considered as features for classifi-
cation. In total 160 features were tested. It was found that 38 characteristics
are sufficient for the separation of two groups of subjects: schizophrenic and
normal.
In this paper we analyze EEG data for patients in resting condition without
medical treatment. There are other known approaches to diagnose schizophre-
nia using EEG data([15, 32]), which are based on using different stimuli and
post-treatment EEG in different groups of patients. This is a fundamentally
different approach, and it is difficult to produce a comparative analysis of our
approach with these approaches. The proposed methodology expands the arse-
nal of methods for classification of EEG signal into groups of schizophrenic and
normal subjects.
Let us emphasize that this paper is the first attempt to apply the ǫ-complexity
of vector functions to real EEG data. Preliminarily, we verified this method-
ology on simulations but such results are not presented in this paper. In the
future we will apply such methodology to other types of studies and classifi-
cation problem for EEG signals, such as identification of pre-seizer states for
epileptic patients.
Of interest is further development of the proposed methodology for the de-
tection of fixed mental states (Motor Imagery) in real time in the context of
brain-computer interface [33].
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Appendix
Let us provide precise definitions and results following from the general ǫ-
complexity theory of continuous functions (see, [19]).
Consider a continuous vector function, x(t) = (x1(t), . . . , xd(t)), defined on
[0, 1]. Let Ri
def
= max
t∈[0,1]
|xi(t)|, i ∈ I
def
= {1, . . . , d}. We will assume that
min
i∈I
Ri > 0
.
Let xˆi(·) be an approximation of the i-th component xi(·), i ∈ I of the vector
function x(·) constructed using its values at the nodes of a uniform grid with
spacing h by one of the allowable methods of function reconstruction from a
given collection of approximation methods F .
The function xi(·) is called F-nontrivial (correspondingly, totally nontrivial)
if it can not be recovered with an arbitrary small error by methods F (corre-
spondingly, by any enumerable collection of methods) for any h > 0.
The vector function x(·) is called F-nontrivial (respectively, totally nontriv-
ial) if all its components are F-nontrivial (respectively, totally nontrivial).
Denote by I˜
def
= {i ∈ I : xi(·) is anF − nontrivial function}, and put
δFi (h) = inf
xˆi(·)∈F
sup
t∈[0,1]
|xi(t)− xˆi(t)|, i ∈ I.
The function δFi (h) is called the absolute recovery error of the component xi(·)
by methods F . For each ǫ ≥ 0, define
h∗x(ǫ,F) =


inf{h ≤ 1 :
∑
i∈I˜
δF
i
(h)
Ri
> ǫ}, if I˜ 6= ∅
1, in opposite case
We will call
δF
i
(h)
Ri
the relative recovery error of the component xi(·) by methods
F .
Definition 1. The number
Sx(ǫ,F) = − logh
∗
x(ǫ,F)
is called the (ǫ,F)-complexity of an individual continuous vector function x(·).
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This definition is a generalization of the main definition for scalar functions
introduced in [19].
In most modern applications, one deals with functions (vector functions)
defined by their values at a discrete set of equally distant moments of time (or
as it is called, on uniform grid). We will assume that this array of values is the
restriction of a continuous function to the points of some uniform grid.
Let T be a set of totally nontrivial vector functions satisfying the Ho¨lder
condition, which means that for any (t, s) ∈ [0, 1]× [0, 1]
∑
i∈I
|xi(t)− xi(s)| ≤ L|t− s|
p, L > 0, p > 0.
It can be shown that T is everywhere dense in the set of vector functions
satisfying the Ho¨lder condition. In other words, “almost any” Ho¨lder vector
function is totally nontrivial, i.e. has totally nontrivial component s.
In our context a vector function satisfying the Ho¨lder condition is given
by its n values (i.e. by n vectors from Rd) on a uniform grid. We choose
0 < S < 1 and discard [(1 − S)n] of the function values from each component
of the vector function sample. Using the remaining values we approximate
the values of the components of the vector function at the discarded points by
the set of approximation methods F , and for each component find the best
approximation in the sense of minimal relative recovery error. Let the minimal
relative recovery error of the i-th component be equal to ǫi, i ∈ I. Define the
relative error of the vector function approximation as ǫ =
∑
i∈I
ǫi.
Following the main idea, we define now the ǫ-complexity of continuous vector
function, given by its values at a uniform grid, as (minus) logarithm of relative
fraction of their values (i.e., − logS), which should be retained to reconstruct
this function in discarded points with relative error not large then the ǫ. It is easy
to show that the definition of the ǫ-complexity of function given on discrete set
of points converges to the ǫ-complexity of the corresponding continuous function
with the increasing of sampling frequency (see [21]).
Due to the fact that a vector function has a finite number of components
and each component satisfies the Ho¨lder condition, from the general theory (see
[19]) we can immediately obtain the following
Theorem 1. For any vector function x(·) from a dense subset of set T , any
(sufficiently small) κ > 0, δ > 0, and n ≥ n0(x(·)) there exist a set of approxima-
tion methods F∗, numbers 0 < α (n, x(·)) < β (n, x(·)) < 1, functions ρ(S), ξ(S)
and a set N ⊂ Q = [α(·), β(·)], µ(N) > µ(Q) − δ (µ(·) is Lebesgue measure)
such that for all F ⊇ F∗ and S ∈ N the following relations hold:
log ǫ = A+ (B + ρ(S)) logS + ξ(S), sup
S∈N
max(|ρ(S)|, |ξ(S)|) ≤ κ.
It follows from this theorem that (in the case of sufficiently rich family of
approximation methods F and sufficiently large n) for vector functions satisfying
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the Ho¨llder condition and defined by their n values at a uniform grid the ǫ-
complexity is characterized by a pair of real numbers (A,B) via the formula
log ǫ ≈ A+B logS. (4)
Here the notation ≈ means “approximately equal” and its meaning is clear
from the theorem.
These two parameters A, B are features of the EEG signal useful in the
classification of the “short” EEG records. These features don’t depend from the
data generating mechanism and are model-free. In the scalar case they have
been introduced and applied for the purpose to detect changes in generating
mechanism [?, 19, 20, 21] of “long” EEG data.
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