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Resumo
Este trabalho apresenta um estudo sobre métodos de apoio à decisão multicriterial, com
interesse especial em métodos baseados na teoria de valor. O trabalho foi motivado por uma
aplicação real que tem por objetivo a priorização de produtos naturais, na área de suplementos
e nutri-cosméticos. Para ordenar as alternativas e obter as respectivas priorizações, foram
utilizados os métodos da Teoria de Utilidade Multiatributo (MAUT), do Processo de Análise
Hierárquica (AHP) e da Tomada de Decisão Interativa Multicritérios (TODIM). Tais métodos
foram implementados em Matlab e diversos testes foram realizados com dados reais, incluindo
uma simulação de Monte Carlo para variação aleatória dos pesos dos critérios. A aplicação final
possui cinco alternativas e sete critérios e, de maneira geral, a ordenação obtida pelos métodos
utilizados foi bastante similar. Mesmo assim, a comparação de resultados obtidos por diferentes
métodos possibilita ao decisor, além de obter a ordenação das alternativas de acordo com os
múltiplos critérios, também aumentar seu conhecimento do problema e, com isso, melhorar a
qualidade de suas decisões.
Palavras-chave: Tomada de Decisão, AHP, MAUT, TODIM
Abstract
This master thesis presents a study on multi-criteria decision methods, with special interest
on methods based in utility theory. This study was motived by a real application, in which it is
desired to obtain a prioritization ordering of products to be commercialized in nutria-cosmetics
area by considering a multi-criteria approach. The Multi-Attribute Utility Theory (MAUT),
the Analytic Hierarchical Process (AHP) and the Interactive and Multicriteria Decision Making
(TODIM) was applied as decision aid tools. These methods were implemented in MatLab and
several computational experiments were performed based on both, synthetic and real data,
including a Monte Carlo simulation to investigated the consequences of variation of the weights.
The real case studied has five alternatives and seven criteria and the methods used have obtained
very similar resulting in terms of prioritization. Besides the ordering, the systematic use of
multi-criteria decision approach can also contribute to a better understanding of the problem,
its multiple facets, and thus helping to obtain better decisions.
Palavras-chave: Multicriteria decision aid, Prioritization, MAUT, AHP, TODIM.
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Introdução
A motivação para o desenvolvimento deste trabalho veio da análise de situações de possi-
bilidade que surgem no dia a dia das pessoas. Situações estas nas quais, inevitavelmente, as
mesmas tenham que tomar uma decisão para suprir suas necessidades.
Um exemplo simples pode ser observado na seguinte situação: ter que escolher qual vestimenta
usar pela manhã, após acordar. Esta escolha depende de vários fatores como: o clima (chuvoso,
ensolarado, frio) e o local de destino (vai ao trabalho, escola, praticar atividade física, viajar).
Enfim, estes são indícios que auxiliam no estabelecimento da decisão de qual roupa vestir.
Percebe- se então, que, a tomada de decisão consiste na ação de decidir, escolher uma entre
várias alternativas apresentadas.
Neste contexto, o objetivo desta dissertação é o de realizar um estudo comparativo sobre os
métodos MAUT, AHP e TODIM, todos como instrumentos de apoio à decisão.
Será apresentado também um estudo de caso, baseado em dados reais, como exemplo de
aplicação de tais métodos. Neste estudo, o gestor da empresa em destaque desejava lançar no
mercado mais um produto do seu ramo de atividade, este, escolhido entre alguns que dispunha
como opção de seleção. Corroborando, o estudo feito analisou tais possibilidades e o auxiliou a
compreender em qual delas poderia maximizar as chances de resultados positivos à empresa.
Este trabalho está estruturado em quatro capítulos. No capítulo 1 será abordado o desen-
volvimento, a racionalização e a fundamentação da tomada de decisão. No capítulo 2, uma
breve discussão sobre os métodos AHP, MAUT e TODIM. No capítulo 3, a aplicação dos três
métodos que estão sendo estudados para o problema de priorização de lançamento dos produtos.
Finalizando, no capítulo 4, a conclusão deste estudo.
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Capítulo 1
Uma introdução à teoria de decisão
Este capítulo apresenta como os conceitos básicos associados a problemas de decisão multi-
critério intervém na visão geral da decisão.
1.1 Desenvolvimento da capacidade de tomada de deci-
são
No início da civilização, as decisões eram tomadas a partir de “consultas” com entidades
divinas. Quando um líder precisava tomar alguma decisão para seu povo, ele chamava alguém
dotado deste “poder místico” para que recebesse orientações sobre a decisão a ser tomada. Deste
modo, as decisões eram tidas como sábias e livres de erros. Porém, quando o objetivo não era
atingido, dizia- se que esta “força maior” estava triste ou decepcionada com o líder ou com seu
povo. Entretanto, se atingisse era porque estava feliz com todos. Ou seja, independente dos
resultados as decisões eram fortemente influenciadas pelas forças místicas[5].
Com o passar do tempo, este hábito foi mudando, até que com o fim da Segunda Guerra
Mundial, em função da experiência obtida pelas Forças Aliadas sobre problemas lógico-militares,
um grande número de organizações de pesquisa dedicou-se à análise e à preparação de decisões,
usando a então recente “Pesquisa Operacional” [14]. A partir desta pesquisa surge a necessidade
imediata de aumentar lucros e minimizar gastos e custos. Com esse objetivo foram desenvolvidos
diversos métodos estritamente matemáticos para que se encontrasse a solução correta de um
problema. Pode- se dizer que, esses métodos fazem parte da elaboração clássica e muitos deles
são utilizados atualmente em uma série de aplicações diárias (alocação de carga, estabelecimento
do caminho mínimo, otimização de inventários[14].
Em 1944 Von Neumann & Morgenstern[27] apresentaram a teoria da escolha. A teoria indica
que a escolha entre as possíveis ações, poderiam ser decididas através de comparações entre si[9].
Na década de 1970, começam a surgir os primeiros métodos do Apoio Multicritério à Decisão
13
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(AMD), com o intuito de enfrentar situações específicas, nas quais um decisor, atuando com
racionalidade, deveria resolver um problema em que vários objetivos podem ser alcançados de
forma simultânea[14].
Para problemas de multicritérios, Gomes et al.[14] ressalta que se deve se ter bem claro cada
participante e propriedade do problema e estes definidos como:
A - Tomador de decisão: ou proprietário da decisão ou simplesmente decisor, é o último
responsável pela decisão a ser tomada. Pode ser uma só pessoa ou várias, e é para ela que se
produz a recomendação sobre qual decisão tomar.
B - Analista de Decisão: profissional conhecedor dos fundamentos e dos métodos da teoria
da decisão. É quem modela, administra, soluciona o problema, analisa e também produz
recomendações ao tomador de decisão.
C - Atributos e critérios: São fatores de avaliação que direcionam a análise e devem ser
estabelecidos com base na modelagem das consequências, de modo que representem as dimensões
relevantes do problema. Se, por exemplo, a decisão fosse comprar um carro dentre os diferentes
modelos que estão à venda, o decisor poderia avaliar o preço, a segurança, o tamanho e o
conforto. Essas características são denominadas atributos, as quais representam propriedades ou
capacidades das alternativas para satisfazer as necessidades e/ou desejos, embora em diferentes
“quantidades” ou “intensidades”.
Acrescenta-se a esses atributos diferentes informações referentes às preferências do decisor
e desta forma proporciona um conjunto de regras pelo qual são confirmadas suas preferências
entre os carros em relação ao atributo em questão, diz-se que esse conjunto de regras representa
um critério de decisão.
D - Conjunto de Alternativas: Este conjunto poderia ser contínuo, porém para este trabalho
assume-se que este conjunto de alternativas é discreto, representado por 𝐴 = 𝑎1, 𝑎2, 𝑎3, · · · , 𝑎𝑛.
Isso significa que cada alternativa 𝑎𝑖 representa um curso de ação disponível no conjunto de 𝑛
possíveis alternativas para efetivação do decisor.
1.2 Problemas AMD
De acordo com Belton & Stewart[3] o foco do AMD está em apoiar ou ajudar na tomada de
decisões. Não se trata de prescrever como as decisões "devem"ser tomadas, nem de descrever
como as decisões devam ser tomadas na ausência de apoio formal.
Figueira et al.[12] complementam que não se pode esperar provar cientificamente, num
contexto de tomada de decisão, que uma determinada decisão é a melhor. Portanto, é impossível
considerar que em cada situação existe a seleção correta, ou até mesmo a classificação correta
que poderia ser considerada e descoberta de qualquer método utilizado.
Assim, Belton & Stewart[3] mencionam alguns mitos utilizados em AMD:
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Mito 1: AMD dará a resposta "certa";
Mito 2: O AMD fornecerá uma análise "objetiva"que aliviará os tomadores de decisão da
responsabilidade de fazer julgamentos difíceis;
Mito 3: AMD vai tirar a dificuldade da tomada de decisão.
Acima de tudo, o objetivo da AMD deve ser facilitar o aprendizado e a compreensão dos
decisores sobre o problema enfrentado, levando em conta suas próprias prioridades, valores e
objetivos e explorando-os no contexto do problema para orientá-los na identificação de um curso
de ação preferido[3].
Segundo Roy & Giard[33], o AMD pode contribuir para:
1. Analisar o contexto de tomada de decisão, identificando os principais atores, as várias
possibilidades de ações e as consequências;
2. Organizar e/ou estruturar como o processo de decisão se desenrola a fim de aumentar a
coerência entre os valores subjacentes aos objetivos e metas e a decisão final encontrada;
3. Aproximar os atores da discussão, propondo que apontem os principais aspectos para a
compreensão do problema;
4. Elaborar uma recomendação utilizando resultados a partir de modelos com base científica.
Complementando o processo, de acordo com Roy & Giard[33] há algumas dependências até
a tomada de decisão. Deste modo, a Figura 1.1 mostra de forma simplificada e sem utilizar um
método, a estruturação do problema, com início na sua identificação até sua solução.
A análise serve para complementar e desafiar a intuição, atuando como uma caixa de
ressonância contra as ideias a serem testadas, as quais a análise não procura substituir o
julgamento intuitivo ou a experiência. Assim as mais úteis abordagens devem ser conceitualmente
simples e transparentes.
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Figura 1.1: Organização do processo de decisão
Fonte: Roy & Giard, 1985[33]
Para designar essa maneira de conceber o objetivo do AMD, sem elaborar qualquer recomen-
dação, usa-se o termo problemática[12], sobre o qual Roy & Bouyssou[32] o apresenta dividido
em quatro tipos:
• Problemas do tipo 𝑃𝛼: consiste na seleção da (s) melhor (es) alternativa (s), dentre
diversas, sendo assim o procedimento é o de selecionar, resultando em uma escolha, ou
seja, é a partir de comparação que se estabelece.
• Problemas do tipo 𝑃𝛽: consiste em aceitar alternativas que parecem boas e descartar as
que parecem ruins, ou seja, separando-as por classes. Tem como procedimento a alocação
e como resultado uma triagem, portanto é a partir de um julgamento independente que se
institui.
• Problemas do tipo 𝑃𝛾: consiste em gerar uma ordenação entre as alternativas disponíveis,
então, o procedimento é classificatório para que se tenha uma sequência como resultado;
onde novamente é feita uma comparação para este tipo de problema.
• Problemas do tipo 𝑃𝛿: consiste na realização da descrição das alternativas, ou seja,
identificando as características mais distintas entre as alternativas como procedimento
para que se tenha o conhecimento, e deste modo, estruturando-se o problema.
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Pode-se entender que, independentemente do tipo de problemática apresentada, os méto-
dos podem ser aplicados e efetivarem a decisão de mais de um tipo de problema, de forma
complementar.
1.3 Preferências
Gomes et al.[14] afirmam que é razoável pensar que o tomador de decisão, diante de duas
alternativas 𝑎1 e 𝑎2 ∈ 𝐴 é capaz de declarar qual delas prefere ou se ambas lhe resultam
indiferentes. Castro & Faro[9] acrescentam que uma preferência ⪰ sobre A é simplesmente uma
relação em A, isto é, ⪰ ⊂ 𝐴2. Então para 𝑎𝑖, 𝑎𝑗 ∈ 𝐴, pode-se ter (𝑎𝑖, 𝑎𝑗) ∈ ⪰. Nesse caso, se
escreve também 𝑎𝑖 ⪰ 𝑎𝑗 e se lê “𝑎𝑖 é pelo menos tão bom quanto 𝑎𝑗”. Adota-se o seguinte: 𝑥 ≻ 𝑦
se lê como "𝑥 é (estrimamente) melhor do que 𝑦"ou "𝑥 é preferível a 𝑦", enquanto 𝑥 ∼ 𝑦 se lê
como "𝑥 é tão bom quanto 𝑦".
A partir da relação de preferência ⪰ pode ser definida duas novas relações, ≻ e ∼. Sendo
que na primeira o símbolo ∼ é lógico, ou seja, corresponde a negação, já na segunda corresponde
a preferência.
𝑥 ≻ 𝑦 ≡ (𝑥 ⪰ 𝑦)∧ ∼ (𝑦 ⪰ 𝑥);
𝑥 ∼ 𝑦 ≡ (𝑥 ⪰ 𝑦) ∧ (𝑦 ⪰ 𝑥);
Para estudar as propriedades dessas três relações, pode-se ver as seguintes propriedades
gerais de um relação 𝑅 ⊂ 𝑋2.
• R é transitiva se ∀𝑥, 𝑦, 𝑧 ∈ 𝑋, 𝑥𝑅𝑦 e 𝑦𝑅𝑧 implicam 𝑥𝑅𝑧.
• R é completa se ∀𝑥, 𝑦 ∈ 𝑋, 𝑥𝑅𝑦 ou 𝑦𝑅𝑥.
• R é reflexiva se ∀𝑥 ∈ 𝑋, 𝑥𝑅𝑥.
• R é simétrica se ∀𝑥, 𝑦 ∈ 𝑋, 𝑥𝑅𝑦 ⇒ 𝑦𝑅𝑥.
• R é assimétrica se ∀𝑥, 𝑦 ∈ 𝑋, 𝑥𝑅𝑦 ⇒∼ (𝑦𝑅𝑥).
• R é negativamente transitiva se ∀𝑥, 𝑦, 𝑧 ∈ 𝑋, 𝑥𝑅𝑧 ⇒ (𝑥𝑅𝑦) ∨ (𝑦𝑅𝑧).
• R é relação de equivalência se é simétrica, reflexiva e transitiva.
• R é racional se é completa e transitiva.
Como exemplo, pode-se tomar um conjunto 𝑋 = 𝑥, 𝑦, 𝑧, 𝑤. De modo que se possa ter como
relação de preferência entre os elementos 𝑥, 𝑦, 𝑧, 𝑤.
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1. Utilizando 𝑥 ≻ 𝑦, 𝑦 ≻ 𝑧 e 𝑧 ≻ 𝑤. Para que X seja transitivo, teía-se que ter 𝑥 ≻ 𝑧, 𝑥 ≻ 𝑤
e 𝑦 ≻ 𝑤
2. Para X ser reflexivo, é necessário ter 𝑥 ≻ 𝑥, 𝑦 ≻ 𝑦, 𝑧 ≻ 𝑧 e 𝑤 ≻ 𝑤.
3. Para X ser completo, é prescindível obter 𝑥𝑅𝑥, 𝑦𝑅𝑦, 𝑧𝑅𝑧, 𝑤𝑅𝑤, 𝑥𝑅𝑦, 𝑥𝑅𝑧, 𝑥𝑅𝑤, 𝑦𝑅𝑧,
𝑦𝑅𝑤 e 𝑧𝑅𝑤.
A partir de uma preferência com base nas definições acima, pode-se chegar a algumas
conclusões:
• Se ⪰ é transitiva, então ≻ é transitiva.
• Se ⪰ é transitiva, então ∼ é transitiva.
• Se ⪰ é transitiva, e 𝑥 ≻ 𝑦, 𝑦 ⪰ 𝑧 então 𝑥 ≻ 𝑧.
• Se ⪰ é transitiva, e 𝑥 ∼ 𝑦, 𝑦 ≻ 𝑧 então 𝑥 ≻ 𝑧.
• Se ⪰ é completa, então é reflexiva.
• ∼ é simétrica.
Baseado nas relações apresentadas percebe-se que a preferência é o modelo para as escolhas.
Através da modelagem, pode-se representar a estrutura de preferências do decisor em relação
às consequências, na análise de um problema de decisão. Este modelo de preferências é uma
representação formal de comparações de elementos que se estabelecem a partir das relações
definidas de um tomador de decisão sobre um conjunto de alternativas.
1.4 Função utilidade
Definição: Uma função utilidade 𝑢 : 𝐴 → R representa uma preferência ⪰ quando para
todos 𝑎𝑖, 𝑎𝑗 ∈ 𝐴, 𝑎𝑖 ⪰ 𝑎𝑗 ⇔ 𝑢(𝑎𝑖) ≥ 𝑢(𝑎𝑗).
De acordo com a definição acima, a utilidade pode ser entendida como uma maneira de
descrever preferências, já que é mais fácil de ser calculada e comparada por utilizar de números
na sua representação [39].
Essas preferências são válidas apenas quando a incerteza não existe. Porém, em um ambiente
de incerteza, a maneira como a maioria das pessoas escolhe um estado em relação a outro
dependerá da probabilidade de algum desses estados acontecerem[1].
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No século XVII, Pascal e Fermat introduziram os cálculos matemáticos na teoria de probabi-
lidade, teoria baseada no fato de que as pessoas optam pela alternativa que lhe proporcionam o
maior valor esperado (EV):
𝐸𝑉 = 𝑥1𝑝1 + 𝑥2𝑝2 + · · ·+ 𝑥𝑛𝑝𝑛 =
𝑛∑︁
𝑖=1
𝑥𝑖𝑝𝑖 (1.1)
Onde 𝑥𝑖 é um resultado (monetário) e 𝑝𝑖 é probabilidade de 𝑖 ocorrer.
Por volta de 1738, Daniel Bernoulli observou que as pessoas atribuíam valores diferentes
para uma mesma quantia monetária. Por exemplo, uma pessoa de menor poder aquisitivo dava
mais valor para uma determinada quantia em relação a uma pessoa de maior poder aquisitivo.
Portanto, a margem útil dos valores decresce com o aumento da riqueza[1].
A função utilidade é côncava para os estados de riqueza como se pode ver na Figura 1.2,
implicando que a utilidade de receber $ 50 é maior do que a metade da utilidade de receber $
100. Assim, o tomador de decisão prefere $ 50 com certeza a $ 100 com probabilidade de 50%.
Esse comportamento é conhecido como aversão ao risco.
Figura 1.2: Função Utilidade
Fonte: Baldo, 2007[1]
Baseado nestes dados, investidores tornam-se racionais ao adquirirem um ativo financeiro.
Estes processam as informações de forma objetiva. Sabe-se que os erros que cometem são
aleatórios e, portanto, não resultam de um comportamento otimista ou pessimista[4].
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1.5 Teoria do prospecto
A teoria do prospecto foi desenvolvida por Kahneman & Tversky[22] como um contraponto
às teorias normativas sobre o processo de tomada de decisão baseada em utilidade (a tomada de
decisão assume um comportamento idealmente racional dos decisores).
Fazendo alusão à ideia, a teoria dos prospectos diz que um ganho de $ 1000,00 possui a
mesma utilidade (com sinal contrário) que uma perda de $ 1000,00. Kahneman e Tversky[22]
mostraram através de sucessivos experimentos que esta situação não é necessariamente verdade.
Para Kahneman & Tversky[22] poderem chegar a uma conclusão no modo de pensar humano,
montaram um questionário contendo dois problemas a serem resolvidos por uma quantidade de
pessoas convidadas para o experimento. A seguir podemos visualizar as problemáticas:
“Imagine que os Estados Unidos da América estejam se preparando para a eclosão de uma
doença asiática pouco comum capaz de matar 600 pessoas. Há dois programas possíveis para
combater a doença”.
Problema 01:
I) Se o programa A for adotado, 200 pessoas serão salvas;
II) Se o programa B for adotado, há 1/3 de probabilidade das 600 pessoas salvarem-se e 2/3
de probabilidade das pessoas não se salvarem.
Problema 02:
I) Se o programa C for adotado, 400 pessoas morrerão;
II) Se o programa D for adotado, haverá 1/3 de probabilidade de ninguém morrer e 2/3 de
probabilidade de 600 pessoas morrerem.
Como se pode perceber na análise, os problemas são idênticos, assim como as alternativas,
pois matar 600 pessoas e salvar 200 (programa A) ou morrer 400 (programa C) dá no mesmo,
assim como uma probabilidade de 1/3 se salvarem (programa B), o mesmo que dizer que há
1/3 de probabilidade de ninguém morrer (programa D). Porém para a primeira questão, em
que foram entrevistadas 152 pessoas, 72% dos votos fora para o programa A e os 28% para o
programa B. Já na segunda questão, em que foram entrevistadas 155 pessoas, 22% dos votos
optaram para o programa C, enquanto 78% optaram para o programa D[22].
Logo, fica claro que a formulação da pergunta afeta na decisão dos entrevistados. Ou
seja, quando os riscos sugerem ganhos – como o programa A e B de salvar vidas – as pessoas
respondem diferente se o que for comparado induz ao risco que sugere perdas – como o programa
C, D de perder vidas. Deste modo, os pesquisadores explicam que um dos motivos para as
expressivas diferenças entre as respostas dos indivíduos poderia ser o fato que estes são mais
compassivos a estímulos negativos[22].
Exemplos e experimentos como os relatados acima levaram os proponentes da teoria dos
prospectos a concluir que a curva da função utilidade é assimétrica em relação à origem, ou seja,
de forma geral os seres humanos tendem a ser mais conservadores no quadrante dos ganhos e
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mais propensos à riscos no quadrante das perdas, conforme ilustrado na Figura 1.3.
Figura 1.3: Curva da função utilidade da teoria dos prospectos
Fonte: Gomes & Rangel [17]
Rogers et al.[31] destacam três efeitos presentes na teoria do prospecto:
1. Efeito certeza: a ideia que os indivíduos tendem a relegar um peso maior às probabilidades
que tem alta probabilidade de ocorrer em relação aos resultados prováveis;
2. Efeito reflexão: os indivíduos preferem o ganho certo - no campo do ganho há aversão ao
risco; e no campo da perda, os indivíduos apresentam-se propensos ao risco, fugindo da
perda certa;
3. Efeito isolamento: os indivíduos normalmente desconsideram diversas características
envolvidas na escolha a ser efetuada, destacando e centralizando as características que
dão um caráter diferente às opções possíveis.
Baldo[1] afirma que o principal aspecto em que a teoria do prospecto difere da teoria da
utilidade é o ponto de referência do estado final de riqueza: a teoria do prospecto é definida
sobre ganhos e perdas em relação a um ponto de referência, já para teoria de utilidade isso
não acontece. A Tabela 1.1 mostra um exemplo de uma entrevista feita por Kahneman &
Tversky[22].
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Tabela 1.1: Ponto de referência e ganhos e perdas
Valor Probabilidade Valor Probabilidade
Questão 1: $ 1000 50 % $ 500 100%
Você já possui $1000 16% 84%
Questão 2: -$1000 50% -$ 500 100%
Você já possui $ 2000 69% 31%
Fonte: Baldo, 2007 [1]
Na questão 1 a maioria das pessoas escolheu a segunda opção, influenciados pelo efeito
certeza. Já na questão 2, a maioria escolheu a primeira alternativa, influenciados pelo efeito
reflexão.
De acordo com a teoria da utilidade, os dois problemas são idênticos quando comparados
em termos de estados de riqueza. Assim, o que de fato se confirma é que as pessoas fazem as
escolhas em relação ao que poderiam ganhar ou perder, contrariando a teoria da utilidade.
Kahneman e Tversky[22] - em sua teoria do prospecto - distinguem duas fases no processo
de escolha – uma fase inicial, denominada de edição; e uma fase subsequente, denominada de
avaliação. Nas duas fases, o decisor estabelece um julgamento preliminar dos prospectos que tem
e os torna adequados um aspecto mais simplificado deste prospecto. Prospecto este, destinado a
ser estudado e selecionado, tomando-se por base as atitudes, as contingências e as consequências
que são proeminentes para a decisão.
Recentemente, Kahneman[21] afirmou que esta teoria teria suas limitações. Por exemplo,
determinados resultados podem ser absurdos perante a um caso em que o ponto de referência é
nulo. De acordo com sua defesa, o objetivo da teoria do prospecto não abrange o sentimental
do decisor que a alta probabilidade de ocorrência de determinado fato situa um novo ponto de
referência e, diante das expectativas previstas, o não acontecimento do caso será visto como uma
grande perda e portanto, a teoria não abrange esse tipo de problema, já que há uma grande
probabilidade do evento mudar o valor do resultado. Outra limitação é a seleção das alternativas
sem levar em consideração a comparação das outras.
Assim, Marcato & Martinez[25] asseguram que estas limitações apresentam três características
cognitivas:
1. A avaliação construída está relacionada a um ponto de referência neutro, sendo que resul-
tados melhores estariam acima do ponto de referência, configurando ganhos. Resultados
piores estariam abaixo, configurando perdas.
2. Haveria um princípio de sensibilidade decrescente que se aplicaria tanto à dimensão
sensorial como à avaliação de mudanças de riqueza. Para um melhor entendimento, basta
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analisar a diferença subjetiva entre acender uma luz forte em um ambiente completamente
escuro e em um ambiente iluminado.
3. A terceira característica seria o princípio de aversão à perda. Ou seja, há uma assimetria
entre o poder de expectativas positivas e negativas. Ou seja, especificamente as perdas
assomam como maiores que os ganhos.
1.6 Critérios
Como já mencionado, critério é uma medida base para a efetividade da avaliação. O critério
permite estabelecer um julgamento de preferência entre as ações. Pode ser definido como uma
função 𝑔 sobre o conjunto 𝐴, função essa que representa as preferências do decisor de acordo
com um objetivo[8].
Em problemas de multicritérios, se obtêm uma família de critérios 𝐶 = 𝑐1, 𝑐2, · · · , 𝑐𝑗, · · · , 𝑐𝑘,
a qual deve ser coerente com a definição do problema. Existem dois tipos de avaliação dos
critérios: a avaliação intracritério e a avaliação intercritério.
1.6.1 Avaliação intracritério
A avaliação intracritério consiste na avaliação de cada alternativa 𝑖 para cada critério 𝑗, o
que leva a uma função de valor 𝑣𝑗(𝑎𝑖). Essa função tem o mesmo papel que a função 𝑔𝑗, porém
apresenta um conceito mais formal para critério[8].
Com isso Souza et al.[38] afirmam que o problema de decisão pode ser apresentado através
de uma matriz de decisão; também chamada de matriz de consequência, mostrada na Tabela
1.2:
Tabela 1.2: Matriz de decisão
Alternativa/critérios 𝑐1 𝑐2 · · · 𝑐𝑘
𝑎1 𝑣1(𝑎1) 𝑣2(𝑎1) · · · 𝑣𝑘(𝑎1)
𝑎2 𝑣1(𝑎2) 𝑣2(𝑎2) · · · 𝑣𝑘(𝑎2)
... ... ... . . . ...
𝑎𝑛 𝑣1(𝑎𝑛) 𝑣2(𝑎𝑛) · · · 𝑣𝑘(𝑎𝑛)
Será exposto como exemplo na Tabela 1.3 um problema apresentado por Rangel et al.[30]
que avalia o desempenho de um grupo de alunos do Curso de Engenharia de Produção.
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Tabela 1.3: Aproveitamento na Universidade
Alternativas/Critérios CR IC Monitoria Extensão Artigos
Aluno A 7,0 0 0 3 1
Aluno B 8,6 3 0 2 3
Aluno C 1 0 0 0 0
Aluno D 9,5 1 0 0 0
Aluno E 7,3 0 2 0 0
Fonte: Adaptada de Rangel et al., 2011 [30].
Neste exemplo se tem 5 alternativas, as quais são apresentadas nas linhas, representando
cada aluno do grupo, onde a primeira alternativa 𝑎1 = Aluno A, e assim sucessivamente. As
colunas correspondem aos critérios que são 5, representados pelo CR (índice que expressa o
aproveitamento acadêmico), IC(Quantidade de Iniciações Científicas concluídas), monitoria
(monitoria lecionadas na universidade), extensão (participação em projetos de extensão universi-
tária) e artigos (artigos técnicos apresentados). De forma que 𝑐1 corresponde ao CR, e assim
até 𝑐5 corresponde artigos. Como o aluno B apresentou 3 artigos técnicos, então: 𝑣5(𝑎2) = 3.
1.6.2 Avaliação intercritério
A avaliação intercritério considera a combinação dos diferentes critérios[38]. Assim se tem
uma função de valor 𝑣(𝑎𝑖) que agrega as funções de valor 𝑣𝑗(𝑎𝑖) de cada critério 𝑗, a avaliação
intercritério pode ser representada pela função 𝑓 :
𝑣(𝑎𝑖) = 𝑓 [𝑣1(𝑎𝑖), 𝑣2(𝑎𝑖), ..., 𝑣𝑘(𝑎𝑖)] (1.2)
No intercritério pode ser acrescentada à tabela em forma de pesos (correspondente à
importância relativa dos critérios). Havendo preferências entre os critérios é permitido atribuir
valores de acordo com a prioridade do decisor. De acordo com o exemplo utilizado por Rangel
et al.[30], o decisor atribuiu os seguintes pesos para cada critério:
Tabela 1.4: Pesos dos critérios
Critérios CR IC Monitoria Extensão Artigos
Pesos 5 3 3 3 1
Fonte: Adaptada de Rangel et al., 2011 [30].
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1.6.3 Escalas
Uma escala padrão de uma unidade é utilizada para construir a matriz decisão, dependendo
do critério, onde pode ser caracterizada por um número ou uma declaração verbal.
Para comparar duas ações de acordo com o critério é importante que essas duas ações estejam
na mesma escala, para que se possa analisar o significado concreto em termos de preferência
abrangido por eles[8].
Como nas escalas, pode ser utilizado o Kelvin, o quilograma, o Ampère, entre outras.
Assim, para medir um objeto, deve-se utilizar uma escala padrão para padronizar e comparar
determinados objetos e, desse modo, escaloná-los[12]. Uma vez que não se utiliza a escala padrão,
teriam números arbitrários, o que afetaria diretamente o resultado. Por exemplo: uma linha de
pesca que aguenta um peixe de até 10 quilogramas (que seria apenas um valor numérico e não
teria significado intrínseco). Assim, não se pode compará-la apenas pelos números com outra
linha que aguenta um peixe de até 14 libras, afinal as unidades de medida são diferentes.
Assim, deve ser feita a conversão entre as escalas para poder compará-las. Em alguns casos,
como temperatura, o zero não tem o mesmo significado em escalas diferentes. Ou seja, não
se pode dizer que 30∘𝐶 é o triplo de 10∘𝐶, pois se fosse analisado na escala Fahrenheit, as
temperaturas seriam 86∘𝐹 e 50∘𝐹 respectivamente. Neste caso não seria o triplo, sendo que são
correspondentes.
Figueira et al.[12] mencionam alguns tipos de escala:
1. Escala ordinal: esta escala, apenas, representa a ordem entre os objetos avaliados. Porém
não podendo efetuar operações básica, como soma, subtração, divisão e multiplicação.
Este é caso com outros dois tipos de escala:
(a) Uma escala verbal: a qual permite apenas classificar os objetos comparados apenas
verbalmente, podendo fazer apenas operações de conjuntos (contido, pertence) ou
lógicas (E, OU etc). Por exemplo: cores de objeto.
(b) Uma escala qualitativa: é de especial interesse nos métodos AMD [8]. Podendo ser
classificadas como: excelente, bom, regular, ruim. E com isso consegue-se classificar
os objetos.
2. Escala quantitativa: Escala numérica cujas alternativas são definidas referindo-se a uma
quantidade clara, definida de forma concreta, de forma a dar sentido. Por um lado, à
ausência de quantidade (grau 0) e, por outro, a existência de uma unidade que permite
interpretar cada curso de ação como a adição de um determinado número (inteiro ou
fracionário) de tais unidades.
É coerente em avaliações intracritérios considerar funções valores dentro de escalas padrões.
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1.6.4 Procedimento de normalizações
Almeida[8] afirma que em AMD, a normalização consiste na transformação da escala de
avaliação, que em geral utiliza um intervalo de (0, 1). Visto que, o interesse está relacionado à
avaliação preferencial, envolvendo julgamento de valor para a tomada de decisão.
Munda[26] distingue a escala do processo de normalização. No primeiro, trata da representa-
ção de julgamentos humanos e apresenta uma descrição analítica do sistema de valor do decisor.
Já o segundo trata de uma mudança objetiva na unidade de medida.
São apresentados três procedimentos de normalização, com suas respectivas características:
1. Procedimento 1: 𝑣′𝑗(𝑎𝑖) =
𝑣𝑗(𝑎𝑖)−𝑀𝑖𝑛𝑣𝑗(𝑎𝑖)
𝑀𝑎𝑥𝑣𝑗(𝑎𝑖)−𝑀𝑖𝑛𝑣𝑗(𝑎𝑖) .
• Os vetores 𝑣′𝑗(𝑎𝑖) são obtidos no intervalo: 0 ≤ 𝑣′𝑗(𝑎𝑖) ≤ 1.
• Pode ser interpretado como sendo um percentual da faixa de variação do menor para
o maior valor de 𝑣𝑗(𝑎𝑖)
• Observa-se que o 0 significa o valor mínimo e o 1 o valor máximo. Utilizando este
procedimento a Tabela 1.3 ficaria apresentada pela Tabela 1.5
Tabela 1.5: Exemplo de normalização do Procedimento 1
Alternativas/Critérios CR IC Monitoria Extensão Artigos
Aluno A 0 0 0 1 0.333
Aluno B 0.64 1 0 0.667 1
Aluno C 0.32 0.333 0 0 0
Aluno D 1 0.333 0 0 0
Aluno E 0.12 0 0 0 0
Fonte: Adaptada de Rangel, 2011[30]
2. Procedimento 2: 𝑣′𝑗(𝑎𝑖) =
𝑣𝑗(𝑎𝑖)
𝑀𝑎𝑥𝑣𝑗(𝑎𝑖)
• Divisão pelo valor máximo da coluna.
• Os valores 𝑣′𝑗(𝑎𝑖) são obtidos no intervalo 0 < 𝑣𝑗(𝑎𝑖) ≤ 1.
• Pode ser interpretado como sendo um percentual do valor máximo de 𝑣′𝑗(𝑎𝑖).
• Indica a distância para a alternativa de maior ponderação.
Utilizando este procedimento a Tabela 1.3 ficaria representada pela Tabela 1.6:
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Tabela 1.6: Exemplo de normalização do Procedimento 2
Alternativas/Critérios CR IC Monitoria Extensão Artigos
Aluno A 0.737 0 0 1 0.333
Aluno B 0.905 1 0 0.667 1
Aluno C 0.821 0.333 0 0 0
Aluno D 1 0.333 0 0 0
Aluno E 0.768 0 1 0 0
Fonte: Adaptada de Rangel, 2011[30]
3. Procedimento 3: 𝑣′𝑗(𝑎𝑖) =
𝑣𝑗(𝑎𝑖)∑︀
𝑖 𝑣𝑗(𝑎𝑖)
.
• Divisão pela soma.
• Os valores de 𝑣′𝑗(𝑎𝑖) são obtidos no intervalo 0 ≤ 𝑣′𝑗(𝑎𝑖) ≤ 1.
• Pode ser interpretado como sendo um percentual do total ∑︀𝑖 𝑣𝑗(𝑎𝑖).
Utilizando este procedimento a Tabela 1.3 fica apresentada pela Tabela 1.7
Tabela 1.7: Exemplo de normalização do Procedimento 3
Alternativas/Critérios CR IC Monitoria Extensão Artigos
Aluno A 0.174 0 0 0.6 0.25
Aluno B 0.214 0.6 0 0.4 0.75
Aluno C 0.194 0.2 0 0 0
Aluno D 0.236 0.2 0 0 0
Aluno E 0.182 0 1 0 0
Fonte: Adaptada de Rangel, 2011[30]
A proporcionalidade é mantida nos procedimentos 2 e 3, isto é,
𝑣
′
𝑗(𝑎𝑖)
𝑣
′
𝑗(𝑎𝑝)
= 𝑣𝑗(𝑎𝑖)
𝑣𝑗(𝑎𝑝)
. O que não
acontece com o primeiro procedimento.
1.7 Métodos compensatórios
Como o próprio nome já diz, o método compensatório tem como foco compensar uma
alternativa com desempenho ruim em um determinado critério, através de outro critério em
que esta mesma alternativa tenha um desempenho ótimo[8]. Supondo que um aluno atinja uma
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nota 3 na disciplina de matemática; em uma avaliação com escala de 0 a 10, em que a média
seja 6. Se a média matemática é estabelecida através da média aritmética de duas provas com
escala de 0 a 10 significa que se o aluno atingir a nota 9 na segunda prova, ele conseguirá atingir
a média. Portanto, a nota alta da segunda prova compensou a nota baixa da primeira.
Já no método não compensatório não há esta compensação. Assim, requerem uma informação
intercritério correspondente com relativa importância entre os critérios, de modo a favorecer as
alternativas mais balanceadas que possuem um melhor desempenho médio. Podendo citar o
exemplo da eleição presidencial no Estados Unidos. Pois quem vence em determinado Estado,
fica com todos os votos do Estado, o qual é correspondido por dois senadores cada um, somados
ao de deputados, os quais variam conforme a população do Estado. Assim quem obtiver o maior
número de votos é o eleito.
Se pode ver na Figura 1.4, a quantidade de votos que cada estado recebe, além de qual foi a
preferência da maioria dos eleitores naquele Estado na eleição de 2016.
Figura 1.4: Eleição nos Estados Unidos em 2016
Fonte: https://pt.wikipedia.org/wiki/Elei%A7%C3%A3o_presidencial_nos_Estados_Unidos_em_2016,
acesso: 08/01/2017
Por mais que Clinton tenha tido a preferência no Estado de maior expressão, aquele que dá
55 votos ao candidato, foi Trump quem ganhou a eleição. Então o método é não compensatório,
já que se trata de 50 eleições estaduais e não uma eleição federal.
1.7.1 Escolas
Em termos gerais, os métodos de apoio a decisão podem ser categorizados de acordo com
a tradição de duas escolas diferentes, bastante consolidadas: a Escola Americana e a Escola
Europeia.
Os métodos da Escola Americana são caracterizados pela aplicação da teoria de valor e por
suas abordagens compensatórias, com destaque para métodos clássicos como: MAUT e o AHP.
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Já os métodos da Escola Européia se caracterizam por abordagens não compensatórias, com
destaque para os métodos da classe ELECTRE (Elimination and Choice Expressing Reality) e o
PROMÉTHÉE (Preference Ranking Organization Method for Enrichment Evaluations)[7][6].
A junção dos conceitos das duas escolas é conhecida como arbodagem híbrida. Estes métodos
geram uma ordenação entre as alternativas. Um exemplo deste é o TODIM (Tomada de Decisão
Interativa Multicritério). É importante deixar claro que o AMD não elimina o uso dos métodos
tradicionais, portanto cabe ao decisor avaliar qual o melhor método a ser utilizado.
Capítulo 2
Métodos de agregação baseados em
utilidade
2.1 MAUT
A Teoria da Utilidade Multiatributo (MAUT) derivou da teoria da utilidade[23] que consiste
em propor alguma função de agregação, que transforme a avaliação multicriterial de uma
alternativa em um número que representa a sua utilidade.
Souza et al.[38] acrescentam que o principal conceito do MAUT é apontar as alternativas
propostas pelo decisor de modo ordenado. Estas alternativas devem ser apontadas a partir da
função da utilidade que envolve a preferência do ator da decisão.
Para que se chegue neste objetivo de ordenação, Keeney & Raiffa[23], apresentam cinco fases
a se cumprir: iniciação da nomenclatura e ideia; assimilação das hipóteses proeminentes de
independência; modelagem da função de utilidade condicional; atribuição dos valores da escala
e a avaliação de consistência.
Primeira fase (iniciação da nomenclatura e ideia): o decisor tem que ter a clareza do problema
e quais as possíveis soluções para tal, as quais serão as alternativas do modelo MAUT.
Segunda fase (assimilação das hipóteses proeminentes de independência): a identificação
dos critérios que serão usados na decisão, e se estes são dependentes entre si, além da análise
se eles estão sob risco ou não. Se estiverem sob risco, onde há incertezas quanto ao valor que
será atribuído a alternativa em relação ao critério, torna-se necessário que o decisor atribua
possibilidades a cada critério.
Terceira fase (modelagem da função de utilidade condicional): incide no procedimento
da função utilidade unidimensional para cada critério. Esta função pode ser obtida através
da avaliação direta ou através de procedimentos descritos em Keeney & Raiffa[23] para sua
estimação. Assim, construindo a matriz de decisão.
Quarta fase (atribuição dos valores da escala): advém circunstância verificada na segunda
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fase, pois consiste no peso atribuído a cada critério. Caso o processo contenha risco, pode
utilizar loterias para atingir os valores das constantes. E ainda, normalizá- los de acordo com o
procedimento 3, ou seja, define-se o peso que será chamado de vetor 𝑤 = (𝑤1, 𝑤2, · · · , 𝑤𝑘)𝑇 , tal
que ∑︀𝑘𝑗=1𝑤𝑗 = 1.
Quinta fase (avaliação de consistência): é a utilização da função adquirida de acordo com
tais escalas da quarta fase, para que o agente decisor possa chegar ao resultado final ou até
mesmo ajustar os parâmetros do modelo. E, assim, a partir da função de utilidade ordena
as alternativas, de modo que, aquela que obtém maior valor numérico é considerada como "a
melhor alternativa".
Em termos gerais, a estrutura necessária para aplicação do Método Maut consiste em um
conjunto finita de alternativas, que neste trabalho será denotado por 𝐴 = 𝑎1, 𝑎2, · · · , 𝑎𝑛, um
conjunto finito de critérios, que denotaremos por 𝐶 = 𝑐1, 𝑐2, · · · , 𝑐𝑘 e um vetor que representa as
constantes de escala (pesos) para cada um dos 𝑘 critérios, 𝑤 = 𝑤1, 𝑤2, · · · , 𝑤𝑘.
Quando as avaliações das alternativas para todos os critérios 𝑑𝑖𝑗 (visto como 𝑣𝑗(𝑎𝑖 na Tabela
1.2) são conhecidas, o problema de decisão pode ser representado por uma matriz, denominada
matriz de decisão 𝐷, cujas linhas representam as alternativa e as colunas representam os critérios.
Como pode ser visto na matriz abaixo:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝐶1 𝐶2 ··· 𝐶𝑗 ··· 𝐶𝑘
𝐴1 𝑑11 𝑑12 · · · 𝑑1𝑗 · · · 𝑑1𝑘
𝐴2 𝑑21 𝑑22 · · · 𝑑2𝑗 · · · 𝑑2𝑘
... ... ... . . . ... . . . ...
𝐴𝑖 𝑑𝑖1 𝑑𝑖2 · · · 𝑑𝑖𝑗 · · · 𝑑𝑖𝑘
... ... ... . . . ... . . . ...
𝐴𝑛 𝑑𝑛1 𝑑𝑛2 · · · 𝑑𝑛𝑗 · · · 𝑑𝑛𝑘
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Utilizando do seguinte exemplo adaptado de Goodwin & Wright[18]: um estabelecimento
de fotocópias e impressão deve mudar de local. O dono do estabelecimento considera sete
possibilidades para uma nova localização (primeira fase). As sete alternativas são representadas
por A, B, C, D, E, F e G.
Para o julgamento são utilizados nove critérios (segunda fase): aluguel, eletricidade, limpeza,
proximidade aos clientes, visibilidade, imagem, tamanho, conforto e estacionamento. Assim,
pode montar os critérios de forma hierárquica, ou seja, os níveis dos critérios são decompostos,
progressivamente, em níveis mais detalhados. Como por exemplo: custo e benefício sendo os
principais, sendo que no primeiro constituem o aluguel, eletricidade e limpeza, enquanto o
benefício é composto pelo restante. E, ainda sim, pode ser dividido em dois níveis, como pode
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ser visto na Figura 2.1, no que pode ser chamado de árvore de valor:
Figura 2.1: Árvore de valor para o problema de localização
Fonte: Goodwin & Wright, 2004[18].
Após estabelecidos os critérios, na próxima fase (fase 3) cabe ao decisor atribuir valor a
cada alternativa em relação a cada critério. No caso dos custos, o dono tem informação sobre
os valores dos aluguéis anuais e consegue ter estimativas quanto aos custos de limpeza e do
consumo de eletricidade, os quais estão apresentados na Tabela 2.1:
Tabela 2.1: Custos anuais em $
Local Aluguel Limpeza Eletricidade Total
A 30.000,00 3.000,00 2.000,00 35.000,00
B 15.000,00 2.000,00 800,00 17.800,00
C 5.000,00 1.000,00 700,00 6.700,00
D 12.000,00 1.000,00 1.100,00 14.100,00
E 30.000,00 2.500,00 2.300,00 34.800,00
F 15.000,00 1.000,00 2.600,00 18.600,00
G 10.000,00 1.100,00 900,00 12.000,00
Fonte: Goodwin & Wright, 2004[18].
No caso dos benefícios, o dono consegue quantificar alguns critérios (proximidade ao cliente
e tamanho), pois podem ser medidos. Entretanto, para os demais critérios se torna complicado
encontrar variável para quantificá-los. Para isso, o dono pode os ordenar e atribuir valores de
modo que represente sua força de preferência de um local em relação ao outro.
O valor do critério tamanho do local pode ser medido em 𝑚2 representado na Tabela 2.2, o
que se torna uma tarefa fácil por apresentar apenas uma variável.
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Tabela 2.2: Área dos locais
Local Área (𝑚2)
A 1.000
B 550
C 400
D 800
E 1.500
F 400
G 700
Fonte: Goodwin & Wright, 2004[18].
O dono afirma que a área maior é preferível, se comparada a menor, porém não de forma
linear. Para ele, é mais importante dobrar a área de 400, do que a área de 500. Então assim,
se utiliza da função utilidade com intervalo de (0, 100), de forma que denotando a área como
sucritério 4, se tenha 𝑑𝐶,4 = 0 e 𝑑𝐸,4 = 100. Será utilizado para definir esta função o método
da bissecção, já que é o decisor que associa os valores intermediários de acordo com a área.
Assim, o próprio decisor sugere que o ponto médio seja 700𝑚2, ou seja, 𝑑𝐺,4 = 50. Agora, ele
aponta que 500𝑚2 está entre 400𝑚2 e 700𝑚2; assim como 1000𝑚2 está entre 700𝑚2 e 1500𝑚2.
Portanto 𝑑500,4 = 25 e 𝑣𝐴,4 = 75. Estabelecidos valores para cinco áreas, é possível traçar a
função de valor do tamanho do local, conforme a Figura 2.2.
Figura 2.2: Função de valor para o critério tamanho do local
Fonte: Goodwin & Wright, 2004[18].
A variável distância ao centro da cidade, também pode utilizar do mesmo método para
estimar a função de valor da proximidade aos clientes. A função de valor é representada pela
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Figura 2.3. A curva sugere que o deslocamento de 0 km a 2 km, partindo do centro da cidade,
causa mais prejuízos ao estabelecimento do que um deslocamento maior, entre 6 km e 8 km.
Figura 2.3: Função de valor para o critério proximidade aos clientes
Fonte: Goodwin & Wright, 2004[18].
No subcritério imagem (denotado por subcritério 3), como já mencionado, é necessário o
decisor ordenar as alternativas de acordo com sua preferência, sendo que em primeiro lugar seja
aquela que mais lhe satisfaz. E assim, sua ordenação foi dada por:
1) A
2) E
3) F
4) D
5) G
6) B
7) C
Estabeleceu como ponto de partida 𝑑𝐶,3 = 0 e 𝑣𝐴,3 = 100 para atribuir valores. Assim, o
dono quantificou os valores apresentados na Figura 2.4, a qual se pode notar que para o dono a
melhora de C para D é três vezes preferível que a melhora de C para B. Assim como a melhora
de B para A é nove vezes preferível que a melhora de B para G.
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Figura 2.4: Escala de valor para o critério imagem do local
Fonte: Goodwin & Wright, 2004[18].
Deste mesmo modo, foram atribuídos os valores dos critérios de visibilidade (denotado por
subcritério 2), conforto (denotado por subcritério 5) e facilidade para o estacionamento de carros
(denotado por subcritério 6), como podem ser observados na Tabela 2.3.
Tabela 2.3: Valores para os critérios visibilidade, conforto e estacionamento.
Locais/Critérios Visibilidade (C_2) Conforto (C_5) Estacionamento (C_6)
A 60 0 90
B 80 100 30
C 70 10 100
D 50 30 90
E 60 60 70
F 0 80 0
G 100 50 80
Fonte: Goodwin & Wright, 2004[18].
Com todos os valores atribuídos às alternativas, de acordo com cada critério, é possível
montar a matriz de decisão M para os benefícios, apresentada na Tabela 2.4.
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Tabela 2.4: Matriz de decisão dos benefícios
Locais/Critérios Proximidade Visibilidade Imagem Tamanho Conforto Estacionamento
A 100 60 100 75 0 90
B 20 80 10 30 100 30
C 80 70 0 0 10 100
D 70 50 30 55 30 90
E 40 60 90 100 60 70
F 0 0 70 0 80 0
G 60 100 20 50 50 80
Fonte: Adaptada de Goodwin & Wright, 2004[18].
Agora, cabe o decisor ordenar de acordo com sua preferência, os critérios. A escolha de sua
preferência foi:
1) Proximidades aos clientes;
2) Visibilidade;
3) Imagem;
4 Tamanho;
5) Conforto;
6) Facilidade para o estacionamento do cliente.
Depois de ordenados, o dono deve atribuir valores aos critérios de acordo com sua preferência
(fase 4). Por exemplo, atribuindo peso 1 às proximidades dos clientes, e ele afirmando que a
visibilidade corresponde a 80% da importância do primeiro; o peso da visibilidade fica 0,8. Deste
mesmo modo se estabelecem os demais, como pode ser observado na Tabela 2.5. Após definidos
os pesos, estes são normalizados de acordo com o procedimento 3, já que deve ser mantida a
proporcionalidade entre os critérios.
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Tabela 2.5: Peso dos critérios
Critério Peso Original Peso normalizado (𝑤)
Proximidade 1,0 0,32
Visibilidade 0,8 0,26
Imagem 0,7 0,23
Tamanho 0,3 0,1
Conforto 0,2 0,06
Estacionamento 0,1 0,03
Soma 3,1 1
Fonte: Adaptada de Goodwin & Wright, 2004[18].
Por fim, por se tratar de um método compensatório, a função utilidade 𝑈 fica definida
através de uma função utilidade aditiva. Esta função de utilidade aditiva avalia os desempenhos
das alternativas conforme os múltiplos critérios (fase 5), da seguinte forma:
𝑢(𝐴𝑖) =
𝑘∑︁
𝑗=1
𝑤𝑗𝑑𝑖𝑗 (2.1)
Onde 𝑢(𝐴𝑖) representa o desempenho da alternativa 𝑎. Tome- se por exemplo, a Tabela 2.6
que apresenta os cálculos do desempenho da alternativa 𝑎 sobre os benefícios do local.
Tabela 2.6: Calculo benefício para a alternativa 𝑎
Critério Valor (𝑣𝑗𝑎1) Peso (𝑤𝑗) 𝑤𝑗 × 𝑣𝑗𝑎1
Proximidade 100 0,32 32
Visibilidade 60 0,26 15,6
Imagem 100 0,23 23
Tamanho 75 0,1 7,5
Conforto 0 0,06 0
Estacionamento 90 0,03 2,7
Soma 80,8
Este mesmo procedimento se repete para as demais alternativas, e assim pode-se obter o
valor dos benefícios de todas as alternativas representadas na Tabela 2.7:
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Tabela 2.7: Calculo benefício para a alternativa 𝑎
Critério Peso A B C D E F G
Proximidade 0,32 100 20 80 70 40 0 60
Visibilidade 0,26 60 80 70 50 60 0 100
Imagem 0,23 100 10 0 30 90 70 20
Tamanho 0,1 75 30 0 55 100 0 50
Conforto 0,06 0 100 10 30 60 80 50
Estacionamento 0,03 90 30 100 90 70 0 80∑︀6
𝑗=1𝑤𝑗𝑣𝑗(𝑎) 80,8 39,4 47,4 52,3 64,8 20,9 60,2
Fonte: Goodwin & Wright, 2004[18].
Achado os valores dos benefícios, resta fazer a comparação com os custos para que se possa
definir qual o curso de ação que o dono deve tomar. Para isso, a Figura 2.5 utiliza a abscissa
na Tabela 2.1 e a ordenada na Tabela 2.7, para poder representar graficamente e auxiliar na
decisão.
Figura 2.5: Gráfico dos benefícios e custos
Fonte: Goodwin & Wright, 2004[18].
A escolha ficaria entre as alternativas A, C e G, que ficam acima das demais. Ligadas entre si,
formam a fronteira eficiente. Esta fronteira eficiente é utilizada para determinar qual alternativa
deve ser escolhida, dependendo do peso relativo que o dono atribuir aos custos e benefícios.
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Ou seja, se ele der valor altíssimo aos custos baixos, a escolhida deve ser a alternativa C. Por
outro lado, se atribuir valor altíssimo aos benefícios, a alternativa A deve ser a escolhida. Já a
alternava G é a intermediária.
Uma outra maneira de auxiliar o dono a tomar esta decisão é analisando qual o valor do
benefício. Por exemplo, a alternativa C, tem benefício 47,4, enquanto G tem benefício 60,2.
Portanto de C para G há um aumento de 12,8, todavia a diferença de custos de uma para outra
é de $ 5.300,00. Então o ponto do benefício vale $ 5.300,00/12,8 = $ 414,00. Pensando do
mesmo modo de G para A, a diferença de benefícios é de 20,6, enquanto o valor é de $ 23.000,00,
resultando que o ponto do benefício é de $ 23.000,00/20,6 = $ 1.117,00.
Se para o decisor o ponto valer menos que $ 414,00 ele deverá escolher a alternativa C, se
valer entre $ 414,00 e $ 1.117,00 a escolhida deve ser a alternativa G, porém se valer mais que $
1.117,00, deve ser a alternativa A a escolhida.
Assim, o dono deve escolher um critério e dizer o quanto está disposto a pagar por ele, para
que possa ser feita esta análise. Neste caso, o decisor escolheu o critério imagem e disse que
estava preparado a pagar $ 15.000,00 por ele. Como o peso da imagem é de 0,23, ou seja, 23%,
então significa que o dono está disposto a pagar $ 15.000,00 por 23 pontos de benefícios. Sendo
assim, $ 15.000,00/23 = $ 652,00 por ponto. Fundamentado neste resultado, o dono deverá
escolher a alternativa G.
Nas situações onde existe pelo menos um valor de 𝑑𝑖𝑗 que não seja conhecido de forma
determística, ou seja, o valor de alguma alternativa para algum critério é conhecido apenas em
termos de sua distribuição de probabilidades, a forma de calcular o valor final das alternativas
no método MAUT é alterada. Neste caso, o decisor deve elicitar uma loteria que modela sua
aversão (ou propensão) ao risco. Para maiores informações sobre este cenário recomendamos os
Capítulo 2 e 11 do livro [12].
2.2 AHP
Thomas L. Saaty [34] foi quem introduziu o Processo de Análise Hierárquica (AHP). Segundo
Salomon & Shimizu[36] o AHP tem sido empregado para situações de definição de prioridade,
avaliação de custos e benefícios, alocação de recursos, medida de desempenho, pesquisa de
mercado e outras situações pertinentes.
Este método, segundo Gomes et al.[14] foi um dos primeiros métodos desenvolvidos no
ambiente das decisões multicritério discretas, e que possivelmente, foi o mais utilizado no
mercado mundial em 2004. Utilizando o método AHP para facilitar a análise, compreensão e
avaliação do problema de decisão, pode-se decompor o problema em graus hierárquicos.
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2.2.1 Contextualização
Como todo método de tomada de decisão, o AHP também necessita saber qual o problema e
qual o objetivo que almeja. Assim, torna-se necessário conhecer os critérios da decisão, podendo
estes ser divididos em subcritérios (das partes interessadas), grupos e indivíduos que tomarão a
decisão, além das alternativas que possam ser adotadas.
Segundo Saaty[34] pode-se lidar com uma decisão partindo de quatro pontos de vista
diferentes: os benefícios (B) que a decisão trás, as oportunidades (O) que cria, os custos (C)
que se podem correr e os riscos (R) que pode ter que enfrentar. Assim, podemos nos referir a
todos esses méritos como BOCR. Algumas pessoas na área de planejamento estratégico usam
fatores semelhantes como SWOT (Forças, Fraquezas, Oportunidades e Ameaças) alterando a
ordem dos pontos fracos e oportunidade em fazer a comparação com o BOCR.
As alternativas devem ser classificadas para cada um dos quatro méritos. Os quatro rankings
são combinados em um único ranking geral, através da melhor alternativa para cada um dos
BOCR em critérios estratégicos de um indivíduo ou grupo. Este grupo ou indivíduo utiliza para
decidir se deve ou não escolher tal alternativa das inúmeras que se defrontam. Os resultados
das quatro classificações vêm da determinação da priorização de cada uma. As priorizações são
utilizadas para pesar todas as outras prioridades dentre todas as alternativas no que diz respeito
ao mérito. Além disso, há a possibilidade de dependência dos critérios sobre as alternativas e
mais a dependência obrigatória de cada alternativa sobre os critérios ou entre si. Neste caso,
para determinar o melhor curso de ação, as etapas são realizadas de acordo com a Figura 2.6.
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Figura 2.6: Modelo AHP de decisão
Fonte: Adaptada de Saaty, 1991[35].
2.2.2 Modelagem
Primeiro passo para se modelar pelo método AHP é criar uma hierarquia. Neste caso, o
primeiro ramo representa o objetivo; no segundo são representados os critérios, podendo haver
subcritérios e por último, as alternativas, como pode ser visto na Figura 2.7.
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Figura 2.7: Hierarquia do método AHP
Fonte: Wind & Saaty, 1980[40].
A compra de uma casa pode ser utilizada como exemplo. Onde se quer ordenar três
alternativas (casa A, casa B, casa C), representadas pelo conjunto 𝐴 = 𝐴1, 𝐴2, 𝐴3. As casas
serão avaliadas serão avaliadas de acordo com 5 critérios: Preço, Manutenção, Área, Segurança
e localização, representados pelo conjunto 𝐶 = 𝐶1, 𝐶2, · · · , 𝐶5. A título de formalização do
problema, os critérios são subdivididos em dois grupos: Custos e Benefícios, conforme ilustrado
na Figura 2.9.
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Figura 2.8: Hierarquia: compra da casa
Escala fundamental de Saaty
O AHP é baseado em comparações par a par entre os critérios e entre as alternativas. Para
tanto, Saaty[34] propôs uma escala fundamental que varia de 1 a 9 que pode ser vista na Tabela
2.8:
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Tabela 2.8: Escala Saaty
Escala numérica Escala verbal Explicação
1 Igual importância As duas atividades contribuem
igualmente ao objetivo.
3 Importância moderada A experiência e o juízo favorecem
uma atividade em relação à outra.
5 Importância forte A experiência e o juízo favorecem fortemente
uma atividade em relação à outra.
7 Importância muito forte A denominação de importância de uma
sobre a outra é denominada na prática.
9 Importância extrema A evidência favorece uma atividade em relação
à outra, com o mais alto grau de seguração.
2,4,6,8 Valores intermediários Quando se procura uma condição de
compromisso entre duas definições.
Fonte: Saaty, 1977[34]
A comparação pareada de cada alternativa 𝑎𝑖 e uma alternativa 𝑎𝑗 em relação a cada critério
𝑐𝑝 produz uma matriz 𝐺𝑝 = [𝑔𝑖𝑗]𝑝, onde cada elemento representa a dominação da alternativa 𝑎𝑖
em relação à alternativa 𝑎𝑗 no critério 𝑝 utilizando a escala de Saaty. Um esboço dessa matriz
pode ser observado abaixo:
𝐺𝑝 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑔11 𝑔12 · · · 𝑔1𝑛
𝑔21 𝑔22 · · · 𝑔2𝑛
... ... . . . ...
𝑔𝑛1 𝑔𝑛2 · · · 𝑔𝑛𝑛
⎤⎥⎥⎥⎥⎥⎥⎦
Assim, para cada matriz dominante, se deve normalizar seu autovetor de acordo com o
procedimento 3, obtendo 𝑧𝑝.
Utilizando o exemplo da compra de uma casa, são necessárias 5 matrizes dominantes, uma
para cada subcritério. Podendo ser vistas a seguir:
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Matriz dominante do subcritério preço
𝑎1 𝑎2 𝑎3 Autovetor Normalizado (𝑧1)
𝑎1 1 3 0,25 0,397 0,247
𝑎2 0,33 1 0,33 0,21 0,13
𝑎3 4 3 1 1 0,623
Soma 5,33 7 1,58 1,61
Matriz dominante do subcritério manutenção
𝑎1 𝑎2 𝑎3 Autovetor Normalizado (𝑧2)
𝑎1 1 2 1 0,873 0,387
𝑎2 0,5 1 0,33 0,381 0,17
𝑎3 1 3 1 1 0,443
Soma 2,5 6 2,33 2,25
Matriz dominante do subcritério área
𝑎1 𝑎2 𝑎3 Autovetor Normalizado (𝑧3)
𝑎1 1 0,25 2 1,44 0,218
𝑎2 4 1 3 4,16 0,63
𝑎3 0,5 0,33 1 1 0,152
Soma 5,5 1,58 6 6,6
Matriz dominante do subcritério segurança
𝑎1 𝑎2 𝑎3 Autovetor Normalizado (𝑧4)
𝑎1 1 5 2 2,15 0,596
𝑎2 0,2 1 0,5 0,46 0,127
𝑎3 0,5 2 1 1 0,277
Soma 1,7 8 3 3,61
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Matriz dominante do subcritério localização
𝑎1 𝑎2 𝑎3 Autovetor Normalizado (𝑧5)
𝑎1 1 0,33 0,33 0,33 0,142
𝑎2 3 1 1 1 0,429
𝑎3 3 1 1 1 0,429
Soma 7 2,33 2,33 2,33
Após adquirir os vetores normalizados das alternativas de cada critério 𝑐𝑘, faz o mesmo
procedimento entre os critérios e subcritérios. Em cada nível hierárquico é feito o julgamento
verbal, para que, de acordo com a Tabela 2.8 sejam empregados valores numéricos. Assim, tendo
uma matriz recíproca 𝐺𝐶 , pode ser apresentada abaixo.
𝐺𝐶 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑐11 𝑐12 · · · 𝑐1𝑘
𝑐21 𝑐22 · · · 𝑐2𝑘
... ... . . . ...
𝑐𝑘1 𝑐𝑘2 · · · 𝑐𝑘𝑘
⎤⎥⎥⎥⎥⎥⎥⎦
Desta forma, 𝑐𝑖𝑗 representa o valor de importância do critério 𝑔𝑖 em relação ao critério 𝑔𝑗.
Assim como nas matrizes dominantes, cada matriz 𝐶 também necessita ser normalizada, obtendo
desta forma o vetor peso 𝑏𝑚, de maneira que, 𝑚 representa o número de critérios de um mesmo
nível.
De acordo com o exemplo citado será encontrado o vetor peso. Primeiramente serão avaliados
os critérios (custos e benefícios). Em seguida, os subcritérios dos custos (preço e manutenção) e,
finalizando, os subcritérios dos benefícios (área, segurança e localização).
Matriz de comparação dos critérios do segundo nível
Custo Benefício Autovetor Normalizado
Custo 1 3 3 0,75
Benefício 0,33 1 1 0,25
Soma 1,33 4 4
𝑏1 = (0.75, 0.25).
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Matriz de comparação dos subcritérios do critério custo
Preço Manutenção Autovetor Normalizado
Preço 1 4 34 0,8
Manutenção 0,25 1 1 0,2
Soma 1,25 4,25 5
𝑏2 = (0.8, 0.2).
Matriz de comparação dos subcritérios do critério benefício
Área Segurança Localização Autovetor Normalizado
Área 1 0,2 0,33 0,195 0,11
Segurança 5 1 0,33 0,57 0,32
Localização 3 3 1 1 0,57
Soma 9 4,2 1,66 1,77
𝑏3 = (0.11, 0.32, 0.57).
Atribuídos os valores à hierarquia da Figura 2.8, pode-se ilustrá-la na representação da
Figura 2.9:
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Figura 2.9: Pesos obtidos para o problema de comprar uma casa
Após encontrado cada 𝑏𝑚, pode-se esboçar o vetor 𝑤, o qual cada 𝑤𝑗 corresponde ao peso do
critério 𝑐𝑗. Tendo que cada valor de subcritério, é o seu peso multiplicado pelo peso do critério,
como por exemplo o subcritério preço, o qual provém do critério custos, então 𝑤1 = 0,75*0,8 =
0,6. Dessa mesma forma para os demais pode ser visto abaixo 𝑤:
Pesos/Critérios 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5
𝑤 0,6 0,2 0,0275 0,08 0,1425
Após realizar as comparações par-a-par entre as alternativas para todos os critérios e calcular
os respectivos autovetores de cada matriz, os resultados do método AHP podem ser resumidos
em uma matriz de decisão M, conforma ilustrado abaixo:
Tabela 2.9: Matriz de decisão M
Alternativas/Custos 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5
𝑎1 0,247 0,387 0,218 0,596 0,142
𝑎2 0,13 0,17 0,63 0,127 0,429
𝑎3 0,623 0,443 0,152 0,277 0,429
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Função utilidade
Os valores finais das alternativas são ordenados pela função 2.2. Após encontrar os valores
de cada alternativa 𝑎𝑖, deve-se ordená-las numericamente.
𝑣(𝑎𝑖) =
𝑚∑︁
𝑗=1
𝑤𝑗𝑑𝑖𝑗 , onde 𝑖 = 1, 2, · · · , 𝑛 (2.2)
Com o exemplo que vem sido seguido, a alternativa 𝑎1= casa A teria o seguinte valor:
𝑣(𝑎1) = 0, 247×0, 6+0, 387×0, 15+0, 218×0, 0275+0, 596×0, 08+0, 142×0, 1425 = 0, 26678
Da mesma forma, as demais alternativas teriam os seguintes valores:
Tabela 2.10: Valores das alternativas
Valor Classificação
𝑎1 0,267 2∘
𝑎2 0,192 3∘
𝑎3 0,528 1∘
2.2.3 Medida de inconsistência
A matriz dominante é sempre positiva e recíproca, porém raramente consistente (veja
apêncice E). O decisor é completamente coerente ao preencher todos os elementos da matriz. Isto
demonstra que o autovalor da matriz dominante pode ser maior que n, tornando-a inconsistente
de acordo com o Teorema 4.3.
Assim, Wind & Saaty [40] propuseram que a inconsistência pode ser medida da seguinte
maneira: quanto mais próximo estiver o valor 𝜆𝑚𝑎𝑥 de 𝑛, maior será a consistência dos juízos.
Portanto, 𝜆𝑚𝑎𝑥 − 𝑛 é um indicador da consistência.
Wind & Saaty [40] acrescentam que o índice de consistência (IC) é definida pela equação:
𝐼𝐶 = |𝜆− 𝑛|
𝑛− 1 (2.3)
Para identificar a inconsistência da matriz, Wind & Saaty[40] propuseram o cálculo da
razão de consistência (RC) através da equação 𝑅𝐶 = 𝐼𝐶/𝐼𝑅, o qual IR (índice randômico) é
apresentado na Tabela 2.11. IR é calculado para matrizes quadradas de ordem 𝑛 pelo Laboratório
Nacional de Oak Ridge (Estados Unidos), através de um grande número de simulações. Assim,
𝑅𝐶 < 0.1, a matriz é declarada consistente e pode ser utilizada no AHP. Em contrapartida, se
𝑅𝐶 > 0.1, a matriz deve ser revista.
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Tabela 2.11: Valores para IR
n 1 2 3 4 5 6 7 8 9 10
IR 0 0 0,58 0,9 1,12 1,24 1,32 1,41 1,45 1,49
Utilizando da matriz do subcritério área para exemplo, se teria:
𝜆𝑚𝑎𝑥 = 5, 5× 0, 218 + 1, 58× 0, 63 + 6× 0, 152 = 3, 1064
𝐼𝐶 = |3, 1064− 3|3− 1 = 0, 0532
𝑅𝐶 = 0, 05320, 58 = 0, 092
Como 𝑅𝐶 = 0, 092 < 0, 1 então a matriz citada não necessita ser revista.
2.3 Método TODIM
Gomes & Lima [16] introduziram o método multicritério TODIM ao início dos anos 1990
publicando em dois artigos [15] [16], além de ser um método multicritério discreto baseado na
teoria do prospecto. Assim sendo, enquanto praticamente todos os demais métodos multicritério
partem da premissa de que o tomador de decisão decide sempre a solução correspondente ao
máximo de alguma medida global de valor - por exemplo, o maior valor possível de uma função
de utilidade multiatributo - ou função de diferença aditiva – no caso da MAUT [24] [3], o método
TODIM faz uso da noção de uma medida global de valor calculável pela aplicação do paradigma
em que consiste a teoria do prospecto. Com isso, o método se alicerça sobre uma descrição,
comprovada por evidências empíricas, de como as pessoas efetivamente decidem em face ao risco
[20], além de ter como objetivo final ordenar um grupo de alternativas avaliadas segundo um
conjunto de critérios, se caracterizando assim como um método para a resolução de problemas
do tipo P𝛿.
Citando Passos et al. [28], para facilitar a compreensão e utilização do método TODIM
descrito em etapas seguindo o exemplo de Goodwin e Wright [18].
Fase 1: definição dos decisores e analistas de decisão – Os tomadores de decisão são as
pessoas que vão fazer julgamentos sobre o problema de decisão. Os analistas de decisão são os
especialistas em processos de apoio à decisão e métodos.
Fase 2: análise e estruturação do problema decisório – nesta fase o problema em questão é
analisado e discutido minuciosamente, para que haja certeza de que o problema relevante está
sendo abordado.
Fase 3: definição dos critérios importantes para o problema – Os critérios devem ser filtrados,
fundidos ou eliminados de forma que sejam respeitadas as recomendações de Keeney e Raiffa [23]
para a construção de um bom conjunto de critérios. Sendo desejáveis dos critérios selecionados
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as seguintes características: operacionalidade, decomponibilidade, tamanho mínimo, completude
e não reduntância, assim [23] explica:
1. Completude: o conjunto de critérios deverá ser suficientemente completo de forma a
abordar todos os aspectos considerados relevantes para a decisão.
2. Tamanho mínimo: árvores muito grandes são difíceis de serem avaliadas. Por outro lado,
árvores pequenas demais podem não representar bem o problema de decisão.
3. Ausência de redundância: dois critérios não podem representar a mesma coisa. É impor-
tante eliminar, ou reduzir ao máximo, as redundâncias na família de critérios.
4. Decomponibilidade: também conhecida como independência de preferência. O desempenho
de uma alternativa em relação a um de seus critérios deve ser avaliado independentemente
de outro critério. A alternativa pode guardar relação entre critérios (trade-off ), mas não
dependência.
5. Operacionalidade: critérios em níveis mais baixos da família de critérios deverão ser
específicos o suficiente para serem quantificados.
Enquanto que as valorações das alternativas relativas aos critérios quantitativos são obtidas
através de alguma medida, as valorações das alternativas segundo os critérios qualitativos são
obtidas por meio de julgamentos de valor lidos em uma escala cardinal ou em uma escala verbal.
Estas escalas são empregadas para ordenar alternativas em relação aos critérios e também para a
ponderação dos critérios. Fazendo uso de escalas verbais, os julgamentos de valor são convertidos
em valores numéricos lidos na escala cardinal correspondente.
O método TODIM admite que um dos critérios pode ser considerado como o de referência,
o qual será chamado de status quo. Após a definição de critérios e alternativas, pede-se a
especialistas a avaliação de cada alternativa 𝑖 para o objetivo associado ao critério. Este método
requer que os valores das avaliações e das alternativas em relação aos critérios sejam numéricos,
positivos e normalizados. Com isso, os critérios qualitativos avaliados eventualmente numa
escala verbal ou nominal são transformados numa escala cardinal. As avaliações dos critérios
quantitativos são obtidas através dos desempenhos das alternativas em relação aos critérios,
como, por exemplo, a lente de uma câmera fotográfica, a durabilidade de um pneu de automóvel
de corrida e o preço de um produto.
Para determinar os pesos dos critérios, o método TODIM emprega uma matriz de comparação
por pares entre critérios, similar à utilizada no AHP. Para formar esta matriz, faz-se uso da
Escala Saaty, indicado na Tabela 2.8.
Após a avaliação das alternativas em relação a todos os critérios, obtém-se a matriz de
decisão. Faz-se então a normalização, utilizando o procedimento 3. Essa normalização é feita
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para cada critério, obtendo-se assim uma matriz de desejabilidades, os quais se trata da mesma
matriz de decisão, porém com os valores normalizados[17].
Utilizando a Tabela 2.12 como exemplo da matriz de desejabilidade, se tem 𝑑11 = 1, 𝑑32 = 0, 5.
Já que para 𝑑𝑖𝑗, 𝑖 se refere à alternativa e 𝑗 ao critério.
Tabela 2.12: Exemplo da matriz de desejabilidade
Critério 1 Critério 2 Critério 3
Alternativa 1 1 0,5 0,3
Alternativa 2 0,4 1 1
Alternativa 3 0,6 0,5 0,7
Após a atribuição dos pesos dos critérios e de sua normalização, necessita-se calcular as
matrizes de dominância parciais e a matriz de dominância final. Admita-se agora que um dos
𝑘 critérios pode ser considerado como sendo um critério de referência 𝑟; este poderá ser, por
exemplo, identificado como sendo o critério de maior peso. Assim, 𝑤𝑟𝑐 = 𝑤𝑐/𝑤𝑟 representa
a taxa de substituição de um critério 𝑐 em relação ao critério de referência 𝑟. A medida de
dominância de cada alternativa 𝑖 sobre cada alternativa 𝑗 é dada pela expressão matemática:
𝛿(𝐴𝑖, 𝐴𝑗) =
𝑘∑︁
𝑐=1
Φ𝑐(𝐴𝑖, 𝐴𝑗),∀(𝑖, 𝑗) (2.4)
Onde:
Φ = 𝜇 ·
√︁
𝑑𝑖𝑐 − 𝑑𝑗𝑐, se 𝑑𝑖𝑐 − 𝑑𝑗𝑐 > 0 (2.5)
Φ = 0, se 𝑑𝑖𝑐 − 𝑑𝑗𝑐 = 0 (2.6)
Φ = − 1
𝜃 · 𝜇 ·
√︁
𝑑𝑗𝑐 − 𝑑𝑖𝑐, se 𝑑𝑖𝑐 − 𝑑𝑗𝑐 < 0 (2.7)
Sendo que:
-𝛿(𝐴𝑖, 𝐴𝑗) representa a medida de dominância da alternativa A𝑖 sobre a alternativa A𝑗;
- 𝑘 é o número de critérios;
- 𝑐 é um critério qualquer, para 𝑐 = 1, 2, . . . , 𝑘;
- 𝜇 =
√︃
𝑤𝑟𝑐∑︀𝑘
𝑐=1𝑤𝑟𝑐
- 𝑤𝑟𝑐 é a taxa de substituição do critério 𝑤𝑐 pelo critério de referência 𝑤𝑟;
- 𝑑𝑖𝑐 e 𝑑𝑗𝑐 são, respectivamente, as performances das alternativas 𝐴𝑖 e 𝐴𝑗 em relação a 𝑐;
- 𝜃 é o fator de atenuação das perdas.
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O fator de atenuação 𝜃 possibilita a obtenção de diferentes formas da função de valor da
teoria dos prospectos. O fator 𝜃𝑐(𝐴𝑖, 𝐴𝑗) representa a parcela de contribuição do critério 𝑐
à função 𝛿(𝐴𝑖, 𝐴𝑗), quando se compara a alternativa 𝑖 com a alternativa 𝑗. Caso o valor de
𝑑𝑖𝑐 − 𝑑𝑗𝑐 seja positivo, representará um ganho para a função 𝛿(𝐴𝑖, 𝐴𝑗) e, portanto, será usada a
expressão de 𝛿(𝐴𝑖, 𝐴𝑗) correspondente, isto é, a equação (2.5). Caso 𝑑𝑖𝑐 − 𝑑𝑗𝑐 seja nulo, será
atribuído o valor nulo para 𝛿(𝐴𝑖, 𝐴𝑗), isto é, a equação (2.6). Se 𝑑𝑖𝑐 − 𝑑𝑗𝑐 for negativo 𝛿(𝐴𝑖, 𝐴𝑗)
será representado pela equação (2.7). Depois de calculadas as diversas matrizes de dominância
parciais, uma para cada critério, obtém-se a matriz de dominância final 𝛿(𝐴𝑖, 𝐴𝑗), através da
soma dos elementos das diversas matrizes. A matriz de dominância final é então normalizada
através do procedimento 1, aqui apresentada pela equação (2.8), obtendo assim o valor global de
cada alternativa. Deve-se interpretar cada número calculado como a medida da desejabilidade
ou utilidade global, ou, simplesmente, como o valor de uma alternativa específica. A ordenação
das alternativas origina-se da ordenação de seus respectivos valores.
𝜉𝑖 =
∑︀𝑛
𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗)−𝑚𝑖𝑛
∑︀𝑛
𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗)
𝑚𝑎𝑥
∑︀𝑛
𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗)−𝑚𝑖𝑛
∑︀𝑛
𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗)
(2.8)
Como exemplo da equação 2.8, será utilizado a Tabela 2.13 como se fosse a matriz de
dominancia final. A última coluna representa a soma da linha correspondente, o qual o
menor valor é o da linha 2: 𝑚𝑖𝑛∑︀𝑛𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗) = −4, 460 e o maior valor corresponde a linha
3: 𝑚𝑎𝑥∑︀𝑛𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗) = 1, 114, então aplicando a equação 2.8, se tem para a alternativa 1:
𝜉1 = 0,183−(−4,460)1,114−(−4,460) = 0, 833, para a alternativa 2: 𝜉2 =
−4,460−(−4,460)
1,114−(−4,460) = 0 e para a alternativa 3:
𝜉3 = 1,114−(−4,4601,114−(−4,460 = 1. Deste modo se teria a alternativa 3 como a melhor alternativa, enquanto
a alternativa 2 seria a pior.
Tabela 2.13: Exemplo de ordenação das alternativas do nétodo TODIM
𝐴1 𝐴2 𝐴3 Soma
𝐴1 0 0,228 -0,045 0,183
𝐴2 -1,472 0 -2,988 -4,460
𝐴3 0,174 0,940 0 1,114
Portanto, o método TODIM determina, a partir das preferências expressas por um decisor ou
um grupo de decisores, uma escolha, ao ordenar todas as alternativas. Mudando-se tal conjunto
de preferências, pode-se eventualmente chegar a um novo resultado, através de uma análise de
sensibilidade.
Dado que um dos objetivos que dirigiram a estruturação do método TODIM foi a facilitação
nos processos de entendimentos envolvidos em tomada de decisão, é de se esperar que as
medidas de desejabilidade mencionadas no item anterior, estejam em acordo com os percentuais
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majoritários obtidos nas experiências de Kahneman & Tversky [22] em seus trabalhos sobre a
teoria do prospecto [13].
2.4 Comparação dos métodos
Pode ser notado que existem limitações em cada um dos métodos. A título de comparação
tanto no AHP, quanto no TODIM, utiliza a escala de Saaty (veja Tabela 2.8) para fazer a
conversão do julgamento verbal para numeral. Por exemplo, se uma alternativa A é julgada
moderadamente mais importante que a alternativa B, então esta é considerada três vezes menos
importante que a alternativa A, porém se a alternativa A for fortemente mais importante que
B, é considerado o fator cinco, então se pensar que se tem uma escala de 1 a 9, há pouca
diferença do moderado para o forte. Do mesmo modo podem acontecer inconsistências no
julgamento com esta mesma escala, como por exemplo: se o tomador de decisão julgar que a
alternativa A é quatro vezes mais importante que a alternativa B, e esta por sua vez sete vezes
mais importante que a alternativa C, por consistência a alternativa A teria que ser vinte e oito
vezes mais importante que C, o que não pode ocorrer, pois a escala vai apenas de 1 a 9, havendo
assim uma limitação da flexibilidade na obtenção de entradas do agente de decisão.
No caso do processo de análise hierárquica, novas alternativas podem reverter o ranking das
alternativas existentes, a qual já foi muito discutida por diversos autores, como Saaty [40] e
Belton [3], até que Dyer [10] mostrou um exemplo concreto, em que propunha que se deseja
escolher uma localização para um novo escritório de venda e os pesos obtidos pelo método
fornecem fortemente a seguinte ordem de preferência: 1– Albuquerque, 2 – Boston e 3 – Chicago.
Entretanto, antes de se tomar a decisão, um novo local em Denver é descoberto, e o método
é repetido incluindo esta nova opção. Mesmo que se mantenha a importância relativa dos
atributos, a nova análise fornece a seguinte ordem: 1 – Boston, 2 – Albuquerque, 3 – Denver e 4
– Chicago, revertendo o ranking de Albuquerque com Boston. Logo, este problema resulta do
modo no qual os pesos são normalizados para somar 1.
Tanto no método TODIM quanto no AHP, os pesos usados no julgamento podem deixar os
tomadores de decisão em dúvida quando os critérios se tratam de valores físicos, por exemplo:
se o agente decisor está em dúvida entre três carros com os seguintes valores: carro A: R$
25.000,00; carro B: R$50.000,00; carro C: R$100.000,00; o julgador pode interpretar que o carro
A é quatro vezes mais importante que o carro C, já que é 25% do seu valor, assim como duas
vezes mais importante B, já que 50% valor deste, e o carro B duas vezes mais importante que o
C, pois também é 50% do valor deste. Porém pelo valor investido, os agentes podem julgar que
A é extremamente mais importante que C, pois tem alta diferença de preço, assim utilizando o
fator nove da escala, havendo assim, dúvidas sobre o fator a ser usado.
Assim Dyer [10] complementa que os axiomas utilizados no AHP não são fundamentados em
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descrições de comportamento racional passíveis de teste, o que foi alvo de resposta por parte de
Harker & Vargas [19].
Mesmo sendo um método de AMD tecnicamente controvertido, é inegável o valor do AHP
como ferramenta para construir-se um modelo requisito básico. Para um problema decisório,
é necessário o estabelecimento de uma estrutura hierárquica de critérios. Nesta medida, é
perfeitamente justificável o uso do método AHP, desde que se tenha em mente suas potenciais
limitações. O problema é que, na realidade, são relativamente pouco os usuários do AHP que
entendem tais limitações.
Como no AHP e no TODIM é necessário fazer comparações par a par, pode ser demorado e
um pouco complicado, além da quantidade de contas que se deve efetuar. Pode ser realizada
uma comparação entre estes dois métodos quanto à quantidade de julgamentos e operações à
realizar:
Tomando, k como a quantidade de critérios (𝑐1, 𝑐2, · · · , 𝑐𝑘); e 𝑛: a quantidade de alternativas
(𝐴1, 𝐴2, · · · , 𝐴𝑛), se tem:
Tanto para os julgamentos de critérios C quanto para o julgamento de alternativas A, é
realizado o método par a par, e como as matrizes são recíprocas, então por exemplo: se for
julgado a importância de 𝐶1 quanto a 𝐶2, e, 𝐴1 quanto a 𝐴2 para cada critério, reciprocamente,
pode ser calculado 𝐶2 quanto a 𝐶1, e, 𝐴2 quanto a 𝐴1, dessa forma o número de julgamentos da
matriz de critérios é uma combinação 𝐶𝑘,2, e a matriz de alternativas é 𝐶𝑛,2, para cada critério,
sendo assim, o total de julgamento Σ𝑗 é dado por:
∑︁
𝑗 =
(︃
𝑘
2
)︃
+ 𝑘
(︃
𝑛
2
)︃
(2.9)
Já para a quantidade de cálculos:
Matriz de comparação dos critérios:
Para fazer a 𝑎𝑗𝑖 = 1/𝑎𝑖𝑗 , se tem a mesma quantidade de 𝑎𝑖𝑗 para 𝑖 ̸= 𝑗, que por sua vez, é
igual a quantidade de julgamentos, portanto:
𝐶𝑘,2 =
𝑘.(𝑘 − 1)
2 (2.10)
Para achar o autovetor, se tem que para cada critérios, há 𝑘 − 1 multiplicações e mais a raíz
enésima do produto, portanto 𝑘 operações para cada critério, totalizando 𝑘2. Normalizando,
deve somar todos os autovetores, 𝑘− 1 operações. Daí cada autovetor será divido por esta soma,
𝑘 operações, totalizando 2𝑘 − 1.
Achar o valor de 𝜆, requer que some todos os elementos de cada coluna, 𝑘.(𝑘 − 1), e
multiplique cada elemento pelo seu correspondente do autovetor, 𝑛2, para que aí possa somar
todos os resultados obtidos, 𝑘 − 1. Dessa forma precisando de 2𝑘2 − 1.
Como IC é dado pela eq. 2.3, então são necessárias mais 3 operações.
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Sendo IR já definido por tabela, temos que a razão de coerência, necessita apenas de 1
operação, sendo o quociente da divisão de IC por IR.
Portanto pode ser visto abaixo o total de operações para a matriz de critérios:
Tabela 2.14: Total de operações AHP para critérios
Matriz de C 1/𝑎𝑖𝑗 Autovetor Normalizar 𝜆 IC RC Total
Total de operações 𝑘.(𝑘−1)2 𝑘
2 2𝑘 − 1 2𝑘2 − 1 3 1 7𝑘22 − 3𝑘2 + 3
No método MAUT, os cálculos são um pouco mais simplificados, já que a matriz de
desejabilidade é julgada pelo tomador de decisão, assim como a do peso dos critérios. É
necessário somar todos seus valores atribuídos, 𝑘 − 1 operações, para que cada um deles seja
dividido por esta soma, o que teria mais n operações. Ou seja, para achar a matriz de autovetor
𝑤 dos pesos, são necessárias de 2𝑘 − 1 operações.
Agora fazendo o produto das matrizes 𝑀 × 𝑤𝑡 se tem 𝑛(2𝑘 − 1), chegando assim na matriz
de utilidade, a qual ainda necessita ainda dividir cada valor das alternativas pela soma delas,
tendo, portanto 2𝑛− 1.
Assim, se tem que o total de operações necessárias para aplicar o método MAUT é de
2𝑘𝑛+ 𝑛+ 2𝑘 − 2.
Tomando agora o método TODIM:
Assim como método AHP, a matriz de comparação dos critérios requer 𝑎𝑗𝑖 = 1/𝑎𝑖𝑗 , portanto
𝐶(𝑘,2) = 𝑘.(𝑘−1)2 operações. Para atingir o autovetor desta matriz necessita
∑︀𝑛
𝑘=1 𝑐𝑘𝑗 (𝑘2 − 1
operações), daí 𝑐𝑖𝑗 = 𝑐𝑖𝑗∑︀𝑛
𝑘=1 𝑐𝑘𝑗
(𝑘2 operações) e por fim 𝑤𝑖 =
∑︀𝑘
𝑗=1 𝑐𝑖𝑗 . Totalizando 3, 5𝑘2 − 2, 5𝑘
operações nessa primeira fase do processo.
Como para obter o autovetor necessita dividir o maior atributo da coluna por todos os
elementos da respectiva coluna, para que aí possa somar todos os elementos encontrados, se tem
2𝑘2 − 𝑘 operações.
Se for utilizado 𝜃 = 1, então para encontrar o 𝜑 de cada alternativa em relação a cada
critério são necessátia 4 operações (
⎯⎸⎸⎷𝑤𝑟𝑐.(𝑑𝑖𝑐 − 𝑑𝑗𝑐)∑︀𝑛
𝑐=1𝑤𝑟𝑐
ou
√︃∑︀𝑛
𝑐=1𝑤𝑟𝑐.(𝑑𝑗𝑐 − 𝑑𝑖𝑐)
𝑤𝑟𝑐
). Como se tem
𝑛 alternativa e 𝑘 critérios, e, lembrando que a diagonal principal é 0, já que 𝑤𝑖𝑐 = 𝑤𝑗𝑐, então
para conseguir a matriz de desejabilidade se tem um total de 5𝑘𝑛2 − 4𝑘𝑛− 𝑛2 operações.
Assim, para atingir o objetivo, a matriz de dominancia final necessita de 4𝑛2 − 𝑛 operações,
já que é necessário ∑︀𝑛𝑗=1 𝛿(𝐴𝑖, 𝐴𝑗) que abrange 𝑛2 − 𝑛 operações e mais as duas subtrações e
uma divisão para cada alternativa tendo 3𝑛2.
Contudo, são necessárias 3𝑛2+5𝑘𝑛2− 4𝑘𝑛−𝑛+5, 5𝑘2− 3, 5𝑘 operações no método TODIM,
para 𝜃 = 1.
Pode-se notar que o método Todim é o que necissita de maior número de cálculos, seguido
do AHP e, já o MAUT necessita de bem um número de calculos consideravelmente menor que
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os outros dois métodos.
Capítulo 3
Aplicação
Neste capítulo apresenta-se uma aplicação dos métodos AHP, MAUT e TODIM para um
problema de priorização de produtos.
O objetivo deste capítulo é apresentar um estudo de caso, baseado em dados reais, para
exemplificar a aplicação dos métodos discutidos nos capítulos precedentes.
3.1 Descrição do estudo de caso
O estudo de caso foi realizado com dados reais de uma empresa de produtos naturais,
suplementos e nutri-cosméticos, localizada na cidade de Extrema - MG. A maioria de seus
clientes são farmácias e drogarias, com mais de 5000 instalações pelo Brasil, a empresa pretende
colocar um novo produto no mercado e deseja escolher uma dentre as cinco alternativas abaixo:
𝑎1 = Men 40: proporciona maior energia e sensação de juventude. Sua fórmula exclusiva
promove a saúde sexual masculina e supre elementos essenciais e importantes para a saúde
cardiovascular, circulação sanguínea, produção de energia, disposição física e mental, memória,
concentração e foco. Além de combater o envelhecimento celular.
𝑎2 = Lipe Care: oferece combinações perfeitamente balanceadas, essencial à manutenção
diária da saúde, coadjuvante na prevenção das doenças cardiovasculares. Ajuda a controlar os
processos inflamatórios, indicado como antioxidante para promover o envelhecimento saudável e
para proteção do organismo contra o estresse oxidativo.
𝑎3 = Beauty Care é um aliado da saúde e beleza da pele, deixando-a mais aveludada, tratando
de dentro para fora. É um nutricosmético preparado com nutrientes especiais que também
previnem a queda do cabelo, fios ralos, secos, quebradiços, e atua também na manutenção de
unhas mais fortes e bonitas.
𝑎4 = Óleo de Coco: é um alimento muito versátil, poderoso na cozinha e também como
cuidado de higiene pessoal. É considerado o óleo mais saudável para cozinhar, pois não apresenta
gorduras trans, gerada pelo processo de hidrogenação, que está presente em todos os óleos de
58
Seção 3.1 · Descrição do estudo de caso 59
origem vegetal, O óleo de coco é amplamente conhecido pelas suas multi funções e tem tudo a
ver com o verão, refresca, hidrata e nutri o organismo tanto interna como externamente.
𝑎5 = Sênior 50+: Indicado para ajudar na prevenção e tratamento de dores articulares,
problemas nos ligamentos e tendões e osteopenia (perda da densidade mineral óssea), além de
garantir rigidez, solidez e estabilidade ao corpo humano.
Para ordenar as alternativas, a empresa esta adotando uma abordagem multicritério para a
tomada de decisão, considerando os sete critérios descritos abaixo:
𝑐1 = Inovação ou melhoria
𝑐2 = Respeito Ambiental
𝑐3 = Embalagem
𝑐4 = Valor econômico
𝑐5 = Risco Operacional
𝑐6 = Qualidade e Benefícios
𝑐7 = Facilidade de Execução
Tantos os critérios quanto as alternativas foram definidos em conjunto com os representantes
(dono e gerente) da empresa interessados na decisão.
Na sequência, foi solicitado aos representantes da empresa que avaliassem a importância
de cada uma das alternativas em relação a cada um dos critérios, numa escala de 1 a 5, onde
5 representa a muito importante e 1 pouco importante. O resultado desta avaliação esta
representado na matriz de decisão 𝐺𝐶 .
𝐺𝐶 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐴1 4 2 3 5 1 4 2
𝐴2 1 4 2 4 3 3 2
𝐴3 1 3 1 3 2 2 1
𝐴4 3 1 3 5 1 4 1
𝐴5 5 2 4 5 1 5 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Para se obter a importância relativa entre os critérios foi realizada uma entrevista com
especialistas da empresa que estabelecessem uma comparação par a par entre os critérios,
utilizando a escala de Saaty, que está representada na matriz 𝐺𝐶 abaixo.
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𝐺𝐶 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐶1 1, 00 3, 00 0, 50 0, 17 0, 33 0, 25 1, 00
𝐶2 0, 33 1, 00 0, 20 0, 20 0, 75 0, 20 0, 67
𝐶3 2, 00 5, 00 1, 00 0, 33 2, 00 0, 25 1, 00
𝐶4 6, 00 5, 00 3, 00 1, 00 1, 00 1, 50 6, 00
𝐶5 3, 00 1, 33 0, 50 1, 00 1, 00 0, 17 0, 50
𝐶6 4, 00 5, 00 4, 00 0, 67 6, 00 1, 00 4, 00
𝐶7 1, 00 1, 50 1, 00 0, 17 2, 00 0, 25 1, 00
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3.2 Aplicação do Método MAUT
Como para a aplicação do método MAUT é necessário atribuir pesos a cada critério, o
prórpio gestor os infligiu. Assim representada pela matriz abaixo:
𝑤 =
[︁𝐶𝑟𝑖𝑡é𝑟𝑖𝑜𝑠 𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐴𝑡𝑟𝑖𝑏𝑢𝑡𝑜𝑠 2 1 3 5 2 4 4
]︁
Normalizando os atributos, de acordo com procedimento 3, chega-se em:
𝑤 =
[︁
0, 095 0, 048 0, 143 0, 238 0, 095 0, 190 0, 190
]︁
Como a função utilidade é dada pela função 2.1, a aplicando de acordo com os valores
estabelicidos se chega na ordenação das alternativas mostrada abaixo.
Tabela 3.1: MAUT
𝑣(𝐴𝑖) Classificação
𝐴5 3,571 1º
𝐴1 3,333 2º
𝐴4 3,000 3º
𝐴2 2,762 4º
𝐴3 1,857 5º
Utilizando a programação do Matlab®que demonstrada no apêndice C, para fazer o método
Monte Carlo, o qual consiste em atribuir pesos aleatórios aos critérios, através de distribuição
uniforme. Foram realizados 10.000 aleatorizaçãoes, a tabela 3.2 mostra a quantidades de vezes
que cada alternativa ficou em devida ordenação.
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Tabela 3.2: MAUT Monte Carlo
1º 2º 3º 4º 5º
𝐴1 134 7931 1925 10 0
𝐴2 1164 1067 4227 3542 0
𝐴3 0 5 11 274 9710
𝐴4 0 0 3542 6168 290
𝐴5 8702 997 295 6 0
Como pode ser notado, através do método Monte Carlo, as alternativas ficariam classificadas
ordenalmente como 𝐴5, 𝐴1, 𝐴2, 𝐴4, 𝐴3, o que comparado com o método convencional do MAUT,
mostrado na tabela 3.1, há apenas a alternância entre as posições das alternativas 𝐴2 e 𝐴4.
Portanto 𝐴5 e 𝐴1 continuam sendo os melhores cursos de ação, enquanto 𝐴3 o pior.
3.3 Aplicação do Método AHP
Dada a matriz C, foi encontrado seu autovetor apresentado na tabela abaixo.
Tabela 3.3: Comparação par a par dos Critérios
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7 Auto vetor Norma
𝐶1 1,00 3,00 0,50 0,17 0,33 0,25 1,00 0,57 0,064
𝐶2 0,33 1,00 0,20 0,20 0,75 0,20 0,67 0,388 0,043
𝐶3 2,00 5,00 1,00 0,33 2,00 0,25 1,00 1,076 0,12
𝐶4 6,00 5,00 3,00 1,00 1,00 1,50 6,00 2,603 0,291
𝐶5 3,00 1,33 0,50 1,00 1,00 0,17 0,50 0,774 0,087
𝐶6 4,00 5,00 4,00 0,67 6,00 1,00 4,00 2,779 0,311
𝐶7 1,00 1,50 1,00 0,17 2,00 0,25 1,00 0,7435 0,0831
SOMA 17,33 21,83 10,2 3,53 13,08 3,617 14,17 8,94 1,000
𝜆𝑚𝑎𝑥 = 7,756; IC = 0,126; IR = 1,32; RC = 0,0954 = 9,54% ⇒ coerente.
As matrizes de comparações em relação a cada critério seguem abaixo em formas de tabelas
já normalizadas:
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Tabela 3.4: Comparação das Alternativas em relação ao 𝐶1
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 3,00 3,00 0,25 0,20 0,85 0,133
𝐴2 0,33 1,00 2,00 0,20 0,17 0,467 0,073
𝐴3 0,33 0,50 1,00 0,20 0,20 0,37 0,057
𝐴4 4,00 5,00 1,00 1,00 0,50 1,58 0,248
𝐴5 5,00 6,00 5,00 2,00 1,00 3,13 0,489
Soma 10,67 15,5 12 3,65 2,07 6,40 1,000
𝜆𝑚𝑎𝑥 = 5,154 ; IC = 0,0385; IR = 1,12; RC = 0,00344 = 3,44% ⇒ coerente.
Tabela 3.5: Comparação das Alternativas em relação ao 𝐶2
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 0,33 0,20 0,50 3,00 0,631 0,096
𝐴2 3,00 1,00 0,50 1,00 5,00 1,496 0,229
𝐴3 5,00 2,00 1,00 3,00 7,00 2,914 0,444
𝐴4 2,00 1,00 0,33 1,00 4,00 1,217 0,186
𝐴5 0,33 0,20 0,14 0,25 1,00 0,299 0,046
Soma 11,33 4,53 2,18 5,75 20 6,556 1,000
𝜆𝑚𝑎𝑥 = 5,071; IC = 0,018; IR = 1,12; RC = 0,0158 = 1,58% ⇒ coerente.
Tabela 3.6: Comparação das Alternativas em relação ao 𝐶3
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 2,00 6,00 0,33 3,00 1,644 0,255
𝐴2 0,50 1,00 5,00 0,50 1,00 1,046 0,162
𝐴3 0,17 0,20 1,00 0,11 0,20 0,237 0,037
𝐴4 3,00 2,00 9,00 1,00 2,00 2,551 0,396
𝐴5 0,33 1,00 5,00 0,50 1,00 0,964 0,15
Soma 5 6,2 26 2,44 7,2 6,441 1,000
𝜆𝑚𝑎𝑥 = 5,283; IC = 0,071; IR = 1,12; RC = 0,0632 = 6,32% ⇒ coerente.
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Tabela 3.7: Comparação das Alternativas em relação ao 𝐶4
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 8,00 4,00 3,00 4,00 3,288 0,50
𝐴2 0,13 1,00 0,50 0,25 0,50 0,379 0,058
𝐴3 0,25 2,00 1,00 0,50 1,00 0,758 0,115
𝐴4 0,33 4,00 2,00 1,00 2,00 1,398 0,212
𝐴5 0,25 2,00 1,00 0,50 1,00 0,758 0,115
Soma 1,96 17,0 8,50 5,25 8,50 6,58 1,000
𝜆𝑚𝑎𝑥 = 5,03; IC = 0,008; IR = 1,12; RC = 0,0069 = 0,69% ⇒ coerente.
Tabela 3.8: Comparação das Alternativas em relação ao 𝐶5
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 0,25 0,17 1,00 2,00 0,608 0,088
𝐴2 4,00 1,00 0,50 3,00 4,00 1,888 0,274
𝐴3 6,00 2,00 1,00 4,00 8,00 3,288 0,477
𝐴4 1,00 0,33 0,25 1,00 3,00 0,758 0,110
𝐴5 0,50 0,25 0,13 0,33 1,00 0,349 0,051
Soma 12,5 3,83 2,00 9,33 18,0 6,891 1,000
𝜆𝑚𝑎𝑥 = 5,067 ; IC = 0,0167; IR = 1,12; RC = 0,0149 = 1,49% ⇒ coerente.
Tabela 3.9: Comparação das Alternativas em relação ao 𝐶6
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 3,00 3,00 2,00 0,25 1,351 0,232
𝐴2 0,33 1,00 2,50 1,00 0,33 0,774 0,133
𝐴3 0,33 0,4 1,00 0,50 0,33 0,467 0,080
𝐴4 0,50 1,00 2,00 1,00 0,50 0,871 0,150
𝐴5 4,00 3,00 3,00 2,00 1,00 2,352 0,150
SOMA 6,17 8,40 11,5 6,50 2,41 5,815 1,000
𝜆𝑚𝑎𝑥 = 5,425; IC = 0,106; IR = 1,12; RC = 0,0949 = 9,49% ⇒ coerente.
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Tabela 3.10: Comparação das Alternativas em relação ao 𝐶7
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 Autovetor Norma
𝐴1 1,00 1,00 0,25 0,20 0,20 0,398 0,065
𝐴2 1,00 1,00 1,00 0,33 0,25 0,608 0,099
𝐴3 4,00 1,00 1,00 0,50 0,33 0,922 0,150
𝐴4 5,00 3,00 2,00 1,00 1,00 1,974 0,320
𝐴5 5,00 4,00 3,00 1,00 1,00 2,268 0,366
SOMA 16,0 10,0 7,25 3,03 2,78 6,170 1,000
𝜆𝑚𝑎𝑥 = 5,095; IC = 0,024; IR = 1,12; RC = 0,0212 = 2,12% ⇒ coerente.
De acordo com as matrizes representadas nas tabelas 3.4, 3.5, 3.6, 3.7, 3.8, 3.9 e 3.10,
monta-se a matriz de dominância final, apresentada na tabela 3.11
Tabela 3.11: Dominância final
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐴1 0,133 0,096 0,255 0,500 0,089 0,232 0,065
𝐴2 0,073 0,228 0,162 0,058 0,274 0,133 0,099
𝐴3 0,057 0,444 0,037 0,115 0,477 0,080 0,149
𝐴4 0,248 0,186 0,396 0,212 0,110 0,150 0,320
𝐴5 0,489 0,046 0,150 0,115 0,051 0,404 0,370
Agora realizando o produto matricial da 3.11 com a matriz transposta dos vetores normali-
zados indicados em 3.3, se tem:
Tabela 3.12: Vetor Decisão
𝑣(𝐴𝑖) Classificação
𝐴1 0,274 1º
𝐴5 0,246 2º
𝐴4 0,216 3º
𝐴3 0,139 4º
𝐴2 0,124 5º
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3.4 Aplicação Método TODIM
Dada a matriz 3.1, seus atributos foram divididos pela soma da coluna e, a partir desses
elementos, foi calculada a média aritmética de cada critério para que se pudesse ter os pesos de
cada um deles, assim representado na tabela 3.13.
Tabela 3.13: Pesos dos Critérios para o método TODIM
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7 Pesos
𝐶1 0,0577 0,1374 0,0490 0,0472 0,0255 0,0691 0,0706 0,0652
𝐶2 0,0192 0,0458 0,0196 0,0566 0,0573 0,0553 0,0471 0,0430
𝐶3 0,1154 0,2290 0,0980 0,0943 0,1529 0,0691 0,0706 0,1185
𝐶4 0,3462 0,2290 0,2941 0,2830 0,0764 0,4147 0,4235 0,2953
𝐶5 0,1731 0,0611 0,0490 0,2830 0,0764 0,0461 0,0353 0,1034
𝐶6 0,2308 0,2290 0,3922 0,1887 0,4586 0,2765 0,2824 0,2940
𝐶7 0,0577 0,0687 0,0980 0,0472 0,1529 0,0691 0,0706 0,0805
A matriz A normalizada está representada pela tabela 3.14.
Tabela 3.14: Matriz de desejabilidade Normalizada
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐴1 0,8 0,5 0,75 1 0,33 0,8 1
𝐴2 0,2 1 0,5 0,8 1,00 0,6 1
𝐴3 0,2 0,75 0,25 0,6 0,67 0,4 0,5
𝐴4 0,6 0,25 0,75 1 0,33 0,8 0,5
𝐴5 1 0,5 1 1 0,33 1 0,5
As tabelas seguintes mostram as matrizes de desejabilidades parciais, aplicando as equações
(2.5), (2.6) e (2.7), utilizando-se 𝜃 = 1.
Tabela 3.15: Desejabilidade Parcial do Critério 𝐶1
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 0,1978 0,1978 0,1142 -1,7513
𝐴2 -3,0333 0 0 -2,4767 -3,5026
𝐴3 -3,0333 0 0 -2,4767 -3,5026
𝐴4 -1,7513 0,1615 0,1615 0 -2,4767
𝐴5 0,1142 0,2284 0,2284 0,1615 0
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Tabela 3.16: Desejabilidade Parcial do Critério 𝐶2
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 -3,4104 -2,4115 0,1037 0
𝐴2 0,1466 0 0,1037 0,1796 0,1466
𝐴3 0,1037 -2,4115 0 0,1466 0,1037
𝐴4 -2,4115 -4,1769 -3,4104 0 -2,4115
𝐴5 0 -3,4104 -2,4115 0,1037 0
Tabela 3.17: Desejabilidade Parcial do Critério 𝐶3
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 0,1721 0,2434 0 -1,4527
𝐴2 -1,4527 0 0,1721 -1,4527 -2,0543
𝐴3 -2,0543 -1,4527 0 -2,0543 -2,5160
𝐴4 0 0,1721 0,2434 0 -1,4527
𝐴5 0,1721 0,2434 0,2981 0,1721 0
Tabela 3.18: Desejabilidade Parcial do Critério 𝐶4
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 0,2430 0,3437 0 0
𝐴2 -0,8230 0 0,2430 -0,8230 -0,8230
𝐴3 -1,1639 -0,8230 0 -1,1639 -1,1639
𝐴4 0 0,2430 0,3437 0 0
𝐴5 0 0,2430 0,3437 0 0
Tabela 3.19: Desejabilidade Parcial do Critério 𝐶5
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 -2,5388 -1,7952 0 0
𝐴2 0,2626 0 0,1857 0,2626 0,2626
𝐴3 0,1857 -1,7952 0 0,1857 0,1857
𝐴4 0 -2,5388 -1,7952 0 0
𝐴5 0 -2,5388 -1,7952 0 0
Seção 3.4 · Aplicação Método TODIM 67
Tabela 3.20: Desejabilidade Parcial do Critério 𝐶6
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 0,2425 0,3429 0 -0,8248
𝐴2 -0,8248 0 0,2425 -0,8248 -1,1664
𝐴3 -1,1664 -0,8248 0 -1,1664 -1,4285
𝐴4 0 0,2425 0,3429 0 -0,8248
𝐴5 0,2425 0,3429 0,4200 0,2425 0
Tabela 3.21: Desejabilidade Parcial do Critério 𝐶7
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5
𝐴1 0 0 0,2007 0,2007 0,2007
𝐴2 0 0 0,2007 0,2007 0,2007
𝐴3 -2,4907 -2,4907 0 0 0
𝐴4 -2,4907 -2,4907 0 0 0
𝐴5 -2,4907 -2,4907 0 0 0
Aplicando a equação (2.4), chega-se à matriz de dominância final representada pela tabela
3.22.
Tabela 3.22: Dominância Final
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 SOMA
𝐴1 0 -5,0938 -2,8782 0,4186 -3,8281 -11,3815
𝐴2 -5,7246 0 1,1477 -4,9343 -6,9364 -16,4476
𝐴3 -9,6192 -9,7979 0 -6,529 -8,3216 -34,2677
𝐴4 -6,6535 -8,3873 -4,1141 0 -7,1657 -26,3206
𝐴5 -1,9619 -7,3822 -2,9165 0,6798 0 -11,5808
Aplicando a equação (2.8), chega-se à ordenação das alternativas, que pode ser vista na
tabela 3.23.
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Tabela 3.23: Ordenação das Alternativas pelo Método Todim
𝐴1 1,00 1º
𝐴2 0,78 3º
𝐴3 0,00 5°
𝐴4 0,35 4º
𝐴5 0,99 2º
Se for utilizado o mesmo procedimento, porém substituindo 𝜃 = 1 por 𝜃 = 10 chega-se aos
resultados apresentados na tabela a seguir:
Tabela 3.24: Ordenação das Alternativas pelo Método Todim para 𝜃 = 10
𝐴5 1,000 1º
𝐴1 0,9155 2º
𝐴2 0,8511 3º
𝐴4 0,2386 4º
𝐴3 0,000 5°
Com esta análise de sensibilidade, pode-se notar que a alternativa 𝐴5 inverteu sua posição
com a 𝐴1, porém seus valores continuam muito próximos, o que pode concluir que estas duas
alternativas são similares quanto ao curso de ação a ser tomado, através da aplicação do
método TODIM. Outra análise de sensibilidade que pode ser realizada, é a alteração dos valores
atribuídos aos critérios.
3.5 Comparação entre os resultados
Como pode ser visto na tabela abaixo, os resultados foram bem similares, tornando como
“melhores” produtos a se colocar no mercado no atual momento: o Sênior +50 (𝐴5) e o Men 40
(𝐴1).
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Tabela 3.25: Comparação de todos os resultados
AHP MAUT Simples Monte Carlo Todim 𝜃 = 1 Todim 𝜃 = 5
1º 𝐴1 𝐴5 𝐴5 𝐴1 𝐴5
2º 𝐴5 𝐴1 𝐴1 𝐴5 𝐴1
3º 𝐴4 𝐴4 𝐴2 𝐴2 𝐴2
4º 𝐴3 𝐴2 𝐴4 𝐴4 𝐴4
5º 𝐴2 𝐴3 𝐴3 𝐴3 𝐴3
Deste modo, os métodos utilizados mostram-se eficazes, assim como as programações
utilizadas, presentes nos Apêndices A, B, C e D, permitindo, dessa forma, que gestores com
quaisquer formações possam utilizá-los sem muitas dificuldades, bastando apenas inserir as
matrizes de julgamento de critérios e de desejabilidade.
Também, se pode ver na Tabela 3.26 uma comparação dos pesos normalizados dos critérios
utilizados no processo do MAUT (coluna 2) e da matriz C empregados nos métodos AHP e
TODIM (coluna 3), ambas aflingidas pelos representantes. Pode-se notar que nos 5 primeiros
critérios há pouca distorção de valores, já o critério 6 (𝑐6) há uma valorização de 63,7%, enquanto
há uma desvalorização de 57,8% do critério (𝑐7). Isso se deve a coerência de valores que o dono e
o gerente atribuiram. Sendo que no método do MAUT apenas deram números com escalas de 1
à 5 a cada critério, analisando um a um. Enquanto na matriz C tiveram que fazer comparações
par a par dos critérios, utilizando o grau de importância de um critério em relação ao outro.
Ou seja, os decisores ficaram um pouco abaixo do comportamento objetivamente racional.
Tabela 3.26: Comparação dos pesos dos critérios
Critérios MAUT Matriz de comparações
𝑐1 0,095 0,064
𝑐2 0,048 0,043
𝑐3 0,143 0,12
𝑐4 0,238 0,291
𝑐5 0,095 0,087
𝑐6 0,19 0,311
𝑐7 0,19 0,08
Capítulo 4
Considerações finais e perspectivas
Este trabalho apresentou um estudo sobre métodos de Apoio à decisão multicriterial, com
interesse especial em métodos baseados na teoria da utilidade. Assim se teve um aprendizado da
aplicação dos métodos MAUT, AHP e TODIM, conseguindo analisar algumas de suas limitações.
Apesar de ausentados os riscos, a aplicação do método TODIM e do MAUT torna-se
ainda mais importante quando há as possibilidades de ganho e perda. Pois principalmente no
TODIM, o qual incorpora a teoria dos prospectos e pode, também, determinar uma priorização
diferenciada, o principal atributo é o de analisar as ações comportamentais relacionadas à
aversão ou propensão ao risco.
Como sugestões para futuros trabalhos, pode-se utilizar outros métodos de tomada de decisão,
como o da escola Européia, por exemplo, para enriquecer a análise, assim como o próprio MAUT
Monte-Carlo utilizando probabilidades, além de aplicar o modelo TODIM num contexto mais
enriquecido de informações que simulam situações de risco.
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APÊNDICE E
Matrizes recíprocas
Definição 1. Seja 𝐴 = (𝑎𝑖𝑗) uma matriz real 𝑛× 𝑛:
1. A é dita positiva se, e somente se, 𝑎𝑖𝑗 > 0, para todo 𝑖, 𝑗 = 1, 2, · · · , 𝑛.
2. A é dita recíproca se, e somente se, 𝑎𝑗𝑖 = 1/𝑎𝑖𝑗,para todo 𝑖, 𝑗 = 1, 2, · · · , 𝑛.
3. A é dita consistente se, e somente se, 𝑎𝑖𝑗𝑎𝑗𝑘 = 𝑎𝑖𝑘, para todo 𝑖, 𝑗, 𝑘 = 1, 2, · · · , 𝑛.
Observe que, se 𝑎𝑖𝑗𝑎𝑗𝑘 = 𝑎𝑖𝑘, se tem 𝑎𝑖𝑗 = 1/𝑎𝑖𝑗. Portanto, toda matriz consistente é
recíproca.
Definição 2. Um vetor 𝑤 = (𝑤1, 𝑤2, · · · , 𝑤𝑛)𝑇 é dito vetor de prioridade associado a matriz
consistente A se, e somente se, 𝑎𝑖𝑗 = 𝑤𝑖/𝑤𝑗.
O teorema Perron-Frobenius [2] estabelece uma importante propriedade de matrizes positivas,
que pode ser provado abaixo.
Teorema 4.1. Para uma determinada matriz positiva A, há somente um vetor positivo 𝑣 e
apenas uma constante 𝑐 que satisfaça 𝐴𝑣 = 𝑐𝑣, 𝑣 é um vetor positivo e múltiplo do principal
autovetor de A, e também, 𝜆𝑚𝑎𝑥 = 𝑐 é chamado do principal autovalor de A[2].
Teorema 4.2. Seja 𝐴 = (𝑎𝑖𝑗) consistente, consequentemente será recíproca, sendo 𝑛 × 𝑛
tal que 𝑎𝑖𝑗 = 𝑤𝑖/𝑤𝑗. O principal autovetor de 𝐴 = (𝑎𝑖𝑗) tem um vetor de prioridade
𝑤 = (𝑤1, 𝑤2, · · · , 𝑤𝑛)𝑡, tal que ∑︀𝑛𝑖=1𝑤𝑖 = 1.
Prova: É simples notar que o vetor 𝑤 seja um autovetor de A, já que
⎡⎢⎢⎢⎢⎢⎢⎣
𝑤1
𝑤1
𝑤1
𝑤2
· · · 𝑤1
𝑤𝑛
𝑤2
𝑤1
𝑤2
𝑤2
· · · 𝑤2
𝑤𝑛... ... . . . ...
𝑤𝑛
𝑤1
𝑤𝑛
𝑤2
· · · 𝑤𝑛
𝑤𝑛
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
𝑤1
𝑤2
...
𝑤𝑛
⎤⎥⎥⎥⎥⎥⎥⎦ = 𝑛
⎡⎢⎢⎢⎢⎢⎢⎣
𝑤1
𝑤2
...
𝑤𝑛
⎤⎥⎥⎥⎥⎥⎥⎦
.
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E, pelo Teorema 4.1, se sabe que A tem somente um autovetor positivo, o qual é associado
somente a um autovalor positivo 𝜆𝑚𝑎𝑥. A singularidade do principal autovetor resulta na
restrição ∑︀𝑛𝑖=1𝑤𝑖 = 1.
Para uma dada matriz consistente A, é possível calcular o seu autovetor principal resolvendo
o sistema linear 𝐴𝑤 = 𝑛𝑤 e a normalização do autovetor.
Teorema 4.3. A matriz A é totalmente consistente, se, e somente se 𝜆𝑚𝑎𝑥 = 𝑛.
Prova: Se 𝐴 é consistente, então, 𝑎𝑗𝑘 = 𝑎𝑖𝑘/𝑎𝑖𝑗, 𝑖, 𝑗, 𝑘 ∈ 𝑁 . Ou seja, cada linha de 𝐴 é um
múltiplo constante de uma dada linha, mantendo a consistência. Implicando que todos seus
autovalores são zero, exceto um, o qual é 𝑛, ou seja, 𝜆𝑖 = 𝑛. Entretanto, resulta no teorema
anterior em que ∑︀𝑛𝑖=1 𝜆𝑖 = 𝑇𝑟𝑎ç𝑜(𝐴) = 𝑛. Portanto, 𝜆𝑚𝑎𝑥 = 𝑛.
