Renewable energy, such as ocean wave energy, plays a pivotal role in addressing the tremendous growth of global energy demand. It is expected that wave energy will be one of the fastest-growing energy resources in the next decade, offering an enormous potential source of sustainable energy. This research investigates the placement optimization of oscillating buoy-type wave energy converters (WEC). The design of a wave farm consisting of an array of fully submerged three-tether buoys is evaluated. In a wave farm, buoy positions have a notable impact on the farm's output. Optimizing the buoy positions is a challenging research problem because of very complex interactions (constructive and destructive) between buoys. The main purpose of this research is maximizing the power output of the farm through the placement of buoys in a size-constrained environment. This paper proposes a new hybrid approach of the heuristic local search combined with a numerical optimization method that utilizes a knowledge-based surrogate power model. We compare the proposed hybrid method with other state-of-the-art search methods in five different wave scenarios -one simplified irregular wave model and four real wave climates. Our method considerably outperforms all previous heuristic methods in terms of both quality of achieved solutions and the convergence-rate of search in all tested wave regimes.
Introduction
Wave energy converters (WECs) have attracted research and industry interest because of their high capacity factors and energy densities relative to other renewable energy sources [1] . There are a number of alternative designs for WECs, but one of the current-best designs is a large floating buoy tethered to the sea floor with energy produced by the motion of the buoy exerting force on the tether. Wave-energy farms, consisting of multiple buoys, are able to extract power from the waves more than 90% of the time; this is in contrast to solar and wind power, which have much higher levels of intermittency [1] .
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The nature of this search space requires the application of search meta-heuristics that reliably explore these multi-modal search landscapes, that can also operate effectively with a constrained number of layout evaluations. To date, works on WEC array layouts have primarily employed evolutionary algorithms (EAs), which combine stochastic search with selection to progressively improve a population of candidate layouts. In early work [6] , Child and Venugopal applied both a simple (and deterministic) Parabolic Intersection (PI) heuristic and a more computationally intensive Genetic Algorithm (GA) to create small (five-buoy) WEC layouts.
Later work by Sharp and DuPont [7] used a GA, coupled with heuristics to ensure minimum separation between buoys, to place a small number of WECs (5 converters, 37000 evaluations) in a discretized space. The same authors later explored a similar problem with an improved GA with a cost model [8] . In both studies, the wave-model used assumed a single wave direction, which can limit its applicability. The studies also required a relatively large number of layout evaluations, which would be costly in a setting that uses more detailed models.
An alternative approach is proposed by Ruiz et al. [9] , who compare the convergence rate and efficiency of three EAs in a discrete search space with a simple wave energy model. The EAs included: CMA-ES [10] , a custom GA, and glow-worm swarm optimization (GSO) [11] . Their work found that search using CMA-ES converged faster than other methods but was out-performed, in terms of energy production by both the GA and GSO.
In other studies, Wu et al. [12] investigated two popular EAs: the 1+1EA and CMA-ES for optimizing the locations of fully submerged three-tether buoys. The results show the performance of 1+1EA with a simple mutation operator is better than CMA-ES when constrained to a very limited number of layout evaluations. The same wave model was used by Arbones et al. [13, 14] in a multi-objective optimization problem. In that study, two multi-objective optimization methods (MO-CMA-ES and SMS-EMOA) are applied to acquire the best trade-offs of the converter positions, the farm area and the cable length needed. However, again, a very simple wave model with just one wave frequency and direction are simulated, so the results can diverge from a more realistic wave climate.
A much more detailed wave scenario was applied in Neshat et al. [15] . They used an irregular wave model with seven wave directions and fifty sampled wave frequencies, to evaluate a wide variety of EAs and hybrid methods. This work found that a combination of a stochastic local search combined with the Nelder-Mead simplex method can obtain better 4 and 16-buoy configurations in terms of the total absorbed power. However, the optimization process was still computationally intensive taking 72 hours on 12 CPU cores, and the model used was still for a synthetic location. Furthermore, A multi-objective differential evolutionary (DE) was proposed for optimizing the geometric parameters of WECs like PTO, location, control strategy type of a doubled-buoy WEC [16] . This paper improves on prior work in the following ways: augmenting the findings of [15] to include another six new heuristic search methods, including a novel surrogate-based model, all applied to the original irregular wave model; extending the wave models to include four new real wave regimes from the southern coast of Australia (Adelaide, Perth, Tasmania and Sydney) using a higher granularity of wave-directions; finally, the best of the new search methods are applied to the four real wave models.
In comparing the performance of the new search heuristics, we consider two aspects: the computational budgets and the quality of achieved layouts. Through this comparison, we show that a hybrid framework consisting of a learned model-based local search alternated with numerical optimization outperforms previous heuristic methods in terms of convergence rate (20-fold faster than the previous best method in [15] ) and higher total power output for 16-buoy and 4-buoy layouts.
The paper structure is as follows. In the next section, the buoy model is described. The optimization problem is defined in the second section and the search methods to be compared are briefly described in the third section. In the fourth section, experimental results are evaluated, and the final section discusses these results and canvases future work.
The Numerical Model

Wave Resource
Four potential sites on the southern coast of Australia are considered in this study: Adelaide, Perth, Tasmania (southwest coast) and Sydney. The wave regimes for the Sydney and Tasmania sea sites are shown in Figure 1 demonstrating the directional wave rose and wave scatter diagram. These wave data are obtained from the Australian Wave Energy Atlas [17] . It can be observed that these wave regimes vary in terms of total energy, and directional distributions of the waves. For the wave farm optimization purposes, ocean waves are modeled as directional irregular waves assuming Bretschneider spectrum.
Wave Energy Converter Description
A wave energy converter considered in this study is shown in Fig. 2 . This converter consists of a fully submerged spherical buoy connected to three independent power take-off units through inclined taught tethers. This design represents a simplified prototype of the CETO system under development by Carnegie Clean Energy [4] [18] . The parameters of the WEC are specified in Table 1 .
It is assumed that the motion of each WEC is constrained to three degrees of freedom (surge, sway and heave). Assuming linear wave theory, the equation of motion of all wave energy converters in the farm can be written in frequency domain as:
where M = mI 3N is a mass matrix (I 3N is the identity matrix of size 3N ), A and B are the matrices of hydrodynamic added-mass and radiation damping coefficients respectively, K pto = K pto I 3N and B pto = B pto I 3N are the PTO stiffness and damping matrices respectively, and F exc is the frequency dependent vector of excitation forces. All the (3N × 3N ) , where 3 represents the number of degrees of freedom of each WEC and N is a number of WECs in the farm. The hydrodynamic interaction between submerged spheres, in particular matrices A, B and vector F exc , are modeled using a semi-analytical solution presented in [19] .
The average power absorbed by all WECs in the farm in a regular wave of unit amplitude, wave frequency ω and wave angle β can be calculated as:
where x(β, ω) is obtained solving Eq. (1).
Wave Farm Performance Evaluation
The total average annual power (P Σ ) produced by the wave farm at a particular test site is calculated by summing up the contribution of energy absorption from each of the sea states representing a wave climate:
where N s is a number of sea states considered, H s is the significant wave height, T p is the peak wave period of the sea state, O n (H s , T p ) is the probability of occurrence of the sea state (which can be derived from the wave scatter diagram), and P n (H s , T p ) is a power generated by the wave farm in the n-th sea state. A sea state refers to the condition of the sea/ocean surface that can be characterized by statistics (significant wave height and peak wave period).
For irregular waves, P n (H s , T p ) is the sum of power contribution from each frequency in the spectrum and each wave direction [20] :
where p(β, ω) is the average power absorbed by the wave farm in a regular wave of unit amplitude, wave frequency ω and wave angle β (calculated according to [21] ), S n (ω) is the irregular wave spectrum (Bretschneider spectrum considered in this study) and D(β) is the directional spreading spectrum specific for the site (obtained from the directional wave rose).
The hydrodynamic interaction among converters in the wave array affects its power production and is usually quantified using the q-factor, defined as:
where N is a number of WECs forming the array, P isolated is the power generated by an isolated WEC. If the wave interaction has on average a constructive effect on the power production of the array, then q > 1, and if the effect is destructive then, q < 1.
Initially, all optimization algorithms are evaluated using a simplified synthetic wave model that corresponds to the most frequently occurring sea state at the Sydney site (H s = 2 m, T p = 9 sec) using Equation (4) . Then, the proposed ideas are tested for four real wave scenarios using Equation (3).
Optimization Setup
Using the above model, the optimization problem can be stated in terms of positioning N WECs over a bounded area of a wave farm Ω in order to maximize the total power production P Σ .
Where This constraint is given to model the scenario where there are strict limits on the area allotted to a wave farm lease. A second constraint is a minimum separation between buoys (R = 50m), representing a gap required for maintenance vessels to safely pass. For each array, x, y the sum-total of the safety distance violations are:
Where dist((x i , y i ), (x j , y j )) is the Euclidean distance between buoys i and j. To provide a smooth response to such violations, a steep penalty function (Sum dist + 1) 20 is applied to the total power output (in Watts).
Computational Resources
A common practice in comparing heuristic search methods is to run competing methods for the same number of function evaluations. However, such a comparison is not applicable in this paper, because the computational cost of each function evaluation (layout assessment) depends strongly on the number of buoy interactions and wave frequencies models -both of which vary with the search methods examined here. Instead, in this work, to compare methods fairly we allocate a uniform time budget for each optimization run of three days on the dedicated platform with a 2.4GHz Intel 6148 processor running 12 processes in parallel with 128GB of RAM. The software environment running the function evaluations and the search algorithm is MATLAB R2016.
Where practical, the search methods are each configured to make maximum use of this time budget where the algorithm design allows this. This means that for some search methods the parallelism is expressed in terms of parallel evaluations of members of a population of individual layouts. In non-population based (single-solution) methods, the parallelism is expressed through parallel evaluation of the energy extracted from wave-frequencies. In this way, each method is allowed to achieve an approximately 10-fold speedup, compared to the corresponding sequential algorithms, on the parallel processor.
There are two exceptions to this principle of maximally using the time budget. These are the (best performing) Smart Local Search (SLS) and the Improved Smart Local Search (ISLS) methods. The local optimization steps for both these methods converge quickly and their results are not substantially improved by allocating more search time. To allow for a valid statistical comparison all search methods are run 10 times. 
Meta-Heuristic Search Techniques
All of the heuristic methods that are compared in this paper are listed in Table 2 . All proposed approaches are run with the same parallel computational resources according to the descriptions in the previous section. The type of parallelism (per-individual and per-frequency (P F )) is shown in the second column of Table 2 . We can categorize the listed methods in two distinct groups: population-based and single-solution optimizers. In the first group, we assess the performance of Differential Evolution [22] (DE) and Covariance-Matrix Adaptation Evolutionary Strategies [10] (CMA-ES), as very well-established paradigms of EAs; in addition, PE [15] is a partial-evaluation search technique that tries to optimize the layouts based on partial information provided by sampling uniform random subsets of the frequencies. As the probability crossover rate (P cr ) of DE play an important role, we test three different values. We evaluate CMA-ES using both parallelism techniques (per frequency and per-individual).
It was observed in [15] that population-based methods tended to perform poorly for the 16 buoy layouts due to the low number of full evaluations possible within the time budget. In contrast, methods that built or refined a single layout performed better. These include variations on 1+1EA's including those that adjusted the mutation step size (fixed, linear, dynamic (Rechenberg's 1/5 th Success Rule [23] ) and fuzzy adaptive). Even more successful were new methods that incrementally built a single layout one buoy at a time. These methods had the advantage of reducing the average number of buoy interactions in early evaluations, thus allowing a greater number of function evaluations within the time budget. Some of these methodologies, including LS 1 -NM 2D and LS-NM allDims used the Nelder-Mead simplex search to refine initial placements. However, the most effective methods, which include, smart local search, (SLS) and variants of improved smart local search (ISLS), are newly described in this paper and use randomized local sampling.
These are the search methods listed in the last nine rows of this table, The algorithms that perform better for larger farm layouts (N = 16) are described next.
Smart Local Search (SLS)
It has been demonstrated in [15] that the performance of the iterative Local Search (LS-NM) algorithm for placing buoys one-at-a-time is more efficient than a range of methods for optimizing buoy placements all-at-once. It was observed in this previous work that a good candidate position for the next buoy is in the neighborhood of the previous buoy. The SLS improves upon these earlier searches by placing the next buoy in a relative position informed by peaks in the power landscape built from sampling positions in a two-buoy model under local wave conditions. Examples of such landscapes are given in Figure 3 which shows a 3D power landscape of the simplified irregular, Sydney, and Perth wave models. It can be seen from these landscapes that, even for two buoys, there is variation in the shape of the landscape and the positions of the point at which there are constructive interactions. Note that, for a given wave regime, is it not practical to infer the shape of this power landscape by means other than sampling it. Additionally, the inter-relationship among the absorbed power, angle and distance between two-buoy layout for different wave scenarios y 1 
Final Layout end procedure Figure 4 : A 3D power landscape, for relative angle and distance between two buoys based on the simplified irregular wave model (a) and two real wave scenarios: Sydney (b) and Perth (c). Note that there are ridges in the power landscape corresponding to areas of constructive interference. The Improved Smart Local Search algorithm variants, described in this paper, exploit this local landscape when placing buoys. per-individual Setup for CMA-ES from [12] , σ = 20m CMA-ES P F (2+2) per-frequency All settings are based on [12] DE P cr per-individual Differential evolution [22] , µ = 50, F = 0.5, P cr ∈ {0.3, 0. can be seen in Figure 4 . In the SLS method, this two-buoy power landscape was sampled. The pattern of sampling into this landscape is shown in Figure 5 . This sampling landscape has an angular resolution of 45 degrees intervals and a distance resolution of 5m intervals. This sampled landscape is computationally cheap to build because it models interactions between only two buoys. Moreover, this sampling exercise only has to be run once for each wave scenario at the beginning of the search process. These samples are then used to define the most promising sectors, called the search-sectors, in the search landscape for the placement of the next buoy. These sectors, marked in Figure 5 with a dotted line, lie between the best and second-best points in the search landscape on either side of the current buoy.
For the placement of each buoy, a local search makes 15 samples, uniformly distributed in the search sectors (subject to boundary constraints). These samples are assessed with the full model, which calculates all buoy interactions in the current array. From these 15 samples, the best buoy location is selected. Careful analysis of our experiments has shown that 15 samples have been sufficient to improve upon the initial placement with a probability of 99% with an expected improvement of power production almost identical to that of a much larger number of samples. The detailed of the buoy placement and sampling can be seen in the Algorithm 1.
Smart Local Search + Nelder-Mead (SLS-NM)
The Smart Local Search + Nelder-Mead (SLS-NM) explores the same search sectors as the SLS algorithm defined above. The SLS-NM algorithm differs in that it takes only three random samples from the search sectors and uses the best of these as the start point for a Nelder-Mead (NM) simplex search process. This search process can robustly move to a local optimum from its starting point. In order to fit within the computational budget, the number of steps (evaluations) in the NM search is limited to 20. To verify that this number of steps is adequate we ran a longer experiment with 120 evaluations for each NM search ( Figure 6 ) and we found that, in most cases, the improvement from the extra evaluations was less than 2% of the power output for that buoy. Moreover, where there was a significant improvement it happened only after a prohibitively large number of evaluations.
Improved Smart Local Search (ISLS)
From the careful analysis of experimental runs using the SLS methods, we made three observations.
1. The search sector containing the best-sampled positions was always in the direction of the opposite side of the farm. 2. The best samples from the SLS-NM method came from a sector which was narrower in angular extent but longer in radial extent (this can be observed in the detailed landscapes in Figure 7 ).
3. The search space for placing the next buoy becomes much harder after hitting the top boundary of the farm. This is due to occlusion from the front row of buoys.
4. The placement of the first buoy in the center of the bottom boundary of the farm can be sub-optimal if the best angle for the alignment of buoys in the surrogate power landscape causes some buoys to encounter the left or right boundary of the farm.
In response to these observations, we designed a refined search method called Improved Smart Local Search (ISLS). This search method addresses the first observation above by only sampling the search sector in the direction of the current opposite boundary of the farm (upwards in our implementation). This improves search efficiency. ISLS addresses the second observation above by restricting the angular extent of the search sector to 22.5 degrees in the direction of the second-best sample and doubling the radial extent of the search sector. The third observation above is addressed by reducing the number of samples used when placing buoys on the first sweep to the opposite farm boundary (phase 1) and deploying the time-budget thus saved to running more samples to place subsequent buoys (phase 2). Lastly, the fourth observation is addressed by placing the first buoy in the left corner of the landscape if the best angle is between zero and 90 degrees and in the right corner otherwise. The decision on the number of samples to use in the first sweep of buoy placement (phase 1) and then for the placement of subsequent buoys (phase 2) is based on empirical studies on the impact of different numbers of samples in the different wave scenarios. To illustrate the findings of this process, Figure 8 (a) shows the average power gain from sampling for the first 12 buoys for ten runs in the Perth wave scenario. The red and blue vertical lines, respectively, indicate the average power gained after three and ten samples. For the experiments generating the figure, the buoys were placed according to the best result obtained after 20 samples. The figure indicates that for the placement of the first 12 buoys (phase 1) the curves flatten after ten samples, with buoy three showing the largest gain, after 10 samples, of 0.018%. This indicates that there is not much to be gained from sampling the real power landscape beyond this point. Thus for phase 1, 10 samples were allocated for each buoy placement. For the placement of the last four buoys (phase 2), as illustrated in 8(b) the gain from sampling is steeper and, for buoy 16, the improvement between 10 and 20 samples is 0.032%.
A second notable feature of Figure 8 (a) is that the power curves for some buoys are vertically displaced relative to others. This indicates that for some buoy placements the power landscape is more challenging. In general, we have observed that the displacement of these sampling curves for later buoys is dependent on the placement of previous buoys. In some experiments we have observed that this dependence on placement history can even lead to some minor anomalies in search behavior where sampling less for earlier buoy placements appears to make the search landscape slightly easier for subsequent buoy placements. However, we have observed for all wave regimes that the best median performance for wave farms is obtained by employing as many samples as the time budget allows in both phases of the search process.
Improved Smart Local Search Nelder-Mead (ISLS-NM)
As previously noted, due to occlusion by other buoys, the power landscape for phase 2 of the search is different to that encountered for phase 1. This means that, for phase 2 buoy placements, the search sector from the surrogate power landscape might not contain the best location for the placement of the next buoy. In order to allow a broader search of the power landscape a variant of ISLS, called ISLS-Nelder-Mead (ISLS-NM) was created. This variant has an identical phase 1 search to ISLS but in phase 2 it performs a local search with three samples followed by 20 samples of Nelder-Mead search starting at the best of these three sampled locations. In almost all experimental runs these 20 samples were enough to converge to a point where the step size is less than 1% of the total power output for that buoy.
Improved Smart Local Search-II (ISLS-II)
For both SLS and ISLS the placement of the first buoy starts in the center of the bottom boundary of the farm area. This starting position was intended to give a degree of flexibility in the layout of buoys in the farm, thus allowing some freedom for subsequent buoys to be placed to the left or right of this starting position so as to extract maximum energy. However, for ISLS the search sector in phase 1 of placements is always in a consistent direction (left-or-right) from the starting point. This means that, to maximize the number of placements possible in a rectangular area of a farm it makes sense to place the first buoy in the bottom corner of the farm where the choice of the corner is in the opposite direction to the search sector. That is, if the search sector is to the upper right of the current buoy then the first buoy should be placed in the bottom left of the farm. Likewise, if the search sector is to the upper left then the first buoy should be placed in the bottom right of the farm. This informed choice of placement is the basis of the final variants of placement algorithms described here. These algorithms are called Improved Smart Local Search-II (ISLS II ).
Indeed, in SLS and ISLS, after creating the surrogate power model, the search-sector boundaries should be determined which are including the proper angles based on the distance resolution. This process is involved in observing the surrogate power model, extracting the knowledge of best angles per distances, transforming this knowledge into some rules for sampling part that are manually done by a user. For dealing with the drawback, a simple automated reasoning technique is recommended for generalizing the proposed method. This simple algorithm, by comparing all angles for each distance of the power model based on the absorbed powers of the layout, produces a rules Once the search sector is determined, each of these variants has an identical first phase to ISLS using the ten-sample randomized local search within the search sector that is defined by a surrogate landscape.
The only difference in this phase was the placement of the first buoy in the corners of the bottom of the farm rather than the center. In the second phase of the search, a number of search variants were used for the placement of final buoys. Each of these variants, in their second phase, still begin by identifying the best of three random sample positions in the search sector relative to the previously placed buoy. The variants differ in the type of search that proceeds from this sample point. These variants are shown in the final five rows of Table 2 . We describe these variants next.
ISLS-II + Active Set (ISLS II -AS)
Refines the placement of each buoy with 20 evaluations of the Active-Set [27] search method. This method identifies the set of boundary constraints that are relevant to the current state of search and concentrates search close to these. This method is able to take large steps through the search space, thus allowing for quick coverage of the search area (Algorithm 2).
ISLS-II + Sequential Quadratic Programming(ISLS II -SQP)
Refines the placement of each buoy by performing Sequential Quadratic Programming (SQP) [28] . This search method deploys Newton's method when the search is away from boundary constraints and reverts to constrained search when boundaries are encountered. if energy > bestEnergy then return pos Final Layout 47: end procedure ISLS-II + Fast placement (ISLS II -F) We observed in the earlier ISLS-NM that the phase 2 buoy placements tended to reside on the lee-side behind the front row of buoys, with these buoys finishing far from each other. Informed by this observation the ISLS II -F algorithm uses 20 iterations of SQP search to place each buoy, one at a time, Table 3 : Summary of the best achieved 4-buoy layout per experiment (Power (Watt)) for the real wave scenarios .
Algorithm 2 ISLS (II )
−
Experimental Results
This section presents the results of the experiments comparing the performance of the algorithms described above on the placement of buoys under the different wave scenarios. In this section, we present a quick summary of the results for 4-buoy layouts before progressing to the much more challenging 16-buoy layouts. As mentioned previously for the 16 buoy-layout problems the full computational budget of 3 days on 12 CPU cores was used wherever possible. In order to make a fair comparison, an equivalent number of evaluations was used for the 4-buoy layout problem. Table 3 summarises the results of the four best-performing search methods on the 4-buoy layout problem in the four real wave scenarios. The output for the search method with the best maximum performance in each wave scenario is highlighted in bold. It can be seen from this table that the best results for each of the four methods shown are within 2% of each other in terms of raw performance. All methodologies are able to produce layouts with a q-factor close to one. However, it is also clear from these results that the global CMA-ES method consistently has the best performance across all wave scenarios and the variation in this performance is quite narrow.
4-buoy layout results
The 4-buoy layouts produced by these methods for the four real wave scenarios is shown in Figure 9 . The buoys are colored based on their individual output. From these layouts, we can observe that, except for the Sydney wave scenario, all buoys form a row with the spacing and orientation varying with the wave environment. The orientation of this row (in the Perth, Adelaide and Tasmania scenarios) is approximately aligned to the norm of the predominant wave direction for each scenario. It can also be seen that the middle two buoys in these three layouts also produce slightly more energy than the outer buoys. This is due to constructive interactions between buoys. The layout for the Sydney wave scenario differs markedly in its spacing and orientation. The Sydney wave environment is more varied in terms of wave direction and, thus, opportunities to exploit constructive interactions through a static layout are much reduced. As a result, our optimization runs produced layouts where the buoys are well-spaced, which minimizes destructive interactions.
16-buoy layouts
Compared to the 4-buoy layout problem, the 16-buoy layout problem is challenging in terms of both problem constraints and computational budget. The farm area for the 16-buoy layout is larger than that for the 4-buoy layout, but not so large as to allow all 16 buoys to be placed in a single line in any wave scenario. Moreover, the cost of the evaluative model scales quadratically with the number of buoys. This means the number of full evaluations of a 16-buoy layout within the 3-day time budget is limited to approximately 300.
This additional problem complexity, coupled with limited computational budget heavily favors search algorithms tailored to the details of this problem domain. This is illustrated, for the simplified irregular wave scenario in Figure 10 . This box-and-whiskers plot demonstrates the best-achieved power for a 16-buoy layout of each search framework. The new methods described in this paper are given in the last nine columns of the chart. The improved performance of these new search methods is quantified in Table 4 . From these results it can be seen that the most reliably performing placement algorithms are among variants of ISLS (II) with a run of ISLS (II) -AS producing the best maximum performance with a layout power of 7878917 Watts (marked in bold). In terms of statistical significance, the Active-Set, Nelder-Mead, and Fast-Search variants of ISLS (II) perform significantly better than the non ISLS (II) search methods with p < 0.025 over the 10 trial runs using a one-tailed Wilcoxon ranked-sum test. Moreover the other ISLS (II) variants: SQP and Interior-Point perform better than all but the ISLS-NM search method.
In contrast with the 4-buoy problem, the methods which place buoys one at time dominate over global search methods in terms of achieving the best performance within the given computational budget. Figure 11 shows how the convergence of the new algorithms presented in this paper compares with the best search algorithms from [15] , which was based on the 1 + 1EA. Adelaide. This appears to be due to an interaction between the wave orientation and the shape of the farm -with the Adelaide layout better aligned to the diagonal of the farm area. The layout produced for the Sydney wave scenario is very different from the with a row for phase 1 oriented to the east and the other buoys being placed at large distances from the others. This pattern was observed for a number of Sydney runs where the best layouts tended to contain widely dispersed buoys to minimize destructive interference.
The impact for constructive and destructive interference in each environment can be visualized in the trajectory of average q-factor as ISLS (II) -AS places buoys in each of the wave scenarios. Figure 15 shows this trajectory for the four wave scenarios and, as a reference to the simplified irregular wave scenario. It can be seen that Adelaide, Perth, and Tasmania are characterized by constructive interference in phase 1 and both Adelaide and Perth still have a q-factor greater than one even after phase 2. In contrast, the Sydney wave scenario is characterized by destructive interference throughout the search -though still producing net gains in power output for each buoy placed.
One interesting observation from the layouts in Figure 9 is that there are buoys on the end of the front row for both Adelaide and Tasmania which produce less energy than the buoys closer to shore. This, slightly counter-intuitive, the result is due to complex interactions between the front row of buoys and ocean waves. Figure 16 demonstrates the nature of these interactions by showing the power landscape for the Perth wave scenario for four different layouts. In all cases, the wave energy in the area in the lee of the front row of the buoys (top right) is greater than the area immediately in front. This phenomenon is due to the fact that buoys interact strongly with the surrounding environment on all sides. In fact, modeling over an extended area shows that the damping influence of these layouts stretches more than 500 meters further out to see than the buoy array. This extended impact helps illustrate the potential for even relatively small buoy arrays to extract energy from a relatively large area of ocean. Consequently, It is clear to see except ISLS (II) -AS, other methods can not place all buoys correctly in the right placements (some buoys are located in the dark blue area).
Conclusion
This work has explored algorithmic solutions to the problem of placing wave-energy converter buoys in arrays in order to maximize energy output. We have developed, evaluated, and systematically compared nine new search heuristics to a range of existing standard and domain-specific search techniques.
The algorithms were benchmarked on the problems of producing in 4 and 16-buoy layouts in both artificial and real wave scenarios.
Producing effective layouts presented interesting challenges in terms of the high cost of full function evaluations (approx 700 seconds for 16 buoys) but also complex problem dynamics including multi-modal constructive and destructive interference between buoys and highly varied power landscapes for buoy placement.
In this work, the algorithms that performed best in experiments were hybrid search heuristics that used local search informed by inexpensive proxy models that were customized for local conditions. These methods further optimized the cost of function evaluations by placing one buoy at a time -thus minimizing the number of modeled interactions. The most effective search techniques of all used the proxy model to inform the placement of the first buoy and switched to a combination of local search and gradient search techniques once the farm boundary was reached.
One possible limitation of the best approaches described here is that they allow no backtracking to further optimize buoy positions once they have been placed. Preliminary experiments with further global optimization of four buoy layouts have shown some small potential gains from further global optimization, though at much much greater (87- fold) computational cost and a slightly greater farm extent. The optimization results of this investigation (a larger search-sector) for Perth wave scenario can be seen in Table 7 .
This work can be extended in a number of ways. First, while the hydrodynamic models employed here are state-of-theart in terms of fidelity, the wave farm environments are still simplified in terms of farm geometry (assumed to be square) and seafloor topography (assumed to be uniform depth). In the future, both of these assumptions can be relaxed with farm geometry allowed to vary to match realistic lease-boundaries and the hydrodynamic model updated to allow varied seafloor depth. It is also possible to increase the complexity of the model for each buoy in terms of size, depth, and tether parameters. Some of these parameters impact on cost and, thus, produce scope for multi-objective optimization. Finally, there is scope to learn a robust and accurate proxy function for evaluating energy outputs. Such an approach might use machine learning techniques such as Deep Neural Network to act as a partial or complete estimator function for the output of a given layout. Such an estimator has the potential to greatly increase the speed of search and open the way for further improvements in search heuristics.
