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jeglicher Art, Geduld und Verständnis hätte ich es nicht bis hierher geschafft.
Auch gebührt allen meinen Freunden und Kollegen Dank, die mir im Großen wie Kleinen
mit Rat und Tat beiseite standen.
”
Man befindet sich da – wenn man will – in einem geometrischen Märchenland, aber
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3.1 Fehler Gauß-/mittlere Krümmung aus Weingartenabb. auf Torus . . . . . . . . 74
3.2 Außenwinkel der Voronoi-Zelle . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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Kapitel 0
Einführung
Differentialformen und deren äußeres Kalkül wurden erstmals 1899 ausführlich in einer
Arbeit von Élie Joseph Cartan [Car99] erwähnt. Das mathematische Fundament bildet
die äußere Algebra, auch Graßmann-Algebra genannt. Mit Hilfe von Differentialformen
lassen sich viele mathematische Formulierungen aus der klassischen Vektoranalysis koor-
dinatenfrei schreiben. Nehmen wir zum Beispiel den Raum R2 mit Standardkoordinaten
(x, y), dann schreibt sich der Gradient einer differenzierbaren Funktion f : R2 → R als
∇f = ∂f
∂x
e⃗x +
∂f
∂y
e⃗y . (1)
Im Bereich der Differentialformen gibt es dagegen die äußere Ableitung. Da eine Funktion
auch eine sogenannte 0-Form ist, ergibt sich
df =
∂f
∂x
dx+
∂f
∂y
dy . (2)
Der Unterschied zwischen ∇ und d scheint hier nur ein syntaktischer zu sein. Wird jedoch
ein anderes Koordinatensystem für den R2 verwendet, z.B. Polarkoordinaten (ϕ, r) mit
orthonormalen Basisvektoren e⃗ϕ und e⃗r, dann ergeben sich für beide Ableitungen
∇f = 1
r
∂f
∂ϕ
e⃗ϕ +
∂f
∂r
e⃗r und df =
∂f
∂ϕ
dϕ+
∂f
∂r
dr . (3)
Während ∇f von den gewählten Koordinaten und Basisvektoren abhängt, ist die Darstel-
lung von df immer noch die gleiche wie in (2) nur mit anderen Bezeichnern. Es zeigt sich,
dass die äußere Ableitung nicht nur invariant gegenüber Koordinatenwechsel im Rn ist,
sondern sogar auf beliebige n-Mannigfaltigkeiten. Deshalb sprechen wir hier von
”
koordi-
natenfrei“.
Differentialformen vereinfachen auch viele physikalische Probleme. Betrachten wir zum
Beispiel die Maxwell-Gleichung in Materie. Mit der elektrischen Feldstärke E⃗, magneti-
schen Flußdichte B⃗, magnetischen Feldstärke H⃗, elektrischen Stromdichte J⃗ , elektrischen
Flußdichte D⃗, Ladungsdichte ρ und Lichtgeschwindigkeit c ergeben sich die makroskopi-
3
schen Maxwell-Gleichungen
∇× E⃗ = −1
c
∂B⃗
∂t
(Faradaysches Induktionsgesetz)
∇ · B⃗ = 0 (Gaußsches Gesetz für Magnetfelder)
∇× H⃗ = 4π
c
J⃗ +
1
c
∂D⃗
∂t
(Ampèresches Gesetz)
∇ · D⃗ = 4πρ . (Gaußsches Gesetz)
Diese 4 Gleichungen, in der Sprache der klassischen Vektorrechnung, halten nur in ei-
nem (flachen) kartesischen dreidimensionalen Raum mit Raumkoordinaten
(
x1, x2, x3
)
und Zeitkoordinate t. Sollte die vierdimensionale Raumzeit jedoch eine Krümmung erfah-
ren, dann müssen diese Gleichungen mit entsprechenden metrischen Informationen neu
geschrieben werden. Dadurch würde die Formulierung wesentlich komplexer werden. Eine
elegantere Möglichkeit ist es die makroskopischen Maxwell-Gleichungen in der Sprache
der Differentialformen auszudrücken. Es seien dazu die beiden 2-Formen α und β und die
3-Form γ gegeben durch
α := c
(
3∑
i=1
Eidx
i
)
∧ dt+
3∑
i=1
Bτi(1)dx
τi(2) ∧ dxτi(3) (4)
β := −c
(
3∑
i=1
Hidx
i
)
∧ dt+
3∑
i=1
Dτi(1)dx
τi(2) ∧ dxτi(3) (5)
γ :=
(
3∑
i=1
Jτi(1)dx
τi(2) ∧ dxτi(3)
)
∧ dt− ρdx1 ∧ dx2 ∧ dx3 (6)
mit τ1 = (1, 2, 3) und dessen zyklische Permutationen. Aus den beiden ersten Maxwell-
Gleichungen bzw. den beiden letzteren ergibt sich nun (vgl. [Fla63, 4.6])
dα = 0
dβ = −4πγ .
(7)
Diese zwie Gleichungen sind nicht einfach nur eine Umformulierung des ursprünglichen
Problems sondern sie gelten sogar in allen zulässigen Koordinatensystemen
(
x1, x2, x3, t
)
auf Mannigfaltigkeiten.
Bestrebungen die Differentialformen und deren Operatoren zu diskretisieren, gab es
trotz des späteren Aufkommen der Computertechnik kaum. H. Whitney [Whi57] führte
in den Sechzigern erstmalig eine lineare Interpolation glatter Differentialformen ein und
schuf mit der Whitney- und de-Rham-Abbildung Isomorphismen zwischen simplizialen
Koketten und Differentialformen. Der zentrale Integralsatz im äußeren Kalkül ist der Satz
von Stokes. Er verallgemeinert viele klassische Integralsätze, wie die Greensche Formel oder
den Gaußschen Integralsatz. Zudem bildet er das Kernstück für die äußere Ableitung in
einem Diskreten Äußeren Kalkül (DEC). In [AMR88, 7.2C] wird beschrieben, wie sich der
Satz von Stokes bzgl. Koketten als diskrete äußere Ableitung sehen lässt. Eine umfassende
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Beschäftigung zur Entwicklung eines DECs gibt es jedoch erst seit der Jahrtausendwende.
Ein gutes Standardwerk, auf welches wir uns im Folgenden auch beziehen wollen, ist die
Doktorarbeit von A.N. Hirani [Hir03].
Eine Einführung in die Simplizialkomplexe, also in die benötigte zugrunde liegende
geometrische Struktur und die darauf aufbauenden simplizialen Ketten und Koketten,
werden wir ähnlich machen. An einigen Stellen werden wir zudem für unsere Zwecke Ver-
einfachungen vornehmen, durch Beweise Argumentationslücken schließen und Konsistenz
zu
”
polytopen“ Differentialformen zeigen. Obwohl wir uns auf Oberflächen beschränken
möchten, werden wir doch an vielen Stellen mit n-Mannigfaltigkeiten allgemeiner arbei-
ten. Denn im DEC-Kontext ist ein allgemeinerer Umgang mit bestimmten Themen oftmals
nicht schwieriger oder komplexer als speziell für n = 2.
Es werden alle für den Anwendungsteil benötigte diskrete Operatoren hergeleitet und
getestet. Ebenfalls wird auf die Implementierung eingegangen. Die Besonderheit hierbei
ist die Anforderung, dass alle DEC-Operatoren (dreieck)elementweise bestimmt werden
sollen. Genauso wie es auch in der Finite Elemente Methode (FEM) gemacht wird. Somit
lassen sich alle DEC-Operatoren in die FE-Toolbox AMDiS integrieren, sodass auf Benut-
zerebene kaum ein Unterschied zur FEM in der Programmierung der Problemformulierung
zu sehen ist.
Im Anwendungsteil wird es um die Berechnung der Gaußschen und der mittleren
Krümmung gehen. Hier werden mehrere Methoden vorgestellt, gerechnet und mit einem
isoparametrischen FE-Ansatz verglichen. Unter anderem wird dazu die Weingartenabbil-
dung über den Gradienten der Normalen berechnet. Dieses ist ein vektorisiertes skalar-
wertiges Problem bei dem ein diskreter Gradient benötigt wird. In Abschnitt 2.5 wird ein
solcher Gradient vorgestellt. Auch der Krümmungsvektor kann dazu benutzt werden, die
mittlere Krümmung zu approximieren. Der Krümmungsvektor kann mit Hilfe des Laplace-
Beltrami-Operators aus der Koordinatenidentität berechnet werden. Eine diskrete Version
dieses Differentialoperators zweiter Ordnung wird in Abschnitt 2.4.1 vorgestellt als direk-
te Folgerung des Laplace-de-Rham-Operators für Funktionen und dem Diskreten Äußeren
Kalkül. Zum Vergleich wird auch ein Gauß-Bonnet-Operator für die Approximation der
Gaußschen Krümmung vorgestellt. Er ist eine Folgerung des Gauß-Bonnet-Theorems im
DEC-Kontext für wohlzentrierte Gitter und zeichnet sich vor allem durch einen sehr klei-
nen Berechnungsaufwand aus.

Kapitel 1
Diskrete Mannigfaltigkeiten
1.1 Primär- und Dualgitter
Zielsetzung. Bei vielen numerischen Methoden werden Gebiete, über nichtabzählbaren
Mengen auf denen Gleichungen
”
leben“, diskretisiert. Ziel dabei ist es, endlich viele Glei-
chungen zu erzeugen, die das ursprüngliche Problem approximativ lösen. Ein Beispiel für
solch ein Vorgehen ist die FDM (Finite-Differenzen-Methode) im Rn. Dort wird ein Gebiet
U ⊆ Rn mit endlich vielen Rechtecken diskretisiert und es wird versucht eine Funktion zu
finden, die jedem Knoten einen Wert zuweist und damit endlichdimensional beschrieben
ist, sodass diese diskrete Funktion eine stetige Funktion auf U approximiert.
Das funktioniert beim DEC ähnlich. Die Objekte, die es hier zu approximieren gilt,
sind allerdings Differentialformen und das Gebiet eine Mannigfaltigkeit, welche durch Po-
lyeder diskretisiert wird. Die diskreten Differentialformen werden dann auf den Knoten,
Kanten, Flächen usw. als Integralwerte definiert. Wir werden uns hierbei auf Simplizes als
spezielle Polyeder beschränken und die Menge der Simplizes so charakterisieren, dass wir
eine algebraische Topologie bekommen. Somit wird eine algebraische Struktur erzeugt, die
es einem ermöglicht in dieser Topologie
”
sinnvoll zu rechnen“. Das heißt der große Unter-
schied zu anderen numerischen Verfahren ist, dass wir nicht auf einem Gitter sondern mit
einem Gitter rechnen wollen. Aus diesem Grund müssen Anforderungen an die diskrete
Struktur gestellt werden, welche bestimmte Eigenschaften der Differentialformen auch wi-
derspiegeln. So bilden die Differentialformen auf einer Mannigfaltigkeit zusammen mit der
äußeren Ableitung einen Kokettenkomplex, den de-Rham-Kokomplex, und mit ihm die
de-Rham-Kohomologiegruppen. Kohomologiegruppen lassen sich mit Hilfe eines Rand-
operators auch erzeugen, deshalb scheinen zum Beispiel die Simplizialkomplexe, als Trian-
gulierung einer Mannigfaltigkeit, ein geeigneter Kandidat für eine Gitterstruktur zu sein.
Wie wir später noch in Kapitel 2 sehen werden, haben wir mit der de-Rham-Abbildung
eine Möglichkeit mit der sich Elemente aus dem de-Rham-Kokomplex (Differentialformen)
auf dem simplizialen Kokettenkomplex (diskrete Differentialformen) identifizieren lassen.
Dazu sind aber einige Voraussetzungen an das Gitter nötig, die im Folgenden eingeführt
werden. Zudem wird in Abschnitt 1.3 eine einfache Möglichkeit geboten, bestehende Gitter
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an diese Anforderungen anzupassen.
1.1.1 Simplizialkomplex
Die Elemente des noch zu definierenden Simplizialkomplexes sind die Simplizes. Diese
wollen wir hier erst einmal geometrisch als Teilmenge des RN einführen.
Definition 1.1.1. Ein p-Simplex ist die konvexe Hülle von p+1 geometrisch unabhängigen
Punkten im RN , d.h.
σp :=
{
x ∈ RN
⏐⏐⏐⏐⏐x =
p∑
i=0
µivi wobei µ
i ≥ 0 und
p∑
i=0
µi = 1
}
(1.1)
Geometrisch unabhängig bedeutet dabei, dass die p Vektoren v1−v0, v2−v0, . . . , vp−v0
linear unabhängig sind. Konkret werden wir je nach Kontext σ0 Knoten, Ecke oder Git-
terpunkt, σ1 Kante und σ2 Dreieck(element) oder Volumenelement nennen. Des Weiteren
schreiben wir auch kurz σp = v0v1 . . . vp und sagen ”
Das Simplex σp wird von den Ecken
{v0, v1, . . . , vp} aufgespannt.“.
Bemerkung 1.1.2. Die obige Definition eines Simplexes, hier als σgeo geschrieben, nennt
man auch geometrische Realisierung eines Simplexes. Denn es ist auch möglich, ein Simplex
als Abbildung vom Standard-Simplex
∆p :=
{(
µ0, µ1, . . . , µp
)⏐⏐⏐⏐⏐µi ≥ 0 und
p∑
i=0
µi = 1
}
⊂ Rp+1 (1.2)
in einen Topologischen Raum zu definieren, im obigen Fall in den RN . Mit Hilfe der Ecken
vi ∈ RN können wir die Abbildung festlegen durch
σsing = σ
p
sing (v0, v1, . . . , vp) : ∆
p → RN :
(
µ0, µ1, . . . , µp
)
↦→
p∑
i=0
µivi (1.3)
sodass σsing(∆
p) = σpgeo gilt. Das Simplex σsing heißt singuläres p-Simplex (vgl. [Lü05]).
Von nun an ist mit einem Simplex σ immer die geometrische Realisierung nach Defi-
nition 1.1.1 gemeint, solange nicht explizit auf etwas anderes hingewiesen wird.
Eine Größe, die wir noch häufig benötigen werden, ist das Volumen eines Simplexes.
Definition 1.1.3. Das Volumen eines p-Simplexes σp für p > 0 ist definiert durch
|σp| :=
∫
σp
dx1 ∧ dx2 ∧ . . . ∧ dxp , (1.4)
wobei
(
x1, x2, . . . , xp
)
die Koordinaten des p-Dimensionalen Untervektorraumes des RN
sind in dem σp liegt. Für p = 0 definieren wir⏐⏐σ0⏐⏐ := 1 . (1.5)
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Damit ist das Volumen einer Ecke gleich null, von einer Kante die Länge und von
einem Dreieck der Flächeninhalt.
Definition 1.1.4. Für 0 ≤ r < p definiert sich eine Relation zwischen dem r−Simplex σr
und dem p−Simplex σp := v0v1 . . . vp durch
σr ≺ σp :⇔ σp ≻ σr (1.6)
:⇔ ∃{vi0 , vi1 , . . . , vir} ⊂ {v0, v1, . . . , vp} : σr = vi0vi1 . . . vir (1.7)
und σr nennen wir Facette oder Seite von σp.
Damit bildet ≺ bzw. ≻ eine strikte Ordnung auf der Menge aller (endlichen) Simplizes.
Definition 1.1.5. Ein Simplizialkomplex K über RN ist eine Menge von Simplizes mit
folgenden zwei Regeln
• Jede Facette eines Simplexes aus K ist ebenfalls aus K.
• Der Schnitt zweier Simplizes aus K ist entweder eine Facette von beiden oder leer.
Dabei heißt
n := dim(K) := max {p ∈ N|σp ∈ K} (1.8)
die Dimension von K und N bezeichnet die Dimension des Ambienteraumes, in unserem
Fall also des RN .
Im Folgenden ist ein Simplizialkomplex immer endlich. Das heißt, er besteht nur aus
einer endlichen Menge von Simplizes.
Definition 1.1.6. Die Vereinigung aller Simplizes eines Simplizialkomplexes über RN ,
das heißt
|K| :=
⋃
σ∈K
σ ⊂ RN , (1.9)
ist der zugrunde liegende (topologische) Raum oder auch Polytop. Die Topologie von |K|
ist dann gerade die induzierte Teilraumtopologie des RN .
In den meisten Fällen wird jedoch ein Raum gegeben sein und es ist ein entsprechender
Simplizialkomplex gesucht, der diesen Raum beschreibt. Dieses führt uns zu folgender
Definition.
Definition 1.1.7. Ein Simplizialkomplex L heißt (simpliziale) Triangulation von V ⊂ RN ,
wenn |L| = V gilt. Existiert eine Triangulation von V , dann heißt V triangulierbar.
Bisher kann solch ein Simplizialkomplex noch sehr viele Teilräume des RN beschreiben,
welche für diese Arbeit nicht von Belang sind. Wir wollen deshalb die Menge der Simplizial-
komplexe etwas einschränken, um uns langsam der Beschreibung von (Hyper-)Oberflächen
zu nähern.
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Definition 1.1.8. Ein Simplizialkomplex K heißt mannigfaltigartig, wenn das Polytop
|K| eine C0-Mannigfaltigkeit ist.
Da wir uns später mit dem Spezialfall von Oberflächen im R3 beschäftigen möchten,
seien hier schon mal ein paar Bemerkungen dazu.
Bemerkung 1.1.9. Sei K ein zweidimensionaler mannigfaltigartiger Simplizialkomplex
im R3.
• Falls |K| nicht flach ist, dann ist das Polytop |K| global nicht differenzierbar.
• Falls |K| zudem eine geschlossene Mannigfaltigkeit ist, dann ist |K| ein Polyeder.
Der zugrunde liegende Raum eines Simplizialkomplexes kann im Allgemeinen nicht
eine beliebige C∞-Mannigfaltigkeit sein. Jedoch kann ein Simplizialkomplex solch eine
Mannigfaltigkeit approximieren, d.h.
Definition 1.1.10. IstK ein mannigfaltigartiger Simplizialkomplex undM eine C∞-Man-
nigfaltigkeit, dann sei
K ∼M :⇔ ∀σ0 ∈ K : σ0 ∈M . (1.10)
Das heißt K approximiert M genau dann, wenn alle Ecken von K auch auf M liegen.
Bemerkung 1.1.11. Wenn K ∼M gilt, dann würden wir für die Übertragung von ska-
larwertigen Informationen von der Mannigfaltigkeit M auf den Simplizialkomplex K auf
den Ecken nichts falsch machen. Wie sieht es aber mit höherwertigen Informationen, wie
zum Beispiel Vektorfelder oder allgemein Differentialformen höheren Grades als null, aus?
Für zweidimensionale Mannigfaltigkeiten bedeutet dies, dass 1-Formen auf Kanten und
2-Formen auf den Dreieckelementen ausgewertet werden. Wie wir später noch in Kapi-
tel 2 sehen werden. Kanten und Dreieckflächen liegen aber nur (linear) approximiert im
Simplizialkomplex vor, genauso wie auch die Metrik, da die Simplizes im Inneren flach
sind. Dennoch brauchen wir für spätere Argumentationen ein simpliziales Konstrukt, bei
dem wir diese Fehler nicht machen. Diese formale Brücke zwischen der Mannigfaltigkeit
und dem Simplizialkomplex nennen wir abstrakter Simplizialkomplex (über der Mannig-
faltigkeit M ). Er lässt sich genauso einführen wie oben für den Simplizialkomplex über
dem RN , nur dass die p-Simplizes für p > 0 eine Krümmung besitzen. Und zwar ist es
die gleiche wie für M eingeschränkt auf das jeweilige Simplex. Das heißt, dass der zu
grundeliegende Raum des abstrakten Simplexes gleich der Mannigfaltig M ist. Folgendes
kommutative Diagramm, soll das für ein einzelnes Simplex verdeutlichen.
Rp+1 ⊃ ∆p σsing →→
σ̂sing
→→
σp ⊂ RN
πσ
↙↙
σpM ⊂M
(1.11)
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Die Abbildungen σsing und σ̂sing sind singuläre Simplexe, wie in Bemerkung 1.1.2 definiert.
σp und σpM sind deren geometrische Realisierungen im R
N beziehungsweise auf M und es
gelte σp ∼ σpM . πσ ist ein Homöomorphismus, das heißt bijektiv, stetig und π−1σ ist ebenfalls
stetig. Whitney [Whi57] forderte noch weitere Bedingungen an diese Abbildung. Für uns
soll die Homöomorphieeigenschaft allerdings reichen, da wir sie nur formal nutzen werden
und nie explizit mit ihr rechnen wollen. Prinzipiell genügt es, wenn wir uns die Abbildung
πσ als ”
Ankleben“ des Simplexes σ auf die Mannigfaltigkeit vorstellen. Des Weiteren soll
π := π
1 homomorph auf dem ganzen Simplizialkomplex bezüglich der Relation ≺ sein,
also ist π ein Isomorphismus zwischen dem Simplizialkomplex K und einem abstrakten
Simplizialkomplex L mit |L| =M und K(0) = L(0). Wobei
K(p) := {σp ∈ K} (1.12)
das p-Skelett von K ist. Zudem ist L = π(K) somit eindeutig bestimmt, falls π bekannt
ist. Wenn solch eine Triangulation L von M existiert, dann nennen wir auch K = π−1(L)
eine (lineare) Triangulation von M .
Später werden wir häufig den Begriff
”
1-Ring“ verwenden. Meistens sind damit die
Menge der Dreieckelemente gemeint, die eine gemeinsame Ecke besitzen, im Falle einer
triangulierten Oberfläche. Dieser Begriff lässt sich auch allgemeiner fassen.
Definition 1.1.12. Es sei K ein n-dimensionaler mannigfaltigartiger Simplizialkomplex,
dann bezeichnet die Menge
{σn ∈ K|σp ≺ σn} ⊆ K(n) (1.13)
den 1-Ring um σp ∈ K.
Für den DEC ist der Begriff der Orientierung von essenzieller Bedeutung. Zum einen
weil die Orientierung der Simplizes über das Vorzeichen eines Berechnungsschemata ent-
scheiden kann und zum anderen wird eine weitere notwendige Eigenschaft an den Sim-
plizialkomplex, dessen Polytop und die zu approximierende Mannigfaltigkeit gestellt: die
Orientierbarkeit.
Wie wir in Bemerkung 1.1.2 sehen, hängt die geometrische Realisierung σ eines sin-
gulären Simplexes σsing, also dessen Bild, nicht von der gewählten Reihenfolge der Ecken
vi ab. Formal können wir aber diesen für σ syntaktischen Unterschied auch semantisch
nutzen und schreiben σ = (v0, v1, . . . , vp) mit runden Klammern, um die Reihenfolge zu
würdigen. Somit ergeben sich für einen Satz Ecken p! Simplizes
Σp :=
{(
vτ(0), vτ(1), . . . , vτ(p)
)⏐⏐τ ∈ Sp Permutation} , (1.14)
die geometrisch das gleiche Simplex beschreiben. Auf Σp lässt sich nun eine Äquivalenz-
relation Θ ⊆ Σp × Σp definieren:
1d.h. π|σ = πσ
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Definition 1.1.13. Es sei σ1 = τ(σ2) ∈ Σp, dann gelte
σ1Θσ2 :⇔ τ ∈ An gerade Permutation, (1.15)
wobei τ(σ) :=
(
vτ(0), vτ(1), . . . , vτ(p)
)
für σ = (v0, v1, . . . , vp) ist. Ein Element des Faktor-
raumes Σp/Θ heißt orientiertes Simplex und wir schreiben dafür
σ = [v0, v1, . . . , vp] (1.16)
Dass hier das orientierte Simplex ebenfalls als σ geschrieben wird soll, uns nicht stören,
da dieses auch immer das entsprechende geometrische Simplex impliziert. Oft werden
wir einfachheitshalber nur Simplex sagen, wenn aus dem Kontext klar ist, dass dieses
Simplex orientiert ist. Für p > 0 ergeben sich somit genau 2 Äquivalenzklassen und somit
Orientierungen pro Simplex. Wir wollen die Orientierung eineindeutig mit
sgn : Σp/Θ → {−1,+1} (1.17)
beschreiben. Falls p = 0, das heißt es liegt eine Ecke vor und folglich nur eine Orientie-
rungsmöglichkeit, dann wird die Orientierung festgelegt. Wenn möglich durch die indu-
zierte Orientierung.
Definition 1.1.14. Es sei σp = [v0, v1, . . . , vp] ∈ Σp/Θ mit p ≥ 1, dann definiert sich eine
induzierte Orientierung für die (p− 1)-Facetten von σp durch
sgn ([v0, v1, . . . , v̂i, . . . , vp]) :=
⎧⎨⎩sgn(σp) falls i gerade,− sgn(σp) falls i ungerade, (1.18)
wobei [v0, v1, . . . , v̂i, . . . , vp] bedeutet, dass die i-te Ecke weggelassen wird.
Beispiel 1.1.15. Anhand folgendem Beispieles sehen wir, dass diese Definition intuiti-
ver ist als es vielleicht auf den ersten Blick anmuten mag. Gegeben sei ein 2-Simplex
σ := [v0, v1, v2], also ein Dreieck, dessen Orientierung auf +1 festgelegt wird. Daraus lei-
ten sich die Orientierungen der Kanten ab. Durch Transposition der Kante [v0, v2], und
damit dem Wechsel zur anderen Äquivalenzklasse, kann zudem eine einheitliche Orientie-
rung aller Kanten erreicht werden.
sgn ([v0, v1, v2]) := +1
←↙ ↓↓ ↘→
sgn ([v0, v1]) = +1 sgn ([v0, v2]) = −1
↓↓
sgn ([v1, v2]) = +1
sgn ([v2, v0]) = +1
(1.19)
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Geometrisch wird die Orientierung oft durch Pfeile visua-
lisiert. In diesem Beispiel ist es ein gebogener Pfeil für die
Fläche. Gegen den Uhrzeigersinn bedeutet hierbei eine Ori-
entierung von +1. Dies ist auch gleichbedeutend damit,
dass die Rechte-Hand-Regel gilt und die Fläche per Defi-
nition eine äußere Normale besitzt. Sollen nun alle Kan-
ten die gleiche Orientierung wie die Fläche besitzen, so
müssen die Pfeile der Kanten ebenfalls gegen den Uhrzei-
ger abgetragen werden. Von nun an werden wir Pfeile ohne
Beschriftung immer als positiv, also mit Orientierung +1,
anerkennen.
+1
+1+1
v0 v1
v2
+1
Es sei nun ein weiteres Simplex σ̃ := [v1, v3, v2] ”
angelegt“,
sodass beide Simplizes sich die Kante [v1, v2] teilen und
die Orientierung von σ̃ auf +1 gesetzt wird. Dabei müssen
die von den Kanten aufgespannten (Unter-)Vektorräume
(z.B. des R3) nicht notwendigerweise gleich sein. Dennoch
liegt das Gefühl nahe, zu sagen, dass die beiden 2-Simplexe
irgendwie
”
gleichorientiert“ sind. Des Weiteren fällt auf,
dass die induzierte Orientierung der gemeinsamen Kante
für beide Dreiecke entgegengesetzt ist. Darauf wollen wir
im Allgemeineren näher eingehen.
-1
+1
v0 v1
v2 v3
Definition 1.1.16. Es seien zwei orientierte p-Simplizes σp1 und σ
p
2 gegeben mit 1 ≤ p ≤ n,
die sich genau eine (p−1)-Facette teilen, das heißt es existiert genau ein σp−1 mit σp−1 ≺ σp1
und σp−1 ≺ σp2 .
σp1 und σ
p
2 heißen gleichorientiert, falls
sgnσp1 (σ
p−1) = − sgnσp2 (σ
p−1) , (1.20)
also die von den beiden Simplizes induzierten Orientierungen der gemeinsamen Facette
ungleich sind. Andernfalls heißen σp1 und σ
p
2 verschiedenorientiert.
Bemerkung 1.1.17. Für Simplizialkomplexe der Dimension 2 im R3 wollen wir nun
festlegen, dass die 2-Simplizes genau dann die Orientierung +1 besitzen, wenn dessen
Ecken geometrisch gegen den Uhrzeigersinn gezählt werden, falls wir von
”
oben“ drauf
schauen, das heißt in Richtung der inneren Normale. Da wir uns später ausschließlich mit
unberandeten orientierbaren Oberflächen beschäftigen möchten, ist auch intuitiv immer
klar, was
”
innen“ und
”
außen“ bezeichnet. In Graphiken kennzeichnen wir die Orientierung
+1 mit einem gebogenen Pfeil im mathematisch positiven Drehsinn, wie im Beispiel 1.1.15.
Folgerung 1.1.18. Im R3 ist ein Paar von 2-Simplizes, die sich eine Kante teilen, genau
dann gleichorientiert, wenn die Ecken beider gegen den Uhrzeigersinn gezählt werden.
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Beweis. Es seien zwei Simplizes gegeben mit σ1 := vv1v2 und σ2 := wv2v1.
Da für dreielementige Mengen jede zyklische Permutation
eine gerade Permutation ist, lässt auch jede zyklische Ver-
tauschung der Ecken das jeweilige Simplex in der gleichen
Äquivalenzklasse bleiben. Sind die Ecken im mathematisch
positiven Drehsinn gezählt, so ist es deshalb auch keine
Einschränkung der Allgemeinheit, wenn
v v1
v2 w
σ1 = [v, v1, v2] σ2 = [w, v2, v1] (1.21)
⇔ sgnσ1 ([v1, v2]) = +1 sgnσ2 ([v2, v1]) = +1 (1.22)
⇔ sgnσ1 ([v1, v2]) = − sgnσ2 ([v1, v2]) (1.23)
d.h. σ1 und σ2 sind gleichorientiert.
Definition 1.1.19. Ein mannigfaltigartiger Simplizialkomplex der Dimension n heißt ori-
entiert, wenn alle paarweise benachbarten n-Simplizes gleichorientiert sind. Solch einen
orientierten mannigfaltigartigen Simplizialkomplex nennen wir auch kurz Primärgitter.
Satz 1.1.20. Ist eine triangulierbare Mannigfaltigkeit M orientiert, so sind auch alle
linearen Triangulationen K ∼M orientiert.
Beweis. Sei L der zugehörige abstrakte Simplizialkomplex, d.h. |L| = M , L(0) = K(0)
und (L,≺) ∼= (K,≺). Es reicht zu zeigen, dass L orientiert ist, da die Orientierung eines
abstrakten n-Simplexes auf das zugehörige n-Simplex aus K einfach übertragen werden
kann, et vice versa. Für jedes einzelne abstrakte n-Simplex σn ∈ L kann die Orientierung
im Inneren der Untermannigfaltigkeit |σn| ⊂ M übernommen werden, da sie dort kon-
stant ist. Betrachten wir die gemeinsame Kante σ(n−1) ∈ L eines benachbarten abstrakten
n−Simplexes σ̃n ∈ L, dann gilt, dass die Orientierung in einer Umgebung Uε(x) ⊂M kon-
stant ist, mit x im Inneren von |σ(n−1)| ⊂ M (vgl. [Jän05]). Folglich ist die Orientierung
auf beiden seiten der Kante gleich und damit sind beide n-Simplizes gleichorientiert. Da
σn und σ̃n beliebig benachbarte Simplizes sind, ist L orientiert.
Damit ist es uns nun möglich eine Mannigfaltigkeit mit obigen Voraussetzungen mittels
Primärgitter linear zu triangulieren.
Bemerkung 1.1.21 (zur Implementierung). Da später alle computergestützten Rech-
nungen mit AMDiS gemacht werden, ist es wichtig, dass die dortigen Gitter die Anfor-
derungen eines Primärgitters erfüllen. Ob ein mannigfaltigartiger Simplizialkomplex als
Eingangsgröße vorliegt, dafür muss der Benutzer selber Sorge tragen. Die Orientierbarkeit
eines 2D-Gitters, also für Simplizialkomplexe der Dimension 2, ist mit Folgerung 1.1.18
automatisch gegeben, da in AMDiS die Ecken eines Dreieckelements immer gegen den
Uhrzeigersinn aufgetragen werden (siehe [Pra14]).
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1.1.2 Umkreismittelpunktunterteilung
Eine sehr wichtige Zutat für das DEC ist das Dualgitter. Dieses erlaubt uns später die
Definition des Sternoperators ⋆, das geometrische Analogon zum Hodge-Stern-Operator ∗.
Liegt der Simplizialkomplex zum Beispiel als Delaunay-Triangulierung vor, so ist der duale
Zellkomplex gerade das zugehörige Voronoi-Diagramm. Dieser ist im Allgemeinen natürlich
kein Simplizialkomplex. Des Weiteren teilt im nichtflachen Fall, das Voronoi-Diagramm
und die Delaunay-Triangulierung nicht einmal den selben zugrunde liegenden Raum. Unter
gewissen Voraussetzungen ist es aber möglich, ein Primärgitter so simplizial zu verfeinern,
dass wir ein Gitter bekommen, welches wieder die Primärgittereigenschaften erfüllt und
zudem Gruppierungen von n-Simplizes enthalten, welche den zugehörigen Voronoi-Zellen,
als eine Art
”
Voronoi-Zelle mit Knicken“, ähneln.
Definition 1.1.22. Der Umkreismittelpunkt c(σp) eines Simplexes σp := v0v1 . . . vp ist
der Mittelpunkt der (p− 1)-Sphäre Sp−1r (c(σp)), mit Radius r ∈ [0,∞), die durch
∀i = 0, 1, . . . , p : ∥vi − c(σp)∥2 = r2 (1.24)
bestimmt ist. Speziell für p = 0 definieren wir formal
S−1(c(σ0)) :=
{
c(σ0)
}
(1.25)
und damit ist
c(σ0) = σ0 . (1.26)
Bemerkung 1.1.23. Obige Definition, stellt ein Spezialfall des Kleinste-Sphäre-Problems
dar. Die Ecken von σp sind nach Voraussetzung geometrisch linear unabhängig. Demnach
ist nach [EH72] die Sphäre Sp−1r (c(σp)) existent und eindeutig bestimmt. Der Umkreismit-
telpunkt c(σp) nach Definition 1.1.22 ist somit wohldefiniert.
Bemerkung 1.1.24 (zur Implementierung). Im R3 ist die Berechnung der Umkreismit-
telpunkte für 0- und 1-Simplizes einfach:
c(v0) = v0 und (1.27)
c(v0v1) =
1
2
(v0 + v1) . (1.28)
Für ein 2-Simplex nutzen wir die Formel
c(v0v1v2) = v0 + a1 (v0 − v1) + a2 (v0 − v2) mit
a1 =
∥v0 − v2∥2
2D2
(v1 − v0) · (v2 − v1) und
a2 =
∥v0 − v1∥2
2D2
(v0 − v2) · (v2 − v1) .
(1.29)
D ist die Determinante des Simplexes, also dessen doppeltes Volumen. Durch das Einsetzen
in (1.24) (für z.B. r = ∥v0 − c(v0v1v2)∥) sehen wir, dass diese Formel den Umkreismittel-
punkt ergibt.
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Definition 1.1.25. Liegt der Umkreismittelpunkt eines Simplexes σp im Inneren dieses
Simplexes, das heißt c(σp) ∈ Int(σp), dann nennen wir σp ein wohlzentriertes Simplex.
Sind alle σ ∈ K wohlzentriert, dann heißt K ein wohlzentrierter Simplizialkomplex.
1-Simplizes sind natürlich immer wohlzentriert. Für 0-Simplizes legen wir hier eine
topologische Besonderheit fest: Int(σ0) := σ0. Folglich soll die Ecke σ0 eine offene Menge
sein (mit leerem Rand). Es sei hier explizit darauf hingewiesen, dass das einen deutli-
chen Unterschied zu der Topologie des Polytopes eines Simplizialkomplexes darstellt, bei
der einzelne Punkte keine offenen Mengen sind. Bei 2-Simplizes lassen sich verschiedene
äquivalente Kriterien für die Wohlzentriertheit finden. Die populärsten sind zum Beispiel:
• Alle Innenwinkel sind kleiner als π2 , oder
• Bilden wir einen Kreis in der aufgespannten Ebene des Dreieckes. Dabei soll der
Mittelpunkt des Kreises der Umkreismittelpunkte einer Kante sein und die beiden
Ecken dieser Kante auf dem Rand des Kreises liegen. Dann liegt die dritte Ecke des
Dreieckes immer außerhalb dieses Kreises, das heißt
∀σ1 :=
[
vτ(0), vτ(1)
]
≺ [v0, v1, v2] : ∥vτ(2) − c(σ1)∥ > ∥vτ(0) − c(σ1)∥ . (1.30)
Wie dem auch sei, mit der Wohlzentriertheit eines Simplizialkomplexes ist es nun möglich
eine Verfeinerung durchzuführen, die alle Umkreismittelpunkte als neue Knoten enthält
und welche zudem wieder ein Simplizialkomplex ist.
Definition 1.1.26. Für einen wohlzentrierten Simplizialkomplex K der Dimension n, ist
csdK := {c(σ0) . . . c(σk)|σi ∈ K für 0 ≤ i ≤ k und σ0 ≺ . . . ≺ σk für 0 ≤ k < n} (1.31)
die Umkreismittelpunktunterteilung von K. (Dabei ist zu beachten, dass die Indizierung
unten vorgenommen wurde und nicht mit der Dimension der Simplizes verwechselt werden
sollte. Gefordert wird, dass die Dimension der Simplizes von links nach rechts streng
monoton steigend sein soll. Vgl. dazu das erklärende Beispiel in Abbildung 1.1.)
Bemerkung 1.1.27. Da alle n-Simplizes des csdK jeweils Teilmengen eines n-Simplexes
aus K sind, ändert sich am zugrunde liegenden Raum nichts. Das heißt |csdK| = |K|.
Jedoch approximiert csdK nicht mehr die Mannigfaltigkeit M im Sinne von Definition
1.1.10, weil neu entstandene Knoten im Allgemeinen nicht auf der Mannigfaltigkeit liegen.
Wie wir im vorhergehenden Absatz gesehen haben, spielt die Orientierung eines Sim-
plizialkomplexes eine große Rolle. Die Frage ist, wie lässt sich auf sinnvolle Art und Weise
eine Orientierung von dem ausgehenden Simplizialkomplex induzieren, besonders wenn
wir von einem Primärgitter ausgehen. Für Volumenelemente ist intuitiv klar, was sinnvoll
wäre. Die Orientierung der n-Simplizes des csdK, welche die n-Simplizes aus K verfeinern,
kann übernommen werden. Schließlich ist das Polytop beider Komplexe gleich und sollte
als n-Mannigfaltigkeit auch ihre Orientierung beibehalten. Allgemein definieren wir
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Definition 1.1.28. Es sei σ̂p ∈ csdK, σp ∈ K mit σ̂p ⊆ σp, dann ist durch
sgnσp (σ̂
p) := sgn (σp) (1.32)
die von σp ∈ K (dual) induzierte Orientierung gegeben.
Definition 1.1.29. Es sei csdK die Umkreismittelpunktunterteilung eines wohlzentrierten
Primärgitters K versehen mit einer Orientierung. Ist die Orientierung der n-Simplizes aus
csdK von den n-Simplizes aus K induziert, dann nennen wir csdK das Dualgitter von K.
Dass sich überhaupt erst eine Orientierung für die Volumenelemente nach Definition
1.1.28 induzieren lässt, also die dortige Bedingung σ̂n ⊆ σn erfüllt ist, erhalten wir durch
nachfolgendes Lemma für p = n und die Tatsache, dass
(csdK)(n) =
{
c
(
σ0
)
c
(
σ1
)
. . . c (σn)
⏐⏐σi ∈ K für 0 ≤ i ≤ n} . (1.33)
Lemma 1.1.30. Ist K ein wohlzentrierter Simplizialkomplex, dann gilt für σp ∈ K
σp ⊇ c
(
σ0
)
c
(
σ1
)
. . . c (σp) ∈ csdK , (1.34)
Beweis. Es sei x ∈ c
(
σ0
)
c
(
σ1
)
. . . c (σp) und σp = v0v1 . . . vp, dann gilt
x =
p∑
i=0
µ̃ic(σi) mit
p∑
i=0
µ̃i = 1 und µ̃i ≥ 0 (1.35)
=
p∑
i=0
µ̃i
i∑
k=0
µki vk , da c(σ
i) ∈ σi, wobei
i∑
k=0
µki = 1 und µ
k
i ≥ 0 (1.36)
=
p∑
k=0
(
p∑
i=k
µ̃iµki
)
vk =:
p∑
k=0
λkvk . (1.37)
Bleibt noch zu zeigen, dass (1.37) die Bedingung einer Konvexkombination der Ecken von
σp erfüllt:
p∑
k=0
λk =
p∑
k=0
p∑
i=k
µ̃iµki =
p∑
i=0
µ̃i
i∑
k=0
µki =
p∑
i=0
µ̃i = 1 (1.38)
Zudem ist λk =
∑p
i=k µ̃
iµki ≥ 0, da alle Summanden nicht negativ sind, also ist x ∈ σp.
Somit ist Definition 1.1.29 berechtigt und das Dualgitter existiert unter den getroffenen
Voraussetzungen.
Nun wissen wir, welches das duale Gitter zum wohlzentrierten Primärgitter sein soll.
Was ist aber konkret dual zu einem Element, also einem einzelnen Simplex, aus dem Pri-
märgitter? Betrachten wir eine zweidimensionale Delaunay-Triangulierung und das dazu-
gehörige Voronoi-Diagramm, dann ist die Dualitätszugehörigkeit geometrisch klar. Ecken
sind dual zu den Voronoi-Zellen, Kanten zu den Kanten der Voronoi-Zelle und Dreiecke zu
den Ecken der Voronoi-Zelle. All diese, im Allgemeinen Zellen, lassen sich nun auch inner-
halb des csdK als Vereinigungen von Simplizes darstellen. In [Hir03] und [Mun84] werden
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v0 v1
v2
c01
c02 c12
c012
Abbildung 1.1: Umkreismittelpunktun-
terteilung eines Dreieckelements v0v1v2
mit dessen Kanten und Ecken, wobei
cv1...vp := c (v1 . . . vp)
+1 −1
v0 v1
v2
c01
c012
v0 v1
+1 −1
Abbildung 1.2: Wie wir sehen, ist
sgn[v0,v1] ([c01, c012]) = +1, dabei spielt
es keine Rolle, ob wir v0 ≺ [v0, v1] oder
v1 ≺ [v0, v1] für die Berechnung hinzu-
ziehen.
die Dualzellen als offene Zellen eingeführt. Jenes möchten wir hier nicht machen, da es
für diese Arbeit nicht vonnöten ist und weitere technische Kompliziertheiten beinhalten
würde.
Definition 1.1.31. Es sei K ein wohlzentriertes Primärgitter, dann definieren wir die
Dualzelle von σp ∈ K durch
D (σp) :=
⋃
σp≺σp+1≺...≺σn
c(σp)c(σp+1) . . . c(σn) . (1.39)
Wobei die Simplizes c(σp)c(σp+1) . . . c(σn) ∈ csdK die (elementaren) Dualsimplizes von
σp sind.
Auch hier lässt sich eine Orientierung für die elementaren Dualsimplizes induzieren.
Definition 1.1.32. Es sei K ein wohlzentriertes Primärgitter, dann induziert σp ∈ K
eine Orientierung für
[
c(σp), c(σp+1), . . . , c(σn)
]
∈ csdK durch
sgnσp
([
c(σp), c(σp+1), . . . , c(σn)
])
:= sgnσp
([
c(σ0), c(σ1), . . . , c(σp)
])
· sgnσn
([
c(σ0), c(σ1), . . . , c(σn)
]) (1.40)
für beliebig gewählte σ0 ≺ σ1 ≺ . . . ≺ σp, wobei sgn() die induzierten Orientierungen aus
Definition 1.1.28 sind.
Definition 1.1.32 ist wohldefiniert, das heißt unabhängig von den gewählten σi ≺ σp.
Denn würden wir ein σi durch ein σ̃i ≺ σp austauschen und es ändert sich dabei die
Orientierung für das resultierende
[
c(σ0), . . . , c(σ̃i), . . . , c(σp)
]
, dann würde sich auch bei[
c(σ0), . . . , c(σ̃i), . . . , c(σn)
]
die Orientierung ändern. Das gilt natürlich für jedes beliebige
σ̃i ≺ σp und auch für beliebig häufiges wiederholen der Wechsel.
In Abbildung 1.2 ist beispielhaft die Berechnung der induzierten Orientierung für eine
elementare Dualkante in einem Dreieckelement dargestellt.
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Fazit. Damit wäre nun das geometrische Fundament für ein DEC gelegt, welches für diese
Arbeit hier vollkommen ausreichend ist. Wenn wir genau hinschauen, ist zu bemerken,
dass nicht alle Simplizes des Dualgitters vom Primärgitter nach unseren Definitionen eine
induzierte Orientierung erhalten können. Wohl aber für eine Teilmenge des csdK, mehr
als diese Teilmenge wird auch für die numerischen Schematas nicht vonnöten sein, wie wir
noch sehen werden.
Leider ist gerade die Wohlzentriertheit eine problematische Bedingung für die Zulässig-
keit von Gittern. Zum Beispiel gibt es in der FEM diese Anforderung nicht, obgleich
wohlzentrierte Gitter die numerischen Eigenschaften sicherlich verbessern würden. In 1.3
wird ein einfacher Ansatz geboten für den DEC brauchbare Triangulierungen aus nicht
zulässigen Gittern zu generieren. Jedoch setzt das auch einiges explizites oder implizites
Wissen an die tatsächliche Geometrie der Mannigfaltigkeit voraus und es muss zusätzliche
Rechnergestützte Arbeit in das Problem gesteckt werden. Damit zeichnet sich schon hier
das größte Manko eines DECs auf wohlzentrierten Primärgittern ab. In zukünftigen Arbei-
ten muss die Wohlzentriertheit abgeschwächt werden. Ein kleiner Sieg wäre zum Beispiel
schon eine
”
Wohlzentriertheit im Limes“, das heißt es wären auch Umkreismittelpunkte
auf dem Rand eines Simplexes zulässig. Damit wären auf zweidimensionalen Gittern auch
Rechtecke möglich und folglich auch, selbst im planaren, Ecken mit nur 4 Dreieckelemen-
ten, die sich diese Ecke teilen. Prinzipiell könnte so auch der hier vorgestellte DEC in
gleicher Art und Weise geführt werden. Allerdings können sich so auch Kanten der Länge
null ergeben und somit müssten wir auch ständig aufpassen in den späteren Berechnungs-
schematas nicht durch null zuteilen. Aus diesem Grund sehen wir hier in dieser Arbeit
davon ab. In 1.4 wird auch noch kurz gezeigt wie wir numerisch mit implizit gegebenen
Oberflächen umgehen können.
Eine weitere Möglichkeit ist es einen ganz anderen Ansatz für die Dualität der Git-
ter zu verfolgen. In [SSSA00] wird im Rahmen einer diskreten Chern-Simons-Theorie auf
speziellen dreidimensionalen Mannigfaltigkeiten (Raumzeit) eine baryzentrische Untertei-
lung genutzt. Das heißt der Mittelpunkt ist hier das
”
Massezentrum“. So gilt zum Beispiel
c ([v0, v1, v2]) =
1
3
∑2
i=0 vi. Die Diskretisierung des Hodge-Stern-Operators in einem allge-
meinen DEC-Kontext würde somit aber ziemlich schwierig werden, da hier auch metrische
Informationen mit eingehen. Die Tatsache, dass bei einer Umkreismittelpunktunterteilung
die zueinander dualen Simplizes im gewissen Sinne orthogonal sind, macht es uns da später
einfacher. Für zukünftige Arbeiten sollte dennoch die baryzentrische Dualität ein paar Ge-
danken wert sein, denn jeder Simplizialkomplex ist mit dieser Unterteilung baryzentrisch
wohlzentriert, speziell auch das Dualgitter selbst. Das gibt die Umkreismittelpunktunter-
teilung nicht her. Somit würde auch einer globalen und sogar lokalen Verfeinerung bzgl.
der Zulässigkeit des Gitters nichts mehr im Wege stehen.
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1.2 Kettenkomplexe
Zielsetzung. Ziel dieses Abschnittes ist es, die zuvor eingeführten Simplizes in einer alge-
braisch sinnvollen Weise zu
”
verketten“. Die Universaleigenschaft sichert uns zudem, dass
wir Operatoren auf diesen
”
Ketten“ nur auf den einzelnen Simplizes definieren müssen,
da sie sich kanonisch auf den
”
Ketten“ fortsetzen lassen. Im Mittelpunkt sollen hier der
Sternoperator, der Simplizes mit ihren dualen
”
Ketten“ identifiziert et vice versa, und der
Randoperator, der den Ketten und speziell auch den Simplizes die Komplexeigenschaft
bringt, stehen.
Definition 1.2.1. Eine p-Kette ist eine formale Summe aus p-Simplizes mit Koeffizienten
in Z, das heißt für einen Simplizialkomplex K ist
Cp(K) :=
⎧⎨⎩ ∑
σ∈K(p)
aσσ
⏐⏐⏐⏐⏐⏐aσ ∈ Z
⎫⎬⎭ (1.41)
die Menge aller p-Ketten über K.
Prinzipiell würden für das reine Rechnen mit p-Ketten Koeffizienten aus {+1, 0,−1}
ausreichen, da wir Simplizes gleicher Dimension immer nur
”
aneinander reihen“ (konkate-
nieren) werden. Das entspräche dem reinen Addieren (+1) zweier benachbarter Simplizes.
Subtrahieren (−1) erlaubt zudem die Orientierung, falls vorhanden, zu wechseln. Auch
Koeffizienten aus R sind denkbar, dann wäre Cp(K) ein R-Vektorraum. Dass wir hier je-
doch Z gewählt haben, hat den Vorteil, dass Cp(K) abzählbar und bezüglich der Addition
eine freie abelsche Gruppe ist (mit Erzeugendensystem K(p), d.h.
⟨
K(p)
⟩
Cp(K)
= Cp(K)),
in der die Universaleigenschaft gilt. Genauer, Cp(K) ist frei bzgl. jeder abelschen Gruppe
A, deswegen kommutiert das Diagramm
Cp(K)
ôp
↘↘
K(p)
↗↘
↑
op
→→ A
(1.42)
mit op = ôp|K(p) , das heißt ôp ist der eindeutig bestimmte Homomorphismus, der op
fortsetzt. Und zwar gilt
ôp
⎛⎝ ∑
σ∈K(p)
aσσ
⎞⎠ = ∑
σ∈K(p)
aσop(σ) . (1.43)
Somit reicht es vollkommen aus, dass wir bestimmte Operatoren/Homomorphismen nur
auf der Basis definieren und diese dann linear fortsetzen. Speziell werden wir uns das noch
für A = Cq(csdK), Cq(K), R oder Hom(Cp(K),R) zunutze machen.
Geometrisch kann die in (1.41) rein formale Addition als Vereinigung interpretiert
werden. In Definition 1.1.31 wurde die Dualzelle eines p-Simplex eingeführt. Sie ist die
geometrische Vereinigung von (n − p)-Simplizes. Nun liegt es nahe, diese Dualzelle als
(n− p)-Kette darzustellen. Das führt uns zur Definition des Sternoperators.
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Definition 1.2.2. Es sei K ein wohlzentriertes Primärgitter der Dimension n. Der Stern-
operator ⋆ : Cp(K) → Cn−p(csdK) ist definiert durch
⋆σp :=
∑
σp≺σp+1≺...≺σn
sσp,σp+1,...,σn
[
c(σp), c(σp+1), . . . , c(σn)
]
(1.44)
mit sσp,σp+1,...,σn ∈ {−1,+1} so gewählt, dass sσp,σp+1,...,σn
[
c(σp), c(σp+1), . . . , c(σn)
]
der
durch σp induzierte Orientierung entspricht.
Wie man sieht, besteht das Bild von ⋆ nur aus Verkettungen von elementaren Dual-
simplizes und freilich ist das eine Untergruppe des Cn−p(csdK). Wir definieren deshalb
hier Cn−p(⋆K) := Im(⋆(p)) = ⋆Cp(K). Also gilt ⋆ : Cp(K) → Cn−p(⋆K).
Wir können somit Simplizes verketten und haben mit dem Sternoperator auch einen
Isomorphismus zwischen den Ketten des Primär- und elementaren Dualgitters. Die Sur-
jektivität ist per Definition gegeben, da Cn−p(⋆K) Bild ist. Für
0 = ⋆
∑
σ∈K(p)
aσσ =
∑
σ∈K(p)
aσ (⋆σ) (1.45)
ergibt sich über Koeffizientenvergleich nur der triviale Kern {0} für den Gruppenhomo-
morphismus ⋆, folglich ist der Sternoperator auch injektiv.
Des Weiteren ist auch Cn−p(⋆K) freie abelsche Gruppe mit ⋆K(n−p) := ⋆
(
K(p)
)
als
Erzeugendensystem, denn für jedes ĉ = ⋆c ∈ Cn−p(⋆K) mit c =
∑
σ∈K(p) aσσ ∈ Cp(K) für
gewisse aσ ∈ Z gilt
ĉ = ⋆
∑
σ∈K(p)
aσσ =
∑
σ∈K(p)
aσ (⋆σ) =
∑
σ̂:=(⋆σ)∈⋆K(p)
aσσ̂ . (1.46)
Somit ist ⋆K(n−p) Erzeugendensystem und falls ĉ = ⋆c = 0, dann muss auch c = 0
gelten, weil der Sternoperator ein Gruppenisomorphismus ist, das heißt es wären alle
aσ = 0 in (1.46) als einzige (triviale) Lösung für ĉ = 0. Genauso wie bei (1.42) können wir
nun Operatoren auf Cn−p(⋆K) auf der Basis ⋆K(n−p) definieren und fortsetzen, wenn der
Operator auf eine abelsche Gruppe abgebildet wird.
Da der Sternoperator das simpliziale Analogon zum Hodge-Stern-Operator ∗ werden
soll, sollten auch analoge, also auf syntaktischer Ebene gleiche, Bedingungen gelten. Für
eine Differentialform α ∈ Ωp(M) auf einer n-dimensionalen Mannigfaltigkeit M gilt (vgl.
[AMR88, Kap.6.2.]2)
∗ ∗ α = (−1)p(n−p)α . (1.47)
Deswegen definieren wir den Sternoperator auf Cp(⋆K) implizit über genau diese Bedin-
gung.
2Der Index, der von uns behandelten Mannigfaltigkeiten, ist immer null.
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Definition 1.2.3. Es sei K ein wohlzentriertes Primärgitter der Dimension n. Der (duale)
Sternoperator ⋆ : Cp(⋆K) → Cn−p(K) definiert sich über
⋆ ⋆ σn−p = (−1)p(n−p)σn−p (1.48)
für alle σn−p ∈ Cn−p(K).
Natürlich gilt Bedingung (1.48) auch für alle Ketten ⋆σn−p =: σ̂p ∈ Cp(⋆K), denn
⋆ ⋆ σ̂p = ⋆ ⋆ ⋆σn−p = ⋆
(
(−1)p(n−p)σn−p
)
= (−1)p(n−p) ⋆ σn−p
= (−1)p(n−p)σ̂p .
(1.49)
Bemerkung 1.2.4. Es sei K ein zweidimensionales wohlzentriertes Primärgitter ohne
Rand, dann wird mit dem Sternoperator
• ein Knoten auf eine 2-Kette abgebildet, sodass alle Dreiecke in dieser Verkettung
vorkommen, die diesen Knoten als Ecke haben, et vice versa. Die Orientierung der
Flächenelemente ist die aller Flächenelemente. Die sich ergebene 2-Kette nennen wir
auch Voronoi-Zelle.
• eine Kante σ1 auf eine 1-Kette abgebildet, die aus genau den beiden dualen Kanten
des csdK besteht, die c(σ1) als gemeinsamen Randpunkt haben, et vice versa. Die
sich ergebene 1-Kette nennen wir auch Voronoi-Kante. Die orientierte Kante bzw.
Voronoi-Kante wird somit immer in Richtung der Flächenorientierungen
”
gedreht“.
• ein Dreieckelement auf dessen Umkreismittelpunkt abgebildet, et vice versa. Deswe-
gen nennen wir den Umkreismittelpunkt auch Voronoi-Knoten.
In Abbildung 1.3 ist dieser Zusammenhang für einen Ausschnitt eines Primärgitters bei-
spielhaft dargestellt.
Nun wird es Zeit der Überschrift Rechnung zu tragen und einen Operator einzuführen,
der die Komplexeigenschaft erfüllt.
Definition 1.2.5. Es sei K ein Simplizialkomplex und 0 < p ≤ n. Der Randoperator
∂p : Cp(K) → Cp−1(K) definiert sich durch
∂pσ
p :=
p∑
i=0
(−1)i [v0, v1, . . . , v̂i, . . . , vp] (1.50)
wobei σp = [v0, v1, . . . , vp] ∈ K ist. Das Dach bedeutet wieder, dass die entsprechende Ecke
weggelassen wird. Da schon vorher erwähnt wurde, dass Knoten offene Mengen bezüglich
der simplizialen Topologie sind, setzen wir konsistenterweise
∂0σ
0 := 0 (1.51)
Wenn kein Grund zur Verwirrung besteht, dann darf auch nur ∂ statt ∂p geschrieben
werden.
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Abbildung 1.3: Beispiel für den Sternoperator auf einem Primärgitter der Dimension 2.
Für Knoten und Volumenelemente ändert sich die Orientierung auch nach mehrmaliger
Anwendung nicht. Dagegen muss bei Kanten immer gegen den Uhrzeigersinn
”
gedreht“
werden, sodass z.B. ⋆ ⋆ σ1 = −σ1 gilt.
Abbildung 1.4: Rand mit Orientierungen einer (dualen) 2-Kette, genauer, der Voronoi-
Zelle, der primären Ecke in der Mitte des Simplizialkomplexes. Es ergibt sich eine (duale)
1-Kette aus Voronoi-Kanten, dual zu den primären Kanten, die sich im Mittelpunkt treffen.
Die Orientierung dieser primären Kanten muss für die Berechnung so geändert werden,
dass sie alle nach außen zeigen.
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Folgerung 1.2.6. Der (duale) Randoperator ∂p : Cp(⋆K) → Cp−1(⋆K) lässt sich vom obi-
gen Randoperator für einen wohlzentrierten SimplizialkomplexK ableiten, indem wir csdK
als Simplizialkomplex nutzen und den Operator auf Cp(⋆K) ≤ Cp(csdK) einschränken.
Das bedeutet für σ̂p = ⋆σn−p ∈ ⋆K(p) (⋆K(p) Erzeugendensystem)
∂pσ̂
p = ∂p ⋆ σ
n−p (1.52)
=
∑
σn−p+1≻σn−p
⋆
(
sσn−p+1σ
n−p+1) , (1.53)
wobei sσn−p+1 ∈ {−1,+1} so gewählt wird, dass die durch sσn−p+1σn−p+1 induzierte Ori-
entierung für σn−p konsistent ist. (vergleiche Beispiel in Abbildung 1.4)
Beweis. Dass ∂pCp(⋆K) ≤ Cp−1(csdK) gilt, ist klar, wegen der Untergruppeneigenschaft
von Cp(⋆K) und weil der Randoperator ein Homomorphismus ist. Zu zeigen ist aller-
dings noch, dass ∂pCp(⋆K) ≤ Cp−1(⋆K) gilt. Dabei reicht es auch hier aus, dies nur auf
dem Erzeugendensystem zu zeigen (algebraischer Induktionsanfang). Der (algebraische)
Induktionsschritt gilt dann immer wegen der Universaleigenschaft für homomorphe Fort-
setzungen auf freie abelsche Gruppen.
Für eine bessere Lesbarkeit substituieren wir den Grad der Simplizes (n− p) ↔ p und
schreiben nur s für s ∈ {+1,−1} und machen uns dabei bewusst, dass der Koeffizient s
in jeder Zeile und Summanden etwas anderes bedeuten kann.
∂n−p ⋆ σp =
∑
σp≺...≺σn
s∂n−p
[
c(σp), c(σp+1), . . . , c(σn)
]
(1.54)
=
∑
σp≺...≺σn
s
n∑
i=p
(−1)i−p
[
c(σp), . . . , ĉ(σi), . . . , c(σn)
]
(1.55)
=
∑
σp≺...≺σ̂k≺...≺σn
s
n∑
i=p
(−1)i−p
⎛⎝
[
c(σp), . . . , c(σk1 ), . . . , ĉ(σ
i), . . . , c(σn)
]
−
[
c(σp), . . . , c(σk2 ), . . . , ĉ(σ
i), . . . , c(σn)
]
⎞⎠
(1.56)
=
∑
σp≺...≺σn
s
n∑
i = p
i ̸= k
(−1)i−p
[
c(σp), . . . , ĉ(σi), . . . , c(σn)
]
(1.57)
...
=
∑
σp≺...≺σn
s
[
c(σp+1), c(σp+1), . . . , c(σn)
]
(1.58)
=
∑
σp≺σp+1
∑
σp+1≺...≺σn
s
[
c(σp+1), c(σp+1), . . . , c(σn)
]
(1.59)
=
∑
σp+1≻σp
⋆
(
sσp+1
)
∈ Cn−p−1(⋆K) (1.60)
Dabei ergibt sich (1.54) aus der Homomorphie des Randoperators und (1.55) nach De-
finition 1.2.5. In (1.56) schreiben wir die beiden Summanden für σkr für r = 1, 2 explizit
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aus. Es gibt immer genau zwei solcher Folgen
σp ≺ . . . ≺ σk−1 ≺ σk ≺ σk+1 ≺ . . . ≺ σn , (1.61)
wenn bis auf σk und σp alle Simplizes fest gewählt sind. Die beiden sich ergebenden, dualen
Simplizes sind gegensätzlich orientiert, da die
”
Zählrichtung“ der Dualecken anders herum
ist. (1.57) folgt daraus, dass sich beide Summanden für i = k aufheben. Das machen wir
dann für alle p < k ≤ n. Der Rest ergibt sich durch aufteilen der Summe und der Definition
des Sternoperators.
Bemerkung: In z.B. [Hir03] wurde der duale Randoperator per Definition festgelegt
ohne zu prüfen oder zu verweisen ob er mit dem primären Randoperator auf dualen Git-
tern konsistent ist. Dem wurde hier nun Genüge getan. Es ist der gleiche Operator mit
eingeschränktem Definitionsbereich.
Folgerung 1.2.7. Die Folgen (Cp(K), ∂p)0≤p≤n beziehungsweise (Cp(∗K), ∂p)0≤p≤n bilden
einen (simplizialen) Kettenkomplex.
0 →→ Cn(K)
∂n →→
⋆
↓↓
Cn−1(K)
∂n−1 →→
⋆
↓↓
. . .
∂1 →→ C0(K) →→
⋆
↓↓
0
0 C0(⋆K)←← C1(⋆K)
∂1
←← . . .
∂2
←← Cn(⋆K)
∂n
←← 0←←
(1.62)
Das heißt ∂p ◦ ∂p+1 = 0, was sich einfach nachrechnen lässt. Zudem sei noch der Isomor-
phismus ⋆ im Diagramm mit angegeben.
Fazit. Am Anfang des Absatzes haben wir uns entschieden, die Koeffizienten der Ketten
aus Z zu wählen. Hätten wir R genommen, dann wäre Cp(K) ein R-Vektorraum mit
(linear unabhängiger) Basis K(p). Dementsprechend würde auch immer noch alles aus
diesem Absatz gelten. Wir würden aber die Abzählbarkeit des Cp(K) aufgeben, die uns
unter Umständen später noch von Nutzen sein könnte.
Wenn wir allgemein Cp als Funktor auf der Kategorie der Simplizialkomplexe sehen,
also
Cp(K)
Cp(f) →→ Cp(S)
K
❴
Cp
↑↑
f
→→ S
❴
Cp
↑↑
(1.63)
dann wäre
fp := Cp(f) :
∑
σ∈K(p)
aiσ ↦→
∑
σ∈K(p)
aif(σ) (1.64)
kanonisch gegeben. Somit wäre zum einen eine Zuordnung zu den singulären Kettenkom-
plexen mit
f := ⟨, ⟩ := K → Ksing : [v0, . . . vp] ↦→ ⟨, [v0, . . . vp]⟩ :=
([
µ0, . . . , µp
]
↦→
p∑
i=0
µivi
)
(1.65)
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oder zu den abstrakten Kettenkomplexen mit f := π (Projektion/Ankleben der Simplizes
auf die Mannigfaltigkeit) gegeben. Zum anderen haben wir in zukünftigen Arbeiten auch
die Möglichkeit Oberflächen zu betrachten, die sich zeitlich ändern (f(t) : K → K(t))
unter beibehalten der simplizialen Struktur, so es denn möglich ist. Im Einzelnen muss
dann noch geprüft werden, unter welchen Voraussetzungen f ◦ ∂ = ∂ ◦ f beziehungsweise
f ◦ ⋆ = ⋆ ◦ f gilt.
1.3 Gittergenerierung für Oberflächen
Zielsetzung. Die Wohlzentriertheit eines Gitters ist Pflicht, da ohne sie kein brauchba-
res duales Gitter (Voronoi-Gitter) erzeugt werden kann. Diese zur Triangulierung duale
Gebietsdiskretisierung wird aber benötigt, um zum Beispiel einen diskreten Hodge-Stern-
Operator sinnvoll zu entwickeln. Bei einem nicht wohlzentrierten Dreieck liegt der Voronoi-
Knoten ⋆σ2 nicht im Dreieck σ2. Das Problem dabei ist, dass sich die Werte auf ⋆σ2 und
σ2 nur um einen metrischen Faktor3 unterscheiden sollten. Diese Voraussetzung wäre aber
nicht mehr haltbar, da die Gebiete, die beide Elemente einnehmen, disjunkt sind. Sie
können sogar
”
sehr weit“ von einander entfernt liegen. Dann hätte die eine Größe fast
nichts mehr mit der anderen gemein und die Linearität beider wäre nicht mehr gegeben.
Wohlzentriertheit ist eine schwerwiegende Einschränkung an die Gitterstruktur. Sie
verbietet unter anderem einen 1-Ring um einen Knoten aus vier oder weniger Dreieck-
elementen. Für eine nicht planare Triangulierung mit positiver Gaußkrümmung mag ein
1-Ring aus vier Flächenelementen gerade noch funktionieren, da die Innenwinkelsumme
der inneren Kanten weniger als 2π ist. Im planaren Fall erhalten wir aber für eine opti-
male4 Triangulierung Winkel von π2 und somit nur Wohlzentriertheit im Limes
5. Damit
sind oft genutzte lokale und globale Strategien zur Verfeinerung nicht anwendbar. So wird
zum Beispiel bei der FEM-Toolbox AMDiS [WV10] die längste Kante halbiert und von
dort zwei neue Kanten zu den jeweils gegenüberliegenden Knoten der beiden angrenzen-
den Dreiecken erstellt. Der neu entstandene Knotenpunkt hat folglich einen 1-Ring aus 4
Flächenelementen. Auch CAD-Programme liefern im Allgemeinen keine geeigneten Git-
ter. Ein möglicher Ausweg könnte eine Triangulierung (bzw. Neutriangulierung) mittels
angepasstem Delaunay oder anderen Algorithmen sein, zum Beispiel Centroidal Voronoi
Tessellation (CVT) [DFG99], Optimal Delaunay Triangulations (ODT) [CX04] oder He-
xagonal Delaunay Triangulation [SG09].
Im Folgenden wollen wir davon ausgehen, dass zumindest eine Triangulation vorliegt,
die die Bedingung erfüllt, dass jeder Knoten Teil von mehr als 4 Dreiecken ist. Damit
möchten wir ein Oberflächengitter erzeugen, welches wohlzentriert ist. Die Struktur des
3hier |σ2| bzw. dessen Reziproke
4bzgl. der maximalen Winkel
5für planare äquidistante Gitter kann diese schwächere Restriktion dennoch sinnvoll sein, da somit
bekannte Differenzenschematas entstehen können
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Simplizialkomplexes soll dabei erhalten bleiben. Nur die Knotenpunkte werden neu ar-
rangiert. Das setzt natürlich voraus, dass die Oberfläche exakt, zum Beispiel explizit
durch eine Immersion X : M → R3 oder implizit durch das 0-Niveau einer Level-Set-
Funktion [OF02], oder eine Approximation der 2-Mannigfaltigkeit höher als 1 gegeben
ist.
Ansätze zur Gitterverbesserung, bei der die Wohlzentriertheit im Vordergrund steht,
gibt es bis jetzt wenige. Denn obwohl diese Forderung an der Triangulation für viele nume-
rische Verfahren Vorteile bringen würde, so ist sie doch nur für den hier verwendeten DEC
zwingend. Eine Arbeit ist zum Beispiel [VHGR08], wobei auch hier das diskrete Äußere
Kalkül die Motivation bildete. Hier wird eine Kostenfunktion aufgestellt, deren Argument
des Minimums ein wohlzentrierter Simplizialkomplex ist. Leider muss solch ein Minimum
nicht existieren, weder im planaren noch auf gekrümmten Oberflächen. Wir wollen hier
im Folgenden einen ähnlichen Ansatz verwenden. Dazu sind Kraftvektoren an den Knoten
gegeben, die das Gitter so unter Zwang setzen, dass die daraus resultierende Bewegung der
Knoten, wenn es denn möglich ist, eine wohlzentrierte Triangulation formt. Das Modell ist
nicht neu und wird zum Beispiel zur Simulation von biologischem Zellgewebe verwendet.
Einen Überblick zu der Thematik bietet [PCF+09].
1.3.1 Mechanisches Modell und dessen Diskretisierung
Ein einfacher mechanischer Ansatz, um nach gewissen Kriterien ein optimales Gitter zu
entwickeln, ist
γ
dx⃗i
dt
= F⃗ (x⃗i) . (1.66)
Diese gewöhnliche Differentialgleichung erster Ordnung beschreibt eine Viskosedämpfung
am Knoten σ0i mit dem Koordinatenvektor x⃗i ∈ M ⊂ R3 und Viskositätskoeffizient γ.
Eine einfache Diskretisierung des Problems (1.66) ist das explizite Eulerverfahren mit
nachgeschalteter Projektion π : R3 →M um die Nebenbedingung x⃗i ∈M zu erfüllen.
x⃗i(t+∆t) = π
(
x⃗i(t) + hF⃗i
)
. (1.67)
Wobei h := ∆tγ und F⃗i := F⃗ (x⃗i(t)). Der Kraftvektor F⃗i resultiert aus Interaktionen mit den
anderen Knoten. Im Overlapping-Sphere-Modell(OS) [PCF+09] sind das all die Knoten
σ0j , die einen bestimmten Abstand zu σ
0
i haben. Für das explizite Eulerverfahren (Ver-
fahren 1.Ordnung) werden kleine Schrittweiten h benötigt. Allerdings bringen Verfahren
höherer Ordnung wahrscheinlich keine signifikant besseren Ergebnisse. Zum einen könnte
eine größere Schrittweite nicht ausgenutzt werden, da es sonst passieren kann, dass sich,
durch die resultierende größere Verschiebung eines Knoten, Dreiecke überlappen und so-
mit keine zulässige Triangulierung mehr vorliegt. Zum anderen reduziert die Projektion
π die Konvergenzordnung der Verfahren. So wurde zum Beispiel in den numerischen Ex-
perimenten auch das Heun-Verfahren (explizites Runge-Kutta-Verfahren der Ordnung 2)
getestet, ohne nennenswerte bessere Resultate, dafür mit wesentlich höheren Kosten in
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der Berechnung. Implizite Verfahren haben einen zu hohen Aufwand in der Implementa-
tion, denn es ist zu bedenken, dass der Kraftvektor F⃗i nicht nur von den Koordinaten x⃗i
abhängt, sondern auch von der umgebenden Struktur.
Wir wollen hier, im Gegensatz zum OS-Modell, die Gitterstruktur des Simplizialkom-
plexes ausnutzen, das heißt es interagieren genau die Knoten miteinander, die eine ge-
meinsame Kante besitzen. Somit lässt sich der Kraftvektor F⃗i zerlegen zu
F⃗i =
∑
σ1:=[σ0j ,σ
0
i ]≻σ0i
Fσ0i ≺σ1
∥x⃗j − x⃗i∥
(x⃗j − x⃗i) . (1.68)
Fσ0≺σ1 ist folglich die Kraft die am Knoten σ
0 in Richtung der Kante σ1 wirkt. Da die
Kraft aber auch von der Geometrie der Flächenelemente abhängen kann, zerlegen wir die
Kantenkräfte weiter zu
Fσ0≺σ1 =
∑
σ2≻σ1
Fσ0≺σ1≺σ2 . (1.69)
Als praktisch erweist es sich außerdem, die Kräfte dimensionslos zu halten, da somit even-
tuell auftretende Parameter für unterschiedliche Ausgangsgitter annähernd gleich gewählt
werden können. Die Schrittweite h in (1.67) hängt somit annähernd linear von der Gitter-
weite ab. Zu beachten ist hierbei, dass sich die Gitterweite, je nach Definition6, in jedem
Eulerschritt ändern kann.
Es folgen nun 2 heuristische Ansätze für die Kraft, um die Beschaffenheit des Gitters
positiv zu beeinflussen.
Optimale Kantenlängen
Ein ideales Dreieck mit bestmöglichen Eigenschaften hat überall Innenwinkel von π3 . Folg-
lich liegt ein gleichseitiges Dreieck vor. Deshalb wäre es ein guter Ansatz, zu versuchen,
eben diese Eigenschaft bei einem Dreieckelement hervorzurufen. Wir setzen eine Kanten-
kraft in linearer Abhängigkeit der Länge der Kante σ1 an, die für alle Knoten σ0 ≺ σ1
gleich ist.
FLσ0≺σ1 := F
L
σ1 :=
|σ1|
l∗
− k (1.70)
mit k ∈ [0, 1]. l∗ ist die Referenzlänge des Dreiecks T ∗. Sie resultiert aus der Annahme,
dass wir ein äquidistantes flache Triangulierung haben mit hexagonaler Struktur. Das heißt
alle Dreiecke σ2 wären dann vom Ausmaß gleich einem gleichseitigen Referenzdreieck T ∗.
Dessen Fläche berechnet sich dann über die Gesamtfläche V (K) =
∑
σ2 |σ2| und der
Anzahl aller Dreiecke Nσ2 = |
{
σ2 ∈ K
}
|
|T ∗| = V (K)
Nσ2
, (1.71)
6z.B. Maximum aller Umkreisradien
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Abbildung 1.5: Kantenkräfte für an ei-
nem Knoten k = 1. Die eingezeichneten
Radien entsprechen l
∗
2 .
Abbildung 1.6: Eine Verschiebung des
Knotens entlang einer Kante verändert
den Winkel.
sowie unter Ausnutzung, dass T ∗ gleichseitig ist
|T ∗| = l
∗√3
4
. (1.72)
Zusammen ergibt sich für die Referenzlänge l∗ > 0
l∗ = 2
√
V (K)√
3Nσ2
(1.73)
Für k = 1 können wir uns es so vorstellen, dass die beiden Knoten einer Kante σ1 sich
abstoßen, falls |σ1| < l∗, sich anziehen, falls |σ1| > l∗ oder keine Kräfte wirken, wenn
|σ1| = l∗ gilt (siehe Abb. 1.5). k = 0 würde für ein Gitter mit Rand und freien Randkno-
ten7 bedeuten, dass es immer weiter schrumpft. In unserem Fall, also Triangulierung von
Oberflächen ohne Rand, zeigt sich, dass sich die Gitter vor allem dort zusammenziehen, wo
sich zum einen 1-Ringe aus 5 Dreieckelementen befinden und zum anderen die Krümmung
der Mannigfaltigkeit klein ist. Letzteres ist allerdings keine gute Eigenschaft, da gerade
dort ein feineres Gitter vonnöten wäre, wo die Oberfläche eine große Krümmung aufweist.
Der andere Extremfall, k = 1, würde zwar ein annähernd gleich grobes Gitter erzeugen,
jedoch zeigte sichin Experimenten, dass (1.67) dadurch instabil wird. Stabilisierend wirkt
sich aber das Hinzuaddieren des folgenden Kraftansatzes aus.
Optimale Winkel
Ein weiterer heuristischer Ansatz bezieht sich direkt auf die inneren Winkel eines Dreieck-
elements. Wie in Abbildung 1.6 angedeutet, bewirkt eine Verschiebung entlang der Kante
eine Änderung des Winkels. Wird dabei, wie in Abbildung 1.6, die Kante länger, so wird
der Winkel an dem zu verschiebenden Knoten kleiner, et vice versa. Somit ist ein sinnvoller
7Randknoten dürfen auch nach innen wandern
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Ansatz für die Kraft an einem Knoten σ0 in Abhängigkeit zur Kante σ
1
i ≻ σ0 und dem
Dreieck σ2 ≻ σ1i
FAσ0≺σ1i ≺σ2
:= cos∡(e⃗0, e⃗1)− c (1.74)
=
e⃗0 · e⃗1
∥e⃗0∥∥e⃗1∥
− c (1.75)
e⃗i := e⃗σ1i
= x⃗vi − x⃗σ0 (1.76)
(1.77)
mit i ∈ {0, 1} und c ∈ [−1, 1]. vi ist also der Knoten, der mit σ0 die gemeinsame Kante σ1i
im Dreieck σ2 = [σ0, v0, v1] hat.
Eine sinnvolle Wahl für die Konstante ist c = cos π3 = 0.5. Sie würde in einer flachen
Triangulation mit hexagonaler Struktur bewirken, dass sich keine Kräfte entwickeln, falls
alle Dreiecke, bis auf Rotation und Translation, gleich sind.
Kombination der Kantenkräfte
Es hat sich gezeigt, dass (1.70) und (1.74) gerade auf komplizierteren Gebieten einzeln
entweder nicht das gewünschte Resultat liefern oder instabil sind. Deshalb kombinieren
wir die beiden Kräfte linear:
FGesamtσ0≺σ1 := D · FLσ0≺σ1 + (1−D) · FAσ0≺σ1 (1.78)
mit D ∈ [0, 1]. Algorithmus 5.2.1 zeigt, wie die resultierenden Kräfte auf einem Dreieckele-
ment berechnet werden können. Um alle Knotenkräfte8 zu erhalten, müssen wir nur noch
die Element-Knotenkräfte aufassemblieren.
Projektion der Kraftvektoren
Des Weiteren, wie im Algorithmus 5.2.1 zu sehen, wird der Kraftvektor F⃗i in den Tangen-
tialraum projiziert, das heißt
F⃗TpM,i = F⃗i − (F⃗i · ν⃗i)ν⃗i , (1.79)
wobei der Normalenvektor ν⃗i am Knoten σ
0
i entweder als bekannt vorausgesetzt ist, über
eine signierte Distanzfunktion φ ermittelt wird, also
ν⃗i =
∇φ
∥∇φ∥(x⃗i) , (1.80)
oder über die Elementnormalen approximiert wird
ν⃗i =
∑
σ2≻σ0i
|σ2|∑
σ2≻σ0i |σ
2| ν⃗σ2 (1.81)
8d.h. (F⃗i)i=1,...,N
σ0
∈ (R3)Nσ0
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Abbildung 1.7: Eindimensionales Extrembeispiel für ein Schritt Euler-Explizit E (inkl.
Nachprojektion π) eines Knotens mit und ohne Vorprojektion des Kraftvektors F⃗i zu
F⃗TpM,i. Ohne Vorprojektion kann es zu einem unzulässigen Gitter kommen.
Somit kann im expliziten Eulerverfahren (1.67) F⃗TpM,i statt F⃗i verwendet werden. Das
müssen wir nicht machen, aber es bringt Vorteile. Zum einen könnten Knoten soweit in
Normalenrichtung verschoben werden, dass die nachfolgende Projektion den Knoten falsch
abbildet und das Gitter zerstört wird (vgl. Abb. 1.7), zum anderen wird die Projektion in
(1.67) oft iterativ gelöst (vgl. 1.4.1) und je weiter weg wir den Knoten von der Mannig-
faltigkeit verschieben, um so schlechter ist die Startnäherung für das iterative Verfahren.
1.3.2 Beispiele
Ellipsoid
Wir wollen nun ein geeignetes Gitter für ein Ellipsoid erstellen (vgl. Appendix 5.4.4). Zur
Verfügung steht uns eine Starttriangulierung der Einheitssphäre mit zirka 1000 Knoten.
Es ist fast überall eine hexagonale Struktur vorhanden, bis auf 12 Defekte. Genauer, an 12
Knoten befinden sich pentagonale 1-Ringe. Dieses Startgitter wird nun auf den Ellipsoid
projiziert (vgl. Abschnitt 1.4.1).
Wie in Abbildung 1.8 zu sehen, ist ein wohlzentrierter Simplizialkomplex nach nur
wenigen Eulerschritten (1.67) erreicht. Der größte Winkel nimmt aber weiterhin logarith-
misch ab. Nach zirka 200 Schritten hat er sein Minimum erreicht und steigt danach wieder
leicht an. Das ist nicht verwunderlich, denn kleinere Winkel sind nicht das einzige Op-
timalitätskriterium. Geplottet wurde das Integralmittel ᾱmax (AvMaxAngle) der größten
Winkel der Dreiecke und der größte aller maximalen Winkel αmaxmax (MaxMaxAngle) nach
jedem Iterationsschritt.
ᾱmax :=
∫
|K| αmaxµ∫
|K| µ
=
1
V (K)
∑
σ2∈K
|σ2|ασ2max (1.82)
αmaxmax := max
{
ασ
2
max
⏐⏐⏐σ2 ∈ K} (1.83)
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Wobei |K| der zugrunde liegende Raum des Simplizialkomplexes K und µ ∈ Λ2(|K|) die
stückweise konstante Volumenform auf |K| ist. ασ2max ist der größte Winkel auf dem Dreieck
σ2.
Lokale Verfeinerung
Die in der FEM häufig anzutreffende Verfeinerung, nämlich die Halbierung der Dreiecke,
führt zu 1-Ringen aus 4 Flächenelementen an den neu entstandenen Knoten und ist somit
im Allgemeinen nicht zulässig für unsere Triangulierung. Eine Möglichkeit Dreiecke zu
verfeinern und trotzdem eine Ausgangssituation für ein wohlzentriertes Gitter zu schaffen,
ist das Vierteln von Flächenelementen, wobei 3 neue Knoten an den Seitenhalbierenden
enstehen (siehe Abb. 1.9 ganz links). Die somit hängenden Knoten werden beseitigt, in-
dem die Nachbarelemente halbiert werden. Das heißt es ensteht hexagonale Struktur an
einem neuen Knoten, wenn beide angrenzenden Dreiecke zum Verfeinern markiert wurden
und pentagonale Struktur, wenn nur ein Dreieck markiert wurde. Für die alten Kno-
ten an denen eine neue Kante hinzu kommt, erhöht sich die Anzahl der umliegenden
Flächenelemente um eins.
Nachdem die neuen Knoten auf die Mannigfaltigkeit projiziert werden, ist im Allgemei-
nen noch nicht sichergestellt, dass eine wohlzentrierte Triangulation vorliegt. Deshalb wen-
den wir unseren Algorithmus (1.67) darauf an. Wenn vor der Verfeinerung ein zulässiges
Gitter vorlag, dann zeigt sich, dass wir nur sehr wenige Iterationsschritte benötigen, um
wieder ein zulässiges Gitter herzustellen. Abbildung 1.9 zeigt das Resultat nach nur ei-
nem Eulerschritt mit zwei verschiedenen Parameterkonfigurationen. Hier wurde ein Drei-
eck verfeinert (links). Das Gitterverbesserungsverfahren erzeugt zum einen wohlzentrierte
Dreiecke bei denen die Abmessungen weitestgehend gleich bleiben (Mitte) und bei denen
die neu entstandenen Elemente schrumpfen, jedoch die Winkel besser sind (rechts), als bei
der anderen Parameterkonfiguration.
Fazit. Prinzipiell ist es also möglich ein wohlzentriertes Gitter aus einer Ausgangstriangu-
lation zu erzeugen, wenn genügend viele Informationen über die stetige Oberfläche bekannt
sind. Zum Teil reichen auch nur wenige Eulerschritte aus, um Wohlzentriertheit zu errei-
chen, jedoch um in gewissem Sinne gleichmäßige Gitter zu bekommen, muss wesentlich
mehr Aufwand betrieben werden, der unter Umständen den des eigentlichen Problems, wie
das Lösen einer Partiellen Differentialgleichung auf der Oberfläche, bei weitem übersteigt.
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Abbildung 1.8: Parameter: h = 0.01; k = 1; c = 0.7. Von links oben nach rechts unten:
Startgitter (keine Wohlzentriertheit, maximaler Winkel ca. 95.9◦); nach 7 Eulerschritten
(Wohlzentriertheit); nach 1000 Eulerschritten (danach keine signifikanten Veränderungen
mehr); (semilog)Eulerschritte-Winkel-Plot (Maximum und Integralmittel)
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Abbildung 1.9: Von links nach rechts: Startgitter; nach 1 Eulerschritt (h = 0.1, k = 1, c =
0.7, max. Winkel ca. 86.5◦); nach 1 Eulerschritt (h = 0.08, k = 0.3, c = 0.7, max. Winkel
ca. 80.8◦)
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1.4 Implizit gegebene Oberflächen
Oftmals ist eine Oberfläche M ⊂ R3 nicht explizit über eine Parametrisierung
X : (u, v) ↦→ X(u, v) ∈ R3 (1.84)
gegeben, sondern über den 0-Level-Set einer signierten Distanzfunktion φ : R3 → R. Die
2-Mannigfaltigkeit kann dann durch
M =
{
x⃗ ∈ R3
⏐⏐φ(x⃗) = 0} . (1.85)
beschrieben werden. Solche implizit beschriebenen Oberflächen liegen zum Beispiel bei
dreidimensionalen Phasenfeldproblemen vor (z.B. Allen-Cahn-, Cahn-Hilliard- oder Phase-
Field-Crystal-Modell). Die Distanzfunktion9 φ ist dort gerade die Lösung dieser Probleme
und das Null-Niveau dieser Funktion beschreibt die Phasengrenzen.
Wir treffen hier die Konvention, dass
”
außen“ φ > 0 gilt und
”
innen“ φ < 0. Da-
durch zeigt der Gradient ∇φ(x⃗) für alle x⃗ ∈ M in Richtung der äußeren Normalen.
”
Au-
ßen“ und
”
innen“ ist durch die Orientierung der Mannigfaltigkeit gegeben. In Falle von
2-Mannigfaltigkeiten ohne Rand, ist
”
innen“ gerade das von der Oberfläche umschlossene
Gebiet im R3.
1.4.1 Numerische Projektion
Wenn bei einem Simplizialkomplex, welches die Oberfläche approximiert, neue Knoten
entstehen oder vorhandene verschoben werden sollen, dann ist es notwendig diese Knoten
auf die Mannigfaltigkeit zu projizieren, denn eine Bedingung an den Simplizialkomplex
ist, dass die Knoten dort und auf dem abstrakten Simplizialkomplex übereinstimmen.
Gesucht ist also das
argmin
x⃗∈M
∥y⃗ − x⃗∥ (1.86)
für den Knoten mit den Koordinaten y⃗ ∈ R3 \M , der sich noch nicht auf der Mannigfal-
tigkeit M befindet und damit φ(y⃗) ̸= 0 gilt.
Der kürzeste Weg mit Länge ε steht im rechten Winkel zur Oberfläche am Punkt x⃗
(siehe Abb. 1.10). Für den gesuchten Punkt x⃗ ∈M ⊂ R3 folgt somit
x⃗ = y⃗ +
ε
∥∇φ(x⃗)∥∇φ(x⃗) = y⃗ + h∇φ(x⃗) (1.87)
für ε = h∥∇φ(x⃗)∥. Allerdings ist weder h noch x⃗ bekannt. Deshalb approximieren wir den
Gradienten mittels Taylor an y⃗:
∇φ(x⃗) = ∇φ(y⃗) +H[φ](y⃗)(x⃗− y⃗) +HOT (1.88)
= ∇φ(y⃗) + ε∥∇φ(x⃗)∥H[φ](y⃗)∇φ(x⃗) +HOT , (1.89)
9auch Phasen- oder Ordnungsfunktion genannt
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Abbildung 1.10: Darstellung des Punktes y⃗ und dessen projizierter Punkt x⃗
wobei HOT für Therme höherer Ordnung (in ε) steht und H[φ] die (symmetrische) Hes-
sematrix von φ ∈ C2
(
Bε(x⃗)
)
ist. Einsetzen in (1.87) liefert
x⃗ = y⃗ + h∇φ(y⃗) + O⃗(ε2) . (1.90)
Somit ist für uns die Abschätzung
x⃗∗ := y⃗ + h∇φ(y⃗) (1.91)
für x⃗ ausreichend, falls φ hinreichend glatt und ε klein.
Nun wollen wir h so bestimmen, dass x⃗∗ auf der Oberfläche liegt, das heißt
Φy⃗(h) := φ(x⃗
∗) = φ(y⃗ + h∇φ(y⃗)) = 0 . (1.92)
Dieses Nullstellenproblem lösen wir in erster Näherung mittels Newton-Verfahren und
Startlösung h = 0.
ĥ = −Φy⃗(0)
Φ′y⃗(0)
= − φ(y⃗)∥∇φ(y⃗)∥2 (1.93)
Damit stellen wir die Iterationsvorschrift
y⃗i+1 := y⃗i −
φ(y⃗i)
∥∇φ(y⃗i)∥2
∇φ(y⃗i) (1.94)
auf. Diese numerische Projektion, die wir hier nun erhalten haben, ist für unsere Zwecke
vollkommen ausreichend und lieferte in allen Berechnungen, die im Rahmen dieser Arbeit
gemacht wurden, ausgezeichnete Ergebnisse. Als Abbruchskriterium wurde fast immer
φ(y⃗) < 1.0E − 8 gewählt, das nach wenigen Iterationsschritten erreicht wurde.

Kapitel 2
Diskretes Äußeres Kalkül (DEC)
In diesem Kapitel werden wir die diskreten Differentialformen einführen und Operatoren
für diese definieren. Eine Einführung in das Rechnen mit (stetigen) Differentialformen,
oder allgemein in moderner Vektoranalysis, und Differentialgeometrie wird es nicht ge-
ben. Grundlegende Kenntnisse in diesen Gebieten seien hier vorausgesetzt oder können
in [AMR88], [BG88], [Jän05], [Lee97] und [Shi14] nachgelesen werden. Ähnlich wie auch
eine p-Form eine Abbildung des p-fachen Tangentialraumes (Tx⃗M)
p in R ist, bildet eine
diskrete p-Form, auch p-Kokette genannt, eine p-Kette in R ab. Dabei gilt es, eine diskre-
te äußere Ableitung zu schaffen, die die Menge der diskreten Differentialformen zu einem
Kokettenkomplex macht. Genauso wie auch die äußere Ableitung die Menge der Diffe-
rentialformen zu solch einen Komplex macht, den de-Rham-Komplex. Hierbei werden wir
den Satz von Stokes ausnutzen, welcher bewirkt, dass sich das Integral der äußere Ablei-
tung als Randintegral ausdrücken lässt. Da die genutzten Integrationsgebiete Ketten sind,
ist nicht mehr viel zutun, weil der Randoperator für Ketten schon im vorherigen Kapitel
hergeleitet wurde. Speziell für Funktionen ist die äußere Ableitung eine 1-Form. Hierbei
werden wir einen diskreten Gradienten herleiten, der eben die resultierende exakte Form
approximiert. Ebenfalls werden wir einen diskreten Hodge-Stern-Operator entwickeln und
damit auch den Laplace-Beltrami-Operator erhalten.
2.1 Diskrete Differentialformen
Definition 2.1.1. Eine diskrete p-Form ist ein Homomorphismus vom Kettenkomplex
Cp(K) nach R. Die Menge aller dieser Homomorphismen bezeichnen wir je nach Kontext
mit Cp(K) (Menge der p-Koketten) oder Ωpd(K) (Menge der diskrete p-(Differential-)For-
men). Das heißt
Hom(Cp(K),R) =: C
p(K) =: Ωpd(K) . (2.1)
Des Weiteren erfolgt die Addition punktweise, das heißt
(α+ β) (c) := α(c) + β(c) (2.2)
für α, β ∈ Cp(K) und c ∈ Cp(K).
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Folgerung 2.1.2. Da R mit der Addition eine abelsche Gruppe ist, können wir uns
wieder die Universaleigenschaft (1.42) des Kettenkomplexes zunutze machen. Für eine
p-Kette c =
∑
σ∈K(p) aσσ ∈ Cp(K) und eine p-Kokette α ∈ Cp(K) gilt
α(c) = α
⎛⎝ ∑
σ∈K(p)
aσσ
⎞⎠ = ∑
σ∈K(p)
aσα(σ) , (2.3)
damit reicht es auch hier aus, die p-Koketten nur auf den p-Simplizes zu definieren.
Hätten wir die Menge der p-Ketten als R-Vektorraum eingeführt, so hätte uns die
Frage nach einem inneren Produkt zwischen den Ketten und den Koketten zur dualen
Paarung geführt und damit auch, dass Cp(K) = (Cp(K))
∗ der Dualraum von Cp(K) ist.
Nun hält uns aber auch nichts davon ab, dies auch für die hier eingeführten Ketten analog
zu machen.
Definition 2.1.3.
⟨, ⟩ : Cp(K)× Cp(K) → R
(α, c) ↦→ ⟨α, c⟩ := α(c)
(2.4)
heißt natürliche Paarung zwischen den p-Koketten (-Formen) und den p-Ketten.
Die Verbindung zwischen diskreter Form und Differentialform ist die de-Rham-Ab-
bildung. Dazu nehmen wir zunächst an, dass wir einen abstrakten Simplizialkomplex L
vorliegen haben, das heißt, dass alle Simplizes auf der zugehörigen Mannigfaltigkeit M
liegen. Das bringt erst einmal den Vorteil, dass Integration auf den Simplizes das gleiche
Ergebnis auch auf der Mannigfaltigkeit liefert.
Definition 2.1.4. Die de-Rham-Abbildung bildet p-Differentialformen auf die diskrete
p-Formen (Koketten) ab. Genauer
ψp : Ωp(M) → Cp(L) = Ωpd(L)
α ↦→
(
σp ↦→
∫
σp
α =: ψp(α)(σp) = ⟨ψp(α), σp⟩
)
,
(2.5)
das heißt die diskrete p-Form ψp(α) ∈ Ωpd(L) ist auf den p-Simplizes definiert, was wegen
Folgerung 2.1.2 vollkommen ausreicht.
Folgerung 2.1.5. Zum einen ist ψ linear, da das Integral ein lineares Funktional ist.
Zum anderen ist die de-Rham-Abbildung surjektiv. Das hat den Vorteil, dass sich jedes
αd ∈ Ωpd(L) auch als ψ(α) = αd schreiben lässt, weil immer solch ein geeignetes α ∈ Ωp(M)
existiert.
Beweis. Da es ausreicht, die Aussage für eine Basis von Ωpd(L) zu zeigen, nehmen wir
einfach die duale Basis(
L(p)
)∗
:=
{
σ∗i ∈ Ωpd(L)
⏐⏐σ∗i (σj) = δij , i, j = 1, . . . , Nσp} , (2.6)
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wobei Nσp die Anzahl der p-Simplizes in L
(p) ist und δij das Kronecker-Delta. Nun brau-
chen wir für i = 1, . . . , Nσp nur noch geeignete αi ∈ Ωp(M) finden, sodass∫
σj
αi = δij (2.7)
gilt. Es sei dazu eine auf σi ⊂ M lokale Basis
(
x1, . . . , xp
)
gegeben, dann definieren wir
eine p-Form auf dem Polytop von L(p)
αi :=
1
|σi|
χσidx
1 ∧ . . . ∧ dxp ∈ Ωp(|L(p)|) , (2.8)
wobei χ die Indikatorfunktion ist. Mit der Inklusionsabbildung ι : |L(p)| ↪→ M erfüllt
gerade der Pullback (s.u. (2.23)) ι∗αi ∈ Ωp(M) die Anforderung (2.7) und damit auch
ψ(ι∗αi) = σ∗i .
Bemerkung 2.1.6. Nun haben wir bei der Definition der de-Rham-Abbildung vorausge-
setzt, dass ein abstrakter Simplizialkomplex vorliegt. Das entspricht unseren Anforderun-
gen jedoch nur für flache Mannigfaltigkeiten. Im Allgemeinen ist die gegebene Triangula-
tion nur eine lineare Approximation der Mannigfaltigkeit und damit auch des zugehörigen
abstrakten Simplizialkomplexes. Das bedeutet auch, dass für p ≥ 1 die Differentialformen
von M in einem anderen Raum
”
leben“ als die Differentialformen des Polytopes |K|. Rein
formal ließe sich die Situation entschärfen, indem wir die Simplizes von K auf die Mannig-
faltigkeit projizieren (vgl. (1.11)), also wird ⟨ψp(α), π(σp)⟩ = (ψp(α) ◦ π) (σp) gerechnet
für ein σp ∈ K. Nur ist in vielen praktischen Aufgaben weder die Projektion noch die
Mannigfaltigkeit exakt bekannt. Somit bleibt also nur die approximative Auswertung des
Integrals. Wir werden deshalb auch einfach ⟨αd, σp⟩ statt ⟨αd, π(σp)⟩ schreiben. Für die
numerische Analysis ist das eine schwierige Situation, da vor der eigentlichen Diskretisie-
rung (Diskretisierungsfehler) noch eine Approximation (geometrischer Fehler) auf einen
stückweise flachen Raum gemacht wird.
Für 0-Formen (identisch zu Skalarfeldern) ergibt sich dieser geometrische Fehler nicht,
da nach Voraussetzung die Ecken des Simplizialkomplexes auf der Mannigfaltigkeit lie-
gen. Hier ist die Diskretisierung genauso, wie wir das aus anderen Verfahren, wie die
Finite-Differenzen-Methode, gewöhnt sind, da das
”
Punktintegral“ nichts weiter als die
Auswertung an eben diesem Punkt ist. Das heißt, liegt ein Skalarfeld u : M → R vor, so
ist das diskrete Skalarfeld ud : K
(0) → R an den Ecken definiert.
u(vi) = ψ(u)(vi) = ⟨ψ(u), vi⟩ = ud(vi) =: ui (2.9)
für alle vi ∈ K(0). Die Interpolation zurück zur Mannigfaltigkeit kann dann mittels linearer
Ansatzfunktionen erfolgen, die sich auf den Volumenelementen σn in gewohnter Weise
definieren, das heißt 1 auf einer ausgezeichneten Ecke und 0 auf den übrigen Ecken. In
dieser Arbeit werden wir uns größtenteils auf die Auswertung von 0-Formen beschränken.
Das reicht aus um skalarwertige oder vektorisierte skalarwertige Differentialgleichungen
höherer Ordnung zu diskretisieren.
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Dennoch sei hier auf die Auswertung von 1-Formen (Pfaffsche-Formen) eingegangen,
denn sie werden zum einen für spätere numerischen Betrachtungen und zum anderen für
die Behandlung von (Tangential-)Vektorproblemen noch interessant werden. Denn mittels
♭, beziehungsweise ♯, ist ein Isomorphismus zwischen Vektorfeldern und 1-Formen gegeben.
Betrachten wir hierzu eine 1-Form α ∈ Ω1(M) und die zugehörige diskrete Form αd =
ψ(α) ∈ Ω1d(M). Wie sind diese beiden Formen zu vergleichen? Beide geben zwar Antworten
in R aber die Differentialform nimmt einen Tangentialvektor und die diskrete Form eine
Kante als Eingabe. Dazu sei eine Kante σ1ε ∈ K der Länge 2ε gegeben und deren abstrakte
Kante sε ∈ L, die auf der Mannigfaltigkeit liegt. Siehe Abbildung 2.1. sε : (−ε, ε) → M
sei in Parameterform gegeben und zwar so, dass sε(0) = x0 ∈ M , ṡε(0) = v ∈ Tx0M
und x0 ∈ M ⊂ RN so gewählt, dass v parallel zur Kante σ1ε ist (Existenz folgt aus dem
Mittelwertsatz der Differentialrechnung). Ohne Einschränkung der Allgemeinheit sei v
der tangential Einheitsvektor in der umgebenen ξ-η-Ebene. Die Auswertung der diskreten
Form an der Kante σ1ε ergibt
αd(σ
1
ε) = ⟨ψ(α), sε⟩ =
∫
sε
α =
∫ ε
−ε
(α ◦ ṡε)(t)dt (2.10)
≈ 2εα(v) . (2.11)
Mit |σ1ε | = 2ε folgt
1
|σ1ε |
αd(σ
1
ε) = ”
αd(v)“ ≈ α(v) . (2.12)
αd(v) ist in Anführungszeichen gesetzt, da die diskreten Formen diese Schreibweise nicht
hergeben (v ∼= σ1ε/|σ1ε | /∈ K). Aber wir wollen hier auf unnötigen Formalismus verzichten
und uns ist klar, was damit gemeint ist. Das Integral wurde an t = 0 approximiert, also
mit der Mittelpunktsregel. Daher können wir abschätzen (siehe [Kno13, Kap. 7])
|
”
αd(v)“ − α(v)| ≤
(2ε)3
24
1
2ε
max
τ∈(−ε,ε)
⏐⏐⏐⏐d2(α ◦ ṡε)dt2 (τ)
⏐⏐⏐⏐
=
ε2
6
max
τ∈(−ε,ε)
⏐⏐⏐⏐d2(α ◦ ṡε)dt2 (τ)
⏐⏐⏐⏐ . (2.13)
Dies soll nicht heißen, dass die 1-Form α ∈ Ω1(M) mit mindestens Ordnung 2 approximiert
wird, denn im hinteren Faktor steckt noch immer die Größe ε. Zudem hängt sε stark von
der Geometrie der Mannigfaltigkeit ab. Wenn allerdings die Mannigfaltigkeit über der
Kante σ1ε flach wäre, dann ergibt sich sε(t) = tv für x0 = c(σ
1
ε) = 0⃗ (alle x0 erfüllen hier
ṡε(x0)∥σ1ε). Daraus folgt, dass
|
”
αd(v)“ − α(v)| ≤
ε2
6
max
τ∈(−ε,ε)
⏐⏐⏐⏐∂2αξ∂ξ2 (τv)
⏐⏐⏐⏐ , (2.14)
wobei αξ = α(
∂
∂ξ ) = α(v) die entsprechende (kovariante) Koordinatenfunktion von α ist.
Somit hätten wir Konsistenz der Ordnung 2 für den flachen Fall. In zukünftigen Arbeiten
müsste also
”
nur“ noch geklärt werden, mit welcher Ordnung eine
”
flache“ 1-Form aus
Ω1(σ1ε) eine ”
gekrümmte“ 1-Form aus Ω1(π(σ1ε)) ⊂ Ω1(M) approximiert.
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Abbildung 2.1: Das umliegende Koordinatensystem ist so gedreht, dass die Kante σ1ε und
die zugehörige abstrakte Kante sε in der ξ-η-Ebene liegen. Die übrigen (N−2) Dimensionen
zeigen aus der Bildebene heraus. π klebt die Kante auf die Mannigfaltigkeit, somit gilt
π(σ1ε) = sε.
Dagegen lässt sich für exakte 1-Formen tatsächlich eine Ordnung von 2 direkt abschätzen.
Sei eine exakte Form α ∈ Ω1(M) gegeben, das heißt es existiert ein f ∈ Ω0(M), sodass
α = df gilt. Mit dem Stokes Theorem (s. [AMR88, Kap. 7.2]) erhalten wir
1
|σ1ε |
αd(σ
1
ε) =
1
|σ1ε |
∫
sε
α =
1
2ε
∫
∂sε
f =
(f ◦ sε)(ε)− (f ◦ sε)(−ε)
2ε
. (2.15)
Wenn wir
(
x1, . . . , xn
)
als lokale Koordinaten der n-Mannigfaltigkeit am Punkt x0 wählen,
sodass x1 gerade die Standardkoordinate entlang der abstrakten Kante sε ist, mit v = ṡε(0)
als tangentialer Einheitsvektor, also für die dualen Basisvektoren gilt
dxi(v) =
⎧⎨⎩1 falls i = 10 sonst , (2.16)
dann ergibt sich am Punkt x0 = sε(0)
α(v) = (df) (v) =
n∑
i=1
∂f
∂xi
dxi(v) = ∇f · v = ∇f · ṡε =
d(f ◦ sε)
dt
(0) . (2.17)
Da (2.15) nichts weiter als der Zentrale Differenzenquotient von (2.17) ist, gilt
|
”
αd(v)“ − α(v)| = O(ε2) . (2.18)
Wir könnten nun auch ähnliche Betrachtungen für Differentialformen höheren Grades
anstellen, jedoch werden wir uns im praktischen Teil nur auf zweidimensionale Oberflächen
beschränken. Damit bleiben nur noch die 2-Formen übrig und diese unterscheiden sich we-
gen dem Hodge-Stern-Isomorphismus nur um einen geometrischen Faktor (und Syntax)
von den 0-Formen. Das heißt, wenn eine Riemannsche Mannigfaltigkeit vorliegt, mit me-
trischen Tensor g, dann gilt für alle 2-Formen f dx1 ∧ dx2 ∈ Ω2(M), dass
∗
(
f dx1 ∧ dx2
)
=
f√
|det(g)|
∈ Ω0(M) . (2.19)
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2.2 Äußere Ableitung
Wenn wir uns den de-Rham-Komplex anschauen, also die für eine n-Mannigfaltigkeit ein-
deutig festgelegte Sequenz
0 →→ Ω0(M)
d0 →→ Ω1(M)
d1 →→ . . .
dn−1→→ Ωn(M) →→ 0 (2.20)
mit den äußeren Ableitungen (Cartansche Ableitungen) di, dann kommt uns das irgend-
wie bekannt vor. Dieser Kokettenkomplex mit der Komplexeigenschaft d ◦ d ≡ 0 (auf
die Indizierung kann wieder verzichtet werden) ähnelt doch sehr dem simplizialen Ket-
tenkomplex aus Folgerung 1.2.7 mit dem Unterschied, dass die lineare Abbildung d
”
in
eine andere Richtung zeigt“, als der lineare Randoperator ∂. Und tatsächlich gibt es eine
Verbindung zwischen diesen beiden Komplexen. Es ist der Satz von Stokes ( [AMR88,
Kap.7.2], [Jän05, Kap.9]), der im vorherigen Abschnitt auch schon benutzt wurde. Wir
wollen ihn hier nochmal kurz niederschreiben.
Satz 2.2.1 (Satz von Stokes). Es sei U eine orientierte p-dimensionale berandete Man-
nigfaltigkeit und α ∈ Ωp−1(U) eine (p− 1)-Form mit kompaktem Träger. Dann gilt∫
U
dα =
∫
∂U
α . (2.21)
Dabei ist formal etwas Vorsicht geboten, denn α ist eine Differentialform auf U und nicht
auf dessen Rand. Deshalb müssen wir uns die Inklusionsabbildung ι : ∂U ↪→ U dazu denken
und nutzen die entlang dieser Abbildung zurückgezogene Differentialform ι∗α ∈ Ωp−1(∂U)
(Pullback). Das heißt ∫
∂U
α :=
∫
∂U
ι∗α . (2.22)
Diese Kurzschreibweise ist berechtigt, denn es gilt für alle x ∈ ∂U , dass
(ι∗α)x(v1, v2, . . . , vp−1) = αx(v1, v2, . . . , vp−1) . (2.23)
Und da beide Formen auf dem Rand lokal die gleichen Antworten in R liefern, spielt das
auch für die Integralauswertung keine Rolle.
Definition 2.2.2. Für eine Mannigfaltigkeit M und ein Primärgitter K heißt
d : Ωpd(K) → Ω
p+1
d (K)
ψ(α) ↦→ dψ(α) := ψ(dα)
(2.24)
diskrete äußere Ableitung.
Folgerung 2.2.3. Die diskrete äußere Ableitung lässt sich mit Hilfe des Satzes von Stokes
und dem Randoperator berechnen. Es sei αd = ψ(α) ∈ Ωpd(K) eine diskrete p-Form und
σ ∈ K(p+1) ein (p+ 1)-Simplex, dann gilt
⟨dαd, σ⟩ =
∫
πσ(σ)
dα =
∫
∂πσ(σ)
α =
∫
π∂σ(∂σ)
α = ⟨αd, ∂σ⟩ (2.25)
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mit πσ|∂σ = π∂σ. Deshalb bezeichnen wir (2.24) auch als Korandoperator. Des Wei-
teren ist Definition 2.2.2 repräsentantenunabhängig (Wohldefiniertheit), denn wenn wir
α1, α2 ∈ Ωp(M) mit ψ(α1) = ψ(α2) wählen, dann gilt für alle σ ∈ K(p+1), dass
⟨dψ(α1), σ⟩ = ⟨ψ(α1), ∂σ⟩ = ⟨ψ(α2), ∂σ⟩ = ⟨dψ(α2), σ⟩ . (2.26)
Bemerkung 2.2.4. Wir betrachten nun im Speziellen wieder ein zweidimensionales Pri-
märgitter K, beziehungsweise dessen Dualgitter csdK, falls K wohlzentriert ist. Da das
Dualgitter wiederum auch ein Primärgitter ist, gelten obige Definitionen dieses Abschnittes
auch auf diesem (vgl. Abschnitt 2.3). Somit ergeben sich Berechnungsformeln für 0- und
1-Formen, die in Tabelle 2.1 zusammengefasst sind.
Alleine mit der äußeren Ableitung ließe sich auf einer 2-Mannigfaltigkeit schon einiges
rechnen. Sie definiert uns nämlich den Gradienten eines (glatten) Skalarfeldes
∇ : C∞(M) → V∞(M)
f ↦→ (df)♯ =
[
g1
∂f
∂x1
, g2
∂f
∂x2
]T (2.27)
und die Rotation eines (glatten) (Tangential-)Vektorfeldes
rot : V∞(M) → C∞(M)
v⃗ =
[
v1, v2
]T ↦→ ∗d(v⃗)♭ = 1√
| det g|
(
∂g2v
2
∂x1
− ∂g1v
1
∂x2
)
(2.28)
für ein lokales orthogonales1 Koordinatensystem (x1, x2) mit Riemannmetrik g = diag (g1, g2),
wobei gi = (gi)
−1 (vgl. [NVW12]). Damit ergibt sich folgendes kommutatives Diagramm:
Ω0(M)
d →→ Ω1(M)
d →→
♯
↓↓
Ω2(M)
∗
↓↓
C∞(M) ∇
→→
id
↑↑
V∞(M)
rot
→→
♭
↑↑
C∞(M)
(2.29)
Die Übersetzungsisomorphismen ♯ (Sharp), zum
”
hinaufziehen der Indizes“, und ♭ (Flat),
zum “herunterziehen der Indizes“, sind gegeben durch
♯ : Ω1(M) → V∞(M)
v1dx
1 + v2dx
2 ↦→
[
g1v1, g
2v2
]T
=
[
v1, v2
]T (2.30)
und
♭ : V∞(M) → Ω1(M)[
v1, v2
]T ↦→ g1v1dx1 + g2v2dx2 = v1dx1 + v2dx2 . (2.31)
1o.E.d.A, da die riemannsche Metrik g lokal positiv definit und symmetrisch ist, also auch diagonali-
sierbar
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(Der Hodge-Stern-Isomorphismus für 2-Formen wurde schon in (2.19) angegeben.)
Um auch noch zwei weitere für die klassische Vektoranalysis wichtige Differentialope-
ratoren erster Ordnung zu diskretisieren, nämlich die Rotation für Skalarfelder (Rot) und
die Divergenz für Vektorfelder (Div), benötigen wir noch eine diskrete Version des Hodge-
Stern-Operators.
Darstellung Formel
σ1v0 v1
Für f ∈ Ω0d(K) und σ1 = [v0, v1] ∈ K gilt⟨
df, σ1
⟩
= f(v1)− f(v0) . (2.32)
σ12
σ10σ
1
1
σ2
Für α ∈ Ω1d(K) und σ2, σ10, σ11, σ12 ∈ K mit ∂σ2 =
∑2
i=0 σ
1
i gilt
⟨
dα, σ2
⟩
=
2∑
i=0
⟨
α, σ1i
⟩
(2.33)
⋆ σ1
σ20 σ
2
1 Für f ∈ Ω0d(csdK), σ20, σ21 ∈ K und ⋆σ1 ∈ ⋆K gilt⟨
df, ⋆σ1
⟩
= f(c(σ21))− f(c(σ20)) . (2.34)
v
⋆σ10
⋆σ11
⋆σ1m
⋆σ12 ⋆σ
1
m−1
Für α ∈ Ω1d(csdK) und ⋆v, ⋆σ1i ∈ ⋆K mit ∂(⋆v) =
∑m
i=0 ⋆σ
1
i
und σ1i ≻ v gilt
⟨dα, ⋆v⟩ =
m∑
i=0
⟨
α, ⋆σ1i
⟩
, (2.35)
wobei (m + 1) die Anzahl der Kanten ist, die v als Ecke
haben.
Tabelle 2.1: Formeln für die äußere Ableitung. Die Orientierungen der Kanten wurden
dabei so gewählt, dass möglichst wenig Vorzeichenwechsel entstehen.
2.3 Hodge-Stern-Operator
Betrachten wir ein Vektorfeld v⃗ :=
[
v1, v2
]T ∈ V∞(M) auf einer zweidimensionalen
geschlossenen Riemannschen Mannigfaltigkeit M mit lokalen orthogonalen Koordinaten(
x1, x2
)
und metrischem Tensor g = diag(g1, g2). Werten wir nun die zu v⃗ duale Differen-
tialform v⃗ ♭ ∈ Ω1(M) an dem tangentialen Basisvektor ∂
∂x1
∈ TxM am Punkt x ∈ M aus,
dann erhalten wir
v⃗ ♭
(
∂
∂x1
)
=
(
v1dx
1 + v2dx
2
)( ∂
∂x1
)
= v1 = g1v
1 (2.36)
als Antwort. Der in der orthogonalen ∂
∂x2
-Richtung gedrehte Basisvektor ∂
∂x1
(unter Bei-
behaltung der Länge
 ∂
∂x1

g
=
√
g1) ist
√
g1g2
∂
∂x2
∈ TxM , was sich entweder durch
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Nachrechnen überprüfen lässt oder sich auch als Ergebnis von
(
∗
(
∂
∂x1
)♭)♯
ergibt. Hierbei
merken wir schon, dass der Hodge-Stern-Operator durchaus auch eine anschauliche Seite
besitzt. Auf Oberflächen dreht er nämlich Vektorfelder in orthogonaler Richtung. Wird
auf die 1-Form v⃗ ♭ ebenfalls der Hodge-Stern-Operator angewendet, erhalten wir(
∗v⃗ ♭
)(√
g1g2
∂
∂x2
)
=
(√
| det(g)|
(
−v2dx1 + v1dx2
))(√
g1g2
∂
∂x2
)
=
√
g1g2
√
g1g2v
1 = g1v
1
= v⃗ ♭
(
∂
∂x1
) (2.37)
als Antwort auf den gedrehten Basisvektor. Wie die diskreten 1-Formen auf die Ba-
sisvektoren reagieren, wissen wir schon aus (2.12). Also gilt für die diskrete 1-Formen
ψ
(
v⃗ ♭
)
∈ Ω1d(K) beziehungsweise ψ
(
∗v⃗ ♭
)
∈ Ω1d(csdK)
1
|σ1|ψ
(
v⃗ ♭
)
(σ1) ≈ v⃗ ♭
(
∂
∂x1
)
=
(
∗v⃗ ♭
)(√
g1g2
∂
∂x2
)
≈ 1| ⋆ σ1|ψ
(
∗v⃗ ♭
)
(⋆σ1)
(2.38)
wobei σ1 ein 1-Simplex aus dem wohlzentrierten Primärgitter K ist. Der Punkt x ∈ M ,
an dem die Basisvektoren definiert sind, ist der Schnittpunkt der zugehörigen abstrakten
Simplizes, das heißt {x} = π(σ1)∩ π(⋆σ1). Die 2. Approximation in (2.38) auf der dualen
Kante erhalten wir ähnlich, wie schon in (2.12). Sei α := v1dx
1 + v2dx
2 = v⃗ ♭, dann ergibt
sich
∗α = −
√
g1g2v2dx
1 +
√
g1g2v1dx
2 (2.39)
Da in ∂
∂x2
-Richtung integriert wird, findet auch nur der zweite Summand Beachtung.
ψ (∗α) (⋆σ1) =
∫
π(⋆σ1)
√
g1g2v1dx
2 (2.40)
Des Weiteren sei eine Kurve sδ : [−δ1, δ2] → π(⋆σ1) ⊂ M gegeben, sodass sδ(−δ1) und
sδ(δ2) die beiden Endpunkte der abstrakten dualen Kante sind (| ⋆ σ1| = δ1 + δ2) und
x = sδ(0) ist der Schnittpunkt mit der abstrakten Kante π(σ
1), wobei ṡδ(0) =
√
g1g2
∂
∂x2
gelten soll. Damit lässt sich auch hier wieder das Integral am Punkt x approximieren.
ψ (∗α) (⋆σ1) =
∫ δ2
−δ1
(√
g1g2v1
)
(sδ(t))dx
2(ṡδ(t))dt
≈ | ⋆ σ1|v1 = | ⋆ σ1|(∗α)
(√
g1g2
∂
∂x2
) (2.41)
Die approximative Gleichung (2.38) ließe sich auch so lesen: Im Integralmittel ist die
Auswertung einer diskreten 1-Form auf einer Kante ungefähr gleich der Auswertung der
”
dualen“ diskreten Form auf der dualen Kante.
In [DHLM05] wird die Gleichheit als Bedingung gefordert und ist die Motivation für eine
Verallgemeinerung auf diskrete p-Formen.
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Definition 2.3.1. Der diskrete Hodge-Stern-Operator ∗ : Ωpd(K) → Ω
n−p
d (csdK) ist defi-
niert durch
(∗α)(⋆σp) = ⟨∗α, ⋆σp⟩ := | ⋆ σ
p|
|σp| ⟨α, σ
p⟩ = | ⋆ σ
p|
|σp| α(σ
p) (2.42)
für alle σp ∈ K. Wir werden im Folgenden auch hier nur kurz Ωn−pd (⋆K) für das Bild
∗Ωpd(K) ≤ Ω
n−p
d (csdK) schreiben.
Lemma 2.3.2. Definition 2.3.1 ist für M = |K| mit wohlzentrierten Primärgitter K
konsistent und für alle α ∈ Ωp(|K|) und σp ∈ K gilt die Abschätzung
|(∗ψ(α))(⋆σp)− ψ(∗α)(⋆σp)| ≤ |⋆σp| O
(
εσp + l̂⋆σp
)
. (2.43)
Wobei εσp der Umkreisradius von σ
p ist (speziell ist εσ0 = 0) und l̂⋆σp die Länge der
längsten Kante aller (n− p)-Simplizes der Kette ⋆σp, die c(σp) als Ecke haben. Für p = n
setzen wir l̂⋆σn := 0.
Beweis. Für 0 < p ≤ n sei die p-Form
α :=
∑
i1<...<ip
αi1...ipdx
i1 ∧ . . . ∧ dxip (2.44)
auf |K| mit den Koordinaten αi1...ip gegeben. Mit der Inklusionsabbildung ι : σp ↪→ |K|
und dass o.E.d.A.
(
x1, . . . , xp
)
die rechtwinkligen Koordinaten des von den Kante(n) von
σp ∈ K aufgespannten p-dimensionalen R-Vektorraums sind, gilt somit
ι∗α = α1...pdx1 ∧ . . . ∧ dxp ∈ Ωp(σp) . (2.45)
Auch hier werden wir wieder, aus schon weiter oben genannten Gründen, nur α statt ι∗α
für die zurückgezogene Differentialform schreiben. Zunächst wollen wir überprüfen, wie
gut sich die Integralauswertungen im Punkt c := c(σp) abschätzen lassen, da dies der
einzige gemeinsame Punkt von σp und ⋆σp ist. Dazu nutzen wir den Umkreisradius des
Simplexes σp
εσp := max
x∈σp
∥x− c∥ ≥ ∥x− c∥ (∀x ∈ σp) (2.46)
und einen Schritt Taylor für die Koordinatenfunktion:
||σp|α1...p(c)− ψ(α)(σp)| (2.47)
=
⏐⏐⏐⏐|σp|α1...p(c)− ∫
σp
α1...p(c) + (x− c)T∇α1...p(c) +O(ε2σp)dx1 ∧ . . . ∧ dxp
⏐⏐⏐⏐ (2.48)
=
⏐⏐⏐⏐∫
σp
(x− c)T∇α1...p(c)dx1 ∧ . . . ∧ dxp + |σp|O(ε2σp)
⏐⏐⏐⏐ (2.49)
≤
∫
σp
⏐⏐(x− c)T∇α1...p(c)⏐⏐ dx1 ∧ . . . ∧ dxp + |σp|O(ε2σp) (2.50)
≤
∫
σp
∥x− c∥∥∇α1...p(c)∥dx1 ∧ . . . ∧ dxp + |σp|O(ε2σp) (Cauchy-Schwarz) (2.51)
≤ ∥∇α1...p(c)∥
∫
σp
εσpdx
1 ∧ . . . ∧ dxp + |σp|O(ε2σp) (2.52)
≤ |σp|
(
∥∇α1...p(c)∥εσp +O(ε2σp)
)
(2.53)
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Für den diskreten Hodge-Stern erhalten wir somit
|(∗ψ(α))(⋆σp)− | ⋆ σp|α1...p(c)| =
| ⋆ σp|
|σp| ||σ
p|α1...p(c)− ψ(α)(σp)| (2.54)
≤ | ⋆ σp|
(
∥∇α1...p(c)∥εσp +O(ε2σp)
)
. (2.55)
Wenn p = 0 ist, dann gilt für α := f ∈ C∞(M) die Gleichheit
(∗ψ(f))(⋆σ0) = | ⋆ σ0|f(c) . (2.56)
Für die Dualkette ⋆σp mit 0 ≤ p < n lässt sich eine zu (2.53) ähnlich Abschätzung finden.
Dazu müssen wir erst ⋆σp ∈ Cp(⋆K) in seine elementaren (n− p)-Simplizes σ̂n−p mit der
passenden Orientierung zerlegen. Es sei dazu eine Zerlegung Sσp ⊆ (csdK)(n−p) gegeben,
sodass ∑
σ̂n−p∈Sσp
σ̂n−p = ⋆σp . (2.57)
Für alle
∗α =
∑
ip+1<...<in
(∗α)ip+1...indxip+1 ∧ . . . ∧ dxin ∈ Ωn−p(|K|) = Ωn−p(|csdK|) (2.58)
gilt wegen der stückweisen flachen Metrik g|σ̂n−p ≡ I auf allen σ̂n−p ∈ Sσp , dass
(∗α)ip+1...in = αi1...ip . (2.59)
Nun gilt weiter
|| ⋆ σp|α1...p(c)− ψ(∗α)(⋆σp)| =
⏐⏐⏐⏐⏐⏐
∑
σ̂n−p∈Sσp
|σ̂n−p|α1...p(c)−
∑
σ̂n−p∈Sσp
∫
σ̂n−p
∗α
⏐⏐⏐⏐⏐⏐ (2.60)
≤
∑
σ̂n−p∈Sσp
⏐⏐|σ̂n−p|α1...p(c)− ψ(∗α)(σ̂n−p)⏐⏐ . (2.61)
Anders als in (2.53) ist c eine Ecke von σ̂n−p = [c, v̂p+1, . . . , v̂n], das heißt wir nutzen
dessen längste Kante
lσ̂n−p := max
p<i≤n
∥v̂i − c∥ ≥ ∥x− c∥
(
∀x ∈ σ̂n−p
)
. (2.62)
Somit gilt die Abschätzung⏐⏐|σ̂n−p|α1...p(c)− ψ(∗α)(σ̂n−p)⏐⏐ ≤ |σ̂n−p| (∥∇α1...p(c)∥lσ̂n−p +O(l2σ̂n−p)) (2.63)
für die Summanden in (2.61). Mit der Länge der längsten in der Dualkette ⋆σp enthaltenen
Kante
l̂⋆σp := max
σ̂n−p∈Sσp
lσ̂n−p und
∑
σ̂n−p∈Sσp
|σ̂n−p| = | ⋆ σp| (2.64)
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folgt nun aus (2.61) und (2.63), dass
|| ⋆ σp|α1...p(c)− ψ(∗α)(⋆σp)| ≤ | ⋆ σp|
(
∥∇α1...p(c)∥l̂⋆σp +O(l̂2⋆σp)
)
. (2.65)
Wenn p = n ist, dann gilt für ∗α := fdx1 ∧ . . . ∧ dxn mit f ∈ C∞(M) die Gleichheit
ψ(∗α)(⋆σn) = f(c) . (2.66)
Somit erhalten wir insgesamt
|(∗ψ(α))(⋆σp)− ψ(∗α)(⋆σp)| ≤ |(∗ψ(α))(⋆σp)− | ⋆ σp|α1...p(c)| (2.67)
+ |ψ(∗α)(⋆σp)− | ⋆ σp|α1...p(c)| (2.68)
≤ | ⋆ σp|∥∇α1...p(c)∥
(
εσp + l̂⋆σp
)
(2.69)
+ | ⋆ σp|O(ε2σp + l̂2⋆σp) (2.70)
(speziell auch für p = 0 bzw. p = n) und damit die Behauptung.
Satz 2.3.3. Es sei K ein wohlzentriertes zweidimensionales Primärgitter mit |K| = M ,
das heißt die Mannigfaltigkeit M ist ein Polyeder, dann gilt für alle α ∈ Ωp(M) mit
0 ≤ p ≤ 2
|(∗ψ(α)− ψ(∗α)) (⋆σp)| ≤ O
(
ĥ3−pσp
)
(2.71)
wobei ĥσp := maxσ2≻σp hσ2 das Maximum aller Umkreisdurchmesser der anliegenden Drei-
eckelemente für p ∈ {0, 1} ist. Wenn p = 2 ist, dann setzen wir ĥσ2 := hσ2 .
Beweis. Die Aussagen folgen direkt aus Lemma 2.3.2 und den folgenden rein geometri-
schen Überlegungen:
p εσp l̂⋆σp | ⋆ σp|
= 0 = 0 = 12 ĥσ0 ≤ πl̂2⋆σ0 = 14πĥ2σ0
= 1 ≤ 12 ĥσ1 ≤ 12 ĥσ1 ≤ 2l̂⋆σ1 ≤ ĥσ1
= 2 = 12 ĥσ2 = 0 = 1
(2.72)
Dieser lokale Fehler für den diskreten Hodge-Stern-Operator lässt sich natürlich auch
global erweitern. Also für die diskrete Maximumsnorm
∥α∥∞ := max
σp∈K(p)
|α(σp)| (∀α ∈ Ωpd(K)) (2.73)
auf dem Primärgitter K gilt im obigen Fall
∥∗ψ(α)− ψ(∗α)∥∞ ≤ O
(
h3−p
)
(2.74)
mit h := maxσ2∈K hσ2 . Wie schon in Definition 1.2.3 kann der Sternoperator auf Ω
p
d(⋆K)
implizit definiert werden, sodass er die gleiche Eigenschaft wie sein stetiges Vorbild hat.
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Definition 2.3.4. Der diskrete Hodge-Stern-Operator ∗ : Ωpd(⋆K) → Ω
(n−p)
d (K) definiert
sich implizit über
∗ ∗ α = (−1)p(n−p)α (2.75)
für alle α ∈ Ωn−pd (K).
Dabei sei nochmal hervorgehoben, dass Ωpd(⋆K) gerade als surjektives Bild definiert
wurde und damit macht obige Definition auch Sinn, das heißt sie beschreibt tatsächlich
das Bild aller α̂ ∈ Ωpd(⋆K). Natürlich lässt sich daraus eine explizite Schreibweise ableiten.
Folgerung 2.3.5. Für alle diskreten p-Formen α̂ ∈ Ωpd(⋆K) und σ̂p = ⋆σn−p ∈ ⋆K gilt
(∗α̂)(⋆σ̂p) = ⟨∗α̂, ⋆σ̂p⟩ = |σ
n−p|
| ⋆ σn−p| ⟨α̂, σ̂
p⟩ = |σ
n−p|
| ⋆ σn−p| α̂(σ̂
p) . (2.76)
Beweis. Da für alle α̂ ∈ Ωpd(⋆K) ein α ∈ Ω
n−p
d (⋆K) existiert, sodass α̂ = ⋆α gilt, können
wir mit Hilfe der Definitionen 2.3.1 und 1.2.3 rechnen, dass
⟨∗α̂, ⋆σ̂p⟩ = (−1)p(n−p)(−1)p(n−p)
⟨
α, σn−p
⟩
=
|σn−p|
| ⋆ σn−p|
⟨
⋆α, ⋆σn−p
⟩
. (2.77)
Folgerung 2.3.6. Für M = |K| mit wohlzentrierten Primärgitter K ist der diskrete
Hodge-Stern-Operator nach Definition 2.3.4 ebenfalls konsistent mit
|(∗ψ(α̂))(σp)− ψ(∗α̂)(σp)| ≤ |σp| O
(
εσp + l̂⋆σp
)
(2.78)
für alle α̂ ∈ Ωn−p(M).
Beweis. Da der Hodge-Stern-Operator ein Isomorphismus auf den Differentialformen ist,
existiert ein α ∈ Ωp(M), sodass α̂ = ∗α gilt. Somit können wir die Abschätzung (2.43)
nutzen, denn es gilt
|[∗ψ(α̂)− ψ(∗α̂)] (σp)| = |σ
p|
| ⋆ σp| |[∗ ∗ ψ(α̂)− ∗ψ(∗α̂)] (⋆σ
p)| (2.79)
=
|σp|
| ⋆ σp| |[ψ(∗α)− ∗ψ(α)] (⋆σ
p)| (2.80)
≤ |σ
p|
| ⋆ σp| |⋆σ
p| O
(
εσp + l̂⋆σp
)
, (2.81)
da ∗α̂ = ∗ ∗ α = (−1)p(n−p)α und ∗ ∗ ψ(α̂) = (−1)p(n−p)ψ(α̂) gilt.
Auch hier können wir wieder den Spezialfall eines zweidimensionalen Polyeders be-
trachten.
Satz 2.3.7. Es sei K ein wohlzentriertes Zweidimensionales Primärgitter mit |K| = M ,
dann gilt für alle α̂ ∈ Ω2−p(M) mit 0 ≤ p ≤ 2
|(∗ψ(α̂)− ψ(∗α̂)) (σp)| ≤ O
(
ĥ1+pσp
)
(2.82)
für alle σp ∈ K.
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Beweis. Die Aussage folgt aus (2.78). Die geometrischen Größen εσp und l̂⋆σp können aus
der vorhergehenden Tabelle (2.72) entnommen werden. Die noch fehlenden (Abschätzun-
gen der) Volumina der Simplizes sind⏐⏐σ0⏐⏐ = 1⏐⏐σ1⏐⏐ = 2εσ1 ≤ ĥσ1⏐⏐σ2⏐⏐ ≤ π
4
ĥ2σ2 .
(2.83)
Letztere Abschätzung ließe sich auch so lesen, dass sich für eine p̂-Form α ∈ Ωp̂(M)
(lokal auf einem (2− p̂)-Simplex) ebenfalls eine Ordnung von (3− p̂) ergibt, wie schon in
(2.43).
Für eine allgemeine Definition der Rotation für Differentialformen
∗d : Ωp(M) → Ωn−p−1 (2.84)
ist ersichtlich, dass für die DEC-diskretisierte Rotation nur der Hodge-Stern-Operator
dabei einen Diskretisierungsfehler2 auf der exakten Form dα ∈ Ωp+1 verursacht, da wir
für die äußere Ableitung wegen des Stokes-Theorems keinen Fehler machen. Anders sieht
die Situation für die Koableitung
δ = (−1)np+1 ∗ d∗ : Ωp+1(M) → Ωp(M) (2.85)
aus, bei der wir zweimal den Hodge-Stern-Operators diskretisieren müssen. Im Übrigen ist
bei dem Studium der Koableitung für Differentialformen Vorsicht geboten, denn bezüglich
des inneren L2-Produktes
⟨⟨, ⟩⟩ : Ωp(U)× Ωp(U) → R
(α, β) ↦→ ⟨⟨α, β⟩⟩ =
∫
U
α ∧ ∗β
(2.86)
ist hier gerade δ der formal adjungierte Operator zu d, das heißt es gilt
⟨⟨dα, β⟩⟩ = ⟨⟨α, δβ⟩⟩ . (2.87)
In [AMR88] ist die Koableitung so definiert. In anderen Lektüren, wie zum Beispiel [Jän05],
ist −δ der adjungierte Operator. Das kann zu einiger Verwirrung führen. Deshalb einigen
wir uns, hier den in (2.85) angegeben Operator für die Koableitung zu verwenden.
Definition 2.3.8. Es sei K ein wohlzentriertes Primärgitter, dann ist mit T ∈ {K, ⋆K}
die diskrete Koableitung definiert durch
δ := (−1)np+1 ∗ d∗ : Ωp+1(T ) → Ωp(T ) . (2.88)
2ohne den geometrischen Fehler, d.h. M = |K|
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Beispiel 2.3.9 (Divergenz). Die Divergenz eines Vektorfeldes w⃗ ∈ V∞(M) auf einer
zweidimensionalen Mannigfaltigkeit M kann mit Hilfe der Koableitung berechnet werden
(s. [AMR88]), denn es gilt
Divw⃗ = −δw⃗ ♭ . (2.89)
Wobei bei einer Dimension n = 2, wie auch für alle anderen geraden Dimensionen, immer
gilt, dass δ = − ∗ d∗ ist. Wird nun eine 2-Mannigfaltigkeit M durch ein wohlzentriertes
Primärgitter K approximiert, dann können wir die Divergenz an einer Ecke v ∈ K nume-
risch berechnen. Sei dazu die diskrete 1-Form α := ψ(v⃗ ♭) ∈ Ω1d(K) gegeben. Dann ergibt
sich die diskrete Divergenz zu
v
⋆σ10
⋆σ11
⋆σ1m
⋆σ12 ⋆σ
1
m−1
⟨−δα, v⟩ = ⟨∗d ∗ α, v⟩
=
1
|⋆v| ⟨d ∗ α, ⋆v⟩
=
1
|⋆v|
m∑
i=0
⟨
∗α, ⋆σ1i
⟩
=
1
|⋆v|
m∑
i=0
⏐⏐⋆σ1i ⏐⏐⏐⏐σ1i ⏐⏐ ⟨α, σ1i ⟩ .
(2.90)
Bemerkung 2.3.10 (zur Implementierung). Prinzipiell können alle hier vorgestellten
Operatoren als Matrizen implementiert werden, da sie linear sind. In [DKT05] und [ES05]
wird dies zum Beispiel vorgeschlagen. Das wollen wir hier nicht machen, da in Zukunft
auch nichtlineare Terme behandelt und das Interface und die Methodik von AMDiS ge-
nutzt werden sollen. Das heißt FEM-typisch werden die Operatoren auf den Dreieckele-
menten aufgestellt und bilden somit Elementmatrizen, die dann erst zu einer Systemma-
trix aufassembliert werden. Da AMDiS von Haus aus eine geeignete Speicherstruktur für
skalarwertige oder vektorisierte skalarwertige Probleme mitbringt, müssen intern nur die
FEM-Operatoren durch geeignete DEC-Operatoren ausgetauscht werden. Die Problemfor-
mulierung, das Aufaddieren der Elementmatrizen, sowie das Lösen des Gleichungssystems
bleibt somit im Ursprünglichen Zustand erhalten. Es ist somit unter Umständen sogar
möglich, Differentialgleichungssysteme mit DEC und FEM in einer einzelnen hybriden
Problemformulierung gemischt zu lösen.
Fazit. Auf einer 2-Mannigfaltigkeit lässt sich noch ein weiterer, aus der klassischen Vek-
toranalysis bekannter, Ableitungsoperator mit Hilfe der Koableitung darstellen. Für alle
f ∈ C∞(M) definiert sich die Rotation über
(δ (∗f))♯ = − (∗df)♯ =: −Rotf . (2.91)
Damit können wir analog zu (2.29) zusammenfassend den Kettenkomplex mit den zu-
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gehörigen Skalar-/Vektorfeldübersetzungsisomorphismen aufstellen:
Ω0(M)
id
↓↓
Ω1(M)
δ
←←
♯
↓↓
Ω2(M)
δ
←←
C∞(M) V∞(M)Div←←
♭
↑↑
C∞(M)-Rot←←
∗
↑↑
(2.92)
Nach dem Baukastenprinzip ließen sich somit alle linearen Differentialgleichungen endli-
cher Ordnung diskretisieren. Um auch nichtlineare Terme wie die Kontraktion (inneres
Produkt) iv⃗α ∈ Ωp−1(M) oder die Lie-Ableitung Lv⃗α ∈ Ωp(M) für v⃗ ∈ V∞(M) und
α ∈ Ωp(M) darzustellen, benötigen wir noch das diskrete Dachprodukt ∧. In [DHLM05]
werden zwei diskrete Dachprodukte auf Ωpd(K)×Ω
q
d(K) bzw. Ω
p
d(⋆K)×Ω
q
d(⋆K) für p+q ≤ n
vorgestellt, welche, wie auch das Dachprodukt für Differentialformen, antikommutativ sind
und die Leibnitzregel (Produktregel) bzgl. der äußeren Ableitung erfüllen. Allerdings sind
sie im Allgemeinen nicht assoziativ im Gegensatz zum stetigen Vorbild. In [MMP+11] gibt
es einen anschaulichen Ansatz zur Diskretisierung der Kontraktion. Damit könnten wir
auch ohne Dachprodukt über Cartans
”
magische“ Formel
Lv⃗α = iv⃗dα+ div⃗α (2.93)
als algebraische Bedingung eine diskrete Lie-Ableitung erhalten. Folglich wäre es zum
Beispiel auch möglich den Jacobian
J (ψ,∆ψ) = ∗dLu⃗u⃗ ♭ (2.94)
mit dem Strömungsfeld u = Rotψ ∈ V∞(M) und der Stromfunktion ψ ∈ C∞(M), wie er in
der Wirbelgleichung in [NVW12] vorkommt, numerisch mit Hilfe des DECs als skalarwerti-
ges Problem zu behandeln. Auch eine direkte Diskretisierung des Konvektionstermes Lu⃗u⃗ ♭
in den Navier-Stokes-Gleichungen (vgl. [AMR88, Kap.8]) wäre denkbar. Die Schwierig-
keit an dem resultierenden (Tangential-)Vektorproblem ist, dass wir noch keine diskreten
Übersetzungsisomorphismen ♯ und ♭ haben. Diese gilt es in zukünftigen Arbeiten sinnvoll
zu entwickelt. Erste Ansätze dazu finden sich zum Beispiel in [Hir03]. Vorher müssten
allerdings noch fundamentale implementiertechnische Fragen gestellt werden. Wollen wir
mit 1-Formen oder mit Vektorfeldern speicherintern arbeiten und bei Bedarf die Indizes
herrauf bzw. herunter ziehen? Und wie wollen wir speichern? Bei 1-Formen ist das klar.
Im diskreten definieren sie sich über die Werte auf den Kanten, das heißt ein Freiheitsgrad
auf jeder Kante. Bei Vektorfeldern wird es da schon schwieriger. Am sichersten ist es,
diese auf den Dreieckelementen zu speichern (effektiv 2 Freiheitsgrade pro Element), da es
dort einen eindeutigen Tangentialraum auf dem Polytop gibt. Tangentialvektoren auf den
Ecken zu speichern, wie es im flachen Fall üblich ist, wird zu Problemen führen, da auf den
Ecken kein eindeutiger Tangentialraum definiert ist. Eine Mittelung der umliegenden Tan-
gentialräume der anliegenden Dreiecke (oder auch Kanten) scheint doch recht willkürlich
zu sein und könnte zu einem nicht lösbaren Gleichungssystem führen. Es müssen, für ein
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eigentlich zweidimensionales Problem, drei Freiheitsgrade für die Ecken angesetzt wer-
den, was zu einem überbestimmten System führen könnte. Auf jeden Fall würde es die
(dünnbesetzte) Systemmatrix unnötig
”
aufblähen“.
Wir haben gezeigt, dass für ein immer feiner werdendes wohlzentriertes Primärgitter
der diskrete Hodge-Stern-Operator gegen den Hodge-Stern-Operator für Differentialfor-
men auf dem zugehörigen Polytop konvergiert. Offen für zukünftige Arbeiten bleibt die
Frage, wie gut denn überhaupt eine Differentialform auf einem Polytop eine Differential-
form auf einer glatten Mannigfaltigkeit zu approximieren vermag und in welchem Sinne.
Auf dem Primärgitter ließe sich diese Frage noch am einfachsten beantworten, da dort auf
einem Simplex, nach dem Mittelwertsatz der Differentialrechnung, der Tangentialraum am
wenigsten einem Punkt auf dem zugehörigen abstrakten Simplex übereinstimmt, d.h. dort
hätten wir zumindest einen gemeinsamen Vektorraum zum Vergleichen. Für ein Simplex
auf dem Dualgitter, wie wir es für den Hodge-Stern-Operator bräuchten, scheint die Situa-
tion schwieriger, da hier im Allgemeinen die Ecken nicht auf der Mannigfaltigkeit liegen
und es somit noch unklar ist, ob sich überhaupt ein gemeinsamer Tangentialraum finden
lässt. Weitere Möglichkeiten zum Vergleichen für zweidimensionale Probleme sind zum
einen den Ambienteraum R3 zu nutzen, in welchem M und |K| eingebettet sind. Hier ist
die Schwierigkeit, dass zum Beispiel der Hodge-Operator 1-Formen auf 2-Formen abbildet.
Das heißt, es muss im Limes auch sichergestellt werden, dass ∗ auch die gleiche Wirkung
im R3 wie auch auf M und |K| hat. Ist die Klebeabbildung π : |K| →M bekannt, so ließe
sich auch mit der zurückgezogenen Form π∗α ∈ Ωp(|K|) argumentieren für ein α ∈ Ωp(M).
Für die äußere Ableitung spielt das keine Rolle da hier immer d ◦ π∗ = π∗ ◦ d gilt. Die
äußere Ableitung ist aber auch metrikunabgängig. Der Hodge-Stern-Operator ist das im
Allgemeinen nicht und damit haben wir solch eine Invarianz gegenüber dem Pullback für
eine nichtisometrische Abbildung π auch nicht.
2.4 Laplace-Operator
Zielsetzung. Wenn es um Numerik partieller Differentialgleichungen geht, liegt der Schwer-
punkt oftmals auf der Diskretisierung des Laplace-Operators bzw. Gleichungen der Form
∆u = F (u) (2.95)
mit zum Beispiel linearem F und Skalarfeld oder Vektorfeld u. Auch zeitabhängige Pro-
bleme, die durch eine Methode der Wahl in der Zeit diskretisiert werden und somit in
jedem Zeitschritt auch in die Kategorie (2.95) passen, sind denkbar.
Wir werden hier den Laplace-Operator für skalare Größen diskretisieren, um einen
diskreten Laplace-Beltrami-Operator zu erhalten und diesen in der Poisson-Gleichung als
Minimalbeispiel testen. Des Weiteren kann der Laplace-Operator auch zur Bestimmung
der mittleren Krümmung benutzt werden, wie wir in 3.2 noch sehen werden. Da hier Ober-
flächen ohne Rand betrachtet werden, wird auch keine Behandlung von Randbedingungen
benötigt.
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2.4.1 Laplace-Beltrami-Operator
Wer sich mit Differentialoperatoren auf Mannigfaltigkeiten beschäftigt, wird bald feststel-
len, dass es einen ganzen Zoo von Laplace-Operatoren gibt. Da es hier um das äußere
Kalkül geht, werden wir hier und im Folgenden den Laplace-de-Rham-Operator, auch
Hodge-Laplace-Operator genannt, benutzen, denn er definiert sich auf p-Formen und bil-
det auch auf diese wieder ab.
∆dR := dδ + δd : Ω
p(M) → Ωp(M) (2.96)
Speziell für 0-Formen ergibt sich ∆dR = δd, da die Koableitung 0-Formen auf 0 abbildet.
Das ist gerade der negative Laplace-Beltrami-Operator
∆Bf := Div∇f = −δdf = −∆dRf (2.97)
für eine Funktion f ∈ C∞(M). Wegen der unterschiedlichen Vorzeichen des Laplace-
Beltrami-Operators und des Laplace-de-Rham-Operators für 0-Formen ist Vorsicht gebo-
ten, da dies Grund zur Verwirrung sein könnte. Mit einer Riemann-Metrik g ergibt sich
somit
∆Bf =
1√
|det g|
n∑
i,j=1
∂
∂xj
(
gij
√
|det g| ∂f
∂xi
)
. (2.98)
Für eine zweidimensionale Mannigfaltigkeit mit orthogonalen Koordinaten und positiv
definiter Metrik g = diag (g1, g2) lässt sich die Formel vereinfachen zu
∆Bf =
√
g1g2
(
∂
∂x1
(√
g1g2
∂f
∂x1
)
+
∂
∂x2
(√
g1g2
∂f
∂x2
))
. (2.99)
Der diskrete Laplace-Beltrami-Operator soll der durch (2.97) DEC-diskretisierte Opera-
tor sein. In Beispiel 2.3.9 wurde die Divergenz an einer Ecke v ∈ K schon beschrieben,
ebenso die Ableitung an einer Kante in (2.32). Damit ergibt sich zusammenfassend (vgl.
Abbildung 2.2)
∆B,df(v) := ⟨∆Bf, v⟩ =
1
|⋆v|
∑
σ1≻v
⏐⏐⋆σ1⏐⏐
|σ1|
⟨
df, σ1
⟩
=
1
|⋆v|
∑
σ1=[v,vi]
⏐⏐⋆σ1⏐⏐
|σ1| (f(vi)− f(v)) .
(2.100)
Der zusätzliche Index d soll hervorheben, dass der Operator diskret ist. In der Schreibweise
der dualen Paarung ist diese zusätzliche Indizierung nicht notwendig.
Bemerkung 2.4.1. Der in (2.100) beschriebene diskrete Laplace-Operator ist nicht neu.
In [SAM68] wurde er zum Beispiel schon auf einer quasi-uniform triangulierten Sphäre
benutzt. Dort wird als Grundgitter ein Ikosaeder heran gezogen, der die Sphäre approxi-
miert. Daraufhin werden die 20 Dreiecke gleichmäßig unterteilt. Solch eine Triangulation
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v
v0
v1 vm
vm−1v2
β0mα01
Abbildung 2.2: 1-Ring um v mit m+ 1
Dreieckelementen. Die gepunkteten
1-Simplizes sind die zu den Kanten
[v, vi] dualen Kanten. α01 und β0m sind
die in (2.102) verwendeten und zur Ecke
v0 gehörigen Winkel.
v
v0
v1
v2
v3
l
l
Abbildung 2.3: Flacher 1-Ring um v mit
4 rechteckigen Dreieckelementen. Die
dicht gepunkteten 1-Simplizes sind die
zu den Kanten [v, vi] dualen Kanten.
Die dünn gepunkteten Linien deuten ein
äquidistantes Rechteckgitter an.
werden wir später auch verwenden, wenn wir auf der Sphäre rechnen wollen. Der Kon-
text in [SAM68] ist allerdings nicht durch das äußere Kalkül motiviert, sondern ist Folge
eines eher anschaulicheren Ansatzes. Denn der Laplace-Operator kann an v approximiert
werden, als den Fluss von ∇f , der aus der Voronoi-Zelle hinausfließt.
Div∇f = lim
|⋆v|→0
(
1
|⋆v|
∫
∂⋆v
∇f · n⃗dS
)
≈ 1|⋆v|
∑
σ1=[v,vi]
∫
⋆σ1
1
|σ1| (f(vi)− f(v)) dS
= ∆B,df(v)
(2.101)
Auch in [MDSB03] wird der hier hergeleitete diskrete Laplace-Beltrami verwendet und mit
anderen diskreten Operatoren verglichen. Zudem ist er eine Approximation der Ordnung
2, welches in [Xu04] gezeigt wird. In beiden Artikeln ist er allerdings als
”
Cotan-Formel“
beschrieben, das heißt (vgl. Abbildung 2.2)
∆Bf(v) ≈
1
|⋆v|
m∑
i=0
cotαii+ + cotβii−
2
(f(vi)− f(v)) (2.102)
wobei i+ und i− der Nachfolger bzw. Vorgänger von i modulo (m + 1) ist. Es lässt sich
leicht geometrisch zeigen, dass im Dreieck σ2 :=
[
v, vi, vi+
]
cotαii+ =
⏐⏐⋆σ1 ∩ σ2⏐⏐
1
2 |σ1|
(2.103)
gilt für σ1 := [v, vi] ≺ σ2, analog für βii− . Somit ist der diskrete Operator in (2.102) auch
wirklich gleich unserem hergeleiteten diskreten Laplace-Beltrami-Operator.
Um die Nähe zur Finiten-Differenzen-Methode (FDM) zu zeigen, lassen wir hier auch
die Wohlzentriertheit im Limes, also rechtwinklige Dreiecke, zu. Betrachten wir nun einen
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flachen 1-Ring um v mit vier rechtwinkligen Dreiecken, die alle die Kathetenlänge l haben
(vgl. Abbildung 2.3). Dann haben alle Kanten, die v als Anfang haben und auch dessen
Voronoi-Kanten, die Länge l. Die Voronoi-Zelle ⋆v hat den Flächeninhalt l2. Somit ergibt
sich
⟨∆Bf, v⟩ =
1
l2
(f(v0) + f(v1) + f(v2) + f(v3)− 4f(v)) , (2.104)
welches der aus der FDM wohlbekannte 5-Punkte-Stern zur Diskretisierung des Laplace-
Operators auf äquidistanten Gittern ist.
2.4.2 Implementierung
Da ∆B,df nichts weiter als eine Linearkombination der Auswertungen von f an den Kno-
ten von K ist, ließe sich der diskrete Laplace-Beltrami-Operator auch elementweise durch
Traversierung über alle Dreiecke berechnen. Wenn wir zudem voraussetzen, dass wir re-
chentechnisch auf einem σ2 ∈ K nichts weiter über alle anderen Dreiecke K(2) \
{
σ2
}
wissen, dann kennen wir auch den Flächeninhalt |⋆vi| für eine Ecke vi ≺ σ2 nicht. Deshalb
werden wir den Hodge-Operator auf den Laplace-Operator anwenden und somit ⋆∆B,df
auf der Voronoi-Zelle vi als duale Aufgabe berechnen, denn der Flächeninhalt von ⋆vi
kürzt sich somit raus:
⟨∗∆Bf, ⋆vi⟩ =
∑
σ1=[vi,vj ]
⏐⏐⋆σ1⏐⏐
|σ1| (fj − fi) . (2.105)
=
∑
σ2=
[
vσ
2
0 ,v
σ2
1 ,v
σ2
2
]
vσ
2
0 =vi
∑
l=1,2
Cσ
2
0,l
(
fσ
2
l − fσ
2
0
)
. (2.106)
mit fi := [fh]i := f(vi) (0 ≤ i < Nσ0) beziehungsweise fσ
2
l :=
[
fσ
2
]
l
:= f(vσ
2
l ) (l = 0, 1, 2)
und den Koeffizienten
Cσ
2
k,l = C
σ2
l,k =
⏐⏐⏐⋆ [vσ2k , vσ2l ] ∩ σ2⏐⏐⏐⏐⏐⏐[vσ2k , vσ2l ]⏐⏐⏐ (2.107)
für alle k, l = 0, 1, 2 und l ̸= k. Das elementweise aufsummieren ist korrekt, da für
σ1 = [vi, vj ], σ
2
0 ≻ σ1 und σ21 ≻ σ1 gilt, dass (vgl. Abbildung 2.4)⏐⏐⋆σ1⏐⏐ = ⏐⏐⏐⋆ [vσ200 , vσ201 ] ∩ σ2⏐⏐⏐+ ⏐⏐⏐⋆ [vσ210 , vσ212 ] ∩ σ2⏐⏐⏐ (2.108)⏐⏐σ1⏐⏐ = ⏐⏐⏐[vσ200 , vσ201 ]⏐⏐⏐ = ⏐⏐⏐[vσ210 , vσ212 ]⏐⏐⏐ . (2.109)
Wenn wir nun den Laplace-Beltrami an allen Ecken vσ
2
l eines Dreieckelements σ
2 berech-
nen, können wir den Anteil der rechten Seite der Gleichung (2.106) für die drei Ecken auf
σ2 zusammenfassen zu⎡⎢⎢⎢⎣
−
(
Cσ
2
01 + C
σ2
02
)
Cσ
2
01 C
σ2
02
Cσ
2
01 −
(
Cσ
2
01 + C
σ2
12
)
Cσ
2
12
Cσ
2
02 C
σ2
12 −
(
Cσ
2
02 + C
σ2
12
)
⎤⎥⎥⎥⎦
⎡⎢⎣f
σ2
0
fσ
2
1
fσ
2
2
⎤⎥⎦ =: Aσ2fσ2 (2.110)
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vi = v
σ20
0 = v
σ21
0
vj = v
σ20
1 = v
σ21
2
v
σ21
1v
σ20
2 σ1
⋆σ1 ∩ σ21⋆σ1 ∩ σ20
Abbildung 2.4: Zwei benachbarte Dreiecke (links σ20, rechts σ
2
1), die sich die gemeinsame
Kante σ1 = [vi, vj ] teilen. Die Ecken sind lokal nummeriert. Die Länge von ⋆σ
1 ergibt sich
aus dessen beiden 1-Simplizes.
mit der symmetrischen Elementmatrix Aσ
2 ∈ R3×3 und dem Elementvektor fσ2 ∈ R3. Da
das Primärgitter aus Nσ0 Ecken besteht, lässt sich die Elementmatrix, unter Beachtung der
lokalen und globalen Nummerierung der Ecken, auf eine (Nσ0 ×Nσ0)-Matrix Āσ
2
erweitern,
sodass
[
Āσ
2
]
ij
=
⎧⎨⎩
[
Aσ
2
]
kl
,falls vi = v
σ2
k und vj = v
σ2
l ,
0 sonst .
(2.111)
Für die Systemmatrix
A :=
∑
σ2∈K
Āσ
2 ∈ RNσ0×Nσ0 (2.112)
gilt somit
Afh = [⟨∗∆Bf, ⋆vi⟩]0≤i<Nσ0 . (2.113)
Da A dünnbesetzt ist, können geeignete Löser gewählt werden, falls fh unbekannt und die
rechte Seite bekannt ist.
Für die Implementierung in AMDiS müssen somit nur die Elementmatrizen Aσ
2
berech-
net werden (siehe Algorithmus 5.2.2). Die Assemblierung der Systemmatrix übernimmt
AMDiS von Haus aus.
2.4.3 Beispiel: Poisson-Gleichung
Wie wir im letzten Abschnitt gesehen haben, führt uns das kontinuierliche Problem
∆Bw = g (2.114)
für w, g ∈ C∞(M) mit Hilfe eines DEC zum diskreten Problem
Awh = g̃h (2.115)
mit wh, dem Vektor der Freiheitsgrade, und der rechten Seite
[g̃h]i = ⟨∗g, ⋆vi⟩ = |⋆vi| g(vi) =
∑
σ2≻vi
⏐⏐⋆vi ∩ σ2⏐⏐ g(vi) . (2.116)
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Somit kann hier ebenfalls die rechte Seite elementweise ohne Kenntnisse der anderen Drei-
eckelementen berechnet werden.
Beispiel 2.4.2 (Einheitssphäre). Für die Parametrisierung der (Einheits)Sphäre, das
heißt die Abbildung von lokalen Koordinaten (u, v) in globalen R3-Koordinaten (x, y, z),
und den Laplace-Beltrami-Operator in lokalen Koordinaten siehe Appendix 5.4.1. Auf der
Sphäre ist
w := sinu cosu cos v = xz (2.117)
eine Lösung des Eigenwertproblems
∆Bw = λw (2.118)
zum Eigenwert λ = −6, denn
∆Bw = cot
(
cos2 u− sin2 u
)
cos v − 4 sinu cosu cos v − 1
sin2 u
sinu cosu cos v (2.119)
= cosu cos v
(
1
sinu
(
1− 2 sin2 u
)
− 4 sinu− 1
sinu
)
(2.120)
= −6 sinu cosu cos v = −6w . (2.121)
Das heißt wir kennen die exakte Lösung des Problems (in globalen Koordinaten)
∆Bw = −6xz (2.122)
auf der Sphäre zum vergleichen. Durch fehlende Randbedingungen lässt sich dieses Pro-
blem nicht eindeutig lösen, da jede beliebige harmonische Funktion wH ∈ C∞(M) (also
∆BwH = 0) zur Lösung hinzuaddiert werden könnte und die Summe immer noch Lösung
des Problems wäre. Hier im Speziellem heißt das
∆B (w + wH) = −6xz . (2.123)
Es müssten also je nach Problemstellung ein oder mehrere zusätzliche Bedingungen gestellt
werden, um die Eindeutigkeit zu erzwingen. Da das nicht Bestandteil dieser Arbeit sein
soll, werden wir die Differentialgleichung (2.122) einfach umschreiben zu
∆Bw + w = −5xz . (2.124)
Als Primärgitter nutzen wir einen verfeinerten Ikosaeder. Dabei werden die einzelnen Iko-
saederflächen gleichmäßig unterteilt. Es zeigt sich, das Cinema4D (siehe [Eck09]), eine
3D-Grafiksoftware, hier sehr gute Gitter erstellt. Der globale Verfeinerungsmechanismus
von AMDiS kann leider nicht genutzt werden, da im Allgemeinen, durch Halbierung der
Dreieckelemente, keine wohlzentrierten und damit zulässigen Primärgitter entstehen. Das
Problem wurde sowohl mit DEC als auch FEM (mit linearen Ansatzfunktionen) numerisch
berechnet. Wie wir in Abbildung 2.6 sehen, ist die DEC-Lösung etwas besser als die der
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FEM. Auffällig bei der FEM-Lösung ist, dass die maximalen Fehler sich bei den Defek-
ten3 befinden. Dieses Lösungsverhalten ist bei einer naiven FEM-Diskretisierung häufiger
zu beobachten und spiegelt sich auch im Konvergenzverhalten bezüglich der Maximums-
norm wieder, wie wir in Tabelle 2.3 sehen können. h ist hierbei wieder der maximale
Umkreisdurchmesser aller Dreiecke des Primärgitters. DOFs= Nσ0 bezeichnet die Anzahl
der Freiheitsgrade und damit die Anzahl der Ecken bei nur einer gesuchten skalarwertigen
Größe. Err ist der relative Fehler, das heißt
Err :=
∥wh − w∥
∥w∥
(2.125)
in der jeweiligen Norm. Dabei wurde zum einen die Maximumsnorm (vgl. 2.73) als auch
die diskrete L2-Norm verwendet, die in AMDiS schon implementiert ist. EOC ist die
experimentelle Konvergenzordnung (Experimental Order of Convergence)
EOC :=
log Err
h1

Err
h2

log h1h2
(2.126)
mit zwei verschiedenen maximalen Umkreisdurchmessern h1 < h2. Wie in den Tabellen 2.2
und 2.3, beziehungsweise in der Abbildung 2.5, zu sehen ist, liefert die DEC-Diskretisierung
ein leicht besseres Ergebnis als die der FEM. In der L2-Norm ist die experimentelle Konver-
genzordnung bei beiden Verfahren etwa 2. Lediglich in der Maximumsnorm hat der DEC
ein besseres Konvergenzverhalten als die FEM, was an den oben schon angesprochenen
FEM-Verhalten an den Gitterdefekten liegt. Bei beiden Verfahren wurde der BiCGStab2-
Algorithmus (s. [Gut93]) zum lösen der linearen Gleichungssysteme benutzt, mit einer
Abbruchstoleranz von 1.0E-10.
DOFs h Err2 EOC Err∞ EOC
1002 0.152342 4.52E-03 4.67E-03
1962 0.108972 2.30E-03 2.0087025407 2.37E-03 2.0225601077
5292 0.0663925 8.54E-04 2.0038033504 8.81E-04 1.9995573186
10242 0.0477329 4.41E-04 2.0017080311 4.55E-04 2.0002292995
25002 0.0305541 1.81E-04 2.0007499329 1.86E-04 2.0008136244
50412 0.0215183 8.96E-05 2.0003571238 9.25E-05 1.999641636
100002 0.0152791 4.52E-05 2.0004212967 4.66E-05 2.0004803364
249642 0.00967015 1.81E-05 1.9999410149 1.87E-05 1.9997695362
Tabelle 2.2: (Sphäre) Problem (2.124) mit DEC numerisch gelöst.
3Als Defekt bezeichnen wir bei hexagonal-dominierten Gittern die Ecken, die nicht einen 1-Ring aus 6
Dreieckelementen besitzen.
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DOFs h Err2 EOC Err∞ EOC
1002 0.152342 7.01E-03 8.65E-03
1962 0.108972 3.59E-03 1.9994601718 4.55E-03 1.9176164215
5292 0.0663925 1.33E-03 1.9996567336 1.77E-03 1.9090696932
10242 0.0477329 6.89E-04 1.9999112249 9.40E-04 1.9144389991
25002 0.0305541 2.82E-04 1.9999058673 3.99E-04 1.9186042595
50412 0.0215183 1.40E-04 1.9999668347 2.04E-04 1.9208126876
100002 0.0152791 7.06E-05 2.0002360283 1.05E-04 1.9236661471
249642 0.00967015 2.83E-05 1.9998409049 4.37E-05 1.9256432951
Tabelle 2.3: (Sphäre) Problem (2.124) mit FEM numerisch gelöst.
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Abbildung 2.5: Log-Log-Fehlerplot für Problem (2.124) auf der Sphäre. (Fehler Err2 und
Errmax = Err∞ für die DEC-Diskretisierung liegen in beiden Bildern übereinander.)
Beispiel 2.4.3 (Torus). Die verwendete Parametrisierung für den Torus in lokalen Koor-
dinaten (t, p), sowie der sich somit ergebende Laplace-Beltrami-Operator kann im Appen-
dix 5.4.2 nachgelesen werden. Als Torusradien nutzen wir r = 0.5 und R = 2.0. Für das
Primärgitter wurde ein Schlauch verwendet, der um 4π verdrillt und am Anfang und Ende
miteinander verbunden wurde. Somit konnte bezüglich des maximalen Winkels ein recht
hochwertiges Torusgitter mit vollständig hexagonaler Struktur erzeugt werden. Geben wir
uns die Funktion
w := cos2 t =
x2
x2 + y2
(2.127)
vor mit globalen kartesischen R3-Koordinaten (x, y, z). Für den Laplace-Operator ergibt
sich nun
∆Bw = −
2
(
cos2 t− sin2 t
)
(R+ r cos p)2
= −2 x
2 − y2
(x2 + y2)2
. (2.128)
Wie schon im letzten Beispiel formulieren wir die Aufgabe etwas um, damit sich kein
schlecht gestelltes Problem ergibt. Da
−2 x
2 − y2
(x2 + y2)2
=
2y2
(x2 + y2)2
− 2
x2 + y2
w (2.129)
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Abbildung 2.6: Oben links: Für eine Ikosaederfläche sind die maximalen Winkel zu sehen.
Oben rechts: Numerische Lösung des Problems (2.124) auf der Sphäre (1002 DOFs). Unten
links: Lokaler Fehler der DEC-Lösung (Farben mit rechter Abbildung gleichskaliert). Unten
rechts: Lokaler Fehler der FEM-Lösung, auffällig ist der maximale Fehler am Defekt.
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Abbildung 2.7: Links: Gitter mit maximalen Winkeln. Die dicke schwarze geschlossene Kur-
ve auf dem Torus deutet die die Verdrillung des Torusschlauches um 4π an. Im Ursprungs-
gitter war diese Kurve
”
gerade“, d.h. nur abhängig vom Winkel t. Rechts: Numerische
Lösung des Problems (2.130) auf dem Torus (1360 DOFs).
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gilt, soll unser hier behandeltes Problem
∆Bw +
2
x2 + y2
w =
2y2
(x2 + y2)2
(2.130)
sein (vgl. Abbildung 2.7).
Die FEM ergibt leicht bessere Ergebnisse als der DEC, wie wir in den Tabellen 2.5 und
2.4 und der Abbildung 2.8 erkennen können. Allerdings weist das Primärgitter für den To-
rus auch keine Defekte in seiner hexagonalen Struktur auf, welche die FEM-Diskretisierung
vermutlich negativ beeinflussen würde. Dass die experimentelle Konvergenzordnung beim
DEC mit feineren Gitter besser wird, liegt wahrscheinlich daran, dass die Gitterqualität
bezüglich der maximalen Winkel der Dreieckelemente zunimmt. Wie schon im letzten
Beispiel wurde auch hier wieder der BiCGStab2 mit einer Abbruchstoleranz von 1.0E-10
verwendet, um das resultierende Gleichungssystem für DEC und FEM zu lösen.
DOFs h Err2 EOC Err∞ EOC
432 0.484083 1.53E-02 1.43E-02
1360 0.263248 5.26E-03 1.7487502806 5.13E-03 1.676583294
2016 0.214754 3.64E-03 1.8124915763 3.58E-03 1.7722152372
4752 0.138422 1.61E-03 1.8539424379 1.60E-03 1.827141796
10192 0.0940568 7.72E-04 1.9033291206 7.74E-04 1.8875065925
24640 0.0603108 3.27E-04 1.9367574278 3.29E-04 1.9269600665
48832 0.0427842 1.67E-04 1.9577876987 1.68E-04 1.951624291
100480 0.0297978 8.18E-05 1.9701256217 8.26E-05 1.9656343129
250992 0.0188374 3.30E-05 1.9796579788 3.33E-05 1.9768600188
Tabelle 2.4: (Torus) Problem (2.130) mit DEC numerisch gelöst.
DOFs h Err2 EOC Err∞ EOC
432 0.484083 4.22E-03 6.60E-03
1360 0.263248 6.97E-04 2.9550325517 1.12E-03 2.9086442442
2016 0.214754 4.25E-04 2.4308893715 6.02E-04 3.0599695746
4752 0.138422 1.98E-04 1.737972941 3.04E-04 1.5561979645
10192 0.0940568 1.10E-04 1.5310189919 1.66E-04 1.5681290101
24640 0.0603108 5.26E-05 1.6532303871 7.65E-05 1.739953836
48832 0.0427842 2.87E-05 1.7679125643 4.07E-05 1.8354873743
100480 0.0297978 1.47E-05 1.8393626791 2.06E-05 1.8877622847
250992 0.0188374 6.18E-06 1.8946420182 8.51E-06 1.9266311481
Tabelle 2.5: (Torus) Problem (2.130) mit FEM numerisch gelöst.
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Abbildung 2.8: Log-Log-Fehlerplot für Problem (2.130) auf dem Torus. (Fehler Err2 und
Errmax = Err∞ für die DEC-Diskretisierung liegen in beiden Bildern übereinander.)
2.5 Primär-Dual-Gradient im Mittel
In Abschnitt 3.1 werden wir den Gradienten einer Funktion f ∈ C∞(M) benötigen.
Nun können wir zwar die äußere Ableitung benutzen, aber es fehlt uns immer noch die
Möglichkeit im Diskreten bei der resultierenden 1-Form df die Indizes hinaufzuziehen um
ein diskretes Tangentialvektorfeld zu erhalten. Eine Abhandlung, wie mit Vektorfeldern
zu verfahren wäre, um einen diskreten Sharp-Operator zu entwickeln, würde den Rahmen
dieser Arbeit sprengen. Allein schon wegen der noch offenen Fragen, die oben schon gestellt
wurden. Wie schon erwähnt, ist es prinzipiell erstmal eine sichere Sache den Gradienten
im Inneren eines Dreieckelements zu definieren, da hier zumindest ein Tangentialraum für
das Polytop |K| existiert und eindeutig ist. Hirani schlägt in seiner Doktorarbeit [Hir03]
folgenden Sharp-Operator vor:
Definition 2.5.1. Es sei f ∈ Ω0d(K), σ2 ∈ K und w ≺ σ2 eine beliebig feste Ecke von σ2.
Dann ist der diskrete Primär-Dual-Sharp-Operator für die exakte 1-Form df ∈ Ω1d(K) an
der dualen Ecke ⋆σ2 ∈ ⋆K gegeben durch⟨
(df)♯pd , ⋆σ2
⟩
:=
∑
σ0≺σ2
(
f(σ0)− f(w)
)
∇Φσ2σ0 , (2.131)
wobei ∇Φσ2σ0 der R3-Gradient der lineare Ansatzfunktion von σ0 eingeschränkt auf σ2 ist,
das heißt es gilt
f |σ2(x) ≈
∑
σ0≺σ2
f(σ0)Φσ
2
σ0(x) . (2.132)
Für den sich ergebenen Primär-Dual-Gradienten
♯pd ◦ d : Ω0d(K) → Vd(⋆K) ⊃
(
Ω0d(⋆K)
)3
(2.133)
(mit dem diskreten dualen Tangentialvektorraum Vd(⋆K)) schreiben wir auch kurz ∇pd.
Die Paarung ⟨, ⟩ in (2.131) ist komponentenweise zu verstehen, also für einen N -dimen-
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sionalen Vektor von diskreten p-Formen α⃗ = [αi]i=1,...,N ∈
(
Ωpd(K)
)N
gilt
⟨α⃗, σp⟩ := [⟨αi, σp⟩]i=1,...,N (2.134)
mit σp ∈ K := {K, ⋆K}.
Der große arbeitstechnische Vorteil ist, dass die hier angegebenen Ansatzfunktionen
und dessen Gradienten auf den Dreieckelementen in AMDiS schon implementiert sind und
wir diese nutzen können. Der Nachteil ist, dass die Problemformulierung auf den Ecken des
Dualgitters zur Zeit noch Probleme in der Programmierung mit sich bringen würde und wir
deshalb lieber einen Gradienten verwenden möchten, der auf dem Primärgitter definiert ist.
Der in [Hir03] vorgeschlagene Primär-Primär-Gradient ∇pp, der uns weiterhelfen würde,
da er auf Vd(K) abbildet, kann leider nur für flache Primärgitter verwendet werden. Ein
einfacher Ausweg aus diesem Dilemma ist es, den Primär-Dual-Gradienten für eine Ecke
aus K zu mitteln.
Definition 2.5.2. Es sei f ∈ Ω0d(K) und v ∈ K, dann heißt⟨
∇pdf, v
⟩
:=
1
|⋆v|
∑
σ2≻v
⏐⏐⋆v ∩ σ2⏐⏐ ⟨∇pdf, ⋆σ2⟩ (2.135)
Primal-Dual-Gradient im Mittel von f an v.
Zu postulieren mit welcher Ordnung dieser diskrete Gradient einer Funktion f zum
stetigen Vorbild (df)♯ ∈ V∞(|K|) konsistent ist, ist sehr schwierig, da nur im Inneren der
Dreieckelemente Tx⃗|K| überhaupt stetig wäre.
2.5.1 Implementierung
Wie schon beim diskreten Laplace-Beltrami-Operator lässt sich auch der gemittelte Primär-
Dual-Gradient elementweise Assemblieren. Wir machen das wieder auf dem
”
Dualraum“.
Damit ergibt sich⟨
∗∇pdf, ⋆v
⟩
=
∑
σ2≻v
⏐⏐⋆v ∩ σ2⏐⏐ ⟨∇pdf, ⋆σ2⟩ (2.136)
=
∑
σ2≻v
⏐⏐⋆v ∩ σ2⏐⏐ ∑
σ0≺σ2
(
f(σ0)− f(v)
)
∇Φσ2σ0 , (2.137)
da die Ecke w ≺ σ2 in (2.131) beliebig aber fest gewählt werden durfte und v immer
Ecke des 1-Rings um sich selbst ist. Somit lässt sich die q-te Komponente des diskre-
ten Gradienten an einer globalen Ecke vi ebenfalls auf den Dreieckelementen mit lokaler
Nummerierung darstellen durch⟨
∗
[
∇pdf
]
q
, ⋆vi
⟩
=
∑
σ2=
[
vσ
2
0 ,v
σ2
1 ,v
σ2
2
]
vσ
2
0 =vi
∑
l=1,2
Cσ
2
0lq
(
fσ
2
l − fσ
2
0
)
(2.138)
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mit
Cσ
2
klq :=
⏐⏐⏐⋆vσ2k ∩ σ2⏐⏐⏐ ∂∂xqΦσ2vσ2l (2.139)
für k, l, q ∈ {0, 1, 2} wobei
(
x0, x1, x2
)
die gewöhnlichen kartesischen R3-Koordinaten sind.
∂
∂xqΦ
σ2
vσ
2
l
=
[
∇Φσ2
vσ
2
l
]
q
wird von AMDiS für alle Elemente σ2 bereitgestellt. Die zugehörige
Elementmatrix ist dann
Aσ
2
q :=
⎡⎢⎢⎢⎣
−
(
Cσ
2
01l + C
σ2
02l
)
Cσ
2
01l C
σ2
02l
Cσ
2
10l −
(
Cσ
2
10l + C
σ2
12l
)
Cσ
2
12l
Cσ
2
20l C
σ2
21l −
(
Cσ
2
20l + C
σ2
21l
)
⎤⎥⎥⎥⎦ , (2.140)
die sich in der gleichen Weise wie im Abschnitt 2.4.2 zu einer Systemmatrix Aq aufsum-
mieren lässt, sodass
[Aqfh]i =
⟨
∗
[
∇pdf
]
q
, ⋆vi
⟩
(2.141)
gilt für alle vi ∈ K(0). Für die Implementierung der Elementmatrix in Pseudocode siehe
Appendix 5.2.3.
2.5.2 Beispiele
Beispiel 2.5.3 (Sphäre). Für einen kurzen Test des hier hergeleiteten diskreten Gradien-
ten wollen wir die Koordinatenprojektion pz(x, y, z) := z auf der Sphäre in den Standard-
R3-Koordinaten (x, y, z) ableiten. Für die Parametrisierung und dessen Ableitungen siehe
Appendix 5.4.1.
∇z = (dz)♯ = (d cosu)♯ (2.142)
= (− sinudu)♯ = −gu sinu ∂
∂u
= − sinu ∂
∂u
x⃗ (2.143)
=
[
− sinu cosu cos v,− sinu cosu sin v, sin2 u
]T
(2.144)
=
[
−xz,−yz, 1− z2
]T
(2.145)
In Tabelle 2.6 und Abbildung 2.9 sehen wir die relativen Fehler des gemittelten Primär-
Dual-Gradienten. Für die Fehlerberechnung nutzen wir die schon eingeführten Normen
auf der punktweisen euklidischen Norm, das heißt für v⃗ =
[
v0, v1, v2
]
∈ Vd(K)
∥v⃗∥ :=

√ 2∑
q=0
(vq)2


. (2.146)
Auffällig ist, dass wir bis zu dem Gitter mit 25002 DOFs eine experimentelle Konvergenzra-
te von 2 haben. Bei feineren Gittern fällt die Konvergenzrate in der Maximumsnorm enorm
ab, während die in der diskreten L2-Norm nur moderat abnimmt, was darauf schließen
lässt, dass nur wenige Gitterpunkte betroffen sind. Und tatsächlich sehen wir in Abbildung
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DOFs h Err2 EOC Err∞ EOC
1002 0.152342 5.66E-03 7.71E-03
1962 0.108972 2.98E-03 1.9186534413 3.95E-03 1.9987732373
5292 0.0663925 1.14E-03 1.9374175035 1.47E-03 1.991362152
10242 0.0477329 6.00E-04 1.9442558734 7.61E-04 1.999043939
25002 0.0305541 2.52E-04 1.945023907 3.12E-04 1.9967278866
50412 0.0215183 1.27E-04 1.9442042884 2.27E-04 0.9077077757
100002 0.0152791 6.56E-05 1.9398199601 1.74E-04 0.7821359392
249642 0.00967015 2.72E-05 1.9274641706 1.18E-04 0.8378214011
Tabelle 2.6: Fehler des Primär-Dual-Gradienten im Mittel auf der Sphäre.
2.9, dass sich die maximalen Fehler auf den Ikosaederecken, beziehungsweise auf dessen
Kanten, befinden. Der Ikosaeder war das Grundgitter, welches verfeinert wurde um alle
anderen Primärgitter zu erzeugen.
Beispiel 2.5.4 (Torus). Auf dem Torus ist der Gradient der Funktion
f := sin t+ r cos p =
y√
x2 + y2
+
√
x2 + y2 −R (2.147)
in lokalen (t, p)-Koordinaten (vgl. Appendix 5.4.2) gegeben durch
∇f = (df)♯ = (cos tdt− r sin pdp)♯ (2.148)
=
cos t
(R+ r cos p)2
∂
∂t
− sin p
r
∂
∂p
. (2.149)
Einsetzen der Koordinatenfunktion x⃗ und Umrechnen in R3-Koordinaten (x, y, z) ergibt
∇f = 1
R+ r cos p
⎡⎢⎣− cos t sin tcos t cos t
0
⎤⎥⎦− sin p
⎡⎢⎣− cos t sin p− sin t sin p
cos p
⎤⎥⎦ (2.150)
=
1√
(x2 + y2)3
⎡⎢⎣−xyx2
0
⎤⎥⎦+ 1
r2
⎡⎢⎢⎣
xz2/
√
x2+y2
yz2/
√
x2+y2
z
(
R−
√
x2 + y2
)
⎤⎥⎥⎦ . (2.151)
Die Funktion f und dessen Gradient ist in Abbildung 2.10 dargestellt. Die Fehler berechnen
sich genauso wie im vorherigen Beispiel. In Abbildung 2.11 sind die absoluten punktweisen
Fehler zu sehen und in Tabelle 2.7 die relativen Fehler zu verschiedenen maximalen Um-
kreisradien h. Die experimentelle Konvergenzordnung ist in der L2-Norm etwas weniger
als 2. In der Maximumsnorm sehen wir ein schlechteres Konvergenzverhalten und auch
hier lässt sich bei feineren Gittern wieder ein Muster für den Ort der maximalen Fehler
erkennen. So ist die Verdrillung des Grundgitters um 4π in Abbildung 2.11 zu erahnen.
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Abbildung 2.9: Links: Diskreter Gradient und sein absoluter Fehler (1002 DOFs) Rechts:
Absoluter Fehler des diskreten Gradientens (50412 DOFs). Die maximalen Fehler befinden
sich auf den ursprünglichen Ikosaederecken und -kanten.
Abbildung 2.10: Gradient (Pfeile) und Funktion f (100480 DOFs)
Abbildung 2.11: Absolute Fehler des Gradienten (100480 DOFs)
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DOFs h Err2 EOC Err∞ EOC
432 0.484083 6.77E-02 5.56E-02
1360 0.263248 2.36E-02 1.7305079159 2.02E-02 1.6629554448
2016 0.214754 1.63E-02 1.8171490839 1.42E-02 1.7387209712
4752 0.138422 7.19E-03 1.8636888703 6.31E-03 1.8422086261
10192 0.0940568 3.43E-03 1.910983696 3.19E-03 1.7674119374
24640 0.0603108 1.48E-03 1.9007457457 1.60E-03 1.5467737467
48832 0.0427842 7.59E-04 1.9375324008 8.49E-04 1.8502988355
100480 0.0297978 3.78E-04 1.9243221883 5.04E-04 1.4401355577
250992 0.0188374 1.55E-04 1.9393211627 2.59E-04 1.4507979763
Tabelle 2.7: Fehler des Primär-Dual-Gradienten im Mittel auf dem Torus.
Kapitel 3
Anwendung:
Oberflächenkrümmung
Zielsetzung. In vielen wissenschaftlichen Problemen kann die Krümmung einer Ober-
fläche eine entscheidende Rolle spielen. Sie kann zum Beispiel ein wichtiger Bestandteil
von Differentialgleichungen sein. So kommt die mittlere Krümmung H bei fluidmechani-
schen Formulierungen auf bewegliche Membranen Mt in der Kontinuitätsgleichung
ρ̇+ ρDivv⃗ − ρvν⃗H = 0 (3.1)
vor (siehe [AD09]). Ein weiteres einfaches Beispiel ist die Evolution von Oberflächen Mt
über den mittleren Krümmungsfluss
˙⃗x = 2Hν⃗ (3.2)
oder die Bestimmung des topologisch invarianten Geschlechts
g = 1− 1
4π
∫
M
Kµ (3.3)
einer orientierten MannigfaltigkeitM ohne Rand mit Gaußscher KrümmungK, was direkt
aus dem Satz von Gauß-Bonnet und den Zusammenhang für die Euler-Charakteristik
χ = 2− 2g folgt. Unter den gewählten Voraussetzungen gibt g die Anzahl der
”
Löcher“,
bzw.
”
Poren“ oder auch
”
Henkel“, an.
Es ließen sich noch weitere Beispiele finden indem diverse Krümmungsgrößen für die
Behandlung vonnöten wären. Oftmals liegt die Oberfläche allerdings nur als diskrete Ein-
gangsgröße vor. Somit sind viele geometrische Werte nicht bekannt und müssen Appro-
ximiert werden. Wir werden uns in diesem Kapitel speziell mit der Gaußsche und der
mittleren Krümmung beschäftigen. Diese werden wir mit Hilfe des DECs approximieren
und zum einen mit den Ergebnissen von C.-J. Heine [Hei04] vergleichen und zum anderen,
im Falle der Gauß-Krümmung, mit einer naiven Gauß-Bonnet-Diskretisierung. Insgesamt
werden wir vier verschiedene Verfahren herleiten.
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(S*) Berechnung der Weingartenabbildung1, wenn die Oberflächennormalen bekannt sind,
zur Bestimmung von K und H
(S*AvN) Berechnung der Weingartenabbildung, wenn die Oberflächennormalen nicht
bekannt sind, zur Bestimmung von K und H
(LX) Berechnung des Krümmungsvektors zur Bestimmung von H
(GB) Berechnung von K mit dem Gauß-Bonnet-Operator
3.1 Weingartenabbildung
Die Weingartenabbildung S, auch Formoperator (Shapeoperator), ist im Prinzip die 2.
Fundamentalform II unter Beachtung der Metrik g (1. Fundamentalform). S gibt uns
Informationen über die Gestalt von M . Sie misst in einer gewissen Weise, wie sehr sich
die Oberfläche von einer Ebene unterscheidet. Speziell ist M eine flache Ebene genau
dann, wenn die Weingartenabbildung identisch Null ist. Des Weiteren lassen sich aus
der Weingartenabbildung die Hauptkrümmungen k1 und k2 herleiten und damit auch die
Gaußkrümmung K = k1 · k2 und die mittlere Krümmung H = 12 (k1 + k2). Die 1. Funda-
mentalform ist eine Größe der inneren Geometrie und kann somit alleine auf der Oberfläche
selbst bestimmt werden, invariant gegenüber jeglicher Einbettungen/Parametrisierungen.
Das ist bei der Weingartenabbildung anders. Sie hängt von der äußeren Geometrie ab, das
heißt von der Einbettung in einem Ambienteraum. In unserem Fall ist das der R3 und die
Weingartenabbildung lässt sich über das Normalenvektorfeld (Gaußabbildung)
ν⃗ =
[
ν1, ν2, ν3
]T
:M → TN ⊂ R3 (3.4)
x⃗ ↦→ ν⃗x⃗ ∈ Tx⃗N⊥Tx⃗M (3.5)
berechnen. Hierbei ist ν⃗x⃗ der Normalenvektor im Punkt x⃗ und Tx⃗N der eindimensionale
Normalenraum, der orthogonal zum Tangentialraum ist. Da meistens klar ist, dass wir
punktweise arbeiten, kann auch hier die Indizierung weggelassen werden und wir schreiben
nur ν⃗ statt ν⃗x⃗.
Definition 3.1.1. DieWeingartenabbildung ist in jedem Punkt der Oberfläche eine lineare
Abbildung und definiert sich dort durch
S : Tx⃗M → Tx⃗M (3.6)
v⃗ ↦→ dν⃗ (v⃗) , (3.7)
wobei dν⃗ (v⃗) der R3-Vektor der Richtungsableitungen in Richtung v⃗ ist, wie sich einfach
nachrechnen ließe (ν⃗ ist eine R3-vektorisierte 0-Form).
1
”
*“ dient hier als Platzhalter (Wildcard) für K bzw. H.
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Bei der Definition von S ist etwas Vorsicht geboten, weil sie oft mit negativen Vor-
zeichen definiert wird. Anders als in [Hei04] angegeben, ist die Weingartenabbildung
((1, 1)-Tensor) nicht die 2. Fundamentalform ((0, 2)-Tensor). In der Matrixdarstellung
unterscheiden sich beide in der Höhe der Indizes, das heißt S =
(
hij
)
und II = (hij)
oder anders geschrieben S = (g)−1II (vgl. [Shi14]). Somit sind auch die Eigenwerte bei-
der Matrizen im Allgemeinen nicht gleich. Die Komponenten der Weingartenabbildung
lassen sich für ein lokales orthogonales Koordinatensystem
(
x1, x2
)
mit Riemannmetrik
g = diag (g1, g2) berechnen durch
hij = g
ihij = g
idν⃗
(
∂
∂xi
)
· ∂
∂xj
(3.8)
= ∇iν⃗ ·
∂
∂xj
(3.9)
für i, j ∈ {1, 2} und∇iν⃗, die i-ten Komponente (Zeile) des Gradiente des Normalenvektors,
das heißt
∇ν⃗ = (dν⃗)♯ =
⎛⎝∑
k=1,2
∂
∂xk
ν⃗dxk
⎞⎠♯ (3.10)
=
∑
k=1,2
gk
∂
∂xk
ν⃗
∂
∂xk
(3.11)
=:
∑
k=1,2
∇kν⃗
∂
∂xk
, (3.12)
Zu beachten ist dabei, dass sich ∇i von der Richtungsableitung in der i-ten Basisrichtung
um einen metrischen Faktor unterscheidet.
Nun wollen wir jedoch nicht in lokalen sondern in globalen R3-Koordinaten rechnen,
in denen auch das Bild des Normalenvektorfeldes definiert ist. Dazu definieren wir die
erweiterte Weingartenabbildung in diesen Koordinaten.
Definition 3.1.2. Die erweiterte Weingartenabbildung S̄ sei an jedem Punkt der Ober-
fläche gegeben durch
S̄ := ∇ν⃗ ∈ R3×3 . (3.13)
Dabei sei das Ableiten in Normalenrichtung zulässig, ergibt jedoch den Wert Null (kon-
stante Erweiterung in Normalenrichtung).
Die erweiterte Weingartenabbildung eingeschränkt auf Tx⃗M in lokalen Koordinaten
ist dann gerade S, wobei die Eigenwerte von S̄ gleich {0, k1, k2} sind. Einen Beweis dazu
findet sich in [KLY+08, Part 2, Kap.2].
3.1.1 Implementierung
Die Komponenten der erweiterten Weingartenabbildung können wir nun mit Hilfe des
diskreten Primär-Dual-Gradienten im Mittel approximieren, das heißt
h̄ij = [∇ν⃗]ij = ∇jνi ≈
[
∇pdνi
]
j
=:
[
Spd
]
ij
(3.14)
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mit i, j ∈ {1, 2, 3}. Für die Berechnung der Eigenwerte {λ0, λ1, λ2} an jedem Gitter-
punkt nutzen wir den von der MTL4 (Matrix Template Library 4) bereitgestellten QR-
Algorithmus. Der betragsmäßig kleinste Eigenwert, der annähernd null ist, ist o.E.d.A. λ0.
Somit können die Gaußsche Krümmung und die mittlere Krümmung durch
K ≈ λ1 ∗ λ2 bzw. (3.15)
H ≈ 1
2
(λ1 + λ2) (3.16)
approximiert werden. Die Weingartenabbildung S ist symmetrisch. Das können wir von
der numerisch ermittelten nicht exakt erwarten. Deshalb berechnen wir auch alle Einträge
von Spd und nicht nur die obere oder untere Dreiecksmatrix. Die Eigenwerte können dann
über die symmetrisch gemittelten Matrix erhalten werden, also von der Matrix
1
2
(
Spd +
(
Spd
)T)
. (3.17)
Mit dem Normalenraum auf den Gitterpunkten haben wir das gleiche Problem wie schon
mit dem Tangentialraum. Es ist nicht klar, wo der Normalenraum auf den Ecken des
Polyeders |K| liegen soll, denn eindeutig ist er nur auf dem Inneren der Dreiecke bzw. auf
den Voronoi-Ecken. Deshalb mitteln wir wieder über einen 1-Ring des Primärgitterpunktes
v zu
ν⃗ Av(v) =
⟨
ν⃗ Av, v
⟩
:=
1
|⋆v|
∑
σ2≻v
⏐⏐⋆v ∩ σ2⏐⏐ ⟨ν⃗, ⋆σ2⟩
=
1
|⋆v|
∑
σ2≻v
⏐⏐⋆v ∩ σ2⏐⏐ ν⃗ σ2 . (3.18)
Die Elementnormalen ν⃗ σ
2
werden von AMDiS bereitgestellt. Wenn wir ν⃗i wieder im ”
Dua-
len“ lösen wollen, das heißt anwenden des Hodge-Operators auf die Gleichung (3.18) und
damit durchmultiplizieren der Gleichung mit |⋆vi|, dann können auch hier die Ecken-
Normalen elementweise bestimmt werden. Dadurch ergibt sich das lineare Gleichungssys-
tem ⟨
∗ν̄i, ⋆v
⟩
=
⟨
∗
[
ν⃗ Av
]
i
, ⋆v
⟩
(3.19)⟨
∗
[
∇pdν̄i
]
j
, ⋆v
⟩
−
⟨
∗
[
Spd
]
ij
, ⋆v
⟩
= 0 (3.20)
für alle i, j ∈ {1, 2, 3} und v ∈ K(0) in dem alle Operatoren elementweise bestimmt werden
können. Zusammen ergibt das 12 DOFs pro Knoten v. Gleichung (3.19) (3 DOFs pro Kno-
ten) und (3.20) (9 DOFs pro Knoten) könnten zwar auch separat gelöst werden, wodurch
wir Speichervorteile hätten. Aber das Lösen der beiden kleineren Gleichungssysteme wäre
nicht schneller, da der Lösungsaufwand für die resultierenden dünnbesetzten Systeme mit
angepassten Lösern etwa linear ist. Hinzu würden außerdem noch Initialisierungskosten
kommen.
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Eine alternative Möglichkeit die Normalen an einer Ecke v zu mitteln, ist eine Mittelung
über die Elementnormalen ohne Wichtung, das heißt
ν⃗ Conn(v) =
⟨
ν⃗ Conn, v
⟩
:=
1
mv
∑
σ2≻v
⟨
ν⃗, ⋆σ2
⟩
=
1
mv
∑
σ2≻v
ν⃗ σ
2
,
(3.21)
wobei mv =
∑
σ2≻v 1 ∈ N+ die Anzahl der 2-Simplizes im 1-Ring um v ist. Das Problem
hierbei ist, dassmv a priori auf einem einzelnen Dreieckelement nicht bekannt ist und damit
vor dem Assemblieren der Systemmatrix zusätzliche globale Arbeit in die Bestimmung aller
mv gesteckt werden muss.
Beispiel 3.1.3 (Torus). Auf dem Torus sind die Gaußkrümmung K, die mittlere Krüm-
mung H und die Normalen ν⃗ bekannt (siehe Appendix 5.4.2) und stehen uns zum Verglei-
chen, bzw. als Eingangsgröße, zur Verfügung. Die Weingartenabbildung wurde als Gradient
der exakten Normalen ν⃗ (Tab. 3.1) und der beiden hier vorgestellten gemittelten Normalen
ν⃗ Av (Tab. 3.2) und ν⃗ Conn (Tab. 3.3) berechnet. Es werden wieder die relativen Fehler für
die Auswertung benutzt. Für die Approximation der Krümmungsgrößen mit den exakten
Normalen bekommen wir etwa eine experimentelle Konvergenzordnung von 2. Vor allem
in der Maximumsnorm überrascht das ein wenig, da in Beispiel 2.5.4 der diskrete Gradient
auf feinerem Gitter ein schlechteres Konvergenzverhalten aufwies. Bei den beiden Berech-
nungen mit den gemittelten Normalen bricht die Konvergenzrate bei feineren Gittern ein.
Wobei die Approximation der Weingartenabbildung mit ν⃗ Conn noch etwas besser ausfällt
als mit ν⃗ Av. In Abbildung 3.1 ist zudem noch der Fehler von ν⃗ Av aufgetragen (der von
ν⃗ Conn ist ähnlich). Wie wir sehen, liegt das schlechte Konvergenzverhalten nicht primär
an der Mittelung der Normalen an sich. Vermutlich kommt es bei kleiner werdenden h
zu starken Rundungsfehlern bei den Differenzen in der Gradientenbildung, denn hier wer-
den lokal zwei Werte voneinander abgezogen, die auf überlappenden Bereichen gemittelt
werden. In Abbildung 3.3 sind die mittlere Krümmung und die lokalen absoluten Fehler
für die Berechnung mit ν⃗ Av abgebildet. Auch hier können wieder gewisse Strukturen im
Fehlerbild erkannt werden, was darauf schließen lässt, dass der Fehler von der Gestalt der
Dreieckelemente und seinen Nachbarn abhängt. Denn auf den Niveaulinien des Fehlers sind
die Gitter nahezu gleich. Hierbei konnte eine Verbindung zu diversen Gitterqualitätsmaßen
2 nicht hergestellt werden.
Fazit. Wenn die Normalenvektoren an jedem Koten der Obeflächentriangulierung bekannt
sind, zum Beispiel aus einer Parametrisierung x⃗ : (u, v) ↦→ (x, y, z) durch
ν⃗ =
∂x⃗
∂u × ∂x⃗∂v∂x⃗∂u × ∂x⃗∂v (3.22)
2die von ParaView zur Verfügung stehen, z.B. Radius Ratio, Aspect Frobenius, Maximum Angle, usw.
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DOFs h ErrK2 EOC Err
K
∞ EOC Err
H
2 EOC Err
H
∞ EOC
1360 0.263 4.21E-02 1.18E-01 1.59E-02 1.84E-02
2016 0.215 2.77E-02 2.06 7.85E-02 2.02 1.11E-02 1.76 1.28E-02 1.79
4752 0.138 1.16E-02 1.98 3.64E-02 1.75 4.97E-03 1.83 5.64E-03 1.86
10192 0.094 5.42E-03 1.97 1.72E-02 1.93 2.38E-03 1.90 2.71E-03 1.89
24640 0.060 2.26E-03 1.97 7.44E-03 1.89 1.01E-03 1.94 1.15E-03 1.93
48832 0.043 1.15E-03 1.98 3.71E-03 2.03 5.14E-04 1.96 5.91E-04 1.95
100480 0.030 5.61E-04 1.97 1.88E-03 1.88 2.52E-04 1.97 2.94E-04 1.93
250992 0.019 2.26E-04 1.98 7.04E-04 2.14 1.01E-04 1.98 1.25E-04 1.87
Tabelle 3.1: Fehler von K und H (aus Weingartenabb. und exakten Normalen) (*ExN)
auf dem Torus.
DOFs h ErrK2 EOC Err
K
∞ EOC Err
H
2 EOC Err
H
∞ EOC
1360 0.263 6.01E-02 1.20E-01 2.68E-02 3.77E-02
2016 0.215 4.06E-02 1.93 8.15E-02 1.90 1.87E-02 1.77 2.75E-02 1.55
4752 0.138 1.77E-02 1.89 3.86E-02 1.71 8.33E-03 1.84 1.23E-02 1.84
10192 0.094 8.65E-03 1.85 1.77E-02 2.02 4.07E-03 1.86 7.68E-03 1.21
24640 0.060 4.13E-03 1.67 1.44E-02 0.46 2.14E-03 1.44 8.90E-03 -0.33
48832 0.043 2.79E-03 1.14 1.01E-02 1.03 2.02E-03 0.18 6.35E-03 0.98
100480 0.030 2.18E-03 0.68 9.68E-03 0.11 1.82E-03 0.29 6.08E-03 0.12
250992 0.019 1.61E-03 0.66 1.07E-02 -0.22 1.29E-03 0.74 5.50E-03 0.22
Tabelle 3.2: Fehler von K und H (aus Weingartenabb. und gemittelten Normalen nach
(3.18)) (*AvN) auf dem Torus.
DOFs h ErrK2 EOC Err
K
max EOC Err
H
2 EOC Err
H
max EOC
1360 0.263 5.90E-02 1.13E-01 2.48E-02 2.92E-02
2016 0.215 4.02E-02 1.89 7.77E-02 1.84 1.73E-02 1.76 2.11E-02 1.59
4752 0.138 1.75E-02 1.89 3.62E-02 1.74 7.75E-03 1.83 9.45E-03 1.83
10192 0.094 8.39E-03 1.91 1.71E-02 1.95 3.75E-03 1.88 5.73E-03 1.30
24640 0.060 3.64E-03 1.88 7.49E-03 1.85 1.78E-03 1.68 5.86E-03 -0.05
48832 0.043 2.12E-03 1.58 4.81E-03 1.29 1.41E-03 0.68 3.94E-03 1.15
100480 0.030 1.39E-03 1.16 4.23E-03 0.36 1.19E-03 0.47 3.31E-03 0.48
250992 0.019 8.84E-04 0.99 3.73E-03 0.27 8.24E-04 0.80 2.51E-03 0.60
Tabelle 3.3: Fehler von K und H (aus Weingartenabb. und gemittelten Normalen nach
(3.21)) (*ConnN) auf dem Torus.
oder einer signierten Distanzfunktion φ durch
ν⃗ =
∇R3φ
∥∇R3φ∥
, (3.23)
dann können mit der diskreten Weingartenabbildung gute Ergebnisse erzielt werden. Sind
dagegen die Normalen nicht bekannt, so muss in zukünftigen Arbeiten eine angepasstere
Möglichkeit bereitgestellt werden die Normalen an den Ecken des Polyeders zu gewinnen.
Oder es wird ein, für diese Problemstellung geeigneter, diskreter Gradient, zum Beispiel
ein Dual-Primär-Gradient für eine diskrete duale 0-Form ausgewertet auf den primären
Gitterpunkten, entwickelt. Hätten wir so einen Gradienten, dann könnten wir die Ele-
mentnormalen ν⃗ σ
2
direkt für eine Berechnung der diskreten Weingartenabbildung auf den
Ecken auswerten.
In Abschnitt 3.4 wird zudem die hier vorgestellte Krümmungsapproximation auch auf
anderen Oberflächen getestet und mit den Ergebnissen von [Hei04] verglichen.
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Abbildung 3.1: (Log-Log-Plot) Fehler in diskreter L2- und Maximumsnorm für die
Gaußkrümmung K bzw. mittlere Krümmung H berechnet aus der Weingartenabbil-
dung mit exakten Normalen (KExN)/(HExN), nach (3.18) gemittelte Elementnormalen
(KAvN)/(HAvN) und nach (3.21) gemittelte Elementnormalen (KConnN)/(HConnN).
Zudem ist auch der Fehler der Normalenmittelung nach (3.18) in der jeweiligen Norm
zu sehen (AvN).
3.2 Krümmungsvektor
Der Krümmungsvektor H⃗ ist die mittlere Krümmung in Normalenrichtung unter Beach-
tung der Dimension n der Oberfläche. Für eine 2-Mannigfaltigkeit gilt
H⃗ := 2Hν⃗ . (3.24)
Nach [Che84, 4.5] bzw. [Fla63, 4.5] gilt für jede isometrische Immersion x⃗ :M → R3
−∆Bx⃗ = H⃗ , (3.25)
wobei auch hier wieder die Gleichung komponentenweise, also als vektorisiertes skalar-
wertiges Problem, zu sehen ist. Da wir numerisch nicht in lokalen Koordinaten rechnen
möchten (außer zur Verifizierung der Ergebnisse) und uns die Oberfläche als Punktmenge
im R3 vorliegt, wählen wir als Abbildung zwischen der Oberfläche und dem R3 einfach
die Inklusion, das heißt
x⃗ := ι : R3 ⊃M ↪→ R3 . (3.26)
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Es ist leicht zu sehen, dass die Inklusion als Identität eingeschränkt aufM eine isometrische
Immersion ist (g ≡ I und der Pushforward ι∗ : TpM ↪→ TpR3 ist injektiv). Mit Hilfe des
DEC-diskretisierten Laplace-Beltrami-Operators erhalten wir nun das diskrete Problem⟨
H⃗, v
⟩
= −⟨∆Bx⃗, v⟩ (3.27)
für alle Ecken v ∈ K(0). Durch Anwenden des Hodge-Stern-Operators auf beiden Seiten
können wir das resultierende
”
duale“ Problem in gewohnter Weise in AMDiS lösen (vgl.
Abschnitt 2.4.2). Als R3-vektorisierte Aufgabenstellung kann dabei auch jede der drei
Komponenten unabhängig voneinander gelöst werden. Nach (3.24) lässt sich die mittlere
Krümmung über die euklidische Norm des Krümmungsvektors erhalten, also
H =
1
2
H⃗
R3
. (3.28)
Numerische Beispiele dazu finden sich im Abschnitt 3.4.
3.3 Gauß-Bonnet-Operator
Eine weitere Möglichkeit die Gaußsche Krümmung zu approximieren besteht aus einem
einfachen geometrischen Ansatz, der aus dem Satz von Gauß-Bonnet folgt. Dieser Satz
besagt speziell für eine orientierte Riemannsche Mannigfaltigkeit P mit nur stückweise
differenzierbaren Rand (vgl. [BG88, Kap.10.5])∫
P
Kµ = 2π −
m∑
i=1
βi −
∫
∂P
kgds (3.29)
wobei βi die Außenwinkel an den m ”
Knicken“ der Randkurve sind und kg die geodätische
Krümmung der Randkurve ist. Diese Formel können wir auch auf eine abstrakte Voronoi-
Zelle P = ⋆π(v) ∈ C2(⋆L) für die Ecke v ∈ K(0) = L(0) anwenden. Da die ”Knicke“
immer genau im Umkreismittelpunkt der Dreieckelemente um v sind, ergibt sich m = mv,
die Anzahl der 2-Simplizes des 1-Ringes um v. Die Approximation besteht nun darin
⋆v ∈ C2(⋆K) als Näherung für ⋆π(v) in Gleichung (3.29) zu verwenden. Da die Randkurve
∂(⋆v) auf den differenzierbaren Teilstücken gerade ist, verschwindet dort die geodätische
Krümmung. An den Schnitten mit den Primärkanten
⋆σ1 ∩ σ1 = c(σ1) ∈ csdK (3.30)
ist die geodetische Krümmung ebenfalls null, da dort die Randkurve einen Winkel von
genau π auf dem Polytop |K| hat (vgl. [PS06]). Weil nun die Volumenform
µ =
√
|g|dx1 ∧ dx2 (3.31)
nichts weiter als das Hodge-Stern-Duale der Eins ist, das heißt µ = ∗1 und damitKµ = ∗K,
ergibt sich folgende approximative Aufgabenstellung
⟨∗K, ⋆v⟩ ≈ 2π −
mv∑
i=1
βi (3.32)
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Abbildung 3.2: Diem = mv =: m̃+1 Außenwinkel βi an den Ecken der Voronoi-Zelle (links)
und die zugehörigen Innenwinkel bzgl. der Primär- und Dualkanten für ein Dreieckelement
σ2 (rechts).
mit den Außenwinkeln an den Ecken von ⋆v (vgl. Abb. 3.2). Damit haben wir schon eine
”
duale“ DEC-Formulierung der rechten Seite zur elementweisen Assemblierung über
⟨∗K, ⋆v⟩ = |⋆v| ⟨K, v⟩ =
∑
σ2≻v
⏐⏐⋆v ∩ σ2⏐⏐ ⟨K, v⟩ (3.33)
automatisch erhalten mit dem Freiheitsgrad K am Knoten v. Der zugehörige
”
primäre“
Gauß-Bonnet-Operator definiert sich dementsprechend in DEC-Notation durch
⟨
KGB, v
⟩
:=
1
|⋆v|
(
2π −
mv∑
i=1
βi
)
. (3.34)
Der obere Index GB kann auch weggelassen werden, wenn klar ist, dass es sich um den
Gauß-Bonnet-Operator handelt.
3.3.1 Implementierung
Um auch die rechte Seite von (3.32) elementweise zu berechnen, müssen die Außenwinkel
auf jedem Dreieck berechnet werden. Nun ist der Außenwinkel βi gleich dem Innenwinkel
des i-ten Dreiecks an der Ecke v, denn mit den Bezeichnern aus Abbildung 3.2 gilt
γk =
π
2
− αk (k = 0, 1) (3.35)
βi = π − γ0 − γ1 = π + α0 −
π
2
+ α1 −
π
2
(3.36)
= α0 + α1 . (3.37)
Weiterhin lassen sich die Winkel αk über die Längen der Primärkanten und der auf
σ2 = [v, vi, vi+1] eingeschränkten Voronoi-Kanten bestimmen durch
αk = arctan
(⏐⏐⋆ [v, vi+k] ∩ σ2⏐⏐
1
2 |[v, vi+k]|
)
= atan2
(
2
⏐⏐⋆ [v, vi+k] ∩ σ2⏐⏐ , |[v, vi+k]|) . (3.38)
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Insgesamt erhalten wir also für die Summe der Außenwinkel der Voronoi-Zelle ⋆v
mv∑
i=1
βi =
∑
σ2≻v
∑
σ2≻σ1≻v
atan2
(
2
⏐⏐⋆σ1 ∩ σ2⏐⏐ , ⏐⏐σ1⏐⏐) , (3.39)
die somit immer noch elementweise bestimmt werden kann. Ein Problem stellt jedoch noch
der Minuend 2π in der rechten Seite von 3.32 dar. Eine Möglichkeit wäre es, den globa-
len Rechte-Seite-Vektor mit [2π]v∈K(0) , statt wie gewohnt mit [0]v∈K(0) , zu initialisieren
und beim Assemblieren die sich aus (3.39) ergebenden Elementvektoren abzuziehen. Eine
andere Möglichkeit ist es 2π selbst auch elementweise zu zerlegen, sodass wir
⟨
∗KGB, ⋆v
⟩
= 2π −
mv∑
i=1
βi =
∑
σ2≻v
⎛⎝ 2π
mv
−
∑
σ2≻σ1≻v
atan2
(
2
⏐⏐⋆σ1 ∩ σ2⏐⏐ , ⏐⏐σ1⏐⏐)
⎞⎠ (3.40)
für die Voronoi-Zelle am Knoten v erhalten. Jedoch ist zu bedenken, dass mv a priori auf
einem Dreieckelement nicht bekannt ist. Somit wäre es sinnvoll mv für alle Ecken v ∈ K(0)
noch vor dem Aufstellen der Systemmatrix zu bestimmen falls eine Parallelisierung des
Assemblierungsalgorithmus gewünscht ist.
Ein Algorithmus zur Berechnung der Elementvektoren ist im Appendix 5.2.4 gegeben.
In Abschnitt 3.4 werden wir den Operator als Vergleich zur diskreten Weingartenabbildung
und den Ergebnissen von [Hei04] testen. In [MDSB03] wird der Gauß-Bonnet-Operator
ebenfalls mit anderen Methoden verglichen.
3.4 Numerisches Experiment
Zur Bestimmung der Gaußkrümmung K und der mittleren Krümmung H stehen uns nun
jeweils drei Methoden zur Verfügung. Die Gaußsche Krümmung kann aus der diskreten
Weingartenabbildung mit (SK) und ohne (SKAvN) gegebenem Normalenfeld oder mit
Hilfe des Gauß-Bonnet-Operators (GB) berechnet werden. Die mittlere Krümmung kann
ebenfalls aus der diskreten Weingartenabbildung (SH/SHAvN) oder aus dem Krümmungs-
vektor, der aus dem diskreten Laplace-Beltrami-Operators der Koordinatenabbildung folgt
(LX), berechnet werden.
In [Hei04] wird K und H auch aus einer Approximation der Weingartenabbildung
gewonnen. Hierbei wird ein isoparametrischer Finite-Elemente-Ansatz (FEM) genutzt.
Die Oberfläche M wird elementweise Lagrange-interpoliert zu Mγh mit dem Polynomgrad
γ ∈ {1, 2, 3, 4}. Zunächst wird dabei M linear zu T 1h trianguliert, sodass
M1h = |K| und T 1h = K(2) (3.41)
gilt. Für γ = 2, 3, 4 werden dann die noch übrigen 3, 7 bzw. 12 Lagrange-Knoten Qi ∈ σ2
durch π (Qi) ∈M orthogonal projiziert. Der Raum der Ansatzfunktion definiert sich dann
über
W γh :=
{
wh ∈ C0,1
(
Mγh
)⏐⏐⏐ ∀T γh ∈ T γh : (wh ◦ ΦγT 1h) ∈ Pγ (T̂)} , (3.42)
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wobei T̂ := ∆2 ∈ R2 das Referenzdreieck ist und Φγ
T 1h
: T̂ → T 1h die polynomiale Para-
metrisierung vom Grad γ. Das diskrete Problem für die Weingartenabbildung lautete nun
für alle ψ⃗h ∈
(
W γh
)3
und j ∈ {1, 2, 3}∫
Mγh
IIjh · ψ⃗hµ = −
∫
Mγh
νjh
(
∇Mγh · ψ⃗h + H⃗h · ψ⃗h
)
µ (3.43)
mit der diskreten Weingartenabbildung
IIh =
[
II1h, II
2
h, II
3
h
]
∈
(
W γh
)3×3
(3.44)
als Lösung. ν⃗h =
[
ν1h, ν
2
h, ν
3
h
]T
ist das äußere Normalenfeld von Mγh . Des Weiteren ist die
Tangentialdivergenz der vektorisierten Ansatzfunktion ψ⃗h =
[
ψ1h, ψ
2
h, ψ
3
h
]T
definiert als
∇Mγh · ψ⃗h := ∇R3 · ψ⃗h −
3∑
i=1
(
∇R3ψih · ν⃗h
)
νih . (3.45)
Der diskrete Krümmungsvektor H⃗h :=
[
H1h, H
2
h, H
3
h
]T ∈ (W γh )3 ergibt sich als Lösung von∫
Mγh
H ihψ
i
hµ =
∫
Mγh
∇Mγhx
i
h · ∇Mγhψ
i
hµ (3.46)
für alle i ∈ {1, 2, 3} und ψ⃗h ∈
(
W γh
)3
. Dabei ist x⃗h =
[
x1h, x
2
h, x
3
h
]T
die Identität und
∇Mγh =
(
I − ν⃗hν⃗Th
)
∇R3 der Oberflächengradient auf Mγh . Weitere Einzelheiten dazu kön-
nen in [Hei04] nachgelesen werden.
Als Oberflächen wählen wir drei, welche auch in [Hei04] genutzt werden. Dazu gehören
die Einheitssphäre (Appendix 5.4.1), eine quartische Oberfläche, die sich als Null-Level-
Sets eines Polynomes vierten Grades beschreiben lässt (Appendix 5.4.3) und ein Ellipsoid
(Appendix 5.4.4). Für unsere Berechnungen, wie auch bei [Hei04], ist die Makrotriangula-
tion ein Ikosaeder projiziert auf die Oberfläche. Da für die DEC-Diskretisierung Wohlzen-
triertheit an das Primärgitter gestellt wird, verfeinern wir zunächst die Ikosaederflächen.
Für die Sphäre ist bei dem hier verwendeten Verfeinerungsmechanismus (Cinema4D)
nichts weiter zu tun, da wir schon eine sehr gleichmäßige Triangulierung erhalten. Für die
anderen beiden Oberflächen verwenden wir den in Abschnitt 1.3 vorgestellten Algorithmus
um die Triangulierung zu verbessern und Wohlzentriertheit zu gewährleisten. Ein Nachteil
dieser Prozedur ist, dass gerade an Orten mit starker Krümmung das Gitter schlechter
aufgelöst wird als bei flacheren Umgebungen. So war es zum Beispiel nicht möglich, für
gröbere Gitter unter ca. 5300 Gitterpunkten (h ≈ 0.26), bei der quartischen Oberfläche,
die beiden Wölbungen ordentlich darzustellen, wie wir in Abbildung 3.6 sehen können.
Die exakten mittleren Krümmungen und die Gaußschen Krümmungen für den Ellip-
soiden und der quartischen Oberfläche sind in Abbildung 3.7 bzw. 3.10 dargestellt. Für
die Sphäre sind beide Krümmungsgrößen konstant eins.
Für die Berechnung der Weingartenabbildung werden zum einen die gemittelten Nor-
malen verwendet (S*AvN), das heißt es werden die Gleichungen (3.19)+(3.20) gelöst
(3 · (9 + 3) = 36 DOFs p. Element3). Zum anderem nutzen wir die exakten Normalen
3lokale Freiheitsgrade
3.4. NUMERISCHES EXPERIMENT 79
(S*) an den Knoten, die wir durch die genormten Gradienten der signierten Distanzfunk-
tion erhalten (vgl. (3.23)) und lösen nur Gleichung (3.20) (3 · 9 = 27 DOFs p. Element).
Zum Vergleich, bei [Hei04] müssen zu den 9 Komponenten der Weingartenabbildung auch
noch die 3 Komponenten des Krümmungsvektors berechnet werden, das heißt für die li-
nearen Elemente sind ebenfalls 3 · (9+3) = 36 DOFs pro Element zu bestimmen, wie auch
bei unserem (S*AvN)-Problem. Für den Grad 2, 3 bzw. 4 sind es dann schon 72, 120 bzw.
180 DOFs pro Element. Für unsere Berechnung der mittleren Krümmung direkt aus dem
Krümmungsvektor (LX) nach Gleichung (3.27) erhalten wir nur 9 DOFs pro Element und
für die Ermittlung der Gaußkrümmung mit dem Gauß-Bonnet-Operator nach Gleichung
(3.40) sogar nur 3 DOFs pro Dreieckelement. Prinzipiell sollte sich der Assemblierungs-
aufwand für einen einzelnen Freiheitsgrad asymptotisch nich von der FEM-Diskretisierung
unterscheiden, da bei der FEM-Diskretisierung mit den Gittern in [Hei04] im Mittel etwa
genauso viele Elemente (ca. 6) für die Assemblierung eines globalen DOFs beteiligt sind.
Bei allen Problemen ließe sich im
”
Primärraum“ auf das Lösen eines linearen Gleichungs-
system verzichten, da sich auch bei den (S*AvN)-Problemen die Gleichungen entkoppeln
lassen, sodass alle zu berechnenden Größen auf der rechten Seite stehen (Vektoropera-
toren) und auf der linken Seite nur die Identität als Systemmatrix. Da wir uns aber
wegen dem Vorteil der einfacheren elementweisen Assemblierung dazu entschlossen hatten
im
”
Dualraum“ zu rechnen, haben wir für die entkoppelten Probleme einen Eintrag pro
Zeile in der Systemmatrix, der den metrischen Faktor |⋆v| für jeden Knoten v ∈ K(0)
enthält. Um auch zu zeigen, dass Differentialgleichungssysteme mit einem DEC möglich
sind, lösen wir die (S*AvN)-Probleme ((3.19)+(3.20)) nicht entkoppelt, sodass in der Sy-
stemmatrix, wegen der impliziten Berechnung der Normalen-Gradienten, 7 Nicht-Null-
Einträge für Knoten mit hexagonaler Struktur und 6 für die Defekte (Fünfer-1-Ring) pro
Zeile stehen. Da in [Hei04] keine genaue Aussage getroffen wird, wie hoch der tatsächlich
betriebene relative Aufwand ist, können wir davon ausgehen, dass die Anzahl der Frei-
heitsgrade ein geeignetes Maß dafür ist. Somit sind die Kosten für alle hier vorgestellten
DEC-Probleme kleiner oder gleich (für (S*AvN)) dem der isoparametrischen FEM vom
Grade 1. Für das Lösen der dünnbesetzten Gleichungssysteme wird in allen Fällen ein-
heitlich der BiCGStab2-Algorithmus mit einer Abbruchstoleranz von 1.0E − 10 benutzt.
Wie zu erwarten, übersteigt der Assemblierungsaufwand in den meisten Fällen den des
Lösungsaufwandes.
In den Tabellen 3.5 - 3.13 sind die relativen Fehler und die sich ergebenden expe-
rimentellen Konvergenzordnungen der sechs DEC-Probleme (SK, SH, SKAvN, SHAvN,
GB, LX) zu unterschiedlichen maximalen Gitterweiten niedergeschrieben. Tabellarische
Ergebnisse der gleichen Form für die isoparametrische FEM können in [Hei04] nachge-
lesen werden. In den Abbildungen 3.5, 3.8 und 3.11 sind die relativen FEM-Fehler als
Vergleich mitgezeichnet worden. Dabei sei zu bemerken das der lineare FE-Ansatz gar
nicht konvergierte.
Für (SK) und (SH) sind die Ergebnisse für die Sphäre und den Ellipsoiden mit denen
der FEM vom Grad 2 und 3 in etwa vergleichbar. Dagegen fällt das Konvergenzverhal-
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ten auf der quartischen Oberfläche nicht so gut aus. Jedoch liegt die Vermutung nahe,
dass die Konvergenzordnung mit feiner werdendem Gitter, unter Vernachlässigung von
Rundungsfehlern, noch steigt, wie wir das zum Beispiel auch auf dem Ellipsoiden sehen
können. Die größten Fehler kommen erwartungsgemäß dort vor, wo die Krümmung am
größten ist, wie wir in Abbildung 3.7 für den Ellipsoiden und 3.10 für die quartische Ober-
fläche sehen können. Das liegt vermutlich zum größten Teil an der wesentlich schlechteren
Gitterauflösung an diesen Stellen. Für den Fall, dass die Normalen weder explizit noch
implizit an den Gitterknoten bekannt wären, stehen die Problemformulierungen (SKAvN)
und (SHAvN) zur Verfügung. Dabei fallen die Konvergenztests schlechter aus als bei den
(S*)-Problemen. Vor allem in der Maximumsnorm bricht in den meisten Fällen die Kon-
vergenzrate ab einer bestimmten Gitterweite ein. Dieses Verhalten war schon auf dem
Torus im Beispiel 3.1.3 zu beobachten.
Das Verhalten der Fehler der Gaußschen Krümmung mit dem Gauß-Bonnet-Operator
(GB) überrascht ein wenig. Wie wir sehen, konnten solide Ergebnisse erzielt werden trotz
des sehr geringen Aufwandes für die Berechnung. Einzig in der Maximumsnorm auf dem
Ellipsoiden war keine Konvergenz messbar. Hier hält sich vor allem der Fehler an den
seitlichen Defekten hartnäckig (vgl. Abb. 3.10).
Das (LX)-Problem zur Berechnung der mittleren Krümmung brachte auf der Sphäre
im Vergleich zu allen anderen Verfahren die besten Ergebnisse hervor. Der Grund für das
Abnehmen der experimentellen Konvergenzordnung ist die Genauigkeit der Lösung des
linearen Gleichungssystems. Mit einer kleineren Abbruchstoleranz für den BiCGStab2 lie-
ße sich auch eine Konvergenzrate von über 3 beibehalten. Auf der quartischen Oberfläche
stagniert vor allem die Konvergenzrate in der L2-Norm, wobei sie in der Maximumsnorm
etwa linear bleibt. Das lässt darauf schließen, dass die größeren Fehler sich in einem festen
Bereich der Oberfläche befinden. Wie wir in Abbildung 3.7 sehen können, sind die Fehler
im Bereich der Sattelfläche recht hoch, obwohl dort das Gitter vergleichsweise fein ist. Auf
einer Sattelfläche ist die eine Hauptkrümmung negativ und die andere positiv. Folglich
ist die Gaußsche Krümmung dort negativ. Solch eine Situation liegt auch im
”
inneren
Bereich“ des Torus vor und auch hier haben wir ein ähnliches Fehlerverhalten, wie eine
Vergleichsrechnung zeigt (siehe Abb. 3.9). Während auf dem Ellipsoiden die Konvergenz-
rate in der diskreten L2-Norm etwas unter 2 bleibt, bricht sie in der Maximumsnorm ein.
Die maximalen Fehler befinden sich dort, wo die Krümmung am stärksten ist und zudem
die Gitterauflösung vergleichsweise schlecht (vgl. 3.10).
Insgesamt schneiden alle DEC-Diskretisierungen im Vergleich zu den FEM-Diskreti-
sierungen in Hinblick auf den Aufwand ganz gut ab. Denn unter der Annahme, dass bei
beiden Ansätzen ähnlich gleichmäßige Gitter verwendet werden, lohnt sich ein Blick auf
die zum Teil stark unterschiedlichen Anzahlen der Freiheitsgrade pro Element, wie wir in
Tabelle 3.4 sehen können.
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lDOFs FEM 1 FEM 2 FEM 3 FEM 4
lDOFs 36 72 120 180
(S*AvN) 36 100% 50% 30% 20%
(S*) 27 75% 37.5% 22.5% 15%
(LX) 9 25% 12.5% 7.5% 5%
(GB) 3 8.33% 4.17% 2.5% 1.67%
Tabelle 3.4: Verhältnis der Anzahl der lokalen Freiheitsgrade (lDOFs, DOFs pro Element)
zwischen den DEC-Methoden und FEM. FEM i bezeichnet hierbei die isoparametrische
FEM mit γ = i.
h ErrSK2 EOC Err
SK
∞ EOC Err
SH
2 EOC Err
SH
∞ EOC
0.152 4.93E-03 5.69E-03 2.47E-03 2.85E-03
0.109 2.53E-03 2.00 2.94E-03 1.97 1.26E-03 2.00 1.47E-03 1.98
0.0664 9.39E-04 2.00 1.10E-03 1.99 4.70E-04 2.00 5.49E-04 1.99
0.0477 4.85E-04 2.00 5.69E-04 1.99 2.43E-04 2.00 2.84E-04 2.00
0.0306 1.99E-04 2.00 2.33E-04 2.00 9.95E-05 2.00 1.17E-04 2.00
0.0215 9.87E-05 2.00 1.16E-04 2.00 4.93E-05 2.00 5.79E-05 2.00
0.0153 4.98E-05 2.00 5.83E-05 2.00 2.49E-05 2.00 2.92E-05 2.00
0.00967 1.99E-05 2.00 2.34E-05 2.00 9.97E-06 2.00 1.17E-05 2.00
Tabelle 3.5: Relative Fehler für K und H (diskrete Weingartenabbildung(S*)) auf der
Sphäre.
h ErrSK2 EOC Err
SK
∞ EOC Err
SH
2 EOC Err
SH
∞ EOC
0.152 2.63E-02 5.22E-02 1.32E-02 2.58E-02
0.109 1.65E-02 1.38 3.35E-02 1.32 8.31E-03 1.39 1.66E-02 1.31
0.0664 8.09E-03 1.44 1.81E-02 1.24 4.06E-03 1.45 9.07E-03 1.22
0.0477 4.99E-03 1.47 1.45E-02 0.68 2.50E-03 1.47 7.25E-03 0.68
0.0306 2.59E-03 1.47 2.31E-02 -1.05 1.30E-03 1.47 1.16E-02 -1.06
0.0215 1.56E-03 1.45 2.95E-02 -0.69 7.79E-04 1.45 1.48E-02 -0.70
0.0153 9.52E-04 1.44 3.38E-02 -0.40 4.77E-04 1.43 1.70E-02 -0.40
0.00967 5.00E-04 1.41 3.78E-02 -0.25 2.51E-04 1.40 1.91E-02 -0.25
Tabelle 3.6: Relative Fehler für K und H (diskrete Weingartenabbildung mit gemittelten
Normalen(S*AvN)) auf der Sphäre.
h ErrGB2 EOC Err
GB
∞ EOC Err
LX
2 EOC Err
LX
∞ EOC
0.152 3.10E-03 3.58E-03 4.55E-06 1.02E-05
0.109 1.58E-03 2.01 1.84E-03 1.98 1.35E-06 3.62 2.78E-06 3.87
0.0664 5.87E-04 2.00 6.87E-04 1.99 2.11E-07 3.75 4.16E-07 3.83
0.0477 3.03E-04 2.00 3.56E-04 2.00 6.03E-08 3.79 1.45E-07 3.19
0.0306 1.24E-04 2.00 1.46E-04 2.00 1.22E-08 3.59 3.85E-08 2.98
0.0215 6.16E-05 2.00 7.23E-05 2.00 3.89E-09 3.26 2.54E-08 1.18
0.0153 3.10E-05 2.00 3.65E-05 2.00 1.55E-09 2.69 1.54E-08 1.47
0.00967 1.24E-05 2.00 1.46E-05 2.00 5.14E-10 2.41 7.13E-09 1.68
Tabelle 3.7: Relative Fehler für K (Gauß-Bonnet-Operator(GB)) und H
(Krümmungsvektor(LX)) auf der Sphäre.
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h ErrSK2 EOC Err
SK
∞ EOC Err
SH
2 EOC Err
SH
∞ EOC
0.414 9.82E-01 1.24E+00 3.93E-01 5.09E-01
0.340 1.02E+00 -0.20 1.51E+00 -1.02 3.60E-01 0.45 4.54E-01 0.57
0.257 8.83E-01 0.52 9.39E-01 1.72 2.88E-01 0.80 3.74E-01 0.70
0.109 2.21E-01 1.62 4.81E-01 0.78 1.11E-01 1.12 3.59E-01 0.05
0.0786 2.25E-01 -0.06 4.32E-01 0.32 1.01E-01 0.27 3.74E-01 -0.13
0.0598 2.10E-01 0.27 4.35E-01 -0.02 8.46E-02 0.66 3.26E-01 0.50
0.0391 1.40E-01 0.95 3.04E-01 0.83 5.33E-02 1.08 2.22E-01 0.89
Tabelle 3.8: Relative Fehler für K und H (diskrete Weingartenabbildung(S*)) auf einer
quartischen Oberfläche.
h ErrSK2 EOC Err
SK
∞ EOC Err
SH
2 EOC Err
SH
∞ EOC
0.414 7.66E-01 8.38E-01 3.26E-01 4.13E-01
0.340 7.56E-01 0.07 1.02E+00 -0.97 3.01E-01 0.41 4.45E-01 -0.38
0.257 6.22E-01 0.70 6.81E-01 1.44 2.55E-01 0.59 5.04E-01 -0.45
0.109 3.73E-01 0.60 6.46E-01 0.06 1.79E-01 0.42 5.00E-01 0.01
0.0786 3.78E-01 -0.04 6.38E-01 0.04 1.64E-01 0.27 5.11E-01 -0.07
0.0598 3.25E-01 0.55 5.72E-01 0.40 1.36E-01 0.68 4.46E-01 0.50
0.0391 2.22E-01 0.89 4.24E-01 0.70 8.93E-02 0.99 3.23E-01 0.76
Tabelle 3.9: Relative Fehler für K und H (diskrete Weingartenabbildung mit gemittelten
Normalen(S*AvN)) auf einer quartischen Oberfläche.
h ErrGB2 EOC Err
GB
∞ EOC Err
LX
2 EOC Err
LX
∞ EOC
0.414 1.92E+00 3.24E+00 5.31E-01 7.99E-01
0.340 1.87E+00 0.12 4.20E+00 -1.30 4.76E-01 0.55 6.69E-01 0.90
0.257 1.89E+00 -0.03 3.21E+00 0.97 3.94E-01 0.68 6.50E-01 0.10
0.109 4.42E-01 1.70 6.70E-01 1.83 1.18E-01 1.41 2.31E-01 1.21
0.0786 1.75E-01 2.79 2.79E-01 2.64 8.76E-02 0.91 1.54E-01 1.22
0.0598 1.04E-01 1.90 1.86E-01 1.49 8.02E-02 0.32 1.31E-01 0.59
0.0391 5.18E-02 1.64 1.03E-01 1.38 7.48E-02 0.16 8.37E-02 1.05
Tabelle 3.10: Relative Fehler für K (Gauß-Bonnet-Operator(GB)) und H
(Krümmungsvektor(LX)) auf einer quartischen Oberfläche.
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h ErrSK2 EOC Err
SK
∞ EOC Err
SH
2 EOC Err
SH
∞ EOC
0.25 2.10E-01 4.73E-01 9.68E-02 3.22E-01
0.18 1.40E-01 1.22 3.27E-01 1.12 6.40E-02 1.25 2.19E-01 1.16
0.11 6.90E-02 1.44 1.57E-01 1.49 3.08E-02 1.49 1.05E-01 1.49
0.078 3.97E-02 1.66 9.15E-02 1.63 1.75E-02 1.70 6.10E-02 1.64
0.050 1.77E-02 1.82 4.04E-02 1.84 7.76E-03 1.84 2.70E-02 1.84
0.036 9.52E-03 1.92 2.17E-02 1.93 4.15E-03 1.93 1.44E-02 1.93
0.026 4.82E-03 1.95 1.10E-02 1.95 2.10E-03 1.95 7.31E-03 1.95
0.017 2.07E-03 1.97 4.71E-03 1.97 8.97E-04 1.98 3.14E-03 1.97
Tabelle 3.11: Relative Fehler für K und H (diskrete Weingartenabbildung(S*)) auf einem
Ellipsoid.
h ErrSK2 EOC Err
SK
∞ EOC Err
SH
2 EOC Err
SH
∞ EOC
0.25 3.22E-01 6.03E-01 1.61E-01 4.38E-01
0.18 2.33E-01 0.98 4.65E-01 0.79 1.12E-01 1.09 3.27E-01 0.88
0.11 1.26E-01 1.25 2.63E-01 1.16 5.77E-02 1.35 1.79E-01 1.22
0.078 7.60E-02 1.52 1.66E-01 1.38 3.41E-02 1.58 1.12E-01 1.43
0.050 3.54E-02 1.72 7.91E-02 1.67 1.56E-02 1.76 5.29E-02 1.69
0.036 1.94E-02 1.85 6.26E-02 0.72 8.50E-03 1.88 4.72E-02 0.35
0.026 1.00E-02 1.91 6.12E-02 0.06 4.35E-03 1.92 4.60E-02 0.08
0.017 4.36E-03 1.93 5.93E-02 0.07 1.89E-03 1.95 4.34E-02 0.13
Tabelle 3.12: Relative Fehler für K und H (diskrete Weingartenabbildung mit gemittelten
Normalen (S*AvN)) auf einem Ellipsoid.
h ErrGB2 EOC Err
GB
∞ EOC Err
LX
2 EOC Err
LX
∞ EOC
0.25 6.06E-02 5.86E-02 3.77E-02 1.32E-01
0.18 3.04E-02 2.08 5.53E-02 0.18 2.25E-02 1.56 8.20E-02 1.44
0.11 1.17E-02 1.93 5.36E-02 0.06 1.04E-02 1.57 3.54E-02 1.71
0.078 6.49E-03 1.79 5.17E-02 0.11 5.89E-03 1.71 1.98E-02 1.75
0.050 3.08E-03 1.68 5.12E-02 0.02 2.61E-03 1.83 1.71E-02 0.33
0.036 1.84E-03 1.59 5.22E-02 -0.06 1.41E-03 1.91 1.65E-02 0.12
0.026 1.12E-03 1.43 5.19E-02 0.02 7.27E-04 1.89 1.62E-02 0.04
0.017 6.24E-04 1.36 5.35E-02 -0.07 3.22E-04 1.90 1.57E-02 0.08
Tabelle 3.13: Relative Fehler für K (Gauß-Bonnet-Operator(GB)) und H
(Krümmungsvektor(LX)) auf einem Ellipsoid.
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Abbildung 3.3: Links: Mittlere Krümmung H. Rechts: Lokaler absoluter Fehler für die
Bestimmung von H über die Weingartenabbildung mit gemittelten Normalen (3.18). Das
Gitter hat 24640 DOFs (h ≈ 0.06). Ab dieser Gitterauflösung fängt die Konvergenzrate an
stark zu stagnieren. Deutlich sind wieder die Verdrillungsstrukturen des Torus zu sehen.
Abbildung 3.4: Absolute lokale Fehler für die Gaußsche Krümmung (links) und mitt-
lere Krümmung (rechts) auf der Sphäre ermittelt aus den Eigenwerten der diskre-
ten Weingartenabbildung (oben), dem Gauß-Bonnet-Operator (unten links) bzw. dem
Krümmungsvektor (unten rechts). (1962 DOFs, h ≈ 0.11)
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Abbildung 3.5: Log-Log-Plot der relativen diskreten L2-Fehler (oben) und Maximumsfehler
(unten) für die Gaußsche Krümmung (links) und mittlere Krümmung (rechts) auf der
Sphäre.
Abbildung 3.6: Das Gitter mit 1962 DOFs (h ≈ 0.34) löst die beiden Wölbungen mit
starker Krümmung nicht auf. Der Fehler (hier für K (Weingarten)) ist dort am größten.
Zum Vergleich ist ein Gitter mit 249642 DOFs (h ≈ 0.04) halbtransparent dargestellt.
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Abbildung 3.7: Absolute lokale Fehler für die Gaußsche Krümmung (links) und mittlere
Krümmung (rechts) auf einer quatrischen Oberfläche ermittelt aus den Eigenwerten der
diskreten Weingartenabbildung (Mitte), dem Gauß-Bonnet-Operator (unten links) bzw.
dem Krümmungsvektor (unten rechts). (249642 DOFs, h ≈ 0.04)
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Abbildung 3.8: Log-Log-Plot der relativen diskreten L2-Fehler (oben) und Maximumsfehler
(unten) für die Gaußsche Krümmung (links) und mittlere Krümmung (rechts) auf einer
quatrischen Oberfläche.
Abbildung 3.9: Absolute lokale Fehler für die mittlere Krümmung berechnet aus dem
Krümmungsvektor (links) und die Umkreisdurchmesser der Dreieckselemente (rechts).
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Abbildung 3.10: Absolute lokale Fehler für die Gaußsche Krümmung (links) und mitt-
lere Krümmung (rechts) auf einem Ellipsoid ermittelt aus den Eigenwerten der diskre-
ten Weingartenabbildung (Mitte), dem Gauß-Bonnet-Operator (unten links) bzw. dem
Krümmungsvektor (unten rechts). (1962 DOFs, h ≈ 0.18)
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Abbildung 3.11: Log-Log-Plot der relativen diskreten L2-Fehler (oben) und Maximums-
fehler (unten) für die Gaußsche Krümmung (links) und mittlere Krümmung (rechts) auf
einem Ellipsoid.
Kapitel 4
Fazit und Ausblicke
Wir haben nun einen kleinen Einblick in die Welt des Diskreten Äußeren Kalküls bekom-
men. Innerhalb des Rechnens mit Differentialformen behält das DEC deren Leichtigkeit
bei, denn es werden keine Karten herangezogen auf denen gerechnet wird, stattdessen
wird direkt im (flachen) Ambienteraum gearbeitet und das ohne das sonst übliche
”
Nach-
korregieren“ der dortigen Differentialoperatoren durch Projektionen oder Ähnlichem. Die
diskrete Metrik der Mannigfaltigkeit ergibt sich ganz natürlich aus der Geometrie des
zugehörigen Simplizialkomplexes. Somit gelten die DEC-hergeleiteten Operatoren immer
in der Formulierung, unabhängig von der kontinuierlichen Metrik. Auch ist es sehr ange-
nehm, dass es möglich ist, direkt das Differentialkalkül der äußeren Algebra zu nutzen.
Denn es macht zum Beispiel für die Behandlung des Laplace-Beltrami-Operators einen
Unterschied, ob es
∆B =
1√
|det g|
n∑
i,j=1
∂
∂xj
(
gij
√
|det g| ∂
∂xi
)
(4.1)
oder
∆B = ∗d ∗ d (4.2)
zu diskretisieren gilt, obwohl beides der gleiche Operator ist. Ganz abgesehen von der
Komplexität der Ausdrücke, ist beim Ersten die Metrik schon festgelegt, beim Zweiten
noch nicht. Auch ist eine DEC-Formulierung unabhängig von der Dimension N des Am-
biente Raumes. Das heißt, dass es keinen Unterschied macht ob eine Oberfläche in einem
dreidimensionalen Raum oder einem 20-dimensionalen Raum eingebettet ist. Skalarfel-
der bleiben weiterhin eindimensional und Vektorfelder n-dimensional. Nur der Speicher-
und Auswertungsaufwand wird linear steigen. Die Rechenkosten sind ein zusätzliches Ar-
gument, welches für das DEC spricht, wie wir im Anwendungsteil sehen konnten. Hier
konnten mit vergleichsweise kleinem Aufwand gute Ergebnisse in der Berechnung der
Krümmungen erzielt werden.
Wir haben uns hier vor allem auf das diskretisieren der linearen Operatoren ∗ und d
beschränkt. Für einen vollen Satz von Operatoren, mit denen wir alle üblichen Gleichungen
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für Differentialformen im Diskreten berechnen können, werden noch das Dach-Produkt ∧
und die Übersetzungsisomorphismen ♭ und ♯ benötigt.
Eines der größten Probleme mit denen wir in dieser Arbeit konfrontiert waren, ist
die Wohlzentriertheit des Primärgitters bezüglich des Umkreismittelpunktes. Das ist eine
Anforderung, die in dieser Art und Weise in zukünftigen Arbeiten nicht haltbar ist. Ein
Ausweg bietet hierbei die schon angesprochene baryzentrische Wohlzentriertheit. Hierbei
ist jedes Simplex wohlzentriert und wir erhalten immer ein baryzentrischen Dualgitter.
Für die äußere Ableitung spielt das keine Rolle. Jedoch muss der diskrete Hodge-Stern-
Operator neu formuliert werden, da hier die Orthogonalität der Simplizes zu ihren dualen
Ketten nicht mehr ausgenutzt werden kann. Für Ecken und Volumenformen ändert sich
vermutlich nichts, jedoch wäre es für die Kanten ein möglicher Ansatz ausschließlich über
den
”
orthogonalen Anteil’”der dualen Form zu integrieren. Es gilt dx2 = sin (γi) dξ, wobei(
x1, x2
)
die orthogonalen Koordinaten sind, bei denen der Basisvektor ∂
∂x1
in Richtung
der Kante σ1 zeigt, ξ die Koordinate entlang ⋆σ1 ∩ σ2i ist und γi die Winkel zwischen σ1
und den elementaren Dualkanten ⋆σ1 ∩ σ2i = ±
[
c(σ1), c(σ2i )
]
sind. Somit kann man sich
leicht überlegen, dass für eine diskrete Form α ∈ Ω1d(K)⟨
∗α, ⋆σ1
⟩
=
sin (γ1)
⏐⏐⋆σ1 ∩ σ21⏐⏐+ sin (γ2) ⏐⏐⋆σ1 ∩ σ22⏐⏐
|σ1|
⟨
α, σ1
⟩
(4.3)
den Hodge-Stern-Operator in dem von uns verwendeten Sinne für uniforme Gitter appro-
ximiert. Dieses gilt dann für jeglichen Wohlzentriertheitsbegriff, nicht nur für den bary-
zentrischen oder bzgl. des Umkreismittelpunktes.
Wünschenswert wäre auch eine bessere Approximation der Oberfläche als nur linear,
z.B. durch diverse Spline-Ansätze, und wie sich diese auf das Konvergenzverhalten und
Stabilität bei DEC-Problemen auswirken. Allein durch Differenzierbarkeit des zugrunde
liegenden diskreten Raumes für den resultierenden (quasiabstrakten) Simplizialkomplex
könnten die Tangentialräume an jeden beliebigen Punkt zweifelsfrei definiert werden. Das
wiederum hätte große Vorteile für die Definition der diskreten Flat- und Sharp-Operatoren
und der Interpolation von Vektorfeldern.
Die Behandlung von Randbedingungen stellt ebenfalls eine große Herausforderung in
zukünftigen Arbeiten dar.
Auch das Lösen von höher dimensionalen Problemen ist denkbar. Zum Beispiel die
Behandlung von vierdimensionalen Problemen (Raumzeit), wie sie in der Astrophysik
vorkommen. Dabei wäre zu überlegen, wie bei allen raumzeitartigen Formulierungen, ob
die Zeit
”
kontravariant herausgeholt“ oder mit zur raumzeit-gekrümmten Mannigfaltigkeit
gehören sollte. Bei letzterem wären Simplizes eher unpraktisch, da wir gerade Schnitte
in der Zeit haben möchten. Hier wären entsprechende Hyperprismen (mit gleichlangen
Kanten in der Zeitrichtung) wesentlich sinnvoller.
Das Potential eines allgemeinen DECs ist enorm und da der Modus Operandi inzwi-
schen klar ist, lassen sich unzählige Modifikationen und Anwendungsmöglichkeiten finden,
sodass es eine Freude sein wird zu verfolgen welche Wege das noch in den Kinderschuhen
steckende Diskrete Äußere Kalkül gehen wird.

Kapitel 5
Appendix
5.1 Häufige Bezeichner
N Dimension des Ambienteraumes RN
n Dimension der Mannigfaltigkeit
σp p-Simplex
K Simplizialkomplex
L abstrakter Simplizialkomplex
|K| Polytop von K (n = 2: Polyeder)
π : |K| → |L|
”
Klebeabbildung“ mit π(σ) ∈ L für σ ∈ K.
K(p) p-Skelett von K
π : RN → Tx⃗M Projektion eines RN -Vektors in den Tangentialraum im Punkt x⃗ ∈M
|σp| p-Volumen von σp
Nσp Anzahl aller p-Simplizes in K
µ, dA Volumenform
√
|det g|dx ∧ dy = ∗1 ∈ Ω2(M)
∇ Oberflächen Gradient ∇M = ♯ ◦ d =
(
I − ν⃗ν⃗T
)
∇R3
∇R3 gewöhnlicher R3-Gradient
C∞(M) Raum der glatten Funktionen auf M
V∞(M) Raum der glatten Tangentialvektorfelder auf M
mv Anzahl der Dreiecke im 1-Ring um v ∈ K(0)
1-Ring eines Knoten sind alle Dreiecke, die diesen Knoten besitzen
5.2 Algorithmen
5.2.1 Element-Knotenkräfte
Berechnung der Knotenkräfte Force∈ R3 ×R3 für ein Element T ∈ K(2):
for all v in T:
T <-> [v,v0,v1]
5.2. ALGORITHMEN III
E0 = X(v0) - X(v)
l0 = length(E0)
forceLength = d * (l0/lRef - k)
E1 = X(v1) - X(v)
l1 = length(E1)
forceAngle = (d - 1) * ((E0.E1) / (l0*l1) - c);
Force(v) += project( (forceLength + forceAngle)*(E0/l0)
+ forceAngle *(E1/l1) )
Parameter c,d,k∈ R, Koordinatenabbildung X: σ0 ↦→ x⃗ ∈ M ⊂ R3 und Tangential-
projektion project: R3 → TpM ⊂ R3 sind (approximativ oder exakt) gegeben.
Zu beachten ist hierbei, dass die Kantenkraft forceLength nur auf einem Knoten
aufgetragen wird. Der andere Knoten, der ebenfalls zu dieser Kante gehört, bekommt die
gleiche Kantenkraft aufdatiert, wenn die Knotenkräfte auf dem 2. Dreieckelement, welches
sich diese Kante teilt, berechnet werden.
5.2.2 Laplace-Beltrami-Operator
Berechnung der Elementmatrix AT ∈ R3×3 für das Dreieckelement T ∈ K(2):
for all k in {0,1,2}:
for all l in {k+1,k+2} mod 3:
C = T.dualLength(k,l) / T.length(k,l)
AT(k,k) -= C
AT(k,l) += C
Wobei T.length(k,l) bzw. T.dualLength(k,l) die Länge von
[
vTk, v
T
l
]
bzw. dessen Du-
alkante eingeschränkt auf T ist.
5.2.3 Gradient
Berechnung der q-ten Elementmatrix AT ∈ R3×3 für das Dreieckelement T ∈ K(2):
for all k in {0,1,2}:
vol = T.dualVolume(k)
for all l in {k+1,k+2} mod 3:
C = vol * (T.Grad(l))[q]
AT(k,k) -= C
AT(k,l) += C
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Wobei T.dualVolume(k) das Volumen der Voronoi-Zelle der Ecke vk eingeschränkt auf T
ist und T.Grad(l) der von AMDiS bereitgestellte Gradient der linearen Ansatzfunktion
zu vl auf dem Element.
5.2.4 Gauß-Bonnet-Operator
Aufstellung des Elementvektors bT ∈ R3 für das Dreieckelement T ∈ K(2):
for all k in {0,1,2}:
bT(k) += 2 * Pi / mv(T.globalIndex(k))
for all l in {k+1,k+2} mod 3:
bT(k) -= atan2(2 * T.dualLength(k,l), T.length(k,l))
Wobei T.length(k,l) bzw. T.dualLength(k,l) die Länge von
[
vTk, v
T
l
]
bzw. dessen Dual-
kante eingeschränkt auf T ist. mv(i) ∈ N gibt die Anzahl der Dreieckelemente des 1-Ringes
um den Knoten vi an. Durch T.globalIndex(k) erhalten wir den globalen Index zum
lokalen Index k auf T.
5.3 Krümmungen für impliziten Oberflächen
Es sei φ ∈ C2(R3) gegeben mit M =
{
x⃗ ∈ R3
⏐⏐φ(x⃗) = 0}. Die Gaußkrümmung K und die
Mittlere Krümmung H von M berechnet sich im R3 wie folgt (siehe [Gol05]):
K =
∇Tφ · H∗[φ] · ∇φ
∥∇φ∥42
= −
det
[
H[φ] ∇φ
∇Tφ 0
]
∥∇φ∥42
(5.1)
H =
1
2
∇ · ∇φ∥∇φ∥ =
∥∇φ∥22 · Trace(H[φ])−∇Tφ · H[φ] · ∇φ
2 · ∥∇φ∥32
(5.2)
wobei H∗[φ] die Adjunkte1 der Hesse-Matrix H[φ] ist. Alle hier verwendeten Differential-
operatoren sind keine Oberflächenoperatoren sondern die aus dem flachen R3, das heißt
z.B. ∇ = ∇R3 .
1nicht Adjungierte!
5.4. AUSGEWÄHLTE OBERFLÄCHEN V
5.4 Ausgewählte Oberflächen
5.4.1 Einheitssphäre
Parametrisierung
x⃗ : (0, π)× [0, 2π) → S2 ⊂ R3
(u, v) ↦→
⎡⎢⎣x(u, v)y(u, v)
z(u, v)
⎤⎥⎦ :=
⎡⎢⎣sinu cos vsinu sin v
cosu
⎤⎥⎦ (5.3)
u heißt Breitengrad und v Längengrad.
Riemannsche Metrik
∂
∂u
x⃗ =
⎡⎢⎣cosu cos vcosu sin v
− sinu
⎤⎥⎦ ⊥R3 ∂∂v x⃗ =
⎡⎢⎣− sinu sin vsinu cos v
0
⎤⎥⎦ (5.4)
⇒ g =
[
1 0
0 sin2 u
]
=: diag (gu, gv) (5.5)
Laplace-Beltrami
∆B
(2.99)
=
√
gugv
(
∂
∂u
(√
gugv
∂
∂u
)
+
∂
∂v
(√
gugv
∂
∂v
))
(5.6)
=
1
sinu
(
∂
∂u
(
sinu
∂
∂u
)
+
∂
∂v
(
1
sinu
∂
∂v
))
(5.7)
= cotu
∂
∂u
+
∂2
∂u2
+
1
sin2 u
∂2
∂v2
(5.8)
Krümmungen
K ≡ 1 (5.9)
H ≡ 1 (5.10)
5.4.2 Torus
Parametrisierung
x⃗ : [0, 2π)2 → T2 ⊂ R3
(t, p) ↦→
⎡⎢⎣x(t, p)y(t, p)
z(t, p)
⎤⎥⎦ := R
⎡⎢⎣cos tsin t
0
⎤⎥⎦+ r
⎡⎢⎣cos t cos psin t cos p
sin p
⎤⎥⎦ (5.11)
wobei alle Punkte des Torus von der Kreislinie mit Radius R den Abstand r < R haben,
das heißt r ist der Radius der Torusröhre.
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Nützliche Identitäten
(
R−
√
x2 + y2
)2
+ z2 = r2 (R+ r cos p)2 = x2 + y2 (5.12)
sin p =
z
r
cos p =
1
r
(√
x2 + y2 −R
)
(5.13)
sin t =
y√
x2 + y2
cos t =
x√
x2 + y2
(5.14)
Riemannsche Metrik
∂
∂t
x⃗ = R
⎡⎢⎣− sin tcos t
0
⎤⎥⎦+ r
⎡⎢⎣− sin t cos pcos t cos p
0
⎤⎥⎦ ⊥R3 ∂∂px⃗ = r
⎡⎢⎣− cos t sin p− sin t sin p
cos p
⎤⎥⎦ (5.15)
⇒ g =
[
(R+ r cos p)2 0
0 r2
]
=: diag (gt, gp) (5.16)
Laplace-Beltrami
∆B
(2.99)
=
√
gtgp
(
∂
∂t
(√
gtgp
∂
∂t
)
+
∂
∂p
(√
gtgp
∂
∂p
))
(5.17)
=
1
r (R+ r cos p)
(
∂
∂t
(
r
R+ r cos p
∂
∂t
)
+
∂
∂p
(
R+ r cos p
r
∂
∂p
))
(5.18)
=
1
(R+ r cos p)2
∂2
∂t2
+
1
r2
∂2
∂p2
− sin p
r (R+ r cos p)
∂
∂p
(5.19)
Normalen
ν⃗ =
⎡⎢⎣cos t cos psin t cos p
sin p
⎤⎥⎦ = 1
r
⎡⎢⎣x (1− R/
√
x2+y2)
y (1− R/√x2+y2)
z
⎤⎥⎦ (5.20)
Krümmungen
K =
cos p
r (R+ r cos p)
=
1
r2
(
1− R√
x2 + y2
)
(5.21)
H =
R+ 2r cos p
2r (R+ r cos p)
=
1
2r
(
2− R√
x2 + y2
)
(5.22)
5.4. AUSGEWÄHLTE OBERFLÄCHEN VII
5.4.3 Quartische Oberfläche
Level-Set-Funktion
φ(x, y, z) :=
1
2
(
(x− z2)2 + (y − z2)2 + z2 − 1
)
(5.23)
∇φ(x, y, z) =
⎡⎢⎣ x− z
2
y − z2
z + 2z
(
2z2 − x− y
)
⎤⎥⎦ (5.24)
H[φ] ≡
⎡⎢⎣ 1 0 −2z0 1 −2z
−2z −2z 12z2 − 2x− 2y + 1
⎤⎥⎦ (5.25)
Krümmungsgrößen
K(x, y, z) = −1 + 2x− 2x
2 + 2y − 2y2 + 2(−3 + x+ y)z2
1− 4(−2 + x+ x2 + y − 2xy + y2)z2 (5.26)
H(x, y, z) = − x− x
2 + y − y2 + (−7 + 3x+ 3y)z2
1− 4(−2 + x+ x2 + y − 2xy + y2)z2 (5.27)
5.4.4 Ellipsoid
Level-Set-Funktion
φ(x, y, z) :=
1
2
(
(3x)2 + (6y)2 + (2z)2 − 9
)
(5.28)
∇φ(x, y, z) = [9x, 36y, 4z]T (5.29)
H[φ] ≡
⎡⎢⎣9 0 00 36 0
0 0 4
⎤⎥⎦ (5.30)
Krümmungsgrößen
K(x, y, z) =
11664
(81 + 972y2 − 20z2)2 (5.31)
H(x, y, z) =
36
(
45 + 54y2 − 10z2
)
(81 + 972y2 − 20z2)3/2
(5.32)
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