The use of graph visualization approaches to present and analyze complex data is taking a leading role in conveying information and knowledge to users in many application domains. This creates the need of developing efficient and effective algorithms that automatically compute graph layouts. In this respect, force-directed algorithms are arguably among the most popular graph layout techniques. Aimed at leveraging the potential of modern distributed graph algorithms platforms, we present MULTI-GILA, the first multilevel force-directed graph visualization algorithm based on a vertex-centric computation paradigm. We implemented MULTI-GILA using the Apache Giraph platform. Experiments show that it can be successfully applied to compute high quality layouts of very large graphs on inexpensive cloud computing platforms.
INTRODUCTION
P roblem Definition and Motivation. The use of graph visualization approaches to present and analyze complex data is taking a leading role in conveying information and knowledge to users in many application domains, including social sciences, biological networks, software engineering, and crime detection [14] , [20] , [52] . This creates the need of developing efficient and effective algorithms that automatically compute graph layouts [47] .
Force-directed algorithms are arguably among the most popular graph layout techniques [36] . They model the graph as a physical system, where attractive and repulsive forces act on each vertex. Computing a layout corresponds to finding an equilibrium state (i.e., a state of minimum energy) of the force system through a simple iterative approach. Different kinds of force and energy models give rise to different algorithms. Although basic force-directed algorithms usually compute nice layouts of small or medium graphs, using them to draw large-scale graphs has two main obstacles: ðiÞ There are several local minima in their physical models, if the algorithm falls in one of them, it may produce bad solutions. The probability of this event and its negative effect increase with the size of the graph. ðiiÞ Their approach is computationally expensive, thus it gives rise to scalability problems even for graphs of a few thousand vertices.
To overcome the above obstacles, multilevel force-directed algorithms have been designed (see, e.g., [15] , [18] , [23] , [26] , [27] , [31] , [53] ). These algorithms generate from the input graph G a hierarchy of progressively simpler structures, called coarse graphs, and then incrementally compute a layout of each of them in reverse order up to G. On common machines, multilevel force-directed algorithms perform quickly on graphs with several thousand vertices and usually produce qualitatively better layouts than single-level (basic) algorithms [7] , [24] , [36] . Motivated by the fact that real-world applications often require to handle large graphs of increasing size (see, e.g., [12] ), subsequent studies focused on parallel and distributed implementations. For example, several papers proposed solutions based on GPUs or on the MPI protocol (see, e.g., [6] , [21] , [33] , [55] , [35] ); their development, however, requires a low-level implementation tied to the infrastructure. Recently, Meyerhenke et al. [41] proposed a shared-memory parallel layout algorithm based on maxentstress optimization, which still requires a low-level implementation using the OpenMP platform. On the other hand, the wide availability of powerful and inexpensive cloud computing services and the growing interest towards PaaS infrastructures observed in the last few years, naturally motivate the study of distributed graph layout algorithms that can scale to graphs with million edges on such infrastructures. Exploiting the potential of these infrastructures will make it possible in the future to process graphs whose size is not affordable for shared-memory systems. This research topic is rather unexplored so far, with only a few papers published on the subject (see, e.g., [5] , [10] , [29] , [43] ).
Contribution.This paper presents MULTI-GILA (Multilevel Giraph Layout Algorithm), the first distributed multilevel force-directed algorithm based on a vertex-centric paradigm. The model adopted by MULTI-GILA for generating the coarse graph hierarchy is inspired by FM3 (Fast Multipole Multilevel Method) [23] , a very effective multilevel forcedirected algorithm [7] , [24] . To design such a model in a vertex-centric paradigm, we had to cope with several challenges, discussed throughout the paper. About the singlelevel force-directed algorithm used by MULTI-GILA to refine the layout of each coarse graph, we designed an enhanced version of a distributed algorithm called GILA [5] . This enhanced version utilizes, at each level of the coarse hierarchy, a suitably defined spanning tree to propagate the messages between nodes of the graph, and allows us to significantly speed up the computation with respect to the original version of the algorithm.
In order to practically evaluate MULTI-GILA, we implemented it on the Apache Giraph framework, a popular platform for distributed graph algorithms in the TLAV ("Think Like a Vertex") paradigm [12] . Graph processing systems based on the TLAV model outperform general-purpose Big Data processing systems by improving locality and by demonstrating linear scalability [39] . As such, these systems represent an active research line (see, e.g., [4] , [54] ) and they are receiving growing attention in several application fields (see, e.g., [48] , [34] ). Furthermore, leveraging the potential of these systems will make it possible in the future to process graphs whose size is not affordable for shared-memory systems. We provide a theoretical analysis of the complexity of MULTI-GILA, and we show its effectiveness and its efficiency by means of an extensive experimental analysis: our algorithm can draw graphs with ten million edges in less than 60 minutes, using an inexpensive PaaS of Amazon. To allow replicability of the experiments, our source code and graph benchmarks are made publicly available [2] . It is worth observing that, in order to get an overview of the structure of a very large graph and subsequently explore it in more details, MULTI-GILA can be combined with systems like LAGO [56] , which provides an interactive level-of-detail rendering, conceived for the exploration of large graphs.
Related Work. Initial studies on parallel layout algorithms focused on restricted classes of graphs and drawings [8] , [9] .
The first attempts to scale force-directed algorithms to very large graphs exploit the power of GPUs [6] , [21] , [33] , [55] . They can draw graphs with a few million edges, but their development requires a low-level implementation tied to the infrastructure, in contrast with the fact that companies are increasingly relying on PaaS infrastructures.
The design of distributed graph visualization algorithms has been only partially addressed. Mueller et al. [43] and Chae et al. [10] proposed force-directed algorithms that use multiple large displays. Vertices are evenly distributed on the different displays, each associated with a different processor, which is responsible for computing the positions of its vertices; scalability experiments are limited to graphs with some thousand vertices. Tikhonova and Ma [49] presented a parallel force-directed algorithm that can run on graphs with few hundred thousand edges.
The use of emerging frameworks for distributed graph algorithms has been also investigated. Hinge and Auber [28] described a distributed single-level force-directed algorithm implemented in the Spark framework (using GraphX). A distributed single-level force-directed algorithm running on the Apache Giraph framework has been presented in [5] . This algorithm can draw graphs with a million edges in a few minutes, running on an inexpensive PaaS infrastructure. However, the design of a distributed multilevel forcedirected algorithm is a much more challenging task, due to the difficulty of efficiently computing the hierarchy required by a multilevel approach in a distributed manner (see also [28] ). Hinge et al. [29] presented a multilevel algorithm implemented in Spark. Kirmani and Raghavan [35] developed an MPI-based scalable parallel partitioning scheme that uses a multilevel graph layout algorithm. Refer to Section 5.4 for a comparison with our algorithm.
Structure of the Paper. Section 2 contains the necessary background on multilevel and TLAV algorithms. Section 3 discusses the main challenges of designing an effective and efficient multilevel force-directed algorithm in the TLAV paradigm. The MULTI-GILA algorithm is described in Section 4, and the results of an extensive experimental analysis are described in Section 5. Section 6 concludes the paper and discusses future research directions. In the Supplemental Material we show some examples of drawings computed by MULTI-GILA and rendered with LAGO [56] .
BACKGROUND
We briefly recall the main ideas behind multilevel forcedirected algorithms, with a particular focus on FM3 (Section 2.1); the TLAV paradigm and its implementation in Giraph (Section 2.2); a TLAV implementation of a force-directed algorithm, called GILA (Section. 2.3), which will be used within the algorithmic pipeline of MULTI-GILA.
Multilevel Force-Directed Algorithms
Force-directed algorithms are an effective and popular tool to compute graph layouts. They are based on two simple principles: ðiÞ vertices connected by an edge should be drawn near to each other; ðiiÞ vertices should not be drawn too close to each other. These two principles are usually encoded in a system of forces acting on the vertices of the input graph, which are treated as rigid bodies. We point the reader to the comprehensive survey by Kobourov [36] for references and explanations on the wide literature on this subject, as well as to the survey by Hu and Shi [32] which is more focused on large graphs. The common ingredients of force-directed algorithms are a model of the system of forces acting on the vertices and an iterative algorithm to find a static equilibrium of this system, which represents the final layout of the graph. Since every vertex generates forces acting on all other vertices of the input graph, a quadratic number of forces has to be taken into account for each iteration of the algorithm, which leads to slow computations already for graphs with a few thousand vertices. A first answer to this problem was proposed by Fruchterman and Reingold [17] , who proposed a spatial decomposition technique in order to approximate forces acting between vertices that are far from each other. Later, Quigley and Eades [45] took advantage of the Barnes-Hut hierarchical space decomposition method to obtain subquadratic time complexity.
A significant step towards the applicability of forcedirected algorithms to larger graphs is represented by multilevel force-directed algorithms, which were introduced in [26] , [45] , [53] . Algorithms in this family follow a framework that works in three main phases: coarsening, placement, and single-level layout. We briefly recall each of these three phases.
(1) Given an input graph G, the coarsening phase computes a sequence of graphs fG ¼ G 0 ; G 1 ; . . . ; G r g, such that the size of G iþ1 is smaller than the size of G i (i ¼ 0; . . . ; r À 1). To compute G iþ1 , subsets of vertices of G i are collapsed into single vertices. The criterion for deciding which vertices should be merged is chosen as a trade-off between two conflicting goals. On one hand, the overall graph structure should be preserved throughout the sequence of graphs, as it influences the way the graph is unfolded. On the other hand, both the number of graphs in the sequence and the size of the coarsest graph may have a significant influence on the overall running time of the algorithm. Therefore, it is fundamental to design a coarsening phase that produces a sequence of graphs whose sizes quickly decrease, and, at the same time, whose structures smoothly change. The sequence of graphs produced by the coarsening phase is then traversed from G r to G 0 = G, and a final layout of G is obtained by progressively computing a layout for each graph in the sequence. (2) In the placement phase, the vertices of G i are placed by exploiting the information of the layout G iþ1 of G iþ1 . (The initial placement of G r is randomly computed.) (3) Starting from this initial placement, the single-level layout phase computes a layout G i of G i by applying a single-level force-directed algorithm. Thanks to the good initial placement, an equilibrium will be reached after a limited number of iterations.
MULTI-GILA is partially based on the models employed in FM3 [22] , [23] . As experimentally observed, FM3 is more effective than other multilevel (and algebraic) approaches, since it produces less edge crossings and fewer vertex overlaps [25] . We briefly recall how the coarsening and placement phases are implemented by FM3 (see [22] , [23] for details). Let G = G 0 be a connected graph (distinct connected components can be processed independently), the coarsening phase is implemented in the SOLAR MERGER algorithm. The vertices of G are partitioned into vertex-disjoint subgraphs called solar systems. The diameter of each solar system is at most 4. Within each solar system S, there is a vertex s classified as a sun. Each vertex v of S at distance 1 (resp., 2) from s is classified as a planet (resp., a moon) of S. There is an inter-system link between two solar systems S 1 and S 2 , if there is at least one edge of G between a vertex of S 1 and a vertex of S 2 . The coarser graph G 1 is obtained by collapsing each solar system into the corresponding sun, and the inter-system links are transformed into edges connecting the corresponding pairs of suns (no selfloops are created). Also, all vertices of G = G 0 are associated with a mass equal to 1. The mass of a sun is the sum of the masses of all vertices in its solar system. The procedure halts when the number of vertices of a coarse graph is below a chosen threshold. The placement phase of FM3, called SOLAR PLACER, uses information from the coarsening phase. The vertices of G iþ1 correspond to the suns of G i , whose initial position is defined in the layout G iþ1 . The position of each vertex v in G i n G iþ1 is computed by taking into account all inter-system links v belongs to. The rough idea is to place v in a barycentric position with respect to all suns connected by an intersystem link through v.
The TLAV Paradigm
The TLAV paradigm requires to implement distributed algorithms from the perspective of a vertex rather than that of the whole graph, abstracting from low-level details of the computation and of the distributed infrastructure. We recall here some basic concepts that will be used in the remainder of the paper (refer to [40] ). Assuming that the input graph is directed (if not, replace every edge with two oppositely oriented edges), a user-defined function aims at updating the internal value of the vertex and/or of its outgoing edges. It takes as input data from the incoming edges of the vertex, while its output is communicated through the outgoing edges. Thus, each vertex exchanges messages only with its neighbors. Google's Pregel [38] was the first published implementation of a TLAV framework. It is based on the Bulk-Synchronous Programming (BSP) model [50] , which splits the computation into iterations called supersteps, with synchronization barriers occurring between consecutive supersteps. At each superstep the user-defined function is executed over the vertices of the graph, and the messages sent by a vertex during a superstep are received by its neighbors at the beginning of the next superstep. All vertices are initially active, and each vertex can deactivate itself during any superstep. The user-defined function is not executed over deactivated vertices, but a vertex is automatically reactivated if it receives a new message. The computation halts when all vertices are deactivated and there are no further messages to be delivered.
Among the various graph processing systems that embrace the TLAV paradigm, Apache Giraph [12] is a popular Java-based open source framework built on Apache Hadoop. Giraph exhibits additional features with respect to Pregel, but it is still based on the BSP model. In Giraph, a basic computing unit is called worker, and each computer, or host, can run multiple workers. A fundamental ingredient of large-scale graph processing systems is a preliminary partitioning operation that splits the input graph into parts assigned to different workers. Good partitions often lead to improved performance, but expensive partitioning strategies may end up dominating the processing time. Giraph provides a default hash-based partitioning algorithm to assign each vertex of the input graph to a worker.
The GILA Algorithm
The first TLAV implementation of a single-level forcedirected algorithm was proposed by Arleo et al. [5] . This algorithm, called GILA, works as follows. Let G be the input graph, and denote by N v ðkÞ the k-neighborhood of a vertex v of G, i.e., the set of vertices of G whose graph theoretic distance from v is at most k, for a predefined small constant k.
Vertex v acquires the positions of all vertices in N v ðkÞ by means of a controlled flooding technique, and it computes all the corresponding attractive and repulsive forces acting on itself. The attractive and repulsive forces acting on a vertex are defined using the Fruchterman-Reingold model [17] .
Note that repulsive forces generated by vertices not in N v ðkÞ are ignored, so to reduce the amount of messages exchanged throughout the computation. This choice is supported by the experimental evidence that in a layout computed by a force-directed algorithm the graph theoretic distance between two vertices is a good approximation of their geometric distance, and that the repulsive forces between two vertices tend to be less influential as their geometric distance increases (see, e.g., [36] ).
The complexity of GILA can be measured in terms of the number of messages exchanged throughout the computation, which is OðnD k Þ, where D is the maximum vertex degree of the input graph G, as proved in [5] . The results of an extensive experimental analysis suggested that the tuning k ¼ 3 is the one that guarantees a good trade-off between layout quality and running time [5] . In particular, graphs with up to about 1 million vertices and 2 million edges took a few minutes to be drawn with k ¼ 3 on a cluster of 20 machines [5] . However, the single-level algorithm GILA could not draw larger graphs on clusters of comparable size (i.e., with some tens of machines) due to out-of-memory errors caused by communication overhead.
DESIGN CHALLENGES
While general force-directed algorithms were originally designed as sequential and shared-memory algorithms and are inherently centralized, the following three constraints must be addressed in the design of a TLAV-based algorithm: C1. Each vertex sends messages only to its neighbors. C2. Each vertex locally stores a small amount of data. C3. The communication load (number and length of messages sent) in each superstep is small, for example, linear in the number of edges of the graph. Challenge C1 is embedded in the Giraph's API. Ignoring C2 may cause out-of-memory errors in the computation of large instances, which translates in the impossibility of storing large routing tables in each vertex to cope with the absence of global information. Ignoring C3 also leads to inefficient computations, especially on graphs that are locally dense or that have high-degree vertices. Hence, sending heavy messages containing the information related to a large part of the graph is not an option.
In the design of a multilevel force-directed algorithm, the above three challenges C1-C3 do not allow for simple strategies to make a vertex aware of the topology of a large part of the graph, which is required in the coarsening and placement phases. In Section 4, we describe a sophisticated distributed protocol used to cope with this issue. For the same reason, a vertex is not aware of the positions of all other vertices in the graph, which is required to compute the repulsive forces acting on the vertex in the single-level layout phase. An optimized version of algorithm GILA addresses this last issue by adopting a locality principle. In particular, the resulting force acting on each vertex v only depends on its k-neighborhood N v ðkÞ, for a suitably predefined small constant k (see Section 2.3).
THE MULTI-GILA ALGORITHM
MULTI-GILA has been designed having in mind the challenges discussed in Section 3. The key ingredients of MULTI-GILA are distributed versions of the SOLAR MERGER and of the SOLAR PLACER methods employed by FM3, together with a suitable dynamic tuning of GILA.
Algorithm Overview
MULTI-GILA is based on the algorithmic pipeline described below. The pruning, partitioning, and reinsertion steps are borrowed from the GILA algorithm, and hence they are only briefly recalled here.
Pruning. In order to lighten the execution, all vertices of degree 1 are temporarily removed from the input graph G; they will be reinserted at the end of the computation by means of an ad-hoc technique. Note that we remove degree-1 vertices only once (i.e., we do not remove any vertex of degree larger than one in G).
Partitioning. The vertex set is then partitioned into subsets, each assigned to a worker (recall that each computer of the cluster may host more than one worker). The default hashbased partitioning algorithm provided by Giraph is fast, but it may create partitions with a relatively high number of edges that connect vertices of different partition sets; this would negatively affect the communication load between different computing units (challenge C3). To cope with this problem, we use a partitioning algorithm by Vaquero et al. [51] , which creates balanced partition sets by exploiting the graph topology, without affecting too much the overall execution time of the algorithm.
Layout: This step executes the three main phases of the multilevel approach. The coarsening phase (Section 4.2) first produces a stack of graphs fG 0 ; G 1 ; . . . ; G r g. The placement (Section 4.3) and the single-level layout (Section 4.4) phases are then applied on each of graph G i , from G r to G 0 = G.
Reinsertion. For each vertex, its neighbors of degree 1 (if any) are suitably reinserted in a region close to the position of the vertex, so to minimize the introduction of additional edge crossings. This procedure can be performed using the TLAV paradigm, as explained in [5] .
This algorithmic pipeline is applied independently to each connected component of the graph, and the resulting layouts are then arranged in a matrix to avoid overlaps.
Coarsening Phase: DISTRIBUTED SOLAR MERGER
The algorithm employed in this phase, called DISTRIBUTED SOLAR MERGER, works in four stages that are executed for a certain number of iterations; each stage of the algorithm consists of some Giraph supersteps. For every iteration i of these four stages, a new coarser graph G i is generated, until the number of vertices of G i falls below a predefined threshold. As it will be shown below, the most demanding supersteps exchange OðnD 2 Þ messages, while the memory space required per vertex is OðDÞ, where D is the maximum vertex degree of the graph. We use the same terminology as in Section 2.1, and equip each vertex with four properties called ID, level, mass, and state. The ID is a unique identifier of the vertex. The level represents the iteration in which the vertex has been generated: A vertex has level i if it belongs to graph G i ; the vertices of the input graph have level zero (i.e., G = G 0 ). The third property represents the mass of the vertex and it is initialized to 1 plus the number of its degree-one neighbors that have been removed by the pruning step. The state of a vertex can receive one of the following values: sun, planet, moon, or unassigned. All vertices of the input graph are initially unassigned.
Stage 1: Sun Generation. In the first superstep, each vertex becomes a sun with probability p, for a predefined value of p (we used p ¼ 0:01). The next three supersteps aim at avoiding pairs of suns with graph theoretic distance less than 3. First, each sun broadcasts a message containing its ID. In the next superstep, if a sun t receives a message from an adjacent sun s, then also s receives a message from t, and the sun between s and t with lower ID changes its state to unassigned. In the same superstep, all vertices (of any state) broadcast to their neighbors only the messages received from those vertices still having state sun. In the third superstep, if a sun t receives a message generated from a sun s (with graph theoretic distance 2 from t), again also t receives a message from s and the sun with lower ID changes its state to unassigned. This procedure ensures that all pairs of suns have graph theoretic distance at least 3.
Stage 2: Solar System Generation. In the first superstep of this stage, each sun broadcasts an offer message. At the next superstep, if an unassigned vertex v receives an offer message m from a sun s, then v turns its state to planet and stores the ID of s in a property called system-sun. Also, v sends a confirmation message to s. Finally, v forwards the message m to all its neighbors. At the next superstep, every sun processes the received confirmation messages. If a sun s received a confirmation message, s stores the ID of the sender in a property called planet-list. This property is used by each sun to keep track of the planets in its solar system. If a planet v receives an offer message, then such a message comes from the same sun stored in the system-sun property of v, and thus it can be ignored (recall that the theoretic distance between two suns is greater than 2). If an unassigned vertex u receives one or more offer messages originated by the same sun s, then u turns its state to moon and stores the ID of s in its system-sun property. Furthermore, u stores the ID of all planets that forwarded the above offer messages in a property called system-planets. This property is used by each moon u to keep track of the planets adjacent to u and in the same solar system as u. Finally, u sends a confirmation to its sun s through a message, which will be sent to one of the planets stored in the system-planets property. If u receives offer messages from distinct suns, then the above procedure is applied only for those messages originated by the sun s with greatest ID. At the end of this procedure, all the galaxies of the generated sun vertices have been created and have diameter at most 4. The two stages described above are repeated until there are no more unassigned vertices. An example is illustrated in Fig. 1 . In each repetition of the two stages, the number of exchanged messages is OðnD 2 Þ due to the two-hops broadcasting of messages generated by sun vertices. At the end of each repetition, the probability p is increased by some positive quantity and becomes equal to 1 after a constant number of iterations. Once p ¼ 1, at least one vertex per repetition becomes a sun; hence the number of repetitions is OðnÞ where n is the number of vertices of the graph. Moreover, planet-lists and system-planets require OðDÞ memory space for sun and moon vertices.
Stage 3: Inter-System Link Generation. In the first superstep of this stage, every planet and every moon broadcasts an inter-link discovery message containing the ID stored in the system-sun property of the vertex. In the next superstep, each vertex v processes the received messages. All messages originated by vertices in the same solar system are ignored. For each inter-link discovery message originated from a sun t different from the sun s of v, vertex v informs both s and t of the conflict through messages that will be used by s and t to maintain an aggregated data structure containing the information of each path between s and t. Once all messages have been delivered, each sun s is aware of all links between its solar system and other systems. Also, for each link, s knows what planet and moon (if any) are involved. The number of exchanged messages is hence OðnDÞ and the additional memory space required for sun vertices is Oð1Þ.
Stage 4: Next Level Generation. In the first superstep of this stage, every sun s creates a vertex v s whose level equals the level of s plus one, and whose mass equals the sum of the masses of all the vertices in the solar system of s. Also, an inter-level edge between s and v s is created and will be used in the placement phase. In the next superstep, every sun s adds an edge between v s and v t , if t is a sun of a solar system for which there are k > 0 inter-system links. The edge ðv s ; v t Þ is equipped with a weight equal to the maximum number of vertices involved in any of the k links. Finally, all vertices (except the newly created ones) deactivate themselves.
Placement Phase: DISTRIBUTED SOLAR PLACER
We now describe the algorithm employed in this phase, called DISTRIBUTED SOLAR PLACER. Let G i be the graph to be processed. The algorithm consists of two stages. First, an initial assignment of the coordinates of the vertices of G i is computed, unless G i = G r . Next, a suitable spanning tree T i of G i is computed. This tree T i will be used in the single-level layout phase of G i , in order to alleviate the traffic load generated by the computation of the repulsive forces. With similar arguments as for the previous phase, one can see that the algorithm exchanges OðnD 2 Þ messages per superstep.
Stage 1: Coordinates assignment. If G i = G r , then this stage is not applied and the computation continues with the next stage. Suppose now that i < r. In the first superstep, the only active vertices are those with level i þ 1. Every such vertex broadcasts its coordinates (obtained during the previous single-level layout phase). In the next superstep, every vertex v forwards the received messages to the corresponding vertex v Ã of level i through its inter-level edge.
Then v deletes itself. At the next superstep, if a vertex s receives a message, then s is the sun of a solar system. Thanks to the received messages, s becomes active and aware of the position of all suns of its neighboring solar systems. Hence, s exploits this information (and the data structure containing information on the inter-system links), to compute the coordinates of all planets and moons in its solar system, as for the SOLAR PLACER. Once this is done, s sends to every planet u of its solar system the coordinates of u. The coordinates of the moons are delivered through messages (that is, sent to planets and then forwarded).
Stage 2: Spanning Tree Generation. Suppose first that G i = G r . The vertex of G r with highest ID is elected as center of T r , and every other vertex of G r is connected to the center by a tree edge (which may not exist in G r ). In order to compute T i , with i < r, the procedure is as follows. In the first superstep, the spanning tree edges of T iþ1 are replicated on T i . Then, suns connect their own planets with tree edges of T i and also instruct them to do the same with their respective moons. In the following superstep planets receive such instructions from their suns and create new tree edges. If the moons are connected by more than one tree edge, extra edges are removed so to avoid cycles. Note that the diameter of the spanning tree T i is equal to The dark gray vertices receive the offer messages, become planets, and forward the received offer messages. The striped vertex will then receive offer messages from both s and t, and (c) will accept the offer message of t due to the greatest ID of t. In (c) the final galaxies are enclosed by dashed curves, suns (planets, moons) are light gray (dark gray, black).
Single-Level Layout Phase
This phase applies an enhanced version of algorithm GILA to compute a layout of G i . It exploits the initial coordinates and the spanning tree T i computed by the placement phase. Namely, algorithm GILA relies on a set of parameters, whose tuning affects the trade-off between quality of the layout and speed of the computation. The most important parameter is the maximum graph theoretic distance k between pairs of vertices for which the pairwise repulsive forces are computed. The idea is to apply the following changes to the original implementation of the GILA algorithm: (i) The parameters of the algorithm are tuned in order to achieve better quality for the coarser graphs, and shorter running times for the graphs whose size is closer to the original graph; (ii) the messages sent during each layout round are sent through the spanning tree edges instead of the graph edges. The combination of these two changes leads, in practice, to a reduction of the running times of this phase, and, at the same time, to an improvement of the layout quality. Recall that GILA exchanges OðnD k Þ messages per superstep (see Section 2.3) due to the fact that all messages are blindly broadcasted through all edges of the graph. By using a spanning tree, we have that each vertex receives the position of every other vertex at most once, which implies that the total number of messages throughout k supersteps is Oðn 2 Þ; this can lead to a linear improvement when D is OðnÞ. On the other hand, the graph theoretic distance of two vertices may be larger in T i than in G i , and hence the parameter k must be suitably adjusted to deal with larger distances. The tuning of the parameters of GILA used to draw G i is articulated in three possible configurations, whose choice depends on three factors: (i) Number of edges m i of G i ; (ii) density d i of G i (i.e., ratio between edges and vertices); (iii) number of available workers w. A first configuration is used from the coarsest graph G r until the ratio between m i and w falls below a predefined threshold t w . The messages used to compute the repulsive forces are sent through the spanning tree edges instead of the original edges, and the value k of the k-neighborhood N v ðkÞ is set equal to the minimum between the diameter of T i (i.e., 2 þ 4ðr À iÞ), and a predefined threshold k l . This choice guarantees that, until k < k l , each vertex is aware of the position of all other vertices of G i , and thus it can compute all the repulsive forces acting on it, with a clear benefit in terms of layout quality. The second configuration uses the original algorithm GILA (without the spanning tree), and it sets k ¼ 6 if m i < 10 3 , k ¼ 5 if 10 3 m i < 5 Á 10 3 , k ¼ 4 if 5 Á 10 3 m i < 10 4 , k ¼ 3 if 10 4 m i < 10 5 , and k ¼ 2 if m i > 10 6 . The application of this configuration starts right after the first configuration ends, until any of three cases occurs: d i is above a threshold value d t , or m i is above a threshold m t , or G i = G 0 . The third configuration is active on all the remaining graphs G i until G i = G 0 (if any). Messages are again sent on the spanning tree edges but with a much more relaxed tuning: if m i < 10 3 , then k ¼ 4; if m i > 10 6 , then k ¼ 2; k ¼ 3 otherwise. Based on a set of preliminary experiments, we chose t w ¼ 200, k l ¼ 10, d t ¼ 5, and m t ¼ 2 Á 10 5 as default values for the thresholds.
EXPERIMENTAL ANALYSIS
We executed an extensive experimental analysis whose objective is to evaluate the effectiveness and the efficiency of MULTI-GILA on graphs of various sizes and with different structures. In what follows we describe: The objectives and expectations of our experiments (Section 5.1); the distributed environment we used (Section 5.2); the results of a set of experiments to evaluate the quality of the computed layouts (Section 5.3) and of another set of experiments to assess the running times and the scalability of MULTI-GILA (Section 5.4). We conclude this section with a critical discussion of our findings (Section 5.5).
Objectives and Expectations
We aim at investigating the quality of the produced layouts, the running time of MULTI-GILA, and its scalability. Our goals can be summarized as follows.
G1
. Evaluate the quality of the layouts produced by MULTI-GILA, according to well-established metrics. We expect MULTI-GILA behave similarly as stateof-the-art multilevel force-directed algorithms. G2. Evaluate the practical applicability of MULTI-GILA in terms of running time for graphs having millions of edges, which exceed the capability of centralized multilevel force-directed algorithms. We expect MULTI-GILA take running times in the order of tens of minutes for graphs of this size. G3. Evaluate the (strong) scalability of MULTI-GILA, i.e., how the running time on a given input graph varies while increasing the number of available machines. We expect the running times of MULTI-GILA decrease when the size of the cluster increases.
Environment
The experiments on MULTI-GILA were executed on the Amazon EC2 infrastructure. We used clusters consisting of up to 30 machines each, except for a single experiment in which we used 40 machines. Each machine is a memory-optimized instance (R3.xlarge) with 4 vCPUs, 30.5 GiB RAM and one 80 GB SSD storage. We allocated one Giraph worker for each machine. The cost per hour to use this infrastructure is about 0.35 USD per machine, which results in 10.5 USD per hour for a cluster composed of 30 machines.
Layout Quality
In order to evaluate MULTI-GILA in terms of quality of the computed layouts (G1), we used a benchmark of graphs, called REGULARGRAPHS in the following; see Table 3 . This benchmark is the same as the one used by Bartel et al. [7] in an experimental evaluation about multilevel force-directed algorithms. It contains 43 graphs with up to 48232 edges representing both real-world and generated instances [1] . Most of these graphs have a regular structure with a large diameter, and hence represent a challenge in terms of layout quality for MULTI-GILA as it employs a locality-based heuristic to approximate the repulsive forces. As we are not interested in recording the running times for this type of evaluation, we performed the experiments with a pseudocluster configuration on a single machine. Since the coarsening phase plays an important role in the computation of a good layout, we first evaluated the number of levels produced by the DISTRIBUTED SOLAR MERGER algorithm compared to the number of levels produced by the SOLAR MERGER algorithm of FM3. Fig. 2 shows the results of this experiment. The number of levels produced by the two algorithms is comparable and follows a similar trend throughout the series of graphs. DISTRIBUTED SOLAR MERGER produces one or two levels less than SOLAR MERGER in most of the cases, and this is probably due to some slight difference in the tuning of the two algorithms.
As a natural baseline for the quality experiments, we used the implementation of FM3 available in the OGDF library 1 [11] . In particular, we chose FM3 as a baseline for two main reasons: (i) MULTI-GILA is partially based on distributed implementations of the SOLAR MERGER and of the SOLAR PLACER algorithms; (ii) FM3 shows the best trade-off between running time and quality of the produced layouts [24] . We used two well-established quality metrics: The average number of crossings per edge (CRE) and the normalized edge length standard deviation (NELD) (see, e.g., [13] ). The values of NELD are obtained by dividing the edge length standard deviation by the average edge length of each layout. The results of the experiments are reported in Table 3 . The performance of MULTI-GILA is very close to that of FM3 in terms of CRE. In several cases MULTI-GILA produces layouts with an even smaller value of CRE than FM3. Concerning the NELD parameter, again the two algorithms follow a similar trend throughout the series of graphs, although MULTI-GILA consistently generated layouts with slightly larger values than FM3. Finally, in Tables 1 and 2 and in the Supplemental Materal, we show a visual comparison for all the graphs of the REGULARGRAPHS benchmark. Here we show the layouts computed with both MULTI-GILA and FM3, plus those computed with a third algorithm, called Scalable Force Directed Placement (SFDP for short), proposed by Hu [30] . SFDP is another state-of-theart multilevel force-directed algorithm. It shares some key principles with FM3, such as the use of a hierachical space decomposition, and it is integrated in the GraphViz visualization library [19] . Similarly to FM3 and SFDP, MULTI-GILA satisfactorily unfolds graphs with a regular structure and large diameter.
Running Time and Scalability
To evaluate the running time of MULTI-GILA, we used the REALGRAPHS and BIGGRAPHS benchmarks, which contain larger graphs extracted from both real-world applications and synthetic generators; see Table 4 . The REALGRAPHS set includes the 5 largest real-world graphs (mainly scale-free graphs) used in the experimental study of GILA [5] . These graphs are taken from the Stanford Large Networks Dataset Collection [3] and from the Network Data Repository [46] , and their number of edges is between 121523 and 1541514. The BIGGRAPHS set consists of 5 very large graphs with up to 16 million edges, taken from the collection of graphs described in [46] . Table 5 reports the running times and the corresponding cost of MULTI-GILA on the REALGRAPHS and BIGGRAPHS benchmarks, using clusters with an increasing number of machines. We remark that the reported running times include all the steps of the algorithmic pipeline described in Section 4.1, and hence they reflect the time taken by the entire computations. For the REALGRAPHS benchmark, 5 machines were always sufficient to compute a layout in a reasonable time (less than 30 minutes for the largest graph), and using 20 machines the time is reduced by 38 percent on average. For this last configuration, the algorithm took no more than 15 minutes to carry out a computation. For the BIGGRAPHS benchmark we used a number of machines from 15 to 30. With the smallest cluster only two layouts could be computed without incurring in out-of-memory errors, while all computations successfully terminated when using 20 machines. Increasing the cluster size from 20 to 30 machines reduced the running time by 22 percent on average. When using 30 machines, all computations ended in less than 68 minutes.
Figs. 3a and 3b shows a breakdown of the running times based on the main phases of the algorithm (partitioning plus pruning phase, coarsening phase, placement phase, and single-level layout plus reinsertion phase). As expected, the single-level layout is the most demanding one (although not explicitly shown, the reinsertion of degree-1 vertices has a negligible impact). The coarsening and the partitioning phases together take between 25 and 35 percent of the running time. The placement phase has very little impact. One can notice that the single-level layout phase demonstrates a 1. We used the following settings: ForceModel = FruchtermanReingold, EdgeLengthMeasurement = Midpoint, GalaxyChoice = Uniform-Prob, InitialPlacementForces = RandomTime, MaxIterChange = LinearlyDecreasing, QualityVsSpeed = GorgeousAndEfficient, StopCriterion = FixedIterationsOrThreshold.
better scalability with respect to the coarsening phase, especially for the BIGGRAPHS benchmark. This can be explained by the fact that the communication load of this phase is practically lower than the coarsening phase, as explained in Section 4. Figs. 3c and 3d depicts the trend of the data in Table 5 , showing the algorithm behavior in terms of strong scalability. Some of the computed layouts are shown in the Supplemental Material for a visual inspection. The charts highlight a decreasing trend of the running time in almost all the cases. When using 15 machines, three out of five among the largest instances could not be computed, while 20 machines were always enough. Only for two of the five largest instances ("hugetric-00000" and "adaptive") we did not observe an improvement of the running time and only when passing from 25 to 30 machines. An additional graph, called sc-rel9 [46] , with 6 million vertices and 24 million edges, has been used to stress MULTI-GILA in terms of scalability even further. A layout of this graph could be computed with a cluster of 40 machines in 126 minutes. Comparison with other Algorithms. We conclude this section with a comparison between MULTI-GILA and some other force-directed algorithms in terms of running times. Our first natural baseline is FM3. Table 5 includes the running times taken by the OGDF implementation of FM3 (with the same settings described in Section 5.3) run on a single powerful EC2 instance (R3.2xlarge) with 8 vCPUs, 61 GiB RAM and one 32 GB SSD storage, whose cost is about 0.7 USD per hour. We chose the EC2 environment for a fair comparison with MULTI-GILA. Note first that FM3 could always terminate its computations, also for the three instances for which MULTI-GILA could not when using few machines. For those three instances, however, it took impractically long running times (between about 4 and 7 hours), while MULTI-GILA spent about 1 hour when using 30 machines. For all other instances FM3 was consistently slower than MULTI-GILA. In particular, when comparing FM3 with MULTI-GILA on the largest cluster, FM3 was about 2.5 times slower on the REALGRAPHS instances, and about 8 times slower on the BIGGRAPHS instances. We remark that the runtimes taken by MULTI-GILA and FM3 may be influenced by the virtualized environment of EC2; executing these algorithms on a non-virtualized environment may significantly reduce these times.
Concerning other distributed layout algorithms, the multilevel algorithm of Hinge et al. [29] , based on Spark, shows worse performance than MULTI-GILA and it has been experimented on smaller graphs; in particular, it draws graphs with up to about 1.5 million edges in 1129 seconds on a cluster with 16 machines having 12 cores and 64 GB of RAM each. We also mention further layout algorithms that do not follow a distributed paradigm. Meyerhenke et al. [41] presented a shared-memory parallel layout algorithm based on maxent-stress optimization. Their experiments report a running time of 27 seconds on their largest instance with about 3 million edges, run on a machine with 4 Octa-Core Intel Xeon E5-4640 processors (64 vCores) and 512 GB of RAM. This architecture is relatively expensive to buy and maintain, in contrast with PaaS services, which are becoming more affordable and do not suffer from obsolescence. Ortmann et al. [44] describe a layout algorithm based on a sparse stress model experimented on a single machine with a quad-core Intel i7-4790 processor (8 vCores) with 32 GB of RAM; the largest instance is rather small, it has about 70000 edges and was drawn in about 2.28 seconds. Finally, Kirmani and Raghavan [35] developed a scalable parallel partitioning scheme that is based on a multilevel graph layout algorithm. They can draw very large graphs with up to 63.58 million edges in less than 100 seconds with 1024 processors and with about 1000 seconds with just one processor. However, the aim of this layout algorithm is to provide a good basis for the subsequent partitioning scheme, while it does not focus on the layout quality, and hence it cannot be directly compared to layout algorithms such as those previously discussed in this section.
Discussion
The experiments support our expectations with respect to goals G1-G3. MULTI-GILA computed layouts whose quality is comparable to that achieved with a state-of-the-art centralized multilevel force-directed algorithm such as FM3 (G1). We already observed that the layouts computed by MULTI-GILA tend to have larger values of NELD with respect to those computed by FM3. This may depend on how the length of the edges is set by the DISTRIBUTED SOLAR PLACER algorithm. We plan to further investigate this observation. For the sake of a visual comparison, we reported the layouts computed by a third multilevel force-directed algorithm, called SFDP, which are again comparable to those produced by MULTI-GILA and FM3. It would be interesting to extend our comparison to a wider set of algorithms, although we do not expect significant The symbol '-' means that the corresponding computation did not terminate due to out-of-memory errors. differences in terms of quality of the produced layouts. In terms of running time, MULTI-GILA could draw almost every graph in a few minutes, with a maximum of about one hour of computation for a graph with 16 million edges (G2). In addition, the algorithm showed a satisfying behavior in terms of scalability (G3). We expect that using an optimized cluster rather than a PaaS infrastructure can further improve the performance of MULTI-GILA.
CONCLUSIONS AND FUTURE RESEARCH
We tackled the challenge of designing and implementing a distributed vertex-centric multilevel force-directed algorithm. We had to address design challenges that do not allow for a simple TLAV implementation of the main phases behind multilevel force-directed algorithms. To cope with these challenges, we designed a sophisticated communication protocol and we exploited locality-based heuristics.
The results of an extensive experimental analysis indicate that the quality of the layouts computed by MULTI-GILA compares with that of layouts computed by state-of-the-art centralized multilevel force-directed algorithms. At the same time, MULTI-GILA can draw graphs with millions of edges in minutes on an inexpensive cloud infrastructure. Our source code is made available to promote research on the subject and to allow replicability of the experiments. In what follows we list interesting future research directions:
(i) MULTI-GILA uses a distributed coarsening technique that keeps constant the diameter of the subgraphs induced by the merged vertices. In our setting, this property is particularly important to limit the diameter of the spanning trees used for the communication protocol in the placement phase. However, alternative coarsening techniques could be experimented, such as the one in [42] , which could also be used to initially distribute the vertices of the input graph over the different workers. (ii) MULTI-GILA is a first step towards unleashing the extraordinary computing capabilities of distributed architectures to visualize very large networks. It should be complemented with interactive exploration facilities that exploit the same distributed environment. Through these facilities, the user should be able to move on the drawing and to focus on specific parts of it transparently (without perceiving the fact that the layout is distributed on multiple machines). (iii) Kobourov et al. [37] observed that well-established quality metrics, such as edge crossings and edge length, are not always suitable for estimating the effectiveness of layouts of very large graphs. It might be interesting to measure the quality of the layouts computed by MULTI-GILA on the largest graphs of our test suite according to the shape-based quality metrics defined in [16] .
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