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1. Introduction
In [12,10,14] it has been shown that for many problems of analysis in Rn, e.g. best approximation
in the maximum norm ‖x‖ = max1 i n |xi|, it is convenient to replace the usual linear functions ly :
Rn → R, ly : x → ∑ni=1yixi(x = (xi), y = (yi) ∈ Rn), by the so-called “min-type” functions fy : Rn →
R deﬁned by
fy : x → min
1 i n
(yi + xi)
(
x = (xi) ∈ Rn, y = (yi) ∈ (R ∪ {+∞})n, min
1 i n
yi < +∞
)
, (1)
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since the set of all min-type functions plays the role of the dual space. Clearly, everymin-type function
on Rn is “min-linear”, that is,
f (min(x, z)) = min(f (x), f (z)) (x, z ∈ Rn), (2)
f (λ + x) = λ + f (x) (x ∈ Rn, λ ∈ R), (3)
where min(x, z) is understood in the sense of the usual partial order on Rn (i.e. componentwise), and
λ + x = (λ + x1, . . . , λ + xn). Further applications of min-type functions have been obtained, e.g. in
[13], Proposition 2.1, and [14], Theorem 8, which give characterizations of “downward sets” (that is,
sets G ⊂ Rn such that x ∈ G, y x ⇒ y ∈ G) and of closed downward sets, in terms of “separation” by
min-type functions.
A useful more general class of functions f : Rn → R is that of the so-called “topical functions”
([5] and the references therein), i.e. those which are order-preserving (that is, x y ⇒ f (x) f (y))
and commute with the addition of a constant (that is, satisfy (3)). Topical functions include also the
“max-linear functions” on Rn, that is, satisfying (3) and
f (max(x, z)) = max(f (x), f (z)) (x, z ∈ Rn). (4)
In [13], Theorem 5.2, it has been shown (and it has been observed also by Gunawardena, Keane and
Sparrow[7], Lemma4.2), amongother results, that these classesof functionsare closely related, namely
the (ﬁnite) topical functions f : Rn → R are precisely the (pointwise) suprema and equivalently, the
(pointwise) maxima, of sets of min-linear functions.
In the present paper we shall extend these results to the general framework of functions de-
ﬁned on a b-complete semimodule X over a b-complete idempotent semiﬁeld K, with values in
the semiﬁeld K, and to downward subsets of X . To this end, using residuation, we shall introduce
“elementary” topical functions which will be the building blocks of the set of all topical functions
on X . In the particular case where X = Rn and K = Rmax :=(R ∪ {−∞},⊕ = max,⊗ = +) we shall
recover the above mentioned results on topical functions, downward sets and closed downward sets
in Rn.
2. Elementary topical functions
Let K = (K,⊕,⊗) denote a semiring with idempotent addition (i.e., a ⊕ a = a for all a ∈ K), and
let ε and e denote the neutral elements for the addition ⊕ and the multiplication ⊗, respectively. As
usual, we shall denote a ⊗ b by ab. We shall employ the canonical order relation  on K deﬁned by
a b ⇔ a ⊕ b = b, (5)
and we shall also write b a instead of a b. The lattice operations ∨ = sup, ∧ = inf on K will be
understoodwith respect to this canonical order. If X is a semimodule over a semiringK, with the “sum”
in X still denoted by ⊕(this will lead to no confusion) and with the action
(λ, x) ∈ K× X → λ · x ∈ X (x ∈ X, λ ∈ K), (6)
then we shall employ the canonical order relation  on X deﬁned by
x y ⇔ x ⊕ y = y, (7)
and we shall denote the result of the action (6) by λx. The lattice operations ∨ = sup, ∧ = inf on X
will be understood with respect to this canonical order. Let us also recall that a function f : X → K is
said to be:
(a) increasing if x, y ∈ X, x y ⇒ f (x) f (y);
(b) homogeneous if
f (λx) = λf (x) (x ∈ X, λ ∈ K); (8)
(c) topical if it is increasing and homogeneous.
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Remark 1
(a) An important example of topical functions is that of the “⊕-linear” (or, brieﬂy, linear) functions
f : X → K, i.e., of the homogeneous functions satisfying
f (x ⊕ y) = f (x) ⊕ f (y) (x, y ∈ X); (9)
indeed, if x, y ∈ X, x y, that is, x ⊕ y = y, then for every ⊕-linear function f we have f (x) ⊕
f (y) = f (x ⊕ y) = f (y), whence f (x) f (y).
(b) By a dual argument, every “∧-linear” function f : X → K, i.e., homogeneous and satisfying
f (x ∧ y) = f (x) ∧ f (y) (x, y ∈ X), (10)
is topical.
(c) Every (pointwise) supremumof a family of topical functions is topical. A similar statement holds
also for every (pointwise) inﬁmum of a family of topical functions (in the sense of the canonical
order ).
We recall that, following [8,9], a semiring K, or a semimodule X (over a semiring K) is called b-
complete, if it is closedunder the sum⊕of any subset bounded fromabove (in the senseof the canonical
order ) and the multiplication ⊗, respectively the action (6), distributes over such sums.
We shall make the same basic assumptions as those in [6], namely:
(A0) K is a b-complete semiﬁeld, that is, a b-complete semiring such that every μ ∈ K\{ε} is
invertible; also, X is a b-complete semimodule over K.
(A1) For all elements x ∈ X and y ∈ X\{inf X} the set {λ ∈ K|λy x} is bounded from above.
In the present paper our main tool for a pair (X,K) satisfying (A0) and (A1) will be the usual
“residuation” operation / : X × (X\{inf X}) → K deﬁned by
x/y := max{λ ∈ K|λy x} (x ∈ X, y /= inf X), (11)
where max denotes a supremum which is attained (this operation exists by (A0) and (A1)). In other
words, we have x/y = L#y (x), the “residual” of the operator of “multiplication” Ly(λ):=λy(λ ∈ K).
Equivalently, one can deﬁne / by
λ x/y ⇔ λy x. (12)
It is well known (see [6], formulae (4), (5) and Lemma 1, and [3], formula (15a), respectively) that
the operation / has the following properties (for any index set I and any x, {xi}i∈I ⊆ X, y ∈ X\{inf X}),
λ ∈ K :
(∧i∈Ixi)/y = ∧i∈I(xi/y), (13)
(λx)/y = λ(x/y), (14)
y/y = e, (15)
(x/y)yx. (16)
Deﬁnition 2. We shall say that f : X → K is an elementary topical function if there exists an element
y ∈ X\{inf X} such that
f (x) = x/y (x ∈ X). (17)
It will be convenient to use for these elementary topical functions the notation f = y, that is,
y(x):=x/y (x ∈ X), (18)
and we shall denote by X the set of all elementary topical functions y, where y ∈ X\{inf X}.
Remark 3
(a) In formula (18) the element y is uniquely determined. Indeed, if y1, y2 ∈ X\{inf X}, y1 = y2 ,
that is, if x/y1 = x/y2 for all x ∈ X , then taking x = y1 and x = y2 and using (15), one obtains
e = y1/y2 and e = y2/y1 respectively, whence y1 = y2.
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(b) By (A0), for each μ ∈ K\{ε} we have the equivalence
y /= inf X ⇔ μy /= inf X. (19)
Also, by (A0) we have the well-known equality (see [6], formula (5))
x/(μy) = μ−1(x/y) (μ ∈ K\{ε}, y ∈ X\{inf X}, x ∈ X); (20)
indeed, this follows from (19) and the equivalence λ(μy) x ⇔ λyμ−1x(x ∈ X, λ ∈ K,μ ∈
K\{ε}). Hence
μ−1y(x) = (μy)(x) (μ ∈ K\{ε}, y ∈ X\{inf X}, x ∈ X), (21)
and thus f = y is an elementary topical function if and only if so is μ−1f , for each μ ∈ K\{ε}.
(c) Every elementary topical function y is∧-linear. Indeed, for each y ∈ X\{inf X}, x ∈ X, {xi}i∈I ⊆ X
and λ ∈ Kwe have, by (18), (13) and (14),
y(∧i∈Ixi) = ∧i∈Iy(xi), y(λx) = λy(x). (22)
(d) In the sequel we shall be interested in functions f : C → K\{ε}, where X is a semimodule over a
semiring K and C is a subset of X\{inf X} such that λx ∈ C for all x ∈ C, λ ∈ K\{ε}. In this case
topical and elementary topical functions are deﬁned as above, but in addition they are required
to take their values in K\{ε}.
In the next result we shall consider topical functions f : X\{inf X} → K\{ε}.
Theorem 4. Let (X,K) satisfyassumptions (A0), (A1).Fora function f : X\{inf X} → K\{ε} the following
statements are equivalent:
1◦. f is topical.
2◦. For each y ∈ X there exists an elementary topical function t = ty : X\{inf X} → K\{ε} such that
t  f , t(y) = f (y). (23)
3◦. f is the pointwisemax of elementary topical functions on X\{inf X}, with values in K\{ε}.
Proof. 1◦ ⇒ 2◦: Assume that f : X\{inf X} → K\{ε} is topical and let y ∈ X\{inf X}. Then f (y) is
invertible (by f (y) ∈ K\{ε} and since K is a semiﬁeld), and hence f (y)−1y /= inf X (by y /= inf X and
(19)). Deﬁne t = ty : X\{inf X} → K by
t :=(f (y)−1y), (24)
with () of (18). We claim that t(X\{inf X}) ⊆ K\{ε}. Indeed, by f (y) ∈ K\{ε} and (19), for any x ∈
X\{inf X} we have f (y)x /= inf X , and hence, by (24), (18), (20) with μ = f (y)−1 and (14) we obtain
t(x) = x/(f (y)−1y) = (x/y)f (y) = (f (y)x)/y ∈ K\{ε}, (25)
which proves our claim. Thus, t : X\{inf X} → K\{ε} is an elementary topical function. Also, by (25)
and (16), we have t(x) f (x). Furthermore, by (25) for x = y and (15), we have t(y) = y/(f (y)−1y) =
(y/y)f (y) = f (y), which proves (23).
2◦ ⇒ 3◦: If ty are as in 2◦, then f = maxy∈X\{inf X} ty, where max denotes pointwise maximum in
the canonical order .
3◦ ⇒ 1◦, by Remark 1c). 
Let us consider now the particular case K = Rmax :=R ∪ {−∞}, endowed with the operations
a ⊕ b = max(a, b) = the usual maximum of a and b, so ε = −∞, and a ⊗ b = a + b = the usual
sum of a and b. In this case by (5) we have a b if and only if a b in the usual sense. Hence for
x, y ∈ X :=Kn = Rnmax, by (7) we have x y if and only if x y componentwise, so
x ⊕ y = max(x, y) (x, y ∈ Rnmax). (26)
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Consequently, t : Rnmax → Rmax is an elementary topical function if and only if there exists y ∈
Rnmax\{inf Rnmax} = Rnmax\{−̂∞}, where −̂∞:=(−∞, . . . ,−∞), such that
t(x) = x/y = max{λ ∈ Rmax|λy x} (x ∈ Rnmax). (27)
Let us compute explicitly the above elementary topical functions t. For every elementary topical
function t(x) = ty(x) on Rnmax, where y ∈ Rnmax\{−̂∞}, we have, by (27) and (11) with K = Rmax,
t(x) = ty(x) = max{λ ∈ Rmax|λ(y1, . . . , yn)(x1, . . . , xn)}
= max{λ ∈ Rmax|λ + (y1, . . . , yn)(x1, . . . , xn)}
= max{λ ∈ Rmax|λ xi − yi (i| − yi < +∞)}
= min
i|yi>−∞
(xi ⊗ (−yi)) (x ∈ Rnmax). (28)
In particular, when y ∈ Rn, by (28) we have
ty(x) =
{
min1 i n(xi ⊗ (−yi)) ∈ R if x ∈ Rn−∞ if x ∈ Rnmax\Rn, (29)
which shows that the restriction of ty to R
n is a ∧- linear function of x (this follows also from Remark
3c)) and ty(R
n) ⊆ R.
Similarly to Theorem4we obtain the following resultwhich implies the characterizations of topical
functions f : Rn → Rmentioned in the Introduction:
Theorem 5. For a ﬁnite function f : Rn → R the following statements are equivalent:
1◦. f is topical.
2◦. For each y ∈ Rn there exists an elementary topical function t : Rn → R (hence ∧-linear) such that
we have (23).
3◦. We have
f = sup
t:Rn→R ∧linear
t  f
t. (30)
Remark 6
(a) Since for every element y ∈ Rn there exists in Rnmax the inverse y−1 = −y ∈ Rn, for the function
deﬁned by
fy(x):=(y−1)(x) = x/(−y) (x ∈ Rn) (31)
we have fy = t−y, whence, by (29),
fy(x) = min
1 i n
(xi ⊗ yi) (x, y ∈ Rn), (32)
the so-called “min-plus scalar product”. The deﬁnition of this scalar product has been extended,
replacing y by −y and using (28) above, to the pairs x ∈ Rn, y ∈ Rnmin(⇔ −y ∈ Rnmax), in [12],
formula (2.2) (seealso [10], formula (2.3.2)),withapplications toproblemsofbest approximation.
(b) Let usmention that another topical function on Rn (and on somemore general normed extremal
algebras), namely
hy(x):= sup{λ ∈ R|λe ‖x + y‖} (x ∈ Rn), (33)
where ‖.‖ is the maximum norm on Rn, has been introduced and studied in [11] (see also the
references therein).
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3. Downward sets
Returning to general X and K satisfying (A0) and (A1), we shall give now some applications of the
elementary topical functions y to the study of downward sets. It is known that downward sets play an
important role, e.g. in mathematical economics and cooperative game theory (see, e.g. the references
in [14]). Let us recall that a subset G of X is said to be downward, if
g ∈ G, x ∈ X, x g ⇒ x ∈ G. (34)
In the next result we give some characterizations of downward sets.
Theorem 7. Let (X,K) satisfy (A0), (A1). For a subset G of X the following statements are equivalent:
1◦. G is downward.
2◦. For each x ∈ (X\G)\{inf X} there exists y ∈ X\{inf X} such that
e  y(g)(g ∈ G), e y(x). (35)
3◦. For each x ∈ (X\G)\{inf X} we have
e  x(g) (g ∈ G). (36)
Proof. 1◦ ⇒ 3◦: Assume 1◦. If (36) does not hold, i.e., if there exist x ∈ (X\G)\{inf X} and g0 ∈ G such
that e x(g0) = g0/x, then x g0, whence, since G is a downward set, x ∈ G, in contradiction with
our assumption on x.
3◦ ⇒ 2◦: If 3◦ holds then for each x ∈ (X\G)\{inf X} and g ∈ G we obtain, choosing y = x and
using (15) and (18),
e  y(g) = x(g), e = x/x = x(x) = y(x).
2◦ ⇒ 1◦: Assume that 2◦ holds and G is not a downward set, so there exist g0 ∈ G and x ∈ X\G
with x g0. Then by 2◦ and since any y ∈ X is topical, hence increasing, for each y ∈ X\{inf X} we
obtain e y(x) y(g0), in contradiction with (35). 
Remark 8. When the canonical order  on K is total (i.e., for any pair of elements a, b ∈ K we have
either a b or b a), conditions (35) and (36) become, respectively,
y(g) < e y(x) (g ∈ G), (37)
x(g) < e (g ∈ G). (38)
Now we shall give some characterizations of closed downward sets. To this end we shall consider
the following conditions on the relations between the topologies ofK and X (for various other possible
conditions see [1] and the references therein):
(A2) For each x ∈ X the function ux : λ ∈ K → λx ∈ X is continuous, that is, for any x ∈ X, λ ∈ K
and any net {λκ} ⊂ K such that λκ → λ we have λκx → λx (here we denote convergence both in K
and in X by →, which will lead to no confusion).
(A3) For each y ∈ X\{inf X} the function y(.) = ./y : X → K is continuous.
Deﬁnition 9. If (A2) holds, then a set G ⊆ X is said to be closed along rays if for each x ∈ X the set
Hx :={λ ∈ K|λx ∈ G} (39)
is closed inK (that is, for any x ∈ X and any net {λκ} ⊂ Kwith {λκx} ⊂ G such that λκ → λ ∈ Kwe
have λx ∈ G).
Theorem 10. Let (X,K) satisfy (A0), (A1), (A2). For a subset G of X let us consider the following statements:
1◦. G is a closed downward set.
2◦. G is closed along rays and downward.
I. Singer / Linear Algebra and its Applications 433 (2010) 2139–2146 2145
3◦. For each x ∈ (X\G)\{inf X} there exists y ∈ X\{inf X} such that
e  y(g)(g ∈ G), e < y(x). (40)
Then we have the implications 1◦ ⇒ 2◦ ⇒ 3◦.
If the canonical order  on K is total and if (A3) holds, then the statements 1◦, 2◦, and 3◦ are
equivalent to each other and to the following statements:
4◦. For each x ∈ (X\G)\{inf X} there exists y ∈ X\{inf X} such that
sup y(G) e < y(x). (41)
5◦. For each x ∈ (X\G)\{inf X} there exists y ∈ X\{inf X} such that
sup y(G) < y(x). (42)
Proof. 1◦ ⇒ 2◦: Assume 1◦, and for any x ∈ X deﬁne ux : K → X by
ux(λ):=λx (λ ∈ K). (43)
Then Hx = u−1x (G), whence, by 1◦ and (A2) Hx is closed in K, so G is closed along rays.
2◦ ⇒ 3◦: (Note that (40) is different from (35), since in (40) the inequality e < y(x) is strict). As-
sume 2◦ and let x ∈ (X\G)\{inf X}. Then sinceG is closed along rays, there existsλ0 ∈ K, λ0 > e, such
thatλ−10 x /∈ G (indeedotherwise, ifλ−1x ∈ G for allλ ∈ K, λ > e, then takinganynetλκ ∈ K, λκ > e
with λ−1κ → ewewould have λ−1κ x ∈ G, λ−1κ x → ex = x, whence by 2◦, x ∈ G, in contradiction with
our assumption). Then since x /= inf X and λ0 /= ε, we have λ−10 x /= inf X (by (19)), and
(λ−10 x)(g)   e (g ∈ G); (44)
indeed otherwise there would exist g0 ∈ Gwith g0/λ−10 x = (λ−10 x)(g0) e, whence λ−10 x g0, and
hence, since G is downward, λ−10 x ∈ G, in contradiction with the deﬁnition of λ0. Consequently,
choosing y :=λ−10 x, we have
e  y(g) (g ∈ G). (45)
On the other hand, by (20), (15) and λ0 > e, we obtain
y(x) = x/(λ−10 x) = λ0x/x = λ0e = λ0 > e,
which, together with (45), yields (40).
Assume now that the canonical order  on K is total.
3◦ ⇔ 4◦ ⇒ 5◦: Assume 3◦. Then since  is total on K, (40) is equivalent to (41), which, in turn,
implies (42). Thus in this case 3◦ ⇔ 4◦ ⇒ 5◦.
5◦ ⇒ 1◦: Assume 5◦ and that G is not downward, so there exist g0 ∈ G and x0 ∈ X\G such that
x0  g0. Let y ∈ X\{inf X} be as in 5◦. Then using that y is topical and (42) for x = x0, we obtain
y(x0) y(g0) sup y(G) < y(x0), which is impossible. Note that in this part no topology has
been used.
Finally, assume (A3) and 5◦ and that G is not closed, so there exists a net {gκ} ⊂ G converging to
some x ∈ X\G. We may assume that x /= inf X (by considering a translate of x, if necessary). Take any
y ∈ X\{inf X} as in 5◦. Then by (42), for all indices κ we have
y(gκ) sup y(G):=M < y(x). (46)
But, since by (A3) each y(.) = ./y is continuous, from gκ → x it follows that y(gκ) = gκ/y →
x/y = y(x), whence by the ﬁrst part of (46), we obtain y(x)M, which contradicts the second part
of (46). 
Remark 11. In particular, if X = Kn, whereK = Rmax, then the canonical order and the lattice oper-
ations inK and X coincide with the usual ones and conditions (A2) and (A3) are satisﬁed for the order
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topology (by [4], Corollary2.11; thedeﬁnition andmorebackgroundon theorder topology canbe found
in [2]), which is known to coincide with the usual topologies on K and X (see [4], the last observation
before Proposition 2.9). Hence, from Theorems 7 and 10 we obtain again the characterizations of
downward subsets and closed downward subsets of Rn mentioned in the Introduction.
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