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SMOOTH ARITHMETICAL SUMS OVER k-FREE INTEGERS
SOMMES ARITHME´TIQUES PONDE´RE´ES SUR LES ENTIERS FRIABLE
SANS FACTEUR PUISSANCE k-IE`ME.
FRANCESCO CELLAROSI AND M. RAM MURTY
Abstract. We use partial zeta functions to analyse the asymptotic behaviour of certain smooth
arithmetical sums over smooth k-free integers.
Re´sume´. Nous utilisons des fonctions zeˆta partielles pour e´tudier le comportement asympto-
tique de certaines sommes arithme´tiques ponde´re´es, indexe´es par des entiers friable sans facteur
puissance k-ie`me.
1. Introduction
Let Ω(n) be the number of prime divisors of n counted with multiplicity. Let f : R → C be a
bounded function, and α ∈ C. Fix an integer k ≥ 2. We want to study the sum
SΩ,f(α, k;N) :=
∑
n is k-free
p|n⇒ p ≤ N
f
(
log n
logN
)
αΩ(n)
n
(1)
as N → ∞. Such sums have been studied by Cellarosi [2] and Avdeeva, Li, and Sinai [1] using
a combination of ideas from analytic number theory and statistical mechanics. Here, our goal is
to use only methods from analytic number theory –specifically partial zeta functions– to derive
similar results. Context and motivation for the study of (1) can be found in Section 2 of [2]. Our
method is a variation of a similar technique used by Murty and Vatwani [8] in their work on the
higher rank Selberg sieve. We prove the following
Theorem 1. Suppose that f is of Schwartz class. Then for every θ > 1 we have, as N →∞,
SΩ,f(α, k;N) = Cf(α, k;N) (logN)
α
(
1 +Oθ(log
−θ N)
)
,
where Cf(α, k;N) has an explicit expression (see (31) below) and is O(1).
Theorem 1 follows from a more general result (see Theorem 4 below) in which finite regularity
for f is assumed.
In Sections 2 and 3 we rewrite the sum SΩ,f(α, k;N) in terms of the inverse Fourier transform of
f and a partial zeta function. In Sections 4 and 5 we gather some results concerning the Dickman
function and partial zeta functions. In Sections 6 and 7 we isolate the main term and estimate all
the error terms in our analysis. The more general version of Theorem 1 is presented in Section 8.
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2. Rewriting the sum via Fourier transform
Writing f as a Fourier transform, we have
f(t) =
∫ ∞
−∞
fˆ(x)e−ixtdx,
and we obtain that SΩ,f(α, k;N) is equal to
∑
n is k-free
p|n⇒ p ≤ N
(∫ ∞
−∞
fˆ(x)e−ix
log n
logN dx
)
αΩ(n)
n
=
∫ ∞
−∞
fˆ(x)


∑
n is k-free
p|n⇒ p ≤ N
αΩ(n)
n
n−
ix
logN

 dx(2)
under suitable regularity conditions on f . More precisely, we will assume that fˆ satisfies the
bound ∣∣∣fˆ(x)∣∣∣≪ 1
(1 + x2)
η
2
(3)
for suitably large η > 0. If f is assumed to be of Schwartz class, then (3) holds for every η > 0.
3. Partial Zeta Functions
We aim to rewrite the integrand in the right-hand-side of (2) using partial zeta functions.
Define
ζN(s) :=
∏
p≤N
(
1−
1
ps
)−1
.
The function
gα,k,N(s) :=
∑
n is k-free
p|n⇒ p ≤ N
αΩ(n)
ns
=
∏
p≤N
(
1 +
α
ps
+
α2
p2s
+ . . .+
αk−1
p(k−1)s
)
(4)
can easily be simplified since
1 +
α
ps
+
α2
p2s
+ . . .+
αk−1
p(k−1)s
=
1− α
k
pks
1− α
ps
.
Thus
gα,k,N(s) =
∏
p≤N
(
1−
α
ps
)−1(
1−
αk
pks
)
.
By the binomial theorem, we can rewrite(
1−
α
ps
)−1
=
(
1−
1
ps
)−α(
1 +
α2 − α
2p2s
+
α3 − α
3p3s
+
3α4 − 2α3 + α2 − 2α
8p4s
+ . . .
)
2
so that
gα,k,N(s) =
∏
p≤N
(
1−
1
ps
)−α
hα,k,N(s),(5)
where
hα,k,N(s) :=
∏
p≤N
(
1−
α
ps
)−1(
1−
1
ps
)α(
1−
αk
pks
)
(6)
=
∏
p≤N
(
1 +
α2 − α
2p2s
+
α3 − α
3p3s
+
3α4 − 2α3 + α2 − 2α
8p4s
+ . . .
)(
1−
αk
pks
)
(7)
is a bounded function near s = 1 since k ≥ 2. We recognize then that
gα,k,N(s) = ζN(s)
α hα,k,N(s)
with hα,k,N(s) actually uniformly bounded for N ≥ 1 and s in the half-plane ℜ(s) >
1
2
.
Combining (2), (4), and (5), we can rewrite SΩ,f(α, k;N) as∫ ∞
−∞
fˆ(x) gα,k,N
(
1 +
ix
logN
)
dx =
∫ ∞
−∞
fˆ(x) ζN
(
1 +
ix
logN
)α
hα,k,N
(
1 +
ix
logN
)
dx.(8)
As we will see, the main contribution to the sum SΩ,f(α, k;N) will come from the integral in
(8) where |x| ≤ 3 logN . If τ = x
logN
, then we will be required to integrate a product of various
functions, including hα,k,N(s), where s = 1 + iτ and |τ | ≤ 3. In this region, we claim that the
function hα,k,N(s) is very close to the function
hα,k(s) :=
∏
p
(
1−
α
ps
)−1(
1−
1
ps
)α(
1−
αk
pks
)
.(9)
Lemma 2. As N →∞ we have, uniformly in |τ | ≤ 3,
hα,k,N(1 + iτ) = hα,k(1 + iτ)
(
1 +O
(
1
N logN
))
.(10)
Proof. Using (7), the relative difference (hα,k,N(s)− hα,k(s)) /hα,k,N(s) can be expressed as
1 + exp
{∑
p>N
log
(
1 +
α2 − α
2p2s
+
α3 − α
3p3s
+ . . .
)
+
∑
p>N
log
(
1−
αk
pks
)}
.(11)
Note that for s = 1+iτ the two sums in (11) are O
(∑
p>N
1
p2
)
and O
(∑
p>N
1
pk
)
, respectively, as
N →∞. Moreover, since k ≥ 2, the first sum dominates the second. Finally, we use integration
by parts: ∑
p>N
1
p2
=
∫ ∞
N
1
x2
dpi(x) =
[
pi(x)
x2
]∞
N
+ 2
∫ ∞
N
pi(x)
x3
dx≪
1
N logN
.

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4. On the Dickman function
The Dickman function ρ is defined as the solution to the delay differential equation uρ′(u) +
ρ(u − 1) = 0 for u > 1 and ρ(u) = 1 for 0 < u ≤ 1. It appears naturally when counting smooth
integers. Namely, if we define
Ψ(x, y) =
∑
n ≤ x
p|n⇒ p ≤ y
1,
then Dickman [3] proved that Ψ(x, y) ∼ xρ(u) as x → ∞ when y = x1/u and u ≥ 1 is fixed.
This asymptotic result has been refined and extended to values of u that may depend on x. For
instance, Hildebrand [6] proved that
Ψ(x, y) = xρ(u)
(
1 +Oε
(
log(u+ 1)
log y
))
, where y = x1/u(12)
for 1 ≤ u ≤ exp{(log y)3/5−ε}. It is also known that (12) holds uniformly for 1 ≤ u ≤ y1/2−ε if
and only if the Riemann Hypothesis is true (Hildebrand [5]). The only property of the Dickman
function we shall use is that its Laplace transform ρˆ satisfies
sρˆ(s) = e−J(s), J(s) =
∫ ∞
0
e−s−t
s+ t
dt,(13)
and s 7→ J(s) is holomorphic on C r (−∞, 0], see e.g. section III.5.4 of [10]. In particular,
by studying the function x 7→ exp
(
−
∫ ∞
0
e−ix−t
ix+ t
dt
)
, it is not hard to show that there are two
constants C1, C2 > 0 such that
C1
(1 + x2)
1
2
≤ |ρˆ(ix)| ≤
C2
(1 + x2)
1
2
for every x ∈ R. Therefore the bound
|ρˆ(ix)α| ≪
1
(1 + x2)
ℜ(α)
2
(14)
holds for every α ∈ C, uniformly in x.
5. Tenenbaum’s Lemma for partial zeta functions
The function ζN has been studied extensively. For instance, we have the following
Lemma 3 (Tenenbaum. See Lemma 9.1 on page 378 of [9]). Let ε > 0. Then there exists
N0 = N0(ε) ≥ 0 such that, under the conditions
N ≥ N0, σ ≥ 1− (logN)
−(2/5)−ε, |τ | ≤ Lε(N) := exp
{
(logN)3/5−ε
}
,(15)
we have uniformly
ζN(s) = ζ(s)(s− 1)(logN) ρˆ((s− 1) logN)
{
1 +O
(
1
Lε(N)
)}
,(16)
where σ = ℜ(s), τ = ℑ(s), and ρˆ is the Laplace transform of the Dickman function.
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Since lim
s→1
(s−1)ζ(s) = 1, we see from Lemma 3 that ζN(s) behaves like logN “near” s = 1. We
aim to apply Lemma 3 to the partial zeta function ζN
(
1 + ix
logN
)
in the integral (8). Therefore
s = 1+ ix
logN
with x ∈ R, and hence σ = 1 and τ = x
logN
. The second condition in (15) is trivially
satisfied, while the third condition reads as
|x| ≤ (logN) exp{(logN)3/5−ε}.(17)
It is also worthwhile mentioning that an improved version of Lemma 3 is available in [10]
(Lemma 5.16 on page 531), relying on finer analysis of the zero-free region for the zeta function.
However, since we apply it to the case of σ = 1, the improved version is not needed in our analysis.
We will also need the following classical estimate of the size of the Riemann zeta function along
the σ = 1 line. Namely, the fact (due to Vinogradov and Korobov) that there is a constant A > 0
such that for every |t| ≥ 3 we have
|ζ(1 + it)| ≤ A (log |t|)2/3 ,(18)
see, e.g., Lemma 8.28 in [7]. Ford proved in [4] that we can take A = 76.2 in (18). We can
therefore get the bounds on the σ = 1 line:
1≪ |ζ(1 + it)(it)| ≪
{
1 if |t| ≤ 3;
|t|(log |t|)2/3 if |t| ≥ 3.
(19)
6. Isolating the main term
We now split the integral in (8) so that we can apply Lemma 3. The main term in our sum
(1) will come from considering |x| ≤ 3 logN , which is allowed by (17) provided N is sufficiently
large. We write SΩ,f(α, k;N) as∫ ∞
−∞
fˆ(x) ζN
(
1 +
ix
logN
)α
hα,k,N
(
1 +
ix
logN
)
dx =
∫
|x|≤3 logN
+
∫
|x|>3 logN
=: I1 + I2.(20)
Using Lemma 3 as discussed in Section 5, we obtain
I1 = (logN)
α
∫
|x|≤3 logN
fˆ(x) ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α hα,k,N
(
1 +
ix
logN
)
dx+ E1
(21)
where, by the discussion in Section 3,
|E1| ≪
(logN)ℜ(α)
Lε(N)
∫
|x|≤3 logN
∣∣∣∣fˆ(x) ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α hα,k,N
(
1 +
ix
logN
)∣∣∣∣ dx
≪
(logN)ℜ(α)
Lε(N)
∫
|x|≤3 logN
∣∣∣∣fˆ(x) ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α
∣∣∣∣ dx.(22)
We will estimate E1 and I2 in the Section 7 and show that they are o((logN)
ℜ(α)) as N → ∞.
The dominant behaviour of the sum SΩ,f(α, k;N) is therefore given by the first term in the
right-hand-side of (21):
(logN)α
∫
|x|≤3 logN
fˆ(x) ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α hα,k,N
(
1 +
ix
logN
)
dx.(23)
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Note that this gives a main term since the integral is O(1). In fact, by (3), (14), and (19), we
obtain the estimate
∣∣∣∣
∫
|x|≤3 logN
fˆ(x) ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α hα,k,N
(
1 +
ix
logN
)
dx
∣∣∣∣
≪
∫
|x|≤3 logN
dx
(1 + x2)
η+ℜ(α)
2
≪ 1,(24)
provided η + ℜ(α) > 1.
We can further simplify our main term (23) by replacing hα,k,N(1 +
ix
logN
) by hα,k(1+
ix
logN
). In
fact, by Lemma 2, (23) equals
(logN)α
∫
|x|≤3 logN
fˆ(x) ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α hα,k
(
1 +
ix
logN
)
dx+ E2,(25)
where
|E2| ≪
(logN)ℜ(α)−1
N
.(26)
One of the advantages of using Lemma 3 is its range of applicability (17), which we use when
we consider the region |x| ≤ 3 logN in (23). In comparison, the probabilistic approach in [2]
only provides a main term where (logN)α is multiplied by an integral over a region of the form
|x| ≤ R(N) with R(N) = o(logN) as N →∞; see also the Remark before Section 5.2 in [2].
7. Estimating the error terms
Let us estimate the first error term E1. Using the same argument as in (24) for the integral in
(22) we obtain, for every ε > 0,
|E1| ≪ (logN)
ℜ(α) exp{−(logN)3/5−ε}(27)
for all sufficiently large N . Let us now estimate the integral I2 from (20).
If ℜ(α) < 0, then we can use the lower bound |ζN(1 + iτ)| ≫ 1 (uniform in N ≥ 1), (3), and
(14) to obtain
|I2| ≤
∫
|x|>3 logN
∣∣∣∣fˆ(x) ζN
(
1 +
ix
logN
)α
hα,N
(
1 +
ix
logN
)∣∣∣∣ dx
≪
∫
|x|>3 logN
dx
|x|η
≪ (logN)−η+1.(28)
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On the other hand, if ℜ(α) ≥ 0, we use (14), Lemma 3, our assumption (3), and the upper bound
in (19). We get
|I2| ≤
∫
|x|>3 logN
∣∣∣∣fˆ(x) ζN
(
1 +
ix
logN
)α
hα,N
(
1 +
ix
logN
)∣∣∣∣ dx
≪ (logN)ℜ(α)
∫
|x|>3 logN
1
|x|η
∣∣∣∣ζ
(
1 +
ix
logN
)α(
ix
logN
)α
ρˆ(ix)α
∣∣∣∣ dx
≪ (log(N))ℜ(α)
∫
|x|>3 logN
1
|x|η+ℜ(α)
∣∣∣∣ xlogN
∣∣∣∣
ℜ(α)(
log
∣∣∣∣ xlogN
∣∣∣∣
) 2ℜ(α)
3
dx
≪
∫
|x|>3 logN
(log |x|)
2ℜ(α)
3
|x|η
dx≪ (log(N))−η+1(log logN)
2ℜ(α)
3 .(29)
8. The main theorem
Combining (20), (21), (24), (25), (26), (27), (28), and (29), we obtain the following
Theorem 4. Fix α ∈ C and an integer k ≥ 2. Suppose that f satisfies (3) with
η > max{1, 1− ℜ(α)}.(30)
Then
SΩ,f(α, k;N) = Cf(α, k;N) log(N)
α(1 + E(N)),
where
Cf(α, k;N) :=
∫
|x|≤3 logN
fˆ(x) ρˆ(ix)α ζ
(
1 +
ix
logN
)α(
ix
logN
)α
hα,k
(
1 +
ix
logN
)
dx,(31)
ρˆ is the Laplace transform of the Dickman function, and hα,k is defined in (9). Moreover, as
N →∞, we have that C(α, f ;N) = O(1) and
E(N) =
{
O((logN)−η+1) if ℜ(α) < 0,
O
(
(logN)−η+1(log logN)
2ℜ(α)
3
)
if ℜ(α) ≥ 0.
(32)
Theorem 1 follows immediately from Theorem 4 if we assume that f is of Schwartz class, since
η can be taken arbitrarily large and hence the error term (32) is Oθ(log
−θ N) for every θ > 0.
Recalling (13), we observe that the function
x 7→ Ff,α(x) := fˆ(x)ρˆ(ix)
α =
fˆ(x)
(ix)α
exp
(
−α
∫ ∞
0
e−ix−t
ix+ t
dt
)
can be interpreted as the Fourier transform of the convolution of f with the α-convolution of the
Dickman function ρ. Although this is a priori only a distribution in the sense of Schwartz, the
assumption (30) ensures that it is actually a function. The change of variables τ = x
logN
yields
Cf(α, k,N) = logN
∫ 3
−3
Ff,α(τ logN)ζ(1 + iτ)
α(iτ)αhα,k(1 + iτ) dτ.
In applications, it is therefore important to understand the function Ff,α in order to find the
asymptotic value of Cf(α, k,N) as N →∞.
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