The brain's grid and place cells, which contribute to spatial representations of the external environment, are thought to be modulated by the hyperpolarization-activated cation current (I h ). Giocomo et al. and Hussaini et al. now provide new insights into these cells' unique activity patterns by studying transgenic mice lacking I h .
During spatial exploration, hippocampal neurons, called place cells, display spatially selective activity. Upstream of place cells are grid cells of the medial entorhinal cortex (mEC), which are active in multiple place fields that are distributed in a spatially periodic grid-like repeating pattern (Hafting et al., 2005) (Figure 1 ). Together, these two classes of neurons are thought to provide animals with information about their spatial position in the environment. New work by Giocomo et al. (2011) in this issue of Cell and by Hussaini et al. (2011) , recently appearing in Neuron, elucidate the cellular basis for the unique patterns of neural activity of grid and place cells.
Previous work has shown that both grid and place cells are modulated by 8 Hz theta rhythm. The theta phase of spikes of place cells contains information about spatial position, called phase precession (O'Keefe and Recce, 1993) . Computational models posit that phase precession and grid fields arise through a common mechanism called oscillatory interference (Burgess et al., 2007; Giocomo and Hasselmo, 2009; O'Keefe and Recce, 1993) in which two sources of theta oscillations, an ''external'' theta, arising from the medial septum, and an ''internal'' theta, coming from other sources, have slightly different frequencies and thus generate interference patterns.
The internal theta invoked in most computational models has been proposed to result from the hyperpolarization-activated cation current (I h ), which is conducted by HCN channels (Giocomo and Hasselmo, 2009; Nolan et al., 2004) . HCN channels are found in many brain regions, including the mEC stellate cells and the hippocampal CA1 pyramidal neurons, especially in their distal dendrites (Nolan et al., 2004) . Activation of I h prolongs the duration of hyperpolarization, thereby suppressing the responsiveness of these neurons to excitatory inputs, especially to low-frequency stimulation. As a result, mEC stellate cells display spontaneous, subthreshold theta modulation in vitro. Further, the frequency of this theta rhythm is lower in the more ventral mEC cells, which could explain, according to oscillatory interference, why their grid fields are larger than those of the dorsal mEC cells (Giocomo and Hasselmo, 2009) . Although these observations support the elegant notion that grid cells and phase precession arise via oscillatory interference, other mechanisms are possible (Mehta et al., 2002) . To tease apart these mechanisms, the two current studies have investigated a transgenic mouse in which expression of the HCN1 channel, critical for I h , is absent in the forebrain (Giocomo et al., 2011 .
Although mEC stellate cells in control mice display significant subthreshold oscillations in the theta range (6-12 Hz) in vitro, these are largely abolished in the HCN1 knockout, along with their dorsoventral gradient (Giocomo and Hasselmo, 2009) . Despite this, the mEC grid cell pattern is intact in the knockout mice, and so is the expansion of grid field size along the dorsoventral axis (Giocomo et al., 2011) . Further, in the HCN1-deficient mice, the frequency of theta rhythm of individual grid fields and place fields is greater than the ensemble theta, indicating that phase precession may remain intact (Giocomo et al., 2011 .
These observations challenge models based on oscillatory interference but do not rule them out. For example, in the HCN1 knockout mice, the subthreshold theta is measured in the soma in vitro, where it was abolished, but it still may be intact in vivo or in the dendrites where the HCN density is higher. This, however, is unlikely, given that the frequency of mEC theta is reduced and theta power is increased in vivo in the knockout as compared to controls, indicating a cellwide reduction of I h . Although the magnitude of theta frequency is different in mEC and in the CA1 and CA3 regions of the hippocampus (probably due to the differences in spatial mazes and analysis methods), similar patterns of changes in theta frequency and power occur in the HCN1 knockout mice in all three regions, indicative of a complete loss of subthreshold theta. Further, a recent study shows that, in fruit-bats, grid cells and place cells are observed even in the absence of any theta oscillation (Yartsev et al., 2011) . These findings further challenge both network and cellular oscillatory interference models of grid cells and phase precession. This mechanism is still plausible if the subthreshold and network oscillations in HCN1 knockout mice and in fruit-bats are irregular, masking their presence. In fact, theta rhythm has a substantial amount of phase noise even in normal rodents. Hence, it is important to determine the contribution of theta phase noise on grid cells and phase precession.
In addition to the theta rhythm, the size of grid and place fields is also affected by HCN1 deletion. Grid fields at all depths in the mEC and place fields in the dorsal CA1 and CA3 are significantly larger and more stable in the knockout mice than in controls (Giocomo et al., 2011 (Figure 1 ). This is consistent with the hypothesis that the summation of activities of several grid cells generates hippocampal place fields. Further, even the mEC border cells became more stable in mice lacking HCN1.
What explains these findings, and what might be the effect of these changes in neural activity on behavior? Although several mechanisms could contribute, a common mechanism might be found by considering the effects of I h on synaptic plasticity (Nolan et al., 2004) . Reduction of I h allows greater temporal summation of inputs, thereby increasing neural activity. This boosts long-term potentiation (LTP) at the mEC-CA1 synapses, which are located on the distal dendrites with a high HCN1 channel density, but not at the CA3-CA1 synapses, where HCN1 density is lower (Nolan et al., 2004) . The net result is increased excitatory drive from the mEC to CA1 in the mice lacking HCN1. This could explain the enhancement of complex spike bursts in CA1 .
Several studies show that the NMDA receptor-mediated synaptic plasticity generates experience-dependent asymmetric expansion of place fields, which could enable the learning of navigational maps (Mehta et al., 2000) . Hence, the boost in LTP in HCN1-deficient mice could explain their increased place fields (Figure 1) . Further, if mEC-CA1 synapses show spike timing-dependent plasticity, the CA1 place fields on linear tracks in the knockout mice should be more spatially asymmetric than in control mice, resulting in improved theta phase precession via the rate-phase transformation (Mehta et al., 2002) . This mechanism of precession is relatively insensitive to phase noise and works equally well in mEC, CA3, and CA1, which indeed show comparable precession. Greater excitatory drive in HCN1 knockout mice could also explain the enhanced stability of place fields on long timescales. On the other hand, boosted LTP in the knockout predicts greater experiential plasticity of place fields within a few trials, which could mediate the faster navigational learning in HCN1-deficient mice (Nolan et al., 2004) . The increased long-term stability of place fields in these mice may facilitate this process over hours and days.
Similar mechanisms of boosted LTP with HCN1 deletion could apply within mEC and explain the observed increase in grid field size and stability. This 
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A model of the effects of HCN channels on grid and place fields. Each black disc represents a two-dimensional circular arena. Red dots depict areas with an elevated rate of spiking. When the hyperpolarization-activated cation current (I h ) is low (top), which could occur due to greater levels of HCN1 activation in the dorsal entorhino-hippocampal areas, lower levels of long-term potentiation (LTP) would result, leading to smaller grid fields and place fields. A reduction of I h current (bottom) could result either from lower levels of HCN1 in the ventral entorhino-hippocampal areas or from the deletion of HCN1 channels. This leads to enhanced LTP that generates larger grid and place fields and makes them more stable on long timescales but more plastic on short timescales, which could enable faster learning of navigational maps.
predicts an increase in high-frequency spike bursts and asymmetric experiential plasticity in mEC. Unlike CA1, CA3 pyramidal neurons have little HCN1. Thus, HCN1 deletion in the forebrain would impact CA3 indirectly due to changes in the upstream mEC neurons but would influence CA1 both directly and indirectly. This may be the reason for the greater enhancement of place field size, and complex spike bursts, in CA1 than CA3 with HCN1 deletion .
Finally, this mechanism of boosting of LTP by suppression of I h could also explain why the ventral grid fields are bigger in both control and HCN1-deficient mice: the effective strength of HCN may be weaker in the more ventral mEC mEC, resulting in greater summation of inputs, boosted LTP, and larger grid fields. In this scenario, the ventral grid fields should be more bursty, stable, and spatially asymmetric than the dorsal ones and exhibit greater experience-dependent asymmetric expansion, but recurrent inhibition could limit these processes.
Although much remains to be clarified, the recent studies on place cells and grid cells in the HCN1 provide significant insights into the underlying cellular mechanisms and elucidate their contribution to behavioral learning.
The monarch butterfly is famous for its annual fall migration from eastern North America to central Mexico, but it has also been an important model for studies in long-distance migration. Now, Zhan et al. present the genome of the monarch, opening up the detailed characterization of the butterfly's navigational system and unique social life.
The annual migration of the eastern North American monarch butterfly (Danaus plexippus; Figure 1) is one of the more astonishing feats of the insect world. As summer draws to a close each year, a special generation of monarchs is born, who will perform a southward bound migration of up to 4,000 km. Not only do these fragile animals cover a remarkable distance, but they also display impressive accuracy in navigation. The migration is not simply directed southward, but it has a very precise goal, namely a handful of mountaintops in central Mexico where the butterflies spend the winter. Once in their winter habitat, the monarchs halt reproduction until spring arrives, when they mate and begin their fluttering journey north in search of milkweed plants, the sole plant used for egg-laying of the species. Whereas the southbound journey is completed within one generation, the northward migration involves a succession of short-lived generations.
Considerable research has been focused on understanding the monarch itself, its intrepid migration, and the means by which it localizes to is wintering grounds (Brower, 1995) . Now, with this issue of Cell, monarch research finally enters the genomic era, as Steven Reppert and his research team provide a draft genome of the monarch using next-generation sequencing technologies (Zhan et al., 2011) . Their results pave the way for an increased understanding of long-distance migration, in particular, and the evolution of the Lepidoptera (i.e., butterflies and moths) and insects, in general.
The monarch genome comprises 273 megabases with 16,866 protein-coding genes, and it shows considerable similarities with that of the silk moth Bombyx mori. These similarities extend to the size of protein families and to the colocalization of genes on chromosomes. Comparing the monarch's genome with that
