abstract: In this paper, we give an efficient method for solving Burger's equation.
Introduction
We consider the following Burger's equation
where ν > 0 is the kinematic viscosity of a liquid, and the subscripts x and t denote differentiation. The initial and the boundary conditions are U (x, 0) = f (x), 0 ≤ x ≤ 1 (1.2) U (0, t) = β 1 , U (1, t) = β 2 , 0 ≤ t. This model arises in many physical applications such as gas dynamics, heat conduction, propagation of waves in shallow water or in elastic tube filled with a viscous fluid [11] . Burger's equation is solved exactly for an arbitrary initial and boundary conditions in [2, 13] . The exact solutions are impractical for the small values of viscosity constant due to slow convergence of serious solutions. Many researchers have proposed various kinds of numerical methods for solving Burger's equation for small values of viscosity constant which corresponds to steep front in the propagation of dynamic wave forms, we cite for example meshfree method which is called element-free characteristic Galerkin method [21] , in general there are many methods that belong to one of the following categories: finite difference method [10, 12, 16, 18] , finite element method [1, 8, 17] , boundary element method [5] , spectral methods [9] . S. Haq, SU M. Uddin and Islam have given in [11] , a method that uses radial basis functions to approximate the solution of Burger's equation. For solving Burger's equation more researchers have been attracted by this meshless scattered data approximation scheme. Hon and Wu [15] , Chen and Wu [4, 20] provided the methods using multiquadric (MQ) quasi-interpolation for solving differential equations. Moreover, Hon and Mao [14] developed an efficient numerical scheme for Burger's equation applying the MQ as a spatial approximation scheme and a low order explicit finite difference approximation to the time derivative. Chen and Wu [3] presented the numerical scheme for solving Burger's equation, by using the derivative of the quasi-interpolant to approximate the spatial derivative of the dependent variable and a low order forward difference to approximate the time derivative of the dependent variable. C.G. Zhu and R.H. Wang [22] have used quasi-interpolants based on B-splines but they have introduced a function to dump dispersion of scheme. In this article, we present a numerical scheme for solving Burger's equation based on some techniques using matrix arguments and a cubic B-spline quasi-interpolant. We apply the derivative of the cubic B-spline quasi-interpolant to approximate the spacial derivative of the differential equations and employ a first order accurate forward difference for the approach of the temporal derivative [3, 14] . So we do not have a system where we have to invert a matrix but an iterative relationship easy to implement. This paper is organized as follows. In Section 2, we give a brief introduction of cubic B-spline quasi-interpolation. In Section 3, we develop the numerical techniques using matrix arguments and cubic B-spline quasi-interpolation (MBSQI) to solve Burger's equation. In Section 4, we study the error analysis. In Section 5, we give the numerical examples, the results obtained by MBSQI, are compared with those using a cubic B-spline quasi-interpolation (BSQI) [22] and Dag [7] . Finally, in Section 6, we derive a conclusion.
A brief introduction of cubic B-spline quasi-interpolation
In this section, we give a construction of a cubic B-spline quasi-interpolation. Univariate spline quasi-interpolants (abbr. QIs) can be defined as operators of the form
where {B j , j ∈ J} is the B-spline basis of some space of splines
, endowed with the uniform partition X n = {x i = a + ih, i = 0, ..., n} with meshlength h = b−a n , where n is a strictly positive integer and a,b are real numbers. Let y i = f (x i ), i = 0, 1, ..., n. A quasiinterpolant based on cubic B-splines is given by
where the coefficients µ j (f ) are defined as follows, see [22] ,
For f ∈ C 4 (I), we have the error estimate, see [19] ,
where
According to the differentiel formulas for cubic B-splines, Y ′ and Y ′′ can be expressed in terms of Y as follows
where D 1 and D 2 are matrices of order n + 1. There expressions are given in [22] , 
Description of the method
In this section, we present the numerical scheme for solving Burger's equation based on the techniques using matrix arguments and cubic B-spline quasiinterpolant. We have
is divided into mesh with the spatial step size h = 1 n in x-direction and the time step size τ > 0 in t-direction respectively, where n is strictly positive integer. Grid points are defined by (x j , t k ) = (jh, kτ ), j = 0, 1, 2, ..., n and k = 0, 1, 2, .... So for all j = 0, 1, ..., n, for all non-negative integer k,
In order to discretize Burger's equation (1.1) in time with meshlength τ , we use a first order accurate forward difference for the approach of the temporal derivative,
Thus
According to (3.1) and (3.2), we have
We approximate the exact solution, its first and second derivatives by using quasiinterpolant based on cubic B-splines, so we put
We have the following estimates, see [23] ,
Using (3.3), we find the scheme
We put respectively
where * is defined as follows:
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Let A k be the diagonal matrix whose diagonal is formed by the coordinates of the vector
Finally, we deduce an iterative formula
Error analysis
We cite the work of Ziwu Ziang et al. [23] , where they gave their numerical scheme by introducing a dispersion function, and they are interested only in time approximation without considering the spatial approximation. In this section, we give the error of the iterative scheme (3.7), in which we introduce the spatial and temporal error. 
Proof: According to (3.4)-(3.6), we deduce that for all j = 0, 1, ..., n, for all nonnegative integer k, we have the following approximations:
On the other hand, we put
According to the approximations (4.1)-(4.3) , we have
So, it's easy to find that
Finally
✷
Numericals examples
Comparison of a numericals results
In order to compare our results with that given in [22] and [7] , we take the same data:
We denote the present scheme by MBSQI, that given in [22] by BSQI and the scheme in [7] by Dag. We note re = | numerical solution -exact solution| | exact solution | , the relative error. The exact solution was determined in terms of the infinite serie by Cole in [6] as
, where
Firstly, we compare the numerical results using MBSQI with exact solution and BSQI with ν = 1, τ = 0.00001 and various meshlength h at time t = 0.1, see Tables 1-3. Moreover a comparison of MBSQI with exact solutions, BSQI and Dag's method [7] when t = 0.1 for ν = 1, τ = 0.00001 and h = 0.0125 are given in Table  4 . We will be interested also to the behavior of the relative error with respect to the decreasing of mesh length.
According to Tables 1-3, we remark that the numerical solution obtained by MBSQI provides better accuracy than the method given by BSQI, with various meshlength h = 0.1, 0.05, 0.025. In table 4, we find that the numerical solution obtained by MBSQI provides also better accuracy than those given by BSQI and Dag, for the meshlength h = 0.0125. On the other hand, when h → 0, there is a significant improvement of the relative error. To move from the initial time t = 0 to the final time t = 0, 1, the approximate solution passes through intermediate states. The Figures 1 and 2 , show the passages states of the numerical solution to obtain the final result at t = 0.1, with h = 0.1 for µ = 1, 0.1 respectively. We note that the approximate solution to arrive at time t = 0.1, passes through of the steps which corresponds to the instants t = 0.002, t = 0.004, t = 0.06, t = 0.08, in a manner dependent on the viscosity of the liquid, see Figures 1 and 2 .
Conclusion
The present technique (MBSQI) of discretization for solving numerically Burger's equation is based on matrix arguments and cubic B-spline quasi-interpolants. We have deduce that the MBSQI scheme gives the accuracy better than those given by BSQI and Dag. Furthermore we have find an iterative expression which is easy to implement. We also gave the corresponding error iterative scheme to our discritization.
