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AIjCEBKAS UNIFORMES Y SU APLICP.CION 
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l l o r l  
J u a n  P e d r o  M i l a s x e w i c z  
T r a b a j o  d e  T e s i s  p a r a  o p t a r  81 t i t u l o  d e  
Doctor e n  C i e n c i a s  Matemst ic-as  
p r e s e n t a d o  a1 De p a r t a m e n t o  d c  M d  t e m s t i c a s  d c  l a  
F a c u l t a d  d e  C i e n c i a s  E x a c t a s  y N a t u r a l e s  d e  l a  
U n i v e r s i d a d  d e  Buenos A i r e s  
Julio, 1 9 7 4  
I El presente trabajo tic.nde a elaborar una nueva perspectiva I 
I : ]  1)11nI:o (10 v i : ; l ; l  nr,~lmiclo c:: cl c l c  1<3 tcorfa dc las a'l~~hras 
11rti I c~rulrt(l!;, rl,lI1l,l ( 1 1 1 ~  : ; ( I  11'1 ~ l o : ; , i ~ ~ r * o  I I,I(I  rvlc i (111 I (>III(>~I t CWIIIL) l)drlt(l 
dr j l  arrjlisi:; 1 ur~c:ion;~ L .  E L  p r i r n c ~ r  cap1 t u  lo cstill>lc?cc. rln nucvo 
criterio para decidir cusndo dos puntos del espectro de un slge- 
bra uniforme estjn o no en una misma parte de Gleason; a partir 
de esto se analizan especialmente las consecuencias en el caso 
de las slgebras de Dirichlet y en el de las glgebras fundamenta- 
l e s .  
En el segundo capitulo, se analiza la estructura de partes 
de Gleason del espectro de un slgebra de funciones analiticas 
generalizadas, e s  decir, el "gran disco"; 10s. resultados del 
primer capitulo son ernpleados aqui para poner en evidencia las 
razonc::; estr\~c:Lurwlo:; (lucs Il'lcc!~r 4 1  lo:; c 1;: i c ~ c ~ : ;  c:or~I r;l(% j c . r n ~ >  lor; 
debidos a H. Bohr y J. Favard d e  funciones casi periGdicas, ana- 
liticas o arm6nicas, con comportamiento aparentemente patol6gi- 
CO. 
El tercer y Gltimo capitulo muestra someramente que las es- 
tructuras analizadas en el que lo precede, y que dan origen en 
forma natural a una noci6n de espacios de Hardy definida por 
K. Hoffman, no pueden ser tratados con la teoria abstracta de 
espacios d r  IIardy asf como r:(: la conoce hasta el momento. 
I I I I  I I J I I ' ~ ~ : . I ~ I I I . I C I ~ ~  1 1 , i  :: 1 t 1 t 1  III ' !:~III i .  . I { I ( I  , 1 1 3  1 . 1  I I I I ~ I I I ~ ~ I ~ . I  1 1 1 1 1 - ,
a rnedida c 4 u c  : ;e  procetlc. en :;rl lcctura, se  adquierc. el conoci- 
rnj cnto h i  :;t6rico corre:;pontl i c.nte ,I travc:; de  las c i  t a s  bihlio- 
gr51 icCl:;. 
1:l *I I I  1 o r b  . I I ~ , ~ * . I ~ I , ~ ( ~ I ~  0rv,1 I I I I I I I I I I~~III  , b  ,  . . i t  0 ;  r ~ ( ~ c * I  o r 1 ( I ( '  '1'(>:8 i : : ,  ( ' 1  
doctor fioracio Porta, quicri le ha dado el aliento y la necesa- 
ria cuota de discusioncs para llcvar a buen t6rmino t )s te  trdbd- 
jo. 
17i 11, I 1 rnc - r l  I ( I ,  ( I  I ,ric I or c1x1>rbo:;;l :;(I rv3corloc: i r r l  i c > n t o  611 cloc tor 
Alberto Gonzslez ~ominguez, director del Instituto Argentino de 
~atemdtica por haberle brindado las instalaciones del mismo 
para realizar el trabajo de redacci6n final. 
1.1 Partes de Gleason en el espectro de un slgebra uniforme 
1.4 Partes dc Cleason y aproximaci6n cn L 
3 
2.1 Funciones analiticas generalizadas 
2.2 Medidas representativas y medidas d e  Cauchy 
2.3 Medidas de Cauchy y transformadas de Hilbert 
7.. 4 De:;c:ornpo:; i c i 6 n  (I(> I , d ~ ~ r r ? l l  I cn la p,rinn corona 
2.5 tos contraejenlplos tfe Bolir y Favard 
3.1 Los espacios de Hardy en el gran disco 
3.2 Espacios de Hardy asociados a medidas representativas 
3 . 3 Fact t o r '  i zac:i hn dc. I ' l l r l c  i orrcs C l r l ' ~ !  1 I- i cql:; gc:nc>rtc l  1 i ~cldil : ;  
S e a  A un 21 p,el)rc~ d e  Ranach c o n m u t a t i v a  y c o n  u n i d a d ;  S p ( A )  e s  
e l  e s p e c t r o  d e  A ,  es d e c i r ,  e l  c o n j u n t o  d e  f u n c i o n a l e s  l i n e a l e s  
m u l . t i p l i c : a t i v a r ,  n o  n ~ l l a s  dc A c n  C ,  o l o  q u e  er, l o  m i s m o ,  cl e s p a -  
c i o  d e  i d e a l e s  m a x i m a l e s  de A .  Sp(A)  es un s u b c o n j u n t o  d e  l a  b o l a  
.*. 
u n i t d r i a  d c  A-, e l  c s p a c i o  d u a l  d e  A ,  y es c o m p a c t o  e n  l a  t o p o l o -  
.'. A 
g i a  d g b i l  e : ; t rc l ld  de A " .  S i  f es  u n  e l e m e n t o  d e  A ,  f  i n d i c a  l a  
A 
t r a n s f o r n l a d a  d c  G u c l f a n t l  d e  f ,  es d e c i r ,  l a  f u n c i 6 n  f :Sp(A>-- - ->c  
A 
d e f i n i d a  p o r  f(x)=x(f) p a r a  cada x E S p ( A ) .  
de Ids f u n c i o n c > s  C o n t i n u a s  d e f i n i d a s  e n  X y c o n  v a l o r e s  e n  C ;  l a  
e l  er,p,lcio dc rnc:didd:; I m r e l i a n a s  r b e g u l a r e s  y d e  v a r i a c i 6 n  t o t a l  
aco t d d d .  1:1 s i g r ~ o  11 11 :;vr,< u:;,ltlo i ncl i : ; t i  ntclrnc\n L C ,  p i ra  d f ~ c ; i y , n a r  1<1 
A es  un U g e b h a  u n i d o m e  ~ o b l r e  X s i :  
( i )  A c?:; una sub6 lgc :b ra  oc . r r ada  d e  C ( X ) .  
(ii) A c o n t i e n e  a l a s  c o n s t a n t e s  y s e p a r a  10s p u n t o s  d e  X .  
( I . l . 7 )  NGl tb!;t> ( 4 ~ ~ 3  : ; i A o::  1111 ~ I { ; C I I ~ L L  dc: Ijilndch, conmutativd y con 
i~nicl~ltl, e n  Lo~~ccl:; 1 a c L,r~i:;url~~ unj f or7nict clt.  L con junto de sus -!-run:;- 
formadas de  Guelfand es un slgebra uniforme sobre Sp(A), cuyo 
c h : ; l ) e l ( ' t r o  vuc.1 vcX a :;c.r S p ( A )  . 
(1.1.3) Obsgrvese tambign q u e  si A es un Slgebra uniforme sobre X, 
1'1 t rbtlrl:;lor~ril,rc9 ~ G I I  ( I ( .  Ct~(.l l ; ~ n ( l  cr, tlrl;l i:;or~~c>tr>ia dc! A con s11 irnny,,,c\n 
A 
en C(Sp(A)); ademss X es can6nicamente homeomorfo a una parte X 
de Sp(A). Por esta rax6n en todo lo quc> siga salvo indicaci6n en 
A 
cado con X. 
(1.1.4) S i  A es uniforme sobre X, a A  designa la frontera de Shilov 
de A, es decir el menor conjunto cerrado sobre el cual todos 10s 
elementos de A alcanzan su m6dulo msximo; es claro que A es iso- 
mztricamente isomorfa a1 slgebra uniforme sobre a A  cuyos elemen- 
tos son las restricciones a a A  de 10s elementos de A. 
1 . 1  5 i x E Sp(A), :;e dird quc mx€M(X) es una me&& &ephesenta- 
a v a d e  x e n X  si: 
para toda f en A, 
(ii) Ilm I I =  
x 1 dmx = 
lle la defjnici6n se deduce que una medida representativa es 
una medida de probabilidad. 
Es claro por otra parte que si X=Sp(A) entonces la medida de 
masa unitaria concentrada en {XI es una medida representativa de 
x en X, pero la existencia de medidas representativas con soporte 
en, jmr c>jcmj)lo, 1;) I rwr1 l c l r u  d o  Slri lov tle A, no cs  totalrnente 
c 3 v i t i c ~ r ~ l ( ~ .  l : l  : , i , i l , ~ ~ i t s ~ ~ l , ~  I , \ I I I , I  ( I , >  I < .  A ~ ~ P I I ! ;  t >  T . M .  Si~iy,t-r1 (Vt%r 1 3 1 )  
(1.1.6) Lema: Sea A un slgebra uniforme sobre X y xESp(A); enton- 
ces existe m EM(X) que representa a x. 
X 
* 
Dc3mo:;lrclci6r~: El homornorSismo f - - - - > f e ( x )  de A en C tiene norma 
1; el teorema de llahn-Banach perrnite extender esta funcional 
lineal a una $ : C ( X ) - - - -  > C  bambign ( I p  norma 1. El teorema de rc- 
r ; : i r  I ; ;  I I o r  IT X t a l  ( I \ I O :  
X 
(i) llm I I =  1 
X 
(ii) m ( f ) =  j f dmx , para toda f en C(X). 
I 
Esta medida rn e s  una medida rcprcsentativa de x en X. 
X 
1 . 7 )  E n  Lo q u c  rcsta dc la :;ccci6n, X indicarj un espacio compacto 
y A un Slgebra unijorrnc .;oL~rc X. Si x E S p ( A ) ,  Mx(X) c:; c l  con- 
junto dc medidas reprcsentativas de x en X; Mx(X) es un conjunto 
convexo y dzbil-estrella compaeto en M(X) por lo que se le podrs 
a p l i c a r  el siguiente resultado cuya demostraci6n se encuentra en 
1 2 6 1  . 
(1.1.8) Sea K C M ( X )  un conjunto convexo y d6bil-estrella compacto 
de medidas posi tivas . 
(i) Si + E M ( X )  es tal que + es singular con respecto a to- 
das las medidas de K, existe entonces E C X tal que E es 
un conjunto Fo,  IlUI1(~\~)=0 y m(E)=O para cada m en K. 
(ii) Si + E  M ( X ) ,  entonces p =  " + +s donde pa es absoluta- 
mente continua con respecto a alguna v en K y p s ests 
concc?ntrada en un 1,orcl.iano E (i.e. IIp ~I(X\E)=O) tal que 
S 
lll( 1 : )  1 [ I  ~ l ~ l l ~ < l  ~ o a 1 4 1 < l Ill t S I l  I / .  
< 1 . 1 .9 L,d (~e:;~or~~j)~:;ic~iGr~ dddd \)or ( ii 1 L ~ L C ~  11d111clClcl d ~ ~ c o m ~ ~ u ~ i c i o ' n  
gc.vic?~u!izudu dc. Lebe.clgu4 c i ~  CI con rreclpec.to cl K. 
El siguicrite rcsultado, conocido como teorema generalizado 
Glic~sberg utiliza una noci6n de descomposici6n de Lebesgue de 
una n~cdida r(>spccto tle un conjunto como cn (1.1.8) y u e ,  como sc  
I 1 I 1 i L o  I 1 I 7 , i r 1 n I J  rcc iC11 dctl i -  
nida. 
(1.1.10) Sean A, X como en (1.1.7) y p E  M(X) tal que p es ortogonal 
a A. Si xESp(A) y p = pa + us es la descomposici6n ge- 
ncralizacla d(1 I,ctb~r,f;~ic? d e  u con respecto a M cntonces p 
x' a Y " s  
son ortogonales a A. 
Del teorema generalizado de F. y M. Riesz se deduce que si 
A 
11 es ortogonal a A ={fEA / f(x)=O} entonces pa es ortogonal a 
X 
*x ps es ortogonal a A; para ello basta considerar p1=p-p(1)~. 
Es esta variarltc: d e l  teorcrr~a la q u e  s e r d  utilizada en este ca- 
pitulo. 
(1.1.11) 1)ados x e y cn S p ( A ) ,  se d i d  quc x a eqLLivdente a y cuando 
.*a 
11x-y11<2, dondr I I X - ~ ~  ec  la norma de x-y como elemento de A". 
Que la relaci6n reci6n definida es de equivalencia fue obser- 
vado por A. Gleason en 1141 y es una consecuencia inmediata del 
siguiente lema enunciado por E. Bishop en [ 6 1  . 
(1.1.12) Lema: Sean x e y en S p ( A ) ;  la$ propiedades siguientes son 
(ii) Para cada sucesi6n (f ) de elementos de A con Ilf 16 1, 
n n 
A h 
tal que liml fn(x) 1 =l resulta liml fn(y) 1 =l. 
~emostraci6n: (i) * (ii) Sup6ngase que la conclusi6n sea falsa; 
I > X  i r: I ( t n  t i  o r ;  z,, y z, c n  C y una I i n  ( F,") d e  la 
:;ad L >  (I y I 1ln,1 ~3l)lic.l~ i6n con l ormc C~UI. trans lorma el 
disco unitario ccrrado c.n s i  rnismo y tal que 
1 T o  T E  ) 1 2-E 
h A 
f y II 1 1 ~ 1 ;  Existen entonces g en A que satisfacen gm= T~~ 
m g m 
pero en tal caco 
Como & es un nGmero positivo arbitrario se obtendrs IIX-~~I=?; 
esta contradicci6n prueba la primera implicaci6n. 
(ii) * (i) Si se supone que Ilx-yll=2, existe entonces una su- 
cesi6n (f ) cle elcmcntos de h con lllnYcl y t a l  q u r  
n 
Considerando una :;uh~;ucc:; i6r1 c:orlvonien te y mu1 t i p l  i cdndo por 
nGmeros de m6dulo 1, s e  puede suponcr que se est5 en la siguiente 
situaci6n: 
A A 
g n E A, llgnY G 1, lim g (x) = l  y lirn g,(y) = -1 n 
l+z Sea T: C----> C definida por T(z)= - ; resulta entonces 2 
A A 
que existen elementos h en A tales que hn=r,gn. En t a l  c.l::o n 
(1.1.13) Z,as clases d e  cquivalericia del inidds por  (1.1 .ll) se lldr~~cll~ 
pafi.fch do GVoudun de A. I :  1 :; i j : ~ ~  ic.ri l c \  I ( . o r > c , r n , ~  c l r l  1:. I{ i : : I I o I )  L,:: 1 L ~ \ )  I c l ( , c ,  
una relaci6n i~ripor Lclntc en Lre p u n  Los erl una nii kinla t c. d e  Glea- 
:;or1 y Lo:; rcspcycti vo:: ( :on j ~ ~ n t o : :  clc m c d  i (la:; reprcr;r.ntat ivas ; su 
y rri, E M (XI I  , I  I ( , : ;  (1110 
4 Y 
I ( : m  m - 1 1 1  
Y S (1 y 
1:r;I.e resultado se cornple-ta corl cl :; iguieritc clc '1'. (;c~~nclin c u -  
ya demostraci6n se encuentra en VI.2.2 de [ 1 3 1  . 
(1.1.15) S i  x,y ESp(A) y = 2 entonces existen conjuntos bore- 
C u1: = X ,  
x Y 
I I I  ( I :  ) = [ I ,  l)clr>;l C - ' I ( J ' I  ~ I I , €  M ( X )  
x Y X S 
m (Ex)=O, para cada m E M  ( X I  . 
Y Y Y 
1.2  Atgrrviaa cWgeb&a unidoamoa ! j  brra r ~ n h t e b  t ie Gteanovr 
\1.2.1) S i  A e:; uri zl~r,c.t)r;l uriilorme sobre c.1 ~r;pacio compact0 X, :,<: 
cl i cc: (1"'' A (I:; I I ~ I  &tgol)aa do DihiclrYot hcrl~ao X :; i R O  A = F I t( '  I / I E A 1 
es denso en CR(X) = Re C(X). 
Esta clase d'& slgebras ha sido definida,~ estudiadas algunas 
de sus propiedades,por A. Gleason en 1141 . 
(1.2.2) Proposici6n: (i) A es de Dirichlet sobre X si y s61o si m=O 
es la Gnica medida real ortogonal a A; en particular, para todo 
u en Sp(A), cl conjunto M ( X I  contiene una sola medida. 
X 
( i i S i A t > : ;  1 )  i r b  i ( $ 1 1  I ,- 1 : : o l ~ r v ~  K ,  ( 8 1 1  1 O I I C < ~ : ;  A = X .  
~emostraci61-1: (i) es una consecuencia inmediata de (1.2.1). 
( i  i )  Snp6r11;dsc. clucl i ) / \  # X y : ;r . ' i  x E X \ a A .  Cor1:;idcrando a 
A como slgebra uniforme sobre A (ver (1.1.411, en virtud de 
( I .  . , I I A I t r ~  I I s I ; 1 , )  r n c v l . i c l : ~  (5 
,\ 
de masa unitaria concentrada en {XI es tambi6n una medida que 
representa a x en X; m y 6x resultan ser medidas representati- 
X 
vas de x en X con soportes disjuntos. Csta contradicci6n con (i) 
corlcl  uycl 'I (1 c l t b rno : ;  I . r ) , ~ c  i6r1. 
(1.2.3) E l ~ g e b k a d e l d ~ c o :  Sean iS = I  z E C / 1~141 I y A(D) el con- 
junLr, de Ids funciones continuas en y analiticas en D ,  su inte- 
rior. 
El espectro de A(D) es y ~A(D)= ~={lzl=l) . LLamando 
A+(T)={~ E C(T) / J e -in0 f(eie) d0 = D  si n E  Z, n<O), se tiene 
t que A (T) es el 6lgebra.cuyos elementos son las restricciones a 
+ 
aA(b) d e  10s elementos de ~(3); A ( T I  es un 6lgebra de Dirichlet 
obtiene por convoluci6n con el nficleo de Poisson: 
i 0 
si z=re ( 0  r < 11, entonces 
Si z E T,m e's la medida de masa unitaria concentrada en z .  
z 
Teniendo en cuenta estas observaciones, (1.1.14) y (1.1.151, 
las partes de Gleason de ~ ( b )  son D y cada uno de 10s puntos de T. 
(1.2.4) P ( K ) :  Sean K C C un compacto y P(K)  el slgebra de las funcio- 
nes que son limite uniforme sobre K de polinomios en z ;  la norma 
de urla tal iunci611 es el suprBemo de su m6dulo sobre K. L 1  espec- 
A 
tro d c  P(K) : ; ( .  i d e n t - i f i c a  con K, la c(lpsu1a polinomialmc.nte con- 
vexa de K, es decir, la uni6n de K con las componentes conexas 
acotacla:; dc! s u  cornl)l(~rnc.nto en C. La t'rontera de Shilov de P(K) 
es la frontera exterior de K, esto es, la frontera topol6gica 
El teorerna de Walsh (Ver 1 291 o 11.3.3 en [ 131 afirma que 
n A 
si K=K, o equivalentemente si aK=aK, entonces toda funci6n real 
y continua definida en aK se aproxima uniformernente por partes 
reales de polinomios en z .  Kcsul-ta cntonces que P(K)  es de Di- 
Las partes de P(K) son las componentes conexas del interior 
A A 
de K y cada uno de 10s puntos de aK (Ver Satz 7 de [ 3 0 ]  1. 
(1.2.5) Sean K C C un compact0 y A(K) el glgebra de las funciones 
continuas sobre K que son analiticas en su interior; la norma es 
la del supremo. El espectro de A(K) se identifica con K (Ver [ 2 ]  1. 
Interesa destacar aqui que en el caso en que el complemento de 
K S C ~  conexo, Ceorcmd (I(:  M(!r>g(?lyar~ (Ver. 7 0 .  !, dt: [ 2 7 1  af-irma 
que A(K)=P(K). Obsgrvese tambign que cuando K=D entonces A(K)= 
= A ( D ) = P ( K ) .  
2 2 (1.2.6) Sea D = 6 X y A ( D  el slgebra de las funciones conti- 
2 
nuas en n2 y anal5ticas en D = D X D. 
2 El espectro de A(D ) es a2 y su frontera de Shilov es T'=TXT. 
2 A ( D  ) se identifica a1 6lgebra de funciones continuas sobre T 2 
con coeficientes de Fourier nulos fuera del primer cuadrante de 
2 z .  
2 Las partes de Gleason de A(D ) son D ~ ,  cada uno de 10s pun- 
') i (1 
: I . ,  t i 1 z  I . ) . .  i : :  I I i I t t b  I \  \ I t 8  I I ( * ' ' ,  u 11 . 
A(D') no es un Qlgebra de Dirichlet considerada como dlgebra 
2 2 
sobre T . Para esto basta observar que si f E A(D ) entonces 
su parle real tiene 10s cocficientes dc Fourier no nulos en el 
2 primer y tercc!r~ cuadrantcs d c  7, ; eri p{~rticular, 1d funci6n 
-iO , i $ +  .j 0 - i$ 
e t e ( 8  ,$ E I (1,2n] ) e s  una funci6n real ortogonal 
2 
il la rc::;trbiccj6n rl 'l'? ~ 1 ~ 1  lo:; alcmcnlo:; (lr: l<c A(T1 1. 
-1 (1.2.7) Sea A un slgebra uniforme sobre el espacio compacto X y A 
el conjunto de elementos inversibles de A; se dice que el 6lgebra 
es eogm~dueah subhe X si log 1 A-'[ = {  log1 f 1 / f E A-ll es denso en 
CR(X). 
La noci6n de logmodularidad ha sido definida por K. Hoffman 
en [ 181 ; en ese -1rabajo :;c. e s  tablecen pdra las Algebras logmo- 
dulares resultados conocidos para las 6lgebras de Dirichlet. 
Toda slgebra de Dirichlet sobre X es logmodular sobre X. La 
m 
reciproca no es v6lida: sea H el dlgebra de las funciones anali- 
w 00 
ticas y acotadas en D; si T' es el espectro de L (TI, H se iden- 
tifica con una suhslgebra cerrada de C ( T t ) ,  que es logmodular so- 
brc. T' pero q u ~  no cr: d~ Dirichlet (Ver Chapter 10 de [ 1 9 1  ) .  
00 
La descripci6n de Sp(H ) as$ como la de sus partes requiere un 
estudio detallado que se puede hallar en [ 191 , [ 101 y [ 201 . Un 
m6todo general para la construeci6n de 6lgebras logmodulares co- 
mo el descrito reci6n (i.e., a partir de una medida multiplica- 
t i v , ~  c a r )  u r l  311:c>l,r,i u r l i  lorrnc-:) :;(t c n c u c ~ n I r ~ , l  erl 1 7 1 1  . 
( 1 . 2 . 8 )  Un Slgebra unilorme sobre X es, por definici6nY ~ u n d a m e n t d  
tiva en M ( X ) .  
1 :  I P:: L ~ r ( l  io  clc l c 1 : ;  (I I ~ C I , K Y I S  f-url~lcll~~c'~~ tale:; 1ia s i do comenzado 
en [22].Si A es fundamental sobre X entonces la Erontera de Shi- 
rncnto c:rnplcddo pard tl(1rnor; Lrar (1.2.2)-(i i )  : si x E X \ d A  cxis- 
te una medida representativa de x con soporte en la frontera de 
Shilov d e  A, y porl v tro Jdclo -Id rncditla c l e  rrlasil unitar3id conccn- 
trada en x representa a x en X. Como M(aA) C M ( X )  se tendria 
que A no es fundamental sobre X. 
Si A es logmodular sobre X entonces A es fundamental sobre X 
(Vcr 1 1 8 1 )  pcro no es siempre cierta la reciproca. El siguiente 
ejernplo, que nos ha sido comunicado par A. Bernard, ilustra este 
t~echo. 
(1.2.9) Ejemplo .  Sea A un 6lgebra logmodular, pero no de Dirichlet, 
.1. 
sobre X. Si Y C A", el con0 de Y es el conjunto 
c(Y) = {tx / 0 < t 4 1, x E Y) ; 
es claro que c(Sp(A)) y c(X) son dgbil-estrella compactos. Sea 
A el 6lgcbra de las funciones en C(c(X)) que son limite unifor- 
C 
me sobre c(X) de polinomios de la forma 
A resulta ser un algebra uniforme sobre c(X) y este es el ejem- 
C 
plo en cuesti6n, lo que resulta de las siguientes proposiciones 
(que se demuestran a continuaci6n): 
(iii) Ac no es logmodular sobrr c(X). 
(i) Scan 0 < s < 1 y y E Sp(A); si P es de la forma ("1, se 
define ( P I  = 1 i.(y) n j  + k 
*sY 7 
ol~:;~rvc~::c~ r l l l t>  no 11,ry ,irn~,i~,iic~ci;l~~ clrl 1;1 cIciinic.ihn clc ( 2 , .  cuan- 
a 8Y 
(:; 1.i ncscll, mu1 1 i l,l ic;~ l i v i l  y 110 nula. Sc qu . icrc  vcr quc es 
continua. Si m es la mcdicla representativa de y en X rcsulta 
Y 
c! ( P I  = j P(sx) (lrri (x) . 
r: y Y 
Porl .Lo tanto 
[(5_y(P) I < sup { I~(sx) 1 / x E X I  < ~ I P I I  
nal lineal multiplicativa no nula E detinida (>n Ac. SY 
Se tiene asi que la aplicacidn que a sy le asocia E SY es 
una inyeccidn continua de c(Sp(A)) en Sp(Ac). Esta inyeccidn es 
suryectiva; en efecto, sea w un elemento de Sp(Ac); como Ac con- 
(.i(lnc: ,, : o I : ;  1.11 1 ( 1 , 0 1 1  I i 1 1  I :  I I : ,  ( : ( I  ll ,ll ) 
esta contenido en Ac y vale w(t)=s E [0,1]. Si s=O, 
2 2 2 (w(t.f)12 = w(t f ) = w(t) w(t.f = 0 
En tal caso w=Eo . 
Supdngase ahora que s # 0 y definamos wl:A---->C mediante 
wl(f) = w(ts -lf) . Es claro que w1 es lineal y que w ' (1) =l ; ademas 
w 1  es multiplicativa pues para todo par de funciones f y g en A 
vale w 1  (f) .wf (g)=w(ts-'f) .w(ts-1g)=w(t2s-2fg)=w(ts-1)w(ts-1fg)=w~(fg) 
Por consiguiente w E SW' 
( i i )  /,'A fi~1ic,l I I ~ ~ ~ C I ~ < I , I  L ~ ~ ~ ~ ) I ~ < ~ : ; ( ~ I I ( ~ I  L iv,.~ 0 C ~ I ~  L * ( X )  0:; 1 ~ 1  I I I { > ( I ~ { ~ ~ I  
rnasa ilni t n r i ; l  concnntradn c n  10) ; purr;  si pn(tx)=(l-t)" s e  tienc 
1 = P (0) I P (tx) dmo(tx) = (1-t)" Jmo(tx) - >mo({01). 
n n 
S e a  ahora sy en c(Sp(A)) con s # 0 y m una medida repre- 
suce::i6n d e  polinornios para 10s cuales vale 
el teorema de convergencia nlayorada permite obtener 
m(s.X) = lim (1-Pn) dm 1 
1,,1 I I ~ I  i c :  i ~ l ~ l ~ l  ( I ( '  111 c n  M (  X) , . i m l , l i c * l l  q u c  
Y 
I c Om = I I T , ( S X )  (1111 ( x )  ],drlil cnda p, en ( ' ( c ( X ) ) ,  i.e. m es 
Y 
iinica. 
(iii) Siendo Sp(Ac) simplemente conexo, 10s elementos de A;' 
tienen logaritmos en Ac (Ver 57, Chan. 111 en 11311, i.e., 
De aqui se obtiene que log l~ill = Re Ac ; como suponer que Re Ac 
es denso en CR(c(X)) implica que R e  A es denso en CR(X) y pues- 
to que A no es de Dirichlet sobre X se tiene que Ac no es logmodu- 
lar sobre c(X). 
1.3 PahAes de Gleanan q aphoximacibn unibome 
(1.3.1) Si A es uniforme sobre X y x es un elemento de Sp(A), A x deno- 
ta el ideal maximal asociado a x y x el conjunto de los elemen- 
tos conjugados de 10s de Ax. Si m E M(X), % denota la medida 
( , C ~ I I  ~II !~,sI( I , I  I , ,  111 t l t s l  i l l  i t l * ~  I I O I *  
/ f dm = ( I  i dm) , para cada f en C(X) . 
( 1 . 3 . 2 )  Teorema: Sean A uniforme sobre X y x e y en Sp(A); las si- 
guientes proposiciones son equivalentes: 
( i )  I I X - ~ I I  = 7 
( i i ) L E Cl a11:;ur.a clr (Ax+ K 1 Y 
Demostraci6n: (i) * (ii) Si n es una medida ortogonal a A + 
x Y 
y n = n + n' es la descomposicibn generalizada de Lebesgue 
X S 
de n respecto de Mx(X), el teorema generalizado de F. y M. Riesz 
(ver (1.1.10)) perrlitc afirmar que n es ortogonal a Ax y que n' 
X s 
es ortogonal a A; por lo tanto 
Ahora bien, n es absolutamente continua con respecto a alguna 
X 
m en Mx(X) y se tiene un boreliano F tal que (ver (1.1.8)): 
X X 
mx(Fx) = 0, para cada m en Mx(X), y lln'l(~ \ F ) = 0 . 
X S X 
Ademss, (1.1.15) permite suponer que m (X\F )=O para toda m 
Y X Y 
Considerando aliora n; y M (XI y procediendo anelogamente se 
Y 
obtiene la descomposici6n generalizada de Lebesgue, n'= A i- ns, 
s Y 
de n: con respecto a M (XI, y la existencia de un boreliano F 
Y Y 
contenido en Fx tal que: 
llnsll(~\~ ) = O  , m (F )=O para cada m en M (XI . 
Y Y Y Y Y 
Aqui tambign se tiene que n es ortogonal a A, es decir 
S 
- 
La medida n' definida por n'= n + n ests concentrada en 
X S 
I " =  I '  u (s\ I '  ) ,  (.:: t l t . c 3 i r *  llnlll(~\ 1 " ) : 1 1 ;  lx'rl 0 1  r 3 , 1  ~ L I I ~ I ~ ~  111 ( l " ) = n  
Y Y S Y Y Y 
para cada m en M (XI. Como 6 es absolutamente continua con 
Y Y Y 
- - 




es la descomposici6n generalizada de Lebesgue de n con respecto 
- 
a M (X). Pcro n cs  orto~onal a A , por lo que el teorema gene- 
Y Y 
ralizado de F. y M. Riesz implica que n' es ortogonal a A .  Esta 
fi 1 L irnil  ol~:;c~rvg~c!j6r~ ( y  L ( I I I  i c n ( l o  c . r r  ct~c.rtl ,I ( b )  ) pc\rmi tc. dcclucir 
que nx(l)=U; volvieri(lo a ( d l  se obt ia~ie linallnente clue n(l)=u, 
y entonces 1 pertenece a la clausura (dgbil, y por lo tanto en 
norma) de Ax+ . 
Y 
(ii) * (i) Sean (fn) y (gn) sucesiones en Ax 
AY 
respectivamen- 
te tales que fn+ < converge uniformemente a 1 y sup6ngase que 
Y X - ~ ~  < 2. En virtud de (1.1.141, existen m x en Mx(X), m en 
Y 
y c>O tales que 
- 
Co~no (1-1 ) c:; ortogorlal a 2 
n 
gn en L (m Y (puesto que m Y es mul- 
tiplicativa en A), se tiene 
I ll-fn-q12 dmy = I 11-fnI2 dm Y + lgnI2 dmy kn > 0. 
2 
Es decir qur vale lirn f =1 y lirn g = O  en L (m 1, y en vista 
n n Y 
- 
Por otra parte, como fn+ g, tambi8n converge uniformemente a 1, 
2 2 
se concluye que tambign lim fn= 0 y lim gn= 1 en L (mx) y L (m Y 
Pero entonce~~eligiendo convenientemente una subsucesi6n ( f . )  3 de 
(fn), se obtendria que para casi todo punto respecto de nLx vale 
1 = lim f 0 y esto se contradice con mx(X) 1. Por lo tanto 
n 
debe valer I I x - ~ I I  = 2 '. 
( 1 . 3 . 3 )  Corolario: Con las mismas hip6tesis de (1.3.2) son equiva- 
l e n t e s  que la clausura d r  ( A x  + ) contenga a h + K y que 1 
Y 
p e r t c n e z c a  a la clousurd unirorme d c  Ax+ A . 
Y 
(1 .3 .11)  Corolario: Scan A un  , $ l ~ c b r a  CIP D i r i c h l - e t  sobrc X y x e y 
cn : ; p (A) ;  c>ntonce:; Ilx-yll = 2 s i  y ~ 6 1 0  si A + e s  denso en 
x Y 
C(X>. 
Demo::traci6n: Sers suficiente ver que la clausura uniforme de 
A A 
A + contiene a A. Si f estj en A f = (f-f(x)) + f(x). 
x Y 
El primer tgrmino de esta descomposici6n pertenece a A y el se- 
x 
gundo, en virtud de (1.3.21, pertenece a la clausura uniforme 
(1.3.5) Es interesante destacar que la equivalencia demostrada en 
(1.3.4) caracteriza a las slgebras de Dirichlet entre las slge- 
bras uniformes, como lo. prueba el siguiente lema. 
(1.3.6) Lema: Sea A un slgebra uniforme sobre X; las propiedades 
siguientes son equivalentcs: 
(i) A es un slgebra de Dirichlet sobre X ; 
(ii) Si x e y son elementos de S p ( A ) ,  entonces 8x-yI=2 si 
y s610 si Ax* A es denso en C(X). 
Y 
~emostraci6n: La implicaci6n (i) * (ii) est5 dada por ( 1 . 3 . 4 ) .  
Para ver que (ii) * (i), obsgrvese que si la frontera de Shi- 
lov de A se reduce a un punto, entonces todo resulta absolutamen- 
te trivial. Suponer que aA no se reduce a un punto implica 
que lo mismo ocurre con la frontera de Choquet (i.e., el con- 
j t 1 1 1 1  o ( I t '  1 ~ 1 1 1 1 1  0 : ;  ( I t '  : ; l l ( j \ )  ~ I I I C ~  , l , l i l l i  l ( $ 1 1  1 1 1 1 ~ 1  i c s , ~  1 l l t s t l  i t 1 . 1  t * t s l r l l c ' : : ~ l ~ -  
tativa en M(Sp(A))) ya que esta Gltima es densa en la primera 
(Ver 2.2 en [ 8 ] ) .  Sean entonces x e y dos puntos cle la fronte- 
ra de Choquet de A; sus medidas representativas son las medidas 
de masa unitrria concentrada en { X I  y { y )  respectivamente. Pero 
entonces, teniendo en cuenta (1.1.14), resulta ! x - ~ I I = ~  y por 
consiguiente A + A es denso en C(X); considerando partes re- 
x Y 
ales se obtiene la conclusi6n. 
(1.3.7) En conexi6n con (1.3.2) es interesante el siguiente teorema 
que es una generalizaci6n de un teorema demostrado por K. Hoff- 
man en [ 171 (Ver Theorem 6.4). 
(1.. 3.8) Teorema: Scan A un bl  gehra (le Dirichlet sobre X, x  un elemen- 
es ortogonal a Ax y existe una medida real m E M(X), m mutuamen- 
te singular con m y tal que m(T>=n(F> para toda f en A, en- 
x ' 
tonces n(l)=O. 
~emostraci6n: Las hip6tesis pcrmiten verificar que 
Corno A es de Dirichlet resulta 
n + n = m + m(l).mx (a) 
Si n = h mx + n es la descomposicidn de Lebesgue de n con res- 
S 
1 pecto a m ( h  E L (mx)) se tiene que 
X 
n + Z = ( 2  Re h) m x + (ns+ a) 
es la descomposici6n de Lebesgue de n + ii con respecto a m . 
X 
Puesto que m es singular con respecto a m la conjunci6n de (a), 
X' 
( I ) )  y l a ]  1 1 1 1  i ( -  i ( I < 1 ( 1  ( I t ,  1 , )  ~ I O : ; ( ~ O I I I ~ > O : ;  i r  i6ri l , ~ ~ l i ( ~ : ; q ~ ~ ~  irnpl icarl q 1 1 ~  
- 
m = n + n . Por otra parte, el teorema generalizado de F. y M. 
s S 
Riesz (ver (1.1.10)) permite afirmar que ns es ortogonal a A. Por 
lo tanto 
(1.11.1) En esta secci6n se trata la posibilidad de dar versiones alter- 
nativas de (1.3.2) para dlgebras fundamentales. Para glgebras de 
Dirichlet esto ha sido hecho en (1.3.4) pero, como ha sido observa- 
do en (1.3.5), la situaci6n all5 resuelta es tipica de las 61ge- 
bras de Dirichlet. 
(1.4.2) Teoren~a: Sean A un slgehra fundamental sobre X, x e y elemen- 
tos de S p ( A )  y mx y m sus respectivas medidas representativas en 
Y 
X. Son entonces equivalentes: 
2 Demostracibn: (i) * (ii) Sea f E L (m +m ortogonal a Ax+ A 
x Y Y' 
(1.3.2) implica que f es  ortogonal a A + E .  Se quiere pro- 
bar que f = O .  
Sea (f una sucesi6n de eagmentos de C(X) que converge a f en 
n 
2 L (mx+ m 1. Es claro entonces que (f es una sucesi6n fundame~tal 
Y n 
2 2 
en L (mx) y er. L (m 1; llamaremos f 
fY 
a 10s respectivos limi- 
Y X 
tes en dichos espacios. Por otra parte, si g es un elemento de 
C ( X )  se tiene 
(f,g) = lim ( I fng dm + 1 f g dm 1 
x n Y 
2 dondr ( , ) indica el producto escalar en L (mx+ m 1. 
Y 
Por lo -tanto 
I ,  = 1 i n  + 1 1  g d ~ n  pard toda g en C ( X )  .(a) 
X X Y Y 
Por ser llx-yll=2, cxiste una sucesi6n ( g  en A tal que 
n 
Puesto que f es ortogonal a A + , (a) implica: 
I fx(g + 5)  dmx + ! fy(g + F) dm 0 
Y 
En particular resulta que 
fxg dmx + 1 f g dm = 0 para toda g en A . 
Y Y 
Pc%r*o O I I  I-onc8c*:: 
1 fxg un dmx + fyg un dm = 0 
Y 7 
pasando a1 limite se obtiene I fxg dmx = 0 para toda g en A. 
Anglogamente resulta I f x K  dmx = 0 si h es un elemento de A. 
. - 
Estas conclusiones nos dicen que fx es ortogonal a A+A ; un 
resultado de G. Lumer (ver Theorem 5 de [ 2 2 1  afirma que si A es 
2 fundamental sobre X, entonces A + A es denso en L (mx), donde 
m es la medida representativa en X del elemento x de Sp(A). Se 
X 
concluye as5 que 
f x = 0 p.p.(mx) ( b )  
Procediendo con 1-u como se ha hecho con u se obtendrs del mis- 
n n 
mo mod0 que 
f = 0 p.p.(m ) ( c > 
Y Y 
'l'crlic~rido cr~ cuc>ntcl (a), ( b )  y ( c )  implicdn cntonccs que f 
es ortogonal a C(X), i.e. f es nula; por lo tanto A x + A es 
Y 
7 denno en L ( I I I ~ +  "1 . 
Y 
( i i )  * (i) Si se supone que llx-y11<2 entonces (1.1.14) impli- 
Si fn E Ax y gn E A son tales que V < 
- 2 lim 1 1-fn-gnl d(mx+m Y ) = 0 
se dcduce entonces de (d) que 
2 lim I 1 -  dm = 0 (el 
- 
Y 
Puesto que gn 2 es ortogonal a (1-fn) en L (m 1, de (el resulta 
Y 
Por lo tanto f - >1 p.p.(m y gn- > O  p.p.(m ) . 
n Y Y 
Andlogamente f - > O  p.p.(mx) y gn- >1 p.p.(mx) . 
n 
Pero entonces, volviendo a (dl se obtiene que m = m = 0; esta 
x Y 
contradicci6n completa la demostraci6n. 
(1.4.3) Corolario: Sean A uniforme sobre X y x e y en Sp(A); si 
2 Ax+ K es denso en L (mx+ m ) para cada mx en Mx(X), m en 
Y Y Y 
M ( X I ,  entonces I I X - ~ ~ I = ~ .  
Y 
(1.4.4) El siguiente ejemplo muestra que la reciproca de (1.4.3) no 
es siempre cierta. 
Con las notaciones de (1.2.6) sean Y = b2x[ 0 ,l] y 
2 B = { f E C ( Y )  / f(.,.,t) E A(D para cada t E [0,1]) . 
2 La frontera de Shilov de B es X T X[O,l].Sean A el 61ge- 
bra sobre X cuyos elementos son las restricciones a X de 10s ele- 
-1. 
.. 
I I I C I ~ ~ O : :  ( I ( %  I(, s = ( O  , 0  , O )  y y = ( O , O ,  I ) ; ~ ~ x - ~ ~ ~ = ; '  ( $ 1 1  A 1 ~ 1 ~ ~ ~ : ;  : ; i  : ;o  
define por g(eiO,eib,t) 1-2t, g es un elemento de A que satis- 
face g(x)=l , g(y)=-1 y Ilgll=l . 
Considgrense las medidas representativas en X de x e y definidas 
rcl:;prlc t i  vc~rnc~nt-r. por 
I(eiuYcj',O) d o  dc$,para toda J E C ( X )  I f drnx = - 
It a 
? 
I f d m  = -  I I I f(eje,ei'yl) dB d4,para toda f E C(X). 
Y 4 a  2 
if3 i@,t) L a  funci6n f(e ,e = e i(e-b) no ~610 es ortogonal a A ~ +  
Y 
2 2 
en L (mx+ m sino que tambisn es ortogonal a A + A en L (mx+m 1. 
Y I Y 
(1.4.5) S i  bien la reciproca de (1.4.3) no es siempre cierta, obsgrve- 
se que en la demostracf6n de la primera parte de (1.4.2) se ha es- 
tablecido lo siguiente: Si A es uniforme sobre X, x e y son ele- 
mentos de Sp(A) tales que IIx-~II=~, mx E Mx(X) y m E M (XI, y 
Y Y 
si A + (O A + A en virtud de (1.3.2)) tiene ortogonal no nu- 
x 5' 
2 lo en L (m + m entonces A + no puede tener sjmult6neamente 
x Y 
2 2 
nu lon  sun ortoeonales en I. (mx) y en I. (m 1. 
Y 
Se plantea entonces la cuesti6n acerca de la validez de la re- 
ciproca del teorema de Lumer citado en la demostraci6n de (1.4.2). 
La respuesta ests dada por el siguiente teorema. 
(1.4.6) Teorema: Sea A un dlgebra uniforme sobre X; si x E Sp(A) es 
Z tal que A + A es denso en L (mx) para cada m x en Mx(X), enton- 
ces Mx(X) se reduce a un punto. 
Demostraci6n: Esta consiste en una aplicaci6n del teorema minimax 
d~ von Ncumann en la versi6n siguiente (Ver [ 251 1: S i  K es un 
gico Y, si S es un subconjunto convex0 del espacio vectorial 
t 
Y '  y si F:KXS----- >R e s  una funci6n c6ncava y continua en la 
primera variable y convexa en la segunda se tiene entonces que 
Sea E C(X) ; se  qu.iere vrr q u e  I f dmx es uno constante 
que no depende de mx E M (X). 
X 
~onsid6rense K = Mx(X), S = A + A y F: K X S  ---- >R defi- 
nida por F(m,g) = If-gl  dm . 
Es claro que F satisface las hip6tesis del teorema del mini- 
s~nx. h(l(:rn8!; inf T(rn,p, )  = 0 para cada m € Mx(X) ; por lo tan- 
G 
to, para cada n exixte g n E A + tal que 
Sf s p  fiia m E My(X) y m2 es cualquier otro elemento de M (XI, 1 X 
(a) implica que 
l i m  ( l ~ n  = I f d m l  y l i m  I g,, dm, = 1 f dm2 . 1. 
Pero como 1 6, dml = I en dm2 por ser m 1 m 2  elementos de 
Mx(X) y estar gn en A + A resulta que I f dm2 = I f dml . 
Como esto ocurre para toda funci6n f en C(X> se obtiene finalmen- 
te que Mx(X) se reduce a un punto. 
(1.4.7) Corolario: Sea A un slgebra uniforme sobre el compacto X; 
son entonces equivalentes: 
(i) A es fundamental sobre X 
(ii) Si x,y E S~(A) entonces I I X - ~ I I = ~  si y ~610 
7 7 
: ; i  /\ + n 0:: tl(11l:;o cln I, ( n i  y cbn 1, (rn 
x Y  N Y 
para cada m E M  (X),m E M  ( X I .  
X X Y Y  
~emostraci6n: ~ 6 1 0  es necesario observar que si Sp(A) no se re- 
duce a un punto, en cuyo caso todo seria trivial, entonces dado 
x en Sp(A) existe siempre y en Sp(A) tal que 11 x-yll= 2 ; para ello 
basta tomar un y distinto de x en la frontera d e  Choquet de A . 
2 . 7  Funcivnea a n u c a h  g e n e m z a d a  
( 7 . 1 . 1  ) S(>a G 1 ~ r 1  nuhgrupo adit ivo de R, mun:ido de la topologia dis- 
crcta; I , ( G )  designa a1 Slgcbra de grupo correspondiente . 
S i  G, es el subconjunto de G de 10s elementos no negativos se de- 
fine 
L(G+) es una subglgebra cerradg de L(G). 
I 
Sp(L(G1) serg notado T(G) mientras que Z(G) designard a 
Sp(L(G+)). r ( G )  con la topologla menos find que hace continuas a 
A 
las transformadas de Guelfand es can6nicamente homeomorfo a G, 
el grupo dual del grupo G . Esta identificaci6n ha sido exten- 
dida por R. Arens y I.M. Singer en [ 4 ]  a situaciones muy genera- 
les; dicha extensi6n establece asimismo un homeomorfismo entre 
K(C) prov i.:;to de la' topologia inducida por las transformadas de 
Guelfand y el semigrupo de 10s morfismos no nulos definidos en 
G, y con valores en el disco unitario cerrado 5; este semigrupo 
se considera con la topologfa producto. r(G) se incluye homeom6r- 
ficamente en b(~). 
A ( ~ ( G ) )  o sirnplemente ~ ( b ) ,  cuando esto no d6 lugar a confu- 
siones, designar6 a1 6lgebra uniforme de las funciones que son 
l ? ~ r ~ i  t e  unijor~r~{$ dc. Lra~l:;lormddas d c  Guclfand de clementos de 
L((:+) . I ,  lclmclndo m LI la rnc>tlid;l clc 11~1'1r n c ) r m L ~ 1  i z,-~drl :I(- T' ((:I , (.s 
d c  1 i c  i 1 vc.ri f icilci6n P I  :;iguientc. rc:;ultado ( V v r .  t-ambicn [ 1 1 1  1. 
(2.1.2) Sea f E C ( I - 1 ;  f cs la restricci6n a r de un elemcnto F de 
~ ( h )  si y s61o si I f(a) ( a , x )  dm(a) = 0 si x F G+ (Aqui 
(a,x) indica el valor de u en x). 
A 
(2.1.3) Es de hacer notar que Z(Z) = 5,  que r(Z) = T = Z y que 
A ( Z )  = ~ ( f i )  ( V ~ > P  ( I . ? . : I ) ) .  
(2.1.4) Dado ix E iR se le puede asociar un elemento I1(ix) en r(G) 
-ixy definido por (I1(ix),y) = e para todo y e n  G. La aplica- 
ci6n I' resulta ser continua. El siguiente teorema cuya demostra- 
ci6n se encl~entra en [4] carazteriza la suryectividad de I' en 
morfo a Z. S i  G no es isomorfo a Z entonces I es inyectiva y su 
imagen es densa en r. 
(2.1.6) Las observaciones hechas en (2.1.3) junto con (2.1.5) justi- 
fici~n sobradarnente clue  tocla v e z  q u c  C :;(:a d e n s o  cn R (i.e., no 
- 
isomorfo a Z), A ( G )  sea llamado el "gran di.scotl asociado a G y 
~ ( h )  el glgebra d e  lds "funciones arldliticas gencralizadas" aso- 
ciada a G. 
A partir de la caracterizaci6n de b ( ~ )  como morfismos de se- 
migrupo mencionada en (2.1.1), en [ 41 se prueba el siguiente re- 
sultado que da la descomposici6n polar generalizada de 10s ele- 
mentos de K ( G ) .  
(2.1.7) S i  5 es un elemento de X ( G )  distinto de to ( (So,x)=O si x#O 
y ( f , o ,  0 = I ) ( > , I  ~ . O I I C - ( * : ;  ( I S  i : ;  L ~ % I I  1, y t x  ( $ 1 1  x((;) fill i t - ( ) : ;  c l u ( >  :;;it ~ S ~ I -  
cen 
(i) ( p , x ) > O  si x E C +  
(ii) ci E T(G) 
( i  i i )  ( s  = ( ( x  p,lr,1 todo x o n  C + .  
A es  LO SG: IIU(:~(: iIgL'c):dI' ( V(>I' 1 1'1 J ) 
( 2 . 1 . 8 )  S i  p E ~ ( G ) ,  (p,x) 2 0 para todo x en G+ y p# E o  . entonces 
existe un Gnico s E (0.11 tal que 
X (p,x) = s p a r a  todo x E C +  . 
(2.1.9) Cs  de inrnediata verificaci6n ademss,que la aplicaci6n 
j : [ 0 ,l] ---->Z(G) definida por 
X j ( 0 )  = to y si s > O (j(s),x)=s para todo x E G+ 
es un homeomorfismo de [0,1] con su imagen. 
- 
Por otro lado (2.1.7) implica que si 0 < s G 1 entonces A 
es homeomorfo a j(s). T(G) = { j(s1.S / 5 E ~ ( G )  1 donde el pro- 
ducto de 0 y 6 en E(G) ests definido por 
(r,.r,,x) = ( r , ,x) .  ( ( , X I  . 
(2.1.10) La aplicaci6n I' definida en (2.1.4) se extiende del mod0 si- 
guiente: 
- - 
I : S =  { w E C / Re w 2 0 I---->A(G) donde 
-XW (I(w),x) = e para todo x E G+ , w E 3 . 
I es continua; teniendo en cuenta ( 2 . 1 . 5 1 ,  (2.1.7) y (2.1.9) resul- 
ta que si G es denso en R entonces I es inyectiva y de imagen densa. 
Obs6rvese que 1,al igual que r(G) y X(G), varia con G. Por lo tanto 
las notaciones r, b e I serdn usadas sin especificaci6n respecto 
de G : : a l v o  '$11 a q t ~ ( ~ l L ~ ) : ;  c * c I : ; o : :  c b l i  t 1 \ 1 ( >  ~ I I L ~ L I , ~  l i , ~ l ~ ~ ~ r  , i i ~ l ~ i ~ ~ , i i ~ ~ ~ I , ~ ~ l  o 
real imprecisi6n. 
2.2 Medidm keplraentativah y medidu de Cauchy 
( 7 . 2 . 1 )  Teorcma: ( i )  La restricci6n de 10s elementos de ~ ( b )  a r es 
un slgebra de Diriclilet sobre r. 
(ii) r e s  la trontcra de Shilov de A ( X ) .  
_ I  (iii) S i  f E A ( A )  es tal que f restringida a r es 
nula, entonces S es nula. 
( i v )  La medida representativa de 5 0 E b es la medi- 
da de Haar de r .  
(v) Si m y m son las medidas representativas en r 5 n 
de 5 y r~ pertenecientes a b, entonces 
mS*rI= mgf: m n 
donde con * se denota la operaci6n de convolu- 
ci6n en M(r). 
Demostraci6n: (i) El conjunto de las partes reales de las restri- 
cciones a r de 10s elementos de ~ ( b )  contiene a todos 10s polino- 
mios trigonom6tricos reales, esto es, las funciones del tipo 
P(a) = 1 a(x) (a,x) 
donde a(x) = a(-x) para todo x en G, y a(x) = 0 salvo para una 
cantidad finita de x en G .  El teorema de Stone-Weierstrass permi- 
te afirmar que dichos polinomios forman un conjunto denso en CR(X). 
(ii) Es consecuencia de (i) y de (1.2.2). 
(iii) Es consecuencia de (ii). 
(iv) Sean x E G, y 6 x  E L ( 6 )  definido por ds(y) = 1 si 
: :  A s ( v )  1 1  : : i  v /  s . 
A  " +  
Llamando y a las transformaciones de Guelfand definidas 
en L(G) y L(G+) respectivamente, se obtiene 
" +  A  
Por otra p a r t r  n i  x 2 0 ,  como 6 (a) = 6x(a)y para todo a E r, 
X 
* + " +  
resulta 1 6 (a) dm(a) = 6 (5 ) y como las combinaciones linea- 
X x 0 
"+ les de elementos del tipo con x en G+ generan un subespacio 
denso en ~ ( h ) ,  se obtiene finalmente que la medida de Haar de r 
es la medida representativa de 5 en r. 0 
A 
(v) Si p E M(r), llamando p a la transformada de Fourier- 
* 
Stieltjes de p (p(x) = 1 (a,x) dp(a) para todo x en G ) ,  una ve- 
rificaci6n sencilla permite ver que 
A  A 
m ( x )  = ( m a  m )  (x) para todo x E G  5.0 5 n  
A1 ser r compacto, 10s polinomios trigonom6tricos resultan den- 
sos en C(r) por lo que (a) implica 
1 f(a) dm (a) = 1 f(a) d(m 2k mn)(a), para cads f C(r), 
5-11 5 
- l . ? .  m - m  .1. 5 . 11 5#' m n  
(2.2.2) Sea 5 E A = \ # Fo; en virtud de (2.1.7) y de (v) en 
(2.2.1) para conocer m serd suficiente conocer la medida repre- 5 
sentativa de la componente radial en la descomposici6n polar de 
5. Se trata entonces de dcterrninar (ver ( 2 . 1 . 0 )  y (2.1.10)) 
m - j(s.1- m~(-ln s) cuando 0 < s < 1. 
Obsgrvese que s i  f ( ~ )  = 1 a(x) ( s , x )  , con a(x) = 0 si. 
- S W  
< 0 y 1 la(x)l < entonccs i(l(w)) = 1 d(x) rc!:;ul t d  
I,. 
ser una funci6n continua y acotada cn S ,  y analiticd en S={Ke w>Ol; 
por consiguiente, lo mismo vale para f o I  cuando f es cualquier 
elemento de ~(n). 
A I i I ,  : w = (1 + i v  
del semiplano permite escribir 
Se tiene as5 que la medida mI(w) E M(r) definida por 
1 u g dm - I g ( T ( i t ) )  dt, para cada gE~(r), 
J(W) (1 + ( v - t ) ?  
Por lo tanto, si 5 = p.a y P = I(u) con u > 0 , se tiene 
Las consideraciones anteriores permiten establecer el siguien- 
te teorema de R. Arens e I.M. Singer (ver 141  1. 
(2.2.3) Teorema: (i) Si 6 E A y 6 # C O ,  entonces la medida mc' repre- 
sentativa de 5 en r estd concentrada en a.I(iR), 
es decir m ( r \  a.I(iR)) = 0 .  5 
( i i )  S i  p I ( u )  con u 2 0 ,  la medida m es sim6- P 
trica. 
(iii) Si 5 y 0 estdn en A\{c0I y 5 = pla , r-~ = p 2 . y  
son sus respectivas descomposiciones polares, en- 
tonces m 5 son mutuamente singulares si y s6- 
lo si a y. I(iR). 
(iv) Sup6ngase que G no es isomorfo a Z. Si 6 E h, 
5 # t o  , entonces m 5 = m son mutuamente 
si ngulares . 
Dcmostraci6n: Tcniendo en cuenta (2.2.21, ~ 6 1 0  es necesario pro- 
1)dr (jut' I I I (  l ( i r b ) )  = 0 cudndo (; 1 1 0  ($:; iso~llor>fo d Z; recoL1- 
dando que I restringida a1 eje imaginario es inyectiva y continua 
: ; o  0 1 ,  I i ( , r 1 ( 8  i ~ o ( ~  
m(I(iR))=m(I( U [n,n+l)))=m( U I([n,n+l)))= 1 m(I([ n,n+l))) 
donde n varia en Z. 
Pero como I([n,n+l)) = I(n).I([O,l)), la invariancia y la 
finitud de m (m(r) = 1) implican que m(I(iR)) = 0 . 
(2.2.4) Corolario: Sup6ngase que G no es isomorfo a Z; las partes de 
Gleason de A(X) son: 
(i) {to} 
(ii) Cada uno de 10s puntos de r. 
(iii) Los conjuntos de la forma a.I(S) donde a 
recorre las clases de equivalencia de r m6du- 
lo I(iR). 
~emostraci6n: La unicidad de las medidas representativas en r por 
ser A(Z) de ~irichlet sobre r (ver (2.2.1) y (1.2.2)) implica, 
en virtud de (1.1.14), que dos puntos de h estsn en la misma par- 
te de Gleason si y ~ 6 1 0  si sus medidas representativas son absolu- 
tamente continuas entre si. 
(2.2.5) El corolario anterior permite dar otra demostraci6n del siguien- 
te teorema de R. Arens (Ver Theorem 4.7 en [ 1 1  1. 
(2.2.6) Teorema: SupBngase que G no es isomorfo a Z; si T es el homeo- 
morfismo de asociado a un automorfismo U de ~ ( x ) ,  vale 
c l ~ l o r ~ c - ~ 3 : :  c l ~ r c :  I ( c " )  = L o  . 
~emostraci6n: Basta tener en cuenta que T transforma la frontera 
de Shilov en si misma y que si dos puntos estsn en una misma 
parte de Gleason, lo mismo ocurre con sus transformados; pues 
r:ntonnclr; 1.1 p n r t r  I I V  Cl(?onon d ~ h e  tranoformarse en si misma. 
(2.2.7) Es interesante comparar (2.2.4) con (1.2.31, es decir cuando 
G = Z. En cs te  Gltimo caso se  tiene que las partes de Gleason son 
esencialmente pocas: el disco abierto D y cada uno de 10s puntos 
de T. Se trata ahora de establecer algunas consecuencias impor- 
tantes que resultan de esta diferencia original. 
Si G = Z y 0 4 s < 1 , entonces 
n 
m tiene asociada una medida de Cauchy, tambign llamada contrac- 
S 
ci6n analltica; es decir, existe rn' en M(T) cuya transformada S 
de Fourier-Stieltjes satisface 
1 
Dicha medida es la asociada a la funci6n cs(0) = - 1 0  1-se 
La cuesti6n de la existencia de tales medidas ests relacionada 
con varios puntos de este capitulo y el siguiente. La no-exis- 
tencia de contracciones anallticas de ms ( 0 < s c 1 cuando 
G no es isomorfo a Z ha sido probada por K. Hoffman en[17]. 
Se ver6 ahora que esto es consecuencia, independientemente, de 
de (1.3.2) y de (1.3.8); este Gltimo teorema fue probado por 
gran d i s c o .  
( 2 . 2 . 8 )  Teore1,;a: Si r = I(1) y G es denso en R entonces no existe 
ninguna m' E M(r) que verifique 
r 
-X 
si x 2 0  
l si x . : O  
~emostraci6n: Suponer que una tal medida m; existe implica que 
- 
m1 es ortogonal a A donde 
r 0 A. I f E A(h) / f(CO) = 01 
y que mi es ortogonal a Ar= { f E ~ ( b )  / f(r) = 0 1  . Como to y 
r estzn en distintas partes de Gleason resultars, aplicando 
A A 
(1.3.21, que ml(0)= mA(l)= 0 y esto contradice a mt (O)=(r,O)=l. 
r r 
La demostraci6nY utilizando (1.3.8) se hace como sigue. Su- 
pdngase que m; existe. Entonces es ortogonal a A . ademss 
r 0' 
(TI mr(T) para cada f e n  A .  Por otra parte, mr es singular r 
respecto de my as; que finalmente es posible aplicar (1.3.81, 
con lo que se obtiene que 0 = q(l) = 'w-; como esto contra- 
dice la suposici6n de partida, no existe una tal ml. 
r 
2 . 3  Medidan de Cauchy y ahanb~otunadan de Hdbeh; t  
(2.3.1) Con las notaciones de 2.1 y 2.2, si 1 4 p < ~(resp. p = -1, 
00 
L'( I') (resp. L (I') ) , indicar6 el espacio d~ Banach de las funcio- 
nes medibles, m6dulo la relaci6n de equivalencia que las identi- 
fica cuando difieren en un conjunto de medida nula, cuyo m6dulo 
a la potencia p es integrable respecto de m (resp. las funciones 
A 
medibles esencialmente acotadas respecto de m). Con f se designa 
1 n 
a la transformada de Fourier de f en L (r) (f(x)=/(a,x)f(a) dm(a) 
7 7 
r i s I . I O ~ I   ~ ~ , I I ~ : ; ~ - c I ~ ~ I ~ , I ( ~ ~ ~ I I  ( I t 1  11i.1 I u > r 1 t  , 1 1  : 1 ,  ( 1 ' ) - - - > 1 ,  ( r ) ,  
se define por H(f) = 1 f ( x )  sgn(x) (a,x) donde sgn(x) = 1 si 
x 2 0 y sgn(x) =-1 si x < 0.  Que H ests bien definida y es una 
isometria resulta del teorema de Plancherel y de la igualdad de 
Parseval. Ahora bien, si O < s < 1, llamando m a la medida re- 
S 
presentativa d c  j(s) (Ver (2.1.9)) se  tiene quz si I es  un elcmeri- 
2 I to de L (r) entonces H ( 1 )  = H(f)arns es tambign una funcidn de 
S I 
2 I L (r) ; esto rerulta de que m (x) slXlpara todo x an G, pues en- 
tonces I 
Si r T i l . , G es isomorfo a Z) , se tiene ademds que Hs(f) 
c:; unLi L urici6rl continua. C I  :; i g u  i c n  t ( .  I t:orc.rna mucstra en par tic\^- 
lar que esto no siemprc es ciertc si C no es isomorfo a Z. 
(2.3.2) Teorema: Cualquiera sea G denso en R, existe f en C(r) tal 
que Hs(f) no esth en ~ ~ ( r ) .  
Antes de pasar a la demostraci6n es necesario recordar algu- 
nos h ~ c h o s  conocidos y c s t a l ~ l  clcer a l g l ~ n a  notaci6n complcmcntaria. 
1 00 .'. L (r) admite inmersiones lineales e isom6tricas en (L (r))" 
y M(r) definidas del siguiente modo: 
1 m .% i: L r - L  r , (i(f),g) = I fg dm para cada gE ~ ~ ( r )  
1 y i L r - M  , (il(f),g) = fg dm para cada gE C(r) . 1 ' 
m 
~emostraci6n: Sup6ngase que H (f) pertenece a L (r) para cada f en s 
C ( r ) ;  se puede definir entonces, un operador lineal 
K: c(r)---- >~-(r) , ~ ( f )  = ~,(f) 
00 
Se trata de ver que K es acotado de C(r) en L (r), para lo que 
:;e a p l  icdr.5 o 1 teorc.111~1 c l c l  grc'l F i  PO cerr'ldo. Sc,l t ~ n t o n c t s  ( Pn 
uncl sucesi6n de elementos de ~ ( ' r )  que converge uniformemente a f 
00 
y t a l  que (K(f ) )  converge a g en L (r); es claro que (f ) con- 
n n 
2 
verge a f en L (r) y que (Hs(fn)) converge a H s ( f ) .  En tal caso 
m 
. (L (r))<:---- Sea ahora K". ( c ) ~  M la aplicaci6n 
dual de K; Kf: c s  continua por serlo K y 
Kk(()) = ( ( f )  para cada f en C(r) . 
2. 1 Esto implica que la restricci6n de K" a i(L (r) tiene su imagen 
1 I 
contenida en il(L (r)) ya que C ( r )  es denso en L (r); llamando 
K. a dicha restricci6n resulta 
1 
, para toda f en I>'( r) 
Como K . ( f x g )  = Ki(f)eg, siempre que f ,  g E  C(r) , 
1 
1 la continuidad de Ki en L (I') implica que 
1 K . ( f a g )  = K.(f)ag , toda vez que f, g E L ( r )  
1 1 
En tal caso el operador Ki es un multiplicador, es decir, es lr 
convoluci6n con una medida fi E M(I'); por lo tanto,si x E G 
i(x) = /(U,X) dfi(a) = (fi9:6 x )(o) = (K~(S~))(O) = slXI sgn(x) 
h 
donde 6 (a)=(a,x), para cada a€ r. 
X 
La medida mg= 2-'(m tfi) es entonces una contracci6n analitica S 
de ms; esto contradice (2.2.8) y completa la demostraci6n. 
(2.4.1) considgrese en el conjunto 
y sea H(E) el slgebra de las funciones que son lfmite uniforme 
1 a(x)(~,-x) -' + 1 a(x) (<,XI 
x<o x>o 
dondc a(x)=O salvo para una cantidad finita de x en G. 
Demostraci6n: (i) Es consecuencia inmediata de la definici6n de 
f+(c)=(c.x) y f;(c)=(c,x) -1 su valor en las funciones de la forma X 
tlor~tl~~ x 1 l r 1  c 3  1ornc.ri t:o tit. (:+ . E s  cl  n r o  que las funciones d e l  pri- 
mer tipo generan un slgebra que es densa en aquella formada por 
las restricciones a E de los elementos de ~(h); por lo tanto exis- 
t 
te ,-, E h tal que @(fx) = (n,x) para cada x en G,. Pero 
rn(f:) rn(f;) = @.(f: f;) = ~(1). 1 por lo que 
-1 
m(f;) = (,-,,XI ; en particular n f  E O  . 
O d lie w 1 1 trans- 
forma esta banda en un subconjunto denso de E (ver (2.1.10)); en- 
tonces (f;,~)(w) = eXW 
Por consiguiente 
Ilf-11 x = sup {If;(c)I / 5 E E l  = sup f 1 w   WEB):,^ 
Por otra parte, s i  j(e-u) es la parte radial de n en su descorn- 
UX posicidn polar resulta l@(f;)l= e . Como ]@(f;)l Ilf;l para ca- 
da x en G,, debe ser 0 G u G 1 , es decir n E E. 
- 
( i i i 1 S i  13 t > : ;  (-OIIIO c > ~ i  ( i - i  1 y 1- P:; ~ I I I  ~ : ~ ~ ! I I I L ~ I I  I (*n l l (  F: , c2ri- 
- 
~ O I ~ C C L ;  1,1 o:; u11c-1 I ( 1 1 1 ~  i611 c u l l  t i I I ~ J ~ I  y c ~ t * ~  L c ~ L J L i  C I I  I i ,  , I  1 1 , l  I i I i C L I  
en I3 = Ew / 0 < Re w < 1). El teorema de Phragmen-Lindelgff 
afirma en tal caso que 
sup { I(f,I)(w)l/ w E Bl sup I I(f01)(w)l / WE 73 \ B } .  
Pcro entoncc.~; 
sup { ]f(~)l / 5 E E I =  sup { ]f(c)l / 5 E j(e-').r U r } .  
( 2 . 4 . 3 )  En el caso en q u e  C = Z ,  H ( E ( Z ) )  es el dlgebra de las funcio- 
- 1 
n e s  continuas en l a  corona circular { e  l z l  4 1) y holomorfas 
en el interior de la misma; para tales funciones estd definida la 
dcscomposicibn de Laurent que consiste en escribir a la funcidn 
como suma de una funci6n en A(B) y otra que es analitica en { I z ~ > ~  -5 
y se anula en infinito. En lo que resta de la secci6n se analizars 
la posibilidad de una descomposici6n ansloga para elementos de H(E) 
cuando G no es isomorfo a Z; se verd finalmente que tal descompo- 
sici6n no es siempre posible. 
-1 (2.4.4) Sea f en H(E) y para e < s < 1 se define 
T c - ( n >  = f(j(s>.a> I I a E r . 
. , 
De la definici6n de H ( E )  resulta 
X A i (XI = f (a) (u,x) dm(a) = s fl(x) para cada x E G 
S S 
(2.4.5) Se dirs que la funci6n f de H(E) admite descomposici6n de Lau- 
rent cuando existe g en C ( r )  tal que 
. 
En tal caso i +  designars a1 elemento de ~ ( h )  para el cual f+,l=g 
( v r - r  ( 7 . 1 . 7 ) ) ;  c l ~ f i n i c > n ( l o  f - ( E )  = f ( [ )  - f + ( ~ )  para todo E E I; 
I 11~*: ;11_I  [ , 1  : , c 7 t b  1,11111)  ~ ; I I  1 1 1 1  c *  I ~ ~ I I I ( I I I  LC) Il(1:) . 
Teniendo en cuenta 1ci observaci6n hecha en (2.4.4) se obtie- 
ne aue sl 
(2.4.6) Con A E ( h )  se dcnotar& a1 subespacio de H ( C )  formado con las  
restricciorles a E d c  10s clcmentos de A(E); se define ademss 
A 
AO(E) = { f E H(E) / fl(x) = 0 para cada x 2 0 1 .  
Con (.stas definiciones y (2.4.5) l as  afirmaciones que siguen 
se verif ican f Scilmente. 
(2.4.7) A~(X) y AO(E) son subespacios cerrados y disjuntos en H(E); 
entonces 
(i) f = f, + f - f +  E ~ ~ ( b ) ,  f - E AO'(E) 
(ii) La descomposicidn dada en (1 )  es Gnica. , 
(2.4.8) Lema: Sea f - un elemento de AO(E); si se define f0 - por 
I " (  j ( : ; )  . ( I )  = 
- 
I - ( j 1  - )  I ~ . ~ ~ l , l  I ~ ) ( j ~ ~  SE 1 cb- l , i  1 , u ~ r  
entonces f0 - es la restriccidn a E de un elemento de Ao(b),-esto 
es, el ideal de A(X) de 10s elementos que se anulan en C O .  
La Gltima igualdad es consecuencia de que r es un grupo compacto 
conmutativo. La definici6n de AO(E) y (2.4.4) implican que 
A 
(fO 1 (XI = O si x 4 0 ;  por lo tanto, y teni~ndo en cuenta 
-91 
- # 
1 ) * 1 t ~ , 1  l l , s , q , ~ ~ Q  , I  1 , )  ( h o ~ ~ ( . ! l ~ ~ : ; ~ o ~ t  I ~ , I : ; I ~ I K ~ ~  v t * t - i l i ( , , ~ r *  ( 1 1 1 ~  
fO(5) - = I f0 dm 1 f"(B) dmE(B) paracada C E E  
-,1 5 
ccnsidgrese entgnces s E It! 1 ; para ver que 
f0 (a) = I f!,l dmj(s)a para todo a E r 
-9s 
sc?rs suficiente observar que ambos miembros, considerados como e- 
lementos de C ( r ) ,  tienen 10s mismos coePicientes de Fourier. Port 
17 por otro 
-1 (2.4.9) Corolario: Sea f - un elemento de AO(E) y s E [e ,I]; vale 
entonces 
sup lf-(j(t)a)l = SUP I f  - (j(sja)l 
sGt4l aEI' 
aEr 
~emostraci6n: Sea f0 - como en (2.4.8); entonces 




La igualdad * result6 de la aplicaci6n de(2.1.9) y (2-2.1)-(ii). 
(2.4.iO) Teorema : El conjunto de 10s elementos de H(E) que admiten 
descomposici6n de Laurent forman un subespacio denso 
y no cerrado. 
~cmostraci6n: C l  opcrador lineal 
N: AE(b) X AY(E) - - - - >  H ( E )  
definido por (f f I----> fl+ f2 es inyectivo debido a la uni- 1' 2 
cidad de la descomposici6n dc Lament. 
~ ~ ( h )  y AO(E) son espacios de Banach, por lo que, definien- 
d o  I ,  = + I  , A X  rcst11 l a  :;(?rB t:ornllii.n un enpacio dt. 
Banach; N es entonces un operador acotado. 
Laurent equivale a cupcner que el operador N sea suryectivo; pero 
entonces,el teorema de la aplicaci6n abierta implica que el opera- 
dor inverso d e  N, quc s c r j  llamado L, es tambign acotado. Es decir 
que existe k en R tal que 
Igll+l1hl < k llg+hll para cada g E A~(X) y h E AO(E) 
Cons id6re : ;c  la 5; icu i e r ~ t  e luncional lineal en / { ( E l  : 
-1 L1: H ( E )  - - - ->  C , Ll(f) = f+(j(e 1 )  donde L(f)=(f+,f - 1. 
(a) implica que L es continua 1 
Sea 0 < t < 1 y si f E H ( E )  
- 1 I ( j ;  = I ( j o t  I'a.4 L O ~ ~ O  :i G I C! ,ll , t .  
Es claro que ft es un elemento de H ( E )  y que si f pertenece a A ~ ( B )  
(resp. AO(E)) entonces f ee tarnbi6n un elemento de AL(b)(resp. t 
A " ( E ) ) ;  si f = T + +  f - es la descomposici6n dada por (2.4.71, enton- 
ces ft=(f+It + (f - It . 
Por otra parte, aplicando (a) 
t f = + j e l  sup lf+(a)l = sup{lf+(j(s )all /e-l<s<l,a~r)= 
aEr 
Es decir 
Haciendo tender t a fl en (b) se obtiene 
! ~ ~ ( 1 ) 1  " k sup lf(a)l 
aEr 
Llamando H1(E) a la subalgebra de C(r) cuyos elementos son las 
rr?:;l-riclc i o n ( > : :  (7 T' clc In:: (11 o r n r ~ n t n n  (16. I]([:) ( ( 2 )  clico c l r l c  1, t lc f i -  1 
ne una luncional continua en Ill(C). El teoremd de lidhn-Banach 
permite extender esta funcional a un Li en C(I')&=M(r); es decir 
que existe D E M(r) tal que 
para toda f E H1(E) 
Pero es claro de la definici6n de L1 que 
y entonces la medida conjugada de p resultaria una contracci6n 
analitica de m lo cual contradice (2.2.8). 
j (e-') 
Este teorema se utilizara en la secci6n siguiente. 
2.5 Loa cont/raejemploa de Bahh y Favmd 
(2.5.1) En su tesis (Ver [Ill 1, J. Favard estudi6 la cuesti6n siguien- 
te: determinar si la conjugada arm6nica de una funci6n armdnica ca- 
si peri6dica y acotada en un semiplano es siempre casi peri6dica; 
en la misma exhibe (Ver pp. 84-87 de ) un ejemplo en que esto 
no ocurre. Poco antes (Ver p. 278 de [ 7 ]  1, H. Bohr exhibi6 un 
ejemplo de funci6n analitica y casi peri6dica en una banda que no 
admite descomposici6n de Laurent con respecto a su desarrollo en 
serie de Dirichlet. En esta secci6n se demostrars que la existen- 
cia dc las funciones que proveen 10s contraejemplos mencionados 
es C O I I L ; O C U ~ I I C  icl c l i r . ~ ~ ~ ~  l,.  clc ( 2 .  3 . 2 ) y ( 2 . ' 1  . 1 0  r8c:;po(:  livdnlun Ic . .  
(2.5.2) En [ I ] ,  R. Arens describi6 el conjunto de funciones que se 
obtiene cuando se componen funciones del slgebra ~ ! h )  con la 
aplicaci6n I definida en (2.1.10). A continuaci6n se proceder5 
Las definiciones y propiedades relativas a las funciones 
(:,A:; i r i l i  . 1 .  I I I :  i v I I I 1 1 1 y 
de [ 5 1 .  
(2.5.3) Sea f en C ( T ) ;  se define la transformada de Poisson gene- 
ralizada de f como la funci6n 
donde m e o  la medida representativa de 5. 5 
Si f es un polinomio trigonom6trico en C(r), es decir 
f(a) = 2 a(x) (a,x) , donde a(x) # 0 s61o para un ncme- 
ro finito de x, entcnces 
P(l)(c) = 1 n ( x )  (5,~) + 1 a(x) (s,-x) 
x>O x < O  
Si ahora se considera la aplicaci6n I defiriida en (2.1.10) se 
tendr6 que 
Resulta entonces claro que en el caso en q u e  f sea un polino- 
mio trigonomgtrico entonces P ( f ) , I  es una funci6n continua, aco- 
tada y uniformemente c.p. en %={ w E C / Re w 2 0 1 ;  adem6s P(f),I 
es arm6nica en S={ w E C / Re w > 0) y P(f),I es analztica en S si 
y ~ 6 1 0  si a(x) se anula cuando x es negativo, es decir, si y 
En lo sucesivo, con hc(b) se designard el conjunto de las 
transformadas generalizadas de Poisson de 10s elementos de C ( r ) .  
(2.5.4) Teorema: La aplicaci61-1 
- 
~ f : :  h ( A ) - - - -  >R(T)=  funcioncs acotadas en 3 
C' 
satisface las siguientes propiedades: 
(i) I& es una isometria con su imagen, cuando ~ ( 3 )  se consi- 
dera provisto de la norma del supremo. 
(ii) Si F=P(~) con f en c ( r ) ,  entonces ~fi(F) es una funci6n 
continua, acotada y uniformemente c.p. en 3; 10s expo- 
nentes (o frecuencias) de su desarrollo de Dirichlet 
(Ver Chapitre IV, § 28 y 5 31 en [ 221 ) cst6n c.n (: y c.1 cot- 
ficiente correspondiente a1 exponente x-6simo es 
A 
f(x) I f(a) (a,x) dm(a). Adem6s I*(F) es arm6nica en 
S y sl F estd en ~ ( h )  entonces I*(F) es holomorfa en S. 
(iii) Vale la reciproca de (ii), es decjr, si r '  E J3(S) cs  
continua, acotada, uniformemente c.p. en 5,  con su desa- 
rrollo de Dirichlet tal que 10s exponentes estdn en G -  
y arm6nica en S, entonces existe F en hc(h) tal que 
If:(F)=Ft. Si adem6s F '  es analitica entonces F pertenece 
a A ( K ) .  
I 
~emostraci6n: (i) Es consecuencia de que I(S) es denso en b. 
(ii) Si F = F ( f )  con f un polinomio trigonomgtrico, entonces las 
consideraciones hechas en (2.5 3 )  conducen de inmediato a la 
demostraci6n. Como lac p r ~ o p i e d a t l c ? ~  c-?~~unci~~das s e  preservan por 
lfmites uniformes, entonces resultan ciertas en general. 
- (iii) Sea F ' :  S---->C con las propiedades mencionadas en la 
- 
. / h i p 6  tc,:; i:; . I" se aprbox i r r l , ~  l r r j  i l orlmclnlc-~~ l P t.11 :: /,or3 una :;uc:c\slon 
d r  f-uncioncs dc la forma Tf : (P ( f  1) dondr f n  e s  un polinomio tri- 
I1 
-- -. 
gonom6trico en C ( r )  tal que s i  I (a) ra,x) tlm(a) e s  tlo 11ulcj 
n 
entorices x c s  un exponc\r~ I ( >  c-lct r '  (Ver Chapitre 1 1 !i 10 y (: l lap.  
IV § 31 en [121). 
Si F '  es  analiti ca c 3 r l  f; , ~ r i  loncor; : ; [ I ! - ;  c~xponc~r~tc-:-; :;on todo:; 
no negativos (Ver 53 Cfi 3 en [ 5 ] )  y consecuentemente las fun- 
ciones aproximantes 1f:(P(Fn)) son tales que P ( f , )  estd en A ( K )  
para cada n. 
Tanto Ifi como P son iso~~letr<as, por lo que existe f en C(r) 
tal que P ( f )  es el limite uniforme de la sucesidn (P(f 1 ) .  Es n 
claro entonces que 
F '  = I*(P(f)) 
y qrlc P ( P )  pcrtcbnrbcc. a A(E) F; i F '  c>s arm l i t i c , l  c:n S.  
(2.5.5) En el resto de la seccidn se supondrg que G es denso en R. 
Sea entonces f un elemento de C R ( r )  tal que H(f)nm 
j (e-') 
no es continua cn (Vcr (2.3.2)). Teniendo en cuenta (2.5.41, 
u = If:(P(f)) es una funci6n real, continua, acotada, uniforme- 
mente c.p. en 5 y arm6nica en S. 
Sea v una conjugada a~m6nica de u en S; v se obtiene por 
integraci6n de las derivadas parciales de u y estas Gltimas 
3 . .  
s o n  c.  p.  (Ver 529 Ch. I V  e n  [ 121 1. E n t o n c e s  v  s e r s  c .  p .  e n  una  
(Ver 1 5 O  5 1  Ch. I en  [ 5 ] )  
Sup6ngase  e n t o n c e s  que  v  es c . p .  e n  { R e  w=k )(k > 0 ) ; l a  
c a s i  p e r i o d i c i d a d  d c  v  e n  toda  o t r a  rec ta  c o n t e n i d a  e n  S se rg  
conscc l l enc in  d c  l a  s i ~ u i e n t e  propiedcld d e  l a s  f u n c i o n e s  a r m 6 n i c a s .  
( 2 . 5 . 6 )  Sea  u  una f u n c i 6 n  a rm6n ica  y a c o t a d a  e n  S ;  s i  v  es una  con- 
e n t o n c e s  v  es a c o t a d a  e n  t o d a  o t r a  rec ta  c o n t e n i d a  en  S .  
( 2 . 5 . 7 )  Vo lv i endo  a l a  s i t u a c i 6 n  d e  ( 2 . 5 . 6 )  s e  t i e n e  e n t o n c e s  q u e  v 
e s  c . p .  e n  t o d a  recta c o n t e n i d a  e n  S ;  p o r  se r  v  una  c o n j u g a d a  
arm6nica.  d e  u ,  s u  d e s a r r o l l o  S e  D i r i c h l e t  n o  t i e n e  t g r m i n o  e n  s 
( w = s + i t )  (Ver  Chap. I V  530 e n  [ 1 2 ] ) .  Es  d e c i r  s i  
es e l  d e s a r r o l l o  d e  D i r i c h l e t  d e  u ,  e l  d e  v es ( v e r  Chap. I V  5 30 
P e r o  e n t o n c e s  u + i v  es una f u n c i 6 n  a n a l i t i c a  e n  S  cuyo d e s a -  
r r o l l o  d e  D i r i c h l e t  no  t i e n e  e x p o n e n t e s  n e g a t i v o s  p o r  l o  que  es 
a c o t a d a  e n  t o d o  s e m i p l a n o  {Re w > k > 0 )  (Ver  54, Ch. I11 e n  [ 5 ] )  
- 
vl: S---- >R , vl(w) = v ( l + w )  
sa t i s face  l a s  h i p 6 t e s i s  d e  ( i i i )  e n  ( 2 . 5 . 4 ) ;  p o r  l o  t a n t o  e x i s t e  
g e n  C ( r )  t a l  q u e  
Pero erltonces g = I l (S) f i  m ; esto contradice la suposici6n 
jce-') 
guna recta contcnida en S. 
(2.5.8) Con la misma tgcnica empleada en (2.5.41, es decir la utili- 
zaci6n d c  funciones polinonliales del tipo (a) en (2.4.1) resulta 
que si f es un elemento de H ( E )  entonces f,I es una funci6n con- 
- 
tinua , nco-tatla y uni f'or~~lernc\ntc! c:. p. cTn I3  = {  O R c  w 1) y ana- 
litic;1 en B = {  O < Rc w < l); su desarrollo de Dirichlet (Ver 5 3  
Ch. 3 en 151  es 
(f,I)(s+it) 1 a(x) e -x(s+it) 
donde a(x) f(a) (a,x) dm(a) . 
Para probar la reciproca basta aplicar nuevamente el teorema de 
aproximaci6n polinomial como en la demostracj6n de (iii) en ( ? . 5 . 4 ) .  
( 2.5.9 H. Bohr en [ 71 exhibi6 una funci6n 
- 
F ' :  B----> C 
F' continua, acotada, uniformemente c.p. en B y analitica en B 
tal que si 
F1(stit) % a(x) e -x(s+it> 
es su desarrollo en serie de Dirichlet, entonces no existe 
- F: : S- - - -  > c 
continua, acotada, uniformemente c.p. y analitica en S tal que su 
desarrollo en serie de Dirichlet sea 
(2.5.10) Sea f un elemento de H(E) que no admite descomposici6n de 
acotada, uniforrnemente c.p. en B y analitica en B. Si el desa- 
rrollo de Dirichlet de f , I  es 
(fol>(s+it) s 1 a(x) e -x( s+it 1 
de la definici6n dc 11(E)  resulta que 
a(x) = / i'(a> (a,x) dm(a) 
Suponer que existe ([,I)+ , continua, acotada, uniformemente 
c.p. en 3 y analitica en S tal que su desarrollo en serie de Di- 
richlet sea 
(f,I)+(s+it) s 1 a(x) e -x(s+it> 
xzo I 
implica, en virtud de (iii) en (2.5.41, que existe g+ en C ( r )  
tal que 
A 
g+(x) = 1 (a,x) g+(a) dm(a) - a(x) 
-I 0 
Cono esto contradice el hecho de que f no admit(! descomposici6n 
de Laurent, resulta que foI no admite descomposici6n de Laurent 
en el sentido definido por Bohr. 
( ' A l ' l ' l ' l l l , O  T T T  
1-r' 3 1 . 1  A partir del nGcleo de Poisson, Pr(0) = 7 
1-21? cos O +  r- 
( 0  G r < 1, 8 E [ - .rr ,nl  1, es posible asociar a toda medida p en 
el circulo unidad T, una funci6n arm6nica Pp definida en el dis- 
co D, del siguiente mod0 
i e (Pp)(re = P,(e-$1 dp($) = (Ppnp)(o) 
El teorema de Fatou (Ver [19] ) establece que para casi todo 
respecto de la meditla de IIaar de T vale 
i e dv lim (Pp)(re = - do 
dv donde - es la derivada de Radon-Nykodim de la medida p respecto dB 
4e la medida de Haar normalizada de T. 
El teorema de F. y M. Riesz (Ver [19] y (1.l.lO))caracteriza 
a 10s elementos de M(T) para 10s cuales su transfoi*ma!a de Poisson 
es una funci6n analitica en D como aquellas medidas que son abso- 
1utam:ntc continuas respecto de la medida de Haar de T y que ade- 
mss tienen sus coeficientes de Fourier negativos iguales a cero. 
( 3 . 1 . 2 )  Si 1 p -< " , es posible dar dos definiciones de espacios de 
Hardy del siguiente modo: 
(i) Si p es finito, H~(D) = { f E H(D) / sup if 11 < -1 
O<r<l 
donde H(D) es el espacio de las funcinnes holomorfas en D 
- 
1 y I I ~  I ( - 1 f(reiB) IP de 
r P 2 x 
Si p es infinito H ~ ( D )  es el espacio de las funciones 
an<31?ticc3s y acotadas cn D.  
1 i 0  - ( i i )  I '  = { f E ~ ~ ( ' r )  / i(n) = 1 f(e ) e i n O d O = ~  si nc01. 
S i  f es un elemento de H ~ ( D ) ,  se define su norma corno supllf 11 , 
r<l P P y :;; I t c  a l l  ( I '  :;I* normil c-; I n  dc L ~ ( ' T ) .  
As? normados, I I ~ ) ( D )  y H ~ ( T )  son espacios de Banach y 10s resulta- 
P P dos citados en ( 3 . 1 . 1 )  pcrmiten demostrar quc I J  ( P I  y H ('TI son iso- 
m6tric;lrnente i:;omor 1-0:; ( V e r  I 191  . 
(3.1.3) E n  [16], K. hoff'man ha extendido el teorema de Fatou a funciones 
analiticas generalizadas acotadas y posteriormente, en [17], defini6 
clases de Hardy generalizadas probando para las mismas el andlogo 
del teorema de Fatou y la existencia de una representaci6n integral 
del tipo de Poisson; lo que resta de esta secci6n ser6 dedicado a 
dar un resumen de dichos resultados y tratar algunas posibles exten- 
siones de 30s mismos. 
(3.1.4) Sean G y como en el capitulo anterior; se dird que una funci6n f 
definida en A y con valores en C es analitica generali7ada si para 
cada sE [ 0,1), la funci6n F, ---->f( j(s)c) ((E E )  es un elemento de 
A(D.  
Con H(A) se designarg a1 espacio de las funciones analiticas ge- 
neralizadas en A. 
Si f es una funci6n definida en A y con valores en C y si s es 
- 
no negativoymenorquelse define f : A C por fs(c)=f(j(s)S) S 
para cada 5 en 6; se define tambign fS:r ---- > c por fs(a)=f(j(s)a). 
-I (3.1.5) Sea r = j(e ) ;  si 1 G  p < -, se define 
II'(A) = { iEIj(A) / sup{~lf"(a~)IP~lmr(a);:;<l,BE~} < - 
Si f ests en H~(A), se define su norma como 
Con H~(A) se designard a1 espacio de las funciones analiticas 
r r l ;  I i 1 1 :  I 1 y I : I  o I ;  ; i I I * ; :  { I I I  l ( s ~ ~ ~ ~ s ~ ~ -  
to de H-(A) su norma se define como 
l f l r  03 = sup ( 1fi~)I / 5 E A) 
(3.1.6) Es interesante destacar que si G=Z entonces H'(A) H'(D) ; 
asimismo, es sencillo demostrar que 10s espacios (llP(A) ,!I U ) 
P 
(1 G p < a) son espacios de Banach. La definici6n dada en (3.1.5) 
permite trasladar el problema de la existencia de limites radiales 
a1 semiplano, via la aplicaci6n I definida en (2.1.10). 
El siguiente teorema es anslogo a1 d c  Fatou,para las clases LIY 
Hardy generalizadas; su demostraci6n se encuentra en[17] (Ver 5.1 
(3.1.7) Sea f E H~(A), 1 < p < -; entonces lirn f(j(s)a) existe para 
todo a E r \ N  donde N es un conjunto tal que m (N)=O para cada 5 
Definiendo 
lim f(j(s)a) si a E N 
s i a E N  
f pertenece a LP(r ,m ) para cada 6 en A; vale ademds 1 5 
(i) f(j(s)a) = fl(a8-' dmj(s)(l) si s < 1, a E I]..., 
(ii) Si p es finito, fS (s<l) converge a fl en LP(r,m para  5 
cada 5 en A. 
(3.1.8) Se dirs quc: f: A - - - - - >  C es arm6nica generalizada si para ca- 
ES claro entoncms que para una tal funci6n vale 
(3.1.9) Teorema: Si f e s  armbnica gencralizada y satisface 
sup {llf(j(s)ag)l dmp(a); 0 C s< 1 , B  E r 1 
entonces existe una 6nica medida uf en M(r) tal que 
f S z q I " m  S 1'"L'cl totio 0 ; < 1 . 
Demostracibn: Sca (sn) una sucesi6n creciente de nG~neros positivos 
que converge a 1; considirese la sucesibn de medidas (p n aso- 
S 
n .  
ciadas a f , 1. e. , 
s 
n (u,,g) = I g(a) f (a) dm(a) si g E ~(r). 
Las hipdtesis sobre E implican qun el supremo de las variacio- 
nes totales de las pn es finito; el teorema de Bourbaki-Alaoglu 
implica entonces que existe u f en la adherencia de ( v  n ) en la topo- 
logia d8bil estrella de M(p),considerado como espacio dual de C(r). 
Vale ademss que f 11 < sup n 11 (a). 
Por otra parte, teniendo en cuenta la observacidn hecha en 
para cada x en G y m y n 
cuL~le:;ql~ i c.rta. T:r; ta i y,ual~l~~d implica en primer lugar quc u f # 'n 
d nlenos q 1 1 t 5  1 :;L%LL L ~ O I I : ;  L ~ I I  [ c > ;  ~ c I ~ ~ I I I . ~ : ;  , I i j L ~ ~ ~ ~ l o  1 1  y l ~ . ~ t * i t * ~ ~ ~ l t )  [ ~ * I I ~ I C * L ~  
m a infinito se obtiene 
A 
rn(x) s n - I X 1  = limjm(x) paracadax e n G  ( b ) .  
(a) junto con ( b )  implican que la sucesidn (u,) converge en 
la topologia dgbil estrella a la medida pf; en particular, uf 
resulta ser el Gnico elemento en la adherencia dgbil-estrella de 
(vn) Y 
S 11 
Pero entonces f = m y esto junto con la armonicidad de f 
S 
y ia elecciAn de la sucesidfi ( s  implican que 
n 
fS = pf* m para todo 0 G s < 1 . 
s 
3 . 2  Ebpacioa de Hatrdy ac loc iado~  a medidab n e p ~ e n e W v ~  
(3.2.1) Con las qefiniciones dadas en (3.1.1) es fscil verificar q u e  
si p es finito, entonces H~(T) es la clausura en L~(T) de la sub- 
slgebra de C(T) cuyos elementos son las restricciones a T de 10s 
elementos de A(D). Asimismo, H-(T) es la clausura,en la topologia 
clC11i I ( > : ; I  r(~1 1 ' 1  ~1~~ l l m ( ' I ' ) ,  dcl l a  rni::rncl z \ ~ l ) A l g ~ b r a  d~ C ( T )  
Si A es un slgebra uniforme sobre X y 6 es un elernento de 
Sp(A), se define para 0 < p < W  y m E M (XI, el espacio de Hardy 5 5 
~ ~ ( m  ! como la clausura de A en LP(x,rn 1; asimismo, se define 
5 5 
~ ~ ( m  ) corno la clausura d6bil estrella de A en Lm(m (Ver [ 231 1 ,  5 E 
Con estas definiciones, y tomando X=r y A=A(~), se analizarg 
ahora en qu6 rnedida se mantienen identificaciones anslogas a las 
P m2ncionadas en (3.1.2) para H'(A) y H (m ) donde 5 E A .  5 
(3.2.2) Sea [E A y 1 <  p G definimos 
( 3 . 2 . 3 )  Lema: Sea p finito; i es (i) inyectiva y (ii) continua. P Y S  
I)ernor,I raciiin: ( i ) Sc. stll,ontlrlS, s i n  p F r ~ l i ( l a  clc gc:neralidad, q u e  
5 = j(s) con s E  [o,l) .Sea  ~'EI~~(A) tal q u e  i (f)=O. 
P 7 5 
Con:: i r l c r , . ~ ~  pr-irrtcro c l  cnso s=O ; cntoncas j (0) = El) y m m, 
f )  
I 
la rnerlicla rlc Haar normali.zada dr r .  Pursto q l l e  it.= f l i t  mt si 
I I ~ ~ I I ~  =G I I ~  II para todo o t < 1 
1 P 
Si f fuera igual a cpro en casi todo punto respecto de m, lo mis- 1 
rno valdria para ft (OGt<l) ; pero como ft es continua, resultaria 
que f es idgnticamente nula. 
Sea ahora s estrictamente positivo; puesto que si O<s<s'<l, 
m y ms, son mutuamente absolutamente centinuas con derivadas de 
S 
-1 Radon-Nykodim acotadas, se puede suponer que s=e ( j (e-') =r) . 
Si f l = O  en casi todo punto respecto de mr, entonces, teniendo en 
cuenta la representa~i6n integral de f ,  se nbtiene que 
I (j( L )  1 ( i y ) )  = 0 en casi  todo punl-o rcs1)c:cto dc la medida 
de Lebesgue de R y para cada tE [0,1); pero entonces, para cada 
t fijo se tiene f(j(t)a) = 0 para todo a E r,ya que {~(iy)/yE~) 
es denso en r(Ver (2.1.5)). 
(ii) Si [=5 de (3.1.7) se obtiene 0 
Como m es invariante por traslaciones 
I ( I lf(j(s)a6)1~ dmr(8) dm(a) = I lf(j(s)o)lP dm(a) 
t e n i e n d o  e n  c u e n t a  (a), se o b t i e n e  f i n a l m e n t e  q u e  
Sea  a h o r a  5  = j ( t )  ( 0  < t < 1 ) ;  e x i s t e  k ( t , r )  e n  R t a l  q u e  
rn < k ( t , r )  mp t 
e n t o n c e s  
I l f l ( u ) l P  dmt(ci) = l i m  1 f ( j ( s ) a ) l P  dmt ( a >  
( 3 . 2 . 4 )  Obs6 rvese  que  e n  v i r t u d  d e  ( 3 . 1 . 7 )  
m m i : H (A) - - - ->  H ( r n  
, 5 5 
es una i s o m e t r i a  p a r a  c a d a  5 e n  A .  
( 3 . 2 . 5 )  Sup6ngase  q u e  G no es i s o m o r f o  a Z y s e a  5 ,.n A ;  s e  q u i e r e  
ver que  e n  t a l  c a s o  i no es s u r y e c t i v a  p a r a  ningGn p ( l<p<m) .  PYE 
Se  p r o b a r 5  es te  hecho  p a r a  p=m, d e  donde r e s u l t a r 5  p a r a  c u a l q u i e r  
-1 - (3.2.6) Consideremos  r = j ( e  ) y s e a  u t :  S---- > R  : c o n t i n u a ,  a c o t a d a ,  
un i formemente  c . p .  e n  5, arm6nica  e n  S y c o n  s u s  f r e c u e n c i a s  en  
G d e  t a l  mod0 q u e  s i  v t  es una  c o n j u g a d a  a r m 6 n i c a  d e  u '  e n  S ,  en- 
t o n c e s  v '  no es c . p .  e n  n inguna  recta c o n t e n i d a  e n  S (Ver  ( 2 . 3 . 2 ) ) .  
Sea ( u  ) una s u c e s i 6 n  d e  p o l i n o m i o s  t r i g o n o m 6 t r i c o s  reales en  
n 
C ( r )  t a l  que  u; = P ( u n ) , I  c o n v e r g e  ui i i formemente  a u '  e n  S (Ver 
( 2 . 5 . 3 )  y ( 2 . 5 . 4 ) ) .  Llarnando v = H(u (Ver  ( 2 . 3 . 3 1 1 ,  V A = P ( V ~ ) ~ I  
n  n  
es t a l  que  u l + i v '  e s  a n a l i t i c a  e n  S y l a  s u c e s i B n  q u e  forman e s t a s  
n  n 
f u n c i o n e s  c o n v e r g e  p u n t u a l m e n t e  e n  S a u l + i v l  donde v '  es una  con- 
jugada arm6nj c:a de u ' . 
Sea t l =  ex~(u~+ivl)= cxp((P(u + i v  ) ) , I ) =  (cxp(P(u + i v  ))),I 
n n n n n n 
y f ' =  e.lcp(ll'+iv1 1. La sucesi6n formada por las funciones 
exp((Pu + i v  ) ) P ( c x p (  ( J , , +  ivr, 1)  es uni fonn (7men tc  acotada c n  b y n n 
lo mismo ocurre con I =exp(u + i v  ) en T.Sea c n l o n c e s  1. u n  p u ~ t o  
n n n 
a, m (lo ndhr\rnncin clc ( r ) en I1 (rnr) y :;oponp,;llno:; q t l r  rxi stc P en I 1  ( A )  
11 
tal que i (F)=F1= f en casi todo punto respecto de mr. 
O3 3r 
La f6rmula de representaci6n integral dc F a partir de F (Ver 1 
( 3 . 1 . 7 ) ) ,  el hccho d c  quc para cada w cn S ,  m I(w) mr son mutua- 
mente absolutanlcntc continuas con dcriv;itl;l:: dc, Radon-Nykodim aco- 
tadas y la naturaleza de f implican que para una subsucesi6n (f n(w) 1 
conveniente 
F(I(w))= I f dmI(w) - 
= lim ! fn(w) dmI(w) - 
= lim (exp(P(~~(~)tiv~(~) (I(w)))= lim fA(w)(w) = fl(w) . 
Como esto se puede hacer para cada w en S resulta que 
F(l(w)) = ft(w) .para todo w en S ( a ) .  
De (a) resulta que la funcidn Fs (Fs(c) = F(j(s)~)) es para cada 
s en [ 0 , l )  un clemenl-o d c  ~ ( h )  que no : ; o  a n t r l , ~  cbn ninl;fin p~~nto; to -  
-1 
mando s=e y observando que r es simplemente conexo resulta ~ntnn- 
ces que existcl un lofiari-tmo dc! F en ~(h)(~cr 5 7  ~h.111 e n  [ 131 ) ,i.e., 
r 
existe h E A ( K )  tal que 
F,(S) = exp(h(E)) 
En particular, 
para todo 
exp(h(I(w))) = Fp(I(w)) = F(I(l+w)) 
Pero entonces, volvierldo a (a1 , se obtiene 
para todo w E 3 . 
fl(l+w) = exp (u'(l+w)+iv'(l+w)) = exp h(I(w)) , 
de dondc  result‘^ q u e  v '  c:; casi peri6dicd (Ver ( 2 . 5 . 4 )  en 
t a l  que i ( F )  = f , i.e., i no e s  suryectiva. 
rn ,r OO,r 
( 3 . 2 . 7 )  De ( 3 . 2 . 6 )  se deduce con facilidad que im no es suryec- 
,j(s) 
suryectiva cu.znds 5 = j (s)u con s eri ( 0 , I )  y a e n  r . 
Sea ahora 5 E A, 6 f y p finito. Como vale\ (Ver por e- 
jemplo 4.2.6 en 
si i fuera suryectiva entonces 
P 3 5  
i.e., si f estd en ~ ~ ( r n  ) ,  entonces existe F en H~(A) tal que 5 
sentacidn integral en (3.1.7), se obtendria que F estd en H~ (A). 
De este modo, i resultaria ser suryectiva y esto contradice 
P,S 
lo ya estdblecido al respccto. 
do final q u c  i no es suryectiva. m,cI I  
Sean u, u y vn cnmo en (2.2.6)(ki(u)?: mr no estg en ~ ~ ( r >  \ 
n 
Ver (2.3.2))); habiamos observado que uA+ivl=P(n n n tiv n ),I conver- 
ge puntualmente en S a u'+ivt. Si a€ r, se define 
- - I : s---- A pop I (w)=aI(w) para todo w e n 3  . 
a a 
Es claro que para Ia valen propiedades andlogas a las descrip- 
tas para I en (2.5.4). Si ahora se considera g E C(r) y se defi- 
ne g u ( f 3 ) = g ( n 8 )  (@Er), es claro entonces que P(g,),I = P(g),I, 
y por c o r ~ s i g u  ic.11 LC ,  Ld SIICC::: i 6 1 1  CUYU:: O ~ C ' I I I ~ ~ I  to:; :;OII 11' I '  l o  I 
n,a n,, 
converge uniformemente a P(ua),I. Puesto que H(u I =  (H(un)Ia, 
n,, 
resillta que P(v ),I,=P(H(u )),I; llamando v' =P(vn),Ia, la 
n n ~ a  n,a 
: i 6 ( 1 + i v ' ) c:orlvcBry,c: pun  lucl I 111c.n t(j  or1  S cl 1 lr -1~1  funci6n 
I I , U  r i , a  
analitica u:+iv; .vl no es c.p. en ninguna recta contenida en S. 
a 
J:sta c ~ f  i r rnacibr~  r;e ~)r>ucl,;l (:orno :; iguc:: :; i v '  fucra c. 11. c r i  a l g u n a  
recta contenida en S, entonces seria c.p. en cualquier otra r ~ c t a  
contenida en S(Ver (7.5.5) y (2.5.6)). Teniendo en cuenta que el 
2 1:rnitc en 1, ('1 de v,ri mr es v,f: m s c  tendria entonces que 
r ' 
2 
v,f: m es igual en L (I') (Ver (2.5.4)) a ilna funcj6n continua; 
r 
pero como 
v,a m = lim ( v n  ,f: r Y mr) = (H(u)),, m r = ((H(u))n mP), 
2 
en L (r) .resultaria finalmente ( 'rotando con dngulo que 
2 (H(u))a mr es igual en L (r) a una funcidn continua; en particu- 
lar (H(u>>* mr ests en ~ ~ ( l - 1 .  Esta contradicci6n con las hip6- 
tesis de partida implican que v' no es c.p. en ninguna recta 
contc*ni da c:n S . 
Es claro que de las consideraciones anteriores resulta en 
particular que la sucesidn (P(un+ivn)) converge puntualmente 
en A. 
2 
Ahora bien, u +iv converge en L ( r )  a u+iH(u) (Ver (2.3.1)); n n 
podemos suponer que la sucesidn converge puntualmente en casi to- 
do punto respecto de m a u+iH(u). Por consiguiente (exp (un+ivn)) 
converge en casi todo punto a exp(u+iv) y puesto que (exp(un+ivn)) 
es una sucesi6n uniformemente acotada en ~ ( b ) ,  exp(u+iH(u)) es- 
ts en klm(rn). Se quiere vcr quc no ~xiste F E H"(A) tal que 
: ; I ~ ~ O , I ~ ; , J I I I O : ;  I o 1 1 (  ( I ( J ( !  l j r i , ~  L , J  I I '  (>x i :; t c > .  S i !-; 1 0 , I , (-IF- 
finiendo ~ ~ ( a )  = F(j(s)a) (a E r )  y llamando g=exp(u+iH(u)) se 
I i , 8 1 1 ( ,  
n 
= lim gn(x) s I X I  = lim ((gna msIn(x)) 
donde gn = exp(un+iv 1. 
n 
Pero gna nl = axp(  (un+i.vn)f: m y entonces 
S S 
para todo x E G. 
Por lo tanto 
F' = exp((u+iH(~))~rn~) en L ~ ( F )  (a> 
La continuidad de F junto con (a) implican entonces que F S 
(Fs(S)=F(j(s)Ej si F=) es no nula en b para cads s en ['0,1); 
-1 -1 por consiguiente, fijando s=e (j(e )=r) y empleando el argumen- 
to ya utilizado en ( 3 . 2 . 6 1 ,  F ti en^ un logaritmo en ~ ( b ) .  Sea 
. r 
h un tal logaritmo; ( a )  implica ahora que para cada t E 1 0 , l l  
exp(h(j(t)a)) exp (((u+iH(u))f: mrj(t) >(a) para casi 
toclo a en r rlc.:;pc?cto tie m. 
2 Por otra parte, (u+iH(u)* mp es el lfmite en L ( P I  de 
((un+iH(un))f: mr) y esta sucesidn converge en todo punto; lla- 
mando h; a su limite, se tiene entonces que exp(h(~))=exp(h;(B)) 
en casi todo punto respecto de m. Esto implica que existe a E r 
tal que 
m { fi / exp(h(0)) = exp(hb(0)) 1 > 0 
ra 
\ % I I  v i r l l  ~ ~ t l  t l ( .  l L ( \ I I I ~ - I  I ( .  1 1 0 1  I-nlc111 c l t i ( >  $ 1  I i r3rncl : !;i r; c r (-:; 1111 I)<)- 
reliano tal que m ( E )  = 0 para todo 5 E A\{C01 , entonces m(E)=O 
5 
(Ver 2.5 en 1171 1. Pero entonces gl(w)= lim(exp(P((u + i v  )amr)(I(w)) 
n, n 9 
(W E 2) que es continua y acotada en S ,  analitica en S, y la funci6n 
x 1 ,  ( q l ~ i ~  t a rn l , iCr l  cs continua y arotada en 5 y analitica e n  S ) ,  
son tales que stls valores coinciden en un conjunto de medida positi- 
I 
vr7 c J c ' J  c 'Jc  i m C 3 y , i n n r i o  rc : ;pccl-n clc 1'2 mmc.clid~~ - dy (dy indica 1'2 me- 
[ty7 
dida de Lebcsgue de H ) ;  por lo tanto 
g'(iy) = (exp(hoIa))(iy) en un conjunto de medida positiva 
respecto de la medida de Lebesgue y 6sto implica que g' y exp(h,Ia) 
son iguales en todo 3 -  i.e., 
(exp(hoIa))(w) = (exp(ui+ivi))(l+w) para todo w E ( h )  
De ( b )  se deduce que v' es uniformemente .c.p. en (Re w 2 1 1 ;  
esta contradicci6n muestra finalmente que im no es suryectiva. 
y50 
(3.2.9) El mismo argument0 empleado en (3,2,7) permite ver ahora que si 
p es finito, entonces i no es suryectiva. 
P,S" 
- 
1 (3.2.10) Sea h (A) el espacio de las funciones arm6nicas generalizadas 
que satisfacen 
hfll' = sup { I If(j(s)a8)1 dmr(u) ; s E [0,1), f3 E P I  < ; 
este espacio resulta ser de Banach cuando se define la norma de 
un elemento f como llfl!'. El teorema (3.1.9) permite definir una 
1 
aplicaci6n inyectiva y continua de h ( A )  en M(r); como corolario 
de (3.2.9) resulta entonces que dicha aplicaci6n no es suryectiva 
si G no es isomorfo a Z. 
( 3 .  3.1) Cri cl c:; l u t l i o  tic? 10:; e:;yclcios clP l l a r d y  J e l  d i s c o  C I S  t i c  grcill 
utilidad el siguiente teorema de descomposici6n (Ver p.67 en [19] 1. 
J ( 3 . 3 . 2 )  S i  I E 11 ( D ) ,  cntonces I' = B ( f )  F ( 1 - 1  S ( f )  dondc 
(i) B(f) es el product0 de Blaschke asociado a 10s ceros de f 
aqui f ' (e  i e )  indica 10s va.lores limite-radiales de f, que 
en virtlld del teorema de Fatou existen en casi todo punto. 
(iii) S ( f )  no sc  anu1.a en D y sus ljmites radiales, en m6dul0, 
son igl~ales a 1 en casi L-odo punto. 
La descomposici6n descrita es 6nica salvo factores numgricos uni- 
modulares. 
(3.3.3) Para 10s espacios HP(m (Ver (3.2.1) hay una teoria de facto- 5 
rizaci6n hecha por C,. 1,umer en [ 241 ; teniendo en cuenta (3.2.6) 
hasta (3.2.9) resulta que esta teoria no se extiende a 10s espa- 
cios H'(A). El Gltirno objetivo de este trabajo es analizar algu- 
nos casos particulares en 10s cuales hay una noci6n de factoriza- 
ci6n que es satisfactoria. Los resultados relacionados con (3.3.21, 
i.e., el caso clSsico, serdn tornados de[19] . 
(3.3.4) Sea f en ~ ( n ) ;  definiendo 
- 
f : D\ {ll---- > C  ft(z)= f ( I (  l*z 1 )  9 
f t  resulta ser continua y acotada; adem6s f t  es analitica en D. 
Sup6ngase ahora que f no se anula en r ;  existen entonces nG- 
meros positives k y k t  tales que 
( f ) ( w )  > k para todo w E { O  < Re w G k) 
En consecueilcia, utilizando las notaciones establecidas en (?.3.2), 
; I V 1 .  0 I 1 I I 1 ) : I i :  I A I 1 , 1  1 ( 1 1 1 t ~  
0 
Por otra parte, si eiO#l, ei8 no es punto de acumulaci6n d e  
ceros de f1 y por esta raz6n, B(fl) es continua en T\Ill (Ver p. 
6 8  c>n [ l q ]  1; lo mi:;mo r r~f ; t i l I :a  ser cic~rto parcl F ( f f  (Ver tambign 
p. G9 er! [ 191 1. 
w-1 Haciendo el cambio de variable z = ~ ( w )  = 
w+l , se obtiene 
(f,I)(w)= exp(-~ow)(B(fl)o~)(w)(F(f'),;)(w) si w E 5 . 
(3.3.5) Teorema: Scd f E ~ ( h )  tal que f no se anula en I' y f(~~)fO; 
las siguientes proposiciones son equivalentes: 
. (i) B(fl),~ es uniformemente c . p .  en . 
(ii) F(fl),~ es uniformemente c.p. en 3 . 
~emostraci6n: Por ser f(cO)# 0, existen k y k t  positives tales q u e  
If(l(w))( 2 k 1  para todo w E { Re w 2  k 1 .  
En particular, por ser F(fl) acotada (Ver p.69 en[19] resulta 
ser X =O. 0 
mo m6dulo es positivo, entonces F(ff),r es igualmente c . p .  en 
dicha recta (Ver 7 O  v 13, en Chapter I de [5] 1; pero entonces, 
F(fl),r es c.p. en el eje imaginario, pues el infimo de 10s m6- 
dulos de B(fl),~ en dicho eje es estrictamente positivo. Como 
ademgs F(fl), -r es acotada y analitica en S, coincide entonces con 
la transformada de Poisson de su restricci6n a1 eje imaginario 
que es uniformemente c.p. en 3. 
(ii) * (i) S i  F(fl),-r es uniformemente c.p. en 3, entonces existe 
g c.n A(K) tdl quc T(P1);~ = g,,l ( V c r -  (2 .5 .11 ) ) .  E s  cl laro  quc-. 
g(CO) # 0; tampoco puede anularse g en ningGn punto de la forma 
j(s)a con 0< s < 1, pues en tal caso, en la recta {Re w =-ln(s)), 
el Tnfimo de J~(il),,~l seria nulo; pero entonces(Ver go ,§  2, Chap. 
I11 en [ 51 ) F(fv),-r tendria ceros en cualquier banda abierta que 
contenga a {Ke w =-ln(s)}. rinalmente g no se anula e n  r pues all: 
su m6dulo minimo coincide con el de f. En consecuencia g admite 
logaritmos en A(Z) ( 17 Ch.I11,[13] 1, i.e., existe h E A(X) tal 
F(~'),T= exp(h,I) 
Por lo tanto 
(B(f-),T)(w) = (f,I)(w) exp(-(h,I)(w)) para todo w E 3 . 
De este Gltima igualdad resulta entonces que B(fl),~ es c.p. en 
cualquier recta contenida en 3;  ademgs, siendo B(~'),T acotada, 
resulta ser la transformada de Poisson de sus valores en el eje 
imaginario, i . e . ,  
Por lo tanto B(~'),T es uniformemente c.p. en s. 
(3.3.6) De (3.3.5) resulta entonces que la casi periodicidad del pro- 
ducto de Blaschke B(fl),~ estg ligada a la casi periodicidad de 
la conjugada arm6nica de la transformada de Poisson (en el semi- 
plano) de loglf(1(iy))]; (2.5.5) a (2.5.7) ponen en evjdencia que 
cuando G no es isomorfo a Z, la cuesti6n asl planteada no puede 
resolverse como en el caso clbsico. Para tratar t.1 p r o h l r n i , ~  <It .  1 . 1  
casi periodicidad del product0 de Blaschke asociado a una fun- 
ci6n a n a l i t i c ' ~  y cas i  peri6dicd en un semiplano, J. W , ~ g n c r  11a 
adoptado m6todos que le han permitido obtener el siguiente re- 
sultado (Vcr [ 2 8 1 ) .  
- ( 3 . 3 . 7 )  Sean a y 6 nGmeros irracionales entre si y f:S---->C una 
funci6n continua,acotada, uniformemente c.p. en 3 y analitica 
en S; se supone adem6s que 
inf { If(iy>l / y E R  1 > 0 3 
y que existen nGmeros k y k' estrictamente positivos tales que 
Si la serie de Dirichlet de f tiene sus coeficientes no nulos 
~ 6 1 0  cuando 10s exponentes son de la forma ma+nB , aon m y r, 
enteros no nccativos, entonces ( B ( ~ - - ) , T )  es uniformemente c.p. 
en 3. 
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