Abstract. The detection of the state open or closed of mouth is an important information in many applications such as hypo-vigilance analysis, face features segmentation or emotions recognition. In this work we propose a supervised classification method for mouth state detection based on retina filtering and cortex analysis inspired by the human visual system. The first stage of the method is the learning of reference signatures (Log Polar Spectrums) from some open and closed mouth images manually classified. The signatures are constructed by computing the amplitude log-polar spectrum of the retina filtered images. Principal Components Analysis (PCA) is then performed using the Log Polar Spectrum as feature vectors to reduce the number of dimension by keeping 95 % of the total variance. Finally a binary SVM classifier is trained using the projections the principal components given by the PCA in order to classify the mouth.
Introduction
Previous works have been done on human face components detection and segmentation such as mouth, lips, eyes… Here we are interested in determining the state, open or closed, of the mouth. Knowledge about the state of the mouth is very important for applications such as hypo-vigilance analysis, emotions recognition and facial features detection.
Mouth analysis methods are mainly focused on segmentation. Many techniques have been developed and we can, mainly, classify those techniques in 2 families, contour based approaches and region based approaches. Most of these methods deal implicitly with the mouth state as the inner contours of the mouth is extracted.
In [1] a region based approach is used to segment the lips. Markov random fields combining color and movement information are used to segment the area of the mouth and then an active contour is defined on the mask to extract the outer and inner contours of the mouth. This method can give accurate results but the problem with Markov random fields is the initialization of the color distributions for the relaxation
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Author manuscript, published in "Advanced Concepts for Intelligent Vision Systems 2008, Juan-les-Pins : France (2008)" process. Moreover, the final mask can lead to impossible results because the shape of the mouth is not constraint.
Statistical methods have been developed to extract facial features and particularly the mouth [2, 3] . The model composed of a limited number of key points for the outer and inner contours is directly optimized, but the nonlinearity of the model, especially for the interior of the mouth, imposes to have a very good initialization. In [4] a supervised method has been developed to explicitly classify mouth shape. An Active Shape Model (ASM) using key points as initialization points is optimized for contours extraction. The best parameters found for the ASM are then used for mouth state classification using Support Vector Machine (SVM).
More recently, Benoit et al. [5] used motion information and a frequency approach inspired by a human visual system (HVS) modeling in order to find the state of the mouth and more generally to characterize the state of hypo-vigilance of a human subject.
Our goal in this work is to achieve the best static detection of the mouth open/closed state and to compare our classifier to standard classification methods. We make the hypothesis that the mouth has been roughly detected in a preliminary processing [5, 6] . We work with mouth image center on the mouth excluding other face features. Section 2 shortly describes the retina and cortex models used to compute Log Polar Spectrum corresponding to the signature of the images. Though the retina and cortex models [7, 8] are inspired by the HVS they are used has processing step in our classifier. Section 3 describes the state detection algorithm. It includes the training of log polar spectrum models used for classification and the classification procedure to detect the states of the mouth. In section 4 we present experimental results. Figure 1 gives an overview of the processing steps. First the ROI of the input is processed by the retina filter in order to enhance the contours of the picture. The filtered image is then sent to the Cortex V1 analysis stage in order to compute the logpolar spectrum of the image which is then used at a classification stage to determine the state of the feature. 
Retina and Visual Primary Cortex Modeling

Retina Filtering
The retina filter is inspired by the HVS and consists basically in 3 different steps of filtering [7, 8] . The retina is composed of 3 layers of specialized cells, the photoreceptor layer, the Outer Plexiform layer (OPL) and the Inner Plexiform layer (IPL). The goal of the photoreceptors is to convert the light stimulus into electric potential and have the ability to adapt their dynamic to the local luminance [7] . This property of adaptive compression called the photoreceptor compression can be modeled by the Michaelis-Menten equation [7] adapted to 8 bits luminance pictures (1).
p corresponds to the spatial position, r(p) to the corrected luminance, R(p) to the input luminance and R 0 (p) adjust the photoreceptors gain depending on the local luminance L(p). V 0 has been experimentally set to 230. Fig. 3 shows the effect of the photoreceptor compression on a mouth image. We can see that the contrast of the dark areas is greatly improved by the adaptive compression. The Outer Plexiform Layer (OPL) and the Inner Plexiform Layer (IPL) of the retina process the visual information with specific filtering. Two information channels are then extracted from those filtering steps, the Parvocellular (Parvo) channel dedicated to detail analysis (static contours enhancement, see Fig. 5 ) and the Magnocellular (Magno) channel dedicated to motion analysis (moving contours enhancement). In the present work we are interested in finding mouth state on static images only. As a consequence, we will only use the Parvo channel which can be extracted at the OPL level [7] . The OPL is modeled by the G OPL transfer function (2) . In the case of static image analysis it corresponds to ft=0 (see Fig. 4 ). fs spatial frequency, ft temporal frequency, r i , R i are resistors and C i are capacities that model the retina synaptic network of photoreceptors and horizontal cells.
This filter is a non separable spatio-temporal filter which has a band pass effect in low temporal frequencies (Fig. 4) which induces static contours enhancement. It also induces a spectral whitening effect. Fig. 5 illustrates the effects of the retina filter on a mouth image.
Input Picture
Gray Level OPL output 
Primary visual cortex modeling and spectrum analysis
The Parvo channel is sent to the cortex V1 model [9] . In the V1 area, neurons are organized in layers and information is preferably transmitted in neurons columns dedicated to specific orientations. In this cortex area, the visual information is decomposed in frequency bands and orientations [10] . The model used in this work consists in the image spectrum processing proposed in [9] : the FFT of the Parvo channel signal is first computed and is then sampled using a set of specific filters. In [9] the author propose Gabor in log polar filters (Glop) that sample the FFT spectrum at specific orientations and frequency bands (see eq. (3)) which have the property to be symmetric in log scale. This property is important if we consider zoom effect because this would yield to a simple energy translation along the frequency axis rather than a more complex spectrum transformation.
( ) 
These filters are centered on normalized frequency f k at the orientation θ i, with the scale parameter σ with 0 < θ i ≤ π and 0.1 ≤ f k ≤ 0.3. Those filters are also normalized so that the integral of a filter is always equal to 1. In this work 15 orientations and 15 frequency bands are used which is close to the biological model. Then by computing the output energy of each filter, we obtain a sampled amplitude spectrum of the signal coming from the OPL in log polar domain (Fig. 6-c) . This spectrum contains information about the structure and the texture of the input image which corresponds to specific energies by frequency bands and orientations. Given the sampled energy spectrum, the spectrum in dB, LPS dB , is computed. The goal here is to enhance the secondary orientations of the spectrum. Fig. 6-c) shows normalized linear log polar spectrum and Fig. 6-d) shows the log polar spectrum in dB. We can see one main orientation in the horizontal direction (180°) on the linear spectrum whereas on the spectrum in dB, the secondary orientations are enhanced and give more information on the global energy distribution of the input image. 
Mouth State Detection
Problem Statement
Our goal is to detect if the mouth is open or closed by considering the luminance information of static images. Using the models described in section 2, the idea is to use the image description given by the Log Polar Spectrum as an image signature in order to determine the state of the input feature.
In [5] , Benoit et al. use the temporal evolution of the log polar spectrum total energy to compute adaptive thresholds mouth state detection. The hypothesis is that the energy of an open mouth is higher than the energy of a closed one because of the presence of more contours on open mouth pictures. The adaptive thresholds are used to compute the dynamic state of the mouth that is opening or closing based on the variation of the global energy. The spatial energy distribution is not taken into account.
In [9] the authors developed a method for natural image classification using Log Polar Spectrum. The images are classified in cluster such as city, beach and mountain. The mean log polar spectrum is computed for each cluster using spectra normalized by frequency band. Then images are classified by using criteria such as Euclidean distances, Minkowski distances between the input normalized log-polar spectrum and the cluster mean spectra. In that case, the energy is not taken into account because the models and the classification are based on models normalized by frequency band.
In the present work we choose a supervised classification method based on the log polar spectrum database of mouth state and a Support Vector Machine (SVM) classifier. The log polar spectrums are very suitable for that kind of classifier because the number of orientation and frequency band are set and fixed for all images and independent of the input image resolution.
Learning database
The mouth database is composed of 900 mouth images from 18 different subjects. 
SVM classifier
Given our database of mouth images manually classified, the log polar spectrums for the entire database are computed. The spectrums columns are then concatenated to form vectors of 225 values. A Principal component analysis is then run to reduce the number of dimensions. We choose to keep 95% of the total variance. This leads to keep only 6 principal components. The log polar spectrums are then projected on these principal components and a binary SVM classifier is trained using the projection parameters and the associated state. On Fig. 8 we give the projections of the log polar spectrums on the 2 first principal components computed by PCA using the entire database. Fig. 8 . Log polar spectrum projections on the 2 first principal components given by PCA when the retina filter is used as pre-processing. Blue cross correspond to the closed mouth and red circles correspond to the open mouth.
Experimental Results and Conclusion
The performances of the algorithm have been tested on the training database of 900 pictures from 18 different subjects.
We computes the mean classification rate for all the subjects in our database in the case where their log polar spectrum are include for the PCA computation and the SVM training and in the case where there are removed from the training step (leave one out test). All the percentages given correspond to percentage of good classification. The results are given in Table 1 for the proposed algorithm. In order to show the efficiency the photoreceptor compression and of the retina filter we have tested our algorithm in the case where the photoreceptor compression and the retina filter are replaced by a simple illumination correction (zero mean and unit variance). The results are given in Table 2 . Table 2 . Experimental results using "zero mean unite variance" illumination correction Correct classification (%) Mouth With the subject log polar spectrums in the SVM training 86 %
The subject log polar spectrums are removed from the SVM training 81 %
The results show clearly a performance improvement when the photoreceptor compression and the retina filter are applied. We also tested the effect of the cortex V1 model by comparing the performance of the algorithm to a multiresolution Local Binary Patterns (LBP) based algorithm with 3 different scales [11] . The classification is also done by training a binary SVM classifier on the LBP histogram for all the images in the database. In the first case the photoreceptor compression and the retina filter are applied to the input image. The results are given in Table 3 . Then we tested the LBP based classification with "zero mean unite variance" illumination correction (Table 4) . Table 3 . Experimental results using Photoreceptor compression and retina filter with LBP as texture feature.
Correct classification (%) Mouth With the subject log polar spectrums in the SVM training 78 %
The subject log polar spectrums are removed from the SVM training 75 % Table 4 . Experimental results using "zero mean unite variance" illumination correction and LBP as texture feature.
Correct classification (%) Mouth With the subject log polar spectrums in the SVM training 77 %
The subject log polar spectrums are removed from the SVM training 74 %
We can see that the log polar spectrum gives stronger performance for mouth classification than the LBP based algorithm.
Finally we tested the model trained on our database on the AR database [12] for validation. The database is composed of face images from 126 subjects with different facial expressions, different illumination conditions and occlusions. We extracted 473 images of closed mouth and 537 of open mouth from 126 subjects. The classification rate is 97.4 %.
We can see that for all our tests the classification rate is above 95% even for the case of completely unknown images. We can also see the pertinence of the retina filtering and cortex V1 model in order to classify mouth by state. Currently the retina filter and the cortex V1 model algorithms are implanted using Matlab and the complete process can be achieved at a rate of 1 image per second.
We presented a supervised method for mouth state detection. The algorithm based on the analysis of a bio-inspired signature gives good results and proves the relevance of the approach. The retina and the cortex V1 models yield to a compact spectrum, easy and fast to analyze. The next step will be estimate the opening degree of the mouth. The performance for the opening degree estimation is not satisfying for now. The recognition of some particular shapes for the mouth such as smiling mouth or wide open mouth is also an objective.
