Crack propagation in a vitreous biopolymer material is simulated using the Discrete Element Method (DEM), which models the brittle material as an assembly of particles bonded together. The simulations are compared to experiments combining a high-speed camera monitoring of crack branching together with a micromechancial testing of samples where local mixture mode is generated by introducing a stress concentrator. Our experimental results show unstable crack propagation and branching occurring upon crack deviation by the action of the stress concentrator. The validity of the DEM simulations is checked by comparing its result to the Finite Element Method (FEM) and to an analytical expression under similar conditions. DEM results show a higher sensitivity to mixed mode compared to FEM and a better match with the analytical formulation. Finally, crack branching is correctly predicted using DEM without any specific criterion for the initiation of secondary cracks.
Introduction
The field of fracture mechanics for brittle materials is quite matured now with an impressive theoretical and numerical background (see for example Anderson, 2005) . However, there are still some important issues like crack deviation and crack branching that require further investigation. Crack deviation under the action of a given loading is common in materials exhibiting a large material properties contrast such as in cellular materials (Hedjazi et al., 2011a,b) . Crack instabilities are also a matter of concern, especially crack branching, which is not yet completely understood (Ramulu and Kobayashi, 1985) . Extensive work has been published on the mechanisms leading to crack initiation and propagation in various brittle materials. Numerical methods can help in describing such mechanisms using increasing computational resources and more elaborated models that are capable of handling local microstructural information (Hedjazi et al., 2011a,b; Valentini et al., 1999) . Brittle fracture, for example, is known to be sensitive to local heterogeneities that explain crack deviation and crack branching. These heterogeneities affect stress distribution which in turn leads to changes in crack trajectory (Cotterell and Rice, 1980; Hedjazi et al., 2011a,b) .
In this context, we use discrete element simulations in this paper to study crack propagation in a brittle biopolymer.
The Discrete Element Method (DEM) is a powerful numerical method initially proposed for predicting the behaviour of particulate media. It is a popular and natural technique to study the dynamics of granular geomaterials (Cundall and Strack, 1979) and powders (Martin et al., 2006) . The method consists in describing the material as an assembly of interacting particles. Particle motions obey Newton's second law where displacements and rotations are updated at a suitable time increment (Martin et al., 2003) . The whole system evolves following a state path that enforces force equilibrium on each particle. Boundary conditions can be implemented using rigid geometric objects such as cylinders, planes, spheres or periodic boundary conditions. The interactions between particles are described by adequate contact laws, such as elastic laws coupled with Coulomb friction (Fig. 1(a) ). Attractive forces such as van der Waals forces can be implemented, thus allowing the modelling of cohesive particulate systems (Balakrishnan et al., 2009) . Another important family of contact models includes those allowing particles bonding so that tensile forces and resisting moments are transmitted through contacts (Jefferson et al., 2002; Liu et al., 2010; Potyondy and Cundall, 2004) .
In granular-oriented applications, each modelled particle represents a clear physical entity. Another more recent application for DEM is the modelling of dense materials with bonded particles. In this case, each modelled particle does not represent a physical entity. Instead, it is the set of microproperties that enables the dense material to be modelled. Interactions laws are implemented and adjusted to correctly represent the dense material behaviour (Potyondy and Cundall, 2004; Wang and Mora, 2008 of approach is particularly well suited to tackle fracture in dense materials (Potyondy and Cundall, 2004) . In our paper, this method is adopted to model the fracture of a vitreous dense biopolymer material.
Experimental layout
The experimental preparation and testing conditions are detailed in Hedjazi et al. (2011a,b) .
Briefly, a starch powder is first extruded to obtain an amourphous state. After cryogrinding, the amorphous starch powder is thermomoulded under controlled pressure and temperature conditions in a rectangular mould (30 Â 10 mm 2 ). The powder content is adjusted to tune the sample thickness. Samples are cooled to room temperature under a constant cooling rate, before pressure release. Specimens are stored in a controlled environment at room temperature to stabilise the water content to about 12% after two weeks. Under these conditions, the material is brittle. A hole is machined in all samples to allow stress concentration to develop ( Fig. 1(b) ). Notches are performed on specimens using a circular saw (thickness 100 lm). The notch size is approximately 0.83 mm long, and is approximately located at the mid-height of each specimen.
Tensile experiments are performed using a micro-mechanical machine by applying a constant displacement rate of 40 lm s
À1
on notched specimens of dimensions of 1 mm thick. Testing is performed up to material failure. Micromechanical testing machine has a load cell with a peak force of ±125 N and an accuracy of 0.25 N. The load frame is 0.5-125 N and the displacement accuracy is 1.25 lm. The displacement range is 0.01-20 mm. Sample fixture is ensured by a drop of super glue. The specimen is positioned carefully on the fixture. The gage length is adjusted to about 10 mm (Figs. 1b and 2 ). Mechanical testing is coupled to image acquisition using a high speed camera Phantom V7.3 from Photonline (Marly Le Roi, 78-France). The camera is used to observe the crack propagation while testing. The camera is based on an active pixel CMOS sensor (Fig. 2) . Sample observation is coupled to a stereomicroscope and realised under low magnification conditions in order to increase the pixel size. The ROI size, corresponding to the gage length, is 300 pixels, for which the pixel size is 33 lm. Crack path is determined experimentally using image analysis. Thresholding and skeletonisation operators are performed on the images followed by isolation and averaging of the crack faces positions. All these procedures are performed using the public domain image analysis software (ImageJ from NIH-USA).
Model description

Discrete Element Method
The dense material is represented as a packing of overlapping nearly monosized spherical particles ( Fig. 1(a) ). Particles are first packed together to obtain a dense particulate system with a 0.60 relative density. This packing is then further densified to obtain some overlapping between particles, using a sintering scheme described in Martin and Bordia (2009) . At this stage, a relative density of 0.72 is reached. The sintering stage allows for a homogeneous but still random structure to be generated. At the end of this sintering stage, each particle has on average 7.23 contacts with neighbouring particles. All along the preparation stage, two planes are used as boundary conditions in z direction, while periodic conditions are used in the lateral conditions. The simulated sample is a plate with approximately 120,000 particles. The plate is approximately 5 particle diameters thick and its size matches the real sample gage length (10 Â 10 mm 2 ). The notch is simply generated
by removing approximately two particles all along the prescribed length.
Once generated, the sample is given microproperties between contacting particles which represent bonds (more than 350,000 bonds in the numerical sample). These microproperties consist of normal and tangential stiffness, resisting moments and strength parameters, which values are given in Table 1 .
Denoting R 1 and R 2 the particle radii, the equivalent radius R ⁄ is written as:
The bond radius is denoted as a b , while the normalised bond radius, a ⁄ , is defined as:
The normal and tangential components, N and T, of the bonding force between two spheres with equivalent radius R ⁄ are:
where u N and u T are the accumulated normal and tangential displacements integrated from the actual relative displacements of the two particles. R N and R T are material parameters with stress dimension (Table 1) . Forces are taken positive in tension while the tangential force opposes the accumulated tangential displacement. The bonded contacts transmit resisting moments, M N and M T , in the normal and tangential directions:
where h N and h T are the accumulated relative rotations in the normal and tangential directions ( Fig. 1(a) ). Note that although the centre to centre distances between particles are distributed in the packing, the stiffness and resisting moments from one bond to another are approximately the same since we impose a ⁄ = 0.5 (Table  1) .
A fracture criterion is included in the microproperties of the bond. Approximating the solid bond by a cylindrical beam of radius a b and using beam theory, the maximum tensile and shear stresses at the bond periphery may be evaluated as (Potyondy and Cundall, 2004) :
Thus, bond fracture may occur due to tensile, shear or bending deformation of the beam. It is assumed that fracture occurs whenever r N > R c or r T > R c , where R c is a material parameter with stress dimensions that represents the strength of the solid bond.
Two particles may resume contact after the original bonded contact has failed. We assume that this occurs when the interparticle distance is the same as when the solid bond failed. When it resumes, the contact behaves with the same normal stiffness in compression as a bonded contact (R N a ⁄ R ⁄ ). Thus, whereas an unbroken bond behaves symmetrically in tension and compression, a broken solid bond behaves asymmetrically in tension (no force) and compression (same stiffness as an unbroken bonded contact). The tangential force for a broken bond follows the Hertz-Mindlin law where a Coulomb friction (friction coefficient l) limits the norm of the tangential force during sliding. A broken bond transmits a resisting moment in the tangential direction but none in the normal direction. This broken bond model allows the existence of a previous bond to be taken into account in a simplified manner. In any case, since we are interested in tensile tests, broken bonds seldom transmit compressive force. The boundary conditions used during the sample generation are modified for the tensile test. The periodic conditions are removed and replaced by free surface conditions where boundary planes (R plane ? 1 in the R ⁄ expression) orthogonal to z direction are bonded to particles. Motion is imposed to these planes to apply the imposed strain rate to the sample. The strain-rate is chosen small enough (10 À6 s
À1
), together with a renormalization of particle masses, to ensure quasi-static conditions (Thornton and Antony, 1998; Martin et al., 2003) . A velocity Verlet-algorithm is used to compute the new position of particles at each time step to obtain force equilibrium.
The development of cracks is simulated under different sample configurations shown in Fig. 1(b) varying the hole position and size. In addition, experimental configurations are tested in which a hole of 2.10 mm diameter is drilled in the specimen at normal and lateral distances a and b, respectively, away from the crack tip. The following combinations are used for (a, b): {(3.34, 3.30); (1.83, 2.78); (0.60, 3.05) mm}. These combinations correspond to the measured distances on specimens used in three different experimental configurations. Testing of these configurations allows the hole-crack interaction to be investigated under various stress heterogeneity conditions. In addition to these experimental combinations, several others are also used for the sensitivity analysis.
Finite Element Method
In addition to the experimental validation of the crack propagation, finite element computation is also compared to DEM results. In all crack growth simulations, plane strain conditions are assumed with isotropic material properties (Young's modulus E = 0.312 GPa and Poisson's ratio v = 0.3). Finite-element modelling is carried out using ANSYS package (ANSYS Inc, Canonsburg, Pennsylvania, USA). The sample geometry is chosen to fit the experimental and DEM conditions. Regular meshing is performed in 2D using quadrilateral elements defined by four nodes and two structural displacements per node. Elements in our regular mesh do not share any node with the neighbouring elements. Coupling of coincident nodes is performed prior to loading. Crack propagation is thus achieved by node decoupling. The notch has a zero lateral dimension in this case and corresponds to node decoupling through a horizontal line.
Tensile conditions are imposed as displacement constraints. Nodes of the lower and upper lines are displaced in opposite directions whereas lateral displacements are forbidden.
We use the preconditioned Conjugate Gradient PCG algorithm to solve the elasticity problem. At the crack tip, stress intensity factors are computed based on the nodal displacement field. Crack deviation is then decided based on the maximum energy release rate, which can be expressed as: 
where h is the crack orientation angle, R is the factor of strain energy density, which depends on the strain energy density C and the radial distance from the crack tip r in the following form:
Following the maximum release energy rate criterion, the dilatational part C v of the strain energy density is the unique contributor within this principle since it tunes the volume change. It can be written as:
Knowing the expressions of the stress components as function of spatial variables:
where K I , K II are the stress intensity factors corresponding to the opening (tensile) and shearing (sliding) modes, respectively. Combining Eqs. (6)- (10) leads to the expression of the optimal crack angle hc as a function of stress intensity factors:
Crack extension is performed on a regular grid, few elements away from the former crack tip position, thus allowing small angle deviations to the considered (Hedjazi et al., 2011a,b) .
Results and discussion
Fig. 3 depicts crack propagation simulated by DEM and FEM for a given crack-hole configuration and a notch length of 1.25 mm. The distribution of DEM calculated normal force at increasing axial strains is shown in Fig. 3(a)-(c) . The blue lines represent compressive forces whereas red lines indicate tensile forces. Fig. 3(a) corresponds to the situation of maximum crack opening before crack departure. It indicates the development of tensile forces at the crack tip due to crack opening. In addition, tensile forces dominate at the sides of the hole whereas compressive forces dominate above and below the hole. As the hole shape evolves from a circle to an ellipse, together with crack opening, force distribution is modified. In Fig. 3(b)-(c) , evidence of crack deviation is highlighted. We note a clear evolution of the forces at the back of the crack tip which become compressive, whereas tensile forces concentrate ahead of the crack. Despite the absence of compressive principal stresses (S 1 ), a similar scenario is reproduced using FEM as shown in Fig. 3(d)-(f) . Fig. 3(e) -(f) also indicates a less sensitive crack propagation to the local mixed mode. This is attributed to the choice of the angle -stress intensity factor dependence, as previously discussed by Hedjazi et al. (2011a,b) . Fig. 4 compares the predicted crack trajectories for various hole sizes using FEM, DEM and an analytical method (ANM). We use the theoretical crack deflection function y = x(t) derived from (Movchan and Movchan, 1995; Valentini et al., 1999) , which has the following form for a circular defect (radius r) located at (a; b)
where x is the coordinate of the semi-infinite crack tip (Fig. 5) . As illustrated in Fig. 3 and depicted in Fig. 4 , the evolution of the crack angle is minor in all cases for FEM. FEM is thus less sensitive to the local mixed mode compared to DEM and ANM. DEM is closer to the theoretical prediction at small crack deviations, but its predictions evolve towards larger angle deviations when the crack tip is closer to the hole. A larger hole size triggers a stronger hole attraction whatever simulation method is used. Fig. 6 shows a similar trend for the crack trajectory where several abscissa positions (x) of the hole are tested. The hole size is fixed for all cases to 2.15 mm. The ordinate position of the hole centre is selected smaller than the ordinate position of the crack tip (a, b). Under these conditions, a smaller abscissa (x) allows for a larger shearing contribution, and, in turn, for a significant crack deviation. For DEM, a highly sensitive approach to mixed mode, it even leads to crack annihilation. The examination of the cases depicted in Figs. 4 and 6 , shows that DEM is in good agreement with the analytical approach as long as the crack is not too close to the hole. Fig. 7(a) shows the crack propagation results obtained by varying the ordinate position of the hole. The comparison between the three approaches indicates the same ranking concerning the crack deviation. However, FEM is clearly the less sensitive to local mixed mode. It suggests also that, for DEM, y positioning is less critical compared to x positioning of the hole.
In order to determine the mixed mode inferred to DEM, the crack angle -stress intensity factors relationship in FEM (Eq. (11)) is modified from the expression given in Hedjazi et al. (2011a,b) to a more general form:
where n is a coefficient that measures the sensitivity to shearing mode.
FEM results, shown in Figs. 4, 6 and 7, are obtained by setting n to unity. Deviation from the principle of maximum energy release rate is allowed by decreasing n in order to favour sensitivity to crack deviation. Following this idea, Fig. 7(b) shows examples of crack deviations predicted using FEM by using decreasing values of n between 1 and 0.7. We obtain a more sensitive crack propagation to DEM FEM, n=0.70 FEM, n=0.75 FEM, n=0.80 FEM, n=0.90 FEM, n=1.00 (b) the mixed mode ratio (K II /K I ), which approaches DEM results for n = 0.75. Still, even if the final crack position is correct, the FEM crack profile is different from DEM. This means that the modified release energy criterion is not the best approximation of the DEM result. Fig. 8 compares the deformed structures for the three considered hole positions. The result is expressed as the principal stress distribution in FEM, whereas for DEM, the colour code represents the connectivity between the bonded particles. When the notch tip is far enough from the stress concentrator ( Fig. 8(a) ), DEM predicts a single crack propagation with very small attraction towards the hole. The experimental result suggests a fragmentation process, which clearly indicates multiple crack propagation. In fact, the phenomenon of crack branching occurs in all specimens, mostly when the crack bypasses the hole. The crack splits into two or more branches.
The most interesting situations are related to closer positioning of the hole to the crack tip (Fig. 8(b) and (c) ). DEM predicts, in these cases, significant crack deviation, annihilation and then crack branching. Some of these branches do not reach the free edge of the sample. Also, the number of branches is rather small in DEM, which is in good accordance with experimental observation. Comparison between the DEM results in Fig. 8(a) and (b) , suggests that crack branching has to deal with local mixed mode. In contrast to this result, FEM does not predict any crack branching while crack trapping is only observed in Fig. 8(c) . Fig. 9 illustrates typical mechanical responses corresponding to the experimental condition depicted in Fig. 8(a) . Good agreement is found between the considered approaches taking as a criterion the slope of the Stress-strain curves. The ultimate properties slightly differ by less than 5% for DEM and a negligible deviation for FEM, with regards to the experimental properties. We notice the unstable crack propagation, as predicted by both numerical methods, which causes the sudden drop of the stress when catastrophic fracture occurs.
Concluding remarks
We summarise here the main results of our investigation of crack propagation in the two following statements: DEM proves to be more sensitive to stress heterogeneities as compared to FEM under the criterion of maximum release of elastic energy. DEM gives results that are closer to the considered analytical model, when the crack tip is not too close to the hole. Crack branching is predicted by DEM under no specific criterion for the creation of secondary cracks. Our result suggests that better understanding of crack branching has to include the role of local heterogeneities around the crack tip. FEM analysis should be conducted in that way to allow the departure of secondary cracks around the crack tip based on a criterion of micro-failure.
A related issue, which has not been covered here, is the calculation of the fracture toughness of our material with DEM simulations. Similarly to the present study, pre-cracked numerical samples should be generated and tested in tension up to fracture to obtain the material toughness. Particular attention must be paid to the effect of particle size since fracture toughness introduces an internal length scale (Potyondy and Cundall, 2004) . This important avenue for further research is being pursued and is a natural application of the Discrete Element Method (Jauffrès et al., submitted for publication).
