Under risk neutrality and rational expectations, the future value of the option premium is an unbiased estimator of the future actual payoff of the option. In this paper, this unbiasedness hypothesis is tested for the Black-Scholes currency call option pricing model. Three currencies, against the US dollar, are considered: the British pound, the Swiss franc, and the Japanese yen. The data is monthly and starts from the late 1980s. A set of seven different strike prices are assumed for each currency. Unbiasedness is supported if the regression constants are statistically insignificant, and if the regression slopes are statistically insignificantly different from 1, and if there is no autocorrelation in the regression residuals. The results for the British pound are strongly supportive of this version of market option efficiency. For the other two currencies only long run cointegration relations are uncovered. The results, whether short run or long run, remain also strongly supportive when the theoretical constraints are imposed. In addition, the results are not materially different with alternative measures of currency volatility. It can be concluded that the Black-Scholes currency option pricing model is relevant not only theoretically but also empirically and practically.
Introduction
The unbiasedness hypothesis states that the current forward rate is an unbiased predictor of the future spot rate. Unbiasedness is ordinarily tested in the foreign exchange market, although nothing prevents its application to other markets. Unbiasedness of the forward foreign exchange rate is sometimes called forward market efficiency. This paper has the purpose to test whether unbiasedness holds for Black-Scholes currency option prices. This test is crucial to the Black-Scholes option pricing model, and is intended to determine whether this model remains appropriate and useful despite the fact that it has been discovered to have many biases when applied to foreign exchange rates (Chesney and Scott, 1989; Dupoyet, 2006; Hull, 2012) . See also Reiswich and Wystup (2010) who deal with the issue of volatility smiles in currency options, whereby implied volatility from option prices varies with the degree of moneyness. This paper introduces in the second section an original experimental design to test for option unbiasedness, or what may be called henceforth option market efficiency. This concept of efficiency is not the same as the ones in the literature where efficiency is defined either as the unbiasedness of implied volatility in predicting actual volatility (Shastri and Tandon, 1986) or whether option prices satisfy the no-arbitrage put-call parity condition (Hoque et al., 2008) .
A related but a different approach to this paper's option unbiasedness model is the one adopted by Duan and Simonato (1998) , Harikumar et al. (2004) , and Shahbandarzadeh et al. (2013) . These authors consider the following approximate call option pricing model for a call option premium   t C on a non-dividend-paying stock at time t , where r is the domestic interest rate, T is the maturity, S is the stock price, K is the strike price,   E is the expectation operator, and n is the number of simulations:
The RHS result of Equation (4) has the form of a simple linear regression where the slope is equal to +1, and the constant is equal to 0. The paper will assess whether these two constraints are going to hold. Moreover, for short run and long run unbiasedness to be verified the residual T  should not be autocorrelated, meaning that the residual should be orthogonal to past information and that all relevant information about the option actual payoff should already be incorporated in the future value of the option premium. For long run unbiasedness to hold, which is a weaker condition of unbiasedness, the two variables in equation (4) should be cointegrated.
The presence of autocorrelation, or serial dependence, is evaluated by the Ljung-Box (1978) Q-statistic at lag k:
where N is the sample size, and i  is the autocorrelation coefficient at lag i . This Q-statistic is distributed as 2  with k degrees of freedom under the null hypothesis of no autocorrelation. Three lag lengths (k) are used: 6, 12, and 24. In case of cointegration the residual in equation (4) may be autocorrelated but should however be stationary in distribution.
It must be noted that the unbiasedness hypothesis is not invalidated by non-linear dependence, or heteroscedasticity, i.e. when the residuals in the time series regressions are not identically distributed. As a matter of fact all the estimated regressions in this paper suffer from some type of heteroscedasticity. That is why heteroscedastic and autocorrelation robust standard errors and covariances (HAC) are applied using the Newey and West (1987) correction.
The first currency to be studied is the British pound against the US dollar. It is expressed with the American convention against the US dollar, i.e. in terms of US dollars per unit of British pound. This is in conformity to actual quotes in the markets for spot rates, futures and for options, and in conformity to the common usage in the academic literature. The other two foreign currencies are converted in terms of US dollars per one unit of foreign currency, which is the opposite of the actual quotes in foreign exchange markets. The data on end-month exchange rates and on end-month one-month LIBOR rates are retrieved from the web page of EconStats. The sample is monthly from 1987:1 to 2012:10 for the British pound, i.e. 310 observations, and from 1989:1 to 2012:10 for the other two currencies, i.e. 286 observations. Missing values for LIBOR rates are taken from the following website: www.global-rates.com. Call premiums are computed according to the Black-Scholes (1973) and Merton (1973) option valuation formulae, as modified by Garman and Kohlhagen (1983) , Grabbe (1983) , and Biger and Hull (1983) :
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 is the standard cumulative normal distribution, t S is the spot price of the foreign currency, K is the strike price, r is the domestic interest rate, rf is the foreign interest rate, T is the term, and where:
The term T is fixed as being one month. The volatilities    are either retrieved from the conditional variance through GARCH methods or assumed to be constant. See Engle (1982) for the ARCH model and Bollerslev (1986) for the GARCH model. More than one strike price is assumed. In fact there are seven strike prices for each currency. For the British pound these are in US dollars: 1.50, 1.55, 1.60, 1.65, 1.70, 1.75, and 1.80. For the Swiss franc they are in US dollars: 0. 65, 0.70, 0.75, 0.80, 0.85, 0.90, and 0.95 . For the Japanese yen these are in US cents: 0. 70, 0.75, 0.80, 0.85, 0.90, 0.95 , and 1.00. For each strike price the actual payoffs are computed. Then the monthly Black-Scholes option prices are computed with variable domestic and foreign interest rates and variable spot foreign exchange rates over the sample period. The actual payoffs are regressed onto the future value of the Black-Scholes option values as specified by equation (4).
The Empirical Results
While the actual call option payoffs are easily calculated, the Black-Scholes call premiums require an estimate of the volatility of the underlying asset, in addition to spot foreign rates, and to domestic and foreign interest rates. Two methods are adopted. One is to estimate the volatility according to GARCH models of the change in the logs of each currency (Table 1) . See also Manzur et al. (2010) and Dash et al. (2012) . The change in the logs is approximately equal to the percentage change, especially with high-frequency data like this paper's monthly data. The GARCH specification models the residual variance as time-dependent or time-variable, and can account for volatility clustering, which is a stylized feature of many assets, and not only of foreign exchange rates, although some authors did not find GARCH effects in monthly foreign exchange rates (Baillie and Bollerslev, 1989) . The other method is by assuming a constant volatility. The first method finds significant GARCH effects for all three currencies, with a Generalized Error Distribution (GED) process for the conditional variance, and a statistically significant GED parameter. The estimates of the volatility from the GARCH models are then plugged in the Black-Scholes formulae. It is worthwhile to note that each currency has a different GARCH specification. Therefore each currency has unique characteristics, and the ensuing regression estimates are not redundant. The second method is justified because variance ratio tests fail to reject the null hypothesis of a martingale, or of a random walk, for the log of each currency ( Table 2 ). The actual p-values are much higher than the 10% cut-off marginal significance level. This applies for both heteroscedastic robust tests and otherwise, and for both a normal distribution and a bootstrapped normal distribution. This means that all three log-level currencies are random walks, and are unpredictable, even when heteroscedasticity is not accounted for. A surprising finding is that the two methods for measuring volatility produce results that are not materially different. The actual option payoffs and the future values of the Black-Scholes call option premiums are tested for stationarity by the Augmented Dickey-Fuller test-statistic (Dickey and Fuller, 1979) , with the lags chosen to minimize the Schwarz Information Criterion. The ADF test is known to be sensitive to the number of assumed lags. If N is the sample size, then the maximum number of lags is equal to the integer number of the factor Diebold and Nerlove, 1990; Mills, 2000; Mills and Markellos, 2008; Schwert, 1987) . Since the sample size is composed of 310 observations for the British pound, this rule provides a result of , which is rounded to 5. For the other two currencies the rule obtains a result of 4.11, which is also rounded to 5. All tests include a constant, but not a trend. The tests on the British pound variables indicate, in general, level stationarity (Table 3) . Q (6) Q (12) Q ( Notes: HAC standard errors and covariance (Newey and West, 1987) . In parenthesis are t-statistics. The separate and joint tests are Wald The slope is then constrained to be +1, and the resulting difference variable, between the payoffs and the future values of the call option premiums, is tested for sationarity and is regressed onto a constant. In all 7 cases the null of non-stationarity is rejected with actual p-values lower than 0.0001. And in all 7 cases the constant is statistically insignificant. The highest absolute t-statistic is 0.571.The residuals do not show any serial correlation as judged from the Ljung-Box Q-statistics (Table 5) . Hence the orthogonality hypothesis is not rejected. This is further evidence that the model is well specified, and that the unbiasedness hypothesis holds extremely clearly for the British pound in the short and in the long run. Notes: Actual p-values are in brackets. Absolute t-statistics are in parenthesis, computed with the HAC standard errors and covariance correction (Newey and West, 1987) . Q(k) are the Ljung-Box Q-statistics for lag length k. Actual p-values for the Q-statistics are reported. Vol. 5, No. 8; between 0.932 and 0.976. The null hypotheses that the slopes are equal to +1 fail to be rejected. The minimum actual p-value for these t-tests is 0.0844. Six constants out of seven are statistically insignificantly different from zero. For all seven strike prices the joint null hypotheses that the slope is +1 and the constant is zero fail to be rejected. The minimum actual p-value for this Wald F-test is 0.0840. The Ljung-Box Q-statistics do not find autocorrelation in the residuals. Therefore the unbiasedness model is strongly well supported, and the results are not sensitive to the assumption about the volatility. Q (6) Q (12) Q ( Notes: HAC standard errors and covariance (Newey and West, 1987) . In parenthesis are t-statistics. All the tests are Wald F-tests. Actual p-values for the tests are reported. See the notes under Table 5 for further information. Notes: HAC standard errors and covariance (Newey and West, 1987) . Actual p-values are in brackets. Absolute t-statistics are in parenthesis. Q(k) are the Ljung-Box Q-statistics for lag length k. Actual p-values for the Q-statistics are reported.
The slope is then constrained to be +1, and the resulting difference variable, between the actual payoffs and the future values of the Black-Scholes call option premiums, is tested for stationarity and is regressed onto a constant. In all 7 cases the null of non-stationarity is rejected at a cut-off marginal significance level lower than 0.0001. And in all 7 cases the constant is statistically insignificant. Again the residuals do not show any serial correlation (Table 7) . This is further evidence that the model is well specified, that the unbiasedness hypothesis holds extremely well in the short and in the long run and that the assumption about the volatility is not crucial.
In Vol. 5, No. 8; British pound, all these Swiss franc variables have unit roots. All the actual payoffs and all the future values of the call options need first-differencing to become stationary. The minimum p-value for the level variables is 0.271, which is higher than the usual cut-off marginal significance level of 10%. The p-values for the first-differenced variables are all lower than 0.0001.This is testimony to the observation that the three currencies under study have each a different statistical behavior and that the tests that are carried out are not redundant. Therefore the regressions of the actual pay-offs on the future values of the call option premiums should be considered as cointegration regressions and must be tested for the presence of cointegration. Table 9 . Augmented Dickey-Fuller unit root tests with a constant (The maximum lag is set to 5. The null hypothesis is a unit root. The data are for the Japanese yen (in US cents per one yen). The variable volatility is retrieved from the GARCH model in Table 1 . The suffix c denotes a constant volatility. The constant monthly volatility is set at 0.031424) In Table 9 Dickey-Fuller unit root tests on the yen variables are reported. Contrary to the British pound, but similarly to the Swiss franc, all yen level variables need first-differencing to become stationary. Hence regressions of the actual payoffs on the future values of the call options must be considered cointegration www.ccsenet.org/ijef
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In Table 10 OLS regressions of the basic model for the Swiss franc (Panel A) and the Japanese yen (Panel B) are carried out. Included are results when the volatilities are considered variable and when they are set to be constants, equal to the sample standard deviations. In all 28 cases and for each one of the Engle-Granger and the Phillips-Ouliaris residual tests for cointegration the null of no-cointegration is rejected at marginal significance levels less than 0.0001. For these two tests see Engle and Granger (1987) , and Phillips and Ouliaris (1990) . Hence, the evidence is strong for cointegration, and for long run relations. The adjusted R-squares are all high for monthly data and they range between 0.914 and 0.966. Hypothesis tests are implemented on the estimated coefficients. In all 28 cases the constants are statistically insignificantly different from zero, with a minimum p-value of 0.2945. In all 28 cases the slopes are statistically insignificantly different from +1, with a minimum p-value of 0.5730. And in all 28 cases the joint null hypotheses of a zero constant and a unitary positive slope fail to be rejected, with a minimum p-value of 0.5766. The results are not sensitive to the method by which volatility is measured. First-order serial correlations of the cointegration residuals are generally absent for all regressions, the lowest Durbin-Watson statistic being 1.759 and the highest being 2.208. However high-order serial correlations are statistically significant. The latter may prompt the researcher to doubt the validity of hypothesis testing. In fact there are two reasons that imply that hypothesis tests are still valid. The first one is because robust standard errors to the presence of residual autocorrelation and heteroscedasticity of unknown origins are calculated according to the adjustment formulated by Newey and West (1987) . The second one is because residual serial correlations bias the standard errors downward. This means that the tests on the nulls of the hypotheses will reject these nulls more frequently than otherwise. Hence the evidence that the null hypotheses are not rejected despite serial correlation indicates even stronger confidence, and therefore more reliability, in these hypothesis tests.
In Hull (2012, p. 355 ) the lower bound on European currency options is stated, and this is:
A sample of the generated Black-Scholes currency call premiums is studied, and the constraint in equation (8) is tested. The sample contains options with different strike prices and with the two different measures of the volatility. It is found that this constraint is binding for the chosen sample. Therefore the empirical analysis in this paper is sound. In Table 11 , as in Table 7 , the theoretical constraint that the slope is exactly +1 is imposed. The Dickey-Fuller unit root tests on the ensuing difference variables are applied. In all 28 cases the tests reject the null of non-stationarity at marginal significance levels lower than 0.0001. It can be concluded that assuming a slope equal to +1 provides evidence that the cointegration coefficients are indeed +1. Then these difference variables are regressed on a constant. The null hypotheses that each of the 28 constants is statistically insignificantly www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 5, No. 8; different from zero fail to be rejected. This supports the evidence on long run unbiasedness. First-order serial correlation of the residuals is generally absent, the lowest Durbin-Watson statistic being 1.773, and the highest being 2.220. However higher-order serial correlation is significant in most cases. This mirrors the results obtained by the unconstrained regressions in Table 10 .
Conclusion
In this paper, the unbiasedness hypothesis is tested for Black-Sholes currency call option premiums. Three currencies are tested, each with seven different strike prices. Unbiasedness implies that the future value of a call option premium is an unbiased predictor of the future actual option payoff. Unbiasedness is supported if the regression constants are statistically insignificant, if the regression slopes are statistically insignificantly different from 1, and if there is no serial correlation in the regression residuals, meaning that there is orthogonality in the residuals. The results are strongly supportive for this version of currency option market efficiency in the case of the British pound. The results remain also strongly supportive when the theoretical constraints are imposed. As for the other two currencies, the Swiss franc and the Japanese yen, the null hypotheses of no-cointegration are rejected and hence a long run relation is well supported. Cointegration is a weaker condition for unbiasedness because it is a characteristic of only a long run relation. However, the theoretical constraints in the cointegration regressions hold also for these two currencies, although orthogonality of the residuals is naturally rejected. In addition, the results are not materially different with alternative measures of currency volatility. As a conclusion the Black-Scholes option pricing model is still robust, practical, useful, appropriate, and relevant.
