We introduce mutation-aware fault prediction, which leverages additional guidance from metrics constructed in terms of mutants and the test cases that cover and detect them. We report the results of 12 sets of experiments, applying 4 different predictive modelling techniques to 3 large realworld systems (both open and closed source). The results show that our proposal can significantly (p ≤ 0.05) improve fault prediction performance. Moreover, mutationbased metrics lie in the top 5% most frequently relied upon fault predictors in 10 of the 12 sets of experiments, and provide the majority of the top ten fault predictors in 9 of the 12 sets of experiments.
INTRODUCTION
Software fault prediction 1 has been an active subject of research since the 1990s [12, 19, 22] . However, despite many proposals for different fault prediction techniques [4, 22, 66] , no previous study has used mutation testing to improve the performance of predictive models.
In this paper we introduce mutation-aware fault prediction where several "mutation metrics" -derived by using mutation testing -are used as features to build a fault prediction model. We term such a model a 'mutation-aware' predictive model.
The key insight motivating the consideration of mutation awareness is that fault prediction performance must surely 1 Please note that both the terms fault and defect have been used in the literature to refer to prediction models able to reveal faulty/defective software components.
depend on the ability of the test suite to find faults. This is because the performance of a prediction is measured as its ability to predict the faults that will subsequently be revealed (by testing). Since mutation testing is generally used to assess the effectiveness of a test suite and previous work have demonstrated the coupling between real faults and mutation faults [3, 35] , our motivation is to exploit this coupling: Mutation faults are coupled to real faults, so mutation faults should help predict real faults.
Consider the following scenario: The code has been tested by running a test suite, which may reveal some bugs. Unfortunately faults remain, we simply do not know where they reside; the dilemma faced by every tester. Our aim is to now predict where remaining faults are likely to reside. The majority of previous fault prediction studies has used static code metrics for this prediction task, yet there is dynamic information available resulting from the testing phase. The significant breakthrough of our study is that it is the first to use both static and dynamic test information. It is also the first to seed mutated faults which provides data allowing improved fault prediction.
In order to assess the effectiveness of mutation-aware fault prediction we define 40 mutation metrics (either 'static' or 'dynamic') and collect them using the popular (and publicly available) tool PITest [14] . Then, we empirically compare the performance of mutation-aware prediction models built using these metrics with respect to those of prediction models built using 39 traditional (mutation-unaware) static source code metrics that have been widely used in previous fault prediction work [46] . We also investigate whether the combined use of mutation metrics and source code metrics improves the accuracy of the resulting prediction model. Moreover, we analyse the extent to which different prediction techniques benefit from mutation awareness by using four different techniques (i.e., Logistic Regression, Random Forest, Naïve Bayes and J48), implemented in WEKA [21] , to build both 'mutation-aware' and 'mutation-unaware' predictive models. Although we have our own tools for mutation testing and predictive modelling [26, 45, 50] , we used publicly available third-party tools to avoid a source of potential experimenter bias, and to ensure that our results will have actionable findings for both mutation testing and predictive modelling.
We studied the impact on predictive performance of all 79 metrics on three large real-world systems. One of these systems is a closed source industrial system from a large telecom company (which we call TelCom). The other two, Eclipse (i.e., JDT Core) and Apache (i.e., DBUtils and NET comPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. bined), are open-source systems widely used in fault prediction studies. We use both closed and open-source systems to increase the potential for generalisability, though of course, as with all studies of software systems, caution is required when extrapolating. Taken together, these systems consist of over 220K Lines of Code, with a total of 263 real world faultive classes, revealed by over 11K test cases.
To compare the performance of predictive models we use Matthews' Correlation Coefficient (MCC), which has recently been demonstrated to be one of the most reliable measures of predictive model performance [70] . For compatibility with other studies on fault prediction, we also include Precision and Recall, which are widely used metrics to assess the properties of predictive models.
The main contribution of this paper is the introduction of mutation-aware fault prediction, together with a study of the improvement mutation awareness conveys to fault prediction. The study involves 12 experimental evaluation scenarios, consisting of 4 machine learners (predictive modelling techniques) and 3 real world systems for which ground truth fault data has been carefully collected.
Our primary finding is that mutation awareness can significantly improve predictive performance and with large effect sizes. This is the first time any kind of mutation has been used to support fault prediction. Naturally, subsequent studies can further investigate/exploit this predictive improvement, perhaps in combination with other sets of metrics (e.g., process metrics). In this first study we present the empirical evidence that mutation metrics effect size on prediction outcomes can be large, thereby motivating and opening up this avenue of research.
In the following we briefly review the primary concepts underlying mutation testing and software fault prediction (Section 2). Then we present the research questions we aim to investigate (Section 3) and the design of the empirical study we carried out to answer them (Section 4). The results of the study and threats to its validity are discussed in Sections 5 and 6, respectively. Section 7 summarises related work and Section 8 concludes.
BACKGROUND

Mutation Testing and Mutation Metrics
Mutation testing creates a variant of the program, called a mutant, into which a fault has been deliberately seeded [34] . Mutants are created by mutation operators, each of which seeds a particular class of faults, such as replacing one relational operator with another. A mutant is said to be 'killed' by a test case if the test case causes the original program and its mutant to behave differently [34, 77] .
Originally, mutation testing was introduced in order to assess test effectiveness [18, 38] , but it has also been used as a technique to guide the generation of test cases [20, 26, 62] , and to improve test oracles [20, 73] . One of the cornerstones of mutation testing is the hypothesis that at least some of the mutants will turn out to be coupled to real faults, such that test cases that are good at killing these mutants will also prove to be good at detecting real faults. There is empirical evidence to support this hypothesis [3, 35] . This paper introduces a new application: using mutation testing to guide fault prediction. We insert mutants into a program and collect metrics about them, not to assess or generate test cases or oracles, but in the hope that the coupling between mutants and real faults will mean that at least some of these metrics will improve fault prediction.
We classify our mutation metrics as either 'static' or 'dynamic'. Static mutation metrics simply record the number of times a particular mutation operator can be applied, while dynamic mutation metrics record the number of times a particular class of mutant is killed by the test suite (the mutation score for this class of mutants), and/or whether the mutant is executed (covered) by the test suite. Dynamic mutation metrics thus take account of the test suite as well as the potential faults that can be seeded, while static mutation metrics merely take account of the kinds of faults that can be seeded. We distinguish between the two because, should it turn out that static metrics improve fault prediction, then this benefit can be exploited even when no testing information is available. More details on the metrics collected are reported in Section 4.4.
Software Fault Prediction
A predictive model for software fault-proneness generally exploits past data about software modules to classify the software modules as either predicted faulty or predicted nonfaulty. Predictive models infer a single aspect of the data (dependent variable) from some combination of other aspects of the data (independent variables). In the software fault prediction context, the dependent variable is represented by the faults contained in a software component while the independent variables may vary from project to project and can be related to different aspects of the software (e.g., source code metrics, process metrics).
The performance of the predictive model depends both on the modelling technique and the independent variables (i.e., metrics) used. Many predictive models have been investigated in the literature. Among them, machine learners and regression algorithms such as Decision Trees, Logistic Regression and Naïve Bayes are widely used [12, 36, 22] . Recently, also Search-Based approaches have been successfully exploited (e.g., [1, 11, 25, 45, 68] ). However, according to recent systematic literature reviews [22, 66] , the choice of a modelling technique seems to have less impact on the classification accuracy of a model than the choice of a metrics set. A selection of the most relevant variables (through feature subset selection) from the set of variables contained in the original dataset can be performed to eliminate variables that are irrelevant or of no predictive information value, thus enhancing learning efficiency and increasing predictive accuracy [22] . As the number of variables increases, finding an optimal feature subset might become intractable and different strategies might be needed (e.g., greedy or search-based algorithms). Feature selection can be carried out by searching the space of variable subsets, evaluating each one [17] . This is usually achieved by combining a machine learning algorithm -used to evaluate the usefulness of the feature set -with a search method (i.e., wrappers). The feature selection can be done also by ranking methods (i.e., filters) that evaluate the features according to heuristics based on general characteristics of the data. These methods are based on statistics, information theory, or on some function of the classifier's outputs.
The performance of a classification model is typically evaluated based on the confusion matrix. The matrix contains the following instances: True Positive (TP), faulty components correctly classified as faulty; False Negative (FN), faulty components incorrectly classified as non-faulty; False Positive (FP), non-faulty components incorrectly classified as faulty; True Negative (TN), non-faulty components correctly classified as non-faulty. The confusion matrix values are used to calculate a set of evaluation measures. Typical ones are Precision (measuring the proportion of the components classified as faulty which are actually faulty), Recall (measuring the proportion of faulty components classified as faulty), and F-Measure (which is the harmonic mean of precision and recall). However, it has been observed that these measures might be biased in the case of unbalanced data (i.e., minority and majority classes of very different sizes), which is often the case in fault prediction data. Thus, the use of balanced metrics, such as the Matthews Correlation Coefficient (MCC) has been recommended [70] .
The MCC represents the correlation coefficient between the observed and predicted binary classifications and it is defined as follows:
MCC values range between −1 and +1: +1 represents a perfect prediction, 0 no better than random prediction, and −1 indicates total disagreement between the prediction and the actual value. Contrary to other existing measures (e.g., Accuracy), MCC takes into account both true and false positives, and true and false negatives, so it is generally considered to be a balanced measure which can be used even if the data is unbalanced [70] .
To validate predictive models a cross-validation process is typically used [4] . This process randomly splits the original dataset set into k -subsets (i.e., folds) of equal size (typically, k =10). The model is trained by using the union of k-1 subsets (i.e., a training set) and validated on the remaining one that represents the test set. The process is repeated k times, each time with a different testing set. In order to prevent overfitting an inner k -fold cross-validation can be also applied to the training set. To guarantee that the distribution of the faulty and non-faulty instances into training and test sets is representative of the distribution of the original dataset, stratification can be also used in the cross-validation process. Stratification allows us to mitigate cases of unbalanced data, such as using a fold with no faulty components, that might skew the result of the cross-validation process.
RESEARCH QUESTIONS
Our first research question investigates whether there is any effect on the performance of predictive models when they use mutation metrics. Unless the answer to this question is 'yes', then there is no point in further investigating mutation-aware predictive modelling. RQ1: Is the performance of predictive modelling techniques improved when they have mutation metrics available?
In order to answer this research question we report on the difference in predictive model performance when the predictive model has all of the 79 metrics available (the 'with mutation metrics' version), and when it only has available the 39 traditional metrics and no mutation metrics (the 'without mutation metrics' version). A 10-fold cross-validation is performed 50 times, each time with a different random shuffle of the data, in order to account for the stochastic nature of the overall predictive modelling algorithm. We use a two-tailed Wilcoxon non-parametric statistical test to check whether there are significant differences in the means for the 'with' and 'without' mutation metrics performance. We use the Wilcoxon test because we have no evidence to suggest that the performance of the predictive models is normally distributed over 50 runs. We use a two-tailed test, because we make no assumptions about which version of the predictive model will perform better in each case. We use the Matthews Correlation Coefficient (MCC), and Precision and Recall performance metrics to assess the predictive power of the fault prediction models.
If the answer to RQ1 is 'yes', then this motivates a more in-depth analysis of mutation metrics. However, an affirmative answer to this question does not provide sufficient scientific evidence, on its own, to motivate the use of mutationaware predictive modelling. It could be, for example, that mutation metrics only very occasionally improve the performance of a predictive modelling technique, or that they improve the performance more often, but only by a very slight amount. If the effect is too infrequent, or the size of effect too small, then there will still be no point in further study of mutation-aware predictive modelling. This motivates a second research question below: RQ2: What is the effect size of improvements in predictive model performance due to mutation metrics?
We split this overall research question into three sub questions, which ask about the frequency and size of the effects of mutation testing on predictive modelling performance.
RQ2.1: What is the frequency with which each predictive modelling technique uses mutation metrics?
Using the same validation approach as for RQ1, we explore the results of the nested feature subset selection, for the four machine learners considered in this study. Therefore, for each subject and each learner, we obtain 500 different probabilistic model instances (50 repetitions of 10-fold cross-validation), each of which has its own set of metrics, identified by feature subset selection. For each of the 79 metrics, we record which of the metrics occurs in these 500 probabilistic model instances. This frequency gives one indication of the importance of each metric, in terms of how often it is selected by feature subset selection, for each algorithm on each subject system. If some of the mutation metrics occur very frequently, then this strengthens the scientific evidence for the positive influence of mutation awareness on fault prediction.
RQ2.2: When a predictive modelling technique uses a mutation metric, what is the average predictive performance improvement due to this metric?
A particular metric may be frequently selected, yet with little effect on each occasion. Therefore, evidence for the frequent use of mutation metrics is encouraging, but insufficient on its own, to support strong scientific claims for mutation-aware predictive modelling. We therefore further investigate, by complementing the results of RQ2.1 with a study of the effect size for each of the mutation metrics: how much does it affect the predictive model performance on each occasion when it is used?
In order to measure this effect size, we remove the particular metric so that it is unavailable to the predictive model, and then measure the difference in predictive model performance with and without the availability of this metric. This gives us an effect size measurement for the usage of each metric when this is selected during the feature subset selection phase of each of the algorithm considered. RQ2.3: For each mutation metric used on any occasion by a predictive modelling technique, what is the overall contribution of the metric to performance improvement?
Some metrics may have a big effect when they are used, but may, nevertheless, still be infrequent over all predictive model instances (i.e., such metrics are very useful, but only on a few occasions). If all the mutation metrics fall into this category, then that would be interesting, but would not constitute strong scientific evidence for mutation-aware fault protection. In order to capture the overall influence of each metric on the predictive models, we report on the product of the frequency and the effect size. This measures the average overall effect of a particular metric over all instances of a predictive modelling algorithm and subject system.
If we find that mutation metrics are selected frequently by feature subset selection, and that they can have a big effect when they are deployed into a predictive model, and that overall, their effect size is large, then we will have strong overall scientific evidence for the value and importance of mutation-aware fault prediction. We can then move on to study the individual mutation metrics (and classes of metrics) in more detail, which we do in RQ3 below. RQ3: What is the relative performance of static and dynamic mutation metrics? In order to answer this question, we twice repeat the experimental procedure used for RQ1; once for static mutation metrics, and once for the dynamic mutation metrics. This allows us to investigate the individual specific advantage conveyed to predictive modelling using each of these sets of mutation metrics to complement the existing source code metrics.
Static mutation metrics can be computed in the absence of any test data, while dynamic mutation metrics also require a test suite. It is therefore interesting to see whether mutation metrics can benefit predictive modelling performance, even in the absence of a test suite; are static mutation metrics useful in their own right? We might expect that dynamic mutation metrics would convey greater advantage to a predictive modelling algorithm than static mutation metrics, because they also imbue the model with information about the test suite. If this is the case, then it suggests that other 'test suite aware metrics' might be investigated for their positive effects on fault prediction. On the other hand, it will be surprising and interesting if we find that such test suite information is not beneficial to fault prediction.
EXPERIMENTAL SETUP
In order to support replication 2 , this section provides details of the subject systems and their fault data, the source code and mutation metrics we used and the predictive modelling techniques with which we experimented. Table 1 provides details of the three subject systems used in this study. We can observe that there is variation in the size of the systems as well as the proportion of faulty classes in each. The TelCom system has a very low proportion of faulty classes (3.24%) making it a difficult subject for which to build good fault prediction models. Apache has the highest proportion of faulty classes at 40.54%. Table 1 also shows that the number of tests used varies across the three systems. Apache has the lowest number of tests at 245 which may explain the relatively high faultiness in Apache.
Subject Systems
Fault Data
We collected fault data from each of the three subject systems using theŚliwerski, Zimmerman and Zeller (SZZ) algorithm [71] . The SZZ algorithm matches the fault fix described in the bug tracking system with corresponding commits in the version control system that fixed that fault. This means that we were able to identify the fault insertion and fix points for every class in each of the subject systems and to label each class as either faulty or not-faulty for a given point in time. The data we collected has already been used in our previous work [23] , where more details are provided.
Source Code Metrics
We collected 39 source code metrics (see Table 2 ) from each of the three subject systems. These metrics are wideranging and are frequently used in fault prediction studies [22] . We collected these metrics using the default settings of JHawk 1.8 [74] , a tool previously identified as robust for collecting source code metrics from Java systems [46] .
Mutation Metrics
As explained in Section 2.1 we classify our mutation metrics as either 'static' or 'dynamic'. In total five types of mutation metrics are collected as shown in Table 3 . We used PITest [14] to perform mutation testing on each subject system. We chose this tool for mutation testing because we want to perform our analysis on large subjects and PITest is the most scalable mutation testing tool for Java programs. There are 7 mutation operators in PITest, which makes 8 mutation metrics of each type (with names ending '1' to '7' or 'A' for All). The numbered descriptions of the mutation operators are listed in Table 4 . The number of mutants that can be generated using each of these operators yields a count. This count is a static mutation metric (i.e., MuNOM), because it is independent of any test suite. For each of the 8 static mutation metrics, we additionally compute 4 corresponding dynamic metrics. These count the number of times a mutant is covered (MuNOC), the number of times it is not covered (MuNNC), the mutation score for all mutants of this type (MuMS), and the score for only those which are covered (MuMSC). This gives us 32 (4 × 8) dynamic metrics, each of which draws into the predictive modelling framework information about the test suite; whether or not it can exercise a particular simulated fault (covered mutant), and whether it can detect this simulated fault (captured by mutation scores). 
Machine Learning Techniques
In this study we used four different classifiers (i.e., Naïve Bayes, Logistic Regression, J48, Random Forest) which cover a range of different techniques. Naïve Bayes (NB) [76] is a statistical technique which uses the combined probabilities of the different attributes to predict faultiness. Logistic Regression (LR) [16] is a regression technique which identifies the best set of weights for each attribute to predict the binary class. J48 is a Java implementation of the C4.5 [65] decision tree algorithm which uses entropy information to determine which attribute to use as decision nodes. Random Forest (RF) [9] is an ensemble technique which aggregates the predictions made by a collection of decision trees (each with a subset of the original set of attributes).
For each of these techniques we used the WEKA Wrapper Subset Selection Filter [40, 21] which performs a best first search algorithm to identify the subset of attributes that generalise best on the training set. In order to validate the approaches we performed a 10-fold cross validation with an inner 5-fold cross-validation on the training set, and evaluated the results using MCC (see Section 2).
RESULTS
Our base results using only static code metrics are comparable if not better than results from other studies. Previous fault prediction work on Eclipse data, using static code metrics reported an average MCC of 0.412 with a standard deviation of 0.150 [22] . Our Eclipse results with static code metrics have an average MCC of 0.447 indicating that any improvement using mutation metrics improves even further than the majority of previous studies. RQ1: Do Mutation Metrics Improve Performance? Figure 1 contains three rows, each of which corresponds to one of the three subjects systems. Within each row, each of the four sets of box plots corresponds to one of the four different learning algorithms. Within each set there are box plots, labelled C, S, D, and A, which correspond to the MCC values obtained by the predictive models built using source code metrics alone, source code metrics augmented by static mutation metrics, source code metrics augmented by dynamic mutation metrics, all metrics (source code metrics augmented by static and dynamic mutation metrics) Used to denote mutation metrics that count all the above metric instances.
In order to answer RQ1, consider the box plots labelled C and A within each row (we will return to the box plots S and D in our answer to RQ3). These give the overall performance (in terms of MCC) of the predictive modelling algorithms using the source code metrics alone compared to the performance using source code and mutation metrics. As these box plots reveal, for the TelCom and Apache systems, there is an improvement in performance for three of the four learners using mutation-aware predictive modelling. The effect is particularly pronounced for the Apache system, where performance is dramatically improved. As for Eclipse, there appears to be very little difference in the performances of any of the four algorithms, whether with or without mutation awareness. Furthermore, for Eclipse, all approaches to predictive modelling appear to show very little variance.
To further analyse these results, we performed an inferential statistical analysis of the differences between the median MCC values observed for each technique, the results of which are presented in Table 5a . These results confirm that fault prediction for the Apache system significantly benefits from mutation awareness. The industrial TelCom system also benefits from it, however the improvement is less pronounced. For the Eclipse system, there is a small reduction in performance, using mutation aware metrics. After performing the Benjamini-Hochberg correction for multiple statistical testing [5] , only p-values < 0.001 remain significant.
Tables 5b and 5c provide a comparison of the differences (and their statistical significance) for the Precision and Recall values obtained using source code metrics alone, and using source code metrics augmented by mutation metrics (both static and dynamic). The results are consistent with those for the MCC performance metric. The Precision and Recall values give a more detailed explanation of the dramatic improvement achieved in MCC for the Apache system. Figure 2 shows the box plots of Precision and Recall values for this system. We can observe that mutation awareness improves the Recall of the predictive models, while retaining their Precision. As a result, more faulty classes are correctly identified using mutation metrics, without introducing any extra false positives (false alarms). The improvement in Recall for different systems results in being able to correctly predict additional faults: Apache with Naïve Bayes +7 (50%), Eclipse with Random Forest +2 (2%) and TelCom with Naïve Bayes +1 (9%).
In conclusion, we find evidence that mutation awareness can improve the performance of predictive modelling, and that improvement is not restricted to only one technique, but can improve multiple techniques. There is also evidence that, where it does provide an improvement, the effect is highly significant. We therefore find evidence that mutation awareness is beneficial to predictive modelling. RQ2: What is the effect size of improvements in predictive model performance due to mutation metrics? Having found evidence that mutation awareness can benefit predictive modelling, we now turn to a more detailed analysis of the frequency and (local and global) effect sizes of this benefit. RQ2.1: What is the frequency with which each predictive modelling technique uses mutation metrics? Table 6 shows the top 10 most frequently used metrics for each of the 12 experiments (4 predictive models applied to 3 software systems). The number in brackets after each mutation name indicates the number of times (out of 500 folds in the cross fold validation) that the metric was used (for example, a number above 250 indicates that the corresponding metric is more likely to be used than not). We can observe that mutation metrics are very prevalent in every one of the 12 experiments, indicating that they are frequently useful in all of the predictive modelling scenarios considered. Table 7 gives a count of the number of mutation metrics that occur in the top 10 for each of the 12 experiments. As can be seen, the mutation metrics make up 50% or more of the top ten fault-predicting metrics for most cases and occur in the top 5% (4/79) fault predictors in 10 of the 12 sets of experiments. Also, in every case (except 3: Random Forests (RF) applied to TelCom and J48 applied to Eclipse and TelCom) there is at least one mutation metric that is more likely to be used than not. The results are also revealing for the traditional source code metrics: For example, our results provide evidence to suggest that different systems and different algorithms require different source code metrics for best performance. Clearly, the 'Fan Out' metric (FOUT) is highly applicable in many cases, being the most popular of all 79 metrics in 3 of the 12 experiments. Nevertheless, even this apparently useful metric, plays no role in the top 10 results for the J48 algorithm for any of the three systems studied. This finding, for traditional metrics, underscores the difficulty of fault prediction in general, and the impossibility of finding universally applicable techniques that always improve all fault predictions [72] . This observation tends to suggest that the scientific evidence for mutation awareness is all the more compelling, since it is so consistently beneficial to so many instances of the predictive modelling algorithms. RQ2.2: When a predictive modelling technique uses a mutation metric, what is the average predictive performance improvement due to this metric? From RQ 2.1, we know that mutation metrics frequently provide benefit to all the predictive modelling algorithms and for all the programs studied. However, Table 7 simply considered the frequency with which a metric was used; this says nothing about the size of the effect, to which we now turn. Table 8 shows the effect size of the top ten (out of 79) metrics in terms of their 'local' contribution to the performance of the algorithm. This effect size is 'local' in the sense that we measure the effect on the MCC performance assessment, only when the particular metric concerned is used.
Since MCC values lie between minus one and one, any improvement above 0.1 can be considered to be large and anything above 0.2 to be very large. For example, an improvement above 0.2 would be larger than the improvement Naïve Bayes that could be gained by any of the four algorithms on any of three systems studied, using the traditional source code metrics. As Table 8 reveals, when a mutation metric is used, its effect on the performance of the predictive model that uses it can be extremely large. In all but 1 of the 12 experiments, the effect size of at least one mutation metric is above 0.1. These results suggest that where a mutation metric is used, its effect on the performance of a predictive model is large. However, these results cover only the local effect size, so we now study the global effect sizes in RQ2.3. RQ2.3: For each mutation metric used on any occasion by a predictive modelling technique, what is the overall contribution of the metric to performance improvement? Table 9 shows the effect size of the top ten (out of 79) metrics in terms of their 'global' contribution to an algorithms performance. This effect size is 'global' in the sense that we measure the effect on the MCC performance, across every use of the metric, counting its effect as 0.0 for all folds that fail to use it. As can be seen from the table, mutation metrics have a high global effect size in many cases. In 9 out of the 12 experiments, more than half of the top 10 global effect size metrics are mutation metrics. For the Apache system, there is a mutation metric that has a large effect size (≥ 0.2) for all four algorithms studied. For the other two systems, the effect sizes are lower for the mutation metrics, but they are also lower for all metrics overall, indicating that, for these systems, there is seldom a single metric that can have a big impact on its own. Figures 1 and 2 , which we used to answer RQ1. Each figure also reports results for the separate effect on predictive model performance of static and dynamic mutation metrics. The box plots labelled 'S' give the MCC values ( Figure 1 ) and precision and recall values (Figure 2 ) for predictive models that use source code metrics and static mutation metrics. The box plots labelled 'D' give MCC values and precision and recall values for predictive models that use source code metrics and dynamic mutation metrics. As can be seen from the figures, neither of the MCC values, nor the precision and recall values are noticeably improved for either S or D. Indeed, if anything, these box plots tend to suggest that either S or D on their own are unhelpful to predictive modelling performance. Nevertheless, when combined, the box plots labelled 'A' (All), indicate significant potential benefit as observed in answer to RQ1.
The results of the inferential statistical analysis of the performance improvement due to static (Table 10a ) and dynamic (Table 10b ) mutation metrics confirm this finding. Table 10a reports the reduction (S-C) in the median MCC value when source code metrics (C) alone are used, rather than source code metrics augmented by static mutation metrics (S). Where this difference is negative, it means that static mutation metrics alone reduce the performance of the predictive model, and where it is positive, static mutation metrics alone improve performance. Similarly for Table 10b, except that this table concerns dynamic mutation metrics (D) alone. As can be seen, the beneficial effect of mutation metrics, in general, is lost when only static or only dynamic mutation metrics are used. This suggests that both static and dynamic mutation metrics are needed, and that their benefit comes from an interaction between the two. Static mutation metrics measure the number of simulated faults that a program may contain, while dynamic mutation metrics reflect the ability of the existing test suite to detect these simulated faults. In order to improve the performance of a predictive model, it seems intuitive that information will be needed on both the kind of faults the program may contain, and the ability of the test suite to detect them. The results for RQ3 support this observation; while static and dynamic mutation metrics alone are unhelpful, they are highly beneficial when combined.
THREATS TO VALIDITY
Our empirical study can be biased by three types of validity threats: construct validity, related to the agreement between a theoretical concept and a specific measuring device or procedure; conclusion validity, related to the ability to draw statistically correct conclusions; external validity, related to the ability to generalise the achieved results.
In order to satisfy construct validity a study has "to establish correct operational measures for the concepts being studied" [39] . Thus, the choice of the measures and how to collect them are crucial. We mitigated such a threat by using fault data that has been carefully collected (see Section 4.2) and used in previous empirical studies [23] . The source code metrics have been collected using JHawk [74] , a robust tool for collecting these kind of metrics in Java systems [46] . To collect the mutation information we used the PITtest [14] tool since we want to perform our analysis on large subjects and it is the most scalable mutation testing tool. Since the results indicate that mutation can be helpful, they provide a lower bound on the performance of mutation testing, but further experimentation with different sets of mutation operators would be advisable; the lower bound can only be raised, because any mutation operators found to be universally unhelpful can simply be discarded for approaches to mutation-aware fault prediction.
In relation to conclusion validity, we carefully calculated the employed performance measures and applied statistical tests, verifying all the required assumptions.
The external validity of our study can be biased by the subjects we considered. Despite using both open source and industrial projects, we cannot claim that the conclusions reported apply to other software. The only way to mitigate this threat is to replicate the present study on other datasets. Moreover our analysis was performed on data belonging to the same software version, thus it is possible that these results might be valid only for the current version. To mitigate this threat we plan to investigate in our future work mutation based metrics both for next-releases [25] and cross-project fault predictions [48, 63] .
RELATED WORK
Fault prediction is an active research field within Software Engineering. In 1971 Akiyama [2] proposed the earliest fault predictive model based on Lines of Code (LOC) for a software system developed at Fujitsu, estimating that a 1KLOC module was expected to contain approximatively 23 faults. Since then many predictive models and metrics have been investigated. Some recent literature reviews are available on both fault prediction models and metrics [4, 22, 66] . For the sake of space in the following we focus on work that investigated and compared the use of different sets of metrics as independent variables to build predictive models.
Besides LOC, other source code metrics (e.g., CK metrics [13] ) and complexity metrics (e.g., Halsted metrics [24] , McCabe's cyclomatic complexity [47] , entropy metrics [28] ) have been widely used and yield reasonable fault prediction performance [36, 49] . All these metrics are based on software code, however other metrics can be obtained from different software artefacts. Ohlsson and Alberg reported on an empirical study carried out at Ericsson where metrics derived automatically from design documents were used to predict fault-prone modules [60] . Process metrics (e.g., number of commits, number of files changed, lines added/deleted) can be collected from versioning systems and have been shown to be effective in improving the accuracy of predictive models (see e.g., [31, 37, 52, 54, 58, 67] ). Nagappan et al. [55] proposed a metric scheme to quantify organisational complexity, in relation to the product development process and investigated the merits of these metrics in building fault prediction models. The investigation carried out on data collected from Windows Vista revealed that organisational metrics were statistically significant predictors of failure-proneness, and the precision and recall measures for identifying failureprone binaries, using the organisational metrics, was significantly higher than using traditional metrics like churn, complexity, coverage, dependencies, and pre-release bug measures. Caglayan et al. [10] recently replicated the study of Nagappan et al. [55] on different large scale enterprise software. The results revealed that models based on organiza-tional metrics performed better than models based on churn metrics but were outperformed by pre-release metric models. Thus, they concluded that the performance of different metric sets in building fault prediction models depends on the project's characteristics and the targeted prediction level. Recently the use of metrics based on technical dependencies among software modules and social information about developers' behaviour and interactions has also been investigated since these aspects may affect software quality [6, 7, 78, 64, 79, 41] . Static test code metrics can be also captured by computing the same set of static code metrics that have been previously described from the source code of test cases. Nagappan [53] introduced a test metric suite called Software Testing and Reliability Early Warning metric suite (STREW) for estimating software quality. Further studies conducted by Nagappan et al. [56, 57] indicated that the STREW for Java metric suite can effectively predict software quality. Successively, Liljeson and Mohlin [43] assessed the effectiveness of the STREW suite in predicting faults contained in a large industrial software project developed by Ericsson. Their results showed that the combination of source code metrics and test metrics do not outperform using only source code metrics.
To the best of our knowledge only one study has been carried out to relate test executions during development with fault likelihood [30] . In his work, Herzig investigated whether metrics based on test failure bursts can be used to build pre-and post-release faults prediction models [30] . The results showed that test metrics collected during Windows 8 development outperform pre-release fault counts when predicting post-release faults. There has been previous work that used mutation testing in fault localisation [51] [75] and various metrics (including test-based metrics) have been used to predict mutation scores [33] . These studies are the closest related previous work to the mutation-aware fault prediction approach introduced in the present paper. However, despite much work on different proposed metrics for fault prediction, the present paper is the first to use mutation metrics for fault prediction and to use fault prediction information related to the testing phase (i.e., mutation coverage and scores). The positive results we have found for this mutation-aware approach to predictive modelling are encouraging (both for related and for future work), suggesting that other such metrics may profitably be explored and could further improve the performance of fault prediction.
CONCLUSIONS, IMPLICATIONS & FU-TURE WORK
We find that mutation-aware fault prediction can outperform traditional fault prediction, for a range of predictive modelling machine learning algorithms. Naturally, the effects vary, from system to system and from algorithm to algorithm, with different subsets of mutants contributing to the overall improvement. Nevertheless, in all cases, mutation metrics feature highly in the top 10 most influential metrics across all systems and algorithms, providing consistent evidence that mutation awareness is beneficial to predictive modelling performance. Our results also indicate that the best performance is obtained using a combination of both static and dynamic mutation metrics.
Naturally, we believe the primary implication of our findings lies in the potential benefit for fault prediction. However, we also believe that mutation-aware fault prediction could be valuable for mutation testing too: one critical problem for mutation testing lies in the selecting of a suitable set of mutation operators [8, 27, 59] . Since mutation awareness benefits fault prediction, the most desirable mutation operator set, m, for a given system under test, s, would include those that tend to improve fault prediction for s. That is, the set m will be the most closely coupled to (detectable) real faults in s, by virtue of m's ability to predict the subsequent detection of real faults in s. This could allow us to tailor mutation operator selection to the likely detectable faults in the program under test. In this way our findings may have actionable implications for both mutation testing and for fault prediction. We hope that mutation-aware fault prediction will stimulate the creation of a symbiotic relationship between the two fields of study.
Finally, since we find that different systems benefit from different subsets of mutation metrics (and, indeed, different sets of source code metrics more generally), and that test awareness is important for best results, future work might consider other sets of mutants, mutation-aware metrics, and traditional metrics. Future work may also investigate other predictive modelling approaches and software systems to widen the generalisability of the results presented here.
