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Abstract
Univariate polynomial root-finding has been studied for four millen-
nia and still remains the subject of intensive research. Hundreds if not
thousands of efficient algorithms for this task have been proposed and an-
alyzed. Two nearly optimal solution algorithms have been devised in 1995
and 2016, based on recursive factorization of a polynomial and subdivi-
sion iterations, respectively, but both of them are superseded in practice
by Ehrlich’s functional iterations. By combining factorization techniques
with Ehrlich’s and subdivision iterations we devise a variety of new root-
finders. They match or supersede the known algorithms in terms of their
estimated complexity for root-finding on the complex plain, in a disc, and
in a line segment and promise to be practically competitive.
Key Words: Polynomial root-finding; Polynomial factorization; Functional
iterations; Subdivision; Real roots
2000 Math. Subject Classification: 65H05, 26C10, 30C15
1 Introducton
1. The problem and three known efficient algorithms. Univariate poly-
nomial root-finding has been the central problem of mathematics since Sumerian
times (see [B40], [B68], [P97], [P98]) and still remains the subject of intensive
research due to applications to signal processing, control, financial mathematics,
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geometric modeling, and computer algebra (see the books [M07], [MP13], a sur-
vey [EPT14], the recent papers [PT13/16], [SM16], [BSSXY16], [JS17], [PZ17],
[P17b], [BSSY18], [IPY18], and the bibliography therein).
Hundreds if not thousands of efficient polynomial root-finders have been
proposed. The algorithm of [P95] and [P02], extending the previous progress
in [DL67], [S82], [NR94], first computes numerical factorization of a polynomial
into the product of its linear factors and then approximates the roots; it solves
both tasks in nearly optimal Boolean time – almost as fast as one can access
input coefficients with the precision required for these tasks.1
Since 2000 the root-finder of the user’s choice has been the package MPSolve,
implementing Ehrlich’s iterations of [E67], also known from their rediscovery
by Aberth in 1973. In 2016 a distinct nearly optimal polynomial root-finder
appeared in [BSSXY16], [BSSY18], based on subdivision iterations. That al-
gorithm promises to compete with MPSolve for root-finding in a disc on the
complex plain [IPY18], but less likely for the approximation of all roots.
2. New hybrid algorithms. [P95] and [P02] factorize a polynomial by
recursively splitting it into the product of two factors of comparable degrees.
This advanced recursive construction turned out to be hard to implement, but
its basic deflation algorithm developed by Scho¨nhage in [S82] and traced back to
Delves and Lynesss [DL67] seems to be more suitable. Presently our goal is to
devise hybrid algorithms by incorporating deflation into two root-finders based
on Ehrlich’s and subdivision iterations. Our hybrid polynomial root-finders are
also nearly optimal and are potentially the user’s choice. Their implementation,
testing and refinement are major challenges.
3. Some extensions. Our hybrid algorithms can be readily extended to
various functional iterations such as Newton’s and Weierstrass’s that approxi-
mate all roots of a polynomial, but we also extend these hybrid algorithms to
nearly optimal root-finding in a disc and line interval. In both cases non-costly
removal of the impact of external roots by means of deflation promises substan-
tial advantage over customary solution of these tasks of local root-finding by
means of application of MPSolve and subdivision to the original polynomial of
higher degree. Devising practical and nearly optimal factorization algorithms,
however, is still a research challenge because Ehrlich’s and subdivision iterations
are slower by at least a factor of d than [P95] and [P02] for that task.
4. Variations of deflation. With Ehrlich’s iterations we can combine the
deflation algorithms of [S82], but also two simpler algorithms (see Section 4.3).
One of them only involves shift and scaling of the variable and the forward and
inverse FFTs and allows us to represent an input polynomial with black box for
its evaluation rather than with coefficients. In [P16] and [IPY19] we alterna-
tively combine Ehrlich’s iterations with implicit deflation, preserving sparseness
1Required precision and Boolean time are smaller by a factor of d, the degree of the input
polynomial, at the stage of numerical polynomial factorization, which has various important
applications to modern computations, besides root-finding, e.g., to time series analysis, Wiener
filtering, noise variance estimation, co-variance matrix computation, and the study of multi-
channel systems (see Wilson [W69], Box and Jenkins [BJ76], Barnett [B83], Demeure and
Mullis [DM89] and [DM90], Van Dooren [VD94]).
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of an input and avoiding the coefficient growth.
In our hybrid algorithms with subdivision iterations we incorportate the de-
flation algorithm of [S82], which is highly efficient and relatively simple but has
been too little (if at all) used by researchers since [P02]. It has been hidden in
the long paper [S82], which proposed a realm of intricate and advanced tech-
niques for the theoretical estimation of asymptotic Boolean complexity where
extremely accurate polynomial factorization is required.
5. Organization of the paper. This motivated us to devote Part I of
the Appendix to concise exposition of this algorithm. We devote Part II of
the Appendix to another concise exposition, this time of [S82, Sections 10 –
12] and the long paper [K98] by Kirrinnis (67 pages), which shares its focus
on estimation of the theoretical Boolean complexity with [S82]. Otherwise we
organize our paper as follows. We state four variations of the main root-finding
problem in Section 2, cover lower bounds on their Boolean complexity in Section
3, and cover our hybrids of deflation with functional iterations in Section 4 and
with subdivision in Section 6. In Section 7 we devise a new nearly optimal
polynomial root-finder on a line segment. In Section 5 we cover deflation of a
factor with root set in a fixed disc, which we use in Sections 6 and 7. In Part
III of the Appendix we cover some auxiliary and complementary algorithms
and techniques for polynomial root-finding, in particular (in Appendix G) a
simplified deflation of a small and strongly isolated cluster of roots by means of
shifting the origin into the cluster.
2 Four fundamental computational problems
Problem 1. Univariate Polynomial Root-finding. Given a positive b and the
coefficients p0, p1, . . . , pd of a univariate polynomial p(x),
p(x) =
d∑
i=0
pix
i = pd
d∏
j=1
(x− xj), pd 6= 0. (1)
approximate all d roots2 x1, . . . , xd within the error bound 1/2
b provided that
maxdj=0 |xj | ≤ 1. We can ensure the latter customary assumption at a dominated
computational cost by first approximating the root radius r1 = max
d
j=1 |xj | and
then scaling the variable x (cf., e.g., [P97]).
Before proceeding any further we recall some Basic Definitions.
• Hereafter we freely denote polynomials p(x), t(x) = ∑i tixi, u(x) =∑
i uix
i etc. by p, t, u etc. unless this can cause confusion.
• We use the norm |u| =∑i |ui| for u =∑i uixi.
• du := deg(u) denotes the degree of a polynomial u; in particular dp = d.
2We count m times a root of multiplicity m.
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• ǫ-cluster of roots of p is a root set lying in a disc of radius ǫ; in particular
a 0-cluster of m roots of p is its root of multiplicity m.
Problem 2. Approximate Factorization of a Polynomial. Given a positive
b′ and the coefficients p0, p1, . . . , pd of a polynomial p = p(x) of (1), compute 2d
complex numbers uj , vj for j = 1, . . . , d such that
|p−
d∏
j=1
(ujx− vj)| ≤ 2−b
′ |p|. (2)
Problem 3. Polynomial root-finding in a disc. This is Problem 1 restricted
to root-finding in a disc on the complex plain for a polynomial p that has no
roots lying outside the disc but close to it.
Problem 4. Polynomial root-finding in a line segment. This is Problem 1
restricted to root-finding in a line segment for a polynomial p that has no roots
lying outside the segment but close to it.
The concept “close” is quantified in Definition 7 in the case of Problem 3
and is extended to Problem 4 via its reduction to Problem 3 in Section 7.
Remark 1. It is not easy to optimize working precision for the solution of
Problems 1 – 4 a priori, but we nearly optimize it by action, that is, by applying
the solution algorithms with recursively doubled or halved precision and moni-
toring the results (see Section 4.2 and Remark 12 and recall similar policies in
[BF00], [BR14], [PT13/16], [BSSY18]).
Remark 2. It is customary to reduce Problems 3 and 4 to root-finding in the
unit disc D(0, 1)
D(0, 1) := {x : |x| < 1}
and unit segment
S[−1, 1] := {x : − 1 ≤ x ≤ 1}
by means of shifting and scaling the variable. Then the working precision and
Boolean cost grows, and so does the overall Boolean complexity, but within the
nearly optimal bound.
3 Boolean complexity: lower estimates and
nearly optimal upper bounds
Proposition 3. The solution of Problem 2 involves at least db′ bits of memory
and at least as many Boolean (bit-wise) operations.
Proof. The solution of Problem 2 is given by the 2d coefficients uj and vj of the
d linear factors ujx− vj of p for j = 1, . . . , d. Let uj = 1 and 1/2 < |vj | < 1 for
all j. Then each vj must be represented with b
′ bits and hence all vj with db
′
bits in order to satisfy (2). A Boolean operation outputs a single bit, and so we
need at least db′ operations in order to output db′ bits.
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Next we bound from below the Boolean complexity of Problems 1, 3 and 4.
Lemma 4. Let p(x) = (x − x1)mf(x) for a polynomial f(x) and a positive
integer m. Fix a positive b. Then the polynomial pj(x) = p(x) + 2
(j−m)b(x −
x1)
jf(x) has m − j roots x1 + ωim−j2−b for i = 0, . . . ,m − j − 1 and ωm−j =
exp(2πi/(m−j)) denoting a primitive (m−j)th root of unity, such that ωm−jm−j =
1, ωim−j 6= 1 for 0 < i < m− j.
Proof. Observe that pj(x) = ((x−x1)m−j +2(j−m)b)(x−x1)jf(x) and consider
the roots of the factor (x− x1)m−j + 2(j−m)b.
Corollary 3.1. Under the assumption of Lemma 4 write f := ⌈log2 |f |⌉ and
g :=
∑m−1
j=1 ⌈log2 |gj |⌉. Then one must process at least
Bp =
(
d−m+ 1 + m− 1
2
)
mb− f − g (3)
bits of the coefficients of p and must perform at least Bp/2 Boolean operations
in order to approximate the m-multiple root x1 of p within 1/2
b.
Proof. By virtue of Lemma 4 the perturbation of the coefficients p0,. . . ,pd−m
of p(x) by |f |/2mb turns the (m− j)-multiple root x1 of the factor (x− x1)m−j
of p(x) into m − j simple roots pj(x), all lying at the distance 1/2b from x1.
Therefore one must access at least (d − m + 1)mb − f bits of the coefficients
p0, . . . , pd−m of p in order to approximate the root x1 within 1/2
b.
Now represent the same polynomial p(x) as (x−x1)m−jgj(x) for gj(x) = (x−
x1)
jf(x) and j = 1, . . . ,m−1. Apply Lemma 4 for m replaced by m− j and for
f(x) replaced by gj(x) and deduce that a perturbation of the coefficient pd−m+j
of p by |gj |/2(m−j)b turns the j-multiple root x1 of gj(x) = (x− x1)jf(x) into j
simple roots, all lying at the distance 1/2b from x1. Therefore one must access at
least
∑m−1
j=1 ((m−j)b−g = m−12 mb−g bits of the coefficients pd−m+1, . . . , pd−1 in
order to approximate the root x1 within 1/2
b. Sum the bounds (d−m+1)mb−f
and m−12 mb − g and arrive at the bound (3) on the overall number Bp bits; at
least Bp/2 Boolean operations must be used in order to access these bits – at
least one operation per each pair of bits.
Let us specify bound (3) in two cases.
(i) If m = d, f(x) = 1, and |x1| ≤ 0.5/d, then f = 0, |gj | ≤ 2 for all j,
g ≤ d− 1, and
Bp ≥ (d+ 1)db/2− d+ 1. (4)
(ii) If x1 is a simple root, well-isolated from the other roots of p, then sub-
stitute m = 1 and g = 0 into equation (3), thus turning it into Bp = db − f for
f(x) = p(x)/(x − x1) such that |f | ≤ d|p|. This implies that
Bp ≥ (b− |p|)d.
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Remark 5. Corollary 3.1 defines lower bounds on the Boolean complexity of
Problems 1, 3, and 4 as long as an input polynomial p has an m-multiple root
in the complex plain, a disc, and a segment, respectively. One can extend all
these bounds to the case where a polynomial has an ǫ-cluster of m roots for a
sufficiently small positive ǫ rather than an m-multiple root.
The algorithm of [P95] and [P02] solves Problem 2 by using O˜(db′) bits
and Boolean operations.3 This Boolean cost bound is within a poly-logarithmic
factor from the information-theoretic lower bound db′ of Proposition 3. Theorem
22 extends this solution to the solution of Problems 1, 3 and 4 at a Boolean cost
in O˜(d2b), which is also nearly optimal by virtue of (4).
4 Ehrlich’s iterations and deflation
4.1 Ehrlich’s iterations and their super-linear convergence
The papers [BF00] and [BR14] present two distinct versions of MPSolve based
on two distinct implementations of Ehrlich’s functional iterations.
[BF00] applies original Ehrlich’s iterations by updating current approxima-
tions zi to all or selected roots xi as follows:
zi ← zi − Ep,i(zi), i = 1, . . . , d, (5)
Ep,i(x) = 0 if p(x) = 0;
1
Ep,i(x)
=
1
Np(x)
−
d∑
j=1,j 6=i
1
x− zj otherwise, (6)
Np(x) = p(x)/p
′(x). (7)
[BR14] modifies these iterations by replacing polynomial equation p(x) = 0
by an equivalent rational secular equation4
S(x) :=
d∑
j=1
vj
x− zj − 1 = 0 (8)
where zj ≈ xj and vj = p(zj)l(x)x−zj for l(x) =
∏d
j=1(x− zj) and j = 1, . . . , d.
Cubic convergence of these iterations simultaneously to all roots of a poly-
nomial has been proved locally, near the roots, but under some standard choices
of initial approximations global super-linear convergence to all roots, right from
the start, has been consistently observed in all decade-long applications of the
iterations worldwide. Super-linear convergence implies that for any root of p ap-
proximation error bound decreases from 2−b0 for a fixed b0 to 2
−b in O(log(b/b0))
iterations, provided that the precision of the computations is sufficiently high
in order to support such a fast convergence.
3Here and hereafter we write O˜(s) for O(s) defined up to a poly-logarithmic factor in s
(see Appendix C.3 and Corollary D.1 for refined bounds).
4The paper [BR14] elaborates upon expression of Ehrlich’s iterations via secular equation,
shows significant numerical benefits of root-finding by using this expression, and traces the
previous study of this approach back to [BGP04].
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4.2 Precision management
Precision supporting convergence to a root is defined by its condition number,
not known a priori (see relevant definitions and estimates in [BF00] and [BR14]),
and MPSolve adopts the following policy: at first apply Ehrlich’s iterations
with a fixed low precision (e.g., the IEEE double precision of 53 bits) and then
recursively double it until all roots are approximated within a selected error
tolerance. More precisely MPSolve updates approximations only until they
come close enough to a root according to a fixed stopping criterion, verified at a
low computational cost. We call such roots tame. Typically the well-conditioned
roots are tamed sooner than the ill-conditioned ones. MPSolve applies Ehrlich’s
iterations with recursive doubling of the working precision to the remaining
roots, which we call wild. When a root is tamed this precision is optimal up to
at most a factor of two. By virtue of Theorem 22 one can approximate all roots
of p by using working precision of O(db) bits, and so at most O(log(db)) steps
of doubling precision are sufficient. This natural policy has been proposed and
elaborated upon in [BF00] and [BR14], greatly improving the efficiency of the
previous implementations of functional iterations for polynomial root-finding.
4.3 Ehrlich’s iterations with deflation
Consider the stage where MPsolve seeks w wild roots x1, . . . , xw of p by
performing ITERp Ehrlich’s iterations with a working precision b¯. This in-
volves O(dw ITERp) arithmetic operations performed at the Boolean cost
O(dwµ(b¯) ITERp).
We propose a modification where we first (a) deflate p by computing its
factor f(x) =
∏w
j=1(x − xj) and then (b) apply to this factor ITERp Ehrlich’s
iterations, at both stages (a) and (b) using the same working precision b¯.
At stage (b) the Boolean cost bound O(dwµ(b¯)) decreases by a factor of d/w
at the price of adding the cost of deflation at stage (a).5
Each of the three algorithms of the next subsection performs deflation at
a Boolean cost in O(dwµ(b¯)), favorably compared to the above cost bound
O(dwµ(b¯) ITERp). This comparison suggests that using deflation is competitive
in terms of the Boolean cost and becomes more favorable as ITERp grows.
Subsequent Ehrlich’s iterations may in turn tame part of the roots of the
polynomial f(x), and then we can deflate f(x). We can do this recursively,
computing a sequence of factors fi(x) for i = 1, 2, . . . , t where f1 = f and fi+1
is a smaller degree factor of fi for all i.
6 The algorithm would stay nearly
optimal overall if we perform deflation poly-logarithmic number of times t, e.g.,
if we delay deflation of the current factor until deg(fi+1) ≤ β deg(fi) for all i.
5Notice additional benefits of potential decrease of the maximal distance between a pair of
roots and of the number and sizes of root clusters in the transition from p to the polynomial
f(x) of smaller degree w.
6The estimates of Appendices C.2 and D for the working precision in this recursive process
would enable us to ensure the bound 1/2b on the errors of the output approximations to the
roots of p.
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In the following example computational cost becomes too high if we perform
deflation d− 1 times but stays nearly optimal if we properly delay deflation.
Example 6. Let p =
∏d
j=1(x− 1+ 1/2j) for a large integer d. In this case the
roots 1− 1/2j are stronger isolated and better conditioned for smaller j, and so
Ehrlich’s iterations may peel out one such root of p at a time. Then we would
d− 1 times approximate polynomials of the form pi := fi(x)
∏i
j=1(x− 1+1/2j)
for some polynomials fi(x), i = 1, . . . , d− 1. For each i the polynomial fi(x) is
a factor of p of degree d− i sharing a cluster of at least d− i roots with p, and
so approximation of such a factor involves at least b′id/2 bits and at least b
′
id/4
Boolean operations. Now consider just the polynomials fi for i = 1, . . . , ⌊d/2⌋.
Each of them shares a cluster of at least d/2 roots with the polynomial p, and
so we must choose b′i ≥ bd/2 (see Corollary 3.1). Hence approximation of all
these factors requires at least order of bd3 bits and Boolean operations, but we
can decrease this large bound to nearly optimal level if we skip deflation at the
ith step unless deg(fi(x))/ deg(fi+1(x)) ≥ γ for a fixed γ > 1, e.g., γ = 2.
4.4 Deflation algorithms for Ehrlich’s iterations
Recipe 1. Fix ρ ≥ 2maxwj=1 |xj | and an integer q such that 2q−1 ≤ w < 2q,
write zj = ρ exp(2πi/2
q) for j = 0, 1, . . . , 2q − 1, and compute (i) p(zj) for all j,
(ii) f(zj) = p(zj)−
∏d
g=w+1(zj − xg) for all j, and (iii) the coefficients of f(x).
Besides scaling the variable x, we perform (d − w)2q arithmetic operations
at stage (ii), ⌈d/w⌉ FFTs on 2q points at stage (i), and a single inverse FFT on
2q points; overall we need O(dwµ(b¯)) Boolean operations [K98], [PT17]. This
cost bound can be verified for the following two recipes as well.
Recipe 2. Compute at first the values of the polynomial f(x) at scaled
roots of unity (as in Recipe 1), then the power sums of its roots, and finally its
coefficients, by applying the algorithms of Appendices A and B.
Recipe 3 [Sa]. Compute the power sums of the roots of p by applying
Newton’s identities (cf. (16)). Then by subtracting the powers of all tame roots
compute the power sums of the roots of the polynomial f(x). Finally recover
its coefficients by applying Newton’s identities.
Recipe 3 involves the coefficients of p, while Recipes 1 and 2 as well as
Ehrlich’s, Weierstrass’s and Newton’s iterations can be applied to a polynomial
p given just by a subroutine for its evaluation, which is an advantage when, say,
the polynomial is presented in a compressed form or in Bernstein basis.
4.5 Extension to other functional iterations
The recipes of doubling the working precision and consequently of partitioning
the roots into tame and wild ones and our recipes for deflation and its anal-
ysis can be extended to Weierstrass’s [W03], Werner’s [W82], Farmer-Loizou
[FL75], [FL77], various other functional iterations for simultaneous approxima-
tion of all roots of p [M07, Chapter 4], and Newton’s iterations applied to the
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approximation of all roots of p. E.g., Schleicher and Stoll in [SS17] apply New-
ton’s iterations to approximation of all roots of a polynomial of degree d = 217
and arrive at w ≈ d/1000 wild roots.
4.6 Boolean complexity of Problems 1 – 4 with and with-
out MPSolve
Let us compare Boolean complexity of the solution of Problems 1 – 4 by using
MPSolve versus the algorithms of [P95], [P02], [BSSXY16], and [BSSY18].
Empirically Ehrlich’s iterations in MPSolve have simpler structure and
smaller overhead in comparison with the algorithms of the latter papers, but
unlike them have only empirical support for being nearly optimal. Moreover
super-linear convergence of Ehrlich’s iterations has only been observed for si-
multaneous approximation of all roots, and so these iterations solve Problems 3
and 4 of root-finding in a disc and on a line interval about as fast and as slow as
Problem 1 of root-finding on the complex plain, while the nearly optimal cost
of root-finding by the algorithms of [P95], [P02], [BSSXY16], and [BSSY18] de-
creases at least proportionally to the number of roots in the input domain. As
we have already said in the introduction, MPSolve, [BSSXY16] and [BSSY18]
can solve Problem 2 of factorization of p within the same Boolean cost bound
as Problem 1, whereas the algorithm of [P95] and [P02] solves Problem 2 faster
by a factor of d, reaching a nearly optimal Boolean cost bound.
5 Approximation of a factor of a polynomial
In Section 4.4 we approximated a factor f(x) by first computing its values on a
fixed circle or the power sums of its roots. These computations were inexpensive
in applications to Ehrlich’s iterations and were readily combined with them. In
applications to subdivision iterations and to root-finding in the line interval the
power sum techniques also work but require more elaboration, which we begin
in this section, complete in Appendices A – G, and apply in Sections 6 and 7.
5.1 Isolation of a domain and its boundary
The following definition covers quite general class of domains on the complex
plain, although in this paper we only apply it to the unit disc D(0, 1).
Definition 7. Isolation of a domain and its boundary. Let a domain D on the
complex plain allow its dilation from a fixed center. Then this domain has an
isolation ratio at least θ and is θ-isolated for a polynomial p and real θ > 1 if the
root set of p in the domain D is invariant in the θ-dilation of D. The boundary
of such a domain D has an isolation ratio at least θ and is θ-isolated if the root
set of p in D stays invariant in both θ- and 1/θ-dilation of the domain.
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5.2 Approximation of a factor with root set in an isolated
disc
Problem 5: Approximation of a factor with the root set in an isolated disc.
INPUT: a polynomial p of (1), a complex number c, a positive number r,
and θ = 1 + g/ logh(d), a positive constant g and a real constant h such that
the disc D(c, r) = {z : |z − c| < r} on the complex plain is θ-isolated.
OUTPUT: the number w of roots of p in the disc D(c, r) and a monic factor
f of p whose root set is precisely the set of the roots of p that lie in that disc.
By solving Problem 5 we can reduce Problem 3 to the special case where an
input disc is infinitely isolated, which we solved in Section 4.4.
Dual Problem 5a of the approximation of a factor p/f with root set outside
an isolated disc D is equivalent to Problem 5 of the approximation of the factor
of the reverse polynomial prev(x) := x
dp(1/x) =
∑d
i=0 pd−ix
i with root set in
D. [Notice that prev(x) = p0
∏d
j=1(x − 1/xj) if p0 6= 0.] Accordingly we can
re-use the algorithms for Problem 5 in order to solve Problem 5a.
If we are given a factor f of p, we can also solve Problem 5a by means of any
of the algorithms of [S82a, Section 3], [B84], or [PSL91], [PSL92], and [K98] for
approximate polynomial division.
Alternatively (cf. Recipe 3 in Section 4.4) we can first compute (i) the sums
of the ith powers of the roots of p and f for i = 0, 1, . . . , d − w, by applying
Newton’s identities (cf. (16) in Appendix B) or the algorithm of Appendix A,
then (ii) the sums of the ith powers of the roots of the polynomial p/f for
i = 0, 1, . . . , d − w, by subtracting the d − w + 1 power sums of the roots of
f from those of p, and finally (iii) the coefficients of p/f , by applying either
Newton’s identities or the other algorithm of Appendix B.
5.3 The complexity of the solution of Problems 3 and 5
In Appendices A and B we solve Problem 5 within the Boolean cost bound
O(d log(d)µ(b¯′)), the same as in the special case of Section 4.4.
Corollary A.2 enables extension of the solution and its complexity estimates
to the approximation of a factor of p with a root set on the θ-isolated unit
circle C(0, 1) for θ = 1 + g/ logh(d), a positive constant g and a real constant
h. At the Boolean cost bound in O(d log(d)µ(b¯′)) this reduces Problem 3 for a
polynomial p of degree d to Problem 1 for a polynomial f of a smaller degree
df . By applying MPSolve to the latter problem the user may be better off overall
than by solving Problem 3 directly by means of either MPSolve or subdivision
iterations.
6 Subdivision iterations with deflation
Subdivision iterations extend the classical bisection iterations from root-finding
on a line to polynomial root-finding in the complex plain. Under the name of
Quad-tree Construction these iterative algorithms have been studied in [HG69],
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[H74], [R87], and [P00] and extensively used in Computational Geometry. The
algorithms have been introduced by Herman Weyl in [W24] and advanced in
[HG69], [H74], [R87], and [P00]; under the name of subdivision Becker et al.
modified them in [BSSXY16] and [BSSY18].7 Let us briefly recall subdivision
algorithms for Problem 1; they are similar for Problem 3.
At the beginning of a subdivision (quad-tree) iteration all the d roots of
p are covered by at most 4d congruent suspect squares on the complex plain
that have horizontal and vertical edges, all of the same length. The iteration
outputs a similar cover of all d roots of p with a new set of at most 4d suspect
squares whose edge length is halved. Hence the centers of the suspect squares
approximate the root set with an error bound linearly converging to 0.
At every iteration suspect squares form connected components. Given s > 1
components, embed them into the minimal discs Di = D(ci, Ri), i = 1, . . . , s;
they become well-isolated from each other in O(log(d)) iterations. For i =
1, . . . , s cover the root sets of p in the discs Di by the minimal discs D
′
i =
D(c′i, R
′
i). For some i the distances |ci − c′i| may greatly exceed R′i, and then
linear convergence of subdivision iterations to roots lying in the disc D′i can be
too slow in order to support root-finding in nearly optimal Boolean time.
The algorithms of [R87], [P00], [BSSXY16] and [BSSY18] yield super-linear
convergence at those stages. [R87] and [P00] apply Newton’s iterations, whose
convergence to a disc D′i is quadratic right from the start if they begin in its
θ-dilation D(c′i, θR
′
i) and if the disc D
′
i is θ-isolated for a sufficiently large θ.
Tilli in [T98] proves that it is sufficient if θ ≥ 3d − 3, which improves the
earlier estimate θ ≥ 5d2 of [R87]. [BSSXY16] and [BSSY18] achieve super-
linear convergence to the roots by applying Pellet’s theorem for root-counting
and by extending to the complex plain the QIR iterations, originally proposed
by Abbott for a line segment.
Our alternative approach deviates from all these known algorithms at the
stages where they encounter such an isolated component. As in the known
algorithms, we either monitor this explicitly or detect by action. At that stage
(cf. Section 4.3) we approximate factor f(x) of a polynomial p having smaller
degree and then approximate its roots by applying a fixed efficient root-finder,
e.g., the subdivision iterations or MPSolve.
Namely for a disc D′i where p has fewer than d roots we let f(x) be the monic
polynomial whose root set is precisely the root set of p in D′i. If we apply the
same subdivision algorithm to f(x) rather than to p, then we approximate the
roots of f(s) at the cost that decreases by at least the factor of d/w, because
of the decrease of the degree, but possibly more than that if we get rid of some
root clusters in the transition from p to f(x). Moreover empirically we may
additionally benefit from shifting to MPSolve for root-finding for f(x) rather
than continuing subdivision iterations.
The estimates for the asymptotic Boolean cost of deflation are extended from
Section 4.3 if instead of the algorithms of Section 4.4 for the approximation of
the factor f(x) we apply those of Appendices A and B, which yield the same
7The algorithms of [BSSXY16] and [BSSY18] are quite similar to one another.
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bounds on the asymptotic Boolean cost.8
Then again we can apply deflation of p repeatedly for a number of discs D′i
and then can recursively extend it to deflation of the computed factors f(x),
together with the policy of delaying deflation in order to bound its overall cost
(cf. Example 6). Then again the estimates of Appendices C.2 and D for the
working precision in this application of deflation would enable us to ensure the
upper bound of 1/2b on the errors of the output approximation to the roots.
7 Root-finding on a line segment with deflation
The algorithms of [PT13/16], [SM16], and [KRS16] solve Problem 4 in nearly
optimal Boolean time but the earlier algorithms of [BP91/98], [BT90], and
[DJLZ97] also do this in the important case where all roots of an input polyno-
mial lie on a fixed line segment, say, on the unit segment S[−1, 1] = {x : − 1 ≤
x ≤ 1} (see Remark 2). Next we reduce Problem 4 on the unit segment S[−1, 1]
to this special case by approximating the factor f of p whose root set is just the
root set of p in the segment. By combining this reduction with the algorithms of
[BP91/98], [BT90], and [DJLZ97] we obtain new nearly optimal algorithms for
root-finding in a line segment. For implementation and testing versus [KRS16],
combinations of this algorithm with MPSolve or [DJLZ97], complemented with
the policy of recursive doubling of working precision, seem to be most promising.
First recall the two-to-one Zhukovsky function z = J(x), which maps the
unit circle C(0, 1) onto the unit segment S[−1, 1], and its one-to-two inverse:
z = J(x) :=
1
2
(
x+
1
x
)
; x = J−1(z) := z ±
√
z2 − 1 (9)
where x and z are complex variables. Now perform the following steps:
1. Compute the polynomial s(z) := xdp(x)p(1/x) of degree 2d by applying
[BP96, Algorithm 2.1], based on the evaluation of the polynomials p(x)
and xdp(1/x) at Chebyshev points and the interpolation to s(z) at roots
of unity. Recall that the set of the roots of p(x) lying in the segment
S[−1, 1] is well-isolated and observe (see Remark 9) that it is mapped in
one-to-two mapping (9) into a well-isolated set of the roots of s(z) lying
on the unit circle C(0, 1).
2. Let g(z) denote the monic factor of the polynomial s(z) with the root
set made up of the roots of s(z) lying on the unit circle C(0, 1) and such
that deg(g(z)) = deg(f). By applying the algorithm of Corollary A.2
approximate the power sums of the roots of the polynomial g(z).
8The algorithms of Appendices A and B approximate a factor f(x) at a nearly optimal
Boolean cost if the disc D′
i
is θ-isolated for isolation ratio θ = 1 + g/ logh(d), a positive
constant g and a real constant h. Such an isolation ratio is smaller than those required in
[R87], [P00], [BSSXY16] and [BSSY18] and thus can be ensured by means of performing fewer
subdivision steps.
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3. By applying one of the two algorithms of Appendix B approximate the
coefficients of g(z).
4. Compute the polynomial h(x) := x2ag(12 (x +
1
x )) of degree 4 deg(f) in
x. Its root set is made up of the roots of the polynomial p lying in the
segment S[−1, 1] and of their reciprocals; in the transition to h(x) the
multiplicity of the roots of p either grows 4-fold (for the roots 1 and −1 if
they are the roots of p ) or is doubled, for all other roots.
5. By applying the algorithm of [DJLZ97] approximate all the roots of the
polynomial h(x).
6. Among them identify and output deg(f) roots that lie in the segment
S[−1, 1]; they are precisely the roots of p(x).
Remark 8. We can simplify stage 5 by replacing the polynomial h(x) with
its half-degree square root j(x) := xaf(x)f(1/x) at stage 5, but further study
is needed to find out whether and how much this could decrease the overall
computational cost.
Remark 9. Represent complex numbers as z := u+ iv. Then Zhukovsky’s map
transforms a circle C(0, ρ) for ρ 6= 1 into the ellipse E(0, ρ) whose points (u, v)
satisfy the following equation,
u2
s2
+
v2
t2
= 1 for s =
1
2
(
ρ+
1
ρ
)
, t =
1
2
(
ρ− 1
ρ
)
.
Consequently it transforms the annulus A(0, 1/θ, θ) into the domain bounded
by the ellipses E(0, 1/θ) and E(0, θ), so the circle C(0, 1) is θ-isolated if and
only if no roots of p lie in the latter domain.
APPENDIX. PART I: DELVES-LYNNESS-SCHO¨NHAGE
FACTORIZATION AND EXTENSION TO ROOT-FINDING
A Computation of the power sums
Under the assumptions of Problem 5 define the power sums sh of the df roots
of the factor f of p:
sh =
df∑
j=1
xhj , h = 0,±1,±2, . . . , (10)
and compute their approximations s∗1, . . . , s
∗
q−1 for a positive q such that
s∗h =
1
q
q−1∑
g=0
ω(h+1)g
p′(ωg)
p(ωg)
, h = 1, 2, . . . , q − 1, (11)
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where ω = exp(2π
√−1/q) denotes a primitive qth root of unity. Hereafter let
µ(u) = O((u log(u)) denote the complexity of integer multiplication modulo a
prime of order 2u (cf. [HvdH19]).
Theorem 10. Assume that in Problem 5 the input disc D(0, 1/θ) is θ2-isolated
for θ = 1 + g
logh(d)
, a positive constant g and a real h, that is, no roots of p(x)
lie in the annulus A(0, 1/θ, θ) = {z : 1/θ ≤ |z| ≤ θ}. Then one can compute
s∗1, . . . , s
∗
q−1 with the error bound |p|/2b
′
at the Boolean cost O(q log(d))µ(b′).
Proof. For d = αq+β and two integers α and β such that α ≥ 0 and 0 ≤ β < q,
write
p(ωg) =
q−1∑
h=1
p¯hω
gh and p′(ωg) =
q−1∑
h=1
p¯′hω
gh
where p¯h =
∑⌊(d−h)/q⌋
u=0 ph+uq, p¯
′
h =
∑⌊(d−1−h)/q⌋
v=0 p
′
h+vq, and pi and p
′
i−1 = ipi,
for i ≤ d, denote the coefficients of the polynomial p(x) and its derivative
p′(x), respectively. Now compute p(ωg) and p′(ωg) for g = 0, 1, . . . , q − 1 by
applying two DFTs,9 each on q points. By applying a single DFT on q points
multiply the DFT matrix (ω(h+1)g)q−1g,h=0 by the vector
(
p(ωg)
p′(ωg)
)q−1
g=0
. Recall that
|p′(x)/p(x)| = |∑dj=1 1x−xj | ≤∑dj=1 1|x−xj| and the disc D(0, 1/θ) is θ2-isolated.
Hence
d∑
j=1
1
|x− xj | ≤
df
1− 1/θ +
d− df
θ − 1 = df +
d
θ − 1 for |x| = 1.
Combine this bound with the known estimates for the Boolean complexity of
DFT (see, e.g., [K98], [PT13/16], or [PT17, Lemma 4]).
Next recall the estimates for the approximation errors from [S82].
Theorem 11. Write
z = max
1≤j≤d
min{|xj |, 1/|xj |}. (12)
Let z 6= 0. Then
|s∗h − sh| ≤
df z
q+h + (d− df )zq−h
1− zq for h = 1, . . . , q − 1. (13)
Proof. Deduce the following expressions from Laurent’s expansion:
p′(x)
p(x)
=
d∑
j=1
1
x− xj = −
∞∑
h=1
Shx
h−1 +
∞∑
h=0
shx
−h−1 :=
∞∑
i=−∞
cix
i (14)
9Here and hereafter “DFT” is the acronym for “discrete Fourier transform.”
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for |x| = 1, sh of (10), and
Sh =
d∑
j=df+1
1
xhj
, h = 1, 2, . . . .
The leftmost equation of (14) is verified by the differentiation of the polynomial
p(x) =
∏n
j=1(x− xj).
The middle equation of (14) is implied by the following equations for |x| = 1:
1
x−xj
= 1x
∑∞
h=0
(xj
x
)h
for j ≤ df ,
1
x−xj
= − 1xj
∑∞
h=0
(
x
xj
)h
for j > df .
Equations (11) and (14) combined imply that
s∗h =
+∞∑
l=−∞
c−h−1+lq.
Moreover, (14) for i = −h − 1, h ≥ 1 implies that sh = c−h−1, while (14) for
i = h− 1, h ≥ 1 implies that Sh = −ch−1. Consequently
s∗h − sh =
∞∑
l=1
(clq−h−1 + c−lq−h−1).
We assumed in (11) that 0 < h < q − 1. It follows that c−lq−h−1 = slq+h and
clq−h−1 = −Slq−h for l = 1, 2, . . ., and we obtain
s∗h − sh =
∞∑
l=1
(slq+h − Slq−h). (15)
On the other hand |sh| ≤ dfzh, |Sh| ≤ (d − df )zh, h = 1, 2, . . ., for z of (12).
Substitute these bounds into (15) and obtain (13).
Corollary A.1. For a polynomial p of (1) and real b′ ≥ log2(d), g > 0, and
h, let the disc D(0, 1) be θ-isolated for θ = 1 + g
logh(d)
. Let {x1, . . . , xdf } be
the set of the roots of p lying in the disc D(0, 1) and let f(x) =
∏df
j=1(x − xj).
Then at a Boolean cost in O(d log(d)µ(b′)) one can approximate the power sums
s1, . . . , s2df of the roots of the polynomial f = f(x) with errors within 1/2
b′.
Proof. First assume that the disc D(0, 1/θ) is θ2-isolated. Then observe that
min{|xj |, 1/|xj |} ≤ 1/θ for all j. If θ ≥ 2 choose q = q2 := b′+2df +log2(d)+2,
combine Theorems 10 and 11 and approximate the power sums s1, . . . , s2df as
claimed. If 1 < θ < 2, choose q = 2df + q2 log2(θ) and observe that the claim is
still enforced.
Next let the disc D(0, 1) be θ2-isolated for a polynomial p(x) of (1). Then
the disc D(0, 1/θ) is θ2-isolated for the polynomial v(x) = p(θ x). Having
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approximated the hth power sum sh(v) of the roots of v(x) in the disc D(0, 1),
we recover the hth power sum sh = θ
hsh(v) of the roots of p(x) at a dominated
Boolean cost provided that the error bound is multiplied by θh. By increasing
the bound on q by 2d log2 θ decrease the output error back to 1/2
b′.
Finally observe that the isolation ratio of a disc D(0, 1) is (θ′)2 for θ′ ≥ √2 if
it is θ ≥ 2 and that it exceeds (θ′)2 for θ′ ≥ 1+ g/3
logh(d)
if it is θ = 1+ g
logh(d)
.
Remark 12. We proved that for θ = 1 + g
logh(d)
, real h and g > 0, the power
sums of the factor f are approximated within error bound 1/2b
′
at the Boolean
cost in O(d log(d)µ(b′)); this cost bound does not cover the cost of computing
θ, but we do not use θ in our computations. We just perform them by first
using a smaller number of points q and recursively double it until the algorithm
succeeds, which we verify as soon as we approximate the factor f in the next
subsection.
Corollary A.2. Corollary A.1 still holds if {x1, . . . , xdf } is the root set of a
polynomial p on the θ-isolated circle C(0, 1) rather than in the θ-isolated disc
D(0, 1) and if the task is the approximation of the power sums s1, . . . , s2df of
these roots.
Proof. By applying the argument used at the very end of the proof of Corollary
A.1 deduce that it is sufficient to prove Corollary A.2 under the assumption that
the circle C(0, 1) is θ2-isolated. Under that assumption the discs D′ = D(0, 1/θ)
and D′′ = D(0, θ) are θ-isolated.
By extending the algorithm of Corollary A.1 approximate within the error
bound 1/2b
′+1 the first 2df power sums s
′
1, . . . , s
′
2df
and s′′1 , . . . , s
′′
2df
of the roots
of p in the discs D′ and D′′, respectively. Essentially the same proof is applied,
with a slight modification for the accommodation of the increase of the numbers
of roots of p from df on the circle C(0, 1) to at most d in the discs D
′ and D′′.
Finally approximate the power sums sj = s
′′
j − s′j for j = 1, . . . , 2d′f with an
at most double error bound, that is, 1/2b
′
.
Remark 13. The integer s∗0 approximates the number s0 of roots in an input
regon (a disc or a circle); we can recover this number if |s∗0 − s0| < 1/2.
Remark 14. Expression (11) for the power sums of the roots in the disc D(0, 1)
is a special case of more general expression for the power sums sh of the roots
in a complex domain D via discretization of the contour integrals
Ih =
∫
Γ
p′(x)
p(x)
xh dx
where Γ denotes the boundary of the domain D and where sh = Ih for all h by
virtue of Cauchy’s theorem. Kirrinnis in [K00] presents a fast, although quite
involved algorithm for the approximation of such integrals at a nearly optimal
Boolean cost provided that the contour Γ is θ-isolated for a constant θ > 1.
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B From the power sums to the coefficients
Next we recall two algorithms that approximate the coefficients f0, f1, . . . , fdf−1
of a monic polynomial f(x) = xdf +
∑df−1
j=1 fjx
j within the norm bound 1/2cd
given approximations to the power sums s1, . . . , sdf of the df roots of f(x1).
Solution 1. Recovery of the factor via Newton’s identities.
Define the reverse polynomial
frev(x) = x
df f(1/x) = 1 +
df∑
i=1
fdf−ix
i
and apply Newton’s identities (16).
− ifdf−i = s2fdf−i+1 + · · ·+ sifdf−1 + si+1 for i = 1, . . . , df . (16)
This enables us to approximate the coefficients of the factor f(x) = 1 +∑df−1
i=0 f1x
i within 1/2b
′
in Boolean time O(d log(d)µ(b′)) (see [S82, page 25]).
The following algorithm of [S82, Section 13] supports the same asymptotic
Boolean cost bound but is slightly faster and more stable numerically.
Solution 2. Recovery of the factor by means of applying Newton’s iterations.
Write frev(x) = 1 + g(x) =
∏df
j=1(1− xxj) and deduce that
(ln(1 + g(x)))′ =
g′(x)
1 + g(x)
= −
df∑
j=1
xj
1− xxj = −
h∑
j=1
sjxj−1 mod x
h (17)
for h = 1, 2, . . . , df + 1.
Write gr(x) = g(x) mod x
r+1, observe that g1(x) = −s1x and g2(x) =
−s1x+ (s21 − s2)x2, and express the polynomial g2r(x) as follows:
1 + g2r(x) = (1 + gr(x))(1 + hr(x)) mod x
2r+1 (18)
where
hr(x) = hr+1x
r+1 + · · ·+ h2rx2r (19)
is an unknown polynomial. Equation (18) implies that
h′r(x)
1 + h′r(x)
= h′r(x) mod x
2r+1.
Equations (18) and (19) together imply that
ln(1 + g2r(x))
′ =
g′2r(x)
1 + g2r(x)
=
g′r(x)
1 + gr(x)
+
h′r(x)
1 + hr(x)
mod x2r .
Combine the latter identities with equation (17) for df = 2r + 1 and obtain
g′r(x)
1 + gr(x)
+ h′r(x) = −
2r∑
j=1
sjx
j−1 mod x2r . (20)
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Having the power sums s1, . . . , s2df and the coefficients of the polynomials
g1(x) and g2(x) available, recursively compute the coefficients of the polynomials
g4(x), g8(x), g16(x), . . . by using identities (18)–(20).
Namely, having the polynomial gr(x) available, compute the polynomial
1
1+gr(x)
mod x2r and its product with g′r(x). Then obtain the polynomials
h′r(x) from (20), hr(x) from (19), and g2r(x) from (18).
Notice that 11+gr(x) mod x
r = 11+g(x) mod x
r for all r and reuse the above
polynomials for computing the polynomial 11+gr(x) mod x
2r . Its coefficients
approximate the coefficients f1, . . . , fd−1 of f(x) and its reverse polynomial. As
in the case of Solution 1 we still approximate the factor f(x) within the norm
bound 1/2b
′
at the Boolean cost in O(d log(d)µ(b′)) but now with a smaller
overhead constant hidden in the O notation.
C Recusive splitting into factors
C.1 Auxiliary norm bounds
We first state two simple lemmas.
Lemma 15. It holds that |u + v| ≤ |u| + |v| and |uv| ≤ |u| |v| for any pair of
polynomials u = u(x) and v = v(x).
Lemma 16. Let u =
∑d
i=0 uix
i and |u|2 = (
∑d
i=0 |ui|2)1/2. Then |u|2 ≤ |u|.
The following lemma relates the norms of a polynomial and its factors.
Lemma 17. If p = p(x) =
∏k
j=1 fj for polynomials f1, . . . , fk and deg p ≤ d,
then
∏k
j=1 |fj| ≤ 2d|p|2 ≤ 2d|p|.
Proof. The leftmost bound was proved by Mignotte in [M74]. The rightmost
bound follows from Lemma 16.
Remark 18. [S85, Lemma 2.6] states with no proof a stronger bound as follows:∏k
j=1 |fj | ≤ 2d−1|p| under the assumptions of Lemma 17. From various factors
of the polynomial p(x) = xd − 1 such as ∏d/2j=1(x − ωjd) for even d, one can see
some limitations on strengthening this bound even further.
C.2 Errors and complexity of recursive factorization
Suppose that we recursively split a polynomial p into factors over some θ-isolated
discs until we arrive at linear factors of the form ux + v, some or all of which
can be repeated. This defines a complete approximate factorization
p ≈ p∗ = p∗(x) =
d∏
j=1
(ujx+ vj). (21)
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Next, by following [S82, Section 5], we estimate the norm of the residual poly-
nomial
∆∗ = p∗ − p. (22)
We begin with an auxiliary result.
Theorem 19. Let
∆k = |p− f1 · · · fk| ≤ kǫ|p|/d, (23)
∆ = |f1 − fg| ≤ ǫk|f1|, (24)
for some non-constant polynomials f1, . . . , fk, f and g and for
ǫk ≤ ǫ/(d2d
k∏
j=1
|fj|). (25)
Then
|∆k+1| = |p− fgf2 · · · fk| ≤ (k + 1)ǫ|p|/d. (26)
Proof. ∆k+1 = |p− f1 · · · fk + (f1 − fg)f2 · · · fk|. Apply Lemma 15 and deduce
that ∆k+1 ≤ ∆k + |(f1 − fg)f2 · · · fk| and furthermore that
|(f1 − fg)f2 · · · fk| ≤ |f1 − fg| |f2 · · · fk| = ∆|f2 · · · fk|.
Combine the latter inequalities and obtain ∆k+1 ≤ ∆k +∆|f2 · · · fk|. Combine
this bound with (23)–(25) and Lemmas 15 and 17 and obtain (26).
Write f1 := f and fk+1 = g. Then (26) turns into (23) for k replaced by
k + 1. Now compute one of the factors fj as in (24), apply Theorem 19, then
recursively continue splitting the polynomial p into factors of smaller degrees,
and finally arrive at factorization (21) with
|∆∗| ≤ ǫ|p|
for ∆∗ of (22). Let us call this computation Recursive Splitting Process provided
that it begins with k = 1 and f1 = p and ends with k = d.
Theorem 20. To support (23) for all j = 1, 2, . . . , d in the Recursive Splitting
Process for a positive ǫ ≤ 1, it is sufficient to choose ǫk in (24) satisfying
ǫk ≤ ǫ/(d22d+1) for all k. (27)
Proof. Prove bound (23) by induction on j. Clearly, the bound holds for k = 1.
It remains to deduce (26) from (23) and (27) for any k. By first applying Lemma
17 and then bound (23), obtain
k∏
i=1
|fi| ≤ 2d|
k∏
i=1
fi| ≤ 2d(1 + kǫ/d)|p|.
The latter bound cannot exceed 2d+1|p| for k ≤ d, ǫ ≤ 1. Consequently (27)
ensures (25), and then (26) follows by virtue of Theorem 19.
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Remark 21. The theorem shows that by using working precision of
b¯ ≥ b¯inf = 2d+ 1 + log2 d+ b′
bits throughout the Recursive Splitting Process we can ensure the output pre-
cision b′.
C.3 Overall cost of recursive factorization
The overall complexity of recursive is bounded by the sum of the bounds on the
complexity of all splittings into factors. In this recursive process in [P95] and
[P02] the degrees of the computed factors decreased by a factor of 12/11, and
so the overall cost was proportional to the cost of the first splitting, except that
the cost of performing the algorithms supporting the isolation of the factors
and the control over the decrease of their degrees increased the overall Boolean
cost of recursive splitting to O(µ(b′)d log(d)(log2 d+ log(b))). No increase from
the bound O(d log(d)µ(b′)), however, is required in the application of splitting
algorithms within Ehrlich’s and subdivision iterations provided that isolation
ratio θ ≥ 1 + g/ logh d is ensured in every splitting.
D From factors to roots
Theorem 22. [S85, Theorem 2.7]. Suppose that
p = pd
d∏
j=1
(x − xj), p˜ = p˜d
d∏
j=1
(x− yj), |p˜− p| ≤ ǫ|p|, ǫ ≤ 1/27d
and
|xj | ≤ 1 for j = 1, . . . , d′ ≤ d, |xj | ≥ 1 for j = d′ + 1, . . . , d.
Then up to reordering the roots of p it holds that
|yj − xj | < 9ǫ1/d for j = 1, . . . , d′; |1/yj − 1/xj| < 9ǫ1/d for j = d′ + 1, . . . , d.
By virtue of Theorem 22 for b′ = O(bd) we can bound the Boolean complexity
of the solution of Problem 1 by increasing the estimate for the complexity of
factorization in Section C.3 by a factor of d.
Corollary D.1. Boolean complexity of the solution of Problem 1. Given a poly-
nomial p of degree d and a positive b, one can approximate all roots of that poly-
nomial within the error bound 1/2b at a Boolean cost inO(µ(b′)d2 log(d)(log2 d+
log(b))) = O˜(bd2).
By combining this study with [S82, Section 20] we estimate Boolean com-
plexity of the following problem.
Problem 6. Polynomial root isolation. Given a polynomial p of (1) that
has integer coefficients and only simple roots, compute d disjoint discs on the
complex plain, each containing exactly one root of p.
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Corollary D.2. Boolean complexity of polynomial root isolation. Suppose that
a polynomial p of (1) has integer coefficients and has only simple roots. Let
σp denotes its root separation, that is, the minimal distance between a pair of
its roots. Write ǫ := 0.4σp and b
′ := log2(1/ǫ). Let ǫ < 1 and let m = mp,ǫ
denote the maximal number of the roots of the polynomial p(x) in ǫ-clusters of
its roots. Then Root Isolation Problem 6 for p can be solved in Boolean time
O˜(bdm) for b = b′/m.
APPENDIX. PART II: NEWTON’S REFINEMENT OF
SPLITTING A POLYNOMIAL INTO FACTORS
E Refinement of splitting into two factors
E.1 Refinement algorithm for two factors
The algorithms of Part I compute accurate approximate splitting of a poly-
nomial p into the product of two factors at a nearly optimal Boolean cost
O(d log(d)µ(b′)). It increases proportionally to µ(b′) as b′ grows, but for large
b′ one can save a factor of log(d) by applying Kronecker’s map for multipli-
cation of polynomials with integer coefficients (see [FP74], [P84, Section 40]).
This application motivated Scho¨nhage in [S82, Sections 10 – 12] to devise effi-
cient algorithms for Newton’s refinement of splitting a polynomial into factors,
which enabled super-linear decrease of the error of splitting and equivalently
super-linear increase of b′. Consequently he decreased the overall Boolean cost
of highly accurate splitting, for large b′, to O(dµ(b′)). It is not clear whether
this decrease has any practical promise, but the result is interesting for the the-
ory, and the algorithms seem to be of independent interest. Next we outline
Scho¨nhage’s algorithms and estimates.
Given the coefficients of a polynomial p and its approximate splitting into
the product of two polynomials f1,0 and f2,0,
p ≈ f1,0f2,0, (28)
we update this initial splitting as follows:
p ≈ f1,1f2,1, f1,1 = f1,0 + h1,0 f2,1 = f2,0 + h2,0, (29)
where the polynomials h1,0 and h2,0 satisfy
p− f1,0f2,0 = f1,0h2,0 + h1,0f2,0, deg(hi,0) < deg(fi,0) for i = 1, 2. (30)
This is Newton’s iteration. Indeed substitute (29) into exact splitting p =
f1,1f2,1 and arrive at (30) up to a single term h1,0h2,0 of higher order. Given two
polynomials f1,0 and f2,0 one completes this iteration by computing polynomials
h1,0 and h2,0 and then can continue such iterations recursively.
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From equation (30) we obtain that p = h1,0f2,0 mod f1,0, and so h1,0 =
ph¯1 mod f1,0 where the multiplicative inverse h¯1 satisfies h¯1f2,0 mod f1,0 = 1.
Having computed the polynomials h¯1 and h1,0 we can obtain the polynomial h2,0
from equation (30) within a dominated cost bound by means of approximate
polynomial division (cf. [S82a], [B84], [PSL91], [PSL92], or [K98]).
E.2 Fast initialization of Newton’s refinement of splitting
Next we recall Scho¨nhage’s numerically stable algorithm of [S82, Sections 10 –
12] for Newton’s refinement of a close initial approximate splitting (28) com-
puted by the algorithms of Part I of the Appendix. Given an initial approxi-
mation h¯1,0 to h¯1 the algorithm recursively updates it by computing the poly-
nomials ji,0 = 1 − h¯i,0f2,0 mod f1,0 and h¯i+1,0 = h¯i,0(1 + ji,0) mod f1,0 for
i = 1, 2, . . . .10 For any b′ > d the computations ensure the bound |h¯i,0| ≤ 1/2b′
by using O(dµ(b′)) Boolean operations provided that
|h¯1,0| ≤ ν2/(w222d) (31)
where w = deg(f1) ≤ d, ν = minx: |x|=1 |p(x)| (see [S82, Lemma 11.1]) and
1/ν ≤ 2cn) for a constant c [S82, equation (16.7)]. If in addition
|p− f1,0f2,0| ≤ ν4/(w423d+w+1), (32)
then the new factors f1,1 and f2,1 can be computed by using O(dµ(b
′)) Boolean
operations such that |p− f1,1f2,1| ≤ |p|/2b′.
We can ensure bound (32) by performing the algorithms of Part I of the Ap-
pendix within the same Boolean cost estimate. This completes the computation
of splitting in overall Boolean time in O(dµ(b′)) provided that within this cost
bound one can also compute an initial polynomial h¯1,0 satisfying (31). We can
do this based on the following expression of [S82, equation (12.19)]:
h¯1,0 =
w−1∑
i=0
(
w∑
j=i+1
uw−jvj−i)x
i
where uk and vk are the coefficients of the polynomial f1,0(x) = x
w +u1x
w−1+
· · ·+ uw and of the Laurent expansion 1f1,0(x)f2,0()x =
∑
k vkx
k, respectively.
E.3 Alternative computation of multiplicative inverse
Alternatively we can compute the coefficient vector h¯1 of the multiplicative
inverse h¯1 by solving the Sylvester linear system of equations
Sf2,0,f1,0v = ed (33)
10We can compute the multiplicative inverse h¯1 by applying the extended Euclidean al-
gorithm (cf., e.g., [P01]), but it is not reliable in numerical implementation and keeps an
extraneous factor of log2(d) in the Boolean complexity bound.
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where Sf,g denotes the Sylvester matrix of the polynomials f and g, e1 is the last
coordinate vector of dimension d, vT = (hT1 | hT2 )T , wT denotes the transpose
of a vector w, and h¯1 and h¯2 are the coefficient vectors of the polynomials h¯1
and h¯2 such that h¯1f2,0 + h¯2f1,0 = 1.
A Sylvester matrix has structure of Toeplitz type with displacement rank
two, and so the symbolic solution of Sylvester linear system (33) is as fast as
the extended Euclidean algorithm (cf., e.g., [P01, Chapter 5]).
We propose an iterative numerical algorithm for the solution. It is slower
than one of [S82, Sections 10 – 12] and has no convergence guarantee but requires
no initial approximate splitting of p and thus can be of independent interest.
Namely we can compute a low precision generator for the rank-2 displacement of
the inverse X = S−1f2,0,f1,0 by means of the algorithm of [XXG12].
11 Then we can
refine the solution output by that algorithm by applying the classical algorithm
for iterative refinement [H02], which decreases the initial approximation error
by a factor of γ = 1/||I − Sf2,0,f1,0X || at every iteration where I denotes the
identity matrix and || · || denotes any fixed (e.g., spectral) matrix norm.
In our case every refinement iteration amounts essentially to multiplication of
eight circulant and skew-circulant matrices by vectors and further to performing
24 Fourier transforms (see [P01, Examples 4.4.1, 4.4.2 and Theorem 2.6.4]),
where one needs no increase of working precision. This implies the overall
Boolean cost in O˜(db′) for a fixed target precision b′ ≥ d provided that γ > 1.
If γ ≤ 1 we can perform one or a few steps of Euclidean algorithm to the
pair of polynomials (f1,0, f2,0), then use the output pair of polynomials in order
to update Sylvester matrix of (33, and finally reapply the algorithm of [XXG12]
and iterative refinement to the updated Sylvester linear system o equations. A
bounded number of iterative refinement steps can be performed at dominated
Boolean cost. These techniques increase our chances for success but, unlike the
algorithm of [S82, Sections 10 and 11], do not ensure success of our numerical
computation of h¯1 satisfying h1,0 = ph¯1 mod f1,0.
F Newton’s refinement of splitting into any
number of factors
F.1 Newton’s refinement algorithm
Next, by following Kirrinnes [K98], we generalize Newton’s refinement to the
case of splitting p into any number s of factors. For a monic polynomial p
of (1) he seeks pairwise prime monic polynomials f1, . . . , fs and polynomials
h1, . . . , hs, deg hj < deg fj = dj , j = 1, . . . , s, defining the factorization
11The algorithm of [XXG12] is fast and has very strong numerical stability. By following
the line of [P90] (cf. [P15]) it reduces the solution of a Toeplitz system of equations to
computations with Cauchy-like matrices and then to the application of the Fast Multipole
Method. It can be immediately adjusted to the solution of Sylvester and other linear systems
of equations with displacement structure of Toeplitz type.
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p = f1 · · · fs and the pfd
1
p
=
h1
f1
+ · · ·+ hs
fs
. (34)
Furthermore suppose that initially 2s polynomials fj,0 and hj,0, j = 1, . . . , s,
are given such that
f0 = f1,0 · · · fs,0 ≈ p, fj,0 ≈ fj for all j, (35)
1
f0
=
h1,0
f1,0
+ · · ·+ hs,0
fs,0
and deg(hj,0) < deg(fj,0) for all j. (36)
Then define Newton’s iteration for the refinement of the initial approxima-
tion (35) and pfd (36) by performing the following computations:
qj,k =
fk
fj,k
, hj,k+1 = (2− hj,kqj,k)hj,k mod fj,k, j = 1, . . . , s, (37)
fj,k+1 = fj,k + (hj,k+1p mod fj,k), j = 1, . . . , s, (38)
fk+1 = f1,k+1 · · · fs,k+1 (39)
for k = 0, 1, . . . We can compress equations (37) and (38) as follows,
qj,k =
fk
fj,k
, fj,k+1 = fj,k + ((2− hj,kqj,k)hj,kp mod fj,k), j = 1, . . . , s,
Clearly the refinement iterations are simplified where the factors lj,k have
small degrees. In particular
hj,k+1 = (2 − hj,kf ′k(zj,k))hj,k
and both hj,k and hj,k+1 are constants for all k where fj,k = x− zj,k is a monic
linear factor and f ′k(x) denotes the derivative of the polynomial fk(x).
F.2 The overall complexity of Newton’s refinement
Kirrinnis in [K98] assumes that all roots of p have been moved into the unit disc
D(0, 1), the s root sets of the s factors f1, . . . , fs as well as the s root sets of the
initial approximations f1,0, . . . , fs,0 to these factors are pairwise well isolated
from each other, and a given initial factorization and pfd (36) is sufficiently
close to (34). His theorem below shows that, under these assumptions and for
fk = f1,k · · · fs,k, sufficiently large k, and µ(u) = O((u log(u)), in k iterations
his algorithm ensures the approximation error norm bounds
δk =
|p− fk|
|p| ≤ 1/2
b′, σk =
∣∣∣1− h1,k fk
f1,k
− . . .− hs,k fk
fs,k
∣∣∣ ≤ 1/2b′ ,
at the Boolean cost in O(dµ(b′) log(d)). By applying the algorithms of [S82]
s − 1 times we arrive at similar cost estimates, but the Kirrinnis algorithm
streamlines the supporting computations.
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Theorem 23. Let s, d, d1, . . . , ds be fixed positive integers such that
s ≥ 2, d1 + . . .+ ds = d.
Let p, fi,0, hi,0, i = 1, . . . , s, be 2s+1 fixed polynomials such that p, f1,0, . . . , fs,0
are monic and
deg(fi,0) = di > deg(hi,0), i = 1, . . . , s; deg(p) = d.
Let all roots of the polynomial p lie in the disc D(0, 1). Furthermore, let
|p|δ0 = |p− f1,0 · · · fs,0| ≤ min{2−9d/(sh)2, 2−4d/(2sh2)2},
σ0 = |1− f0h1,0/f1,0 − . . .− f0hs,0/fs,0| ≤ min{2−4.5d, 2−2d/h},
f (0) =
s∏
j=1
fj,0 and h = max
i=1,...,s
|hi|
(see (34)). Let
l = l(d1, . . . , ds) =
s∑
i=1
di
d
log(
di
d
)
(which implies that l ≤ log2(d) for all choices of s, d1, d2, . . . , ds and that l =
O(1) for s = 2 and all choices of d1 and d2).
Finally let b ≥ 1, b1 ≥ 1, and k in O(log(b+ b1)) be sufficiently large. Then
in k steps Algorithm (37) – (39) computes the polynomials f1,k, h1,k, . . . , fs,k,
hs,k such that f1,k, . . . , fs,k are monic,
deg(hi,k) < deg (fi,k) = di, i = 1, . . . , s, δk|p| < 2−b, and σk < 2−b1 .
These steps involve O((dl log(d)) log(b+ b1)) arithmetic operations in O(b+ b1)-
bit precision; they can be performed by using O(µ((b+b1)dl)) Boolean operations,
that is, O(µ((b′)dl)) for b′ = b+ b1. Moreover,
max
1≤i≤s
|fi,k − fi| < 23dMδ0|p|
where p = f1 · · · fs and f1,k, . . . , fs,k are the computed approximate factors of p.
F.3 Computation of an initial splitting
Given sufficiently close initial approximations f1,0,. . . ,fs,0 to the factors f1,
. . . ,fs of a polynomial p of (1), e.g., computed by means of the algorithms of
Appendices A and B, we can complete the initialization of Kirrinnis’s algorithm
by computing the initial polynomials h1,0, . . . , hs,0 by applying s− 1 times the
initialization algorithm of [S82, Sections 10 and 11].
We can also extend the semi-heuristic alternative algorithm of Section E.3.
Namely multiply both sides of equation (36) by f0 and obtain the equation
h1,0u1,0 + · · ·+ hs,0us,0 = 1 (40)
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where ui,0 = f0/fi,0 for all i. Rewrite this polynomial equation as a linear system
of d equations in the coefficients of the polynomials h1,0, . . . , hs,0 and observe
that its coefficient matrix has structure of Toeplitz type and has displacement
rank at most s (see [P01]). Then again we can apply the algorithm of [XXG12]
and the iterative refinement of [H02]. Its every iteration is reduced essentially
to multiplication of 4s circulant and skew-circulant matrices by vectors and
therefore to performing 12s Fourier transforms (see [P01, Examples 4.4.1, 4.4.2
and Theorem 2.6.4]).
APPENDIX. PART III: OTHER AUXILIARY AND
COMPLEMENTARY RESULTS
G Deflation of an isolated cluster of roots
Suppose that all d roots of p lie in the unit disc D(0, 1) and that in a subdivision
iteration we observe that w roots of p form a cluster strongly isolated from the
other roots of p. Let a small disc D(c, r) cover the cluster and let q(x) =
p(x− c) =∑dj=0 qjxj , let
f˜(x) =
w∑
j=0
qjx
j (41)
be the sum of the w+1 trailing terms of the polynomial q(x), and consider this
sum an approximation of the factor f(x) of q(x) whose root set is made up of
the roots of p in the cluster, as this was proposed in [KRS16, Section 3.2] for
real root-finding.
Let w ≪ d, that is, let the cluster size w be small, and estimate the norm
|f˜ − f |. Write f :=∑wi=0 fixi, g := q/f =∑d−wi=0 gixi; let fw = g0 = 1. Then
f˜(x)− f(x) = f(x)
w∑
j=1
gjx
j mod xw+1. (42)
Clearly f˜(x) = f(x) if c = 0 and f(x) = xw. Consider the special case where all
roots of f lie in a small r-neighborhood of 0 such that rw ≤ 1/2. Then we readily
verify that |f(x)−xw| ≤ |(x− r)w−xw| ≤ 2rw and |f˜(x)−xw | ≤ 2(d−w)wrw,
and so |f˜ − f | ≤ 2((d−w)w +1)rw. This bound does not cover the harder case
where the cluster of roots lie near the circle C(0, 1), and still the bound is by
far not as strong as what we can obtain by applying the algorithms of Part I
of the Appendix, although it can be sufficient in some applications. Of course
to its benefit the computation of the factor f˜ amounts just to the shift of the
variable x to the center c of a small disc D(c, r) that covers the cluster; finding
such a disc can be a cost-free by-product of subdivision iterations.
By applying a root-squaring iteration [H59] we can lift the isolation of the
cluster or equivalently square the radius r of the disc, and we can apply such
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lifting recursively, although limited number of times, within O(log(log(d))), be-
cause of numerical problems. Having approximated the lifted roots of the clus-
ter, we can recover the associated roots of p by applying the descending process
of [P95] and [P02], at both lifting and descending stages at a dominated overall
Boolean cost.
H Simplified counting, isolation and exclusion
tests
H.1 Simplified counting tests
We can use the power sum algorithm as an empirical exclusion test, that is, for
testing whether a disc contains no roots of p, which is a basic test in subdivision
root-finders. Indeed if there is no roots of p in a disc, then clearly all their power
sums vanish, and we conjecture that conversely for all or almost all inputs the
disc contain no roots if the power sum s0 vanishes. If the latter conjecture is
true, we could substantially decrease the working the precision in the known
counting tests because we would just need to compute the integer s0 with an
error smaller than 1/2. So far, however, we can only prove the conjecture where
we deal with a reasonably well-isolated disc.
H.2 Fast estimation of the distances to the roots
We can readily verify the following sufficient conditions that a polynomial p has
a root in a fixed disc on complex on the complex plain, although it is not clear
how large is the class of polynomials for which this condition helps.
Bini and Fiorentino in [BF00, Theorems 8–10, 13, and 14] and Bini and
Robol in [BR14, Sections 3.1 and 3.2] estimate the distances to the roots from
a point ξ by computing the values p(k)(ξ) for some fixed k, 1 ≤ k ≤ d − 1,
and applying the following well-known bound (cf. [P00, Remark 6.4], [BF00,
Theorem 9], [H74], [C91]).
Theorem 24. For a polynomial p of (1), a complex point ξ, write
rk :=
(
k!
(
d
k
) ∣∣∣ p(ξ)
p(k)(ξ)
∣∣∣)1/k, for k = 1, . . . , d.
Then each disc D(ξ, rk) = {z : |z − ξ| ≤ rk} contains a root of p. In particular
for k = 1 this is the disc D(ξ, d
∣∣∣ p(ξ)p′(ξ)
∣∣∣).
The above bounds are computed very fast but can be too crude to be useful.
The next simple but apparently novel application of a result by Coppersmith
and Neff in [CN94] leads to a lower bound on the distance to the roots.
Theorem 25. (See Coppersmith and Neff [CN94].) For any integer k satisfying
0 < k < n, for every disc D(X, r) containing at least k+1 zeros of a polynomial
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p of degree d, and for any s ≥ 3 if k = d− 1 and any s ≥ 2 + 1/ sin(π/(d− k))
if k < d − 1, the disc D(X, (s − 2)r) contains a zero of p(k)(x), the kth order
derivative of p(x).
We can count the roots of p in D(X, r) by combining this result with a
proximity test for p(k)(x). This can be simpler than performing a proximity test
for p if some roots of p but not any roots of p(k)(x) lie close to the boundary
circle C(X, r). Now, if a test shows that no roots of p(k)(x) lie in the disc
D(X, (s−2)r) (which is the desired outcome), then we would learn that the disc
D(X, r) contains at most k roots of p(x). Hence we learn that the polynomial
p(x) has no roots in the disc D(X, r) if our test detects that the polynomial
u(k)(x) for u(x) = (x−X)kp(x)) has no roots in the disc D(X, (s− 2)r).
I Fast multi-point polynomial evaluation
in polynomial root-finders
Every Weierstrass’s and every Ehrlich’s iteration performs multi-point polyno-
mial evaluation, but so do various other polynomial root-finders as well. E.g.,
a typical proximity test applied in order to estimate the distance to a nearest
root of p from the center of every suspect square processed in each subdivision
iteration involves multi-point polynomial evaluation. The same can be said
about counting the numbers of roots of p in each of the current suspect squares.
Likewise multi-point evaluation of a polynomial p is performed where Newton’s
iteration is applied at a large number of initial points in order to approximate
all roots of p (cf. [SS17]).
Moenck and Borodin in [MB72] evaluate p at s points where d = O(s) by
using O(s log2(d)) arithmetic operations. The Boolean cost of performing their
algorithm with high precision is nearly optimal [K98], [PT17], but the algorithm
fails numerically, with double precision for d > 50.
The algorithms of [P15] and [P17a] for multipoint evaluation are numerically
stable although are only efficient where the relative output error norms are in
O(1/dc) for a constant c. So they are of no value in the case of ill-conditioned
roots but could be of interest for the approximation of well-conditioned roots.
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