I. Introduction
Additional materials characterization and data analysis were performed to supplement the results reported in "Anomalous Isosteric Enthalpy of Adsorption of Methane on Zeolite-Templated Carbon." They are discussed here along with experimental details related to the results presented in the main article.
These additional results include cycling of methane adsorption in all three materials, verifying the full reversibility of methane uptake and exemplifying the precision between measurements. Relevant materials properties such as skeletal density, bulk density, and specific surface area are summarized. Elemental analysis experiments to determine the relative concentration of H in MSC-30 and ZTC-3 were performed, and the results are discussed in the context of the nature of the different skeletal density between the two materials.
The central result reported in this work is the increasing isosteric enthalpy of adsorption with increasing methane uptake in the zeolite-templated carbon, ZTC-3. This is an interesting deviation from expected behavior of high surface area carbon materials, that normally derive their properties from surface imperfections (edge terminations, defects, and surface roughness typically contribute to the extremely high surface area in carbons). There are numerous methods for determining the enthalpy of adsorption, and many common techniques lead to a perceived increase in enthalpy of adsorption even on materials for which an increase is unphysical. This is primarily because the interpolated data are subject to mathematical manipulation to calculate thermodynamic quantities of adsorption where small errors of the interpolated value lead to large deviations of the results. We have employed a robust procedure for calculating the absolute adsorption quantities from experimental data which does not require any empirical knowledge of material properties (such as total pore volume or surface area) and is essentially model-independent. In this way, the isosteric enthalpy of adsorption was determined as a function of pressure and temperature, even at uptake quantities beyond the maximum in Gibbs surface excess where traditional methods show well-documented errors. [1] [2] [3] Employing ideal-gas law assumptions or excess adsorption data instead of absolute both lead to incorrect interpretations of the isosteric thermodynamic quantities, and we present a thorough comparison of our methods to other methods to show that the increasing enthalpy of adsorption in ZTC-3 is a physical result and not an error of improper calculations.
We also include the complete set of raw experimental data as a resource for future studies of adsorption analysis methods.
s3 II. Materials Properties
Maxsorb® MSC-30 superactivated carbon was obtained from Kansai Coke & Chemicals Company, Ltd. Activated carbon CNS-201 was obtained from A. C. Carbons Canada, Inc. All materials were degassed at 250°C under vacuum to < 0.1 mPa before use.
The details of material synthesis and principal materials properties of ZTC-3 were reported previously, along with the details of materials characterization methods (nitrogen adsorption isotherms, transmission electron microscopy, x-ray diffraction, etc.). 4 In summary, it was found that ZTC-3 has chemical properties similar to other ZTCs (being predominantly sp 2 hybridized carbon) and has very high template fidelity, having the structural traits of the best reported examples. 5, 6 Its hydrogen adsorption properties are among the highest of reported carbonaceous materials, but are proportional to surface area between 77-298 K as for other carbons. The narrow pore-size distribution centered at 1.2 nm is not optimized for hydrogen adsorption.
The materials properties relevant to the discussion of methane adsorption in this study are summarized in Table 1 . The skeletal densities are the average over 10 helium pycnometry measurements per sample, performed between 0-3 MPa and 298 K. The approximate bulk densities were measured at room temperature by packing a 1 mL volumetric flask over multiple trials. BET surface areas are reported, as previously discussed. 4 The excess methane capacities measured at 247, 298, and ~523 K from Figure 2 are tabulated for comparison. The skeletal density of ZTC-3, consistent with other ZTCs, is lower than the typical value expected for carbonaceous materials: 1.8 g mL -1 , 81% of the skeletal density of pure graphite. This can be explained by the significantly higher hydrogen content in ZTCs as determined by elemental analysis experiments. Elemental composition (CHN) of MSC-30 and ZTC-3 was determined by triplicate combustion experiments, using the Dumas method. 7 Samples were prepared by degassing at 250°C and sealed in foil packets in an argon glovebox with < 1 ppm H 2 O, a critical step for obtaining an accurate estimate of the H content since any adsorbed H 2 O would contribute to detected H. The results are summarized in Table  2 . Average hydrogen content in ZTC-3 was 2.4 wt% H, approximately twice that in MSC-30: 1.2 wt% H. If each atomic site where carbon is substituted for hydrogen retains its original skeletal volume, the difference in skeletal density would be 11%, a decrease from 2.1 to 1.9 g mL -1
. Additional decrease in skeletal density could be due to the presence of hanging C-H groups which have a larger atomic volume than a pair of sp 2 hybridized carbon atoms. This approximation gives a representative figure for the significance of increased H content to the skeletal density, an effect that is large enough to account for the difference between MSC-30 and ZTC-3. 
III. DFT Pore-Size Comparison
Nitrogen adsorption/desorption isotherms were measured at 77 K, and pore-size distributions were calculated by the non-local density functional theory (NLDFT) method 8 using a carbon slit pore model and software provided by Micromeritics. A carbon cylindrical pore model was also analyzed, but did not fit the data as well as the slit pore model. The pore-size distributions in ZTC-3 and the commercial carbons are shown in Figure S1 . Figure S1 . The pore-size distribution (left) and relative filling (right) of CNS-201 (black), MSC-30 (red), ZTC "P7(2)-H" (blue), and ZTC-3 (purple), calculated by the NLDFT method. 4, 5, 9, 10 It has been proposed that 1.14 nm is the optimal spacing between graphene layers for maximum adsorption uptake of methane. 11, 12 The pore-size distribution of ZTC-3 has a mean pore-width close to this value, shown as a gray line in Figure S1 . The relative pore volume as a function of pore-width is shown on the right, and ZTC-3 has the closest resemblance to an ideal step-function material with identical pores spaced at the optimal width. s6
IV. Methane Adsorption Measurements and Cycling
Methane adsorption isotherms at all temperatures were measured with a custom volumetric Sieverts apparatus, commissioned and verified for accurate measurements up to 10 MPa. 9, 13, 14 The apparatus was equipped with a digital cold cathode pressure sensor (I-MAG, Series 423), a highresolution pressure manometer (MKS Baratron, Model 120AA), a high pressure manometer (MKS Baratron, Model 833), and a molecular drag pump to achieve a measurable pressure range of 10 -5 to 10 7
Pa. Temperature was measured on the wall of the manifold and on the outer wall of the sample holder using K-type thermocouples and platinum resistance thermometers (PRTs). The sample was submerged in a chiller bath for sub-ambient temperature isotherms. For high temperatures, the sample was placed inside a cylindrical copper heat exchanger and wrapped with insulated fiberglass heating tape. A PID controller and K-type thermocouples were used to maintain a consistent temperature throughout measurement; fluctuations were less than ±0.1 K at low temperature and no higher than ±0.4 K at high temperatures. The system was leak tested up to 10 MPa and showed a maximum leak rate of 7.0 × 10
mol h -1 of CH 4 . If fitted to an exponential decay function, n(t) = n 0 exp (-kt) where k is the leak rate, this corresponds to a maximum leak of k ~ 10 -8 s -1 which is negligible for short time measurement. 15 The total inner volume of the apparatus was 66 mL.
Research purity methane (99.999%), obtained from Matheson Tri-Gas Inc., was exposed to the sample at incrementally higher pressures over the course of each isotherm in regular equilibration steps, allowing 10-30 min between gas expansions to ensure thermal equilibration. The system was not returned to vacuum in between steps and the measured uptake was cumulative from step to step. Cumulative uptake at each step was corrected for background adsorption of the instrument by subtracting the amount of perceived uptake at the same pressure in an empty sample holder. Empty sample holder "adsorption" was measured at each temperature, and was < 50% of total uptake (in grams) measured at all conditions in this study, a value beyond which the accuracy of measurements was assumed to be compromised. Gas densities were determined from temperature and pressure using the REFPROP Standard Reference Database. 16 Prior to methane adsorption measurements, 0.3-1.5 g of sample was loaded and degassed at 250°C under vacuum to < 0.1 mPa for 12 h. Two adsorption runs were performed at each temperature and the combined data was tabulated for thermodynamic analysis. Complete adsorption/desorption cycles were also performed at various temperatures to assure full reversibility of methane physisorption in the complete temperature/pressure regime of study and to test the precision of the experiments. Error between cycles was < 1% of the measured value.
Adsorption/desorption cycling in all materials was achieved without any loss of capacity after many cycles, as expected for pure physisorbent materials. For example, three independent (non-consecutive) hydrogen adsorption/desorption cycles in ZTC-3 at 298 K are shown in Figure S2 . The sample was degassed once before cycling but was not further treated between cycles. Equilibrium adsorption isotherms at 238, 298, and ~523 K are shown in Figure S3 
V. Isosteric and Isoexcess Equations of Adsorption
The following is a derivation of the thermodynamic quantities of interest for studies of high pressure methane adsorption. The change in entropy upon adsorption, ΔS ads , can be calculated as a function of adsorption uptake, n a , by the isosteric method (analogous to the Clausius-Clapeyron relation):
A typical assumption that accurately describes many experimental systems sets the change in molar volume as that of the gas phase change alone:
Rather, we suggest a more accurate approximation:
This becomes an important distinction at high pressure. Here, we use the molar volume of methane at 0.1 MPa and 111.5 K, v liq = 38 mL mol There are numerous approximations that can be used to simplify this expression. The most common is to assume the adsorbed molar volume is negligible relative to the gas. This gives:
In the ideal gas approximation (where we also keep the molar volume approximation):
This is commonly rearranged in the van't Hoff form:
The isosteric heat of adsorption is given a positive value (and it is common to report the "enthalpy" in this way as well), equal to -ΔH ads . In summary:
Assumptions:
Isosteric Method eq.
"Isoexcess" Method ( ) eq.
Ideal Gas
Non-ideal Gas
Another relevant set of equations (Eq. 9-11) are given for the "isoexcess" approximation, where the measured (excess) quantity of adsorption is used in the place of the absolute quantity. The limitations of each approximation, and the results from their analysis, are discussed below. The results were sensitive not only to the equation used above, but also to the fitting technique for data interpolation.
VI. Thermodynamic Analysis of Adsorption Isotherm Data
Adsorption isotherms are measured at a set of fixed temperatures. The resulting data gives a relationship between the equilibrium pressure and the excess uptake amount, n e , at each temperature, and can be used in Eq. 9-11 to calculate the isoexcess enthalpy of adsorption. However, the uptake amount is not fixed, and interpolation of the data is necessary to determine the equilibrium pressure at an arbitrary uptake amount. A number of different methods were compared to interpolate the data measured in this study: A comparison was performed for the data of methane adsorption on CNS-201, MSC-30, and ZTC-3 to determine the effects of each method on the results, and a detailed description is given elsewhere. 17 The data collected in this study is one of the largest sets available of methane adsorption on carbon. A summary of the results is given below, and a complete description of the method adopted in this study follows.
The interpolation of adsorption data in the high pressure limit is very sensitive to the method used, and small deviations from the true value cause significant errors in the thermodynamic calculations. 1, 2, 18 All methods give a visually good approximation to the experimental data at low pressure in this data set. The high pressure regime is where the methods differ significantly. The first distinction is made between using the excess adsorption data itself (the isoexcess approximation), and employing a model to determine the absolute adsorption. Using the excess adsorption quantity for thermodynamic calculations is an acceptable practice for studies of adsorption well below the critical point (low pressure and temperature) where excess and absolute adsorption quantities are approximately equal. However, at temperatures and pressures near the critical point and above, thermodynamic calculations from excess adsorption data lead to well-documented errors.
1, 2 The enthalpy of adsorption calculated in the high coverage regime often shows an unphysical steep increase that is associated with the use of the excess quantity. It is simple to show that if n e < n a , the slope of the excess isosteres in the van't Hoff plot will be more negative than that of the correct absolute isosteres (since the pressure necessary to achieve a given state of uptake will be underestimated), effecting an apparent increase in the calculated enthalpy of adsorption. Pitfalls such as these are either ignored, or the data beyond moderate quantities of surface coverage are discarded. In either case, the isosteric enthalpy is not accessible for high pressures, and quantities calculated using excess uptake data must be referred to as "isoexcess" quantities. 19 Within the context of the isoexcess approximation, the four methods listed above perform satisfactorily for determining the average Henry's law value of the enthalpy of adsorption, and can be used as a standard for comparing the Henry's law result from the isosteric method detailed below. The only method that successfully determines the isoexcess enthalpy of adsorption beyond the Gibbs surface maximum is that using a monotonically increasing fitting function in the context of the Gibbs definition of surface excess. We use a generalized Langmuir equation in this study, but other monotonically increasing fitting equations have also been employed with successful results. 2, 17, 18 To understand the true thermodynamic quantities of adsorption from experimentally measured adsorption data, a model is necessary to determine the absolute adsorption amount as a function of pressure. The necessary variable that remains unknown is the volume of the adsorption layer and numerous methods have been suggested to estimate it. Typical methods include fixing the volume of adsorption as the total pore volume of the sorbent material, 1 using a volume proportional to the surface area (assuming fixed thickness), 20 or deriving the volume by assuming the adsorbed layer is at liquid density. 21 Some approaches are specific to graphite-like carbon materials, such as the Ono-Kondo model. 22, 23 The most general approach is to let the adsorption volume be an independent parameter of the fitting equation of choice. The generalized-Langmuir equation, 1 the Langmuir-Freundlich 2 equation, and the Unilan equation 18 have been shown to be suitable fitting equations for determining absolute adsorption from excess uptake isotherms since they are monotonically increasing and contain a relatively small number of fitting parameters to achieve a satisfactory fit to the experimental data. We adopted a generalized-Langmuir fitting equation, and found that two superimposed Langmuir equations are sufficient to fit the data for the materials in this study.
Generalized-Langmuir Model of Adsorption
The Gibbs definition of excess adsorption as a function of absolute adsorption, n a , is:
An effective strategy is to choose a functional form for n a that is monotonically increasing with pressure, consistent with the physical nature of adsorption. The Langmuir isotherm is one example. If an arbitrary number of Langmuir isotherms are superpositioned, referred to as a generalized-Langmuir equation, the number of independent fitting parameters can be easily tuned to suit the data. In this method, absolute adsorption takes the form:
The parameter n max is a scaling parameter, to convert the unitless quantity of adsorption to relevant units. The α i are weights of the component Langmuir equations. The K i are the equilibrium constants of adsorption in the classical Langmuir model. They are constant with pressure but have a dependence on temperature. An Arrhenius equation is a simple and accurate description, also a form arrived at by statistical methods, 24 to define the adsorption constants, K i , as:
The volume of the adsorbed layer in the Gibbs equation also has a pressure dependence that is fundamentally unknown, but which is generally accepted to be monotonically increasing in most systems. It too can be approximated by a generalized Langmuir equation, greatly simplifying the final fitting equation and keeping the number of fitting parameters low:
The parameter V max is the volume of the adsorption layer at maximum adsorption occupancy. The excess adsorption data are then fitted to: 16 The total number of fitting parameters (n max , V max , α i , A i , and E i ) is 3i +1. If the ideal gas law applies to the pressure and temperature regime of interest, the equation simplifies:
eq. 17
The experimental data of methane adsorption on MSC-30, fitted by a double-Langmuir isotherm (i = 2) with the ideal gas assumption, are shown in Figure S4 . For all but the highest pressures (P > 6 MPa) at low temperatures, the data are well approximated by this method. The interpolation between points, even near or at the Gibbs excess maximum, is representative of the physical nature of the system, and the extrapolation to high pressures shows much improved behavior compared to that of a virial-type fitting equation. A limitation of the ideal gas assumption is that the excess uptake isotherms cannot cross at high pressure, the lowest temperature data decreasing proportionally with pressure. However, this is not consistent with experimental results where it frequently occurs that low temperature data falls significantly below higher temperature data at the same pressure. This is entirely due to non-ideal gas interactions from a nonlinear change in gas density, and can be accounted for by using the more general equation (Eq. 16). Figure S4 . Double-Langmuir fit of the experimental data using the ideal gas law for the bulk gas phase.
The experimental data of methane adsorption on MSC-30 are shown in Figure S5 , fitted using one, two, and three superimposed Langmuir isotherms (with 4, 7, and 10 independent parameters, respectively) and using the real gas density 16 for the bulk methane gas phase. A single Langmuir equation (i = 1) does not accurately fit the data. The double-Langmuir fit is visually satisfactory in the logarithmic plot of P/n e , and is the preferred method in this study. The high pressure data are significantly better fitted by using the real gas density, and extrapolation of the low temperature data to pressures up to 15 MPa shows behavior consistent with that expected for excess adsorption at in these conditions. The triple-Langmuir fit is not a significant improvement, and cannot be justified for this data since a minimum number of independent parameters is desired. The reduced equation for i = 2 is:
eq. 18 s13
The assumption that the total adsorption volume scales proportionally with site occupancy is robust in this study, and this fitting equation has been previously shown to be successful for both carbonaceous and MOF materials. 1 We refer to this method (using i = 2) as the double-Langmuir method, and if the absolute quantity of adsorption is held constant, it yields the true isosteric quantities of adsorption. The absolute quantity, from the Gibbs definition, is:
The fractional site occupancy, also called the surface coverage, is:
Least squares fits of all of the experimental data (on CNS-201, MSC-30, and ZTC-3) to the doubleLangmuir equation are shown in Figure S6 , the fitted excess adsorption (left) and calculated absolute adsorption (right) at all temperatures measured. The goodness of fit was satisfactory across the entire range of temperature and pressure for all three samples, with a residual sum of squares less than 0.04 mmol g -1 per data point. The optimal fitting parameters for each material are given in Table 3 . To derive the isosteric enthalpy from the double-Langmuir equation, the derivative of pressure with respect to temperature is decomposed as follows:
From Eq. 14 and 20, the respective components of the derivative are given by:
These are combined to arrive at the isosteric enthalpy of adsorption, in Eq. 5-7:
The isosteric enthalpy of adsorption of methane on MSC-30 is shown in Figure S7 , using the most common approximations: the ideal gas law for the density in the gas phase, and the negligible molar volume of the adsorbed methane compared to the gas. The results are consistent with reported results for numerous sorbent systems and show a reasonable dependence of the isosteric enthalpy on both uptake and temperature. The Henry's law value is between 14.5-15.5 kJ mol . Due to the ideal dependence of the gas density with pressure, the enthalpy reaches a plateau at high values of absolute uptake. This is a similar result as for hydrogen adsorption as well, since hydrogen is well approximated as an ideal gas in the typical ranges of temperature and pressure. However, methane is well known to deviate from ideality at conditions near ambient. Figure S7 . Isosteric enthalpy of adsorption (from Eq. 7), using a double-Langmuir fit with the most commonly implemented ideal gas assumption. Figure S8 . Isosteric enthalpy of adsorption, using double-Langmuir fits: (left) with the ideal gas assumption (Eq. 7), and (right) with the real gas density (Eq. 6), both employing the typical molar volume assumption.
When the real gas data is used, the calculation of isosteric enthalpy changes significantly at high pressures (see Figure S8 ). Non-ideality of methane in the gas phase is substantial under these conditions and must be taken into account for the most accurate description of adsorption thermodynamics. The tendency of the isosteric heat to a constant value at high uptake 25 is commonly reported as evidence of proper calculation procedures 1, 2 ; however this was not observed when ideal gas assumptions were omitted from the calculations in this study. We suggest that a general exception be made for adsorption in the significantly non-ideal gas regime where there is no reason that the isosteric enthalpy of adsorption would persist to a plateau value.
Secondly, the change in molar volume on adsorption must also be carefully considered at high pressure, where the molar volume in the gas phase approaches that of liquid methane. The usual approximation, treating the adsorbed phase volume as negligible compared to that of the gas phase, holds in the low pressure limit, but becomes invalid beyond 1 MPa where the difference in isosteric heat calculated with or without the approximation is >1%, as shown in Figure S9 . To approximate the molar volume of the adsorbed phase, we suggest to use that of liquid methane, a value that can be easily determined and which is seen as a reasonable approximation in numerous gas-solid adsorption systems. Specifically, we use v a = v liq = 38 mL mol -1 , the value for pure methane at 111.5 K and 0.1 MPa, as shown in Eq. 5. In this case, the difference between the molar volume of the gas and the adsorbed phases becomes significant at all temperatures in this study since v a is 5-30% the magnitude of v g at 10 MPa. The variation of the liquid molar volume with temperature and pressure was ~20% of that change, and so was considered to be a negligible complication within the error of the proposed assumption, and a fixed molar volume of the adsorbed phase was used throughout all temperatures and pressures. The resulting calculation of isosteric enthalpy is shown for all three materials in Figure S10 . Figure S9 . Isosteric enthalpy of adsorption, using double-Langmuir fits: (left) with the common molar volume assumption (Eq. 6), and (right) using a finite adsorbed phase molar volume equal to that of liquid methane (Eq. 5), both using real gas density in the bulk gas phase.
s19 Figure S10 . The isosteric heat of adsorption of methane on CNS-201 (top), MSC-30 (middle), and ZTC-3 (bottom), using Eq. 5, taking into account non-ideality of the gas and a finite adsorbed phase volume.
In summary, the method used to determine the pressure dependence of the enthalpy of adsorption of methane on MSC-30 had a significant effect on the results. In every case utilizing the excess adsorption data, the enthalpy diverged at high uptake where the isoexcess assumption is not valid. A double-Langmuir-type equation derived from the definition of Gibbs surface excess was a satisfactory fitting equation in both the model-independent case, and also when used to determine the absolute quantity of adsorption in the isosteric analysis. In the latter case, the enthalpy of adsorption showed reasonable characteristics and conformed to our physical understanding of adsorption at all pressures and temperatures measured. It also gave a Henry's law value closest to that for a model-free analysis of the low pressure data. All simplifying approximations within the derivation of the isosteric enthalpy of adsorption were found to be extremely limited in validity for methane adsorption within the pressure and temperature range of study. Therefore, real gas equation of state data was used and a simple, effective approximation of the finite molar volume of the adsorbed phase was proposed.
VII. Dependence of Optimized Parameters on Surface Area
The optimized fit parameters from the double-Langmuir equation for all three materials were compared to their BET surface area ( Figure S11 ) as calculated from N 2 adsorption at 77 K. As expected, the scaling parameter n max showed a linear trend with BET surface area, in addition to the maximum adsorption volume V max . Figure S11 . The dependence of fit parameters n max and V max on BET surface area for CNS-201, MSC-30, and ZTC-3.
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VIII. Dependence of Measured Uptake Capacity on Surface Area
A well-known rule of thumb for hydrogen storage in physisorbent materials is "Chahine's rule" 26 which predicts 1 wt% Gibbs excess maximum uptake per 500 m 2 g -1 of BET surface area at 77 K. A similar trend has been shown for methane uptake in physisorbent materials at 298 K, 27, 28 and the carbons in this study are consistent with previous reports (shown in Figure S12) . The relationship for methane is 4.4 mmol g -1 (6.6 wt%) Gibbs excess maximum uptake per 1000 m 2 g -1 of BET surface area at 298 K. Figure S12 . Equilibrium excess adsorption uptake of methane as a function of BET surface area, reported as the excess maximum at 298 K for CNS-201, MSC-30, and ZTC-3 (black diamonds). A + indicates a reported value from the literature. 27 A × indicates a reported value of the BET monolayer capacity from the literature.
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IX. Volumetric Storage Capacity
Using the equilibrium excess uptake quantities and the bulk and skeletal densities of the materials studied, summarized in Table 1 , the deliverable gravimetric capacity for each material can be determined for a model storage system. The bulk density values are not optimized by any means, and potential for improvement is highest for ZTC-3 (due to its extremely low bulk density) which proved to be the most difficult material to pack by simple means. The bulk densities are therefore a lower bound and are used for approximate comparison purposes only.
The gravimetric deliverable capacity of methane from a 70 L storage vessel weighing 77 kg is shown in Figure S13 for all three materials compared to that from pure gas compression at 238 K. The deliverable amount is taken to be the difference between the amount in the tank at the pressure plotted and that at the "empty" pressure, which is a finite pressure determined by the desired application. For combustion, the empty pressure is expected to be low, but for delivery to a fuel cell, the gaseous fuel must be delivered at pressures above 0.3 MPa which is the value used in Figure S13 . Figure S13 . The calculated deliverable quantity of methane gas from a 70 L storage vessel containing no adsorbent (pure gas compression only), compared to that for an adsorbent based storage system of the same size, at 238 K.
The increasing isosteric heat of adsorption on ZTC-3 in the range of pressure associated with methane delivery (>0.3 MPa) is seen to have a dramatic effect on the deliverable quantity stored in a fixed volume of a fixed system mass. If cycled between 0.3-9 MPa, the deliverable storage capacity of a 70 L tank containing ZTC-3 is 20% greater than that for pure compression, and 25% greater than that for a tank containing MSC-30. By improving the compaction of ZTC-3, this figure would increase. Cycling between 0.3-5 MPa, the improvement of a tank containing ZTC-3 over pure compression is 80%.
X. Data Tables
The equilibrium methane adsorption data collected in this study represents one of the largest data sets of high pressure adsorption on carbon materials, and is of value for testing theoretical models of excess and absolute adsorption in the supercritical regime. The following are the experimentally collected isotherm data at all thirteen temperatures (for MSC-30 and ZTC-3) and six temperatures (for CNS-201).
All quantities of uptake are excess adsorption (in mmol g ) and pressure is given in MPa. s23 
