Introduction {#S1}
============

Neurons in layer 4 of the primary visual cortex (V1) receive excitatory inputs from two major sources: the feedforward thalamocortical input and the intracortical input from other cortical neurons^[@R1],[@R2]^. Since the proposal that a linear spatial arrangement of thalamic neuron receptive fields results in orientation-tuned input to simple cells was first made^[@R3]--[@R5]^, the respective roles of thalamocortical and intracortical inputs in generating cortical orientation selectivity have been intensively studied^[@R6]^. In one view, the feedforward input is sufficient for generating sharp orientation selectivity^[@R7],[@R8]^. In a second view, the feedforward input only provides a weak orientation bias, and orientation selectivity is greatly strengthened by excitation (e.g. recurrent excitation) from other cortical neurons tuned to the same orientation^[@R9]--[@R14]^.

Previously, several experimental methods have been used to silence cortical spikes and isolate thalamocortical input: 1) pharmacological silencing of the cortex by activating GABA~A~ receptors with muscimol^[@R15],[@R16]^; 2) cooling of the cortex^[@R7]^; 3) electrical shocks in the cortex to produce an inhibitory widow of hundreds of milliseconds during which spikes cannot be generated^[@R8]^. Results from these previous studies in general agree with the notion that neurons in layer 4 inherit their functional properties from the relay of thalamic inputs. However, due to the technical limitations in previous methods, e.g. the non-specific effects on synaptic transmission^[@R17],[@R18]^ or difficulties of reversible applications^[@R15]^, the precise contributions of thalamocortical and in particular intracortical circuits to cortical orientation selectivity and other functional properties remain to be determined. Optogenetic approaches^[@R19],[@R20]^ provide an unprecedented advantage in addressing this question, since specific activation of parvalbumin-positive (PV) inhibitory neurons alone can effectively and reversibly silence spiking of cortical excitatory neurons^[@R21]^. In this study, we combined *in vivo* whole-cell voltage-clamp recordings with optical activation of PV inhibitory neurons to isolate thalamocortical excitation from the total excitation in the same neuron. Our results indicated that intracortical excitatory circuits preserved the orientation and direction tuning of feedforward input by linearly amplifying its signals, and expanded the spatial visual receptive field by recruiting more distant inputs possibly via horizontal circuits.

Results {#S2}
=======

Optogenetic silencing of visual cortical circuits {#S3}
-------------------------------------------------

For optogenetic silencing, we utilized the Cre/*loxP* recombination to express channelrhodopsin-2 (ChR2) in PV inhibitory neurons (see **Methods**). We injected an adeno-associated viral vector AAV2/9-EF1α-DIO-ChR2-EYFP into the V1 of PV-Cre tdTomato mice. As shown by the EYFP fluorescence in cortical slices from animals two weeks after the injection, ChR2 was expressed across cortical layers ([Fig. 1a](#F1){ref-type="fig"}, top) and specifically in PV neurons ([Fig. 1a](#F1){ref-type="fig"}, bottom). We applied illumination of the exposed visual cortical surface with blue LED light (470 nm) via an optical fiber. In the V1 region expressing EYFP, we carried out *in vivo* cell-attached recordings from excitatory neurons to examine the effects of optical activation of PV neurons. We found that LED illumination resulted in complete silencing of visually evoked spikes shortly after its onset, and that the effect sustained throughout the duration of the illumination ([Fig. 1b](#F1){ref-type="fig"}, left). We observed such silencing effect throughout layer 4--6 ([Fig. 1b](#F1){ref-type="fig"}, right). To confirm that the silencing effect was through activating PV inhibitory neurons, we carried out visually guided recordings from PV neurons under two-photon imaging^[@R22],[@R23]^ (see **Methods**). We found that opposite to the effect on excitatory neurons, LED illumination dramatically increased the firing rate of PV neurons ([Fig. 1c](#F1){ref-type="fig"}). After an initial reduction, the high firing rate could be maintained throughout the duration of LED illumination which lasted for a few seconds ([Fig. 1c](#F1){ref-type="fig"}, left). Furthermore, whole-cell voltage-clamp recordings from excitatory neurons revealed that LED illumination alone induced a large sustained current, the reversal potential of which was consistent with that of Cl^−^ currents ([Fig. 1d](#F1){ref-type="fig"}). These experiments demonstrated that optogenetic activation of PV inhibitory neurons effectively silenced spiking of cortical excitatory neurons and thus eliminated intracortical connections.

Previous studies in auditory and visual cortices have suggested that thalamocortical axon terminals contain GABA~B~ receptors^[@R17],[@R18]^. Activation of these presynaptic receptors by GABA agonists such as muscimol can reduce transmitter release^[@R15],[@R16]^. We thus examined whether optogenetic activation of PV neurons could potentially lead to a reduction of thalamocortical transmission caused by a spillover of GABA released from inhibitory synapses made by PV cells. We recorded extracellular ensemble currents evoked by flash noise stimuli in layer 4 (see **Methods**), which reflect the summed neuronal and synaptic activity within a local cortical area^[@R24]^. We then delivered LED light immediately before the visual stimulus. If there is a reduction of presynaptic release, we would expect to see a decrease in the visually evoked ensemble current. This effect is also expected to last for 1--2 seconds since the decay time constant for GABA~B~ receptors is 2.8 s^[@R25]^. We found that LED illumination directly induced a negative ensemble current **(**[Fig. 1e](#F1){ref-type="fig"}, top). Nevertheless, the amplitude of the following visually evoked current was not apparently reduced ([Fig. 1e](#F1){ref-type="fig"}, bottom), neither was its temporal profile altered ([Fig. 1e](#F1){ref-type="fig"}, top). Additionally, we examined visually evoked excitatory currents in layer 4 neurons, applying similar visual stimulation without and with coupling LED illumination ([Fig. 1f](#F1){ref-type="fig"}, top). Again, we did not observe a reduction of the visually evoked excitatory currents in individual cortical cells ([Fig. 1f](#F1){ref-type="fig"}, bottom). Altogether, these control experiments suggested that there was no presynaptic inhibition caused by LED-induced GABA release, possibly because GABAergic synapses made by PV neurons are relatively distant from thalamocortical synapses. Thus, the optogenetic activation of PV neurons could be an effective method to silence the cortex without significantly affecting thalamocortical transmission.

Scaling of orientation-tuned thalamocortical input {#S4}
--------------------------------------------------

We next examined excitatory synaptic responses to single drifting bars at 12 different directions without and with coupling LED illumination. We carried out *in vivo* whole-cell voltage-clamp recordings with a Cs^+^-based internal solution from layer 4 excitatory neurons ([Supplementary Fig. 1a](#SD1){ref-type="supplementary-material"}) and clamped the cells at the reversal potential for inhibitory currents, which was determined from LED-evoked currents (see [Fig. 1d](#F1){ref-type="fig"}). We interleaved control trials with visual stimulus only and trials with PV neuron photostimulated. As shown in an example cell, LED illumination reduced the amplitude of excitatory currents to all directions of bar movement ([Fig. 2a](#F2){ref-type="fig"}, left). In addition to the change in amplitude, we observed that the response onset latencies were prolonged ([Fig. 2a](#F2){ref-type="fig"}, left, dotted curves). To quantify orientation tuning, we measured peak current amplitudes after smoothing the current traces with a 40 ms sliding window for averaging. Despite the general reduction in amplitude after cortical silencing, there was little change in orientation tuning of excitatory input, as shown by the normalized tuning curves ([Fig. 2a](#F2){ref-type="fig"}, right). This result suggested that the excitatory responses were reduced by a similar fraction across orientations. In another word, tuning curve was scaled down. We quantified the scaling factor from the slope of linear fitting of response amplitudes in LED on versus control trials ([Fig. 2a](#F2){ref-type="fig"}, right, bottom). As shown by the example cell, the data were well fitted by a linear relationship, and the scaling factor was well below 1 ([Fig. 2a](#F2){ref-type="fig"}, right, bottom). We showed polar graph plots of orientation tuning of excitatory currents for more example cells ([Fig. 2b](#F2){ref-type="fig"}). In general, tuning shapes looked similar without and with LED illumination, with response amplitudes clearly reduced.

We averaged the normalized excitatory tuning curves of all the recorded cells (19 from 19 mice). This "population" tuning curve was largely unchanged after cortical silencing ([Fig. 2c](#F2){ref-type="fig"}), supporting the notion of scaling. It is worth noting that the isolated thalamocortical input (as well as the total excitatory input) was weakly tuned, with only a small difference between the responses to the preferred and orthogonal orientations ([Fig. 2c](#F2){ref-type="fig"}). To examine the change of tuning for each individual cell, we calculated a global orientation selectivity (gOSI, equivalent to 1 -- circular variance, see **Methods**). We found that orientation tuning of excitatory input was not significantly changed (*P* \> 0.05, bootstrap analysis) after cortical silencing in all individual cells except two ([Fig. 2d](#F2){ref-type="fig"}). Neither was the preferred orientation changed in individual cells ([Fig. 2e](#F2){ref-type="fig"}). The slope of linear regression (i.e. scaling factor) ranged from 0.19 to 0.71, with the mean of 0.38 ([Fig. 2f](#F2){ref-type="fig"}). This indicated that thalamocortical input was about one third of the total excitatory input. In another word, there was a threefold amplification of thalamocortical signals by intracortical excitatory circuits. Measurements of integrated charge of synaptic currents also supported the notion that the tuning sharpness as well as the preferred orientation was preserved after silencing the cortex ([Supplementary Fig. 2a, b](#SD1){ref-type="supplementary-material"}), although the tuning of integrated charge was weaker than that measured with peak amplitude (*P* = 0.018, one-tailed paired *t*-test, *n* = 19 cells from 19 mice, comparison was made for responses in control trials).

Under our current recording conditions, the linear I--V relationship and the proximity of the derived reversal potential of LED-evoked currents to the expected reversal potential of inhibitory currents ([Fig. 1d](#F1){ref-type="fig"}) suggested that the somatic voltage clamp was adequate. Therefore synaptic inputs relatively close to the soma might be reasonably well clamped. The thalamocortical input to layer 4 neurons, synapses of which are located proximal to the soma, is expected to be better clamped and less affected by space-clamp errors and cable attenuation compared to inputs onto distal dendrites (also see the discussion in **Methods**). Nevertheless, we recognize that there are potential deviations of measured synaptic amplitude from the bona fide amplitude caused by space-clamp errors and cable attenuation, which need to be investigated in the future.

Intracortical excitation preserves direction tuning {#S5}
---------------------------------------------------

Layer 4 neurons exhibit not only orientation selectivity, but also direction selectivity^[@R22],[@R26]^. In order to understand the relationship between direction selectivity of spike response and that of excitatory input, we carried out sequential cell-attached and whole-cell recordings (with a K^+^-based internal solution) from the same neurons in wild type mice (see **Methods**). The spikes recorded in the cell-attached mode allowed us to quantify the direction selectivity of the cell's output response, and the subsequent whole-cell recording allowed us to examine the underlying excitatory drive. As shown by an example cell ([Fig. 3a, b](#F3){ref-type="fig"}), although the cell exhibited clearly direction-selective spike responses, the amplitude of excitatory current only showed a slight difference between the preferred and null directions. Thus, consistent with what has been previously reported, the spike threshold greatly amplified the selectivity of output response^[@R27]^. The plot of direction selectivity index (DSI) of spike response versus that of excitatory current revealed a strong linear relationship ([Fig. 3c](#F3){ref-type="fig"}). In addition, the preferred direction of spike response was essentially the same as that of excitatory drive ([Fig. 3d](#F3){ref-type="fig"}). These results indicated that the selectivity of spike response strongly correlated with that of excitatory input, which might be employed to predict direction selectivity of the neurons.

We next examined how direction tuning of excitatory drive is determine d by thalamocortical and intracortical inputs. We found that the direction tuning of excitatory drive was not changed by silencing intracortical inputs, as shown by the superimposed average direction tuning curves without and with LED illumination ([Fig. 3e](#F3){ref-type="fig"}). On an individual cell basis, DSI of thalamocortical excitation was also similar to that of total excitation ([Fig. 3f](#F3){ref-type="fig"}), and the preferred direction was unchanged after silencing the cortex ([Fig. 3g](#F3){ref-type="fig"}). Similar conclusions could be made when the integrated charge of excitatory current was considered ([Supplementary Fig. 2c, d](#SD1){ref-type="supplementary-material"}). Together these results further demonstrated a linear amplification effect of intracortical excitatory circuits. The feedforward input to layer 4 neurons was already direction-tuned, and the intracortical excitation increased the gain of the signal, without affecting its tuning property.

Intracortical excitation expands visual receptive field {#S6}
-------------------------------------------------------

Taking advantage of drifting-bar evoked responses, we were able to estimate the shape and size of the spatial receptive field of excitatory drive. We estimated the receptive field boundary based on the moving bar speed and the response latency at each stimulus direction ([Fig. 4a](#F4){ref-type="fig"}, top left). We found that the response onset latency was prolonged in the presence of LED illumination at all stimulus directions ([Fig. 4a](#F4){ref-type="fig"}, bottom and [Supplementary Fig. 3a](#SD1){ref-type="supplementary-material"}), suggesting that the visual receptive field had "shrunk" after cortical silencing. We derived receptive field outlines for the total excitation and thalamocortical excitation respectively (see **Methods**) ([Fig. 4a](#F4){ref-type="fig"}, bottom), and fitted it to an ellipse ([Fig. 4a](#F4){ref-type="fig"}, top right). We found that the derived receptive fields were both slightly elongated, and the major axes of both receptive fields (i.e. the axis for receptive field elongation) were similar as the preferred orientation of the cell's excitatory drive under moving stimuli (marked by the blue arrows in [Fig. 4a](#F4){ref-type="fig"}). The observation in this example cell suggested that the size of spatial receptive field was reduced in the presence of LED illumination, while its overall shape was not changed apparently.

In a total of 19 recorded cells, we observed that the onset latency of excitatory responses to moving bars (averaged for two opposite directions) increased more for the preferred than the orthogonal orientation ([Supplementary Fig. 3b](#SD1){ref-type="supplementary-material"}), suggesting more receptive field shrinkage along the preferred orientation. As a control, the onset of responses to flash stimuli was not changed in the presence of LED illumination ([Fig. 4b](#F4){ref-type="fig"}), indicating that the subcortical conduction of visual signals was not affected by the cortical silencing. From the response onset latencies, the estimated receptive field size (defined as the long axis of the fitted ellipse) for total excitatory input was 45.6 ± 11.7° (mean ± s.d.). The estimated receptive field was reduced to 32.4 ± 10.2° after cortical silencing (*P* = 5.16e--10, two-tailed paired *t*-test, *n* = 19 cells from 19 mice, [Fig. 4c](#F4){ref-type="fig"}). Despite the reduction in size, the receptive field shape remained roughly the same, as reflected by the largely unchanged angle of the major receptive field axis (*P* = 0.52, two-tailed paired *t*-test, [Fig. 4d](#F4){ref-type="fig"}) and the unchanged aspect ratio (*P* = 0.22, two-tailed paired *t*-test, [Fig. 4e](#F4){ref-type="fig"}), which was defined as the ratio of the length of major versus minor receptive field axis^[@R5],[@R28]^. In addition, the major axis of the estimated thalamocortical receptive field had a similar angle as the preferred orientation of the isolated thalamocortical response ([Fig. 4f](#F4){ref-type="fig"}). All thalamocortical receptive fields were slightly elongated, as reflected by the aspect ratios larger than 1 but mostly smaller than 2, with a mean of 1.63 ([Fig. 4e](#F4){ref-type="fig"}). Furthermore, there was a strong linear correlation between the orientation selectivity level of thalamocortical responses and the aspect ratio of the estimated thalamocortical receptive field ([Fig. 4g](#F4){ref-type="fig"}).

To further confirm the receptive field shrinkage after cortical silencing, we applied conventional flash sparse stimuli to directly map the spatial receptive field (see **Methods**). We found that the receptive field indeed appeared smaller in the presence of LED illumination, as shown by an example cell ([Fig. 4h](#F4){ref-type="fig"}). Summary results of 14 cells recorded from 14 mice showed that receptive field size was significantly decreased by eliminating intracortical excitatory inputs (from 38.2 ± 9.0° to 31.8 ± 8.6°, *P* = 1.92e--6, one-tailed paired *t*-test, [Fig. 4i](#F4){ref-type="fig"}), whereas the angle of receptive field major axis and the aspect ratio were unaltered (*P* = 0.4, [Fig. 4j](#F4){ref-type="fig"}; *P* = 0.46, [Fig. 4k;](#F4){ref-type="fig"} two-tailed paired *t*-test). Notably, in normal conditions, the receptive field size measured with sparse flash stimuli was smaller than that estimated from drifting-bar responses (*P* = 0.02, one-tailed *t*-test), while they were not different in cortical silencing conditions (*P* = 0.87, two-tailed *t*-test). Therefore the receptive field size derived from drifting-bar responses reduced more (29.4% ± 9.8%) after cortical silencing, compared to that measured with flash stimuli (16.9% ± 8.5%, *P* = 2.3e--4, one-tailed *t*-test). One possible explanation was that some cortical neurons providing distant intracortical inputs were sensitive to moving stimuli, but could not be activated by sparse flash stimuli. Altogether, these results suggested that the spatial organization of thalamic inputs (i.e. the elongated arrangement) provided a basis for the orientation tuning of thalamocortical responses, and that intracortical excitatory circuits expanded the visual receptive field approximately proportionally in spatial extent.

Tuning of dLGN neurons is unaffected {#S7}
------------------------------------

Previous studies indicate that layer 6 neurons in sensory cortices project back to the thalamus and may modulate thalamic neuron activity^[@R21],[@R29]^. To investigate the effect of silencing the cortical feedback projection on thalamic activity, we carried out cell-attached recordings in the dorsal lateral geniculate nucleus (dLGN). We found that neurons in the dLGN already exhibited moderate orientation tuning as measured either by drifting bars ([Fig. 5a--c](#F5){ref-type="fig"}) or by drifting sinusoidal gratings ([Supplementary Fig. 4a--c](#SD1){ref-type="supplementary-material"}), consistent with a recent report^[@R30]^. Their tuning was not significantly affected by cortical silencing ([Fig. 5a--c](#F5){ref-type="fig"} and [Supplementary Fig. 4a--c](#SD1){ref-type="supplementary-material"}), the effectiveness of which was verified in each experiment by recording in layer 6. The evoked firing rates of dLGN neurons averaged for twelve directions were unaltered after silencing the cortex ([Fig. 5d](#F5){ref-type="fig"} and [Supplementary Fig. 4d](#SD1){ref-type="supplementary-material"}), indicating that the reduction of excitatory drive in cortical neurons could be attributed primarily to the elimination of intracortical inputs. The tuning strength of dLGN neuron responses was slightly stronger than that of thalamocortical input, but was much weaker than that of cortical neuron spikes ([Fig. 5e](#F5){ref-type="fig"}).

In contrast to dLGN neurons, the evoked firing rate of thalamic reticular nucleus (TRN) neurons was markedly reduced after silencing the cortex ([Fig. 5f, g](#F5){ref-type="fig"}). These neurons essentially had no orientation tuning ([Fig. 5h](#F5){ref-type="fig"}). Their average OSI was 0.044 ± 0.025 (mean ± s.d., *n* = 20 cells from 16 mice), significantly lower than that of dLGN neurons (*P* = 0.0018, one tailed *t*-test). That the firing rate of dLGN neurons was unchanged after silencing the cortex was likely due to a concurrent decrease of excitatory drive from layer 6 and inhibitory drive from the TRN^[@R21],[@R29]^, which also receives direct excitation from layer 6 of the cortex^[@R21],[@R29]^.

Discussion {#S8}
==========

As a fundamental computational property, orientation selectivity is thought to emerge in the visual cortex. Whether its generation in the thalamorecipient neurons can be solely attributed to the spatial arrangement of feedforward thalamic inputs or intracortical circuits (in particular the local recurrent network) play an indispensible role has been widely discussed^[@R6]^. In this study, by silencing intracortical excitatory connections with an optogenetic method, we showed that the feedforward input to mouse layer 4 excitatory neurons was weakly orientation-tuned. Intracortical excitation scaled up or linearly amplified the thalamocortical signals approximately threefold without modifying the input tuning property. Similarly, the direction tuning provided by thalamocortical input was unaffected through such signal amplification. In addition, our study revealed that intracortical excitatory circuits enlarged the visual receptive field without significantly modifying the receptive field shape.

The linear amplification of thalamocortical responses suggests that the feedforward input, although only weakly tuned, provides an orientation bias for driving orientation selectivity in the cortex. The tuning of thalamocortical input can be contributed by several mechanisms. First, the thalamocortical receptive field was slightly elongated, and the axis of elongation was the same as the preferred orientation of thalamocortical responses to drifting bars. These results are in line with the original feedforward model that the spatial organization of thalamic inputs provides a fundamental basis for orientation tuning^[@R3]^. Because of the elongated spatial arrangement of thalamic inputs, a bar of preferred orientation can activate thalamic inputs more synchronously than a bar of orthogonal orientation. More synchronous inputs can generate a larger peak current, and can be more efficient in driving spiking of layer 4 cells^[@R31]^. Second, dLGN neurons themselves were orientation tuned. The convergence of LGN inputs with similar orientation preference might be sufficient for providing orientation-tuned input to a cortical neuron. However, without understanding the relationship between orientation preferences of LGN neurons and their cortical targets, the contribution of tuning of individual LGN neurons remains unclear. Furthermore, the segregation of On and Off thalamic inputs^[@R6],[@R32]^, which has not been examined in the current study, may also contribute to the orientation tuning of the summed thalamocortical input.

Previous studies in cat visual cortex have been focused on membrane potential responses^[@R7],[@R8]^, which reflect a result of interplay between excitatory and inhibitory inputs. The combining of optogenetic silencing with voltage-clamp recordings allows the direct elucidation of different excitatory components and determination of their respective contribution to cortical functional properties. Similar as in the cat visual cortex, we did not find evidence that intracortical excitatory circuits significantly sharpen orientation tuning, which had been predicted by previous theoretical models based on recurrent circuits^[@R9]--[@R11]^. Instead, excitatory responses were scaled up by a similar factor across different orientations. Such scaling or gain modulation of feedforward thalamocortical signals determined that the total excitation remained weakly tuned. The orientation selectivity of spike responses of cortical neurons was much stronger than their thalamic inputs ([Fig. 5e](#F5){ref-type="fig"}). The sharp selectivity of output response may be eventually achieved through the effects of more broadly tuned inhibition^[@R22],[@R33]--[@R39]^ as well as of spike threshold^[@R27],[@R35],[@R40]--[@R42]^. In addition, non-linear mechanisms not revealed by the voltage-clamp recordings, e.g. NMDA receptor activation^[@R43]^, may also serve to sharpen the tuning of output response.

What kind of intracortical circuits might be responsible for the multiplication of thalamocortical signals? Neurons with different orientation preference in the mouse visual cortex are organized in a random, "salt-and-pepper" pattern^[@R34],[@R44]^. However, the connection probability between excitatory neurons with a similar preferred orientation is slightly higher than that between neurons preferring different orientations^[@R34]^. Such biased connectivity between cortical excitatory neurons is likely sufficient for generating the weakly tuned intracortical excitation, which is also co-tuned with the feedforward excitation. The cortical gain is roughly 2, tripling the amplitude of feedforward input. The gain modulation of excitatory drive by intracortical circuits ensures that feedforward signals are reliably and faithfully represented in the cortex.

On the other hand, intracortical circuits may provide opportunities for integrating novel information by expanding the visual receptive field. It has been thought that horizontal or lateral interactions contribute to the "silent" extra-classical receptive field, activation of which provides contextual information that can modulate responses to stimulation of the central classical receptive field of the cell^[@R45]--[@R47]^. Here we provided direct evidence that visual receptive field peripheries might be attributed to intracortical circuits. Notably, the recruitment of more distant inputs through intracortical circuits largely preserved the elongated shape of the receptive field, suggesting that the spatial integration of intracortical inputs had a bias along the preferred orientation of the cell. That is, there might be more inputs arranged along the preferred orientation than the orthogonal, contributing to the tuning of intracortical excitation^[@R48]^. Such connectivity pattern may arise during development under the guidance of correlation-based Hebbian plasticity rules^[@R49],[@R50]^. The coherent organization of thalamocortical and intracortical inputs allows cortical neurons to faithfully reinforce the representation of thalamocortical information.

Methods {#S9}
=======

All experimental procedures used in this study were approved by the Animal Care and Use Committee of USC.

Viral injection {#S10}
---------------

Female mice (45--60 days) used in experiments were generated by crossing PV-Cre mice with tdTomato reporter mice (The Jackson Laboratory, C57BL/6J background). We anaesthetized mice with 2% isoﬂurane, thinned the skull over V1 and performed ∼0.2 mm^2^ craniotomy. We delivered the virus using a bevelled glass micropipette (tip diameter 40 -- 50 µm) attached to a microsyringe pump (World Precision Instruments). Adeno-associated viruses (AAVs) to deliver ChR2 were acquired from the UPenn Viral Vector Core: AAV2/9.EF1α.DIO.hChR2(H134R)-EYFP.WPRE.hGH (Addgene 20298). We injected virus at a volume of 50 nl/injection and at a rate of 20 nl/min We performed the injection at two locations (\[0.8, 2.3\], \[0.8, 3\] mm anterior and lateral to lambda) and two depths (300 µm and 600 µm). We then sutured the scalp, and administered an analgesic (0.1 mg/kg Buprenex) to help the recovery from anaesthesia. We made *in vivo* recordings 2--3 weeks after viral injections. We examined the expression pattern of hChR2(H134R)-EYFP in each injected mouse before the experiment, and carried out recordings only in animals with a correct location of EYFP expression (1 out of 20 mice was excluded). That is, for the major experiments, there was only one animal group. In more than 300 EYFP-expressing neurons examined in 5 mice, all of them expressed tdTomato, indicating that they were all PV-positive inhibitory neurons.

Animal surgery {#S11}
--------------

We sedated the mouse with EYFP expression with an intramuscular injection of chlorprothixene hydrochloride (10 mg/kg in 4 mg/ml water solution) and then anesthetized it with urethane (1.2 g/kg, i.p., at 20% w/v in saline), as previously described^[@R23],[@R26]^. We maintained the animal's body temperature at ∼37.5° by a heating pad (Havard Apparatus, MA). We performed tracheotomy, and inserted a small glass capillary tube to maintain a free airway. We performed cerebrospinal fluid draining, removed the skull and dura mater (∼ 1 × 1 mm) over the V1, and applied artificial cerebrospinal fluid solution (ACSF, containing \[in mM\] 140 NaCl, 2.5 KCl, 2.5 CaCl~2~, 1.3 MgSO~4~, 1.0 NaH~2~PO4, 20 HEPES, 11 glucose, pH 7.4) to the exposed cortical surface when necessary. We trimmed eyelashes contralateral to the recording side, and covered the eyes with ophthalmic lubricant ointment until recording, at which time we rinsed the eyes with saline and applied a thin layer of silicone oil (30,000 centistokes) to prevent drying while allowing clear optical transmission. Eye movements and the receptive field drift were negligible within the time window of our recordings^[@R40]^.

In vivo electrophysiology {#S12}
-------------------------

We pre-penetrated the pia with a broken pipette under visual guidance before *in vivo* recordings, and then performed whole-cell voltage-clamp recordings with an Axopatch 200B (Molecular Devices). The patch pipette had a tip opening of ∼2 µm (4 -- 5 MΩ impedance). The Cs^+^-based intrapipette solution used for voltage-clamp recordings contained (in mM): 125 Cs-gluconate, 5 TEA-Cl, 4 MgATP, 0.3 GTP, 8 disodium phosphocreatine, 10 HEPES, 10 EGTA, 2 CsCl, 1 QX-314, 0.75 MK-801, biocytin 1%, pH 7.25. The K^+^-based intrapipette solution used for sequential cell-attached and whole-cell recordings contained (in mM): 130 K-gluconate, 4 MgATP, 0.3 GTP, 8 disodium phosphocreatine, 10 HEPES, 10 EGTA, 2 KCl, biocytin 1%, pH 7.25. The pipette capacitance and whole-cell capacitance were compensated completely, and series resistance was compensated by 50% -- 60% (at 100 µs lag). A −11 mV junction potential was corrected. Signals were filtered at 2 kHz and sampled at 10 kHz. We isolated excitatory currents by clamping the cell at the reversal potential for LED-evoked Cl^−^ currents (−64 ± 6 mV), which was determined for each individual experiment. As discussed previously^[@R36],[@R40]^, our whole-cell recording method with relatively large pipettes highly biases sampling towards pyramidal neurons. For cell-attached recordings only, the pipette contained ACSF, and we recorded spikes in the voltage-clamp mode, with a small commend potential applied to achieve a zero baseline current. The spike signal was filtered at 10 kHz and sampled at 20 kHz. The spike waveform of recorded excitatory neurons had a trough-to-peak interval of 0.85 ± 0.10 ms (*n* = 35 cells). We recorded the extracellular ensemble currents with a patch pipette filled with 1M NaCl, under voltage clamp with a holding voltage of 0 mV. Signals were filtered at 10 kHz and sampled at 20 kHz.

We determined the depth location of layer 4 (370 µm to 510 µm from the pia) based on the expression pattern in a layer-4-specific Cre line (Scnn1a-Tg3-Cre, the Jackson laboratory) crossed with the tdTomato reporter line (see [Supplementary Fig. 1a](#SD1){ref-type="supplementary-material"}). The layer assignment of the blindly recorded neurons was made mostly according to the vertical travel distance of the electrode. The assignment was reasonably precise because our use of a high-magnification objective (40×) on the microscope allowed a precise identification of the cortical surface and our application of pre-penetration minimized the dimpling of the cortical surface. Morphologies of 15 recorded layer 4 cells were successfully reconstructed (see [Fig. 1d](#F1){ref-type="fig"} and [Supplementary Fig. 1](#SD1){ref-type="supplementary-material"}), which confirmed that they were located in layer 4.

For recording in the dLGN, we made a square craniotomy of 1.5 mm × 1.5 mm approximately 2.5 mm posterior and 2 mm lateral to the bregma structure. We applied cell-attached recordings to collect spikes from single neurons. The spike signal was filtered at 10 kHz and sampled at 20 kHz. We recorded from dLGN relay neurons, characterized by robust visually evoked responses with low spontaneous activity, at a depth of 2500 -- 3100 µm^51^. For recording in the TRN, we made a square craniotomy of 1.5 mm × 1.5 mm around 1.1 mm posterior and 1.6 mm lateral to the bregma structure, and carried out cell-attached recordings at a depth of 2400 -- 3000 µm.

In vivo two-photon imaging guided recording {#S13}
-------------------------------------------

We tuned a mode-locked Ti:sapphire laser (MaiTai Broadband, Spectra-Physics, Mountain View, CA) at 890 nm with the output power at 60 -- 300 mW for imaging fluorescently labeled neurons in layer 4, and adjusted the power according to the cell's fluorescence level. We filled the glass electrode, with ∼1 µm tip opening and 8 -- 10 MΩ impedance, with ACSF containing 0.15 mM calcein (Invitrogen). We completely compensated the pipette capacitance. We navigated the pipette tip in the cortex and patched it onto a fluorescent soma as previously described^[@R23]^. After confirming a successful targeting, we released the positive pressure in the pipette (∼10 mbar) and applied a negative pressure (20 -- 150 mbar) to form a loose seal (with 80 -- 200 MΩ resistance). We directly determined the depth of the patched cell under the two-photon microscope. The depth of the recorded PV neurons ranged from 365 -- 455 µm below the pia. The recorded PV neurons all exhibited narrow spike waveforms, with an average through-to-peak interval of 0.32 ± 0.05 ms (*n* = 6).

Visual stimulation {#S14}
------------------

We implemented the visual stimuli using Matlab with Psychophysics Toolbox and displayed them with a gamma-corrected LCD monitor (refresh rate 75 Hz, maximum luminance 280 cd/m^2^) placed 0.25 m away from the right eye. We placed the center of the monitor at 45° Azimuth, 25° Elevation, and it covered ±35° horizontally and ±27° vertically of the mouse visual field. We made recordings in the monocular zone of the V1. We recorded spontaneous activity by applying a uniform grey background. To measure orientation tuning, we applied drifting single bars (4° × 60°, at a speed of 50°/s) of 12 directions (30° step) in a pseudorandom sequence. The visual stimulation with and without LED illumination were alternated, but the stimulus sequence was randomized independently for LED off and LED on trials. Therefore, data collection was randomized. We set the inter-stimulus interval at 10 s to allow a full recovery of ChR2 function from desensitization^[@R52]^. We applied five to ten sets of stimuli to each cell, with the sequence different between sets. For recordings in the dLGN and TRN, we applied both drifting bars and full-field drifting sinusoidal gratings (temporal frequency = 2 Hz, spatial frequency = 0.04 cycles/degree, 95% contrast) at 12 directions. We also mapped the receptive field with flash stimuli, either flash light squares (5° × 5°) or flash light bars (4° × 60°) of vertical orientation for 5 -- 10 repetitions in a pseudorandom sequence.

Photostimulation {#S15}
----------------

To photoactivate ChR2, we used a blue (470 nm) fiber-coupled LED (0.2 mm diameter, Doric Lenses) placed on top of the exposed cortical surface. LED light spanned the entire area of V1. We applied black pigment stained agar to prevent LED light from scattering and reaching the contralateral eye, and had verified that LED light did not directly stimulate the eye in wild-type mice. The LED was driven by the analog output from a NIDAQ board (National Instruments). The intensity of LED was around 5 mW (measured at the tip of the fiber).

Data analysis {#S16}
-------------

We performed data analysis with custom-developed software (LabVIEW, National Instrument; and MATLAB, Mathworks), not blind to the conditions of the experiments. We counted the spikes evoked by drifting bars or drifting sinusoidal gratings within a time window covering the visual stimulation duration with a 70 ms delay, and subtracted the spontaneous firing rate from the stimulus-evoked spike rate. We averaged the recorded synaptic responses, and smoothed it by averaging within a sliding 40 ms window^[@R53]^.

We quantified the strength of orientation selectivity with a global orientation selectivity index (gOSI): $$\left. gOSI = \right\|\left. \sum{R(\theta) \times e^{2i\theta}} \right\|/\sum{R(\theta)}$$ *i* is $\sqrt{- 1}$ θ is the angle of the moving direction. *R*(θ) is the response level at angle θ. We averaged the response levels of two directions at the same orientation to obtain the orientation tuning curve between 0 -- 180 degrees, and fitted it with a Gaussian function R(θ) = A × exp(−0.5 × (θ -- ϕ)^[@R2]^ / σ^[@R2]^) + B. ϕ is the preferred orientation. σ is the tuning width. To measure the direction selectivity index (DSI), we fitted the response levels at twelve stimulus directions to a wrapped Gaussian function R(θ) = A~1~ × exp(−0.5 × (θ -- ϕ)^[@R2]^ / σ^[@R2]^) + A~2~ × exp(−0.5 × (θ -- ϕ −180°)^[@R2]^ / σ^[@R2]^) + B. ϕ is the preferred direction. σ is the tuning width. DSI was defined as (A~1~ -- A~2~) / (A~1~ + A~2~ + 2B).

LED illumination alone led to a decrease in input resistance (from 181 ± 22 to 118 ± 24 MΩ, *P* = 0.002, one-tailed paired *t*-test, *n* = 5 cells from 5 mice), which was measured by examining the voltage change to a 100 pA step current. We estimated how much the decrease of input resistance would affect the recorded current amplitude based on the following equation^[@R15]^: $$I_{rec} = \frac{R_{in}}{R_{in} + R_{s}} \times I_{syn}$$ *I~syn~* is the actual amplitude of synaptic current. *I~rec~* is the recorded amplitude. *R~in~* is the input resistance. *R~s~* is the effective series resistance (15∼30 MΩ) in our recordings, which was unchanged after cortical silencing). The decrease of *R~in~* from 181 to 118 MΩ would lead to a 4% ∼ 7% reduction of the recorded synaptic amplitude, which is negligible compared to the measured amplitude reduction after cortical silencing ([Fig. 2f](#F2){ref-type="fig"}). It should be noted that the putative change in recorded current amplitudes due to the change in input resistance would not significantly affect the tuning of synaptic responses. Similarly as we have previously discussed^[@R15],[@R40],[@R54]^, under our recording condition, the observed synaptic responses can be reasonably controlled by the somatic voltage clamp. This was suggested by the linear *I* -- *V* relationship and the proximity of LED-evoked currents to the expected reversal potential of inhibitory currents ([Fig. 1d](#F1){ref-type="fig"}). The thalamocortical synapses on layer 4 neurons have been shown to be proximal to the soma^[@R55]^. These synaptic inputs would be less affected by changes in input resistance compared to inputs onto distal dendrites^[@R56]^. Nevertheless, potential deviations of measured synaptic amplitudes from bona fide amplitudes caused by space-clamp errors and cable attenuation should be recognized^[@R57]--[@R59]^.

To derive receptive field boundaries, we translated the onset delay of each drifting-bar response (after compensation for the subcortical conduction delay as determined from the cell's response to flash noise stimuli, see [Fig. 4b](#F4){ref-type="fig"}) into the distance the bar had moved. To determine the response onset, we first identified the time point where the peak current occurred, and then traced current backward from the peak time to the time point where the amplitude was reduced to 5% of the peak value. We also visually examined response traces to confirm the determined onsets. The lines marking the bar positions at the compensated response onsets intercepted to form a dodecagon that outlined the spatial receptive field. We determined the midpoint of each side of the dodecagon, and performed the least squares fitting to an ellipse for the twelve midpoints. We defined the receptive field size as the length of the major axis of the ellipse, and the aspect ratio as the ratio of the major versus minor axis of the ellipse.

For flash stimuli, we identified the visually evoked responses if the average peak current was 3 standard deviations greater than the baseline current in the absence of visual stimuli. For synaptic responses to flash squares, we fitted the receptive field to an elliptic function, and determined the receptive field boundary as previously described^[@R29]^.

Statistical analysis {#S17}
--------------------

We first performed Shapiro--Wilk test to test whether data were normally distributed. In the case of a normal distribution, we performed paired *t*-test. Otherwise, we performed non-parametric method (Wilcoxon signed-rank test in this study). In fact, non-parametric and parametric methods led to the same conclusions. For multiple comparisons of normally distributed data, we applied one-way ANOVA followed by appropriate post-hoc tests, which was selected based on the test of homogeneity of variances. Data were presented as mean ± s.d. if not otherwise specified. No statistical method was used to pre-determine sample sizes, but our sample sizes were similar to those reported in previous publications in the field^[@R8],[@R16],[@R37],[@R41]^
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![Optogenetic silencing of visual cortical circuits. (**a**) Top, confocal images showing tdTomato (red) and ChR2-EYFP expression (green) patterns. Bottom, enlarged images. (**b**) Left, peri-stimulus spike time histograms (PSTHs) for responses of a layer 4 excitatory neuron to a flash noise stimulus (red bar) with and without LED illumination (blue bar). Top, visual stimulus pattern and superimposed 50 individual spikes. Right, average firing rates in LED off and LED on trials for cells in different layers (*n* = 14, 10, 11 from 6, 5, 5 mice for L4, L5, L6 respectively). (**c**) Left, PSTHs for responses of a tdTomato-labeled PV neuron. Top inset, two-photon image of the recorded cell and superimposed 100 individual spikes. Right, Average firing rates for 6 PV cells from 6 mice. (**d**) Top, LED illumination induced currents in a cell and its reconstructed morphology. Bottom, current amplitude (averaged within a 40 ms window) versus holding voltage (one-sided *P* = 0.005). (**e**) Top, visually-evoked ensemble currents (VEC) recorded in layer 4 without (left) and with (right) preceding LED illumination. Inset, superimposed traces. Bottom, peak amplitudes in LED on versus LED off trials (0.26 ± 0.11 vs. 0.24 ± 0.08 nA, *P* = 0.07, two-tailed paired *t*-test, *n* = 8 sites from 8 mice). (**f**) Top, visually-evoked excitatory currents without and with a preceding LED illumination. Bottom, peak amplitudes in LED on versus LED off trials (median: 0.051 vs. 0.051 nA, *P* = 0.23, two-sided Wilcoxon signed-rank test, *n* = 10 cells from 10 mice).](nihms507217f1){#F1}

![Linear amplification of orientation-tuned thalamocortical input. (**a**) Left, average excitatory responses (5 trails) of a cell to single drifting bars at 12 different directions. Arrowheads mark the preferred orientation. Light red and light blue dotted curves mark the response onsets. Scale: 0.1 (red)/ 0.04 (blue) nA, 0.5 s. Right top, orientation tuning curves of peak current amplitude for the total and thalamocortical excitation, as well as superimposed normalized tuning curves. Bar = s.d. Right bottom, peak current amplitudes at 6 orientations of LED on versus LED off trials. Dash line shows the linear fitting: "*k*" is the slope, "*r*" is the correlation coefficient, one-sided *P* = 0.0009. (**b**) Polar plots of excitatory current amplitude before (red) and after (blue) silencing the cortex for another three cells. The maximum axis value is labeled. (**c**) Average normalized orientation tuning curves of total excitatory input (red) and of thalamocortical input (blue). Bar = s.e.m. *N* = 19 cells from 19 mice. (**d**) OSI of thalamocortical input versus that of total excitation (0.059 ± 0.021 vs. 0.056 ± 0.023, *P* = 0.4, two-tailed paired *t*-test, *n* = 19 cells). Light gray labels individual cells that deviate significantly from the identity line (*P* \< 0.05, bootstrap analysis). (**e**) Preferred orientation of thalamocortical input versus that of total excitation (*P* = 0.6, two-tailed paired *t*-test, *n* = 19 cells). (**f**) Distribution of scaling factors in the recorded cell population. Arrow points to the mean value.](nihms507217f2){#F2}

![Intracortical excitation preserves direction tuning. (**a**) PSTH for spike responses (left, 10 trials) to single drifting bars of an example layer 4 cell as well as its average excitatory responses (right, 10 trials) recorded under voltage clamp. Scale: 30 Hz / 0.1 nA, 0.5 s. (**b**) Top, tuning curve of average spike count (10 trials) for the same cell. Bottom, tuning curve of average peak excitatory current. Bar = s.d. (**c**) Direction selectivity index (DSI) of excitatory input versus that of spike response (*n* = 20 cells from 20 mice). Linear fitting (olive dash line): one-sided *P* = 1e--5. (**d**) Preferred direction of excitatory input versus that of spike response for cells with DSI \> 0.2 (*P* = 0.3, two-tailed paired *t*-test, *n* = 13 cells from 13 mice). (**e**) Average normalized direction tuning curves for total excitation (red) and thalamocortical excitation (blue). Bar = s.e.m. *N* = 19 cells from 19 mice. (**f**) DSI for thalamocortical excitation versus that for total excitation (0.104 ± 0.045 vs. 0.102 ± 0.043, *P* = 0.49, two-tailed paired *t*-test, *n* = 19 cells from 19 mice). (**g**) Preferred direction of thalamocortical excitation versus that of total excitation (*P* = 0.86, two-tailed paired *t*-test, *n* = 19 cells).](nihms507217f3){#F3}

![Intracortical excitation expands visual receptive field. (**a**) Top left, stimulation of receptive field (green) boundary correlates with the response delay. Bottom, superimposed average bar-evoked excitatory currents without (red) and with (blue) LED illumination. Scale: 0.1 nA (red)/ 0.05 nA (blue), 0.5 s. Inside dodecagon: derived receptive fields before (red) and after (blue) cortical silencing. Scale: 10°. Top right, elliptical fitting of the receptive fields. (**b**) Top, average excitatory currents to a flash noise stimulus. Scale: 50 pA, 50 ms. Bottom, onset latencies in LED off versus LED on trials (64.1 ± 6.9 vs. 64.8 ± 6.3 ms, *P* = 0.32, two-tailed paired *t*-test, *n* = 19 cells from 19 mice; the same test applied below). Error bars represent s.d. (**c**) Receptive field size derived for thalamocortical and total excitation (mean ± s.d. marked). (**d**) Angle of receptive field major axis (*P* = 0.52). (**e**) Aspect ratio (1.63 ± 0.32 vs. 1.68 ± 0.29). Inset, distribution of aspect ratios of thalamocortical receptive fields. (**f**) Derived major receptive field axis versus measured preferred orientation (*P* = 0.54). (**g**) OSI versus aspect ratio. Linear fitting: one-sided *P* = 3.3e--4. (**h**) Excitatory currents of an example cell to single flash squares at different locations without and with LED stimulation. Scale: 0.1 nA (left) / 0.052 nA (right), 0.2 s. (**i-k**) Receptive fields measured by flash stimuli (*n* = 14 cells from 14 mice). *P* = 0.4 in (**j**). Aspect ratios in (**k**): 1.60 ± 0.21 vs. 1.58 ± 0.21, *P* = 0.46.](nihms507217f4){#F4}

![Orientation tuning of thalamic neurons. (**a**) Top, PSTHs for visually evoked spikes in a layer 6 neuron. Middle, PSTHs for responses to drifting bars without (black) and with (blue) LED illumination of a dLGN neuron in the same animal. Bottom, polar plots of average spike count. (**b**) OSI of dLGN neuron responses (LED on, 0.093 ± 0.052; LED off, 0.089 ± 0.054, *P* = 0.48, two-tailed paired *t*-test, *n* = 18 cells from 12 mice). (**c**) Average normalized tuning curves for dLGN neurons. Bar = s.e.m. (**d**) Evoked spike numbers for dLGN neurons (LED on, 10.4 ± 4.9; LED off, 10.9 ± 5.3; *P* = 0.27, two-tailed paired *t*-test, *n* = 18 cells from 12 mice). (**e**) Distribution of OSIs for dLGN neuron spikes, thalamocortical excitation, and layer 4 neuron spikes to drifting bars (*n* = 18, 19, 33 cells from 12, 19, 25 mice respectively). \*\*\*, *P* = 5.4e--10 and 1.4e--11 (top); \*, *P* = 0.022, one-way ANOVA post-hoc test (Tamhane's T2 test). Error bars represent s.d. (**f**) Spike responses of an example TRN neuron to drifting gratings (three cycles). Data are displayed similarly as in (**a**). (**g**) Average evoked firing rates of TRN neurons (LED on, 2.8 ± 2.3; LED off, 10.2 ± 4.6 Hz, *P* = 3.6e--9, one-tailed paired *t*-test, *n* = 20 cells from 16 mice). (**h**) OSI of TRN neuron responses (LED on, 0.040 ± 0.027; LED off, 0.044 ± 0.025, *P* = 0.59, two-tailed paired *t*-test, *n* = 20 cells from 16 mice).](nihms507217f5){#F5}
