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I. INTRODUCTION
In sequential decision-making it is important to make fast and reliable decisions. In this regard,
consider, e.g., an autonomous car which has to decide whether an obstacle is present or not on the
road. Such decisions are executed by dedicated signal processing algorithms. These algorithms
should use the available measurements in an optimal way such that the average time to take a
decision is minimized. For practical use it is key to test if the implemented decision algorithms
achieve the optimum performance, i.e., if decisions are made as fast as possible with a given
reliability.
Sequential decision-making has been first mathematically formulated in the seminal work by
A. Wald who introduced a sequential probability ratio test [2]. Wald’s test takes binary decisions
on two hypotheses based on sequential observations of a stochastic process. For independent
and identically distributed (i.i.d.) observations this test yields the minimum mean decision
time for decisions with a given probability of error and a given hypothesis [3]. Wald’s test
accumulates the likelihood ratio given by the sequence of observations and decides as soon as
this cumulative likelihood ratio exceeds or falls below two given thresholds which depend on
the required reliability of the decision. A key characteristic of such a sequential test is that its
termination time is a random quantity depending on the actual realization of the observation
sequence. The Wald test has been applied to non i.i.d. observation processes, nonhomogeneous
and correlated continuous-time processes, and has been generalized for multiple hypotheses
[4]; general optimality criteria for sequential probability ratio tests have been proved when
probabilities of errors tend to zero, see e.g. [4]–[8].
Now we consider the decision-making device as a black box which takes as input the obser-
vation process, corresponding to one of two hypotheses, and gives as output a binary decision
variable at a random decision time. Can we determine whether this decision-making device is
optimal based on the statistics of the output of the device — the decisions and the decision
times — and the knowledge of the true hypothesis? Indeed, in the present paper we introduce a
test for optimality of sequential decision-making based on necessary conditions for optimality.
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3Notably, this test does not require knowledge of the realizations or the statistics of the observation
processes.
We first consider a device which takes as input the realization of a continuous stochastic
process corresponding to one of the two hypothesis H1 or H2, and gives as output a binary
decision variable D ∈ {1, 2} (corresponding to the hypotheses H1 and H2, respectively) at the
random decision time T elapsed since the beginning of the observations. We will show that
optimality of sequential probability ratio tests — in the sense that the mean decision time is
minimized while fulfilling given reliability constraints — requires that the following conditions
on the distribution of the decision time T hold
pT(t|H = 1,D = 1) = pT(t|H = 2,D = 1) (1)
pT(t|H = 1,D = 2) = pT(t|H = 2,D = 2). (2)
Here, pT is the probability density of the decision time and H ∈ {1, 2} (corresponding to the
hypotheses H1 and H2) denotes the random binary hypothesis. The necessary conditions (1)
and (2) for optimality imply that the distribution of the decision time T given a certain outcome
are independent of the actual hypothesis. Moreover, this implies that the decision time T of the
optimal sequential test does not contain any information on which hypothesis is true beyond the
decision outcome D. As a consequence, we can quantify the optimality of a given black-box
test by measuring the mutual information between the hypothesis H and the decision time T
conditioned on the output of the test D, i.e., I(H; T|D). In case the test is optimal it must hold
that
I(H; T|D) = 0. (3)
Based on the following example it can be seen that (3) is a necessary but not a sufficient
condition for optimality in the sense of minimizing the mean decision time given a certain
reliability. Consider we have an optimal decision device using the Wald test. Now we delay
all decisions by a constant time tdelay. Still I(H; T + tdelay|D) = 0 with T being the decision
time of the Wald test. Indeed, (3) is not a sufficient condition for the minimal mean decision
time, but rather a measure for the optimal usage of information by the decision device. If
I(H; T|D) > 0 this means that the decision time T contains additional information on the
hypothesis H beyond the actual decision D implying that the decision device does not exploit all
the available information. Hence, I(H; T|D) measures the degree of divergence from optimality
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4in the sense of optimal usage of information. For practical purposes it is easier to test whether the
black-box decision device fulfills the optimality condition in (3) rather than testing if the decision
device decides with the minimum mean decision time, since the minimum mean decision time
is in general not known. Furthermore, consider that in experimental setups we can measure
a decision output D at a certain time T + Tdelay, with Tdelay a random delay time, but in
general we do not know at which time T the decision has been taken, as the decision device
is a black box device and we cannot clearly separate the actual decision making process from
nondecision processes. If the decision time Tdelay is statistical independent of H when conditioned
on D and T, then I(H; T|D) = 0 implies that I(H; T + Tdelay|D) = 0, and I(H; T + Tdelay|D)
can be used as a necessary condition to test optimality of decision devices. If additionally
I(H; Tdelay|D,T + Tdelay) = 0, then I(H; T|D) = I(H; T + Tdelay|D). In this paper we derive
the optimality conditions (1) - (3) and generalize them to discrete-time observation processes.
We furthermore formulate tests for optimal sequential hypothesis testing (sequential decision-
making) based on (1) - (3). Finally, we illustrate our results in computer experiments.
The optimality conditions (1) - (3) are of interest in different contexts. For example these
conditions allow to test optimality of sequential decision-making in engineered devices. An
example are decision-making devices based on machine learning such as deep neural networks.
Such algorithms have the power to solve very complex tasks and adapt to specific environments
by learning. The advantage of machine learning is that not all environmental situations need to
be learned at design time, which for many applications like self driving cars is not practical.
However, while neural networks exhibit best performance in comparison to other approaches the
principles which lead to their successful operation are yet unclear. It would be very useful to
quantify if decisions made on such deep learning approaches are close to optimal. In addition to
engineering, the tests proposed in this paper could also allow to understand if specific biological
systems use all available information optimally to make reliable decisions on the fly. In this
regard, consider the example of sequential decision-making by humans in two-choice decision
tasks based on perceptual stimuli or biological cells making decisions on their fate based on
extracellular cues. We discuss the application of the tests for optimality to these examples in
more detail below.
Notation: We denote random variables by upper case sans serif letters, e.g., X. All random
quantities are defined on the measurable space (Ω,F) and are governed by the probability
measure P. The probability density function of a random variable X given Y = y is written
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5pX(x|Y = y). Moreover, for discrete random variables P (X = x|Y = y) denotes the probability
of X = x given Y = y. The restriction of the measure P to a sub-σ algebra G ⊆ F is written as
P|G . Finally, log denotes the natural logarithm and log2 is the logarithm w.r.t. base 2. The mutual
information and the conditional mutual information are defined by I(X; Y) = E
[
log2
pX(X|Y)
pX(X)
]
and I(X; Y|Z) = E
[
log2
pX(X|Y,Z)
pX(X|Z)
]
, respectively, where the mathematical expectation E[·] is taken
with respect to the measure P.
Organization of the Paper: The paper is organized as follows. After the introduction,
we describe the system setup in detail in Section II where we also give a precise problem
formulation including definitions of optimality for sequential decision-making. Subsequently,
in Section III we derive the main theorems and corollaries describing properties of optimal
sequential probability ratio tests for the case of continuous observation processes. In Section IV
for certain conditions we extend these theorems and corollaries to the discrete-time scenario. In
Section V we formulate statistical tests to decide whether a black-box decision device performs
optimal sequential decision-making based on the theorems and corollaries derived in Section
III and IV, and we also discuss how to measure the distance of the black-box decision device
to optimality. We illustrate the application of these tests based on numerical experiments in
Section VI. In Section VII we discuss the applicability and the limitations of the provided tests
for optimality. Readers who are mainly interested in the application of the statistical tests for
optimality may skip Sections III and IV.
II. SYSTEM SETUP AND PROBLEM FORMULATION
A. System Setup
We consider a sequential binary decision problem based on an observation process Xt with the
time index t either discrete, t ∈ Z+, or continuous, t ∈ R+. The stochastic process Xt is generated
by one of two possible models corresponding to two hypotheses H1 and H2. To describe the
statistics of the process Xt we consider the filtered probability space (Ω,F , {Ft}t≥0,P) with
{Ft}t≥0 the natural filtration generated by the observation process Xt and the hypothesis H.
We consider H to be a time independent random variable. The statistics of the observation
process under the two hypothesis are described by the conditional probability measures given
the hypothesis Pl [Φ] = E [1Φ|H = l] with l ∈ {1, 2} corresponding to the hypothesis H1 and H2,
respectively [9]; here 1Φ(ω) is the indicator function on the set Φ. We also consider the filtered
probability spaces (Ω,F , {Ft}t≥0,Pl) with l ∈ {1, 2} associated with the two hypotheses. We
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6consider for continuous-time processes that the filtration {Ft}t≥0 is right-continuous [4], i.e.,
Ft = ∩s>tFs for all times t ∈ R+.
A sequential test makes binary decisions based on sequential observations of the process Xt
and tries to guess which of the hypotheses H1 and H2 is true. A sequential test δ = (D,T)
returns a binary output D at a random time T. The decision time T is a stopping time, which is
determined by the time when Xt satisfies for the first time a certain criterion. This stopping rule
is non-anticipating in the sense that it depends only on observations of the input sequence up
to the current time, i.e., the decision causally depends on the observation process. The decision
function is a map from the trajectory {Xt}T0 to {1, 2}, which determines the decision of the test.
We now consider the following class of sequential tests with given reliabilities
C(α1, α2) = {δ : P (D = 2|H = 1)≤α2, P (D = 1|H = 2)≤α1,E[T|H = i] <∞, i ∈ {1, 2}}
(4)
where E[T|H = i] denotes the expected termination time in case hypothesis i is true and where the
expectation is taken over the observation sequences Xt. Moreover, α1 and α2 are the maximum
allowed error probabilities of the two error types. We assume that α1, α2 < 0.5. Notice that we
restrict ourselves to tests which terminate almost surely. This assumption is fulfilled in many
cases like the case of i.i.d. observation processes [10, Th. 6.2-1] and stationary observation
processes. Note that the class of sequential tests given by C(α1, α2) does not consider prior
knowledge on the statistics of H.
We define the following optimality criterion.
Definition 1 (Optimality in terms of mean decision times). An optimal test δ∗ = (D∗,T∗)
minimizes the two mean decision times E[T∗|H = i] corresponding to the hypothesis i = 1 and
i = 2 for a given reliability, i.e.
E[T∗|H = i] = inf
δ∈C(α1,α2)
E[T|H = i], i = 1, 2. (5)
Note that in Definition 1 we assume that there exists a test for which the infimum is attained.
If such a test does not exist than we can still find a test for which the two mean decision times
are arbitrarily close to their infimum values.
Sequential probability ratio tests or Wald-tests are optimal in the sense of Definition 1 [2]. It
has been proved that for the case of time-discrete i.i.d. observation processes the Wald test is
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7optimal in the sense of Definition 1 [3]. Furthermore, under broad conditions for the observation
process it has been proved that sequential probability ratio tests are optimal in the sense of
Definition 1 in the limit of small error probabilities [4]–[8].
For discrete-time and i.i.d. processes the Wald test collects observations Xt (which can be
understood as samples of a corresponding continuous-time process) until the cumulated log-
likelihood ratio
Sk =
k∑
n=1
∆n =
k∑
n=1
log
(
pX(Xn|H = 1)
pX(Xn|H = 2)
)
for k ≥ 1 (6)
exceeds (falls below) a prescribed threshold L1 (L2) for the first time. In (6) ∆n are the increments
of the log-likelihood ratio at time instant n. The test decides D = 1 (D = 2), i.e., for H1 (H2),
when Sk first crosses L1 (L2). In (6), pX(·|H) denotes the probability density function of the
observations Xk conditioned on the event H. The thresholds L1 and L2 depend on the maximum
allowed probabilities for making a wrong decision α1 and α2. A decision with the given reliability
constraints α1 and α2 can be made when the cumulative log-likelihood ratio Sk for the first time
crosses one of the thresholds before crossing the opposite one. The thresholds are functions of
α1 and α2. In general, the thresholds L1 and L2 are difficult to obtain. However, the optimal
thresholds yielding the minimum mean decision time can be approximated by [10, p. 148]
L1 = log
1− α2
α1
(7)
L2 = log
α2
1− α1 . (8)
The choice in (7) and (8) still guarantees that the error constraints in (4) are fulfilled. In summary,
the sequential probability ratio test decides at the time
TWald = min{k ∈ N : Sk /∈ (L2, L1)} (9)
for the decision
DWald =
 1 if STWald ≥ L12 if STWald ≤ L2. (10)
Analogously, the Wald test for non-i.i.d. observation processes is given by (9) and (10) with the
log-likelihood ratio
Sk =
k∑
n=1
∆n =
k∑
n=1
log
pXn(Xn|Xn−11 ,H = 1)
pXn(Xn|Xn−11 ,H = 2)
for k ≥ 1 (11)
where Xn−11 = [X1, . . . ,Xn−1].
January 8, 2018 DRAFT
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probability densities of the observation trajectories do not always exist. However, the likelihood
ratio eSt can be defined in terms of the Radon-Nikodým derivative of the probability space
(Ω,F , {Ft}t≥0,P1) with respect to the probability space (Ω,F , {Ft}t≥0,P2):
eSt =
dP1|Ft
dP2|Ft
(12)
with t ≥ 0. Here, the process St is the cumulative log-likelihood ratio and Pi|Ft (i = 1, 2) are
restricted measures of Pi w.r.t. the σ-algebra Ft. A decision with the given reliability constraints
α1 and α2 can be made when the cumulative log-likelihood ratio St for the first time crosses one
of the thresholds before crossing the opposite one. I.e., the test decides D = 1 (D = 2) in case
it crosses L1 (L2) for the first time before crossing L2 (L1) where the thresholds are functions
of α1 and α2. For continuous observation processes St is continuous and the thresholds are
exactly given by (7) and (8), see, e.g., [10, p. 148]. Therefore, the Wald test for continuous-time
observation processes is defined by
Tdec = inf{t ∈ R+ : St /∈ (L2, L1)} (13)
with the decision output given by
Ddec =
 1 if STdec ≥ L12 if STdec ≤ L2. (14)
B. Problem Statement
Consider now the black-box decision device as illustrated in Fig. 1 for which the stochastic
observation process Xt and the algorithm of the decision device are both unknown. Such a black-
box decision device is a sequential test δ for which the function (D,T) is unknown. We ask now
the question: Is it possible to determine whether such a black-box decision device is optimal in
the sense of Definition 1 based on many outcomes D and T of the device?
Having access to the decision outcomes and decision times it is impossible to verify optimality
in terms of Definition 1. In this regard consider that the value of the minimum mean decision
time is typically unknown since the observed process Xt and its statistics are often not known.
We thus introduce the following alternative definition of optimality, which is based on the idea
that optimal sequential decision-making needs to exploit the available information optimally.
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Fig. 1. Black-box model of binary sequential decision-making: a decision device observes sequentially a stochastic process Xt
until it takes a decision D = 1 (D = 2) corresponding to the hypothesis H = 1 (H = 2) at a random decision time T.
Definition 2 (Optimality in terms of information). An optimal test δ∗ = (D∗,T∗) minimizes the
mutual information I(H; T|D), i.e.
I(H; T∗|D∗) = inf
δ=(D,T)∈C(α1,α2)
I(H; T|D). (15)
Later we will show that for continuous observation processes optimality in the sense of
Definition 1 implies optimality in the sense of Definition 2 but not vise versa. In this regard,
consider that (15) is invariant w.r.t. time delays Tdelay in the decisions, i.e., I(H; T∗|D∗) =
I(H; T∗ + Tdelay|D∗), if Tdelay is statistically independent of H conditioned on D and T and if
additionally Tdelay satisfies that I(H; Tdelay|D∗,T∗ + Tdelay) = 0. Moreover, we will show that
for continuous observation processes optimal information usage implies that I(H; T∗|D∗) = 0,
because a test achieving I(H; T|D) = 0 always exists and I(H; T|D) is nonnegative. For these rea-
sons Definition 2 will allows us to formulate practical tests for optimality of sequential decision-
making in black-box decision devices. In general, for the discrete-time setting I(H; T∗|D∗) > 0,
as the information on the hypothesis does not arrive continuously but in chunks, which makes
it more difficult to test optimality in discrete-time settings.
III. OPTIMALITY CONDITIONS FOR CONTINUOUS OBSERVATION PROCESSES
To understand the conditions on optimal sequential decision-making we will derive relations
between decision time distributions of optimal binary sequential probability ratio tests. In this sec-
tion we consider optimal sequential probability ratio tests for continuous observation processes,
which are given by (Tdec,Ddec) in (13) - (14). We call these relations decision time fluctuation
relations for their reminiscence to stopping time fluctuation relations in non-equilibrium statistical
physics, in particular stochastic thermodynamics [11], [12]. In order to derive these relations
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we use a key property of the exponential of the cumulative log-likelihood ratio eSt defined in
(12), namely that it is a positive and uniformly integrable martingale process with respect to
the probability measure P2 and the filtration generated by the observation process [9]. An Ft-
adapted and integrable process is called a martingale w.r.t. Ft and a measure P if its expected
value at time t equals to its value at a previous time t˜, when the expected value is conditioned
on observations up to the time t˜. For eSt , Ft, and P2 this implies that
E
[
eSt
∣∣∣Ft˜,H = 2] = eSt˜ (16)
P2-almost surely and with t˜ < t. Integrability of eSt implies that E[eSt |H = 2] = 1 <∞.
A. Decision Time Fluctuation Relation for Optimal Decision Devices
Theorem 1. We consider a binary sequential hypothesis testing problem with the hypotheses
H ∈ {1, 2}. Let P1 and P2 be two probability measures on the same filtered probability space
(Ω,F , {Ft}t≥0) corresponding to the hypothesis H = 1 and H = 2, respectively. We assume that
{Ft}t≥0 is right continuous. We consider that on F∞ = ∩t≥0Ft, the probability measure P2 is
absolutely continuous with respect to P1. Furthermore, we consider that the realization of the
process eSt = dP1|Ft
dP2|Ft
is P2 almost surely continuous. Let Tdec and Ddec be as in (13) and (14)
with E[Tdec|H = i] < ∞ (i = 1, 2). We also assume that Tdec has a density function. Under
these assumptions the following holds
pTdec(t|H = 1,Ddec = 1) = pTdec(t|H = 2,Ddec = 1) (17)
pTdec(t|H = 1,Ddec = 2) = pTdec(t|H = 2,Ddec = 2) (18)
where pTdec(t|H,Ddec) is the decision time distribution conditioned on the hypothesis H and the
decision output Ddec.
Proof. Let
Φ1(t) = {ω ∈ Ω : Tdec(ω) ≤ t and Ddec(ω) = 1} (19)
be the set of trajectories for which the decision time does not exceed t and the test decides for
Ddec = 1. The probability of the event Φ1(t) with respect to the measures P1 or P2 is equal to
the cumulative distribution of the decision time Tdec conditioned on the hypothesis H = 1 or
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H = 2, respectively, and conditioned on the decision outcome Ddec = 1. We find the following
identity between P1(Φ1(t)) and P2(Φ1(t)):
P1(Φ1(t)) =
∫
ω∈Φ1(t)
dP1|Ft (20)
=
∫
ω∈Φ1(t)
eStdP2|Ft (21)
=
∫
ω∈Φ1(t)
eSTdecdP2|Ft (22)
= eL1
∫
ω∈Φ1(t)
dP2|Ft (23)
= eL1 P2(Φ1(t)) (24)
where for (21) we have used the Radon-Nikodým theorem and the definition (12). For equality
(22) we have applied Doob’s optional sampling theorem [9], [13] to the uniformly integrable
P2-martingale process eSt . For (23) we have used that eSt is a continuous process and achieves
the value eL1 at time Tdec.
The probability density functions of Tdec can be expressed in terms of the derivatives of the
cumulative distributions Pk(Φ1(t)) (k = 1, 2)
pTdec(t|H = 1,Ddec = 1)P (Ddec = 1|H = 1) =
d
dt
P1(Φ1(t)) (25)
pTdec(t|H = 2,Ddec = 1)P (Ddec = 1|H = 2) =
d
dt
P2(Φ1(t)). (26)
The ratio of the decision probabilities is
P (Ddec = 1|H = 1)
P (Ddec = 1|H = 2) =
1− α2
α1
= eL1 (27)
which follows from P (Ddec = 1|H = 1) = limt→∞ P1(Φ1(t)), P (Ddec = 1|H = 2) =
limt→∞ P2(Φ1(t)), Eq. (24), and from the assumption that the test terminates almost surely.
Taking the derivative of the left hand side (LHS) of (20) and the right hand side (RHS) of (24),
and using Eqs. (25) to (27), we prove Eq. (17). Analogously, Eq. (18) can be proved.
B. Decision Time Fluctuation Relation for Optimal Decision Devices with Unknown Hypotheses
In the following, we derive a second fluctuation relation, which we will apply to test opti-
mality of sequential decision-making with less information than required for Theorem 1 (see
Section V-B2), but holds only if the maximal allowed error probabilities are symmetric, i.e.,
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α1 = α2, and the measures P1 and P2 on (Ω,F , {Ft}t≥0) are related by a measurable involution
Θ. We consider that
P2 = P1 ◦Θ (28)
with Θ : Ω → Ω a measurable involution, i.e., Θ is invertible with inverse Θ−1 = Θ and with
Θ(Φ) ∈ F for all Φ ∈ F .
Theorem 2. Under the same conditions as in Theorem 1, with the additional assumption that
P2 = P1 ◦ Θ with Θ a measurable involution, and with the additional assumption that the
maximal allowed error probabilities fulfill α1 = α2, the following holds
pTdec(t|H = 1,Ddec = 1) = pTdec(t|H = 1,Ddec = 2) (29)
pTdec(t|H = 2,Ddec = 1) = pTdec(t|H = 2,Ddec = 2). (30)
Furthermore, it holds that
pTdec(t|Ddec = 1) = pTdec(t|Ddec = 2). (31)
The proof of Theorem 2 is given in Appendix A.
A special case of the result in Theorem 2 has been found in the context of nonequilibrium
statistical physics [11], [12]: the two hypotheses correspond to a forward and a backward
direction of the arrow of time, and Θ corresponds to the time-reversal operation. The Radon-
Nikodým derivative St is then the stochastic entropy production, and the decision time Tdec is
its two-boundary first-passage time to cross one of two given symmetric values. Moreover, in
communication theory such a symmetry has been found to show that the probability of cycle slips
to the positive/negative boundary in phase-locked loops used for synchronization is independent
of time [14, Eq. (74)].
C. Information Theoretic Implications of Optimal Sequential Decision-Making
Theorem 1 and Theorem 2 express statistical dependencies of different random quantities
involved in optimal sequential decision-making. Based on Theorem 1 we will now show the
following.
Corollary 1. Under the same conditions as in Theorem 1, the following equality for mutual
information holds
I(H; Tdec|Ddec) = 0 (32)
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i.e., I(H; Tdec,Ddec) = I(H; Ddec).
Proof. By the chain rule for mutual information, I(H; Tdec|Ddec) can be expressed by
I(H; Tdec,Ddec) = I(H; Ddec) + I(H; Tdec|Ddec). (33)
The second term on the RHS of (33) is given by
I(H; Tdec|Ddec) = E
[
log2
(
pTdec(Tdec|Ddec,H)
pTdec(Tdec|Ddec)
)]
(34)
= E
[
log2
(
pTdec(Tdec|Ddec,H)
pTdec,H(Tdec,H = 1|Ddec) + pTdec,H(Tdec,H = 2|Ddec)
)]
(35)
= E
[
log2
(
pTdec(Tdec|Ddec,H)
pTdec(Tdec|Ddec,H = 1)P (H = 1|Ddec) + pTdec(Tdec|Ddec,H = 2)P (H = 2|Ddec)
)]
= E
[
log2
(
pTdec(Tdec|Ddec,H)
pTdec(Tdec|Ddec,H = 1)P (H = 1|Ddec) + pTdec(Tdec|Ddec,H = 1)P (H = 2|Ddec)
)]
(36)
= E
[
log2
(
pTdec(Tdec|Ddec,H)
pTdec(Tdec|Ddec,H = 1) (P (H = 1|Ddec) + P (H = 2|Ddec))
)]
(37)
= E
[
log2
(
pTdec(Tdec|Ddec,H)
pTdec(Tdec|Ddec,H = 1)
)]
(38)
= P (H=1)E
[
log2
(
pTdec(Tdec|Ddec,H = 1)
pTdec(Tdec|Ddec,H = 1)
)]
+ P (H=2)E
[
log2
(
pTdec(Tdec|Ddec,H = 2)
pTdec(Tdec|Ddec,H = 1)
)]
= 0 (39)
where for (36) and for (39) we have used Theorem 1.
Corollary 1 states that in case of optimal sequential decision-making the decision time Tdec
does not give any additional information on the hypothesis H beyond the decision outcome Ddec.
In this regard, consider that the first term on the RHS of (33) is the mutual information the
decision outcome of the test Ddec gives about the actual hypothesis H. The second term on the
RHS of (33) I(H; Tdec|Ddec) is the additional information the termination time Tdec gives on
the hypothesis H beyond the information given by the decision Ddec. Thus, we have proved that
for continuous observation processes optimal sequential decision-making w.r.t. Definition 2 is
achievable and that I(H; T∗|D∗) = 0. Note that since sequential probability ratio tests (Ddec,Tdec)
have been shown to be optimal in the sense of Definition 1, Corollary 1 implies that optimality
in the sense of Definition 1 also implies optimality in the sense of Definition 2.
In case the assumptions of Theorem 2 are satisfied additionally, the following two corollaries
hold.
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Corollary 2. Under the same conditions as in Theorem 2, the following equality holds
I(Ddec; Tdec) = 0. (40)
Proof. It holds that
I(Ddec; Tdec) = E
[
log
pTdec(Tdec|Ddec)
pTdec(Tdec)
]
(41)
= E
[
log
pTdec(Tdec|Ddec)
pTdec(Tdec|Ddec = 1)P (Ddec = 1) + pTdec(Tdec|Ddec = 2)P (Ddec = 2)
]
= E
[
log
pTdec(Tdec|Ddec)
pTdec(Tdec|Ddec = 1)
]
(42)
= 0 (43)
where we have used (31) in (42) and (43).
Corollary 3. Under the same conditions as in Theorem 2, and with the additional assumption
that P (H = 1) = P (H = 2), the following equality holds
I(H; Tdec) = 0. (44)
The proof of Corollary 3 is given in Appendix B.
IV. OPTIMALITY CONDITIONS FOR DISCRETE-TIME OBSERVATION PROCESSES
In the following, we extend the analysis on optimal information usage in sequential decision-
making to the discrete-time setting. In discrete time the optimal test in the sense of Definition 1
is given by TWald and DWald defined in (9) and (10). Extending our results to a discrete-
time setting is relevant for discrete-time systems. Moreover, in usual experimental setups a
continuous-time system is sampled yielding a discrete-time representation. The extension from
continuous processes to discrete-time processes is not straightforward, as one key characteristic
in the continuous-time setting is the fact that the test terminates with a cumulative log-likelihood
ratio exactly hitting one of the thresholds. This property of continuous processes does not hold
true in the discrete-time setting, where the mean value of the cumulative log-likelihood ratio at
the decision time slightly overshoots the thresholds.
The thresholds L1 and L2 depend on the maximum allowed error probabilities α1 and α2,
cf. (4). Due to the fact that in the discrete-time setting the trajectory of the accumulated log-
likelihood ratios Sk in (6) does not necessarily hit one of the thresholds the determination of the
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optimal thresholds L1 and L2 in terms of α1 and α2 are rather involved, see [2]. L1 and L2 are
chosen such that the allowed error probabilities given in (4) are obeyed with equality.
In the following, we study the statistical dependencies between the hypothesis H, the decision
DWald, and the number of observations TWald the sequential probability ratio test given by (9)
and (10) uses to make decisions.
The necessary condition for optimal decision devices given in Theorem 1 for the continuous-
time setting does not carry over to the discrete-time settings as we will discuss in the following.
This can be understood from applying the steps in the proof of Theorem 1 in (20) to (24) to
the discrete-time setting. In the discrete-time case with t ∈ Z+ the measure P1(Φ1(t)) of the
discrete-time version of the set Φ1(t) in (19) can be expressed by
P1(Φ1(t)) =
∫
ω∈Φ1(t)
dP1|Ft (45)
=
∫
ω∈Φ1(t)
eStdP2|Ft (46)
=
∫
ω∈Φ1(t)
eSTWalddP2|Ft (47)
=
∫
ω∈Φ1(t) e
STWalddP2|Ft∫
ω∈Φ1(t) dP2|Ft
∫
ω∈Φ1(t)
dP2|Ft (48)
= E
[
eSTWald |H = 2, ω ∈ Φ1(t)
]
P2(Φ1(t)) (49)
= eL1E
[
eM1|H = 2, ω ∈ Φ1(t)
]
P2(Φ1(t)) (50)
where M1 > 0 in (50) is the overshoot beyond the threshold L1. Since in general the distribution
of the overshoot M1 = STWald −L1 depends on the time t the fluctuation relations (17) and (18)
do not extend to the discrete-time case.
Translating (25) and (26) to the discrete-time setting yields
pTdec(t|H = 1,Ddec = 1)P (Ddec = 1|H = 1) = P1(Φ1(t+ 1))− P1(Φ1(t)) (51)
pTdec(t|H = 2,Ddec = 1)P (Ddec = 1|H = 2) = P2(Φ1(t+ 1))− P2(Φ1(t)) (52)
for t ≥ 1.
Taking the difference between the values of P1(Φ1(t)) at two consecutive time instants we
get
P1(Φ1(t+ 1))− P1(Φ1(t)) = eL1E
[
eM1|H = 2, ω ∈ Φ1(t+ 1)
]
P2(Φ1(t+ 1))
− eL1E [eM1|H = 2, ω ∈ Φ1(t)] P2(Φ1(t)). (53)
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In case E
[
eM1|H = 2, ω ∈ Φ1(t)
]
= K is time independent, we get from (51) and (52)
P (DWald = 1|H = 1)
P (DWald = 1|H = 2) =
1− α2
α1
= eL1K (54)
where we have used the assumption that the test terminates almost surely, and we get the
fluctuation relations corresponding to Theorem 1 for decision times TWald in the discrete-time
case.
The constraint that E
[
eM1 |H = 2, ω ∈ Φ1(t)
]
is time independent is approximately fulfilled
in case the size of the thresholds L1 and L2 is large in comparison to the average increase of
the log-likelihood ratio ∆n per observation sample, see (11). This can be seen as taking the
continuum limit of the decision making process. In this regard, consider that the distribution
of the overshoot M1 is time independent if the distribution of the distance LDWald − STWald−1, at
the time instant before a decision is taken, is time independent, and if the distribution of the
increment ∆TWald is independent of time. The distribution of LDWald−STWald−1 is time independent
if the initial value of the cumulative log-likelihood has no significant influence anymore on the
distribution of STWald−1 when conditioning on termination at time instant TWald. This is satisfied in
case TWald is sufficiently large, which holds if the thresholds L1 and L2 are large in comparison
to the average of the increments of the log-likelihood ratio ∆n. This is illustrated for an example
based on numerical simulations in Section VI-A4.
In the following, we assume that the condition
E
[
eM1|H = 2, ω ∈ Φ1(t)
]
= K (55)
is fulfilled. For many practical applications this condition is approximately fulfilled, see the
numerical experiments in Section VI.
The results on optimal information usage carry over from continuous time to discrete time
given that (55) holds.
Theorem 3. We consider a binary sequential hypothesis testing problem with the hypotheses
H ∈ {1, 2}. Let {pXk+11 (·|H = 1)} and {pXk+11 (·|H = 2)} be two sequences of probability density
functions of the sequence of real valued observations {X1,X2, . . .} in case hypothesis H = 1
and H = 2 are true, respectively, and with k ∈ Z+. Let TWald and DWald be as in (9) and (10)
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with E[TWald|H = i] < ∞ (i = 1, 2). Under these assumptions and the assumption that (55) is
fulfilled it holds that
P (TWald = k|H = 2,DWald = 1) = P (TWald = k|H = 1,DWald = 1) (56)
P (TWald = k|H = 2,DWald = 2) = P (TWald = k|H = 1,DWald = 2) (57)
for all k ∈ Z+.
Theorem 3 implies optimal usage of information with respect to Definition 2 for the discrete-
time setting yielding the following corollary.
Corollary 4. Under the same conditions as in Theorem 3, the following equality for mutual
information holds
I(H; TWald,DWald) = I(H; DWald) (58)
implying that
I(H; TWald|DWald) = 0. (59)
The proof follows along the same line as the proof of Corollary 1, but this time based on
Theorem 3.
Analogously, Theorem 2 carries over to the discrete-time case.
Theorem 4. Under the same conditions as in Theorem 3, with the additional assumption that
pXk+11
(·|H = 2) = pXk+11 ◦Θ (·|H = 1) for k ∈ Z+, where Θ is a measurable involution, and the
additional assumption that the maximal allowed error probabilities fulfill α1 = α2, the following
holds
P (TWald = k|H = 1,DWald = 1) = P (TWald = k|H = 1,DWald = 2) (60)
P (TWald = k|H = 2,DWald = 1) = P (TWald = k|H = 2,DWald = 2) (61)
for all k ∈ Z+. Furthermore, it holds that
P (TWald = k|DWald = 1) = P (TWald = k|DWald = 2) for all k ∈ Z+. (62)
Theorem 4 can be proved by carrying over the proof of Theorem 2 to the discrete-time case
and additionally using a modification of the application of Doob’s optional sampling theorem
similar to (48) to (50) leading to the additional assumption that (55) is fulfilled.
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A special case of Theorem 4 was shown in [1] for the case of i.i.d. observation processes and
low error probabilities α1 = α2.
Using Theorem 4 also Corollary 2 and Corollary 3 carry over to the discrete-time case.
Corollary 5. Under the same conditions as in Theorem 4, the following equality holds
I(DWald; TWald) = 0. (63)
Corollary 6. Under the same conditions as in Theorem 4, and with the additional assumption
that P (H = 1) = P (H = 2), the following equality holds
I(H; TWald) = 0. (64)
The proofs of Corollary 5 and Corollary 6 follow along the lines of the proves of Corollary 2
and Corollary 3.
V. TESTS FOR OPTIMALITY OF SEQUENTIAL DECISION-MAKING
For the case of continuous observation processes Theorem 1 and Corollary 1 hold for binary
sequential probability ratio tests which are optimal in the sense of Definition 1. In case of
additional symmetry conditions, Theorem 2, Corollary 2, and Corollary 3 hold as well. Under
the reasonable assumption that the joint statistics of (H,T,D) have a unique solution over all
tests fulfilling (5), these theorems and corollaries are necessary conditions for optimal sequential
decision-making in the sense of Definition 1. Likewise, for discrete-time observation processes
which fulfill the condition given by (55) Theorem 3 and Corollary 4 give necessary conditions
for optimal sequential decision-making. In case additional symmetry conditions are fulfilled also
Theorem 4, Corollary 5, and Corollary 6 hold. Based on these theorems and corollaries we
formulate tests to test optimality of sequential decision-making in black-box decision devices
and present algorithms to measure the distance to optimality of the decision process in the
black-box decision device.
A. Continuous-Observation Processes
1) Testing Optimality and Measuring the Distance to Optimality in Case of Known Hypothe-
ses: We sample m independent realizations {hi, ti, di}i=1,...,m of the joint random variables
(H,T,D) given by subsequent decisions, where H corresponds to the random variable describing
the actual hypothesis and T and D are the outputs, decision time and decision variable, of the
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black-box decision device. In case the observation window of the experimentalist is not suffi-
ciently large such that for certain samples the black box has not decided yet, the experimentalist
can discard those samples.
We first state a statistical test which can reject, with a certain statistical significance, the null
hypothesis that the given black-box device is optimal in the sense of Definition 2 and, thus, also in
the sense of Definition 1. We create from the whole set of realizations four subsets of decision
times Ar,s = {ti, i ∈ {1, 2, ...,m} : (hi, di) = (r, s)} with (r, s) ∈ {(1, 1), (1, 2), (2, 1), (2, 2)}.
Under the null hypothesis, Theorem 1 implies that the subsets A1,1 and A2,1 contain independent
realizations of decision times from the same distribution and, analogously, A1,2 and A2,2 contain
independent realizations of decision times from the same distribution. Whether two sets of
independent realizations are sampled from the same continuous distribution can be tested with a
certain significance using the two-sample Kolmogorov-Smirnov test [15, pp. 663-665]. Note that
we do not require knowledge on the statistics P1 and P2 of the observation process Xt, which
makes our test for optimality of decision devices very useful for practical applications where in
many situations such statistics are unknown. Notice that because the observation process Xt may
take values in a high-dimensional space it can be difficult to get a good estimate of its statistics.
A quantity for the distance of the sequential decision-making process of the black-box decision
device with respect to the optimal sequential decision process in the sense of Definition 2 is
given by the empirical estimate Iˆ(H; T|D) of the mutual information I(H; T|D). The estimate
Iˆ(H; T|D) can be gained from empirical estimates of entropy and differential entropy, see [16]
and [17]. Note that with the chain rule for mutual information it holds that
I(H; T|D) = I(H; D,T)− I(H; D). (65)
The first term on the RHS of (65) is the complete mutual information that the output of the
black-box decision device, (D,T), gives on the hypothesis H. The second term on the RHS of
(65) is the mutual information between the decision D and the hypothesis H, which in case of
optimal sequential decision-making equals the complete mutual information I(H; D,T). Hence,
with (65) I(H; T|D) measures the information the black-box device discards in case of non-
optimal decision-making. Therefore, Iˆ(H; T|D) provides a measure for how much the decision
statistics of a certain black-box device diverge from the optimal solution, or less formally stated,
how close to optimality a decision device behaves.
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2) Testing Optimality in Case of Unknown Hypotheses: If the statistics of the observation
process Xt fulfill the involution condition (28) and if the constraints on the error probabilities
α1 and α2 are equal implying symmetric thresholds L1 = −L2 = L, then based on Theorem 2
we formulate a test which is able to reject optimality in the sense of Definition 2 and, thus, also
in the sense of Definition 1. Different to the test formulated in Section V-A1 we do not require
knowledge of the actual realizations of the hypothesis H, which in certain situations is important
for practical application.
We sample m independent realizations {ti, di}i=1,...,m of the joint random variables (T,D),
where T and D are the outputs, decision variable and decision time, of the black-box decision
device. As in the case of known hypotheses samples for which the black-box decision device
has not terminated yet can be discarded. Under the above assumptions, we state a statistical
test which can reject, with a certain statistical significance, the null hypothesis that the given
black-box device is optimal. We create from the whole set of realizations two subsets of decision
times Ar = {ti, i ∈ {1, 2, ...,m} : di = r} with r ∈ {1, 2}. Under the current null hypothesis,
Theorem 2 implies that the subsets A1 and A2 contain independent realizations of decision
times from the same distribution. We can again use a two-sample Kolmogorov-Smirnov test [15,
pp. 663-665] to reject the null hypothesis with a certain significance. Corollaries 2 and 3 provide
alternative means to test optimality of sequential decision-making.
Quantifying the degree of optimality using the mutual informations I(D; T) or I(H; T) provides
in general no clear interpretation. Hence, in order to quantify the divergence of the black-box
device from optimal sequential decision-making we can use I(H; T|D) based on Corollary 1.
B. Discrete-Time Observation Processes
Analogously to the case of continuous observation processes we formulate tests for optimality
of sequential decision-making in discrete time and we also present algorithms to measure the
distance to optimality of black-box decision devices. We use Theorems 3, Theorem 4 and
Corollary 4.
1) Testing Optimality and Measuring the Distance to Optimality in Case of Known Hypothe-
ses: We sample m independent realizations {hi, ti, di}i=1,...,m of the joint random variables
(H,T,D) given by subsequent decisions, where H corresponds to the random variable describing
the actual hypothesis and T and D are the outputs, decision time and the decision variable, of
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the black-box decision device. As before we discard samples for which the black-box decision
device has not decided yet.
The algorithm to test optimality of a black-box decision device is analogous to the case of con-
tinuous observation processes. We construct from the whole set of realizations {hi, ti, di}i=1,...,m
four sets of decision times Ar,s = {ti, i ∈ {1, 2, ...,m} : (hi, di) = (r, s)} with
(r, s) ∈ {(1, 1), (1, 2), (2, 1), (2, 2)}. Theorem 3 implies that the subsets A1,1 and A2,1 contain
independent realizations of decision times from the same distribution and, analogously, A1,2 and
A2,2 contain independent realizations of decision times from the same distribution. Whether two
sets of independent realizations are sampled from the same discrete distribution can be tested
with a certain significance using the two-sample χ2-test [18, p. 253, Problem 3].
A quantity for the distance to optimality of a black-box decision device with respect to the
optimal sequential decision process in the sense of Definition 2 is in discrete time given by the
empirical estimate Iˆ(H; T|D) of the mutual information I(H; T|D), see , cf. Corollary 4.
2) Testing Optimality in Case of Unknown Hypotheses: As in the continuous case testing
optimality of a black-box decision device can be done even in case of unknown hypothesis in
case certain additional conditions are fulfilled. Namely, the statistics of the observation process
Xt have to fulfill the involution condition (28) and the constraints on the error probabilities α1 and
α2 have to be equal, implying symmetric thresholds L1 = −L2 = L. Then based on Theorem 4
we can formulate the following test. We sample m independent realizations {ti, di}i=1,...,m of the
joint random variables (T,D), where T and D are the decision time and decision variable of the
black-box decision device. We create from the whole set of realizations two subsets of decision
times Ak = {ti, i ∈ {1, 2, ...,m} : di = k} with k ∈ {1, 2}. Theorem 4 implies that the subsets
A1 and A2 contain independent realizations of decision times from the same distribution in case
the black-box decision device is optimal. We can again use a two-sample χ2-test [18, p. 253,
Problem 3] to test whether the two subsets A1 and A2 are sampled from the same distribution.
Corollary 5 and Corollary 6 provide alternatives to test optimality of sequential decision-making.
VI. TESTING OPTIMALITY IN NUMERICAL EXPERIMENTS
In this section we apply our algorithms to test optimality of binary sequential decision-making
of black-box devices and to measure the degree of divergence from optimality. We consider a
class of decision devices which for certain parameter values are optimal, and we verify whether
our algorithms are able to detect the parameters for which the decision devices are optimal. In
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this section we distinguish again continuous and discrete observation processes. However, here
we will start with discrete-time processes which allow for simpler numerical study.
To distinguish theoretical quantities from empirical estimates we denote by Pˆ and Iˆ the
empirical estimates of the probabilities P and mutual informations I . Furthermore, we write
Eˆ [·] for the empirical estimate of the expectation E [·].
A. Discrete-time observation processes
1) Testing optimality in case of known hypotheses: We consider an observation sequence
X = (X1,X2, . . . ,Xk) where the Xn (where n ∈ [1, k]) are i.i.d. random variables drawn from
one of two possible probability distributions corresponding to the two hypotheses H ∈ {1, 2},
i.e.,
pXk1
(
xk1|H
)
=
k∏
n=1
pX (xn|H) . (66)
In our example the densities pX(·|H) are Gaussian with mean µi and variance σ2i with i ∈ {1, 2}
corresponding to the two hypotheses H = i. In the special case where µ1 = −µ2 and σ1 = σ2
the involution property (28) holds.
We consider a class of decision models representing the black-box decision devices. These
decision models use the Wald sequential probability ratio test based on a model of the external
world which may be incorrect. Each decision model computes the cumulative log-likelihood
ratio of two Gaussian distributions with mean µ˜i and variance σ˜2i (with i ∈ {1, 2}), i.e.,
S˜k =
k∑
n=1
log
(
pX (Xn|H = 1)
pX (Xn|H = 2)
)
= k log
σ˜2
σ˜1
+
k∑
n=1
(
(Xn − µ˜2)2
2σ˜22
− (Xn − µ˜1)
2
2σ˜21
)
. (67)
The decision time of the model is
T = min{k ∈ N : S˜k /∈ (L2, L1)} (68)
and the decision variable is given by
D =
 1 if S˜T ≥ L12 if S˜T ≤ L2 (69)
with the two thresholds L1 > 0 and L2 < 0. If µ˜i = µi and σ˜i = σi then the black-box device
uses the correct model of the external world and makes optimal sequential decisions in the sense
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(a) Optimal decision-making: black-box decision device uses
the correct model of the external world
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(b) Sub-optimal decision-making: black-box decision device
uses the wrong model of the external world
Fig. 2. Illustration of Theorem 3 using the observation model given by (66) and the decision model given by (67) to (69). The
distributions of the observation process corresponding to the two hypotheses are Gaussian with parameters (µ1, σ1) = (0, 5)
and (µ2, σ2) = (1, 10), respectively. The decision model has threshold values L1 = 4 and L2 = −2 and parameters: (a)
(µ˜1, σ˜1) = (µ1, σ1) and (µ˜2, σ˜2) = (µ2, σ2), (b) (µ˜1, σ˜1) = (µ1, σ1) and (µ˜2, σ˜2) = (5, σ2). The empirical error probabilities
are in (a) α1 = 0.041 and α2 = 0.0133 and (b) α1 = 0.0335 and α2 = 0.0506. Distributions are estimated using 1e + 6
simulation runs.
of minimizing the decision time (see Definition 1) since T = TWald and D = DWald. Corollary 4
implies that for these parameter values the black-box device makes also optimal sequential
decisions in the sense of information usage (see Definition 2). If additionally L1 = −L2, then
α1 = α2 = α.
We now study the decision time distributions to illustrate Theorem 3 using numerical simu-
lations. In Fig. 2 we present the estimated decision time distributions for optimal and subop-
timal sequential decision-making. Consistent with Theorem 3 the estimates of the distributions
Pˆ (T = k|H = 2,D = a) and Pˆ (T = k|H = 1,D = a) (a ∈ {1, 2}) overlap if the black-box
decision device performs the Wald test and if condition (55) is approximately fulfilled as shown
in Fig. 2(a). If the black-box decision device is suboptimal, as is the case in Fig. 2(b), then
these two distributions are different. Moreover, since (55) is only approximately fulfilled, the
theoretical distributions P (T = k|H = 2,D = a) and P (T = k|H = 1,D = a) (a ∈ {1, 2})
corresponding to the estimates shown in Fig. 2(a) are also different. This example illustrates the
value of Theorem 3 to quantify optimality for practical purposes in discrete time.
In Fig. 3 we use the statistical test for optimality described in Section V-B1. We plot the
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(a) Two sample χ2-test of (56) for D = 1
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(b) Two sample χ2-test of (57) for D = 2
Fig. 3. Illustration of testing optimality for discrete-time observations and for known hypotheses as described in Section V-B1.
Numerical results presented are for the observation model given by (66) and the decision model of the black box given by
(67) to (69). The observation process has parameters σ1 = 5, (µ2, σ2) = (1, 10) and the values of µ1 are given in the
legend. The decision model of the black-box decision device has threshold values L1 = 4 and L2 = −2 and parameters
(µ˜1, σ˜1) = (µ1, σ1), σ˜2 = σ2 and with µ˜2 as given by the abscissa. We plot the p-values for the null hypothesis that (a)
pT(T|D = 1,H = 1) = pT(T|D = 1,H = 2) (b) pT(T|D = 2,H = 1) = pT(T|D = 2,H = 2). The estimates of the p-values
are average values over 1e+ 4 two-sample χ2-tests; each two-sample χ2-tests evaluates a p-value over a population of 1e+ 5
outcomes of the black-box decision device. We took P (H = 1) = P (H = 2) = 1/2, and a maximum observation window of
10 observations, i.e., all outcomes with more than 10 observations are discarded.
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(a) Divergence to optimality in information usage
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(b) Divergence to optimality in average decision times
Fig. 4. Estimating the divergence to optimality in the sense of Definitions 1 and 2, using the observation model given by (66)
and the decision model of the black box given by (67) to (69). The parameters of the observation process and of the decision
model are the same as in Fig. 3. Fig. 4(b) shows the estimate of the average decision time of the black-box decision device
divided by the estimate of the average decision time of a Wald test (µ2 = µ˜2), with the same error probabilities as achieved by
the black-box decision device, minus one; therefore each Wald test has different values of the thresholds L1 and L2 depending
on µ˜2. In Fig. 4(a) each sample point is calculated using 1e+ 9 simulation runs, and in Fig. 4(b) using 1e+ 8 simulation runs.
We took P (H = 1) = P (H = 2) = 1/2.
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estimates of the p-values pχ
2test
D=1 and p
χ2test
D=2 corresponding to, respectively, a two-sample χ
2-test
of the subsets A1,1 and A2,1, see Fig. 3(a), and a two-sample χ2-test of the subsets A1,2 and A2,2,
see Fig. 3(b). These p-values denote the probability to falsely reject the null hypothesis that the
samples in the two data sets are drawn from the same decision time distribution. Therefore, for
example in the case of µ1 = −2 and D = 1 we can safely reject the null hypothesis for values
of µ˜2 > 3 since the p-value is small. For values of µ˜2 ∈ [−4, 3] we need more data to safely
reject the hypothesis that the test is optimal.
2) Measuring divergence to optimality of black-box decision devices: With the same example
as in Fig. 3 we illustrate how to use Corollary 4 to estimate the divergence of a black-box decision
device to the optimal case given by Definition 2. Note that in the example of Fig. 3 condition (55)
is only approximately fulfilled, and therefore we only expect (59) to be approximately fulfilled.
In Fig. 4(a) we present the numerical estimates of I (H; T|,D). In accordance with Corollary 4,
if the test is optimal, i.e., the black-box decision device uses a Wald test, than the estimate of the
mutual information I (H; T|,D) is minimal and approaches zero. In the example of Fig. 4(a) this
happens at µ˜2 = 1. For this case also the mean decision time is minimized as shown in Fig. 4(b).
Note that Corollary 4 is not a sufficient condition to test optimality with respect to Definition 1,
i.e., to test whether the black-box decision device achieves the minimum mean decision time, as
is illustrated by Fig. 4(a) where we observe a second minimum for the estimate of I (H; T|,D).
However, for this second minimum the black-box decision device is optimal with respect to
Definition 2, which is not related to a minimum mean decision time as illustrated in Fig. 4(b).
Note that the estimation of I (H; T|,D) in Fig. 4(a) requires only knowledge of the output of the
decision device whereas the estimation of the minimum mean decision time E [TWald] requires
knowledge on the statistics of the observation process, which in practical applications is often
unavailable.
3) Testing optimality in case of unknown hypotheses: In this section now we consider testing
optimality in case of unknown hypotheses based on Theorem 4. However, the example given by
(66) to (69) is not suitable to discuss Theorem 4. The reason is that the cumulative log-likelihood
ratio process S˜k becomes a drift-diffusion process in the continuous limit independent of the
choice of µ˜i and σ˜i, for which it is known that the two-boundary first-passage time distribution
with symmetric thresholds satisfies the fluctuation relation [11]. Therefore, the estimates of the
distributions Pˆ (T = k|H = a,D = 1) and Pˆ (T = k|H = a,D = 2) (a ∈ {1, 2}) always overlap
(data not shown).
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(a) Optimal decision-making: black-box decision device uses
the correct model of the external world
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(b) Sub-optimal decision-making: black-box decision device
uses the wrong model of the external world
Fig. 5. Illustration of Theorem 4 using the observation model given by (70) and the decision model given by (71), (68), and
(69). The distributions of the observation process corresponding to the two hypotheses are with parameters v1 = −v2 = 1,
w1 = w2 = −1, σ1 = σ2 = 5, respectively. The decision model has threshold values L1 = 4 and L2 = −4 and uses the
parameters: (a) (v˜1, w˜1, σ˜1) = (v1, w1, σ1) and (v˜2, w˜2, σ˜2) = (v2, w2, σ2), (b) (v˜1, w˜1, σ˜1) = (v1, w1, σ1) and (v˜2, w˜2, σ˜2) =
(v2,−0.5, σ2). The empirical error probabilities are in (a) α1 = 0.014 and α2 = 0.014 and (b) α1 = 0.0092 and α2 = 0.6932.
The distributions are estimated using 1e+ 7 simulation runs.
Therefore, we choose a different example to illustrate the value of Theorem 4. We consider
Markovian observation processes X = (X1,X2, . . . ,Xk) drawn from one of two probability
distributions
pXk1
(
xk1|H = h
)
=
k∏
n=1
pX2 (xn|H = h,X1 = xn−1) (70)
with X0 = 0 and h ∈ {1, 2}. In our example the densities pX2 (·|H = h,X1 = xn−1) are Gaussian
with mean µh(X1) = vh + (wh + 1) X1 and variance σ2h with h ∈ {1, 2}, corresponding to the
two hypotheses H = h. If v1 = −v2, w1 = w2 and σ1 = σ2, then the involution property (28)
holds, such that Theorem 4 can be applied.
We consider again a class of black-box decision devices which use the Wald sequential
probability ratio test based on its model of the external world. The black-box decision devices
compute the cumulative log-likelihood ratio based on parameters v˜h, w˜h and σ˜2h (with h ∈ {1, 2}),
i.e.,
S˜k =
k∑
n=1
log
(
pX2|H,X1 (Xn|H = 1,Xn−1)
pX2|H,X1 (Xn|H = 2,Xn−1)
)
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= k log
σ˜2
σ˜1
+
k∑
n=1
(
(Xn − Xn−1 − v˜2 − w˜2Xn−1)2
2σ˜22
− (Xn − Xn−1 − v˜1 − w˜1Xn−1)
2
2σ˜21
)
.
(71)
The decision time T and the decision variable D are still given by (68) and (69) with the two
thresholds L1 > 0 and L2 < 0.
We now illustrate Theorem 4 using numerical simulations. In Fig. 5 we illustrate Theorem 4 for
optimal and suboptimal sequential decision-making with symmetric thresholds L1 = −L2 = 4
and for v1 = −v2 = 1, w1 = w2 = −1, σ1 = σ2 = 5 such that the involution property (28) holds.
Consistent with Theorem 4 the distributions Pˆ (T = k|H = h,D = 1) and Pˆ (T = k|H = h,D =
2) (h ∈ {1, 2}) overlap if the black-box decision device performs the Wald test, and is thus
optimal, and if (55) approximately applies. If the black-box decision device is suboptimal, as is
the case in Fig. 5(b), then these two distributions may be different. Note that since Theorem 3
also applies, all distributions in Fig. 5(a) overlap.
4) Overshoot problem: Due to the overshoot problem for discrete-time observation processes
in general the condition given by (55) is violated. Therefore, even in the case of the Wald
test I(H; TWald|DWald) is in general larger than zero. In the present section, we discuss how
far I(H; TWald|DWald) deviates from zero in practical situations. We also discuss how far the
condition imposed by (55) is fulfilled in our numerical examples.
For this purpose, we first estimate I(H; TWald|DWald) as a function of the threshold values and
the number of test runs. In Fig. 6(a) and Fig. 6(b) it can be seen that for the Wald test the estimate
of I(H; TWald|DWald) saturates with an increasing number of test runs at a non-zero value, and
therefore I(H; TWald|DWald) > 0. This is an intrinsic aspect of sequential decision-making with
discrete observation processes and cannot be avoided. For small values of λ, which parameterizes
the threshold values, we see ripples in the mutual information. The minima occur approximately
at integer multiples of the most likely value of the increase of the cumulative log-likelihood ratio
Sk. For example, in Fig. 6(b) we illustrate how the estimate of the mutual information converges
to its asymptotic value for λ = 0.16 and λ = 0.36, corresponding to the first maximum and
the third minimum in Fig. 6(b). For large values of λ, i.e., when the distance of the thresholds
to the origin is large with respect to the typical increase of the cumulative log-likelihood ratio,
the mutual information I(H; TWald|DWald) decreases as a function of λ. Even for large values
of λ, the estimate of the mutual information I(H; TWald|DWald) does not converge to zero as a
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function of the number of test runs but saturates, as the condition in (55) is not fulfilled. This
is illustrated in Fig. 6(b) for the values λ = 1 and λ = 3.
The fact that I(H; TWald|DWald) is larger than zero indicates that here the condition given by
(55) is not fulfilled. To show this, in Fig. 6(c) we plot E
[
eM1|Φ1(k),H = 2
]
as a function of
time k.
In conclusion, Corollary 4 is applicable to test optimality of the black-box decision device
if condition (55) is approximately fulfilled, which is the case when the threshold values of the
Wald test are far enough from the origin in comparison to the average increase of the cumulative
log-likelihood ratio per observation.
B. Continuous observation processes
In this section we illustrate Theorem 1 and Corollary 1 for continuous observation processes.
The decision model we study here is a drift diffusion process and has been used to describe
reaction-time distributions of two-choice decision tasks of human subjects [19], [20].
1) Observation model and decision model: We consider an observation process Xt which is
an Itô-process solving the stochastic differential equation
dXt = µi dt+ σ dWt (72)
where µi is a constant drift, with i ∈ {1, 2} corresponding to the two hypotheses H = i, where
σ is a constant noise amplitude, and where X0 = 0. Here Wt is a standard Wiener process. If
µ1 = −µ2 then the involution property (28) holds.
We consider black-box decision devices which compute the continuous version of the cumu-
lative log-likelihood ratio in the Wald sequential probability ratio test, cf. (67), which is given
by
S˜t = t
µ˜22 − µ˜21
2σ˜2
+ Xt
µ˜1 − µ˜2
σ˜2
. (73)
The decision time of the model is
T = inf{t ∈ R : S˜t /∈ (L2, L1)} (74)
and the decision variable is given by
D =
 1 if S˜T ≥ L12 if S˜T ≤ L2 (75)
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(a) Estimate Iˆ(H;TWald|DWald) as a function of the distance
parameter λ of the thresholds and for given values of the
number of test runs N .
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(b) Convergence of the estimate Iˆ(H;TWald|DWald) over the
number of test runs N and for given values of the distance
parameter λ of the thresholds.
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(c) Evaluation of the condition (55) for the Wald test based on
plotting E
(
eM1 |Φ1(k),H = 2
)
over k (solid lines). Also the
corresponding Pˆ (TWald = k|H = 2,DWald = 1) is shown
(dashed lines). It can be seen that E
(
eM1 |Φ1(k),H = 2
)
is
not independent of k such that (55) does not hold. Especially
for λ = 0.16, the value corresponding to the first maximum
in Fig. 6(a), E
(
eM1 |Φ1(k),H = 2
)
varies in the area with
the majority of the probability mass of the termination time
yielding a larger I(H;TWald|DWald) than in the case of
λ = 0.36, the value corresponding to the third minimum in
Fig. 6(a), where E
(
eM1 |Φ1(k),H = 2
)
varies less over k.
Fig. 6. Illustration of the impact of discreteness of the observation process. As in Fig. 2, 3 and 4, we use the observation model
given by (66) with parameters (µ1, σ1) = (0, 5) and (µ2, σ2) = (1, 10). The decision model is the Wald test given by (67) to
(69) with parameters (µ˜1, σ˜1) = (µ1, σ1), (µ˜2, σ˜2) = (µ2, σ2), L1 = 4λ, L2 = −2λ.
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with the two thresholds L1 > 0 and L2 < 0.
Note that the cumulative log-likelihood ratio, in the case the hypothesis H = i is true, is the
following Itô process
dS˜t = ai dt+
√
2b dWt (76)
with
ai =
µ˜1 − µ˜2
σ˜2
(
− µ˜1 + µ˜2
2
+ µi
)
, i ∈ {1, 2} (77)
b =
1
2
(
σ
µ˜1 − µ˜2
σ˜2
)2
. (78)
The sequential decision-making device (T,D) has error probabilities
α1 = P (D = 1|H = 2) = 1− e
a2L2
b
1− ea2(L2−L1)b
(79)
α2 = P (D = 2|H = 1) = e
a1L2
b − ea1(L2−L1)b
1− ea1(L2−L1)b
. (80)
The values of a1, a2, b, L1 and L2 are chosen such that α1, α2 ∈ [0, 1/2]. If µ˜1 = µ1, µ˜2 = µ2
and σ˜ = σ, then S˜t = St and (T,D) = (Tdec,Ddec) with error probabilities as given by (7) and
(8). Notice that the stochastic differential equation of St is of the form [21]
dSt =
(−1)i+1
2
(
µ1 − µ2
σ
)2
dt+
µ1 − µ2
σ
dWt, i ∈ {1, 2} (81)
and e−St = −√2b ∫ t
0
e−St′dWt′ is a Pi-martingale process. For the special case of
µ˜1 + µ˜2 = µ1 + µ2 (82)
we have S˜t = c St with c =
(
σ
σ˜
)2 ( µ˜1−µ˜2
µ1−µ2
)
and hence (T,D) = (Tdec,Ddec) with error probabili-
ties, α1 = (1− eL2/c)/(1− e(L2−L1)/c) and α2 = (eL2/c − e(L2−L1)/c)/(1− e(L2−L1)/c). Thus, in
case (82) holds the black box decision device is optimal. Note that (82) implies that a1 = −a2.
2) Illustration of Theorem 1: We consider now the special case of
|L2|  b/|a1|, |L2|  b/|a2| (83)
for which the expression of the distribution of decision times simplifies and allows analytical
evaluation.
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In the following we illustrate Theorem 1. The Laplace transform of the distributions of decision
times are known for arbitrary values of L1 and L2 [22]. If the conditions in (83) are fulfilled,
we get
pT(t|D = 1,H = 1) = L1
2
√
pib t3/2
e−
(|a1|t−L1)2
4bt + o(1) (84)
pT(t|D = 1,H = 2) = L1
2
√
pib t3/2
e−
(|a2|t−L1)2
4bt + o(1) (85)
pT(t|D = 2,H = 1) = 1
1− e− |a1|b L1
1√
pib t3/2
e−
(|a1|t+L2)2
4bt
×
{
1
2
|L2| − (L1 + 1
2
|L2|)e−L21/(bt)−|L2|L1/(bt)
}
+ o(1) (86)
pT(t|D = 2,H = 2) = 1
1− e− |a2|b L1
1√
pib t3/2
e−
(|a2|t+L2)2
4bt
×
{
1
2
|L2| − (L1 + 1
2
|L2|)e−L21/(bt)−|L2|L1/(bt)
}
+ o(1) (87)
where o denotes the little-o notation taken with respect to |L2| going to infinity. The fluctuation
relations (17) and (18) hold for a1 = −a2, and thus for µ˜1 + µ˜2 = µ1 +µ2. This is consistent with
Theorem 1 which states that the fluctuation relation must hold whenever (T,D) = (Tdec,Ddec).
3) Optimality in mean decision times: With this example we can also verify optimality of
sequential hypothesis testing in the sense of Definition 1. The mean decision times are given by
E [T|D = 1,H = 1] = L1|a1| +O
(|L2|e|a1|L2/b) (88)
E [T|D = 1,H = 2] = L1|a2| +O
(|L2|e|a2|L2/b) (89)
E [T|D = 2,H = 1] = 1|a1|
(
|L2| − 2L1 e
−(|a1|/b)L1
1− e−(|a1|/b)L1
)
+O
(|L2|e|a1|L2/b) (90)
E [T|D = 2,H = 2] = 1|a2|
(
|L2| − 2L1 e
−(|a2|/b)L1
1− e−(|a2|/b)L1
)
+O
(|L2|e−a2L2/b) (91)
where O denotes the big-O notation. The corresponding values of the average decision times of
the Wald test yielding the same error probabilities α1 and α2 as (T,D) are
E [Tdec|D = 1,H = 1] = E [Tdec|D = 1,H = 2] = 2
(
σ
µ1 − µ2
)2
log
1− α2
α1
+O
(|L2|eL2) .
(92)
It can be shown that for L2 → −∞ we have E [T|D = 1,H = 1] − E [Tdec|D = 1,H = 1] ≥ 0,
which is consistent with the optimality of the sequential probability ratio test in the sense of
minimal decision times.
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(a) Divergence to optimality in information usage; note that
the black solid line and the green dotted line overlap.
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Fig. 7. Measuring the divergence to optimality in the sense of Definitions 1 and 2 using the continuous observation process (72)
and the decision-making model (73) - (75) . The parameters defining the observation process are µ1 = 0, µ2 = 1 and σ = 5
and the parameters defining the decision-making device are µ˜1 = 0, L1 = 4, α1 = 0.01, σ˜ =
√
σ2 µ˜1−µ˜2
2µ2−µ˜1−µ˜2
logα1
L1
and µ˜2
as given on the abscissa. The range of µ˜2 plotted corresponds with σ˜ ≥ 0. (a): Theoretical value of the mutual information
I(H;N|D) as given by (94) for given values of the time resolution Tr in the legend. (b): Theoretical values of the mean decision
time as given by (88) - (92). (c): Empirical estimate Iˆ(H;N|D) as a function of the number of test runs, for given values of
µ˜2 and for Tr = E [Tdec|H = 1]. The corresponding theoretical value of the mutual information is indicated by the horizontal
dashed lines. Note that we have generated variates of the random variables (T,H,D) according to the distributions (79) - (80),
(84) - (87), and P (H = 1) = P (H = 2) = 1/2; we have generated variates from the inverse Gaussian distribution with the
algorithm in [23].
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4) Illustration of Corollary 1: We can also compute the mutual information in the limit
L2 → −∞, which is for P (H = 1) = P (H = 2) = 1/2 given by
I (H; T|D) = 1 + α1
2
log2 (1 + α1)
− L1
4
√
pib
∫ ∞
0
dt t−3/2e−
(|a1|t−L1)2
4bt log2
(
1 + α1e
− (|a2|t−L1)2
4bt
+
(|a1|t−L1)2
4bt
)
− α1L1
4
√
pib
∫ ∞
0
dt t−3/2e−
(|a2|t−L1)2
4bt log2
(
α1 + e
(|a2|t−L1)2
4bt
− (|a1|t−L1)2
4bt
)
(93)
with α1 = ea2L1/b following from (79) and α1 ∈ [0, 1/2]. If |a2| = |a1|, then (93) yields
I (H; T|D) = 0, and otherwise I (H; T|D) > 0. In Fig. 7(a) with the black solid line we
illustrate I (H; T|D) as a function µ˜2 for values of σ˜ =
√
σ2 µ˜1−µ˜2
2µ2−µ˜1−µ˜2
logα1
L1
such that the error
probability is fixed and we choose α1 = 0.01. The mutual information is zero for µ˜2 = µ2 = 1,
corresponding to a2 = −a1 and (T,D) = (Tdec,Ddec). In Fig. 7(b) we can easily observe the
optimality of the test for µ˜2 = µ2 = 1 where the decision time takes its minimal value given
by E [Tdec|Ddec = 1,H = 1]. Fig. 7(a) and Fig. 7(b) illustrate the advantage of using mutual
information as a measure for testing optimality with respect to the average decision time. The
mutual information is a useful quantity since I(H; T|D) = 0 at the optimal point, whereas the
average decision time E[T|H] = E[Tdec|H], and hence we require knowledge of E[Tdec|H] to test
optimality using decision times.
5) Practical implementation of tests for optimality of continuous observation processes:
Implementation of our tests for optimality in a computer does not allow to directly treat the
absolutely continuous random variable T. Moreover as any practical time measurement device
has a finite time resolution, we are only able to retrieve T up to a finite quantization resolution.
Thus, we discuss here how far finite resolution of T influences our tests for optimality. Note that
we still consider that the decision device operates in continuous time and also that the observation
process is continuous. Measuring the decision times T under a finite resolution Tr is equivalent
to discretizing the distributions (84) - (87) such that P (N = n|D,H) = ∫ nTr
(n−1)Tr dtpT(t|D,H)
with N ∈ N being a discrete random variable. Corresponding to (93) the mutual information
I (H; N|D) can be expressed by
I (H; N|D) = 1 + α1
2
log2 (1 + α1)
− L1
4
√
pib
∞∑
n=1
∫ nTr
(n−1)Tr
dt
t3/2
exp
(
−(|a1|t− L1)
2
4bt
)
log2
1 + α1
∫ nTr
(n−1)Tr
dt
t3/2
exp
(
− (|a2|t−L1)2
4bt
)
∫ nTr
(n−1)Tr
dt
t3/2
exp
(
− (|a1|t−L1)2
4bt
)

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− α1L1
4
√
pib
∞∑
n=1
∫ nTr
(n−1)Tr
dt
t3/2
exp
(
−(|a2|t− L1)
2
4bt
)
log2
α1 +
∫ nTr
(n−1)Tr
dt
t3/2
exp
(
− (|a1|t−L1)2
4bt
)
∫ nTr
(n−1)Tr
dt
t3/2
exp
(
− (|a2|t−L1)2
4bt
)
 .
(94)
Fig. 7(a) illustrates the impact of the discretization time Tr on I (H; N|D). Note that for a1 = −a2,
corresponding to µ˜2 = 1, the mutual information I (H; N|D) = 0 for any value of Tr, since
by the data processing inequality time discretization of T can just discard information [24,
Theorem 2.8.1]. However, for a1 6= −a2, corresponding to µ˜2 6= 1, the mutual information might
significantly decrease because of discarding information by time discretization. Fig. 7(a) shows
that for Tr ∼ 0.1 E [Tdec|H = 1] the mutual information I (H; N|D) ≈ I (H; T|D) and the effect
of finite resolution is negligible.
Direct implementation of our tests for optimality also requires to deal with a finite number
of runs of the test. In Fig. 7(c) we evaluate the dependency of the estimate Iˆ (H; N|D) on the
number of runs of the test for suboptimal tests (µ˜2 = 0.5, µ˜2 = 1.5) and an optimal test
(µ˜2 = 1). The estimate of the mutual information decreases with the number of test runs, and
for suboptimal tests converges to a theoretical value which is larger than zero. For an optimal
sequential decision-making test, the estimate of the mutual information converges to zero. Note
that this is contrary to the case of discrete-time observation processes, as illustrated in Fig. 6(b),
where the estimate of the mutual information, even in the optimal case, saturates as a function
of the number of test runs and converges to a positive value.
VII. DISCUSSION
In the present paper we have shown that optimality of black box decision devices can be
tested by studying decision time distributions given the knowledge of the actual hypothesis and
the decision variable. To obtain these results we have shown that decisions times of binary
sequential probability ratio tests of continuous observation processes satisfy fluctuation relations
given by Theorem 1 and Theorem 2. Based on these fluctuation relations we have shown
that the conditional mutual information I(H,Tdec|Ddec) between the hypothesis H, the decision
time Tdec conditioned on the decision variable Ddec is equal to zero, see Corollary 1. Using
several numerical experiments we have illustrated our statistical tests. We have also discussed
the limitations of our tests for sequential decision-making based on discrete-time observations.
Applying our tests for optimality has several advantageous properties. Testing the necessary
conditions given by Theorem 1 and Corollary 1 requires knowledge about three random variables,
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namely, the hypothesis H, the decision variable D, and the output time of the decision device
T + Tdelay. Note that we do not require direct measurements of the decision time T, but allow
for random or deterministic delay Tdelay in the output time, which needs to be statistically
independent of H conditioned on T and D. Remarkably, the statistics of the actual observation
process and the properties of the decision-making device, such as the allowed error probabilities
α1 and α2, are not required. For these reasons our tests are well applicable under practical
experimental conditions. We now discuss a few practical examples.
Studies in cognitive psychology have measured the reaction time distributions in experiments
of two-choice decision tasks performed by human subjects about simple perceptual and cognitive
stimuli, see e.g. [19], [20]. For fast decisions – of the order of one second – distributions of
reaction times and error probabilities can be well described with a simple model for sequential
decision-making in continuous time [19], [20]. Neural activity associated with the actual decision-
making process has been identified in experiments with rhesus monkeys trained to perform rapid
two-choice decisions in simple visual tasks [25], [26]. Interestingly, it was found that the firing
rates of neurons in the lateral intra-parietal area correlate with the cumulative evidence associated
with the hypothesis, and that a decision model based on a threshold crossing process describes
the decision-time data well [27]. Furthermore, it has been conjectured that the cortex and basal
ganglia, two brain regions in vertebrates, perform a multihypothesis sequential probability ratio
test [28], [29], which is optimal for small error probabilities [4], [8]. Theorem 1 and Corollary 1
may be used as tools to quantify the closeness to optimality of sequential decision making by
human subjects or monkeys in two-choice decision tasks. In this regard, note that experiments of
two-choice decision tasks performed by human subjects or monkeys allow to measure reaction
times, decision variables, and the actual realizations of the hypothesis, which are known by the
construction of the experiment.
Cell fate decisions are important changes of cell behavior in response to external signals.
Examples are cell division controlled by growth factors, programmed cell death due to signals
or the differentiation of pluripotent progenitor cell to a specific cell type as a result of biochemical
signals. Cellular signaling events that control cell fate can involve signaling molecules, such as,
hormones, growth factors, and cytokines [30], [31]. Because of intrinsic and extrinsic noise,
cellular signaling processes have a stochastic component. Cell-fate decisions can be considered
as an example of sequential decision-making based on a sequence of noisy input signals. An
example of how cells could implement sequential probability ratio tests with simple examples
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of protein reaction networks has been given in [32]. Theorem 1 and Corollary 1 could be used
to investigate the degree of optimality of cell-fate decisions. The timing of cell-fate decisions
could be measured in experiments by monitoring the expression levels of fluorescently labelled
molecular markers associated with the cell-fate transition within clonal populations [30], [31].
Following at the same time the input signals could in principle permit to calculate the differences
of decision time distributions of correct and incorrect decisions.
As already stated with our introductory example on obstacle detection for autonomous cars,
sequential binary decision problems arise in many engineered systems. However, different to
the assumption made for the Wald test the statistics of the observation processes Pl (l = 1, 2)
are often unknown, corresponding to a nonparametric decision problem. One approach to tackle
such sequential decision problems is to apply neural networks in combination with reinforcement
learning [33]. The approach presented in [33] closely approximates the behavior of the optimal
sequential probability ratio test and achieves a similar performance. Alternatively, in [34] an
approach for nonparametric binary sequential hypothesis testing is presented, where the binary
sequential detector is learned form training samples based on a so-called Wald-Kernel. The aim
of these algorithms is to use the available measurements in an optimal way such that the average
time to take a decision is minimized. However, the behavior of algorithms like neural networks
[35], [36] can hardly be analyzed making them similar to a black-box decision device causing
the problem to verify their optimality which nevertheless is crucial for application in safety
critical systems like autonomous cars. This gap can be filled by out test for optimality based on
Theorem 1 and Corollary 1 allowing to determine the degree of optimality of these decision-
making devices just requiring the actual hypothesis H, the decision variable D and the decision
time T of several test runs. This is especially important to determine, whether the learning
process already converged sufficiently.
So far our approach is limited to binary sequential probability ratio tests without prior knowl-
edge on the hypotheses. Sequential probability ratio tests have been extended to a Bayesian
setting where prior knowledge on the hypothesis H is available [10, Ch. 6.2], and have also been
extended to the multihypothesis scenario. The extension of our results to these settings is for
further study.
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APPENDIX A
PROOF OF THEOREM 2
Proof. We first show that the log-likelihood ratio St is odd under the transformation given by
the involution Θ. This can be shown as follows
eSt(Θ(ω)) =
dP1|Ft
dP2|Ft
(Θ(ω)) (95)
=
dP1|Ft
d(P1 ◦Θ)|Ft
(Θ(ω)) (96)
=
d(P1 ◦Θ)|Ft
d(P1 ◦Θ ◦Θ)|Ft
(ω) (97)
=
d(P1 ◦Θ)|Ft
dP1|Ft
(ω) (98)
=
dP2|Ft
dP1|Ft
(ω) (99)
= e−St(ω). (100)
Let
Φ1(t) = {ω ∈ Ω : Tdec(ω) ≤ t and Ddec(ω) = 1} (101)
Φ2(t) = {ω ∈ Ω : Tdec(ω) ≤ t and Ddec(ω) = 2} (102)
be the set of trajectories for which the decision time does not exceed t and the test decides for
Ddec = 1 and Ddec = 2, respectively. Since α1 = α2 we have also L1 = −L2, and because of
the property St(Θ(ω)) = −St(ω), it follows that
Φ1(t) = Θ (Φ2(t)) . (103)
Therefore, also
P2(Φ1(t)) = (P1 ◦Θ)(Φ1(t)) (104)
= P1(Θ(Φ1(t))) (105)
= P1(Φ2(t)). (106)
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Now the following holds
P1(Φ1(t)) =
∫
ω∈Φ1(t)
dP1|Ft (107)
=
∫
ω∈Φ1(t)
eStdP2|Ft (108)
=
∫
ω∈Φ1(t)
eStd(P1 ◦Θ)|Ft (109)
=
∫
ω∈Θ(Φ1(t))
eSt(Θ(ω))dP1|Ft (110)
=
∫
ω∈Φ2(t)
e−StdP1|Ft (111)
=
∫
ω∈Φ2(t)
e−STdecdP1|Ft (112)
= e−L2
∫
ω∈Φ2(t)
dP1|Ft (113)
= e−L2 P1(Φ2(t)) (114)
where for (108) we have used the Radon-Nikodým theorem and the definition in (12). For
equality (109) we have used the involution relation (28) between the measures. In (110) we have
applied a variable transformation in the integral. In (111) we have used the sign reversal of St
given by Eqs. (95) and (100) and the involution relation between the sets Φ2(t) = Θ (Φ1(t)).
In (112) we have applied Doob’s optional sampling theorem to the P1-martingale e−St . For (113)
we have used that e−St is a continuous process and reaches the value e−L2 at the time Tdec.
The probability density functions of Tdec can be expressed in terms of the derivatives of the
cumulative distributions P(Φk(t)) (k = 1, 2)
pTdec(t|H = 1,Ddec = 1)P (Ddec = 1|H = 1) =
d
dt
P1(Φ1(t)) (115)
pTdec(t|H = 1,Ddec = 2)P (Ddec = 2|H = 1) =
d
dt
P1(Φ2(t)). (116)
For the ratio of the decision probabilities we find
P (Ddec = 1|H = 1)
P (Ddec = 2|H = 1) =
1− α2
α2
=
1− α1
α2
= e−L2 (117)
which follows from
P (Ddec = 1|H = 1) = lim
t→∞
P1(Φ1(t)) (118)
P (Ddec = 2|H = 1) = lim
t→∞
P1(Φ2(t)). (119)
January 8, 2018 DRAFT
39
Eq. (114), and the assumption that the test terminates almost surely. Notice that we have used
symmetric error probabilities for which α1 = α2. Taking the derivative of the LHS of (107) and
the RHS of (114) and using Eq. (117) we prove Eq. (29). Analogously, Eq. (30) can be proved.
Equation (31) follows from the identities
pTdec(t|Ddec = d)
= pTdec(t|Ddec = d,H = 1)P (H = 1|Ddec = d) + pTdec(t|Ddec = d,H = 2)P (H = 2|Ddec = d)
= pTdec(t|Ddec = d,H = 1)P (H = 1|Ddec = d) + pTdec(t|Ddec = d,H = 1)P (H = 2|Ddec = d)
= pTdec(t|Ddec = d,H = 1) (120)
with d ∈ {1, 2} and where we have used Theorem 1. Using (29) and (120) we find (31), which
completes the proof.
APPENDIX B
PROOF OF COROLLARY 3
Proof. The mutual information in (44) is given by
I(H; Tdec) = E
[
log
(
pTdec(Tdec|H)
pTdec(Tdec)
)]
= E
[
log
(
P (Ddec = 1)pTdec(Tdec|H,Ddec = 1) + P (Ddec = 2)pTdec(Tdec|H,Ddec = 2)
pTdec(Tdec)
)]
.
(121)
We find
P (Ddec = 1)
P (Ddec = 2)
=
P (Ddec = 1|H = 1)P (H = 1) + P (Ddec = 1|H = 2)P (H = 2)
P (Ddec = 2|H = 1)P (H = 1) + P (Ddec = 2|H = 2)P (H = 2) (122)
=
P (Ddec = 1|H = 1)
P (Ddec = 2|H = 1) ·
P (H = 1) + P (Ddec=1|H=2)
P (Ddec=1|H=1)P (H = 2)
P (H = 1) + P (Ddec=2|H=2)
P (Ddec=2|H=1)P (H = 2)
(123)
=
1− α
α
· P (H = 1) +
α
1−αP (H = 2)
P (H = 1) + 1−α
α
P (H = 2)
(124)
=
(1− α)P (H = 1) + αP (H = 2)
αP (H = 1) + (1− α)P (H = 2) (125)
= 1 (126)
where we have used that the priors on H are identical, and that α1 = α2 = α. For (124) we
have used (27) and (117). As Ddec is a binary random variable, it follows that P (Ddec = 1) =
P (Ddec = 2) =
1
2
.
January 8, 2018 DRAFT
40
It also holds that
pTdec(Tdec) =
∑
h∈{1,2}
∑
d∈{1,2}
P (H = h)P (Ddec = d|H = h) pTdec(Tdec|H = h,Ddec = d)(127)
=
∑
h∈{1,2}
∑
d∈{1,2}
P (H = h)P (Ddec = d|H = h) pTdec(Tdec|H,Ddec = d) (128)
= pTdec(Tdec|H,Ddec)
∑
h∈{1,2}
∑
d∈{1,2}
P (H = h)P (Ddec = d|H = h) (129)
= pTdec(Tdec|H,Ddec) (130)
where in (128) we have used Theorem 1 and in (129) we have used Theorem 2.
Using (126) and (130) we get for the argument of the log in (121)
P (Ddec = 1)pTdec(Tdec|H,Ddec = 1) + P (Ddec = 2)pTdec(Tdec|H,Ddec = 2)
pTdec(Tdec)
=
pTdec(Tdec|H,Ddec = 1) + pTdec(Tdec|H,Ddec = 2)
2 pTdec(Tdec|H,Ddec)
(131)
=
pTdec(Tdec|H,Ddec)
pTdec(Tdec|H,Ddec)
(132)
= 1 (133)
where we have applied again Theorem 2. This completes the proof.
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