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a b s t r a c t
This paper presents a Lyapunov-type inequality for the second order nonlinear equation
(r(x)y′)′ + p(x)f (y(x)) = 0, with r(x), p(x) > 0 and f (y) odd and positive for y > 0. It also
compares it with similar results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In 1893 Lyapunov established his famous inequality to provide a lower bound for the distance between consecutive
zeroes a, b of the solution of the second order linear differential equation
y′′ + p(x)y = 0, x > x0, (1.1)
namely
4 < (b− a)
∫ b
a
|p(s)|ds. (1.2)
Since then many improvements of (1.2) have been developed and similar inequalities have been obtained for other types of
differential equations, as the Pachpatte monograph on inequalities (see [1]) shows with detail.
The purpose of this paper is to present a Lyapunov-type inequality for the second order nonlinear differential equation
(r(x)y′)′ + p(x)f (y) = 0, x > x0, (1.3)
with r(x) and p(x) being continuous and positive, r(x) continuously differentiable and f (y) being an odd and continuous
function of y such that f (y) > 0 for y > 0. Concretely a lower bound will be obtained for the distance between a zero of the
solution of (1.3) and the immediately former or latter zero of its derivative y′(x) (i.e. for the distance between a zero of y(x)
and the maximum of |y(x)| that precedes it or goes immediately afterwards).
Throughout the paper we will use the following notation:
(g(x))+ =
 x
x0
|dg(s)| + g(x)
2
, (g(x))− =
 x
x0
|dg(s)| − g(x)
2
, x > x0. (1.4)
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It is straightforward to show that both (g(x))+ and (g(x))− are monotonic increasing functions such that g(x) = (g(x))+ −
(g(x))−, x > x0.
The organization of the paper is as follows. Section 2 will prove some results that will lead to the mentioned Lyapunov
inequality. In Section 3 the Lyapunov-type inequality presented here will be compared with other existing Lyapunov-type
inequalities applicable to (1.3). In Section 4 some conclusions will be drawn.
2. Main results
The following theorem is key to obtaining the searched Lyapunov-type formula:
Theorem 1. Let y(x) be a solution of (1.3)with r(x) and p(x) continuous and positive, r(x) continuously differentiable and f (y)
odd and continuous such that f (y) > 0 for y > 0. Let a and b be consecutive zeroes of y(x) and c be a maximum of |y(x)| such
that a < c < b. Let β > 0 be such that
β ≤ min

2F(y)
yf (y)
, 0 ≤ y ≤ y(c)

, (2.1)
where F(y) =  y0 f (s)ds. Let the functional ρ(y(x)) be defined by
ρ(y(x)) = F(y(x))+ r(x)(y
′(x))2
2p(x)
. (2.2)
Then one has
1 <
2
y2(c)(1+ β)
∫ c
a
p(x)ρ(x)dx
∫ c
a
dx
r(x)
, (2.3)
and
1 <
2
y2(c)(1+ β)
∫ b
c
p(x)ρ(x)dx
∫ b
c
dx
r(x)
. (2.4)
Proof. Let us focus first on proving (2.3). Integrating by parts (1.3) between a and c and applying (2.1) one yields
β
∫ c
a
r(x)(y′(x))2dx = β
∫ c
a
p(x)f (y(x))y(x)dx ≤ 2
∫ c
a
p(x)F(y(x))dx. (2.5)
From (2.2) and (2.5) one has
(1+ β)
∫ c
a
r(x)(y′(x))2dx ≤ 2
∫ c
a
p(x)ρ(y(x))dx. (2.6)
Now, if we apply Yang’s version of Opial’s inequality (see [2, Theorems 3 and 3′]) to the left hand side of (2.6) one gets
y2(c) <
∫ c
a
dx
r(x)
∫ c
a
r(x)(y′(x))2dx ≤ 2
1+ β
∫ c
a
dx
r(x)
∫ c
a
p(x)ρ(y(x))dx. (2.7)
This proves (2.3). The proof of (2.4) follows exactly the same steps and will not be repeated. 
In order to make Theorem 1 useful from a practical perspective we need to bound ρ(x) in [a, b] as a function of F(y(c)),
since c is a zero of y′(x). The next theorem presents a possible way to achieve it.
Theorem 2. Let y(x) be a solution of (1.3)with r(x) and p(x) continuous and positive, r(x) continuously differentiable and f (y)
odd and continuous such that f (y) > 0 for y > 0. Let a and b be consecutive zeroes of y(x) and c be a maximum of |y(x)| such
that a < c < b. Let β be defined by (2.1). Let g(x) and h(x) be defined by
g(x) = exp((ln(p(x)r(x))+)), h(x) = exp((ln(p(x)r(x))−)). (2.8)
Then one has
1 <
2F(y(c))
y2(c)(1+ β)g(c)
∫ c
a
p(x)
g(x)
dx
∫ c
a
dx
r(x)
, (2.9)
and
1 <
2F(y(c))
y2(c)(1+ β)
1
h(c)
∫ b
c
p(x)h(x)dx
∫ b
c
dx
r(x)
. (2.10)
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Table 1
Comparison of different Lyapunov formulae.
Eliason [3] Eliason [4] Pachpatte [5] Theorem 2
A(a, c)
 c
a
dx
r(x)
 c
a p(x)dx
 c
a
 c
x p(s)ds
r(x) dx
 c
a
dx
r(x)
 c
a p(x)dx g(c)
 c
a
p(x)
g(x) dx
 c
a
dx
r(x)
A(c, b)
 b
c
dx
r(x)
 b
c p(x)dx
 b
c
 x
c p(s)ds
r(x) dx
 b
c
dx
r(x)
 b
c p(x)dx
1
h(c)
 b
c p(x)h(x)dx
 b
c
dx
r(x)
B f (y(c))y(c) t(ν); t(ν) =
max

1, (ν+1)
2
4ν
 f (y(c))y(c) max  f (y)y , 0 ≤ y ≤ y(c) 2F(y(c))y2(c)(1+β)
Limit. (yν f (y))′ > 0 in
]0, y(c)], limy→0 yν f (y) = 0,
f (y)
y > 0 and continuous.
f ′(y) > 0, f (y) odd. p(x) > 0, f (y) odd.
Proof. From (1.4) and (2.8) one has that g(x) and h(x) are monotonic increasing and p(x)r(x) = g(x)h(x) . Therefore we can
construct the functionals H(y(x)) and I(y(x)) as
H(y(x)) = ρ(y(x))
h(x)
= F(y(x))
h(x)
+ (r(x)y
′(x))2
2g(x)
, (2.11)
and
I(y(x)) = ρ(y(x))g(x) = g(x)F(y(x))+ h(x)(r(x)y
′(x))2
2
. (2.12)
Differentiating (2.11) and (2.12) it is immediate to show that H(y(x)) is monotonic decreasing whereas I(y(x)) is monotonic
increasing. Therefore∫ c
a
p(x)ρ(x)dx =
∫ c
a
p(x)
I(y(x))
g(x)
dx ≤ I(y(c))
∫ c
a
p(x)
g(x)
dx ≤ g(c)F(y(c))
∫ c
a
p(x)
g(x)
dx, (2.13)
and ∫ b
c
p(x)ρ(x)dx =
∫ b
c
p(x)h(x)H(y(x))dx
≤ H(y(c))
∫ b
c
p(x)h(x)dx ≤ F(y(c))
h(c)
∫ b
c
p(x)h(x)dx. (2.14)
From (2.3), (2.13) one gets (2.9). Likewise from (2.4), (2.14) one gets (2.10). 
Remark 3. Note that the process used in Theorem 2 to obtain an upper bound for ρ(x) as a function of F(y(c)) is just a
possible example of how that bound can be determined. We believe that other methods used to bound solutions of (1.3)
could be applicable here as an alternative to Theorem 2.
3. Comparison with other Lyapunov-type results
The mathematical literature offers other Lyapunov-type inequalities similar to the one presented in Theorem 2 which
apply also to the same Eq. (1.3) (see [3–5]). Most of them are compiled in the excellent monograph on inequalities by
Pachpatte (see [1]) and present a similar structure to (2.9) and (2.10), i.e., they have the form1 < A·B, where A is a coefficient
related only to p(x), r(x) and the zeroes a, c and b, and B is a coefficient related only to f (y) and y(c). As a consequence one
can compare the different methods by comparing the mentioned coefficients. This comparison is reflected in the Table 1,
for the case p(x) > 0.
As the Table 1 indicates, when p(x) > 0 the coefficient related to p(x) and r(x) in Theorem 2 can never be smaller than
the rest of the coefficients related to p(x) and r(x) of the Table 1, given that both g(x) and h(x) in Theorem 2 are monotonic
increasing and∫ c
a
 c
x p(s)ds
r(x)
dx ≤
∫ c
a
dx
r(x)
∫ c
a
p(x)dx,
∫ b
c
 x
c p(s)ds
r(x)
dx ≤
∫ b
c
dx
r(x)
∫ b
c
p(x)dx.
Since a bigger coefficient for the same a, b and c implies that lower distances between a and c , on the one side, and c and b, on
the other side, suffice to guarantee the fulfilment of the corresponding Lyapunov inequality, it is evident that the coefficient
related to r(x) and p(x) in Theorem 2 is the worst possible among all of those of Table 1 (we look for the inequalities that
provide the biggest lower bounds for the distances between those points). Therefore, the possible advantage of this method
lies in the coefficient related to f (y), which in many cases can be smaller than the equivalent coefficients of the rest of the
methods. The next theorem illustrates an evident case:
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Theorem 4. Let y(x) be a solution of (1.3)with r(x) and p(x) continuous and positive, r(x) continuously differentiable and f (y)
being an odd and continuous function of y such that f (y) > 0 for y > 0. Let a and b be consecutive zeroes of y(x) and c be a
maximum of |y(x)| such that a < c < b. Let β be defined by (2.1). If 2F(y)yf (y) is decreasing on [0, y(c)] then
β = 2F(y(c))
y(c)f (y(c))
, and
2F(y(c))
y2(c)(1+ β) =
f (y(c))
y(c)
β
1+ β . (3.1)
Proof. The proof is immediate from (2.1) and 2F(y)yf (y) decrease on [0, y(c)]. 
Note that under the conditions of Theorem 4, since β > 0 one has 2F(y(c))
y2(c)(1+β) <
f (y(c))
y(c) , which guarantees that the
coefficient related to f (y) in Lyapunov’s formula presented here is smaller than the corresponding coefficients of other
methods. If limy→∞ 2F(y)yf (y) = 0, the coefficient related to f (y) canbecomemuch smaller than the coefficients of othermethods,
as the following examples show.
Example 3.1. Let f (y) = yα , with α > 0. Since 2F(y)yf (y) = 2α+1 is constant, we can apply Theorem 4 to obtain 2F(y(c))y2(c)(1+β) =
f (y(c))
y(c)
2
α+3 . Therefore, as α gets bigger the coefficient related to f (y) in this method improves versus the equivalent
coefficients of the other methods. Even in the worst case, as α → 0, the coefficient improves those of Table 1.
Example 3.2. Let f (y) = y exp y. Since 2F(y)yf (y) = 2(y exp y−exp y+1)y2 exp y is monotonic decreasing and verifies limy→∞ 2F(y)yf (y) = 0, we
can apply Theorem 4 to get 2F(y(c))
y2(c)(1+β) = f (y(c))y(c) 2(y(c) exp y(c)−exp y(c)+1)2(y(c) exp y(c)−exp y(c)+1)+y2(c) exp y(c) . For big values of y(c) the coefficient related
to f (y) improves significatively those of Table 1. Thus, for instance, for y(c) > 1000 one has 2F(y(c))
y2(c)(1+β) <
f (y(c))
y(c)
1
500 .
4. Conclusions
As a conclusion, the method presented here offers some drawbacks with respect to those described in [1], namely the
need for p(x) > 0 and a bigger coefficient related to r(x), p(x) in Lyapunov’s formula. On the other hand, it has the advantages
that it does not require f (y) to be continuously differentiable or strictly increasing (in fact it only poses a continuity condition
on f (y) to ensure it is integrable), and its factor related to f (y) in Lyapunov’s formula can be much smaller than the
corresponding factor of other methods in most cases, as Theorem 4 and Examples 3.1 and 3.2 show. Therefore we believe it
can be considered as an effective alternative for the calculation of lower bounds for the distance between zeroes of y(x) and
y′(x) in the Eq. (1.3).
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