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Re´sume´
Cet article pre´sente une me´thode comple`te de codage sans
perte multire´solution, a` forte scalabilite´ se´mantique. En
particulier, une forme re´versible de la classique Trans-
forme´e deWalsh Hadamard (RWHT) est tout d’abord intro-
duite comme alternative aux transforme´es sans perte stan-
dard. Une repre´sentation pyramidale et des sche´mas de
de´composition reposant sur cette transforme´e sont ensuite
propose´s pour un codage multire´solution re´versible. Des
ame´liorations significatives y sont apporte´es en ajoutant
deux concepts supple´mentaires : la “re´solution localement
adaptative” a` travers une repre´sentation quadtree, et une
e´tape de pre´diction. Les re´sultats expe´rimentaux montrent
en final que la me´thode RWHT+P propose´e aboutit a` d’ex-
cellentes performances compare´es a` celles de l’e´tat de
l’art.
Mots clefs
Scalabilite´, codage re´versible, repre´sentation pyramidale.
1 Introduction
Les nouvelles ge´ne´rations de codecs d’images doivent bien
suˆr eˆtre efficaces en termes de performances de com-
pression, mais aussi fournir des fonctionnalite´s avance´es
telles que la scalabilite´, le controˆle du de´bit, l’encodage
de re´gions d’inte´reˆt, ou encore la description de sce`nes.
De plus, un sche´ma de codage unique, capable de com-
presser depuis les bas de´bits jusqu’au sans perte, constitue-
rait une solution souhaitable pour des usages varie´s. Dans
[1], nous avons introduit la me´thode LAR (Locally Adap-
tive Resolution) comme codage irre´versible efficace a` bas
et moyens de´bits. Cette technique repose sur un sche´ma
global d’encodage a` deux couches : une couche spatiale
et une couche spectrale. Le premier codec spatial fournit
une image principale a` bas de´bit, alors que le codec spec-
tral encode la texture locale. La qualite´ des images com-
presse´es par le LAR a e´te´ e´value´e par un autre laboratoire,
et reconnue meilleure que celle des images obtenues par
Jpeg-2000 [1]. La me´thode LAR repose en partie sur une
de´composition en taille de blocs variable de type quadtree,
estime´e a` partir de l’activite´ locale. Cette structure parti-
culie`re a permis une extension du sche´ma simple a` une
repre´sentation en re´gions construite a` partir des images for-
tement compresse´es, et autorisant ensuite un codage par
re´gion d’inte´reˆt [2]. Re´cemment, nous avons e´galement
propose´ une version modifie´e du codec permettant du co-
dage sans perte tout en augmentant son caracte`re scalable
[3] : les couches spatiales et spectrales initiales y ont e´te´
substitue´es par deux de´compositions multire´solution de
type quadtree, a` partir d’une solution modifie´e de la trans-
forme´e en S. Ce papier pre´sente une alternative a` cette
me´thode quant au noyau de de´composition. Cette nouvelle
ge´ne´ration de codec LAR, appele´e “RWHT+P”, surpasse
les performances pre´ce´dentes a` la fois pour du codage a` bas
de´bit et du sans perte. Nous nous limiterons toutefois ici au
dernier cas. Plus pre´cise´ment, la premie`re partie de l’article
s’attachera a` introduire une technique permettant de rendre
la transforme´e de Walsh-Hadamard (WHT), avec un noyau
2 × 2, re´versible. Le reste du papier proposera un sche´ma
de codage sans perte complet avec une scalabilite´ avance´e
en re´solution.
En codage sans perte, la compression et de´compression de
donne´es source doivent re´sulter dans l’exacte re´cupe´ration
de tout le signal d’origine. Le codage des images sans perte
est ne´cessaire dans les applications ou` la de´gradation des
donne´es n’est pas tole´re´e. C’est le cas par exemple pour
des applications dans le domaine me´dical, en te´le´de´tection,
ou encore pour l’archivage d’images et de vide´os a` qua-
lite´ studio. L’e´tat de l’art en codage sans perte peut eˆtre
grossie`rement divise´ en deux approches : les me´thodes
pre´dictives dans le domaine spatial, avec des codeurs popu-
laires tels que CALIC [4], et les me´thodes base´es transfor-
mation ge´ne´ralement reposant sur la the´orie des ondelettes.
Le principal inte´reˆt des codecs fonde´s ondelettes reside
dans le fait qu’ils proposent un codage scalable, avec la
possibilite´ d’une repre´sentation multire´solution de l’image.
Les transforme´es sans perte ont la particularite´ d’une cor-
respondance non e´quivoque d’entiers a` entiers, au contraire
de l’essentiel des transforme´es dites avec pertes. La plupart
des me´thodes utilisent pour cela le concept “d’arrondi” [5].
La WHT est une technique tre`s connue pour la compres-
sion des images et du signal. Beaucoup de me´thodes mul-
tire´solution, utilisant cette transformation sur des blocs
2 × 2, ont e´te´ propose´es dans la litte´rature. A des fins de
compression re´versible, une version modifie´e de la WHT
1D a e´te´ introduite par P. Lux [6], puis popularise´e par Said
[5] et connue sous le nom de transforme´e en ‘S”, ou “trans-
forme´e en ondelettes entie`re de Haar” [7]. La transforme´e
en S est actuellement reconnue comme une des meilleures
bases d’ondelettes entie`res parmi celles existantes pour le
codage re´versible [8]. Afin d’ame´liorer la compression,
une e´tape de pre´diction a e´te´ ajoute´e a` la transforme´e elle-
meˆme, conduisant a` la technique tre`s connue de me´thode
“S+P”, qui fut plus tard ge´ne´ralise´e a` travers le concept de
“lifting scheme” [9].
Le paragraphe 2 introduit l’adaptation re´alise´e sur la
transforme´e non re´versible WHT2×2 pour une forme
sans perte, appele´e la RWHT . Le paragraphe 3
pre´sente un sche´ma pyramidal de compression sans
perte fonde´ sur la RWHT . Ce sche´ma est en-
suite ame´liore´ a` travers l’ajout de deux fonctionnalite´s
supple´mentaires : une de´composition quadtree et une phase
de pre´diction/interpolation. Finalement, nous concluons
dans le paragraphe 4.
2 La transforme´e RWHT
De manie`re a` retrouver les donne´es en entre´e a` partir du
vecteur transforme´, la transforme´e WHT2×2 initiale a e´te´
transforme´e dans sa normalisation pour aboutir a` la trans-
forme´e en S.
WHT2×2 =
1√
2
[
1 1
1 −1
]
, S =
[
1
2 1
1
2 −1
]
. (1)
La correspondance non e´quivoque d’entiers a` entiers est
ensuite possible graˆce aux ope´rations duales d’arrondi pen-
dant les transformations directes et inverses. Une transfor-
mation 2D peut eˆtre re´alise´e en appliquant successivement
la transforme´e suivant les deux directions. Cependant, ce
noyau est moins efficace a` des fins de codage avec pertes,
de`s lors qu’il augmente la dynamique des coefficients de
hautes fre´quences.
Nous introduisons ainsi une technique de transformation
2D re´versible utilisant directement la matrice de transfor-
mation formelle de laWHT2×2.
Soit U2×2 le bloc d’entre´e avec :
U2×2 =
[
u0 u1
u2 u3
]
. (2)
Le bloc transforme´ Z2×2 est alors de´fini par :
Z2×2 = WHT2×2(U2×2)
= W2×2 U2×2 W2×2
=
[
z0 z1
z2 z3
]
=
1
2
[
u0 + u1 + u2 + u3 u0 + u1 − u2 − u3
u0 − u1 + u2 − u3 u0 − u1 − u2 + u3
]
.
(3)
Soit Zˆ2×2 le bloc arrondi de Z2×2 tel que :
Zˆ2×2 = Round(Z2×2) =
[
zˆ0 zˆ1
zˆ2 zˆ3
]
=
 Roundz0 [z0] Roundz1 [z1]
Roundz2 [z2] Roundz3 [z3]
 . (4)
Roundzi [.] correspond a` l’ope´ration d’arrondi applique´e
sur zi : arrondi infe´rieur ( b.c ) ou supe´rieur ( d.e ).
La transforme´e inverse est identique a` la transforme´e di-
recte. Notons U˜2×2 le bloc inverse transforme´ de Zˆ2×2,
et Uˆ2×2 le bloc arrondi de U˜2×2. De´finir une trans-
forme´e re´versible implique que Uˆ2×2 = U2×2 malgre´
les ope´rations d’arrondi. Pour y parvenir directement dans
l’espace 2D, nous proposons une me´thode de controˆle des
valeurs arrondies fonde´e sur la fonction de parite´ P (.) telle
que :
P (x) =
{
o si x impair
e si x pair , x ∈ N. (5)
En posant z0 = bz0c + 2 ,  ∈ {0, 1} , et lorsqu’il est sub-
stitue´ dans l’e´quation (3), Z2×2 peut eˆtre exprime´ selon :
Z2×2 =
1
2
[
2 bz0c+ 2 (bz0c−u2−u3)+
2 (bz0c−u1−u3)+ 2 (bz0c−u1−u2)+
]
(6)
A cette e´tape, deux cas demeurent possibles.
Somme paire : Si P (
3∑
i=0
ui) = e, alors  = 0 et Zˆ2×2 =
Z2×2. Ceci implique des valeurs entie`res reconstruites :
u˜0 =
1
2
(4bz0c−2(u1+u2+u3)) = 12 (2u0) = u0 (7)
et uˆ0 = u0.
Somme impaire : Si P (
3∑
i=0
ui) = o, le proble`me de l’ar-
rondi de Z2×2 est de´place´ a` celui d’arrondir /2 pour
chaque coefficient. Soit ∆i ∈ {0, 1} l’arrondi de /2 pour
zi (∆i = Roundzi
[

2
]
= 2 +
i
2 , i ∈ {−1,+1}).
Zˆ2×2 =
[bz0c+∆0 bz0c−u2−u3+∆1
bz0c−u1−u3+∆2 bz0c−u1−u2+∆3
]
= Z2×2 +
1
2
[
0 1
2 3
]
.
(8)
Ainsi les coefficients reconstruits s’e´crivent :
U˜2×2 =
1
2
[
2(u0 − ) + (∆0 +∆1 +∆2 +∆3)
2u2 + (∆0 −∆1 +∆2 −∆3)
2u1 + (∆0 +∆1 −∆2 −∆3)
2u3 + (∆0 −∆1 −∆2 +∆3)
]
. (9)
De`s lors, la reconstruction exacte implique :

∆0 +∆1 +∆2 +∆3 = 2 = 2
∆0 +∆2 = ∆1 +∆3
∆0 +∆1 = ∆2 +∆3
∆0 +∆3 = ∆1 +∆2
(10)
Clairement, le syste`me d’e´quations sur les valeurs de ∆i
ne peut eˆtre re´solu. De ce fait, aucun arrondi syste´matique,
comme pour la transforme´e en S, ne permet une transfor-
mation re´versible.
L’alternative re´side dans un controˆle des ope´rations d’ar-
rondi, de sorte que le proce´de´ de de´codage soit a` meˆme
de distinguer des valeurs reconstruites entie`res ou non
entie`res. Fixer {∆i} tel que P (
3∑
i=0
∆i) = o aboutit uni-
quement a` des valeurs re´elles pour les coefficients u˜i. Si
nous imposons que
3∑
i=0
∆i = 1, alors
∆0+∆1+∆2+∆3=1⇒ 4 2+
1
2
+
2
2
+
3
2
+
3
2
=1
⇒ 0+1+2+3=−2.
(11)
Par exemple, l’ensemble {0 = 1, 1 = 2 = 3 = −1}
est une solution pour la condition dans (11). Avec un tel
choix, la transformation inverse est finalement re´alise´e en
deux phases :
1. calcul de U˜2×2 = WHT (Zˆ2×2).
2. si u˜i re´el, alors calcul d’un nouveau U˜2×2 tel que :
U˜2×2 = WHT
(
Zˆ2×2 − 12
[
1 −1
−1 −1
])
. (12)
On ve´rifie aise´ment que U˜2×2 = U2×2 dans tous les cas.
3 Codage sans perte par la pyramide
RWHT+P
Notations :
I(i, j) de´note le pixel dans une image I avec
les coordonne´es (i, j), I(bN (i, j)) le bloc
bN (i, j) dans I incluant l’ensemble des pixels
{I(N.i,N.j), . . . I(N.i+N − 1, N.j +N − 1)}.
3.1 La pyramide RWHT
Nous introduisons la pyramide {Yl}Lmaxl=0 comme la
repre´sentation multire´solution d’une image I de taille
Nx × Ny , ou` Lmax est le niveau haut de la pyramide
et l = 0 le niveau pleine re´solution. Comme pour le
cas de la WHT2×2 classique, la pyramide est construite
ite´rativement en regroupant quatre blocs pour former un
bloc moyen au niveau supe´rieur :
∣∣∣∣∣∣∣∣
l = 0, Y0(i, j) = I(i, j);
l > 0, Yl(i, j) =
⌊
1
4
1∑
k=0
1∑
m=0
Yl−1(2x+k, 2y+m)
⌋
.
(13)
avec 0 ≤ i ≤ N lx, 0 ≤ j ≤ N ly , ou` N lx = Nx/2l et
N ly = Ny/2
l.
La de´composition top-down de la pyramide consiste a` en-
coder le bloc transforme´ Zl(b2(i, j)) par la RWHT de
chaque bloc d’entre´e Yl(b2(i, j)). De (3) et (13), nous ob-
tenons :
Yl+1(i, j) =
⌊
z0l(2i, 2j)
2
⌋
⇒ z0l(2i, 2j) = 2× Yl+1(i, j) + z0l (2i,2j),
(14)
avec z0l (2i,2j) ∈ {0, 1}.
Ainsi, la composante DC de chaque bloc est reconstruite
sans ambiguı¨te´ depuis le niveau supe´rieur plus un bit ad-
ditionnel. Ce bit est ici code´ se´pare´ment des autres coef-
ficients. Si nous notons Z˙l(b2(i, j)) le bloc WHT trans-
forme´ de Yl(b2(i, j)) avec ce seul bit comme composante
DC (z˙0l = z0l ), alors la reconstruction a` partir du niveau
supe´rieur du bloc WHT courant est donne´e par :
Y˜l(b2(i, j)) = EXP (Yl+1(i, j)) + ˜˙Yl(b2(i, j))
avec ˜˙Yl(b2(i, j)) = WHT−12×2
(
Z˙l
(
b2 (i, j)
))
.
(15)
La fonction EXP duplique simplement une valeur d’un
nœud de l’arbre a` ses quatre fils.
A cette e´tape, nous posse´dons une repre´sentation pyrami-
dale et un encodage classiques fonde´s sur une transforma-
tion par WHT2×2, mais avec l’exception d’une possible
de´composition sans perte. Le tableau 1 donne les valeurs
entropiques d’ordre ze´ro pour une compression re´versible
avec a` la fois la transforme´e de S et la RWHT propose´e. Le
niveau supe´rieur a e´te´ code´ pour les deux cas par un simple
MICD. Les re´sultats de´montrent que la me´thode propose´e
ame´liore la compression tout en ge´ne´ralisant le noyau 2D
non re´versible de la WHT a` une version re´versible.
3.2 De´composition quadtree
Nos pre´ce´dents travaux ont e´te´ consacre´s a` l’e´laboration
d’un sche´ma de codage fonde´ sur une repre´sentation a` taille
de blocs variable, efficace en termes de compression a` la
fois pour les hauts et les tre`s bas de´bits [1]. L’ide´e est ici
de montrer que ce concept, applique´ dans un contexte de
codage sans perte, apporte des ame´liorations significatives
au sche´ma pyramidal original.
Une partition quadtree suppose la de´composition de
l’image entie`re en blocs de taille N × N , avec N = 2k,
et k ∈ N+. La repre´sentation pyramidale pre´ce´dente in-
duit une de´composition dyadique, ordinairement associe´e
a` une partition multiniveaux quadtreeQP [2
Lmax ...2l], ou` le
niveau l de la pyramide spe´cifie e´galement la re´solution la
plus fine. Plus ge´ne´ralement, nous conside´rons une parti-
tion quadtree globale de l’image. Ainsi, QP [Nmax...Nmin]
de´finit les tailles de blocs autorise´es, et le parame`tre Nl ∈
[Nmax . . . Nmin] donne la limite supe´rieure des tailles de
blocs a` de´composer au niveau l de la pyramide. A titre
Entropie (bpp)
Image Raw S RWHT CALIC S+P RWHT+P RWHT+P
Qd
Barbara2 7.51 5.45 5.47 4.93 5.04 5.06 4.89
Hotel 7.57 5.11 5.09 4.57 4.97 4.83 4.60
Lena 7.44 4.77 4.75 4.33 4.33 4.30 4.19
Gold 7.60 5.08 5.06 4.65 4.73 4.73 4.63
Peppers 7.57 4.89 4.87 4.58 4.67 4.54 4.43
us 4.84 3.65 3.64 3.60 3.78 3.78 3.26
tools 7.52 5.95 5.95 5.53 5.73 5.71 5.50
Average 7.15 4.99 4.97 4.60 4.75 4.71 4.49
TAB. 1 – Comparaison des approches propose´es avec l’e´tat de l’art. Entropie du premier ordre (bit/pixels).
d’exemple, une partition globale QP [32...2] conduit a` l’en-
codage de la seule repre´sentation utilisant les blocs de
taille 32 a` 2, tandis que la notation N0 = 4 implique la
de´composition au niveau 0 des blocs de taille 4 et 2.
Enfin, le parame`tre Lmin indique le dernier niveau a` en-
coder. Ainsi, pour tous les niveaux infe´rieurs a` Lmin, la
valeur de l’ensemble des nœuds de la pyramide re´sulte sim-
plement d’une phase de duplication.
La partition de l’image est re´alise´e en fonction de l’activite´
locale, estime´e par un gradient morphologique (diffe´rence
entre les valeurs minimales et maximales) calcule´ sur
chaque bloc. Ainsi, une premie`re phase de de´composition
de la pyramide s’attache a` raffiner uniquement les petits
blocs situe´s sur les contours, selon l’expression :
Y˜l(b2(i, j))=

EXP (Yl+1(i, j))+
˜˙Yl(b2(i, j)),
si b2(i, j) /∈ QP [Nmax...Nl[
et l ≥ Lmin
EXP (Yl+1(i, j)) sinon
(16)
avec l < Lmax. Y˜l(b2(i, j)) repre´sente le bloc reconstruit
du bloc original Yl(b2(i, j)).
La figure 1 illustre les e´tapes de codage relatives a` ce
mode`le (codeur C1).
Y     l
].. minN[Nl
WHT2x2
WHT2x2
-1Ä++
l< Lmin l³Lmin
Coder
Entrop
Coder C1
Expand
Z     l ].. minN[Nl
.
~
Y   l ].. minN[Nl
Y     l+1
~
Exp(Y            )    l+1
[.. lN[Nmax~
Y     l
~
Exp(Y           )    l+1
].. minN[Nl~
E     l
].. minN[Nl
Exp(Y    )    l+1
~
FIG. 1 – Simple pyramidal coder
La deuxie`me descente de la pyramide consiste en la
de´composition de tous les blocs du niveau courant qui
n’ont pas e´te´ traite´s lors de la premie`re phase : l’informa-
tion de texture locale est ainsi encode´e.
La de´composition quadtree utilise´e ici posse`de plusieurs
avantages :
1. le nombre de niveau de de´composition est double´ (2×
Lmax), augmentant la scalabilite´ du sche´ma,
2. des images de bonne qualite´ sont disponibles a` bas
de´bit,
3. l’approche agit comme unemode´lisation de contexte
objective, de´corre´lant naturellement les lois entro-
piques des erreurs de pre´diction : entropie haute pour
la premie`re descente, entropie basse pour la seconde.
3.3 Pyramide RWHT et pre´diction
Si la pre´diction et l’interpolation constituent deux fonc-
tions relativement proches dans le domaine spatial,
elles poursuivent cependant deux objectifs diffe´rents. La
premie`re vise a` optimiser la compression en limitant l’er-
reur de pre´diction, alors que la seconde augmente la qua-
lite´ et la re´solution de l’image. Un bon pre´dicteur n’est
pas ne´cessairement un bon interpolateur, et vice-versa. Les
deux fonctions s’ave`rent cependant utiles a` notre sche´ma
de codage. En particulier, a` un niveau de´composition
donne´, la premie`re descente requiert a` la fois une phase de
pre´diction, pour l’encodage des blocs de´compose´s, et une
phase d’interpolation pour le lissage des zones homoge`nes
(blocs non de´compose´s). De ce fait, nous proposons une
me´thode unifie´e pour les deux fonctions via la de´finition
d’un proce´de´ d’estimation unique.
Dans ce qui suit, nous notons Y˘l(b2(i, j)) le bloc recons-
truit du bloc orignal Yl(b2(i, j)). L’estimation consiste en
la reconstruction line´aire des valeurs inconnues a` partir de
leur valeur moyenne de bloc. L’information inter et intra
niveau est alors exploite´e dans un contexte 2D selon :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Initialisation :
Y˘l(b2(i, j)) = Y˜l+1(i, j),∀(i, j) ∈ Y˜l+1
Estimation :
Y˘l(2i+ k, 2j +m) = Y˜l+1(i, j)
+βm
(
Y˘l(2i+ k, 2j − 1 + 3m)− Y˜l+1(i, j)
)
+βk
(
Y˘l(2i− 1 + 3k, 2j +m)− Y˜l+1(i, j)
)
,
(k,m) ∈ {0, 1}2 ,
(17)
avec βm et βk les poids applique´s au gradient local.
Sans quantification, les valeurs de voisinage diffe`rent selon
la configuration, et correspondent
– soit a` une valeur exactement reconstruite (position de´ja`
traite´e au niveau courant par un codage exact),
– soit a` une valeur moyenne de bloc (position non traite´e
au niveau courant),
– soit a` une valeur interpole´e (position de´ja` traite´e mais
non encode´e).
Dans ce dernier cas, il existe une inter-de´pendance des
donne´es, dans la mesure ou` la valeur du voisinage a e´te´
partiellement calcule´e a` partir de la valeur moyenne du
bloc courant. Ceci implique, pour deux positions adja-
centes de blocs, une relation entre les coefficients β. Si l’on
conside`re, pour deux positions (2i, 2j) et (2i− 1, 2j), uni-
quement les relations horizontales, l’expression 17 devient∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y˘l(2i, 2j) =
Y˜l+1(i, j) + β0
(
Y˘l(2i− 1, 2j)− Y˜l+1(i, j)
)
Y˘l(2i− 1, 2j) =
Y˜l+1(i− 1, j) + β1
(
Y˘l(2i, 2j)− Y˜l+1(i− 1, j)
)
⇒ Y˘l(2i, 2j) =
Y˜l+1(i, j)+β0
(
Y˜l+1(i, j)−Y˜l+1(i−1, j)
)
(β1−1) .
(18)
Si un gradient syme´trique est de plus impose´ de telle sorte
que
Y˘l(2i−1, 2j)−Y˜l+1(i−1, j) = −
(
Y˘l(2i, 2j)− Y˜l+1(i, j)
)
,
(19)
alors nous obtenons la relation suivante :
β0 =
β1
1− β1 , β1 ∈ [0, 0.5]. (20)
L’effet de l’estimation se calibre via la valeur de β1 :
– pour β1 = 0, Y˘l(2i, 2j) = Y˜l+1(i, j) : l’estimation
s’ave`re sans effet (le bloc est reconstruit par sa valeur
moyenne),
– pour β1 = 0.25, Y˘l(2i, 2j) − Y˜l+1(i, j) = Y˜l+1(i −
1, j) − Y˘l(2i − 1, 2j) : la pente est re´gulie`re entre les
deux points interpole´s (lissage de l’image),
– pour β1 = 0.5, Y˘l(2i, 2j) = Y˘l(2i − 1, 2j) : les points
reconstruits adjacents sont identiques (accentuation des
contours).
En fait, nos expe´rimentations ont montre´ que le mode lis-
sage (β1 = 0.25) conduit a` la meilleure pre´diction.
La figure 2 donne le nouveau sche´ma de codage incluant
la phase d’estimation. Le codeur C2 s’appuie uniquement
sur des relations intra-niveaux, et est adapte´ a` une re-
construction progressive de l’image (le rehaussement de
la re´solution d’obtient directement a` partir de l’interpola-
tion de l’image issue du niveau pre´ce´dent). Le codeur C3
tire aussi parti des valeurs reconstruites au niveau courant,
conduisant naturellement a` des performances de compres-
sion supe´rieures.
Les re´sultats de la compression sans perte par la me´thode
propose´e sont regroupe´s dans le tableau 1, et compare´s a`
ceux obtenus par les codeurs de l’e´tat de l’art CALIC (non
scalable) et S+P (scalable). Le choix de S+P, plutoˆt que tout
l<L_min l³L_min
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FIG. 2 – Pyramidal coder with prediction step
autre noyau d’ondelettes entie`res, a e´te´ motive´ par deux
e´tats de fait : d’une part, cette solution demeure l’une des
meilleures, et d’autre part, un codeur est disponible et per-
met de re´aliser des expe´rimentations sans mettre en œuvre
la couche de codage entropique.
La configuration ”RWHT+P” correspond au mode C3
du codeur sans partition (de´composition en une seule
descente). “RWHT+P & Qd” implique une partition
QP [64...2], avec N0 = 2 et Nl = 2l. Nous remarquons
imme´diatement que la se´paration des lois entropiques pour
les symboles a` encoder, suivant la de´composition quadtree,
compense largement le couˆt de sa structure : les re´sultats
de codage de cette configuration de´passent largement ceux
de S+P et de CALIC.
Afin d’illustrer la scalabilite´ se´mantique de notre ap-
proche, la figure 3 montre des images interme´diaires obte-
nues lors du processus de de´composition pyramidale. Pour
six niveaux de de´composition, l’encodage sans perte de
l’image ne´cessite onze flux successifs (1 + 2 × 5). Il est a`
noter que la distorsion visuelle est essentiellement due a` un
effet de flou, moins perturbant pour l’observateur que les
effets de blocs ou de rebonds. Les images reconstruites a` la
fin de la premie`re passe sont caracte´rise´es par des contours
globalement conserve´s et des zones homoge`nes lisse´es.
4 Conclusion
La transforme´e en S a e´te´ initialement conc¸ue afin d’in-
troduire la notion de re´versibilite´ dans la transforme´e
Walsh-Hadamard classique WHT2×2. La premie`re par-
tie de l’article s’est attache´e a` de´montrer que, moyennant
des ope´rations d’arrondi suivant un crite`re de parite´, le
noyau de laWHT2×2 posse`de a` lui seul cette proprie´te´. La
de´composition pyramidale RWHT qui en re´sulte pre´sente
des performances meilleures que celles de la pyramide en
S.
Deux innovations majeures ont de plus e´te´ expose´es,
contribuant a` une de´corre´lation supple´mentaire de l’in-
formation, ainsi qu’a` des ame´liorations significatives du
sche´ma original, a` savoir : une de´composition pyrami-
dale conditionnelle au contenu de l’image, et une phase de
a) 1ere descente, Lmin = 5 b) 1ere descente, Lmin = 3 c) 1ere descente, Lmin = 1 d) 1ere descente, Lmin = 0
(1 flux) : 0.005 bpp (3 flux) : 0.073 bpp (5 flux) : 0.433 bpp (6 flux) : 1.194 bpp
e) 2eme descente, Lmin = 1 f) 2eme descente, Lmin = 0 g) Partition quadtree h) Image d’erreurs x10
(10 flux) : 2.014 bpp (11 flux) : 3.87 bpp Image (f) - image (d)
FIG. 3 – Codage scalable sans perte sur “Zelda”, partition quadtree associe´e QP [64...2]
pre´diction. Le sche´ma scalable global surpasse, en termes
de compression sans perte, a` la fois S+P et CALIC. En
outre, il re´alise une repre´sentation multire´solution locale-
ment adapte´e de l’image, permettant la reconstruction a`
tre`s bas de´bit d’images de bonne qualite´ visuelle.
Cette me´thode de codage a aussi prouve´ son efficacite´
dans le contexte de la compression avec pertes a` bas de´bit.
Ainsi, il est possible d’introduire une e´tape de quantifica-
tion de l’erreur ajuste´e au contenu : quantification fine sur
les gros blocs (l’ œil humain s’ave`re plus sensible aux va-
riations de luminance sur les zones uniformes), quantifica-
tion grossie`re sur les petits blocs (l’ œil humain est moins
sensible aux variations sur les contours).
Une application directe de cette me´thode consiste en
la de´finition d’un syste`me d’archivage des images a`
haute re´solution issues du muse´e du Louvre. La bi-
bliothe`que nume´rique permettra l’acce`s a` diffe´rentes qua-
lite´s d’images. Ces travaux sont supporte´s par le ministe`re
franc¸ais de la recherche dans le cadre du projet ANR
”TSAR”.
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