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1. Introduction     
 
Recently, neural networks are drawing much attention as a method to realize flexible 
information processing. Neural networks consider neuron groups of the brain in the 
creature,  and imitate these neurons technologically. Neural networks have some features, 
especially one of the important features is that the networks can learn to acquire the ability 
of information processing. 
In the field of neural networks, a lot of models have been proposed such as the Back 
Propagation algorithm (Rumelhart et al., 1986), the Kohonen Feature Map (KFM) (Kohonen, 
1994), the Hopfield network (Hopfield, 1994), and the Bidirectional Associative Memory 
(Kosko, 1988). In these models, the learning process and the recall process are divided, and 
therefore they need all information to learn in advance. 
However, in the real world, it is very difficult to get all information to learn in advance, so 
we need the model whose learning process and recall process are not divided. As such 
model, Grossberg and Carpenter proposed the ART (Adaptive Resonance Theory) 
(Carpenter & Grossberg, 1995). However, the ART is based on the local representation, and 
therefore it is not robust for damaged neurons in the Map-Layer. While in the field of 
associative memories, some models have been proposed (Watanabe et al., 1995; Osana & 
Hagiwara, 1999; Kawasaki et al., 2000). Since these models are based on the distributed 
representation, they have the robustness for damaged neurons. However, their storage 
capacities are small because their learning algorithm is based on Hebbian learning. 
On the other hand, the Kohonen Feature Map associative memory (KFM associative 
memory) (Ichiki et al., 1993) has been proposed. Although the KFM associative memory is 
based on the local representation as similar as the ART (Carpenter & Grossberg, 1995), it can 
learn new patterns successively (Yamada et al., 1999), and its storage capacity is larger than 
that of models in refs.(Watanabe et al., 1995; Osana & Hagiwara, 1999; Kawasaki et al., 
2000). It can deal with auto and hetero associations and the associations for plural sequential 
patterns including common terms (Hattori et al., 2002). Moreover, the KFM associative 
memory with area representation (Abe & Osana, 2006) has been proposed. In the model, the 
area representation (Ikeda & Hagiwara, 1997) was introduced to the KFM associative 
memory, and it has robustness for damaged neurons. However, it can not deal with one-to-
many associations and associations of analog patterns. 
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In this research, we propose a Kohonen Feature Map Associative Memory with Refracto-
riness based on Area Representation (KFMAM-R-AR). The proposed model is based on the 
KFM associative memory with area representation (Abe & Osana, 2006) and the neurons in 
the Map-Layer have refractoriness. In the proposed model, one-to-many associations are 
realized by refractoriness of neurons. Moreover, by improvement of the calculation of the 
internal states of the neurons in the Map-Layer, the proposed model has enough robustness 
for damaged neurons when analog patterns are memorized.  
 
2. KFM Associative Memory with Area Representation 
 
Here, we briefly review the KFM Associative Memory with Area Representation (KFMAM-
AR) (Abe & Osana, 2006) which is used in the proposed model.  
 
2.1 Structure 
Figure 1 shows the structure of the KFM associative memory with area representation (Abe 
& Osana, 2006). As shown in Fig.1, the KFMAM-AR has two layers; (1) Input/Output (I/O)-
Layer and (2) Map-Layer, and the I/O-Layer is divided into some parts. 
In the KFMAM-AR, since one concept is expressed by the winner neuron and some neurons 
located adjacent to the winner neuron, it has the robustness for damaged neurons in the 
Map-Layer. 
 
 
Fig. 1. Structure of KFMAM-AR. 
 
2.2 Learning Process 
The learning algorithm for the KFMAM-AR is based on the conventional sequential learning 
algorithm for the KFM associative memory (Ichiki et al., 1993). 
Let us consider the case where the I/O-Layer composed of N parts corresponding to the 
pattern )()(2
)(
1 ,,,
p
N
pp
XXX L  in the KFMAM-AR. In this case, the learning vector )( pX  is given 
by 
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where { }Mp 1,0)( ∈X , { } jMpj 1,0)( ∈X  and jM  is the number of neurons corresponding to the 
j th partial pattern in the )( pX . In addition, M  is the number of neurons in the I/O-Layer. 
Let iW  be the connection weights between the neurons in the I/O-Layer and the neuron i  
in the Map-Layer: 
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where jiW  is the connection weight between the neuron i in the Map-Layer and the neurons 
of the j th part in the I/O-Layer. 
In the sequential learning algorithm for the KFMAM-AR, the connection weights are learned 
as follows: 
(1) The initial values of weights are chosen randomly. 
(2) The Euclid distance between the learning vector )( pX  and the connection weights vector 
iW  , ( )ipd WX ,)(  is calculated by 
 
     ( ) ( )∑
=
−=
M
k
ik
p
ki
p WXd
1
2)()(
.,WX  (3) 
 
(3) The winner neuron r whose Euclid distance is minimum is found. 
 
     ( )ip
i
dr WX ,argmin )(=  (4) 
 
(4) If ( ) lipd θ>WX ,)( , the connection weights of the winner neuron r  are fixed. The con-
nection weights except those of fixed neurons are changed by 
 
    ( ) ( ) ( ) ( ) ( )( )thtdHtt ipriiii WXWW −+=+ )(1 η  (5) 
 
where rih  is the neighborhood function and is given by 
www.intechopen.com
New Developments in Robotics, Automation and Control 
 
262 
    ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−=
2
2
2
exp
t
hri σ
ir
 (6) 
 
where ( )tσ  is the following decreasing function: 
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In this equation, iσ  is the initial value of ( )tσ  and ( )tσ  varies from iσ  to ( )fif σσσ > . T  is 
the upper limit of the learning iterations. 
In Eq.(5), ( )tη  is the learning rate and is given by 
 
    ( ) ( )
T
Tt
t
−−= 0ηη  (8) 
 
where 0η  is the initial value of ( )tη , and ( )idH  is calculated by 
 
    ( )
.
1
1
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⎛ −−+
=
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Dd
dH
i
i  
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In this equation, id  is the Euclid distance between the neuron i  and the nearest weights 
fixed neuron in the Map-Layer, D  is the constant and ε  is the steepness parameter of the 
function ( )idH . Owing to ( )idH , weights of neurons close to the fixed neurons are semi-
fixed, that is, they become hard to be learned. 
(5) (2)~(9) are iterated until ( ) lipd θ≤WX ,)(  is satisfied. 
(6) The connection weights of the winner neuron r , 
rW  are fixed. 
(7) (2)~(6) are iterated when a new pattern set is given. 
 
2.3 Recall Process 
Since the conventional KFM associative memory is based on the local representation, it has 
not the robustness for damaged neurons in the Map-Layer. In contrast, the KFMAM-AR is 
based on the area representation (Ikeda & Hagiwara, 1997) and has the robustness for 
damaged neurons. The area representation is an intermediate representation of the local 
representation and the distributed representation. In the area representation, one concept is 
expressed by the winner neuron and some neurons located adjacent to the winner neuron. 
 
2.3.1 Recall Process for Binary Patterns 
In the  recall  process of  the KFMAM-AR, when  the binary pattern X  is  given  to the I/O- 
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Layer, the output of the neuron i  in the Map-Layer mapix  is calculated by 
 
    
( )
⎪⎩
⎪⎨⎧ <=
               otherwise          ,0
, if          ,1 mapbimap
i
d
x
θWX
 (10) 
 
where mapbθ  is the threshold of the neuron in the Map-Layer as follows: 
 
   ( )minmaxminmapb ddad −+=θ  (11) 
 ( )i
i
min dd WX ,min=  (12) 
 ( )i
i
max dd WX ,max=  (13) 
 
In Eq.(11), ( )5.00 << aa  is the coefficient. 
Then, the output of the neuron k  in the I/O-Layer inkx  is calculated as follows: 
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where inbθ  is the threshold of the neuron in the I/O-Layer, inku  is the internal state of the 
neuron k  in the I/O-Layer. 
 
2.3.2 Recall Process for Analog Patterns 
In the recall process of the KFM-AR, when the analog pattern X  is given to the I/O-Layer, 
the output of the neurons i  in the Map-Layer mapix  is calculated by 
 
    
( )
⎩⎨
⎧ <=
               otherwise          ,0
     , if          ,1 aimap
i
d
x
θWX
 (16) 
 
where aθ  is the threshold of the neuron in the Map-Layer. 
Then, the output of the neuron k  in the I/O-Layer inkx  is calculated as follows: 
    
.
1
1:
∑∑ == ixi ik
i
map
i
in
k W
x
x  
(17) 
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3. KFM Associative Memory with Refractoriness based on Area Represen-
tation 
 
The conventional KFM associative memory (Ichiki et al., 1993) and KFMAM-AR (Abe & 
Osana, 2006) cannot realize one-to-many associations. In this paper, we propose the 
Kohonen Feature Map Associative Memory with Refractoriness based on Area Represen-
tation (KFMAM-R-AR) which can realize one-to-many associations. The proposed model is 
based on the KFMAM-AR, and the neurons in the Map-Layer have refractoriness. In the 
proposed model, one-to-many associations are realized by the refractoriness of neurons. 
On the other hand, although the conventional KFMAM-AR can realize associations for 
analog patterns, it does not have enough robustness for damaged neurons. In this research, 
the model which has enough robustness for damaged neurons when analog patterns are 
memorized is realized by improvement of the calculation of the internal states of neurons in 
the Map-Layer. 
 
3.1 Learning Process 
In the proposed model, the patterns are trained by the learning algorithm of the KFMAM-
AR described in 2.2. 
 
3.2 Recall Process 
In the recall process of the proposed model, when the pattern X  is given to the I/O-Layer, 
the output of the neuron i  in the Map-Layer mapix  is calculated by 
 
    ( ) ( )( ) ( )( )tufdHtx mapirecallmapi ir,=  
(18) 
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where D  is the constant which decides area size, ε is the steepness parameter. ( )ir,d  is the 
Euclid distance between the winner neuron r  and the neuron i  and is calculated by 
 
    ( ).argmax tur mapi
i
=  (20) 
 
Owing to ( )( )ir,dH recall , the neurons which are far from the winner neuron become hard to 
fire. ( )( )tuf mapi  is calculated by 
 
( )( ) ( ) ( )⎪⎩⎪⎨
⎧ >>=
                                           otherwise          ,0
 and  if          ,1 minmapi
mapmap
imap
i
tutu
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 (21) 
 
 
www.intechopen.com
Kohonen Feature Map Associative Memory with Refractoriness based on Area Representation 
 
265 
where ( )tumapi  is the internal state of the neuron i  in the Map-Layer at the time t , mapθ  and 
minθ  are the thresholds of the neuron in the Map-Layer. mapθ  is calculated as follows: 
 
    ( )minmaxminmap uuau −+=θ  (22) 
( )tuu mapi
i
min min=  (23) 
( )tuu mapi
i
max max=  (24) 
 
where ( )15.0 << aa  is the coefficient. 
In Eq.(18), when the binary pattern X  is given to the I/O-Layer, the internal state of the 
neuron i  in the Map-Layer at the time t , ( )tumapi  is calculated by 
 
( ) ( ) ( )∑
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−−−=
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d
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where ( )iind WX ,  is the Euclid distance between the input pattern X  and the connection 
weights iW . In the recall process, since all neurons in the I/O-Layer not always receive the 
input, the distance for the part where the pattern was given is calculated as follows: 
 
( ) ( )∑
∈
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Ck
k
ikki
in WXd
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2
,WX  
(26) 
 
where C  shows the set of the neurons in the I/O-Layer which receive the input. In Eq.(25), 
inN  is the number of neurons which receive the input in the I/O-Layer, α  is the scaling 
factor of the refractoriness and ( )10 <≤ rr kk  is the damping factor. The output of the neuron 
k  in the I/O-Layer at the time t , ( )txink  is calculated by 
 
( ) ( )⎪⎩
⎪⎨⎧ ≥=
      otherwise          ,0
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in
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where   is   the   threshold  of   the  neuron   in  the   I/O-Layer,    is   the   threshold   for   the 
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output of the neuron in the Map-Layer. 
On the other hand, when the analog pattern is given to the I/O-Layer at the time t , ( )tumapi  
is calculated by 
 
( ) ( ) ( )∑∑
=
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−−−=
t
d
map
i
d
r
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k
ikkin
map
i dtxkWXg
N
tu
in
01
.
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Here, ( )⋅g  is calculated as follows: 
 
( ) ⎪⎩
⎪⎨⎧ <=
otherwise          ,0
              ,1 bb
bg
θ
 (30) 
 
where bθ  is the threshold. 
In the conventional KFMAM-AR, the neurons whose Euclid distance between the input 
vector and the connection weights are not over the threshold fire. In contrast, in the 
proposed model, the neurons which have many elements whose difference between the 
weight vector and the input vector are small can fire. The output of the neuron k  in the 
I/O-Layer at the time t , ( )txink  is calculated as follows: 
 
( ) ( ) ∑∑ >= outmapixi iki mapi
in
k W
tx
tx
θ: .
1
 (31) 
 
4. Computer Experiment Results 
 
In this section, we show the computer experiment results to demonstrate the effectiveness of 
the proposed model. Table 1 shows the experimental conditions. 
 
4.1 Association Result for Binary Patterns 
Here, we show the association result of the proposed model for binary patterns. In this 
experiment, the number of neurons in the I/O-Layer was set to 800(= 400 × 2) and the 
number of neurons in the Map-Layer was set to 400. Figure 2 (a) shows an example of stored 
binary pattern pairs. 
Figure 3 shows the association result of the proposed model when “lion” was given. As 
shown in this figure, the proposed model could realize one-to-many associations. 
 
4.2 Association Result for Analog Patterns 
Here, we show the association result of the proposed model for analog patterns. In this 
experiment, the number of neurons in the I/O-Layer was set to 800(= 400 × 2) and the 
number of neurons in the Map-Layer was set to 400. Figure 2 (b) shows an example of stored 
analog pattern pairs. 
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Figure 4 shows the association result of the proposed model when “lion” was given. As 
shown in this figure, the proposed model could realize one-to-many associations for analog 
patterns.  
 
4.3 Storage Capacity 
Here, we examined the storage capacity of the proposed model. In this experiment, we used 
the proposed model which has 800(= 400 × 2) neurons in the I/O-Layer and 400/800 neurons 
in the Map-Layer. We used random patterns and Figs.5 and 6 show the average of 100 trials. 
In these figures, the horizontal axis is the number of stored pattern pairs, and the vertical 
axis is the storage capacity. As shown in these figures, the storage capacity of the proposed 
model for the training set including one-to-many relations is as large as that for the training 
set including only one-to-one relations. 
 
Parameters for learning 
threshold(learning)                          lθ  710−  
initial value of η                             0η  1.0  
initial value of σ             iσ  0.3  
last value of σ                 fσ  5.0  
steepness parameter         ε  01.0  
coefficient (range of semi-fixed)   D  0.3  
Parameters for recall (common) 
scaling factor of refractoriness       α  0.1  
damping factor                                   rk  9.0  
steepness of recallH                         ε  01.0  
coefficient (size of area)                    D  0.3  
threshold (minimum)                        
minθ  5.0  
threshold (output)                            outθ  99.0  
Parameters for recall (binary) 
coefficient (threshold)                  a  9.0  
threshold in the I/O-Layer      inbθ  5.0  
Parameter for recall (analog) 
threshold (difference)       dθ  1.0  
Table 1. Experimental Conditions. 
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(a) Binary Pattern  (b) Analog Pattern 
Fig. 2. An Example of Stored Patterns.  
 
 
1=t       2=t         3=t        4=t         5=t  
Fig. 3. Association Result for Binary Patterns.  
 
 
1=t         2=t         3=t        4=t         5=t  
Fig. 4. Association Result for Analog Patterns. 
 
4.4 Recall Ability for One-to-Many Associations 
Here, we examined the recall ability in one-to-many associations of the proposed model. In 
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this experiment, we used the proposed model which has 800(= 400 × 2) neurons in the I/O-
Layer and 400 neurons in the Map-Layer. We used one-to-P(P = 1, 2, · · · , 30) random 
patterns and Fig.7 shows the average of 100 trials. In Fig.7, the horizontal axis is the number 
of stored pattern pairs, and the vertical axis is the recall rate. As shown in Fig.7, the 
proposed model could recall all patterns when P is smaller than 15 (binary patterns) / 4 
(analog patterns). Although the proposed model could not recall all patterns corresponding 
to the input when P was 30, it could recall about 25 binary patterns / 17 analog patterns.  
 
4.5 Noise Reduction Effect 
Here, we examined the noise reduction effect of the proposed model. 
Figure 8 shows the noise sensitivity of the proposed model for analog patterns. In this 
experiment, we used the proposed model which has 800(= 400 × 2) neurons in the I/O-Layer 
and 400 neurons in the Map-Layer and 9 random analog patterns (three sets of patterns in 
one-to-three relations) were stored. Figure 8 shows the average of 100 trials. 
In the proposed model, the minimum threshold of the neurons in the Map-Layer minθ  
influences the noise sensitivity. As shown in Fig.8, we confirmed that the proposed model is 
more robust for noisy input when minθ  is small.  
 
 
Fig. 5. Storage Capacity (400 neurons in the Map-Layer).  
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Fig. 6. Storage Capacity (800 neurons in the Map-Layer). 
 
 
Fig. 7. Recall Ability in One-to-Many Associations. 
 
4.6 Robustness for Damaged Neurons 
Here, we examined the robustness for damaged neurons of the proposed model. 
Figure 9 shows the robustness for damaged neuron of the proposed model. In this 
experiment, we used the proposed model which has 800(= 400 × 2) neurons in the I/OLayer 
and 400 neurons in the Map-Layer and 9 random patterns (three sets of patterns in one-to-
three relations) were stored. In this experiment, n% of the neurons in the Map- Layer were 
damaged randomly. Figure 9 shows the average of 100 trials. In this figure, the results of the 
conventional KFMAM-AR were also shown. 
From this result, we confirmed that the proposed model has the robustness for damaged 
neurons.  
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5. Conclusion 
 
In this research, we have proposed the KFM Associative Memory with Refractoriness based 
on Area Representation. The proposed model is based on the KFMAM-AR (Abe & Osana, 
2006) and the neurons in the Map-Layer have refractoriness. We carried out a series of 
computer experiments and confirmed that the proposed model has following features. 
(1) It can realize one-to-many associations of binary patterns. 
(2) It can realize one-to-many associations of analog patterns. 
(3) It has robustness for noisy input. 
(4) It has robustness for damaged neurons. 
 
 
Fig. 8. Sensitivity to Noise (Analog Pattern). 
 
Fig. 9. Robustness for Damaged Neurons.  
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