Persistent Homology is a powerful tool in Topological Data Analysis (TDA) to capture topological properties of data succinctly at different spatial resolutions. For graphical data, shape, and structure of the neighborhood of individual data items (nodes) is an essential means of characterizing their properties. In this paper, we propose the use of persistent homology methods to capture structural and topological properties of graphs and use it to address the problem of link prediction. We evaluate our approach on seven different real-world datasets and offer directions for future work.
Introduction
A graph data structure representing pairwise relations or interactions among individuals or entities recurs in diverse real-world applications such as social and professional networks, biological phenomena such as protein-protein interactions [Coulomb et al., 2005] , word co-occurrences [Newman, 2006] , and citation and collaboration networks [Bhatia et al., 2012] . In all these applications, understanding how the network evolves and being able to predict the formation of new, hitherto non-existent links is an important problem in the knowledge discovery pipeline and has crucial applications such as predicting target genes for cancer research [Nagarajan et al., 2015] , social network analysis, and recommendation systems.
Consider a graph G = (V, E), where V = {v i } n i=1 is a finite set of nodes and E = {e k } m k=1 is a finite set of edges. We denote the edge connecting the pair of node v i , v j ∈ V by e ij . We assume that in G multiple edges for the same pair of nodes do not exist and there is no edge connecting a node to itself. If G is a directed graph, e ij = e ji , whereas, e ij = e ji if G is undirected.
Let U denote the set of all possible edges in G = ({v i } n i=1 , {e k } m k=1 ). If G is undirected, |U | = C(n, 2) = n(n − 1)/2, whereas, if G is directed, |U | = 2×C(n, 2) = n(n − 1). The set U − E is called the set of potential links. Often, in real-world settings, only a small subset of links u ∈ U will materialize in future with |u| << |U |. Given G = (V ; E), the task of identifying the edges e ∈ u is challenging and requires understanding and modelling the differences between sets u and U − u.
Existing Methods for Link-prediction
One of the simplest and the most frequently used methods for predicting a link between two nodes utilize the intuition that the likelihood of a link between two nodes is high if they share many common neighbors [Adamic and Adar, 2003; Milne and Witten, 2008] . These measures have empirically found to perform well for a variety of networks [Liben-Nowell and Kleinberg, 2003] and are widely adopted due to their intuitive nature and ease of computation. However, such methods by definition, are limited to second order neighborhood of the source node and hence ignore the global structural information about the underlying network. Different approaches that consider global information for link prediction include measures based on an ensemble of all paths (such as the Katz score [Katz, 1953] ), measures derived from conducting random walks over the graph [Backstrom and Leskovec, 2011] , and variants of PageRank (e.g., SimRank [Jeh and Widom, 2002] ). Ensemble methods that complement the network structure information with external information such as text documents have recently proposed for context-sensitive dynamic link prediction [Bhatia and Vishwakarma, 2018 ]. An alternate class of methods for link prediction that has recently gained prominence learns continuous vector representations of nodes in a graph such that nodes sharing similar structural properties are mapped close to each other in the latent space (e.g., LINE [Tang et al., 2015] , DeepWalk [Perozzi et al., 2014] , node2vec [Grover and Leskovec, 2016] ).
Our Contributions
We propose an alternative perspective for understanding the evolution of links in networks and predicting the formation of new links via persistent homology -an algebraic tool for measuring the features of shapes -of a graph.
Homology of a point set X roughly characterizes it in terms of features like connected components, tunnels and voids that roughly correspond to the 0-dimensional, 1-dimensional and 2-dimensional homology groups, respectively. When the nodes v i ∈ V are mapped to the points x i ∈ X for 1 ≤ i ≤ n, homology of X essentially exhibits G in terms of its shape-features like connected components, tunnels, voids, etc. formed by its nodes and edges. However, in practice, the properties of these features depend a lot on the resolution or scale at which they are being studied, and it is crucial to study them across a spectrum of spatial resolutions. Persistent homology comes across as an algebraic tool to serve exactly this purpose.
Given two query nodes v i , v j ∈ V , we apply persistent homology to study the shape-features at different scales of the subgraphs of G induced by the extended individual and combinedneighborhoods of v i and v j . We contrast the shape-features of the subgraphs at varying resolutions.
) and a pair of nodes v i , v j ∈ V , this procedure enables us to understand how the shape of G changes with respect to an extended combined-neighborhood of v i and v j due to the existence, or for that matter non-existence, of the edge e ij .
Unlike commonly used heuristics for link prediction that utilize local structure (such as the measures proposed by Adamic and Adar [2003] ; Milne and Witten [2008] ), studying the shape features of a Graph at varying resolutions helps us to capture the global structure information. Also, unlike other methods that explore the entire graph for the sake of employing global information [Grover and Leskovec, 2016; Perozzi et al., 2014; Jeh and Widom, 2002] our approach is adaptive: we study the combined neighborhood whose size varies depending on the sparsity of the graph. Thus, we also address the drawback of the large cost of exploration of the entire graph. To summarize, our main contributions are the following:
1. First, we present the necessary mathematical notions to describe our method: the persistence diagram of a graph (Section 2).
2. Thereafter, we describe a novel approach to understand the existence of an edge in a graph by application of persistent homology. Essentially, we argue and explain that for a pair of nodes, the persistence diagram of the subgraph induced by their extended neighborhood should not change much by adding or removing a naturally existing edge (Section 3).
3. We evaluate our proposed approach on seven different real-world network datasets from different domains and of varying sizes. We also present comparisons with four commonly used baseline methods for link prediction (Section 4). Results of the experiments reveal that the proposed approach for link prediction achieves robust performance across all the datasets. Despite being relatively simple and computationally less expensive than other state-of-the-art methods, it achieves similar, if not better, performance for the link prediction task. We discuss the experimental results and comment on the limitations and possible future extensions of the presented work (Section 5).
A High Level Insight to our Method
Consider four toy examples of link prediction as shown in 1 where we illustrate how topological features capture changes in link structure of the graph. In all the figures, nodes 3 and 5 are the query nodes and we study how the persistence diagrams of the graph change when we induce an edge between these nodes (indicated by dashed edge). We consider four cases: (i) a directed graph where the extended neighborhoods of query nodes (nodes 3 and 5) do not have any connecting link (1(i)(a,b)); (ii) likewise for an undirected graph in 1(i)(c,d); (iii) a dense directed graph where the extended neighborhoods of query nodes have multiple links across (1(ii)(a,b)); and, (iv) similarly for a dense undirected graph (1(ii)(a,b)). The persistence diagrams of each of the graphs are placed directly below them in the 1. The description of persistence diagram is presented in the next section, here we only contrast them to provide intuition behind our method. We observe that in cases (i) and (ii), addition of the induced edge causes significant changes in the persistence diagram of the graph (note the blue and red points) indicating significant changes in the topology due to introduction of a link between two disconnected components of the graph. Compare this with cases (iii) and (iv), where the persistence diagrams remain unaffected by the addition of such a link. Intuitively, a link between two nodes is highly likely if there is a large overlap between their extended neighborhoods and addition of a link should not cause major changes in the topological properties of the graphs. Motivated by this intuition, we wish to explore the changes in the persistence diagrams of extended neighborhoods of query nodes in order to predict a link between them and comparison of persistence diagrams of the induced subgraphs provides a robust tool for this purpose. Huang [2006] discussed the use of topological features such as clustering coefficients link prediction in social networks. Carsten et al. [2013] used persistent homology of clique complex of social networks to distinguish them from other network type. Topological features such as simplicial closure have been applied to study community formation in collaboration networks [Patania et al., 2017] . Persistent homology based methods have recently been used to study temporal evolution of networks and understand the differences in network structure with time [Pal et al., 2017; Hajij et al., 2018] . Benson et al. [2018] used simplicial closure of clique complex of graphs to predict link between set of nodes. In contrast to all the above works, our method applies persistent homology to understand how an adaptive-sized extended neighborhood of query nodes differ with respect to their homology class. Our method is simple yet robust and achieves performance comparable to sate-of-the-art methods.
Related Works on Application of Persistent Homology to Graphs

Persistence Diagram of a Graph
We have presented a general introduction to Persistent Homology in the A. Consider a graph
is the node set and E = {e i } m i=1 is the edge set. We associate a positive weight w e i ∈ R, w e i > 0 with each of the elements e i ∈ E. For an unweighted graph, w e i = 1, ∀e i ∈ E. If two nodes are not connected by an edge, we take the (virtual) edge-weight between them as ∞, which for practical purposes is taken as a large positive real number M ∈ R. The shortest-path distance D sp (v i , v j ) between the nodes v i , v j ∈ V is defined as the sum of weights of the edges on the path starting at v i and terminating at v j . Now consider the metric space (X , d) equipped with a metric d. Let X = {x i } n i=1 be a set of points in (X , d) such that the points in X correspond to the nodes in V = {v i } n i=1 . In an undirected graph, where the shortest-path distance D sp between any two nodes is symmetric, it makes a natural choice for a metric. We can verify that D sp satisfies all the properties of a metric: for arbitrary
For a directed graph, the shortest-path distance between two nodes is not symmetric. In this
provides a quasi-metric: it satisfies (a), (b) and (d) as described above. From a quasi-metric d(x i , x j ), we derive a metric as follows:
is the average of the two directed distances. In this work, for a metric space representation of a directed graph, we take
, where
Computing the all-pair-shortest-path in an undirected graph [Johnson, 1977] gives a symmetric distance matrix D = {d ij } n,n i=1,j=1 . For a directed graph, the distance matrix is not symmetric; therefore, to impose a metric structure we apply the aforementioned method:
. With that, we have a complete pipeline to compare the shape-features of two graphs (or subgraphs) via their persistent homology.
Link Prediction via Persistent Homology
Having discussed the background to compute the quantitative differences between a pair of subgraphs with respect to their shape-features, we describe how to use that to understand and predict the existence of a potential link.
Algorithm 1 Computing Persistence Diagram
Input: Graph G, persistence-threshold τ , a boolean isD to indicate if the graph is directed. 1:
. Dsp(vi, vj) = M , if node vj is unreachable from the node vi, where M is a finite large value. 3: if isD then 4:
end for 7: end if 8: pd ← GetPDFromDisMat(D, τ ); Output pd; 9: end Algorithm Algorithm 1 summarizes the entire pipeline of computing a persistence diagram for a graph G. First, we compute the all-pair-shortest-path distance matrix D using any optimized algorithm [Johnson, 1977] for the purpose, line 2. In case G is directed, D is made symmetric, line 5. Thereafter, D and the persistence-threshold τ are used to compute the persistence diagram of G, line 8, see [Bauer, 2016] for an algorithm to compute a persistence diagram.
Figure 2: Combined-neighborhood of u and v, when they have (a) no edges connecting (b) multiple edges connecting.
Now consider the cases of combined-neighborhood of nodes u and v as shown in the 2. We consider two scenarios with respect to reasonably extended neighborhoods of the two nodes, as shown in the 2 (a) and (b).
Essentially, a case of predicting a link between an arbitrary pair of nodes lies on the spectrum of scenarios starting at the one shown in the 2 (a) and stretches towards the ones similar to the 2 (b). As we mentioned in 1.3, the existence of a possible link has higher chances as we move away from the case of the 2 (a) on this spectrum.
With that observation, we explore and understand how the difference in shape-measures, as provided by the distances in the persistence diagrams of a number of subgraphs induced by the combined-neighborhood of u and v, varies when we examine the cases of arbitrary pair of nodes. This is presented in the 2.
Given a graph G = ({v i } n i=1 , {e k } m k=1 ), for a k ≤ n, first, we compute the subgraph of G induced by the i-hop neighbors of u and v, where 1 ≤ i ≤ k, see lines 2 and 3. Thereafter, we compute the subgraph induced by the union of the two neighborhoods, see line 4. From this subgraph, we induce two subgraphs corresponding to the existence and non-existence of a link between the query nodes, see lines 5 and 6. Following our intuition, a missing link in a complete graph has high chances of existence, therefore, we also compute a complete graph over the nodes of the combined neighborhood, line 7. Having collected these subgraphs, we compute their persistence diagrams as detailed in 1.
In the persistence diagrams, we have considered only 0 th persistent homology group. This is because the cycles in a graph, which correspond to its 1 st persistent homology group, are never destroyed as there are no 2-faces. Thus, for our purpose distances between the 1-dimensional persistence diagrams of two subgraphs would not help much.
We compute the Wasserstein-2 and Bottleneck distances between the persistence diagrams, as shown in the lines 11 to 15. They signify how much the induced subgraphs are similar with respect to their shape-features, in case (a) the target link exists: inferred by . These different views of contrasting the subgraphs enable us to understand and thereby predict the existence of a link between any arbitrary pair of nodes. We use the vector of these eight distance measures in our experiments as described in the next section.
Experiments
Datasets
We use following publicly available network datasets to evaluate the strengths and weaknesses of the proposed method for the link prediction task. David Copperfield (DC): 1 [Newman, 2006] Node2Vec [Grover and Leskovec, 2016] maps nodes in a network in a low dimensional feature space that preserves the neighborhood structure of the nodes. Different from DeepWalk, it uses biased random walks to explore diverse neighborhoods.
Experimental Protocol
We implemented our proposed algorithm in C++ and used the Ripser library 8 for computing persistence diagrams. The methods for computing the Bottleneck and Wasserstein-q distances are taken from the publicly available code 9 of [Kerber et al., 2016] . We also implemented the baselines AA and MW in C++ and used author provided source code for node2vec 10 and DeepWalk 11 . For Table 2 : Performance of different methods on seven different datasets when treating link prediction as a ranking task. Hits at ranks 1,10, and 50 are reported. For each dataset, the best method achieving highest hits at a given rank is highlighted in bold.
all the datasets, we created test-train splits by holding out roughly 5% of edges and used 95% of the edges for training.
Link Prediction as a Ranking Task
Traditionally, the problem of link prediction has been addressed as a ranking problem where given a source node, a ranked list of target nodes is produced ordered by the likelihood of a potential link being formed between the source and the target node [Liben-Nowell and Kleinberg, 2003; Nallapati et al., 2008; Kataria et al., 2010] . The baselines AA and MW, by definition, output a score between the source and target node that can be used as the ranking function. The other two baselinesdeepwalk and node2vec -learn continuous vector representations for each node in the graph. A typical way to rank target nodes given a source node is to rank them based on their distance from the source node [Misra and Bhatia, 2018] . Hence, for these two methods, given a source node, we produce a ranked list of all the other nodes in the graph ordered by the Euclidean distance between the source and target node vectors. Given a pair of source and target nodes our proposed approach produces eight different distance values (Algorithm 2) capturing the structural similarities between the extended neighborhood of the source and target nodes. While each distance value can independently be used to rank the target nodes, we are interested in producing a ranked list that combines the different properties captured by the different distance functions. In order to do that, we use the rank product metric [Eisinga et al., 2013] to combine the ranked lists produced by individual distance functions to obtain the final ranking of target nodes with respect to a given source node. For a node i, the rank product is computed as
where r ij is the rank of node i in the j th ranked list. Table 2 reports the results achieved by the four baseline methods and the ranking produced by our proposed approach. We use Hit Rate@N , i.e., the proportion of edges for which the correct target node was ranked in the top N positions. We report hit rate for n = {1, 10, 50}. It can be observed from the table that no single method achieves consistent outperforms across all metrics for the different datasets. This is consistent with previous empirical studies comparing performance of different link prediction techniques [Liben-Nowell and Kleinberg, 2003; Lu and Zhou, 2011] . In terms of Hit Rate at rank 10, rankings produced by deepwalk achieve the best performance for four out of seven datasets and rankings produced by the proposed approach achieve the best performance for the remaining three datasets. Further, we note that the performance of rankings produced by our proposed approach and the deepwalk embeddings are relatively more stable and robust compared to the other baselines across different datasets. This strong performance achieved by the proposed approach is commendable given that the proposed approach uses only eight features (different distance functions capturing the topological properties) that can be computed with relative ease compared to computationally expensive learning of vector representations (as is the case with deepwalk and node2vec). Further, unlike the AA and MW baselines, which are also easier to compute, the proposed approach is built upon the solid theoretical foundations of topological data analysis and persistent homology.
Conclusions and Future Work
We proposed an approach inspired from persistent homology to model link formation in graphs and use it to predict missing links. The proposed approach achieved robust and stable performance across seven different datasets. The performance achieved was comparable to the state-of-the-art baselines despite the proposed approach being relatively simple and computationally less expensive than some of the baselines that also utilize global network information. Given that the topological features succinctly capture information about shape and structure of the network and can be computed without the need of extensive training, it will be worth exploring how these features can be combined with other techniques for network analysis. 
A Persistent Homology
For a self-contained exposition, here we present the definitions of the main notions used in this work.
We assume a familiarity with the elementary Group Theory e.g. definition of group, abelian group, quotient group, group homomorphism, kernel, rank, etc. [Gallian, 2012] . An interested reader can refer to [Zomorodian and Carlsson, 2005; Harer, 2008, 2010] for further reading on persistent homology. Abstract simplicial complex: Given a set S, consider a family of subsets ∆ ⊆ 2 S . ∆ is called an abstract simplicial complex if ∀ρ ∈ ∆, κ ⊂ ρ =⇒ κ ∈ ∆. Each of the sets ρ ∈ ∆ of size |ρ| = (n + 1) is called an n-simplex. A subset ε ρ is called a face of ρ.
Simplicial Homology: Let ∆ be a simplicial complex. A simplicial n-chain, where n ∈ Z, is a sum of n-simplices of ∆ as given below:
The set of n-chains denoted as C n (∆) or just C n is an abelian group with the sum as defined above, identity element as the null chain i.e. c where each of the α i are 0, and the inverse of each element as the element itself.
The boundary of an n-simplex ρ = {s o , s 1 , . . . , s n } is defined as the chain of its (n − 1)-faces: δ n (ρ) = n i=0 {s o , s 1 , . . . , s i−1 , s i+1 , . . . , s n }. The n-boundary of a simplicial complex is defined as the sum of the boundaries of its n-simplices. We denote the set of n-boundaries of ∆ as B n (∆), or just B n in the context of the same ∆.
For n-chains c i , c j ∈ C n , h n : C n → C n−1 is a group homomorphism:
. With this definition of h n , we define a chain-complex as the following sequence of abelian groups:
. . .
A c ∈ C n is called an n-cycle if h n (c) = 0. The set of all the n-cycles of ∆ is denoted by Z n (∆). It can be observed that Z n (∆) ⊆ C n (∆) and Z n (∆) is a kernel of h n . Thus Z n (∆) is a subgroup of C n (∆). It can also be observed that the set of n-boundaries B n is a subgroup of C n .
Please note that B n is the image of the group homomorphism h n+1 . Furthermore, for any n ∈ Z, h n−1 • h n = 0. It follows that B n (∆) ⊂ Z n (∆). Consequently, we (validly) define the n th simplicial homology group of ∆ as the quotient group H n (∆) = Z n (∆)/B n (∆).
The n th Betti number β n of a simplicial complex ∆ is defined as the dimension of its n th simplicial homology group H n (∆). Therefore, β n = rank(H n (∆)) = rank(Z n (∆)) − rank(B n (∆)). An element of H n (∆) is called an n th -dimensional homology class of ∆. Thus β n counts the number of n th -dimensional homology class.
Filtration: Let ∆ be a finite abstract simplicial complex. A finite nested sequence {Γ i } i∈I of sub-complexes of ∆ is called its filtration. To construct a filtration of ∆, we take a real-valued function f : ∆ → R such that for ρ, σ ∈ ∆, f (ρ) ≤ f (σ) whenever ρ ⊂ σ. With that, a sublevel set Γ r = f −1 ((−∞, r]) for r ∈ R is a sub-complex of ∆. By the definition of f , ordering the sub-complexes by the increasing values of r gives a filtration of ∆ as the following:
Persistence Diagram: For a pair of i, j s.t. 0 ≤ i ≤ j ≤ p, the above inclusion relation among Γ i s induces a homomorphism on the simplicial homology group of each dimension n ∈ Z given by f
The n th persistent homology group is the image of the homomorphism f i,j n given by Im(f i,j n ). In turn, the n th persistent Betti number is defines as the rank of Im(f i,j n ) given by β i,j n = rank(Im(f i,j n )). The n th persistent Betti number counts how many homology classes of dimension n survives a passage from Γ i to Γ j . We say that a homology class α ∈ H n (Γ i ) is born at resolution i if it did not come from a previous sub-complex: α / ∈ Im(f i−1,i n ). Similarly, we say that a homology class dies at resolution j if it does not belong to the sub-complex Γ j and belonged to previous sub-complexes. Figure  3 : PD A persistence diagram is a plotting of the points (i, j) corresponding to the birth and death resolutions, respectively, for each of the homology classes. Because a homology class can not die before it is born, all the points (i, j) lie above the diagonal x = y. If a homology class does not die ever after its birth, we draw a vertical line starting from the diagonal in correspondence to its birth. For practical purposes, we take a persistence threshold τ , and assume that every homology class dies at the resolution τ . A typical persistence diagram is shown in the 3.
Birth Death
Distance between Persistence Diagrams: A persistence diagram can be considered a summary of topological features associated with the homology groups of the simplicial complex. So, to compare the topological features, we quantify the difference between the persistence diagrams in terms of the distance measures.
Let P 1 and P 2 be two persistence diagrams. Let η be a bijection between the points in the two diagrams. We define the following two distance measures: The Wasserstein-q distance is sensitive to small differences in the persistence diagrams, whereas, the Bottleneck distance captures relatively large differences. Rips Complex: A Vietoris-Rips Complex, also called a Rips complex is an abstract simplicial complex defined over a finite set of points X = {x i } n i=1 ⊆ X in a metric space (X , d). Given X and a real number r > 0, r ∈ R, a Rips complex R(X, r) is formed by connecting the points for which the balls of radius r 2 centered at them intersect. In the context of the same point set, we use R r to denote R(X, r). A 1-simplex is formed by connecting two such points and corresponds to an edge. A 2-simplex is formed by 3 such points and corresponds to a triangular face. Rips Filtration: Given a set of points X = {x i } n i=1 ⊆ X , let 0 = r 0 ≤ r 1 ≤ r 2 . . . ≤ r m denote a finite sequence of increasing real numbers, which we use to construct Rips complexes {R r i } m i=1 as defined above. Clearly, by construction of Rips complexes the sequence {R r i } m i=1 is nested and thus provides a filtration of R rm : Φ = R r 0 R r 1 R r 2 . . . R rm Deriving the persistent homology groups via homomorphism over a Rips filtration, we obtain a persistence diagram associated with the point set X. Please note that to compute the Rips filtration associated with a point set X we need only the relative pairwise distances between the points x i ∈ X. Essentially, we need a symmetric distance matrix D = {d(x i , x j )} n,n i=1,j=1 to compute the persistence diagram of X. Next, we will use this method to compute the persistence diagram of a graph.
