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Abstract. The purpose of this paper is to prove a conjecture of
Kahn-Saito-Yamazaki [5, Conj.1(1)]. This is accomplished by ex-
tending Voevodsky’s fundamental results on homotopy invariant
(pre)sheaves with transfers [17] to its generalizations, reciprocity
sheaves and cube-invariant sheaves in the context of theory of
modulus (pre)sheave with transfers [7]. The main results of this
paper is expected to play a crucial role in deducing the main prop-
erties of the triangulated category of motives with modulus, which
is a new triangulated category enlarging Voevodsky’s triangulated
category of motives to encompass non homotopy invariant motivic
phenomena.
Introduction
Let Sm be the category of separated smooth schemes of finite type
over k. Let Cor be the category of finite correspondences: Cor has
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the same objects as Sm and morphisms in Cor are finite correspon-
dences. Let PST be the category of additive presheaves of abelian
groups on Cor, called presheavs with transfers. In Voevodsky’s theory
of his triangulated category of motives, a fundamental role is played by
homotopy invariant objects F ∈ PST, namely such F that F (X) →
F (X ×A1) induced by the projection X ×A1 → X are isomorphisms
for all X ∈ Sm. The homotopy invariant objects form a full abelian
subcategory HI ⊂ PST.
In order to extend Voevodsky’s paradigm to a non-homotopy invari-
ant framework, we use a new full abelian subcategory RSC ⊂ PST of
reiprocity presheaves 1. It containsHI and many objects of PST which
are not in HI, such as the presheaf associated to a commutative alge-
braic group G (which may contains a unipotent part) and the presheaf
Ωi of Ka¨hler differential forms and the de Rham-Witt presheaf WnΩ
i.
Let Ztr(X) ∈ PST be the object which X ∈ Sm represents by the
Yoneda functor. Recall ([11, Lem. 2.16]) that the inclusionHI→ PST
has a left adjoint h0 such that h0(X) := h0(Ztr(X)) is given by
(0.1)
h0(X)(Y ) = Coker
(
Ztr(X)(Y ×A1)
i∗0−i
∗
1−→ Ztr(X)(Y )
)
(Y ∈ Sm)
= Coker
(
Cor(Y ×A1, X)
i∗0−i
∗
1−→ Cor(Y,X)
)
,
where i∗ε for ε = 0, 1 is the pullback by the section iε : Spec(k) → A
1.
This implies that F ∈ PST is in HI if and only if for any X ∈ Sm
and a ∈ F (X), the map a : Ztr(X) → F in PST associated to a by
the Yoneda functor, factors through the quotient h0(X) of Ztr(X).
The key idea to define RSC is to introduce bigger quotients h0(X) of
Ztr(X) associated to pairs X = (X,X∞) where X is a proper scheme
over k and X∞ is an effective Cartier divisor on X such that X =
X − |X∞|. We have for Y ∈ Sm
(0.2) h0(X)(Y ) = Coker
(
MCor(Y ⊗,X)
i∗0−i
∗
1−→ Cor(Y,X)
)
,
where MCor(Y ⊗ ,X) is a subgroup of Cor(Y × A1, X) generated
by elementary correspondences2 satisfying a certain admissibility condi-
tion with respect to X∞.
3 Then F ∈ PST is defined to be a reciprocity
1The terminology “reciprocity presheaves” was used in [5] for a slightly different
notion, which is not used in this paper. In loc.cite. a full subcategory Rec of PST
was introduced. In [6] it is shown thatRSC ⊂ Rec andRSC∩NST = Rec∩NST.
2It means integral closed subschemes in Y ×X .
3 We have surjective maps Ztr(X) → h0(X) → h0(X) in PST. Evaluated on
Spec(k), it is identified with Z0(X)→ CH0(X,X∞)→ H
S
0 (X), where Z0(X) is the
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presheaf, or to have reciprocity, if for any X ∈ Sm and a ∈ F (X), the
associated map a : Ztr(X) → F factors through h0(X) for some X as
above. By (0.1) and (0.2), h0(X) is a quotient of h0(X), and hence ev-
ery F ∈ HI has reciprocity.4 By the definition those F ∈ PST which
have reciprocity form a full abelian subcategory RSC ⊂ PST which
is closed under subobjects and quotients in PST.
Let NST ⊂ PST be the full subcategory of Nisnevich sheaves, i.e.
those objects F ∈ PST whose restrictions FX to the e´tale site Xe´t
over X are Nisnevich sheaves for all X ∈ Sm. By [18, Th. 3.1.4] the
inclusion NST → PST has an exact left adjoint aVNis such that a
V
NisF
is the Nisnevich sheafication FNis of F as a presheaf on Sm. We put
RSCNis = RSC ∩NST.
We now state our main results on RSC. Theorem 0.2 gives an
affirmative answer to [5, Conjecture 1(1)].
Theorem 0.1. The functor aVNis preserves RSC.
An analogous result is obtained in [5] by a different method.
To state the second main result on RSC, we introduce some nota-
tions. For F ∈ PST and n ∈ Z>0 and S ∈ Sm, define
F˜−n(S) = Coker
( ⊕
1≤i≤n
F ((A1−0)i−1×A1×(A1−0)n−i×S)→ F ((A1−0)n×S)
)
,
where A1 is the affine line over k with 0 ∈ A1 the origin.
For X ∈ Sm and n ∈ Z≥0, let X(n) be the set of points x ∈ X such
that the closure of x in X is of codimension n. Assuming k is perfect,
there is an isomorphism (see Lemma 6.1)
(0.3) ε : Xh|x ≃ SpecK{t1, . . . , tn},
where K = k(x) and Xh|x is the henselization of X at x and (t1, . . . , tn)
is a regular system of parameters of X at x, and K{t1, . . . , tn} is the
henselization of K[t1, . . . , tn] at (t1, . . . , tn).
group of 0-cycles on X , CH0(X,X∞) is the Chow group of 0-cycles with modulus
introduced in [9] and HS
0
(X) is the Suslin homology of X introduced in [16]. See
Definition 1.33 for a more conceptual definition of h0(X).
4Heuristically RSC (resp. HI) may be viewed as consisting of such F ∈ PST
that for any X ∈ Sm and a ∈ F (X), a has “bounded (resp. tame) ramification”
along the boundary of a compactification of X . A manifestation of this viewpoint
is given in [13].
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Theorem 0.2. Assume k is perfect. Let F ∈ RSCNis. For X ∈ Sm
and x ∈ X(n) with n ∈ Z>0, we have
(0.4) H ix(XNis, FX) = 0 for i 6= n,
and there exists an isomorphism depending on ε from (0.3):
(0.5) θε : F˜−n(x) ≃ H
n
x (XNis, FX).
As an immediate corollary we get the following.
Corollary 0.3. Let F ∈ RSCNis. Let X be the henselization of X ∈
Sm at a point of X and ξ be its generic point. Then the Cousin complex
(0.6) 0→ F (X )→ F (ξ)→
⊕
x∈X (1)
H1x(XNis, FX )→
· · · →
⊕
x∈X (n)
Hnx (XNis, FX )→ . . .
is exact.
After replacing RSC by HI, the above results were proved by Vo-
evodsky [17] and played a fundamental role in his theory of triangulated
category of mixed motives in [18] (see Theorem 0.6).
0.1. Modulus refinements. We now explain refinements of the above
results in the new categorical framework developed in [7]. A new cat-
egory MCor (see Definition 1.1) is introduced: The objects are mod-
ulus pairs X = (X,X∞) where X is a separated schemes of finite type
over k equipped with an effective Cartier divisor X∞ ⊂ X such that
X − |X∞| ∈ Sm. The morphisms are finite correspondences satisfying
some admissibility and properness conditions. Let MCor ⊂ MCor
be the full subcategory of such objects (X,X∞) that X is proper over
k. We then define MPST (resp. MPST) as the category of ad-
ditive presheaves of abelian groups on MCor (resp. MCor). For
F ∈ MPST and X = (X,X∞) ∈ MCor write FX for the presheaf
on the e´tale site X e´t over X given by U → F (XU) for U → X e´tale,
where XU = (U,X∞ ×X U) ∈MCor. We say F is a Nisnevich sheaf if
so is FX for all X ∈ MCor. We write MNST ⊂ MPST for the full
subcategory of Nisnevich sheaves and
(0.7) H i(XNis, F ) = H
i(XNis, FX) for F ∈MNST .
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It is shown in [7] (see Theorem 1.7(2) in §1) that the inclusionMNST→
MPST has an exact left adjoint aNis.
5 We have a functor
ω :MCor→ Cor ; (X,X∞)→ X − |X∞|,
and two pairs of adjunctions
(0.8) MPST
τ∗
←−
τ!
−→
MPST, MPST
ω∗
←−
ω!
−→
PST,
where τ ∗ is induced by the natural inclusion τ : MCor → MCor
and τ! is its left Kan extension, and ω
∗ is induced by ω and ω! is
its left Kan extension (see Lemma 1.4(4) and (5) for descriptions of
these left Kan extensions). We now introduce a basic property which
is an analogue of homotopy invariance exploited by Voevodsky: Put
 = (P1,∞). F ∈ MPST is called -invariant if F (X) ≃ F (X ⊗ )
for all X ∈ MCor (see Definition 1.1(4) for the tensor product ⊗
in MCor). We write CI ⊂ MPST for the full subcategory of -
invariant objects. The category CI and its essential image τCI under
τ! : MPST→MPST will play a fundamental role in this paper. Let
τCIsp ⊂ τCI be the full subcategory of semipure objects F , namely
such objects that the natural map F (X,X∞) → F (X − X∞, ∅) is
injective for all X = (X,X∞) ∈ MCor. One can show (see Lemma
1.37) ω!(CI) = RSC and that the induced functor CI→ RSC admits
a fully faithful right adjoint ωCI such that τ!ω
CI(RSC) ⊂ τCIsp. Using
this, Theorems 0.1 and 0.2 are deduced from Theorems 0.4 and 0.5
below respectively.
Theorem 0.4. (Theorem 10.1) The functor aNis preserves F ∈
τCIsp.
Write τCIspNis =
τCIsp ∩MNST.
Theorem 0.5. (Corollaries 8.6) Assume k is perfect. Take F ∈ τCIspNis
and X = (X,X∞) ∈MCor. Assume X and |X∞| ∈ Sm. For x ∈ X
(n)
with K = k(x), we have
H ix(XNis, F ) = 0 for i 6= n,
where H ix(XNis, F ) is defined as (0.7) for cohomology with support.
We also show the following.
Theorem 0.6. (Theorem 9.3) Assume k is perfect. Take F ∈ τCIspNis
and X = (X,X∞) ∈ MCor. Assume that X ∈ Sm and |X∞| is a
simple normal crossing divisor on X. Then we have an isomorphism
(0.9) π∗ : Hq(XNis, F )
∼=
−→ Hq((X⊗)Nis, F )
5For F ∈ MPST and X ∈ MCor, (a
Nis
F )X is NOT the Nisnevich sheafication
of FX contrary to the case of a
V
Nis
(see Theorem 1.7(2) for its description).
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induced by the projection π : X⊗→ X.
The following theorem of Voevodsky is a direct consequence of The-
orems 0.5 and 0.6 (see §11).
Theorem 0.7. ([17, Th.5.6]) Assume k is perfect.
H i(XNis, FX)→ H
i((X ×A1)Nis, FX×A1)
induced by the projection X ×A1 → X is an isomorphism.
We give an overview of the content of the paper.
In §1 we review basic notions and facts on modulus sheaves with
transfer and reciprocity sheaves. The whole content of §1 is a joint
work with B. Kahn, H. Miyazaki and T. Yamazaki. The content of §1.1
is extracted from [7] except that of §1.2 through §1.4. The (enriched
version of) content of those subsections will appear in a forthcoming
joint paper while the proofs of all the statements used in this paper are
given in §1.
In §2 we introduce V -pairs, a technical key tool in this paper. It is
a generalization to the modulus world of standard triples invented by
Voevodsky (see [11, Lecture 11]). We follow the formulation introduced
by [1].
In §3 we prove using the result from §2, the local injectivity result
for F ∈ τCIsp, which implies that for a semi-localization X of an
object of Sm and a dense open immersion U →֒ X , the restriction
F (X, ∅)→ F (U, ∅) is injective.
In §4 we prove a vanishing theorem of cohomology with coefficient
in F ∈ τCIspNis for a pair of an affine open X ⊂ P
1 and an effective
Cartier divisor Σ ⊂ X (Theorem 9.1).
In §5 we introduce the contractions of F ∈ τCIspNis as a modulus ana-
logue of Voevodsky’s contractions (see [11, Lecture 23]). It describes
cohomology groups with support of F ∈ τCIspNis.
In §6 we introduce a fibration technique which is used in the proof
of another vanishing theorem in §8, which will implies Theorem 0.5.
In §7 we introduce Gysin maps for cohomology of F ∈ τCIspNis, which
are used in the proof of the vanishing theorem in §8.
In §9 we prove a vanishing theorem of cohomology of P1 and The-
orem 0.6 using Theorem 0.5. A basic idea is taken from [11, Lecture
24].
In §10 we prove that the sheafication preserves τCIsp proving Theo-
rem 0.4.
In §11 we deduce Theorems 0.1 and 0.2 from Theorems 0.4 and 0.5
respectively. We also deduce Theorem 0.7 from Theorems 0.5 and 0.6.
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Notation and conventions. In the whole paper we fix a base field
k. Let Sm be the category of separated smooth schemes of finite type
over k, and let Sch be the category of separated schemes of finite type
over k.
We call a morphism of schemes X → Y essentially e´tale (resp. es-
sentially smooth ) if one can write X as a limit X = lim←−i∈I Xi over a
filtered set I where Xi is e´tale (resp. smooth) over Y and all transition
maps are e´tale and affine. Let S˜m be the category of k-schemes X
which are essentially smooth over k. We frequently allow F ∈ PST to
take values on objects of S˜m by F (X) := lim−→i∈I F (Xi).
For a closed immersion Z →֒ X of affine schemes, Xh|Z denote the
henselization of X along Z.
1. -invariance and reciprocity
In this section we review basic notions and facts from [7] and [8].
1.1. Modulus pairs.
Definition 1.1. (see [7, Def.1.1.1 and 1.3.1])
(1) A modulus pair is a pair X = (X,X∞) where X ∈ Sch and X∞
is an effective Cartier divisor on X such that X = X − |X∞| ∈
Sm and is dense in X (The case |X∞| = ∅ is allowed). We call
X the interior of X. We say that X is proper if X is proper over
k.
(2) Let X = (X,X∞) and X
′ = (X
′
, X ′∞) be modulus pairs with
X = X − |X∞| and X
′ = X
′
− |X ′∞|. Let Z ∈ Cor(X
′, X) be
an elementary correspondence and Z¯N be the normalization of
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the closure of Z in X
′
×X with p : Z¯N → X and q : Z¯N → X
′
the induced morphisms. We say Z is admissible for (X′,X) if
q∗X ′∞ ≥ p
∗X∞ (an inequality of Cartier divisors). We say Z is
left-proper (resp. finite) for (X′,X) if Z is proper (resp. finite)
over X
′
. An element of Cor(X ′, X) is called admissible (resp.
left-proper, resp. finite) if all of its irreducible components are
admissible (resp. left-proper, resp finite).
(3) LetMCor (resp. MCorfin) be the additive category of modulus
pairs and left-proper (resp. finite) admissible correspondences
(see [7, Pr.1.2.3]). By definition MCorfin is a full subcategory
of MCor. Let MCor be the full subcategory of MCor whose
objects are proper modulus pairs. We let
b :MCorfin →MCor and τ :MCor→MCor
denote the inclusion functors.
(4) For X = (X,X∞), X
′ = (X
′
, X ′∞) ∈MCor, we put
X⊗ X′ = (X×, X
′
, X ×X ′∞ +X∞ ×X
′
) ∈MCor .
(5) For n ∈ Z>0, put X(n) = (X, nX∞), where nX∞ →֒ X is the
n-th thickening of X∞ →֒ X.
(6) Put  = (P1,∞) ∈MCor.
Definition 1.2. Let MPST (resp. MPSTfin, resp. MPST) be the
abelian category of additive presheaves of abelian groups on MCor
(resp. MCorfin, resp. MCor). For X ∈MCor (resp. X ∈MCor) let
Ztr(X) ∈ MPST (resp. Ztr(X) ∈ MPST) be the object represented
by X.
Remark 1.3. We will use a limit X = lim
←−i∈I
Xi over a filtered set I,
where Xi = (Xi, Xi,∞) ∈ MCor and transition maps are e´tale maps
Xi → Xj such that Xi,∞ = Xj,∞ ×Xi Xj. Those X form a larger
category M˜Cor containingMCor and the inclusion MCor →֒ M˜Cor
induces an equivalence ofMPST with the category of additive functors
M˜Cor
op
→ Ab which commute with colimits. By abuse of notation
we will write MCor for M˜Cor.
By [7, Pr. 2.2.1, 2.3.1 and 2.4.1] there are pairs of adjoint functors
(1.1) MPST
τ∗
←−
τ!
−→
MPST, MPST
ω∗
←−
ω!
−→
PST, MPST
ω∗
←−
ω!
−→
PST.
Here τ ∗ is the restriction along τ from Definition 1.1(3) and τ! is its
left Kan extension, and ω∗ (resp. ω∗) is induced by the functor ω :
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MCor → PST (resp. ω : MCor → PST) given by (X,X∞) →
X − |X∞|, and ω! (resp. ω!) is its left Kan extension.
ForX ∈ Sm letMSm(X) be the category of objects X = (X,X∞) ∈
MCor such that X − |X∞| = X . Given X1,X2 ∈ MSm(X), define
MSm(X)(X1,X2) to be {1X} if 1X is admissible for (X1,X2), and ∅
otherwise.
Lemma 1.4. ([7, §2])
(1) All functors in (1.1) are exact, and ω∗, ω∗ and τ! are fully faith-
ful, and ω!τ! = ω! and τ!ω
∗ = ω∗.
(2) ω!F (X) = F (X, ∅) for F ∈MPST and X ∈ Sm.
(3) ω!Ztr(X) = Ztr(X) for F ∈MPST, X ∈ Sm, X ∈MSm(X).
(4) For F ∈MPST and X ∈ Sm,
ω!(F )(X) ≃ lim−→
X∈MSm(X)
F (X) ≃ lim−→
n>0
F (Y(n)),
where Y is any fixed object of MSm(X).
(5) For F ∈MPST and X = (X,X∞) ∈MCor,
τ!F (X) ≃ lim−→
Y∈Comp(X)
F (Y),
where Comp(X) defined in [7, Def. 1.8.1], is the category of
pairs (Y, j) of Y = (Y , Y∞) ∈MCor and a dense open immer-
sion j : X →֒ Y such that Y∞ = X
′
∞ + Σ for effective Cartier
divisors X ′∞,Σ on Y such that |Σ| = Y −X and j
∗X ′∞ = X∞.
For Y = (Y , Y∞) ∈ Comp(X) we have X − |X∞| = Y − |Y∞|
and Y is equipped with jY ∈MCor(X,Y) which is the identity
on X − |X∞|. For Y1,Y2 ∈ Comp(X) put
Comp(M)(Y1,Y2) = {γ ∈MCor(Y1,Y2) | γ ◦ jY1 = jY2}.
(6) The restriction functor b∗ : MPST → MPSTfin along b from
Definition 1.1(2) is fully faithful and admits a left adjoint b!
given by
b!F (X) = lim−→
Y∈Σfin↓X
F (Y) (F ∈MPSTfin, X ∈MCor),
where Σfin is the subcategory of MCorfin which have the same
objects as MCorfin such that the morphisms f : X → Y with
X = (X,X∞) and Y = (Y , Y∞) are the graphs of proper mor-
phisms f : X → Y which induce isomorphisms on the interiors
and satisfy X∞ = f
∗Y∞.
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Remark 1.5. Let X = (X,X∞) ∈MCor. By [7, Lem. 1.8.2],Comp(X)
is nonempty. For Y = (Y ,X ′∞ + Σ) ∈ Comp(X) as in Lemma 1.4(5),
we have
Ym := (Y ,X
′
∞ +mΣ) ∈ Comp(X) for all m ∈ Z>0
and we have a natural isomorphism
(1.2) lim−→
m∈Z>0
F (Ym)
∼=
−→ lim−→
Y∈Comp(X)
F (Y).
Definition 1.6. For F ∈ MPST or F ∈ MPSTfin and for X =
(X,X∞) ∈ MCor write FX for the presheaf on X e´t given by U →
F (XU) for U → X e´tale, where XU = (U,X∞ ×X U) ∈ MCor. We
say F is a Nisnevich sheaf if FX is a sheaf on XNis for all X ∈MCor.
We write MNST ⊂ MPST and MNSTfin ⊂ MPSTfin for the full
subcategories of Nisnevich sheaves. Let MNST ⊂MPST be the full
subcategory of those objects F such that τ!F ∈MNST.
We have the following (cf. [18, Th.3.14 and Pr.3.1.8]).
Theorem 1.7. ([7, Th. 3.5.3, 4.5.5 and Th. 2] and [8, Th. 4.2.4 and
Th. 2])
(1) The inclusion MNSTfin →MPSTfin has an exact left adjoint
afinNis such that (a
fin
NisF )X is the Nisnevich sheafication of FX for
every F ∈MPSTfin and X ∈MCorfin.
(2) The inclusion MNST→MPST has an exact left adjoint aNis
such that
(1.3) (aNisF )(X) = lim−→
Y∈Σfin↓X
afinNisb
∗F (Y)
for every F ∈MPST and X ∈MCor.
(3) The inclusion MNST→MPST has an exact left adjoint aNis
such that τ! ◦ aNis = aNis ◦ τ!.
Definition 1.8. For F ∈MPST we write FNis = a
fin
Nisb
∗F ∈MNSTfin.
Remark 1.9. For F ∈ MPST and X = (X,X∞) ∈ MCor such that
X is regular of dimension 1, we have aNisF (X) = FNis(X). This fol-
lows from (1.3) noting that Σfin ↓ X has the unique object X by the
assumption.
Lemma 1.10. ([8, Pr. 6.2.1]) The functors ω! and ω
∗ from (1.1) induce
MNST→ NST and NST→MNST
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which are denoted again by ω! (resp. ω
∗) respectively.6 We have
(1.4) aVNis ◦ ω! = ω! ◦ aNis,
where aVNis is an exact left adjoint to the natural inclusionNST→ PST
constructed by Voevodsky ([18, Th.3.14]).
By Lemma 1.10, for F ∈MNST we have an isomorphism of sheaves
on XNis:
(1.5) (ω!F )X ≃ F(X,∅) for X ∈ Sm .
1.2. -invariance.
Definition 1.11. Let MCorls ⊂ MCor be the full subcategory of
(X,X∞) ∈ MCor with X ∈ Sm and |X∞| a simple normal crossing
divisor on X. Note that MCorls is stable under ⊗ on MCor.
Definition 1.12. F ∈ MPST (resp. F ∈ MPST) is -invariant at
X ∈ MCor (resp. X ∈ MCor) if the map pr∗ : F (X) → F (X ⊗ )
induced by the projection pr : X ⊗  → X is an isomorphism. F is
-invariant (resp. ls--invariant) if it is so at all X ∈ MCor (resp.
X ∈MCorls).
Remark 1.13. Since the zero section i0 : Spec(k) →  is the right
inverse of pr, pr∗ : F (X)→ F (X⊗) is an isomorphism if and only if
i∗0 : F (X⊗)→ F (X) is injective.
Remark 1.14. Assume the following condition which holds if ch(k) = 0:
For any pair (X,D) of a proper scheme X over k and an effective
Cartier divisor D on X such that X − |D| ∈ Sm and is dense in X ,
there exists a proper birational map π : X ′ → X such that X ′ ∈ Sm
and the support of D′ = π−1(D) is a simple normal crossing divisor
and that π is an isomorphism over X − |D|. Then the induced map
(X ′, D′)→ (X,D) is an isomorphism inMCor by [7, Pr.1.9.2 c)]. This
implies that F ∈ MPST or F ∈ MPST is -invariant if and only if
F is ls--invariant.
Lemma 1.15. The -invariance and ls--invariance are preserved by
subobjects and quotients.
Proof. The preservance for subobjects follows from Remark 1.13. That
for quotients follows then by the five lemma. 
Lemma 1.16. F ∈MPST is -invariant if and only if τ!F ∈MPST
is -invariant.
6 In [7] these functors are denoted by ωNis and ω
Nis respectively.
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Proof. The if-part follows from the fact τ!F (X) = F (X) for X ∈MCor
and the only-if-part follows from Lemma 1.4(5). 
Lemma 1.17. For F ∈ HI, ω∗F ∈MPST is -invariant.
Proof. This follows from the fact that for X = (X,X∞) ∈ MCor
with X = X − X∞, we have ω
∗F (X) = F (X) and ω∗F (X ⊗ ) =
F (X ×A1). 
Definition 1.18. For F ∈MPST, define h0 (F ) ∈MPST by:
(1.6) h0 (F )(X) = Coker
(
F (X⊗)
i∗0−i
∗
1−→ F (X)
)
(X ∈MCor)
where i∗ε for ε = 0, 1 is the pullback by the section iε : Spec(k) → .
For F ∈ MPST, define h0 (F ) ∈ MPST in the same way except the
cokernel taken in MPST. By Lemma 1.4(5), we have
(1.7) τ!h

0 (F ) = h

0 (τ!F ) for F ∈MPST .
For X ∈MCor or X ∈MCor, we write h0 (X) = h

0 (Ztr(X)).
Definition 1.19. Let CI ⊂ MPST be the full subcategory of -
invariant objects.
Lemma 1.20. For F ∈ MPST, the following conditions are equiva-
lent.
(i) F ∈ CI.
(ii) The natural map F (X)→ h0 (F )(X) is an isomorphism.
Proof. Assume (i) and take X ∈MCor. By Remark 1.13 the assump-
tion implies that i∗ε : F (X⊗)→ F (X) for ε = 0, 1 are both the inverse
of pr∗ : F (X)
∼=
−→ F (X⊗) so that i∗0 − i
∗
1 = 0, which implies (ii).
Assume (ii). By (1.6) this implies that for any X ∈MCor we have
(1.8) i∗0 = i
∗
1 : F (X⊗)→ F (X).
We consider the multiplication map
µ : A1 ×A1 → A1; (x, y) 7→ (xy),
Let Γ ⊂ A1 ×A1 ×A1 be the graph of µ.
Claim 1.21. We have Γ ∈MCor(⊗,).
Indeed consider
π : P := BlS(P
1 ×P1)→ P1 ×P1 with S := {0×∞,∞× 0}.
Then one easily checks that µ extends to a morphism µ˜ : P → P1 and
that
π × µ˜ : P → (P1 ×P1)×P1
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is a closed immersion whose image is precisely the closure of Γ in P1×
P1×P1. Now the pull-back of (P1×P1)×∞ to P is the strict transform
T of P×∞+∞×P1, while that of (P1 ×∞+∞×P1)×P1 is the
sum of T and the exceptional divisors. This proves the claim.
By the claim we have a commutative diagram
F (X⊗)
(idX⊗i0)
∗
//
(idX⊗Γ)
∗

F (X)
pr∗

F (X⊗⊗)
(id
X⊗
⊗i0)∗
// F (X⊗).
By the diagram and (1.8), we get
pr∗(idX⊗i0)
∗ = (idX⊗⊗i0)
∗◦(idX⊗Γ)
∗ = (idX⊗⊗i1)
∗◦(idX⊗Γ)
∗ = id∗
X⊗.
This proves the surjectivity of pr∗, which completes the proof of the
lemma. 
Lemma 1.22. For F ∈MPST, we have h0 (F ) ∈ CI.
Proof. By the definition of h0 (F ), for any X ∈MCor, the map
h0 (F )(X⊗)
i∗0−i
∗
1−→ h0 (F )(X)
is the zero map so that h0 (F )(X) ≃ h

0 (h

0 (F ))(X). Hence the lemma
follows from Lemma 1.20. 
Lemma 1.23. For F ∈ CI and a ∈ F (X) with X ∈ MCor, the
corresponding map a˜ : Ztr(X)→ F in MPST factors through h0 (X).
Proof. Noting that F → h0 (F ) gives an end-functor on MPST, a˜
induces h0 (X) → h

0 (F ). Hence the assertion follows from Lemma
1.20. 
Definition 1.24. For F ∈MPST, define h0

(F ) ∈MPST by
(1.9) h0

(F )(X) = HomMPST(h

0 (X), F ) (X ∈MCor).
Lemma 1.25. For F ∈ MPST, h0

(F ) is the maximal -invariant
subobject of F . The induced functor
h0

:MPST→ CI; F → h0

(F )
gives a right adjoint of the inclusion CI →֒MPST.
Proof. The fact that h0

(F ) is a subobject of F follows from (1.9) and
the fact that h0 (X) is a quotient of Ztr(X). The fact h
0

(F ) ∈ CI
follows from Lemmas 1.15 and 1.22. Now let G ⊂ F be a subobject
which is in CI. For a ∈ F (X) with X ∈MCor, let a˜ : Ztr(X)→ F be
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the corresponding map in MPST . If a ∈ G(X), a˜ factors through G
and hence factors through h0 (X) by Lemma 1.23. Hence a ∈ h
0

(F )(X)
by (1.9). This proves G ⊂ h0

(F ), which completes the proof of the
first assertion. The second assertion follows easily from the first and
Lemma 1.15. 
1.3. M-reciprocity and semipurity.
Definition 1.26. Let F ∈MPST. We say F has M-reciprocity if the
following equivalent conditions holds:
(1) the counit map τ!τ
∗F → F is an isomorphism.
(2) τ!G ∼= F for some G ∈MPST.
(3) For X ∈MCor we have lim
−→
Y∈Comp(X)
F (Y) ≃ F (X).
The equivalence follows easily from Lemma Lemma 1.4(1) and (5).
Lemma 1.27. Let F ∈MPST have M-reciprocity.
(1) Let X = (X,X∞) ∈ MCor with X = X − |X∞|. Assume
X∞ = X
+
∞+X
−
∞, the sum of two effective Cartier divisors. Put
X
+
= X − |X−∞| and X
+ = (X
+
, X
+
∩X+∞). Then the natural
map
lim
−→
n∈Z>0
F (X,X+∞ + nX
−
∞)→ F (X
+)
is an isomorphism.
(2) For X ∈MCor, HomMPST(Ztr(X), F ) hasM-reciprocity, where
HomMPST denotes the internal hom in MPST.
(3) aNisF has M-reciprocity.
Proof. We first prove (1). By Remark 1.5, there is (Y , X˜+∞+X˜
−
∞+Σ) ∈
Comp(X) such that X = Y − |Σ| and X±∞ = X˜
±
∞ ∩X . Then
(Y , X˜+∞ + nX˜
−
∞ +mΣ) ∈ Comp(X
+) for all n,m ∈ Z>0,
(Y , X˜+∞ + nX˜
−
∞ +mΣ) ∈ Comp((X,X
+
∞ + nX
−
∞)) for all m ∈ Z>0.
Hence (1.2) implies
F (X+) ≃ lim
−→
m,n∈Z>0
F (Y , X˜+∞ + nX˜
−
∞ +mΣ)) ≃ lim−→
n∈Z>0
F (X,X+∞ + nX
−
∞),
which proves (1).
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For Y ∈MCor, we have isomorphisms
τ!τ
∗HomMPST(Ztr(X), F )(Y) ≃ lim−→
Z∈Comp(Y)
HomMPST(Ztr(X), F )(Z)
= lim
−→
Z∈Comp(Y)
F (X⊗ Z) ≃ F (X⊗Y) = HomMPST(Ztr(X), F )(Y),
where the first (resp. second) isomorphism follows from Lemma 1.4(5)
(resp. (2)). This proves (2).
Finally (3) follows from Theorem 1.7(3) and Definition 1.26(2). 
Definition 1.28. We say F ∈ MPST or MPSTfin is semipure at
X ∈ MCor if the unit map F (X) → ω∗ω!F (X) is injective. We say
F ∈ MPST or MPSTfin is semipure if F ∈ MPST is semipure at
any X ∈MCor.
Lemma 1.29. (1) For F ∈MPST or MPSTfin, F is semipure at
(X,X∞) ∈MCor if and only if F (X,X∞)→ F (X − |X∞|, ∅)
is injective.
(2) If F is semipure, so is HomMPST(Ztr(X), F ) for X ∈MCor.
(3) If F ∈MPSTfin is semipure, so is afinNisF .
(4) If F ∈MPST is semipure, so is aNisF .
Proof. (1) is a direct consequence of the formula
ω∗ω!F (X,X∞) = F (X − |X∞|, ∅)
from Lemma 1.4(1). (2) follows directly from (1). As for (3), we want
to show that afinNisF (X) → a
fin
NisF (X, ∅) is injective for X = (X,X∞) ∈
MCor with X = X − |X∞|. By Theorem 1.7(1), this follows from the
fact that for any e´tale U → X , F (U, U ×X X∞) → FNis(U ×X X) is
injective by the assumption. Finally (4) follows from (3) and (1.3). 
Lemma 1.30. For F ∈ MPST define F˜ ∈ MPST as the image of
F → ω∗ω!F . Then F˜ ∈ MPST is semipure. If F has M-reciprocity
(resp. is (ls−)-invariant), F˜ has M-reciprocity (resp. is (ls−)-
invariant).
Proof. The semipurity of F˜ follows from the exactness of ω∗ and ω! (cf.
Lemma 1.4(1)). The assertion for -invariance follows from Lemma
1.15. Note ω∗ω!τ!G ≃ τ!ω
∗ω!G for G ∈ MPST by Lemma 1.4(1).
Hence the asssertion for M-reciprocity follows from the exactness of
τ!. 
Definition 1.31. (1) Let τCIsp ⊂ MPST be the full subcate-
gory of -invariant objects which are semipure and have M-
reciprocity
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(2) Let τCIls ⊂ MPST be the full subcategory of ls--invariant
objects which have M-reciprocity, and τCIls,sp ⊂ τCIls be the
full subcategory of semipure objects.
Lemma 1.32. τCIls is closed under kernels and cokernels in MPST.
Proof. This follows from Lemma 1.15 and the fact that τ! is exact and
fully faithful (see Lemma 1.4(1)). 
1.4. Reciprocity presheaves.
Definition 1.33. For X ∈MCor, we define (cf. Definition 1.18)
h0(X) = ω!h

0 (X) ∈ PST.
By Lemma 1.4(1), (3) and (4), h0(X) is a quotient of Ztr(X) where
X = (X,X∞) with X = X − |X∞|, and we have for Y ∈ Sm
(1.10) h0(X)(Y ) = Coker
(
MCor((Y, ∅)⊗,X)
i∗0−i
∗
1−→ Cor(Y,X)
)
.
Definition 1.34. Let F ∈ PST and X ∈ Sm. We say F has reci-
procity if for any X ∈ Sm and a ∈ F (X) = HomPST(Ztr(X), F ), there
exists X = (X,X∞) ∈ MSm(X) such that the map a˜ : Ztr(X) → F
associated to a factors through h0(X). We write RSC ⊂ PST for the
full subcategory of reciprocity presheaves. It is easy to see that RSC
is an abelian category closed under subobjects and quotients in PST.
Lemma 1.35. We have HI ⊂ RSC.
Proof. This follows from the fact that h0(X) is a quotient of h0(X) for
any X ∈MSm(X) in view of (1.10) with (0.1). 
Lemma 1.36. Let F ∈MPST. Assume that for any X ∈ Sm, there
exists X ∈MSm(X) such that F is -invariant at X(n) for all n ∈ Z>0.
Then ω!F has reciprocity. In particular we have ω!(CI) ⊂ RSC.
Proof. Take Y ∈ Sm and a ∈ ω!F (Y ). By Lemma 1.4(4) there is
Y ∈ MSm(Y ) and a˜ ∈ F (Y) which represents a. It suffices to show
the associated map a : Ztr(Y ) → ω!F factor through h0(Y). We need
show that for any X ∈ Sm, the induced map
a(X) : Ztr(Y )(X) = Cor(X, Y )→ ω!F (X)
factors through h0(Y)(X). Take X ∈ MSm(X) as in the assumption
of Lemma 1.36. By Lemma 1.4(3) and (4) we have
Ztr(Y )(X) ≃ lim−→
n>0
Ztr(Y)(X(n)), ω!F (X) ≃ lim−→
n>0
F (X(n)),
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h0(Y)(X) ≃ lim−→
n>0
h0 (Y)(X
(n))
= lim
−→
n>0
Coker
(
Ztr(Y)(X(n) ⊗)
i∗0−i
∗
1−→ Ztr(Y)(X(n))
)
.
We have a commutative diagram
Ztr(Y)(X(n) ⊗)
i∗0−i
∗
1 //
a˜

Ztr(Y)(X(n))
a˜

F (X(n) ⊗)
i∗0−i
∗
1 // F (X(n))
where the vertical maps are induced by a˜ : Ztr(Y) → F associated
to a˜ ∈ F (Y) = HomMPST(Ztr(Y), F ). By the assumption the lower
i∗0 − i
∗
1 is the zero map so that a˜ : Ztr(Y)(X
(n)) → F (X(n)) factors
through h0 (Y)(X
(n)). Taking the colimit over n ∈ Z>0, this implies
the desired assertion. 
Consider the composite functor
(1.11) ωCI : RSC
ω∗
−→MPST
h0
−→ CI .
For F ∈ PST we consider the composite map
(1.12) ω!ω
CIF → ω!ω
∗F → F,
where the first (resp. second) map is induced by the inclusion h0

(F )→
F (resp. the counit map for the pair (ω!, ω
∗) of adjoint functors (cf.
(1.1))).
Lemma 1.37. For F ∈ MPST, the following conditions are equiva-
lent.
(1) F ∈ RSC.
(2) The map (1.12) is an isomorphism.
In particular we have ω!(CI) = RSC.
Proof. The implication (2)⇒(1) follows from Lemma 1.36. We prove
the converse. For X ∈ Sm we have
ω!ω
CIF (X) ≃ lim
−→
X∈MSm(X)
HomMPST(h

0 (X), ω
∗F )
≃ lim−→
X∈MSm(X)
HomPST(h0(X), F ) ≃ F (X),
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where the first (resp. second, resp. last) isomorphism comes from
Lemma 1.4(4) and (1.9) (resp. (1.1) and Definition 1.33, resp. Defi-
nition 1.34). This proves the equivalence (1)⇔(2). The last assertion
then follows from this and Lemma 1.36. 
2. V -pairs
In this section we fix an integral affine S ∈ S˜m. For X ∈ Sm we
frequently write X for (X, ∅) ∈ MCor. The following definition is
taken from [1, §5.1].
Definition 2.1. A pre-V -pair over S is a pair (p : X → S, Z) (or
simply denoted by (X,Z)) where p is a smooth affine morphism of
relative dimension one and Z ⊂ X is an effective divisor finite over S,
which satisfy the following conditions:
(i) there exists an open immersion X →֒ X such that X is normal
and X −X is the support of an effective Cartier divisor X∞ ⊂
X , and that p extends to a proper morphism p : X → S.
(ii) there exists an affine open W ⊂ X such that X∞ ∪ Z ⊂W .
The conditions imply that X∞ is finite over S since it is proper over S
and contained in the affine S-scheme W , and that X∞ ∩ Z = ∅ since
Z is finite over S, and that p is equidimensional of relative dimension
1 since so is p and X∞ is finite over S. Such (X,X∞) is called a good
compactification of (X,Z). A pre-V -pair (p : X → S, Z) over S is
called V -pair if it satisfies the following condition:
(iii) The diagonal Z →֒ Z×SX is defined by some h ∈ Γ(Z×SX,O).
Remark 2.2. (1) If S is the spectrum of a field, any given (X,Z) is
a pre-V -pair, i.e. its good compactification always exists.
(2) If (X,Z) is a V -pair over S, then for any morphism S ′ → S
in S˜m with S ′ integral affine, the base change (X,Z) ×S S
′ =
(X ×S S
′, Z ×S S
′) is a V -pair over S ′.
(3) We will encounter a situation (see Lemma 6.7) where S may not
be essentially smooth over k but the conditions (i) and (ii) of
Definition 2.1 are satisfied except that we only require X ×S U
is normal for some dense regular open subset U ⊂ S. Then we
call (X,Z) a quasi-V -pair over S.
In what follows we fix V -pairs over S
(2.1) ν = (X,Z) and ν ′ = (X ′, Z ′)
with a fixed identification Z = Z ′. We also fix a good compactification
(X,X∞) of ν.
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Definition 2.3. Let f be a rational function on X ′ ×S X and θf =
divX′×SX(f) be the divisor of f on X
′ ×S X . We call f admissible for
(ν, ν ′) (or simply admissible) if the following conditions are satisfied:
(1) f is regular in a neighbourhood of X ′ ×S Z,
(2) θf ×X Z = ∆Z , where ∆Z : Z →֒ X
′ ×S Z is the diagonal,
(3) f extends to an invertible function on a neighbourhood ofX ′×S
X∞ in X
′ ×S X .
In case ν = ν ′ we call f strongly admissible for ν if f is admissible and
θf contains the diagonal ∆X : X →֒ X ×S X .
Remark 2.4. For a morphism S˜ → S in S˜m with S˜ integral affine, let
ν˜ = ν×S S˜ and ν˜
′ = ν ′×S S˜ be as in Remark 2.2(2). If f is admissible
for (ν, ν ′), then its pullback f˜ to (X ′ ×S S˜)×S˜ (X ×S S˜) is admissible
for (ν˜, ν˜ ′).
Lemma 2.5. Let Xη be the generic fibre of X/S. The condition (3)
of Definition 2.3 is equivalent to the following conditions:
(3′) |θf | is finite over X
′, and the support of the divisor of f on
X ′ ×S Xη is contained in X
′ ×S Xη.
Proof. First we prove (3)⇒ (3′). Clearly (3) implies the second condi-
tion of (3′) and we prove that it implies |θf | is finite over X
′. (3) implies
T = | divX′×SX(f)| is contained in X
′ ×S X so that T = |θf | and it is
proper over X ′. It is also affine over X ′ since so is X ′ ×S X → X
′.
This implies the desired assertion.
Next assume (3′). Since X∞ is of pure codimension 1 inX , Definition
2.1(ii) implies that any component of X∞ is finite and surjective over
S. Hence, by the second condition of (3′), T = | divX′×SX(f)| does not
contain any component of X ′ ×S X∞. Since |θf | = T ∩ (X
′ ×S X) is
finite over X ′, it is closed in X ′×SX . Hence T ∩(X
′×SX∞) = ∅. Since
X ′×SX is normal, this implies that f is invertible on a neighbourhood
of X ′ ×S X∞ in X
′ ×S X. This completes the proof of the lemma. 
Definition 2.6. Let f be admissible for (ν, ν ′). We call f is special if
f satisfies the condition:
(⋆) f extends to a regular function on a neighbourhood of on X ′×S
X∞ in X
′ ×S X and f|X′×SX∞ = 1.
Lemma 2.7. There always exists f admissible and special for (ν, ν ′).
Moreover, if ν = ν ′, one can take f to be strongly admissible.
Proof. This is shown in [1, §5.1], which we recall. Put T = X∞ ∪ Z
and let T ⊂ W ⊂ X be as in Definition 2.1(ii). Since T is finite
over S, T →֒ W is a closed immersion of affine schemes and so is
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X ′ ×S T → X
′ ×S W . Hence one can take g ∈ Γ(X
′ ×S W,O) such
that g|X′×SZ = h
′ with h′ ∈ Γ(X ′ ×S Z,O) as in Definition 2.1(iii) for
(X ′, Z ′) = (X ′, Z). Since X∞ ∩ Z = ∅, there are α, β ∈ Γ(W,O) such
that α|X∞ = 1, α|Z = 0, β|X∞ = 0, β|Z = 1. Then f = (βg+α)|X′×SW ∈
Γ(X ′ ×S W,O) satisfies the desired conditons.
In case ν = ν ′, let ∆W∩X ⊂ X ×S W be the closure of the diagonal
∆W∩X ⊂ X ×S W . Since ∆W∩X is closed in X ×S W , we have
∆W∩X ∩ (X ×S W ) = ∆W∩X and ∆W∩X ∩ (X ×S T ) = ∆Z .
Hence we can take g in the above argument in the ideal of ∆W∩X ⊂
X ×S W . Since (∆W∩X ∪ (X ×S Z)) ∩ (X ×S X∞) = ∅, there are
γ, δ ∈ Γ(X ×S W,O) such that
γ|X×SX∞ = 1, γ|(∆W∩X∪X×SZ) = 0, δ|X×SX∞ = 0, δ|(∆W∩X∪X×SZ) = 1.
Then f = (δg+γ)|X×SW ∈ Γ(X×SW,O) satisfies the desired conditons.

In what follows we fix an effective Cartier divisor D ⊂ S. For a
scheme Y over S, write DY = D ×S Y .
Definition 2.8. LetMCorS ⊂ M˜Cor (cf. Remark 1.3) be the subcat-
egory of objects of the form Y = (Y,W ), where Y is an integral scheme
equipped with a dominant morphism π : Y → S and W ⊂ Y is an ef-
fective Cartier divisor whose irreducible components are all dominant
over S. For Y′ = (Y ′,W ′), define
(2.2) MCorS(Y
′,Y) ⊂MCor((Y ′,W ′), (Y,W ))
as the subgroup generated by those integral cycles on Y ′×kY contained
in Y ′ ×S Y .
For Y = (Y,W ) ∈ MCorS, write YD = (Y,W + DY ). Note
p∗Y (DY ) = p
∗
Y ′(DY ′), where pY : Y
′ ×S Y → Y and pY ′ : Y
′ ×S Y → Y
′
are the projections. Hence we have
(2.3) MCorS(Y
′,Y) ⊂MCor(YD,Y
′
D).
Lemma 2.9. Let f be admissible for (ν, ν ′). Then
θf ∈MCorS((X
′, ∅), (X, ∅)),
θf ∈MCorS((X
′, Z ′), (X,Z)).
Proof. By Lemma 2.7, |θf | is finite and surjective overX
′. The modulus
condition follows from (2.3) and Definition 2.3(2). 
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Let F ∈MPST and f be admissible for (ν, ν ′). By Lemma 2.9 and
(2.3), it induces a map
(2.4)
θ∗f,rel : F (X,Z +DX)/F (X,DX)→ F (X
′, Z ′ +DX′)/F (X
′, DX′).
Theorem 2.10. Assume F ∈ MPST has M-reciprocity and is -
invariant at X,X ′, U = X − Z, U ′ = X ′ − Z ′ (see Definition 1.12).
(1) The map F (X,DX)→ F (X,Z +DX) is injective.
(2) Assume F is semipure at (X,Z+DX) and (X
′, Z ′+DX′) (Def-
inition 1.28). Then θ∗f,rel is independent of f and induces
ϕν,ν′ : F (X,Z +DX)/F (X,DX)→ F (X
′, Z ′ +DX′)/F (X
′, DX′)
depending only on (ν, ν ′). The map ϕν,ν′ is an isomorphism and
the identity if ν = ν ′. For another V -pair ν ′′ = (X ′′, Z ′′) over
S with an identification Z ′′ = Z, ϕν,ν′′ = ϕν′,ν′′ ◦ ϕν,ν′.
Remark 2.11. For n ∈ Z>0 let nZ →֒ X be the n-th thickening of
Z →֒ X . Assume that (X, nZ) and (X ′, nZ ′) are V -pairs over S for all
n ∈ Z>0. Then the same assertion as Theorem 2.10(2) holds for
ϕν,ν′ : F (X − Z,DX)/F (X,DX)→ F (X
′ − Z ′, DX′)/F (X
′, DX′)
without assuming the semi-purity of F . Indeed we may replace F by F˜
from Lemma 1.30 to assume F is semipure. Then the assertion follows
from Lemma 1.27(1).
Definition 2.12. For X,Y ∈MCorS, put
MCorS (Y,X) = Coker
(
MCorS(Y⊗,X)
i∗0−i
∗
1−→ MCorS(Y,X)
)
.
We need preliminary lemmas for the proof of Theorem 2.10.
Lemma 2.13. Let ν ′′ = (X ′′, Z ′′) be another V -triple over S endowed
with an identification Z ′′ = Z. Let f (resp. g) be admissible for (ν, ν ′)
(resp. (ν ′, ν ′′)). Then there is h admissible for (ν, ν ′′) such that θh =
θf ◦ θg ∈MCorS(X
′′, X).
Proof. This is proved in [1, §5.1.1]. For convenience of the readers,
we give an explicit construction of h 7. By definition we can write
θg =
∑
i niVi with ni ∈ Z, where Vi ⊂ X
′′ ×S X
′ are closed integral
subschemes finite and surjective over X ′′ such that there exists an open
U ⊂ X ′′×SX
′ containing X ′′×SX
′
∞ with U ∩Vi = ∅ for all i, and that
there exists a unique index i0 such that ni0 = 1 and
Vi0 ∩ (X
′′ ×S Z) = ∆Z and Vi ∩ (X
′′ ×S Z) = ∅ for i 6= i0.
7This is suggested by a referee to whom the author is grateful.
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Consider the composite map
ρi : V
N
i ×S X → Vi ×S X →֒ X
′′ ×S X
′ ×S X → X
′ ×S X,
where the first (resp. last) map is induced by the normalization V Ni →
Vi (resp. the projection). Then one can check that
h =
∏
i
NmV Ni ×SX/X′′×SX(ρ
∗
i f)
ni.
satisfies the desired condition of the lemma. 
Lemma 2.14. Let F ∈MPST be -invariant at YD for Y ∈MCorS
(cf. (2.3)). For γ ∈ MCorS(Y,X), γ
∗ : F (XD) → F (YD) depends
only on the class of γ in MCorS (Y,X) (cf. (2.2)).
Proof. It suffices to show γ∗ = 0 : F (XD) → F (YD) if γ = (i
∗
0 − i
∗
1)Γ
for Γ ∈MCorS(Y⊗,X). We have a commutative diagram
F (XD)
γ∗ //
Γ∗ &&▼▼
▼▼
▼▼
▼▼
▼▼
F (YD)
F (YD ⊗)
i∗0−i
∗
1
OO
By the assumption F (YD)
pr∗
≃ F (YD ⊗ ), we have i
∗
0 = i
∗
1, which
proves the desired claim. 
Let f be admissible for (ν, ν ′) and let θf denote the elements in
MCorS(X
′, (X,X∞)) and MCorS((X
′, Z ′), (X,X∞ + Z))
which are the composite of θf from Lemma 2.9 and the natural maps
X → (X,X∞) and (X,Z)→ (X,X∞ + Z)
induced by the open immersion X →֒ X .
Lemma 2.15. Let f, g be admissible for (ν, ν ′). There is
λ ∈MCorS(X
′, (X,X∞ + Z))
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which makes the triangles in the following diagram commutative in
MCorS (X
′ − Z ′, (X,X∞ + Z)) and MCor

S (X
′, (X,X∞)):
X ′ − Z ′
j′ //

X ′
θf−θg

λ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
(X ′, Z ′)
θf−θg

(X,X∞ + Z)
j // (X,X∞)
Proof. Letting U ′ = X ′ − Z ′, we have a commutative diagram
MCorS (U
′, (X,X∞ + Z))
≃ // Pic(X ×S U
′, (X∞ + Z)×S U
′)
MCorS (X
′, (X,X∞ + Z))
≃ //
j∗

j′∗
OO
Pic(X ×S X
′, (X∞ + Z)×S X
′)

OO
MCorS (X
′, (X,X∞))
≃ // // Pic(X ×S X
′, X∞ ×S X
′)
which follows from [14]. Consider the line bundle L = (g/f)OX′×SX ⊂
K on X ′×SX, where K is the sheaf of meromorphic functions on X
′×S
X. By the conditions (3) and (2) of Definition 2.3, f/g is invertible on
X ′ ×S (X∞ + Z). Thus we have isomorphisms
α : L|(X∞+Z)×SX′ ≃ O(X∞+Z)×SX′
given by the multiplication by f/g. Then the pair (L, α) gives an
element of Pic(X ×S X
′, (X∞ + Z) ×S X
′) which lifts the classes of
θf − θg in Pic(X×S X
′, X∞×S X
′) and Pic(X ×S U
′, (X∞+Z)×S U
′).
This proves Lemma 2.15. 
Lemma 2.16. Assume ν = ν ′ and f is strongly admissible for ν. Then
θf−∆X ∈MCorS(X,X−Z) =MCorS(X, (X,Z)) ⊂MCorS((X,Z), (X,Z)).
Proof. By assumption Γ := (θf −∆X)|X×SW is effective. We have
Γ×X×SX (X ×S Z) = θf ×X×SX (X ×S Z)−∆X ×X×SX (X ×S Z)
= ∆Z −∆Z = 0,
where the last equality follows from Definition 2.3(2). Hence |θf −
∆X | does not meet X ×S Z. In view of Lemma 2.9 this implies the
lemma. 
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Lemma 2.17. Let f be admissible and special for (ν, ν ′). Then θf =
0 ∈MCorS (X
′, (X,X∞)).
Proof. We want to construct Θf ∈MCorS((X
′, ∅)⊗, (X,X∞)) such
that ∂(Θf) = θf , where
∂ = i∗0−i
∗
1 :MCorS((X
′, ∅)⊗, (X,X∞))→MCorS((X
′, ∅), (X,X∞)).
Let t be the coordinate of A1 and consider the meromorphic function
Hf = tf + 1− t on (X
′ ×A1)×S X,
and let Θf = div(X′×A1)×SX(Hf). By Definition 2.6,
(Hf)|(X′×A1)×SX∞ = t + 1− t = 1.
Thus |Θf | ∩
(
(X ′ ×A1)×S X∞
)
= ∅ and hence
Θf ∈MCorS(X
′ ×A1, (X,X∞)).
Let Θf be the closure of Θf in (X
′×P1)×SX . Let V ⊂ X
′×SX be an
open subset containing X ′×S X∞ on which f is regular (cf. Definition
2.3(3)). Putting u = t−1, we see(
Θf ×P1 (P
1 − 0)
)
∩
(
V × (P1 − 0)
)
= divV×(P1−0)(f + u− 1).
By Definition 2.6 this implies Θf×P1 (P
1−0)×XX∞ ⊂ {u = 0} so that
Θf ∈ MCorS((X
′, ∅) ⊗ , (X,X∞)). It is easy to check ∂(Θf) = θf
and this completes the proof. 
Lemma 2.18. Letting U = X − Z, there is
λ ∈MCorS(X,U) =MCorS(X, (X,Z))
which makes the following diagram commutative inMCorS (X, (X,X∞)):
U
ι
##❍
❍❍
❍❍
❍❍
❍❍
X
λoo
τ

(X,X∞)
where ι and τ are induced by the open immersion X →֒ X.
Proof. Consider θf ∈ MCorS(X,X) for f which is strongly admissi-
ble and special (cf. Lemma 2.7). By Lemma 2.16, λ := ∆X − θf ∈
MCorS(X,U). Then
ι ◦ λ = ∆X − θf = τ ∈MCor

S (X, (X,X∞)),
where the last equality follows from Lemma 2.17. This completes the
proof. 
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Corollary 2.19. Assume F ∈ MPST is -invariant at X with M-
reciprocity. Then j∗ : F (X,DX) → F (U,DU) is injective, where j :
U = X − Z → X is the open immersion.
Proof. For m ∈ Z>0 let τm ∈MCorS(X, (X,mX∞)) be induced by the
open immersionX →֒ X. By Lemma 2.18, there is λm ∈MCorS(X,U)
such that the upper triangles in the following diagram
F (U,DU)
λ∗m // F (X,DX)
F (X,DX)
j∗
OO
F (X,mX∞ +DX)τ∗m
oo
ι∗
hh❘❘❘❘❘❘❘❘❘❘❘❘
τ∗m
OO
commutes (the commutativity of the lower triangle is obvious). This
implies j∗ is injective on the image of τ ∗m. Now the corollary follows
from Lemma 1.27(1). 
Let f be admissible for (ν, ν ′). For m ∈ Z>0 let
θ˜∗f,m : F (X,mX∞+Z+DX)/F (X,mX∞+DX)→ F (X
′, Z ′+DX′)/F (X
′, DX′)
be the composite of θ∗f,rel from (2.4) and the map
(2.5)
ψ∗m : F (X,mX∞+Z+DX)/F (X,mX∞+DX)→ F (X,Z+DX)/F (X,DX)
induced by ψm : (X,Z)→ (X,mX∞ + Z) in MCorS (cf. (2.3)).
Lemma 2.20. Assume F is -invariant at X ′ and U ′.
(1) If ν = ν ′ and f is strongly admissible for ν, θ∗f,rel is the identity.
(2) For f, g admissible for (ν, ν ′), j∗ ◦ θ˜∗f,m = j
∗ ◦ θ˜∗g,m, where
j′
∗
: F (X ′, Z ′ +DX′)/F (X
′, DX′)→ F (U
′, DU ′)/F (X
′, DX′)
is induced j′ : U ′ = X ′ − Z ′ → (X ′, Z ′) .
Proof. Assume that f is strongly admissible for ν and consider the
commutative diagram
F (X,DX) //
θ∗
f
−id

F (X,Z +DX) //
θ∗
f
−id

F (X,Z +DX)/F (X,DX)
θ∗
f,rel
−id

F (X,DX) // F (X,Z +DX) // F (X,Z +DX)/F (X,DX)
By Lemma 2.16 the middle vertical map factors through F (X), which
implies θ∗f,rel − id = 0. This proves (1).
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To show (2), consider a commutative diagram
F (X,mX∞ +DX)
//

F (X,mX∞ + Z +DX)

ψ∗m
++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
F (X,DX) //
θ∗
f
−θ∗g

F (X,Z +DX) //
j′∗◦θ∗
f
−j′∗◦θ∗g

F (X,Z +DX)/F (X,DX)
j′∗◦θ∗
f,rel
−j′∗◦θ∗
g,rel

F (X ′, DX′) // F (U
′, DU ′) // F (U
′, DU ′)/F (X
′, DX′)
By Lemma 2.15 the composite of the middle vertical maps factors
through F (X ′, DX′), which implies j
′∗ ◦ (θ∗f,rel − θ
∗
g,rel) ◦ ψ
∗
m = 0. This
proves (2). 
Proof of Theorem 2.10: (1) follows from Corollary 2.19. We show (2).
Let f, g be admissible for (ν, ν ′). The map j′∗ in Lemma 2.20(2) is
injective by the assumption on the semi-purity (cf. Lemma 1.29(1)).
Hence θ∗f,rel and θ
∗
g,rel coincide on the image of ψ
∗
m. By Lemma 1.27(1)
this implies the first assertion. The last assertion follows from Lemma
2.13. It now suffices to show that ϕν,ν is the identity if ν = ν
′. Choose
g strongly admissible for ν. By Lemma 2.20(1), θ∗g,rel is the identity
on F (X,Z)/F (X). By the first assertion we have ϕν,ν = θ
∗
g,rel. This
completes the proof.
Corollary 2.21. Let the assumption be as in Theorem 2.10(2). Let
π : X ′′ → X ′ be an e´tale morphism which induces an isomorphism
Z ′′ := X ′′×X′ Z
′ ≃ Z ′. Assume ν ′′ = (X ′′, Z ′′) is a V -pair (By Lemma
4.3 below, this is the case if ν ′′ is a pre-V -pair). Then the diagram
F (X,Z +DX)/F (X,DX)
ϕν,ν′ //
ϕν,ν′′
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
F (X ′, Z ′ +DX′)/F (X
′, DX′)
π∗

F (X ′′, Z ′′ +DX′′)/F (X
′′, DX′′)
is commutative and π∗ is an isomorphism.
Proof. Let f be as in Definition 2.3. Then the assumption implies that
the pullback of f to X ′′×SX is admissible for (ν, ν
′′). This implies the
commutativity. The second assertion follows from this and Theorem
2.10(2). 
3. Local injectivity
In this section we prove the following.
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Theorem 3.1. Let F ∈ τCIls (cf. Definition 1.31).
(1) Let X be the semi-localization of an object of Sm, and V ⊂ X
be an open dense subset. Then F (X)→ F (V ) is injective.
(2) For a dense open immersion U ⊂ X in Sm, FNis(X)→ FNis(U)
is injective.
Remark 3.2. If F ∈ τCI, Theorem 3.1 follows from [5, Th. 6] and [6,
Th. 2].
Definition 3.3. Let MNSTls be the full subcategory of MPST con-
sisting of such objects F that for any X = (X,X∞) ∈MCorls, FX is a
sheaf on XNis (cf. Definition 1.6). Put
τCI
ls,sp
Nis =
τCIls,sp ∩MNSTls .
Corollary 3.4. Let F ∈ τCIls,spNis . For X = (X,X∞) ∈ MCorls and
a dense open immersion U →֒ X, the restriction F (X) → F (XU) is
injective.
Proof. By Lemma 1.29(1) we are reduced to the case X∞ = ∅, which
follows from Theorem 3.1. 
We need some preliminaries.
Proposition 3.5. Assume k is infinite. Let W be a smooth affine va-
riety, D ⊂ W be an effective Cartier divisor and Q ⊂ D be a finite
set of points. Then there exists an affine S ∈ Sm and an open neigh-
bourhood X ⊂ W of Q with a smooth morphism p : X → S such that
(p : X → S, Z) with Z = X ∩D is a V -pair over S. If D is smooth at
Q, one can take Z to be e´tale over S.
Proof. See [1, Pr.5.3]. 
Remark 3.6. Let ν = (X,Z) be as above.
(1) Let Q ⊂ |Z| be a finite set of points. Then q : X ×S |Z| → X
induced by Z → S is finite so that q−1(Q) is finite. Then
OX×SX(∆) is trivialized in some open neighbourhood W of
q−1(Q) in X ×S X . Since W ∩ (X ×S |Z|) contains q
−1(Q) and
is open in X ×S |Z| which is finite over X , there exists an open
neighbourhood U ofQ inX such thatW∩(X×S |Z|) ⊃ U×S |Z|.
(2) Let nZ →֒ X be the n-th thickening of Z →֒ X for n ∈ Z>0.
By (1) and the proof of [1, Pr.5.3], one can take ν in such a
way that there exists an openW ⊂ X×SX contaning X×S |Z|
such that the restriction of the diagonal X →֒ X ×S X to W is
a principal divisor on W . Then νn = (X, nZ) is a V -pair over
S for any n ∈ Z>0.
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Proof of Theorem 3.1 By a standard norm argument (see the argument
in the last part of [5, §7]), we may assume k is infinite. Take α ∈ F (X)
which vanishes in F (V ). We need to show α = 0. We may assume that
X is the localization WQ of W ∈ Sm at a finite set Q of points and V
is a complement of DQ ⊂WQ for a divisor D on W , and that α comes
from β ∈ F (W ) which vanishes in F (W −D). By Proposition 3.5 we
may assume further that (W,D) is a V -pair over some S ∈ Sm. Then
the desired assertion follows from Theorem 2.10.
To show (2), it suffices to show the injectivity of FNis(X)→ FNis(ξ),
where ξ is the generic point of X . Assume there is a non-zero f ∈
FNis(X) lying in the kernel. There is a point x ∈ X such that the
image fx of f in FNis(O
h
X,x) = F (O
h
X,x) is non-zero, where O
h
X,x is the
henselization of OX,x. There is a Nisnevich neighbourhood X
′ → X
of x such that the image of f in FNis(X
′) comes from g ∈ F (X ′). We
have a commutative diagram
FNis(X)
xxqqq
qq
qq
qq
qq

// FNis(ξ)

FNis(O
h
X,x) FNis(X
′)oo // FNis(ξ
′)
F (OhX′,x)
≃
OO
F (X ′)oo
OO

α // F (ξ′)
≃
OO
F (OX′,x)
ff▼▼▼▼▼▼▼▼▼▼ β
99ssssssssss
where ξ′ is the generic point of X ′. By the assumption on f , α(g) =
0 so that β(gx) = 0, where gx is the image of g in F (OX′,x). But
the assumption fx 6= 0 implies gx 6= 0 by the above diagram. This
contradicts the injectivity of β which follows from (1). 
4. Cohomology of P1 with modulus
Theorem 4.1. Let η be the generic point of an irreducible object of
Sm. Let X ⊂ P1η be a non-empty affine open subset and Z ⊂ X be an
effective Cartier divisor. Let F ∈ τCIls be semipure .
(1) F (X,Z) = FNis(X,Z) (cf. Definition 1.8 and Remark 1.9).
(2) H i(XNis, (FNis)(X,Z)) = 0 for i > 0.
We need some preliminary lemmas.
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Lemma 4.2. Let η be as in Theorem 4.1 and X ⊂ P1η be non-empty
affine open and Z ⊂ X be an effective Cartier divisor. Put X = P1η
and X∞ = P
1 −X. Then (X,Z) is a V -pair over η and (X,X∞) is a
good compactification of (X,Z).
Proof. We only check the condition (iii) of Definition 2.1 for (X,Z).
Other conditions are easily checked. Put K = k(η). We may assume
X ⊂ A1η. Then one can write
X = SpecK[t][1/f(t)], Z = SpecK[t]/(g(t))
for some f(t), g(t) ∈ K[t] such that (f, g) = 1. Then
X ×η Z = SpecK[t, s]/(g(t))[1/f(s)]
and Z →֒ X ×η Z is the divisor of t − s. This proves the desired
assertion. 
Lemma 4.3. Let (X,Z) be a V -pair over S ∈ Sm and f : X ′ → X
be an e´tale morphism such that Z ′ := X ′ ×X Z
∼=
−→ Z. If (X ′, Z ′) is a
pre-V -pair over S, it is a V -pair over S (cf. Definition 2.1).
Proof. We need check the condition (iii) of Definition 2.1 for (X ′, Z ′).
It suffices to show the following diagram
Z ′
∆Z′ //
f|Z′

X ′ ×S Z
′
f

Z
∆Z // X ×S Z
is Cartesian, which can be seen from Z ′ = X ′ ×X Z
∼=
−→ Z. 
Lemma 4.4. Let η be as in Theorem 4.1 and (X,Z) be a V -pair over
η. Let f : X ′ → X be an e´tale map such that X ′ ×X |Z|
∼=
−→ |Z|. Let
F ∈ τCIls (cf. Definition 1.31). Put Z ′ = X ′ ×X Z.
(1) The natural maps F (X) → F (X,Z) and F (X ′) → F (X ′, Z ′)
are injective.
(2) Assume further that F is semipure . Then the natural map
F (X,Z)/F (X)→ F (X ′, Z ′)/F (X ′)
is an isomorphism.
(3) Assume (X, nZ) is a V -pair over η for any n ∈ Z>0. Then the
natural map
F (X − Z)/F (X)→ F (X ′ − Z ′)/F (X ′)
is an isomorphism.
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Proof. The assumption implies Z ′
∼=
−→ Z, and (X ′, Z ′) is a V -pair over
η by Lemma 4.3 and Remark 2.2(1). Hence (1) and (2) follow from
Theorem 2.10 and Corollary 2.21. To show (3) we may replace F by F˜
from Lemma 1.30 to assume F is semipure. Then it follows from (2)
in view of Lemma 1.27. 
Proof of Theorem 4.1 Let Z ⊂ X ⊂ P1η be as in Theorem 4.1 and
ξ be the generic point of P1η. For a closed point x ∈ X let X
h
|x be the
henselization of X at x and Zx = Z ×X X
h
|x. By [12, Ch. XI, Th. 1],
we have Xh|Z =
∏
x∈Z X
h
|x. In view of Lemma 4.2, by passing to the
limit over all Nisnevich neighbourhoods of Z ⊂ X in Lemma 4.4, one
obtains isomorphisms
(4.1) F (X,Z)/F (X) ≃
⊕
x∈Z
F (Xh|x, Zx)/F (X
h
|x),
(4.2) F (X −W )/F (X) ≃
⊕
x∈W
F (Xh|x − x)/F (X
h
|x)
for any finite set W ⊂ X of closed points. Putting U = X − |Z| we
have a commutative diagram
0 // F (X) //

F (ξ) //

⊕
x∈X
F (Xh
|x
−x)
F (Xh
|x
)
//

0
F (X,Z) // F (ξ) //
⊕
x∈U
F (Xh
|x
−x)
F (Xh
|x
)
⊕
⊕
x∈Z
F (Xh
|x
−x)
F (Xh
|x
,Zx)
.
The upper horizontal sequence is exact and obtained by taking the
colimit of (4.2) over all finite sets W ⊂ X . Write G = F(X,Z). Noting
(4.1) an easy diagram chase implies the exactness of
(4.3) 0→ G(X)→ G(ξ)→
⊕
x∈X
G(Xh|x − x)/G(X
h
|x)→ 0.
On the other hand, we have a localization exact sequence
0→
⊕
x∈X
H0x(XNis, GNis)→ GNis(X)→ GNis(ξ)→
⊕
x∈X
H1x(XNis, GNis)→ H
1(XNis, GNis)→ 0.
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We have
H1x(XNis, GNis) = Coker
(
GNis(X
h
|x)→ GNis(X
h
|x − x)
)
= Coker
(
G(Xh|x)→ G(X
h
|x − x)
)
,
H0x(XNis, GNis) = Ker
(
GNis(X
h
|x)→ GNis(X
h
|x − x)
)
= Ker
(
G(Xh|x)→ G(X
h
|x − x)
)
= 0
where the last equality follows from the semipurity of F and Theorem
3.1. Thus we get an exact sequence
(4.4)
0→ GNis(X)→ G(ξ)→
⊕
x∈X
G(Khx )/G(X
h
|x)→ H
1(XNis, GNis)→ 0.
Comparing (4.3) and (4.4), this proves Theorem 4.1.
5. Contractions
In this section we fix an integral affine S ∈ S˜m and an effective
Cartier divisor D ⊂ S. For a S-scheme X write DX = D ×S X .
Definition 5.1. A V -pair ν = (X,Z) over S is nice if
(i) Z is reduced and e´tale over S.
(ii) νn = (X, nZ) is a V -pair over S for all n ∈ Z>0.,
Here nZ →֒ X is the n-th thickening of Z →֒ X .
Lemma 5.2. Let X ⊂ A1 = Spec k[t] be a dense open subset contain-
ing the origin. For any n ∈ Z>0
αn := (S ×X,S × Λn).
is a nice V -pair over S, where Λn = Spec k[t]/(t
n).
Proof. This follows from Lemma 4.2 and Remark 2.2(2). 
Definition 5.3. A formal frame of a nice V -pair ν = (X,Z) over S is
an isomorphism over S of formal schemes
ε̂ : Xˆ|Z ≃ Z × Spf k[[t]],
where Xˆ|Z is the formal completion of X along Z. It gives rise to a
compatible system of isomorphisms for n ∈ Z>0:
(5.1) ε̂n : nZ ≃ Z × Λn with Λn = Spec k[t]/(t
n).
Definition 5.4. For F ∈MPST and n ∈ Z>0, we define σ(F ), σ(n)(F ) ∈
MPST by:
σ(n)(F )(X) = Coker
(
F (X⊗ (P1,∞))→ F (X⊗ (P1, n0 +∞))
)
,
σ(F )(X) = Coker
(
F (X⊗ (P1,∞))→ F (X⊗ (P1 − 0,∞))
)
,
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where X ∈MCor.
Assume F is ls--invariant. Then, for X ∈MCorls, we have natural
isomorphisms
σ(n)(F )(X) = Coker
(
F (X)
pr∗
−→ F (X⊗ (P1, n0 +∞))
)
,
σ(F )(X) = Coker
(
F (X)
pr∗
−→ F (X⊗ (P1 − 0,∞))
)
with pr∗ induced by the projection pr : X ⊗ (P1, n0 +∞) → X. Note
that pr∗ is split injective and its inverse is given by the pullback along
a section of P1 − {0,∞} → Spec(k). Hence there are natural isomor-
phisms
(5.2)
F (X⊗ (P1, n0 +∞)) ≃ σ(n)(F )(X)⊕ F (X),
F (X⊗ (P1 − 0,∞)) ≃ σ(F )(X)⊕ F (X)
which are functorial in X ∈MCorls.
Lemma 5.5. Let F ∈ τCIls,sp (cf. Definition 1.31). We have σ(n)(F ), σ(F ) ∈
τCIls,sp. If moreover F ∈ MNSTls, then σ
(n)(F ), σ(F ) ∈ MNSTls
(cf. Definition 3.3).
Proof. This follows from (5.2) noting Definitions 1.26 and 1.28 together
with Lemmas 1.27(1) and 1.29. 
Definition 5.6. For F ∈ τCIls,spNis (cf. Definition 3.3) and n ∈ Z>0,
write
F−1 = σ(F ) and F
(n)
−1 = σ
(n)(F ).
By Lemma 5.5 the association F → F−1 gives an endofunctor on
τCI
ls,sp
Nis . We define F−i for i > 0 inductively by F−i = (F−(i−1))−1.
Lemma 5.7. Let ϕ : (X, 0X) → (A
1, 0) be an affine Nisnevich neigh-
bourhood such that ϕ−1(0) = {0X}. Let ϕ : X → P
1 be the normaliza-
tion of P1 in X. For any effective Cartier divisor X∞ ⊂ X such that
|X∞| = X−X, there exists a rational function f on A
1×X admissible
for
(
(X, n0X), (A
1, n0)
)
for all n ∈ Z>0 (cf. Definition 2.3) such that
(5.3) θf = divA1×X(f) ∈MCor
(
(P1,∞+ n0), (X,X∞ + n0X))
)
.
Proof. First we note that (A1, 0) and (X, 0X) are V -pairs over k by
Lemmas 4.2 and 4.3. Write
A1 = Spec k[t], P1 − {1} = Spec k[s]
for variables t, s with t = s/(s−1). Take an affine open neighbourhood
W = SpecB of {0X} ∪X∞ in X and π0, π∞ ∈ B such that
divW (π0) = 0X and divW (π∞) = X∞
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and set τ = ϕ∗(t) ∈ B[1/π∞]. By the condition ϕ
−1(0) = {0X},
(5.4)
τ = π0b/π
r
∞ for some r > 0, b ∈ B, and B/(π
n
0 ) = B[1/π∞]/(τ
n).
Take u, v ∈ B such that uπn0+vπ
r
∞ = 1 (this is possible since 0X 6∈ X∞).
Put
f = vπr∞(t−vπ0b)+uπ
n
0 = 1+vπ
r
∞(t−1−vπ0b) ∈ B[t] = Γ(A
1×W,O).
Claim 5.8. f is admissible for
(
(X, n0X), (A
1, n0)
)
.
Indeed, f clearly satisfies Definition 2.3(1). We have f ≡ 1 mod (π∞) ⊂
B[t] so that f satisfies Definition 2.3(3). Thanks to (5.4), we have
(5.5)
B[t]/(πn0 , f) = B[1/π∞][t]/(τ
n, t− vπ0b) = B[1/π∞][t]/(τ
n, t− τ),
where the last equality follows from
t−vπ0b = t−vπ
r
∞τ = t− (1−uπ
n
0 )τ ≡ t− τ mod (τ
n) ⊂ B[1/π∞][t],
where the last congruence follows from (5.4). Since the diagonal ∆n0X :
n0X → A
1 × n0X is induced by the map
B[1/π∞][t]/(τ
n)→ B[1/π∞]/(τ
n) ; t→ τ,
(5.5) implies that f satisfies Definition 2.3(2) and the claim is shown.
Note
f =
1
s− 1
(
s− 1 + vπr∞(1− (s− 1)vπ0b)
)
so that the closure Θ of (θf )|(A1−{1})×W in (P
1 − {1})×W is
div(P1−{1})×W
(
s− 1 + vπr∞(1− (s− 1)vπ0b)
)
and hence (s− 1)/π∞ = −vπ
r−1
∞ (1− (s− 1)vπ0b) is regular on Θ. This
proves that f satisfies (5.3) and the proof of Lemma 5.7 is complete. 
For F ∈MPST and n ∈ Z>0, we define σA1(F ), σ
(n)
A1
(F ) ∈MPST
by:
σ
(n)
A1
(F )(X) = Coker
(
F (X⊗ (A1, ∅))→ F (X⊗ (A1, n0))
)
,
σA1(F )(X) = Coker
(
F (X⊗ (A1, ∅))→ F (X⊗ (A1 − 0, ∅))
)
,
where X ∈MCor. We have natural maps in MPST:
σ(F )→ σA1(F ), σ
(n)(F )→ σ
(n)
A1
(F )
induced by the maps (A1, n0)→ (P1, n0+∞) andA1−0→ (P1−0,∞)
in MCor.
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Lemma 5.9. Take F ∈ τCIls,sp and Z = (Z,D) ∈MCorls. Then we
have isomorphisms
(5.6) σ(n)(F )(Z)
∼=
−→ σ
(n)
A1
(F )(Z),
(5.7) σ(F )(Z)
∼=
−→ σA1(F )(Z).
Proof. (5.7) is deduced from (5.6) using Lemma 1.27(1). We show the
injectivity of (5.6). We claim that this is reduced to the case Z =
(Spec k, ∅). Indeed consider G = HomMPST(Ztr(Z), F ). By Lemma
1.27(2) and Lemma 1.29(2), we have G ∈ τCIls,sp. Hence the claim
follows from the natural isomorphisms
σ(n)(F )(Z) ≃ σ(n)(G)(Spec k, ∅), σ
(n)
A1
(F )(Z) ≃ σ
(n)
A1
(G)(Spec k, ∅).
We have a commutative diagram
F (P1, n0 +∞)/F (P1,∞)
(5.6)
//
→֒

F (A1, n0)/F (A1, ∅)
→֒

F (P1 − 0,∞)/F (P1,∞)
(5.7)
// F (A1 − 0, ∅)/F (A1, ∅)
By the semipurity of F the vertical maps are injective by Lemma
1.29(1). Hence it suffices to show the injectivity of (5.7). The square
(A1 − 0, ∅) //

(A1, ∅)

(P1 − 0,∞) // (P1,∞)
comes by pullbacks from the elementary Nisnevich square in Sm:
A1 − 0 //

A1

P1 − 0 // P1 .
Thus, if F ∈MNST, the sheaf condition for F(P1,∞) implies that the
sequence
0→ F (P1,∞)→ F (P1 − 0,∞)⊕ F (A1, ∅)→ F (A1 − 0, ∅),
is exact, which implies the desired injectivity. Even if F is not neces-
sarily in MNST, the above sequence is exact: Indeed the second and
third terms do not change after replacing F by FNis thanks to Theorem
PURITY OF RECIPROCITY SHEAVES 35
4.1(1). The same is true for the first term by the cube-invariance of F .
This completes the proof of the injectivity.
Next we prove the surjectivity of (5.6) (in case Z = (Spec k, ∅)). For
this we use the V -pairs (C, 0C) and (A
1, 0) over Spec k, where C = A1
and 0C = 0 ∈ A
1 is the origin (cf. Lemma 4.2). Let C = P1 be the
smooth compactification of C. Thanks to the semipurity of F noted
above, Theorem 2.10(2) implies that for any rational function f on
A1 × C admissible for
(
(C, n0C), (A
1, n0)
)
(cf. Definition 2.3),
θf = divA1×C(f) ∈MCor
(
(A1, n0)), (C, n0C)
)
induces an isomorphism
θ∗f : F (C, n0C)/F (C, ∅)
∼=
−→ F (A1, n0)/F (A1, ∅),
which is independent of f . By Lemma 5.7 applied to the identity
C → A1, for any effective divisor C∞ supported in ∞ = C − C, there
exists such f as above that
θf ∈MCor((P
1, n0 +∞), (C, n0C + C∞)).
Note that one cannot take f to be the diagonal since C∞ may not be
reduced even though it is supported on∞. This implies that the image
of the composite map
F (C, n0C + C∞) → F (C, n0C)
θ∗
f
−→ F (A1, n0)/F (A1, ∅)
is contained in the image of (5.6), where the first map is induced by
the map (C, n0C)→ (C, n0C+C∞) inMCor. This implies the desired
assertion since θ∗f is independent of f and we have by Lemma 1.27(1)
F (C, n0C) ≃ lim
−→
C∞
F (C, n0C + C∞),
where the limit is over all such C∞ that |C∞| = C − C. 
Lemma 5.10. Let Z = (Z,D) be as Lemma 5.9 and F ∈ τCIls,sp.
Then F−i(Z) for i > 0 is naturally isomorphic to
Coker
(⊕
1≤j≤i
F ((A1−0)j−1×A1×(A1−0)i−j⊗Z)→ F ((A1−0)i⊗Z)
)
.
Proof. This is easily shown by using Lemma 5.9 repeatedly. 
Theorem 5.11. Let ν = (X,Z) be a nice V -pair over S equipped with
a formal frame ε̂. Assume that Z → S is an isomorphism and that |D|
is a simple normal crossing divisor on S. Put Z = (Z,DZ) ∈MCorls.
Take F ∈ τCIls,spNis .
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(1) There exist a compatible system of isomorphisms for n ∈ Z>0:
θε̂n : F (X, nZ +DX)/F (X,DX) ≃ F
(n)
−1 (Z)
depending on ε̂n from (5.1). Moreover, for m ≥ n, the diagram
F (X, nZ +DX)/F (X,DX) //

F
(n)
−1 (Z)

F (X,mZ +DX)/F (X,DX) // F
(m)
−1 (Z)
is commutative, where the vertical maps are the natural ones.
(2) There exist an isomorphism
θε̂ : F (X − Z)/F (X) ≃ F−1(Z)
depending on ε̂.
Proof. This is a direct consequence of Theorem 2.10(2), Lemmas 5.2
and 5.9.

Remark 5.12. Let the assumption be as in Theorem 5.11.
(1) Let γ : S ′ → S be a morphism in S˜m with S ′ integral affine
and D′ ⊂ S ′ be an effective Cartier divisor such that |D′| is
a simple normal crossing divisor on S ′ and D′ ≥ γ∗D. Then
the base change (X ′, Z ′) = (X,Z) ×S S
′ is a nice V -pair (cf.
Remark 2.2) and a formal frame ε̂ of (X,Z) induces a formal
frame ε̂′ of (X ′, Z ′). Put D′X′ = X
′ ×S′ D
′. In view of Remark
2.4 the following diagram is commutative:
F (X, nZ +DZ)/F (X,DX)
θε̂ //
γ∗

F
(n)
−1 (Z,DZ)
γ∗

F (X ′, nZ ′ +D′X′)/F (X
′, D′X′)
θε̂′ // F
(n)
−1 (Z
′, DZ′)
(2) Let π : X ′ → X be an e´tale morphism which induces an iso-
morphism Z ′ := X ′×XZ ≃ Z. Assume (X
′, Z ′) is a nice V -pair
(By Lemma 4.3 and Remark 2.2(1), this is the case if S is the
spectrum of a field). The formal frame ε̂ of (X,Z) induces a
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formal frame ε̂′ of (X ′, Z ′). By Corollary 2.21 the diagram
F (X, nZ +DZ)/F (X,DX)
θε̂ //
π∗

F
(n)
−1 (Z,DZ)
π∗

F (X ′, nZ ′ +DX′)/F (X
′, DX′)
θε̂′ // F
(n)
−1 (Z
′, DZ′)
is commutative and the vertical maps are isomorphisms.
6. Fibrations with coordinate
In this section we assume k is perfect and infinite.
Lemma 6.1. Take W ∈ Sm and a point e ∈ W with K = k(e). Let
Z ⊂ W be a reduced closed subscheme containing e. Let X = W h|e
be the henselization of W at e. Then there is an isomorphism X ≃
SpecK{x1, . . . , xd} such that there exists an open dense subset U of
Z := Z ×W X for which U → X → Spec(K) is essentially smooth.
Proof. Let E ⊂ W be the closure of e. Let r = dim(E) and d :=
codimW (E). We may assume W is affine and choose an closed em-
bedding W →֒ AN , where AN is the N -dimensional affine space over
k. By [1, Pr.5.5] there exist linear projection AN → Ar satisfying the
following conditions:
• the induced map W → Ar is smooth at e,
• the induced map E → Ar is finite and generically e´tale,
• there is an open dense U ⊂ Z smooth over Ar.
Put L = k(Ar) and consider the composite
Spec(K)
e
−→W ×Ar L→ Spec(L),
where the second map is induced byW → AN → Ar. By the construc-
tion the map is e´tale so that there is an affine Nisnevich neighbourhood
(V, eV )→ (W ×Ar L, e) and a smooth morphism
π : V → Spec(K)
such that eV : Spec(K) → V is a section of π. Then UV = U ×W V
is smooth over K. Choose a closed embedding V →֒ AMK = A
M ⊗k K
which maps eV to the origin. By [1, Pr.5.5] there exist linear projection
AMK → A
d
K such that the induced map V → A
d
K is finite and e´tale at
eV . Noting that X = W
h
|e ≃ V
h
|eV
, this proves the lemma. 
Let X be as in Lemma 6.1 and 0X ∈ X be the closed point.
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Definition 6.2. (1) A fibration of X with coordinate t is an essen-
tially e´tale morphism ψt : X → A
1
S = S[t] where
S = SpecK{y1, . . . , yd−1}
such that ψt induces X ≃ (A
1
S)
h
|(0S ,t)
, where 0S is the closed
point. We write ψ : X → S for the composite of ψt and the
projection A1S → S.
(2) Let H ⊂ X be a regular divisor. A fibration ψt : X → S[t] with
coordinate t is a H-fibration if there exists a regular divisor
HS ⊂ S such that H = ψ
−1(HS).
(3) A reduced closed subscheme Z ⊂ X is admissible for ψ if Z does
not contain ψ−1(0S). If moreover every irreducible component
of Z is generically e´tale over its image in S, we say Z is strongly
admissible for ψ.
Lemma 6.3. Let X be as in Lemma 6.1 and H ⊂ X be a regular
divisor. Let Z ⊂ X be a reduced closed subscheme such that H 6⊂ Z.
Then there exists a H-fibration ψt : X → S[t] with coordinate t such
that Z is strongly admissible for ψ.
Proof. Let X ≃ SpecK{x1, . . . , xd} be as in Lemma 6.1. Take a regular
system of parameters (y1, . . . , yd) of X such that H is the divisor of y1.
Then X is the henselization of L := AdK = SpecK[y1, . . . , yd] at the
origin and H is the pullback of the hyperplane H = {y1 = 0} ⊂ L.
Let Z ⊂ AdK be the closure of the image of Z. By Lemma 6.1 we may
suppose that there is an open dense subscheme of Z which is smooth
over K. It then suffices to find a linear projection ϕ : L→ L′ ≃ Ad−1K
satisfying the conditions:
• Z does not contain ϕ−1(0L′), where 0L′ is the origin of L
′,
• H is the pullback of a hyperplane in L′,
• every irreducible component of Z is generically e´tale over its
image in L′.
Consider the open immersion L →֒ L = PdK and put L∞ = L − L.
Let Z ⊂ L be the closure and Z∞ = Z − Z. We define H∞ = H −H
similarly. Let L∞(K) be the set of K-rational points of L∞. For
v ∈ L∞(K) we have a linear projection
ϕv : L→ Lv := L/ℓv ∩ L ≃ A
d−1
K ,
where ℓv ⊂ L is the line passing through v and the origin 0 ∈ L. Note
ϕ−1v (0Lv) = ℓv∩L and that if v ∈ H∞, H is the pullback of a hyperplane
in Lv. By the assumption, for any irreducible component Zλ of Z, we
have Zλ ∩H ( H . Hence there is a dense open subscheme H◦∞ ⊂ H∞
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such that Z does not contain ϕ−1v (0Lv) = ℓv ∩L for v ∈ H
◦
∞(K). Since
K is infinite and H∞ ≃ P
d−1
K , H
◦
∞(K) is non-empty.
To ensure that ϕv induces a generically e´tale map from Z to its
image in Lv, choose an irreducible component Zλ of Z. Choose a
smooth closed point x on Zλ such that K(x) is separable over K and
put y = ϕv(x). It suffices to show the following.
Claim 6.4. After possibly changing the choice of x ∈ Zλ as above
and that of a regular system of parameters (y1, y2, . . . , yd) of X in the
beginning, there exists a dense open subscheme Uλ ⊂ H∞ such that
for every v ∈ Uλ(K), the map ϕv,Zλ : Zλ → Lv induced by ϕv is e´tale
(resp. an immersion) at x if dim(Zλ) = d− 1 (resp. dim(Zλ) < d− 1).
We follow the argument from [1, 5.5]. For our purpose, we may
replace L and Z by its base changes via K → K(x) so that we may
assume x is a K-rational point of Z. Let Tx be the tangent space of Zλ
at x considered as an affine subspace of L. We define Tx,∞ = T x−Tx ⊂
L∞ as before. Let Zλ − {x} → L∞ be the map which sends z to the
intersection of L∞ and the line in L passing through x and z and let
Z˜λ ⊂ L∞ be the closure of its image. For v ∈ L∞(K), if v 6∈ Tx,∞,
dϕv,λ : Tx → TLv ,y is injective so that ϕv : Zλ → Lv is unramified at x.
In case dim(Zλ) = d − 1, ϕv,Zλ is dominant so that it is e´tale at x by
[SGA1, Exp. 1, Cor. 9.11]. In case dim(Zλ) < d− 1, if v 6∈ Z˜λ ∪ Tx,∞,
ϕv : Zλ → Lv is an immersion at x. Note
dim(Tx,∞) < dim(Zλ), dim(Z˜λ) ≤ dim(Zλ), dim(H∞) = d− 2.
Thus, if dim(Zλ) < d − 2, we may take Uλ = H
◦
∞\(Z˜λ ∪ Tx,∞). It
remains to treat the following cases:
(i) dim(Zλ) = d − 1 and H∞ ⊂ Tx,∞ for all smooth closed points
of Zλ such that K(x) is separable over K.
(ii) dim(Zλ) = d− 2 and H∞ = Z˜λ (note that Z˜λ is irreducible).
In case (i), Zλ ⊂ L = A
d
K is defined by a polynomial F ∈ K[y1, . . . , yd],
and H∞ ⊂ Tx,∞ implies ∂F/∂yi ∈ mx for i = 2, . . . , d, where mx ⊂
K[y1, . . . , yd] is the maximal ideal of x. If this holds for all smooth
closed points x of Zλ such that K(x) is separable over K, we get
∂F/∂yi ≡ 0 ∈ K[y1, . . . , yd] for i = 2, . . . , d
since such points are dense in Zλ. If ch(K) = 0, this implies F =
cy1 with c ∈ K, which contradicts the assumption that H 6⊂ Zλ. If
ch(K) = p > 0, we can write
F = ap0 + a
p
1y1 + · · · a
p
ny
n
1 for ai ∈ K[y2, . . . , yd].
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The last case is excluded by changing the choice of a regular system
of parameters (y1, y2, . . . , yd) of X in the beginning of the proof, e.g.
changing it to (y1(1 + y2), y2, . . . , yd).
In case (ii), Zλ is contained in the hyperplane in L containing H∞
and x. This is also excluded by changing the choice of a regular system
of parameters as above. This completes the proof of Lemma 6.3. 
Let ψ : X → S[t] be as in Definition 6.2. We have
(6.1) X ≃ lim
←−
(X,0X )
X,
where (X, 0X) range over all Nisnevich neighbourhoods of (A
1
S , 0). We
have induced maps
ψX : (X , 0X )→ (X, 0X) and pX : (X, 0X)→ (S, 0S).
Lemma 6.5. For a closed subscheme T ⊂ X, ψ−1X (T ) 6= ∅ if and only
if T contains 0X ∈ X.
Proof. The if-part is obvious since 0X ∈ X is in the image of ψX .
Assume T×XX 6= ∅. Then it is a closed subscheme of X which is local.
Hence it must contain 0X ∈ X . Hence T contains 0X = ψX(0X ). 
Consider the following condition for (X, 0X) in (6.1):
(∗) p−1X (0S) is irreducible and there exist an open immersion X →֒
X such that pX : X → S extends to a proper morphism pX :
X → S such that p−1X (0S) is dense in p
−1
X (0S).
By Lemma 12.3 those (X, 0X) satisfying (∗) form a cofinal system of
Nisnevich neighbourhoods of (A1S , 0).
Put X×˜SX = SpecK{y1 . . . , yd−1, t1, t2} and let ∆X →֒ X ×˜SX be
the closed immersion given by the ideal (t1 − t2). For a Nisnevich
neighbourhood (X, 0X) of (A
1
S , 0), put
D = ∆A1S ×A1S×SA1S (X ×S X), E = ∆X ×X×SX (X×˜SX ).
Note that D is a Cartier divisor on X ×S X . We have a commutative
diagram
(6.2) E //

∆X //

ψX
||②②
②②
②②
②②
X×˜SX

∆X //
β ""❉
❉❉
❉❉
❉❉
❉❉
D //
α

X ×S X
Φ

∆A1S
// A1S ×S A
1
S
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where all squares are Cartesian. All horizontal maps are closed immer-
sions, and α and β are e´tale. Hence ∆X →֒ D is a closed and open
immersion so that D = ∆X
∐
ΞX for a closed and open immersion
ΞX →֒ D. Then E →֒ ∆X is also a closed and open immersion so that
E = ∆X since ∆X is irreducible. Thus we must have
(6.3) ΞX ×X×SX (X×˜SX ) = ∅.
Lemma 6.6. Assume that (X, 0X) satisfies (∗). Let T ⊂ S be an in-
tegral closed subscheme and W,W ′ ⊂ X be integral closed subschemes
which are generically finite over T and contain 0X . Assume that W
does not contain X0 = p
−1
X (0S). Then ΞX does not contain an irre-
ducible component of W ×S W
′ which is dominant over T .
Proof. Assume ΞX contains an irreducible component C of W ×T W
′
dominant over T . We claim (0X , 0X) ∈ C. Then C×X×SX (X×˜SX ) 6= ∅,
which contradicts (6.3). Let W0 ⊂ W and W
′
0 ⊂ W
′ be the fibres over
0S ∈ S. By the assumption (∗) and Lemma 12.2, |W0| = 0X and
W is finite over S, and |W ′0| is either 0X or X0. This implies that
the projection W ×S W
′ → W ′ is finite so that C → W ′ is finite
and surjective since it is dominant by the assumption. This implies
C0 →W
′
0 is surjective. The last map factor as
C0 → (W ×S W
′)0 = 0X ×S W
′
0 →W
′
0
where the second map is the projection. Hence we must have (0X , 0X) ∈
C. 
Lemma 6.7. Assume K is infinite. Let T ⊂ S be an integral closed
subscheme and XT = X ×S T . Let W ⊂ XT be a reduced closed sub-
scheme such that every irreducible component of W is generically finite
and surjective over T and contains 0X but does not contain p
−1
X (0S).
Then there is a Nisnevich neighbourhood (X˜, 0X˜) of (X, 0X) such that
(X˜, nW˜ ) is a quasi-V -pair over T for all n ∈ Z>0, where W˜ = W×X X˜
(cf. Remark 2.2(3)).
Proof. Note that if (X ′, 0X′) is a Nisnevich neighbourhood (X˜, 0X˜) of
(X, 0X), then W
′ = W ×X X
′ satisfies the same condition as W . By
Lemma 12.3 we may assume that there exists a closed immersion X →֒
ANS over S such that letting X be the normalization of the closure of X
in PNS , X∞ = X−X is finite over S. Let pX : X → S be the projection.
Noting 0X /∈ X∞, Lemmas 12.2 (applied to the irreducible components
of W ) imply that W is closed in X and every irreducible component
of W is finite and surjective over S and W ∩ p−1X (0S) = {0X}. Let
ΞX ⊂ X ×S X be as (6.3).
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Claim 6.8. Every irreducible component of ΞX∩(X×SW ) is dominant
and generically finite over T .
Proof. Let WS ⊂ A
1
S be the image of W under X → A
1
S . Since W is
finite over S, WS is closed in A
1
S and every irreducible component of
WS is finite and surjective over S. By Lemma 12.2, every irreducible
component of WS ×A1S X which intersects W must contain 0X and be
finite over S. Noting that any irreducible component of ΞX∩(X×SW )
is an irreducible component of ΞX ∩ (X ×S Wi) for some irreducible
component Wi of W , we may replace W by the union of those irre-
ducible components of WS ×A1S X that intersect with W . Then the
natural inclusion W →֒ WS ×A1S X is a closed and open immersion.
Hence we get a closed and open immersion
X ×S W →֒ X ×S WS ×A1S X ⊂ X ×S X.
Note
D = Φ−1(∆A1S ) and X ×S WS ×A1S X = Φ
−1(A1S ×S WS),
where Φ : X ×S X → A
1
S ×S A
1
S is from (6.2). Since
∆A1S ∩ (A
1
S ×S WS) = ∆WS ⊂WS ×S WS ⊂ A
1
S ×S A
1
S ,
we get
D ∩
(
X ×S WS ×A1S X)
)
= Φ−1(∆WS ).
In view of the closed and open immersion ΞX →֒ D, we conclude that
ΞX ∩ (X ×S W ) is closed and open in Φ
−1(∆WS). Since Φ is e´tale and
every irreducible component ofWS is finite and surjective over T , every
irreducible component of Φ−1(∆WS ) is dominant and generically finite
over T . This proves the desired claim. 
Put
Σ = pr
(
ΞX ∩ (X ×S W )
)
⊂ XT ,
where pr : X ×S W = XT ×T W → XT is the projection. Since W is
finite and surjective over T , pr is finite so that Σ is closed in X .
Claim 6.9. We have 0X 6∈ Σ.
Proof. Assume there is an irreducible component C of Σ containing
0X . Since pr is finite and surjective, there is an irreducible component
C˜ of ΞX ∩ (XT ×T W ) such that C = pr(C˜) and C˜ is an irreducible
component of C×T W . Since C˜ is dominant and generically finite over
T by Claim 6.8, so must be C. This contradicts Lemma 6.6. 
Let Σ ⊂ X be the closure of Σ. Noting Σ ∩ X = Σ, Claim 6.9
implies 0X 6∈ Σ. By [4, Th. 5.1], there exists hypersurfaces H ⊂ P
N
S
and Hinf ⊂ P
N
S over S satisfying the following conditions:
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(i) Hinf ⊃ X∞ ∪ Σ and 0X 6∈ Hinf .
(ii) H ∩
(
(Hinf ∪W ) ∩ p
−1
X (0S)
)
= ∅.
Note 0X 6∈ Hinf implies Hinf ∩ p
−1
X (0S) is finite. Recall W ∩ p
−1
X (0S) =
{0X}. By Lemma 12.1, Hinf is finite over S and we have
(X ∩Hinf) ∩W = ∅ and (X ∩H) ∩ (Hinf ∪W ) = ∅.
Hence (X ∩Hinf)∪W is contained in the affine scheme X\H . Putting
X˜ = X\Hinf = X\(X∞ ∪Hinf),
this impliesW ⊂ X˜ and that (X,W +(X∞+Hinf)) is a good compact-
ification of (X˜,W ) over S. By the definition of ΞX , ∆X is principal on
(X ×S X)\ΞX . Since
(
ΞX ∩ (X˜ ×S W )
)
= ∅ by the construction, this
implies that the diagonal nW →֒ X˜×S nW is principal for all n ∈ Z>0.
This completes the proof of Lemma 6.7. 
Remark 6.10. Let the assumption be as in Lemma 6.7. Assume further
that W is generically e´tale over a non-empty open U ⊂ T such that
U ∈ S˜m. Then (X˜U , W˜U) is a nice V -pair over U , where X˜U = X˜×S U
and W˜U = W ×X X˜ ×S U .
7. Gysin maps
Lemma 7.1. Let ψt : X → A
1
S = S[t] be as in Definition 6.2. Let
i : Z →֒ X be the closed immersion defined by t = 0 and j : U =
X −Z →֒ X be the open complement. Let π : S ′ → S be an essentially
smooth morphism and i′ : Z ′ → X ′ (resp. j′ : U ′ → X ′) be the base
change of i (resp. j) by S ′ → S. Let D ⊂ S (resp. D′ ⊂ S ′) be
an effective Cartier divisor such that such that |D| (resp. |D′|) is a
simple normal crossing divisor on S (resp. S ′) and D′ ≥ π∗D. Write
D′T = D
′ ×S′ T for a S
′-scheme T . Take F ∈ τCIls,spNis .
(1) There is an exact sequence of sheaves on X ′Nis
0→ F(X ′,D′
X′
) → F(X ′,nZ′+D′
X′
) → i
′
∗(F
(n)
−1 )(Z′,D′Z′) → 0,
which is natural in (S ′, D′) → (S, D). For for m ≥ n, the
diagram
0 // F(X ′,D′
X′
)
//
=

F(X ′,nZ′+D′
X′
)
//

i′∗(F
(n)
−1 )(Z′,D′Z′)
//

0
0 // F(X ′,D′
X′
)
// F(X ′,mZ′+D′
X′
)
// i′∗(F
(m)
−1 )(Z′,D′Z′)
// 0,
is commutative, where the vertical maps are the natural ones.
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(2) There is an exact sequence of sheaves on X ′Nis
0→ F(X ′,D′
X′
) → j
′
∗F(U ′,D′U′) → i
′
∗(F−1)(Z′,D′Z′) → 0,
and an isomorphism of sheaves on Z ′Nis:
θψ : (F−1)(Z′,D′
Z′
)
∼=
−→ R1i′
!
F(X ′,D′
X′
),
which are natural in (S ′, D′)→ (S, D).
Proof. The exact sequence of (2) follows from that of (1) by taking the
colimit over n, where one uses isomorphisms
j′∗F(U ′,D′U′) ≃ lim−→
n
F(X ′,nZ′+D′
X′
) and (F−1)(Z′,D′
Z′
) ≃ lim
−→
n
(F
(n)
−1 )(Z′,D′Z′)
coming from Lemma 1.27(1) (Note that F−1 and F
(n)
−1 haveM-reciprocity
by Lemma 5.5). The isomorphism of (2) follows from the exact se-
quence of (2) in view of an exact sequence
(7.1) 0→ F(X ′,D′
X′
) → j
′
∗F(U ′,D′U′) → i
′
∗R
1i′
!
F(X ′,D′
X′
) → 0,
where the injectivity of the first map comes from Theorem 3.1.
It remains to show the exact sequence in (1). Since F(X ′,nZ′+D′
X′
)/F(X ′,D′
X′
)
is supported on Z ′, it suffices to construct an isomorphism of sheaves
(7.2) (F
(n)
−1 )(Z′,D′Z′)
∼=
−→ i′
∗(
F(X ′,nZ′+D′
X′
)/F(X ′,D′
X′
)
)
.
which is natural in (S ′, D′). By Lemma 6.7, there exists a cofinal
system of Nisnevich neighbourhoods (X, 0) of (A1S = S[t], 0) such that
(X,ZX) are all nice V -pairs over S, where ZX ⊂ X is the closed
subscheme defined by t = 0. Put X ′ = X ×S S
′ and Z ′X = ZX ×S S
′.
For U → S ′ e´tale, these provide nice V -pairs over U :
(X ′ ×S′ U,Z
′
X ×S′ U)
by the base change. Note that X ′ → X ′ → S ′ induce isomorphisms
Z ′ ≃ Z ′X ≃ S
′ and that the formal completions of X ′ along Z ′X are
naturally isomorphic to Z ′×KSpfK[[t]]. Thus Theorem 5.11(1) implies
an exact sequence
0→ F ((X ′, D′X′)×S′U)→ F
(
(X ′, nZ ′X+D
′
X′)×S′U
)
→ F
(n)
−1 ((Z
′
X , D
′
Z′
X
)×S′U)→ 0.
By taking the colimit over X , we get an exact sequence
(7.3)
0→ F ((X ′, D′X ′)×S′U)→ F
(
(X ′, nZ ′+D′X ′)×S′U
)
→ F
(n)
−1 ((Z
′, D′Z′)×S′U)→ 0,
which is natural in U → S ′ by Remark 5.12(1). It gives an isomorphism
γ : (F
(n)
−1 )(Z′,D′Z′) ≃ Θ of presheaves on Z
′
e´t, where Θ is defined by
Θ(U) = F
(
(X ′, nZ ′ +D′X ′)×S′ U
)
/F ((X ′, D′X ′)×S′ U).
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Since U → Z ′
i′
−→ X ′ factors naturally as U → X ′×S′U → X
′, we have
a natural map Θ → i′∗
(
F(X ′,nZ′+D′
X′
)/F(X ′,D′
X′
)
)
of presheaves on Z ′e´t.
Composing this with γ, we get the desired map (7.2). Its naturality in
(S ′, D′)→ (S, D) follows from that of (7.3).
We now show that (7.2) is an isomorphism at stalks over a point
x ∈ Z ′. Put T = S ′h|y where y ∈ S
′ is the image of x. We have
a natural isomorphism X ′h|x ≃ T {t} such that Z
′h
|x ⊂ X
′h
|x is given by
{t = 0}, where T {t} is the henselization of A1T at the origin 0 of the
closed fiber. By the same argument as above, we get an exact sequence
0→ F (X ′h|x , D
′
X ′h
|x
)→ F (X ′h|x , nZ
′h
|x +D
′
X ′h
|x
)→ F
(n)
−1 (Z
′h
|x , D
′
Z′h
|x
)→ 0.
Since the first (resp. second) term is the stalk of i′∗F(X ′,D′
X′
) (resp.
i′∗F(X ′,nZ′+D′
X′
)) at x, this implies the desired assertion and hence the
exact sequence in (1). Its naturality in S ′ → S follows from that of
(7.2) and the commutativity of the diagram in (1) is obvious. This
completes the proof of Lemma 7.1. 
7.1. Construction of Gysin maps. In this subsection we assume k
is perfect and infinite. Take W ∈ Sm and e ∈ W (n) with n ∈ Z>0.
Let X = W h|e and K = k(e) be the residue field of the closed point
0X ∈ X . Choose a regular system of parameters t = (t1, . . . , tn) and
an isomorphism from Lemma 6.1:
ε : X ≃ SpecK{t} = SpecK{t1, . . . , tn}.
For chosen t, ε is determined by a choice of map X → Spec(K) inducing
the identity on 0X (cf. the proof of Lemma 6.1). For 0 < i < n put Si =
SpecK{ti+1, . . . , tn}. By convention put S0 = X and Sn = Spec(K).
Let Zi = {ti = 0} ⊂ X and Z[1,i] = Z1 ∩ Z2 ∩ · · ·Zi with the closed
immersion ι[1,i] : Z[1,i] → X . We then have a diagram:
(7.4) X
ψ1

Z1
ι1oo
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
ψ2

Z[1,2]
ι2oo
||③③
③③
③③
③③
ψ3

· · ·oo Z[1,n−1]oo
ψn

Z[1,n]
ιnoo
zz✉✉
✉✉
✉✉
✉✉
✉
S1 S2 S3 · · · Sn
where ψi is a fibration with coordinate ti and ιi is the closed immersion
defined by ti = 0 and all slanting arrow are isomorphisms.
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Take F ∈ τCIls,spNis . By Lemma 7.1(2) we obtain a series of isomor-
phisms of Nisnevich sheaves:
(7.5)
θψ1 : (F−1)Z1
∼=
−→ R1ι!1FX ,
θψ2 : (F−2)Z[1,2]
∼=
−→ R1ι!2(F−1)Z1,
· · · · · · · · · · · · · · · · · ·
θψn : (F−n)Z[1,n]
∼=
−→ R1ι!n(F−(n−1))Z[1,n−1] .
For an integer n > 0 consider the following condition:
(♣)n For any X ∈ Sm and x ∈ X
(q) with q ≤ n, and any regular
divisor H ⊂ X := Xh|x with U = X −H, and for F ∈
τCI
ls,sp
Nis ,
(7.6) H i(UNis, FU) = 0 for i > 0.
Noting H0H(XNis, FX ) = 0 by Theorem 3.1, (7.6) is equivalent to
(7.7) H iH(XNis, FX ) = 0 for i 6= 1.
(♣)n implies that for any closed immersion ι : Z →֒ X of codimension
q ≤ n in Sm, we have
(7.8) Riι!FX = 0 for i 6= q.
Indeed, looking at the stalks, it suffices to show (7.8) in case X is equal
to X in (♣)n. Then one can take
X
ι1←− Z1
ι2←− Z[1,2] ← · · ·
ιq
←− Z[1,q]
as in (7.4) with Z = Z[1,q]. By (7.7) we get
Rνι!iFZ[1,i−1] = 0 for ν 6= 1 and 1 ≤ i ≤ q.
(7.8) then follows from this and Lemma 7.1(2) since (♣)n applies also
to F−1 thanks to Lemma 5.5. It also implies the isomorphism
(7.9) Rqι!ZFX ≃ R
1ι!q · · ·R
1ι!2R
1ι!1FX ,
where ιZ : Z →֒ X is the closed immersion.
We now return to the set-up in the beginning of §7.1 and assume
(♣)n. By (7.9), the isomorphisms θψν for ν = 1, . . . , i induce isomor-
phisms
(7.10) θiε : (F−i)Z[1,i]
∼=
−→ Riι![1,i]FX ,
depending on ε : X ≃ SpecK{t1, . . . , tn}. In particular we get
(7.11) θε = θ
n
ε : (F−n)0X
∼=
−→ Rnι!FX ,
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where ι : 0X ≃ Z[1,n] →֒ X . We have the following commutative
diagram
(7.12) F−i(Z[1,i] −Z[1,i+1])
∂ //
θiε

F−(i+1)(Z[1,i+1])
θi+1ε

H iZ[1,i]−Z[1,i+1](XNis, FX )
δ // H i+1Z[1,i+1](XNis, FX ),
where the vertical maps are induced by the maps (7.10) in view of (7.8),
δ is a boundary map in the localization sequence for Z[1,i+1] →֒ Z[1,i],
and ∂ is the composite
(7.13)
F−i(Z[1,i]−Z[1,i+1])
δ
−→ H1Z[1,i+1](Z[1,i], (F−i)Z[1,i])
θ−1
ψi+1
−→ F−(i+1)(Z[1,i+1]),
where the second map is the inverse of the isomorphism from (7.5) in
view of (7.8). The commutativity of (7.12) follows from the (obvious)
commutativity of the diagram
(7.14) H0(Z[1,i] −Z[1,i+1], (F−i)Z[1,i])
δ //
θiε

H1Z[1,i+1](Z[1,i], (F−i)Z[1,i]))
θiε

H0(Z[1,i] − Z[1,i+1], R
iι![1,i]FX )
δ // H1Z[1,i+1](Z[1,i], R
iι![1,i]FX ),
where the vertical maps are induced by the map (7.10). In fact, θi+1ε
in (7.12) is the composite of θψi+1 in (7.13) and the map
H1Z[1,i+1](Z[1,i], (F−i)Z[1,i])
θiε−→ H1Z[1,i+1](Z[1,i], R
iι![1,i]FX )
α
≃ H i+1Z[1,i+1](XNis, FX ),
where the first map is the one from (7.14) and the isomorphism α comes
from (7.8). Hence θi+1ε ◦∂ (resp. δ ◦θ
i
ε) in (7.12) is identified via α with
θiε ◦ δ (resp. δ ◦ θ
i
ε) in (7.14).
Let ξ[1,i] be the generic point of Z[1,i] and X
h
|ξ[1,i]
be the henselization
of X at ξ[1,i] with the closed immersion ιξ[1,i] : ξ[1,i] → X
h
|ξ[1,i]
. We have
the following commutative diagram
(7.15) (F−i)ξ[1,i]
θiε //
θiεξ[1,i] &&
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
(Riι![1,i]FX )ξ[1,i]
≃

Riι!ξ[1,i]FXh|ξ[1,i]
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where εξ[1,i] : X
h
|ξ[1,i]
≃ Spec k(ξ[1,i]){t1, . . . , ti} is the isomorphism in-
duced by ε, and θiεξ[1,i]
is (7.11) for (X , ε) = (X h|ξ[1,i], εξ[1,i]). The com-
mutativity can be checked by using Remark 5.12.
We will use the following variant of (7.11). Let S ′ → Spec(K) be an
essentially smooth morphism and let
X ′
ψ′1

Z ′1
ι′1oo
⑧⑧
⑧⑧
⑧⑧
⑧⑧
ψ′2

Z ′[1,2]
ι′2oo
}}④④
④④
④④
④④
ψ′3

· · ·oo Z ′[1,n−1]
oo
ψ′n

Z ′[1,n]
ι′noo
zz✈✈
✈✈
✈✈
✈✈
✈
S ′1 S
′
2 S
′
3 · · · S
′
n
be the base changes of (7.4) by S ′ → Spec(K). By Lemma 7.1(2) we
obtain a series of isomorphisms as in (7.5):
(7.16)
θψ1 : (F−1)Z′1
∼=
−→ R1ι′
!
1FX ′,
θψ2 : (F−2)Z′[1,2]
∼=
−→ R1ι′
!
2(F−1)Z′1 ,
· · · · · · · · · · · · · · · · · ·
θψn : (F−n)Z′[1,n]
∼=
−→ R1ι′
!
n(F−(n−1))Z′[1,n−1] .
Assume now
(7.17) (♣)dim(X )+dim(S′) holds.
The same argument as above gives an isomorphism
(7.18) θε,S′ : (F−n)S′
∼=
−→ Rnι′
!
FX ′ ,
where ι′ = ι ×K S
′ for ι : 0X →֒ X . Let η be the generic point of S
′
which gives rise to the point (0X , η) ∈ X
′ = X ×K S
′ denoted also by
η. Let X ′h|η be the henselization of X
′ at η with the closed immersion
ιη : η → X
′h
|η . We have the following commutative diagram
(7.19) (F−n)η
θε,S′ //
θεη %%▲▲
▲▲
▲▲
▲▲
▲▲
▲
(Rnι′!FX ′))η
≃

Rnι!ηFX ′h
|η
where εη : X
′h
|η ≃ Spec k(η){t1, . . . , tn} is the isomorphism induced by
ε, and θεη is (7.11) for (X , ε) = (X
′h
|η , εη). The commutativity can be
checked again by using Remark 5.12.
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8. Vanishing theorem
In this section we assume k is perfect.
Theorem 8.1. Take X ∈ Sm and x ∈ X and a regular divisor H ⊂
X := Xh|x with U = X −H. For F ∈
τCI
ls,sp
Nis we have
(8.1) H i(UNis, FU) = 0 for i > 0.
Let U be a noetherian scheme and F be a sheaf on UNis. Put
CqU(F ) =
⊕
x∈U(q)
Hqx(UNis, F ) for q ∈ Z≥0
and let C•U(F ) denote the Cousin complex:
(8.2) C0U(F )
∂o
−→ C1U (F )
∂1
−→ · · · → CqU(F )
∂q
−→ · · · ,
where ∂q is the boundary map arising from localization theory.
Proof of Theorem 8.1 By a standard norm argument we may assume
k is infinite. We prove (♣)d from §7 by induction on d. Assume (♣)d−1
holds. Take X = SpecK{x1, . . . , xd} and a regular divisor H ⊂ X
with U = X − H (cf. Lemma 6.1), and F ∈ τCIls,spNis . We write
C•U(F ) for C
•
U(FU), where FU is the sheaf on UNis induced by F . Noting
dim(U) = d− 1, the induction hypothesis and (7.8) imply
(8.3) H ix(XNis, FX ) = 0 for x ∈ U
(q) and i 6= q.
Then (8.1) follows from the acyclicity:
(8.4) Hq(C•U(F )) = 0 for q > 0.
In what follows we fix q with 1 ≤ q ≤ d−1. Take successive fibrations
with coordinate:
(8.5) X
ψ1 // S1
ψ2 // S2 // · · ·
ψd−q // Sd−q
H0 //
→֒
OO
H1 //
→֒
OO
H2 //
→֒
OO
· · · // Hd−q .
→֒
OO
Here H0 = H andHi ⊂ Si is a regular divisor and ψi is a Hi−1-fibration
with coordinate ti such that Hi−1 = ψ
−1
i (Hi) for 1 ≤ i ≤ d − q. Put
Vi = Si − Hi. Let ϕi : X → Si be the induced map. For w ∈ Si let
Xw = ϕ
−1
i (w) and ξw be its generic point.
Claim 8.2. For w ∈ Vi
(q) we have an exact sequence
0→ HqXw(XNis, FX )→ H
q
ξw
(XNis, FX )
∂
−→
⊕
z∈Xw(1)
Hq+1z (XNis, FX ),
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where ∂ is induced by ∂q in (8.2).
Proof. In view of the spectral sequence
Ea,b1 =
⊕
x∈X (a)∩Xw
Ha+bx (XNis, FX )⇒ H
a+b
Xw
(XNis, FX ),
the claim follows from (8.3). 
Put
DqU(F )ϕi =
⊕
w∈Vi
(q)
HqXw(XNis, FX ).
By Claim 8.2, ∂q in (8.2) induces
(8.6) δqϕi : D
q
U(F )ϕi → D
q+1
U (F )ϕi,
which give rise to a subcomplex (D•U(F )ϕi, δ
•
ϕi
) of (C•U(F ), ∂
•). For
w ∈ Vi
(q) let (Si−1)w = Si−1 ×Si w and ηw be its generic point and
Xηw = X ×Si−1 ηw. By definition we have
(Xw)
(1) = (Xηw)
(1) ∪ {ξy | y ∈ (Si−1)w
(1)},
where ξy is the generic point of Xy = X ×Si−1 y, and Xηw and Xw have
the same generic point ξw. By Claim 8.2 we have an exact sequence
(8.7)
0→ HqXw(XNis, FX )→ H
q
Xηw
(XNis, FX )
∂qϕi,w−→
⊕
y∈(Si−1)w
(1)
Hq+1Xy (XNis, FX ),
where ∂qϕi,w is induced by ∂
q in (8.2). Putting
DqU(F )
hor
ϕi
=
⊕
w∈Vi
(q−1)
⊕
y∈(Si−1)w
(1)
HqXy(XNis, FX ),
DqU(F )
ver
ϕi
=
⊕
w∈Vi
(q)
HqXηw (XNis, FX ),
we get a map
(8.8) ∂qϕi =
⊕
w∈Vi
(q)
∂qϕi,w : D
q
U(F )
ver
ϕi
→ Dq+1U (F )
hor
ϕi
such that DqU(F )ϕi = Ker(∂
q
ϕi
). Noting
Vi−1
(q) = ∪
w∈Vi
(q−1)
(Si−1)w
(1) ∪ {ηw | w ∈ Vi
(q)},
we have an exact sequence
0→ DqU(F )
ver
ϕi
fq
−→ DqU(F )ϕi−1
gq
−→ DqU(F )
hor
ϕi
→ 0
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and ∂qϕi is identified with gq+1 ◦ δ
q
ϕi−1
◦ fq. We have a commutative
diagram
(8.9)
Dq−1U (F )ϕi
→֒ //
δq−1ϕi

Dq−1U (F )
ver
ϕi
fq−1 //
∂q−1ϕi

Dq−1U (F )ϕi−1
δq−1ϕi−1

DqU(F )ϕi
→֒ // DqU(F )
ver
ϕi
fq //
∂qϕi
66
DqU(F )ϕi−1
gq //
δqϕi−1

DqU(F )
hor
ϕi
Dq+1U (F )ϕi−1
gq+1 // Dq+1U (F )
hor
ϕi
Thus there are inclusions of complexes:
(8.10) (D•U(F )ϕi, δ
•
ϕi
) →֒ (D•U(F )ϕi−1 , δ
•
ϕi−1
) for i ≥ 1,
which induce maps
(8.11) Hq(D•U(F )ϕi)→ H
q(D•U(F )ϕi−1),
where (D•U(F )ϕi, δ
•
ϕi
) = (C•U(F ), ∂
•) for i = 0 by convention. An easy
diagram chase on (8.9) shows the following.
Claim 8.3. Let α ∈ Ker(DqU(F )ϕi−1
δqϕi−1
−→ Dq+1U (F )ϕi−1) and assume
gq(α) ∈ Image(∂
q−1
ϕi
). Then the class of α in Hq(D•U(F )ϕi−1) lies in
the image of the map (8.11).
Now the key point of the proof of (8.4) is the following.
Claim 8.4. Let α ∈ DqU(F )ϕi−1 and Λα ⊂ Vi−1
(q) be the finite subset
such that the w-component of α is 0 for w 6∈ Λα. Assume that the
closure Λα of Λα in Si−1 is strongly admissible for ψi (cf. Definition
6.2(3)). Then gq(α) ∈ Image(∂
q−1
ϕi
).
Admitting Claim 8.4, we finish the proof of (8.4). Take
α ∈ Ker(CqU (F )
∂q
−→ Cq+1U (F ))
and let Λα ⊂ U
(q) be the finite subset such that the v-component of α
is 0 for v 6∈ Λα. By Lemma 6.3 we can choose ψ1(= ϕ1) : X → S1 in
(8.5) so that the closure Λα of Λα in X is strongly admissible for ψ1.
By Claims 8.3 and 8.4, there exists
α1 ∈ Ker(D
q
U(F )ϕ1
δqϕ1−→ Dq+1U (F )ϕ1)
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whose image under (8.10) for i = 1 and α have the same class in
Hq(C•U(F )). Applying the same argument to α1 in place of α, we can
choose ψ2 : S1 → S2 in such a way that there exists
α2 ∈ Ker(D
q
U(F )ϕ2
δqϕ2−→ Dq+1U (F )ϕ2)
whose image under (8.10) for i = 2 and α1 have the same class in
Hq(D•U(F )ϕ1). Repeating the same argument, this finishes the proof of
(8.4) since Vi
(q) = ∅ and D•U(F )ϕi = 0 for i = d− q.
In what follows we prove Claim 8.4. We fix i ≥ 1 and write T = Si
and S = Si−1, and
ψ = ψi : S → T and ϕ = ϕi : X → T ,
where S = X if i = 1 by convention. We also fix w ∈ T (q) ∩ Vi and
choose a regular system of parameters τw = (τw,1, . . . , τw,q) of T at w
and an isomorphism
λw : T
h
|w ≃ Spec k(w){τw}.
Let Sw = S ×T w and ιw : Xw = X ×S Sw → X be the immersion.
Lemma 8.5. The map λw, ϕ and ψ determine isomorphisms
(8.12) εϕ,λw : X
h
|Xw ≃
(
T h|w ×k(w) Xw
)h
|Xw
(8.13) εψ,λw : S
h
|Sw ≃
(
T h|w ×k(w) Sw
)h
|Sw
.
Proof. We prove only the first isomorphism (the second is a special case
of the first). Let ϕw : X
h
|Xw
→ T h|w be induced by ϕ : X → T . It suffices
to construct a map σ : X h|Xw → Xw such that σ ◦ ιw = idXw and that
the diagram
(8.14) X h|Xw
σ //
ϕw

Xw

T h|w
// Spec k(w)
commutes, where T h|w is viewed as a scheme over k(w) via λw. Indeed
note that letting t = (t1, . . . , ti), ϕw factors as
X h|Xw
υ
−→ T h|w[t]→ T
h
|w,
where υ is induced by Sν−1 → Sν [tν ] from (8.5) for 1 ≤ ν ≤ i and it is
essentially e´tale. We get a map
γ = (σ, ϕw) : X
h
|Xw → Xw ×k(w) T
h
|w = Xw ×k(w)[t] T
h
|w[t].
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The map is essentially e´tale since its composite with the projection
Xw ×k(w)[t] T
h
|w[t] → T
h
|w[t] coincides with υ. Moreover the fibres over
w ∈ T h|w of X
h
|Xw
and Xw ×k(w) T
h
|w are both equal to Xw and γ induces
the identity on it. Hence it induces the desired isomorphism εϕ,λw .
To construct σ, it suffices to construct a section ρ of the projection
pr : X h|Xw ×k(w) Xw → X
h
|Xw
such that the restriction of ρ to the fibers over w ∈ T h|w is the diagonal
∆Xw : Xw → Xw ×k(w) Xw. Here X
h
|Xw
is viewed as a scheme over k(w)
via
X h|Xw
ϕw
−→ T h|w
λw−→ Spec k(w){τw} → Spec k(w).
Then the composite σ = pr ◦ ρ satisfies σ ◦ ιw = idXw and the commu-
tativity of (8.14).
Let X̂|Xw (resp. T̂|w) be the formal completion of X along Xw (resp. T
at w). Note that λw induces an isomorphism T̂|w ≃ Spf k(w)[[τw]]. By
[EGA4, Ch. 0, (19.7.1.5)], there exists an isomorphism X̂|Xw ≃ T̂|w×k(w)
Xw of formal schemes over T̂|w. It gives rise to a map σˆ : X̂|Xw → Xw
such that σˆ ◦ ιw = idXw . Put
ρˆ = (idX̂|Xw
, σˆ) : X̂|Xw → X̂|Xw ×k(w) Xw.
By the construction its restriction to the fibers over w ∈ T̂|w is the
diagonal ∆Xw , and ρˆ is a section of the projection pˆr : X̂|Xw ×k(w)
Xw → X̂|Xw , which is the base change via X̂|Xw → X
h
|Xw
of pr. Take
a factorization Xw → Xw → w of Xw → w, where Xw is of smooth
of finite type over k(w) and Xw → Xw is essentially e´tale. Then ρˆ
induces a section ρˆXw of the projection pˆrXw : X̂|Xw ×k(w) Xw → X̂|Xw .
By [2, II Th.2 bis] there exists a section ρXw of the projection prXw :
X h|Xw ×k(w)Xw → X
h
|Xw
such that the restrictions of ρXw and ρˆXw to the
fibers over w ∈ T̂|w coincide. Let σXw : X
h
|Xw
→ Xw be the composite
of ρXw and the projection X
h
|Xw
×k(w) Xw → Xw. The map Xw → Xw
induces
π : X h|Xw ×Xw Xw → X
h
|Xw ,
where the fiber product is the base change of Xw → Xw via σXw . The
composite of π and (ιw, idXw) : Xw → X
h
|Xw
×Xw Xw coincides with ιw,
where ιw : Xw → X
h
|Xw
is the closed immersion. Since π is essentially
e´tale, there is an open and closed subscheme Q ⊂ X h|Xw ×Xw Xw con-
taining the image of (ιw, idXw) such that π induces an isomorphism
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Q ≃ X h|Xw . Thus we get a map
ρ : X h|Xw ≃ Q →֒ X
h
|Xw ×Xw Xw → X
h
|Xw ×k(w) Xw.
Then ρ satisfies the desired property. This completes the proof.

Using (8.12) we apply (7.18) to (X , ε,S ′) = (T h|w, λw,Xw) (note (7.17)
is satisfied since dim(T h|w) + dim(Xw) = dim(X
h
|Xw
) ≤ dim(U) = d− 1).
We then get an isomorphism of sheaves on (Xw)Nis:
(8.15) θϕ,λw : (F−q)Xw
∼=
−→ Rqιw
!FX
as the composite map
(F−q)Xw
θλw,Xw−→
(7.18)
Rqι!wF|T h
|w
×wXw
exc
−→ Rqι!wF|(T h
|w
×wXw)h|Xw
εϕ,λw−→
(8.12)
Rqιw
!FXh
|Xw
exc−1
−→ Rqιw
!FX
where exc means excison isomorphisms. By (7.8) Rνιw
!FX = 0 for
ν 6= q. Hence (8.15) induces isomorphisms
(8.16)
θϕ,λw : F−q(Xw) ≃ H
q
Xw
(XNis, FX ),
θϕ,λw : F−q(Xηw) ≃ H
q
Xηw
(XNis, FX ).
For each y ∈ Sw
(1) choose a local parameter τy of S at y such that
(τw, τy) forms a regular system of parameters of S at y. Choose also
an isomorphism
(8.17) λy : (Sw)
h
|y ≃ Spec k(y){τy}.
(8.13) and λy determine an isomorphism
(8.18) εψ,λw,λy : S
h
|y ≃ Spec k(y){τw, τy}.
By the same argument as in the proof of Lemma 8.5, λy and ϕ deter-
mine isomorphisms
(8.19)
εϕ,λy : (Xw)
h
|Xy ≃
(
(Sw)
h
|y ×k(y) Xy
)h
|Xy
λy
≃
(
Spec k(y){τy} ×k(y) Xy
)h
|Xy
,
(8.20)
εϕ,λw,λy : X
h
|Xy ≃
(
Sh|y ×k(y) Xy
)h
|Xy
(8.18)
≃
(
Spec k(y){τw, τy} ×k(y) Xy
)h
|Xy
.
which are compatible with (8.12) in an obvious sense.
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We have the following commutative diagram
(8.21)
F−q(Xw) //
θϕ,λw≃

F−q(Xηw)
∂q //
θϕ,λw≃

⊕
y∈Sw(1)
F−(q+1)(Xy)
θϕ,λw,λy≃

HqXw(XNis, FX )
γ // HqXηw (XNis, FX )
∂qϕ,w //
⊕
y∈Sw(1)
Hq+1Xy (XNis, FX )
where ∂qϕ,w is from (8.7), and θϕ,λw,λy is the isomorphism induced by
θε,S′ in (7.18) for (X , ε,S
′) = (Sh|y, εψ,λw,λy ,Xy) using (8.20). Letting
ηw,y be the generic point of (Sw)
h
|y, ∂
q is the sum over y ∈ Sw
(1) of the
map
(8.22) ∂qw,y : F−q(Xηw) = F−q(Xw ×Sw ηw)→ F−q(Xw ×Sw ηw,y)
→ H1Xy(Xw ×Sw (Sw)
h
|y, F−q) ≃ (F−q)−1(Xy) = F−(q+1)(Xy),
where the isomorphism is induced by θε,S′ in (7.18) for (X , ε,S
′) =
((Sw)
h
|y, λy,Xy) using (8.19). Note
(8.23) Ker(∂qw,y) ⊃ F−q(Xw ×Sw Sw,y),
where Sw,y is the localization of Sw at y. The commutativity of the left
square is obvious. To show that of the right square, note the following
commutative diagrams:
(8.24) F−q(Xηw)
θϕ,λw //

HqXηw (XNis, FX )

F−q(ξw)
θ1 // Hqξw(XNis, FX ),
(8.25) F−(q+1)(Xy)
θϕ,λw,λy//

Hq+1Xy (XNis, FX )

F−(q+1)(ξy)
θ2 // H
(q+1)
ξy
(XNis, FX ),
where ξw (resp. ξy) is the generic point of Xw (resp. Xy) and θ1 (resp.
θ2) is the isomorphism induced by θε in (7.11) for X = (X )
h
|ξw
and ε :
(X )h|ξw ≃ Spec k(ξw){τw} induced by (8.12) (resp. for X = (X )
h
|ξy
and
ε : (X )h|ξy ≃ Spec k(ξy){τw, τy} induced by (8.20)). The commutativity
follows from (7.19). It also implies the commutativity of the following
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diagram:
(8.26) F−q(Xηw)
∂qw,y //

F−(q+1)(Xy)

F−q(ξw)
δqw,y // F−(q+1)(ξy),
where δqw,y is the composite map (cf. (8.22))
F−q(ξw)→ H
1
ξy((Xw)
h
|ξy , F−q) ≃ (F−q)−1(ξy) = F−(q+1)(ξy),
where the isomorphism is induced by θε in (7.11) for X = (Xw)
h
|ξy
and
ε : (Xw)
h
|ξy
≃ Spec k(ξy){τy} induced by (8.19). The right vertical
arrows in (8.24) and (8.25) are injective by (8.3). Thus the desired
commutativity follows from that of
F−q(ξw)
θ1 //
δqw,y

Hqξw(XNis, FX )

F−(q+1)(ξy)
θ2 // Hq+1ξy (XNis, FX ),
which follows from (7.12) for X = (X )h|ξy ≃ Spec k(ξy){τw, τy} with
Z[1,i] = {τw = 0} and Z[1,i+1] = {τw = τy = 0}.
Proof of Claim 8.4: Write Λ = Λα ⊂ S for simplicity. Let ΛT ⊂ T be
the image of Λ ⊂ S. Note ΛT ⊂ T
(q−1) since the induced map Λ→ T
is finite. For w ∈ ΛT write Λw = Λ ×T w. By (8.23) the composite of
the natural map
F−(q−1)(Xw − ∪
y∈Λw
Xy)→ F−(q−1)(Xηw)
and ∂q−1w,y from (8.22) is the zero map for y 6∈ Λw. Hence we get the
induced map
∂q−1Λw : F−(q−1)(Xw − ∪y∈Λw
Xy)→
⊕
y∈Λw
F−q(Xy).
By the commutativity of (8.21) with q replaced by q−1, it now suffices
to show that ∂q−1Λw is surjective. Let
Y = T {t} = T {t1, . . . , ti−1} = (T [t])
h
|(0T ,t)
.
Writing s = ti, we have X = Y{s} = S{t} and S = T {s}. We have
an essentially e´tale map π : X → S ×T Y fitting in a commutative
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diagram
(8.27) X
π //
ϕt

S ×T Y //

Y [s] //

Y

S[t] // S
ψs // T [s] // T
and X is identified with (Y [s])h|(0Y ,s), where 0Y ∈ Y is the closed point.
Since Λ → T is finite by the assumption of Claim 8.4, π induces an
isomorphism X ×S Λ ≃ Λ×T Y . Letting Yw = Y ×T w, we get isomor-
phisms for y ∈ Λw:
(8.28) Xy = X ×S y ≃ y ×T Y = y ×w Yw.
The map π from (8.27) induces πw : Xw → Sw×wYw. By the definition
of ∂q−1Λw using (8.19), we have a commutative diagram:
F−(q−1)(Sw ×w Yw − Λw ×w Yw)
π∗w //
π∗Sw

F−(q−1)(Xw − ∪
y∈Λw
Xy)
∂q−1Λw

F−(q−1)((Sw)
h
|Λw
×wYw−Λw×wYw)
F−(q−1)((Sw)
h
|Λw
×wYw)
≃(∗1)
⊕
y∈Λw
F−(q−1)((Sw)
h
|y
×wYw−y×wYw)
F−(q−1)((Sw)
h
|y
×wYw)
≃(∗2)
⊕
y∈Λw
F−(q−1)((Sw)
h
|y
×yXy−y×yXy)
F−(q−1)((Sw)
h
|y
×yXy) ⊕yθy
≃ //
⊕
y∈Λw
F−q(Xy).
where πSw : (Sw)
h
|Λw
→ Sw is the natural map and θy is the isomorphism
θε,S′ in (7.18) for (X , ε,S
′) = ((Sw)
h
|y, λy,Xy). The isomorphism (∗1)
(resp. (∗2)) follows from the fact (Sw)
h
|Λw
=
∏
y∈Λw
(Sw)
h
|y by [12, Ch.
XI, Th. 1] (resp. (8.28)). Hence it suffices to show the surjectivity of
π∗Sw .
For a Nisnevich neighbourhood (S, 0S)→ (T [s], (0T , s)), let ΛS ⊂ S
be the image of Λ and put ΛS,w = ΛS ×T w for w ∈ ΛT . By Lemma
6.7 there exists a cofinal system of e´tale neighbourhoods (S, 0S) →
(T [s], (0T , s)) such that (Sw,ΛS,w) is a nice V -pair over w. Hence
(Sw ×w Yw,ΛS,w ×w Yw) is a nice V -pair over Yw by Remark 2.2(2).
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By Corollary 2.21 and Lemma 4.3, the natural map
F−(q−1)(Sw ×w Yw − ΛS,w ×w Yw)
F−(q−1)(Sw ×w Yw)
→
F−(q−1)((Sw)
h
|ΛS,w
×w Yw − ΛS,w ×w Yw)
F−(q−1)((Sw)
h
|ΛS,w
×w Yw)
is an isomorphism. The desired surjectivity of π∗Sw follows by taking
the colimit over the above cofinal system. This completes the proof of
Claim 8.4.
Corollary 8.6. Take F ∈ τCIls,spNis .
(1) Let X ∈ Sm and x ∈ X(n) with n ∈ Z>0 and K = k(x). Then
H ix(XNis, FX) = 0 for i 6= n,
and there exists an isomorphism
θε : F−n(x) ≃ H
n
x (XNis, FX),
which depends on an isomorphism (see Lemma 6.1):
ε : Xh|x ≃ SpecK{t1, . . . , tn}.
(2) Let X ∈ Sm and x ∈ X(n) with n ∈ Z>0. Let D ⊂ X be a
regular closed subscheme. For e ∈ Z≥0 we have
H ix(XNis, F(X,eD)) = 0 for i 6= n.
(3) Let (X,D) ∈ MCorls and i : Z →֒ X be a closed immersion
of pure codimension q such that Z is regular and transversal
with D1 ∩ · · · ∩ Dr for any r > 0 and any distinct irreducible
components D1, . . . , Dr of D. Then R
νi!F(X,D) = 0 for ν 6= q.
Proof. (1) follows from Theorem 8.1 and (7.8) and (7.11). As for (2),
we may assume x ∈ D and replace X,D by its henselization at x. By
Lemma 7.1(1), there is an exact sequence of sheaves on XNis:
(8.29) 0→ FX → F(X,eD) → ι∗(F
(e)
−1 )D → 0,
where ι : D → X is the closed immersion. Note F
(e)
−1 ∈
τCI
ls,sp
Nis by
Lemma 5.5. Looking at the long exact sequence of cohomology arising
from (8.29), (2) gives H ix(XNis, F(X,eD)) = 0 for i 6= n, n − 1. It also
gives isomorphisms
θε : H
n
x (XNis, FX) ≃ F−n(x), θεD : H
n
x (DNis, (F
(e)
−1 )D) ≃ (F
(e)
−1 )−(n−1)(x),
depending on a chosen isomorphism
ε : Xh|x ≃ SpecK{t1, . . . , tn}
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such that Dh|x ⊂ X
h
|x is defined by t1 = 0, and on the induced isomor-
phism
εD : D
h
|x ≃ SpecK{t2, . . . , tn}.
This gives rise to an exact sequence
0→ Hn−1x (XNis, F(X,eD))→ (F
(e)
−1 )−(n−1)(x)
∂
−→ F−n(x)
→ Hnx (XNis, F(X,eD))→ 0,
where ∂ is the boundary map coming from (8.29). By (7.12) (and the
same argument as the proof of (8.21)), ∂ is identified with the map
induced by F
(e)
−1 → F−1 under the identification F−n = (F−1)−(n−1).
Since the latter map is injective by the semipurity of F and (5.2) , ∂ is
injective and hence Hn−1x (XNis, F(X,eD)) = 0. This completes the proof
of (2).
As for (3), if D = ∅, it follows from Theorem 8.1 and (7.8). In
general we proceed by the induction on the number of the irreducible
components of D. We may replace X by its henselization at x. Let
E be one of the irreducible components of D and write D = D′ + eE
with e > 0 and E 6⊂ D′. By Lemma 7.1(1), there is an exact sequence
of sheaves on XNis:
(8.30) 0→ F(X,D′) → F(X,D) → ι∗(F
(e)
−1 )(E,E∩D′) → 0,
where ι : E → X is the closed immersion. It gives rise to a long exact
sequence of sheaves on ZNis:
(8.31) · · · → Rνi!F(X,D′) → R
νi!F(X,D) → R
νi!ι∗(F
(e)
−1 )(E,E∩D′) → · · · .
and we have an isomorphism
Rνi!ι∗(F
(e)
−1 )(E,E∩D′) ≃ (ιZ)∗R
νi!E(F
(e)
−1 )(E,E∩D′),
where iE : Z ∩ E → E and ιZ : Z ∩E → Z are the closed immersions.
Noting F
(e)
−1 ∈
τCI
ls,sp
Nis and that the triple (E,D ∩ E,Z ∩ E) satisfies
the same assumption as that of (X,D,Z), we get
Rνi!F(X,D′) = R
νi!E(F
(e)
−1 )(E,E∩D′) = 0 for ν 6= q
by the induction hypothesis. This implies (3) by (8.31).

9. -invariance of cohomology presheaves
Theorem 9.1. Let η be the generic point of an integral S ∈ Sm and
Z ⊂ P1η be an effective Cartier divisor such that ∞ ∈ |Z|. For F ∈
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τCI
ls,sp
Nis , we have
H i((P1η)Nis, F(P1,Z)) = 0 for i > 0.
We need a preliminary lemma for the proof.
Lemma 9.2. Let η be as in Theorem 9.1. For F ∈ τCIls,spNis and n ∈
Z>0, the natural map
F (P1η, n0 +∞)
F (P1η,∞)
→
F ((A1η)
h
|0, n0)
F ((A1η)
h
|0)
is an isomorphism.
Proof. By Lemmas 4.2 and Lemma 4.4(2) the natural map
F (A1η, n0)/F (A
1
η)→ F ((A
1
η)
h
|0, n0)/F ((A
1
η)
h
|0)
is an isomorphism. Lemma 9.2 now follows from Lemma 5.9. 
We now prove Theorem 9.1. For simplicity write P1η = P
1 and A1η =
A1. We only need to prove the vanishing of H1. By the semipurity of
F , Corollay 3.4 implies F(P1,∞) → F(P1,Z) is injective. Its cokernel is
supported on Z. Hence it suffices to show the vanshing in case Z =∞.
We have a localization exact sequence
F (P1 − 0,∞)
δ
−→
F ((A1)h|0 − 0)
F ((A1)h|0)
→ H1((P1)Nis, F(P1,∞))
→ H1((P1 − 0)Nis, F(P1−0,∞)).
The last term vanishes by Theorem 4.1(2) and δ is surjective by Lemma
9.2 and Lemma 1.27(1). This proves the desired vanishing. 
Theorem 9.3. For F ∈ τCIls,spNis and (X,D) ∈MCorls,
(9.1) π∗ : Hq(XNis, F(X,D))
∼=
−→ Hq((X ×P1)Nis, F(X,D)⊗)
induced by the projection π : (X,D)⊗→ (X,D).
Proof. We proceed by induction on dim(X). If dim(X) = 0, (9.1)
follows from Theorem 9.1. Assume dim(X) > 0. By considering the
Leray spectral sequence for π, we may replace X,D by its henselization
at x.
Claim 9.4. We may assume D = ∅.
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Proof. Let D1, . . . , Dr be the irreducible components of D and ei be
the multiplicity of Di in D. Put D
′ =
∑
2≤i≤r
eiDi and E = D1 ∩ D
′.
By Lemma 7.1(1), there are exact sequences of sheaves on XNis and
(X ×P1)Nis respectively:
0→ F(X,D′) → F(X,D) → ι∗(F
(e1)
−1 )(D1,E) → 0,
0→ F(X,D′)⊗ → F(X,D)⊗ → ι∗(F
(e1)
−1 )(D1,E)⊗ → 0,
which are compatible in an obvious sense, where ι : D1 →֒ X is the
closed immersion. Note F
(e)
−1 ∈
τCI
ls,sp
Nis by Lemma 5.5. By the induction
hypothesis (9.1) holds for (D1, E) and hence we are reduced to showing
it for (X,D′). Repeating the same argument, this proves the claim. 
Now assume D = ∅. The idea of the following proof comes from
[11, Lecture 24]. Take a regular divisor i : Z →֒ X and let j : U =
X −Z →֒ X be the open immersion. We have a commutative diagram
Hq((X ×P1)Nis, FX⊗)
j∗ //
i∗0

Hq((U ×P1)Nis, FU⊗)
i∗0

Hq(XNis, FX) // H
q(UNis, FU)
where the vertical maps are the pullback along the 0-section of P1. It
suffices to show the injectivity of i∗0 on the left hand side since it is a
left inverse of π∗. Noting dim(U) < dim(X) (X is local) and using
the Leray spectral sequence, the induction hypothesis implies that the
right vertical map is an isomorphism. Thus we are reduced to showing
the injectivity of j∗. By Corollary 8.6(3), we get
Rνj∗FU⊗ ≃ R
ν+1i!FX⊗ = 0 for ν 6= 0.
By Lemma 7.1(1), there is an exact sequence of sheaves on (X×P1)Nis:
0→ FX⊗ → j∗FU⊗ → i∗(F−1)Z⊗ → 0.
Hence the desired injectivity follows from the surjectivity of
Hq−1((U ×P1)Nis, FU⊗)→ H
q−1((Z ×P1)Nis, (F−1)Z⊗).
We have a commutative diagram
Hq−1((U ×P1)Nis, FX⊗) //
i∗0

Hq−1((Z ×P1)Nis, (F−1)Z⊗)
i∗0

Hq−1(UNis, FU)
β // Hq−1(ZNis, (F−1)Z)
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where the right vertical map is an isomorphism by the induction hy-
pothesis. If q > 1, Hq−1(ZNis, (F−1)Z) = 0 since Z is henselian local. If
q = 1, β is surjective by Lemma 7.1(1). This completes the proof. 
10. Sheafication preserves -invariance
In this section we prove the following.
Theorem 10.1. If F ∈ τCIsp, aNisF ∈
τCIsp (cf. Definition 1.31)
We need a preliminary for the proof. For F ∈MPST put
Fˆ = τ!h
0

ω∗ω!F ∈MPST (cf. (1.1) and (1.9)).
By Lemma 1.4(5) and (1), for M ∈MCor we have
(10.1)
Fˆ (M) = lim
−→
N∈Comp(M)
HomMPST(h

0 (N), ω
∗ω!F )
≃ lim−→
N∈Comp(M)
HomPST(h0(N), ω!F )
≃ lim−→
N∈Comp(M)
HomPST(h0(N), ω!τ!F ),
where h0(N) = ω!h

0 (N) ∈ PST. By Lemma 1.4(1) the unit map
u : F → ω∗ω!F from (1.1) induces
γ : τ!F → τ!ω
∗ω!F = ω
∗ω!τ!F.
Assume F ∈ CI (cf. Definition 1.12). By Lemma 1.25, u factors as
F → h0

ω∗ω!F → ω
∗ω!F,
where the second map is injective. It gives a factorization of γ as
(10.2) τ!F
γˆ
−→ Fˆ
γˆ′
−→ ω∗ω!τ!F
where γˆ′ is injective by the exactness of τ! (cf. Lemma 1.4(1)). Assume
further that τ!F is semipure . Then
(10.3) τ!F (X)
γˆ
−→ Fˆ (X) is injective for any X ∈MCorls.
By Lemma 1.4(2), we have ω∗ω!τ!F (X) ≃ F (X) for X ∈ Sm. By
(10.2) we get isomorphisms
(10.4) τ!F (X) ≃ Fˆ (X) ≃ ω
∗ω!τ!F (X) (X ∈ Sm).
Lemma 10.2. Let G ∈ τCIsp and η be the generic point of S ∈ Sm and
(X, 0X)→ (A
1
η, 0) be a Nisnevich neighbourhood of 0 ∈ A
1
η. Consider
ϕ : G(P1η − 0,∞)→ G(X − 0X)/G(X).
Then we have G(η) ≃ Ker(ϕ).
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Proof. By Lemma 1.16, G = τ!F with F ∈ CI. In view of (10.3) and
(10.4), it suffices to show that the assertion for G = Fˆ . By (10.1)
Fˆ (P1η − 0,∞) ≃ lim−→
n∈Z>0
HomPST(h0(P
1
η,∞+ n0), ω!τ!F ).
Put E = ω!τ!F ∈ PST. We claim
(10.5) E(U) ≃ ENis(U) for any open U ⊂ A
1
η.
where ENis = a
V
NisE ∈ NST (cf. (1.4)). Indeed we have
ENis(U) ≃ ω!aNis(τ!F )(U) = aNis(τ!F )(U, ∅) ≃ τ!F (U, ∅) = E(U),
where the first (resp. second) isomorphism follows from (1.4) (resp.
Theorem 4.1(1) and Remark 1.9). For U = A1η − 0, we have a commu-
tative diagram
E(U)
≃ //
≃(10.5)

HomPST(Ztr(U), E)
≃

HomPST(h0(P
1
η,∞+ n0), E)
ιoo

ENis(U)
≃ // HomNST(Ztr(U), ENis) HomNST(h0(P1η,∞+ n0)Nis, ENis)oo
where ι is injective since h0(P
1
η,∞ + n0) is a quotient in PST of
Ztr(A1η − 0). Hence the right vertical map of the diagram is injective.
Hence we get a natural injection
(10.6) Fˆ (P1η − 0,∞) →֒ lim−→
n∈Z>0
HomNST(h0(P
1
η,∞+ n0)Nis, ENis).
We have a commutative diagram
(10.7)
Fˆ (P1η − 0,∞)
ϕ //
→֒

Fˆ (X − 0X)/Fˆ (X)
(10.4)≃

0 // τ!F (A
1
η)
// τ!F (A
1
η − 0) // τ!F (X − 0X)/τ!F (X) ,
where the lower sequence is exact by Lemmas 4.4 and 4.2 and the left
vertical injection is induced by γˆ′ from (10.2) in view of Lemma 1.4(2).
64 SHUJI SAITO
We have a commutative diagram
lim−→m∈Z>0
HomPST(h0(P
1
η, m∞), E) //
α

lim−→m∈Z>0
HomNST(h0(P
1
η, m∞)Nis, ENis)
β

HomPST(Ztr(A1η), E)
≃

HomNST(Ztr(A1η), ENis)
≃

E(A1η)
≃
(10.5)
// ENis(A
1
η)
where α is an isomorphism by Lemma 1.36. Since h0(P
1
η, m∞)Nis is a
quotient in NST of Ztr(A1η), β is injective. Hence the diagram implies
that β is an isomorphism and we get an isomorphism
(10.8) τ!F (A
1
η) ≃ E(A
1
η) ≃ lim−→
m∈Z>0
HomNST(h0(P
1
η, m∞)Nis, ENis).
By (10.6), (10.7) and (10.8), Ker(ϕ) injects into(
lim−→
m∈Z>0
HomNST(h0(P
1
η, m∞)Nis, ENis)
)
∩
(
lim−→
n∈Z>0
HomNST(h0(P
1
η,∞+n0)Nis, ENis)
)
,
where the intersection is taken in
lim
−→
m,n∈Z>0
HomNST(h0(P
1
η, m∞+n0)Nis, ENis) ⊂ ENis(A
1
η−0) = τ!F (A
1
η−0).
We now claim that there is an exact sequence in NST:
(10.9) h0(P
1
η, m∞+ n0)Nis → h0(P
1
η,∞+ n0)Nis ⊕ h0(P
1
η, m∞)Nis
→ h0(P
1
η,∞)Nis → 0.
Indeed [14, Th.1.1] implies an isomorphism of Nisnevich sheaves on
Sm:
(10.10) h0(P
1
η,m)Nis ≃ Pic(P
1
η,m),
where m is an effective divisor on P1 and Pic(P1η,m) is the sheaf asso-
ciated to the presheaf U → Pic(P1η × U,m× U × η) (U ∈ Sm). There
is an exact sequence
(10.11) 0→ O× → O×m → Pic(P
1
η,m)→ Z→ 0,
where O×(U) = O(U × η)× and O×m(U) = O(U ×m× η)
× for U ∈ Sm.
The claim follows easily from this. By (10.10) and (10.11) we have
isomorphisms
h0(P
1
η,∞)Nis ≃ Pic(P
1
η,∞) ≃ Ztr(η).
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Thus (10.9) implies
Ker(ϕ) →֒ HomNST(Ztr(η), ENis) ≃ E(η) ≃ F (η),
which proves Lemma 10.2. 
Proof of Theorem 10.1: By Lemmas 1.27(3) and 1.29(4), aNisF hasM-
reciprocity and semipure. Hence it suffices to show aNisF is-invariant.
We start with the following.
Claim 10.3. For the generic point η of S ∈ Sm, the natural map
F (η) = FNis(η)→ FNis(×η) is an isomorphism (see Definition 1.8 for
FNis).
Proof. Consider a commutative diagram
0 // F (P1η,∞) //

F (P1η − 0,∞) //
≃

F (Oh
P1η ,0
− 0)/F (Oh
P1η ,0
)
≃

0 // FNis(P
1
η,∞) // FNis(P
1
η − 0,∞) // FNis(O
h
P1η ,0
− 0)/FNis(O
h
P1η ,0
)
The upper sequence is exact by Lemma 10.2 thanks to the assumption
that F is semipure . The lower sequence is exact: The injectivity of
the first map follows from Theorem 3.1 and the semipurity of FNis by
Lemma 1.29(3). The exactness at the middle term comes from the sheaf
property. The right (resp. middle) vertical map is an isomorphism by
an obvious reason (resp. Theorem 4.1(1)). Thus we get FNis(P
1
η,∞) ≃
F (P1η,∞) ≃ F (η) as desired. 
We now follow the argument of [11, 22.1]. ForX = (X,X∞) ∈MCor
let i∗X : aNisF (X⊗)→ aNisF (X) be the pullback along i0 : Spec(k)→
. It suffices to show the injectivity of i∗X. Letting η be the generic
point of X , it suffices to show the injectivity of the composite map
(10.12) aNisF (X⊗)→ aNisF (X)→ aNisF (η) = FNis(η) = F (η).
Recall (cf. 1.3)
aNisF (X⊗) = lim−→
Y∈Σfin↓X⊗
FNis(Y).
Writing Y = (Y , Y∞) ∈ Σ
fin ↓ X⊗, we have
Y − |Y∞| = X ×A
1 and Y×X η = (P
1
η,∞η),
where the second equality comes from the fact that any proper bira-
tional map W → P1η with W normal, is an isomorphism. Hence we
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have a commutative diagram
FNis(Y)
α //
γ

FNis(X ×A
1)
β

FNis(P
1
η,∞η) // FNis(A
1
η) .
The map α is injective since FNis is semipure by Lemma 1.29(3) and
β is injective by Theorem 3.1(2). Hence γ is injective. Note that the
composite of (10.12) and FNis(Y) → aNisF (X ⊗ ) coincides with the
composite of γ and FNis(P
1
η, ∅η)
i∗η
−→ FNis(η), which is injective by Claim
10.3. This proves the desired injectivity of ı∗X and completes the proof
of Theorem 10.1. .
11. Implications on reciprocity sheaves
In this section we prove Theorems 0.1 and 0.2. We also deduce
Voevodsky’s theorem 0.7 from Theorem 9.3. We need a preliminary.
For F ∈ RSC we have isomorphisms
(11.1) ω!aNisτ!ω
CIF
(1.4)
≃ aVNisω!τ!ω
CIF
(∗1)
≃ aVNisω!ω
CIF
(∗2)
≃ aVNisF,
where (∗1) (resp. (∗2)) follows from Lemma 1.4(1) (resp. Lemma 1.37).
Lemma 11.1. For F ∈ PST, we have τ!ω
CIF ∈MPST is -invariant
and semipure with M-reciprocity.
Proof. By Lemmas 1.16 and Definition 1.26(2), it suffices to show only
the semipurity of τ!ω
CIF , namely the injectivity of the unit map u :
τ!ω
CIF → ω∗ω!τ!ω
CIF . By Lemma 1.25 we have ωCIF = h0

ω∗F ⊂
ω∗F . Hence we have a commutative diagram
τ!ω
CIF
u //
→֒

ω∗ω!τ!ω
CIF
→֒

τ!ω
∗F
u′ // ω∗ω!τ!ω
∗F
where the vertical maps are injective thanks to the exactness of ω∗,
ω! and τ!. By Lemma 1.4 we have τ!ω
∗ ≃ ω∗ ≃ ω∗ω!τ!ω
∗ and u′ is
identified with the identity through these isomorphisms. Hence u is
injective as desired. 
Now take F ∈ RSC and put G = τ!ω
CIF . By (1.12) and (11.1) we
have natural isomorphisms (note ω! = ω!τ! by Lemma 1.4)
(11.2) F ≃ ω!G and FNis := a
V
NisF ≃ ω!aNisG.
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By Lemma 11.1 and Theorem 10.1,
(11.3)
G and aNisG are -invariant and semipure with M-reciprocity.
Hence Theorem 0.1 follows from Lemma 1.36. By (1.5) we have
(11.4) H i(XNis, (FNis)X) ≃ H
i(XNis, (aNisG)(X,∅))
and similarly for cohomology with support. Hence Theorem 0.2 follows
from Corollary 8.6 and Lemma 5.10.
Finally we deduce Theorem 0.7 from Theorem 9.3. Take F ∈ HI∩NST.
We claim
(11.5) ω∗F ∈ τCI ∩MNST .
Indeed, by Lemma 1.4(1) we have ω∗F = τ!ω
∗F and ω∗F ∈ CI by
Lemmas 1.17. Moreover F ∈ MNST by Lemma 1.10. By definition
(1.1), for X ∈ Sm, we have (ω∗F )(X,∅) = FX as sheaves on XNis, and
hence we get a commutative diagram
H i(XNis, (ω
∗F )(X,∅))
∼ //
≃

H i(XNis, FX)

H i((X ×P1)Nis, (ω
∗F )(X,∅)⊗)
∼ // H i((X ×A1)Nis, FX×A1),
where the horizontal maps are isomorphisms. The left vertical map is
an isomorphism by (11.5) and Theorem 9.3. This proves Theorem 0.7.
12. Appendix
In this section we collect some technical lemmas used in this paper.
Lemma 12.1. Let A be a local ring and S = SpecA with the closed
point s ∈ S. Let p : X → S be a proper morphism. Let Z ⊂ X be
closed subschemes.
(1) Z = ∅ if and only if Z ∩ p−1(s) = ∅.
(2) Z is finite over S if and only if Z ∩ p−1(s) is finite.
(3) Assume further that S is henselian. If Z is irreducible and
Z ∩ p−1(s) is finite, then it consists of one closed point of X.
Proof. As for (1) the only-if part is obvious. Assume Z 6= ∅. Then
p(Z) is not empty and closed in S since p is proper. Hence it contains
s, which implies Z ∩ p−1(s) 6= ∅.
As for (2) the only-if part is obvious. Assume Z ∩ p−1(s) is finite.
Put
F = {x ∈ Z| dimx(p
−1(p(x)) ∩ Z) ≥ 1}.
68 SHUJI SAITO
By Chevalley’s theorem (see [15, Th.2.1.1]), F is closed in Z so that
p(F ) is closed in S by the properness of p. Since Z ∩ p−1(s) is finite,
s 6∈ p(F ), which is absurd since S is local. (3) follows from (2) and
the fact that any finite scheme over S is the product of henselian local
schemes. 
Lemma 12.2. Let the assumption be as Lemmas 12.1 and assume S
is henselian. Assume further dim(p−1(s)) = 1. Let X ⊂ X be an open
subset such that p−1(s)∩X is dense in p−1(s). If Z ⊂ X is closed and
irreducible and Z∩p−1(s) is finite and non-empty, then Z is finite over
S and Z ∩ p−1(s) consists of one closed point of X.
Proof. Let Z ⊂ X be the closure of Z. By the assumption Z ∩ p−1(s)
is finite so that Z is finite over S and Z ∩ p−1(s) consists of one closed
point of X by Lemma 12.1(2) and (3). Since Z ∩ p−1(s) is non-empty,
we must have (Z − Z) ∩ p−1(s) = ∅. Hence Z − Z = ∅ by Lemma
12.1(1). This completes the proof. 
Lemma 12.3. Let S be either the spectrum of an infinite field or a
henselian local ring with infinite residue field. Let s ∈ S be the closed
point. Let p : X → S be smooth of relative dimension one. Let x ∈ X
be a point such that p(x) = s and k(s) ≃ k(x). Then there exists
a Nisnevich neighbourhood (X ′, x) of (X, x) and a closed immersion
X ′ →֒ ANS over S such that letting X
′
⊂ PNS be the closure of X
′,
X
′
−X ′ is finite over S.
Proof. This follows from [10, Th.10.0.1]. 
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