We realize Leavitt path algebras as partial skew group rings and give new proofs, based on partial skew group ring theory, of the CuntzKrieger uniqueness theorem and simplicity criteria for Leavitt path algebras.
Introduction
Leavitt path algebras were introduced by Abrams and Aranda Pino as a generalization of Leavitt algebras and as algebraic analogues of Cuntz-Krieger C*-algebras (see [1, 2, 9] ). Ever since their introduction, Leavitt path algebras kept growing in importance, as researchers characterized their properties (such as simplicity, finite dimensionality, locally finiteness, etc.) in terms of intrinsic properties of the underlying graph, (see [3, 4, 5, 19] ), and studied their relations with other fields of mathematics, as for example operator algebras theory (see [21] ).
It is our intention to connect the theory of Leavitt path algebras with another key concept arising from operator algebras theory, namely, partial skew group rings (or just skew group rings, depending on the literature, see [6, 10, 16] ).
Partial skew group rings (as we will call it) were introduced by Exel and Dokuchaev in [10] as algebraic analogues of C* partial crossed products. The later algebras proved to be a powerful tool in the study of operator algebras, (see [11, 12, 13, 20] ) and so it is important to realize C*-algebras as partial crossed products (see [8, 14] for example), as one can then benefit from the established theory about partial crossed products.
The goal of our paper is to allow the theory of Leavitt path algebras to benefit from the theory of partial skew group rings and vice versa.
For this we realize Leavitt path algebras as partial skew group rings (section 3) and, to illustrate how this interaction can be fruitful, in section 4 we provide new proofs of the Cuntz-Krieger uniqueness theorem and the simplicity criteria for Leavitt Path Algebras (originally proved in [1, 21] ). We remark that the proofs we provide for these results rely only on the theory of partial skew group rings. Furthermore, from the partial skew group ring point of view, the simplicity criteria for Leavitt path algebras can be seen as an analogue for the simplicity criteria for certain partial crossed products described in [15] (but the results in [15] are more general, so, to our knowledge, a full algebraic analogue has not been discovered yet).
To define the relevant partial skew group ring we need first to define the appropriate partial action. We do this in section 2 below.
The partial action
In this section we associate to a graph a partial action of the free group on the edges of the graph. For the definition of partial actions and partial skew group rings we refer the reader to [10] .
Let E = (E 0 , E 1 , r, s) be a directed graph. We denote the set of all finite paths in E by W , and the set of all infinite paths in E by W ∞ . In symbols we have:
.., n − 1} and
Notice that W (W ∞ ) is a subset of the set of all finite (infinite) words in the alphabet E 1 .
As usual, we extend the range and source maps to
We say that a path ξ = ξ 1 . . . ξ n is the beginning of the path η = η 1 . . . η m if m ≥ n and ξ i = η i for i = 1, .., n.
Our goal is to define a partial action associated to the free group, F, generated by E 1 . The first obstacle we have to overcome is to decide over which set F should act. Studying similar problems in C*-algebra theory (see for example [18] ) we notice that the best candidate of this set is the spectrum of the algebra, and this leads us to define:
The next task in our hands is to define the subsets X c , c ∈ F. For this, notice that we can see W as a subset of F, and define:
• X 0 := X, where 0 is the neutral element of F.
• X a := {ξ ∈ X : ξ 1 ξ 2 ...ξ |a| = a}, for all a ∈ W , where |a| denotes the length of a, that is, if a = a 1 ...a n , then |a| = n.
• X ab −1 := {ξ ∈ X : ξ 1 ξ 2 ...ξ |a| = a} = X a , for ab −1 ∈ F with a, b ∈ W , r(a) = r(b) and ab −1 in its reduced form (that is,
• X c := ∅, for all other c ∈ F. For future reference we describe below some of the relations between the sets X c , c ∈ F, defined above and their relations with sets of the form X v = {ξ ∈ X : s(ξ) = v}, v ∈ E 0 . (Notice that since s(v) = v, then v ∈ X v if and only if v is a sink, and in this case,
Lemma 2.2 Let a, c ∈ W , b, d ∈ W ∪ {0} and v ∈ E 0 . Then:
(supposing r(a) = r(b) and r(c) = r(d)).
Proof: These properties follow straightforward from the definitions of the sets.
The last thing we need to define, to obtain a partial action of F on X, are the bijective maps θ c : X c −1 → X c , for c ∈ F such that X c −1 = ∅, that is, for c of the form c = ab −1 , with a, b ∈ W ∪ {0}.
As required by the notion of a partial action we define θ 0 : X 0 → X 0 as the identity map. For b ∈ W , we define θ b :
and we are assuming above that br(b) = b.
It is not hard to see that θ b is bijective, with inverse θ b −1 :
Now, for a, b ∈ W with r(a) = r(b) and a |a| = b |b| we define θ ab −1 : X ba −1 → X ab −1 as the "erase b and add a" map, that is,
Again, it is not hard to see that θ ab −1 is bijective with inverse
We have now defined all the necessary ingredients for a partial action of sets in X. We leave to the reader the standard verification that {{X c } c∈F , {θ c } c∈F } satisfy the axioms of a partial action of sets as defined in [10] .
The reader might be wandering how the above partial action relate with our work, since our aim is to realize the Leavitt path algebra of a graph as a partial skew group ring and so far we only have a partial action on the set level. In the remainder of this section we show how the set partial action defined above induces a partial action in the algebra level (for more details about the relations between partial actions on sets and partial actions of algebras see [7] ).
Let F (X) be the K-algebra of the functions from X to K with pointwise multiplication. For each c ∈ F, with X c = ∅, let F (X c ) be the K-algebra of functions from X c to K. Note that F (X c ) may be identified with the subset of the functions in F (X) that vanishes outside of X c . For c ∈ F, with X c = ∅, let F (X c ) be the subset of
an ideal of the K-algebra F (X).
, which is an K-isomorphism. One can now check that the family {{α c } c∈F , {F (X c )} c∈F } is a partial action of F on F (X) (analogous verifications are done in [7] for a similar case).
Even though we have obtained a partial action in the algebra level, the associated partial skew group ring is too "large" for our purposes. To obtain the Leavitt path algebra we need to make our algebra "smaller". We do this by choosing appropriate functions in
, that is, by letting the ideals in the definition of the partial action to be the linear span of some characteristic functions. We make this precise below.
For each c ∈ F, let 1 c be the characteristic function of the set X c ,
2. For a ∈ W and b ∈ W ∪ {0}, it holds that
0, otherwise
Proof: This lemma is essentially a consequence of the definitions of X p and lemma 2.2. We exemplify the techniques involved by giving the proof of the first statement when p = ba −1 and q = cd −1 , with a, c ∈ W , b, d ∈ W and with r(a) = r(b) and r(c) = r(d).
So, first suppose c = at, with t ∈ W ∪ {0}. Then, for all ξ ∈ X,
Proceeding analogously we have that the first statement of the lemma is also valid if a = ct for some t ∈ W . Finally, if a = ct, for all t ∈ W and c = at, for all t ∈ W , then 1 ab −1 1 cd −1 = 0 by lemma 2.2 and 1 ba −1 cd −1 = 0 by definition, and so the desired equality also holds. The other possibilities for p, q ∈ F are handled in a similar way and we ommit the proof in this cases.
As for the second statement of the lemma, this is a straightforward consequence of items 4. and 5. of lemma 2.2.
We can now define the partial action which induces the partial skew group ring that is isomorphic to the Leavitt path algebra.
(where span means the K-linear span) and, for each p ∈ F \ {0}, let
By lemma 2.2, D(X) and D p are K-algebras, and moreover,
consider, for each p ∈ F, the restriction of α p to D p −1 . Notice that
This way a partial action, in the sense of [10] , is obtained, namely,
Let D(X) ⋊ α F be the partial skew group ring associated to it.
Remark 2.4 Notice that, by lemma 2.3, the action α is independent of the action θ when restricted to the ideals D p . So any set level partial action that implements an isomorphic correspondence between the sets X c , c ∈ F, and respects the correspondence between these sets given by θ, will induce the same partial action {{α p } p∈F , {D p } p∈F } in the algebra level.
The Leavitt path algebra and skew group rings
In this section we will show that, given a graph, the associated Leavitt path algebra is isomorphic to the partial skew group ring defined above.
For the reader´s convenience, we first recall the definition of Leavitt path algebras. More details can be found in [1, 17] .
Definition 3.1 Let E be a directed graph, and K be a field. The
Leavitt path algebra of E with coefficients in K, denoted by L K (E), is the universal K-algebra generated by a set {v : v ∈ E 0 }, of pairwise orthogonal idempotents, together with a set {e, e * : e ∈ E 1 } of elements satisfying:
1. s(e)e = er(e) = e for all e ∈ E 1 , 2. r(e)e * = e * s(e) = e * for all e ∈ E 1 , 3. for all e, f ∈ E 1 , e * f = 0 if e = f and e * e = r(e).
ee * for every vertex v with 0 < #{e : s(e) = v} < ∞.
on D(X)⋊ α F, such that ϕ(e) = 1 e δ e , ϕ(e * ) = 1 e −1 δ e −1 , for all e ∈ E 1 , and
Proof: Consider the sets {1 e δ e , 1 e −1 δ e −1 : e ∈ E 1 } and
We will show that these sets satisfy the relations defining the Leavitt path algebra and then use the universal property of L K (E) to obtain the desired homomorphism.
First notice that, for each e ∈ E 1 , 1 s(e) δ 0 1 e δ e = 1 s(e) 1 e δ e . By lemma 2.2, 1 s(e) 1 e = 1 e , and so 1 s(e) 1 e δ e = 1 e δ e . Also, 1 e δ e 1 r(e) δ 0 = α e (α e −1 (1 e )1 r(e) )δ e = α e (1 e −1 1 r(e) )δ e . By lemma 2.3, α e (1 e −1 1 r(e) ) = 1 e , and so 1 e δ e 1 r(e) δ 0 = 1 e δ e as desired.
Relation two in the definition of the Leavitt algebra follows analogously to what is done above. Next we prove condition three.
(1 e 1 f )δ e −1 f . By lemma 2.2, if e = f then 1 e 1 f = 0 and hence 1 e −1 δ e −1 1 f δ f = 0. Also, by lemma 2.2, if e = f then 1 e 1 f = 1 e and hence 1 e −1 δ e −1 1 f δ f = α e −1 (1 e )δ 0 = 1 e −1 δ 0 . Since 1 e −1 = 1 r (e), (again by lemma 2.2), it follows that 1 e −1 δ e −1 1 e δ e = 1 r (e)δ 0 .
For the last relation, let v ∈ E 0 such that 0 < #{e ∈ E 1 : s(e) = So, {1 e δ e , 1 e −1 δ e −1 : e ∈ E 1 } and {1 v δ 0 : v ∈ E 0 } satisfy conditions 1 to 4 of the definition of the Leavitt path algebra and hence, by the universal property, there exists a homomorphism ϕ :
Our next step is to show that the homomorphism ϕ introduced above is bijective. To show that ϕ is injective we will use the Graded Uniqueness Theorem of [21] , but in order to do so we first need to define a Z-grading for D(X) ⋊ α F. We do this below. 
duced in the previous proposition is a K-isomorphism.
Proof: First we show that ϕ is injective. By the graded uniqueness theorem of [21] all we need to do is show that ϕ is a graded ring homomorphism such that ϕ(v) = 0, for all v ∈ E 0 . Recall, from [21] , that the Leavitt path algebra L K (E) has a Z-grading {R z } ∈Z , where R z := span{ab * : a, b ∈ W ∪ E 0 , |a| − |b| = z}, and we assume that D(X) ⋊ α F has a grading as defined above. Now, for each ab * ∈ R z , with a, b ∈ W ∪ {E 0 }, by the definition of ϕ, we have that ϕ(ab * ) ∈ D ab −1 δ ab −1 , and since |ab −1 | = |a| − |b| = z then D ab −1 δ ab −1 ⊆ A z and hence ϕ(R z ) ⊆ A z . Moreover, ϕ(v) = 1 v δ 0 = 0 because X v = ∅ for each v ∈ E 0 . So, using the graded uniqueness theorem, we conclude that ϕ is injective.
Before we prove that ϕ is surjective we prove the following claim.
Claim: For each a ∈ W , ϕ(a) = 1 a δ a and ϕ(a * ) = 1 a −1 δ a −1 .
Moreover, for each a, b ∈ W with a |a| = b |b| and r(a) = r(b), ϕ(ab * ) = 1 ab −1 δ ab −1 . Hence, for each p ∈ F \ {0}, 1 p δ p belongs to Im(ϕ).
Let a = a 1 ...a n ∈ W . If n = 1 then ϕ(a) = 1 a δ a by the definition of ϕ. Suppose n ≥ 2 and ϕ(a 2 ...a n ) = 1 a 2 ...an δ a 2 ...an . Then
where we used lemma 2.3 to obtain the second to last equality.
In a similar way it follows that ϕ(a * ) = 1 a −1 δ a −1 .
For a, b ∈ W with r(a) = r(b) and a |a| = b |b| , we have that
where we again made use of lemma 2.3 to obtain the second to last equality.
This concludes the proof of the claim.
We can now prove that ϕ is surjective, and for this it is enough to show that D p δ p ∈ Im(ϕ) for each p ∈ F.
First we show that D 0 δ 0 ∈ Im(ϕ). By linearity, it is enough to show that 1 v δ 0 ∈ Im(ϕ) and, for each p ∈ F \ {0}, 1 p δ 0 ∈ Im(ϕ).
We already know that 1 v δ 0 = ϕ(v). So, let p ∈ F \ {0}. Notice that 1 p δ 0 = 1 p δ p 1 p −1 δ p −1 and since 1 p δ p and 1 p −1 δ p −1 ∈ Im(ϕ), we conclude that 1 p δ 0 ∈ Im(ϕ).
To check that D p δ p ∈ Im(ϕ) it is enough to show, by linearity, that
But this is straightforward since 1 p 1 q δ q = 1 p δ 0 1 q δ q and we already have that 1 p δ 0 ∈ Im(ϕ) and
We conclude that ϕ is surjective as desired. Proof: Suppose first that there exists N ∈ N such that
Let m be the greatest natural number that such that
Following the definition of the sets X ab −1 , we have that
where the above disjoint union is taken over all t ∈ W such that s(t) = r(b) and |t| = |b| or s(t) = r(b), |t| < |b| and r(t) is a sink. 
and so
Theorem 4.2 Let E be a graph which satisfies the condition (L). If
Proof: Let I be a non-zero ideal in D(X) ⋊ α F and x a non-zero element of I. The proof we present below consists mostly of multiplying x by appropriate elements of D(X) ⋊ α F, so that eventually we obtain a new non-zero element in I ∩ D(X). In order to keep the proof organized we divide it in four steps.
Step 1: There exists a non-zero element in I of the form
where c i ∈ W ∪ {0}, and c i = c j for each i = j.
Let x ∈ I, x = 0. Then x is a finite sum of the form and so step 1 is proved.
Step 2: There exists a non-zero element in I of the form x = 
where y c i = x c i 1 cn , for each i.
For one more reduction, we let w = r(c n ) and multiply y on the right by 1 w δ 0 to obtain
which, taking into consideration that α c Step 3:
x c i δ c i , with x cn = 0, be a non-zero element of I as described in step 2. Then there exists a non-zero given by
where
Notice that z c 0 = 0, since 1 b m 1 b m−1 t 1 ...t k = 0 and
Furthermore, z is a non-zero element, since
To obtain the desired element we have to "pull" a non-zero element of z to the zero fiber (as done in Step 2). To do so, let c be the element with the smallest length among the c i´s corresponding to non-zero Step 4: Proof of the theorem.
Let x be a non-zero element of I as in step 2, that is,
x c i δ c i . If x c i = 0 for each i then the theorem follows imediatily.
If x c i = 0, for some i, then the theorem follows by finitely many applications of step 3.
We are now ready to prove the Cuntz-Krieger Uniqueness theorem, which will follow as a direct corollary of the result below. Recall that we can write X v as With this in mind, we obtain that Remark 4.5 The above theorem was first proved (via a different approach) in [21] .
Our final goal is to present a new proof for the simplicity criteria for Leavitt path algebras. For the reader convinience we recall the definition of hereditary and saturated subsets of E 0 below. Definition 4.6 1. A subset H ⊆ E 0 is said to be hereditary if for each v ∈ H such that v = s(e), for some e ∈ E 1 , we have that r(e) ∈ H.
2.
A subset H ⊆ E 0 is called saturated if whenever v ∈ E 0 is such that 0 < |s −1 (v)| < ∞, then {r(e) : e ∈ E 1 and s(e) = v} ⊆ H implies v ∈ H.
Let I be an ideal in D(X)⋊ α F and define H I = {v ∈ E 0 : 1 v δ 0 ∈ I}. Proof: First we prove that H I is hereditary. For this, suppose that v = s(e) ∈ H I . Notice that since 1 s(e) δ 0 ∈ I we have that 1 e δ e = 1 s(e) δ 0 · 1 e δ e ∈ I and so 1 e −1 δ 0 = 1 e −1 δ e −1 · 1 e δ e ∈ I. We conclude that 1 r(e) δ 0 ∈ I (since 1 r(e) = 1 e −1 ) and hence r(e) ∈ H I as desired. Now we prove that H I is saturated. Let v ∈ E 0 be such that 0 < |s −1 (v)| < ∞ and suppose {r(e) : e ∈ E 1 and s(e) = v} ⊆ H I .
Let e ∈ E 1 be such that s(e) = v. Since r(e) ∈ H I we have that So, let p ∈ F \ {0}, q ∈ F, and let v ∈ E 0 be such that 1 v 1 p = 1 p .
Then 1 p 1 q δ q = 1 v δ 0 · 1 p 1 q δ q ∈ I and, since I is an ideal, it follows that D p δ p ⊆ I for all p ∈ F, and hence D(X) ⋊ α F ⊆ I.
