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Abstract—Naturalistic driving studies seek to perform the
observations of human driver behavior in the variety of en-
vironmental conditions necessary to analyze, understand and
predict that behavior using statistical and physical models. The
second Strategic Highway Research Program (SHRP 2) funds
a number of transportation safety-related projects including its
primary effort, the Naturalistic Driving Study (NDS), and an
effort supplementary to the NDS, the Roadway Information
Database (RID). This work seeks to expand the range of
answerable research questions that researchers might pose to
the NDS and RID databases. Specifically, we present the SHRP
2 NDS Video Analytics (SNVA) software application, which
extracts information from NDS-instrumented vehicles’ forward-
facing camera footage and efficiently integrates that information
into the RID, tying the video content to geolocations and other
trip attributes. Of particular interest to researchers and other
stakeholders is the integration of work zone, traffic signal state
and weather information. The version of SNVA introduced in
this paper focuses on work zone detection, the highest priority.
The ability to automate the discovery and cataloging of this
information, and to do so quickly, is especially important given
the two petabyte (2PB) size of the NDS video data set.
I. INTRODUCTION
Since the inception of SHRP 2, the presence or absence of
work zones in a given NDS trip has been a desired piece of
information. Prior efforts to conflate work zone occurrences
with roadway information in the RID were not successful
because they depended on 511 data provided by participating
states. 511 data is only sparsely informative, indicating what
segments of what highways had construction planned within
a given time period. Whether actual construction equipment
was present on the particular segment of highway over which
a volunteer driver drove and at the time he or she drove is not
an answerable question. In some cases, researchers have used
511 data to identify trips and their accompanying videos that
supposedly contained a work zone, only to find themselves
manually skimming through videos, sometimes finding what
they were looking for and other times not [1]. Further, one
of the six participating states did not manage to supply 511-
level data about work zones, making extraction of events from
video the only option for those trips. This paper presents the
SHRP 2 NDS Video Analytics (SNVA) software application,
which aims to perform a complete and accurate accounting of
work zone occurrences in the NDS video data set. To achieve
this, SNVA combines a video decoder based on FFmpeg, an
image scene classifier based on TensorFlow, and algorithms
for reading timestamps off of video frames, for identifying the
start and end timestamps of detected work zone events, and for
exporting those events as records in CSV files. We organize
the presentation of SNVA as follows: Section II discusses the
motivations and methods behind our choice of deep learning
framework and models; section III details our approach to
the joint development of the work zone detection model and
the data set used to train it; and section IV describes our
choice of hardware and software components, and highlights
efforts made to optimize the video processing pipeline. In
section V we present the expected future directions of SNVA
development, and we conclude the paper in section VI.
II. DEEP LEARNING FRAMEWORK AND ARCHITECTURE
SELECTION
A. Deep Learning Framework Selection
At the instantiation of the SNVA project, TensorFlow (TF)
[2] was identified as the deep learning framework most likely
to contribute the most to the project’s success. We based
this decision on two main factors. First, the apparent level
of development and maintenance support as indicated by 1)
the framework’s popularity within machine learning research
and practitioner communities as an open source tool, and 2)
the framework’s use in large-scale software applications by its
creator Google. And second, the high-level API TensorFlow-
Slim (TF-Slim), which was observed to include 1) useful
demonstration code that could accelerate the team’s learning
and use of the framework, and 2) implementations of many
CNN architectures accompanied by weights and biases pre-
trained on ImageNet [3] for use in transfer learning [4].
B. CNN Architecture Selection
Convolutional neural networks (CNNs) have a widely
demonstrated ability to apply to one task the weights and
biases that were optimized for application to a different task.
This is particularly true for tasks involving natural images such
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Fig. 1. (a) The left frame is eligible for inclusion in the training set, but
its successor is distorted and would thus be excluded from consideration. (b)
Both the left and right frames’ entire source videos would be excluded from
training and validation sets. (c) Although the camera’s focus is on the rain
drops on the windshield, leaving the background blurry, this frame would be
included in the training set with a label of warning sign because the signs are
sufficiently close to the vehicle to not be mistaken for background objects.
The same signs at a slightly greater distance would easily not qualify. (d) This
frame is also blurry because the camera is focused on a foreground object,
but it would be included in the training set with a label of not work zone
because it is obvious that no work zone equipment is present in the scene.
as those found in SHRP 2 NDS video data. Confident that an
off-the-shelf CNN would prove suitable for the scene detection
task, we set out to compare seven architectures for their in-
sample test performance, inference speed and GPU utiliza-
tion: InceptionV3 [5], InceptionResnetV2 [6], MobilenetV1
[7], MobilenetV2 [8], NASNet-Mobile [9], ResnetV2-50 and
ResnetV2-101 [10].
1) Validation Metric Selection: In order to compare models
learned using different architectures against one another during
testing, and also against themselves during training for the
purpose of early stopping, a validation metric is required. One
simple and popular metric is accuracy: the ratio of correctly
classified samples to the total number of samples. If we assume
that class representation in the training and target data sets
is imbalanced (e.g. the ratio of work zone scenes to non-
work zone scenes is very low), then accuracy becomes an
unreasonable metric. In a pathological example, if the ratio of
work zone to non-work zone samples were 1:19, then a model
could assign 100% of test set samples to the not-work zone
class and be 95% accurate in spite of not detecting a single
work zone. With this in mind, we extended the TF-Slim demo
code, which originally only measured accuracy, to add the
following performance measures: precision, recall, F1, F0.5,
F2, true and false positives and negatives, and total misclassi-
fications. While all of the aforementioned metrics were used
to develop an intuition about each model’s performance, F0.5
was ultimately chosen as our single target measure. Recall that
F -measures integrate precision and recall into a single metric,
which is convenient when both measures are valuable. In the
Fβ formulation of the F -measure, setting β < 1, β > 1, or
β = 1 assigns more weight to precision, more weight to recall,
or equal weight to precision and recall, respectively. In our use
case, it is more important that the scene detector be correct
when is claims to have discovered a work zone than to discover
all existing work zones. We assume that the NDS data set is
sufficiently large that some detections can be sacrificed for
the benefit of relieving researchers of time wasted skimming
through video clips that do not contain work zones. And so,
we set β = 0.5.
2) Qualitative Filtering of Troublesome Samples: The qual-
ity of SHRP 2 video data can vary on a number of di-
mensions. Camera or other hardware malfunctions can lead
to discontinuities in video frames, completely noisy frames,
completely black frames, frames in which the scene is rotated
or frames that are out of focus, as illustrated in Figure 1. Work
zone scene features of interest may be too distant to label
confidently. Rain and other environmental impacts on vehicle
windshields may distort features of interest, making them look
identical to features normally observed in background scenes.
In some cases we were required to exclude entire videos from
consideration, but in most cases a few frames here and there
were set aside. Only frames that could be labeled without
hesitation were included in the data set, with the hope that
the absence of excluded frames during training would lead the
model to classify frames similar to them with low confidence
at test time. If the assumption were to hold, a smoothing
algorithm could be applied to perturb low confidence frames to
match the class of their highly confident neighbors, potentially
correcting misclassifications caused by the very exclusion of
such frames during training. This exact behavior was observed
in a handful of randomly sampled outputs during the testing
of the SNVA application.
3) Transfer Learning using Weights and Biases Pre-trained
on ImageNet: Conscious of the seemingly infinitesimally
small amount of training data available to us, we only con-
sidered CNN architectures for which weights and biases pre-
trained on the ImageNet 2012 Large Scale Visual Recognition
Challenge data set [3] were available for download. The trans-
ferring of such weights and biases from one task to another
has been demonstrated to aid in prediction tasks across a wide
range of applications and scientific disciplines, particularly
when the number of training samples is very low [11]. We
compared training time and out-of-sample test performance
for several CNNs initialized using random weights versus pre-
trained weights and found that all showed better performance
in both cases when weights were transferred. For the CNN
competition and for further development of the selected archi-
tectures, the two-phase strategy for transfer learning presented
by the TF-Slim authors was adopted [12], with the additional
touch of keeping a few of the earliest layers frozen during
fine-tuning as advised in [4].
4) CNN Competition and Results: The objective of the
CNN selection competition was to identify the single best
candidate for inclusion in the final application. Architectures
were compared using in-sample F0.5 scores, inference speed in
frames per second, and GPU core and memory utilization. In
our experiments, we identified MobilenetV2 as the most suit-
able candidate because of its combination of highest inference
speed, lowest memory consumption, and relatively high F0.5
measure. The low memory consumption is of particular value
because it permits either a large batch size or the concurrent
assignment of multiple video processors to a single GPU. The
competition results for all CNNs is presented in Table I.
TABLE I
CNN ARCHITECTURE PERFORMANCE COMPARISON
F0.5 FPS GPU GPUMem BatchSz Steps
IV3 0.971 783 96% 8031MB 32 47.4K
IRV2 0.957 323 96% 7547MB 64 41.9K
MV1 0.960 1607 91% 8557MB 32 45.7K
MV2 0.968 1615 94% 2413MB 32 45.5K
NM 0.964 1211 98% 2459MB 128 45.8K
RV2-50 0.972 1000 98% 8543MB 64 46.7K
RV2-101 0.931 645 98% 8543MB 128 46.4K
III. DATA SET CONSTRUCTION AND MODEL
DEVELOPMENT
In this section, we describe the methods used to jointly
develop the selected model defined in the previous section
together with the data set used to train, validate and test that
model. Specifically, we discuss the processes by which we 1)
determined what sources of data should contribute to data set
construction, 2) defined a policy for excluding ”unreasonable”
data samples, 3) selected the CNN architectures that would
compete for use in the final version of SNVA and the deep
learning framework in which those architectures would be im-
plemented, and 4) jointly developed the selected and training
set.
A. Data Source Selection
Because the SHRP 2 NDS video data was collected using
homogeneously instrumented vehicles, we expected the SNVA
application to target videos that were consistent in quality and
characteristics (e.g. resolution, camera focal length and other
intrinsic properties, et cetera). In turn, we limited our sources
for data set construction to the NDS videos themselves,
assuming that images from publicly available data sets that
happened to contain construction features would be too out-
of-sample to be useful in classifying the target distribution of
scenes.
A total of 1344 videos containing 31,535,862 frames were
made available for use as sources for data set construction,
including training, validation and test subsets. By manual
inspection, the videos were observed to contain a variety of
environmental scenes and features such as light and heavy
rain, snow and fog, sunlight in front of, above and behind the
subject vehicle, dusk, dawn and nighttime scenes, and highway
and city scenes. This variety gave us confidence that our data
source scene distribution was representative of the target scene
distribution, in spite of constituting less than 0.0001 percent
(a) (b)
(c) (d)
Fig. 2. A variety of environmental conditions were present in the small
subset of videos use for model development. (a) Clear-skied daytime with the
sun behind the camera. (b) Nighttime with the subject vehicle’s headlights
illuminating construction drums. (c) Rainy daytime with the camera correctly
focused on distant objects. (d) Dusk with the sun in front of the camera.
of the estimated total number of frames in the target data set.
Examples of the variety of scenes are presented in Figure 2.
B. Active Learning via Uncertainty Sampling
Active learning is a set of semi-supervised techniques used
to reduce the cost of machine learning model development.
While there exist many varieties of active learning, all share
the common objective of minimizing the number of training
samples that require hand-labeling by a human, while still
producing a model that meets inference performance require-
ments. For our purposes, we adopt a simple and commonly
used method based on uncertainty sampling [13]. In this
approach, a model is initially trained on a small hand-labeled
training set of ”seed” samples, then used predict the classes
of the remaining unlabeled samples. Samples for which the
model is most uncertain in its label prediction (e.g. for which
the probability distribution over classes is closest to uniform)
are assumed to be the most informative to the model and are
selected for inclusion in the next round of training, followed
again by inference. This procedure is repeated until either 1)
financial or human capital is exhausted, or 2) the model’s
performance converges (e.g. its lowest confidence prediction
is above some desired threshold, or the number of uncertain
samples per round stops decreasing). One can think of these
most uncertain samples as being most informative to the model
because their inclusion in the next round of training would
adjust the model’s decision boundaries the most. Seen from
another perspective, if a model is confident in its prediction
of an unlabeled sample’s class, then adding that example to
the training set will not contribute to improving the model’s
performance (assuming the prediction is correct) because it
would not likely adjust the model’s decision boundaries.
Of course, when the model makes highly confident predic-
tions about the wrong class, then it would be beneficial to
include the affected samples in the next round of training.
This point raises a dilemma; the only way to observe these
misclassifications is to inspect all predictions and not just the
uncertain ones, which negates the premise of active learning
entirely. The resolution to this dilemma is another assumption;
that if we focus on hand-labeling only the uncertain samples,
eventually the model will learn enough from them that it
will either 1) correct its highly confident misclassifications
or 2) decrease its confidence in the wrong class enough so
that a human ends up labeling the sample directly as part of
the routine active learning process. This second behavior was
observed during our labeling effort, but not rigorously studied.
There remains a question of what probability threshold
should mark the boundary between certain and uncertain class
predictions. To begin to develop an answer, consider that in
the most extreme case, no matter how many classes exist
in a given classification problem, no more than one class
can have a confidence greater than 0.5. Thus, one of the
uncertainty boundaries should be 0.5. Anything below this is
definitely in need of a human-assigned label. For the upper
bound, above which the model is considered certain in its
prediction, the closer that threshold is to 0.5 or 1.0, the
lower or higher the number of examples proposed for hand-
labeling will be, respectively. In the absence of any analytic
method for determining the value of the upper threshold,
we take a stratified approach and define five ranges (above
0.5) within which data points may be binned: (0.5, 0.6],
(0.6, 0.7], (0.7, 0.8], (0.8, 0.9] and (0.9, 1.0]. Following this
approach, the amount of effort devoted to hand-labeling can
be determined dynamically as a function of the number of
samples in each bin. At a minimum, every sample in the [0.0,
0.5] is automatically labeled. The decision to hand-label points
in the next higher bin can be made one step at a time. In
our application of this strategy, we started with a seed set
of 100,000 frames selected from eight videos. After the first
round of training and inference over unlabeled samples, we
selected an additional 350 from our total of 1314 videos to
serve as sources for data set construction. Among these 350
videos, 50,000 frames were binned in the range [0.0, 0.5] and
we selected those for labeling. For the second round, we were
able to expand the range to include (0.5, 0.6] as only 30,000
were contained therein. We are at the time of this writing
continuing to increase the training set size and improve the
model while beta versions of the SNVA application are being
tested in the deployment environment at VTTI.
Active learning is particularly attractive for our use case
and critical to our success for two reasons. First, because
work zone features are expected to occur in the target data
set relatively infrequently, a simple uniform random sampling
of video frames for inclusion in the training set would likely
1) ignore useful work zone-containing frames, and 2) result
in time wasted labeling frames with redundant information
content. Second, because the number of available unlabeled
frames approaches 225, discovering all work zone-containing
frames by exhaustively skimming through videos is not feasi-
ble.
IV. SNVA APPLICATION DESIGN AND DEVELOPMENT
A. Core Software Components
1) TensorFlow and the TF-Slim Image Classification Model
Library: The TensorFlow framework, together with the com-
munities internal and external to Google that support it, are
the primary enabler of this work. The public availability of
quality demonstration code by way of the TF-Slim image
classification library [12] accelerated experimentation with
and development of neural network models substantially. In
addition to pre-trained models, the library included Python
scripts for the training and evaluation of models, the creation
of TFRecord-based datasets, and the conversion of large
model checkpoint files into compact, constant operation-only
protobuf files that are optimized for inference. We were able to
easily extend the code to support project-specific needs such
as:
1) the incremental training data set construction method
used in active learning,
2) the augmentation of existing architecture implementa-
tions to support the NCHW format,
3) the addition of command-line parameters to make the
running of multiple training and evaluation scripts con-
currently across multiple GPUs and CPUs convenient,
and
4) the addition of channel-wise standardization based on
data set-level statistics as an optional preprocessing
function.
Another surprisingly useful component of the TF ecosystem
was Tensorboard, a visualization tool that helped us monitor
training and evaluation, compare the performance of various
architectures during the competition mentioned in section II,
and study and understand the structure and running state of
TF-Slim models.
2) The FFmpeg Video/Audio Conversion Program: The
decoding of the MPEG-4 formatted videos into raw bytes
for ingestion by analyzers was performed using FFmpeg. The
program was also used to extract individual frames from
videos and save them to disk for use in model development.
3) The Numpy Scientific Computation Library: The Numpy
scientific computation library was exercised heavily in the
algorithms that process video frame timestamps and that apply
weighted averaging to smooth class probability distributions
output by SNVA’s models. The library’s support for broadcast-
ing and vectorization sped up operations noticeably when used
in place of the naive/intuitive implementations that preceded
them.
4) The Python Programming Lanugage: The SNVA appli-
cation was implemented entirely in Python, making it easy
to integrate the software components used. TF’s model devel-
opment API is written in Python, and the FFmpeg binary is
easily invoked and interacted with using Python’s subprocess
module. Given Python’s popularity in the data science com-
munity, we expect its use to help make this project accessible
to would-be beneficiaries inside and outside of the authors’
affiliated organizations.
Algorithm 1 ConvertTimestampImagesToStrings(T, h, w)
1: l← LEN(T )
2: n← w ÷ h
3: M ← GETTIMESTAMPDIGITMASKARRAY()
4: M ← TILE(M,n)
5: M ← TRANSPOSE(M, (0, 2, 1))
6: M ← RESHAPE(M, (l, n, h, h))
7: T ← BINARIZETIMESTAMPIMAGES(T )
8: T ← RESHAPE(T, (l, n, h, h))
9: T ← EXPANDDIMS(T, 1)
10: E ← EQUAL(T,M)
11: A← ALL(E, (3, 4))
12: F,D, P ← NONZERO(A)
13: Fu, F
c
u ← UNIQUEWITHCOUNTS(F )
14: Cu, C
i
u, C
c
u ← UNIQUEWITHINDICESANDCOUNTS(F cu)
15: s← SUM(Ccu)
16: if s 6= l then
17: raise TIMESTAMPDETECTIONCOUNTERROR()
18: for i = 1 to LEN(Ciu)− 1 do
19: if Ciu[i] < Ciu[i− 1] then
20: raise NONDECREASINGTIMESTAMPLENERROR()
21: D ← ASTYPE(D,UNICODETYPE)
22: S ← NDARRAY(l, INTEGERTYPE)
23: ir ← 0
24: for i = 0 to LEN(Cu)− 1 do
25: cu ← Cu[i] . length of each timestamp in batch j
26: ccu ← Ccu[i] . number of cu-length timestamps
27: nrl ← cu × ccu . total digits spanning ccu timestamps
28: il ← ir . left index into cu-length timestamps in D
29: ir ← il + nrl . right index into timestamps in D
30: P rl ← P [il : ir] . timestamp-grouped digit positions
31: P rl ← RESHAPE(P rl , (ccu, cu)) . timestamp-wise P rl
32: P rl ← ARGSORT(P rl ) . order positions increasingly
33: O ← ARANGE(0, nrl , cu) . define index offsets...
34: O ← EXPANDDIMS(O, 1) . ...into D for batch j
35: P rl ← ADD(O,P rl ) . shift indices P rl by offsets O
36: Drl ← Drl [il : ir][P rl ] . ordered cu-length timestamps
37: ciu ← Ciu[i] . first cu-length timestamp index into Drl
38: for j = ciu to ciu + ccu do . concatenate cu digits...
39: S[j]← JOIN(Drl [j − ciu]) . ...into one string
40: return S
B. Video Frame Timestamp Extraction
The SHRP 2 videos are one type of what is referred to
as supplemental data. Supplemental data are stored on file
systems and not directly integrated into the RID. To integrate
information derived from these raw data into the RID, a
process named conflation with a geospatial database named
the Linear Referencing System (LRS) has been defined. To
conflate work zone scene detections, allowing them to be
localized using existing GPS information for a given trip, the
beginning and end timestamps of detected scenes needed to be
identified. Because the RID did not already contain a mapping
from frame numbers to timestamps for every video, the only
way to temporally localize work zone scenes in videos was to
directly extract the digital timestamps graphically overlaid on
video frames.
A pseudocode for the algorithm that performs this extraction
is outlined in Algorithm 1: Lines 1 and 2 define the number
of timestamps, l, and the maximum number of digits per
timestamp, n, in the input array of timestamps, T . n is given by
the ratio of the maximum timestamp width, w, and timestamp
height, h, because each timestamp digit image is 16 × 16
pixels square. Lines 3 through 6 define M to be an array
of binary image masks representing the ten Arabic numerals,
and then prepare M to be compared for equality against each
digit of each timestamp. The three color channels in T ’s third
dimension are collapsed into one grayscale channel and then
converted to binary black and white to match the format of
M in line 7. In lines 8 and 9, T is reshaped to match the
dimensions of M . Lines 10 and 11 test each digit in each
timestamp for equality with all ten Arabic numeral masks
and produce a 3D array of shape l × 10 × n, where one
truth value exists for each numeral. Ideally, exactly one of
the values will be True and the other nine False. Line 12
extracts matches using three 1D arrays to represent them,
F , D and P . Each array contains indices into one of the
dimensions of the array output by line 11. Conveniently, the
three arrays have a semantic interpretation: the values in F
represent the frame number from which each timestamp was
extracted, D contains the numerical values of timestamp digits,
and the values in P represent the position at which those
digits occurred in their timestamp. From these three arrays
of integers, we can construct string representations of what
were previously images.
Algorithm 2 BinarizeTimestampImages(T)
1: T ← AVERAGE(T, 2) . convert image to grayscale
2: t← 128 . define binarization threshold
3: w ← [255] . define white pixel value
4: b← [0] . define black pixel value
5: T ← WHERE(T >= t, w, b) . binarize image
6: return T
At this point, our ability to exploit Numpy’s broadcasting
feature becomes constrained due to potential variability in the
number of digits that represent a timestamp within a single
video (consider for example the transition from t = 999965
to t = 1000031 for t ∈ T ). Continuing in the interest of mini-
mizing computation, lines 13 and 14 prepare the algorithm to
iterate over batches of timestamps sharing a common number
of digits rather than over each timestamp one at a time. This
is achieved by ordering the values in F to be monotonically
non-decreasing, resulting in Cu, identifying the index of the
first occurrence of each numeral in the arrangement, Ciu, and
separately the number of occurrences of each numeral in Ccu.
Before proceeding, two quality control checks are per-
formed between lines 15 and 20 to determine if any one
of the timestamps could not be read due to some form of
distortion in the corresponding video frame. The first looks
for evidence of any missing timestamps. The second checks
for evidence of an existing timestamp with one or more of
its digits missing. If either check is satisfied, a 5% slower
variant of the conversion algorithm that operates on each
timestamp individually is run to identify the culprits and
quality control them by synthesizing an artificial replacement
timestamp. Because the resolution of link-level information in
the LRS is much lower than the frame rate of videos, the error
introduced by using synthetic timestamps is inconsequential.
We do not present this alternative algorithm here.
With the extracted timestamps validated, conversion to a
string representation can proceed. Line 21 converts the indi-
vidual digits from integers into string, and line 22 initializes
a new n-dimensional array of length l in which the output
strings will be placed. The variable ir, which is used inside
the loop starting on line 24 together with il to extract batches
of the digits of equal-length timestamps, is initialized outside
of the loop on line 23. For a detailed treatment of the
string construction loop, please see the figure for Algorithm 1
starting at line 25.
Unfortunately, the operation that concatenates individual
digit strings of length one into a single timestamp string of
length cu does not have a broadcast implementation in Numpy.
The library simply calls the Python equivalent function. Thus,
this O(l) operation could not be optimized.
C. Input Pipeline Optimization
Particular attention was given to the design of SNVA’s video
processing pipeline, the core of the application. Much of the
design was inspired by key features of the TF data ingestion
API and by guidance in the TF documentation. Numpy and TF
preprocessing are performed on the CPU in order to dedicate
GPUs to the task of inference and maximize concurrency in the
pipeline. An abstract graphical representation of the pipeline
is presented in Figure 3.
1) Generator Functions for Continuous Video Frame
Streaming: The option of feeding the TF data ingestion
pipeline using a generator function allowed us to pipe FFm-
peg’s output directly into TF, effectively handing the responsi-
bility of optimizing the reading of frames from the pipe to TF.
We as application developers could take advantage of TF’s fast
multi-threaded readers with minimal development effort. The
function reads one frame from the FFmpeg buffer at a time,
extracts the frame’s timestamp and stores it in an array to be
returned together with probabilities at the end of processing,
then crops away extraneous edge pixels to maximize the sizes
of image features after rescaling to the CNN’s fixed input
image size, and finally yields the cropped image to TF. The
TF pipeline then applies model-specific preprocessing transfor-
mations to multiple frames concurrently, batches a specified
number of frames together to be processed concurrently on
the GPU, and lastly pre-loads the batch into GPU memory
where it waits to start being processed immediately after the
preceding batch finishes.
2) Model- and Hardware-specific Video Frame Batching:
Determining the optimal batch size for a given hardware
configuration is a task left to the SNVA’s users. If too low, the
GPU risks being under-utilized. If too high performance may
suffer, perhaps because there is insufficient available memory
to pre-fetch the entire batch of images. For example, we found
in our experiments with MobilenetV2 that a batch size of 64
was optimal in terms of frames processed per second even
though our development machine’s GPU easily supported a
batch size of 128.
3) Using TensorRT and the Channels-first Data Format:
Following TF and NVIDIA guidelines, we converted SNVA’s
models from the channels-last (NHWC) to the channels-first
(NCHW) format in order to maximize inference performance.
While we could not find and explicit explanation for the
benefit, the use of NCHW is promoted in at least three
locations in each of TF’s and NVIDIA’s documentation.
Further, because SNVA takes advantage of TensorRT, and
TensorRT only supported the NCHW format at the time of this
writing, there was necessarily a transpose operation performed
”under the hood” on each batch of images during processing.
To avoid performing this computation on the GPU, and to
gain the aforementioned unexplained benefits, we converted
SNVA’s models from NHWC to NCHW and added a transpose
operation to the preprocessing pipeline that runs on CPU. We
observed a 1% speed increase following the change, which
added to the 10% speed increase gained by utilizing TensorRT
in the first place.
4) Freezing TF Inference Graphs: Here, again, we follow
guidance from the TF documentation and convert the model
files output in TF checkpoint format during training, in which
contain large TF variable objects, to protobuf files in which
all variables have been converted into constant values. As
expected and intended, the performance gains are non-trivial.
D. Software Development Environment
SNVA was developed and alpha tested using an Alienware
Area 51 workstation with a 10-core 3.00GHz Intel Core i7-
6950X CPU with hyperthreading, 64GB of DDR4 SDRAM,
and two NVIDIA GeForce GTX 1080 Ti graphics cards with
11GB of GDDR5 RAM each. The machine ran the Ubuntu
16.04 operating system, with NVIDIA driver 396.24, CUDA
9.0, cuDNN 7.0, TensorRT 3.0.4 , TensorFlow 1.8.0, Docker
18.03.1-CE, and NVIDIA-Docker 2.0.3 installed. The Python
and Numpy versions used were 3.5 and 1.14, respectively.
When this setup was tested against all 31,535,862 video
frames spanning 1,344 videos in the training pool, InceptionV3
inferred class labels at 826.24 fps on average over 10:40:04
hours, MobilenetV2 (with one video processor assigned to
each GPU) averaged 1491.36 fps over 05:58:20 hours, and
MobilenetV2 (with two video processors assigned to each
GPU) averaged 1833.1 fps over 4:53:42 hours. RAM con-
sumption on our development machine appeared to be safely
bounded above by 3.75GB per active video analyzer.
Fig. 3. Video Processing Pipeline: An abstract diagram describing the concurrent nature of the pipeline through which video data is ingested and processed.
In the SNVA development environment, we achieved total GPU saturation while processing batches of frames within a given video, and only a 2-3 second
delay between the last batch of one video and the first batch of the next.
E. Production SNVA Environment
The production environment to which SNVA was de-
ployed included Dell PowerEdge C4130 servers featuring four
NVIDIA Tesla V100 GPUs each. Given the use of Docker to
deploy and run SNVA, the software environment in production
is identical to that of development, with a marginal exception
to the exact NVIDIA driver version. Ubuntu is also equal in
version by construction. The videos are streamed from an
NFS network share over a 16Gb/s link. The fastest SNVA
configuration (four MobilenetV2 analyzers across two GPUs)
consumed videos at an average of 3.5Gb/s when reading from
an internal 7200RPM hard disk drive. While beta test results
were not yet available at the time of this writing, these numbers
gave us confidence that the V100s would also achieve full
saturation.
V. FUTURE WORK
A. Precision-oriented Active Learning
As was mentioned in section III, work zone scenes represent
a small percentage of the total data. It may therefore be
feasible to include samples misclassified as work zone scenes
with high confidence in the labeling process once the model
becomes sufficiently accurate. This means that in addition to
model confidence on as yet unlabeled samples, and to the
F0.5 score on the in-sample test set, precision on unlabeled
samples can eventually become a candidate for measuring
model performance. Recall that precision is the ratio of
samples correctly classified as positive to all samples classified
as positive. This would allow the unlabeled data to better
indicate the model’s potential efficacy on the target data set.
Recall would be expected to improve though it would not be
measured.
B. Robust Multi-Frame Event Detection using Bidirectional
Recurrent Neural Networks
An early design of the SNVA application included a com-
bination of a CNN as a work zone feature detector and a
bidirectional RNN [14] as a work zone event detector, where
an event may span many frames and include intermediate
frames that may not actually contain work zone features.
Consider for example a research volunteer driving through
a work zone in the center lane when there is heavy traffic,
leading to periodic occlusions of equipment by other vehicles.
While the SHRP 2 video data set, being static and historical
rather than real-time and online, is an attractive candidate for
the application of an RNN that incorporates information from
preceding and following frames into its prediction for the
current frame, we ruled out the use of such an architecture
for two reasons. First, we anticipated that budgetary and time
constraints would not support the level of effort required to
perform annotation at the video level. We turned out to be
right. Second, after observing the number of frames that had to
be excluded from consideration when developing the training
set due to anomalies and ambiguities, it was not clear how
video-level annotation should be approached. As a research
exercise not necessarily tied to SNVA, we intend to explore
the feasibility to applying an RNN to SHRP 2 video.
C. Other High-priority Target Scene Features
As mentioned in the introduction, there exist a number of
environmental conditions and roadway features that are not
currently included in the RID but that researchers and other
stakeholders have wanted to include in their studies dating
back to the creation of the RID. Among them are traffic signal
states and weather conditions. The SNVA application and the
model development methodology presented in this paper can
readily be extended to support detection of these features, and
we intend to target them in future versions of SNVA.
VI. CONCLUSION
In this paper we have introduced SNVA, the SHRP 2 NDS
Video Analytics software application. SNVA adds to the Road-
way Information Database the ability for transportation safety
researchers to formulate and ask questions specific to construc-
tion zones transited by Naturalistic Driving Study volunteer
participant drivers. While the application was still undergoing
beta testing at the time of this writing, alpha testing in the de-
velopment environment implied that RID query results would
be accurate and exhaustive. We described the approaches
followed in developing the application as well as the machine
learning model used to infer scene classifications from images
in detail. The motivations behind the project and potential
benefits to both data science and transportation communities if
successful were also discussed. Currently, SNVA targets only
one type of information: work zone presence, but in the near
future we intend to expand its capabilities to apply to weather
events and traffic signal state. There are also opportunities
to improve the application’s robustness to fluctuations in the
presence of features within an event region by feeding CNN
feature vectors into a bidirectional recurrent neural network
(likely an LSTM). The source code repository is publicly
available at: https://github.com/VolpeUSDOT/SNVA
ACKNOWLEDGMENT
Mr. Abodo gratefully acknowledges David Kuehn, Charles
Fay and Yusuf Mohamedshah of FHWA’s Turner-Fairbank
Highway Research Center (TFHRC), Miguel Perez, Joel An-
derson and Calvin Winkowski of VTTI, Thomas Karnowski
of Oak Ridge National Laboratory (ORNL) and Omar Smadi
of Iowa State University’s Center for Transportation Research
and Education (CTRE) for their guidance and support during
the development of SNVA. He would also like to thank
his research advisor Leonardo Bobadilla and fellow Motion,
Robotics and Automation (MoRA) lab mates Md. Mahbubur
Rahman, Tauhidul Alam and Sebastia´n Zanlongo for provid-
ing instructive opportunities to engage in computer science
research activities as an undergraduate at Florida Interna-
tional University’s School of Computing and Information Sci-
ences. This work was funded under Inter-Agency Agreement
HW53A100 between the Volpe Center and FHWA.
REFERENCES
[1] S. Hallmark, O. Smadi, and A. Sharma, “Evaluation of work
zone safety using the shrp 2 naturalistic driving study data,”
Center for Transportation Research and Education at Iowa State
Universitys Institute for Transportation, 2015. [Online]. Avail-
able: shrp2.transportation.org/Documents/Safety/03-SHRP2%20IAP%
20Round%204-MN-Work%20Zones%20v2.pdf
[2] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro,
G. S. Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. J.
Goodfellow, A. Harp, G. Irving, M. Isard, Y. Jia, R. Jo´zefowicz,
L. Kaiser, M. Kudlur, J. Levenberg, D. Mane´, R. Monga, S. Moore,
D. G. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner, I. Sutskever,
K. Talwar, P. A. Tucker, V. Vanhoucke, V. Vasudevan, F. B. Vie´gas,
O. Vinyals, P. Warden, M. Wattenberg, M. Wicke, Y. Yu, and
X. Zheng, “Tensorflow: Large-scale machine learning on heterogeneous
distributed systems,” CoRR, vol. abs/1603.04467, 2016. [Online].
Available: http://arxiv.org/abs/1603.04467
[3] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,
Z. Huang, A. Karpathy, A. Khosla, M. S. Bernstein, A. C. Berg, and
F. Li, “Imagenet large scale visual recognition challenge,” CoRR, vol.
abs/1409.0575, 2014. [Online]. Available: http://arxiv.org/abs/1409.0575
[4] J. Yosinski, J. Clune, Y. Bengio, and H. Lipson, “How transferable are
features in deep neural networks?” CoRR, vol. abs/1411.1792, 2014.
[Online]. Available: http://arxiv.org/abs/1411.1792
[5] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna,
“Rethinking the inception architecture for computer vision,” CoRR, vol.
abs/1512.00567, 2015. [Online]. Available: http://arxiv.org/abs/1512.
00567
[6] C. Szegedy, S. Ioffe, and V. Vanhoucke, “Inception-v4, inception-resnet
and the impact of residual connections on learning,” CoRR, vol.
abs/1602.07261, 2016. [Online]. Available: http://arxiv.org/abs/1602.
07261
[7] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang, T. Weyand,
M. Andreetto, and H. Adam, “Mobilenets: Efficient convolutional neural
networks for mobile vision applications,” CoRR, vol. abs/1704.04861,
2017. [Online]. Available: http://arxiv.org/abs/1704.04861
[8] M. Sandler, A. G. Howard, M. Zhu, A. Zhmoginov, and L. Chen,
“Inverted residuals and linear bottlenecks: Mobile networks for
classification, detection and segmentation,” CoRR, vol. abs/1801.04381,
2018. [Online]. Available: http://arxiv.org/abs/1801.04381
[9] B. Zoph, V. Vasudevan, J. Shlens, and Q. V. Le, “Learning
transferable architectures for scalable image recognition,” CoRR, vol.
abs/1707.07012, 2017. [Online]. Available: http://arxiv.org/abs/1707.
07012
[10] K. He, X. Zhang, S. Ren, and J. Sun, “Identity mappings in
deep residual networks,” CoRR, vol. abs/1603.05027, 2016. [Online].
Available: http://arxiv.org/abs/1603.05027
[11] T. Ching, D. S. Himmelstein, B. K. Beaulieu-Jones, A. A. Kalinin,
B. T. Do, G. P. Way, E. Ferrero, P.-M. Agapow, M. Zietz,
M. M. Hoffman, W. Xie, G. L. Rosen, B. J. Lengerich, J. Israeli,
J. Lanchantin, S. Woloszynek, A. E. Carpenter, A. Shrikumar, J. Xu,
E. M. Cofer, C. A. Lavender, S. C. Turaga, A. M. Alexandari,
Z. Lu, D. J. Harris, D. DeCaprio, Y. Qi, A. Kundaje, Y. Peng,
L. K. Wiley, M. H. S. Segler, S. M. Boca, S. J. Swamidass,
A. Huang, A. Gitter, and C. S. Greene, “Opportunities and obstacles
for deep learning in biology and medicine,” Journal of The Royal
Society Interface, vol. 15, no. 141, 2018. [Online]. Available:
http://rsif.royalsocietypublishing.org/content/15/141/20170387
[12] G. Inc., “Tensorflow-slim image classification model library,” September
2017. [Online]. Available: https://github.com/tensorflow/models/tree/
master/research/slim
[13] D. D.Lewis and J. Catlett, “Heterogeneous uncertainty sampling for
supervised learning,” Eleventh International Conference on Machine
Learning, 1994. [Online]. Available: https://www.sciencedirect.com/
science/article/pii/B978155860335650026X
[14] A. Graves, A. Mohamed, and G. E. Hinton, “Speech recognition with
deep recurrent neural networks,” CoRR, vol. abs/1303.5778, 2013.
[Online]. Available: http://arxiv.org/abs/1303.5778
