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Abstract
Following the work [B. Deng, J. Du, Frobenius morphisms and representations of algebras, Trans. Amer. Math. Soc. 358 (2006)
3591–3622], we show that a Frobenius morphism F on an algebra A induces naturally a functor F on the (bounded) derived
category Db(A) of mod-A, and we further prove that the derived category Db(AF ) of mod-AF for the F-fixed point algebra AF
is naturally embedded as the triangulated subcategory Db(A)F of F-stable objects in Db(A). When applying the theory to an
algebra with finite global dimension, we discover a folding relation between the Auslander–Reiten triangles in Db(AF ) and those
in Db(A). Thus, the AR-quiver of Db(AF ) can be obtained by folding the AR-quiver of Db(A). Finally, we further extend this
relation to the root categories R(AF ) of AF and R(A) of A, and show that, when A is hereditary, this folding relation over the
indecomposable objects inR(AF ) andR(A) results in the same relation on the associated root systems as induced from the graph
folding relation.
c© 2006 Elsevier B.V. All rights reserved.
MSC: 16G20; 18E30; 16G70
1. Introduction
In [4], we introduced the notion of Frobenius morphisms into the representation theory of algebras. The main
advantage of using Frobenius morphisms is to link the structure and representations of an algebra B defined over
a finite field Fq to that of an algebra A defined over the algebraic closure k of Fq . Here A and B are related by a
Frobenius morphism F on A such that B = AF , the fixed point algebra. Thus, by regarding B-modules as F-stable
A-modules, we proved that many nice properties such as heredity, finite representation type and so on are unchanged
when passing from A to B, and, by applying the theory to quivers with automorphisms, and hence to Lie theory, we
obtained a unified approach to both quiver and Fq -species representations, and to Kac’s theory (including both Kac’s
polynomials and Kac’s theorem) for the symmetrizable case from that for the symmetric case. Furthermore, there is
a close connection between the Auslander–Reiten theories of A and B which can be simply described by folding the
Auslander–Reiten quiver of A to obtain the Auslander–Reiten quiver of B.
In this paper, we shall extend our investigation to the derived category level. Let Db(B) (resp. Db(A)) be the
bounded derived category of the category of finite dimensional B-modules (resp. A-modules). Then, base change
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(from Fq to k) induces a functor Ψ = − ⊗ idk : Db(B) → Db(A). We shall prove that Ψ is faithful and its
image can be characterized in terms of a Frobenius functor induced from the given Frobenius morphism F on A.
More precisely, we lift the Frobenius (twist) functor ( )[1] on the category of A-modules to its bounded derived
category Db(A), and then consider the subcategory Db(A)F consisting of objects satisfying M ∼= M[1] in Db(A)
with morphisms compatible with these isomorphisms. We shall prove that Ψ gives rise to a triangulated category
equivalence between Db(AF ) and Db(A)F . As an application of this result, we further extend the folding relation
between the Auslander–Reiten quivers of A and B to a similar relation between the Auslander–Reiten quivers of
Db(A) and Db(B) and between their associated root categories.
We organize the paper as follows. In Section 2, we introduce the Frobenius functor on the category of A-modules
without using Frobenius maps on modules, and reformulate some definitions and results in [4] in this new setting.
In the next three sections, we lift this functor step by step to the chain complex level, homotopy level and finally to
the derived category level, and establish the relevant category equivalence at every level. In particular, the required
derived category equivalence between the subcategoryDb(A)F of F-stable objects inDb(A) and the derived category
Db(AF ) is proved in Section 5. As applications of this equivalence to the case when A has finite global dimension,
we obtain in Section 6 a construction of Auslander–Reiten triangles inDb(AF ) in terms of those inDb(A), and prove
in Section 7 that the Auslander–Reiten quiver of Db(AF ) can be obtained by folding the Auslander–Reiten quiver of
Db(A). Moreover, we generalize in Section 8 this derived category equivalence to root categories by embedding the
root category R(AF ) as the subcategory of F-stable objects in the root category R(A). Finally, in the Appendix, we
generalize the relation between finite dimensional hereditary algebras and quivers with automorphisms investigated
in [4, Section 6] to arbitrary finite dimensional algebras, and give a list of all known relations between theories on A
and theories on B.
Throughout the paper, Fq denotes a finite field of q elements, k = Fq is the algebraic closure of Fq and f : k → k
the field automorphism given by the formula f (λ) = λq . For an algebra A over a field, by mod-A we denote the
category of all finite dimensional left A-modules. All modules considered here are finite dimensional left modules.
2. Frobenius twists and F-stable modules
We start with the definition of Frobenius morphisms.
Definition 2.1. Let A be an algebra over k with 1. A map F : A → A is called a Frobenius morphism on A if
(F1) F is a ring automorphism;
(F2) F(λa) = λqF(a) for all a ∈ A and λ ∈ k;
(F3) for any a ∈ A, Fn(a) = a for some n > 0.
We also call an abelian group automorphism F = FV on a vector space V over k a Frobenius map if both (F2) and
(F3) are satisfied. Clearly, every Fq -space V0 defines naturally a Frobenius map F = idV0 ⊗ f on V := V0 ⊗ k.
An Fq -linear isomorphism F : V → W between k-spaces V and W is called a q-twist map if F(λv) = λqF(v)
for all v ∈ V and λ ∈ k. The following lemma tells us that a q-twist map from V to itself is indeed a Frobenius map
if V is finite dimensional (see [16, p. 192, Theorem]).1
Lemma 2.2. Let V be a finite dimensional k-space. A q-twist map FV : V → V is a Frobenius map.
Proof. Without loss of generality, we assume that dim V = m and V = km . Then there is an invertible matrix
B ∈ GLm(k) such that FV (x) = Bx[1] for all x = (xi ) ∈ V , where x[1] = (xqi ). Let F denote the Frobenius map
GLm(k) → GLm(k), X = (xi j ) 7→ (xqi j ) := X [1]. By Lang–Steinberg’s theorem (see, e.g., [20]), there exists an
invertible matrix C such that B = CF(C−1). For each fixed x, choose n such that Fn(C) = C and x[n] = x. Then
FnV x = BF(B) · · · Fn−1(B)x[n]
= CF(C−1)F(C)F2(C−1) · · · Fn−1(C)Fn(C−1)x
= CFn(C)−1x = x.
So FV is a Frobenius map. 
1 We thank Brian Parshall for pointing out this to us.
B. Deng, J. Du / Journal of Pure and Applied Algebra 208 (2007) 1023–1050 1025
Given a Frobenius morphism F on A, let
AF := {a ∈ A | F(a) = a}
be the set of F-fixed points. Then AF is an Fq -subalgebra of A, and A = AF ⊗Fq k. Further, the Frobenius morphism
F is defined by AF , i.e., F = idAF ⊗ f .
The Frobenius twist of a module M over an algebra A with a Frobenius morphism F has been defined in [4]
with respect to a given Frobenius map FM on M . We now give an intrinsic definition of Frobenius twist of M and
reformulate some definitions and results in [4, Section 4].
Let f : k → k be the field automorphism given by the formula f (λ) = λq . For each k-space V and r > 1, let V (r)
be the new vector space obtained from V by base change via f r :
V (r) = V ⊗ f r k.
Thus, for v ∈ V and λ ∈ k, we have λv ⊗ 1 = v ⊗ λqr . In other words, putting v(r) = v ⊗ 1, we have
(u + v)(r) = u(r) + v(r), (λv)(r) = λqr v(r).
Note that V (r) may be identified as V with a twisted scalar multiplication
λ  v = qr√λ v.
Further, for a k-linear map φ : U → V , the map φ(r) := φ ⊗ 1 : U (r) → V (r) is again a k-linear map. In this way, we
obtain an exact additive functor ( )(r) from the category of k-vector spaces onto itself (see [8]2).
Let τ (r)V : V → V (r) be the Fqr -linear isomorphism sending v to v(r). In the case r = 1, we write
τV = τ (1)V .
If A is a k-algebra, then A(r) is also a k-algebra, and τ (r)A : A → A(r) becomes an Fqr -algebra isomorphism. The
following lemma is obvious.
Lemma 2.3. Let A be finite dimensional. A bijective map F : A → A is a Frobenius morphism if and only if
τA ◦ F−1 : A → A(1) is a k-algebra isomorphism.
Definition 2.4. Let A be a k-algebra with Frobenius morphism F and let M be an A-module defined by the k-algebra
homomorphism pi : A → Endk(M). This gives a k-algebra homomorphism pi (1) : A(1) → Endk(M)(1). Thus, the
composition of the following maps
A
F−1−→ A τA−→ A(1) pi (1)−→ Endk(M)(1) ∼= Endk(M (1))
defines an A-module structure on M (1) with the following new action
a  (m(1)) = (F−1(a)m)(1), ∀ a ∈ A,m ∈ M. (2.4.1)
We denote this module by M [1] and call it the Frobenius twist of M .
If f : M → N is an A-module homomorphism, then the k-linear map f (1) : M (1) → N (1) becomes an A-module
homomorphism M [1] → N [1] which is denoted by f [1] in the sequel. Thus, we obtain a functor
( )[1] = ( )[1]mod-A : mod-A −→ mod-A. (2.4.2)
This functor will be called the Frobenius (twist) functor on mod-A. Clearly, it is a category equivalence.
Inductively, we can define the s-fold Frobenius twist M [s] := (M [s−1])[1] of M and f [s] = ( f [s−1])[1] for s > 1,
where M [0] = M and f [0] = f by convention. Further, we can define M [−1] to be the A-module N such that
M = N [1] and similarly f [−1], and inductively, M [s] and f [s] for s < 0.
2 We thank Wilberd Van der Kallen for the reference.
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The Frobenius twist M [1] defined here coincides, up to isomorphism, with the Frobenius twist defined in [4]. Recall
from [4, Section 4] that, for a given Frobenius map FM on M , M [FM ] is the A-module by setting M [FM ] = M as a
vector space with F-twisted action
a ∗ m := FM (F−1(a)F−1M (m)) for all a ∈ A,m ∈ M. (2.4.3)
Alternatively, if pi : A → Endk(M) and pi [FM ] : A → Endk(M [FM ]) denote the corresponding representations, then
pi [FM ](a) = FM ◦ pi(F−1(a)) ◦ F−1M for all a ∈ A.
In other words, pi [FM ] is uniquely defined by the following commutative diagram
A Endk(M)
A Endk(M [FM ])
-
-? ?
pi
pi [FM ]
F F(M,M)
where F(M,M) is the induced Frobenius map on Endk(M) sending f to FM ◦ f ◦ F−1M .
The A-module M [FM ] is called the FM -twist of M . Inductively, we define the s-fold FM -twist M [FM ]
s
of M by
M [FM ]s = (M [FM ]s−1)[FM ] for every s > 1. It is clear from the definition that the s-fold FM -twist M [FM ]s of M agrees
with the F sM -twist M
[FsM ] with respect to F s on A and F sM on M .
Lemma 2.5. For an A-module M, the Frobenius twist M [1] and the FM -twist M [FM ] are isomorphic.
Proof. Since M = M [FM ] as k-spaces, we have that ϕM = τM ◦ F−1M : M [FM ] → M [1] is a k-linear isomorphism. It
is straightforward to check that ϕM is an A-module homomorphism. 
We also need a notation for twisting A-module homomorphisms relative to given Frobenius maps. If FM and FN
are Frobenius maps on A-modules M and N , respectively, then they induce a Frobenius map (see [4, 2.4])
F(M,N ) : Homk(M, N ) −→ Homk(M [FM ], N [FN ]); f 7−→ f [F] := FN ◦ f ◦ F−1M . (2.5.1)
Moreover, if f : M → N is an A-module homomorphism, then so is f [F]. Likewise, the homomorphism
f [Fs ] : M [FsM ] → N [FsN ] can be regarded as the s-fold twist of f . Note that f [F] agrees, up to the isomorphism
in 2.5, with the morphism twist f [1] as seen by the following commutative diagram
M [FM ] N [FN ]
M [1] N [1]
-
-
? ?
f [F]
f [1]
ϕM ϕN
Definition 2.6. An A-module M is Frobenius periodic (or simply F-periodic) if M ∼= M [r ] for some r > 1. Call the
minimal r with this property the F-period of M , denoted by pF (M). If pF (M) = 1, M is said to be Frobenius stable
(or simply F-stable).
By Lemma 2.5, these definitions of F-stable and F-periodic modules coincide with those defined in [4]. It is proved
in [4, 4.6] that, for a finite dimensional A, every finite dimensional A-module is F-periodic. In fact, we may say a bit
more.
Proposition 2.7. Let A be a finitely generated k-algebra with a Frobenius morphism F. Then every finite dimensional
A-module is F-periodic.
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Proof. Let {a1, . . . , as} be a set of generators of A. Since F is a Frobenius map on the k-space A, there is an l > 1
such that F l(ai ) = ai for all i . The rest of the proof is entirely similar to the proof of [4, 4.6] with F l in the position
of F there. 
The next result generalizes part (b) of [4, 4.3] with a proof independent of the use of Lang–Steinberg’s Theorem.
Proposition 2.8. Let M be an A-module. Then M is F-periodic if and only if there exists a Frobenius map FM on M
and an integer r > 1 such that M = M [FrM ] as A-modules.
Proof. By (2.4.3), M = M [FrM ] means that the A-module structure on M satisfies
FrM (am) = FrA(a)FrM (m) for all a ∈ A,m ∈ M.
The sufficiency follows directly from Lemma 2.5. Conversely, suppose φ : M [r ] ∼→ M is an isomorphism. Then the
composition F ′ := φ ◦ τ is a Frobenius map on M , where τ = τ (r)M : M → M (r) = M [r ]. By taking a basis for the
Fqr -structure MF
′
of M , we may define a Frobenius map FM : M → M such that FrM = F ′ = φ ◦ τ . Then, applying
(2.4.1) yields, for all a ∈ A and m ∈ M ,
FrM (am) = (φ ◦ τ)(am) = φ((am)(r)) = φ(FrA(a)  m(r))
= FrA(a)(φ ◦ τ)(m) = Fr (a)FrM (m). 
Note that, if pF (M) = 1, then there exists a Frobenius map FM on M such that M = M [FM ]. In this case, we also
say that (M, FM ) is F-stable (cf. the definition in [4, Section 3]).
The Frobenius functor given in (2.4.2) determines a new category modF -A whose objects are A-modules M with
φM : M [1] ∼→ M and whose morphisms are compatible with the isomorphisms φM , i.e.,
HommodF -A(M, N ) = { f ∈ HomA(M, N ) | φN ◦ f [1] = f ◦ φM }.
Taking r = 1 in the proof above, we see immediately the following.
Corollary 2.9. The category modF -A is the same category as the one defined in [4, Section 3] whose objects are
F-stable modules M = (M, FM ) and whose morphisms from (M, FM ) to (N , FN ) are given by homomorphisms
θ ∈ HomA(M, N ) such that θ ◦ FM = FN ◦ θ , where we take FM = φM ◦ τN and FN = φN ◦ τM as the Frobenius
maps on M and N, respectively.
Given an F-stable A-module M , Proposition 2.8 asserts that there is a Frobenius map FM such that M = M [FM ]
as A-modules. Thus we obtain an AF -module
MFM = {m ∈ M | FM (m) = m}.
Note from [4, 4.1] that, up to AF -module isomorphism, MFM is independent of the choice of FM . Thus, for notational
simplicity, we shall write MF for MFM .
In general, if M is F-periodic with F-period r , then there is an F-stable module M˜ such that M | M˜ (meaning that
M is isomorphic to a direct summand of M˜). To see this, we apply Proposition 2.8 to choose a Frobenius map FM on
M such that M = M [FrM ] as A-modules. Then let
M˜ = M ⊕ M [FM ] ⊕ · · · ⊕ M [Fr−1M ]
and define a Frobenius map FM˜ : M˜ → M˜ by
FM˜ (x0, x1, . . . , xr−1) = (FM (xr−1), FM (x0), . . . , FM (xr−2)).
Then it is clear that M˜ = M˜ [FM˜ ]. In particular, this gives rise to an AF -module M˜F . Moreover, by [4, Theorem 5.1],
M˜F is indecomposable whenever M is so, and every indecomposable AF -module can be obtained in this way.
The following category equivalence at the module level is our starting point to establish further category
equivalence at the chain complex level and triangulated category equivalence at homotopy and derived category level.
We refer to [4, 3.2] for its proof.
Theorem 2.10. The category modF -A is equivalent to the category mod-AF of AF -modules.
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3. Frobenius twists of chain complexes
From now on, we assume that A is a finite dimensional k-algebra with a Frobenius morphism F (though part of
the theory continues to hold for infinite dimensional algebras). We refer to [22,13,19] for the basics concerning the
derived category of mod-A.
Let C (A) := C (mod-A) denote the category of (chain) complexes of A-modules
M = (M i , d i ) = · · · −→ M i−1 d i−1−→ M i d i−→ M i+1 d i+1−→ · · ·
where d2 = 0. Applying the Frobenius functor to each M i , we obtain a new chain complex
M[1] = · · · −→ (M i−1)[1] (d
i−1)[1]−→ (M i )[1] (d
i )[1]−→ (M i+1)[1] (d
i+1)[1]−→ · · · .
This will be called the Frobenius twist of M . Further, each complex morphism f = ( f i ) : M → N induces a
morphism f [1] := (( f i )[1]) : M[1] → N[1]. Thus, the Frobenius functor on mod-A defined in (2.4.2) induces a
functor
( )[1] = ( )[1]C (A) : C (A) −→ C (A),
which we still call the Frobenius (twist) functor (on complexes). As in the module case, we can inductively define the
s-fold Frobenius twistM[s] ofM for all s ∈ Z. Note thatM[0] =M andM[−1] is defined to be the complexN such
thatM = N[1].
The shift functor T on C (A) is defined by (TM)i = M i+1, d iTM = −d i+1M and T ( f )i = f i+1 if f is a morphism
in C (A). The following lemma is obvious.
Lemma 3.1. The shift functor T commutes with the Frobenius functor, i.e., (TM)[1] = T (M[1]) and T ( f )[1] =
T ( f [1]) for each objectM and morphism f in C (A).
Let C b(A) (resp. C+(A), C−(A)) be the full subcategory of C (A) consisting of bounded complexes (resp.
complexes bounded below, complexes bounded above). It is obvious to see that the Frobenius functor onC (A) restricts
to functors on C b(A), C+(A), and C−(A).
We may construct M[1] via Frobenius maps on M i . Let M = (M i , d i ) be a complex in C (A) and let
F := {Fi : M i → M i | i ∈ Z} be a family of Frobenius maps. We shall call F a Frobenius map on M . For
each i ∈ Z, let (M i )[Fi ] denote the Fi -twist of M i . Then each d i : M i → M i+1 gives an A-module homomorphism
(see (2.5.1) for the notation).
d i[F] = Fi+1 ◦ d iM ◦ F−1i : (M i )[Fi ] −→ (M i+1)[Fi+1].
Thus we obtain a complex ((M i )[Fi ], d i[F]), which is called the F -twist ofM and is denoted byM[F ]. Inductively,
we can define for each s ∈ Z the s-fold twist M[F ]s of M which coincides with the F s-twist M[F s ] of M . Here
F s = {F si : M i → M i | i ∈ Z}.
Lemma 3.2. LetM be a complex and F = {Fi : M i → M i | i ∈ Z} be a Frobenius map onM . Then the complexes
M[F ] andM[1] are isomorphic.
Proof. For each i ∈ Z, the k-linear map f i = τM i ◦ F−1i : (M i )[Fi ] → (M i )[1] is an A-module isomorphism (see
Lemma 2.5). It is easy to see that f := ( f i ) is an isomorphism fromM[F ] toM[1]. 
The lemma implies that, up to isomorphism,M[F ] is independent of the choice of the Frobenius map F .
If M = (M i , d iM ) and N = (N i , d iN ) are objects in C (A) together with families of Frobenius maps
F1 = {F1,i : M i → M i | i ∈ Z} and F2 = {F2,i : N i → N i | i ∈ Z}, respectively. Then F1 and F2 induce a
q-twist map (not necessarily a Frobenius map)
F(M ,N ) : HomC (A)(M,N) −→ HomC (A)(M[F 1],N[F 2]); f = ( f i ) 7−→ f [F ] := ( f i[F]), (3.2.1)
where f i[F] = F2,i ◦ f i ◦ F−11,i for all i are defined in (2.5.1). In general, for each s ∈ Z, a morphism
f = ( f i ) :M → N gives rise to a morphism f [F s ] :M[F s1] → N[F s2].
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Replacing modules by complexes in Definition 2.6, we may introduce F-periodic complexes and F-stable
complexes.
Definition 3.3. A complex M in C (A) is F-periodic if M ∼= M[r ] for some integer r > 1. Such a minimum r ,
denoted by pC (M), is called the F-period ofM . If pC (M) = 1,M is said to be F-stable.
Examples 3.4. (a) There is a full embedding ofmod-A intoC (A)which sends each A-module M to the stalk complex
M• = (M i , d i ) with M0 = M , M i = 0 for all i 6= 0 concentrated in the 0-position. If M is an F-stable A-module,
then the corresponding stalk complex is clearly F-stable.
(b) Let X = (X i , d i ) be a complex in C (AF ) = C (mod-AF ). It is easy to see that the complex
Xk = X⊗ k := · · · −→ X i−1 ⊗ k d
i−1⊗1−→ X i ⊗ k d i⊗1−→ X i+1 ⊗ k d i+1⊗1−→ · · ·
is an F-stable complex in C (A).
Lemma 3.5. Each bounded complexM in C b(A) is F-periodic.
Proof. Let M = (M i , d i ) be a bounded complex. Since by Proposition 2.7, each M i is an F-periodic A-module,
there exists a Frobenius map Fi : M i → M i such that (M i )[F
ri
i ] = M i for some ri > 1. Let r be a common multiple
of all ri with Mi non-zero. Then, for each i ∈ Z, (M i )[Fri ] = M i and the induced map
Fr
(M i ,M i+1) : HomA(M i ,M i+1) −→ HomA(M i ,M i+1); f 7−→ f [F
r ] = Fri+1 ◦ f ◦ F−ri
is a Frobenius map (with respect to qr ). Thus, there is an integer si > 1 such that FrsiM i ,M i+1(d
i ) = d i , that is,
d i = Frsii+1 ◦ d i ◦ F−rsii = (di )[F
rsi ]. Let s be a common multiple of si with d i 6= 0. Then it is clear thatM[F rs ] =M ,
where F = {Fi | i ∈ Z}. HenceM is F-periodic. 
The following is a complex version of Proposition 2.8.
Lemma 3.6. LetM = (M i , d i ) be a complex in C (A). ThenM is F-periodic if and only if there exists a Frobenius
map F = {Fi : M i → M i | i ∈ Z} onM and an integer r > 1 such thatM[F r ] =M as complexes of A-modules.
Proof. The sufficiency follows directly from Lemma 3.2. We now prove the necessity. Let f = ( f i ) : M[r ] → M
be an isomorphism of complexes. For each i , let τi = τ (r)M i : M i → (M i )[r ]. Then the composition f i ◦ τi is a
Frobenius map on M i which defines an Fqr -structure on M i . Since M i is finite dimensional, there is a Frobenius map
Fi : M i → M i which defines an Fq -structure on M i and satisfies Fri = f i ◦ τi . Then, for each i , (M i )[F
r
i ] = M i as
A-modules (see the proof of Proposition 2.8). Moreover, for each i , we have
(d i )[Fr ] = Fri+1 ◦ d i ◦ (Fi )−r = f i+1 ◦ τi+1 ◦ d i ◦ τ−1i ◦ ( f i )−1
= f i+1 ◦ (d i )[r ] ◦ ( f i )−1 = d i ,
that is,M[F
r ] =M as complexes, where F = {Fi | i ∈ Z}. 
In particular, ifM = (M i , d i ) is an F-stable complex in C (A), then there is a Frobenius map F = {Fi : M i →
M i | i ∈ Z} onM such thatM[F ] =M as complexes. Thus we obtain AF -modules (M i )Fi with M i = (M i )Fi ⊗ k
for all i ∈ Z. The restriction of each d i gives an AF -module homomorphism d i : (M i )Fi → (M i+1)Fi+1 . We finally
get a complex X = ((M i )Fi , d i ) in C (AF ) such thatM = X⊗ k. We will denote X byMF .
Let C b(A)F denote the category whose objects are F-stable complexes M in C b(A) together with a Frobenius
map F = FM such that M[F ] = M and whose morphisms are morphisms of complexes compatible with the
Frobenius maps. Moreover, if (M,F1) and (N,F2) are bounded F-stable complexes, then, by Lemma 2.2, the q-twist
map F = F(M ,N ) is a Frobenius map and induces an isomorphism
HomC (A)F (M,N) = HomC (A)(M,N)F ∼= HomC (AF )(MF 1 ,NF 2).
Combining all observations above, we have
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Proposition 3.7. (1) The embedding C (AF )→ C (A) sending X to Xk = X⊗ k induces a category equivalence
C b(AF ) ∼= C b(A)F .
(2) Let (M,F ) be an F-stable complex in C b(A). Then we have Fq -algebra isomorphisms
(EndC b(A)(M))
F ∼= EndC b(AF )(MF )
and
(EndC b(A)(M)/RadEndC b(A)(M))
F ∼= EndC b(AF )(MF )/RadEndC b(AF )(MF ).
Remark 3.8. Alternatively, we may define C b(A)F without using the Frobenius morphisms FM onM : the objects
consist of complexesM satisfyingM[1]
φM∼= M and the morphisms are compatible with these isomorphisms φM (cf.
Corollary 2.9). In particular, we have
EndC b(A)F (M) ∼= (EndC b(A)(M))F .
The method of constructing F-stable modules from F-periodic modules given at the end of Section 2 can be
generalized to complexes. Let M be F-periodic complex in C (A) with F-period r . By Lemma 3.6, there is a
Frobenius map F = {Fi : M i → M i | i ∈ Z} such thatM =M[F r ] as complexes. For each i , let
M˜ i = M i ⊕ (M i )[Fi ] ⊕ · · · ⊕ (M i )[Fr−1i ]
and define a Frobenius map F˜i : M˜ i → M˜ i by
F˜i (x0, x1, . . . , xr−1) = (Fi (xr−1), Fi (x0), . . . , Fi (xr−2)). (3.8.1)
Further, let d˜ i = diag(d i , (d i )[F], . . . , (d i )[Fr−1]) : M˜ i → M˜ i+1. Then we obtain an F-stable complex M˜ =
(M˜ i , d˜ i ) satisfying M˜
[F˜ ] = M˜, where F˜ = {F˜i | i ∈ Z}. This gives a complex M˜F˜ in C (AF ). By Lemma 3.5, this
construction applies to every object in C b(A).
Since C b(A) is a Krull–Schmidt category (a category in which the theorem of Krull–Schmidt holds; see for
example [21, p.52]), by using an analogous argument as in the proof of [4, Theorem 5.1], we obtain the following
result.
Theorem 3.9. Maintain the notation above. Let M be an F-periodic indecomposable complex in C b(A) with F-
period r. Then M˜
F˜
is indecomposable in C b(AF ) and
EndC b(AF )(M˜
F˜
)/Rad (EndC b(AF )(M˜
F˜
)) ∼= EndC b(A)F (M˜)/Rad (EndC b(A)F (M˜)) ∼= Fqr .
Moreover, every indecomposable complex in C b(AF ) is isomorphic to a complex of the form M˜
F˜
for some F-periodic
indecomposable complexM in C b(A).
Remark 3.10. For each n > 1, let Tn(A) denote the lower triangular matrix algebra
Tn(A) =

A 0 0 · · · 0
A A 0 · · · 0
A A A · · · 0
...
...
...
. . .
...
A A A · · · A

and let I be the ideal of Tn(A) consisting of all matrices whose entries on the diagonal are zero. By An we denote
the quotient algebra of Tn(A) by the ideal I 2. Then the Frobenius morphism F on A induces naturally a Frobenius
morphism FAn on An . Then mod-An can be identified with the full subcategory Cn(A) of C (A) of complexes
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M = (M i , d i ) satisfying M i = 0 for all i < 0 or i > n. Under this identification, the Frobenius twist of a complex is
the same as the Frobenius twist of the corresponding An-module. Thus, Proposition 3.7, Lemma 3.5, and Theorem 3.9
follow directly from the relevant results for An-modules.
4. Homotopy theory with a Frobenius functor
A morphism f : M → N in C (A) is said to be homotopic to zero if there exist morphisms si : M i → N i−1 in
mod-A such that
f i = si+1 ◦ d iM + d i−1N ◦ si for all i ∈ Z.
Two morphisms f, g : M → N are said to be homotopic if f − g is homotopic to zero. By Ht(M,N) we
denote the subspace of HomC (A)(M,N) consisting of morphisms homotopic to zero. Then the homotopy category
K (A) := K (mod-A) is defined by{
Ob(K (A)) = Ob(C (A)), and forM,N ∈ Ob(K (A)),
HomK (A)(M,N) = HomC (A)(M,N)/Ht(M,N).
We shall write f¯ for the image of f in HomK (A)(M,N). Similarly, we can define the full subcategories K b(A),
K +(A), andK −(A) ofK (A). Note thatK (A), andK b(A),K +(A),K −(A) as well, are triangulated categories
whose distinguished triangles are induced from mapping cones (see, e.g., [18, 1.4]).
Clearly, a morphism f :M → N is homotopic to zero if and only if so is f [1]. Thus the Frobenius functor ( )[1]
on C (A) induces a functor
( )[1] = ( )[1]K (A) : K (A) −→ K (A)
which clearly preserves distinguished triangles. Therefore, the Frobenius functor on K (A) is an equivalence of
triangulated categories. Moreover, the restrictions of this functor to the subcategoriesK b(A),K +(A), andK −(A)
are also triangulated category equivalences.
Similarly, since the shift functor T stabilizes every Ht(M,N), it induces a shift functor T onK (A) which clearly
commutes with the Frobenius functor.
Let M = (M i , d iM ) be an object in K (A) and let F = {Fi : M i → M i | i ∈ Z} be a Frobenius map on
M . From Lemma 3.2, we have that M[1] and M[F ] are still isomorphic as objects in K (A). If M = (M i , d iM )
and N = (N i , d iN ) are objects in K (A) with Frobenius maps F1 and F2, respectively. Then the restriction of
the q-twist map F(M ,N ) defined in (3.2.1) is a q-twist map Ht(M,N) → Ht(M[1],N[1]), and thus induces a
q-twist map
FK(M ,N ) : HomK (A)(M,N) −→ HomK (A)(M[F 1],N[F 2]). (4.0.1)
A complexM in C (A) is called contractible if the identity map 1M ofM is homotopic to zero. It is equivalent to
saying thatM is a zero object inK (A). Obviously, a complexM is contractible if and only if so is its Frobenius twist
M[1]. Further, each bounded complexM is decomposed into a direct sumM0⊕M0¯ such thatM0 is contractible and
M0¯ contains no non-zero contractible summands, and moreover, such a decomposition is unique up to isomorphism.
Thus, ifM andN are complexes in C b(A) containing no non-zero contractible summands (i.e.,M =M0¯,N = N0¯),
thenM ∼= N as complexes in C b(A) if and only ifM ∼= N as objects inK b(A). Moreover, we have isomorphism
HomK (A)(M,N)
∼−→ HomK (A)(M0¯,N0¯); f¯ 7−→ f¯0¯, (4.0.2)
where f0¯ = piN 0¯ ◦ f ◦ ιM 0¯ for canonical injection ιM 0¯ =
( 1M 0¯
0
)
: M0¯ → M and surjection piN 0¯ = (1N 0¯ , 0) :
N → N0¯. Moreover, if we assume that the restriction of F1 to M0¯ and F2 to N0¯ are Frobenius morphisms on M0¯
and N0¯, respectively, then the following diagram is commutative,
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HomK (A)(M,N) HomK (A)(M[F 1],N[F 2])
HomK (A)(M0¯,N0¯) HomK (A)(M
[F 1]
0¯
,N
[F 2]
0¯
)
-
-
? ?
FK
FK
0¯
o o (4.0.3)
where FK = FK
(M ,N ) and F
K
0¯
= FK
(M 0¯,N 0¯)
.
We similarly define F-periodic and F-stable objects in K (A) by simply replacing “isomorphisms in C (A)” by
“isomorphisms inK (A)” in Definition 3.3. Thus, we may introduce a function
pK : Ob(K (A)) −→ N ∪∞
with the property: if pK (M) = r ∈ N, thenM ∼= M[r ] in K (A) and r is minimal with this property. In this case,
M is F-periodic in K (A). We call pK (M) the K -period ofM . In particular,M is said to be F-stable in K (A)
if pK (M) = 1. Clearly, F-periodic (resp. F-stable) objects in C (A) are F-periodic (resp. F-stable) inK (A). Thus,
each object X inK (AF ) gives an F-stable object X⊗ k. By Lemma 3.5, all objects inK b(A) are F-periodic.
For any two objects X = (X i , d iX ) and Y = (Y i , d iY ) in C (AF ), we have an injection
Φ(X, Y ) : Ht(X, Y ) −→ Ht(Xk, Yk), f 7−→ f ⊗ 1.
Thus, the category embedding C (AF )→ C (A) induces a functor Φ : K (AF )→ K (A).
Proposition 4.1. The restriction of Φ : K b(AF )→ K b(A) is a faithful functor.
Proof. Let X and Y be bounded and let Xk = (M i , d iM ) = M and Yk = (N i , d iN ) = N . Then, for each
i ∈ Z, we have a natural Frobenius map F1,i = 1 ⊗ f : M i = X i ⊗ k → X i ⊗ k = M i ; x ⊗ λ 7→ x ⊗ λq .
Similarly, we have a natural Frobenius map F2,i : N i → N i . It is clear that M[F 1] = M and N[F 2] = N , where
F j = {F j,i | i ∈ Z} for j = 1, 2. Then the induced Frobenius map F(M ,N ) on HomC b(A)(M,N) restricts to a
Frobenius map F on Ht(M,N) which fixes all f ⊗ 1 for all f ∈ Ht(X, Y ). Thus, Φ(X, Y ) induces an injection
φ : Ht(X, Y ) −→ Ht(M,N)F . We claim that φ is also surjective. Indeed, let V = ⊕i∈ZHomA(M i , N i−1) (resp.
W = ⊕i∈ZHomAF (X i , Y i−1)). Then V (resp. W ) is finite dimensional, and the Frobenius maps F1,i , F2,i , i ∈ Z,
induce a Frobenius map FV : V → V, s = (si ) 7→ (F2,i−1 ◦ si ◦ F−11,i )i . Consider the surjective map
ϕV : V = ⊕i∈ZHomA(M i , N i−1) −→ Ht(M,N); s = (si ) 7−→ (si+1 ◦ d iM + d i−1N ◦ si )i .
It is clear that ϕV is compatible with Frobenius maps FV and F , i.e., F ◦ϕV = ϕV ◦FV . Hence ϕV induces a surjective
map ϕFV : V F = ⊕i∈ZHomA(M i , N i−1)F → Ht(M,N)F . Now, consider the commutative diagram
V F Ht(M,N)F
W Ht(X, Y )
-
-
6 6
ϕFV
ϕW
ψ φ
where ϕW is defined similarly to ϕV with dM and dN replaced by dX and dY , respectively, and ψ = (ψi )
with ψi : HomAF (X i , Y i−1) → HomA(M i , N i−1)F , t i 7→ t i ⊗ 1. Since, like ϕV , ϕW is surjective and ψ is
an isomorphism, the commutativity of the diagram forces that φ is surjective, and so we obtain an isomorphism
Ht(X, Y ) ∼= Ht(M,N)F . Finally, taking F(M ,N )-fixed points with the exact sequence
0 −→ Ht(M,N) −→ HomC b(A)(M,N) −→ HomK b(A)(M,N) −→ 0
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yields the desired isomorphism
HomK b(AF )(X, Y )
∼−→ HomK b(A)(M,N)F ⊆ HomK b(A)(M,N).  (4.1.1)
Let M = (M i , d i ) be an object in K b(A) with pK (M) = r . If M considered as a complex in C b(A)
contains no non-zero contractible summands, then M is an F-periodic complex in C b(A) with pC (M) = r . By
Lemma 3.6, there is a Frobenius map F on M such that M = M[F r ] as complexes. In general, M = M0¯ ⊕M0,
where M0 is contractible and M0¯ contains no contractible summands. If M is F-stable, then so is M0¯. We choose
for an F-stable M a Frobenius map F0¯ on M0¯ satisfying M
[F 0¯]
0¯
= M0¯ and any Frobenius map F0 on M0.
Then F = F0¯ ⊕ F0 is a Frobenius map on M . Clearly, M[F ] = M is not necessarily true. We shall write
M[F ]=0¯M for an F chosen in this way. Thus, if M[F 1]=0¯M and N[F 2]=0¯N , then, by (4.0.3), we may assume
that HomK (A)(M,N) = HomK (A)(M[F 1],N[F 2]) and that FK(M ,N ) is a Frobenius map on HomK (A)(M,N).
We now define K b(A)F to be the category whose objects are F-stable complexesM in K b(A) together with a
Frobenius map F = FM satisfyingM[F ]=0¯M and whose morphism spaces are defined as
HomK (A)F (M,N) := HomK (A)(M,N)F (F = FK )
consisting of morphisms in HomK b(A)(M,N) compatible with FM and FN . ThenK
b(A)F becomes a triangulated
category whose (distinguished) triangles are triangles inK b(A) defined inK b(A)F (that is, are F-stable triangles).
Corollary 4.2. The faithful functor Φ : K b(AF )→ K b(A) induces a triangulated category equivalence
K b(AF ) ∼= K b(A)F .
Proof. IfM is F-stable, then there is a Frobenius map F onM such thatM =0¯M[F ]. Thus,M ∼= Xk = X⊗ k in
K b(A) where X =MF
0¯
is inK b(AF ). This together with the faithfulness and fullness (by the isomorphism (4.1.1))
gives a category equivalence. Finally, the commutativity between the shift and Frobenius functors implies that Φ takes
triangles to triangles. 
Remarks 4.3. (a) There is also an intrinsic definition for the categoryK b(A)F (cf. Corollary 2.9 and Remark 3.8):Objects: M such thatM[1] φ¯M∼= M inK b(A),Morphisms: HomK b(A)F (M,N) = { f¯ ∈ HomK b(A)(M,N) | φ¯N ◦ f¯ [1] = f¯ ◦ φ¯M }.
To see the two definitions coincide, we follow the construction given in Corollary 2.9. The isomorphism φ¯M :M[1] ∼→
M restricts to an isomorphism φ¯M : M[1]0¯
∼→ M0¯ which results in an isomorphism φM 0¯ : M[1]0¯
∼→ M0¯ in C (A).
Thus, we obtain Frobenius maps FM 0¯ := φM 0¯ ◦ τM 0¯ onM0¯ and FN 0¯ = φN 0¯ ◦ τN 0¯ on N 0¯. Extend them to obtain
Frobenius maps F1 onM and F2 on N satisfyingM[F 1]=0¯M and N[F 2]=0¯N . Now, with the notation in (4.0.2)
and (4.0.3), we have
FK(M ,N )( f¯ ) = f¯ ⇐⇒ FK(M 0¯,N 0¯)( f¯0¯) = f¯0¯ ⇐⇒ φ¯N 0¯ ◦ f¯
[1]
0¯
= f¯0¯ ◦ φ¯M 0¯ ⇐⇒ φ¯N ◦ f¯ [1] = f¯ ◦ φ¯M ,
Here the first equivalence follows from (4.0.3), the second from the definition (cf. Corollary 2.9), and the last from
the one analogous to (4.0.3).
(b) LetM be an indecomposable object inK b(A) such thatM viewed as an object C b(A) contains no non-zero
contractible summands. Then Ht(M,M) ⊂ Rad (EndC b(A)(M)) and, hence,
EndK b(A)(M)/Rad (EndK b(A)(M)) ∼= EndC b(A)(M)/Rad (EndC b(A)(M)) ∼= k,
that is, EndK b(A)(M) is a local algebra. Thus, K
b(A) is again a Krull–Schmidt category. Similarly, K b(AF ) is a
Krull–Schmidt category as well.
We end this section with the following result analogous to Theorem 3.9.
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Theorem 4.4. Let M be an indecomposable object in K b(A) with K -period r and M˜ be the associated F-stable
object. Then M˜
F˜
is indecomposable inK b(AF ) and
EndK b(AF )(M˜
F˜
)/Rad (EndK b(AF )(M˜
F˜
)) ∼= EndK b(A)F (M˜)/Rad (EndK b(A)F (M˜)) ∼= Fqr .
Moreover, every indecomposable object inK b(AF ) is isomorphic to an object of the form M˜
F˜
for some F-periodic
indecomposable objectM inK b(A).
Proof. We may suppose that M has no non-zero contractible summands. Then all M[r ] have no non-zero
contractible summands. Thus, both M˜ and M˜
F˜
have no non-zero contractible summands. Since Ht(M˜ F˜ , M˜ F˜ ) ⊆
Rad (EndC b(AF )(M˜
F˜
)), by Theorem 3.9, we obtain
EndK b(AF )(M˜
F˜
)/Rad (EndK b(AF )(M˜
F˜
)) ∼= EndC b(AF )(M˜F˜ )/Rad (EndC b(AF )(M˜F˜ )) ∼= Fqr .
The rest of the proof is formal (see the proof of [4, Theorem 5.1]). 
Remark 4.5. For any full additive subcategory A of mod-A, we can define the category C (A) of complexes in A,
the triangulated category K (A), and their subcategories C ∗(A), K ∗(A) for ∗ = +,−, b (see for example [19]).
Particular cases are A = P(A) and A = I(A), the full subcategories of mod-A consisting of all projective and
injective A-modules, respectively. Since the Frobenius functor onmod-A induces category equivalence ( )[1] on P(A)
and I(A), respectively, it is easy to see that results such as Proposition 4.1 and Theorem 4.4 continue to hold for full
subcategories K b(P(A)) and K b(I(A)). Note that both K b(P(A)) and K b(I(A)) are Krull–Schmidt categories
as discussed in Remark 4.3(b).
5. Derived categories with Frobenius functors
A morphism f : M → N in K (A) is called a quasi-isomorphism if H i ( f ) is an isomorphism for each i ∈ Z,
where H i : K (A) → mod-A is the i-th cohomological functor. Let D(A) be the derived category of A, i.e., D(A)
is the localization of K (A) at the class S of all quasi-isomorphisms. Similar to the homotopy case, we can define
categories Db(A), D+(A), and D−(A) which can be considered as full subcategories of D(A).
Clearly, f is a quasi-isomorphism if and only if so is f [1]. Therefore, the Frobenius functor on K (A) induces a
functor
( )[1] = ( )[1]D(A) : D(A) −→ D(A),
which is again an equivalence of triangulated categories. Note that if ξ ∈ HomD(A)(M,N) denotes the equivalence
class (L, s, f ) of the triple (L, s, f ), where L is an object in D(A), s ∈ HomK (A)(L,M) is a quasi-isomorphism,
and f ∈ HomK (A)(L,N),3 then ξ [1] is the equivalence class of (L[1], s[1], f [1]). Moreover, this Frobenius functor
induces endofunctors on the full subcategories Db(A), D+(A), and D−(A).
The shift functor onK (A) also induces the shift functor T on D(A) which commutes with the Frobenius functor.
This fact will be used in Section 7.
As in the categories C (A) andK (A), an objectM in D(A) is said to be F-stable ifM ∼= M[1] in D(A), and is
said to be F-periodic if M ∼= M[r ] in D(A) for some integer r > 1. Call the minimal r with M ∼= M[r ], denoted
by pD (M), the D-period ofM . Clearly, pC (M) > pD (M). Thus, each object Xk with X ∈ D(AF ) is F-stable in
D(A), and each object in Db(A) is F-periodic.
Lemma 5.1. LetM be an F-stable object in Db(A). ThenM ∼= Xk for some X ∈ Db(AF ).
Proof. Choose an object P = (P i , d iP ) ∈ C−(P(A)) such that there is a quasi-isomorphism P → M in K −(A).
SinceM is F -stable inD(A), we have P ∼= P[1] inK −(A). Here we have used the triangulated category equivalence
3 The triple (L, s, f ) is represented sometimes by the diagramM s⇐H L f−→N (see, e.g., [15]).
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D−(A) ∼= K −(P(A)). Let n ∈ Z be such that H i (P ) = 0 for all i < n and consider the truncated complex of P
τ>n(P ) : · · · −→ 0 −→ Coker dn−1P −→ Pn+1 −→ Pn+2 −→ · · · .
Then τ>n(P ) ∼= τ>n(P[1]) ∼= (τ>n(P ))[1] inK b(A). Thus, there is an object X ∈ C b(AF ) such that τ>n(P ) ∼= Xk
inK b(A). Therefore, we have
M ∼= P ∼= τ>n(P ) ∼= Xk
in D−(A), and hence, in Db(A). 
For each objectM = (M i , d iM ) in D(A) with a Frobenius map F , Lemma 3.2 implies thatM[F ] andM[1] are
isomorphic as objects in D(A). LetM = (M i , d iM ) and N = (N i , d iN ) be objects in K (A) with Frobenius maps
F1 and F2, respectively. Then the q-twist map
FK(M ,N ) : HomK (A)(M,N) −→ HomK (A)(M[F 1],N[F 2])
induces a q-twist map
FD(M ,N ) : HomD(AF )(M,N) −→ HomD(A)(M[F 1],N[F 2]); (L, s, f ) 7−→ (L[F ], s[F ], f [F ]). (5.1.1)
Note that (L[F ], s[F ], f [F ]) does not depend on the choice of the Frobenius maps F0 on L .
Similarly, if X, Y are objects in D(AF ), we have a map
Ψ(X, Y ) : HomD(A)(X, Y ) −→ HomD(A)(Xk, Yk); (Z , s, f ) 7−→ (Z k, s ⊗ 1, f ⊗ 1).
Thus, the functor Φ : K (AF ) → K (A) induces a functor Ψ : D(AF ) → D(A). The following is a derived
counterpart of Proposition 4.1.
Lemma 5.2. The restriction of Ψ : Db(AF )→ Db(A) is faithful.
Proof. Recall from Remark 4.5 that P(A) (resp. P(AF )) is the full subcategory of mod-A (resp. mod-AF ) of all
projective A-modules (resp. AF -modules). For objects X, Y in Db(AF ), choose an object P in C−(P(AF )) quasi-
isomorphic to X (in K −(AF )) and let n be an integer such that Y i = 0 for all i 6 n. Then there are natural
isomorphisms
HomDb(AF )(X, Y ) ∼= HomD−(AF )(P, Y ) ∼= HomK −(AF )(P, Y ) ∼= HomK b(AF )(P>n, Y )
where P>n = Z = (Z i , d iZ ) is the “stupid” truncation of P defined by setting Z i = P i , d iZ = d iZ if i > n, and
Z i = 0, d iZ = 0 otherwise. (The middle isomorphism is classical; see, e.g., [23, (10.4.7)].)
On the other hand, we have natural isomorphisms
HomDb(A)(Xk, Yk) ∼= HomD−(A)(Pk, Yk)
∼= HomK −(A)(Pk, Yk) ∼= HomK b(A)((Pk)>n, Yk).
Note that (Pk)>n = (P>n)⊗ k. Since Φ is faithful, we have an injective map
Φ(P>n, Y ) : HomK b(AF )(P>n, Y ) −→ HomK b(A)((Pk)>n, Yk). (5.2.1)
This implies that Ψ is faithful. 
The last isomorphism in the proof shows that HomDb(A)(Xk, Yk) is finite dimensional. Applying Lemma 5.1, we
obtain
Corollary 5.3. If M,N are F-stable objects inDb(A), then the q-twist map FD
(M ,N ) defined in (5.1.1) is a Frobenius
map on HomDb(A)(M,N).
This allows us, similar to K b(A)F , to define the category Db(A)F consisting of F-stable objects in Db(A) and
Hom-spaces
HomDb(A)F (M,N) := HomDb(A)(M,N)F ,
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where F = FD
(M ,N ) is defined in (5.1.1) with respect to the natural Frobenius maps onM andN via the isomorphisms
given in Lemma 5.1.
Theorem 5.4. The functor Ψ induces a triangulated category equivalence
Db(AF ) ∼= Db(A)F .
Proof. Since the map given in (5.2.1) induces an isomorphism onto HomK b(A)((Pk)>n, Yk)
F ; see (4.1.1), the
functor Ψ is faithful and full and takes triangles to triangles. These together with Lemma 5.1 give the required
equivalence. 
Remark 5.5. We may define the category Db(A)F in an intrinsic way as done for K b(A) in Remark 4.3 (a) (cf.
Corollary 2.9 and Remark 3.8):Objects: M such thatM[1] φ
D
M∼= M in Db(A),
Morphisms: HomDb(A)F (M,N) = {ξ ∈ HomDb(A)(M,N) | φDN ◦ ξ [1] = ξ ◦ φDM }.
We need to show that HomDb(A)F (M,N) ∼= HomDb(A)(M,N)F . To see this, choose P in K −(P(A)) quasi-
isomorphic toM and choose integer n for which N i = 0 for all i 6 n. Then φDM induces an isomorphism P[1]
φKP∼= P
in K −(P(A)), and hence, isomorphism P[1]>n
φKP∼= P>n in K b(P(A)). By the proof of Lemma 5.2, ξ : M → N in
Db(A) determines ξ˜ : P>n → N . Now our assertion follows from the following natural relations:
FD(M ,N )(ξ) = ξ ⇐⇒ FK(P>n ,N )(ξ˜ ) = ξ˜ ⇐⇒ φKN ◦ ξ˜ [1] = ξ˜ ◦ φKP>n ⇐⇒ φDN ◦ ξ [1] = ξ ◦ φDM .
LetM ∈ Db(A) be F-periodic with D-period r . Then
M˜ :=M ⊕M[1] ⊕ · · · ⊕M[r−1]
is F-stable. By Lemma 5.1, there is a complex X ∈ C b(AF ) such that M˜ ∼= Xk inDb(A). In general, we do not know
whether X is indecomposable in Db(AF ) even if we knowM is indecomposable. However, this is the case if A has
finite global dimension.
Theorem 5.6. Suppose that A has finite global dimension. Let M ∈ Db(A) be indecomposable with D-period r
and M˜ = ⊕r−1i=0 M[i]. Let further X ∈ Db(AF ) be such that M˜ ∼= Xk in Db(A). Then
EndDb(AF )(X)/Rad (EndDb(AF )(X)) ∼= EndDb(A)F (M˜)/Rad (EndDb(A)F (M˜)) ∼= Fqr .
Hence X is indecomposable. Moreover, every indecomposable object in Db(AF ) can be obtained in this way.
Proof. Let Q : K b(A) → Db(A) be the natural functor defined by Q(M) = M for each objectM in K (A), and
Q( f ) = (M, 1M , f ) for f ∈ HomK (A)(M,N). It is clear to see that
Q ◦ ( )[1]K (A) = ( )[1]D(A) ◦Q. (5.6.1)
Since A has finite global dimension, we have that the composition Θ of the inclusionK b(P(A))→ K b(A) and the
natural functorQ : K b(A)→ Db(A) is an equivalence of triangulated categories. Moreover, (5.6.1) implies thatΘ is
compatible with the Frobenius functors onK b(P(A)) andDb(A), i.e.,Θ(P[1]) = (Θ(P ))[1] for all P ∈ K b(P(A)).
Then the theorem follows from Theorem 4.4 and Remark 4.5. 
Remarks 5.7. (a) If A has finite global dimension, then the equivalence Θ : K b(P(A)) → Db(A) implies
particularly that Db(A) is a Krull–Schmidt category since so isK b(P(A)).
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(b) If we further assume that A is hereditary, then Theorem 5.6 follows immediately from [12, 4.1] and [4, 5.1]. In
this case,M is isomorphic to a stalk complex T mM• for some indecomposable A-module M (see Example 3.4(a)),
and hence, M˜ is isomorphic to T m(M˜•). Now, apply [4, 5.1] to obtain
EndDb(A)F (M˜)/Rad (EndDb(A)F (M˜)) ∼= EndmodF -A(M˜)/Rad (EndmodF -A(M˜)) ∼= Fqr .
6. Auslander–Reiten triangles and F-stable triangles
Let us first recall from [13] the definition of Auslander–Reiten triangles in a triangulated category. Let k be an
arbitrary field and C an additive k-category. Let further C be a triangulated category with the translation functor
T : C → C. We assume that, for every X, Y ∈ C, HomC(X, Y ) is a finite dimensional k-vector space, and that the
endomorphism ring of an indecomposable object in C is local.
A morphism f : X → Y in C is called a section (resp. retraction) if there exists g : Y → X such that g f = 1X
(resp. f g = 1Y ).
Definition 6.1. A distinguished triangle in C
X
f−→ Y g−→ Z h−→ T (X)
is called an Auslander–Reiten triangle if the following conditions are satisfied:
(a) X, Z are indecomposable,
(b) h 6= 0,
(c) any morphism W → Z which is not a retraction factors through g.
Remarks 6.2. (1) h 6= 0 ⇐⇒ f is not a section⇐⇒ g is not a retraction.
(2) Let X
f→ Y g→ Z h→ T (X) be an Auslander–Reiten triangle. Then any morphism X → W which is not a
section factors through f .
By definition, a morphism f : X → Y in C is called a source map if the following conditions are satisfied:
(a) f is not a section,
(b) any morphism X → W which is not a section factors through f ,
(c) any morphism ϕ : Y → Y satisfying f = ϕ f is an isomorphism.
Dually, a morphism g : Y → Z in C is called a sink map if the following conditions are satisfied:
(a) f is not a retraction,
(b) any morphism W → Z which is not a retraction factors through g,
(c) any morphism ψ : Y → Y satisfying g = gψ is an isomorphism.
Note that if f : X → Y in C is a source (resp. sink) map, then X (resp. Y ) is indecomposable. Moreover, a
distinguished triangle X
f→ Y g→ Z h→ T (X) is an Auslander–Reiten triangle if and only if f is a source map (or if
and only if g is a sink map).
Remark 6.3. Analogous to source and sink maps in a module category,4 both source and sink maps in C admit
a functorial description. Let Fun(C) denote the category whose objects are the covariant additive functors from C
to the category mod-k of finite dimensional k-vector spaces, and whose morphisms are the natural transformations
of functors. Thus, each object M in C defines a functor HomC(M,−) in Fun(C) and the quotient functor KM by
its subfunctor Rad C(M,−), where Rad C(−,−) denotes the radical of C (see [11, 3.2] or Section 7 for the case
C = Db(A)). It follows from the definition above that for an indecomposable object X , a morphism f : X → Y in C
is a source map if and only if the induced sequence
HomC(Y,−) f∗−→ HomC(X,−) ξX−→ KX −→ 0
4 They are also called minimal left resp. right almost split morphisms.
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is a minimal projective resolution of KX in Fun(C), where ξX denotes the canonical projection. Dually, one has a
functorial description of a sink map in C.
The existence of Auslander–Reiten triangles in an arbitrary given triangulated category C is not necessarily true.
However, we have the following due to Happel [13, 4.6].
Theorem 6.4. Let A be a finite dimensional k-algebra of finite global dimension. Then the bounded derived category
Db(A) has Auslander–Reiten triangles.
We now turn to the situation where the algebra A is equipped with a Frobenius morphism F . We further assume
that A has finite global dimension. Then AF has also finite global dimension. By the theorem above, both Db(A)
and Db(AF ) have Auslander–Reiten triangles. A triangle in Db(A) is called an F-stable triangle if it is defined in
Db(A)F . In the rest of the section, we aim at the construction of all Auslander–Reiten triangles in Db(AF ) by the
derived equivalence given in Theorem 5.4 and F-stable triangles.
Lemma 6.5. A morphism f :M → N in Db(A) is a source (resp. sink) map if and only if so is f [1] :M[1] → N[1].
And a distinguished triangle N
f→ L g→ M h→ T (N) is an Auslander–Reiten triangle if and only if so is
N[1] f
[1]
→ L[1] g
[1]
→ M[1] h[1]→ T (N[1]).
Since the global dimensions of A and AF are finite, it is known that Db(A) (resp. Db(AF )) is equivalent to
K b(P(A)) (resp.K b(P(AF ))) and toK b(I(A)) (resp.K b(I(AF ))) as triangulated categories.
In the following we work with the triangulated categories K b(P(A)), K b(P(AF )) instead of Db(A), Db(AF )
and show that Auslander–Reiten triangles inK b(P(AF )) can be obtained by folding those inK b(P(A)).
Let f : P → T be a source map in K b(P(A)). Then for each integer s > 1, ϕ[s] : P[s] → T [s] is also a source
map. Let r be the K -period of P . This implies T [r ] ∼= T . We assume that both P and T as complexes in C b(A)
contain no non-zero contractible summands. Then there are Frobenius maps F1 = {F1,i : P i → P i | i ∈ Z} and
F2 = {F2,i : T i → T i | i ∈ Z} such that P[F r1] = P and T [F r2] = T as complexes in C b(A) (see Remark 4.3). Thus,
both P˜ = ⊕r−1i=0 P[F
i
1] and T˜ = ⊕r−1i=0 T [F
i
2] are F -stable with respect to F˜1 and F˜2 as defined in (3.8.1), respectively.
Since both f : P → T and f [F r ] : P = P[F r1] → T [F r2] = T are source maps, there is a ϕ ∈ AutK b(P(A))(T ) such
that f [F r ] = ϕ ◦ f . Let F = F(T ,T ) and F(P ,T ) be, respectively, the induced Frobenius maps on HomK b(P(A))(T , T )
and HomK b(P(A))(P, T ) (see (4.0.1)). Then F(P ,T )(h ◦ g) = F(h) ◦ F(P ,T )(g) for all h ∈ EndK b(P(A))(T )
and g ∈ HomK b(P(A))(P, T ). By restricting F to the connected algebraic group AutK b(P(A))(T ) and applying
Lang–Steinberg’s theorem, there is an element ψ ∈ AutK b(P(A))(T ) satisfying ϕ−1 = ψ−1 ◦ Fr (ψ). Substituting
this in f [F r ] = ϕ ◦ f yields
ψ ◦ f = Fr (ψ) ◦ f [F r ] = Fr (ψ) ◦ F(P ,T )( f ) = Fr(P ,T )(ψ ◦ f ).
Thus, ψ ◦ f : P → T is a source map satisfying (ψ ◦ f )[F r ] = ψ ◦ f . Replacing f by ψ ◦ f , we may assume that f
is chosen to satisfy f [F r ] = f . Now we define
f˜ := diag( f, f [F ], . . . , f [F r−1]) : P˜ =
r−1⊕
i=0
P[F
i
1] −→
r−1⊕
i=0
T [F
i
2] = T˜ .
The equality f [F r ] = f implies that f˜ is compatible with the Frobenius morphisms Fi (i.e., it is a morphism in
K b(P(A))F ; cf. Remark 4.5), and hence, induces a morphism f0 : P˜ F˜ → T˜ F˜ inK b(P(AF )).
Since f : P → T is a source map, we have by [13, 4.5] that the distinguished triangle
P
f−→ T α( f )−→ C( f ) β( f )−→ T (P )
is an Auslander–Reiten triangle, where C( f ) is the mapping cone of f (cf., e.g., [18, 1.4]). Then, for each
1 6 s 6 r − 1, we obtain an Auslander–Reiten triangle
P[F
s
1] f
[F s ]
−→ T [F s2] α( f
[F s ])−→ C( f [F s ]) β( f
[F s ])−→ T (P[F s1]).
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Summing up, we get a distinguished F-stable triangle inK b(P(A))F
P˜
f˜−→ T˜ α( f˜ )−→ C( f˜ ) β( f˜ )−→ T (P˜ ).
This gives a distinguished triangle inK b(P(AF ))
P˜
F˜ f0−→ T˜ F˜ α( f0)−→ C( f0) β( f0)−→ T (P˜ F˜ ).
Theorem 6.6. Let f : P → T be a source map inK b(P(A)). Then f0 : P˜ F˜ → T˜ F˜ is a source map inK b(P(AF )).
In particular,
P˜
F˜ f0−→ T˜ F˜ α( f0)−→ C( f0) β( f0)−→ T (P˜ F˜ )
is an Auslander–Reiten triangle inK b(P(AF )). Moreover, every Auslander–Reiten triangle inK b(P(AF )) can be
constructed in this way.
Proof. For simplicity, we write X = P˜ F˜ and Y = T˜ F˜ . By Remark 6.3, the source map f : P → T gives rise to a
minimal projective resolution of KP in Fun(K b(P(A)))
HomK b(P(A))(T ,−)
f∗−→ HomK b(P(A))(P,−)
ξP−→ KP −→ 0.
Using a similar argument as in the proof of [4, Theorem 7.4], we obtain a minimal projective resolution of KP˜
HomK b(P(A))(T˜ ,−)
f˜∗−→ HomK b(P(A))(P˜ ,−)
ξ
P˜−→ KP˜ −→ 0,
which induces a minimal projective resolution of KX in Fun(K b(P(AF )))
HomK b(P(AF ))(Y ,−)
( f0)∗−→ HomK b(P(AF ))(X,−)
ξX−→ KX −→ 0.
Hence, again by Remark 6.3, f0 : X → Y is a source map inK b(P(AF )). 
Remark 6.7. Since Db(A) is equivalent toK b(P(A)) as triangulated categories, the above theorem yields in fact a
construction of Auslander–Reiten triangles in Db(AF ) in terms of F-stable triangles in Db(A).
7. Folding the Auslander–Reiten quiver of D b(A)
We begin with the definition of the Auslander–Reiten quiver of Db(A) for a finite dimensional algebra A over
an arbitrary field k, where A is assumed to have finite global dimension. For any two objects M = ⊕i Mi and
N = ⊕ j N j in Db(A), whereMi and N j are indecomposable, we define the radical of HomDb(A)(M,N) by
RadDb(A)(M,N) = {( f j i ) :M → N | f j i :Mi → N j is not an isomorphism for all i, j}.
Then RadDb(A)(−,−) is an ideal of Db(A). Inductively, for each n > 1, the n-th power of the radical is defined to be
Rad nDb(A)(M,N) =
∑
L
Rad n−1
Db(A)
(L,N) ◦ RadDb(A)(M,L).
For an objectM in Db(A), let DM denote the k-algebra
DM := EndDb(A)(M)/Rad (EndDb(A)(M)).
This is a division algebra if M is indecomposable. By definition, the Auslander–Reiten quiver (or AR-quiver for
short) of Db(A) is a (simple) k-modulated quiver Q(Db(A)) consisting of a valued graph Γ = Γ (Db(A)) and
a k-modulation M = M(Db(A)) defined on Γ . Here, the vertices of Γ are isoclasses [M] of indecomposable
1040 B. Deng, J. Du / Journal of Pure and Applied Algebra 208 (2007) 1023–1050
objects in Db(A) and the arrows [M] → [N] for indecomposable objects M and N are defined by the condition
IrrDb(A)(M,N) 6= 0, where
IrrDb(A)(M,N) := RadDb(A)(M,N)/Rad 2Db(A)(M,N)
is the space of irreducible homomorphisms fromM to N . Each arrow [M] → [N] has the valuation (dMN, d ′MN)
with dMN and d ′MN being the dimensions of IrrDb(A)(M,N) considered as left DN -space and right DM -space,
respectively. The k-modulation M is given by division algebras DM for vertices [M] and (non-zero) DN –DM -
bimodules IrrDb(A)(M,N) for arrows [M] → [N].
If k is algebraically closed, then DM ∼= k and dMN = d ′MN = dim kIrrDb(A)(M,N) for all indecomposable
objectsM and N . So the modulation in the AR-quiver Q(Db(A)) consists of k-spaces which can be represented by
drawing dMN arrows from [M] to [N]. In this way, we turn the modulated quiver Q(Db(A)) to an ordinary quiver.
Remark 7.1. Using a similar argument as in [1, p.255], the valuation (d = dMN, d ′ = d ′MN) of an arrow
[M] → [N] in Q(Db(A)) can be described as follows. Let M → L be the source map in Db(A) starting at M .
Then L ∼= dN ⊕ L 1 such that L 1 admits no summand isomorphic to N . Dually, let K → N be the sink map in
Db(A) ending at N . Then K ∼= d ′M ⊕ K 1 such that K 1 has no summand isomorphic toM.
We now turn to our typical situation where A is a finite dimensional algebra over k = Fq together with a Frobenius
morphism F on A. We assume that A has finite global dimension. Thus, AF has finite global dimension, too. By
Theorem 6.4, both Db(A) and Db(AF ) have Auslander–Reiten triangles. In the following we are going to relate the
Auslander–Reiten quiver of Db(A) to that of Db(AF ).
By viewing the AR-quiver Q = Q(Db(A)) of Db(A) as an ordinary quiver, we see that the Frobenius functor on
Db(A) induces an automorphism δ of Q. For each vertex [M] ∈ Q, δ([M]) is defined to be [M[1]]. IfM and N are
indecomposable objects with D-period r1 and r2, respectively, then there are nst arrows γ
(m)
s,t from [M[s]] to [N[t]] in
Q, where 0 6 s 6 r1− 1, 0 6 t 6 r2− 1, nst = dim kIrrDb(A)(M[s],N[t]) and 1 6 m 6 nst . Note that nst = ns+1,t+1
for all s, t , where subscripts are considered as integers modulo r1 and r2, respectively. We now define
δ(γ
(m)
s,t ) = γ (m)s+1,t+1 for all 0 6 s 6 r1 − 1 and 0 6 t 6 r2 − 1.
Recall from [4, Section 8] (see also the Appendix at the end of the paper) that associated to (Q, δ) we may define
a modulated quiver MQ,δ as follows. Let A = kQ denote the path algebra of Q and F = FQ,δ;q be the Frobenius
morphism ofA induced by the automorphism δ. For each vertex i(M) (i.e., the δ-orbit of [M]) and each arrow ρ (i.e.,
a δ-orbit of arrows in Q) in Γ (Q, δ), we define subspaces of A
Ai(M ) =
r−1⊕
s=0
ke[M [s]] and Aρ =
⊕
ρ∈ρ
kρ,
where r is the D-period of M . By definition, the Fq -modulation M(Q, δ) is given by (Ai(M))F and (Aρ)F for all
vertices i(M) and arrows ρ in Γ (Q, δ).
Theorem 7.2. The modulated quiverMQ,δ associated to the AR-quiver (Q, δ) of Db(A) defined above is isomorphic
to the AR-quiver Q(Db(AF )) of Db(AF ).
Proof. By Theorem 5.6, the correspondence i(M) → [X ] gives a bijection between vertices of MQ,δ and those
of Q(Db(AF )), where M are indecomposable objects in Db(A) and X ∈ Db(AF ) are such that M˜ ∼= Xk .
Further, by using a similar argument as in the proof of [4, Theorem 8.3], we have natural Fq -algebra isomorphisms
(Ai(M ))F ∼= DX , where F = FQ,δ;q , and under these isomorphisms, for indecomposable objects M and N in
Db(A) with M˜ ∼= Xk and N˜ ∼= Yk , there is a DY –DX -bimodule isomorphism
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ρ:i(M )→i(N )
(Aρ)F ∼= IrrDb(AF )(X, Y ).
That is, the modulated quiversMQ,δ and Q(Db(AF )) are isomorphic (in the sense of [4, 6.2]). 
We end this section with an example explaining this folding process.
Example 7.3. Let Q be the following quiver
with an automorphism σ fixing 3, exchanging 1 and 5, 2 and 4. Then the corresponding valued quiver Γ (Q, σ ) has
the form
with (εa, εb, εc) = (1, 2, 2). Here εi = #{vertices in the orbit i}. Then for each pair (i, j) with 1 6 i 6 j 6 5, there
is a unique (up to isomorphism) indecomposable representation of Q over k with support {s | i 6 s 6 j}; and they
furnish a complete set of indecomposable representations of Q. Further, we have
M [1]i j ∼=
{
Mσ(i),σ ( j) if σ(i) 6 σ( j)
Mσ( j),σ (i) if σ(i) > σ( j).
It is well known that the Auslander–Reiten quiver of A = kQ has the form (cf. [1, Chap.VII])
By [12, Corollary 4.5], the AR-quiver Q = Q(Db(A)) of Db(A) is isomorphic to the quiver ZQ, where
(ZQ)0 = {(s, i) | s ∈ Z, i ∈ Q0}
and
(ZQ)1 = {(s, ρ) : (s, i) −→ (s, j), (s, j) −→ (s + 1, i) | s ∈ Z, ρ : i → j ∈ Q1}.
In other words, Q ∼= ZQ is the following quiver
It is easy to see that the automorphism δ of Q = ZQ induced by the Frobenius functor on Db(A) is such that δ fixes
vertices (s, 3), and exchanges (s, 1) and (s, 5), (s, 2) and (s, 4) for all s ∈ Z. By the theorem above, the AR-quiver
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of Db(AF ) is isomorphic to the modulated quiverMQ,δ associated with (Q, δ), whose underlying valued quiver is as
follows
The valuations for arrows (s, b) −→ (s, c) and (s, c) −→ (s + 1, b) are (1, 1), and the valuations for arrows
(s, a) −→ (s, b) and (s, b) −→ (s + 1, a) are (1, 2) and (2, 1), respectively, for all s ∈ Z. The Fq -modulation
ofMQ,δ is given in an obvious way.
8. Folding root categories
For the moment, let A be a finite dimensional algebra over an arbitrary field. Following [12, 5.1], the root
category R(A) of A is the quotient category Db(A)/(T 2) of Db(A) by the automorphism T 2, where T is the shift
functor on Db(A) (cf. Lemma 3.1). Thus, by definition, the objects in R(A) are T 2-orbits of objects in Db(A),
i.e., OM = {T 2iM | i ∈ Z}, M ∈ Db(A). A morphism f = ( f j i ) : OM → ON is given by morphisms
f j i : T 2iM → T 2 jN in Db(A) satisfying
(1) T ( f j i ) = f j+1,i+1 for all i, j ∈ Z,
(2) For each fixed i ∈ Z, all, but finitely many, f j i are zero.
The composition g f = (h j i ) of morphisms f : OM → ON and g : ON → OL is such that h j i =
∑
s∈Z g js fsi .
Remark 8.1. Let Q = (Q0, Q1) be a quiver without oriented cycles. Then the path algebra A = kQ is finite
dimensional and hereditary. For each A-module M , the dimension vector of M will be denoted by dimM ∈ ZQ0.
Then we define the dimension vector of an objectM = (M i , d i ) ∈ Db(A) by
dimM =
∑
i∈Z
(−1)idimM i ∈ ZQ0.
This is well defined sinceM is bounded. By [12, Lemma 4.1] and [17], the correspondenceM 7→ dimM induces
a surjective map dim from the set of isoclasses of indecomposable objects in Db(A) to the set of all (positive and
negative) roots of the Kac–Moody Lie algebra g(Q) associated to Q. Since dimM = dim T 2M , dim also induces
a surjective map from the set of isoclasses of indecomposable objects in R(A) to the set of all roots of g(Q). In
particular, if Q is a Dynkin quiver, dim induces a bijection between the set of isoclasses of indecomposable objects of
R(A) to the set of all roots of g(Q) (see [12, Corollary 4.7]). This is the reason whyR(A) is called the root category.
There is a canonical functor Π = ΠA : Db(A) → R(A) such that for each objectM ∈ Db(A), Π (M) = OM ,
and for each morphism f :M → N , Π ( f ) = ( f j i ) : OM → ON is given by fi i = T 2i ( f ) and f j i = 0 for i 6= j .
Then forM and N in Db(A), Π induces isomorphisms⊕
i∈Z
HomDb(A)(T 2iM,N) ∼= HomR(A)(OM ,ON )
and ⊕
j∈Z
HomDb(A)(M, T 2 jN) ∼= HomR(A)(OM ,ON ).
(8.1.1)
This means that Π is a covering functor with Galois group 〈T 2〉 in the sense of [10].
We now turn to the case where A is a finite dimensional algebra over k = Fq together with a Frobenius morphism
F on A. We first observe that the faithful functor Ψ : Db(AF ) → Db(A) in Lemma 5.2 commutes with the shift
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functors on Db(AF ) and Db(A), i.e., we have the following commutative square
Db(AF ) Db(A)
Db(AF ) Db(A)
-
-
? ?
Ψ
Ψ
T T
Then Ψ induces a faithful functor ΨR : R(AF )→ R(A) with the following commutative diagram
Db(AF ) Db(A)
R(AF ) R(A)
-
-
? ?
Ψ
ΨR
ΠAF ΠA
By the construction, the Frobenius functor ( )[1]D(A) commutes with the shift functor T , i.e., we have the commutative
diagram
Db(A) Db(A)
Db(A) Db(A)
-
-
? ?
( )
[1]
D(A)
( )
[1]
D(A)
T T
Hence, ( )[1]D(A) induces a functor
( )
[1]
R(A) : R(A) = Db(A)/(T 2) −→ Db(A)/(T 2) = R(A).
Note that (OM )[1] = OM [1] for eachM in Db(A) and f [1] = ( f [1]j i ) for a morphism f = ( f j i ) inR(A).
As in the previous sections, an object OM in R(A) is said to be F-stable if OM ∼= (OM)[1], and is said to be
F-periodic if OM ∼= (OM)[r ] for some integer r > 1. Call the minimal r with OM ∼= (OM)[r ] the R-period,
denoted by pR(OM).
We are now ready to describe the image of the functor ΨR for an A with finite global dimension.
Lemma 8.2. If A has finite global dimension, then each F-stable object OM in R(A) is isomorphic to some OX k
for some X in Db(AF ).
Proof. Let M be non-zero. Since OM ∼= (OM )[1] ∼= OM [1] in R(A), there is an i ∈ Z such that M[1] ∼= T 2iM
in Db(A). The commutativity between the shift and Frobenius functors impliesM[n] ∼= T 2niM for arbitrary n > 1.
Suppose i 6= 0. Since A is of finite global dimension, we have HomDb(A)(M[n], T 2niM) = 0 for n large enough.
This contradicts the fact thatM 6= 0. Hence, i = 0 andM[1] ∼=M , that is,M is F-stable in Db(A). By Lemma 5.1,
there is an X in Db(AF ) such thatM ∼= Xk . 
For each object M in Db(A) with a Frobenius map F , we define the F -twist of OM by setting (OM )[F ] =
O
M[F ] . Clearly, we always have (OM )
[F ] ∼= (OM )[1] sinceM[F ] ∼=M[1]. LetM andN be objects in Db(A) with
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Frobenius maps F1 and F2, respectively. Then the Frobenius map
FD(M ,N ) : HomDb(A)(M,N)→ HomDb(A)(M[F 1],N[F 2])
induces a q-twist map
FR(M ,N ) : HomR(A)(OM ,ON ) −→ HomR(A)(OM [F 1] ,ON [F 2])
f = ( f j i ) 7−→ f [F ] = (FD(T iM ,T jN )( f j i )).
(8.2.1)
Lemma 8.3. Assume that A has finite global dimension. Let X and Y be objects in Db(AF ) and let F1 and F2 be
the natural Frobenius morphisms on M = Xk and N = Yk defined by X and Y , respectively. Then FR(M ,N ) is a
Frobenius map.
Proof. By Lemma 2.2, it suffices to show that HomR(A)(OM ,ON ) is finite dimensional. By (8.1.1), we have
HomR(OM ,ON ) ∼=
⊕
i∈Z
HomDb(A)(T 2iM,N).
Since the global dimension of A is finite, HomDb(A)(T 2iM,N) = 0 for i large or small enough. Hence,
HomR(A)(OM ,ON ) is finite dimensional. 
Thus, for an algebra A with finite global dimension, we define the category R(A)F which consists of F-stable
orbits OM inR(A) and Hom-spaces
HomR(A)F (OM ,ON ) := HomR(A)(OM ,ON )F ,
where F = FR
(M ,N ) is defined with respect to the natural Frobenius maps onM and N via the isomorphisms given
in Lemma 8.2.
Remark 8.4. As seen in Remark 5.5, we may alternatively defineR(A)F to be the category consisting ofObjects: OM such that O[1]M
φRM∼= OM inR(A),
Morphisms: HomR(A)F (M,N) = {ξ ∈ HomR(A)(M,N) | φRN ◦ ξ [1] = ξ ◦ φRM }.
We leave the proof to the reader.
Theorem 8.5. If A has finite global dimension, then ΨR induces a category equivalence
R(AF ) ∼= R(A)F .
Proof. Clearly, ΨR induces a faithful functor Ψ¯R : R(AF )→ R(A)F which is dense (in the sense of Lemma 8.2).
Theorem 5.4 together with (8.1.1) implies that Ψ¯R is full. 
Finally, the indecomposable objects in R(AF ) can also be constructed in a way similar to those given in
Theorems 4.4 and 5.6.
Theorem 8.6. Suppose that A has finite global dimension. LetM ∈ Db(A) be indecomposable with D-period r and
M˜ = ⊕r−1i=0 M[i]. Let further X ∈ Db(AF ) be such that M˜ ∼= Xk in Db(A). Then OX is indecomposable in R(AF )
and
EndR(AF )(OX )/Rad (EndR(AF )(OX )) ∼= Fqr .
Moreover, every indecomposable object inR(AF ) can be obtained in this way.
Proof. By the definition of R(AF ), isomorphisms similar to (8.1.1) hold. Thus, a morphism f ∈ EndR(AF )(OX ) is
determined by a family of morphisms fi : X → T 2iX . Since the global dimension of A is finite, all, but finitely many,
HomDb(AF )(X , T 2iX ) are zero. If i 6= 0, the morphism fi lies in the radical of EndR(AF )(OX ) since it is nilpotent.
Therefore, we have
EndR(AF )(OX )/Rad (EndR(AF )(OX )) ∼= EndDb(AF )(X)/Rad (EndDb(AF )(X)),
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which is by Theorem 5.6 isomorphic to Fqr . Conversely, if OX is an indecomposable object in R(AF ), then
OX k = OM 1 ⊕ · · · ⊕OM s , where Xk =M1 ⊕ · · · ⊕Ms withMi indecomposable in Db(A), 1 6 i 6 s. Applying
once again Theorem 5.6, we must have that
Xk =M1 ⊕ · · · ⊕Ms ∼= M˜
for some indecomposable objectM in Db(A). 
Let A be a hereditary (basic) algebra with a Frobenius map F . Then both A and AF are related by an ad-quiver5
(Q, σ ) (see [4, Section 6], or more generally, the Appendix below) such that A can be identified as the path algebra
of Q and AF as the path (or tensor) algebra of the folded (or modulated) quiver (Γ ,M) of Q via σ . The quiver
automorphism σ extends linearly to a group automorphism σ on ZQ0 defined by σ(
∑
i∈Q0 ai i) =
∑
i∈Q0 aiσ(i).
This induces an automorphism
σˆ : (ZQ0)σ −→ ZΓ0.
Note that, if ∆(Q) (resp. ∆(Γ )) denotes the root system associated to Q (resp. Γ ), then σˆ gives rise to a surjection
∆(Q) → ∆(Γ ) which sends a root β to σˆ (β˜), where β˜ is the sum of the elements in the σ -orbit of β (see [14,
Proposition 4]). Now, [12, 4.1] implies immediately the following (cf. 5.7(b)).
Corollary 8.7. Maintain the notation above and assume that A is hereditary. If OM is an indecomposable object in
R(A), then σˆ (dimOM˜ ) = dimOX , where X ∈ Db(AF ) withM ∼= Xk in Db(A), and
∆(Γ ) = {σˆ (dimOM˜ ) |M indecomposable in Db(A)}.
Hence, in this case, the relation over the indecomposable objects given in Theorem 8.6 results in the same relation
on the associated root systems as the folding relation induced from σ .
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Appendix. Quivers with automorphisms and relations
In this Appendix, we shall show that every finite dimensional basic Fq -algebra is isomorphic to the fixed point
algebra (kQ/I )F , where Q is a quiver with an automorphism σ , F = FQ,σ ;q is the Frobenius morphism on the path
algebra kQ induced by σ , and I is an F-stable admissible ideal I (the relation ideal) of kQ. Thus, we generalize the
relation between hereditary algebras and quivers with automorphisms (see [4, Theorem 6.5]) to the general case.
The most important application of Frobenius morphisms is to the theory of quivers with automorphisms. In fact, we
shall see below that every quiver automorphism induces a Frobenius morphism on the path algebra of the quiver, and
thus gives rise to an Fq -modulated quiver (i.e., an Fq -species in [9,6]) whose tensor (or path) algebra is the associated
fixed point algebra.
Let Q = (Q0, Q1) be a finite quiver, where Q0 (resp. Q1) denotes the set of vertices (resp. arrows) of Q. For
each arrow ρ in Q1, we denote by hρ and tρ the head and the tail of ρ, respectively. Let σ be an automorphism of
Q, that is, σ is a permutation on the vertices of Q and on the arrows of Q satisfying the compatibility conditions:
σ(hρ) = hσ(ρ) and σ(tρ) = tσ(ρ) for any ρ ∈ Q1.
Let A := kQ be the path algebra of Q over k = Fq which has the identity 1 =∑i∈Q0 ei where ei is the idempotent
(as a length zero path) corresponding to the vertex i . Then σ induces a Frobenius morphism
FQ,σ = FQ,σ ;q : A −→ A;
∑
s
xs ps 7−→
∑
s
xqs σ(ps), (A.0.1)
5 This is a quiver Q without oriented cycles and with an automorphism σ such that each σ -orbit of vertices is an independent (or isolated) set.
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where
∑
s xs ps is a k-linear combination of paths ps , and σ(ps) = σ(ρt ) · · · σ(ρ1) if ps = ρt · · · ρ1 for arrows
ρ1, . . . , ρt in Q1.
We now construct an Fq -modulated quiver from a quiver Q with an automorphism σ . Let Γ0 and Γ1 denote the set
of σ -orbits in Q0 and Q1, respectively. Thus, we obtain a new quiver Γ = (Γ0,Γ1). For each arrow ρ : i −→ j in Γ ,
define
ερ = #{arrows in ρ}, dρ = ερ/εj, and d ′ρ = ερ/εi, (A.0.2)
where εk = #{vertices in σ -orbit k} for k ∈ Γ0. The quiver Γ together with the valuation {εd}d∈Γ0 , {(dρ, d ′ρ)}ρ∈Γ1
defines a valued quiver Γ = Γ (Q, σ ). Clearly, each valued quiver can be obtained in this way from a quiver with an
automorphism.
Using the Frobenius morphism F = FQ,σ on A defined above, we can attach naturally to Γ an Fq -modulation to
obtain an Fq -modulated quiver as follows: for each vertex i ∈ Γ0 and each arrow ρ ∈ Γ1, we fix i0 ∈ i, ρ0 ∈ ρ, and
consider the F-stable subspaces of A
Ai =
⊕
i∈i
kei =
εi−1⊕
s=0
keσ s (i0) and Aρ =
⊕
ρ∈ρ
kρ =
ερ−1⊕
t=0
kσ t (ρ0),
where ei denotes the idempotent corresponding to the vertex i . Then
AFi =
{
εi−1∑
s=0
xq
s
eσ s (i0) | x ∈ k, xq
εi = x
}
and AFρ =

ερ−1∑
t=0
xq
t
σ t (ρ0) | x ∈ k, xqερ = x
 . (A.0.3)
Further, the algebra structure of A induces an AFj –A
F
i -bimodule structure on A
F
ρ for each arrow ρ : i −→ j in Γ .
Thus, we obtain an Fq -modulation M = M(Q, σ ) := ({AFi }i, {AFρ }ρ) over the valued quiver Γ . The Fq -modulated
quiver (Γ ,M) defined above will be denoted byMQ,σ =MQ,σ ;q = (Γ ,M).
Example A.1. For r, s > 1, we define Q = Q(r,s) to be the complete bipartite quiver with
Q0 = {a1, . . . , ar ; b1, . . . , bs}, Q1 = {τ j i : ai −→ b j | 1 6 i 6 r, 1 6 j 6 s}.
Clearly, Q admits an automorphism σ such that
σ(ai ) = ai+1 and σ(b j ) = b j+1,
where ar+1 = a1 and bs+1 = b1. Thus, σ(τ j i ) = τ j+1,i+1. For example, if r = 2 and s = 3, the quiver Q = Q(2,3)
and the automorphism σ are illustrated by
Let d and m denote, respectively, the greatest common divisor and the least common multiple of r and s. We denote
by ρ1, ρ2, . . . , ρd the σ -orbits of τ11, τ21, . . . , τd1 in Q1, respectively. Then, it is easy to see that ρ1, ρ2, . . . , ρd
are distinct and form all the σ -orbits in Q1. Let further 1 and 2 denote the σ -orbits {a1, . . . , ar } and {b1, . . . , bs},
respectively. Then the valued quiver Γ = Γ (Q, σ ) associated to (Q, σ ) has two vertices 1, 2 and d arrows ρ1, . . . , ρd
from 1 to 2. The valuation is given by ε1 = r, ε2 = s and (dρi , d ′ρi ) = (ms , mr ) for all 1 6 i 6 d. By definition, we
have
A1 =
r⊕
i=1
kei and A2 =
s⊕
j=1
k f j ,
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where ei , f j denote the idempotents corresponding to vertices ai , b j , respectively. This implies that
AF1 =
{
r∑
i=1
xq
i−1
ei | x ∈ Fqr
}
and AF2 =
{
s∑
j=1
yq
j−1
f j | y ∈ Fqs
}
.
Then we have isomorphisms
AF1
∼→ Fqr , via
r∑
i=1
xq
i−1
ei 7→ x,
AF2
∼→ Fqs , via
s∑
j=1
yq
j−1
f j 7→ y.
Further, for each 1 6 i 6 d , we have
AFρi =
{
m−1∑
t=0
zq
t
σ t (τi1) | z ∈ Fqm
}
.
By identifying AFρi with Fqm via
∑m−1
t=0 zq
t
σ t (τi1) 7→ z, the AF2 –AF1 -bimodule AFρi is identified with the Fqs–Fqr -
bimodule Θr,si , where Θ
r,s
i = Fqm as an Fq -vector space, and its Fqs–Fqr -bimodule structure is defined by
y · z · x = yq i−1 zx for all x ∈ Fqr , y ∈ Fqs , z ∈ Fqm .
Finally, the Fq -modulationM(Q, σ ; q) can be identified with ({Fqr ,Fqs }, {Θr,si }di=1).
If r = s, by identifying vertices ai as bi in Q(r,s) for 1 6 i 6 r = s, we obtain the complete quiver Q(r) on r
vertices, i.e.,
Q(r)0 = {a1, a2, . . . , ar } and Q(r)1 = {τ j i : ai −→ a j | 1 6 i, j 6 r}.
For example, when r = 3, Q(3) has the form
In this case, the associated valued quiver Γ (Q(r), σ ) contains one vertex 1 and r loops ρ1, . . . , ρr ; and the
Fq -modulationM(Q(r), σ ; q) can be identified with ({Fqr }, {Θr,ri }ri=1).
Lemma A.2. For r, s > 1, letM\ denote the Fq -modulated quiver with underlying valued quiver
and Fq -modulation ({Fqr ,Fqs }, {Fqs ⊗Fq Fqr }) (resp. ({Fqr }, {Fqr ⊗Fq Fqr })), where m is the least common multiple
of r and s, and Fqs ⊗Fq Fqr (resp. Fqr ⊗Fq Fqr ) is the natural Fqs–Fqr (resp. Fqr –Fqr )-bimodule. Then, M\ is
isomorphic to the modulated quiverMQ(r,s),σ (resp.MQ(r),σ ) defined in Example A.1.
Proof. Let d denote the greatest common divisor of r and s. By viewing Fqr and Fqs as Fq -algebras and as subfields
of Fqm , we have an Fq -algebra isomorphism
Fqs ⊗Fq Fqr ∼−→ Fqm ⊕ · · · ⊕ Fqm︸ ︷︷ ︸
d
; x ⊗ y 7−→ (yx, yq x, . . . , yqd−1x).
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Clearly, as an Fqs–Fqr -bimodule, this induces a bimodule isomorphism
Fqs ⊗Fq Fqr ∼= Θr,s1 ⊕Θr,s2 ⊕ · · · ⊕Θr,sd .
Therefore, the two Fq -modulated quivers are isomorphic. 
Theorem A.3. Let (Q, σ ) be a finite quiver with an automorphism σ , and let MQ,σ be the Fq -modulated quiver
associated to (Q, σ ).
(1) If A = kQ is the path algebra of Q, and F = FQ,σ the Frobenius morphism on A induced by σ , then the fixed
point algebra AF is isomorphic to the tensor algebra T (MQ,σ ) of MQ,σ .
(2) For any given Fq -modulated quiverM, there is a quiver Q and an automorphism σ such that the tensor algebra
T (M) of M is isomorphic to (kQ)FQ,σ .
Proof. The proof of (1) is the same as given in [4, Proposition 6.3]. Here we provide a proof for (2) by using
Lemma A.2 (cf. the proof of [4, Theorem 6.5]).
Let M = (Γ ,M) be an Fq -modulated quiver given by a valued quiver Γ = (Γ0,Γ1) with valuation
({εx }x∈Γ0 , {(dρ, d ′ρ)}ρ∈Γ1) and an Fq -modulation M = ({Dx }x∈Γ0 , {Mρ}ρ∈Γ1) of Γ . In view of [4, Section 6], we
may suppose that Γ is a simple valued quiver (i.e., no parallel edges, but allowing simple loops). We shall look at the
case where Γ is connected and consists of one arrow only. The general case can be constructed by induction on the
number of arrows.
Let ρ : x −→ y be the unique arrow of Γ . (If x = y, then ρ is a loop.) For simplicity, set r = εx , s = εy and let
d and m denote respectively the greatest common divisor and the least common multiple of r and s. Further, we may
identify Dx and Dy with Fqr and Fqs , respectively, then Mρ is an Fqs–Fqr -bimodule which can be decomposed into
a sum of simple bimodules
Mρ = M1 ⊕ M2 ⊕ · · · ⊕ Mt .
Since each Mi is a simple Fqs–Fqr -bimodule, there exists 1 6 ni 6 d such that Mi ∼= Θr,sni . Let Q = (Q0, Q1) denote
the quiver with
Q0 = {a1, . . . , ar , b1, . . . , bs} and Q1 = {τ (i)j : a j −→ b j+ni−1 | 1 6 j 6 m, 1 6 i 6 t},
where the subscripts of a j and b j+ni−1 are considered as positive integers modulo r and s, respectively. (Note that if
x = y, then ai = bi for 1 6 i 6 r = s.) We define an automorphism σ of Q via
a1 7→ a2 7→ · · · 7→ ar 7→ a1, b1 7→ b2 7→ · · · 7→ bs 7→ b1,
τ
(i)
1 7→ τ (i)2 7→ · · · 7→ τ (i)m 7→ τ (i)1 for 1 6 i 6 t.
From the construction given before Example A.1, we see that the valued quiver Γ (Q, σ ) consists of two vertices
1 and 2 (i. e., the σ -orbits {a1, a2, . . . , ar } and {b1, b2, . . . , bs}, respectively) and of t arrows ρi (= the σ -orbit
{τ (i)1 , τ (i)2 , . . . , τ (i)m }) for 1 6 i 6 t . Let A = kQ and F = FQ,σ ;q . Then AF1 ∼= Fqr and AF2 ∼= Fqs . Under these
isomorphisms, we see from Example A.1 that the AF2 –A
F
1 -bimodule A
F
ρi
is isomorphic to Θr,sni ∼= Mi for 1 6 i 6 t .
Thus, the Fq -modulated quiverMQ,σ associated with the pair (Q, σ ) is isomorphic toM. By (1), we obtain that
(kQ)FQ,σ ∼= T (MQ,σ ) ∼= T (M). 
Remark A.4. This theorem is a generalized version of [4, 6.3], where σ is assumed to be admissible, and of [4, 6.5],
where only finite dimensional hereditary basic algebras are considered.
The next result shows that, up to Morita equivalence, the representation theory of quivers with automorphisms
covers that of all finite dimensional Fq -algebras.
Theorem A.5. (1) Let B be a finite dimensional basic Fq -algebra. Then there exists a finite quiver Q together with
an automorphism σ and an FQ,σ -stable admissible ideal I of kQ such that
B ∼= (kQ/I )FQ,σ .
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(2) If A is a finite dimensional k-algebra with Frobenius morphism F, then there exists a basic algebra A′ with a
Frobenius morphism F ′ such that both pairs (A, A′) and (AF , A′F
′
) are Morita equivalent.
Proof. (1) Since B is finite dimensional and basic, there is an Fq -modulated quiver M = (Γ ,M), the Ext-quiver
of B, such that B ∼= T (M)/I, where T (M) is the tensor algebra of M and I is the relation ideal of B (see [7,
Theorem 8.5.2] or [2, p.104]). By Theorem A.3(2), there exist a quiver Q and an automorphism σ on Q such that
T (M) = (kQ)FQ,σ . However, FQ,σ is given by FQ,σ (x ⊗ λ) = x ⊗ λq for x ⊗ λ ∈ kQ = (kQ)FQ,σ ⊗Fq k. This
means that the ideal I := I ⊗ k is FQ,σ -stable, and I = I FQ,σ . Therefore,
B ∼= T (M)/I ∼= kQFQ,σ /I FQ,σ ∼= (kQ/I )FQ,σ .
(2) Since B = AF is a finite dimensional Fq -algebra, there is a finite dimensional basic Fq -algebra C which is
Morita equivalent to AF . Then A′ = C ⊗Fq k is clearly a finite dimensional basic k-algebra, and C = A′F
′
where F ′
is the Frobenius morphism given by F ′(x ⊗ λ) = x ⊗ λq for all x ∈ C and λ ∈ k. It remains to prove that A and A′
are Morita equivalent.
By definition, there are bimodules BXC and CYB and surjective maps φ : X ⊗C Y −→ B of B–B-bimodules and
ψ : Y ⊗B X −→ C of C–C-bimodules satisfying
xψ(y ⊗ z) = φ(x ⊗ y)z and yφ(z ⊗ w) = ψ(y ⊗ z)w for all x, z ∈ X and y, w ∈ Y.
Set Xk = X ⊗Fq k and Yk = Y ⊗Fq k. Then Xk becomes an A–A-bimodule and Yk becomes an A′–A′-bimodule.
Moreover, the maps
φ˜ : Xk ⊗A′ Yk −→ A, (x ⊗ λ)⊗ (y ⊗ µ) 7−→ φ(x, y)⊗ λµ, x ∈ X, y ∈ Y, λ, µ ∈ k
and
ψ˜ : Yk ⊗A Xk −→ A′, (z ⊗ λ)⊗ (w ⊗ µ) 7−→ ψ(z, w)⊗ λµ, z ∈ Y, w ∈ X, λ, µ ∈ k
satisfy the similar conditions as φ and ψ . Thus A and A′ are Morita equivalent. 
Remarks A.6. (a) Let F and F ′ be Frobenius morphisms on A and A′, respectively. Then, in general, that A and A′
are Morita equivalent does not necessarily imply that AF and A′F
′
are Morita equivalent. For example, let Q be the
quiver with three vertices 1, 2, 3 and two arrows α : 1 −→ 2 and β : 1 −→ 3. Let σ1 be the identity automorphism of
Q and σ2 the automorphism exchanging arrows α and β. Then (kQ)
FQ,σ1 is the path algebra FqQ and
(kQ)FQ,σ2 ∼=
[
Fq 0
Fq2 Fq2
]
.
It is obvious that (kQ)FQ,σ1 and (kQ)FQ,σ2 are not Morita equivalent.
(b) From Theorem A.5(2), we see that the study of finite dimensional k-algebras with Frobenius morphism can
be reduced to that of basic k-algebras. Further, each Frobenius morphism on a finite dimensional basic k-algebra is
induced from an automorphism of its Ext-quiver.
F-inherited properties and theories. A Frobenius morphism F links an algebra A over k = Fq with an algebra AF
over Fq . It would be interesting to know which theories on A or properties of A are inherited by AF . More precisely,
we say that a theory on A is F-inherited if the same theory holds on AF ; while a property of A is called F-invariant if
AF has the property. For example, by Theorem 2.10, the number of irreducible modules is not F-invariant. However,
we do have the following F-invariants.
Proposition A.7. Let A be a finite dimensional algebra with a Frobenius morphism F. The following properties of A
are F-invariants.
(P1) An algebra is of finite representation-type;
(P2) An algebra is hereditary;
(P3) An algebra has finite global dimension;
(P4) An algebra is a basic algebra;
(P5) An algebra is self-injective;
(P6) An algebra is preprojective.
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Proof. The first two statements follow from Theorems 2.10 and A.3. (P3) follows from the fact that, for two F-stable
A-modules (M, FM ) and (N , FN ), there is a natural isomorphism
Ext nA(M, N ) ∼= Ext nAF (MF , N F )⊗Fq k; for each n > 0, (A.7.1)
see [3, 8.16]. The rest can be checked directly by definition. 
In general, if a structural property on A is not compatible with the Frobenius morphism F on A, then this property
is not F-invariant. For example, the following properties seem not F-invariant.
(a) An algebra is quasi-hereditary;
(b) An algebra is cellular;
(c) An algebra is symmetric.
For F-inherited theories, we have the following list:
(T1) The Morita equivalence theory is F-inherited (Theorem A.5(2)).
(T2) The Auslander–Reiten theory is F-inherited ([4, 8.3]).
(T3) The Kac theory is F-inherited ([5, 3.2], [14, Section 6] and [4, 10.3]).
(T4) The derived category theory is F-inherited (Theorem 5.4).
If one regards Kac’s conjecture [17] as part of the Kac theory, it would be natural to expect that this conjecture is
F-inherited, that is, the same conjecture is true for all symmetrizable (generalized) Cartan matrices.
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