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Abstract
High spatial resolution (> 400nm) scanning Hall probe microscopy (SHPM) has 
been used to investigate the magnetic states of several systems. The first study 
focuses on magnetisation reversal in 2/xm epitaxial Fe disks. The domain struc­
ture of the disks has been directly observed, and is seen to be dominated by 
in-plane bi-axial anisotropy. The disks are shown to exhibit a double vortex 
structure, which is in good agreement with the results of micromagnetic simula­
tions obtained with the OOMMF code. Further evidence for the double vortex 
reversal mechanism is drawn from local measurements of out-of-plane magnetic 
induction loops. The second study investigated the structural properties of do­
mains in a highly anisotropic YIG film. The SHPM allows ‘difference images’ 
of two different applied field conditions to be produced, allowing the observation 
of very small scale changes in the domain structure. These changes are in the 
form of highly local regions of contrast. The features in the images are analysed 
using magnetostatic calculations which allow their size to  be estimated. However 
from our results it is not possible to identify a definite mechanism for their ori­
gin. Finally, the results of a study into the interactions between C o/P t multilayer 
disks with strong uniaxial anisotropy and a thin type II superconducting Pb film, 
electronically isolated from the magnetic disks, is presented. Spontaneous vortex- 
antivortex (V-AV) shells have been directly observed and their interactions with 
‘free’ (anti)fluxons in an applied magnetic field have been studied. The behaviour 
of the system is seen to be driven by competing symmetries, which can either 
lead to added AVs joining AV shells around the disks or stabilising the transla- 
tionally symmetric AV lattice between the magnets. Added vortices annihilate 
AV shells, leading first to a stable ‘nulling’ state with no free fluxons and then, at 
high densities, to vortex shells around the magnets stabilised by the asymmetric 
“anti-pinning potential” . The experimental results are in good agreement with 
Ginzburg-Landau calculations.
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The past two decades have been witness to significant advances in nanoscale fab­
rication of electronic devices and structures. These advances have allowed funda­
mental concepts and properties to be studied across many fields of the physical 
sciences. These developments have also driven the creation and advancement of 
techniques able to probe systems on such small scales. One of the major advances 
in this field came in 1981 with the realisation of the scanning tunnelling micro­
scope (STM) by IBM researchers Gerd Binnig and Heinrich Rohrer. The STM 
allowed, for the first time, imaging of surfaces with atomic resolution. It also pro­
vided the techniques required to accurately navigate the surface of a sample at 
close proximity without physical contact. The years following the development of 
the STM saw the emergence of several other scanning probe techniques; in 1986 
the atomic force microscope (AFM) [1] was first demonstrated, which operates 
by measuring the force between an atomically sharp tip located on a microma­
chined cantilever and a surface. At around the same time these techniques were 
being adapted to probe the magnetic state of a material. The first of these to be 
realised was the magnetic force microscope (MFM) [2] in 1987. This was based 
on the AFM, however the atomically sharp tip was coated with a ferromagnetic 
thin film and the magnetic force between the surface and the ferromagnet was 
measured. This gave the ability to investigate the domain structures of magnetic 
materials with high spatial resolution, however obtaining quantitative informa­
tion was not trivial. A different approach involved the use of micron sized Hall 
sensors fabricated from GaAs/AlGaAs heterostructure materials, which provided 
quantitative results with little data processing required. Hall sensors were first
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used in a microscope arrangement by Itzler et al. [3], however this system did 
not have accurate positioning above the sample surface. In 1992 Chang et al. [4] 
improved the microscope design by incorporating an STM tip into the Hall sen­
sor, allowing the use of STM positioning techniques to bring the active Hall cross 
into close proximity (< 200nm) with the sample surface. The final significant 
revision to the scanning Hall probe microscope (SHPM) came in 1996 when Oral 
et al. [5] modified the sensor design so that the gold layer which forms the STM 
tip does not coat the Hall bars, which was shown to reduce the noise and coupling 
between the tunnel current and Hall signal. In this thesis research is presented 
that has been obtained using the SHPM with a GaAs/AlGaAs heterostructure 
Hall sensor. The research has focussed on two effects observed in condensed 
matter; namely superconductivity and ferromagnetism. These two effects arise 
from two inherently different quantum mechanical phenomena. Superconductiv­
ity arises from a pairing of the conduction electrons below a critical temperature 
(<C 300A"), leading to resistanceless transport currents. Ferromagnetism on the 
other hand arises from the long-range ordering of the spins of un-paired electrons 
and is readily observed at 300A, allowing it to be incorporated either directly or 
indirectly into many everyday technologies. The coexistence of these two effects 
is extremely rare, one of the few materials to exhibit this property at ambi­
ent pressure is URhGe2  [6]. This rarity has led to considerable interest in the 
interplay between ferromagnets and superconductors in artificially created sys­
tems, which can be either electronically coupled or electronically isolated. In the 
electronically coupled case proximity effects can occur at the interface between 
the two materials; the exchange field in the ferromagnet acts to suppress the 
superconducting wave function and causes it to oscillate. This effect leads to 
oscillations in observable properties such as the transition temperature. In this 
thesis we consider only the electrically decoupled (magnetically coupled) case, 
where a thin insulating layer separates the ferromagnet and superconductor. In 
this situation the only interaction present arises from the magnetic field gener­
ated by the ferromagnet. The use of magnetic structures can lead to spontaneous 
vortex generation in the superconductor and also the pinning of vortices. How­
ever, selecting the optimal magnetic material to achieve the desired effects in the 
superconductor requires a detailed understanding of the material properties and 
the fundamental physical processes that control the sample magnetisation. The 
understanding of ferromagnetic materials is of great importance for many prac­
tical applications. A considerable body of research exists related to data storage 
and magnetic memory applications.
2
Structure of Thesis
The thesis begins by presenting a broad introduction to superconductivity in 
Chapter 2. The fundamental lengthscales and properties of the superconducting 
state are introduced along with the principal phenomenological theories which 
are used to explain the observed properties of superconductors. This is followed 
by an introduction to magnetism in condensed m atter in Chapter 3. The differ­
ent types of magnetism which exist are described and the properties and origins 
of ferromagnetism are discussed for metals and the yttrium-iron-garnets, which 
are insulators. An overview of the imaging techniques used to investigate mag­
netic and superconducting systems is then presented in Chapter 4 along with 
a detailed description of the scanning Hall probe microscope (SHPM), and the 
fabrication of high resolution GaAs/AlGaAs heterostructure Hall sensors. The 
final three chapters focus on three distinctly different systems investigated using 
the SHPM. In Chapter 5 a study of magnetisation reversal in epitaxial iron disks 
is presented. Then we move onto an investigation of domain fine structure in 
yttrium-iron-garnet (YIG) at low temperature (T =  5K) in Chapter 6. Finally 
the results of a study of a ferromagnet-superconductor hybrid structure are pre­
sented in Chapter 7. This system consists of an array of magnetic disks with 
out-of-plane magnetic moments coated with a type II superconductor (isolated 
from the magnetic disks by an insulating layer to prevent proximity effects occur­
ring). The conclusions to these three investigations are presented in Chapter 8 
along with a discussion of how this work could be further developed.
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Chapter 2
Introduction to  
Superconductivity
2.1 Discovery of Superconductivity
The early 20th century yielded the discovery of a new state of matter, named 
superconductivity, by H. Kamerlingh Onnes [7]. This was the result of several 
years of research into the low temperature properties of various materials, which 
was made possible by the liquefication of helium three years earlier by Onnes. 
The ready supply of liquid helium allowed Onnes and co-workers to investigate 
the conducting properties of platinum at low temperatures. The results of this re­
search were inconclusive as the resistivity was dominated by impurities. This led 
Onnes to perform experiments with mercury. Mercury, being liquid at room tem­
perature, was readily purified using distillation techniques, allowing experiments 
to be performed on a very pure metal. However, the results of the experiment 
showed that the conductivity of the mercury dropped to zero (within experimen­
tal limits) at 4.2K, a very unexpected result. The conclusion Onnes drew from 
this was that the state of the metal had suddenly changed, from the normal state, 
to the resistanceless superconducting state.
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2.2 Properties o f the Superconducting State
After the initial discovery of superconductivity it was soon realised that only 
a few of the elemental metals actually entered the superconducting state. The 
critical temperature, Tc, at which these elements became superconducting varies 
significantly. Further investigation also revealed tha t the superconducting state in 
these metals was destroyed by excessive current densities, above a critical current 
density J c, and by the application of magnetic fields above a critical field, H c.
The property of zero resistance alone is not sufficient to define superconductivity 
as a new state of matter. A perfect conductor would show identical behaviour. 
In 1933 Meissner and Ochsenfeld [8] discovered the second defining property of 
the superconducting state. They found that when a superconducting material is 
cooled in the presence of a magnetic field, less than the critical magnetic field H c, 
the magnetic flux in the superconductor is completely expelled. The expulsion 
of flux from within the superconductor is achieved by the generation of screening 
currents. These currents are set up in response to an externally applied magnetic 
field and produce a magnetic field that exactly opposes the external field. It 
is important to realise that this unique property of the superconducting state 
could not occur if the material was simply a perfect conductor [9] cooled in an 
applied field. Figure 2.1 shows a schematic comparison of the Meissner effect in a 
superconductor as it is cooled below Tc, and the response of a perfect conductor 
in the same situation.
The Meissner effect can be understood by regarding the superconductor as a 
magnetic material in which there is an equivalent magnetisation generated by 
the screening currents. This allows us to write
B =  Mo(H +  M ) =  0, (2.1)
which leads to the condition M  =  —H. Therefore the superconductor has a 
magnetic susceptibility, y, of —1. Consequently, superconductors are perfect 
diamagnets. Figure 2.2 illustrates the magnetisation curve of a long perfect su­
perconducting rod, however in real samples the majority of magnetisation curves 
show some form of hysteresis as a result of imperfections in the sample.
5
Perfect Conductor Superconductor
Figure 2.1: Magnetic behaviour of a perfect conductor and a superconductor 
cooled in an applied field (H < Hc). (a)-(b) Specimen is above critical temper­
ature, Tc, of superconductor with an externally applied magnetic field, (c)-(d) 
temperature lowered below Tc with external magnetic field still applied and (d)- 
(e) temperature remains below Tc, and the magnetic field is removed.
For over 40 years it was assumed that the underlying physics of the superconduct­
ing state was the same for all superconductors. However in 1957 Abrikosov [10] 
showed theoretically that there are two classes of superconducting material. The 
two types of superconductor, referred to as type I and type II, share many prop­
erties. However, the effect of a magnetic field on the two phases is remarkably 
different. The phase diagrams for generic type I and type II superconductors are 
shown in figure 2.3.
The type I superconductors were those that Onnes discovered in 1911. Upon 
entering the superconducting state a type I superconductor excludes all flux. 



















Tc T Tc t
Figure 2.3: Phase diagrams illustrating the difference between Type I and Type 
II superconductors.
magnetic fields. Initially the type II superconductors (e.g. Nb) were thought to be 
special cases of the type I materials, but the theoretical work by Abrikosov led to 
the re-classification of some of these materials. These materials have two critical 
magnetic fields, Hci and Hc2. Below the first critical field the material excludes 
all flux and enters the Meissner state. In the region between the two critical fields 
the material allows flux to enter the material in the form of fluxons. Fluxons are 
quanta of magnetic flux that thread the superconductor through the formation 
of normal cores. The normal cores that quanta of magnetic flux pass through 
are called vortices. The ideal magnetisation curve for a type II superconductor 
is shown in figure 2.4, which shows the three phases along with their associated 
magnetic properties. Below Hc\ the type II superconductor behaves similar to 
a type I superconductor and displays a complete Meissner effect. As the field 
is increased above Hci, and remains below Hc2, the magnetisation increases and
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exhibits an incomplete Meissner effect. In this regime < B  0, and magnetic 
flux in the form of vortices penetrates the sample. Once Hc2 is reached the sample 
becomes normal. Hc 2  can be up to 100 times greater than the thermodynamic 
critical field Hc. This makes type II superconductors the most useful from an 
applications perspective; uses range from superconducting magnets in magnetic 
resonance imaging (MRI) systems used by hospitals to magnetic energy storage 
systems used to store electrical power as part of the electrical grid’s redundant 
backup systems.
-M




Figure 2.4: A schematic of the magnetisation curve for an ideal type II super­
conductor.
In this section the two defining properties of the superconducting state have 
been discussed, but we have not attempted to quantify the behaviour of the 
superconductor when an external field is applied. The nature of the bulk screening 
currents within the superconductor limits the flow of resistanceless transport 
currents to the surface of the superconductor. However if the currents were 
confined solely to the surface, the current sheet would have no thickness and 
there would be an infinite current density, which is physically impossible. In 
real samples, the superconductor has what is called a penetration depth, A. A 
is a distance perpendicular to the sample surface which the screening currents, 
generated by a superconductor under the influence of an applied magnetic field, 
must flow. This leads to the concept that the flux density does not fall to zero at 
a normal-superconducting interface but dies away gradually in the region where 
the screening currents flow. This situation is shown schematically in Figure 2.5.






Figure 2.5: The penetration of magnetic flux into a generic superconductor below
B (0) at the surface of an arbitrary sample to B(x) at a distance x  into a sample 
(such as that shown in figure 2.5). This gives a definition of penetration depth, 
A, as [11]
2.3 E lectrodynam ics o f Superconductors and the  
London T heory
The first significant theory applied to the superconducting state was proposed 
by F. and H. London [12]. The theory was phenomenological, being based solely 
on experimental data, and did not explain the underlying origins of the observed 
phenomena. Though only phenomenological in nature the London theory is use­
ful in understanding the magnetic and transport properties of superconductors. 
It is still in frequent use, and is also the pre-cursor to the quantum mechanical 
theory that was proposed by Ginzburg and Landau. The London equations are 
based on the principal of the two-fluid model [13]. The two-fluid model makes 
the supposition that below the critical temperature the conduction electrons are 
separated into two classes; those which do not experience any resistance to their 
motion (superelectrons) and those that do (normal electrons). The fraction of 
superelectrons increases as the temperature drops further below the critical tern-
(2 .2)
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perature with T  —* OK being the limiting case where all conduction electrons 
are superelectrons. This gives a picture of a superconductor below Tc that is 
composed of two electron fluids. One fluid of normal electrons and another fluid 
of superelectrons, whose relative densities are dependent on temperature. The 
concept of the two-fluid system was strongly supported at the time by thermo­
dynamic arguments based on the results of various measurements [11].
The London brothers began by considering the transport of current through a 
superconductor. In this case the charge carriers experience no resistance to their 
motion. This means that on the application of a constant electric field, E, the 
superelectrons will steadily accelerate,
m — - = eE, (2.3)
at
where v s, m  and e are defined as the velocity, mass, and charge of the super­
electrons. As we are interested in currents we can define a supercurrent density, 
J s =  n sevs, where ns is the density of superelectrons. This can be substituted 
into 2.3 giving
^  =  ” ^ E ,  (2.4)
dt nn
which is the rate of increase of current under the influence of an applied electric 
field. As the superconductor is perfectly diamagnetic (i.e. % — — 1) anY Aux 
density in the metal will arise from the currents, which only affect B and not 
H  [11], We can then use Maxwell’s equations to obtain an expression for the 
magnetic field,
dB  „  ^
—  =  - V  x E
dt
(2.5)
_  _ _ . dB




Combining the two Maxwell equations with 2.4 leads to
dB m  __ _  dB
—  =  rV  x V x — . (2.7)
dt fJ’0'nsez dt
If we then make use of the vector identity V x V x V  =  V ( V - V )  — V 2V  and 
Maxwell’s equation V • B =  0 we can write
dt ljionse2 dt 
Now we define a characteristic lengthscale, A, as
dB m  „ 0dB . .
V 2- —. (2.8)
A =  a/ - — 2- (2-9)fj,0nse2
Then equation 2.8 will have solutions of the form,
for the case of a planar boundary superconductor-normal interface in a uniform 
applied magnetic field parallel to the boundary. B a is defined as the flux density 
outside of the metal, and the direction normal to the metal is defined to lie 
parallel to the x  axis. This implies that ^  rapidly decays as we move inside the 
superconductor.
This discussion has applied the standard laws of electrodynamics to the case of a 
conductor with zero resistance, and has produced a complete description of the 
magnetic properties of such a system, as demonstrated by equation 2.8. How­
ever, a superconductor is not simply a perfect conductor, as it actively excludes 
magnetic flux from the interior of a bulk sample by the generation of surface 
currents that oppose any applied field. This means that the magnetic flux within 
the superconductor must be a constant with the value of zero. This can only be 
true if B dies away rapidly with distance into the surface as well as F. and
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H. London proposed that equation 2.8 not only applies to but to B itself,
(2 .11)
This would mean that the magnetic flux density B  would show behaviour in 
the superconductor similar to the behaviour described in equation 2.10 for ® . 
Giving solutions of the form,
B(x) = Bae (x^ (2 .12)
for the case of a planar boundary superconductor-normal interface in a uniform
applied magnetic field parallel to the boundary. Equation 2.12 shows that the
decay of flux density at the surface of a superconductor, and satisfies the general 
definition of a penetration depth given by equation 2.2. This penetration depth 
is also dependent on the superelectron density, ns which, in the context of the 
two-fluid model, was dependent on temperature. Equation 2.13 predicts that 
the London penetration depth is inversely proportional to superelectron density. 
This means that as the temperature is raised and the number of superelectrons 
approaches zero the penetration depth approaches infinity at Tc. The two-fluid 
model predicts that the temperature dependence of lambda is given by [13]
flux density will fall to a value of 1 at a distance x = Xl into the superconductor. 
This distance is called the London penetration depth, and is given by
(2.13)
This particular solution of the London equations predicts a rapid exponential
A, (2.14)
Figure 2.6 shows this variation,
12
Tc T
Figure 2.6: The temperature dependence of the penetration depth, A, as predicted 
by the two-fluid model.
2.4 T he G inzburg-Landau Equations
Ginzburg and Landau [14] produced a theory of superconductivity based on quan­
tum mechanics. The theory was (initially) phenomenological in nature and ex­
plained several important properties of the superconducting state that could not 
be addressed by the London theory. In later chapters results are interpreted us­
ing simulations performed within the framework of the Ginzburg-Landau theory. 
Hence a basic understanding of the theory is required. We shall follow the ap­
proach taken by Tinkham [9] and briefly derive the Ginzburg-Landau equations.
The Ginzburg-Landau theory begins by introducing a complex order parameter, 
^ (r), to describe the behaviour of the superelectrons. In this derivation we in­
troduce the concept that the electrons responsible for superconductivity are in 
bound pairs (this is discussed further in section 2.5). Where ^ ( r ) !2 represents 
the local density of the superelectron pairs,
W r) |2 = n ; ( r ). (2.15)
Ginzburg and Landau then postulated that the free energy density of the super­
conducting state, / s, could be written as a power series in |V>|2 . If the problem is 
restricted by only considering the case where rfi is small and does not vary rapidly 
in space,
13
/ .  =  / .  +  ° # | 2 +  ^  ( J v  -  e*A^ i, 2 +  ^ |H a -  H |2 (2.16)
where f s and f n  represent the free energy density of the superconducting and 
normal states respectively, %p is the Ginzburg-Landau order parameter, m* and 
e* represent the mass and charge of the superelectron pairs respectively, and A  
is the magnetic vector potential defined by B =  V x A. H a and H represent an 
externally applied field and the field within the superconductor respectively. If 
\p = 0, as is the case for the normal state, equation 2.16 will reduce to the free 
energy of the normal state in the presence of a magnetic field,
/ s =  /„  +  y | H a - H | 2. (2.17)
If we now consider the case where ip ^  0 and there are no fields or gradients, 
equation 2.16 can be expressed as
f s  f n  = 0 # |2 +  (2.18)
This equation can be treated as a series expansion in powers of \ip\2 in which only 
the first two terms have been retained and will be valid as long as T  & Tc. If 
equation 2.18 is minimised with respect to l^l2 we find that,
a 2 ( T )
f . ( T )  = M T )  -  2 i _ l , (2.19)
which tells us that (3 must be positive if the superconducting state is to have 
a lower energy. Hence, a(T) = — |a(T)| if n s is to be non-zero. This leads to 
two possible conditions for a. The case where a > 0, which corresponds to a 
minimum in the free energy at |^ |2 =  0 (the normal state). The second case is 
that where a < 0, where the minimum occurs at \ip\2 = — These two conditions 










a t | 12 =1
Superconducting 
a  < 0
T < Tc
Figure 2.7: Ginzburg-Landau free energy functions for a  < 0 and a > 0. The 
red dots represent the minima.
is substituted back into equation 2.18, and using the definition of the ther­
modynamic critical field, Hc, we find
This discussion has focused on minimising the free energy in the presence of no 
external fields or gradients. The most practically useful aspect of the Ginzburg- 
Landau theory is its application to inhomogeneous superconductors such as type 
II materials (i.e. where fields and gradients play an important role). When suit­
able boundary conditions are applied to impose fields, currents or their gradients 
will adjust itself to minimise the free energy given by the volume integral of 
equation 2.16. Minimisation of the overall free energy is a standard variational 
problem and leads to the Ginzburg-Landau differential equations
If the value for the minimum of free energy of the superconducting state, \ip\2 =






It is useful to note that equation 2.21 has a similar form to the Schrodinger 
equation (apart from the non-linear term) with energy eigenvalue —a  for particles
form as the quantum-mechanical expression for such particles.
Equations 2.21 and 2.22 are usually solved using numerical techniques, however 
it is useful to consider the case of an inhomogeneous superconductor in zero 
magnetic field, which allows us to rewrite equation 2.21 as
This length scale is the Ginzburg-Landau coherence length. The concept of co­
herence was initially introduced by Pippard [15] in 1953 to explain the origin 
of surface energy at a normal-superconducting interface. Pippard suggested that 
the number of superelectrons could not change rapidly with position, but changes 
gradually over a certain distance which he called the coherence length, £o- The 
Ginzburg-Landau coherence length is not the same as the Pippard coherence 
length. The two coherence lengths are however related and in sufficiently pure 
metals, well below the critical temperature, £(T) «  £0. As Tc is approached 
the Ginzburg-Landau coherence length diverges whereas the Pippard coherence 
length remains relatively constant. Figure 2.8 shows the variation of £(T) as a 
function of temperature, where the limiting value is the Pippard coherence length.
of mass m *, charge e* and wavefunction xf). Equation 2.22 has exactly the same
(2.23)
This allows a characteristic length scale for the variation of ^ (r)  to be defined as,
(2.24)
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Figure 2.8: Dependence of £ on temperature.
T h e  G in zb u rg -L an d au  P a ra m e te r
We have now introduced the two fundamental length scales associated with su­
perconductivity, these lead to an important dimensionless quantity; the Ginz­
burg-Landau parameter, k, which is simply the ratio of the two characteristic 
lengthscales
As both A and £ have a similar temperature dependence n will not vary signif­
icantly with temperature. Table 2.4 shows the values of A, £ and /c for several 
elemental bulk superconductors.
Material Tc (K) HC(T = OK) (Gauss) Al(0) (nm) £(0 )(nm) H S
o
Sn 3.7 306 34 230 0.16
A1 1.2 99 16 1600 0.010
Pb 7.2 803 37 83 0.45
Table 2.1: The properties of three superconducting elements in the bulk state.
2.5 The M icroscopic T heory o f Superconductiv­
ity
The majority of the discussion so far has focussed on the experimentally observed 
properties of the superconducting state, and the two principle phenomenological
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theories which attempted to explain them. It was not until 1957 that Bardeen, 
Cooper and Schrieffer [16] (BCS) proposed a complete microscopic theory of the 
superconducting state. A complete discussion of BCS theory is involved and will 
not be performed here (for a detailed analysis refer to [9,17]), rather we will focus 
on two main concepts which underpin BCS theory and discuss how they relate 
to the two preceding phenomenological theories.
Cooper Pairs
The BCS theory is based on the idea formulated by L. Cooper [18] in 1956 tha t 
electrons could be bound into a pair. This bound electron pair has become 
known as the Cooper pair. Cooper discussed the result of adding two electrons 
to a metal at absolute zero. Cooper showed that if there was an attraction 
between the electrons, even a very weak attraction, they always form a bound 
state to reduce their overall energy. The weak attraction required to bind the 
electrons is provided by the interaction of the electrons with the crystal lattice, 
a concept first proposed by Frohlich [19] in 1950. As an electron passes through 
the crystal lattice it polarises the medium by attracting positive ion cores, this 
leads to an increase in positive charge density which acts to effectively attract 
another electron. If the attraction is greater than the Coulomb repulsion that the 
electrons feel, then superconductivity can occur. Figure 2.9 shows a schematic of 
the formation of a Cooper pair as a result of the electron-lattice interaction and 
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Figure 2.9: Left: The formation of a bound electron (Cooper) pair via the 
electron-lattice interaction. Right: A Cooper pair, consisting of a correlated 
pair of electrons of opposite momentum and spin.
The evidence for such an attraction is provided by the isotope effect [20,21],
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whereby the different isotopes of a superconducting element have different transi­
tion temperatures. The concept of the Cooper pair being bound by the electron- 
phonon interaction also explains why superconductors tend to be bad normal 
conductors. As an example lead, a very poor conductor at room temperature, 
has one of the highest elemental critical temperatures, whereas gold and silver do 
not exhibit superconductivity but are very good conductors at room temperature. 
As the Cooper pair is two bound electrons, it means that in the Ginzburg-Landau 
theory where we have used effective values for the mass, charge and density of 
the ‘superelectron pairs’, the actual values will be twice those for an electron, 
hence m* = 2m e, e* = 2e and n*s = In the case of the London theory, where 
superelectrons were assumed to be the principal carrier, the above substitutions 
have no affect on the London penetration depth.
The system treated by Cooper, namely adding two electrons to a metal at absolute 
zero, is not realistic as real metals have many electrons. However, Cooper had 
started the work which would lead to a full microscopic theory. Even though his 
model was unrealistic, he had for the first time looked at the interactions between 
the electrons in a superconductor. The following year Bardeen, Cooper and 
Schrieffer showed that the simple model proposed by Cooper could be extended 
to many interacting electrons, and to electrons already present in the metal. The 
principle assumption made by BCS theory is that the only interactions which 
have to be considered are those for any two electrons which make up a Cooper 
pair.
T h e  E nergy  G ap
An important property and concept in superconductivity is the presence of an 
energy gap, A, of order kTc. Daunt and Mendelssohn [22] proposed that the 
existence of an energy gap could explain the experimentally observed absence 
of thermoelectric effects. The first quantitative evidence for the energy gap was 
obtained by Corak et al. [23,24] by performing precise specific heat measurements 
on superconductors below Tc. The measurements showed that the specific heat 
of a superconductor, well below Tc, varies exponentially with temperature,
where a and b are constants. This exponential variation is indicative of electrons 
being excited from their ground state across an energy gap. The existence of a 
gap was confirmed around the same time by the use of electromagnetic absorption 
measurements using millimetre-microwave techniques in the region of huj & kTc. 
The first measurements were obtained for A1 (Tc & 1.2K )  by Biondi et al. [25] 
at T  «  Tc. However, owing to the low Tc of Al they could not make measure­
ments deep inside the superconducting state. A more comprehensive study of 
the energy gap was later made by Glover and Tinkham [26,27]. They performed 
far-infrared and microwave measurements on Pb (Tc ~  7.2K ) thin films. The 
high Tc allowed them to make measurements deep inside the superconducting 
state, these measurements provided convincing evidence of an energy gap of 3 to 
4 times kTc. This result was supported by BCS theory tha t predicted a minimum 
energy of Eg = 2A(T) would be required to break up a Cooper pair. The energy 
gap was predicted to be zero at Tc and increase to a limiting value
Eg{ 0) =  2A(0) =  3.528kTc (2.27)
for T  —> 0. The theoretical predictions provided convincing agreement with the 
experimental measurements of the gap and provided the first strong evidence for 
the validity of the microscopic theory.
Even though it is a complete microscopic theory, BCS theory has not made 
either the London theory or the Ginzburg-Landau theory redundant. The London 
theory is still extensively used for modelling non-BCS superconductors, such as 
the High Tc superconductors, which have very long penetration depths and for 
which no proven microscopic theory currently exists. In the case of the Ginzburg 
Landau theory, which was initially ignored by Western science owing to its purely 
phenomenological nature, it was shown by Gor’kov [28] to be a limiting case of 
the microscopic theory. The requirements for the Ginzburg-Landau theory to be 
valid were for temperatures close to Tc and for spatial variations in 'ip and A  that 
were not to rapid. The Ginzburg-Landau theory is exceptionally useful for the 
treatment of the macroscopic behaviour of superconductors, where the overall 
free energy is of most interest.
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2.6 N orm al-Superconductor Interfaces
In this chapter the fundamental length scales associated with superconductivity 
have been introduced, the penetration depth and the coherence length. We have 
seen that in a magnetic field, there is penetration of flux into the surface of 
the superconductor and that the superconducting state is highly ordered and 
changes to the superelectron pair density are not rapid, but occur over a length 
scale unique to each superconductor. An important consequence of this is that 
the boundary between superconducting and normal regions cannot be sharp, but 
will have a profile similar to that shown in figure 2 .1 0 .
Superconducting SuperconductingNorma Norma
Type II SuperconductorType I Superconductor
Figure 2.10: Coherence range and penetration depth at a superconducting-normal 
interface in generic Type I (left) and Type II (right) superconductors.
Consider the free energy associated with such an interface. There are two con­
tributions that change the free energy of the superconducting region relative to 
that of the normal region. The highly ordered nature of the superconducting 
state will lead to a reduction in free energy of the superconducting state by an 
amount f n — f s. There will also be a contribution arising from the Meissner effect 
because the superconducting region will have acquired a magnetisation which 
cancels the flux density inside. This leads to a positive magnetic contribution 
to the free energy of |/x0 H^. This situation is illustrated in figure 2.11 for both 
type I and type II superconductors. Deep inside the superconducting region the 
two contributions cancel and the free energy density will be the same as that 
in the normal region. However close to the boundary this will not be the case, 
because the number of superelectrons rises gradually over the coherence length, 
£. Hence the associated decrease in free energy as a result of increasing order will 
also occur over £. Conversely the magnetic contribution to the free energy rises 
over a distance related to the penetration depth A. In most real superconductors 
£ and A are not the same so there will be a net free energy associated with the 
boundary. The nature of this free energy is dependent on the values of £ and A. 
In the case of the coherence length being greater than the penetration depth the
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surface energy will be positive, meaning that the formation of superconducting- 
normal interfaces is not favourable. However, if the penetration depth is greater 
than the coherence length the surface energy will be negative, and the super­
conducting state will favour superconducting-normal regions. It is this criterion 




















Type I Superconductor Type II Superconductor
Figure 2.11: The contributions to surface energy at a normal-superconducting 
interface in type I (left) and type II (right) superconductors, along with their 
respective net free energy (bottom) at the phase boundary (Ha ~  Hc).
In 1957 Abrikosov [10] investigated the predictions of the Ginzburg-Landau the­
ory when « »  1 (negative surface energy). Abrikosov showed that the actual 
separation between type I and type II superconductors occurs at k = When 
an external magnetic field is applied there is a continuous increase in flux penetra­
tion starting at a lower critical field, Hci, and continuing up until a second critical 
field Hc 2 where superconductivity is suppressed (as shown in figure 2.4). This is 
considerably different to the discontinuous breakdown of superconductivity at Hc 
via a first order phase transition in type I superconductors. This suggests that 
under the influence of a sufficiently strong applied field (> Hci) the superconduc­
tor will attempt to form an infinite number of normal-superconducting interfaces, 
whose boundaries lie parallel to the applied field. This superconducting phase is 
known as the ‘mixed state’. Before a discussion of the mixed state it is a useful 
exercise to consider the effect of a normal region inside a superconducting body 
(e.g. a hole in a superconductor).
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Fluxoid Q uantisation
In section 2.4 the concept of representing the Cooper pairs by a wave function, 
ifi =  \ifi\e%<f>, was introduced. One consequence of this is that any current carrying 
state in a superconductor will have a relation to the phase of this wavefunction 
(fi. For example ifi =  \'tfi\e1̂ ~ >' is a current carrying state. If we consider the case 
where there is no applied field (H = 0), the second Ginzburg-Landau equation 
( 2 .2 2 ) gives a current density of,
for this current carrying state. The nature of flux passing through enclosed 
regions of the superconductor is of considerable importance (an important ap­
plication is discussed in the next section). We begin by considering the case of 
a normal hole in a superconductor, and consider a closed path surrounding the 
hole. This is schematically depicted in figure 2.12.
Figure 2 .1 2 : A hole (representing a normal region) enclosed in a superconductor. 
The red dashed line depicts a closed path (XYX) surrounding the hole.
In the case of currents flowing around the hole there will be a phase difference 
between two arbitrary points X and Y on this closed path,
pY
(A flx r  = 4>y  ~ (fix = /  ?  (2.29)
«/ X
where d\ is a line element joining points X and Y. Equation 2.28 is a relation
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between current density and momentum in the absence of an applied field. To 
extend this to the situation where H  ^  Owe need to replace the momentum with 
the conjugate momentum p —> p +  e*A, where A is the vector potential defined 
b y B  =  V x A. Hence, becomes
^  = ^ f x 3 ^ + e n f x K M - ( 2 ' 3 0 )
The first term in equation 2.30 represents the phase difference due to current
flow and the second term is the phase difference due to applied field. If we now
extend this expression to the entire closed loop XYX we obtain
^ = £ ^ / J s -d l + l / A -dI- (2-31)
Which, with the use of Stokes theorem and the definition of the vector potential, 
can be rewritten as,
A4>=^f3̂ +jIJsBds- (2'32)
If the Cooper pairs are represented by a wavefunction, then by definition the 
wavefunction at any point and at any instant must have a single value of phase 
and a single value of amplitude. This leads to the condition that the phase 
change, A</>, around a closed path must be 27m, where n  is any integer value. 
Applying this condition allows 2.32 to be rewritten as,
 ̂= 4e = ̂ f 3̂  + JLB-dS- ( 2 ' 3 3 )
F. and H. London named <E>' the fluxoid enclosed by the curve XYX (it is different 
to the magnetic flux <I>). The first term on the right hand side of 2.33 contains 
the line integral of the current density around the curve XYX. If we select a 
contour that is a distance greater than A from the normal region there will be 
no magnetic field at any point on XYX, so the screening current Js will be zero.
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The second term on the right is the magnetic flux contained within the normal 
region and the penetration depth around it (in other words it is the flux contained 
within the contour XYX). This means that the fluxoid that a curve encloses, is 
in most cases, the same as the flux it encloses. Hence any flux contained within 
the superconductor should only exist as multiples of a quantum of flux. Where 
the flux quantum is called the fluxon and is defined as,
<f>0  =  — =  2.07 x 10"1 5 T.m2. (2.34)
2.7 The M ixed State
The mixed state of a type II superconductor in an external applied field minimises 
the free energy of the superconducting state by the formation of normal regions. 
To achieve a minimum in free energy the surface to volume ratio of the normal 
regions must be maximised. This is achieved by the formation of cylinders with 
normal cores whose superconducting-normal boundary lies parallel to the applied 
field. The bulk of the superconductor will remain perfectly diamagnetic, with the 
existence of surface currents which oppose the applied magnetic field. The normal 
regions, will however be threaded by magnetic flux in the same direction as the 
applied field. This flux will be generated by a vortex of persistent current flowing 
around the normal core, in the opposite direction to that of the diamagnetic 
surface currents. These structures, composed of a normal core with a circulating 
supercurrent, are called vortices. The analysis of Abrikosov showed that the 
vortices would repel each other leading to the formation of an ordered lattice (e.g. 
Fig. 2.13(a)), and that each vortex would carry a single quantum of magnetic flux, 
4>q. This is consistent with the treatment of a normal hole in a superconductor 
given in section 2 .6 .
The properties and structure of individual vortices can be determined using the 
Ginzburg-Landau theory and an in depth consideration of the total free energy 
of the vortex; such a treatment is given by Tinkham [9]. In the rest of this 
section the important aspects of this treatment will be summarised along with 
their implications for type II superconductors.
We begin by creating a simple model of a single vortex in an infinite supercon­
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ducting slab based on our understanding of normal superconducting interfaces. 
In section 2.6 the concept of a graded boundary between a superconductor and a 
normal region was introduced. A vortex contains a normal core so it is reasonable 
to assume it will have a similar type of interface with the superconductor. The 
structure of the vortex is presented schematically in figure 2.13(b,c,d). Figure 
2.13(b) shows the decrease in Cooper pair density over the radius of the vortex, 
with zero Cooper pairs at r —► 0. The region in which the Cooper pair density 
is exactly zero will be very small and will correspond to a ‘line’ of normal ma­
terial. The widths of the dips in the Cooper pair density are approximately 2£ 0  
wide. This suggests the size of the vortex is approximately on the order of two 
coherence lengths, an exact value is difficult to define owing to the graded nature 
of the normal-superconductor interface. The magnetic flux contained within the 
vortex is maintained by encircling supercurrents(2.13(c)). These are located ap­
proximately a coherence length away from the normal core and steadily rise and 
fall with maxima at ~  £o- The change in sign of the supercurrent density results 
from the circulation of the currents around the core. The final property to note 
is the decay of the magnetic field (along with the supercurrent density) over a 
distance equal to the penetration depth into the superconductor 2.13(d).
Figure 2.13: (a) The Abrikosov flux lattice in NbSe2 at 1 .8 K [29] observed using 
scanning tunnelling microscopy, (b)-(d) The variation of | |2, J s and B over a
vortex core.




applied field close to Hci. In this case the flux which has entered the supercon­
ductor will be in a sparsely populated lattice of vortices. The spacing is much 
greater than the penetration depth, allowing the vortices to be treated as iso­
lated elements (no vortex-vortex interactions). As the applied magnetic field is 
increased the inter-vortex spacing will decrease leading to overlapping of the core 
regions until, close to Tc, the superconductor will consist mainly of normal cores. 
In this latter case the only way to determine the properties of the core is to use 
the full Ginzburg-Landau equations.
The picture of the mixed state and the vortices of which it is composed has to 
this point been focussed on ideal superconducting materials. Although the picture 
of the triangular lattice has been verified, initially by Essmann [30] and later by 
many others (e.g. Hess [29] see figure 2.13(a)), samples which show the triangular 
lattice have to be carefully prepared. In reality we find that several factors affect 
how the mixed state behaves, these include the interactions between vortices, the 
behaviour of defects in the superconductor and intrinsic material properties. The 
effect these have on the vortex behaviour is also highly dependent on the sample 
geometry and size. In the following treatment we will consider fundamental 
properties and their effect on vortices in bulk type II superconductors.
2.7.1 V ortex Interaction
The interaction between neighbouring vortices largely dictates the lattice forma­
tion in the mixed state. In this section we will look at how vortices interact with 
each other. Consider a single vortex in a bulk superconducting slab, through 
which a transport current is passed. At every point there will be a transport 
current density J . The vortex will experience a Lorentz force per unit length 
given by,
n- j j  J x B d s ,  (2.35)
s
where B is the magnetic field associated with the vortex. If the current density 
is uniform we can write
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Fl = J x $ 0 (2.36)
where <f>0 is a vector parallel to the magnetic field B. This means the vortex 
will experience a force of magnitude J $ 0  perpendicular to both J and 3>0. If we 
now extend this case so that the current density J arises from the supercurrents 
associated with a second vortex, in close proximity to the first, we find that the 
resulting Lorentz force acts to push the vortices apart. This repulsive interaction 
between vortices causes the superconductor to locate vortices in a structure that 
maximises the inter-vortex spacing. In the case of a very pure ‘ideal’ supercon­
ductor the vortices are arranged in a triangular lattice [31].
In type II superconductors the behaviour of the vortices also limits the critical 
current that the superconductor can carry. Equation 2.35 describes the Lorentz 
force the vortices experience when a current flows through the superconductor. 
In a perfect superconductor there would be no resistance to this force and the 
vortices would move. This vortex movement leads to the induction of an electric 
field and a resistive voltage leading to power dissipation. The condition when 
the vortices move at a steady rate is called flux flow  and is disastrous for any 
application of superconductivity.
2.7.2 V ortex P inning
The previous discussion has primarily focussed on ideal superconducting samples. 
Such samples are not readily found in nature and in real samples there will be 
many defects, vacancies, dislocations, impurities and similar material disconti­
nuities. If these defects are on a similar lengthscale to the coherence length the 
order parameter in these regions will be suppressed. The vortices will then pref­
erentially move to these regions as it removes the energy cost of them creating 
their own normal core. Once a vortex is located on such a spatial inhomogeneity 
it will resist movement by the Lorentz force. The force which resists the motion 
caused by the Lorentz force is called the pinning force. Vortices in such locations 
are referred to as being pinned. By preventing the motion of vortices the super­
conductor can carry currents without dissipation. One method of achieving such 
a situation is to artificially introduce pinning sites into a superconductor.
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The pinning of vortices in superconductors leads to a situation where the mag­
netisation becomes irreversible. This is a direct result of vortex pinning, which 
prevents the free movement of vortices. When the magnetic field is increased 
from zero there is delayed flux entry at i7cl, as the vortices formed at the surface 
are hindered from moving into the interior of the superconductor. There is also 
delayed vortex exit as the field is reduced from H  > Hc and some flux can 
become trapped in the sample as some of the vortices are so strongly pinned they 
cannot escape.
We have now discussed both flux flow and vortex pinning, however another im­
portant case is that where the Lorentz force on the vortices exactly matches the 
pinning force. This is referred to as the critical state, and is the point at which 
the vortices are on the verge of moving. Several models of the critical state exist, 
with the model proposed by Bean [32] being the most famous.
2.8 M esoscale Superconductivity
The discussion of superconductivity up to this point has focused on bulk samples. 
However, the past 30 years has seen significant advancement in techniques which 
allow the fabrication of superconducting samples with dimensions on the order of 
the coherence length and/or penetration depth; so-called mesoscopic systems. At 
these lengthscales the properties of the superconducting state change quite signif­
icantly with geometric and confinement effects dominating the superconducting 
properties. Of considerable importance is the redefinition of type I and type II 
superconductivity. This is no longer defined simply by the Ginzburg-Landau pa- 
rameter(see 2.25) as size effects play a significant role. In thin superconducting 
films where the thickness, d , is smaller than the London penetration depth, XL, 
it is necessary to introduce an effective penetration depth over which a perpen­
dicular magnetic field will be screened,
A=A!m
d
This modification of the penetration depth in thin films has been shown [33] to 
alter the interactive forces between neighbouring vortices, such that vortices in 
thin film superconductors interact over much longer ranges compared to those in
(2.37)
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bulk superconductors. The type of superconductivity present in a thin supercon­
ducting film is then given by the effective Ginzburg-Landau parameter,
Ke f f  — ? (2.38)
where a value of nef f  < denotes a type I superconductor and a value of 
Kef f  > 75 denotes the presence of type II superconductivity. This condition 
is only applicable to continuous thin films, if the sample consists of a confined 
superconductor then the size and shape of the structure will also influence the 
type of superconductivity that is nucleated. In such mesoscopic systems the tri­
angular vortex lattice (see section 2.7) seen in bulk materials and thin films is no 
longer the lowest energy configuration. The arrangement of the vortices is then 
strongly dependent on the geometry of the sample. The mesoscopic supercon­
ducting disk has received considerable attention both experimentally [34-36] and 
theoretically [37-39] over the past decade.
2.9 Energy Consideration in SC-FM  Hybrid Sys­
tem s
In this thesis we investigate the properties of a superconducting-ferromagnetic 
(SC-FM) hybrid system, consisting of a sparse array of magnetic disks with out- 
of-plane moments coated with a type II superconducting film (separated by an 
insulating layer to suppress proximity effects). To obtain a clear understanding 
of our results theoretical calculations within the framework of the Ginzburg- 
Landau equations [40] have been performed. However, owing to the complexity of 
solving these equations it is beneficial to take a semi-quantitative approach to the 
underlying physics of the SC-FM hybrids. Similar considerations have been made 
previously in Ref. [41] for magnetic dots with weak out-of-plane moments that 
act as pinning centres. However, when the dots have strong magnetic moments 
the situation is slightly different, as the magnetic disk is no longer screened. 
Hence, as a result of flux quantisation, vortices are formed on top of the magnetic 
disk. If the superconducting film is ‘infinite’ ‘spontaneous’ antivortices must 
form around the disk in order to conserve magnetic flux. Theoretical Ginzburg- 
Landau simulations have successfully predicted this situation, where a magnetic
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disk, electrically isolated from a superconductor by an insulating layer, generates 
spontaneous vortex-antivortex pairs. In this situation there are three possible 
field conditions: Ha =  0, Ha > 0 (applied field parallel to the disk magnetisation) 
and Ha < 0 (applied field antiparallel to the disk magnetisation). Prom Ref. [41] 
the energy contribution arising from a magnetic disk (of moment m z) interacting 
with a single vortex is given by
E k i n e t i c  b  A f ie ld , b  E m o m e n t • (2.39)
In the case of SC-FM systems these energy terms have to take into account the 
contributions of both vortices and antivortices. Then, E k i n e t i c  is the energy asso­
ciated with the total current in the system, and will have components dependent 
on screening currents generated by the magnetic disk ( j d o t )  and by any vortices 
(j v) or antivortices (j a) in the system. E fieid is related to the field energy of the 
superconductor,
E v a r t e x  = —  [  b 2d3r oc 0 2, (2.40)
Mo Jv
where b is the local field of the flux line, and the demagnetising energy of the 
stray fields outside of the superconductor [42],
E d e m a g n e t i s in g  =  ^  (bm b  bs) • Hl(r)d F, (2.41)
where bm is the magnetic field induced by the magnetic disk and bs is the magnetic
field generated by the superconducting current. P'moment is the energy of the
magnetic moment of the dot (m) in the local field (b) of the flux line
E m o m e n t  = ~  m(r) • b(r)dr. (2.42)J d o t
In the model additional pinning effects, which may be introduced as a result of 
the topographic modulation of the Pb film due to its deposition onto the array
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of magnetic disks, are ignored. This contribution will not be dependent on the 
field conditions and will be much weaker than the pinning effect of the magnetic 
disks. The effect of the reduced order parameter, at the disk sites, on the energy 
contributions of the vortices, antivortices or magnetic disks are also not accounted 
for. The energy contributions in equation 2.39 will vary depending on the polarity 
and strength of the externally applied magnetic field. We will now consider the 
behaviour of the SC-FM system at the three specific fields described previously. 
Starting with the ‘spontaneous’ state, which will have the lowest overall energy, 
we show why it is favourable for vortex-antivortex pairs to form. For a vortex the 
screening currents, will have an opposite circulation sense to the currents of the 
magnetic disk, jdot- This will lead to partial cancellation if the vortex is located 
on the magnet disk. So for a vortex «  (j i o t - j v Y  and oc
hence < K iL ic * -  Furthermore, as the disk magnetisation, m , and the
local vortex field, b, are parallel Emoment < 0. However, for on-site location of the 
vortex there will be a much greater interaction energy so that E ™ ^^t < E ^ l^ ^ te.
The final energy to consider is E fieid. This energy contribution is neglected in 
the model presented in Ref. [41], as their magnetic dots were fully screened. 
However, if the magnetic disks have a strong out-of-plane moment it is necessary 
to include E fieid- This term is a balance between the energy contribution from 
the local field in the superconductor (which is minimised by an evenly spaced 
sparse arrangement of fluxons) and the demagnetising energy (which is minimised 
by having flux emerging from the superconductor in the same location). The 
presence of the magnetic disk leads to a minimum in the demagnetising energy 
when the vortices and antivortices are in close proximity to the magnetic disk; 
this reduction in demagnetising energy is far greater than the increase in the 
energy contribution from the local increase in field within the superconductor. 
These arguments show that in a SC-FM system, the only favourable location for 
the formation of vortices is on the magnetic disk site, in particular, due to the 
inclusion of the demagnetising term, on the inside edge of the magnetic disk. As 
we require flux conservation the nucleation of anti vortices must be considered. So 
for an antivortex, j s and j a will have the same circulation sense giving, oc
Udot + ia ?  and E g fa g *  oc +  j \ .  Hence, E ^ * e > ■ Furthermore as
the disk magnetisation, m, and the local vortex field, b, are antiparallel for an 
antivortex, £ momen* will always be positive and E ^ ^ t > E 0̂ ~ ^ te. Finally we 
consider Efieid, which once again will be minimised by locating the vortices at 
the region of maximum flux produced by the disk, which is at the edge. Hence,
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we conclude that when no external fields are present, the minimum in energy 
will be achieved by the formation of on-site vortices with a matching number 
of antivortices (to conserve flux) located on the edges of the magnetic disks in 
vortex-antivortex pairs.
The behaviour of the system is complicated at fields close to the ‘spontaneous’ 
state and can only be accurately determined by careful analysis using the Ginzburg- 
Landau theory for the system under consideration. To understand this problem 
we shall discuss the possible events that may occur when we add vortices or 
antivortices. When vortices are added (external field applied parallel to the mag­
netisation of the magnetic disks) they can either add to the magnetic disks or 
they can annihilate with the anti vortices that form the shells around the disks, 
resulting in a redistribution of the antivortices around the magnetic disks. When 
antivortices are added to the system (external field antiparallel to the magnetisa­
tion of the magnetic disk) they can either add to the shells around the magnetic 
disk, locate themselves at interstitial regions between the disks or even annihilate 
vortices on the magnetic disks. Although our model does not permit a detailed 
description of this regime it can be applied to large positive fields ( H  0) when 
the system is far from the spontaneous state. Once in this regime all annihilation 
will have ceased and the magnetic structures will behave in a similar manner to 
pinning centres. So when H  $̂> 0 the screening currents of the magnetic disk (jdot)  
and the current of the (free) vortices ( j v ) will have opposite circulation sense and 
will partially cancel each other out if the vortex is located on the disk, leading to 
the condition that < E^H~t^ te. The magnetisation of the disk (m 2) and
the local field of the vortex (bz) are parallel E moment < 0, however there will be 
a much greater energy reduction for on-site pinning so that i^omeS < E ^l^en t-  
These two terms lead to a lower energy if the vortex is sited on the disk, however 
the effect of the disk is spatially finite, so at a particular ‘saturation’ field it will 
cease to be energetically favourable to accommodate more vortices on-site. This 
arises from the E fieid contribution, which is dependent on the local field within 
the superconductor and the demagnetising energy. The demagnetising energy 
will be reduced by locating vortices on the magnetic disks, however this will in 
turn increase the energy associated with the local field within the superconduc­
tor. Once this energy exceeds the reduction in demagnetising energy arising from 
having the vortices on the magnetic disk it will be energetically more favourable 
to site additional vortices at interstitial locations.
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Finally we consider the effect of applying a large negative external magnetic field, 
H  C  0 (i.e. H  antiparallel to the magnetisation of the disk). In this case the 
screening currents of the disk (jdot)  and the antivortex ( j a ) will have the same 
circulation sense, therefore E S £ £  «  ( j d o t + j a )2 and E ^ e <x & , + &  so that 
^kinetic — Ekinetic^ • Then, as the magnetisation of the disk (m 2) and the local 
field of the antivortex (bz) are antiparallel E moment will always be positive and 
Emoment >  ^moment ■ These two energy terms will favour off-site location of the 
antivortices, however the exact location of the antivortices will depend on E fieid. 
Once again there will be competition between the energy contribution arising 
from the local field within the superconductor and the demagnetising energy. The 
demagnetising energy will be reduced by locating antivortices at the exterior edge 
of the magnetic disks, however this will in turn increase the energy associated 
with the local field within the superconductor. Once this energy exceeds the 
reduction in demagnetising energy arising from having the antivortices around the 
magnetic disk it will be energetically more favourable to site additional vortices at 
interstitial locations, thus reducing the local field energy at the cost of increasing 
the demagnetising energy.
As the vortex (antivortex) density continues to increase beyond that of a sustain­
able lattice, collective effects dominated by vortex - vortex (antivortex - antivor­
tex) interactions could be expected to occur. These effects should be field polarity 
independent and as a result should not affect the above energy discussion.
34
Chapter 3
Introduction to  M agnetism
3.1 Introduction
The first magnetic material, loadstone, was discovered several millennia ago. This 
led to the first application of magnetism - the magnetic compass. However, it 
was not until the 1600s that interest in the fundamental origins of magnetism 
arose. The next 300 years saw many advances in the field of magnetism and the 
fundamental link between magnetism and electrostatics was made and verified 
experimentally. In this thesis we are interested in the origins of magnetism in 
condensed matter, a field that has seen major advances over the past two cen­
turies. The advent of quantum mechanics allowed a detailed understanding of 
magnetism in condensed m atter to be formulated. The fundamental origin of 
magnetism arises from the magnetic moment, associated with individual atoms. 
For a free atom there are three principal contributions to the magnetic moment; 
the spin associated with electrons, the orbital angular momentum of these elec­
trons around the nucleus and the effect of externally applied magnetic fields on 
the orbital angular momentum of the electrons. A free atom in the presence of 
no fields can only posses a magnetic moment if it possesses unfilled atomic shells 
(as filled atomic shells posses zero spin and zero orbital moment - Hund’s rules). 
For a solid to be considered magnetic, it must be composed of many atoms with 
magnetic moments. The macroscopic quantity which is observed by the presence 
of magnetic moments is magnetisation; defined as the number of magnetic mo­
ments per unit volume. The manifestation of magnetism can be broken down into
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three principle categories; diamagnetism, paramagnetism and ferromagnetism.
D iam agnetism : All materials exhibit diamagnetism, however in most cases it
is a very weak effect. Diamagnetism arises from the application of an external 
magnetic field to a sample and does not require the individual atoms to have 
inherent magnetic moments. When a diamagnetic material is placed in an applied 
field a magnetic moment will be induced which opposes the field that created it 
due to distortion of the electron orbital motion. The diamagnetic properties of a 
material are largely independent of temperature.
P a ram ag n e tism : Paramagnetism arises from atoms with unpaired electrons
that are randomly aligned when there is no applied field. The random nature 
arises as the magnetic moments on neighbouring atoms interact weakly with each 
other and can be assumed to be independent. However, under the influence of 
an applied magnetic field the magnetic moments align parallel to the direction 
of the field. The magnetisation of the sample is dependent on the degree of 
alignment and, consequently, the strength of the applied field. The paramagnetic 
effect tends to be much greater than the diamagnetic effect. However, the dia­
magnetic effect will still be present in the form of a small negative contribution. 
Temperature also has a significant effect on paramagnetism; this results from 
paramagnetism being an increased ordering of electron spins. However increas­
ing the temperature acts to randomize the electron spins making paramagnetism 
strongly temperature dependent.
F errom agnetism : The final type of magnetism is ferromagnetism, where a
material has a spontaneous magnetic moment even when there is no applied field. 
Ferromagnetism arises from long range ordering of magnetic moments, whereby 
it is preferable for a parallel alignment of the magnetic moments. There are two 
other types of magnetic ordering which are closely related to ferromagnetism, 
these are anti-ferromagnetism and ferrimagnetism. Anti-ferromagnetism arises 
when neighbouring spins align themselves anti-parallel to each other. This leads 
to the moments ordering into a state where up and down spins alternate within 
the structure. This leads to there being no macroscopic magnetisation in zero 
applied field.
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Ferrimagnetism refers to the magnetism of the ferrites [43]. In the ferrimagnets 
magnetic ions are situated on two types of lattice site, A and B. Spins on A 
sites point in the positive direction while spins on B sites point in the negative 
direction. As the number of magnetic ions and the magnitude of the spins on these 
ions vary between the A and B sites, a net magnetisation is observed. Ferrites 
are useful materials as they are usually insulating and can thus be used in rapidly 
varying magnetic fields without inducing electrical currents (which would occur 
in metals). A discussion of ferrimagnetism in the yttrium iron garnet (YIG) 
materials is given in the next section.
Ferromagnetism is the most well known form of magnetism, being responsible for 
permanent magnets. Ferromagnets also have many very important technological 
applications ranging from data storage to uses within industrial processes. In 
this thesis ferromagnetism has been studied and also the properties of ferromag­
netic materials have been exploited. As a result the properties of ferromagnetic 
materials will be discussed in some detail.
3.2 Ferromagnetism
Ferromagnetism arises as a result of long range ordering of the magnetic moments 
through large regions of a sample. The ordering of many magnetic moments leads 
to a spontaneous magnetisation. There are two principle interactions between 
magnetic moments which can result in the formation of order in a sample. The 
first is the magnetic dipole interaction. This is related to the energy cost of hav­
ing two magnetic dipoles separated by a fixed distance. This interaction is very 
weak and only plays a significant role in magnetism at milli-Kelvin temperatures. 
The most significant interaction between magnetic moments, which leads to the 
presence pf long range order, is the exchange interaction. The exchange interac­
tion describes the interaction between two electrons and is dependent on their 
relative spin orientations. A further discussion on the contributions to the free 
energy of a ferromagnet is given in section 3.2.6.
3.2.1 Ferrom agnetism  in M etals
The work presented in this thesis has involved the ferromagnetic metal elements 
Co and Fe. These metals are transition metals and have an unfilled 3d electron
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band which leads to ferromagnetism. In metals the electrons are delocalised 
and extend over the whole crystal. To treat these electrons and understand the 
origin of ferromagnetism in the transition metals (Fe, Co and Ni) Stoner [44] 
proposed the itinerant-electron model The 3d band can be viewed as being two 
separate sub bands; One which contains electrons in the spin up orientation and 
one which contains electrons in the spin down orientation. In the non-magnetic 
state both sub bands are equally filled and there is zero magnetisation. If we now 
consider the case where there is an exchange interaction which favours parallel 
alignment of magnetic moments (e.g. spin-up moments). This will result in 
electrons transferring their moment from the down direction to the up direction 
to lower their energy. This leads to an imbalance of the energies of the two sub 
bands causing a magnetisation to develop. The down sub band will be displaced 
upwards in energy relative to the up sub band, this displacement is determined 
by the strength of the exchange interaction and in turn dictates the strength of 
the saturation magnetisation of the ferromagnet. A detailed consideration of the 
energies involved in the above processes (such as that given in Refs [45,46]) leads 
to the Stoner criterion,
Ug(EF) > 1, (3.1)
where U is a measure of the Coulomb energy (from which the exchange interaction 
arises) and g(Ep) is the density of states at the Fermi level. This condition 
requires a large density of states at the Fermi energy and that the Coulomb 
effects which lead to the exchange energy are strong.
3.2.2 Ferrim agnetism  in YIG
A ferrimagnet is composed of two ferromagnetic sub lattices that are anti-parallel 
to one another. However, as the majority of ferrimagnets are insulators the 
itinerant electron model is inadequate when describing their properties. There 
are several families of ferrites, however we will focus on the garnets, these have 
the chemical formula R 3 F e 5 0 i2 , where R  is a trivalent rare earth ion. They have 
a cubic crystal structure, with a complex unit cell. One of the most common is 
yttrium  iron garnet (YIG), in which the properties can be readily modified by 
either substituting yttrium ions (e.g. with Bi) or by substituting trivalent ions
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(e.g. Ga3+, Al3+) with the iron ions. The unit cell is composed of eight formula 
units (V2 4 Fe^oOge) [47], where 16 of the iron atoms occupy sites surrounded by 
six oxygen atoms in octahedral symmetry (‘a’ sites) and the remaining 24 iron 
atoms occupy sites surrounded by four oxygen atoms in tetrahedral symmetry 
(‘d ’ sites). The yttrium (which has no magnetic moment) occupies a different 
site and is surrounded by eight oxygen atoms in a dodecahedral symmetry (‘c’ 
sites). The unit cell of the YIG crystal is shown in Figure 3.1.
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Figure 3.1: The unit cell of YIG showing the oxygen coordination of positive ions 
in yttrium-iron garnet. From Ref. [48].
Owing to the complex nature of the unit cell the exchange interaction in YIG is 
very different to that in elemental Fe (as discussed in the previous section). The 
only sites which will have a magnetic moment are the ‘a’ and ‘d ’ sites, as the only 
source of magnetic moments is the iron. The separation of the atomic magnetic 
moments by oxygen atoms complicates the exchange interaction. Rather than a 
direct exchange interaction between two neighbouring magnetic moments a long 
range exchange interaction, mediated by the oxygen atoms, is involved. This is 
referred to as the superexchange interaction and is defined as an indirect exchange 
interaction between non-neighbouring magnetic ions which is mediated by a non­
magnetic ion which is placed between the magnetic ions [45]. Between different 
sites (e.g. ‘a’ and ‘d’) there is a negative exchange energy, which favours anti­
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parallel alignment. However, between similar sites (e.g. ‘a ’ and ‘a’) the exchange 
interaction is positive favouring parallel alignment. This leads to a situation 
where the ‘a ’ lattice and ‘d ’ lattice are anti-parallel - which is the definition of a 
ferrimagnet.
As mentioned, substitution of the ions within the YIG crystal leads to changes in 
the material properties. One such substitution, which has received considerable 
interest, is the replacement of Y3+ ions with Bi3+ ions. An excellent overview 
of the properties of Bi-substituted YIG is given by Hansen et al. in Ref. [49], 
we will summarise their findings here. The Bi substitution modifies the superex­
change interaction, which leads to a significant increase in the materials Curie 
temperature of 34K per Bi atom per formula unit. This also causes the satura­
tion magnetisation M s to increase at temperatures above 230K, however at low 
temperatures T  —» 0 the saturation magnetisation is smaller than that for pure 
YIG owing to lattice expansion. Theoretical fitting of the saturation magneti­
sation has shown that the Bi substitution does not alter the magnetic moment 
of the iron ions. The substituted Bi ions preferentially order on dodecahedral 
sites which leads to YIG films, which are grown by liquid phase epitaxy, having 
extremely strong uniaxial anisotropy that is greater than that observed by the 
substitution of other ions [50]. The final significant effects of Bi substitution 
are related to optical properties of the material. Bi substitution leads to an in­
crease in the Faraday rotation (the rotation of the polarisation of light during its 
transmission through a magnetic material) and also an increase in the refractive 
index.
3.2.3 M agnetisation
The ability of applied fields to alter the state of a ferromagnet leads to practical 
applications. However, to apply this property to a problem requires a detailed 
understanding of how a particular ferromagnet behaves as it is cycled in an ap­
plied field. One notable characteristic is the presence of hysteresis (irreversibility) 
in magnetisation curves of ferromagnetic samples. Hysteresis is observed in mag­
netisation curves of ferromagnets owing to the presence of domains, which are 
macroscopic regions of aligned magnetic moments. An observable effect which 
originates from the presence of domains is that a sample can have zero magnetisa­
tion in zero field. This is as a result of magnetic flux from neighbouring domains 
cancelling each other out. The detailed discussion of domains is saved until the
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next section, here we discuss the magnetisation curve of a generic ferromagnetic 
material.
The magnetisation (M-H) curve allows the accurate determination of the prop­
erties of a ferromagnetic sample. In Figure 3.2 a schematic magnetisation curve 
for a generic ferromagnet is presented. We begin by considering a demagnetised 
ferromagnet (point A in Figure 3.2). This is generally the lowest energy state 
for ferromagnetic materials. There are two effects which can occur upon the ap­
plication of an external magnetic field to a sample composed of domains; new 
domains composed of moments aligned to the applied field can form and/or the 
domain walls already present in the sample can move leading to domains which 
are aligned parallel to the field growing at the cost of domains which are anti­
parallel to the field. The presence of domains usually means that relatively small 
fields can completely magnetise a sample, as only domains have to align with the 
field, not many individual moments. The field at which all magnetic moments 
align parallel to the external field is called the saturation field (Figure 3.2(point 
B)). At the saturation field the magnetisation of the sample is at its maximum 
value, referred to as the saturation magnetisation, M s (Figure 3.2(point B)). 
Once the applied field is removed the sample will in general have a remnant 
magnetisation, Mr (Figure 3.2(point C)), due to irreversible processes. It is this 
remnant magnetisation that allows strong permanent magnets to be created. As 
the applied field is then decreased further, a field will be reached which causes the 
majority of moments in the ferromagnet to change direction (aligning parallel to 
the applied field). When M  = 0 this is termed the coercive (or switching) field, 
Hc(Figure 3.2(point D)).
The size and shape of the magnetisation curve allows ferromagnets to be placed 
into two broad classes; Soft and hard ferromagnets. Soft ferromagnets are easy 
to magnetise (small Hc) and their magnetisation curves only have a small area 
(which is proportional to the energy dissipated during a single hysteresis cycle). 
In soft materials the walls between neighbouring magnetic domains are broad 
and the coercive fields are usually small. As a result soft ferromagnetic materials 
are used in applications where the rapid switching of the magnetic state is re­
quired. Hard magnetic materials have a large hysteresis loop, which leads to large 
amounts of energy being dissipated per hysteresis cycle. This causes the mate­
rials to be reluctant to alter their magnetic state, as they posses narrow walls 
between neighbouring magnetic domains that are strongly pinned. Although
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Figure 3.2: A magnetisation curve for a generic ferromagnetic sample.
hard ferromagnetic materials require strong applied magnetic fields to magnetise 
them, they also require strong applied fields to reverse their magnetisation (or to 
demagnetise them) making them ideal candidates for permanent magnets.
3.2.4 The Curie Temperature
The final important property of ferromagnets is the Curie temperature, TcUrie• At 
this temperature the long range order provided by the exchange interaction sud­
denly disappears along with the spontaneous magnetisation of the ferromagnet. 
The Curie temperatures of various magnetic materials are given in table 3.2.4 
to show the broad range of values that exist. Above the Curie temperature the 
materials are paramagnetic, and one method of demagnetising ferromagnets is to 
cycle them through their Curie temperature.
Material Co Fe Ni MnSb Gd Dy EuO EuS
Tc ( K) 1394 1043 631 587 289 85 70 16.5
Table 3.1: The range of Curie temperatures for several ferromagnetic materials.
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3 .2 .5  M agn etic  D om ain s
The previous section described the magnetisation of ferromagnetic samples, and 
the concept of magnetic domains was introduced. Magnetic domains are macro­
scopic regions of a ferromagnet where all of the moments are aligned in the same 
direction. The magnetisation of each domain in a sample will be the satura­
tion magnetisation, Ms. However, the effect of having many domains in different 
orientations leads to the sample possessing a net magnetisation which can be sig­
nificantly less than Ms. Domains can form in many different shapes and forms; 
the shape and size of domains can be affected by changing the sample shape 
and dimensions and also by any imperfections present in the sample. Neighbour­
ing domains do not have sharp interfaces, but have transitional regions between 
them called domain walls where the moments gradually rotate. Domain walls are 
classified by the angle between the direction of magnetisation in each domain; A 
90° domain wall separates domains with perpendicular magnetisation and a 180° 
domain wall separates domains with anti-parallel magnetisation. There are two 
principal types of domain wall; Neel walls and Bloch walls. The Bloch wall is a 
180° domain wall in which the magnetisation rotates in a plane parallel to the 
plane of the wall. The Neel wall is a domain wall in which the magnetisation ro­
tates in a plane perpendicular to the plane of the wall. During domain formation 
the domain wall will nucleate preferentially on defects in the materials as these 
regions lower the energy required to form the domain wall. The application of a 
magnetic field to a sample composed of domains usually causes the domain walls 
to move. Domains aligned parallel to the field will grow in size at the expense of 
domains aligned in other orientations. This effect is shown schematically in Fig­
ure 3.3. Once the applied field reaches the saturation magnetisation the sample 
will be composed of a single domain, with all individual moments aligned parallel 
to the applied field.
Hextemai— 9 Increasing Hextemai
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Figure 3.3: Domain reconfiguration in a generic ferromagnetic sample under the 
influence of an externally applied magnetic field.
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D om ain Formation
We have now discussed the properties of domains and their effect on the mag­
netisation of ferromagnetic samples. However, as the formation of domain walls 
requires finite energy we now ask why do domains form at all? Domain formation 
results from the effect of the finite size of the sample on the ferromagnet’s mag­
netisation. At the edges of the sample the magnetisation stops suddenly resulting 
in a finite divergence of M . As a result of Maxwell’s equations in a material (fol­
lowing on from V • B =  0 and the definition of the H  field B =  /i0(H +  M )) we 
find tha t H  behaves as though magnetic monopoles do exist,
V M  =  - V  H. (3.2)
So as M  diverges at the sample surface there is an equal and opposite divergence 
of H. The resulting H  field is called the demagnetising field, , which has an
energy cost of ^  Joules of energy per cubic meter. The demagnetising energy 
associated with the demagnetising field has a value of
J  M-Hddr. (3.3)
This dipolar energy cost can be reduced and effectively removed if the sample 
has no demagnetising fields, which can be achieved by the sample dividing into 
domains. However, the formation of domain walls costs energy so the process of 
domain formation is a balance between the energy costs associated with domain 
formation and the energy associated with the demagnetising field. It is a useful 
exercise to derive the expressions for domain wall energy and domain wall width 
and obtain some values for a typical ferromagnetic material (we use an approach 
similar to that given in Refs. [45,51]).
The rotation of neighbouring spins costs energy. Consider that two spins Si and 
S 2  that are at an angle 6 with respect to each other will have an energy
- 2  JS i • S 2  =  - 2  J S 2cosO (3.4)
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where J  is the exchange constant and S  is the total spin quantum number of 
each atom. If we then use the approximation cosO «  1 — 62/ 2 for 6 <C 1 we 
immediately see that if 0 =  0 the energy of the spins is —2 J S 2 and if 6 ^  0 the 
energy cost is approximately J S 262 as long as 6 <C 1 . If we now restrict ourselves 
to considering the case of a Bloch wall (180°) then the spins rotate over N  sites 
by an angle 7r. Assuming a uniform rotation of spins throughout the transition 
layer then 6 = then in a square metre of wall there are 1 / a 2  lines of spins, 
hence the domain wall energy contribution from the exchange energy is
a ex =  J S 2j j - p .  (3 .5)
The equation tends to zero as the number of transition layers increases. This 
indicates that the exchange energy tends to increase the wall thickness so that 
if a domain wall formed it would unwind and grow throughout the entire sys­
tem. In reality there is a second interaction which prevents this occurring, called 
the magnetocrystalline anisotropy energy (this is discussed in detail in the next 
section). Essentially the spins in crystalline materials will have a preferential 
direction of alignment (usually related to the crystallographic structure of the 
material), called easy axes. When the moments are aligned along the easy axis 
they will have their lowest anisotropy energy. The effect of the spin rotations 
within the domain wall is to increase the anisotropy energy by a constant, K , 
per unit volume. The volume of the transition region is simply J x a 3  =  N a  per 
unit area of the wall surface. The anisotropy energy will be oa =  K N a  for this 
volume. Hence the total energy per unit area for the domain wall is given by
2  7r2  N K a  . .
&BW =  &ex +  cra =  J o  -  4-------— . (3 .6)
We note that this expression has two competing terms; one (the a ex component) 
that is inversely proportional to N , which favours infinitely large domain walls. 
Another (the <ra component) that is directly proportional to AT, which favours 
infinitely small domain walls. If this equation is then minimised with respect to 
N  we obtain an expression for the domain wall width of the Bloch wall,
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and an expression for the equilibrium energy of the domain wall,
I J S 2tt2K
(t B w  — 2 y   ----- . (3.8)
Using the above equations with appropriate values for Fe (S = 1, K  = 4.2 x 104, 
J  = 2.16 x 1 0  2 1  and a = 2 . 8 6  x 1 0  10m) we obtain a domain wall thickness, S, of 
42nm and a domain wall energy, cjbw of 1.1 x 10~3 J.m 2. These results represent 
estimates as we have assumed a uniform rotation of spins within the domain wall, 
however they show good comparison with the results of more rigorous treatments 
(such as that given in Ref. [51]).
D om ain  C onfigura tions. Figure 3.4 demonstrates three possible domain con­
figurations, demonstrating different configurations which favour the different en­
ergies. The nature of the domain structure depends strongly on the geometry of 
the sample. As domain walls form, the demagnetising energy decreases, however 
this is at the expense of increasing domain wall energy. In Figure 3.4(c) we see two 
types of closure domain; that which would be found inside a rectangular struc­
ture and that which would be found inside a disk structure with bi-directional 
in-plane anisotropy. It should be noted that when the domain configuration is 
constrained by geometry various different closure domain structures are possible, 
also if the structure is very small (on the nanoscale) then domain formation can 
be unfavourable.
The dipolar energy described previously also determines the type of domain wall 
that is most likely to form. The Bloch wall being favoured in bulk materials as it 
leads to smaller demagnetising energies and the Neel wall being favoured in thin 
films where the demagnetising energy cost in rotating the spins out of the plane 
of the sample is great.
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Decreasing demagnetisation energy 











Figure 3.4: Domain configuration of a ferromagnet, illustrating the competition 
between demagnetising energy and domain wall energy. In (c) two different clo­
sure domain structures are shown, one for a rectangular structure and one for a 
disk structure with in-plane anisotropy.
M ag n e tic  E n erg y  T erm s
To theoretically model the magnetic properties and domain configurations of fer­
romagnetic materials and structures it is necessary to consider all of the energies 
involved. The total energy density of a ferromagnetic particle in an applied field 
is [52]
Etotal =  E ex E mag -J- E a +  E z . (3.9)
The four terms which compose the total energy density are the magnetostatic 
energy, E mag, the exchange energy, E ex, the crystalline anisotropy energy, E a 
and the Zeeman energy, E z .
E xchange  E n erg y  The ordering of spins in a ferromagnet arises from the 
Coulomb interaction between two electrons and the Pauli exclusion principle [51]. 
This effect is purely quantum mechanical, and cannot be understood in terms of 
classical mechanics. If we consider two atoms, each with unpaired electrons,
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approaching each other the overall spatial/spin wavefunction must be antisym­
metric. Assuming the spins of these electrons to be anti-parallel, then electrons 
will share a common orbit, leading to an increase in the electrostatic Coulomb 
energy. However, if the spins of the two electrons were parallel, the Pauli exclu­
sion principle would force the electrons to have separate orbits. This would lead 
to a reduction in the Coulomb interaction, and hence the electrostatic Coulomb 
energy. The exchange energy, Eex, between two spins, Si and S2 , is given by
Eex = — J 1 2 S 1  • S2 . (3.10)
Where J  is the exchange integral in Joules and Si and S 2  are the unit vectors of 
the interacting spins on the two atoms.
M ag n e to s ta tic  E nergy  The magnetostatic (or stray field) energy is the energy 
produced by the magnetic field of the ferromagnet. There is strong competition 
between the magnetostatic energy (which is minimised by the formation of smaller 
domains) and the exchange energy (which is minimised by having spins aligned 
parallel). The magnetostatic energy is given by
Emag = ~^0 [  M  • H ddV. (3-11)
Jv
Where M  is the magnetisation and H j is the demagnetising field.
M ag n e to c ry s ta llin e  A n iso tro p y  E n erg y  Magnetic anisotropy describes the 
dependence of the energy on the direction of spontaneous magnetisation. In
general, the magnetic anisotropy will share the same symmetry as the crystal
structure of the material, this is called magnetocrystalline anisotropy. In this 
thesis the two types of magnetocrystalline anisotropy that are encountered are 
uniaxial (as found in Co) and cubic (as found in Fe) anisotropy. For a ferromagnet 
with uniaxial anisotropy there is a single direction of magnetisation which has 
the lowest energy and in a ferromagnet with cubic anisotropy there will be three 
directions which each have the lowest energy of magnetisation. These directions
48
with the lowest energy are referred to as easy axes. Experimentally we observe 
that stronger magnetic fields are required to magnetise a ferromagnet along a 
direction other than an easy axis. The uniaxial anisotropy energy term is of the 
form,
where K \ and K 2 are anisotropy constants and 0  is the angle between the mag-
where rax, m y and m z are the magnetisation along x , y and 2 : crystal axes respec­
tively. At room temperature only first order effects need be considered, however 
at low temperatures the higher order terms become important.
Under certain geometrical conditions an extra term may need to be added called 
the shape anisotropy. For example, in thin films there is a shape anisotropy of 
i/zoM2cos20 (where 6  is the angle between the magnetisation and the film normal 
direction). This energy acts to keep the magnetisation in the plane of the film.
Z eem an E n erg y  The Zeeman energy results from the application of an exter­
nal magnetic field, and is lowest when the magnetisation of the sample is aligned 
with the external field. The Zeeman energy is given by
£ "  =  K lSin 2 6  + K 2 s in ‘e , (3.12)
netisation direction and the stacking direction of the hexagonally close packed 
planes. For cubic anisotropy the energy expression is more complex,
E l  =  K i(m 2xm 2y + m 2ym 2z + m 2zm 2x) +  K 2 m 2xm 2ym 2z + (3.13)
(3.14)
where H a is the applied field and M  is the magnetisation.
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The Dynamic Equation
The energy terms discussed previously can be minimised to give an equilibrium 
configuration of a ferromagnet. However one of the more interesting situations 
is when external fields are applied. In this case the calculation of the magnetic 
moment configuration can be achieved by solving the Landau-Lifshitz-Gilbert 
(LLG) dynamic equation of motion, with the inclusion of suitable damping ef­
fects [51-55]. The application of an external field results in a torque on the 
magnetisation that tends to align it with the applied field direction. If the mo­
tion is strongly damped the individual magnetic moments will rotate into the 
field direction over some time period leading to the moment eventually occupy­
ing an equilibrium orientation. If however the magnetic moment is undamped it 
is possible that it will go into precession - so that its direction will oscillate about 
the field direction at an angle that is dependent on its initial configuration. In 
the absence of damping the rate of change of magnetisation is proportional to 
the torque r ( =  fio(M. x H)),
(3.15)
where 7  is the gyromagnetic ratio. This equation must, to be of use, be modified 
to incorporate damping. This is expressed by the Landau-Lifshitz-Gilbert (LLG) 
equation [53,54],
^  =  - 7 [M x H e//] -  g [ M  x (M x H eff)], (3.16)




=  —7 ^ 0(M x H),
i w ’ i 3 i ? )
where E totcd is the total energy density defined in equation 3.9. Equation 3.16 
was originally proposed by Landau and Lifshitz [53] and was later generalised by 
Gilbert [54].
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3.2.6 M icrom agnetic M odelling
The internal magnetic structures within domains can be calculated using nu­
merical methods, these techniques are referred to as micromagnetics. The field 
of micromagnetics was pioneered by Brown [52] and Aharoni [56]. The general 
method is to assume an array of localised magnetic moments (of fixed magni­
tude), which are randomly orientated. Then to calculate a local minimum in the 
free energy of this array. There is assumed to be an exchange coupling which can 
be treated as an effective internal magnetic field which varies locally throughout 
the array. Then a dynamic equation, usually the LLG equation described in sec­
tion 3.2.5, is used to calculate the equilibrium state of the array. The calculation 
is integrative owing to changes in the orientation of the magnetic moments that 
result in local changes of the effective exchange field which is the dominant field 
term. This complicates the energy minimisation problem, however as long as 
the damping term is sufficiently large an equilibrium state will, eventually, be 
attained. Micromagnetic calculations can also be used to calculate the motion of 
domain walls.
In this thesis micromagnetic simulations are presented which were obtained using 
an implementation of the technique provided by the freely available OOMMF 
(Object Oriented Micromagnetic Framework) code from NIST [57].
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Chapter 4
Scanning Hall Probe M icroscopy
4.1 Introduction
The past 30 years have seen significant advances in both the fields of supercon­
ductivity and ferromagnetism. These advances have driven the development of 
robust tools capable of probing the magnetic properties of a wide range of sys­
tems, from magnetisation reversal in ferromagnetic materials to vortex m atter in 
superconductors. There are several mature techniques which have been shown to 
be of particular use when probing the magnetic states of various systems. These 
are [58]:
E lec tro n  m icroscopy. Electron microscopy can be separated into two distinct 
classes; Lorentz microscopy and electron holography. These techniques make use 
of transmission electron microscopy (TEM) to image vortex structures. Vortices 
are imaged by measuring changes to the incident electron wavefunction induced 
by the magnetic fields associated with vortex structures. Lorentz microscopy 
maps the result of the Lorentz force on electrons and provides high spatial reso­
lution imaging with modest sensitivity. It is however a largely qualitative mea­
surement. Electron holography on the other hand provides a more quantitative 
result with similar spatial resolution and sensitivity. However, electron hologra­
phy requires post-processing to extract the image, which can be time consuming. 
A major limitation of both techniques arises because the samples have to be care­
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fully prepared. When performing TEM the samples have to be thin sections of 
material, approximately < lOOnm thick, to allow the electrons to pass through.
M ag n e tic  force m icroscopy (M F M ) [2]. The principles underlying mag­
netic force microscopy arise from the work by Binnig, Gerber and Quate [1] on 
the atomic force microscope (AFM). The operation of the AFM is detailed in the 
next section. The feedback and control systems are similar, however the MFM 
tip is sensitive to magnetic interactions. The tip is very similar to a standard 
AFM tip (being an atomically sharp spike micromachined from silicon), however 
it is also coated in a ferromagnetic film. Ideally this film is in a single domain 
state (it is usual to magnetise an MFM tip prior to use with a strong permanent 
magnet) with a high coercive field. Deflective magnetic forces acting on the tip 
are measured and allow the magnetic landscape of the sample to be mapped. The 
MFM has a very high spatial resolution (~  50nm). This has made it the tool 
of choice for high resolution imaging of domains within ferromagnetic samples, 
however it does suffer from several limitations. The magnetic tip can be inva­
sive and has a micromagnetic state which is rarely known with any confidence 
and may change in an applied magnetic field. In addition the technique usu­
ally maps gradients in the magnetic force rather than magnetisation or magnetic 
induction directly, making quantitative interpretation difficult. Hence MFM is 
poorly suited to studies of magnetisation reversal and is primarily used to image 
remnant states.
B it te r  d eco ra tio n . Bitter decoration was the first technique used to image 
flux structures in superconductors. The first observation of the Abrikosov vor­
tex lattice was obtained by Essman and Trauble [30] using Bitter decoration in 
1967. The concept of Bitter decoration is an extension of using iron filings to 
map out the flux lines of a bar magnet. However, the low temperatures required 
for superconductors complicate the situation considerably. Typically a thermal 
evaporation technique is applied. The sample is placed in a chamber in low pres­
sure helium gas. The sample is usually thermally connected to a low temperature 
reservoir. A large current is then passed through an iron filament so that it is va­
porised. The iron particles in the vapour will follow the maximum field gradients 
and preferentially locate themselves at regions where there are large stray fields, 
such as vortices in superconductors and magnetic domain walls in ferromagnets.
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S cann ing  H all p ro b e  m icroscopy (S H P M ) [4]. SHPM utilises the Hall 
effect and the latest semiconductor fabrication techniques to provide an imag­
ing technique with good spatial resolutions (>  lOOnm) and good field sensitivity 
(>  100n T H z ~ 0 5). The SHPM also has a wide range of operating temperatures 
from milli-Kelvin temperatures to room temperature. The Hall sensors are non- 
invasive and provide quantitative information about the out-of-plane component 
of magnetic induction which can be compared directly with the results of mi­
cromagnetic simulations. The technique also allows one to image the domain 
structure of a sample at any arbitrary point on the magnetisation hysteresis cy­
cle as well as generate ‘local’ M-H loops at selected spatial locations [59]. The 
wide range of operating temperatures allows the vortex state in superconductors 
with a wide range of critical temperatures to be imaged [5,60].
M ag n e to -o p tica l (M O ) im aging. The idea behind MO imaging is to bring a 
magneto-optically active film in contact with the sample and to examine it under 
linearly polarised light. The materials commonly used are the europium chalco- 
genides and yttrium iron garnet films. The films can either be directly deposited 
onto the sample (a permanent process) or they can be deposited onto a second 
substrate that is then ‘pressed’ onto the sample. Once in place the film is imaged 
using a polarising microscope, which allows contrast between regions of different 
magnetic field to be observed. The polarisation of the incident light is rotated 
by Faraday rotation [45]. MO techniques offer spatial resolution of >  1 fim  [61], 
along with low field sensitivities. The most useful feature of these techniques is 
that they offer a temporal resolution in the order of a few nanoseconds, providing 
the ability to image dynamic systems which are rapidly changing [62].
S canning  su p erco n d u c tin g  q u a n tu m  in te rfe ren ce  device (SQ U ID ) m i­
croscopy [63]. The SQUID is regarded as the most sensitive magnetic field de­
tector (< 100pT.Hz~° 5). The spatial resolution of scanning SQUID microscopes 
is currently in the region of a ~  lfim , being limited by fabrication techniques 
rather than fundamental physical limitations. A detailed description of SQUIDs 
is given in references [9,11,13].
These techniques represent the principal methods of imaging vortex m atter in 
superconductors and the domain structures of ferromagnets. Figure 4.1 shows a
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schematic comparison of the field sensitivity and spatial resolution of the various 
techniques. SHPM is clearly a good compromise between spatial resolution and 
field sensitivity, making it ideal for investigating vortex matter in superconductors 
and magnetisation reversal in ferromagnets. An important aspect of imaging is 
field of view. In the case of the majority of scanning techniques this is limited 
by the scanning mechanism, whereas the MO and Bitter decoration techniques 
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Figure 4.1: A comparison of the magnetic field and spatial resolution of the 
principal magnetic imaging techniques. (After [58]).
All of the techniques discussed so far have focussed on obtaining an image of 
a particular state of a sample. However, when investigating ferromagnetic and 
superconducting samples it is frequently necessary to understand how the sample 
behaves over a range of fields. The most direct method of achieving this is to 
obtain a magnetisation curve for the sample. To obtain quantitative results from 
such measurements it is usually necessary to obtain calibration curves (which
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would include the substrate of a sample) to allow any external fields (e.g. the 
Earth’s field) and any parasitic diamagnetic/paramagnetic effects to be removed. 
Two common types of magnetometer are employed; the first of these consists of a 
magnetic field sensor (e.g. a Hall probe or more commonly a SQUID) which can 
be brought into close contact with the sample while a field is swept. The second 
type is the Vibrating sample magnetometer (VSM). The VSM is a commonly used 
magnetometer that can be used over a wide range of fields and temperatures [64]. 
It operates by detecting a voltage induced in pick-up coils as a sample is moved 
through them. They are useful for differential measurements as only changes 
in flux density are measured and any constant applied field simply produces an 
offset, which can be easily removed.
This broad overview has detailed the competing imaging/measurement tech­
niques and broadly defined the operating ranges. The magnetic imaging work 
presented in this thesis was obtained using the SHPM. Initial sample fabrica­
tion was assisted by the use of a commercial atomic force microscope (AFM) for 
sample characterisation. These two techniques will now be discussed in detail.
4.2 The A tom ic Force M icroscope
The atomic force microscope (AFM) was developed in 1986 by Binnig, Quate 
and Gerber [1]. It has become the foremost technique for characterisation and 
manipulation of nanoscale systems throughout the physical sciences. The AFM 
can function in both ambient conditions and in more extreme environments, 
with commercial systems readily available from several manufacturers. The AFM 
available at the University of Bath is a Veeco (Digital Instruments) Nanoscope 
III. This type of AFM can also be used for MFM measurements. The discussion 
which follows is primarily focussed on the operating modes of this system. The 
AFM operates by scanning a nano-engineered tip attached to a cantilever (usually 
fabricated from silicon) across a sample surface. There are three primary modes 
of operation for the AFM, all based on variations of the same basic principle. 
The different modes of operation are illustrated in Figure 4.2, and are discussed 
along with their relative merits in the following sections.
C o n ta c t M ode A F M . In contact mode AFM the tip is in contact with the 
surface through the adsorbed fluid layer (a layer of moisture present on the ma­
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jority of surfaces under ambient conditions). As the tip is scanned van der Waals 
forces between the tip and the surface cause the cantilever to be deflected. In 
modern systems this deflection is measured using a combination of a laser and 
split photodiode detector. The piezoelectric scanner tube retracts or extends to 
maintain a constant deflection and the change in height is recorded by a computer 
to produce a topographic map of the sample surface. Contact mode AFM was 
the first technique developed and provides high scan speeds along with atomic 
scale resolution. The main disadvantages are related to the lateral and transverse 
forces applied to the sample, which can cause damage, and the introduction of 
image artefacts.
T app ing  M ode A F M . Tapping mode AFM represented a significant advance 
in AFM technology, especially for samples which are easily damaged. It operates 
by oscillating the cantilever at or near its resonant frequency, with the bottom of 
the swing set to contact the surface. This contact causes energy dissipation and 
hence a reduction in the amplitude of oscillation. The change in amplitude allows 
surface features to be detected. Although tapping mode suffers from slightly 
slower scan speeds, overall it produces images with higher lateral resolution and 
is less destructive as the forces are weaker.
N o n -C o n tac t M ode A FM . The AFM mode that provides the lowest reso­
lution operates in non-contact mode by oscillating the cantilever just above its 
resonant frequency. The bottom of the swing of the cantilever allows the tip to 
just contact the surface of the absorbed fluid layer and the amplitude of oscil­
lation of the tip is reduced by the van der Waals forces from the surface. The 
reduction in amplitude of oscillation or the shift in phase is recorded and used to 
produce topographic data for the surface under investigation.
4.3 Scanning Hall Probe M icroscopy
The scanning Hall probe microscope (SHPM) provides a non-invasive high spa­
tial resolution technique for imaging magnetic features in a wide range of sys­
tems. The high spatial resolution (>100nm) and high field sensitivity [5] (> 
2.9 x 10~8T .H z ~ 0 5) provides a probe capable of investigating the properties of 








(a) Contact mode (c) Non-contact mode
Figure 4.2: The three modes of operation for a commercial AFM [65]; a) Contact 
mode AFM, b) Tapping mode AFM and c) Non-Contact mode AFM
ture of the Hall sensor overcomes some of the limitations of the MFM, especially 
when imaging systems where the magnetic state can be easily perturbed.
The Hall effect can be used under many conditions and at present spatial reso­
lution is only limited by the materials used to fabricate the Hall sensor. Current 
state of the art Hall sensors are formed from GaAs/AlGaAs heterostructure mate­
rials which allow the SHPM to be employed in extreme conditions. The operating 
temperature ranges from milli-Kelvin temperatures to room temperature, while 
large external magnetic fields can be applied without compromising the validity 
of the resulting measurements. In this chapter the underlying principles of the 
SHPM will be described along with the sensor fabrication techniques used and 
the methods of operation.
4.3.1 The 2D Hall Effect
In 1879 Edwin Hall discovered that applying a magnetic field perpendicular to a 
current carrying conducting or semiconducting element creates a potential differ­
ence at opposite sides of the element. The Hall effect originates from the nature 
of current flow in the conductor. The electrons, being charged particles, experi­
ence a Lorentz force, perpendicular to their direction of motion, when a magnetic 
field is applied to them.
The classical Hall effect in bulk semiconductors is covered in most introduc­
tory texts on the subject [66]. However for practical application in the study of
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nanoscale systems it is useful to look at the case where the geometry of the Hall 
effect is restricted to two-dimensions. The 2D Hall effect is derived with ease by 
considering a 2D system rather than the typical 3D case [58]. The geometry that 
is employed (for convenience the current and voltage leads are in a ‘cross’ forma­




Figure 4.3: The coordinate system used in the derivation of the 2D Hall effect.
If the current leads are assumed to be much longer than the width of the voltage 
leads (i.e. L ;»  W  in figure 4.3) then the Lorentz force [67], Fl = —eVdB, can 
be equated to the force on an electron from the Hall field, Fh = —eEy, where Ey 
is the Hall field, e is the charge on an electron, Vd is the carrier (electron) drift 
velocity and B  is a perpendicular externally applied field. Thus,
—evdB = —eEy. (4.1)
For the case of a two dimensional channel, we consider the sheet current den­
sity [66], given by J2d = ~fi2D ^d {jh.d, is the two-dimensional carrier density), 
which can be substituted into equation 4.1, giving
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E y  -1  
J 2 d B  T l2De
The right hand side of this equation is defined as the Hall coefficient, R h , and is 
material and temperature dependent. This definition allows equation 4.2 to be 
written as
Ey = R h J2dB . (4-3)
Using the substitutions Ey =  ^  and J2D = a linear relationship between the 
Hall voltage and the applied magnetic field is obtained
V H  = I h R h B , (4.4)
where Vh and I h are the Hall voltage and current respectively. Equation 4.4 is 
independent of the dimensions of the probe. It should be noted that this equation 
is an approximation, and in reality for a 2D sample a uniform Hall electric field 
may not be attained as it is not possible to distribute the line charges at the 
edges of the Hall bars.
4.3 .2  T w o-D im ensional E lectron Gas H eterostructures
All of the SHPM measurements presented in this thesis were obtained using Hall 
sensors fabricated from GaAs/AlxGai_xAs heterostructures [68-70]. The sub­
strates were grown by molecular beam epitaxy (MBE) at the University of Cam­
bridge. The GaAs/AlGaAs heterostructure provides a 2D electron gas (2DEG) 
which has low carrier density and high carrier mobility at low temperatures. 
There is a less than 50% variation in carrier density (hence sensitivity) over the 
4.2K - 300K temperature range. This leads to an excellent signal to noise ratio 
(SNR) over a wide range of operating temperatures. The Hall sensors are fabri­
cated from the wafer using standard semiconductor processing techniques [71,72]. 
Figure 4.4 shows the structure of a generic GaAs/AlxGai_xAs heterostructure 













Figure 4.4: The layer structure of the 2DEG (left) along with a sketch of the 
corresponding conduction band edge (right). The location of the 2DEG and the 
donor impurities are highlighted.
When considering the heterostructure depicted in Figure 4.4 the entire structure 
can be treated as a single crystal as the lattice constants of the AlGaAs and GaAs 
are virtually identical [58]. The conduction and valence band edges of the crystal 
will be modulated as the A ^G ai^A s has a larger bandgap than the GaAs.
Silicon dopants are added to one of the AlGaAs layers. The 2DEG is then 
formed by the electrons from the silicon dopants becoming trapped in a V-shaped 
potential well between the Al^Gai-^As and GaAs. From Figure 4.4 it can be seen 
that between the 2DEG and the doped AlxGai_xAs there is an undoped spacer 
layer. This separation of the donors and electrons greatly reduces ionised impurity 
scattering. This results in a considerable increase in electron mobility at low 
temperatures, however at room temperature the electron mobility is dominated 
by phonon-scattering.
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4.3 .3  N oise P roperties o f G aA s/A lG aA s H eterostructure  
H all Sensors
The primary source of noise intrinsic to the GaAs/AlGaAs heterostructure Hall 
probe up to a certain bias current, Imax, will be Johnson noise [5,58]. Johnson 
noise is thermal noise generated by the charge carriers, and is dependent on the 
series resistance of the Hall probe voltage leads, R s. The noise voltage, Vn is 
defined as
Vn = V 4kBT R s A F  (4.5)
where A F  is the measurement bandwidth, T  is the absolute temperature of the 
probe and is the Boltzmann constant. Above the maximum bias current level 
the low frequency noise will increase with current, and equation 4.5 will no longer 
hold. An important factor when performing imaging of systems composed of fer­
romagnetic materials and superconductors is the signal to noise ratio (SNR) of 
the Hall sensor. If the noise associated with the Hall signal is too large then re­
solving single vortices will become difficult or impossible. In such circumstances a 
very good SNR is required. W ith a GaAs/AlGaAs based Hall sensor the simplest 
method of achieving this is to let the current I  —*■ Imax- This will increase the 
SNR at the cost of reducing the Hall sensor stability. The SNR for Ihoii < Imax 
is therefore defined as
S N R  =  h i  =  (4.6)
14 y/M BT R s A F  K '
where Inaii, B, R h are the bias current, magnetic field, and Hall coefficient re­
spectively. Prom equation 4.6 it is obvious tha t to achieve a good field sensitivity 
we need a large current and large Hall coefficient. Previous studies [5,73] show 
that the Hall probes function at 300K with currents up to ~  4fiA  and below 
77K with currents up to 20[iA without increasing the noise. The typical series 
resistances of such devices are 60k£l, 3k£l and l.bkQ  at T  = 300A , T  = 77K  
and T  = 4.2K  respectively. These values are largely dependent on the size of the 
Hall sensor, with smaller probes requiring lower currents.
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Noise reduction by cooling GaAs/AlGaAs heterostructure Hall sensors is limited 
by a j  noise component which is present below Imax with a corner frequency, 
f c ~  10H z  (at 77K). The frequency response of the sensor is flat above this 
up to about 10kHz and then typically drops off at about 10dB.decade~l due to 
bandwidth limitations of the amplifier. The j  noise component is attributable 
to carrier generation and recombination due to deep traps (DX centres) in the 
n-AlGaAs barrier layer adjacent to the 2DEG [74], and is an intrinsic limitation 
to the field sensitivity of GaAs/AlGaAs Hall sensors.
4.3.4 Hall Sensor Fabrication
The fabrication of our Hall sensors was performed in the University of Bath’s class 
1000 clean room. The techniques used are standard semiconductor processing 
techniques with some variation depending on the spatial resolution of the Hall 
sensor required. The process is schematically shown in Figure 4.5 and discussed 
in detail below.
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Figure 4.5: The principal stages in the fabrication of an GaAs/AlGaAs het­
erostructure Hall sensor.
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1. P re p a ra tio n  o f s u b s tra te  m a te ria l
•  A GaAs/AlGaAs heterostructure wafer was scribed and cleaved into 
6mm x 6mm square ‘chips’.
•  These chips were then cleaned in an ultrasonic bath at 15% power 
for 5 minutes in solutions of trichloroethane(ethylene), acetone and 
isopropanol respectively. They were then dried using high pressure 
nitrogen gas.
2. D ep o sitio n  o f O hm ic C o n tac ts  (see F ig u re  4 .5 (a))
•  The clean chips were then attached to glass cover slips using Shipley 
Microposit S1813 photoresist with the active side facing up and baked 
at 90 °C for 45 minutes. This was done to facilitate ease of handling 
during etching and deposition processes.
•  Shipley Microposit S1813 photoresist was then spun onto the chips at 
3500 rpm for 30 seconds to produce a ~1.5/xm layer of photoresist. 
This was then baked in an oven at 90 °C for 15 minutes, after which 
the samples were removed and dipped in chlorobenzene for 2 minutes. 
The chlorobenzene removes solvents from the upper layers of the resist, 
leading to the formation of an overhang profile when patterned. The 
sample was then returned to the oven for a further 15 minutes.
•  To define the Ohmic contacts the photoresist was exposed to U.V. 
radiation through a chrome contact lithography mask using a Karl 
Suss MJB3 mask aligner. The exposed samples were developed using 
Microposit 351 developer (in the ratio of H20:Developer 3.5:1) for a 
duration of 15-60 seconds (dependent on the age of the U.V. bulb, 
thickness of resist and presence of edge beads). The samples were 
then rinsed in distilled water and dried using nitrogen.
•  To remove surface oxide from the samples and ensure a high quality 
Ohmic contact was formed, the samples were dipped in a 1:1 solu­
tion of HCktUO. The clean chips were then immediately placed in 
a thermal evaporator for deposition. Once under high vacuum the 
samples were cleaned for a final time using a glow discharge argon 
plasma for 10 minutes. The vacuum chamber was then pumped down 
to 2 x 10_6mbar before performing the metal deposition.
•  The Ohmic contacts used for our Hall probes are deposited in a single 
step. To achieve a high quality electrical contact to the 2DEG 66nm
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Ge followed by 134nm Au are deposited. Finally 20nm Ti and 200nm 
Au are deposited. These final two layers provide a contact surface 
suitable for ultrasonic bonding.
•  Once the deposition was complete the samples were allowed to cool for 
30 minutes before removal from the evaporator. Once removed they 
were placed into acetone and left overnight to remove the unwanted 
metal regions, leaving the contact pads intact by lift-off.
•  The final stage of the Ohmic contact formation is to form an n+ region 
below the contact pads which provides a low resistance contact to 
the 2DEG. This is done by annealing the samples in a 95%N2 /5% H 2 
reducing atmosphere at 430 °C for 2 minutes.
3. C oarse  e tch in g  (see F ig u re  4 .5 (b))
Before etching the Hall bar structures the regions between the Ohmic con­
tacts were removed by wet etching. The samples were cleaned and re­
mounted onto cover slips. The spin speed used to coat the sample with 
photoresist was increased to 5000 rpm for 30 seconds, this reduced the pho­
toresist thickness to < 1.25//m. The reduction in thickness is one of the 
steps implemented to enhance the spatial resolution of the pattern transfer 
process. The samples were then baked in an oven at 90 °C for 30 min­
utes (without the chlorobenzene step), and patterned using the same pro­
cess used for the Ohmic contacts, but with an additional post-development 
hard bake for a further 30 minutes at 90 °C. This was to harden the resist 
and make it less susceptible to damage from the etch solution. The sur­
face oxides were then removed by dipping the sample into a 1:1 solution 
of HC1:H20  for 30 seconds then washing and drying them. After this the 
samples were immediately dipped into a solution of H20  : H 2 0 2 '■ H 2 S 0 4  in 
the ratio 160:8:1 which gives a nominal etch rate of ~  0.25/mi min-1 . The 
samples were etched to a depth of 70nm, which was sufficient to deplete the 
2DEG in the unwanted regions. The devices were then rinsed in distilled 
water followed by acetone to remove the photoresist.
4. H a ll b a r  p a tte rn in g
The Hall sensors used to obtain the results presented in this thesis were 
all sub-micron devices. To achieve features with sizes less than one mi­
cron, electron beam lithography is used. Standard optical lithography is 
diffraction limited to resolution ~  1 fim, whereas electron beam lithography 
systems can pattern features down to a few tens of nanometres in size. The
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samples are initially cleaned and a layer of PMMA electron beam resist is 
spun onto the samples at 5000 rpm for 30s. The samples are then baked on a 
hot plate at 150 °C for 20 minutes. The samples are processed two at a time 
in a Hitatchi field-emission scanning electron microscope (SEM) connected 
to a Raith Elphy Plus EBL controller with automatic stage. The lithogra­
phy system allows accurate positioning and feature patterning. Each of the 
6mm. x 6mm chips contains four scanning Hall sensors. The use of electron 
beam lithography allows the writing of any size Hall bars and adapting the 
Hall bar size to the requirements of each task rather than having costly 
optical lithography masks made. In the course of the work presented here 
we made Hall sensors with physical spatial resolutions of 0.7/zra, 0.6/zm, 
0.5/mi, and 0.4/mi on each individual chip.
5. H all b a r  fine e tch  (see F igu re  4 .5(c))
The Hall bar etch is complicated by the presence of the PMMA e-beam 
resist. The resist can react with HC1, so the precursor used to remove 
surface oxides can not be used. Instead a process of trial and repeat was 
performed. A ‘slow’ etch solution was used (H20  : H 2 O2 : H 2 SO 4 in the 
ratio 1000:8:1 with a nominal etch rate of ~  0.04/un.min-1) to provide 
more control over the etch process. To ensure even etching the samples 
were rinsed with isopropanol prior to etching to ‘wet’ the exposed regions. 
The samples were initially etched for 1 minute and the Hall bar resistances 
were then measured using a resistance probing station. If the resistances 
were too low the process was repeated for a further 30 seconds, this process 
was repeated until the Hall probe lead resistances were on the order of tens 
of kOhms.
6. S cann ing  T unnelling  M icroscopy (S T M ) tip  dep o sitio n  (see F ig­
u re  4 .5 (d ))
The metallic (STM) tip used for bringing the Hall sensor into non-destructive 
contact with the sample was formed from a lOnm layer of Ti followed by a 
50nm layer of Au. The patterning and deposition of the tip was performed 
in exactly the same way as the Ohmic contacts, however the tip was not 
annealed.
7. D eep  e tch  an d  sam ple sep a ra tio n  (see F igu res 4.5(e) an d  (f))
The SHPM uses standard STM techniques to bring the Hall sensor into close 
proximity with the sample under investigation. To achieve this the STM tip 
component of the Hall sensor has to be the ‘highest’ point on the chip. This
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is achieved in two ways; The sample is tilted with respect to the Hall sensor 
(see Section 4.3.7), to make one corner come into contact with sample first. 
Then, to ensure that the STM tip is the ‘proudest’ point of the corner of the 
chip, a ‘deep’ etch («  l/im) is performed using H20  : H20 2 : H2SO^ in the 
ratio 80:8:1 with a nominal etch rate of ~  0.54/im.min-1. The patterning 
for this etch and the etch itself were performed in exactly the same way 
as the coarse etch. The final stage after the deep etch was to cleave the 
sample into four devices using a diamond scribe.
8. H all sensor te sting
The resistances of the Hall sensors were measured at 77K using a resistance 
probing station before being installed into the microscope. This ensured 
there were no low temperature shorts or open circuit regions between the 
leads. Figure 4.6 shows an optical photograph of the active Hall sensor 
regions along with a scanning electron micrograph of the Hall bars.
9. Sensor M ounting
The completed Hall sensor was mounted onto a chip carrier using Oxford 
Instruments low temperature epoxy. The Ohmic contacts are connected to 
the chip carrier by 25/xm diameter gold wires attached using an ultrasonic 
wire bonder. The sensor was then attached to the piezoelectric scanner 
tube of the SHPM.
(a) (b)
Figure 4.6: (a) A Photograph of the active region of the Hall sensor (b) A scanning 
electron micrograph of the Hall bars.
4.3.5 Properties of a High Resolution Hall Sensor
The previous process was used to fabricate the Hall sensors used in all of the 
work in this thesis. We now discuss the properties of these Hall sensors with
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geometrical Hall bar wire widths of ~450nm which were patterned using electron 
beam lithography. Figure 4.7(a) shows an atomic force micrograph of the Hall 
bars and a cross section of the active Hall area (b), with a measured full width 
at half maximum of ~450nm. This gives an effective electrical width of >250nm 





Figure 4.7: (a) An atomic force micrograph of the Hall bars, (b) A cross section 
AFM profile of the active area of the Hall sensor.
To ensure that the high resolution Hall sensor had sufficient sensitivity the field 
equivalent noise (F E N  = ) of the Hall sensor was measured as a function of
frequency at several operating currents, the results are presented in Figure 4.8(a). 
As expected [5] there are two principal components to the noise spectrum. At low 
frequencies the noise has a 1/f dependence with a corner frequency, fc, of ~100Hz. 
At higher frequencies the noise spectrum is dominated by white Johnson noise 
(as described in Section 4.3.3). Above ~2kHz the noise voltage rolls off due 
to the measurement bandwidth of the pre-amplifier used (~10 kHz for noise 
measurements).
When a new Hall sensor is installed in the microscope it is necessary to measure 
the Hall coefficient before any magnetic field measurements are made. This is 
achieved by applying known fields to the Hall sensor while keeping the Hall 
current constant. Two such measurements, for Hall currents of 5 and 10 /zA, are 
shown in figure 4.8. These plots give a value of ~  3kfIT _1 for the Hall coefficient, 
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Figure 4.8: The spectrum of the field equivalent noise (FEN) of the Hall sensor 
for Hall currents of 1, 3, and 5 pA, respectively, at 77K (a) and plots of Hall 
voltage against applied field for Hall currents of 5 and 10 //A.
4.3.6 The Scanning Hall Probe M icroscope 
Overview
The operating principles of the SHPM are very similar to those of the scanning 
tunnelling microscope (STM). The research covered in this thesis was performed 
using two systems; a commercial Nanomagnetics SHPM and a system built at 
the University of Bath [5]. The principles of SHPM and the construction of 
the SHPM will now be discussed in detail. This discussion will focus on the 
microscope made at Bath, but the operation and usage concepts developed will 
apply to the majority of SHPM systems. The University of Bath system is based 
on a commercial scanning tunnelling microscope insert and exploits the same 
physics as the STM for sample approach and scanning.
Developed by Binnig and Rohrer [75] in 1981, the STM revolutionised the study 
of materials, allowing for the first time atomic resolution images of surfaces to be 
obtained. The STM is based on the quantum mechanical principle of tunnelling. 
An atomically sharp point, called a tip, is brought into close contact with a 
conducting surface that has a voltage bias, Vs, applied to it. If the tip were to 
touch the surface a current would flow, conversely if the tip were far away from the 
surface no current would flow. There is however an intermediate regime, between 
the tip touching the surface and being a long distance away, where electrons in 
the surface can ‘tunnel’ into the tip. The tunnelling can occur under a wide range 
of bias voltages from milli-Volts to several Volts. The tunnelling current can be
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approximated by the expression
It oc eVsexp [ - ^ y / 2m<f ) )  (4.7)
where e and m  are the charge and mass of the electron respectively, Vs is the 
bias voltage, d is the distance between the tip and the surface and <f> is the local 
work function. Equation 4.7 tells us that the tunnel current is approximately 
proportional to the bias voltage and, crucially, depends exponentially on the tip- 
surface separation, d. As an example consider (f) = 4eV, then the tunnelling 
current will decrease by a factor of 10 for every lA  increase in d. Hence, over 
a typical atomic diameter of «  3A the tunnelling current changes by a factor of 
1000. This leads to STM being very sensitive, as only the last atom at the point 
of the tip interacts with the closest atom on the sample surface. The key tech­
nologies Binning and Rohrer developed were methods of vibration isolation and 
tip control using piezoelectric materials (materials which deform under the appli­
cation of voltages). A typical STM control circuit works as follows: The tunnel 
current, A, is converted by a pre-amplifier into a voltage, Vt . This voltage is then 
logarithmically amplified (we will refer to this voltage as V/) to give a measure 
of the distance between the tip and surface so tha t a linear relation between Vi 
and d is possible (V/ =  ra.d +  c). A reference voltage, Vr is then subtracted from 
Vi. When V* — Vr =  0 the STM is at what is referred to as the control height. 
If Vi — Vr > 0 the distance between the tip and surface is decreasing, and when 
Vi — Vr < 0 the tip-surface distance is increasing. The difference voltage is fed into 
a high voltage amplifier which controls the piezo element, and tries to establish 
the control height. This is a very simplified example, however it illustrates the 
concept of STM control. For a detailed review of the construction, design and 
operation of STM systems see Reference [76].
Figure 4.9 shows a schematic of a generic scanning Hall probe microscope [5]. 
The Hall probe is mounted onto the piezoelectric scanner tube of a commercial 
low temperature STM system. The Hall sensor and sample holder assembly 
is referred to as the ‘head’ of the SHPM. The head is attached to an ‘insert’ 
which allows the Hall probe scanning assembly and sample to be placed inside 
a superconducting magnet and variable temperature insert. The insert is then 
connected by shielded coaxial cable to the scanning electronics. The electronics 
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Figure 4.9: Schematic diagram of a typical scanning Hall probe microscope. (Af-
V ariable T em p era tu re  C ontrol. The SHPM insert is operated inside the 
static variable temperature insert (VTI) of a He-4 cryostat (although designed 
for He-4 these systems can be used with LN2). The VTI allows the sample space 
temperature to be varied between 4.5K and 300K with high stability (±0.02 K). 
The VTI is separated from the He-4 reservoir by a vacuum jacket. Temperature 
control is achieved through two active elements; A capillary tube (heat exchanger) 
through which He-4 flows and a resistive heater, both of which are wrapped 
around the sample space. The flow of He-4 through the capillary is controlled 
by a needle valve. The constant temperature of the sample space is maintained 
by an Oxford Instruments ITC-501 series temperature controller monitoring a 
RhFe temperature sensor and controlling the heater in response to temperature 
fluctuations. The setting for the needle valve is chosen so as to minimise He-4 
boil-off while not compromising temperature stability.
The sample space is filled with He-4 gas which acts as an exchange gas ensur-
ter [5]).
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ing that the sample (and Hall sensor) are at the temperature measured by the 
temperature controller. However, the presence of the exchange gas limits the 
operation of the microscope to temperatures above 4.5K. Below this temperature 
the exchange gas will condense causing a rapid drop in pressure inside the sample 
space. The drop in pressure can be fatal to the piezoelectric motors that com­
pose the scanning and coarse approach mechanisms, as it can lead to destructive 
plasma breakdown of the He gas. The SHPM custom built at the University of 
Bath is seated in an Oxford Instruments cryostat, which also contains a low tem­
perature 7T superconducting magnet. The Nanomagnetics commercial SHPM is 
located in a Cryogenic Ltd. cryostat, which does not contain a superconducting 
magnet. The Cryogenic cryostat does however allow better external access to the 
sample space allowing the exchange of various solenoids.
S H PM  head. Figure 4.10 shows three pictures of the SHPM head assembly. 
The significant components of the system are:
Infrared _  ,
LEDs Quartz Tubes Sample Holder
Scanner Tube
approach tubes Macor Insert
Figure 4.10: Three photographs of the SHPM head showing the key elements of 
the scanner assembly and sample holder.
• Infra-red Light Emitting Diodes
At low temperature the Hall sensor leads can go open circuit as a result of 
carrier depletion. To resolve this the Hall sensor is illuminated with infra­
red radiation from two light emitting diodes. These cause carrier generation 
in the 2DEG, which at low temperatures is a persistent effect. Illumination 
of the sensor can also lead to a reduction in noise if the Hall voltage has a 
large noise component.
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• Coarse approach mechanism
To ensure that the sample and Hall sensor do not come into contact while 
the system is being set-up there is a > 250pm separation between them. This 
is a considerable distance, hence a coarse approach mechanism is used to 
bring the two together into tunnelling. This works on the stick-slip princi­
ple, whereby the piezoelectric tubes attached to the quartz tubes are slowly 
extended then snapped back rapidly (or vice-versa) causing movement of 
the sample puck towards or away from the Hall sensor as required.
• Piezoelectric Scanner tube
The Hall sensor is mounted onto a macor insert, which is seated inside 
the piezoelectric scanner tube. The scanner tube is segmented (see Fig­
ure 4.11) allowing different voltage biases to be applied to four different 
quadrants. This gives three dimensions of movement, which are used after 
coarse approach to acquire magnetic images of the sample. The temper­
ature dependence of the scanner tube causes a reduction in scan area as 
the temperature is lowered. The University of Bath’s microscope has scan 
areas of ~  55 x 55, ~  27 x 27 and ~ l l x l l f o r T  =  300K , T  =  77 K  and 
T  = 4.5K  respectively. The Nanomagnetics microscope has scan areas of 
~  25 x 25, ~  13 x 13 and ~  6 x 6 for T =  300K , T  = 77K  and T  = 4.5K  
respectively.
Figure 4.11: A schematic of the segmentisation of the piezoelectric scanner tube, 
illustrating how 3D motion is achieved.
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S can n er E lec tron ics. The electronics consist of a microcontroller which the 
PC interfaces with to provide control of the high voltage amplifiers (for scanning), 
the coarse approach mechanism, Hall current (IH) control, data acquisition for 
recording the location and the Hall voltage (V#) at set intervals within the scan 
area and control of the sample bias voltage (Va = 0.8V) to enable tunnelling. The 
electronics also provide the ‘failsafe’ feedback circuit for STM operation designed 
to prevent physical contact between, the probe, and sample,
4 .3 .7  Scanning H all P robe M icroscope O peration
The operation of the SHPM is similar to that of the STM, however there are 
some subtle differences. We now run through the process required to image a 
sample using the SHPM.
S am ple  M o u n tin g
The sample under investigation is mounted onto a movable puck that forms part 
of the coarse approach mechanism. The puck consists of a mounting stage that 
the sample is attached to using silver conductive paint and a method of altering 
the angle of the sample with respect to the Hall sensor. The sample has to be 
tilted so that the first part of the Hall sensor to come into tunnelling contact with 
the sample surface is the STM tip. Obtaining the correct tilt angle is crucial; if 
the angle is too steep the Hall sensor will crash into the surface, damaging both 
the sensor and the sample. If the angle is too shallow some other region of the 
Hall sensor will come into tunnelling first. This could result in the Hall cross 
being a significant distance from the sample. Figure 4.12 shows the sample puck 
along with a sample mounted for imaging.
S am ple  A p p ro ach  an d  Im aging
Once the sample has been mounted and the sample puck attached to the quartz 
tubes a gap of «  250fim  is left between the sensor and the sample. This prevents 
any damage occurring to the sample or Hall sensor while it is being inserted into 
the cryostat and during the cooling cycle. To bring the Hall sensor into tunnelling 
contact the coarse approach mechanism is used.






Figure 4.12: A close-up photograph of the sample puck. The sample is attached 
to a beryllium-copper holder. This metal is strong and springy allowing it to be 
bent into a suitable position for tilt angle adjustment.
scanner tube is then slowly extended and if no tunnelling is detected when the 
tube is fully extended the process is repeated. Once tunnelling is detected the 
feedback loop is activated and the coarse approach is stopped. The extension 
of the scanner tube is then maintained at a fixed height to provide a constant 
current. At this point the Hall sensor can be scanned across the sample and 
the magnetic field and the surface topography measured simultaneously, this 
method of imaging is very slow. A quicker method of scanning is the so-called 
‘flying mode’. In this mode the Hall sensor is retracted ~  300nm, so that it is 
no longer in tunnelling contact with the surface, and the only data collected is 
the Hall voltage. Flying mode has the potential to lead to a small reduction in 
spatial resolution, however the benefits are significant. The scan speed is greatly 
increased allowing a higher image acquisition rate to be achieved. Also operation 
in flying mode reduces the risk of physical contact between the Hall sensor and 
the sample, which in most cases will be catastrophic for the Hall sensor. When 
using flying mode, the first procedure is to check the edges of the scan area for 
tunnelling (if it is found a coarse back step is taken). The second step is to
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perform a test scan. Once the scan area has been checked, and the entire scan 
area has been verified to be out of tunnelling contact, imaging with averages can 
be performed.
The Hall current is then selected via the software on the PC and imaging can 
begin. A typical image consists of a 128 x 128 pixel grid. During scanning the 
measured value of V h is averaged a fixed number of times, this alters the scan 
speed and is varied so as to minimise 50Hz noise from the scanner electronics 
(a typical value is 47). To eliminate overall noise the final image is usually an 
average of 25 single images (however this value can be varied depending on the 
noise conditions of the Hall sensor). The resulting image is displayed on the PC.
In most images there will be a gradient across the sample owing to the tilt angles, 
this can be an issue with larger scan areas. The scan area can be reconfigured and 
the sample re-approached in different locations allowing high resolution imaging 
to be performed on any region of the sample.
H all M agnetom etery
The precision control afforded by the SHPM system also allows the Hall sensor 
to be used as a precision magnetometer. Imaging can be performed, then the 
Hall sensor can be driven to a location on the sample which corresponds to a 
particular feature in the image. The sensor can then be kept fixed while the 
external field is changed allowing magnetisation curves to be obtained. This is 
useful for investigating the properties of domains in ferromagnets and obtaining 
magnetisation curves for superconductors.
4.3 .8  Interpretation  o f R esu lts
Although no complex manipulation of the raw data is required to extract a mag­
netic image from the measured data the interpretation of SHPM images can be 
quite subtle.
The measurements made by the Hall sensor are not absolute, they are a relative 
measurement including unavoidable Hall probe offset voltages. This allows us 
to make measurements under externally applied magnetic fields very easily as 
the Hall sensor can be ‘nulled’ after the field is applied and only the magnetic
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state of the sample will be measured. It also means that the presence of back­
ground magnetic fields such as the Earth’s magnetic field do not directly affect 
the measurements.
The images produced by the SHPM typically use a greyscale rendering method. 
This ‘greyscale’ value is defined as the field span — B™m) assigned to the
8-bit grey palette between white and black for .the image. The allocation of field 
direction to a particular colour is dependent on the SHPM configuration for a 




M agnetisation Reversal in 2 f im  
Epitaxial Fe Disks
5.1 Introduction
A detailed understanding of the magnetisation reversal process and domain struc­
tures present in ferromagnetic thin films and nanostructures is essential for the 
realisation of applications in data storage and magnetoelectronic devices. The 
past 30 years have seen the evolution of magnetic storage technology from mag­
netic tape to terabyte hard disk drives and magnetic random access memory. To 
continue the advance of information technology a comprehensive understanding 
of magnetic materials and methods of exploiting them must be achieved. The 
bulk of research into the properties of ferromagnets has been performed using the 
magnetic force microscope (MFM), as it provides excellent spatial resolution. A 
limitation of these studies is tha t they are usually restricted to remnant states. 
The majority of applications of magnetic structures require an understanding 
of the behaviour when fields are applied. Several recent studies have demon­
strated that the SHPM is capable of imaging domain reversal in ferromagnetic 
thin films [77-80] and patterned microstructures [81].
In this chapter we demonstrate tha t very high resolution Hall sensors can be 
used to map the nanoscale domain structure of micron-sized ferromagnetic disks 
during magnetisation reversal. The flux closure vortex state in micron-sized fer­
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romagnetic disks [82] and rings [83] has attracted considerable interest over the 
last decade, both from fundamental physics considerations as well for potential 
data storage applications [84]. To date mostly polycrystalline rings/disks with­
out pronounced anisotropy have been studied, and it is important to extend 
these investigations to epitaxial disks, when the anisotropy will strongly influ­
ence vortex-like states formed. Epitaxial iron thin films have been extensively 
studied in recent years since it was demonstrated that, it is possible to. inject 
spin-polarised electrons from them into GaAs [85] and AlGaAs [86]. However, 
the effect of the strong magnetocrystalline anisotropy on the magnetisation rever­
sal process is still not fully understood (a detailed review of this subject is given 
in Ref. [87]). Previous studies [88-90] of the epitaxial Fe/GaAs system have 
led to an understanding of the interplay between interface effects, film thickness 
and lateral dimensions. Epitaxial Fe (001) films with thicknesses greater than 
2nm exhibit a biaxial anisotropy [90] aligned along the [100] and [010] axes, as 
found in bulk Fe. This magnetocrystalline anisotropy should reduce the effect of 
defects on the magnetisation reversal process compared to polycrystalline mate­
rials, and allow the formation of magnetic structures with more predictable and 
reproducible properties. In epitaxial Fe microstructures the anisotropy will cause 
the flux closure domains, formed to minimise magnetostatic energy, to have their 
magnetisation directions pointing along the magnetic easy axes of the film.
5.1.1 P roperties and Fabrication o f the Sam ple
The sample investigated was fabricated by G. Wastlabauer at the University of 
Cambridge. It consists of an array of 2/zm Fe (100) disks grown epitaxially on 
a pre-patterned GaAs (100) substrate. Initially electron beam lithography was 
used to define a square array of 2/zm diameter disks with a lattice spacing of 
6/xm. This mask was then dry etched into the GaAs to a depth of ~100nm and 
the resist removed, leaving an array of free-standing GaAs pillars. A 20nm Fe 
film was then grown by molecular beam epitaxy at room temperature over the 
entire sample and capped with 3nm Cr and lOnm Au layers. This procedure 
creates an array of epitaxial Fe disks on top of the pillars and, in principle, also 
allows the use of elevated deposition temperatures, which would not be possible 
if the sample was masked with resist. Figure 5.1 shows a scanning electron 
micrograph (a) of the sample along with a SHPM image (b) taken with the sample 
in the saturation magnetisation state with the applied field along < 100 >. The 
results of earlier research [91] show that if the ratio of the disk separation to disk
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diameter is greater than unity, as is the case in our experiments, the disks will 
behave as isolated elements. The pre-patterning technique has the disadvantage, 
however, that a commensurate array of antidots is simultaneously formed lOOnm 
below the disks, whose magnetisation behaviour must be distinguished in imaging 
experiments. In practice this can be achieved relatively easily for two reasons. If 
we scan at a constant height above the sample we are always much more sensitive 
(approximately exponentially so) to the Fe disks which are lOOnm closer to the 
Hall sensor. In addition the antidot film has a rather small coercive field (~5 
mT) and switches very abruptly at 80K in contrast to the disks.
(a) (b)
Figure 5.1: (a) A scanning electron microscope image of a section of the Fe disk 
array, (b) A 13/im x 13/im SHPM image of the Fe disk array at T  = 80K in a 
+74 mT magnetic field applied along the <1 0 0> direction.
To realise the 250nm spatial resolution offered by the probe the sample was 
mounted with a shallow tilt angle < 0.5° with respect to the Hall probe. All of 
the results presented in this chapter were obtained using a Hall current of I# = 
4/i A, a measurement bandwidth of 100Hz and a voltage gain of 1 x 104. High- 
resolution imaging was achieved by retracting the Hall sensor out of tunnelling 
contact so that it scanned in a parallel plane ~200nm above the highest point 
of the sample, this retraction was achieved by shortening the scanner piezotube 
rather than taking a ‘coarse’ backstep.
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5.1.2 SH PM  Imaging
The external magnetic field was supplied by a modified commercial electromag­
net, capable of providing fields up to ±74 mT in any direction in the plane of the 
sample. The images and local induction loops shown here were all taken with 
the magnetic field applied in-plane along one of the < 100 > easy axes of the Fe 
film.
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Figure 5.2: Typical SHPM images of a single Fe disk at T=80K various applied 
fields (image sizes all 4/zra x 4urn). The greyscales (G.S.) of the images are 
indicated in their respective captions.
Figure 5.2 shows the typical evolution of the domain structure of a single Fe 
disk as the in-plane magnetic field is varied from — 74mT to +74mT and back 
again. The clear dipole contrast observed at both positive and negative maximum 
applied fields (Figs. 5.2(a), (h)) indicates that the disk is close to saturation mag­
netisation. Starting at negative saturation and moving around the magnetisation 
curve we find almost no change in the images (apart from a slight clockwise rota­
tion of the dipole) until the applied field is reversed to ~  +5mT (Fig. 5.2(b)). At 
this field local induction loops anywhere above the sample show a sharp spike and 
the image contrast (as indicated by the greyscale (GS) in the caption to Fig. 5.2)
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suddenly jumps to a maximum, indicating that the antidot film has abruptly 
reversed its magnetisation state. Any changes in the images beyond this point 
can be associated with changes to the Fe disks and, as expected, we find a grad­
ual reduction in image contrast (greyscale) as positive saturation is approached. 
While different disks switched configurations at slightly different applied fields, 
most showed approximately the same structural evolution. Detailed examination 
of our images indicates the presence of a rather complex domain structure which 
is not consistent with the 4 domain flux closure ‘vortex-like’ structure (as shown 
in figure 5.3) which we were expecting and had been seen previously in similar 
ac demagnetised epitaxial (001) ferromagnetic disks [92].
Figure 5.3: An MFM image of the ac-demagnetized state of a Fe(001) disk from 
reference [92].
5.1.3 OOMMF Simulations
To understand the magnetisation process micromagnetic simulations were per­
formed* using the Object Orientated Micromagnetics Framework (OOMMF) 
from NIST [57]. Calculations were performed for 2\xm diameter disks using an 
exchange constant of [90,92] A = 2.1 x 10-11 J.m -1, a cubic anisotropy con­
stant of [90,92] K i =  4.8 x 104J.m~3 and a saturation magnetisation value of 
Ms = 1.7 x 106A ra_1. The chosen mesh size for the calculations was 5nm, this 
was selected for accuracy and computational convenience. The suitability of the 
5nm mesh size was ascertained by testing various mesh sizes for convergence and 
ensuring they all exhibited similar qualitative results. The external field was 
applied along one of the in-plane easy axes and varied in discrete steps between
*The simulations and calculation of the perpendicular component of the magnetisation were 
performed by H. G. Roberts, Department of Physics, University of Bath.
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—75mT and +75 mT. The simulation was run forwards and backwards through 
this field range several times before results were taken to eliminate any depen­
dence on initial conditions. The output of the OOMMF code was then used to 
calculate the perpendicular component of magnetic field at a typical scanning 
height (~  200 nm) above the disk, to allow a direct comparison between the 
simulated domain structure and the experimental measurements. The antidot 
film was also included assuming that it was in a saturation magnetisation state 
whose direction was flipped as appropriate at the ±5mT switching field. This 
was then incorporated in the model by adding the stray field of a disk of reversed 
magnetisation situated lOOnm further below the Hall sensor.
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Figure 5.4: Results of OOMMF simulations for a 2fim  diameter Fe disk at various 
applied fields applied along < 100 >, the arrows represent the local direction of 
magnetisation (see text for details).
The simulated domain structures (Fig. 5.4) for the Fe disks show the presence 
of a 7 domain ‘double’ vortex reversal mechanism [93]. The symmetry of the 
magnetisation reversal process present in the Fe disks means the simulated results 
are not unique. Hence, each vortex can nucleate in one of two places and can have 
clockwise or anti-clockwise vorticity. However, once one vortex has nucleated with
(a) p0H = -75mT
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a specific vorticity the location and vorticity of the second vortex is fixed in the 
lowest energy configuration. The simulations are biased towards a preferred state, 
to allow reproducible results to be collected, and when attempting to correlate 
simulations and images the four possible starting conditions must be considered. 
The simulations show that the vortex cores enter the sample at either side of 
the (saturation) poles, and then proceed to move to the other side of the pole 
and exit midway between poles. During this process a .large central domain is 
formed with magnetisation perpendicular to the applied field, which increases in 
size and then shrinks again as the vortex cores move. From the simulations we see 
tha t the double vortex mechanism is intrinsically frustrated and cannot provide 
optimal flux closure for all of the domain walls. ‘Compromise’ domain walls are 
clearly visible as regions of strong contrast in our images. The simulations also 
reveal that the moments near the disk edges are rotated away from the easy 
axes and tend to become parallel to the edges of the disk in order to reduce the 
magnetostatic energy of the system.
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Figure 5.5: Comparison between experimental SHPM images (left column), the 
results of OOMMF simulations (centre column) and images of the perpendicular 
component of the magnetic field generated from the OOMMF simulations (right 
column) at several applied magnetic fields.
Five distinct experimental configurations illustrated in Fig. 5.2 can be quite suc­
cessfully identified with specific domain simulations as shown in Fig. 5.5. In 
practice the correlation is not perfect for a number of reasons; the experimen­
tal images are distorted by domain wall pinning (for the same reason the ex­
perimental and simulation applied fields also differ considerably), and the finite
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(~  200nm) resolution of the Hall probe has not been taken into account. Never­
theless, a number of common features, e.g. the white/black triangular contrast 
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Figure 5.6: Experimental 
positions on the Fe disk.
5.1.4 Local Out-of-Plane Inductance M easurem ents
Local out-of-plane magnetic inductance loops taken at various sites on the same 
disk provide additional confirmation of the reversal mechanism. The experimen­
tal B Z(H) curves shown in Fig. 5.6 were obtained by parking the Hall sensor at 
fixed locations above the disk (indicated by the dots on the SHPM image) And 
recording the Hall voltage while sweeping the applied in-plane field between pos­
itive and negative saturation. The duration of each sweep was fixed at 60s and 
each sweep was averaged 5 times to improve signal to noise ratios.




















Figure 5.7: Simulated BZ(H) curves at the indicated locations on the Fe disk (see 
text for the protocol used).
strategic points on the disk which included vortex nucleation and annihilation 
points. In order to best account for the presence of the antidot array this had 
to be done in a slightly contrived way. In all cases the background antidot array 
was assumed to have already switched into saturation, even at the most negative 
applied fields simulated. In this way we are able to compare the qualitative 
shape of the ‘curves’ with the experimental data for increasing fields beyond the 
switching point of the antidot array (i.e. /ioH > +5mT), however for the reasons 
detailed above, the simulated transition fields do not coincide with those observed 
experimentally. Note that the presence of a sharp spike at ~  +5mT present in 
all of the experimental curves, which is attributed to the abrupt reversal of the 
antidot film, is consequently not reproduced in the simulations. Overlooking 
this feature we find a qualitative similarity between experimental and theoretical 
curves. The relative amplitudes of the experimental curves map onto the relative 
amplitudes of the simulated curves in all cases, being maximum near the poles 
and minimum along a line halfway between the poles and perpendicular to the
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magnetic field. There are also similarities between the structures of the curves; for 
example the step/shoulder structures in Fig. 5.6(b)-(d) correspond quite closely 
to similar features in the simulations (Fig. 5.7(b)-(d)). The measured induction 
at the centre of the disk (Fig. 5.6(f)) is close to the zero value predicted by 
the simulation (Fig. 5.7(f)) for a symmetrical double vortex structure. The fact 
that it is not exactly zero is either due to symmetry breaking caused by domain 
wall pinning in the disk or slight mispositioning of the Hall sensor. Finally the 
curves measured in Figs. 5.6(a),(e) both have local induction peaks which are 
greater in magnitude than in the saturation magnetisation state in a manner 
reminiscent of the simulations, although the overall background hysteresis is again 
much stronger than the model predicts for the reasons indicated in the previous 
sentence.
Chapter 6
Dom ain Structure in YIG
6.1 Introduction
The magnetic garnets represent a group of materials which have received consid­
erable attention over the past 40 years. Initially this interest was driven by the 
concept of using magnetic ‘bubble’ domains [47], which can be formed in garnet 
films, to store information. The ‘bubble’ domains are created by applying a small 
static field to an appropriate garnet then applying an oscillating a.c. magnetic 
field. Although considerable effort was focussed on realising ‘bubble’ memory 
devices, no commercial technology emerged. However, this research has led to 
a comprehensive understanding of ‘bubble’ domain materials, and in particular 
yttrium-iron-garnet (YIG) films. Defect free YIG structures have some of the 
lowest microwave losses of all known magnetic materials, allowing YIG to be 
used in microwave filters and oscillators [94,95]. YIG is also a very important 
material in the field of magneto-optics (as discussed in Section 4.1), owing to the 
strong Faraday effect which it displays. To further enhance the magneto-optic 
properties of YIG Bismuth ions can be substituted for the Yttrium ions, which 
not only leads to an appreciable increase in the Faraday effect it also gives YIG 
films a very strong uniaxial anisotropy that is perpendicular to the surface of 
the film. When an external field is applied parallel to one of the domains, these 
domains will grow at the expense of the anti-parallel domains. The principle 
domain wall found in bulk samples is the 180° Bloch wall, which moves via a 
domain nucleation and growth process [96]. In practice the domain wall move­
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ment will not be uniform, rather, small sections will move (as certain parts of 
the wall can be strongly pinned) and these will enlarge as the field continues to 
increase. This staggered motion gives rise to the Barkhausen effect [97]. This is 
the non-reproducible discrete propagation of magnetic domain walls in an applied 
field. The domain walls essentially jump randomly from one defect to another, 
either in a single event or in several steps (called a Barkhausen avalanche). The 
Barkhausen effect is usually observed as a series of steps in the magnetisation 
curve. The underlying microscopic mechanism which causes domain wall mo­
tion is of considerable interest as the presence of the Barkhausen effect makes 
observing it very difficult.
The bulk of research into YIG has either been performed by interpreting magne- 
tometry data or by making use of the intrinsic Faraday rotation of the material. 
The fact that YIG is an insulator narrows the range of magnetic probes that 
can be directly used on it. In this Chapter the results of a SHPM study into 
the effects of small applied fields on the domain structure of a YIG film are pre­
sented. We make extensive use of the SHPM’s ability to image a system under 
varying applied field conditions without introducing artefacts into the measured 
data. The use of the SHPM allows quantitative information regarding the do­
main structure to be extracted from the images of the domains which can then 
be directly compared with magnetostatic and micromagnetic calculations for the 
sample under investigation.
6.2 Properties o f the YIG Sample
The study presented in this chapter focuses on the movement of domain walls 
in a highly anisotropic YIG film (coated with ~  50nm Au to allow tunnelling to 
occur between the SHPM and the surface - see Section 4.3 for details). The Bi 
substitution causes the YIG to have a very strong out-of-plane anisotropy. The 
YIG sample was grown by liquid phase epitaxy (LPE) onto gadolinium gallium 
garnet (GGG) which has a very similar lattice constant to YIG (GGG:12.383A, 
YIG:12.376A)*. The resulting YIG film had a thickness of ^5.3/m d and an aver­
age composition of (Yi.7 6Bii.22 Pbo.o2 )(Fe4 .9 4 Pto.o6 )Oi2 , where Pb and P t are only
* Provided by A. N. Grigorenko, Department of Physics and Astronomy, University of Manch­
ester.
tObtained by S. J. Bending from reflectometry measurements.
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present in trace amounts*. To obtain the saturation magnetisation and domain 
dimensions an extensive study of the film properties was performed using the 
SHPM. In Fig. 6.1 images of the domain structure obtained at several different 
temperatures are presented. Fig. 6.1(a) shows an optical image obtained using a 
polarising microscope at T  & 300K, in this image the serpentine domain structure 
that is common to YIG films is clearly visible, whereby the Faraday rotation that 
allows the observation of domains is enhanced by the presence of the Bi ions. In 
Figs 6.1(b) and (c) we present SHPM images of the domain structure at T  = 77K 
and T  = 5K respectively. All of the measurements presented in this chapter were 
obtained at T  = 5K to ensure that thermally-activated domain effects are sup­
pressed. The domain walls in the SHPM images appear very straight, with a 
slight ‘bowing’ along the diagonal from the bottom left corner to the top right, 
however it is useful to recall that the SHPM field of view is ~  27/im x 27/im at 
T  = 77K and ~  ll/im  x 11/zm at T  = 5K (some non-linearity is also expected 
due to the piezoelectric scanner tube).
2 3
D isplacem ent (pm)
(b) T = 77K
(c) T = 5K
Figure 6.1: The domain structure of the YIG film at H = 0 obtained using a 
polarising optical microscope at T  & 300K (a), then using the SHPM at T  = 77K 
(b) and at T  = 5K (c). A diagonal linescan (d) of the T  = 5K SHPM image, 
along the line shown in (c).
The domain period (i.e. the sum of the widths d\ and d2 of neighbouring domains) 
is measured directly from the SHPM image at T  = 5K and has a value d\ +  d2 = 
2.316/zm at H = 0 as shown in Fig. 6.1. In the case of zero applied field d\ = d2,
* Obtained from X-ray microprobe analysis performed by the Electron Optical Studies Cen­
tre, University of Bath.
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which gives the width of an individual domain in zero field as 1.18^m. Finally, 
to obtain the saturation field, Hs, images of the sample were taken as the applied 
field was gradually increased. A selection of these images is presented in Fig. 6.2 
showing that the sample reaches complete saturation at fi0H > 220mT.
(a) |i0H = OmT (b) g0H = 180mT (c) g0H = 195mT (d) g0H = 200mT
(G.S. = 12.61mT) (G.S. = 18.42mT) (G.S. = 22.03mT) (G.S. = 19.29mT)
I
(e) m0H = 215mT 
(G.S. = 6.69mT)
(f) |i0H = 220mT (g) m0H = 1 lOmT (h) g0H = OmT
(G.S. = 3.1 lmT) (G.S. = 17.85mT) (G.S. = 12.69mT)
Figure 6.2: (a)-(h) Scanning Hall microscopy images of magnetisation reversal in 
the YIG film at T  = 5K.
To obtain values for the saturation magnetisation and the width of the domain 
walls we employ the results of Kooy and Enz [98] (see Appendix B for details). 
In Ref. [98] the energy terms considered in Chapter 3 for a ferromagnet are 
derived for a partly magnetised crystal having out-of-plane uniaxial anisotropy 
with a domain pattern composed of straight parallel domains. This results in 
two simultaneous equations which can be solved to calculate the relative domain 
widths at arbitrary magnetisation. The simultaneous equations have been used to 
fit experimental values for the domain period, di +  d2> which have been obtained 
directly from the SHPM images for a wide range of applied fields. Figure 6.3 
shows that we obtain a good theoretical fit to the experimental data when the 
values of /j,oMs = 20.23mT (saturation magnetisation) and aw = 1.682 x 10-3 
J.m-2 (domain wall energy) are used in the model.
6.3 SH PM  Im ages o f th e Y IG  film at 5K
After comprehensively characterising the YIG sample, images were taken for ap­
plied fields <  Hs. The images obtained directly from the SHPM (‘raw’ images)
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D = 5.3 pm
p0Is = 20 .23  mT
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Figure 6.3: A theoretical curve obtained by solving the Kooy and Enz equations 
and experimental points obtained from SHPM images of the domain period d\+d2 
as dependent on the applied external field.
show no obvious visible differences over the relatively small field range that we 
have explored to examine the domain wall movement. To extract valuable infor­
mation from our data raw images are subtracted to allow any changes which may 
have occurred to be observed. In Fig. 6.4a(i-ii) raw images are shown for applied 
fields of HoHa = 6mT and /i0Ha = lmT respectively. It can be clearly seen that 
no obvious changes are visible in the raw images and also that the greyscale val­
ues for these images are very large (> 12mT). However once they are subtracted 
we obtain an image (Fig. 6.4a(iii)) which has several readily identifiable regions 
of discrete contrast.
To obtain consistent information the difference images are obtained by subtract­
ing the ‘raw’ image at each field from a reference image, which we have chosen 
to be the image at /i0Ha = lmT in the case of positive fields and /i0Ha = — 2mT 
for the case of negative images. The image at H = 0 is not used as a reference to 
ensure that the weak ferromagnetic response of the cryostat is always saturated. 
All of the remaining SHPM images presented in this chapter are difference im­
ages obtained by subtracting the raw image at a particular field from a reference 
image. The analysis is presented in three parts; the imaging results for posi-
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i) p0H = 6mT ii) p0H =lm T iii) Difference Image
(G.S. = 12.75mT) (G.S. = 12.69mT) (G.S. = 0.242mT)
Figure 6.4: (a) The subtraction of two SHPM images to produce a difference 
image.
tive fields, the imaging results for negative fields and finally local magnetisation 
curves.
Positive A pplied Fields. We begin by presenting a selection of difference 
images in Figure 6.5 spanning fields from /i0Ha = 2mT to /ioHa = 12mT all of 
which have been subtracted from the image at /ioHa = lmT.
The images all have regions of clear contrast, which is as much as 100x smaller 
than that of the raw images. The amplitude of these discrete regions of contrast 
dominate the overall greyscales of the difference images. There appear to be 
several different microscopic processes occurring as the field increases. Fig. 6.5(a) 
has no obviously visible features and has a relatively low greyscale, this indicates 
that the choice of reference image was appropriate (i.e. featureless). However, 
moving on to image (b) we observe several faint regions of contrast in the bottom 
left corner, similar features are visible in (c) and (d). In (e) clear regions of 
discrete contrast are observed across the image with a focus along a diagonal line 
from the bottom left corner to the top right corner, the number of regions of 
discrete contrast increases in (f) and then in (g) we observe a highly correlated 
change in all of the domains along the frame diagonal. This is identified as 
localised changes in the domain magnetisation as each white region of contrast 
is next to a black region of contrast, which, in the context of a difference image 
suggests, changes in the local magnetisation across several domains. This change 
in magnetisation dominates all of the images after (g) and appears (from the 
increase in greyscale) to be a steady field dependent process driven by long range 
interactions.
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(a) 2mT - lmT (b) 3mT - lmT (c) 4mT - lmT (d) 5mT - lmT
(G.S. = 0.149mT) (G.S. = 0.148G) (G.S. = 0.164mT) (G.S. = 0.168mT)
(e) 6mT - lm T (f) 7mT - lm T (g) 8mT - lm T  (h) 9mT - lm T
(G.S. = 0.242mT) (G.S. = 0.312mT) (G.S. = 0.381mT) (G.S. = 0.382mT)
(i) 10mT - lm T (j) l lm T  - lm T  (k) 12mT - lm T
(G.S. = 0.458mT) (G.S. = 0.517mT) (G.S. = 0.565mT)
Figure 6.5: A series of difference images obtained by subtracting ‘raw’ SHPM 
images at positive fields from a reference image at /x0Ha = lm T showing the 
wide variety of changes which occur as the applied field is increased.
To obtain more direct information on the process which is occurring, carefully 
positioned linescans of the ‘raw’ SHPM images have been made exactly along 
the domain walls at H = 0. These results are presented in Fig. 6.6, where the 
linescans from all of the images at different applied fields, for a particular domain 
wall, are superimposed.
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(i) D om ain Wall A (ii) D om ain  Wall B (iii) D om ain  Wall C
D isp lacem en t (pm) D isp lacem en t (pm) D isp lacem en t (pm)
(iv) D om ain Wall D (v) D om ain  Wall E (vi) D om ain  Wall F
2 4 6 8 10 12 14
D isp lacem en t (pm)
0 2 4 6 8 10 12 14
D isp lacem en t (pm)
(viii) D om ain  Wall H
0 2 4 6 8 10 12 14
D isp lacem en t (pm)
(vii) D om ain Wall G (ix) D om ain  Wall I
'0 2 4 6 8 10 12 14
D isp lacem en t (pm) D isp lacem en t (pm)D isp lacem en t (pm)
Dom ain W alls(x) D om ain  W all J
D isp lacem en t (pm)
Figure 6.6: A series of linescans taken along several H = 0 domain walls (as 
indicated in bottom right inset) in the ‘raw’ SHPM images for applied fields 
ranging from 0 to 12mT.
The plots all have several common features; there is evidence for the bowing of 
the domain walls (however this could be an image artefact introduced by the 
piezoelectric scanner tube), along the diagonal from the bottom left corner to the 
top right corner, as all of the curves have a large Y axis amplitude. The curves 
also exhibit significant changes in localised regions as the field is increased, this 
suggests that some form of macroscopic variation in magnetisation is occurring, 
which is supported by the correlated regions of contrast observed in the difference
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images. We also note the presence of smaller oscillations superimposed on the 
plots, which has a period of ~  1.5/mn and an amplitude in the order of ~  O.lmT. 
This feature seems to be related to the mechanism which causes the observed 
changes in magnetisation, as the changes in amplitude are spatially constrained 
by the minima and maxima of this modulation. These smaller features are much 
too large, both in amplitude and spatial extent, to be due to noise associated 
with the scanner electronics (such system noise is clearly visible at displacements 
< 2/im in Fig. 6.6(iii)).
We will now highlight the important features of each of the plots. The linescans 
in Fig. 6.6 suggest that correlated magnetisation changes occur diagonally from 
bottom left to top right. In (i) we observe a small change in curve amplitude, 
which occurs over a range of 3//m and is confined to the applied fields 7, 8 and 
9mT. As this linescan is spatially very short, it is possible that this feature is 
associated with a change which is not within the field of view. However, it is 
still surprising that the feature disappears at higher fields and does not continue 
to develop. Moving on to (ii) there are clearly visible changes across the whole 
linescan. There are two clear regions of change with the fields at 7 and 8mT 
having the lowest amplitude and the fields above 8mT having slightly higher 
amplitudes, while the linescan between 1 and 4/fm remains in a new position.
The overall behaviour observed in plots (i)-(ii) continues in the remaining curves 
(iii)-(x), there is a change in amplitude which is in proportion to the applied field, 
also the increases in amplitude are all pinned on the minima and maxima of the 
underlying periodic modulation. These linescans are in direct agreement with the 
difference images and support the correlated changes in contrast that we observe 
in them. They also explain the origins of the regions of discrete contrast which 
are only observed at certain fields, as there is clear evidence that under different 
fields the changes in magnetisation can return to their original state.
N egative A pplied  F ields. We now analyse the difference images obtained for 
applied fields ranging from 0 to — 12mT subtracted from a reference image at 
fi0Ha = —2m T. These images are shown in Fig. 6.7.
Similar behaviour to that seen in the positive field images is apparent; at fields 
above ~  /ioHa =  — 6mT there are regions of disordered contrast present across
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(a) (-3mT) - (-20mT) (b) (-4mT) - (-2mT) (c) (-5mT) - (-2mT) (d) (-6mT) - (-2mT)
(G.S. = 0.268mT) (G.S. =0.310mT) (G.S. = 0.41 lmT) (G.S. = 0.348mT)
A
(e) (-7mT) - (-2mT) (f) (-8mT) - (-2mT) (g) (-9mT) - (-2mT) (h) (-10mT) - (-2mT) 
(G.S. = 0.487mT) (G.S. = 0.468) (G.S. = 0.512mT) (G.S. = 0.533mT)
(i) (-1 lmT) - (-2mT) (j) (-12mT) - (-2mT)
(G.S. = 0.510mT) (G.S. = 0.629mT)
Figure 6.7: A series of difference images obtained by subtracting ‘raw’ SHPM 
images at negative fields from a reference image at fio Ha = — 2mT showing the 
wide variety of changes which occur as the applied field is increased.
the images which, as the field further increases, form a correlated change in 
magnetisation. However rather than the single stripe of correlated change present 
through most of the positive field images, at negative field we observe considerable 
disorder at lower fields, with the correlated features only appearing in fields above 
lOmT.
Once again we attempt to gain a deeper insight into the processes that are oc­
curring from linescans of the ‘raw’ SHPM images, these are presented in Fig. 6.8.
The linescans are far more complex than those for positive fields. However they 
share many similarities. Once again there is an underlying modulation to curves 
with a period of ~  1.5/Lmi and amplitude ~  O.lmT, the maxima and minima 
of which seem to pivot any localised changes in magnetisation which may occur. 
These results will now be analysed and compared to the results for positive fields.
In (i) the linescan amplitude decreases with decreasing field over a wide displace­
ment (~  3//m). Once again we see that the increase in amplitude is pivoted
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D isp lacem en t (pm)
Figure 6.8: A series of linescans taken along several H = 0 domain walls (as 
indicated in bottom right inset) in the ‘raw’ SHPM images for applied fields 
ranging from 0 to — 12mT.
at the minima and maxima of the underlying periodic modulation. However, 
in comparison to the positive field case, we observe many more changes in this 
linescan. There is a progressive decrease in amplitude with decreasing applied 
field and the variation in amplitude appears to begin at the centre of the linescan 
and then steadily spread out. The changes in amplitude in (ii) are less ordered 
compared to the positive field linescans.
The plot suggests that the local magnetisation along the entire length of the lines­
can changes. The underlying modulation once again plays a key role, however 
we also see it retain its structure as the amplitude decreases (c.f. Displacement=
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4/xm). This is supported by the positive field curve. A similar trend is ob­
served in (iii), where at positive fields the increase in amplitude is progressive 
and constrained to a small displacement (~  4/rni), whereas at negative fields the 
decrease in amplitude is also progressive but occurs over a much larger displace­
ment (~  7/mi). In (iii) the amplitude decreases on either side of the centre of the 
curve (displacement= 5/zm).
The increase in amplitude between displacements of 2 and 6/rni only occurs at 
fields above fioHa > 9mT. This is significantly different to the positive field 
case where the amplitude only changes at displacements < ~  5/zm. The out of 
sequence increase in amplitude that is clearly visible in the positive field case also 
does not appear to occur at negative fields. Negative field plot (iv) is very different 
from that obtained for positive fields. At positive fields the changes appear to 
be more localised whereas at negative fields the changes occur along the entire 
linescan. The remaining curves show less disorder and closely resemble the shape 
of there counterparts for positive applied fields. The amplitude changes in all 
of the remaining curves, once again, appear to be mediated by the underlying 
modulation.
The negative field images and linescans show similar, but different, properties to 
those at positive field. At positive fields the changes in magnetisation appear to 
be dominated by a correlated discrete stripe of change, whereas at negative fields 
the correlated change only becomes apparent fields above lOmT.
The underlying periodic modulation observed in both the positive and negative 
applied field ‘raw’ image linescans appears to be central to the localised changes 
in magnetisation. In Fig. 6.9 a locus of the maxima (a) and minima (b) of the 
underlying modulation, obtained from the H  = 0 linescans, is presented. In 
Fig. 6.9(c) the two plots are superimposed; we find tha t there are two triangular 
lattices, such that a maxima is surrounded by four minima. This locus of points 
is then superimposed onto several of the difference images presented previously, 
these have been chosen as they represent the most significant changes observed. 
However, there is no apparent correlation between the locus of points and the 
regions of contrast present in the difference images.
The final image we present is a difference image of the H  = 0 state after the 
sample has been driven to — 12mT and the H  = 0 state after it has been driven
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(a) (b) (c)
(d) (-12mT) - (-2mT) (e) (-9mT) - (-2mT) (f) (-8mT) - (-2mT) 
(G.S. = 0.629mT) (G.S. = 0.512mT) (G.S. = 0.468)
(g) 6mT - lmT (h) 8mT - lmT (i) 12mT - lmT
(G.S. = 0.242mT) (G.S. = 0.38 lmT) (G.S. = 0.565mT)
Figure 6.9: A locus of the maxima (a) and minima (b) of the underlying periodic 
modulation observed in the domain wall linescans, along with a superposition of 
both plots (c). (d)-(i) Show a selection of difference images with the locus of 
points from (c) overlaid.
to +12mT. This image is shown in Fig. 6.10.
Figure 6.10 shows that the sample is highly reversible at the low fields we have 
chosen to study. The greyscale is smaller than the other difference images and 
there are no identifiable regions of contrast. This suggests that the changes in 
magnetisation that we are observing are not simply random events and that the 
underlying mechanism is reversible in nature.
Local Magnetisation Curves. To attempt to obtain further information re­
garding the underlying process which causes the regions of contrast, local mag­
netisation difference curves were taken over a small field range (<C Hs). In 
Fig. 6.11 one of these curves is presented, which was obtained by subtracting
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OmT - OmT 
(G.S. = 0.136mT)
Figure 6.10: A difference image obtained from subtracting the H  =  0 image 
obtained after sweeping to positive fields from the H = 0 image obtained after 
sweeping to negative fields.
a local magnetisation curve in a black domain (point A) from a local magnetisa­
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Figure 6.11: Local magnetisation difference curves obtained from the difference 
in magnetisation between a black domain (A) and a white domain (B).
The local magnetisation difference curve has two clear jumps present in both 
positive and negative fields and for the up and down field sweeps. As this is 
a local magnetisation difference curve there will be features present from the 
magnetisation at point A and the magnetisation at point B. These have been 
identified by careful inspection of the raw curves. The origins of the features 
are marked on the plot, also for clarity the two field sweep directions are in 
different colours (red corresponds to the field sweeping from -14.5mT to 14.5mT 
and blue corresponds to the field sweep from 14.5mT to -14.5mT). The curves 
reflect changes in the internal structure of the magnetic domains or domain walls,
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rather than an indication of the bulk sample behaviour. These highly localised 
measurements yield insights into how, even at the very small fields applied, the 
domains are changing. The features in the curve can be correlated approximately 
with the regions of contrast that are observed in the SHPM difference images. 
The jumps in the curve have a range of amplitudes, however they are all of the 
same order as the induction amplitudes of the features in the SHPM difference 
images. It should also be noted that these curves have been averaged 20 times, 
which could result in the loss or smearing of some of the information. This effect 
is highlighted by the smoothing of the induction steps at negative fields.
6.4 M agnetostatic Calculations
To gain a deeper insight into the size of the changes in domain structure that 
produce the features observed in the SHPM difference images we have per­
formed magnetostatic calculations using a standard semiquantitative approach 
(see Ref. [51,59] for details). The model assumes uniform magnetisation within 
a single domain and does not account for domain walls. The stray magnetic 
induction at position r is calculated by solving
B (r)  = ^ I J S' ' M s ( r , )  ‘ d S ’’ ( t u )
where M s is the saturation magnetisation (=  to the magnetisation of a domain). 
This integral allows the magnetic induction at an arbitrary position above the 
sample surface to be calculated, allowing a direct comparison to be made between 
the SHPM images and the simulations that includes the scan height of the Hall 
sensor. The integral has been solved numerically over all surface poles. In the 
case of the YIG film the equation must be solved for many domains to account 
for the stray fields of neighbouring domains. We begin by solving the equation for 
the YIG film at Ha = 0, which allows the scan height across the field of view to 
be estimated (this is necessary as it will need to be incorporated into the model 
of the features in the difference images). The calculation was performed in the 
Mathcad software package and the results are shown in Fig. 6.12. The bottom 
right inset of Fig. 6.12 shows the excellent fit of the simulated linescan to the 
data measured with the SHPM. A plot of scan height against position is also 
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Figure 6.12: The calibration of the scan height at various locations diagonally 
across the sample (as illustrated in top left inset) using the magnetostatic model, 
and an example of the fitting of the measured data to the simulation (bottom 
right inset).
The gradient of the scan height against position plot allows the tilt angle of the 
Hall sensor to be estimated as ~  2.5°, which is quite large. However, since the 
features to be fitted are well resolved this should have no significant impact on 
our modelling of them or our interpretation of the results.
To model the correlated features observed in the difference images, we make the 
assumption that they arise from a local bowing of the domain wall and this, in 
turn, leads to neighbouring domain walls bowing in the same direction. The 
displacement of the domain wall, A, is modelled by a component of a circle of 
radius R  which overlaps the neighbouring domain and has a width 21 (as shown 
in Fig. 6.13(a)). This is an extension to the standard approach used to model 
the swelling of a pinned Bloch wall under the influence of an applied field and is 
discussed in detail in Ref. [51]. The solution of equation 6.1 is simplified as in 
this case we are treating what is essentially a series of single domains and we do 
not have to sum over many domains (which is necessary when considering the 
domain structure for the whole YIG film). This allows us to solve the equation in 
two-dimensions. Figs 6.13(b) and (c) show a correlated experimental feature and 
the same feature obtained from the solution of Equation 6.1. The image has been
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chosen so that the dominant feature is the correlated change in magnetisation, in 
earlier difference images the features appear to be more random and the model 
would not be applicable. Likewise at the highest fields changes in magnetisation 
are seen to occur along the entire domain wall. The simulation and experimen­
tal 2D images look qualitatively very similar. To take the comparison further 
in Fig. 6.13(d) and (e) we present orthogonal linescans of both the simulated 
feature and the feature from the difference image. We find that the theoretical 
and experimental induction profiles along the direction of the correlated changes 
in magnetisation fit very well, however the linescans orthogonal to this have dif­
ferent amplitudes. This arises because the baseline of the linescans orthogonal 
to the direction of the correlated changes is not well defined. In Table 6.4 the 
parameters used to model the correlated changes in magnetisation are shown. 
We find that the best fit is obtained with a constant value of 21 = 3.6/zm and 
that the displacement, A, varies between 6.5nm and llnm . The model provides 
an approximate value for the size of the changes to domain structure observed in 
a limited number of the difference images. The use of the model and the incor­
poration of the tilt angle allows direct comparisons to be made between features 








Figure 6.13: A comparison between the results of the magnetostatic calculations 
and the measured data, (a) shows the approximation used to obtain the cor­
related features, (b) shows the 9mT - lm T difference image, and (c) shows a 
calculated 2D image of the correlated features in (b). Finally, (d) and (e) show 
linescans of the theoretical and experimental features along the orthogonal direc­
tions indicated on both images.
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M odel Param eter Value (jum)







Rg ' 7 4  '
A„ 0.0078
a 6 0 . 0 1 1
Ac 0.0083




Table 6.1: The parameters used in the magnetostatic model (see Fig. 6.13 for 
details) of the correlated domain structure changes.
6.5 Discussion
The SHPM difference images and ‘raw’ image linescans show a range of fea­
tures which indicate local small scale structural changes within domains. These 
structural changes have been successfully quantified by the use of magnetostatic 
calculations which suggest they have dimensions on the nanometre scale. The 
variations in local magnetisation occur under many different field conditions, and 
exhibit similar behaviour. It is important to note that the images have been taken 
at fields more than 20 times below the saturation field and the applied field steps 
are also two orders of magnitude smaller than the saturation field, this means 
that any changes in the domains are on a very small scale; a situation which 
is reinforced by the absence of visible changes in the ‘raw’ images. There are 
several distinct physical phenomena associated with domain growth and domain 
wall motion in ferromagnetic materials, which the features we observe could be a 
pre-cursor to. The YIG material, with its straight parallel domains provides an 
ideal laboratory for investigating these mechanisms. The results presented in this 
chapter are not, on their own, wholly conclusive; we can however outline the vari­
ous processes and identify which, if any, of our features could originate from them. 
We begin by considering our results in the context of the research performed on 
the Peierls potential by Novoselov et al. [99]. In highly anisotropic materials with
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narrow Bloch walls there will be an intrinsic coercivity which arises because of the 
atomistic nature of the domain walls [96]. In a non-conducting magnetic sample 
the intrinsic coercivity is referred to as the magnetic Peierls potential [100]. This 
originates because the centre of a domain wall can be either located on an atomic 
plane or between two atomic planes. In the first case the domain wall will have a 
maximum in energy and in the latter it will have a minimum. This creates what 
is referred to as the ‘atomic washboard’ potential. The potential landscape has 
an intrinsic coercive field associated with it which is defined as “the magnetic 
field above which the field potential wipes out the local minima of the Peierls 
potential” [96]. In fields smaller than the intrinsic coercive field the domain walls 
creep over the Peierls potential either via a thermally activated diffusion pro­
cess or alternatively involving spin wave tunnelling through the energy barrier 
(Peierls potential) which is blocking the wall motion. Observing such an effect 
experimentally is extremely difficult as it requires a technique with high sensi­
tivity and high spatial resolution. Novoselov et al. [99] have recently observed 
motion of domain walls using Hall magnetometry techniques and explain this 
motion as a direct observation of domain wall pinning by the Peierls potential. 
From the estimated size of the local changes in magnetisation we can infer that 
the changes we are observing are unlikely to be related to the Peierls potential. 
The displacements attributed to the Peierls potential by Novoselov et al. [99] 
were on the lengthscale of l-2nm, which is much smaller than the typical dimen­
sions of the smallest features present in the SHPM difference images. It is also 
not obvious why discrete atomic level motion would lead to correlated changes 
in local domain structure across several domains. However the sharp step-like 
features in the A Miocai curves are reminiscent of the features in Ref [99] which 
are attributed to motion in the Peierls potential. The absence of features in the 
‘raw’ SHPM images suggests that very local measurements of YIG samples does 
not necessarily reveal the complete picture of what is occurring. Indeed, from 
our linescan measurements, we can clearly see tha t some regions of the domain 
change while others do not. At the edges of these regions of microscopic change 
there are associated smaller changes which could be interpreted wrongly in terms 
of nanoscale domain wall motion. From this we conclude that when attempting 
to use YIG as a laboratory to study fundamental magnetic properties one has 
to take considerable care to ensure the domain wall, as a whole, behaves as is 
expected and does not exhibit localised deformations and fluctuations of the kind 
we observe here.
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The second form of motion to consider is the Barkhausen effect, and as mentioned 
in the introduction, is a macroscopically observable effect which can dominate the 
magnetisation properties of bulk magnetic samples. It is probable that some of 
our observed features arise from this effect, however there is evidence to suggest 
that it is not the only process tha t is occurring. Firstly, the difference image 
of the two H  = 0 states arrived at from positive and negative fields suggests 
the processes we are observing are rather reversible. This result is significant 
because the underlying mechanism for the Barkhausen effect is that the domain 
walls jump randomly between defects, a process which should not be reversible. 
Secondly, it is important to consider that the majority of observations of the 
Barkhausen effect have made use of techniques with high temporal resolution - 
something we do not have. Hence the domain walls are at stable positions when 
imaged and the motions between them are observed to be very small. Finally , 
we note that it is unlikely that phenomena associated with the Barkhausen effect 
would lead to the correlated changes observed in Fig. 6.5(g)-(k), and a search 
of the literature provides no conclusive evidence of such correlations associated 
with the Barkhausen effect.
Finally we must consider the process by which domain walls move. It is well 
understood that under the influence of an applied field the domains parallel to 
the field grow at the expense of the anti-parallel domains. However, our results 
show that the mechanism that occurs is not homogeneous. This can be explained 
by invoking the concept of domain wall pinning. Where some points of the wall 
are strongly pinned in place by defects or material properties. One mechanism of 
interest here, and which may help to explain the observed properties, is the idea of 
Bloch line formation. The Bloch walls tha t are found in bulk samples have varying 
widths, 6, which can be of the order of tens of nanometres and can also possess 
an internal ‘domain’ structure (regions of opposite spin chirality). Bloch lines 
interact strongly with each other as the regions they separate can be viewed as 
being opposing magnetic poles. This can lead to repulsion and attraction between 
the Bloch lines. The principle energy terms which determine the locations and 
interactions of Bloch lines are the exchange and magnetostatic energies. The 
Bloch lines also play a significant role in the dynamics of domain wall motion. 
Several studies using optical imaging techniques have been performed on vertical 
Bloch lines, the first direct observation was by Thiaville et al. [101,102] using an 
anisotropic dark field imaging technique, which was followed rapidly by the work 
of Theile et al. [103] who successfully imaged vertical Bloch lines with a polarising
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light microscope. Figure 6.14(a) and (b) shows two of the results, obtained using 
a conventional polarising microscope, from Ref. [102]. The Bloch lines are seen as 
regions of bright and dark contrast. In materials with uniaxial anisotropy Bloch 
lines, which have directions parallel to the easy axis, will have dipolar (7r) charges 
and additional monopolar (<j ) charges as shown in Fig. 6.14(c). The o charges 
lead to the alternating contrast observed along the Bloch wall. Thiaville et al. 
explain the contrast in terms of wall deformations and, in the case of uniaxial 
garnet, they identify the principle mechanism as a wall tilt in the y-z plane as 
shown in Fig. 6.14(d). The wall tilt leads to a compensation of the a charges, 
and is directly related to the magnetisation directions in adjacent domains and 
the sign of the o charges.
m
(C)
Figure 6.14: Anisotropic dark field images of vertical Bloch lines in a bubble 
garnet from a conventional polarising microscope (a) and (b). The structure of 
a Bloch line with direction parallel to the easy axis (c) and the wall deformation 
associated with Bloch lines in bubble garnet materials (d). (From [102]).
The physical properties of Bloch lines can hence be quite well approximated using 
the micro-deformation model suggested in Ref. [102]. The model is based on the 
concept that the Bloch wall tilts to compensate the a charge distribution. This 
tilt is constrained by a corresponding wall surface energy, which acts to resist 
the increase in energy associated with the wall tilt. The model is used to explain 
Bloch line contrast when observations are made with a polarising microscope. 
The most striking feature of Bloch lines is that they correspond to regions of 
alternating contrast. Once a Bloch line with a particular direction of magneti­
sation is formed the neighbouring Bloch lines must have opposing magnetisation 
(this can be easily seen from Fig. 6.14(c)). The observed modulation of the lines-
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cans in Fig. 6.6 could be attributed to the observation of Bloch lines. It has the 
correct characteristics in tha t the amplitude alternates from minima to maxima 
periodically over distances of the order of a few microns.
It is possible to interpret our measurements on the YIG systems in several dif­
ferent ways. In reality it is probably the case that several of the discussed mech­
anisms are occurring together and complicating the overall interpretation. To 
obtain a full understanding of this problem it is apparent that micromagnetic 
simulations are required. However since our film is relatively thick, it would be 
necessary to undertake 3D micromagnetic simulations, which are not trivial and 
require considerable computing resources.
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Chapter 7
Vortex A nti-vortex States in 
Hybrid
Fer r omagnet ic- S up er conduct ing 
System s
7.1 Introduction
To continue to identify new applications for superconductors and to develop those 
which already exist, interactions in superconducting systems must be understood. 
W ith type II superconductors being the most technologically useful, considerable 
research has focussed on how to enhance the transport properties of such materi­
als. From an applications perspective it is important to control the behaviour of 
vortices within the superconductor. One approach to this problem is to use mag­
netic fields or magnetic materials, in particular considerable attention has been 
focussed on the interplay between ferromagnetic materials and superconductors. 
The ability of a superconductor to trap magnetic flux has been extensively used 
in levitation systems, ranging from power storage systems (where a supercon­
ducting lossless bearing is employed) to magnetically levitating trains (MagLev). 
These applications focus on using bulk superconductors and ferromagnets. How­
ever over the past decade the advances in micro-lithographic techniques have 
allowed the interplay between nanomagnets and thin superconducting films to be
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studied [104-106]. At the same time, advances in computational resources have 
allowed theoretical studies of the experimental systems to be performed [107,108].
One of the first experimental studies of ordered arrays of nanomagnets coupled to 
a superconductor was performed by Morgan and Ketterson [105]. They measured 
the effect on the critical current of embedding Nickel particles, with out-of-plane 
magnetisation, into a Niobium thin film. Their results showed that at so-called 
matching fields the critical current was enhanced. The matching field is the 
applied field required to add a single vortex to every magnetic defect in the 
sample, fjLoHn = where n is the matching order (e.g. 1st, 2nd etc.), <f>o 
is the magnetic flux quantum and a is the period of the magnetic structures. 
Their primary conclusions were that magnetic dipoles act as very strong pinning 
centres in superconductors and that the strength of the pinning is governed by the 
relative alignment between the dipoles and vortices. The research which followed 
these early results can be broadly divided into two classes; those where magnetic 
nanostructures with weak moments are used as artificial pinning sites to enhance 
the superconducting critical current [60,109-111], and those with strong moments 
which are used to enhance the critical temperature at finite magnetic field due 
to field cancellation effects [106].
The majority of pinning studies have focussed on investigating the effects of 
lithographically patterned magnetic structures (usually fabricated from nickel or 
cobalt) with in-plane magnetisation. It has been established that the magneto­
static fields associated with the magnetic structures play a pivotal role in the 
pinning [109] mechanism. These in-plane magnetised structures have also been 
shown to induce vortex-antivortex pairs, which are pinned at the poles of the 
dipole [111]. Any additional vortices (from an applied field) are then pinned at 
the pole at which a spontaneous vortex of opposite polarity was formed. Un­
der the influence of an applied field such artificial pinning arrays show enhanced 
magnetisation at integer and rational fractional occupation of the pinning array 
unit cell, a phenomenon that has been termed Field Enhanced Critical Current 
(FECC) [112].
The use of arrays of magnetic dots with larger out-of-plane moments leads to the 
spontaneous formation of vortex-anti vortex pairs in the superconducting state 
and has been found to enhance the critical temperature of the film at finite 
magnetic field [106,108], a phenomenon termed Field-Induced Superconductivity
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(FIS) [113,114]. This enhancement has been discussed in terms of magnetic 
field cancellation [106]; a field applied parallel to the dot magnetisation cancels 
the reverse stray fields outside the dots and enhances superconductivity there. 
The region of superconductor above the dots where the fields add is sacrificed and 
plays no role in the transport properties. While such considerations are valid near 
the superconductor-normal phase boundary, where screening can be neglected 
(jc ~  0), the situation deep within the superconducting state is qualitatively 
different owing to the requirement for magnetic flux to be quantised. Here a 
simple picture of field cancellation is no longer applicable and a microscopic 
picture of the formation of spontaneous vortex-antivortex pairs is essential along 
with an understanding of annihilation and trapping processes.
Theoretical studies [40] have investigated the magnetic interaction between an in­
dividual nanoscale ferromagnetic disk and an adjacent (infinite) superconducting 
film, in the absence of external magnetic fields. The majority of these studies have 
involved the solution of the Ginzburg-Landau equations using finite-difference 
techniques and periodic boundary conditions. The simulation region is chosen so 
that it is much larger than the radius of the magnetic disks so, even though the 
disks form an array, their spacing is such that they can be treated as isolated 
elements. The ‘infinite’ superconducting film creates the requirement that the 
net flux passing through the superconductor be equal to zero. This condition is 
clearly satisfied by the spontaneous generation of vortex-antivortex (V-AV) pairs, 
however such structures have not been directly observed until now.
Nearly all experimental studies of hybrid systems with strong magnetic moments 
have been restricted to the consideration of superconductor-ferromagnet inter­
actions close to Tc (jc ~  0 limit), and only a few have explicitly considered the 
existence and behaviour of vortex-antivortex pairs [115]. In reference [115] the 
results of critical current measurements on C o/Pd dots, with out of plane mag­
netisation, on top of a Pb superconducting film were reported. The C o/Pd dots 
had sufficiently strong magnetic moments to  induce the formation of V-AV pairs. 
However the size of the disks (1.5//m x 1.5/xm) and their spacing (0.8/mi) causes 
the spontaneous antivortices to sit at interstitial lattice points rather than in the 
shell structures predicted for a single isolated disk. The critical currents of the 
sample under various applied fields were measured and interpreted in the frame­
work of the Ginzburg-Landau theory. They observed a clear difference between 
two magnetic regimes, one where the dots were in a multi-domain state and one
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where the dots were in a single domain state. In the multi-domain state the 
dots acted as pinning centres and exhibited increased critical currents at match­
ing fields. However, once the dots were in a single domain state with out of 
plane magnetisation and could induce V-AV pairs, the critical current was in 
fact reduced. This reduction is attributed to the presence of V-AV pairs and the 
presence of an array of dots, rather than a single isolated element. They conclude 
that the formation of the V-AV lattice leads to a complex dynamical picture, and 
that in the presence of no external fields there are two regimes of vortex motion 
which arise depending on the current density passing through the superconduc­
tor; at low current densities the interstitial antivortices will move however the 
vortices on the magnetic dots remained pinned. At high current densities both 
interstitial antivortices and on-site vortices move. They also demonstrated that if 
a field is applied the vortex motion becomes highly dependent on the polarisation 
of the field with respect to the magnetisation of the magnetic dots. Applied fields 
antiparallel to the dot magnetisation lead to a reduction in the critical current 
and fields parallel to the dot magnetisation lead to an increase in the critical 
current. The results presented are supported by Ginzburg-Landau theory calcu­
lations, however no direct observations of the V-AV pair lattice were made. They 
also are unable to identify the process of the vortex motion from the measured 
data, as the vortices can propagate in two ways; either via an annihilation process 
whereby an antivortex annihilates a vortex on the edge of a dot leading to the 
spontaneous formation of another antivortex in a new location or by a process of 
channelling of antivortices between the dots.
Several applications of so called superconductor-ferromagnet (SC-FM) hybrid 
systems have been proposed [116] with a small subset being experimentally re­
alised [117-119]. In particular the field of fluxonics, where the object is to guide 
vortices through nanoengineered arrays of pinning sites [120], has provided con­
siderable opportunities for the development of SC-FM devices. Such devices in­
clude ratchet cellular automata [119], which provide logic elements for potential 
alternative microelectronic architecture where the 0 and 1 states are represented 
by the presence/absence of antivortices, and reversible rectifiers [117] making use 
of triangular dots to allow the measurement of dc voltages upon the applica­
tion of an ac current. Many other fluxonic devices have been proposed [116], 
which use externally applied fields to control the flux motion. However the use of 
well designed vortex-antivortex lattices allows the construction of fluxonic devices 
without the need to expose them to external magnetic fields. A final example
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of an SC-FM device is the magnetic phase shifter [118]. This consists of a fer­
romagnetic dot in the centre of a superconducting loop, the flux generated by 
the dot leads to an additional shielding current in the superconducting loop and 
induces a phase shift. Such a device represents an external current source with 
high stability.
In this chapter the results of a study into the physics of strong magnetic moment 
disks in close proximity (but isolated electrically by an insulating barrier) to a 
type II superconductor, deep within the superconducting state, are presented. In 
reality it is not feasible to use scanning probe microscopy techniques to study a 
single ferromagnetic disk beneath a superconducting film, and all practical sam­
ples must be based on periodic arrays of disks. The presence of the surrounding 
disks and the periodicity of the array hence lead to new interactions which can 
qualitatively alter the behaviour of the V-AV pairs. The results are interpreted 
within the framework of the Ginzburg-Landau theory for a system with the same 
design*.
7.2 Sample Fabrication
The samples investigated were composed of a 1.5mm x 1.5mm array of ferro­
magnetic disks covered with a type II superconducting Pb film. The disks were 
formed in a [Co(0.5nm)/Pt(lnm)]i2 multilayer film sputtered on a S i/S i02 sub­
strate with uniaxial perpendicular magnetic anisotropy*. Patterning of the disks 
was performed using electron beam lithography. An array of holes was defined 
into a polymethylmethacrylate (PMMA) resist then a 30nm layer of Aluminium 
was deposited onto the C o/Pt multilayer film using thermal evaporation. Lift-off 
was then performed to remove the PMMA and unwanted Aluminium, leaving 
an array of Aluminium disks. The sample was then etched using reactive ion 
etching (RIE) with SF6 and Ar gasses, which result in anisotropic etching of the 
C o/P t multilayer film. An Aluminium etch mask was used as the RIE gases 
selected for our process etch PMMA very rapidly, whereas the etch rate of the 
Aluminium was much less than that for the C o/P t multilayer film (~  5 times 
slower). Four different diameter circular disks with different magnetic moments
*The theoretical simulations presented within this chapter were performed by M. V. 
Milosevic, Department of Physics, University of Bath.
*The Co/Pt Multilayer film was supplied by the Department of Physics and Astronomy, 
University of Leeds.
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have been patterned on the four corners of a 5/zm x 5/im square cell, which was 
repeated periodically in a square lattice, allowing the behaviour of dots with dif­
ferent spontaneous V-AV numbers to be compared in the same sample. Design 
diameters of 522nm (dot A), 738nm (D), 808nm (B) and 902nm (C) were chosen, 
corresponding theoretically to 1, 3, 3 and 5 spontaneous V-AVs respectively [121]. 
Figure 7.1 shows an atomic force micrograph of a unit-cell of the disk array along 
with a scanning Hall probe microscope image at T=77K of the sample.
27pm
Figure 7.1: An atomic force micrograph of a unit cell of the magnetic disk array 
before coating with Pb (a) and a scanning Hall probe micrograph of a 27/xm x 
27pm area of the magnetic disk array at T  =77K.
The unpatterned C o/Pt film was measured by the Magneto-Optical Kerr Effect 
(MOKE) at 300K and shown to have high remanence and a coercive field of 
~  lOOmT, this data is presented in Figure 7.2.
To verify that these properties had not been significantly changed by the pat­
terning procedure or lowering the temperature, the magnetic properties of the 
disks were studied with the SHPM. Figure 7.3 shows SHPM images of magneti­
sation reversal in the disks at T  = 20K, indicating a range of coercive fields 
spanning /i0H  ~  70 — lOOmT and magnetic saturation above /i0H  ~  ±100mT. 
Crucially, the disks remain in a single domain state with out-of-plane moment 
once magnetised, and exhibit very strong remanence at H = 0.
The disks were coated with a 20nm Ge layer to suppress proximity effects and 
electron transfer and an 80nm Pb film deposited using dc magnetron sputtering* 
followed by a lOnm Mo capping layer to prevent oxidation [122]. Finally the
*The Pb thin film was deposited at the Department of Physics and Astronomy, University 
of Leeds with the assistance of A. Potenza
117
M0M, = 2 1 1.4mT
200 -
1 0 0 -
0 -
1 0 0 -
- 2 0 0 -
- 1.0 0 1.0-0.5 0.5
HoH (T)
Figure 7.2: Magneto-Optical Kerr Effect (MOKE) measurements of the unpat­
terned Co/Pt multilayer film at T=300K. [Provided by L. San Emetario, Depart­
ment of Physics and Astronomy, University of Leeds]
sample was also coated with 20nm Ge and 50nm Au to enhance the stability of 
the SHPM when in tunnelling contact.
Magnetisation measurements performed on the sample near the phase boundary 
indicate that the Pb film is a type II superconductor with a critical temperature 
of 6.68K. Figure 7.4 shows a local magnetisation curve measured with the SHPM 
below Tc along with measurements of the remanent magnetisation for several 
temperatures very close to Tc.
Prior to imaging measurements the C o/Pt dots were magnetised to saturation 
in an applied magnetic field of 300mT. An unwanted consequence of this was a 
small amount of trapped magnetic flux in our superconducting solenoid, with a 
remanent field ^  —0.35mT acting in the opposite direction to the (positive) dot 
magnetisation. This ‘background field’, whose magnitude is difficult to estimate 
with high precision, creates a constant offset to our applied field (/x0/7a) axis in 
all cases. To allow a direct comparison between simulations and experiments we 
define an effective magnetic field as HoHef f  (= /j,oHa — 0.35mT).
118
(iv) n0H = -82.5 mT (v) (i0H = -92.5 mT (vi) |j0H = -120 mT
Figure 7.3: A series of SHPM images showing magnetisation reversal of the Co/Pt 
magnetic disk array at T  =20K.
7.3 Spontaneous V ortex-A n tivortex  Shell Struc­
tures
The first field regime of interest is that where fi0Hef f  ~  0. In this state the super­
conductor is only influenced by the self-field of the magnetic disks. Figure 7.5(a) 
shows the first direct observation of spontaneous V-AV shell structures. This 
SHPM image maps the full scan range of our microscope (11/im x ll//m ) at 
T  =5K. The image, along with all other images presented here, was obtained by 
field cooling the sample to achieve an equilibrium vortex state, or as near as pos­
sible to this. The antivortices (black) clearly order in shell-like structures around 
the magnetic disks, while vortices (white) remain confined above the disks. It is 
important to note that the vortex state above the disks is not resolved with the 
Hall sensor used here («  0.5fim x 0.5fim). However previous theoretical studies 
have suggested that the vortices confined above the disk could be in either a giant 
vortex or multivortex state. Owing to the tilt angle of the Hall sensor there is a 
gradient across our images, with the bottom left corner being the closest point 
(and hence having the highest spatial and field resolution). This along with the 
very high amplitude of the disk fields can lead to a distortion of the greyscale. To 
accurately locate and identify antivortices we perform careful line-scan analysis, 
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Figure 7.4: Identification of Tc from the measurement of the remanent magneti­
sation for temperatures close to the phase boundary and a magnetisation curve 
at T  =6.5K (inset).
position. This allows an exact determination of the locations of antivortices, and 
these are sketched for clarity in Figure 7.5(b).
To obtain a clear understanding of the experimental results simulations within 
the framework of the Ginzburg-Landau (GL) theory were performed for our exact 
sample geometry^. The map of magnetic field within the plane of the supercon­
ductor, obtained with coherence length £0 = 50nm and uniform magnetisation of 
the disks of / j ,0 M  = 75mT, is presented in Figure 7.6 (for details of the approach 
see Reference [40]). The simulations show the antivortices to be bound tightly to 
the magnetic disks, whereas in the experiments some antivortices have a visible 
separation from the disks. This could be indicative of defects acting to pin the 
antivortices in certain locations. We also note that the simulations predict that 
there will be multivortex states on top of the disks. This has been experimentally 
verified and is presented later. The experimentally observed vorticity is in good
§ These simulations, along with all other presented in this chapter, were performed by M. V. 
Milosevic, Department of Physics, University of Bath.
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Figure 7.5: SHPM image of spontaneous V-AV configurations at fioHa = 0.35mT 
(/j,oHef f  »  OmT) and T=5K (a), and a schematic depiction of the antivortex 
locations (b) (dashed circles indicate the locations of magnetic disks).
agreement with simulations and, broadly speaking increases with the magnetic 
moment of the disks (subject to flux quantization).
Figure 7.6: Map of in-plane magnetic induction across theoretically predicted 
V-AV configurations calculated using the Ginzburg-Landau theory at Hef /  =  0.
To further compare theoretical and experimental structures a magnetic induction 
map, accounting for the height and finite spatial resolution of the Hall sensor, was 
simulated for magnetic disk B. This is achieved by performing a 3-dimensional 
calculation which provides information on the magnetic field outside of the plane 
of the superconductor. This comparison of magnetic induction maps across mag­
netic disk B is shown in Figures 7.7(a,b).
The effect of the magnetic disks on the antivortices which are ‘bound’ to them
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Figure 7.7: Magnetic induction map across magnetic disk B, experiment (a) vs. 
theory (b) for Hef f  = 0 (the locations of the antivortices are indicated by the 
yellow dashed lines).
is highlighted in Figure 7.8, where orthogonal induction profiles are presented. 
Localised flux cancellation between the anti vortex and the magnetic disk occurs, 
causing the antivortex to appear elliptical compared to ‘free’ (anti)vortices which 
exhibit a circular induction profile. The binding to the magnetic disks leads to 
a characteristic change in the shape of the induction profiles of the antivortices 
and allows them to be classed as either being ‘bound’ to the disk or ‘free’.
7.4 T he Effect o f  N egative  E ffective A pplied  
Fields
When considering potential applications the most important regimes are those 
where fields other than those arising from the magnetic disks are present. When 
Hef f  < 0 excess ‘free’ antivortices are present in the system. In this situation 
there will be competition between the mutual repulsion of the anti-vortices and 
their attraction to the vortices located above the magnetic disks. Figure 7.9 
shows three states observed in the Hef f  < 0 regime. The additional antivortices 
are seen to either become associated with a magnetic disk or form an interstitial 
lattice. Owing to the asymmetry of the disk array, any pinning potentials present 
will also be asymmetric. This effect is highlighted by Figure 7.9(d), where several 
‘paired’ antivortices are observed. To illustrate the asymmetry of these structures 
orthogonal induction profiles of a ‘free’ antivortex and an antivortex pair are 
presented in Figures 7.9(e) and (f). The linescans of the ‘free’ antivortex (e) 
shows clear symmetry, whereas the antivortex pair has clear asymmetry and 
has a much broader profile compared to the ‘free’ antivortex. The pairing of
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Figure 7.8: Orthogonal induction profiles (along the lines indicated on the inset 
SHPM image of magnetic disk D) across one antivortex situated on the edge of 
magnetic disk D.
the antivortices (which inherently repel each other) is suggestive of a very deep 
minimum in the pinning potential, this situation is supported by measurements 
in the Hef f  > 0 regime presented in the next section.
To obtain a greater understanding of ‘free’ antivortex behaviour we focus our 
attention on the ‘difference’ image obtained after subtracting two images at dif­
ferent applied fields. Figure 7.10 shows the ‘raw’ images (image (i) at Hef f  & 0 
and image (ii) at /x0# e/ /  ~  —O.lmT) along with their difference image ((ii) - (i)), 
which essentially shows what has changed with the variation of field. White spots 
in the difference image represent either unmatched antivortices or ‘annihilated’ 
vortices in image (ii). We see that two new antivortices occupy interstitial sites 
between magnets while a third one joins the antivortex shell around disk D. The 
fourth remaining white spot cannot be associated with an antivortex, since it is 
located under the magnet itself. We conclude that, together with the adjacent 
black spot, it forms a V-AV pair which has collapsed. In other words, the 738nm 
magnetic disk D which induced three V-AV pairs at Hef f  & 0, now generates 
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Figure 7.9: SHPM images obtained at negative effective applied fields imaged at 
T=5K (a)-(d) and orthogonal linescans (as indicated in (b) and (d) respectively) 
of a ‘free1 antivortex (e) and an antivortex pair (f).
To obtain a clear picture of how the applied fields affect the on-disk vortex pop­
ulations a series of Ginzburg-Landau simulations were performed, the results of 
which are presented in Figures 7.11(a-d). These illustrate Cooper-pair density 
plots obtained at //oHef f  = 0, -0.06, -0.1, and -0.18mT respectively.
These figures clearly illustrate how the square symmetry of the underlying mag­
netic lattice imposes itself on the natural shell structure of the individual V-AV 
pairs. For example, in Figure 7.11(b), with 3 added external antivortices, one 
of the spontaneous antivortices detaches from magnetic disk B and joins the in­
terstitial antivortex-lattice. Effectively, a spontaneous V-AV bond is broken, as 
the antivortex opts for the mutual interaction with other antivortices rather than 
with its positive counterpart. This is in contrast to magnetic disk D where an 
on-site vortex has been annihilated, reducing the number of V-AV pairs. In a 
reversal of this scenario for a larger number of external antivortices (e.g. five 
in Figure 7.10(c)), the excess antivortex, not needed in the interstitial lattice, 
approaches disk D, attracted by the vortices on the disk, and joins the antivortex 
shell. This does not, however, mean that the antivortex shell structure prevails
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Figure 7.10: SHPM images obtained at two different effective applied fields im­
aged at T=5K and their difference image (see text).
over the square lattice. Quite the contrary, the V-AV structures associated with 
the magnetic disks now act as a single component of the lattice. This is illustrated 
in Figure 7.11(d) (with nine external anti vortices), where all of the magnetic disks 
have more antivortices than vortices; disk A has 2 additional antivortices, disk B 
has 1 additional antivortex, disk C has 1 additional antivortex and disk D has 2 
additional antivortices.
7.5 T he Effect o f P ositive  Effective A pplied  
Fields
The general behaviour of the vortex-antivortex lattice in a positive applied field 
is more intuitive, as it is primarily governed by the annihilation between the 
antivortex shells and externally added vortices. A selection of images obtained 
with Hef f  > 0 are presented in Figure 7.12.
The first image is the ‘spontaneous’ state {Hef f  =  0). As the applied magnetic 
field is increased the number of antivortices associated with each disk is reduced. 
Eventually all of the antivortices are annihilated (Figure 7.12(c)), however even 
after all of the anti vortices are annihilated, the number of vortices located on 
each of the individual magnetic disks keeps increasing owing to the attraction 
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Figure 7.11: Cooper-pair density plots obtained theoretically for applied fields 
/ioHef f  = 0, -0.06, -0.1, and -0.18mT, respectively.
This is emphasized in Figure 7.13, where we show the number of experimentally 
measured off-site fluxons as a function of applied field, along with the results of 
Ginzburg-Landau calculations. Both plots clearly show a “nulling” field (/x0i /o ~  
0.6mT), where there are no free fluxons. Importantly we find that this condition is 
met for a range of applied fields, i.e. (/ioAHa > O.lmT). This ‘locking’ behaviour, 
which arises as a result of the change in vortex occupation number of the magnetic 
disks, ensures the absence of any off-site fluxons, and consequently enhances the 
critical current of the sample. The asymmetry of the magnetic array cell is 
beneficial here as it ensures pinning of all individual vortices added to the system 
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Figure 7.12: Typical SHPM images of a 11/xm x 11/mi scan area taken at T  =5K 
with various applied positive effective fields (i7e/ /  > 0).
As the applied field is further increased the non-uniform changes in on-site vortex 
occupation across the sample impact on off-site vortices. The potential landscape 
for the pinning of ‘free’ interstitial vortices becomes ‘dynamic’ since interactions 
with pinned vortices leads to a relocation of the energy minima as the number 
of on-site vortices change. These effects are illustrated in the series of difference 
images presented in Figures 7.13(i-iv), between the two indicated successive field- 
cooled states. Figure 7.13(i) shows the annihilation of antivortices (white spots) 
together with a decrease in the vortex occupation number of magnetic disk D 
(black spot). Figure 7.13(h) shows the change in vortex occupation of the two 
lower disks near Hnuu (white spots), Figure 7.13(iii) shows the formation of the 
interstitial vortex lattice (white spots), and Fig. 7.13(iv) shows the interaction- 
driven movement of vortices (adjacent pairs of black and white spots). Note that 
the off-centre incorporation of new on-site vortices in Figure 7.13(h) is strongly 
indicative of a multi-vortex state above the magnetic disks, in agreement with 
the Ginzburg-Landau calculations.
Further evidence, which demonstrates that these effects arise as a result of com­
peting interactions and not disorder, is given in Figure 7.14 which illustrates in­
terstitial vortex structures at larger positive magnetic fields and compared with
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Figure 7.13: Number of experimentally observed free (anti)vortices vs. applied 
magnetic field (open dots) at T=5K. Solid line shows the predictions of GL theory 
(shifted by +0.4mT on the field axis to simulate flux trapping in solenoid), (i)- 
(iv) Experimental SHPM difference images constructed between the indicated 
fields.
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Figure 7.14: SHPM images at T=5K and corresponding Cooper-pair density plots 
illustrating formation of (a) an interstitial vortex lattice (/x0Ffe/ /  ~  0.45mT), and 
(b) interstitial vortex shells for high vortex densities (//0# e // ~  0.75mT).
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Ginzburg-Landau simulations in the same regime. At sufficiently large magnetic 
fields a square interstitial vortex lattice is observed (Figure 7.14(a)) mirroring 
conventional matching phenomena. However the lattice is visibly distorted, the 
reason for this is evident from the simulations which predict that the number of 
vortices located on each of the disks is different from the Hef f  = 0 state (A:+2 vor­
tices, B:+5 vortices, C:+6 vortices, D:+4 vortices). The influence of multi-vortex 
states at the magnet sites becomes more evident at still higher vortex densities. 
The presence of the four different repulsive potentials propagating radially from 
the corners of the square cell, and the strong interactions between interstitial 
vortices, results in their arrangement in vortex shells (c.f. Fig. 7.14(b)). Such 
an unusual ordering of vortices was never observed in the presence of uniform 
pinning. While antivortices form shells around confined vortices due to their 
mutual attraction, uniquely and counter-intuitively, vortex shells are formed by 
repulsion.
The complex nature of the pinning potential is further highlighted in Figure 7.12(h), 
where we seem to observe shells of vortex ‘pairs’. This provides further evidence 
for the unexpected pinning landscape provided by the asymmetry of the mag­
netic disks. This effect is emphasised in Figure 7.15, where orthogonal linescans 
across an interstitial (‘free’) vortex and a vortex ‘pair’ are presented. The clear 
asymmetry of the vortex pair is observed along with the significant change in 
width of the induction profile.
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Figure 7.15: Orthogonal induction profiles of an interstitial vortex (a) at
fioHef f  = 0.45mT and a vortex pair (b) formed at /j,oHef f  = 0.85mT.
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7.6 V ariation o f M agnetic D isk Induction  A m ­
p litu d e w ith  A pplied  Field
The ‘nulling’ field described in the previous section is potentially very useful in 
applications as a result of the critical current enhancement that should occur. To 
investigate the behaviour of the entrant flux at different fields we have analysed 
the amplitude of the magnetic induction profiles across the magnetic disks, as 
shown in Figure 7.16(a)-(d). The inset of (c) shows an example of the proce­
dure used to obtain the peak values plotted. The induction profiles are carefully 
selected so as not to include (anti)vortices that would, if present, alter the result.
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Figure 7.16: Plots of peak induction against applied field for each nanomagnet
(a) -(d) and an induction profile (inset) showing the procedure used to obtain 
the plotted values.
We begin by noting that disks B,C and D exhibit similar behaviour; these disks 
all have a significant characteristic jump around the ‘nulling’ field indicating a
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consistent change of flux profile for each disk, also the behaviour of their peak 
flux amplitude before and after this jump, although visibly different, has simi­
larities. However disk A shows a steady increase with oscillating jumps of am­
plitude ~  O.OlmT. This disk is situated next to a (magnetic) defect which acts 
to enhance the pinning properties of the magnetic disk. In the discussion which 
follows we will focus on the behaviour of the three defect free magnetic disks. 
The most striking feature which the disks have in common is a significant ‘jum p’, 
of «  0.2mT, in induction amplitude around the ‘nulling’ field. This suggests 
that several vortices are nucleating on the site of each magnetic disk, which is in 
agreement with the ‘nulling’ field concept. In the case of magnet B, we find that 
there are two changes in amplitude of ~  O.lmT that occur at fioHef f  = 0.25mT 
and fjboHef f  = 0.4mT, which indicates tha t in certain field cooled states it is 
preferable to have flux trapped on this particular disk. Magnets C and D exhibit 
very similar behaviour; an initial decrease in amplitude followed by the «  0.2mT 
jump, which occurs at fioHef f  =  0.2mT for magnet C and at fioHef f  = 0.2mT for 
magnet D. Magnet D has a second large ‘jum p’, ~  O.lmT at fi0Hef f  =  0.45mT, 
followed by a steady decrease in amplitude. All of these effects are explained 
by our previous analysis of the SHPM images and simulations. At low applied 
fields, where there is competition between antivortex shells and the interstitial 
antivortex lattice, this would potentially lead to apparent increases in peak am­
plitude as antivortices, which are next to the disks and cancelling flux directly 
with them, move into the interstitial lattice. Likewise at higher fields, where 
vortices are present, the competition between different lattice configurations and 
on-site nucleation would result in the behaviour observed. In summary, the sig­
nificant effects visible in Figure 7.16 strongly support the analysis of the effect of 
the different field-cooled states presented in the preceding sections.
7.7 Tem perature D ependence o f Image Grey­
scales
The final measurement performed was an investigation of the behaviour of flux 
within the sample as the phase boundary is crossed. To achieve this SHPM 
images were taken at a series of temperatures as the sample was field-cooled from 
T =  7.5K.  Three different field-cooled regimes were investigated; namely when 
Hef,  «  0, Hnuu and Hef f  »  0. Figure 7.17 shows the overall image
greyscale values for the images taken at these applied fields, where the overall
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image greyscale at T  = 7.5K has been set as a reference value. The overall 
greyscales of the images are analysed rather than the images themselves, as no 
visible changes occur once the sample enters the superconducting state. The 
span of the A Greyscale data is very small, «  O.lmT, and is comparable with 
the induction profile amplitudes of an antivortex (as shown in Figure 7.9(e)) and 
a vortex (as shown in Figure 7.15(a)). This suggests that the greyscale variation 
is associated with flux quantisation and interactions between antivortices and 
vortices.
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Figure 7.17: SHPM image overall greyscale difference (with the image at T  =  
7.5K taken as the reference image) against temperature for three different applied 
fields along with SHPM images of the initial and final state of the system.
We clearly observe two different effects; one which leads to a sudden increase in 
greyscale at ~  Tc and one which leads to a gradual decrease in image greyscale 
starting at ~  Tc. The increase in image greyscale is observed for the two fields 
where all antivortices have been annihilated, fi0Hef f  = 0.25mT and //0# e/ /  =  
0.45mT, indicating that any excess flux (that which has not annihilated ‘spon­
taneous’ antivortices) is rapidly trapped onto the magnetic disk sites, leading to 
an increase in their induction profiles. The greyscale in our images is dominated
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by the flux profiles of the magnetic disks, which would support this conclusion. 
In the ‘nulling’ state (/xoHef f  = 0.25mT) all antivortices are annihilated and any 
excess flux is trapped on the magnetic disk sites (as shown in Figure 7.13); the 
same process essentially occurs at higher effective fields as once the interstitial 
vortex lattice is formed any spare flux will preferentially trap onto the magnetic 
disks until a ‘saturation’ value of trapped flux is obtained, after which we observe 
the vortex pair formation discussed in Section 7.5. This ‘saturation’ value could 
be expected to be observed in the ‘nulling’ field prior to free vortex formation 
occurring, which would be consistent with the results presented in Figure 7.17.
A similar argument to that used above can be invoked to form an explanation of 
the reduction in greyscale observed in the A Greyscale for fioHef f  = 0.05mT. In 
this field regime the applied field is insufficient to annihilate all of the antivortices, 
so all of the excess flux will annihilate with antivortices, reducing the number of 
V-AV pairs in the system. However, little or no flux will be added to the mag­
netic disk sites. This can explain the absence of any increase in the A Greyscale, 
however the visible decrease is somewhat counter-intuitive as the formation of 
antivortices with ‘negative’ greyscale should surely lead to the greyscale span 
increasing. This suggests that the reduction in greyscale is attributable to an­
other process; such as the flux quantisation tha t occurs as the phase boundary is 
crossed. This suggests that a combination of flux quantisation and screening by 
the superconductor leads to a small but identifiable reduction in the amplitude 
of the flux profiles of the magnetic disks.
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Chapter 8
Conclusions and Further Work
8.1 M agnetisation Reversal in 2/mi Epitaxial Fe 
Disks
Interest in developing new data storage systems and increasing the capacity of 
those which exist has generated significant interest in nanofabricated magnetic 
structures. The past year has seen the first commercially available magnetic 
random access memory, along with continuing advances in the field of spintron- 
ics. The characterisation of nanoscale systems and materials which are potential 
candidates for such applications is of great importance. Structures composed of 
epitaxial material are of considerable interest however, until recently, they have 
received little experimental attention. The majority of studies into microscale 
structures have focussed on polycrystalline materials (such as permalloy). We 
have performed a detailed study of the magnetisation reversal process of 2/zm 
diameter epitaxial Fe disks grown on a (100) GaAs substrate using high spatial 
resolution (> 0.5/zm) scanning Hall probe microscopy. This study has demon­
strated the effectiveness of the SHPM in investigating magnetisation reversal in 
microscale magnetic structures. The ability of the SHPM to image magnetic 
states at various locations on the magnetisation curve of a ferromagnet has been 
extensively used to provide an in-depth study of the epitaxial Fe disk system. 
Images of the out-of-plane component of the demagnetising field of the disk ar­
ray were captured as a function of applied field. In addition using the accu­
rate positioning provided by the SHPM, local induction loops were measured at
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strategic locations on the disk. These images and local induction loops were in­
terpreted by direct comparison with micromagnetic simulations performed using 
the OOMMF code, which was adapted to generate greyscale induction images 
and local induction loops for the disks. The simulations predicted the presence 
of a 7 domain ‘double vortex’ magnetisation reversal process driven by the bi­
axial magnetic anisotropy. A direct comparison with the magnetic images and 
the local induction loops provides compelling evidence in support of the double 
vortex magnetisation reversal mechanism.
8.2 Dom ain Structure in YIG Films
Although the potential data storage applications ‘boom’ associated with garnet 
materials has not materialised, they are still used in many applications. The 
materials, with their strong uniaxial anisotropy and readily measurable Faraday 
rotation, also provide ideal ‘laboratories’ for the study of the fundamental physics 
of ferromagnetism. Using the SHPM a strongly anisotropic YIG film has been 
studied in the presence of small (<^ Hs) applied fields. The SHPM provides a 
capability to readily identify features that have changed as the applied field is 
increased by allowing the subtraction of a reference image from the image at 
different field conditions. We observe both from difference images and linescans 
of the ‘raw’ images regions of contrast which, at small fields, are random in their 
position and, as the field increases, become associated with a correlated change in 
local magnetisation. The SHPM images provide direct quantitative information 
on these features and allow comparisons with magnetostatic calculations to be 
made. We estimate that the size of the features we observe are in the order of 
nanometres and increase with increasing field. The observations of the regions of 
discrete contrast, and the correlated changes, would benefit from comprehensive 
modern 3D micromagnetic modelling to support the experimental observations 
and to allow firm conclusions to be drawn.
8.3 Vortex Anti-vortex States in Hybrid 
Ferromagnetic-Superconducting System s
The interactions between ferromagnets and superconductors have received consid­
erable interest in recent years. Ferromagnets provide ideal pinning ‘defects’ which
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can be used to control vortex behaviour in type II superconductors. This situa­
tion is desirable as it allows the critical current to be increased. These systems 
have focussed on ferromagnets with either in-plane magnetisation or very weak 
out-of-plane magnetisation. Few experimental studies have considered the case of 
ferromagnetic structures with strong out-of-plane moments. These systems have, 
however, received significant theoretical interest, and their behaviour has been 
predicted using Ginzburg-Landau theory. Imaging studies of these systems pro­
vide a considerable challenge owing to the very large difference in the amplitudes 
of the fields associated with the magnetic disks and the vortices(antivortices), 
which can be a factor of 10 different. In this thesis we have presented the first 
images of spontaneous vortex-antivortex shell structures induced in supercon­
ducting films by the stray fields of nanomagnet arrays. By applying external 
fields, which can be either parallel or antiparallel to the disk magnetisation, we 
observe a variety of subtle phenomena which arise from competition between the 
n-fold rotational symmetry of the V-AV pairs and the translationally symmetric 
lattice of magnets. Of considerable interest is the existence of a ‘nulling’ field, 
which provides an effective increase in critical current for the superconductor - 
technologically a very desirable effect. This occurs over a field range which is 
comparable to the matching fields associated with arrays of pinning centres. The 
experimental results are in good agreement with G-L calculations, which give a 
deeper insight into the dynamics of the system which is not apparent from the 
experimental images owing to the difficulty in resolving on-site vortices.
8.4 Further Work
The research presented in this thesis has focussed on imaging studies of ferromag­
netic and superconducting materials. The research has several natural extensions. 
The observation of micro-scale domain structure changes in YIG would benefit 
from supporting 3D micromagnetic calculations, which would support the SHPM 
observations and could give a further insight into the exact nature of the processes 
that are occurring. The properties of these features could also be exploited for 
pinning vortices in a superconducting thin film, and could well affect the mech­
anism by which vortices move through striped domain materials. The SHPM 
provides an ideal system for such a study. The superconducting-ferromagnet hy­
brid research presented in Chapter 7 could also be further extended by exploiting 
the recent work by Gillijns et al. [124] which has focussed on tuning the field 
induced superconductivity associated with magnetic dot arrays by altering the
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magnetisation of the magnetic dots ‘on the fly’. This is achieved by demagnetis­
ing the disk and then remagnetising them with a smaller applied field. Such a 
technique could potentially be used to alter the magnetic state of disks so that 
under different conditions different numbers of V-AV pairs could be generated 
and could allow tuning of the ‘nulling’ field for a particular application.
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A ppendix A
Hall M agnetom etry of  
Superconducting Scanning 
Tunnelling M icroscope Tips
A .l Introduction
The principle focus of the work contained in this thesis has been magnetic imag­
ing using the scanning Hall probe microscope. However, prior to the start of this 
work a collaboration was performed with Dr Jose Gabriel Rodrigo, Departamento 
de Fisica de la Materia Condensada, Universidad de Autonoma, Madrid. The 
Madrid group have considerable experience in scanning tunnelling microscopy 
(STM) and spectroscopy of superconducting materials. The objective of this col­
laboration was to bring together the expertise of Hall probe nanomagnetometry 
in Bath and low temperature STM in Madrid to investigate small (< lOnm) 
superconducting grains. The initial stages of this collaboration, which is still 
on-going, are detailed in this Appendix.
The investigation and understanding of mesoscopic superconducting structures 
has progressed rapidly over the last 10 years. There has, however, been no con­
clusive quantitative experimental research into structures where all of the dimen­
sions of the sample tend to the nanometre scale. At this lengthscale the physical 
dimensions, d, of the sample fall within the boundaries of the fundamental super­
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conducting parameters for the material, namely the coherence length, £ and the 
penetration depth, A. If a superconducting sample is produced with dimensions 
much less than the penetration depth or the coherence length the physical de­
scription of the superconducting state will differ significantly from the description 
of superconductivity in bulk materials. In the case of d <C A Meissner screen­
ing will be absent as the penetration depth of the material is greater than the 
size of the sample and any applied fields will enter the sample completely [125]. 
Consequently the sample remains superconducting up to very high fields. It is 
this effect which allows superconducting nanostructures to be investigated. For 
the Pb nanostructures studied the coherence length will also be greater than the 
sample size, which means that the criterion of “zero resistance” will no longer be 
applicable because supercurrents can only build up on length scales greater than 
£, which defines the size of the Cooper pairs.
The main obstacle to the investigation of superconductivity within nanoscale 
structures is the fabrication of superconducting samples of the required dimen­
sions combined with identifying suitable investigative techniques which would, 
under these conditions, yield conclusive results. Nanoscale samples are generally 
fabricated using optical or electron beam lithography, and these techniques are 
limited to producing samples with dimensions greater than 50 nm. Novel tech­
niques have been employed to produce such samples, such as the process used 
by Black et al. They investigated the discrete electron energy spectrum which 
is formed when the sample size is less than the fundamental length scales of 
superconductivity [126]. The theoretical background to this situation was first 
investigated by Anderson in the 1950’s. He argued that superconductivity would 
be suppressed when the mean electron spacing of the discrete eigenstates was 
greater than the superconducting gap [127]. The first significant attem pt at veri­
fying this prediction was made by Giaever and Zeller [128,129]. They showed that 
superconductivity was present in samples with grain sizes down to 25 A, however 
they could not show that superconductivity was suppressed. This aspect was first 
probed by Black et al in the 1990’s, who formed aluminium nanoparticles with 
diameters <  10 nm connected via tunnel junctions to metal leads. These samples 
were used to investigate superconductivity and the electronic states present in the 
Al nanoparticles [130-132]. This research broadly confirmed the Anderson crite­
rion for the suppression of superconductivity, however at such small length scales 
the superconducting gap became seriously “blurred” by the finite electronic level 
spacing. Theoretical calculations in the framework of the BCS theory by Braun
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et al. [133] have identified the dominant method for destroying pairing correlation 
in ultrasmall grains as Pauli paramagnetism (whereby in an applied field the elec­
trons favour parallel alignment with the field rather than the anti-parallel state 
required for Cooper pairs). It has been proposed that STM spectroscopy can be 
used to study quantum tunnelling between the superconducting and paramag­
netic states of an ultrasmall superconducting particle in a magnetic field. The 
scanning tunnelling microscope not only allows the formation of a sample with 
the required dimensions, but also allows an initial analysis of the sample using 
standard STM spectroscopy techniques [134]. A suitable material for fabrication 
and analysis using these methods is lead, which is a type I superconductor in the 
bulk state. However, when the dimensions of lead are on the nanometre scale it 
generally becomes type II and shows flux penetration. Lead has a bulk critical 
field of 0.08 T at 0 K. The coherence length, £ , is 51 nm and the penetration 
depth, A, is 32 nm at 0 K and H = 0 [135]. A lead nanotip is produced [135-137] 
by locating a Pb STM tip over a reservoir of lead and “crashing” it into the 
surface. It is then retracted slowly, but not completely. A process of repeated 
“dipping” is performed, causing firstly a nanoconstriction to be formed, which 
then breaks. This leaves, what are essentially, two “nanotips” one located on the 
lead reservoir and the other upon the tip of the STM, as shown in figure A.I.
Upon successfully completing the operation an external magnetic field > 0.08 T 
can be applied which causes the bulk lead to return to the normal state and the 
nanotip to remain superconducting. The superconducting tip is then “driven” 
over the active Hall cross of a specially designed Hall magnetometer.
Z
(a) (b) (c)
Figure A.l: The process of forming a superconducting nanotip with a Scanning 
Tunnelling Microscope.
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A .2 T he Scanning Tunnelling M icroscope
The Madrid scanning tunnelling microscope (STM) consists of a glass cryostat 
with a low temperature insert, cooled with liquid 4He, allowing temperatures 
down to 4.2 K to be achieved. A superconducting coil with a maximum magnetic 
field of 12 T is also present. The STM assembly is shown in figure A.2, it consists 
of two distinct sets of piezoelectric motion stages and a piezoelectric scanning 
tube.
C oarse A pproach  
P iezoelectric M otors
P iezoelectric  
S can n er  T ube
Sam ple Stage  
P iezoelectric M otors
Figure A.2: A schematic of the sample and tip assembly of the STM system.
The z motion stage consists of four piezoelectric stacks onto which the STM 
“chuck” is pressed with the aid of a restraining spring. This allows for the tip to 
be moved a significant distance above the sample. A similar arrangement is used 
to move the sample stage in the x-y plane. These coarse motion systems are a 
vital element for this system because of the need to move the STM tip from the 
lead reservoir, where the nanotip, is formed onto the active Hall probe sensor. 
The second motion system was for scanning and consisted of a piezoelectric tube 
which scans in three-dimensions at sub-Angstrom resolution. The piezoelectric 
tube is segmented into x and y sections and the interior electrode of the tube 
controls the z motion. The piezoelectric movement and tunnelling current are 
then monitored by a computer. The computer interfaces with five amplifiers to 
drive the piezoelectric stacks and measures the tunnelling current. The tunnelling 
bias is then fed back into the fine z motion of the piezotube to maintain a constant 
current while the variation in the z piezotube movement produces a topographic 
map of the surface.
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A .3 T he Hall M agnetom etry  Sensor
To allow accurate magnetic field measurements of the tip to be made, and also to 
allow a tunnelling current to flow, a specially designed Hall probe magnetometer 
was constructed. The basic design and fabrication processes are identical to those 
described in section 4.3.4 for the scanning Hall sensors. However to facilitate STM 
several modifications were made; the chip consisted of two Hall sensors, both near 
the edge of the chip. This was to allow a reservoir of Pb to be placed as close 
as possible to the Hall bars so that the superconducting tip could be formed. 
The second special feature was the presence of a gate (essentially just a thin film 
of Au) which covered the active Hall regions. The gate was present to allow 
tunnelling from the tip into the Hall sensor, so that an STM image of the Hall 
cross could be obtained, allowing the tip to be accurately located over the sensor. 
Figure A.3 shows a completed device.
Ohmic Contacts
Sub-Micron Hall Cross Gate
Figure A.3: The Hall magnetometry sensor.
The measurements of fields with the Hall probe are performed with either a.c. 
or d.c. electronics. Sensor integration into the scanning electronics was realised 
using both methods in order to allow a level of redundancy to be built into 
the measurement system. These measurement systems were verified to function 
using a solenoid of known field output. The d.c. measurements use a home-made 
precision current source capable of delivering currents up to 20 /iA and an AD625 
low noise instrumentation amplifier for measuring the Hall voltage. The amplifier 
is equipped with an electronic “offset” adjustment to allow the subtraction of the 
Hall voltage arising from the external field used to drive the bulk of the tip into 
the normal state. Any magnetic fluctuations about this point are then amplified 
to allow very small changes in the field to be measured.
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The second technique uses a 32 Hz a.c. drive current, which allows low bandwidth 
measurements to be made without the interference of the 1/f noise. The output 
of a function generator is passed across a 1 Mf2 resistor to create an ideal current 
source, providing currents up to 10//A. The resulting Hall voltage is then mea­
sured using a lock-in amplifier, with a reference signal provided by the function 
generator. The measured Hall voltage from either method is then combined with 
the positional data stored by the STM control computer to allow magnetisation 
curves to be obtained.
A .4 Discussion and Further Work
To facilitate the installation of the Hall magnetometer into the STM separate 
shielded connectors for the Hall probes had to be installed to reduce noise pickup. 
This involved the fabrication of a new STM “head” which consisted of two in­
dividual connector boxes, each with 27 connections. This supplied a total of 54 
connections into the STM system, and allowed the Hall sensor connections to be 
separated from the high voltage STM electronics. This was done to attem pt to 
reduce noise in the magnetometry measurements. Owing to the incorporation of 
the new connector assembly the STM insert had to be completely rewired. The 
rewiring was performed to minimise noise transmission between the Hall mea­
surement system and the STM electronics. The internal connections were also 
replaced with a custom built design to allow easy configuration and scalability of 
the system.
The STM system was originally designed for STM spectroscopy and nanostruc­
ture formation. Hence the tracking and scanning system was functional over 
very small areas. To facilitate the measurement of magnetic fields associated 
with the nanotip the STM scanning and motion systems had to be upgraded so 
as to allow the tip to move from the lead reservoir to the active region of the 
Hall sensor. It was also necessary to mount an LED on the STM structure to 
illuminate the Hall probe. The LED allows charge carriers within the 2DEG of 
the Hall probe to be stimulated and reduces the offset voltage observed when 
making measurements. The scanning tube was upgraded to a new piezoelectric 
tube with a scanning range of 10/mi. The system was then commissioned for 
operation, firstly by testing the Hall magnetometer with a coil of known field 
strength. This test was performed at 77 K, and ensured the connections and 
LED for the Hall measurement system functioned correctly. The second stage of
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the project involved obtaining an STM image of the Hall sensor (see figure A.4).
Figure A.4: A topographic image of the active area of a Hall probe made using 
an STM. Image Courtesy J. G. Rodrigo
Navigating the Hall sensor and creating a Pb superconducting tip by the dipping 
approach has proven to be quite challenging. The main obstacle is re-locating 
the 0.5/zm active Hall sensor once the nanotip has been formed. This prevented 
successful magnetic measurements from being made. To advance the project 
further new Hall sensors will have to be fabricated. The Hall sensors would 
ideally have directional structures patterned into them nano-lithographically to 
allow the STM tip to navigate from the Pb reservoir to the Hall sensor. These 
improvements should, eventually, lead to the acquisition of insightful results.
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A ppendix B
C alculation of I  sw ith  K ooy and 
Enz Equations
To obtain values for the saturation magnetisation and the width of the domain 
walls we employ the results of Kooy and Enz [98], which we present here in their 
original form (being based on the cgs unit system). In Ref. [98] the energy terms 
considered in Chapter 3 for a ferromagnet are solved for a partly magnetised 
crystal having out-of-plane uniaxial anisotropy with a domain pattern composed 
of straight parallel domains. The geometry used in the derivation of the Kooy 















T ▼ ▼ ▼ T
Figure B.l: A schematic representation of partly magnetised thin plate, illus­
trating the geometry and parameters in the Kooy and Enz equations. (From 
Ref. [98])
The energy terms which are considered to obtain the Kooy and Enz equations 
are the domain wall energy, the energy of magnetisation in an applied field (the 
Zeeman energy) and the demagnetising energy of the domain configuration. The
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first two energy terms are straight forward, however the calculation of the de­
magnetising field is involved. The minimisation of the energy terms leads to the 
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where I3 is the saturation magnetisation (in Gauss), p  is the rotational perme­
ability (a dimensionless material parameter), aw is the domain wall energy (in 
erg.cm-2), H  is the applied field (in Oersteds), /  is the plate magnetisation (in 
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These equations are solved for the material properties of our sample and I s and 
aw are used as fitting parameters to obtain the best fit to the experimental results 
as possible. The equations are solved using numerical methods in the Mathcad 
software package with the parameters summarised in Table B.
The results from the numerical solution of the Kooy and Enz model are presented 
in Table B.
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P a ra m e te r V alue (cgs)
Domain Period (2d) 2.316 x 10~4cm
Saturation Field (H lk) 2200 Oe
Film Thickness (D ) 5.3 x 10~4cm
Rotational Permeability (fi) ~  1.2
Exchange Stiffness Constant [138] (A) 3 x 10~7 erg.cm"1
Table B.l: Parameters used in the numerical solution of the Kooy and Enz 
equations.
P a ra m e te r V alue (cgs)
Domain Wall Energy (aw) 1.682erg.cm-2
Saturation Magnetisation (I s) 202.3G
Anisotropy Coefficient (K ) 2.389 x 105 erg.cm"3
Domain Wall W idth (S) 3.521 x 10"6cm
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