Let Γ = Γ τ,z be one of the N 2 -dimensional bicovariant first order differential calculi for the quantum groups GL q (N ), SL q (N ), 
Introduction
About ten years ago a general framework for covariant differential calculi on Hopf algebras was invented by Woronowicz [18] . Since then covariant first order differential calculi on quantum groups have been constructed, studied and classified by many authors, see for instance [3, 1, 7, 13, 8] .
In classical differential geometry higher order differential forms nat- are only very few papers dealing with higher order differential calculi and de Rham cohomology on quantum groups. Maltsiniotis [11] constructed a multiparameter differential graded bialgebra of GL(N)-type having the classical dimensions of the bigraded components. Tsygan [16] studied the linear GL q (N)-differential calculus in detail. The de Rham cohomologies of the left-covariant 3D-calculus and of the bicovariant 4D ± -calculus were determined by Woronowicz [17] and Grießl [9] , respectively. In case of the orthogonal and symplectic quantum groups there exist harmonic forms which are not closed. Therefore we only have a restricted Hodge decomposition for elements in the image of the quantum Laplace-Beltrami operator.
Our standing assumption is that the deformation parameter q is a transcendental complex number. On the one hand this ensures that the coordinate Hopf algebra A of the quantum group is cosemisimple and that the theory of corepresentations of A corresponds to the representation theory of the underlying classical Lie group. On the other hand it guarantees that there are no other harmonic functions except from polynomials in the quantum determinant.
This paper is organised as follows. In Section 2 we collect some basic definitions and preliminary facts needed later. The main result about quasi-isomorphisms is Theorem 3.1. The Hodge decomposition for SL q (N) and GL q (N) is given in Theorem 3.2. In Section 4 we prove the isomorphy of the left-dual and the right-dual Hopf bimodules and we add some properties of the contraction operator. Section 6 is devoted to the spectral decomposition of the quantum Laplace-Beltrami operator. Theorem 3.1 is proven therein. Section 7 deals with the duality of differential and codifferential operators. We use the notion of homomorphic differential calculi due to Pflaum and Schauenburg [12] and show that Γ +,z and Γ −,z are weakly isomorphic. The proof of Theorem 3.2 is given in Section 7.
We close this introduction by fixing some assumptions and notations that are used in the sequel. All vector spaces, algebras, bialgebras, etc.
are meant to be -vector spaces, unital -algebras, -bialgebras etc.
The linear span of a set {a i |i ∈ K} is denoted by a i |i ∈ K . The symbol A always denotes a Hopf algebra. We write A * for the dual vector space of A and A • for the dual Hopf algebra. All modules, comodules, and bimodules are assumed to be A-modules, A-comodules, and Abimodules if not specified otherwise. The comultiplication, the counit, and the antipode of A are denoted by ∆, ε, and by S, respectively. We use Sweedler's notation
and ∆ R (ρ) = ρ (0) ⊗ ρ (1) for the coproduct, for left coactions and for right coactions, respectively. If B is an A-bimodule then the mapping b ⊳ a := Sa (1) b a (2) , a ∈ A, b ∈ B, is called the right adjoint action of A on B.
Preliminaries
In this section we recall some general notions and facts from the theory of bicovariant differential calculus [18] , which are needed later.
More details and proofs of related or unproven statements can be found in [8, Chapter 14] .
Hopf bimodules and bicovariant first order differential calculi. A
Hopf bimodule (bicovariant bimodule) over A is a bimodule Γ together with linear mappings ∆ L : Γ → A ⊗ Γ and ∆ R :
, and
We call the elements of the vector spaces Γ L := {ω|∆ L (ω) = 1 ⊗ ω} and Γ R := {ω|∆ R (ω) = ω ⊗ 1} left-coinvariant and right-coinvariant, respectively.
of the Hopf bimodule Γ is defined to be the dimension of the vector space Γ L . We always assume that Γ is finite dimensional.
For ρ ∈ Γ and f ∈ A * we define f * ρ = ρ (0) f (ρ (1) ) and ρ * f = f (ρ (−1) )ρ (0) . In this way left and right actions of A * on Γ are defined. If Let Γ be a left-covariant FODC. A central role plays the mapping ω : A → Γ L defined by ω(a) = Sa (1) da (2) . The vector space R = ker ε ∩ ker ω is a right ideal of ker ε. It is called the associated right
The linear space
Exterior Algebras. We briefly recall Woronowicz' construction of the external algebra to a given Hopf bimodule Γ . Obviously Γ ⊗ = k≥0 Γ ⊗k is again a Hopf bimodule. Let Λ be another Hopf bimodule.
Then there exists a unique homomorphism σ : Γ ⊗ A Λ → Λ⊗ A Γ of Hopf bimodules called the braiding with
for α ∈ Γ L and β ∈ Λ L , see [8, Subsection 13.1.4] . Moreover, σ satisfies the braid equation σ 1 σ 2 σ 1 = σ 2 σ 1 σ 2 . Let S k be the symmetric group of k elements and let s n denote the simple transposition of n and n + 1.
For π ∈ S k the expression π = s i 1 · · · s ir is called reduced if r is minimal. Since σ satisfies the braid equation, the bimodule automorphism A 0 = id, and the endomorphism
where
are the shuffle permutations. We have σ-metrics and contractions. We recall from [6, Section 2] the important notion of a σ-metric. Let (Γ + , Γ − ) be a pair of Hopf bimodules 
in Λ⊗ A Γ and Γ ⊗ A Λ, respectively. Here Λ denotes either Γ + or Γ − .
The σ-metric g is called bicovariant if
in Γ . In this paper we are only concerned with bicovariant σ-metrics.
It is easily seen that (3) follows from the bicovariance [2, Section II. 4].
By abuse of notation we sometimes skip the tensor sign and write g(ξa, ζ) = g(ξ, aζ) = g(ξa⊗ A ζ). We recursively extend g to an endo- 
Since g is, the map ·, · ± is a homomorphism of Hopf bimodules as well. If both k and l are less than two the contraction does not depend on the sign ± and we sometimes omit it, ξ, ζ + = ξ, ζ − =: ξ, ζ .
The next property shows that the antisymmetriser is symmetric with respect to g. For nonnegative integers i, j, k, l, with 1 ≤ i + j ≤ k, l, we have
Therefore the definition of ·, · ± can be extended to a contraction map of exterior algebras namely to ·, · ± :
Differential Calculi on Quantum Groups. Let A be the coordinate It corresponds to the Young diagram (1 N ) and can be constructed using the q-antisymmetric tensor [5, Section 5] . Note that 
In shorthand notation we set Γ +,z = (u⊗u c , ℓ −c ⊗ℓ + ) and
). There are unique up to scalars coinvariant 1-forms ω
In particular we have the following right adjoint actions
Recall that Γ ∧ τ,z is an inner bicovariant differential calculus with coinvariant 1-form ω τ 0 , that is, the differential d τ is given by
Projecting this equation for ρ = a ∈ A to the left-coinvariant part of
where ω τ denotes the ω-mapping for Γ τ,z . Let {X τ ij | i, j = 1, . . . , N} be the basis of the quantum tangent space X τ of Γ τ,z dual to {ω τ ij }. Explicitly, we have
Here X τ 0 denotes the dual basis element to ω τ 0 with respect to the decomposition of ∆ R on Γ τ,z into irreducible corepresentations. The corresponding projections in Mor(u ⊗ u c ) and Mor(u cc ⊗ u c ) are
respectively. Note that X 
and g(aω
define a bicovariant σ-metric of (Γ +,z , Γ −,z ). Note that
To simplify notations we sometimes write Γ τ instead of Γ τ,z .
Quantum Laplace-Beltrami Operators.
Our main technical tool to reduce the de Rham cohomology from Γ ∧ to the essentially smaller complex Γ ∧ Inv is the quantum Laplace-Beltrami operator which is defined below. For a slightly different notion see also [6, Section 6] .
are called quantum Laplace-Beltrami operators. The elements of the vector space
On elements a ∈ A the Laplace-Beltrami operators defined in [6] and
for a ∈ A.
Main Results

Define the sets
} and P ++ = {λ ∈ P + | λ N ≥ 0}. In case of GL q (N) the set P + parametrises exactly the irreducible corepresentations of A, see [8, Theorem 11 .51], where (1, 0, . . . , 0), (0, . . . , 0, −1), and (1, 1, . . . , 1) correspond to u, u c , and the determinant D, respectively. We extend the notation [10, Chapter 1] for partitions λ ∈ P ++ to Young frames with "negative" columns: for λ ∈ P + define |λ| = λ 1 + · · · + λ N .
For i ∈ {1, . . . , N} and j ∈ we write (i, In case of GL q (N) a complex parameter z is said to be regular if for all λ, µ ∈ P + the number
is nonzero, except for the case λ = µ = (0).
Let Λ ∧ = k≥0 Λ k be a differential graded algebra. As usual , and the vector spaces
or Sp q (N), and A = O(G q ) its coordinate Hopf algebra. Let Γ be one of
A, where z is 2-admissible. In the case GL q (N) we assume in addition that z is regular. Then we have canonical isomorphisms 
, and Γ as in (a). Then we have
¿º½º For GL q (N) the case z = 1 is of special interest since the commutation relations between the differentials du i j and the matrix elements u m n appear to be linear, i. e.
These calculi were extensively studied in [15] , [11] and [16] . In the proof of Lemma 6.5 given below we will show that z = 1 is regular. 
for k ∈ AE 0 . Moreover, the cohomology ring of Γ ∧ is isomorphic to the algebra of coinvariant forms and to the vector space of harmonic forms:
Inv is a graded commutative algebra and its Poincaré series has the form such that
Inv is the unique up to scalars coinvariant form of degree N 2 (volume form). From the fact that d is bicovariant, one derives
f is the Haar functional h of the cosemisimple Hopf algebra A.
(ii) If A belongs to the B-, C-, or D-series, then a coinvariant form is not closed in general. However, there is a weaker form of the de-
Using a computer algebra program we calculated the first terms of the
Duality of Hopf bimodules
We will show that the notion of a σ-metric naturally emerges by considering the left-dual and right-dual Hopf bimodules of a given Hopf bimodule. Our main result states that the left-dual Hopf bimodule is isomorphic to the right-dual Hopf bimodule. This makes the notion of a bicovariant σ-metric more transparent. However, both notions are not identical since the dual pairings g L and g R are not completely σ-symmetric while the metric g is.
Ò Ø ÓÒ º½º
Suppose that Γ is a Hopf bimodule. A Hopf 
(ii) Since g L and g R are homomorphisms of bicomodules, they are Then the linear mapping T : 
Proof. (a) We first show that T is a right comodule mapping, i. e.
Hence ∆ Rθi = Sv
Since S 2 : A → A is surjective, T is a right module map. By (23),θ i is a left-coinvariant 1-form. Hence T is a left comodule map. Therefore
T is an isomorphism of Hopf bimodules. In particular,
(c) We prove the last assertion. Since f c defines the right action on η i , we obtain from (23
Since σ, g L , g R , and T are bimodule maps it suffices to prove the statement for 
y ) by step (c) of the above proof.
Properties of the contraction
We summarise some useful properties of the contraction, see [6, , i = 0, 1, 2, τ 1 = τ 2 = −τ 0 , k 1 + k 2 ≤ k 0 , the contractions satisfy the following relations:
and this map is a homomorphism of the Hopf bimodule
well-defined and coincides with σ 
In what follows we skip the space indices Γ and Λ to simplify the notations. Since
coincides with σ Γ,Λ ∧k . Since σ − defines a braiding as well and ker A k = ker A − k , the proof for σ − is analogous. Now we add some new relations which not yet appeared in [6] .
Proof. We carry out the proof of the first equation. The proof of the second one is analogous. By definition (6),
Note that the endomorphisms σ
do not act in the first component. So we can separate the last summand. Applying Lemma 5.1 we continue
This finishes the proof.
Quantum Laplace-Beltrami Operators
Let us derive some important properties of the quantum LaplaceBeltrami operators defined by (15) .
we have
Proof. Using the definition of d τ and ∂ ± τ , the identity σ(ω
0 and equations (26) and (14) we get (the not underlined terms remain unchanged)
The last equation follows by (28).
Ä ÑÑ º¾º For a ∈ A and τ ∈ {+, −} we have
Proof. Let ω 
Proof. We prove (31). Let ρ = i ρ i a i be a presentation of ρ with
By (1), since g and σ are A-module homomorphisms and since βa = a (1) β ⊳ a (2) , we obtain
In the fourth equation we used (9) , in the fifth equation (30) and in the last one (14) . (30) and (14) we have
In the last equation we used (2) for all b ∈ A which follows from the centrality of X −τ 0 . Inserting both parts into (29) we obtain (31). 
Let us prove (32). Similarly to the preceding equation one shows
that g(σ − (ω τ 0 ⊗ A ρ), ω −τ 0 ) = s ρ + X 0 (ρ (−1) )ρ (0) . Let ρ = i a i ρ i with left-coinvariant elements ρ i . Using (1) we get g(ω −τ 0 ,σ − (a i ρ i ⊗ A ω τ 0 )) = g(ω −τ 0 a i , (ω τ 0 ⊳ S −1 ρ i(1) )⊗ A ρ i(0) ) = g ω −τ 0 a i S(S −1 ρ i(2) ), ω τ 0 S −1 ρ i(1) ρ i(0) = g a i(1) ρ i(2) ω −τ ⊳ (a i(2) ρ i(3) ), ω τ 0 S −1 ρ i(1) ρ i(0) = sa i(1) ρ i(2) ε(a i(2) ρ i(3) ) + X −τ 0 (a i(2) ρ i(3) ) S −1 ρ i(1) ρ i(0) = s(ρ + a i(1) ρ i(0) X −τ 0 (a i(2) ρ i(1) )) = s(ρ + ρ (0) X −τ 0 (ρ (1) )).
This gives (32). Since
It is easily seen that
Haar functional on A.
Since X τ 0 is central, for λ ∈ A there exist complex numbers E τ λ such that X τ 0 * acts as a scalar on C(u λ ):
for a ∈ A. Let v, w be corepresentations of A and Γ = Γ τ . Define the following subspaces of Γ ∧ :
We briefly write
. The main step in our proof is the following spectral decomposition of the quantum LaplaceBeltrami operators.
For ρ ∈ Γ ∧ and ρ λµ = h λµ (ρ) we then have
For brevity we write
Proof. (a) An easy computation shows that indeed ρ λµ ∈ Γ ∧ (λ, µ).
Since λ h λ = ε and ρ = ε(ρ (−1) )ρ (0) ε(ρ (1) ), the first part of (34) follows. Let us verify the second part of (34). The first sum is direct by the grading. The second sum is direct, since matrix elements of inequivalent irreducible corepresentations are linearly independent.
), by (31) and (33) we obtain the equation
The proof of the second part of (35) is analogous.
In the remainder of this section A denotes the coordinate Hopf algebra of the quantum group G q as in Theorem 3.1. For λ ∈ P ++ as usual λ ′ i denotes the length of the i th -column of λ. We define P (A) to be the set P + for GL q (N), P 0 ++ := {λ ∈ P ++ | λ N = 0} for SL q (N), {λ ∈ P ++ | λ
for Sp q (2n), and {λ ∈ P ++ | λ Proof. For τ ∈ {+, −} define the following rational functions of t and z:
where m = |λ|. It follows from [6, Proposition 7.1] that for the quantum groups GL q (N) and SL q (N) and for λ ∈ P ++ we have E Obviously, E λµ = e λµ (q, z) for λ, µ ∈ P 0 ++ . Later we will see that E τ λ = e τ λ (q, z) for λ ∈ P + and not only for λ ∈ P ++ .
We prove (i). Set
In the remark to Proposition 7.1 in [6] it was noted that
On the other hand, computing the limit lim t→1 (t − t −1 ) −2 e τ λ (t, t 2/N ) directly from (36) one gets
Using the formulae c(λ) = n(λ ′ ) − n(λ), n(λ) = i≥1 (i − 1)λ i , and Since e λµ (t) := e λµ (t, t 2/N ) is an algebraic function of t and t = q is a transcendental root, e λµ (t) ≡ 0. In particular
Hence λ = µ = (0).
Let us prove (ii). We will show that E τ λ = e τ λ (q, z) for arbitrary λ ∈ P + . For this purpose we prove that D n a is an eigenvector for X τ 0 * if a is and we compute the corresponding eigenvalue. Suppose that
Hence
, and ρ a = a (1) ρ ⊳ a (2) , we obtain by (30) the following formulae for n ∈ :
Since D corresponds to the weight (1 N ) and s = [[N]] q we have for
Next we will show that for λ ∈ P + , 
In the last line we used τ t (41) and (42) we obtain E τ λ = e τ λ (q, z). Comparing (36) and (17) yields
We will show that z = 1 is regular. Suppose that F λµ = 0 for some λ, µ ∈ P + . Inserting z = 1 into (17) we get F λµ = e λµ (q, 1). Since e λµ (t, 1) is a rational function of t and q is a transcendental root of it, e λµ (t, 1) ≡ 0. In particular 0 = lim t→1 (t − t −1 ) −1 e λµ (t, 1) = |µ| − |λ|.
Set m := |λ| = |µ|. Further we have 0 = lim t→1 (t − t −1 ) −2 e λµ (t, 1). 
F λµ for λ, µ ∈ P + . Therefore the if part of the assertion holds. Moreover, for the only if part we can assume that λ, µ ∈ P ++ . Since q is a transcendental root of the algebraic function f (t) := e λµ (t,z), we conclude that f (t) has to be identically zero. Therefore lim t→±1 f (t)
has to be zero, and by (36) it follows that |µ|, |λ| ∈ mN . Then (38)). This sum is positive except for the case E
for some k, l ∈ . Together with |µ|, |λ| ∈ mN we get the assertion. 
where P λ ∈ Mor(u ⊗m ). Paying attention to the 2-admissible parameter z ∈ {−1, 1}, the choice of the coinvariant 1-form ω τ 0 , and the definition of the σ-metric it follows from the remark after Proposition 7.2 in [6] that E λ = e λ (q), where
Suppose that E λµ = 0. Since Γ ∧ (λ, µ) = {0} for |λ| ≡ |µ| mod (2) we may assume |λ| ≡ |µ| mod (2) . Since e λ (t) + e µ (t) is a rational function with transcendental root t = q, e λ + e µ ≡ 0. In particular
Using the inequality 2c(ν)N ≥ |ν| 2 − |ν|N 2 , ν ∈ P ++ , from the proof of (ii) it is easily seen that for λ = (0) in the case ǫ = −1 and in the case (15) and (35) we obtain
for (λ, µ) = (0, 0). Since d commutes with h λµ we get dρ 
and
, respectively. This proves (a) in case
λµ to get the same result.
(ii) Observe that for a ∈ A with da = 0 we have
Consider the quantum group GL q (N) and suppose that the parameter By the Littlewood-Richardson rule for tensor product representations of GL(N) a necessary condition for Γ ∧ (0, µ) = {0} is |µ| = 0. Since for some n ∈ m . Similarly as in (i) it follows that 
. By the definition of ℓ ± ,R, and 
For even N however these spaces may be nonzero. This completes the proof of Theorem 3.1.
Proof of Theorem 3.2
First we will show that the duality of d τ and ∂ ± −τ holds in a rather general setup. Secondly, we will prove that for the quantum groups SL q (N) and GL q (N) the differential calculi Γ ∧ + and Γ ∧ − are weakly isomorphic. Combining both we obtain the proof of the second theorem.
Duality of differential and codifferential.
ÈÖÓÔÓ× Ø ÓÒ º½º Suppose that A is a cosemisimple Hopf algebra, (Γ + , Γ − ) is a dual pair of bicovariant differential calculi and λ, µ ∈ A.
For ν ∈ A let ν c ∈ A denote the class of the contragredient corepresen-
with respect to the pairing h • ·, · ± .
Proof. (i) Set Γ ∧ := Γ ∧ τ and fix λ ∈ A, k ∈ AE. Let us prove that
is finite dimensional, the assertion follows. Similarly, 
Set h (ii) Suppose that ρ ∈ Γ k τ (λ, µ) and ζ ∈ Γ k+1 −τ (λ c , µ c ). Because of (24), (25), the σ-symmetry of g, and since ρ, ζ ± ∈ Γ −τ , we obtain
The proof is complete. 
(ii) Let Γ ∧ and Λ ∧ be differential calculi over B and C, respectively. A graded algebra homomorphism F :
Recall that two differential calculi Γ ∧ and Λ ∧ over the same algebra 
(iii) There exists a unique homomorphism (f, F ) of the left-covariant FODC Γ and Λ.
Proof. (iii)→(i). Fix r ∈ R. Since f is a Hopf algebra homomorphism and F (adb) = f (a)df (b), we have
Moreover, ε(f (r)) = ε(r) = 0. Hence f (r) ∈ S.
(i)→(ii). Since S and Y are orthogonal subspaces with respect to the pairing of A and
(ii)→(iii). F is uniquely determined by (46), since F (a i db i ) := f (a i )df (b i ). We show that F is well-defined. Let {ω i } and {η j } be linear bases of Γ L and Λ L , respectively, and let {X i } and {Y j } be the corresponding dual bases of X and Y, respectively. By assumption
Then we have 0 = a i (X k * b i )ω k and consequently 0 = a i (X k * b i ) for all k. Using this fact, we conclude that
Hence F is well-defined.
The next lemma is straightforward to prove using covariance of d and the properties of F 0 . We omit the proof. 
Replacing left-covariance by right-covariance in the above lemma the first assertion reads as (F ⊗ F 0 )∆ R = ∆ R F . Now we shall apply the new notion to our main example.
ÈÖÓÔÓ× Ø ÓÒ º º Let G q be one of the quantum groups GL q (N) or
(i) There exists a unique bijective homomorphism F :
(ii) For all λ, µ ∈ A the restriction of
Proof. (a) First it is to show that there exists a Hopf algebra automorphism F : A → A which satisfies (49). To do this we prove that F preserves the relations of the Hopf algebra A. It is easily shown
. We show that the algebra homomorphism 
The right hand side generates the relations of the bialgebra A op,cop .
Similarly one shows consistency with the q-determinant relation. Fi-nally we have (f ⊗f )∆u
Hence f is a homomorphism of bialgebras. Since both A and A op,cop are Hopf algebras, f is a Hopf algebra homomorphism.
Since the antipode is a Hopf algebra map of A op,cop → A, F = S • f is a Hopf algebra automorphism. Its inverse F −1 is given by
′ is a projector equivalent to P λ .
Idempotents P and Q are called equivalent, if there exist A, B ∈ Mor(u ⊗k ) such that AB = P and BA = Q. For this let α and β denote the algebra automorphism and algebra antiautomorphism of Mor(u ⊗k ) defined by α(R n,n+1 ) =R k−n,k−n+1 and β(R n,n+1 ) =R n,n+1 , n = 1, . . . , k −1, respectively. By the theory of Hecke algebras it is easy to see that α and β map each twosided ideal of Mor(u ⊗k ) into itself.
In particular, the image of a primitive idempotent is an equivalent primitive idempotent. By induction on k we will show that
It is well known that for T ∈ Mor(u ⊗k ) there exist X, Y ∈ Mor(u ⊗2 ) and B ∈ Mor(u ⊗k−1 ) such that T = X k−1,k BY k−1,k . Since X and Y can be written in terms ofR,R −1 , and I, and sinceR
β(α(B)) It follows that the sums (53) are direct. The proof of Theorem 3.2 is complete.
