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Commençons par rappeler les notions nécessaires. Dans la suite, k désigne un entier pair  2 et q
est un entier  1. Le demi-plan de Poincaré est déﬁni par H := {z ∈ C: m z > 0}. Toute fonction f
holomorphe sur H telle que
f
(
az + b
cz + d
)
= (cz + d)k f (z) (1)
pour tout élément
(
a b
c d
)
∈ Γ0(q) :=
{(
a b
c d
)
∈ SL2(Z): q | c
}
et telle que la fonction z → (m z)k/2 f (z) soit bornée sur H est dite forme parabolique de poids k et
de niveau q. On note F tout domaine fondamental par l’action homographique de Γ0(q) sur Q ∪ {∞}
de sorte qu’en désignant Sk(q) l’espace des formes paraboliques de poids k et de niveau q,
〈 f , g〉q :=
∫
F
f (z)g(z)yk
dxdy
y2
munit cet espace d’un produit scalaire. Les formes anciennes de niveau q (de poids k si une confusion
est possible) sont les éléments de Sk(q) s’écrivant z → f (z) avec f ∈ Sk(m) où m | q, m < q et  |
(q/m). L’orthogonal de l’espace engendré par ces formes est l’espace des formes nouvelles, il est noté
S∗k (q). On notera H
∗
k (q) la base orthogonale de S
∗
k (q) constituée des formes primitives. Ses éléments
sont des fonctions propres des opérateurs de Hecke (cf. [3, Paragraphes 2.7 et 3.3]).
Le développement de Fourier de f ∈ H∗k (q) en ∞ vaut :
f (z) =
∑
n1
λ f (n)n
(k−1)/2e2π inz, (2)
où les coeﬃcients λ f (n) (valeurs propres de Hecke) ont beaucoup de propriétés. Nous énonçons ci-
desssous celles qui nous seront utiles :
(i) λ f (1) = 1 ;
(ii) λ f (n) ∈ R ;
(iii) pour tous les entiers m et n  1,
λ f (m)λ f (n) =
∑
d|(m,n)
(d,q)=1
λ f
(
mn
d2
)
. (3)
En particulier, on utilisera dans la suite, que si f ∈ H∗k (m′) avec m′ entier  2 tel que m′ | q et si on a
n et n′ entiers  1 tels que n | q∞ ou n′ | q∞ alors :
λ f
(
nn′
)= λ f (n)λ f (n′) (4)
de plus, d’après la Section 2 de [9], si f ∈ H∗k (m′) alors
λ f (p)
2 =
{
0 si p2 |m′,
′ (5)1/p si p ‖m .
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L(s, f ) :=
∑
n1
λ f (n)n
−s (e s > 1). (6)
Et plus généralement, on a :
Λ(s, f ) := qˆsΓ
(
s + k − 1
2
)
L(s, f ), (7)
avec
qˆ := √q/(2π). (8)
Cette fonction peut être prolongée analytiquement sur C et vériﬁe l’équation fonctionnelle :
Λ(s, f ) = ε f Λ(1− s, f ) (s ∈ C) (9)
où ε f = 1 ou −1. Les valeurs spéciales de L(s, f ) (par exemple, valeurs centrales et valeurs au bord
de la bande critique) ont un interêt particulier. Par exemple, la non-annulation de L(s, f ) au point
central s = 12 est une question essentielle et peut avoir des conséquences dans divers domaines. Nous
savons d’après [2] que
L
(
1
2
, f
)
 0. (10)
Mais pour autant, arrive-t-il souvent que L( 12 , f ) > 0 ?
Les résultats connus qui concernent les fonctions L sont presque tous dans le cas où le niveau
est un nombre premier (ou sans facteur carré). Une description historique en détail peut être trouvée
dans [8]. Puisque ces fonctions jouent un rôle particulier en théorie des formes modulaires, nous
complétons cette étude au cas de niveau q := pν et de poids k (p est un nombre premier ﬁxé, k est
ﬁxé et ν → +∞). Comme dans [6], nous posons pour toute partie A de Sk(q), la somme harmonique :
∑h
f ∈A
α f :=
∑
f ∈A
α f ωq( f ) où ωq( f ) := Γ (k − 1)
(4π)k−1〈 f , f 〉q · (11)
On se propose d’étudier : ∑h
f ∈H+k (q)
L( 12 , f ) =0
1.
En se concentrant sur le type de niveau pν (arithmétiquement opposé à celui du niveau premier),
on généralise le cas premier (ν = 1) et on peut ainsi avoir une idée de l’inﬂuence du niveau sur les
propriétés des formes modulaires. Notre premier résultat énoncé dans [8] est : Soient k  2 un entier
pair et p un nombre premier. Alors il existe une constante ν0(k,p) telle que pour ν  ν0(k,p) et q = pν on a
∑h
f ∈H∗k (q)
L( 12 , f ) =0
1  1
logq
, (12)
où la constante impliquée ne dépend que de k et p.
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facteur logq de la proportion de non-annulation, ceci donne alors une proportion strictement positive.
Plus précisement, on a :
Théorème 1. Soient k 2 un entier pair et p un nombre premier. Alors pour tout ε > 0, il existe une constante
ν0 = ν0(k,p, ε) telle que pour ν  ν0 et q = pν on a
∑h
f ∈H+k (q)
L(1/2, f ) =0
1 p− 1
6p
− ε.
Dans la démonstration, et contrairement à la preuve du résultat précédent, on va calculer les deux
premiers moments molliﬁés des fonctions L. Si on calcule L(1/2, f ) à l’aide d’une expression trop
« courte » (de longueur
√
q ) on obtient seulement une majoration de M1.
Dans [1], Duke a utilisé une expression des valeurs des fonctions L en série rapidement conver-
gente de manière non symétrique, ce qui permet d’obtenir un développement asymptotique du pre-
mier moment de L(1/2, f ) au niveau premier. Ceci est généralisable1 pour tous les types de niveau
comme le montre le Chapitre 5 de [4] et « l’équation fonctionnelle approchée » des fonctions L que
présentent Iwaniec et Kowalski dans [4]. Nous allons employer cette technique pour contourner notre
méconnaissance du signe de l’équation fonctionnelle pour le type de niveau avec facteur carré. En
combinant avec notre version de la formule de trace (voir le Lemme 2 ci-dessus), nous pourrons
calculer, comme dans [5] et [6], les deux premiers moments de L(1/2, f ) pondérés
Mhr :=
∑h
f ∈H+k (q)
Xrf L(1/2, f )
r (r = 1,2) (13)
avec un «molliﬁcateur » de la forme
X f :=
∑
mq
xm√
m
λ f (m),
où les paramètres xm et  seront choisis de manière à maximiser le premier moment (forme linéaire
en xm) sous la contrainte du second moment qui se présente en une forme quadratique en xm .
Le quatrième moment est lui plus dur à obtenir en particulier l’évaluation de son terme général. Ce
moment a été calculé (au niveau premier) entre autres avec une inégalité du grand crible appliquée
dans la Section 3.6 de [7] ; les auteurs évaluent ainsi le « off-diagonal term».
Notations. Dans ce texte, τ (n) (resp. ω(n)) est le nombre des diviseurs de n (resp. le nombre de
facteurs premiers distincts).
2. Formule de trace de Petersson au niveau pν avec ν 3 et équation fonctionnelle approchée
Dans ce paragraphe, nous exposons deux principaux outils que nous utiliserons dans la démons-
tration du Théorème 1. Le premier est notre version de la formule de trace au niveau pν avec ν  2
établie dans [8]. Comme dans [8, (17)], déﬁnissons
∗q(m,n) :=
∑
f ∈H∗k (q)
ωq( f )λ f (m)λ f (n).
1 Le recours à une formule de trace est néanmoins indispensable.
D. Rouymi / Journal of Number Theory 132 (2012) 79–93 83Ce qui vériﬁe le lemme suivant [8, Corollaire 3].
Lemme 2. Soient k  2 un entier pair, p un nombre premier et q = pν avec ν  3. Alors pour tous entiers
m 1 et n 1, on a
∗q(m,n) =
{
ϕ(q)
q δm,n + Ok,p(
√
mn{log(2(m,n))}2
q3/2
) si p mn,
0 si p |mn,
où la constante impliquée ne dépend que de k et p.
Notre deuxième outil est une équation fonctionnelle approchée. Le lemme suivant est un cas par-
ticulier du Théorème 5.3 de [4] (avec le choix de G(u) ≡ 1).
Lemme 3. Soient k 2 un entier pair, p un nombre premier et q = pν avec ν  3. Alors pour tous f ∈ H∗k (q)
et X > 0, on a
L(1/2, f ) =
∑
n1
λ f (n)√
n
{
H
(
n
qˆX
)
+ ε f H
(
nX
qˆ
)}
,
où
H(y) := 1
2π i
∫
(2)
Γ (s + k/2)
Γ (k/2)
y−s
s
ds. (14)
3. Calcul de moments pondérés
En utilisant notre version de la formule de trace (voir le Lemme 2 ci-dessus), nous pourrons calcu-
ler, comme dans [5] et [6], les deux premiers moments pondérés de L(1/2, f ) déﬁnis dans (13) avec
un «molliﬁcateur » de la forme
X f :=
∑
mq
xm√
m
λ f (m),
où les paramètres xm et  seront convenablement choisis. Cette méthode nous permet de supprimer
le minorant (logq)−1 de (12) obtenu sans la présence du molliﬁcateur X f .
On fait deux hypothèses sur xm : il existe un réel A > 0 tel que
xm 
(
τ (m) logq
)A (
pour toutm q
)
(15)
et
xm = 0 si p |m. (16)
Dans un premier temps, nous calculeronsMh1 etMh2 en fonction de xm (voir les sous-paragraphes
3.1 et 3.2). Et puis dans le sous-paragraphe 3.3, nous optimiserons les paramètres xm et . Ainsi nous
pourrons obtenir nos évaluations ﬁnales pourMh1 etMh2.
On considère :
Mhr,m :=
∑h
f ∈H+k (q)
λ f (m)L(1/2, f )
r (r = 1,2). (17)
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Lemme 4. Soient k  2 un entier pair, p un nombre premier et q = pν avec ν  3. Pour tout 0 <  < 1/4, il
existe une constante c = c() > 0 telle que l’on ait
Mh1 =
ϕ(q)
q
∑
mq
xm
m
+ O (q−c), (18)
où la constante impliquée ne dépend que de k, p et .
Démonstration. D’après le Lemme 3, on a
L(1/2, f ) =
∑
n1
λ f (n)√
n
{
H
(
n
qˆX
)
+ ε f H
(
nX
qˆ
)}
(19)
pour tout2 X > 0 où H(y) est déﬁnie en (14).
En multipliant par λ f (m) et en sommant sur H
+
k (q), il suit
Mh1,m =
∑
n1
1√
n
(
H
(
n
qˆX
)
∗q(m,n) + H
(
nX
qˆ
) ∑h
f ∈H∗k (q)
ε f λ f (m)λ f (n)
)
(20)
pour tout entier m tel que p m et m q et tout X  1.
Par l’inégalité de Deligne, dans un premier temps, et le Lemme 2 (appliqué avec m = n = 1) dans
un second temps, on a trivialement
∣∣∣∣ ∑h
f ∈H∗k (q)
ε f λ f (m)λ f (n)
∣∣∣∣ τ (m)τ (n) ∑h
f ∈H∗k (q)
1 k,p τ (m)τ (n).
En reportant cette estimation dans (20) et en appliquant la formule de trace (voir le Lemme 2) au
premier terme, on obtient
Mh1,m =
1√
m
ϕ(q)
q
H
(
m
qˆX
)
+ Ok,p
(√
m log2(2m)
q3/2
R1 + τ (m)R2
)
, (21)
où
R1 :=
∑
n1
∣∣∣∣H
(
n
qˆX
)∣∣∣∣, R2 :=∑
n1
τ (n)√
n
∣∣∣∣H
(
nX
qˆ
)∣∣∣∣.
Par une simple récurrence sur k/2 et par la déﬁnition de Γ (s), on voit
Γ (s + k/2)
sΓ (k/2)
=
k/2−1∑
n=0
Γ (s + n)
n! =
+∞∫
0
xs−1e−x
k/2−1∑
n=0
xn
n! dx.
2 Dans la suite, on choisira X = q1−′/2 avec ′ =  + 1/4 < 1/2. Cela signiﬁe que l’on approche L(1/2, f ) par une somme
plus longue que si X = 1. Ceci nous permet de considérer le deuxième membre de droite de (19) comme terme d’erreur.
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H(y) = e−y
k/2−1∑
n=0
yn
n! (y > 0).
Celle-ci montre en particulier les estimations suivantes ( j > 0) :
{
H(y) = 1+ O (y) si y → 0,
H(y)  j,k y− j si y → ∞.
De ces estimations, on peut facilement déduire que
H
(
m
qˆX
)
= 1+ O
(
m
qˆX
) (
m q
)
,
R1 
∑
nqˆX
1+
∑
nqˆX
(
n
Xqˆ
)−2
 qˆX,
R2 
∑
n1
τ (n)√
n
(
nX
qˆ
)−1
 qˆ
X
(si X  qˆ).
En reportant dans (21) et en prenant X = q1−′/2 avec ′ :=  + 1/4, on trouve
Mh1,m =
1√
m
ϕ(q)
q
+ O
( √
m
q(3−′)/2
+
√
m log2(2m)
q′/2
+ τ (m)
q(1−′)/2
)
.
Comme 0 < 2 < ′ < 1/2, il est facile de vériﬁer que les premier et dernier termes d’erreur peuvent
être mangés par le deuxième. Donc on a
Mh1,m =
1√
m
ϕ(q)
q
+ Ok,p
(√
m log2(2m)
q′/2
)
. (22)
On a alors :
Mh1 =
∑h
f ∈H+k (q)
L(1/2, f )
∑
mq
xm√
m
λ f (m) =
∑
mq
xm√
m
Mh1,m.
En appliquant (22) et (15), il suit
Mh1 =
ϕ(q)
q
∑
mq
xm
m
+ O
(
(logq)A
q′/2
∑
mq
τ (m)A log2(2m)
)
.
Ce qui implique le résultat annoncé avec c = (′/2− )/2 = (1− 4)/16. 
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Nous avons le résultat suivant.
Lemme 5. Soient 0 < η < 1, k  2 un entier pair, p un nombre premier et q = pν avec ν  3. Pour tout
1m qη et p m, on a
Mh2,m =
τ (m)√
m
(
ϕ(q)
q
)2{
log
(
qˆ2
m
)
+ gk(p)
}
+ Ok,p,η
(√
m
(logq)4√
q
)
,
où
gk(p) := 2
(
logp
p− 1 +
Γ ′
Γ
(k/2) + γ
)
. (23)
Démonstration. Considérons
J := 1
2π i
∫
(2)
Λ
(
s + 1
2
, f
)2
G(s)2
ds
s
,
où G est un polynôme pair de degré  2 vériﬁant G(0) = 1 et G(−1) = G(−2) = 0. Par le théorème
des résidus,3 l’équation fonctionnelle (9) et le fait que4 ε2f = 1, on a
2 J = Res
s=0
(
Λ
(
s + 1
2
, f
)2 G(s)2
s
)
= qˆΓ (k/2)2L
(
1
2
, f
)2
.
D’autre part, la formule (3) nous permet d’écrire
L
(
s + 1
2
, f
)2
= ζ (q)(1+ 2s)
∑
n1
τ (n)λ f (n)
ns+1/2
(
e s > 1
2
)
.
Ceci implique que
2 J = qˆ
∑
n1
τ (n)λ f (n)√
n
1
π i
∫
(2)
ζ (q)(1+ 2s)Γ (s + k/2)2 G(s)
2
s
(
n
qˆ2
)−s
ds.
Les deux égalités précédentes donnent donc :
L
(
1
2
, f
)2
=
∑
n1
τ (n)√
n
U
(
n
qˆ2
)
λ f (n) (24)
3 La condition G(−1) = G(−2) = 0 implique que la fonction Λ(s + 12 , f )2 G(s)
2
s n’a pas de pôle en −1 et −2.
4 C’est cette relation qui permet d’éviter le recours à une forme explicite de ε f que l’on n’a pas au niveau q avec des facteurs
carrés.
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U (y) := 1
iπ
∫
(2)
ζ (q)(1+ 2s)Γ (s + k/2)
2
Γ (k/2)2
G(s)2
s
y−s ds. (25)
En reportant cette expression dans (17) et en utilisant le Lemme 2, il suit
Mh2,m =
ϕ(q)
q
τ (m)√
m
U
(
m
qˆ2
)
+ Ok,p(R2), (26)
où
R2 :=
∑
n1
τ (n)√
n
∣∣∣∣U
(
n
qˆ2
)∣∣∣∣
(√
mn{log(2(m,n))}2
q3/2
)
.
Or, d’après le Lemme 13 de [8], la fonction U vériﬁe⎧⎪⎨
⎪⎩
U (y) = ϕ(q)
q
{
log
1
y
+ gk(p) + Ok,p(y)
}
si y → 0,
U (y)  j,k y− j si y → ∞,
(27)
pour tout j réel > 0. De sorte que l’on majore R2 par :

√
m(logq)3
q3/2
∑
nq
τ (n) + √mq(logq)2
∑
n>q
τ (n)
n2

√
m(logq)4
q1/2
.
En reportant dans (26) et en utilisant la première relation de (27), on obtient le résultat souhaité. 
On a le résultat suivant :
Lemme 6. Soient k  2 un entier pair, p un nombre premier et q = pν avec ν  3. Pour tout 0 <  < 1/4, il
existe une constante c = c() > 0 telle que l’on ait
Mh2 =
(
ϕ(q)
q
)2
(Π − 2Π0,1 − 2Π1,0) + O
(
q−c
)
, (28)
où
Π := (log(qˆ2)+ gk(p)) ∑
nq
0(n)
( ∑
mq/n
τ (m)
m
xmn
)2
, (29)
Πi, j :=
∑
nq
i(n)
∑
m1q/n
∑
m2q/n
τ (m1)τ (m2)
m1m2
(logm1)
j xm1nxm2n, (30)
i(n) := 1
n
∑
d|n
μ(d)(logd)i
d
, (31)
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dépend que de k,p et .
Démonstration. Comme précédemment, nous pouvons écrire, avec l’aide de la relation de Hecke,
Mh2 =
∑h
f ∈H+k (q)
L(1/2, f )2
∑
m1q
∑
m1q
xm1xm1√
m1m2
λ f (m1)λ f (m2)
=
∑h
f ∈H+k (q)
L(1/2, f )2
∑
m1q
∑
m1q
xm1xm1√
m1m2
∑
d|(m1,m2)
λ f
(
m1m2
d2
)
=
∑
dq
1
d
∑
m1q/d
∑
m2q/d
xdm1xdm2√
m1m2
Mh2,m1m2 . (32)
Selon le Lemme 5, on a
Mh2,m =
τ (m)√
m
(
ϕ(q)
q
)2{
log
(
qˆ2
m
)
+ gk(p)
}
+ Ok,p
(√
m
(logq)4√
q
)
.
En reportant dans (32), il suit
Mh2 =
(
ϕ(q)
q
)2 ∑
dq
1
d
∑
m1q/d
∑
m2q/d
τ (m1m2)
m1m2
×
{
log
(
qˆ2
m1m2
)
+ gk(p)
}
xdm1xdm2 + O
(
1
qc
)
, (33)
où nous avons déjà utilisé les estimations suivantes :
(logq)4
q1/2
∑
dq
1
d
( ∑
mq/d
|xdm|
)2
 (logq)
2A+4
q1/2
∑
dq
τ (d)2
d
( ∑
mq/d
τ (m)
)2
 (logq)
2A+6
q1/2−2
 1
qc
avec c := (1/2− 2)/2 > 0.
Rappelons maintenant la classique relation :
τ (m1m2) =
∑
d|(m1,m2)
μ(d)τ (m1/d)τ (m2/d).
Elle permet de réécrire le terme principal de (33) et d’obtenir :
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(
ϕ(q)
q
)2 ∑
dq
1
d
∑
d′q/d
μ(d′)
d′2
∑
m1q/(dd′)
∑
m2q/(dd′)
τ (m1)τ (m2)
m1m2
×
{
log
(
qˆ2
d′2m1m2
)
+ gk(p)
}
xdd′m1xdd′m2 + O
(
1
qc
)
.
En décomposant le logarithme, avec les notations (29), (30) et (23) et avec le changement de variable
n = dd′ , on obtient le résultat voulu. 
3.3. Optimisation
Pour optimiser nos paramètres xm et , il est plus pratique d’écrire les termes principaux deMh1
etMh2 comme des formes linéaires et quadratiques, respectivement. Pour cela, introduisons
yn,i :=
∑
mq/n
τ (m)
m
(logm)i xmn (i = 0,1). (34)
On écrira plus simplement yn,0 = yn .
À l’aide de la formule d’inversion de Möbius 1 ∗ μ(n) = δ(n) pour tout5 n 1, il est facile de voir
que
xm =
∑
q/m
μ ∗ μ()

ym. (35)
En reportant dans (18) du Lemme 4 et en utilisant encore une fois 1 ∗ μ = δ, on peut écrire
Mh1 =
ϕ(q)
q
∑
nq
μ(n)
n
yn + O
(
q−c
)
. (36)
Concernant le deuxième moment, on a
Π = (log(qˆ2)+ gk(p)) ∑
nq
0(n)y
2
n, (37)
et
Π1,0 =
∑
nq
1(n)y
2
n, Π0,1 =
∑
nq
0(n)yn yn,1. (38)
Nous choisissons6
yn =
{
nμ(n)/ϕ(n) si n q et p  n,
0 sinon.
(39)
5 Par déﬁnition, on a 1(n) = 1 pour tout n 1 et δ(1) = 1, δ(n) = 0 pour tout n 2.
6 Le Lemme 35 de [5, p. 125] montre que ce choix est optimal car l’inégalité de Cauchy–Schwarz montre que
Π20,1
Π1,0
est maximal
pour la valeur de yn indiquée.
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et (16).
Maintenant nous pouvons donner nos évaluations ﬁnales pourMh1 etMh2.
Proposition 7. Soient k  2 un entier pair, p un nombre premier, q = pν avec ν  3 et 0 <  < 1/4. Avec le
choix (39), on a
Mh1 = 
(
ϕ(q)
q
)2
logq + O (1), (40)
Mh2 =
(
 + 22)(ϕ(q)
q
)3
(logq)2 + O ((logq)(log2 q)2), (41)
où les constantes impliquées ne dépendent que de k, p et .
Démonstration. Avec le choix (39), la formule (36) peut être écrite comme la suivante :
Mh1 =
ϕ(q)
q
∑∗
nq
μ(n)2
ϕ(n)
+ O (q−c),
où
∑∗ désigne la somme sur les entiers n tels que p  n. Maintenant la formule asymptotique (40) est
une conséquence immédiate du Lemme 8 ci-dessous.
En remarquant que 0(n) = ϕ(n)/n2, la formule (37) et le Lemme 8 ci-dessous impliquent
Π = (log(qˆ2)+ gk(p))∑∗
nq
μ(n)2
ϕ(n)
= 
(
ϕ(q)
q
)2
(logq)2 + O (logq). (42)
Concernant cette fois Π0,1, on peut écrire, d’après (34) et (35),
yn,1 =
∑
mq/n
τ (m) logm
m
∑
q/(mn)
μ ∗ μ()

ymn
=
∑
dq/n
ydn
d
∑
m=d
μ ∗ μ()τ (m) logm. (43)
Calculons la somme intérieure. En tenant compte de notre choix (39), il suﬃt de considérer le cas
où d est sans facteur carré. Soit d = p1 · · · p j avec p1 < · · · < p j . Pour chaque σ := {i1, . . . , ir} ⊂
{1, . . . , j} (r  1), on pose dσ := pi1 · · · pir et |σ | = r. En remarquant que μ ∗ μ(p) = −2 et τ (p) = 2,
on a
∑
m=d
μ ∗ μ()τ (m) logm =
∑
σ⊂{1,..., j}
(−2) j−|σ |2|σ | logdσ
= (−2) j
∑
σ⊂{1,..., j}
(−1)|σ | logdσ
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∑
1i j
(−1)i
∑
σ⊂{1,..., j}
|σ |=i
logdσ
= (−2) j(logd)
∑
1i j
(−1)i i
(
j
i
)
.
D’où
∑
m=d
μ ∗ μ()τ (m) logm =
{
2 log p1 si j = 1,
0 si j  2.
En reportant dans (43) et en utilisant (39), on trouve, pour tout n q vériﬁant p  n,
yn,1 =
∑
pq/n
p =p
2nμ(np) log p
ϕ(np)
= −2nμ(n)
ϕ(n)
∑
pq/n
p =p, pn
log p
p − 1
= −2nμ(n)
ϕ(n)
( ∑
pq/n
log p
p − 1 −
logp
p− 1 −
∑
p|n
log p
p − 1
)
= −2nμ(n)
ϕ(n)
(
log
(
q/n
)+ Op,(log2 q)).
Ainsi :
Π0,1 = −2ϕ(q)
q
∑∗
nq
μ(n)2
ϕ(n)
log
(
q/n
)+ O (logq log2 q).
D’où le Lemme 8 ci-dessous avec une sommation par parties donne enﬁn :
Π0,1 = −2
(
ϕ(q)
q
)2
(logq)2 + O (logq log3 q). (44)
On sait que yn  log2 q. D’où
Π1,0  (log2 q)2
∑
nq
1
n
∑
d|n
logd
d
 (log2 q)2
∑
dq
logd
d2
∑
n′q/d
1
n′
 (logq)(log2 q)2. (45)
Finalement en reportant (42), (44) et (45) dans (28), on obtient le résultat voulu (41). 
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Lemme 8. Soit m un entier sans facteur carré. Alors pour tout x 3, on a
∑
nx
(m,n)=1
μ(n)2
ϕ(n)
= ϕ(m)
m
log x+ Om(1).
Démonstration. Par la formule d’inversion de Möbius, on peut écrire
∑
nx
(m,n)=1
μ(n)2
ϕ(n)
=
∑
nx
μ(n)2
ϕ(n)
∑
d|(m,n)
μ(d)
=
∑
d|m
μ(d)
∑
nx/d
μ(dn)2
ϕ(dn)
=
∑
d|m
μ(d)
ϕ(d)
∑
nx/d
μ(dn)2
ϕ(n)
. (46)
Soit d 1 un entier sans facteur carré. La fonction n → μ(dn)2n/ϕ(n) est multiplicative. On a, pour
e s > 1,
∑
n1
μ(dn)2n/ϕ(n)
ns
=
∏
pd
(
1+ p
(p − 1)ps
)
= ζ(s)Gd(s),
où
Gd(s) :=
∏
p|d
(
1+ p
(p − 1)ps
)−1∏
p
(
1+ 1
(p − 1)ps −
p
(p − 1)p2s
)
.
Il est clair que Gd(s) converge absolument pour e s > 1/2 et Gd(s) d,ε 1 pour e s > 1/2+ ε. Selon
le Théorème II.5.3 de [10], on a
∑
nx
μ(dn)2n
ϕ(n)
= ϕ(d)
d
x+ Od
(
x
log x
)
(x 3).
D’où une simple intégration par parties nous donne
∑
nx
μ(dn)2
ϕ(n)
= ϕ(d)
d
log x+ Od(1) (x 3). (47)
Maintenant le résultat souhaité découle de (46) et (47). 
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Par l’inégalité de Cauchy–Schwarz, on a :
Mh1 =
∑h
f ∈H+k (q)
L(1/2, f ) =0
X f L(1/2, f )
( ∑h
f ∈H+k (q)
L(1/2, f ) =0
1
)1/2( ∑h
f ∈H+k (q)
X2f L(1/2, f )
2
)1/2
.
D’où la Proposition 7 implique
∑h
f ∈H+k (q)
L(1/2, f ) =0
1
(Mh1)2
Mh2

(
1− p−1) 
1+ 2 − ε
pour tout  < 1/4 et q = pν avec ν  ν0(k,p,,ε). En prenant  = 1/4− ε, on a le résultat voulu.
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