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an74 Stata 6, Stata 7, and the STB
Patricia Branton, Stata Corporation, stata@stata.com
Stata 7 has been released, and this is the last issue of the STB that is explicitly Stata 6, which is to say, every insert in this
issue will work equally well with Stata 6 or Stata 7. Future issues will contain inserts based on Stata 6 code and Stata 7 codes,
and, over time, you should expect nearly all inserts to be in terms of Stata 7.
Submissions to the STB based on Stata 6 are still being accepted along with, of course, submissions based on Stata 7.
dm73.2 Contrasts for categorical variables: update







t and associated programs for models with categorical independent variables are described.







t is used to create a design matrix for independent variables, allowing higher order interactions, and






t and its accompanying






t is that it can now be used as a command preﬁx, similar to
x













p to present the results.






t is that variables preﬁxed by an @ symbol will now be treated as continuous
variables. This can be achieved now by assigning a pzat characteristic to the variable or by appending a contrast speciﬁcation























































N can be used to specify a default contrast. This






































t models. This can be
overridden by assigning a pzat characteristic to a variable, by preﬁxing to the variable with an @ to designate it as continuous,






t is still compatible with the original syntax when used as a command by itself. However, to permit new options






























































































































t printed information on variables deleted due to collinearity. This wasn’t very informative,






t. This output has now been made














































































































ts are allowed, and the model consists of one or more terms separated by spaces.
A term can be a single variable, two or more variables joined by periods, or two or more variables joined by asterisks. A
period is used to specify an interaction effect as such, whereas an asterisk indicates hierarchical notation, in which both theStata Technical Bulletin 3
interaction effect itself plus all possible nested interactions and main effects are included. All variables in the model are












n options as well as weights may be speciﬁed in














































) can be used to specify a different contrast than the indicator contrast with the ﬁrst category as
reference.




















t produces no output,




















p after the model has been estimated but prior to the










p displays linear coefﬁcients even if the procedure prints exponential coefﬁcients, for example,

































































to display odds ratios.
Options for desmat as a command by itself

























often generate duplicate dummy variables. These duplicates are subsequently removed by dropping collinear variables. In







p is a command for viewing the results of Stata estimation commands. It can be used after estimating any model but


















t when this is used in command preﬁx mode. In


















p will print most model
information but has not been tested for all Stata models. Note that the results of any Stata estimation procedure can be reprinted






p has been enhanced to allow it to print
z-o r
t-values, probabilities, and conﬁdence intervals, as well as coefﬁcients,
standard errors, and symbols indicating signiﬁcance. Global macro variables can be used to control what is printed by default.













































































































































































) speciﬁes the levels of signiﬁcance to be used for symbols placed next to coefﬁcients to indicate whether these
are signiﬁcant at a certain level. numlist should contain a list of values in descending order with the same number of


























































































































) can be used to suppress








































l requests printing of
z values for models with a
￿
2 statistic, and





b requests printing of
p-values.
c
i requests printing of conﬁdence intervals.
a
l
l requests all standard Stata output, that is, standard errors,
z or
t statistics, probabilities, and conﬁdence intervals. Specifying
a
l









































p will report multiplicative parameters, for example, incident-rate ratios in Poisson regression, odds
ratios in logistic regression. Note that if
e
x






p will produce the linear estimates even if the procedure













p is the only argument. If other options are speciﬁed,
e
x
p must be speciﬁed as an option.
















g for ﬂoats. In addition, a tab will be
inserted between coefﬁcients and signiﬁcance symbols. Otherwise, the variables are written with a ﬁxed number of decimal























p appends a number to the ﬁlename if it already
exists. If no valid name has been found after appending 1 to 20, the process stops and the output is not saved.
Macro variables to control layout






p options. The macro variables will still be overridden






p command. The global variables can be speciﬁed once at the beginning of the Stata session



































































































For example, the following can be used to set the column width for estimates to 8, use 2 decimal places, and symbols and























































































































































t can now write results to a tab-delimited ﬁle, symbols and cutpoints for levels of signiﬁcance can







































































































































































be combined to test whether all effects are jointly equal, although this would be a somewhat peculiar hypothesis.
The global macro variables listed below can be used to specify different defaults for these options, either for only the



























































t command will override these global variables.
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dm83 Renaming variables: changing sufﬁxes
Stephen P. Jenkins, University of Essex, UK, stephenj@essex.ac.uk















x, an ofﬁcial Stata command








































x renames all variables whose names end with old stub,s ot h a tt h e ye n di n s t e a dw i t hnew stub.I fnew stub is not







x (see [R] rename), which renames















x will not rename any variable whose name ends in the sufﬁx speciﬁed unless all
































































































































































































and then change any variable name ending in









































































































































































































dm84 labjl: Adding numerical codes to value labels
Jens M. Lauritsen, County of Fyn, Denmark, jm.lauritsen@dadlnet.dk
Abstract: To document fully analyses and to assure no numerical code misinterpretations are made, it is advisable to add value
labels to all categorical variables as part of the documentation of a dataset. In analysis, one often wishes to make a particular
calculation, listing, or analysis based on the numerical code of the variable. To facilitate the ease of having labels as well





l will add the numerical code to the label as well as remove it afterwards.


































l adds the numeric code of a deﬁned value label to each label for the variables in varlist. It can be used when a user
wants to see the numeric code and the label in tables or other displays. If several variables are shown, the labels used by any
of these will be changed. If a variable does not have a value label attached to it, nothing happens.


















n speciﬁes that the numeric codes will not be left aligned.
n
(#
) speciﬁes that the user wants to increase the limit of codes. The default is the interval from 0 to 25.
Example
For a variable called
s
e




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































dm85 listjl: List one variable in a condensed form
Jens M. Lauritsen, County of Fyn, Denmark, jm.lauritsen@dadlnet.dk
Abstract: When checking dataﬁles during documentation it can be helpful to list id numbers in a condensed form for checking






l does this for all observations or broken down by one different variable.


































) speciﬁes that the listing is to be broken down by the speciﬁed variable. When indicated, a frequency table of this
variable will be shown.8 Stata Technical Bulletin STB-59
Example
Here is an example of listing observations broken down by variable
s
e































































































































































































































































































































Now, an example of a listing without the
b















































































































dm86 Sampling without replacement: absolute sample sizes and keeping all observations





r is a command for sampling without replacement which allows speciﬁcation of absolute sample sizes and




















































r draws a pseudo-random sample of size # from the data in memory, by default discarding (optionally keeping) the




n criteria are kept (sampled at 100%). # must be positive









































e (see [R] sample) also carries out sampling without replacement, speciﬁed in percent to be






e to sampling clusters of observations.






















e is designed to draw a sample as a speciﬁed percent of the
observations in memory. Often the problem in practice is to draw a sample of a speciﬁed absolute size. Second, those observations




n restrictions are kept.




r is designed to meet these needs. The number to be speciﬁed is the absolute sample size, not a percent. All observations
















If you are serious about drawing random samples, you must ﬁrst set the random number seed; see [R] generate.Stata Technical Bulletin 9
Examples












































We can also keep all
s
e
x not equal to 0, but sample 100 from
s
e





































or sample 100 from each group of
s
e
































Finally, we can sample 100 if
s
e











































Gleason, J. R. 1997. ip18: A command for randomly resampling a dataset. Stata Technical Bulletin 37: 17–22. Reprinted in Stata Technical Bulletin
Reprints, vol. 7, pp. 77–83.
——. 1999. ip18.1: Update to resample. Stata Technical Bulletin 52: 9–10. Reprinted in Stata Technical Bulletin Reprints,v o l .9 ,p .1 1 9 .
Weesie, J. 1997. dm46: Enhancement to the sample command. Stata Technical Bulletin 37: 6–7. Reprinted in Stata Technical Bulletin Reprints, vol. 7,
pp. 37–38.
sbe36.1 Summary statistics for diagnostic tests
Paul T. Seed, King’s College London, UK, paul.seed@kcl.ac.uk
Aurelio Tobias, Hospital de la Santa Creu i Sant Pau, Barcelona, Spain, atobias@cocrane.es








t command introduced in Tobias (2000) is introduced and illustrated.















t (Tobias 2000). It should be regarded
as succeeding it and replacing it. Both commands are used to assess a simple diagnostic test in comparison with a reference
standard (or “gold standard”), assumed to be completely accurate. The diagnostic test is generally used because it is cheaper,
quicker, or less invasive than the reference standard, but may not be as reliable. Results are typically presented in a 2
￿ 2t a b l e


























t differ in the following ways:
￿ The exact binomial distribution is used instead of the normal approximation, based on command
c
i.



































￿ The command format is changed. The outcome (the true disease status) is placed before the predictor (the diagnostic test).
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s, rows represent true disease
status, columns represent exposure (or test) result. Positive results are given in the top and left of the table, before negative
ones.
￿ An immediate version is provided.
￿ The name has been changed. This is partly because the shorter name allows the immediate version to end in i, and partly
to reduce the risk of people confusing the two command formats and so getting the wrong estimates.
Sensitivity is the proportion of true positives that are correctly identiﬁed by the test, and speciﬁcity the proportion of true
negatives correctly identiﬁed. Typically, these are regarded as ﬁxed properties of a particular test, independent of the prevalence
of the disease. However, in medical practice, the result of the diagnostic test is all that is known. The positive predictive value
(PPV) is the proportion of patients with positive test results who are correctly diagnosed. The negative predictive value (NPV)i s
the proportion of patients with negative test results who are correctly diagnosed. These values help a clinician trying to make a
diagnosis for a particular patient.
Test result


















































Table 1. Deﬁnition of sensitivity, speciﬁcity and predictive values.
The predictive values of a test in clinical practice depend critically on the prevalence of the abnormality in the patients
being tested; these values depend on the prevalence of the disease. Sometimes the prior likelihood of the current patient having
the disease can be estimated from other signs and symptoms. This can be used instead of the prevalence.
































































































where diagvar is the variable which contains the real status of the patient, and where testvar is the variable which identiﬁes
the result of the diagnostic test. testvar and diagvar can have only two nonmissing values. The higher value must identify the











d are, respectively, the numbers of true positives (diseased subjects with correct positive test


















) speciﬁes the estimated prevalence, in percent, of the disease to be used in estimating the positive and negative predicted




v option is used, the conﬁdence interval is only displayed for the sensitivity and

































e command options are available.Stata Technical Bulletin 11
Example








t. Altman and Bland (1994a, 1994b) consider
the relationship between the results of a liver scan test and the correct diagnosis (Drum and Christacapoulos 1972). The proportions
that were correctly diagnosed by the scan were 89.53% for normal liver scan, and 62.79% for those with abnormal scan. The
proportion of correct diagnoses among the patients with abnormal liver scan test was 87.83%, and among the patients with
normal liver scans such proportion was 66.67%.





























































































































































































































































































































































































































































































































































































































































































































In the liver scan study, the percentage of abnormality was 75%. If the same test was used in a different clinical setting where
the prevalence of abnormality was 0.25%, we would have a positive predictive value of 44.51% and a negative predictive value
of 94.74%.
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sbe41 Ordinary case–cohort design and analysis
Vincenzo Coviello, Unit` a di Epidemiologia e Statistica ASL Ba/1, Italy, coviello@mythnet.it
Abstract: The case–cohort design is an efﬁcient alternative to a full cohort analysis. Two new commands for ordinary case–cohort
designs are presented. They randomly select a sample from a cohort, prepare the resulting dataset for analysis using a Cox
regression model and compute the asymptotically consistent Self–Prentice variance estimator of the parameters.
Keywords: Cohort studies, nested case–control design, survival analysis, Cox regression model, variance estimation.
Introduction
Various designs have been proposed as useful alternatives to the standard full cohort analysis when data collection for any
subject may be very expensive. In the case–cohort design (see Barlow et al. 1999, Clayton and Hills 1993, Langholz and Thomas
1990, 1991, and Rothman and Greenland 1998, for example), covariate information is assessed in a sample of subjects selected
randomly from the entire cohort, the subcohort, and in all individuals who fail, whether they are in the subcohort or not. The
case–cohort design has some advantages with respect to the nested case–control study mainly when the cohort under study is ﬁxed
(i.e., without staggered entry times), failures are rare, and there is little loss to follow-up. Unlike the nested case–control study,
the case–cohort design allows one to use the same sample of subjects to analyze several failure time outcomes. Furthermore, the
subcohort is chosen without regard to any time scale. Recently, simpliﬁed methods have appeared for parameter and variance
estimation, thus, allowing the analysis of the case–cohort design using a Cox model suitably adapted. Here, we present two new








h to sample the full








e to calculate the variance as proposed by Self and Prentice.

























































































h is used to create an appropriate dataset for analysis as a case–cohort study, drawing an
￿-fraction random sample
























]. For cases included in the
subcohort, both segments are retained in the ﬁnal dataset, whereas for cases not in the subcohort just the last segment is retained.





o coded 0 for subcohort member with no failure
coded 1 for subcohort member who failed














w log-weights of records as in the Barlow method













































varlist deﬁnes variables that will be retained in the ﬁnal dataset. If varlist isn’t speciﬁed, all variables are carried over into













































) speciﬁes a (typically small) number so that a case that is in the risk set at time
t is represented in the expanded data









s should be set to a number that is small compared to the measurement unit









) speciﬁes a seed for random sampling. Providing the same seed means that the same subcohort is selected each time























As an example, consider data contained in Appendix VIII of Breslow and Day (1987) concerning workers employed in a
Welsh nickel reﬁnery. Mortality for nasal cancer and sinus cancer has been analyzed using “time since ﬁrst exposure” as analysis

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The output consists of
1. A table displaying the sample composition with respect to the full cohort. Note that from 679 subjects in the full cohort,
204 have been randomly sampled (subcohort). 39 more subjects who failed are added to the subcohort, so the total sample
is 243 subjects.
2. A message declaring that in this sample no risk sets with three or fewer controls exist. Otherwise, a table illustrating risk
sets with such few controls is displayed. This is a warning for the loss of efﬁciency of the design that may occur when the
subcohort becomes small due to many failures or censorings. The sampling fraction










d variables. This is necessary because








h, the total analysis time is reduced to
4653.123 starting from 15344.223 in the full cohort.































































































e returns estimates and standard errors from proportional hazards ﬁt to case–cohort data. Coefﬁcients are estimated
according to two methods: 1) the Self–Prentice method where risk sets use just the subcohort member at risk, and 2) the Prentice
(1986) method where risk sets are augmented by nonsubcohort cases when they fail.
The asymptotic Self–Prentice method variance–covariance matrix and standard errors are computed using the simpliﬁcation










































l may also be speciﬁed when


























































e from displaying the identities of the key
s
t variables above its output.
(Continued on next page)Stata Technical Bulletin 15
Remarks
When a dataset is prepared, the parameter estimates can be easily obtained using a Cox model. However, their variance
is somewhat complicated because of the correlation between risk sets induced by the sampling. Lin and Ying (1993) and
independently Barlow (1994) proposed the use of the robust variance estimator for the case–cohort design as a simpler alternative
to the asymptotically consistent estimator provided by Self and Prentice (1988). Recently, Therneau and Li (1999) proved that
the Self and Prentice variance estimator can be obtained by correcting the standard variance estimate with a matrix derived
from a subset of dfbeta residuals. Both estimates are now available in Stata. In estimating the model, three methods can be
implemented: 1) Prentice, 2) Self and Prentice, and 3) Barlow. They differ in the composition of risk sets and in the weight
ascribed to the nonsubcohort case and to the subcohort member. Both aspects can be handled by preparing an appropriate dataset








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e as well. In this command, standard errors derive from the Self






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































f option is used,


























) an at risk indicator for
individual
i at time
t. Then, the pseudo-likelihood can be expressed as a weighted Cox regression model with the weights























































In the denominator, contributions of the failure and nonfailures (controls) at risk are given by the ﬁrst and second terms















]. A case outside the subcohort isn’t at risk until just before failure, so the ﬁrst segment of nonsubcohort
cases (and any other previous record of the same observation) is discarded from the sample. Both segments are retained for
subcohort members who fail. Thus, the ﬁnal dataset includes all the observations in the subcohort and just the ﬁnal time segment
records for subjects who fail but aren’t in the subcohort. In such a dataset, implementing the Prentice method as in the formula
above doesn’t require that the weights be speciﬁed. In the other two methods, the weights must be speciﬁed. In Stata, the weights
can be incorporated as an offset term; the logarithm of the weight must be used. The Self and Prentice method employs in
the denominator just the subcohort members. This can be accomplished by setting the offset to zero for all observations in the
subcohort, whereas for nonsubcohort cases setting the offset to






effectively allows exclusion of this observation from the denominator of the risk set.
The Barlow method requires that the offset be zero for all records corresponding to failures. Individuals who don’t fail








) in an attempt to weight the controls in the
denominator to the inverse of the sampling fraction.






















1 is the usual variance–covariance matrix returned by the Cox model, and
D
S
C is a subset of the matrix of dfbeta
residuals that contains only records for the subcohort. (Note that Therneau and Li use a data setup slightly different than the
one described in this section.)18 Stata Technical Bulletin STB-59







b, a Stata program at T. Lumley’s web site





















The author thanks Dallas English of the Anti-Cancer Council of Victoria, Australia, for checking the commands and revising
the insert.
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sbe42 Modeling the process of entry into the ﬁrst marriage using Hernes model
Duolao Wang, London School of Hygiene and Tropical Medicine, London, UK, duolao.wang@lshtm.ac.uk






s command that ﬁts the Hernes model of proportion of a cohort ever-married by age.
The Hernes model has been widely applied in demographic studies. The author proposes to use the least squares method
for model estimation and illustrates the use of the command with U.S. census data.
Keywords: Hernes model, ﬁrst marriage, diffusion model.
Hernes (1972) developed a diffusion model for the process of entry into ﬁrst marriage to explain the bell-shaped hazard
rate of entry into marriage. In this model, he posits that two competing structural processes explain the time dependence in
the process of entry into marriage. On one hand, with rising age




) of a cohort that has
already entered into ﬁrst marriage, which in turn enhances the pressure to marry on those who are still unmarried. On the other




) of contact between
unmarried peers with increasing time
t.




























that is, the rate of change in the proportion married is a function of the proportion already married, the proportion not yet
married, and the parameter of conversion that itself is a declining function of time.
We assume simply that each person starts out with a certain marriage potential,
A
i, but that this potential declines with a
constant proportion
b for each time unit, where













A is the average initial marriageability, and
b
<
1 is the constant of deterioration. Thus, over time, marriageability is a
geometric progression; it decreases with a constant proportion for each time unit.

































































































































































































The curve corresponding to this equation looks somewhat like the logistic, but its inﬂection point is in general not midway
between zero and its upper asymptote, so the limbs of the curve are not symmetric about the inﬂection point, as the logistic
curve is constrained to be.
Note that
F















a are estimated quantities. In practical terms, this means that in an empirical curve ﬁt, we must take as
t
0 the ﬁrst
year of the process. Note also that since
b
<





















Thus, the percentage ever married approaches (10) as an asymptote as the cohort ages.









b in formula (5), or equivalently,
k,
a,a n d
b in (8) from which
F
0 and
A can be calculated. Once they
are estimated, we can compute the predicted percentage married from the model for increasing values of
t and compare these














in equation (8) has the general form of the so-called Gompertz function, which can be easily estimated.



















and then use this procedure for the Gompertz function to ﬁnd estimates for the parameters in equations (5) or (8).
Hernes proposed to use a simple procedure developed by Prescott (1922) for estimating the parameters of the Gompertz
curve from the cumulative observations over time. Since the curve has three parameters, three equations are needed to ﬁnd them.
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1 stands for the sum of logarithms of observed cumulative percentages transformed by formula (12) of the ﬁrst section,
P
2 the corresponding sum of the second section,
P
3 the sum of the third section, and
T the number of observations in each
of the three sections.
The above procedure has the advantage of easy calculation but does not provide the measurement of accuracy of estimated










































k. In addition, it yields the estimated age-speciﬁc cumulated marriage rates and age-speciﬁc differences between the observed















s for the Hernes method as described above
or
n
l for the nonlinear least squares method. The default is the nonlinear least squares method.
Examples
We use the data of the cumulative ﬁrst marriages for white women born in 1920–24 in the United States from the U.S.





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As the above results show, both Hernes and least squares estimates ﬁt the data very well, and the latter method yields a
much better ﬁt than the former. The largest deviations from the least squares procedure are found for ages 26 and 27 at which
points the percentages married are overestimated by 0.8% and 0.7%, respectively. For the Hernes method, the largest difference
is found for age 22 at which point the percentage married is overestimated by 1.72%. The degree of ﬁt for the least squares






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































where these quantities are the parameters in equations (7) and (8).
References
Hernes, G. 1972. The Process of entry into ﬁrst marriage. American Sociological Review 37: 173–182.
Prescott, R. B. 1922. Law of growth in forecasting demand. Journal of the American Statistical Association 18: 471–479.
sg97.3 Update to formatting regression output
John Luke Gallup, developIT.org, jgallup@maine.rr.com






g command is described.
Keywords: regression output.






g, a program described in Gallup (1998, 1999, 2000) that writes regression output
to a text ﬁle.
References
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sg158 Random-effects ordered probit
















6. This increase in speed stems from the use of analytical ﬁrst derivatives in the computation of the
quasi-newton step.









Recent developments in computing power have allowed the estimation of increasingly complex problems. One such class

























6 by Rabe-Hesketh, et al. (2000), which allows the computation of random-effects
ordered probit models. However, the latter relies solely on the computation of the likelihood for the optimization, that is, the











































































) speciﬁes the number of points to use for Gaussian–Hermite quadrature. It is optional, and the default is 12.























































) speciﬁes the maximum number of iterations.
Remarks






























































































































































































































) where, by simply generalizing the argument made in Butler and Mofﬁtt (1982),































































































































































) represent the pdf and cdf of the normal distribution function, respectively. As Butler and Mofﬁtt
(1982) demonstrated, this is amenable to Gaussian quadrature. Of course, this is sufﬁcient to estimate such a model as one can
use numerical approximation to the ﬁrst and second derivatives to compute quasi-Newton steps. This, however, makes every
step fairly long to compute, even for a relatively small sample. This can be improved upon since the ﬁrst derivatives can

































































g which takes value
1 if the statement is true and
0 otherwise,
the ﬁrst derivative with respect to a parameter
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Taking advantage of knowing the analytical ﬁrst derivatives will result in substantial speed improvements, as will be shown
below.
Examples







b, I will investigate the effect of income, schooling, and political freedom on the degree
of bureaucratic corruption in non-OECD countries. To this end, I will use data from 87 non-OECD countries over a 16 year
period (1982–1997) on the level of bureaucratic corruption produced by the International Country Risk Guide. Not all years are
available for every country, however. The corruption index (CI) ranges from 0 to 6. It is reported on a monthly basis, but I
am using annual averages. Lower scores indicate “high government ofﬁcials are likely to demand special payments” and that
“illegal payments are generally expected throughout lower levels of government” in the form of “bribes connected with import
and export licenses, exchange controls, tax assessment, police protection, or loans.” Although the index does take noninteger
values (because of the averaging), 90% of the values are integers and thus the rest are recoded to the smallest integer. Income
and schooling are from the Global Development Network Growth Database developed by the World Bank. Income is taken
to be GDP per capita, and education is measured as the ratio of total enrollment in primary school, regardless of age, to the
population of the age group that ofﬁcially corresponds to the primary school level. Estimates are based on the International
Standard Classiﬁcation of Education. Political freedom (PF) is given by the Gastil index of political rights. The Gastil index
ranges from 1 to 7, one being the highest degree of political freedom.
For the purpose of comparison, however, I will ﬁrst look at a simpliﬁed problem. First, I will reduce the number of values
for the dependent variable to 3, that is, CI3i s0i fCI is 0 or 1, it is 1 if CI is 2 or 3, and is 3 if CI is 4 or 5. The only regressor
will be income. This will be estimated using 12 points for the quadrature. Using a Pentium III 450 mhz with 256 megs of RAM















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6 proves to be substantially slower; it converges to exactly the same coefﬁcient estimates in 8 minutes 43
seconds, over 3 times slower.















6; again more than three times slower. Moreover,







b stops at a “better” coefﬁcient estimate. This, however, should not be expected to be true in general.
There may well be problems for which the opposite is true, it is simply a question of the stopping criterion being affected by
the differences in the analytical and numerical gradients. These results are presented in the table of determinants of corruption















































Also worth observing is that even though the two programs have stopped at a slightly different point, all coefﬁcient estimates
are of the same sign.Stata Technical Bulletin 27







b computes the likelihood for a random-effects probit correctly. Furthermore, it
has provided examples of the considerable increase in speed that may be achieved.
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sg159 Conﬁdence intervals for correlations














intervals for Pearson’s product moment correlation and Spearman rank correlation, based on Fisher’s transformation.
Keywords: correlation coefﬁcient, Fisher’s transformation, Spearman’s rank correlation.
Stata’s
c
i command and its immediate version
c
i
i together provide conﬁdence intervals for a number of statistics based
on standard distributions. These include means (normal distribution), proportions (binomial), and expected frequencies (poisson).




























































































































ts are allowed; see [U] 14.1.6 weight.
Brief review of correlation conﬁdence intervals

















































The sampling distribution of Pearson’s
r is not normal, but we can transform
r to get a quantity called
z, which does have


























3,w h e r e
n is the sample size, so for example, we can construct a












































































For nonnormal data, Spearman’s rank correlation can be used. For
n larger than about 10, Fisher’s transformation again


























these are used, conﬁdence intervals for Pearson’s product moment or Spearman’s rank correlations are produced.28 Stata Technical Bulletin STB-59



















































































i) will give a conﬁdence interval for a binomial distribution,






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2 only) correlation type
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ssa14 Global and multiple causes-of-death life tables from complete or aggregated vital data









l for performing a wide variety of life table analyses is introduced and illustrated.
Keywords: life table analysis, vital statistics, causes of death, survival analysis.
The life table is one of the fundamental tools of vital statistics analysis, either when used from an epidemiological standpoint
or from the perspective of actuarial science. As we know it today, the method was formally established in the transition of the
17th to the 18th century by Edmund Halley (1693) and John Graunt (1665), and afterwards became a focus of attention to many
other distinguished men of science, such as Benjamin Gompertz (1825), in the ﬁrst quarter of the 19th century. Although interest
in mortality records can be traced back to the 3rd century Roman Empire mortality registries, the systematic compilation and
publication of mortality statistics only began by the end of the 19th century. For instance, the ﬁrst American ofﬁcial life table
ever published came to light in 1900 (Selvin 1991).
Life table construction and analysis provides an alternative to standardization as an appropriate method to describe the
pattern of the survival experience of a large population or of one of its subgroups, given only that we possess a set of age-speciﬁc
mortality rates, or more elementary data allowing their computation, such as number of deaths, and midyear population estimates
for each age strata (Armitage and Berry 1994; Chiang 1984). Some developments of this approach are also useful to evaluate
the impact of competing risks as they act upon a group, as well as to obtain data to draw survival curves, survival probabilities,
and hazard functions (Selvin 1991).
Generally, a distinction is made between cohort (or generation) life tables and current life tables. While the former variant
aims at describing the actual observed survival experience of a group or cohort of individuals born at about the same time
(a generation cohort) followed up through time, the latter type describes the survival pattern of a population group subject
throughout life to the age-speciﬁc death rates currently observed in a particular community, as though no signiﬁcant cohort
effects, for example, generation variability inﬂuences exert their actions.
Both these two life table forms are quite useful in the context of epidemiological or vital statistics studies. While the current
life table technique provides an alternative method to standardization when comparing the mortality experience or the burden of
disease of different groups, the generation life table approach is particularly useful in the context of occupational health studies;
namely, to investigate the patterns of observed mortality in speciﬁc professional groups followed up over a long period of time
(Armitage and Berry 1994).
Another commonly-made distinction separates abridged from complete life tables. While an abridged life table typically
displays data by 5- or 10-year age intervals, a complete life table exhibits data for every single year of age until the closing
category which, until recently, was most of times 85
+, that is, 85 and over years of age. In this sense, the abridged life table is
constructed by reference to a “standard” complete table, whose signiﬁcant internal relationships are transposed to the simpliﬁed
version. Being an approximation, its use is mainly justiﬁed by computational constraints, or by lack or scarcity of the data. On
the other hand, a complete life table may also be aggregated into 5- or 10-year age groups (Anderson 1999).
Chiang (1984), as well as others (for example, Armitage and Berry 1994; Anderson 1999) emphasize that the technique
of construction of life tables, such as those published by life assurance ofﬁces or national sources of vital statistics, is a rather
complex one. However, Hill and Hill (1991), as well as Selvin (1991) describe quite simple construction strategies which, being











































































































































































































l command allows the computation of life tables for whole populations, or their subgroups, based on vital
statistics data, following the method described by Selvin (1991). Furthermore, it also permits the user to produce the so-called
“multiple speciﬁc causes of death analysis,” as well as several indicators of potential years of life lost due to speciﬁc causes
of death, and also a number of graphics describing several aspects of the global and cause-speciﬁc survival experience of the








l allows the construction of life tables based on data for single years of age, or aggregated for several years,
following the general method provided by Selvin. According to this approach, a population life table, as well as several derived




j, expectation of life estimates or the corresponding survival probabilities
or hazard rates (and functions), can be generated if we dispose of a set of observed age-speciﬁc mortality rates (or data allowing
their computation, such as the number of recorded deaths and number of persons at risk for each age interval). The command
options provided allow not only the computation of general life tables (for all causes of death at once, that is, single-cause life























t) on the pattern of human mortality. Up to 20 different variables registering the number of deaths related
to particular causes in each age strata may be added through the
s
c option. The resulting output will then include tables with





i, which is Potential Years of Life Lost until age






i, “uncorrected” Potential Years of Life Lost
until age
x, due to cause
i; PEYLL, Period Expected Years of Life Lost; SEYLL, Standard Expected Years of Life Lost (Murray
and Lopez 1996), together with tables displaying the following statistics: at birth, and lifetime (beyond age
x), conditional
probabilities of death for each speciﬁc cause (
P
x
i, the probability of death by cause
i given survival to age
x), absolute risk of
dying by each cause, given a certain age, in the following interval (
q
x




i); and the probabilities of death after a certain age











t, the program will also display tables for observed number of deaths by each
cause and age level (
D
x










Throughout the program output, the notation used for the labeling of life table columns, as well as indicators such as those
just described (letters and expressions between parenthesis above), strictly follows the conventions adopted by Selvin (1991).
On the other hand, the output labeling for statistics related with the potential years of life lost group of indicators derives from






















c allow users to request the graphs of, respectively, expectation of life function(s), cumulative distribution(s) of expected






s requests all ﬁve graphics at once.

























s options are used
together, we strongly recommend the user to begin by exploring the program with one of the example databases included with
this insert.
Minimal speciﬁcation








l routine, it is necessary to specify at least






a a numeric or string variable, coded in such a way as to adequately describe the





































the variable is string type),
and one of












































































", and so on, would not conform to this requirement
















" after a sorting. When in doubt, perhaps a safer alternative
is provided by the use of a naturally ordered numeric variable to designate the successive strata in this option, together with





l to provide labels for the output. This alternative instructs the
program to use as labels in the output the ﬁrst seven characters of the strings contained in labelvar.Stata Technical Bulletin 31







)), these must be constructed in order to
represent number of events for 1, 10, 100, 1,000, 10,000, 100,000, or 1,000,000 persons. If the rates multiplier is other than
















) is also utilized. However, regardless
of the power of ten of the rates used, the ﬁgures shown in the life table column
R
x for the life-table age-speciﬁc mortality rates
are always referred to number of events per 100,000 individuals.







), where radix stands for
l
0, the arbitrary number for people entering the life table’s ﬁrst age
level, it is also possible to choose a value different from the default of 100,000. Although the radix is an essential element from
which all the life table is derived, this option rarely will need to be used, since the default will be adequate for the majority of
circumstances.
Another important technical detail of the life table construction regards the evaluation of the contribution made to the total

























Generally, it is assumed that, on average, those who die during each age period were alive for a time of approximately half of the
total interval length. However, for life tables in which the interval lengths considered are equal to one year for ages following
birth (complete life tables), that approximation is not valid. Indeed, during the ﬁrst few years of life, deaths tend to occur not
symmetrically around the midpoint of the interval, thus originating an overestimation of the same interval life table stationary
population (
L
x). Usually this problem is dealt with by some form of correction made to the general rule above. One of the
methods available, reported, and adopted by Selvin (1991) is the speciﬁcation of weights other than 0.5 for the contribution of
















speciﬁcation of such weights. If the option is ignored and the interval lengths of the life table intervals are all of one year, the
weights automatically used by the program will be those empirically determined by Chiang (1984) and reported by Selvin (1991)
for, respectively, the ﬁrst four years of life: 0.113, 0.430, 0.450, and 0.470. At all subsequent intervals and in all circumstances,
the contribution of each death to total time lived in the age segment is considered to be equivalent to one half the period length
(that is, 0.5 years for complete life tables or half the interval length for tables with different aggregation of ages). On the other
hand, if any of the life table age intervals extends itself for more than one year, the program automatically makes this parameter
equal to 0.5 at all age levels, unless otherwise explicitly required by the declaration of a different set of one to four values















), allows the user to inform the program
about the name of the numeric variable which registers, in years, the length of each age interval. If this option is not used, the
program assumes that all age periods are of one year length.
It is also possible to retain and/or save for further analysis or transformation several variables produced in the background












)). Unless one of the two options just mentioned
is included in the command line, the original data will always be restored (or reconstructed) at the end of the processing, thus
protecting any user variables with names similar to the ones listed below in the original ﬁle. Kept variable names and their
content are the following:
R
x (life table mortality rates per 100,000 persons),
q
x (probability of dying in the
x age interval),
d
x (expected number of deaths in the age interval),
p
x (probability of surviving the age interval),
l
x (number of people alive
at the beginning of the age interval),
L
x (cumulative years lived through age
x),
T







































i (the number of the last speciﬁc cause of death included in the
s




i (risks of dying of cause




i (expected total number of deaths by cause
i after the




i (cumulative distribution of deaths by cause
i, through age).
Other available resources
Stata already has several quite extended and useful commands, the set of
s
t algorithms, which can be applied to the analysis
of “cohort” type, follow-up data. With some of these
s
t commands, it is also possible to produce several variants of the classic
life table here presented, provided the original data are recorded at the individual level (single observations followed-up through
ﬁxed or variable length time intervals). However, with the available
s
t commands, it is not possible to produce life tables for









) allows the speciﬁcation of a numeric or string variable coding the different age strata. This option must
always be speciﬁed. If the variable used is numeric, the values representing the successive age strata must be monotonically
ascending numbers, because during processing, this variable will be subject to an ascending sort, and the concrete values






































[). If the alternative possibility of specifying a string variable is utilized, the same also applies.32 Stata Technical Bulletin STB-59
Therefore, care must be taken in order to use strings which, after being sorted, keep in the correct order the corresponding
age strata. A perhaps safer alternative is the use of a numeric variable with ascending integers to designate the successive












y subgroups) variable describing the age strata cannot have







) designates a variable for stratum-speciﬁc observed mortality rates. Use of this option is mandatory, unless the
following two options are used instead. The age-speciﬁc rates can be expressed in terms of several population multipliers
(powers of ten). However, if the speciﬁc power of 10 for which the rates are referred is not 100,000 (the default), its value























) designates a numeric variable with the number of persons at risk at each of the age strata (for example, the mid-year












) requests that all computations and outputs, graphics included, are produced for every subgroup deﬁned by the







(age interval length var
) allows the user to declare a numeric variable specifying the length, in years, of the successive
age strata. When this option is not used, it is assumed that all age intervals are equal to one year (in other words, it is
assumed by the program that the life table being calculated is a complete life table). The (within subgroup) value for the







) allows the user to modify the life table number of persons at risk at exactly age 0; that is, the size of the life table
conventional cohort (radix or
l











) speciﬁes a list of from one to 20 numeric variables registering the cause-speciﬁc number of observed deaths




) subgroups). Use of this option will always be followed
by a “multiple causes-of-death” analysis, consisting in the output of a number of additional tables. These will include
estimates for the 1) at birth, and lifetime (beyond age












i), 3) cumulative distributions of deaths by cause and age (
F
x
i), and 4) probabilities of death after a certain age
x,g i v e n
that the death is caused by each of the speciﬁc categories considered. Whenever this option is utilized, it is safer and wiser








) to explicitly declare the total number of deaths observed to occur in each age strata.
However, this requirement is not absolute because, in the absence of an explicit declaration of the total number of deaths

















) option is not being used, care must be taken to assure that this assumption holds, for instance








) option, one variable for a residual speciﬁc cause-of-death category corresponding to
the remaining, not otherwise explicitly considered, causes of death. Finally, as an alternative to the speciﬁcation of the
absolute number of observed deaths by speciﬁc causes, the variables for speciﬁc causes of death may also contain previously
calculated age (and/or group) speciﬁc rates of death. It is only necessary that these rates are all referred to the same number


























) contain speciﬁc rates instead of absolute numbers of




















), provided the data
are available in order to allow the deduction of all the parameters necessary to produce the standard output. If neither of
these is available (that is, if strictly only rates are declared), the program will not be able to calculate the potential years






















) allows speciﬁcation of the contribution made for the total time lived on each of the ﬁrst four life
table periods by the cases registered as deaths occurring in these same time intervals. The quantities speciﬁed must be
expressed in terms of the proportion of the total interval presumably lived by any person ultimately deceased anytime during







s option allows the modiﬁcation of the default values for one, or all, of the ﬁrst four periods








l are those used by Selvin (1991) which, apparently, were taken from





























). The variable number of parameters passed to the program is interpreted according to their order, as pertaining
respectively to the ﬁrst, second, third, and fourth age intervals. If fewer than four of these parameters are speciﬁed, the
program assumes that the omitted parameters are the ones at the end of the list, and attributes to them the default valueStata Technical Bulletin 33
































)). Concerning all the time periods
following the fourth, it is also always assumed that each death contributes to the total time lived in each age level by the






) provides the possibility of modiﬁcation of the upper age limit utilized in the calculation of the indicator “potential
















), following the convention adopted by the
U.S. Centers for Disease Control and Prevention, and also by a number of other national and international agencies. In this
option, as well as in all outputs of the program, we also complied with the Murray and Lopez (1996) suggestion of always
















p is included, the user data is left behind,















replacing any equally named pre-existent ﬁle. The variables added to the original set are
R





x Probability of dying in interval
d
x Expected number of deaths in interval
p
x Probability of surviving the interval
l
x Number of people alive at the beginning of the interval
L
x Cumulative years lived through
x
T


































) speciﬁes a string variable to be used in the outputs in the substitution of conventional ordered values in the





l option, the user is always obliged








), in order to clearly indicate
the correct ordering of the age levels. Due to the output space available, the strings stored in labelvar will appear truncated


















referred. Allowed values are powers 0 through 6 of ten. The default value for the rates multiplier, assumed whenever this






t suppresses the display of tables, which may be useful if the user is mainly interested in the production of graphs or in
comparing subgroup life expectancies.
n
o
o completely suppresses the written outputs. Following this option, only graphs will be displayed provided they have been














) to instruct the program to display three additional tables related with the








i), and the life table expected































) allows the user to specify the name of a new ﬁlename to save the results. The name for the ﬁle must be




































s speciﬁes the production of all the ﬁve available groups of graphics. The same graphs may instead be produced individually
by using the next ﬁve options.
g
e requests the display of a graphed expectation of life function (expectation for the mean years of remaining life to be lived,
at each age), for one or more of the subgroups considered.
g
p requests the graph of the cumulative (proportional) distribution(s) of expected deaths.34 Stata Technical Bulletin STB-59
g
s requests the production of a graph with the survival function, or functions, if subgroups are being considered.
g
h requests a graph of the hazard rate function, or functions, if subgroups are being considered.
g
s






















s options are speciﬁed.
Examples





















a, was prepared with data taken from Selvin (1991, 245–248) and contains several variables











a, stores Portuguese mortality data from
several years (1993–1998) disaggregated on sex. This ﬁle also includes variables registering the number of observed deaths in











a,s t o r e s
data on California male mortality in 1980 related to four speciﬁc categories (lung cancer, ischemic heart disease, motor vehicle




































































































































































































































































































































































































































































































































































































































































































































































































































































a of byte type, codiﬁes information for the 91 age strata in both sexes.









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































From left to right the columns exhibit for each of the age strata numbered in the ﬁrst column:
R
x, the life table mortality rate;
q
x, the probability of dying in the age period for those alive at its beginning;
d
x, the life table number of expected deaths in
each stratum, given the radix;
l
x, the life table number of people alive at the beginning of each age period;
L
x, the life table
total number of years lived in the age period by those alive at its beginning (the life table person-years or stationary population);
E
x, the expected (mean) years of remaining life for each stratum; and, ﬁnally,
S
x, which informs about the mean probability of
surviving until the beginning of each particular stratum.
At the end of the output appears the life table estimate of the crude mortality rate (always expressed in terms of deaths by
1
0
3 persons), and also the life table estimate of the “at birth” life expectancy statistic.
Notice because we have redundant data in our dataset (observed rates together with number of observed deaths plus


















































































































































































b was constructed in order to reproduce the natural order of the age strata after being sorted.
The last example also illustrates the use of observed age-speciﬁc mortality rates referred to a number of people other than the
100,000 default value.










j (their total). Following the classical division of a population from age 0 to 90
+, the strata numbers should be interpreted























































































(age interval length var
) due to the fact that we have been







(age interval length var
) option modifying the default assumption.
Let us also consider the request of one or more of the available graphs. It is only necessary to add, to any variation of the











































produces, in addition to two life tables for both sex groups (which could have been suppressed provided that we also included
in the command line the option
n
o
o), the following ﬁve graphs.



















Life Expectation Functions (death var: Rx100000)
Age level






















Density functions : P(x)/dAge (var Rx100000)
Age level












 sex = 0  sex = 1




























Prob. of death until age, by sex (var Rx100000)
Age level


















Survival Functions (var Rx100000, by sex)
Age level












 sex = 0  sex = 1




























Hazard Rates (var Rx100000, by sex)
Age level













 sex = 0  sex = 1





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































r), disaggregated by sex, and we also dispose of a set of variables codifying the absolute number of observed
deaths related to four diagnostic groups (the
s
c
* variables registering, respectively, infectious diseases, cancer, cardiovascular








C) registering deaths linked with aetiologies different
from those otherwise explicitly considered. One other feature of this dataset is that the age intervals are bigger than one year in
length. In fact, data within each year-sex group is available only for (since birth, successive) ﬁve year intervals. Thus, we are
not dealing with the standard conditions required for the computation of a complete life table. However, since we do possess one






s), it is still possible to approximately estimate the life table(s), provided








) to instruct the program that we are dealing with nonequal or nonequal-to-one year age
lags.
For instance, if we were (again) simply interested in the calculation of male and female life tables for the calendar year






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































b, and, as anticipated, the program made a







s option to a constant value of 0.50. Nevertheless, this default behavior may






t option. We had to include an
i












a data ﬁle stores ﬁgures from several years. Had we preferred to obtain life tables for all the
calendar years, and for each of the genders one at a time, we would only have had to change accordingly the
i
f expression, as
well as the content of the
b
y option. Of course, we would also have had to be prepared to deal with a very long list of tables.
Next, we illustrate the study of multiple causes of death by means of life-table-derived methods which provide an opportunity
to isolate the impact of speciﬁc causes on the pattern of observed human mortality. The command below restricts the scope of





















































































































We present the resulting output, stripped of its ﬁrst part (a life table equal to the last one in the previous example). Of






y (which stands for “speciﬁc causes related output only”) in the above








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The ﬁrst section of this output comprises two tables for, respectively, the absolute estimates for potential years of life lost in
relation with each of the speciﬁc causes of death considered (ﬁrst table), and the very same statistics transformed in rates per
1,000 persons at risk (second table).
Four different statistics are displayed: 1) PYLL
(
x
), for the potential years of life lost until age
x; a sum of the time
lags separating the moment of each death (considered to correspond, on average, to the midpoint of each age interval), and a





u, which is basically the same statistic, but noncorrected (
u stands for
uncorrected) for the estimated time lived in each age interval by those who die in it (this odd version of the statistic always
provides higher estimates than PYLL
(
x
) because it follows the noncredible assumption that all deaths occur at the beginning of
each age interval, was only included in the program output in order to allow, by comparison, an evaluation of the impact and
the possible bias linked to the discrete nature of the age interval lengths being considered); 3) PEYLL, which stands for period
expected years of life lost; a popular alternative to PYLL
(
x
), calculated for the whole life span, and where the years of life lost
due to a death occurring at each age interval are made equal to the local expectation of life; and 4) SEYLL, which designates
the standard expected years of life lost, a completely different type of indicator, standardized in nature, and thus, from the
beginning, conceived with the aim of allowing between-population comparisons (its general deﬁnition is similar to that of PEYLL
but, differently, the estimates for the age speciﬁc expectations of life are substituted from those of a reference population; in
our program the “Coale and Demeny West Level 26” standard population, adapted from Murray and Lopez (1996), a population
segment which exhibits an at-birth expectation of life of 82.5 years, and whose life expectation structure is applied by our
program indifferently to both sexes).
In regard to PYLL
(
x
), we must also add that a wide range of potential limits to life have been used, ranging from 60 to 85
(Murray and Lopez 1996). Although some authors, such as Dempsey (1947) argued that the limit to life should be set equal to
the life expectancy at birth for any given population, others have sustained, on the basis of equally weak statistical arguments,
that the same limit should be set to some other values, for some bigger, for others lower than life expectancy, no deﬁnitiveStata Technical Bulletin 41
answer to the problem can be provided. So, while our program by default sets this limit to 65, the user remains free to modify





The next table, entitled “Lifetime (at birth) prob. of death” shows an extract from the third of the next four tables presented
and grouped together under the general heading “Multiple Causes Life Table(s)”. The ﬁgures represent the life table estimates
for the at-birth probability of dying due to each of the speciﬁc causes under study. For example, it can be seen that while the
expectation for Portuguese male newborn of a future death related to a cardiovascular problem is almost 39%, its chances for a
future death by accident (plus suicide or homicide) round to 7%.








of the lifetime, and beyond age
x, conditional probabilities of death (that is, the probabilities of dying due to a certain cause




i), and ﬁnally, of the conditional probabilities of dying after any age provided that death is caused












Since the interpretation of this kind of output is straightforward, we limit ourselves to showing some other possible examples the
user may want to try, namely to illustrate the fact that it is also possible to obtain graphed versions of the probability functions.













































































































































g. The ﬁrst four show the risk of death through age functions for the four speciﬁc groups of causes being studied. One
obvious feature is the obvious relative increase in risk of dying by external causes and infections after adolescence, followed by a
posterior decrease in the same risks, during the thirties and forties, and again an increase much later in life. Also characteristically,
the corresponding patterns for cancer and cardiovascular diseases are quite different from these; risks increase monotonically






Risk of death due to cause sc_infec [q(x)i]
Age level

















Risk of death due to cause sc_tumor [q(x)i]
Age level

















Risk of death due to cause sc_circ [q(x)i]
Age level

















Risk of death due to cause sc_acid [q(x)i]
Age level












Figure 6. Risk of death through age functions for different groups of causes.
The next two graphs display the cumulative distributions of age at death and the survival probabilities conditional on the
cause-of-death for all causes taken together. These two reciprocal sets of functions clearly show (again) that both the external
causes of death, and the infectious diseases, detach themselves as important causes of premature death. It is perhaps appropriate
to remember that, although these two groups of conditions, even when taken together, sum to a relatively low absolute risk (a
global lifetime risk around 9%), they also have already shown to be responsible for a total of 125,613 years of life lost, even

















Cumulative distributions of age at death [F(x)i]
Age level












 sc_infec  sc_tumor  sc_circ








Survival probability conditional on cause of death
Age level -- S(x)i = Pr(dth after x | dth by cause)












 sc_infec  sc_tumor  sc_circ
 sc_acid  AllOthrC
Figure 7. Cumulative distributions of age at death functions.
Finally, we also show a series of four other graphs produced, illustrating the conditional probability of death due to affections
related to any of the speciﬁc cause groups given age
x (that is, the future risk of dying due to any of the causes, for those that
already have attained age
x).
Lifetime (at birth and rest of life) probability of death by sc_infec






Probability of death by cause given death after age x
Age level













Lifetime (at birth and rest of life) probability of death by sc_tumor






Probability of death by cause given death after age x
Age level













Lifetime (at birth and rest of life) probability of death by sc_circ






Probability of death by cause given death after age x
Age level













Lifetime (at birth and rest of life) probability of death by sc_acid






Probability of death by cause given death after age x
Age level













Figure 8. Future risk of dying due to individual causes, given survival to
x.
Note that only the relative proportion of dying by means of one of the cardiovascular related affections seems to (deﬁnitively)
increase monotonically throughout the life span.
The reader may ﬁnd it useful to explore some further examples we provide below (with outputs omitted) exploring the third











a. Once again, most of the examples and illustrations included by Selvin (1991)








l command provided only the user has enough patience and is willing to discount











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































One ﬁnal comment on potential years of life lost
Under the (not so realistic) assumption of the possibility of a complete elimination of any chosen cause of death, it is also
possible to obtain one other type of summary statistic related to the potential years of life lost concept, but quite different from
those described so far. It is only necessary to calculate, one after the other, two life tables: the ﬁrst, a standard one, and theStata Technical Bulletin 43
second, a slightly modiﬁed version in which the total number of deaths variable is reduced by a number equal to the deaths caused
by the speciﬁc cause chosen. Afterwords, making a simple difference between the two estimates obtained for the expectation of
life at birth will generate a statistic which may be interpreted as the mean number of additional years of living gained by each
person if the speciﬁc cause of death under scrutiny could be eliminated (or, saying it otherwise, a summary measure of the mean






























































































































































































































































































































































































































































































































































































































































































d) would result in an average increase in the life expectation of each male of 1.9 years. It can be veriﬁed that similar
summary measures for cancer and cardiovascular related deaths amount to, respectively, 2.8 and 5.0 years, while the impact of
infectious diseases attains no more than 0.6 years.
Methods and formulas
The all life table is generated from
q


















x represents the observed mortality rates,
n
x the length of the age interval, and
w
x the factor deﬁning the proportion
of the interval during which those that die remain, on average, alive. In the last age interval
q
x is always made equal to 1.0
because all of those reaching the beginning of that last, open age interval, will die during it. Throughout the program,
p
x,t h e








The life table radix,
l




























Life table decrement function (
d
x)
The number of deaths
d
















x in the last interval,
dxlast, is equal to
lxlast since
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x is calculated by summing
L
x values at and above age
x (of course, at the last age interval,
T




























Life expectancy at exactly each age















0, the at-birth life expectancy.
Life table estimate for the crude mortality rate (
R
c)












































































































=2). Due to the discrete treatment of the age dimension,
if the upper age limit
L was not deﬁned in order to correspond to any age interval’s lower or upper limit, the correct number
of deaths for the relevant subsection of the time interval is estimated by assuming a uniform distribution of deaths during the
interval.
Period expected years of life lost (PEYLL)
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In this formula,
e
x represents the age-speciﬁc expectation of life.
Standard expected years of life lost (SEYLL)
























l command automatically computes
this statistic in reference to Coale and Demeny’s “West Level 26” age-speciﬁc expectations of life for females, which we decided
to apply indifferently to every group analyzed. These reference estimates were published by Murray and Lopez (1996), but only
for ﬁve-year spaced ages from 0 to 100 years. In order to allow their use in the context of complete life tables construction and
analysis with our program, we had to estimate values for intermediate years by linear interpolation. The following table presents












0 82.50 20 63.08 40 43.53 60 24.83 80 8.90
1 81.84 21 62.10 41 42.57 61 23.95 81 8.36
2 80.87 22 61.12 42 41.61 62 23.07 82 7.83
3 79.90 23 60.13 43 40.64 63 22.20 83 7.29
4 78.92 24 59.15 44 39.68 64 21.32 84 6.76
5 77.95 25 58.17 45 38.72 65 20.44 85 6.22
6 76.96 26 57.19 46 37.77 66 19.59 86 5.83
7 75.97 27 56.21 47 36.83 67 18.74 87 5.43
8 74.97 28 55.23 48 35.88 68 17.90 88 5.04
9 73.98 29 54.25 49 34.94 69 17.05 89 4.64
10 72.99 30 53.27 50 33.99 70 16.20 90 4.25
11 72.00 31 52.29 51 33.07 71 15.42 91 3.98
12 71.00 32 51.31 52 32.14 72 14.63 92 3.71
13 70.01 33 50.34 53 31.22 73 13.85 93 3.43
14 69.01 34 49.36 54 30.29 74 13.06 94 3.16
15 68.02 35 48.38 55 29.37 75 12.28 95 2.89
16 67.03 36 47.41 56 28.46 76 11.60 96 2.71
17 66.04 37 46.44 57 27.55 77 10.93 97 2.53
18 65.06 38 45.47 58 26.65 78 10.25 98 2.36
19 64.07 39 44.50 59 25.74 79 9.58 99 2.18
100 2.00
Table 1. Coale and Demeny’s “West Level 26” age-speciﬁc expectations of life for females.
Modiﬁed from Murray and Lopez (1996, 17).
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (979–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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183 30 Taby STOCKHOLM, Sweden Phone: +46-708-163128
URL: http://www.metrika.se Fax: +46-8-7924747
Email: sales@metrika.se
Company: MultiON Consulting, SA de CV Countries served: Mexico
Address: Insurgentes Sur 1236-301 Phone: 52 (5) 559-4050 Ext 190
Mexico, DF, 03200, Mexico Fax: 52 (5) 559-4048
Email: multion@multion.com.mx
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Company: Ritme Informatique Countries served: France, Belgium, Luxembourg
Address: 34, boulevard Haussmann Phone: +33 (0)1 42 46 00 42
75009 Paris, France Fax: +33 (0)1 42 46 00 33
URL: http://www.ritme.com Email: info@ritme.com
Company: Scientiﬁc Solutions S.A. Countries served: Switzerland
Address: Avenue du G´ en´ eral Guisan, 5 Phone: 41 (0)21 711 15 20
CH-1009 Pully/Lausanne, Switzerland Fax: 41 (0)21 711 15 21
Email: info@scientiﬁc-solutions.ch
Company: Smit Consult Countries served: Netherlands
Address: Doormanstraat 19 Phone: +31 416-378 125
5151 GM Drunen, Netherlands Fax: +31 416-378 385
URL: http://www.smitconsult.nl Email: info@smitconsult.nl
Company: Survey Design & Analysis Services Pty Ltd Countries served: Australia, New Zealand
Address: PO Box 1206 Phone: +61 (0)3 9878 7373
Blackburn North VIC 3130, Australia Fax: +61 (0)3 9878 2345
URL: http://survey-design.com.au Email: sales@survey-design.com.au
Company: Timberlake Consultants Countries served: United Kingdom, Eire
Address: Unit B3 Broomsleigh Bus. Park Phone: +44 (0)208 697 3377
Worsley Bridge Road Fax: +44 (0)208 697 3388
LONDON SE26 5BN, United Kingdom Email: info@timberlake.co.uk
URL: http://www.timberlake.co.uk
Company: Timberlake Consultants Srl Countries served: Italy
Address: Via Baden Powell, 8 Phone: +39 (0)864 210101
67039 SULMONA (AQ), Italy Fax: +39 (0)864 206014
URL: http://www.timberlake.it Email: timberlake@arc.it
Company: Timberlake Consulting S.L. Countries served: Spain
Address: Calle Mendez Nunez, 1, 3 Phone: +34 (9) 5 422 0648
41011 Sevilla, Spain Fax: +34 (9) 5 422 0648
Email: timberlake@zoom.es
Company: Timberlake Consultores, Lda. Countries served: Portugal
Address: Praceta Ra´ ul Brandao, n
￿1, 1
￿E Phone: 351 (0)1 471 73 47
2720 ALFRAGIDE, Portugal Fax: +351 (0)1 471 73 47
Email: timberlake.co@mail.telepac.pt
Company: Vishvas Marketing-Mix Services Countries served: India
Address: C
nO S. D. Wamorkar Phone: +91-251-440087
“Prashant” Vishnu Nagar, Naupada Fax: +91-22-5378552
THANE - 400602, India Email: vishvas@vsnl.com