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R e s u m o
Neste trabalho apresentamos um estudo numérico das propriedades de reconstrução 
e aprisionamento de pacotes de onda Gaussianos em duas classes de sistemas do tipo bilhares 
(isto é, sistemas confinados por potenciais constituídos de paredes infinitas). Investigamos 
alguns sistemas unidimensionais, cuja energia depende de um único número quântico, e dois 
sistemas bidimensionais onde a energia é rotulada por dois números quânticos. Os sistemas 
unidimensionais aqui tratados foram: Poço quadrado, poço degrau, poço degrau assimétrico 
e poço delta. Os sistemas bidimensionais foram: bilhar retangular (quadrado) e bilhar degrau 
com potencial linear. Propomos também um método simples de classificação das escalas de 
tempo de reconstrução do pacote, que consiste na modificação do centro (x0) do pacote de 
onda no interior do poço, bem como uma generalização do tratamento dado ao poço delta, 
permitindo estudar, por exemplo, as propriedades de aprisionamento do pacote.
2
A b s t r a c t
In this work we present a numerical study of the revival and trapping of Gaus­
sian wave packets for two classes of billiard types systems (by a billiard we mean that a 
quantum particle is spatially confined by infinite wall potentials). We first investigate some 
one-dimensional systems, whose energies depend only on a single quantum number. Then 
we analyze two-dimensional cases, where the energy is labeled by two quantum numbers. 
The one-dimensional exemples treated here are: square well potential, step well potential, 
asymmetric step well potential and delta potential. The two-dimensional exemples are: rec­
tangular and square billiards and a step billiards with a linear potential. We consider a 
simple method to classify the time scales for which the revival phenomenon takes place. We 
also a generalize the usual approach used to the delta well. These new approach is allow us 
to study different aspects of localization of wave packets.
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I n t r o d u ç ã o
1
M o t iv a ç ã o
Existem muitos sistemas na natureza onde partículas são confinadas em uma certa 
região do espaço. Como exemplo podemos citar os elétrons em semicondutores, elétrons 
em átomos, e núcleons em núcleos atômicos [1]. As partículas são confinadas nessa região 
devido a ação de forças, que em mecânica quântica são representadas por operadores ou 
funções de energia. Tais sistemas cujo potencial de aprisionamento tem origens quânticas 
são denominados poços quânticos. A Fig. 1.1 mostra um diagrama esquemático de uma 
partícula confinada em um poço quântico unidimensional.
Fig. 1.1: Diagrama esquemático de um poço quântico.
A curva V (x ) representa a energia potencial em função da posição, mostrando também 
a energia total E, e os pontos de retorno clássicos C. Esses pontos denotam os limites 
clássicos de movimento da partícula cuja energia cinética é dado por E — V . Como a energia 
cinética é sempre maior ou igual a zero, então a partícula permanece classicamente confinada 
na região entre os dois pontos de retorno.
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Nesta dissertação utilizaremos linhas verticais para delimitar os pontos de retorno 
clássico. Nesse caso, a partícula inverte o sentido do movimento instantaneamente adquirindo 
nesses pontos uma aceleração infinita. E claro que essa não é uma situação física real, 
não obstante, esses modelos apresentam simplificações matemáticas que em alguns casos 
particulares permitem um estudo analítico do espectro de energia.
0  estudo da evolução temporal de uma partícula em um poço quântico depende criti­
camente das soluções do espectro quantizado de energia, já que estamos tratando apenas de 
estados ligados. Esse espectro pode ser obtido através da solução da equação de Schrödin­
ger para uma determinada energia potencial. Sistemas cujas energias são rotuladas por dois 
números quânticos n e m , são freqüentemente referidos na literatura como bilhares quânticos 
ou “ quantum billiards”. O grau de dificuldade em resolver o problema de autovalores de­
pende da forma do potencial. Para sistemas muito regulares, como por exemplo nos bilhares 
quadrado, retangular [2], ou circular [3], a equação de Schrödinger conduz a uma solução 
analítica para os autovalores de energia.
O problema agora consiste em determinar os estados estacionários de um sistema 
quântico mais geral, com forma arbitrária para energia potencial. Presumidamente, esses 
bilhares não podem ser resolvidos analiticamente, sendo tedioso e custoso resolver a equação 
diferencial (equação de Schrödinger) numericamente com o propósito de obtermos os au­
tovalores de energia. Embora os estados estacionários de um bilhar genérico possam ser 
determinados apenas numericamente, apresentamos nesta dissertação um método para a 
obtenção dos autovalores de energia e das autofunções, conhecido na literatura como ‘'''ex­
pansion method” ou método da expansão [4], Esse método consiste em resolver o problema 
de autovalores através da diagonalização do operador de energia.
Bilhares são sistemas freqüentemente empregados como primeiro modelo nas mais 
diversas áreas do conhecimento científico e tecnológico, atraindo interesses de áreas distin­
tas, como a eletrônica e a nanotecnologia. Em anos recentes, com o desenvolvimento de 
sofisticadas técnicas de crescimento de cristais, como por exemplo, a Epitaxia por Feixes 
Moleculares (MBE) [5], e as técnicas de litografia [6], tornou-se possível a fabricação de he- 
teroestruturas [7, 8] conhecidas como “nanodevices” (nanodispositivos), nas quais elétrons 
ficam confinados espacialmente em uma e duas dimensões. Em alguns casos esses dispo­
sitivos são construídos cuidadosamente de modo a apresentar uma estrutura geométrica 
simples, como por exemplo, a de um bilhar retangular, circular, etc [9, 10]. Alguns desses 
sistemas podem ser observados na Fig. 1.2. Os nanodispositivos mostrados na Fig. 1.2(a) e 
na Fig. 1.2 (b) são conhecidos na literatura como currais quânticos e foram construídos com 
as técnicas de microscopia de tunelamento de varredura “Scanning Tunnelling Microscope 
— STM ” [11, 12]. Essa, é a mesma técnica empregada em 1990 por pesquisadores da IBM,
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onde foi construído o logotipo da empresa com 35 átomos de Xenônio sobre uma superfície 
de Níquel — Fig. 1.2 (c) — publicado na revista Nature [13]. Estruturas nanométricas podem 
ser obtidas ainda através de processos físico-químicos [14], como no caso dos nanotubos de 
carbono mostrados na Fig. 1.2 (d). A Fig. 1.2 (e), tirada por microscopia eletrônica, mostra 
um fio de cabelo sobre um chip de memória DRAM inacabado e de tecnologia do ano de 
1986, ilustrando estruturas gravadas de largura de 2/xm. A Fig. 1.2 (f) mostra a fotografia 
de um microdispositivo, obtida por microscopia eletrônica de varredura, cujo rotor central 
mede aproximadamente 150um  construído com a técnica de litografia.
Para melhor utilização desses dispositivos, geralmente constituídos de Arseneto de 
Gálio (GaAs) ou Silício (Si), no caso das heteroestruturas, e de Carbono (C) no caso dos na­
notubos, faz-se necessário o estudo de modelos que descrevam o comportamento dos elétrons 
em confinamento. Então o que era um problema acadêmico, de encontrar as soluções da 
equação de Schrõdinger para o elétron, passou a ter um interesse prático. Um problema 
relevante, abordado em muitos trabalhos recentes, consiste no estudo da dinâmica de re­
construção1 de pacotes de onda, bem como a criação, evolução e detecção desses pacotes. 
Como exemplo de trabalhos teóricos, podemos citar a observação de reconstrução em poços 
unidimensionais [15, 16, 17], bidimensionais [2, 3], e em estruturas atômicas [18, 19, 20], bem 
como em uma aplicação relativamente nova, o “caos quântico” [21, 22].
Como esse tema não é apenas de interesse teórico, podemos citar alguns trabalhos 
experimentais que mostram o estudo de pacotes em alguns sistemas quânticos particulares. 
Como exemplo de sistema experimental realístico, podemos citar um elétron em estados 
de Rydberg [23, 24], onde o pacote de onda corresponde a uma superposição de n estados 
quânticos coerentes, sendo n o número quântico principal. Podemos citar também o estudo 
de pacotes de onda em sistemas moleculares [25, 26], em sistemas de fótons em cavidades 
[27] e no aprisionamentos de íons [28]. A criação, observação e evolução desses pacotes 
dependem da possibilidade de geração de estados coerentes localizados e de um apurado 
controle de detecção da distribuição do pacote em um instante de tempo posterior. Esses 
sistemas podem ser gerados pela excitação do elétron de um dos estados atômicos de baixas 
energias através de um pulso curto de laser, e sua detecção se dá por um segundo feixe 
de laser de curta duração. Uma discussão sobre a formação de pacotes de onda pode ser 
encontrada na Ref. [29].
1A reconstrução ocorre quando após um intervalo de tempo o pacote de onda retorna a sua condição 
(forma) inicial.




Fig. 1.2: Gravuras de nanodispositivos e microdispositivos construídos por diferentes 
técnicas, ilustrando a atual capacidade de m anipulação nessas escalas. 
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Dispositivos (2D) nos quais elétrons são confinados em um domínio de tamanho 
microscópico podem ser estudados como um exemplo experimental de bilhar quântico, onde o 
movimento do elétron é balístico, isto é, a partícula é espalhada pelas paredes do sistema [30]. 
Por isso os bilhares podem fornecer modelos de nanodispositivos, que possuem importantes 
aplicações na indústria de semicondutores. O aprimoramento nos conhecimentos sobre esse 
tipo de sistema contribui, então, para o entendimento dos fundamentos da mecânica quântica, 
bem como para os avanços tecnológicos dela decorrentes.
Os Poços Q u â n t i c o s
Este trabalho trata especificamente de sistemas em uma e duas dimensões, onde es­
tudaremos essencialmente as soluções da equação de Schrödinger, a construção, reconstrução 
e a evolução de pacotes de onda em bilhares quânticos. Os sistemas aqui estudados são:
Unidimensionais
-  Poço quadrado;
-  Poço degrau ;
-  Poço delta;
-  Poço degrau assimétrico;
• Bidimensionais
— Bilhar retangular (quadrado);
— Bilhar degrau com interação ;
O estudo desses sistemas simples, nos permite focar atenção em aspectos relevantes 
da reconstrução de pacotes de onda, já que os fenômenos de interesse aparecem nesse tipo 
de problema. Embora a maior parte dos bilhares investigados aqui possam ser encontrados 
na literatura, em nosso trabalho, freqüentemente, fizemos algumas modificações, como por 
exemplo, na forma inicial do pacote de onda, que em nosso caso definimos como sendo 
descrito por uma distribuição Gaussiana. Outro aspecto importante que podemos ressaltar 
é a forma de classificação das escalas de tempo de reconstrução, que em nosso trabalho foi 
realizada através da modificação da posição média inicial (xo) do pacote de onda no interior 
do bilhar.
O arquétipo de um sistema unidimensional para o estudo da reconstrução de pacotes 
de onda, é o poço quadrado infinito — veja a Fig. 3.1 na página 23. Esse sistema apresenta 
soluções matemáticas simples, onde os autovalores de energia, autofunções [1], e o tempo 
de reconstrução total [17] podem ser obtidos analiticamente. Esse sistema será nosso labo­
ratório, por se tratar de um problema de fácil implementação computacional, com resultados 
conhecidos na literatura, onde a maior parte dos fenômenos de interesse são observados. Esse 
problema também é usado freqüentemente como primeira aproximação para muitos proble­
mas em física e engenharia. Através de análises numéricas foi possível obter o tempo de 
reconstrução total do pacote de onda, corroborando os resultados obtidos analiticamente.
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O poço degrau infinito unidimensional — veja a Fig. 3.7 na página 33 — não apresenta 
uma solução analítica para os autovalores de energia. Para obtê-los precisamos resolver uma 
equação transcendental. Como efeito, os tempos de reconstrução do pacote de onda só 
poderão ser obtidos numericamente. Estudaremos também o comportamento da partícula 
para diferentes valores de energia da barreira.
O poço degrau assimétrico infinito unidimensional — Fig. 3.21 na página 55 — 
também não apresenta soluções completamente analíticas para os autovalores de energia, ou 
seja, a analiticidade vai até encontrarmos uma equação transcendental cuja solução numérica 
fornece os autovalores de energia. O principal objetivo nesse sistema será comparar os auto­
valores de energia obtidos numericamente pelo método da expansão com os resultados obti­
dos através da equação transcendental. Esse procedimento evidenciará, então, a eficiência do 
método da expansão (diagonalização do Hamiltoniano) na obtenção dos estados estacionários 
desse problema.
O poço delta infinito unidimensional — Fig. 3.14 na página 44 — não apresenta 
solução analítica para os autovalores de energia, portanto a obtenção dos tempos de recons­
trução do pacote foram obtidos apenas numericamente. Nesse problema mostraremos que 
a presença da delta não destrói a reconstrução total do pacote de onda, apenas modifica os 
instantes de sua ocorrência. Mostraremos também que esse instante depende sensivelmente 
da constante de acoplamento A. Esse fato já foi mostrado analiticamente por [3], mas com 
algumas restrições, como por exemplo, a presença da delta apenas no centro do poço e o pa­
cote de onda construído com níveis de energia muito maiores ou muito menores que a energia 
da barreira. Em nosso trabalho não há restrições dessa natureza, pois chegamos a expressões 
mais gerais, onde uma possibilidade introduzida, consiste na modificação da posição da bar­
reira no interior do poço, possibilitando estudar a propriedade de aprisionamento do pacote 
via manipulação das dimensões (larguras) do poço.
O problema bidimensional mais simples a ser estudado é o poço retangular (qua­
drado) infinito bidimensional [2], veja a Fig. 4.1 na página 61. Esse problema pode ser 
tratado como uma generalização do problema unidimensional. Esse sistema é um dos pou­
cos bilhares onde há solução analítica para os autovalores de energia e para as autofunções 
[31], e conseqüentemente para os tempos de reconstrução do pacote. Fizemos uma análise 
numérica da evolução do pacote de onda, onde os resultados numéricos concordaram com os 
resultados obtidos analiticamente.
0  poço degrau assimétrico bidimensional, mostrado na Fig. 4.8 na página 74, não 
tem solução analítica para os autovalores de energia e portanto todos os procedimentos são 
realizados numericamente. Esse problema permitiu-nos estudar a dinâmica de um pacote 
de onda em um sistema mais geral. Nesse caso observamos que pacotes de onda com ener-
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gia média menores que a altura da barreira permanecem aprisionados na região de menor 
potencial, mesmo para potenciais de acoplamento entre os estados em x e os estados em y 
significativamente intenso.
2
D e s e n v o l v i m e n t o s  T e ó r i c o s
2.1 E q u a ç ã o  d e  S c h r ö d i n g e r
Considere uma partícula sujeita a uma energia potencial V (r; t). Em um limite não 
relativístico sua dinâmica pode ser descrita pela equação de Schrödinger [32]
=  tf!*) • (2-i)
Particularizando esse sistema para o caso em que a energia potencial não depende 
explicitamente do tempo, ou seja, V(f]t)  = V(r)  podemos reescrever a Eq. (2.1) como
H\<f>) = m  , (2.2)
onde H  é o operador de energia, \4>) representa os autoestados e E  são os autovalores de 
energia de H. O Hamiltoniano do sistema é dado por
•n 2
H — + V(r) , onde p =  —ihV  ,
então
H = ~ m v2 + v ( f )  ■ (2-3)
Aplicando a Eq. (2.3) em (2.2), obtemos a parte espacial da equação de Schrödinger
~ V2ó (0  +  V(r) m  =  E m  . (2.4)
A solução geral da equação de Schrödinger será dada pelo produto entre a solução 
espacial ó(r) e a solução temporal r(í), então
$(f; í) =  r(t)
=  4>(r) e~*Et .
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A Eq. (2.4) é também conhecida como equação de Schrödinger estacionária, sendo 
válida para V{r\t) = V(r), onde h é a constante de Planck (h =  /i/27t), M  é a massa da 
partícula e são as autofunções. Essa equação será amplamente utilizada neste trabalho 
porque tratamos exclusivamente de potenciais independentes do tempo. Nosso objetivo 
agora, será encontrar os autovalores de energia e suas autofunções. Para isso precisamos 
resolver a equação diferencial (2.4) para uma determinada energia potencial V(r).
E q u a ç ã o  d e  S c h r ö d in g e r  U n id im e n s io n a l
A equação de Schrödinger unidimensional pode ser obtida através da simplificação 
da Eq. (2.4). Consideremos agora uma partícula sujeita a uma energia potencial V(x).  O 
operador de energia para esse sistema será
H = m +V(x )  ■ onde p = ~ ihê  '
então
H = ~ ê ^ + V ^  ■ ^
Aplicando a Eq. (2.5) em (2.2), obtemos
h2 d24>(x)
+ V(x) 4>(x) =  E 4>{x) . (2-6)
2 M  dx2
Esta é a parte espacial da equação de Schrödinger unidimensional, onde a parte temporal é 
análoga ao caso mostrado anteriormente.
2.2 P a c o t e  d e  O n d a
A dinâmica de uma partícula em um poço quântico pode ser estudada através 
da evolução temporal de um pacote de onda [33]. Esse pacote pode ser definido como a 
superposição de estados quânticos localizados no espaço, que no caso da incerteza mínima 
(pacotes Gaussianos por exemplo) pode fornecer uma ponte entre a mecânica quântica e o 
conceito clássico de trajetória.
A seguir apresentaremos as ferramentas básicas necessárias à investigação da dinâmica 
de uma partícula descrita por um pacote de onda. Vamos então descrever o estado do pacote 
como uma combinação linear dos autoestados do problema. Ou seja
w  = Y ,  ui i*í>
3
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Para sistemas cuja energia potencial não depende explicitamente do tempo, a função de onda 
pode ser escrita como
— e~*Ejt • 2 ' 8
Substituindo agora a Eq. (2.8) na função de onda do pacote (2.7) obtemos
(̂c *) = X  Uj 4>j(r) e~*Eit . (2.9)
j
Essa, é a expressão matemática que descreve o comportamento do pacote e conseqüentemente 
da partícula. A densidade de probabilidade pode ser obtida fazendo-se
|tf |2 =  tf*(r;í) tf(r;t) (2.10)
= X  ur ui" "̂(f) 4 , (2.11)
i’à"
onde ujfij’ =  (Ej» — Ej>)/h é a freqüência de Bohr.
Estruturas semelhantes a Eq. (2.11), ou seja, onde temos múltiplos somatórios, apare­
cem com freqüência em problemas de mecânica quântica. Esse tipo de operação geralmente 
é ineficiente computacionalmente. Em nosso caso, a densidade de probabilidade pode ser 
obtida mais facilmente calculando-se 'P(r; t) através da Eq. (2.9) e depois |^ |2 através da 
Eq. (2.10). Note que nesse caso trocamos um somatório por uma única operação complexa. 
A eficiência de um algoritmo calculado dessa forma fica mais evidende quando trabalhamos 
com sistemas bidimensionais.
Até agora não mencionamos nada a respeito das constantes Uj que aparece nas 
equações do pacote de onda. De imediato, podemos dizer que esses coeficientes são em 
geral números complexos e estão relacionados com a forma inicial do pacote, ou seja, “es­
colhendo” adequadamente os valores dessas constantes, podemos obter qualquer função que
desejarmos.
2.2.1 OS COEFICIENTES U j
Vamos então obter os coeficientes Uj para um instante de tempo t =  0. Essa escolha 
simplifica os cálculos já que nesse caso temos r; (í =  0) =  1. Esses coeficientes podem ser 
obtidos da Eq. (2.7), multiplicando-se esse equação por (4>*| tal que
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/ +oo d3r |f)(f| =  1 em (2.12), teremos
-CO
/ +oo d3r 0*(r) ^ (f; 0) (2.13)
-OO
onde 4/(r;0) é a função de onda do pacote em t =  0 e é a base na qual queremos
expandir \&(r;í).
A D is t r ib u iç ã o  G a u s s ia n a
Vamos impor que 4/ em t =  0 seja descrita por uma distribuição normal 
Gaussiana [32, 34, 35], ou seja, estamos atribuindo agora a forma específica para o pacote 
de onda inicial. Podemos escrever então
* (r' i0) = 9(f) =
onde rjj é o centro do pacote Gaussiano, k é o vetor de onda e a e a variância de r em torno 
de fo- Vamos considerar também a velocidade média do pacote igual zero, isto é, k =  0, com 
isso ^ ( r ;0) torna-se uma função real, cuja a forma é
*(?; 0) =  g(r) =  , (2.14)
Para o caso bidimensional temos tq =  (xo,Vo) e r  =  (x,y), então podemos escrever a 
Eq. (2.14) como
^ (r ;0  ) = g(x)g(y) , (2.15)
onde
„lx \ -  1___________V-l«.1 e „(„) =  ------1-------e-(V-S0>V4V
_  (27r<r,2) '/4 6 ’ (27r<Ts2)>/4
Para o caso unidimensional temos
S (x ;0) =  g(x) (2.16)
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2.3 S o l u ç ã o  d o  P r o b l e m a  I n d e p e n d e n t e  d o  T e m p o
O método da expansão ou “expansion method'1' é uma poderosa ferramenta para o 
cálculo numérico dos níveis de energia de uma partícula sujeita a potências em uma e duas 
dimensões. Embora esse método seja amplamente conhecido na literatura [4, 31], iremos 
descreve-lo aqui brevemente. De acordo com o método, as funções de onda dentro do bilhar 
são expressas em termos da expansão de um conjunto completo de funções ortonormais para 
os quais as condições de fronteira de Dirichlet são aplicáveis, isto é, quando as funções de 
onda se nulam nas fronteiras do bilhar.
0  problema então consiste em encontrar os estados estacionários de um bilhar de 
forma arbitrária. Assumindo que a energia potencial seja independente do tempo, podemos 
aplicar a equação de Schrodinger estacionária (2.2). O operador de energia pode ser escrito 
como
H = H0 + V .
Escrevendo o operador de energia na base de H0, temos
(«rii/iíf.™ )= E f ( 4 ° v f ) + (4>?\v \4>T) ,
Hk, =  £ " %  + Vh  . (2.17)
Os elementos de matriz que compõem o operador de energia H, são dados então pela 
Eq. (2.17). Com isso, podemos determinar os autovalores de energia, e as autofunções, 
através da diagonalização da matriz H, ou seja, precisamos resolver a equação
det(H - E 1 )  = 0 , (2.18)
conhecida como equação secular. As autofunções do bilhar de forma arbitrária são dadas 
então pela combinação linear dos autoestados de H0, ou seja,
•M O =  5 ] C t, 0 f ( f )  (2.19)
fc
onde C ê  a matriz que diagonaliza H.
E v o l u ç ã o  d o  P a c o t e  d e  O n d a  e  o s  A u t o e s t a d o s  d o  H a m il t o n ia n o  T o t a l
A evolução do pacote de onda é fornecida pela Eq. (2.7), onde |<$j) representam os 
autoestados do operador H,  dados pela Eq. (2.19). 0  pacote de onda pode ser escrita como
<P(f;í) = ^ ' ‘lC i i ^ 0)( r ) e - i£>‘ . (2.20)
hk
A densidade de probabilidade é calculada através das Eqs. (2.10) e (2.20).
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Os C o e f i c i e n t e s  uj
O procedimento aqui é analogo ao caso já estudado na seção 2.2.1. Partindo da 




Admitindo agora o caso bidimensional, onde a função de onda inicial do pacote obe­





onde í^x , y; 0) é dado pela Eq. (2.15) e Ckj é escrito em termos dos números quânticos n e 




dx(t>*n i0)( x ) g ( x ) /  d y  <p*J°\y) g(y)  , 
-oo J —OOn,m  ̂ 00
onde finalmente obtemos
+  = J 2 C™ a-‘b"' • (2-21)
n , m
2.4 A  F u n ç ã o  d e  A u t o c o r r e l a ç ã o
Consideremos o produto interno entre dois estados do pacote de onda |\P(r;f)) e 
|\I/(r;0)), esse produto é definido como
C(í) =  ( tf(f ;0)|tf(f;í)) , (2.22)
onde C(t) é a função de autocorrelação [36]. Aplicando a relação de completeza em (2.22) 
ficamos com r+oo
C( t )=  / d3r \&*(r; 0) \P(r; t) . (2.23)
J  —OO
A função í ' que caracteriza o pacote é dada pela Eq. (2.9) tal que
ty*(f;0) =  Ç u J 0J(r) e ^ (r; t) = Uj (pj(r) e~*Ejt . ^.24)
i 3
Aplicando as Eqs. (2.24) em (2.23) obtemos
/ +oo ( P r f t W h l r )  e~*Ed
 ̂ -
ôij
=  ^ > , | 2e - í E*‘ . (2.25)
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A dinâmica quântica do pacote pode ser estudada examinando-se o módulo quadrado da 
função de autocorrelação, onde os pontos de reconstrução podem ser observados diretamente 
em um gráfico de \C\2 x t.
a constante iç, onde agora é fornecido pela Eq. (2.21). Com isso, a Eq. (2.25) toma a forma
Suponha En as autoenergias de um sistema que dependa apenas de um número 
quântico [17, 36], e 4>n as autofunções correspondentes. Podemos expandir agora as autoe­
nergias em série de Taylor em torno de n, tal que
onde n representa o número quântico de maior contribuição na construção do pacote.
Suponha o pacote de onda construído inicialmente com os primeiros estados quânticos 
do sistema, e que o coeficiente Uj de maior contribuição seja un onde n ficará próximo ao
observada na Fig. 2.1 (a). Vamos supor, que esse mesmo pacote seja excitado por uma fonte 
externa de energia — como por exemplo, um pulso curto de laser —, nesse caso o pacote de 
onda passa a ser construído predominantemente de estados quânticos altos, e que poderiam 
estar centrados em torno de um novo n. A representação dessa situação pode ser vista na 
Fig. 2.1 (b), (veja por exemplo Ref. [37]).
Substituindo diretamente a Eq. (2.27) em Eq. (2.9) ficamos
A u t o c o r r e l a ç ã o  e  o  M é t o d o  da  E x p a n s ã o
A aplicação do método da expansão à função de autocorrelação (2.25) se dá mediante
3 n,m
2.5 R e c o n s t r u ç ã o  d o  P a c o t e  d e  O n d a
2.5.1 S i s t e m a s  U n id im e n s io n a i s
E(n) = E{n) + E'(n)(n — n) +  ^-E"(n)(n — n)2 +  ^-E'"{ri)(n — n f  + ■ ■ • . (2.27)
Z \j
estado fundamental desse sistema. Uma representação esquemática dessa situação pode ser
^ ( r ; í)  =  lt (2.28)
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Da Eq. (2.28) podemos identificar algumas escalas de tempo1, proveniente dos termos 
da expansão presente na Eq. (2.27), as quais denominaremos tempo de reconstrução clássica 
Trc ou “classical period”, tempo de reconstrução total Trt ou “revival” e tempo de super- 
reconstrução Tsr ou “super-revival”. Esses períodos são dados por
T  -  2?r^ T — 27r/l T  — 27r̂
rc “  |£ '(n )| ’ rt ~  \E"(n)\/2 8 sr ~  |£ '" (n )|/6  ' (2'29'
Fig. 2.1: A figura ilustra o significado do termo n presente na Eq. (2.27). (a) O pacote Gaus- 
siano é construído com os primeiros estados do sistema, nesse caso, n assume um valor 
próximo do estado fundamental, (b) Uma vez excitado, as maiores contribuições ocorrem 
próximo de n que nesse caso assume valores mais altos.
Podemos observar a evolução temporal do pacote de onda reescrevendo a Eq. (2.9) 
em termos dessas escalas de tempo, cuja dependência é controlada pelo número quântico 
principal n, presente na equação da energia quantizada (2.27).
As R e c o n t r u ç õ e s  C l á s s i c a s
A reconstrução clássica está associado com o movimento clássico de uma partícula 
com energia E — En cuja velocidade pode ser escrita como v = y /2E/M.  Ou seja, se 
colocarmos uma partícula em um poço na posição Xq, deslocando-se em uma determinada 
direção — veja a ilustração 2.2 (a)—, a partícula (•) colide com a parede 2 — Fig. 2.2 (b) 
—, viajando em direção oposta até colidir com a parede 1 — Fig. 2.2 (c) —, quando então 
retorna a posição inicial Xo, completando um período clássico de movimento. Se usarmos a 
Eq. (2.27) para os níveis de energia quantizado, então encontraremos que Trc = Tret, onde 
Tret é denominado tempo de retorno clássico.
Chamamos a atenção do leitor para o fato que um dos objetivos dessa dissertação consiste na investigação 
numérica desses escalas de tempo, que será estudado nos próximos capítulos.
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Fig. 2.2: Período clássico de movimento.
As R e c o n s t r u ç ã o  T o t a is
A reconstrução total ocorre quando a função de onda que descreve a partícula (pacote 
de onda) em um tempo t retorna a sua condição inicial em t =  0. Pela substituição direta 
dos autovalores de energia expandido (2.27) em (2.9) observamos que, em t =  Trt a função 
de onda é
(2.30)
2 .5.2 S i s t e m a s  B id im e n s io n a i s
Agora vamos tratar das escalas de tempo para sistemas que depende de dois números 
quânticos [2, 3]. Expandindo a energia do sistema em série de Taylor em torno de dois 
números quânticos médios n e m ,  com isso obtemos
dE_  dE




(m — m)2 +
dm
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í  1 9 2  E{m — m) + —
n,m 2 dn2




(n — n)(m — m) +
n,m
De forma análoga ao caso unidimensional, podemos identificar algumas escalas de tempo na 
Eq. (2.31), as quais denominaremos tempo de reconstrução clássica Ttc e tempo de recons­
trução total Trt. Esses períodos são dados por
27xh 27rh
(dE/dn)n,fh





Ud2E /d n 2)üt7fl
A2) _
l r t  —
2ixh 2tt h
\{d2E / d m 2)n>f,
(12)
trt (d2E /dm dn)%rn
3
Poços U n i d i m e n s i o n a i s
3.1 Poço Q u a d r a d o  i n f i n i t o
Como já mencionamos na introdução, o poço quadrado infinito é muito utilizado 
como um primeiro modelo na descrição de vários sistemas físicos [17, 1, 38]. Apresentaremos 
portanto, uma completa descrição desse sistema.
Considere uma partícula sujeita a um potencial definido por
K(x) =
que está representado na Fig. 3.1.
0
(0 < x < D)







0 D  x
Fig. 3.1: Diagrama esquemático do poço quadrado infinito.
Nosso objetivo imediato será encontrar os autovalores de energia e as autofunções 
desse sistema fornecido diretamente pela equação de Schrödinger independente do tempo 
(2.6).
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3.1.1 A u t o v a l o r e s  e  A u t o f u n ç õ e s
A solução da Eq. (2.6) em (R — II)  é simplesmente 0(x) =  0. Em (R — /), podemos 
definir k2 = 2M E / h 2 e escrever a equação diferencial como
ct>xx +  k2 4> =  0 ,
onde (j)xx representa a derivada segunda da autofunção em relação a x. A solução dessa 
equação é
<p(x) = A sen kx  +  B  cos kx . (3.2)
Aplicando as condições de contorno, isto é, a função de onda (3.2) deve se anular em x =  0 
e x = D, temos
A sen 0 + B  cos 0 =  0 ,  A  sen kD +  B  cos kD = 0 ,
717T
B — 0 e k =  —  (n =  1 ,2 ,3. . . )  .
O estado n = 0 foi excluído da solução porque viola o postulado de Bom -  Eq. (3.3). Esse 
estado portanto não descreve uma partícula em uma caixa, e portanto não faz parte de uma 
solução fisicamente aceitável.
r*+0O
dx4>*(x) 4>{x) =  1 . (3.3)
Os autovalores de energia para esse sistema são dados por
En = W d ^ 2 (n== i ’2’3 ---) • (3-4)
Paxa obtermos completamente as autofunções (3.2) precisamos encontrar o valor da 
constante de normalização A. Para isso aplicamos a condição de normalização (3.3), onde 
encontramos que A = ±y j2/D.  Com isso as autofunções ficam
, , / I s e n ^  (R -  I)
4,(x) = 1 V D D . (3.5)
0 (R -  II)
O sinal negativo foi omitido em (3.5) por simplicidade, já que ambos os sinais conduzem a 
mesma densidade de probabilidade.
3.1.2 P a c o t e  d e  O n d a
A seguir vamos investigar a dinâmica quântica do pacote de onda em um poço 
quadrado infinito. Para isso reescreveremos as Eqs. (2.9) e (2.13) para o caso unidimensional.
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Logo
= J ^ a n 0n(x)e“ ^ nt e |^ |2 = ^ ‘ (x; t) tf(x; t) , (3.6)
onde
'»-{-OO
a / f oo dx(t>*n(x)*(x-, 0) . (3.7)
-oo
A evolução do pacote é obtida diretamente da Eq. (3.6), mas para isso precisamos determinar 
os coeficientes an.
OS COEFICIENTES an
Os coeficientes an são obtidos através da solução da integral (3.7). Admitindo que 
o pacote de onda 'E(xiO) seja descrita por uma distribuição normal Gaussiana (2.16) e que 
os <t>n{x) sejam as autofunções do poço quadrado infinito, veja a Eq. (3.5), temos
p 2 f D , . n-KX
°n =  V D J d x 9(x ) sen—  .
Se o pacote de onda for suficientemente estreito, isto é, se <?(0) ~  g(D) «  0 podemos fazer a 
seguinte aproximação
2 í +0° . , , mrx. dx g(x) sen——  (0 < xo < D)
U  J  — OO
onde finalmente obtemos
2 N  ' s e n  e - ( n W D ) 2  . ( 3 - 8 )(  32irax2\
°n “  V D2 ) D
Com isso podemos fazer a evolução do pacote de onda, e estudar a dinâmica de uma 
partícula em um poço quadrado infinito.
3.1.3 Os T e m p o s  d e  R e c o n s t r u ç ã o
A reconstrução clássica, reconstrução total e super-reconstrução são dadas pelas
fórmulas (2.29) onde a energia é expressa pela Eq. (3.4). Com isso obtemos as seguintes
escalas de tempo para o poço quadrado:
2M D 2 „  AMD2 _  / ,  Q\
Trc =  — —  , Tn =  r— e Tsr = oo . (3.9)
irnn irri
A evolução temporal (3.6) pode ser reescrita como
^(x; t) = an 4>n(x) e_27rn2l(7v) .
71
Para t =  Trt a função de onda retorna a sua forma original, ou seja, nessas condições a 
Eq. (2.30) é verificada!
3.1 P o ç o  Q u a d r a d o  In f in it o - 26 -
V e r if ic a ç ã o  d a  E q u a ç ã o  (2 .3 0 )  p a r a  o  P o ç o  Q u a d r a d o  I n f in it o
Os autovalores de energia e o tempo de reconstrução total são fornecidos pelas 
Eqs. (3.4) e (3.9), respectivamente, e podemos reescreve-los como
1  n h  2 7 v h  ?
TÜ = 4MDÍ  ent0°  B” =  T 7 "  l0g°
n
Em t = Trt temos
tf(x, t = Trt) =  ^  an 4>n{x) e - ;2™2i
n
= an <fin(x) [cos ^ rn 2, —i sen 27m2J
n
=  ^  0n (*̂ )
=1  = 0
logo
^(x, t =  Trt) =  ^(x , í =  0)
como queríamos mostrar.
3.1.4 R e s u l t a d o s
Nessa seção trataremos dos resultados obtidos através de simulação numérica para 
a evolução do pacote de onda em poço quadrado infinito. Mostraremos aqui a concordância 
entre os tempos de reconstrução obtidos numericamente e analiticamente. O pacote de onda 
considerado deve ser construído com um número suficiente de níveis de energia, de tal forma 
que possa ser representado por uma distribuição Gaussiana — veja a Fig. 3.2 (a). Nessa 
figura a linha cheia representa a curva Gaussiana |g(x)|2, obtida da Eq. (2.16), e os pontos 
foram obtidos diretamente da Eq. (2.8). Para que esse pacote seja bem representado, faz-se 
necessário que os pontos coincidam com a curva. A Fig. 3.2 (6) mostra um exemplo típico de 
um pacote de onda construído com um número insuficiente de níveis de energia.
Os parâmetros que mais influenciam na construção do pacote de onda são: a dispersão 
ax, a posição inicial média xo e o número de autoestados utilizados, sendo importante ressal­
tar também que, quanto mais estreito for o pacote de onda (quanto menor ax), mais níveis de 
energia são necessários para representar esse pacote. Nesse caso, fica evidente o fato desses 
parâmetros estarem relacionados, pois quanto mais próximo da parede, mais estreito deve 
ser o pacote, e portanto, mais níveis de energia precisam ser utilizados na sua construção.
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Fig. 3.2: Construção do pacote de onda.
Para que o pacote seja bem construído, utilizaremos N  =  20 níveis de energia, de tal 
forma que
20
Y  M 2 =  0,999976 « 1  (a* =  3) .
71=1
Tendo em vista a construção do pacote de onda podemos utilizar o seguinte conjunto 
de parâmetros1: a dispersão (<rx =  1/5) , a largura do poço (D = 6) e vamos considerar 
também (h =  M  =  1). A seguir mostraremos uma lista de figuras que sintetizam os resulta­
dos da dinâmica da partícula (evolução do pacote de onda) para o poço quadrado infinito.
Lista de figuras
3.3 -  Autovalores de energia
3.4 -  Autofunções e módulo quadrado da função de onda
3.5 -  Evolução do pacote de onda (x0 =  1)
3.6 -  Função de autocorrelação
A Fig. 3.3 mostra a energia quantizada (autovalores de energia) para o poço quadrado 
infinito, obtidos diretamente da Eq. (3.4), onde podemos observar a dependência quadrática 
dessa energia em relação ao número quântico n. As Figs. 3.4 (o) - (/)  mostram as funções 
de onda 4>n{x) e ° módulo quadrado das respectivas função de onda |0n|2, obtidas com a 
Eq. (3.5), onde o pacote é construído mediante a superposição das 20 primeiras autofunções.
Vamos estudar agora a dinâmica do pacote de onda, para isso utilizaremos os autova­
lores de energia (3.4), as autofunções (3.5) e os coeficientes da expansão (3.8). A simulação
1 Embora essa configuração não seja única.
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da evolução temporal do pacote para cada instante de tempo é calculada pela Eq. (3.6) e 
são mostradas nas Figs. 3.5 (a) - (p). Podemos observar nos instantes iniciais da evolução, o 
alargamento do pacote — veja as Figs. 3.5 (a) - (d) e posteriormente a distribuição do pacote 
no poço — Figs. 3.5 (e) - (h). As Figs. 3.5 (i) - (m ) mostram o pacote de onda se reconstruindo 
no extremo oposto do poço em t = 22,92, onde esse processo se repete até se reconstruir 
na mesma posição inicial em t = 45,84 — veja a Fig. 3.5 (o). Com isso podemos observar 
claramente nessa seqüência de figuras o pacote de onda se deslocando de um lado a outro 
no interior do poço, cujo processo se repete indefinidamente.
As E s c a l a s  d e  T e m p o
Podemos estudar e classificar ainda as diferentes escalas de tempo de reconstrução 
presentes na dinâmica da partícula. O procedimento adotado aqui consiste na modificação 
da posição inicial média do pacote no interior do poço. As Figs. 3.6 (a) - ( /)  ilustram a função 
de autocorrelação para diferentes valores de Xq. Podemos observar ainda que as únicas re­
construções que não se modificam na Fig. 3.6 ocorrem exatamente em t =  Trt, esse fato 
acontece porque os tempos de reconstrução total não apresentam dependência em relação 
a n, e por essa razão esses tempos são conhecidos na literatura como tempos “universais” 
de reconstrução. Por outro lado os tempos de reconstruções clássicas apresentam essa de­
pendência, e portanto, dependem da condição inicial x0. Note na Fig. 3.6 que diferentes 
valores de xo geram diferentes funções de autocorrelação, e portanto, o pacote de onda apre­
senta uma dinâmica diferente para cada situação. Uma análise da Fig. 3.6 (c) mostra que os 
dois primeiros picos ocorrem devido a períodos clássicos de reconstrução, já o terceiro devido 
a reconstrução total 2, os demais picos obedecem a mesma regra de reconstrução, ou seja, o 
pacote se reconstrói periodicamente no interior do poço. A Fig. 3.6 (e) ilustra uma dinâmica 
diferente, onde os sete primeiros picos ocorrem devido a períodos clássicos de reconstrução e 
o oitavo devido a reconstrução total. Podemos destacar também os tempos de reconstrução 
parcial que correspondem a frações do tempo de reconstrução total. A Tab. 3.1 mostra esses 
tempos.
2Além de concordar com o tempo de reconstrução total obtido analiticamente — Eq. (3.9), esse pico, é o 
único que não varia na Fig. 3.6, evidenciando portanto uma reconstrução total ou “revival".
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Total-Reconstrução








IIE-Ï 1 T c r  =  5, 73
2 Tcr =  30,60 2 T c r  =  11,46
3 T t r  =  45,84 3 T c r  =  17,19
4 T c r  =  22, 92
5 T c r  =  28, 65
6 T c r  =  34,38
7 T c r  =  40,11
8 T t r  =  45,84
Reconstrução Parcial
Tempos Numérico Figura 3.5
T t r / 8 5,73 ( / )
T t r / 6 7,64 ( 9 )
T t r / 4 11,46 (h )
T t r / 2 22,92 (m )
Tab. 3.1: Tempos de reconstrução para o poço quadrado infinito.
Podemos observar também uma relação entre os períodos clássicos e a freqüência de 
Bohr. Para isso vamos calcular os autovalores de energia com a Eq. (3.4), com o objetivo 
de encontrar as freqüências de Bohr correspondentes, em relação ao estado fundamental, tal 
que u>2 i =  0,411 e =  1,10. O quadro abaixo mostra as freqüências de Bohr obtidas a 








Tcr =  15,30 0,411
Ttr = 45,84 0,137
Com isso podemos mostrar que os tempos de reconstruções clássicas estão relaciona­
dos com algumas transições particulares do espectro de energia do poço quadrado infinito.
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Fig. 3.3: Níveis de energia do poço quadrado infinito.
-■—■—rrt I I
Fig. 3.4: Autofunções <pn(x) e o módulo quadrado da função de onda \4>n\2 para o poço 
quadrado infinito.










































<f) t -  5,73
' A A . A A
0 3 6
(i) t = 22,0
0 3 6
( m ) t = 22,92
. A i
0 3 6
( P ) / = 114,58
A i
Fig. 3.5: Evolução temporal de um pacote Gaussiano ( |^ |2 x x ) em um poço quadrado 
infinito, para Xq =  1. Nessas condições não são observados tempos clássicos de reconstrução.







Fig. 3.6: Função de Autocorrelação.
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3.2 Poço D e g r a u  I n f i n i t o
0  desenvolvimento a seguir, mostra um estudo numérico da evolução de um pacote 
de onda em um poço degrau infinito, definido por
0
V(x) = l  V*S
oo
(0 < x < Li) 
(Li < x < L) 
(0 > x > L )
(3.10)
onde Vs é a energia máxima da barreira e L =  L\ +  L 2 são as dimensões (larguras) do poço 





R -I R -ll R-IIl
0 L j L  x
Fig. 3.7: Diagrama esquemático da energia potencial do poço degrau infínito.
Iniciaremos buscando uma solução para os autovalores de energia e para as auto- 
funções. Podemos observar quatro regiões onde a função de onda tem comportamentos dis­
tintos — pelo menos em sua amplitude. Vamos encontrar as autofunções para cada região 
através da equação de Schrödinger independente do tempo — Eq. (2.6).
3 .2.1 A u t o v a l o r e s  e  A u t o f u n ç õ e s
O problema agora consiste em resolver a equação de Schrödinger para três regiões 
distintas já que a solução em (R  — I I I )  é simplesmente <p(x) =  0. Podemos reescrever a 
Eq. (2.6) como as seguintes equações diferenciais
<Pxx + k2tp — 0 (R — I ) , <pxx -  q2<p = 0 ( R - I I ) ( E < V S) ,
<Pxx + Q2<P = 0 {R — II)  (E > U) ,
(3.11)
onde definimos k2 =  2ME/H2, o? =  2MVs/h2, q2 =  a 2 — k2 e Q2 = k2 — a 2.
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as soiuçoes
v {x )
a sen kx  + b cos kx 
senh q(x — L) +  d cosh q(x — L)
C sen 
0
Q(x — L) + D cos Q(x — L)
( R - I )
(R — H ) ( E  < vs) 
(R - Í I ) ( E > V S) 
(R -  I I I )
(3.12)
Para determinar as constantes que aparecem nas funções de onda (3.12), vamos apli­
car as condições de contorno — a função de onda deve ser contínua em x =  0, x =  L e 
x = Li e diferenciável em x = Li, logo
a sen 0 + b cos 0 =  0 
C sen 0 + D cos 0 =  0
c senh 0 +  d cosh 0 =  0
com isso determinamos que
Para x = L\ obtemos
asen&Li =  — csenhçZ^ 
a sen kL\  =  — C  sen QL2
b = d = D = 0
ak cos kLi =  cq cosh qL2 




Do sistema de equações acima podemos obter as seguintes expressões para os autovalores de 
energia
k coskLi senh qL2 + qsenkLi  cosh qL2 =  0 (E < Vs) •  ̂o • X 4 j
k cos kLi  sen QL2 + Q sen kL\  cos QL2 =  0 {E > Vs)
Resolvendo as Eqs. (3.14) em k, ou seja, encontrando as raízes dessa equação, obtemos os 
autovalores de energia através de
h2
Em = (m = 1 ,2 ,3 . . . )  . (3.15)
Agora precisamos obter uma solução final para as autofunções (3.12). Para isso 
vamos encontrar uma expressão para as constantes de normalização a, c, d e C. Do sistema 
de equações (3.13) podemos obter a relação entre a, c e C, dado por
sen kL\
c =  — -senh qL2
Aplicando agora a condição de normalização
r+oo
sen kLi
C  =  7 T T asen QL2
dxip*(x) (p(x) = 1 ,
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podemos finalmente obter uma expressão final para as constantes de normalização 
— Eq. (3.16) — e conseqüentemente para as autofunções — Eq. (3.17).
1
onde
f m  =
Cl U>m —
Li sen 2kmLi 1 sen2kmLi
2 4km 4qm senh2qmL2







1 sen kmLi 
Æ  sen QmL2
x 0
3 .2.2 P a c o t e  d e  O n d a
AQm sen2QmL2
senhçm(L — x) 
sen Qm(L -  x )
Æ  ’
(senh2çmL2 — 2qmL2) (Em <Vs)
(sen 2QmL -  2QmL) (Em > Vs)
( R - I )
( R - I I ) ( E m < V s)
(R -  I I ) (Em > Vs) 
(R -  I I I )
(3.16)
. (3.17)
A seguir investigaremos a dinâmica de um pacote de onda em um poço degrau 
infinito. Para isso reescreveremos as Eqs. (2.9) e (2.13) para o caso unidimensional como
^ ( x ]t) = J ^ b m(pm( x ) e - i E- t e |^ |2 = ^*(x; í )^(x; í )  , (3.18)
onde
/ +oo dx(f*m(x) tf(z ;0) .
-OO
(3.19)
A evolução do pacote de onda é obtida diretamente da Eq. (3.18), mas para isso precisamos 
determinar os coeficientes bm.
Os COEFICIENTES bm
As transformações necessárias para a obtenção dos coeficientes bm são mostradas na 
seção 2.2.1, cuja relação é dada pela Eq. (3.19). Admitindo a distribuição de probabilidade 
para o pacote de onda inicial como sendo descrita por uma distribuição normal Gaussiana 
(2.16), podemos escrever
sen kmL\
1 f Ll 1bm = —== I dx g(x) sen kmx -\—- =
V Jm J 0 V /m




senhqm(L -  x) (Em < Va)
sen QmLf2
senQm(L x) (Em > V̂ )
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Considerando o pacote de onda inicial localizado na região de menor potencial (R — I) e 
suficientemente estreito, ou seja, <?(0) ~  g(L\) ~  0, a seguinte aproximação pode ser feita
1 f +0°
bm = —r=  / dxg(x) senkmx (0 < x0 < Li) .
V  J m  J —oo
Resolvendo a integral acima obtemos
bm = ( '-j l  1 sen A:mT0 e_(fem<Tx)2 . (3.20)
\  J m  J
Agora com as autofunções (3.17) e os coeficientes (3.20), podemos finalmente obter 
a evolução de um pacote de onda em um poço degrau infinito.
3.2.3 R e s u l t a d o s
Essa seção trata  da simulação numérica de um pacote de onda inicialmente na região 
(R  — I) de um poço degrau infinito (veja a Fig. 3.7). Vamos mostrar aqui a influência da 
barreira no aprisionamento e na reconstrução desse pacote. Para isso vamos analisar dois 
casos: (E)  «C Vs e (E)  < Vs, onde (E)  é a energia média do pacote de onda, fornecido 
pela seguinte equação
/ +oo dx y*{x-,0)HV(x;0)
-oo
onde ^(x; 0) é o pacote inicial descrito por uma distribuição Gaussiano (2.16), e H  é o 
operador de energia. Considerando a construção do pacote de onda e adotando (para facilitar 
eventuais comparações) parâmetros semelhantes ao do poço quadrado infinito, apresentamos 
a seguinte tabela parâmetros:
Caso Lx L2 Vs ( E ) &  X
( E ) C V S 6 6 100 2,11 0,3
( E ) < V S 3 3 2,5 1,8 0,35
Com isso, podemos construir suficientemente bem um pacote de onda com 50 níveis de 
energia, considerando também (h = M  =  1) onde
50
y :  \bm\2 ~  i ,
m=l
para todos os conjuntos de parâmetros analisados.
A seguir mostraremos uma lista de figuras que sintetizam os resultados da dinâmica 
do pacote em um poço degrau infinito.
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Lista de figuras
3.8 -  Autovalores de Energia
3.9 -  Módulo quadrado da função de onda
3.10 -  Evolução do pacote de onda -  (E)  <C V$
3.11 -  Evolução do pacote de onda -  ( E ) < Vs
3.12 -  Função de autocorrelação -  ( £ ) < ! )
3.13 -  Função de autocorrelação -  { E ) < Vs
A Fig. 3.8 (a) mostra os autovalores de energia para o poço degrau infinito, onde 
(E) -C VA Esses autovalores diferem pouco dos autovalores de energia de um poço quadrado 
infinito de largura D — 6, para Em < Vs, e D = 12 para Em > Vs. Na Fig. 3.8 (6) mostramos 
os autovalores de energia para (E)  < Vs. Nesse caso, os autovalores diferem pouco das 
energias obtidas para o poço quadrado infinito de largura D =  6, exceto para os três primeiros 
níveis de energia.
As Figs. 3.9 (a) - ( /)  mostram o módulo quadrado da função de onda |</?m|2> obtida 
com a Eq. (3.15), para o caso em que { E ) Vs, onde as três primeiras figuras correspondem 
aos níveis de energia menores que a energia da barreira, já  as Figs. 3.9 (d) - ( /)  correspondem 
a Em > Vs. As Figs. 3.9 (g) - (m) mostram o módulo quadrado da função de onda paxa o 
caso em que (E)  < V), onde as Figs. 3.9 (g) - (i) correspondem aos três primeiros níveis de 
energia (Em < Vs) e as Figs. 3.9 (j) - (m) para (Em > Vs).
Podemos estudar agora a dinâmica da partícula analisando a evolução do pacote de 
onda e a função de autocorrelação. As Figs.3.10 (a)- (p) mostram a evolução temporal do 
pacote de onda para o caso em que (E ) <C Vs. Nessas condições a dinâmica da partícula 
é análoga ao caso já estudado no poço quadrado infinito — seção 3.1. As Figs. 3.11 (a) - (p) 
mostram a evolução temporal do pacote de onda para ( E ) < Vs. Para esse caso podemos ob­
servar ainda o pacote de onda predominantemente aprisionado na região de menor potencial 
(R — I). Embora a condição de aprisionamento dependa significativamente da construção 
do pacote (dispersão crx), podemos dizer que pacotes de onda com energia média menor que 
a energia da barreira permanecem predominantemente aprisionados.
As E s c a l a s  d e  T e m p o
A Eq. (3.14) mostrou que os autovalores de energia não possuem uma dependência 
simples com relação aos números quânticos (equação transcendental). Essa relação mais 
complexa permite então a existência de outras escalas de tempo que não apareceram no poço 
quadrado infinito, como por exemplo, o tempo de super-reconstrução [36]. Como esse sistema 
apresenta um comportamento similar ao poço quadrado infinito (exceto para E  ~  K), por
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comparação podemos dizer que o tempo de super-reconstrução (Tsr) para o poço degrau 
infinito deve ser muito longo (mas não infinito).
As Figs. 3.12 (a) - ( /)  ilustram a função de autocorrelação para (P ) <  e diferentes 
valores de x0. Nas Figs. 3.12 (a) e 3.12 (c) é possível identificar a presença de tempos de 
reconstrução clássica, e tempos de reconstrução total. O pacote de onda se reconstruindo 
em t — Trc = 5, 87 pode ser visto na Fig. 3.10 (m) e a reconstrução total na Fig. 3.10 (n ) em 
t = Ttr = 46,95. As Figs. 3.13 (a) - (b) ilustram a função de autocorrelação para ( E ) < Vs e 
diferentes valores de x0. Para os tempos investigados até t = 500 não observamos a presença 
de reconstrução do pacote de onda. A Fig. 3.11 (o) ilustra uma “quase reconstrução”, pois o 
pacote de onda aparece ligeiramente distorcido.
fel
m m
Fig. 3.8: Autovalores de energia para o poço degrau infinito, (a) parâmetros usados no caso 
em que {E) <C Vs. (b) parâmetros usados no caso em que (E ) < V S.
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Fig. 3.9: Módulo quadrado da função de onda. (a)-(f) para o caso (E ) <C K,. (g) 
para o caso (E ) ~  V̂ .
-(m)
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0 2 4 6 8 10 12 0 2 4 6 8 10 12
0 2 4 6 8 10 12
8 10 12
Fig. 3.10: Evolução do pacote de onda ( |\P|2 x x ) em um poço degrau infinito para (E) <C Vs 
e xq = 3.
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0 1 2 3 4 5 6
0 1 2  3 4 5 6
0 1 2 3 4 5 6  0 1 2 3 4 5 6
Fig. 3.11: Evolução do pacote de onda ( |^ |2 x x ) em um poço degrau infinito para (E ) «  Vs 
e x0 = 1,5.
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t t
Fig. 3.13: Função de autocorrelação para (E ) < Vs.
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3.3 Poço D e l t a  I n f i n i t o
0  poço delta pode ser definido como




(0 < x < D)
(0 > x > D)
onde À é uma constante que indica o quanto a barreira é permeável, 5{x — d) é a função delta 
de Dirac, d\ e ^  {D =  d\ + o^) fornecem as dimensões (larguras) do poço. Esse potencial 













Fig. 3.14: Diagrama esquemático do poço delta infínito.
Utilizaremos a equação de Schrödinger independente do tempo (2.6) para descrever 
o comportamento de uma partícula sujeita ao potencial (3.21).
3.3.1 A u t o v a l o r e s  e  A u t o f u n ç õ e s
A discussão a seguir mostra uma solução analítica para os autovalores de energia e 
para as autofunções do poço delta.
Na região (R  — I I I )  a equação de Schrõdinger só será satisfeita se 4>(x) = 0. Já no 
interior do poço, podemos escrever a seguinte equação diferencial
<pxx +  k 2 <}> =  0  , (3.22)
onde definimos k 2 = 2 M E / h 2 . A solução da Eq. (3.22) será
^(I ) = í  A senkX + B  coskx  (R - I ) ^
|  a sen k(x — D) + b cos k(x — D) (R — II)
Aplicando as condições de contorno — função de onda deve ser contínua e dife- 
renciável — em x = 0, x = d e x  = D, temos
3(0) =  0 ,
3(cÇ) =  3(cÇ) ,
3(D) =  0 ,
4,'(dt) -  =  ^ m )  ■
(3.24)
h 2




descontinuidade da derivada primeira da função
ih t .p mn s
5 = 6 = 0  ,
ue onua. /v parur
onde
sen kdi , 2 MX
a —  r~rA e ak cos kd2 ~ Ak  cos kd\ =  Asenfcai (3.25
sen A:oÍ2 /i2
das Eqs. (3.25) podemos obter a seguinte equação transcendental
k cos kd\ sen kd2 + k sen kd\ cos kd2 + —7C— sen kd\ sen kd2 = 0 . (3.21nr
Resolvendo a Eq. (3.26) em k, isto é, encontrando as raízes kn da equação, podemos dete: 
minar os autovalores de energia do sistema, através de
& , 2 En =  —— kn 2 m
Esse procedimento em geral é feito numericamente.
As constantes nas autofunções (3.23) podem ser obtidas através da relação entre A  
a, dada por (3.25), e da condição de normalização. Com isso determinamos que
A  — An
onde
Assim obtemos uma expressão
1
di sen 2kndi 1 sen2 A;nd i, .
—  ri H —,-------9 ,-(2knd2 -  sen 2knd2)
4kn sen^ knd2fn 2 Akn
final para as
< P n ( x )
sen knx
V fn
=  < sen K ( D - x )
VJn sen knd2
autofunções do poço delta 
( R - I )
l  0
Os gráficos das autofunções podem ser vistos nas Figs. 3.16.
(R -  II)
(.R -  I I I )
3.3.2 P a c o t e  d e  O n d a
A evolução temporal de um pacote de onda pode ser obtida através das equações
'H(x-t) = Y J *n4>n{x)e-*E' t e |\I/|2 =  'F*(x; t) ty(x; t) , (3.28)
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onde os coeficientes an são dados por
" +  00
— dx 0n(x)4'*(x; 0) .
Considerando o pacote de onda inicial ^(a^O), descrito por uma distribuição Gaussiana e 
(f>n{x) a base do poço delta (3.27), temos
rdl r°  sen knd\
idl sen knd2
Se o pacote de onda for suficientemente estreito, isto é, se <7(0) ~  g(D ) ~  0 então podemos
f j  , , . f D , . . an = dx g[x) An sen knx + / dx g(x) An -----  — -  sen kn(D — x) .




J  — OO
CLn — ^
-00
r*+oo/t o o dxg(x)
■00
A„ senk„x
sen kndiAn " ft" 1 sen kn(D -  x) 
sen knd2
(0 < x0 < di)
(di < xq < D)
As integrais acima agora podem ser encontradas facilmente nas Ref. [39, 40], cujas soluções 
são
Í senÂ;n£o (0 < x0 < di)sen Kdi
sen kn(D — x0) (di < Xq < D)
sen knd2
Com os coeficientes da expansão an podemos estudar agora a evolução do pacote de onda 
através das Eqs. (3.28). Esse procedimento será feito na próxima seção.
3.3.3 R e s u l t a d o s
Essa seção trata dos procedimentos e dos resultados numéricos para o poço delta, 
onde nosso objetivo principal é estudar os efeitos da presença da barreira do tipo delta de 
Dirac no aprisionamento da partícula [41].
O pacote de onda considerado foi construído com 50 níveis de energia do poço delta 
e com isso foi possível gerar um pacote de onda descrito suficientemente bem por uma dis­
tribuição Gaussiana, onde usamos também (h =  1 e M  =  1/ 2). Os 50 estados considerados 
foram suficientes para representar um conjunto completo, tal que
50
K \ 2 =  0,999996 «  1 (a* =  1) •
7 1 = 1
A dinâmica do pacote foi estudada modificando-se os parâmetros À, di e D. Apresentamos 
a seguir os três casos investigados:
Caso I : Para 0 < A < 1 e d i ,P  £ Q;
Caso II : Para A >  1 e á i ,P  £ Q;
Caso III : Para A >  1 e d i ,P  £ Irracionais;
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Abaixo mostramos uma tabela com os valores dos parâmetros, onde Xq =  1 e ax =  1/5 
foram utilizados para os três casos.
Casos A di D
I 0,1 3 6
II 80 2 6
III 80 V5 \/37
Podemos sintetizar os resultados da dinâmica da partícula na seguinte lista de figuras:
Lista de figuras
3.15 -  Funções transcendentais e autovalores de energia
3.16 -  Módulo quadrado da função de onda
3.17 -  Evolução do pacote de onda (Caso I)
3.18 -  Evolução do pacote de onda (Caso II)
3.19 -  Evolução do pacote de onda (Caso III)
3.20 -  Função de autocorrelação
As Figs. 3.15 (a) - (c) mostram os gráficos da função transcendental (3.26) para os 
três casos estudados, onde as intersecções entre a função e o eixo-x fornecem as raízes kn da 
Eq. (3.26). Os autovalores de energia podem ser obtidos diretamente de (En = h2k2/2M ). 
Os autovalores de energia apresentam o mesmo comportamento qualitativo para os três 
casos investigados, mostraremos então o gráfico dos autovalores de energia para o caso III
— Fig.3.15 (d).
As autofunções foram obtidas diretamente da Eq. (3.27) onde o módulo quadrado da 
função de onda é mostrado na Fig. 3.16. Nessa figura a primeira coluna — Figs. 3.16 (a) - (e)
— mostra o módulo quadrado da função de onda para o caso I. Note que essas figuras são 
muito semelhantes as obtidas para o poço quadrado infinito, exceto para o primeiro nível 
de energia onde podemos observar uma pequena distorção. As Figs. 3.16 (/)  - (j) — segunda 
coluna — podemos observar o módulo quadrado da função de onda para o caso II, onde é 
possível ver, para alguns números quânticos, a autofunção em ambos os lados do poço. Já 
o módulo quadrado da função de onda para o caso III — terceira coluna — é sempre nulo 
em pelo menos um dos lados do poço, esse fato pode ser visto nas Figs. 3.16 (l) - (p), onde o 
pacote de onda é construído com a superposição dessas autofunções.
Podemos estudar agora a dinâmica da partícula mediante análise da evolução tem­
poral do pacote de onda e da função de autocorrelação. As Figs. 3.17 (a) - (p) mostram a
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evolução do pacote de onda quando a barreira atua como uma perturbação no sistema — 
caso I. Podemos observar em várias figuras o pacote de onda se dividindo em dois e três 
picos e as Figs. 3.17(7) e (n ) mostram uma “quase reconstrução” do pacote de onda e a 
Fig. 3.17 (m) ilustra o pacote se dividindo em dois picos de quase mesma altura. Uma re­
construção pode ser vista na Fig. 3.17 (p). As Figs. 3.18 (a) - (p) mostram a evolução do 
pacote de onda para o caso II. Podemos ver nessa seqüência de imagens o pacote de onda 
seguindo através da barreira, mesmo quando a presença da barreira é significativa. Podemos 
ver também nesse caso, que o pacote de onda não se reconstrói (pelo menos até o tempo de 
5000), embora esse fato fique mais evidente mediante análise da função de autocorrelação. 
As Figs. 3.19 (a) - (p) mostram a evolução temporal do pacote de onda para o caso III. Nesse 
caso podemos observar o pacote de onda predominantemente aprisionado na (R — I). Para 
esse conjunto de parâmetros também não foi possível observar a reconstrução do pacote de 
onda em um intervalo de tempo analisado de 5000.
As E s c a l a s  d e  T e m p o
A Eq. (3.26) mostrou que os autovalores de energia para o poço delta não possuem 
uma dependência simples com relação aos números quânticos (equação transcendental), onde 
os autovalores de energia aproximam-se muito do comportamento visto no poço quadrado 
infinito, esse fato indica o aparecimento de super-reconstrução, mas que para esse sistema é 
demasiadamente longo (mas não infinito).
As Figs. 3.20 (a) - (d) mostram o comportamento da função de autocorrelação para 
o caso I. Podemos ver na Fig. 3.20 (b) o aparecimento de uma reconstrução clássica em 
t = 71,18, as demais figuras (especialmente a Fig. 3.20 (d) por se tratar de uma ampliação da 
Fig. 3.20 (c)) mostra o aparecimento de uma reconstrução total em t =  143, 23. A comparação 
desse resultado com o tempo de reconstrução total em um poço quadrado infinito dado pela 
Eq. (3.9), mostra que a presença da delta não destrói as reconstruções, apenas retarda seu 
aparecimento. As Figs. 3.20 (e) e (/), caso II e III respectivamente, o tempo de recosntrução 
total não pode ser observado (tempo muito longo).
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bf 400
Fig. 3.15: Funções transcendentais, (a) Caso I. (b) Caso II. (c) Caso III. (d) Autovalores de 
energia típicos para poço delta (Caso III).
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Fig. 3.16: Módulo quadrado da função de onda para o poço delta, (a)-(e) Caso I.
(f) - (j) Caso II. (1) - (p) Caso III.
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Fig. 3.17: Evolução do pacote de onda ( |^ |2 x x ) para o poço delta infinito (Caso I) e 
x0 - 1.
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Fig. 3.18: Evolução do pacote de onda ( |^ |2 x x )para o poço delta infinito (Caso II) e 
x0 = 1.
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Fig. 3.19: Evolução do pacote de onda ( |\P|2 x x ) para o poço delta infínito (Caso III) e 
xQ = 1.
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t
Fig. 3.20: Função de Autocorrelação. (a) - (d) Caso I. (e) Caso II. (f) Caso III.
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3.4 Poço D e g r a u  A s s i m é t r i c o  I n f i n i t o
Todos os sistemas apresentados nessa dissertação tem como fechamento um desen­
volvimento numérico. Em alguns problemas específicos, como no poço degrau em uma e 
duas dimensões, há a necessidade de diagonalizarmos o operador de energia do sistema afim 
de obtermos os autovalores de energia e as autofunções. Portanto, essa seção se propõem 
a testar o método de diagonalização de matrizes para um caso onde o Hamiltoniano não é 
diagonal, mas que apresenta soluções exatas. A Fig. 3.21 mostra o diagrama esquemático 
da energia potencial para o poço degrau assimétrico infinito, que será tratado nessa seção 
[19, 42], Esse procedimento indicará também a dimensão da matriz a ser diagonalizada para 
que o sistema possa ser considerado um conjunto completo. Esse problema é de particu­
lar interesse na representação de sistemas sob a influência de campos elétrico (efeito Stark) 
[43, 44] que nesse caso é feito através de um potencial linear.
Fig. 3.21: Diagrama esquemático da energia potencial para o poço degrau assimétrico.
3.4.1 S o l u ç ã o  E x a t a





(0 < x < Li)
(Li < x < L) 
(0 > x > L)
onde Vs é altura da barreira de energia e L =  L\ + L2.
O principal objetivo é obter os autovalores de energia para esse sistema, e para isso 
precisamos resolver a equação de Schrödinger independente do tempo (2.4).
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A u t o v a l o r e s  d e  E n e r g ia
Podemos reescrever a equação de Schrödinger (2.4), de tal forma que obtemos agora 
três equações diferenciais definidas por
F x x  -  ß 3 ( l  -  x)g> =  0  ( R — I ) ,  ipxx  -  q 2i f  =  0  ( R - I I ) ,
Ax + Q2<ß — 0 {R — m )  >
(3.29)
onde definimos k2 =  2M E / h 2, o? — 2MVs/h 2, ß 3 =  <a2/L 1, 7 =  (a 2 — k2) /ß3, q2 =  a2 — k2 
e Q2 = k2 — a 2.
Nosso problema consiste em encontrar a solução dessas três equações diferenciais, 
já que a solução em (R — IV)  é simplesmente g>(x) — 0. As soluções das Eqs. (3.29) para 
f =  ,0(7 — x) será
ip(x) = <
a A i(0  +  &Bi(0 (R -  I)
csenhg(a: — L) + d cosh q(x — L) ( R ~  H )  {E < Vs)
CsenQ(x — L) +  D cosQ(x — L) (R — I I I )  (E > Vs)
0 (R -  IV)
onde Ai e Bi são as funções de Airy, veja o Apêndice B.
Aplicando as condições de contorno — função de onda contínua — em 1 =  0 e 1 =  L, 
obtemos as seguintes equações
a Ai (fo) + b Bi (£0) =  0 , c senh 0 + d cosh 0 = 0 ,
C sen 0 + D cos 0 =  0 ,
onde determinamos que
d = D = 0 .
Para x =  L\ a função de onda deve ser contínua e diferenciável, então
CO
a Ai (£li) +  b Bi(£i,1) =  -csenhçL 2 , a A i ' ^ )  +  ò B i '^ )  =  — coshgL2 ,
CO
a Ai (£lx) + b Bi(£Ll) =  -C se n Q L 2 , aA i'(£Ll) +  6B i/(£i l ) =  —  coshQL2 .
Desse sistema obtemos as seguintes equações para os autovalores de energia
0 Z'(Íq̂ Li ) senhqL2 + qZ(Ç0,ÇL1) coshqL2 = 0 (E < Vs) ,
PZ'{Ç0,ÇLl)senQL2 - Q Z ( Ç 0,ÇLl) cos QL2 =  0 (E > Vs) ,
onde
Z( t0, ) =  Ai (£Ll) Bi (£0) -  Ai (£0) Bi (£Ll) ,
^'(£o,£li) =  Ai(£0)B i'(£Ll) -  Ai'(£Ll)Bi(£0) .
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Resolvendo as Eqs. (3.31) em k — pois q, v, £0 e £l, dependem de A: — podemos finalmente 
encontrar os autovalores de energia do sistema através da equação
F  - i A   ̂
m 2 M  m '
As soluções da equação de Schrõdinger nos forneceu as autofunções do poço degrau 
assimétrico — Eq. (3.30)—, podemos agora estudar o comportamento dessas autofunções, — 
pelo menos os aspectos gerais, já que não temos particular interesse em obter uma expressão 
normalizada para essas autofunções3. Um caso particularmente interessante da função de 
Airy [39], é o diferentes comportamentos para argumentos positivos e negativos. Quando o 
argumento da função é negativo, a função de Airy comporta-se de forma análoga as funções 
trigonométricas, enquanto que para argumentos positivos vemos um comportamento seme­
lhante à exponencial — veja a Fig. B.l (a).
As soluções (3.30) mostram que na região clara em (R — I) — veja a Fig. 3.22 — £ 
é sempre negativo, portanto a função de onda nessa região comporta-se semelhante a uma 
função trigonométrica. Já na região hachurada, £ é positivo e nesse caso a função de onda 
tem um comportamento análogo a função exponencial.
Fig. 3.22: Aspectos gerais do comportamento da função de onda.
3.4 .2  S o l u ç ã o  N u m é r ic a
O desenvolvimento a seguir mostra a solução numérica para os autovalores de energia 
do poço degrau assimétrico, que será comparada posteriormente com os resultados analíticos 
obtidos na seção 3.4.1.
Consideremos então uma partícula sujeita a uma energia potencial de um poço degrau
3 Para obter as constantes de normalização precisamos resolver equações que envolvem integrais da função 
de Airy, esse procedimento não será realizado aqui.
3.4 Poço D e g r a u  A s s i m é t r i c o  I n f i n i t o - 58  -
infinito — Eq. (3.10). Considere também um potencial de interação descrito por
Yl
V(x) = { Lx 
0
(L\ -  x ) (0 < x < Li) 
(L\ > x > L)
(3.32)
O Hamiltoniano do sistema será
H = H0 + V  ,
onde Hq é o operador de energia do poço degrau infinito, e V  é o operador de “interação”. 
Nesse caso temos
i/o b S ’> =  ) .
onde /'m1 e são os autovalores de energia e os “kets” de base, do poço degrau infinito.
Vamos representar agora o operador de energia H  na base de Hq, então
< /> 2 l H  I v $ )  =  +  ( * $ , |  V  |ç $ >  .
Hm"m' — Em> $m"m' d- Vn"m' (3.33)
Na equação acima, são os elementos de matriz que compõem o Hamiltoniano do
sistema e são dados em termos dos números quânticos m" e m' e são os elementos que
compõem a matriz de “interação” , esses elementos podem ser escritos como
/oo dx <pffi(x) V ^ ( x )  ,
-OO
(3.34)
onde ipm são as autofunções do poço degrau infinito (3.17) e V  é fornecido pela Eq. (3.32). 
A solução da integral (3.34) será
V„
4 í i  k U „  
V,




, / \k 2Lx
(m" =  m') 
(m" í  m ’)
l  2 A fei™  2
onde A/q =  km> — km» e Ak2 =  kmi + km». Com os autovalores de energia do poço degrau in­
finito e a matriz de interação, podemos construir H  através da Eq. (3.33), cuja representação 
matricial é
( E {Y  + Vu V12 Vo . . .  v,_, \






EÍ0) +  V33
V K n " l Vm" 2 Vm" 3
^1 m'  
^2 m'
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A u t o v a l o r e s  e  A u t o f u n ç õ e s
Os autovalores de energia do sistema podem ser encontrados através do método 
da expansão veja a seção 2.3 e a Ref. [4] —, ou seja, através da solução da equação de 
autovalores
det(H  -  E l)  = 0 . (3.35)
Esse procedimento, em geral, é feito numericamente devido as dimensões da matriz H. 
Rotinas numéricas para esses fins podem ser encontradas em [45]. Após a obtenção dos 
autovalores de energia podemos também encontrar a matriz {C'm"m'} que diagonaliza H.
As autofunções do sistema podem ser obtidas através da combinação linear dos au- 
toestados de base
<Pm'(^') ^   ̂Cm"rnl,'Pmii (t) ,
m"
onde os coeficientes da expansão Cm"m' são obtidos diretamente da diagonalização de H  a 
partir da solução da Eq. (3.35).
3.4 .3  C o m p a r a ç ã o  d o s  R e s u l t a d o s
A concordância entre os autovalores de energia obtidos numericamente e analitica­
mente mostraram que o método da expansão fornece resultados suficientemente coerentes. 
Alguns autovalores de energia são mostrados na Tab. 3.2. Precisamos testar agora a eficiência 
do método, ou seja, vamos testar a convergência dos níveis de energia.
m Exato Numérico Erro (%) m Exato Numérico Erro (%)
1 3,48336005 3,48602748 0,07651983 11 22,0909843 22,0909882 0,00001739
2 6,43827772 6,44863367 0,16059008 12 22,0939331 22,0939522 0,00008311
3 8,85581112 8,87644196 0,23241742 13 22,0988388 22,0988941 0,00025337
4 10,9907379 11,0237608 0,29955858 14 22,1057243 22,1058083 0,00037751
5 12,9404373 12,9878321 0,36491665 15 22,1145687 22,1147003 0,00059891
6 14,7549686 14,8187313 0,43028518 16 22,1253872 22,1255646 0,00080512
7 16,4640560 16,5465031 0,49827474 17 22,1381912 22,1384029 0,00095766
8 18,0881824 18,1928272 0,57520288 18 22,1529560 22,1532154 0,00117038
9 19,6549435 19,7904854 0,68488198 19 22,1697102 22,1699982 0,00129554
10 21,2278538 21,4141712 0,87006974 20 22,1884308 22,1887512 0,00144464
Tab. 3.2: Matriz 1000 x 1000.
O procedimento usado aqui é baseado exclusivamente em testes. Vamos supor que 
estejamos interessados em construir um pacote de onda com 22 níveis de energia. A per-
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gunta que precisamos responder é: qual deve ser a dimensão do operador de energia a ser 
diagonalizado?
A Tab. 3.3 mostra os números quânticos e o erro percentual relativo entre os níveis 
de energia calculados numericamente e analiticamente. O erro percentual foi calculado pela 
fórmula:
Eex En i
E% = E., x 100%
onde E% é o erro percentual, e Eex e Enum são os autovalores de energia exato e numérico 
respectivamente. Para H  com dimensões maiores que 500 o erro relativo obtido até o número 
quântico 22 foi inferior a 0, 000001%.
Tab. 3.3: Erro percentual nos níves de energia. A primeira linha mostra os números quânticos 
e a dimensão do operador de energia.
4
Poços B i d i m e n s i o n a i s
0  estudo de sistemas bidimensionais é interessante por diversos aspectos, como por 
exemplo, na investigação de sistemas mais realísticos como gases de elétrons bidimensional 
[46, 47] ou na construção de modelos que representem heteroestruturas [8]. No contexto de 
caos quântico, podemos ressaltar ainda que sistemas conservativos apresentam caos apenas 
a partir de sistemas bidimensionais [48].
Nesse tipo de sistema podemos encontrar ainda uma dinâmica de reconstrução do 
- de onda mais rica. Esse fato nos motivou a estudar o fenômeno de reconstrução em 
sisiernas cuja dinâmica depende de dois números quânticos.
Consideremos uma partícula de massa M, restrita ao plano xOy em uma região 
retangular delimitada por d\ e d^. A energia potencial V(x,y)  nesse caso, é infinita fora da 
região retangular (R — I ) (veja a Fig. 4.1).





R - I I
Fig. 4.1: Poço Retangular Infinito bidimensional.
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Esse potencial pode ser escrito como
V(x,y)  = V(x) + V(y) , (4.1)
onde V(x)  e V(y) são as energias potenciais do poço quadrado infinito unidimensional (veja 
a Eq. (3.1) na seção 3.1).
A equação que descreve o comportamento de uma partícula nesse potencial é dada 
pela Eq. (2.2), que iremos escreve-la logo abaixo
Rj4>) =  £|4>) , (4.2)
onde |$) representa os autoestados e E  são autovalores de energia da partícula. Essa é a 
equação de Schrödinger independente do tempo.
4.1 .1  O p e r a d o r  d e  E n e r g ia
O operador de energia H, para um sistema bidimensional, pode ser escrito como
H = +  V(x, y) , onde p = - i h V  . (4-3)
Para o poço retangular infinito, onde a energia potencial é definida pela Eq. (4.1), podemos
escrever H  como
H x Hy
= HX + Hy , (4.4)
onde Hx é o  operador de energia do sistema na direção x, e Hy é o operador de energia da 
direção y.
4.1 .2  A u t o v a l o r e s  e  A u t o f u n ç õ e s
Podemos considerar os autoestados de H,  isto é, |4>) como produto tensorial entre 
os autoestados em x e os autoestados em y [31]. Então
|$> =  \<t>n)x\<t>m)y • (4-5)
Aplicando a equação de Schrödinger independente do tempo (4.2), onde H  e |4>) são dados 
pelas Eqs. (4.4) e (4.5) respectivamente, temos
{Hx +  Hy) |0 n ) i |0 m ) y  =  H |0 n ) i |0 m )y
+ d ?1 ■
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Com isso reduzimos o problema bidimensional a dois problemas unidimensionais, já soluci­
onados na seção 3.1, cujos autovalores de energia são dados por
7r2h2 í  n2 m 2\
n'm = i M { j r 2 + d 7 )  • ( 4 -6 )
onde n e m  são dois inteiros positivos. As autofunções são obtidas da Eq. (4.5), que para o
bilhar retangular fica
$n,m(x, y) =  <t>n{x) 4>m{y) ,
onde 4>n(x) e 4>m{y) são as autofunções do poço quadrado infinito. Daí finalmente obtemos 
as autofunções do bilhar retangular
2 mrx miry . „  T.: sen —— sen —-— (R — I)
$n ,m(x , y )={  ^ 2  d, d2 (4?)
0 (R -  I I )
4.1.3 P a c o t e  d e  O n d a
Vamos investigar agora a dinâmica do pacote de onda em um sistema bidimensional,
cuja evolução é dada pelas Eqs. (2.9) e (2.10). Podemos reescrevê-las para o bilhar retangular 
como
^(x ,y; t )  = anbm <Pn(x)<Pm(y) e~*En'mt e l^l2 =  ty(x,3r,t)*ty(x,y;t) •
n,m
Os coeficientes da expansão são dados pela Eq. (2.13). Para o bilhar retangular temos
/+oo r+ o odx <f>*n{x) g{x) / dy 4>*m(y) g(y) ,
■oo J —oov  / v-----------v-----------/
0>rt bm
Uj = (In brn
Assumindo a forma inicial do pacote como descrita por uma distribuição normal 
Gaussiana (veja seção 2.2.1), então an e bm serão dados por
\  di )  di \  d2 J d2
e com isso podemos fazer a evolução temporal do pacote de onda.
4.1.4 Os T e m p o s  d e  R e c o n s t r u ç ã o
Os períodos clássicos e de reconstrução total são dados pelas fórmulas (2.32), onde
a energia depende agora de dois números quânticos n e m .  Com isso obtemos as seguintes
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escalas de tempo para o bilhar de dimensões di e d2:
(i) _  2Mdi2 ,2j _  2Md2
r r  i   ■) -*■ mnhn ! rc irhm
(1) AMd\2 (2) 4 Md22 (i2)
Tr, = ~ ^ ~  . Trt = — —  e Tr, =oo




t = Trt = d22T ^  = d l2T%)
Com isso, o tempo previsto de reconstrução total para o poço retangular será:
Tn = ^ jr d  x2d22 . (4.8)
Essa escala de tempo é “universal” , no sentido que esse tempo não depende dos 
números quânticos n e m ,  diferentemente dos períodos clássicos que apresentam dependência 
. a relação a posição inicial do pacote no interior do bilhar.
Para o bilhar quadrado, isto é, quando d\ = d2, o tempo de total-reconstrução será
Ttr =  = r t(r2) . (4.9)
4.1 .5  R e s u l t a d o s
Nessa seção apresentaremos os resultados obtidos da simulação numérica de um pa­
cote de onda em um bilhar quadrado ou em um bilhar retangular. Considerando a construção 
do pacote de onda, podemos utilizar 30 níveis de energia em x e 30 níveis de energia em y, 
totalizando 900 autoestados, de tal forma que
30 30
X )  lflnl2 16ml2 ~  1 (4 1 °)
n = l  m = 1
em todos os casos investigados. A Eq. (4.10) se mostrou uma ferramenta importante na 
investigação da construção do pacote, aproximando-se da unidade para o pacote inicial mais 
próximo do centro da caixa. Esse fato é decorrente da aproximação feita para os coeficien­
tes an e bm, de fato, perto das fronteiras o pacote deve ser suficientemente estreito, sendo 
necessário para sua construção um número maior de níveis de energia.
A dinâmica do pacote de onda foi estudada mediante a modificação das larguras do 
bilhar d\ e d2, e da modificação da posição do pacote no interior do bilhar. Utilizamos em 
todos os casos (h =  M  =  1), onde os casos investigados foram:
4.1 B il h a r  R e t a n g u l a r - 65  -
Caso I : Para d\ = 0Í2 (Bilhar Quadrado);
Caso II : Para d\ ^  d2 (Bilhar Retangular);
A tabela a seguir mostra os parâmetros usados na simulação numérica.
Caso di d2 OX Oy
I 6 6 0,3 0,3
II 2 3 0,1 0,2
A dinâmica da partícula (pacote de onda) em um bilhar quadrado, ou retangular, 
pode ser resumido na seguinte lista de figuras:
Lista de figuras
Caso I: Bilhar Quadrado
4.2 -  Autofunções e módulo quadrado da função de onda
4.3 -  Evolução do pacote de onda (xo =  2,0 e yo = 3,0)
4.4 -  Função de autocorrelação
Caso II: Bilhar Retangular
4.5 -  Evolução do pacote de onda (Figuras comparativas)
4.6 -  Função de autocorrelação
4.7 -  Função de autocorrelação (Figuras comparativas)
B il h a r  Q u a d r a d o
As Figs. 4.2 (a) - ( /)  ilustram as autofunções $ nm(x, y) e as Figs. 4.2 (g) - (m) mostram 
o módulo quadrado da função de onda |4>|2 para o bilhar quadrado. A evolução do pacote 
de onda pode ser vista nas Figs. 4.3 (a) - (p), onde podemos observar também a presença de 
reconstruções do pacote, mais especificamente nas Figs. 4.3(1), (o) e (p).
Vamos determinar agora as escalas de tempo de reconstrução correspondentes, para 
isso vamos analisar a função de autocorrelação. As Figs. 4.4 (o) - (d) mostram o gráfico da 
função de autocorrelação para diferentes posições iniciais médias x0 e yç>. Esses tempos de 
reco1 rução concordam com os resultados previstos analiticamente pela Eq. (4.9). A Tab. 4.1 
.a as reconstruções e as escalas de tempo correspondente para o bilhar quadrado.
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Total-Reconstrução
Fig. 4.4 (6) Fig. 4.4 (c)
1 Tcr = 15,28 1 = 5, 73
2 Tcr =  30,56 2 Tcr =  H ,46
3 T t r  = 45, 84 3 Tct =  17,19
4 Tcr =  22, 92
5 T c r  = 28,65
6 T c r  = 34,38
7 T c r  =  40, 11
8 II 00
Reconstrução Parcial
Tempos Numérico Figura 4.3
Ttr/ 8 5,73 (e)
T t r / 6  7,64 ( / )
Ttr/ 4 11,46 ( 9 )
Tu./3 15,28 ( h )
T t r / 2 22,92 ( 0
5Ttr/8  28,65 (m )
3Ttr/4  34,38 (n )
Tab. 4.1: Tempos de reconstrução para o bilhar quadrado.
B il h a r  R e t a n g u l a r
A dinâmica de uma partícula em um bilhar retangular é mais rica e complexa que 
no caso unidimensional (secão 3.1). Mostraremos aqui, que bilhares de diferentes larguras 
podem apresentar o mesmo tempo de reconstrução total. Esse fato pode ser observado 
através da comparação entre o bilhar quadrado e o bilhar retangular, que no caso estudado 
aqui apresentam o mesmo tempo de reconstrução total, mas dinâmicas bem distintas.
Essa discrepância entre as dinâmicas da partícula pode se dar até mesmo entre bi­
lhares idênticos, para isso basta mudar posição inicial média do pacote de onda. A Fig. 4.5 
mostra os diferentes comportamentos do pacote de onda para sistemas que apresentam o 
mesmo tempo de reconstrução total. As Figs. 4.5 (la) - (le) — primeira coluna — mostram 
a evolução do pacote de onda para o bilhar quadrado centrado em x0 = 2 e yo = 3. As 
Figs. 4.5 (2a) - (2e) — segunda coluna — mostram o bilhar retangular centrado em xq =  0,7 
e yo = 1,1. As Figs. 4.5 (3a) - (3e) — terceira coluna — ilustram a evolução temporal em
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bilhar retangular centrado xo =  1, 0 e yo = 2, 3. Podemos notar que o tempo de reconstrução 
total é o mesmo em ambos os bilhares.
A dinâmica da partícula para o bilhar retangular pode ser estudada também por meio 
da função de autocorrelação, apresentada nas Figs. 4.6 (a) - (/). Os tempos de reconstrução 
anteriores a t =  45, 84 ocorrem devido a períodos clássicos de reconstrução e podem ser 
vistos nas Figs. 4.6 (c) e (d).
Uma análise geral da dinâmica da partícula nos permite concluir que a posição inicial 
do pacote de onda no interior do bilhar influencia diretamente a reconstrução parcial, mas 
não a reconstrução total do pacote de onda.
Mostramos ainda que bilhares com diferentes larguras podem apresentar o mesmo 
tempo de reconstrução total. Esse fato pode ser observado através da comparação en­
tre o bilhar quadrado e o retangular — Fig. 4.7 — onde em ambos os casos obtivemos 
t = Trc = 45,84, embora apresentem dinâmicas bem distintas.
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( a )  n=],  m=2 ( b ) n=2, m- 1  ( c ) n=2, m=2
( d )  n = 3 , m- i  ( e )  n=3, m=2 ( f )  n=3, m=3
( g ) n=l ,  m—1 ( h ) n=l ,  m=2 ( i ) n=l ,  m—3
( j )  n=2, m=2 ( l ) n=3, m- 1  ( m ) n=3, m -3
.2: Bilhar quadrado, (a)-(f): Função de onda - <h(x,y). (g)-(m): Módulo quadrado 
mção de onda - |<É>(:r, y )|2.
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( a )  t=0,0 t=0,2 ( c ) t=0,3
t=5,73 t=7,64
t=11,46 ( h )  t= 15,28 t=22,5
t=22,7 t=22,92 ( m ) t=28,65
( n ) t=34,38 t=45,84 t= 114,6
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0,5
( c) xo=3’° y0=3’0
M
0 10 20 30 40 50
t
Fig. 4.4: Função de autocorrelação para o bilhar quadrado (Ttr =  45, 84)
4.1 B i l h a r  R e t a n g u l a r - 71 -
( l b )  t - 5 ,73 ( 2 b )  t=5,73 ( 3 b )  t=5,73
( l c )  t=15,28 ( 2c ) t= 15,28 ( 3 c )  t=15,28
( l e )  t=45,84 ( 2e ) t=45,84 ( 3 e ) t=45,84
Fig. 4.5: Comparação da dinâmica de um pacote de onda: (la) - (le) Bilhar quadrado (xo = 
2,0 e yo = 3,0). (2a)-(2e) Bilhar retangular (x0 = 0,7 e yQ =  1,1). (3a)-(3e) Bilhar 
retangular (xo = 1,0 e y0 = 2,3).
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Fig. 4.6: Função de autocorrelação para o bilhar retangular (Trc = 45,84).
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t t
Fig. 4.7: Comparação entre a função de autocorrelação do bilhar quadrado (preto) e do 
bilhar retangular (cinza). Pacote de onda inicia centrado em: (a) x0 = 2,0 e y0 = 2,0 
(preto) e x0 = 0,7 e y0 =  1,5 (cinza), (b) x0 = 2,0 e y0 = 3,0 (preto) e i 0 =  l ,5ej /o = l ,5 
(cinza)
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4.2 Poço D e g r a u  A s s i m é t r i c o
Consideremos uma partícula de massa M  sujeita a um potencial bidimensional dado
por
V(x,y) = Vx(x) + Vy(y) + V{x,y)
onde Vx(x) é a energia potencial do poço quadrado infinito dado pela Eq. (3.1), Vy(y) é a 
energia potencial do poço degrau infinito — veja a Eq. (3.10) —, e V(x,y)  é o potencial 
que acopla os autoestados do poço quadrado com os autoestados do poço degrau. Uma 
representação esquemática desse sistema pode ser visto na Fig. 4.8.
Fig. 4.8: Diagrama esquemático do poço degrau assimétrico.
O potencial V  considerado nesse problema é do tipo bilinear e pode ser escrito como
v
V(x,  y)
x (Li -  y) ( R - I )
L\D
0 {R -  I I )
onde v denota a amplitude máxima da interação, D, L\ e L são as dimensões do poço.
(4.11)
O  O p e r a d o r  d e  E n e r g ia  
O operador de energia para esse sistema será
H = HX + Hy +V  ,
'--------V--------'
Ho
onde Hx é o operador de energia do poço quadrado infinito unidimensional, Hy é o operador 
rgia do poço degrau unidimensional e V  é o operador de acoplamento. A dinâmica 
rtícula será então descrita pela equação de Schrödinger independente do tempo (2.2), 
,ade os elementos da matriz H, representados na base de Ho, são escritos como
n " m "  H n ' m i =  E ) .  ^Sn " n i S m " m '  4” E y  ^Sn " n ' 5 m " m ' ^ n ' m ' >
onde Ex°̂  são os autovalores de energia do poço quadrado (3.4), Ey°̂  são os autovalores de 
energia do poço degrau (3.15) e m"ri'Vmin> são os elementos que compõem o operador de 
acoplamento.
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O  O p e r a d o r  d e  A c o p l a m e n t o




dxdy (y)V 4>nt\x) (y) , (4-12)
-oo
onde V é o operador de acoplamento (4.11) e <j>n\x) e são as autofunções do poço
quadrado infinito (3.5) e do poço degrau infinito (3.17), respectivamente. Substituindo o 
operador de acoplamento e as autofunções em (4.12) obtemos
LiD
onde
Gn"n' = Í  dx x ( x ) ^ )  (x) e Jm"m' =  f  dy (Ll -  y) V^){y)Vn,{y) ■
J 0 j  0




D í cos(n' — n")7T cos(n' +  n")tt
dm" m’ — *




+(n1 +  n")2 (n' — n")2 (n1 +  n")2
(L \k2ml -  sen km>Lx)
, ü è ^ ( ^ {cosAk2Li+1)~ À {cosAk' L' +1))
(n" = rí) 
(■n" ±  n')
(m" =  m') 
(m" ±  m!)
para AAq =  km> — km» e A/c2 =  kmi +  km». Com isso, finalmente, podemos obter os elementos 
de matriz com a equação abaixo
V
8LiA4 ,/n {L>\kmi sen km> L\}
\Gn"n' Jn
(n" = n') e (m" = m')
(•n" 7̂  n") ou {m" ^  m")
 ̂ LiD
O operador H  é composto de um número infinito de elementos, já que não existe um 
limite superior para os números quânticos n e m ,  mas por razões computacionais, precisamos 
limitar nosso modelo truncando as dimensões d e n e m a  qual denotaremos por Nmax e Mmax. 
Nesse caso a dimensão de H  será iVmaz x Mmax.
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4.2 .1  A u t o v a l o r e s  e  A u t o f u n ç õ e s
Os autovalores de energia e as autofunções são obtidos diagonalizando-se a matriz 
H, isto é, resolvendo a equação secular
det(i7 -  E l)  = 0 . (4.13)
Esse procedimento é realizado numericamente, devido a dimensão da matriz H. As 
autofunções são obtidas da combinação linear das funções de base do sistema não perturbado, 
ou seja, sem o potencial de acoplamento (poço degrau bidimensional). Então
(z,y) =  Cnl<t>{n (®)^m (v) >
71,771
onde Cnm são os elementos de matriz que compõem a base que diagonaliza H, obtida da 
própria Eq. (4.13).
4.2 .2  P a c o t e  d e  O n d a
A evolução do pacote de onda para esse sistema pode ser feita através das equações 
V(x,y , t )  = Cní<t>{n )(x)(p^)(y)e W  ,
j 71,771
e |\P|2 é obtida de
l^ l2 = y*(x ,y; t )V(x,y]t )  .
A densidade de probabilidade poderia ser obtida diretamente da Eq. (2.11), mas 
esse procedimento é computacionalmente menos eficiente (esse fato ocorre porque troca­
mos o triplo somatório da Eq. (2.11) por uma única operação complexa, ou seja, trocamos 
(Nmax x Mmax)2 operações por uma única operação que multiplica a função de onda pelo 
seu complexo conjugado).
Precisamos ainda obter os coeficientes Uj que aparecem na Eq. (4.2.2). Para isso 
podemos utilizar a Eq. (2.21).
Uj =  ^  ] Gnm an ,
nm
onde an e bm são os coeficientes da expansão do poço quadrado infinito — Seção 3.1 — e do 
poço degrau infinito — Seção 3.2 — respectivamente.
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4 .2 .3  R e s u l t a d o s
Nessa seção vamos apresentar os resultados da simulação numérica da evolução tem­
poral de um pacote Gaussiano em um poço degrau bidimensional acoplado, veja a Fig. 4.8. 
Levando em consideração a construção do pacote de onda inicial, podemos utilizar o seguinte 
conjunto de parâmetros1: D =  6, L x = L2 = 6, (L =  L x + L2), Vs =  100, x0 =  y0 = 1 e 
&x — &y = 0, 3. Para que o pacote de onda seja suficientemente bem construído, utilizamos 
aqui 20 níves de energia em x, e 30 níveis de energia em y, totalizando 600 autoestados. 
O Hamiltoniano do sistema foi construído com Nmax =  30 e Mmax = 50, cuja dimensão é 
de 1500 x 1500, ou seja, precisamos diagonalizar essa matriz para utilizarmos apenas 600 
autoestados para a construção do pacote. As Figs. 4.9 (a) - ( /)  mostram o módulo quadrado 
da função de onda para o sistema sem o potencial de acoplamento (u =  0). As três primeiras 
figuras apresentam níveis de energia menores que a energia da barreira, e as Figs. 4.9 (d) - ( /)  
apresentam níveis de energia maiores que tÇ. Nesse caso o pacote de onda se comporta como 
se estivesse em um bilhar quadrado, veja a seção 4.1.
Acrescentamos agora o potencial de acoplamento fazendo v ^  0. Nesse caso temos 
o acoplamento entre os estados da partícula na direção x com os estados na direção y. As 
Figs. 4.9 (g) - (p ) mostram o módulo quadrado da função de onda para o estado fundamental 
(n =  1 e m — 1). Nessa figura, é possível observar diretamente o efeito do potencial de 
acoplamento, pois a medida que v aumenta o módulo quadrado da função de onda é deslocado 
para a região de menor potencial. A dinâmica do pacote de onda pode ser observada através 
da evolução temporal dada pela Eq. (4.2.2). A Fig. 4.10 mostra a evolução desse pacote 
para v — 10. Nesse caso a dinâmica do pacote de onda para esse problema se mostra 
mais complexa, em comparação com o problema do bilhar retangular (quadrado). Para 
esse problema não foi possível observar o fenômeno de reconstrução do pacote de onda para 
tempos até 500.
Observamos ainda que o pacote de onda permaneceu aprisionado na região de menor 
potencial — região (R  — I) na Fig. 4.8 —, mesmo para u ~  Vs.
1Es: es valores numéricos já  vem sendo adotados desde as primeiras seções.
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( d )  n=2, m=28 ( e )  n=4, m=29 ( f )  n=4,m=31
( j )  v f = 7,5 ( l )  V,. = 2,0 ( m )  vf = 5,0
Fig. 4 : : Bilhas degrau, (a)-(f): Módulo quadrado da função de onda para z/* =  0. (g)-(p): 
Módulo quadrado da função de onda do estado fundamental.
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( g ) t=20,0 ( h ) t=10,0 ( i ) t=50,0
Fig. 4.10: Evolução do pacote de onda — |4/(:r, y\t)\2 —, para za =  10.
C o n s i d e r a ç õ e s  F i n a i s
5
S u m á r io
0  desenvolvimento numérico realizado para o poço quadrado infinito unidimensional, 
mostrou que o tempo de reconstrução total (Trt) depende apenas da largura D do poço, 
concordando com os resultados previstos analiticamente. Como a reconstrução total não 
depende de parâmetros do pacote, foi possível mostrar que reconstruções associadas a posição 
inicial média x0 do pacote de onda estão relacionadas apenas com os tempos de reconstruções 
clássicas (Trc), não apresentando super-reconstrução (Tsr =  oo).
Para o poço degrau infinito unidimensional, mostramos que os autovalores de energia 
possuem uma dependência mais complexa com relação aos numéros quânticos — “equação 
transcendental” . Esse fato conduz a outras escalas de tempos, como por exemplo, o tempo 
de super-reconstrução Tsr, cuja ocorrência se dá em períodos muito longos. Mostramos a 
existência de reconstruções do pacote de onda em t = Trt e t =  Trc para E  <C Vs, o que não 
foi observado para E  < Vs. Nos casos tratados, foi possível concluir que o pacote permanece 
predominantemente aprisionado na região de menor potencial, mesmo para energia média 
do pacote próxima a energia da barreira.
Para o poço delta, observamos que, quando a barreira atua como uma perturbação 
(À < 1), é possível observar a reconstrução total do pacote de onda, embora esse tempo seja 
significativamente maior que o tempo de reconstrução total obtido para o poço quadrado 
infir' ;e fato mostrou que a delta não destrói as reconstruções totais, apenas retarda seu
ito. Mostramos também que as larguras d\ e cõ são parâmetros importantes no 
i.amento do pacote, isto é, quando d\ e 0Í2 são irracionais o pacote de onda permanece 
aprisionado em uma certa região do espaço.
Sistemas bidimensionais apresentam, em geral, uma dinâmica mais rica e complexa.
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Para o poço retangular (quadrado), mostramos a existência de reconstrução total (Tn ) e 
período clássico de reconstrução (Trc). Os resultados obtidos numericamente mostram plena 
concordância com os tempos obtidos analiticamente. Através da função de autocorrelação 
e da evolução do pacote de onda observamos que a modificação da posição inicial média 
do pacote (x0 e y0) geram diferentes reconstruções parciais mas com o mesmo tempo de 
reconstrução total. Vimos também que diferentes “geometrias” , como por exemplo, o bilhar 
quadrado e o bilhar retangular, podem apresentar o mesmo tempo de reconstrução total 
(Tr(), porém diferentes reconstruções parciais.
Para o poço degrau bidimensional acoplado, não observamos na escala de tempo 
investigada a reconstrução do pacote de onda, sendo que o pacote permaneceu na região de 
menor potencial mesmo para energia de acoplamento próxima a energia da barreira {y Vs). 
Para o caso onde a energia de interação é nula (u = 0) o pacote de onda se comporta de 
forma análoga a uma partícula em um bilhar retangular.
C o n c l u s ã o
O objetivo desse trabalho foi discutir de forma sistemática, considerando diferentes 
bilhares, o problema da evolução dinâmica de pacotes Gaussianos, com particular enfoque no 
tempo de reconstrução. Embora esse seja um tema recorrente na literatura (como ficou claro 
ao longo dessa dissertação), aqui procuramos, para sistemas já analisados, entender aspectos 
não investigados anteriormente. Também fizemos uma discussão sobre a reconstrução para 
potenciais de possível interesse prático, mas que não haviam sido estudados anteriormente. 
Alguns dos métodos aqui propostos, fazem parte da contribuição dessa dissertação para a 
importante área de propagação de pacotes de onda em bilhares.
T r a b a l h o s  F u t u r o s
Aqui fizemos uma abordagem geral discutindo aspectos específicos para cada po­
tencial. Muitas coisas podem ser continuadas e aprimoradas a partir de nossos resultados 
iniciais. Como exemplo podemos citar:
— O estudo de pacotes Gaussianos em outras geometrias (bilhar circular);
— Estudo da evolução de pacotes de onda e aprisionamento em um poço delta 
bidimensional
— Aná ise da dissociação quântica de partículas aprisionadas na região de menor potencial 
de um bilhar degrau através da aplicação de campos externos;
— Evolução de pacotes de onda em sistemas caóticos (bilhar triangular);
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— Evolução do pacote de onda em um poço degrau com aplicação de campos elétricos 
(efeito Stark) em sistemas confinados;
A p ê n d i c e  A
D e m o n s t r a ç ã o
Vamos demonstrar nesse apêndice a dedução da condição de contorno proposta na 
Eq. (3.24). Onde em nosso caso consideramos a continuidade da função de onda <f>(x), e a 
descontinuidade em sua derivada primeira1
Consideremos então o comportamento da função de onda ligeiramente a esquerda 
da interface (d~) e a direita (d+). A partícula nessa região é descrita pela equação de 
Schrödinger onde V{x)  =  À 5(x — d), com isso temos
-  + X 5 (x ~  d^ x ) =  E ^ x ) 
integrando essa equação em x  temos
f f  C «  f f m , /•*+* %r d i+ A  j 2 x ( x \  f d x + l i  r ã i + n .I —— —  dx + \  I ô(x — di) <p(x) dx =  I E(f>(x)dx
J di - A  d x  J d i - A  J d \ —A
r d i + A
[ (ß'id'l) -  <j/(dí) ] + X 4>(di) = / E<f>(x) dx .
J  di — A
Agora vamos tomar o limite de A —► 0, com isso (d +  A) —► d+ e (d — A) —» d , então
h2
2 M
[0' ( d + ) - 0/(dr)] +  A0 (d1) =  O
logo
como queríamos mostrar.
1 Embora essa condição de contorno seja interessante do ponto de vista prático, chamamos a atenção do 
leitor para o fato que essa condição não é a mais geral. Veja a Ref.[41] para mais detalhes.
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A p ê n d i c e  B 
F u n ç õ e s  d e  A i r y
Dada a equação diferencial
y -  xy  =  0 (B.l)
existe um par de soluções linearmente independentes Ai e Bi que satisfazem a equação 
diferencial (B.l), onde Ai e Bi são chamadas de funções de Airy, veja as Figs. B.l. A 
solução geral da Eq. (B.l) é dada por
y(x) =  A  Ai (z) +  B  Bi (a;) .
x x
Fig. B.l: (a) Funções de Airy. (b) Derivada das funções de Airy.
Para valores positivos de x, podemos representar as funções de Airy, e sua derivada, 
através das funções Jn(x) e In(x), onde são respectivamente, a função de Bessel de primeira
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espécie e a função de Bessel modificada de primeira espécie. Podemos escrever também as 
funções de Bessel modificadas de primeira espécie em termos da função de Bessel de primeira 
espécie com argumentos complexos — veja Eq. (B.2) —, e com isso obtemos
{ -
Ai(x)  =  A  |/_ 1/3(í) _  /l/3(í)] A i'(x) =  |  [/2/3(Ç) _  /_2/3(Ç)]
Bi(x) = ( / - I/3(í) + / , , 3(í)] B i'(x) =  [/_2/3(Ç) + / 2/3(í)]
As fórmulas correspondentes para argumentos negativos podem ser expressas em 
termos da função de Bessel. Tal que
A i( - x )  =  A  [Jl/3(í) +  j _ 1/3(í)| =  |  [J2/3(Ç) -  J_2/3({)]
B i( - x )  = M \ J - 1/3«) -  - M í ) ]  B i '( - x )  = (J_2/3(<) +  J2/3(í)]
ln (0  = i Jn(iÇ) . .(B.2)
/_n(0 =  inJ -n(iO 
(—l) fe(£/2)n+2fc 
t^o klT(k + 1 +  n )
, ^  _  f '  (~ i) fc(e /2)2fc- n
é á  klT(h + l - n )  ‘
A função de Airy em x  =  0 é
3~2/3 /_
Ai(0) = F-— —  « 0,355028... £t(0) = \/Z Ai(0) «  0,614926...
r(2/3)
Podemos escrever as funções de Airy em termos das funções Kn(Ç) e Yn(Ç), que são 
respectivamente — funções de Bessel de segunda espécie e função de Bessel modificada de 
segunda espécie. Essas funções podem tornar as rotinas numéricas mais eficientes. Para ver 
mais detalhes sobre as funções de Bessel consulte as Refs. [39, 40], para obter rotinas para 
as funções de Airy, veja a Ref. [45].
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