The immune system provides very effective host defense against infectious agents. Although many details are known about the cells and molecules involved, a broader "systems engineering" view of this complex system is just beginning to emerge. Here the argument is put forward that stochastic events, potent amplification mechanisms, feedback controls, and heterogeneity arising from spatially dispersed cell interactions give rise to many of the gross properties of the immune system. A better appreciation of these underlying features will not only add to our basic understanding of how immunity develops or goes awry, but also illuminate new directions for manipulating the system in prophylactic and therapeutic settings.
The immune system provides very effective host defense against infectious agents. Although many details are known about the cells and molecules involved, a broader "systems engineering" view of this complex system is just beginning to emerge. Here the argument is put forward that stochastic events, potent amplification mechanisms, feedback controls, and heterogeneity arising from spatially dispersed cell interactions give rise to many of the gross properties of the immune system. A better appreciation of these underlying features will not only add to our basic understanding of how immunity develops or goes awry, but also illuminate new directions for manipulating the system in prophylactic and therapeutic settings.
The immune system provides the organism with the ability to recognize, respond to, and in most cases successfully defend against a wide variety of infectious agents. Because they are in a race with the replicative capacity of microorganisms, immune responses must not be "too cold," meaning too insensitive in initiating, too slow in developing, or too meager in expanding, so that effector function should not be overwhelmed by rapidly replicating pathogens (1) . On the other hand, they cannot afford to be "too hot," because the mediators meant to combat the invader are themselves capable of substantial destructive effects on host tissues. The responses must be "just right"-rapid, vigorous, properly modulated, and of the correct quality (2) . Operation of a relatively strict set of rules would seem necessary to ensure well-controlled behavior by such a complex system, resulting in a very mechanistic interpretation of most immunological experiments-input X directly and reliably causes a cell to generate output A under a given initial condition.
But as one dissects the immune system at finer and finer levels of resolution, there is actually a decreasing predictability in the behavior of any particular unit of function (a gene, a cell) (3) (4) (5) (6) . A major challenge is thus understanding what endows the overall ensemble with both sensitivity and global reliability despite variations in the concentration, initial state, local behavior, or precise number of the participating components. Emerging evidence suggests that these properties arise from a combination of (i) small alterations in the probabilistic behavior of a biochemical pathway, a cell, or a collection of cells (5, 7) ; (ii) the amplification of these induced changes by positive-feedback loops (6) and/or exponential cell growth (8) ; (iii) the action of counter-regulatory controls that modulate these potentially unidirectional, explosive processes; and (iv) the summation of individual topographically dispersed cellular responses subject to these local control mechanisms. Other reviews in this issue will deal with specific molecules and pathways involved in lymphocyte behavior, dendritic cell (DC) function, or vaccine efficacy. Here I will focus primarily on elaborating general principles involved in effective operation of the immune system.
Lessons from Population Biology
Clonal expansion of antigen-specific lymphocytes is a central feature of adaptive immune responses (9) . In cell populations undergoing such exponential growth, small effects on the behavior of individual cells can be markedly amplified, producing large differences in the final state of the system. This is analogous to the dramatic effects on population frequency seen after several generations when a particular reproductive group has a modest selective advantage (10) . Unfortunately, the implications of such behavior are often overlooked in drawing conclusions from immunological data. Consider the classic "two-signal" model of T cell activation (11) , in which CD28 costimulation complements T cell antigen receptor (TCR) input to promote interleukin-2 (IL-2)-dependent proliferation (12) . Assayed after 5 to 7 days, stimulation by the TCR alone typically results in cell yields that are only a few percent of those seen with both signals. This is often taken to mean that each cell requires the conjoint intracellular signals of these two receptors for activation to a state suitable for cell division. However, suppose that compared to TCR stimulation alone, CD28 cosignaling merely increases the amount of IL-2 made by some cells (13) . IL-2 concentration has been shown to affect T cell doubling time (14) . For example, if the greater concentration of IL-2 reached in the presence of CD28 results in a change from a 10-hour cycle to an 8-hour cycle, over 7 days this will produce a 16-fold increase in cell yield. Thus, the difference in output typically seen upon adding CD28 signaling to TCR stimulation can be readily explained by a modest change in cycle time, iterated over many cell divisions [Web fig. 1 (15) ]. No individual T cell requires two signals to divide or to produce IL-2 at levels necessary for cell division; rather, the probability that many cells will divide more often is increased by costimulation as a result of a minor increase in IL-2 production. The large impact of costimulation on the measured response is dependent on the amplifying effects of clonal expansion rather than a direct effect that licenses the cells for proliferation per se.
Similar considerations apply to experiments dealing with receptor-mediated signaling. Frequently, little importance is attributed to small (Ͻ2-fold) differences in the activity of a proximal signaling molecule studied under two different test conditions. However, high levels of nonlinear amplification in a biochemical cascade, akin to the exponential growth of cells in the experiment just described, may convert these minor quantitative differences in upstream events into large downstream changes affecting gene expression. In both this case and that of cell proliferation, a lack of appreciation of these dramatic effects of amplification can easily lead to a failure to consider alternative interpretations for a biological phenomenon [see below and (16)].
Autoimmunity Revisited
The potential physiological relevance of thinking in terms of probabilistic behavior, small differences in early responses, and effects of exponential amplification come to light when considering autoimmune responses in genetically prone individuals. Despite the presence of all the necessary susceptibility genes, such individuals vary in whether or not they will develop full-blown autoimmunity (17) . Both environmental effects and distinct lymphocyte receptor repertoires in otherwise identical individuals may contribute to this incomplete penetrance, but there is another possible source of this heterogeneity that is largely overlooked. Perhaps initiation of disease is a quantal event that depends on the behavior of only a single lymphocyte. Among mature peripheral lymphocytes in normal individuals a small number of T cells specific for a particular autoantigen presumably exist whose TCR affinity approaches that required for strong signaling. The intracellular signaling competence of these latter cells at any moment will show a Gaussian distribution. Therefore, during any time interval only a small number of all potentially autoreactive lymphocytes will produce an optimal intracellular response even if they are exposed to maximal physiological levels of both processed autoantigen and costimulation. Typically, even the most sensitive of cells achieves insufficient stimulatory signals to overcome the ambient inhibitory effects of regulatory lymphocytes and cytokines (18) ("activation barrier" in Fig. 1 ).
Genetic variation can affect the mean and range of signaling competence, the amount of CD28 ligand available, the number and activity of inhibitory T cells, and/or the ambient levels of suppressive cytokines. Susceptibility alleles presumably move one or more of these factors closer on average to a level suitable for cellular activation, so that occasionally this produces a situation in which the stimulatory signals exceed the inhibitory controls. The result could be that only a single cell "jumps" the activation barrier, begins to divide, and gives rise to progeny that acquire effector competence (Fig. 1) . The exponential nature of cell division ensures that only a few cycles are needed to generate a large pool of effector cells. In addition, the TCR signaling apparatus of activated T cells seems to have increased sensitivity (19) , and effector gene loci are modified so that they can be transcribed with less TCR and cosignaling input (20) . The consequence is that now many more cells than the single cell whose signaling first exceeded the threshold can continue to respond to the ambient level of self-antigen presentation. The tissue damage caused by these activated T cells can raise the level of presentation of additional self-determinants and promote presenting-cell activation ("danger") (21) , producing conditions that push other naïve cells into the response (22) .
This scenario emphasizes that the difference between health and disease could be the "stochastic" activation of a single cell, followed by positive feedback in the form of a gain in TCR sensitivity and multiplication of the responding cells to high numbers. Genetic risk factors for autoimmunity may operate by lowering the barrier the cell must jump to start the cycle, allowing fluctuations in signaling, regulation, and/or antigen presentation to yield occasional breaches that initiate the autoimmune process. The efficacy of brakes on the expansion and function of the initially activated cell pool [e.g., CTLA-4 (23) or PD-1 (24) inhibitory pathways for activated T cells] may also be diminished by susceptibility genes so that these checkpoints can be bypassed by one of the accumulated activated cells. Thus, the quantal event could be the very early one described above, or the transition of an activated cell within the expanded population from a tissue-infiltrating to a tissuedamaging state (25) . This "rogue cell" model of the initiation of autoimmunity has substantial implications with respect to the possible use of prophylactic immunosuppressive strategies in genetically susceptible individuals [Supplemental note 1 (15)].
System Properties and Circuit Components
Of course, under normal conditions, the type of stochastic disruption of immune homeostasis just outlined does not typically result in disease. How then does the immune system carry out its role in host defense in a reliable and effective manner while avoiding such pathological responses? Although sensitivity is clearly one key attribute, the system must also show a high degree of selectivity, reacting to appropriate signals yet being unresponsive to irrelevant stimuli. Having made a choice, it should be capable of sustaining this decision and suppressing a switch to other possible states. And as a whole, it should maintain a balance that prevents the overall system from locking irretrievably into a single mode when multiple distinct responses might be needed for physiological homeostasis. Finally, it must do all these things reproducibly when the amounts and activities of the component elements show a wide range of absolute values ["robustness" in a system (26) ].
Feedback pathways promote and regulate sensitivity. Positive feedback plays a central role in enhancing sensitivity and in driving a response fully toward a polarized state. In systems with this property, accumulation of the product (molecule or differentiated cell) promotes self-generation in increasing amounts, ensuring high levels of the product with only modest initial input [nonlinear amplification (6) ]. Shutting off this type of pathway requires an extremely strong negative influence on the generation or stability of the end product such that the concentration of the inducer is forced so low that reamplification cannot occur.
Although this type of feedback provides a way of potently amplifying weak inputs, it poses the threat of full activation in response to low-level nonspecific inputs ("noise") (27) . Such noise can arise from random fluctuations intrinsic to the system itself or from physiologically irrelevant environmental stimuli. Thus, a critical element in circuits with positive feedback is an associated damping process that prevents inadvertent activation. A simple "sink" or "filter" that blocks weak signals so that they do not reach a level capable of amplification is the simplest form of control. (In a biological setting, a constitutively functional phosphatase that inactivates a stochastically activated kinase is one possible example). However, the price for this type of control is an overall blunting of the sensitivity of the system, because a fixed amount of input is always silenced.
A negative-feedback circuit provides a more flexible form of control. Most of the time, when input is minimal, this repressive system is largely inactive. When either noise or low-level signals arise, they are countered Fig. 1 . The upper graph shows the distribution of autoantigen-specific T cells reaching particular levels of net activating signal ( TCR and costimulatory input balanced by regulatory cell and cytokine inhibition) in a normal individual (red), an autoimmune disease-prone individual (blue), and an individual with disease (green). The threshold for functional activation is also shown. The lower graph illustrates the stochastic fluctuation over time in "net activation energy" of an individual naïve T cell in a normal individual, in a disease-prone individual, and among activated cells in a disease-prone individual, plotted against the threshold necessary for clonal expansion and effector differentiation. Activation energy varies with time owing to changes in intrinsic TCR and cosignaling capacity, availability of costimulatory input, ligand density, and inhibitory input. In the normal individual, it does not reach the threshold and no response occurs. In the disease-prone individual, the cell exceeds the threshold and responds. Once a cell becomes activated, it changes its capacity for signaling and response so that available activating inputs regularly exceed inhibitory ones, and the expanding cell population now experiences signals that consistently exceed the activation barrier.
by induction of a rising, proportional level of negative regulatory control. In the context of signaling, this could involve a phosphatase whose activity varies in response to the level of kinase induction. A major difference between tonic filters and negative-feedback circuits is the time delay inherent in the latter, which permits the input signal to mediate some effect before the effect of negative feedback is manifest (28) . The delay might be of little consequence if the rate of product accumulation is so slow that it is blunted before reaching the threshold level necessary for any downstream effects. On the other hand, this property can be used to allow low-level, short-term responses followed by a return to baseline, or in a more sophisticated manner, to funnel inputs along one, but not another, pathway because of differing requirements for the concentration of a second messenger. This key role of timing in discriminatory signal processing will be expanded on below.
Another mechanism that suppresses inadvertent stimuli while facilitating sensitivity involves circuits with the property of ultrasensitivity. Reactions showing standard Michaelis-Menten properties go from 10 to 90% completion with an 81-fold change in the concentration of the variable component. If traversing this 10 to 90% interval requires a smaller change in input concentration, the system is said to be ultrasensitive (29) , a property that often arises from cooperativity in the behavior of the interacting components. The steepness of the dose-response curve reflects a parameter termed the Hill coefficient, which at high values (Ͼϳ5) provides the system with nearly digital switchlike effects (30) . A valuable property of certain forms of ultrasensitivity is that the response is negligible at low input levels (Fig.  2) . Thus, small spikes of input are suppressed and do not undergo positive amplification. However, a real signal that slightly exceeds in magnitude these incidental stimuli instead produces a maximal signal from the system. An example of such an ultrasensitive pathway is the one leading to mitogen-activated protein kinase (MAPK, also known as ERK) activation, which shows a high Hill coefficient (31) . Once more than a low level of receptor input occurs, a full ERK response takes place. This type of digital behavior is especially obvious when ultrasensitivity is combined with positive feedback (31), which may help explain why the behavior of individual lymphocytes is so switchlike, given the central role of ERK in controlling gene activation and cell division.
Biological examples of feedback control. The several elements discussed above can be combined to produce more complex circuits with enhanced capacity for controlling inadvertent activation while promoting sensitivity to "real signals." Competing feedback loops, amplification, and a possible role for ERK pathway ultrasensitivity can be seen in the circuitry controlling signaling within a single cell-for example, whether TCR binding induces a functional response to a particular peptide: MHC ligand [Supplemental note 2 and Web fig. 2 (15) ]. Another example of these regulatory principles involves CD4 effector differentiation-i.e., the T helper cell 1 (T H 1) versus T H 2 choice (5). Upon initial activation by antigen and a minimal set of cosignals, naïve CD4 ϩ T lymphocytes make only a few cytokines, primarily IL-2 and IL-3. Within a day or two, however, these cells can synthesize and secrete a variety of potent effector cytokines. Under many circumstances, there is a clear divergence in the capacity of individual activated CD4 ϩ T cells to make interferon-␥ (IFN-␥) versus IL-4 (32). A series of feedback loops are involved in promoting either the T H 1 or T H 2 phenotype. Substances from certain infectious agents can prime antigen-presenting DCs for IL-12 production, while also up-regulating CD40 and the CD28 ligands CD80 and CD86 (33) . T cells whose receptors bind tightly to an adequate quantity of processed antigen presented by major histocompatibility complex (MHC) class II molecules on these DCs in the context of CD28 costimulation respond by synthesizing CD40L. This stimulates the primed CD40
ϩ DCs to produce high levels of bioactive IL-12 and further increase costimulatory molecule expression, leading to IFN-␥ production by the T cells that in turn enhances their sensitivity to IL-12 [Web fig. 3 (15) ] (34). T H 2 development uses a distinct set of regulatory loops that again combine positivefeedback effects (IL-4 promoting IL-4 gene activity) (35) with negative effects (GATA-3 suppressing IL-12 reactivity) (36) . The ultrasensitivity that results from the organization of the ERK pathway has already been discussed-it is a small leap to think that the effects of the cascade of T cell-DC interactions might share this property [Supplemental note 3 (15) ].
It is important to point out that the polarizing effect of the cytokine signals is not necessarily immediate or absolute-rather, the feedback may evoke a small change in the probability that a cell will adopt a particular phenotype in each round of division; when this is iterated repeatedly during clonal expansion, the biasing effect can become large although not absolute because of the statistical nature of the change in gene expression (4) (5) (6) (7) . Alternatively, the choice of cell fate may be entirely stochastic, and the polarizing effect of a cytokine may relate to its capacity to mediate proliferative amplification of cells already committed to a certain differentiation pathway (16) .
Spatiotemporal Considerations
Kinetics. Feedback control is only one device used by the immune system to focus its activity along productive channels. The orchestration or timing of each step in a complex series of events also is an important aspect of regulation (37) . The system is organized such that by requiring more than one input within a narrow window of opportunity, fidelity can be substantially improved and false-positive events greatly reduced. This notion of "kinetic proofreading" serves as a guiding paradigm for how a T cell distinguishes the quality of a TCR ligand (38) . Recent models have focused on the relative rates of ligand dissociation from the TCR and of coreceptor interaction with an engaged TCR complex as it moves within the membrane (37) (Fig. 3) . Peptide-MHC combinations that dissociate rapidly from a TCR will not be capable of supporting the coordinate binding of a CD4 or CD8 coreceptor to both the TCR complex and the MHC ligand, because the two latter molecules are not spatially associated once dissociation takes place. However, a longer-lived interaction will allow a coreceptor to find the paired proteins and contribute to prolongation of the complex's lifetime, to augmentation of signaling through the additional Lck that is recruited to the TCR complex, and to protection of the complex from SHP-1 inactivation through a rapid rise in ERK activity (33) . Thymic negative selection establishes a threshold that balances self-ligand off-rate with coreceptor access to any engaged TCR, on the basis of membrane surface area, coreceptor density, and receptor-coreceptor mobility (39) . This prevents the TCR on nondeleted mature T cells from producing activating signals to self-ligands whose binding affinity is below this threshold.
Temporal control of responses can also arise from requirements for some minimal duration in one signaling state before the next input can be received. This mechanism helps limit inadvertent enhancement of low-amplitude inputs. It can also help direct a cell into distinct states of differentiation, depending on which of a series of hierarchical thresholds corresponding to signal duration is exceeded (40) . One example involves the "ping-pong" interaction of T cells and DCs as discussed above. The first step in the process must be sufficiently long-lasting for the T cell to produce CD40L while still bound to the antigen-bearing, preactivated DC. Another example involves the commitment of CD4 ϩ
CD8
ϩ immature thymocytes to the CD4 versus CD8 lineages (41) .
Location. Spatial organization plays a complementary role to temporal aspects of immune regulation. Early in the response, individual lymphocytes, even those with equivalent antigen specificity, meet depots of antigen in discrete sites too far apart for locally secreted mediators to readily influence lymphocytes at other antigen foci. For this reason, the effects of feedback amplification and control are most often local, not global. This dispersed nature of clonal immune responses prevents an inappropriate response from dominating the entire system. The result is greater diversity in the overall response than would be expected from in vitro studies that involve conditions resembling a "well-stirred chamber," avoiding the pathology produced by hyperpolarized T cell responses (42) . An important consequence of this spatial aspect of immunity is that modeling immune responses requires consideration of the state of the local environment at the level of interacting cells.
Diversity in the immune response due to heterogeneity in local conditions is also of importance in considering the effects of the selfamplifying interaction between a T cell and a DC, or between a T cell and B cell. If "all-ornone" triggering applied to every antigen-activated lymphocyte, it would be difficult to understand the origin of the variety of behaviors seen among these responding cells, such as differentiation into terminal effectors versus central memory cells (43) , separation into cells destined to survive after expansion or to die (44) , or differentiation into B cells with distinct immunoglobulin isotypes (45) . The possibility that both switchlike behavior as well as variation function in the outcome of cell-cell interactions becomes reasonable if certain conditions prevail-if, for example, different lymphocytes show a distribution of signaling competence, if the DCs presenting a given antigen are functionally heterogeneous, and if the T cells show a broad quantitative distribution of cytokine production (46) . For example, the T cells with the greatest signaling competence, meeting a DC with high amounts of processed antigen, primed Fig. 3 . Illustration of how differences in the rate of ligand-TCR dissociation can affect signal quality through a kinetic proofreading step involving interaction with spatially distinct coreceptors. Fast off-rate ligands can initiate signaling. However, they do not remain bound to the TCR for a time adequate for a coreceptor located at some distance on the membrane from the engaged complex to come into proximity and form a ternary complex. This aborts signaling at an incomplete stage, perhaps owing to the dominant SHP-1 negative-feedback effect (33) . Ligands with slower dissociation rates not only initiate signaling but remain bound to the TCR for a sufficient time to come into contact with a coreceptor, forming a ternary complex that can more effectively activate ERK, blocking the SHP-1 negative-feedback loop, and extending the time available to the TCR complex to generate downstream signals for synapse formation and eventual gene activation. Thus, the expression level of coreceptor (which sets the mean distance to an engaged TCR and hence the time it takes to find such a binary complex) dictates the minimal quality (off-rate) of a TCR-ligand pair that will produce activating signals. This threshold is set by thymic selection so that self-ligands do not exceed this limit, but foreign ligands will do so for the appropriate TCR.
by infectious signals to express CD40, and ready for an IL-12 response to CD40 ligation will be expected to show strict development into fully polarized T H 1 cells. These cells may constitute terminal effectors primarily resident in nonlymphoid tissues. Other T cells of the same specificity, but with lower signaling competence, or having encountered DCs not primed to express CD40 or IL-12, will be unable to take advantage of the self-amplifying polarization cycle. These cells might instead differentiate into primed memory cells that retain naïve celllike expression of CCR7 and a capacity for IL-2 production (43) . By this mechanism, some cells can take advantage of the full set of amplifying mechanisms built into the system, developing into highly active effectors needed to fight the ongoing infection, whereas others are shunted into memory pools that serve as a reservoir for continuing or subsequent responses to the same antigen. These decisions are made in a statistical fashion, but given a suitably robust response, the overall behavior of the system is relatively predictable in its proportional production of the various cell types.
Stochastic Gene Expression
With the exception of antigen receptor genes that show allelic exclusion, most genes are thought to be expressed from both alleles when the differentiated state of the cell supports transcription from that locus. Data demonstrating that some cytokine genes are often expressed in a monoallelic manner during any given activation cycle of effector T cells were thus very unexpected (47) . Why should the system behave in this manner? One possibility is to limit the level of potentially harmful mediators, although this would result in only a twofold decrease compared with biallelic activation. Recent modeling of the condition known as haploinsufficiency (48) suggests an alternative explanation. Gene transcription is episodic, resulting in oscillations in the concentrations of end product. When both alleles are active, temporally noncoordinate transcription tends to smooth out these ups and downs. For proteins of limited stability, the mean level when only one allele can be transcribed is 50% of that seen when both alleles are potentially active, but the variation around the mean is much greater. Depending on the relative rates of transcription, mRNA degradation, and protein degradation, a cell transcribing from only one allele may experience intervals when the protein in question falls below 20% of the maximum seen with biallelic expression (Fig. 4) . It is not difficult to imagine that such low levels of a molecule could interrupt a circuit in which it is a crucial feedback component. In the case of CD4 ϩ T cells, this could limit polarization of an expanding T cell clone, or leave cells within the clone susceptible to the influence of counterregulatory cytokines. Thus, monoallelic expression of cytokine genes might not only limit potential immunopathology, but might also decrease the drive of CD4 ϩ T cell responses toward full polarization. This would afford the system an opportunity for enhanced regulation by opposing cytokines and provide the evolving response with the potential for greater functional diversity.
Conclusion
In fulfilling its essential role in host defense, the immune system balances robust responses to foreign antigens with tight control of overt selfreactivity, the maintenance of diverse repertoires of antigen-reactive lymphocytes with effective tolerance, and cell-mediated reactions with humoral antibody production. Most lymphocytes generated in response to infection die, but some remain part of the peripheral lymphoid pool for much of the lifetime of the host. Adaptive immune responses are crucial for adequate protection, but innate immune mechanisms are needed to blunt pathogen growth, to allow time for the adaptive system to respond, and to direct the latter to the appropriate class of effector function (49) .
This review has emphasized that these complex, balanced behaviors arise from the repetitive use of a small set of basic mechanisms that amplify weak signals to generate responses of sufficient magnitude to deal with rapidly reproducing pathogens, that increase the discrimination between noise and useful information, that prevent the overproduction of potentially dangerous cells and mediators, and that diversify responses even in the face of positive-feedback processes that tend to homogenize output. It has also stressed that rather than arising from globally connected interactions that instruct the behavior of the entire cohort of responding cells as a unit, immune responses represent a statistical summing of individual cellular responses given a bias by signals that modify the likelihood of a particular behavior by a responding cell, further amplified by massive cell replication and sometimes nearly equally massive cell death.
All of this argues that in addition to the more typical intuitive interpretation of immunological data, it is now time to add the power of mathematics, systems analysis, and quantitative cell-based modeling. These latter approaches have already yielded valuable results that are helping to guide further biological experimentation on topics such as signaling in Drosophila development (50) . Analysis of systems as seemingly diverse as the WWW (51) and yeast metabolic pathways (52) is beginning to document the power function organization of connections in these complex networks. Such organization conveys an "error resistant"/"attack prone" character on the system, which in turn helps to explain why some gene deletions show little biological effect (they are of low connectivity) and others are lethal (high connectivity) (52, 53) . By designing immunological experiments to yield the dynamic, spatially resolved, quantitative information that is needed to properly describe functional components and pathways in the immune system in a manner suitable for "reverse engineering," we will find ourselves better able to predict the system's operation in health and disease. This predictability will also permit us to design Fig. 4 . Illustration of the increased variation around the mean seen in the level of a gene product when one versus two genes are being transcribed, and the likelihood that with only one allele active, the product level will drop below a threshold (20%  expression) necessary to sustain a particular cellular function or state. This is a form of "haploinsufficiency," and the limitation of polarizing positive-feedback effects through this mechanism may be one reason that cytokine genes show monoallelic expression.
rational interventions that augment, depress, or deviate responses in ways that promote human health.
