Abstract. Here we give a new approach to the Paley-Wiener theorem in a Mellin analysis setting which avoids the use of the Riemann surface of the logarithm and analytical branches and is based on new concepts of polar-analytic function in the Mellin setting and Mellin-Bernstein spaces. A notion of Hardy spaces in the Mellin setting is also given along with applications to exponential sampling formulas of optical physics.
Introduction
The structure of the Paley-Wiener space of all continuous functions f ∈ L 2 (R) having compactly supported Fourier transform is precisely described by the classical Paley-Wiener theorem of Fourier analysis. This basic result characterizes the PaleyWiener spaces by the Bernstein spaces comprising all functions f ∈ L 2 (R) which have an analytic extension to the whole complex plane and are of exponential type (the type being connected with the bandwidth of the Fourier transform); see, e.g., [7] , [27] , [22] , [23] , [17] . Moreover, it has a wide range of applications, especially in sampling theory and related fields; see [17] , [20] , [24] . Numerous variants of this theorem have been proved by several authors [1] , [2] , [26] . In particular, analogues of the Paley-Wiener theorem were obtained for other integral transforms. Recently, in [5] we have proved a version for Mellin transforms, by introducing the notion of a Mellin-Bernstein space, comprising all functions f ∈ X 2 c := {f : R + → C : (·)(·) c−1/2 ∈ L 2 (R + )} which have an analytic extension to the Riemann surface of the (complex) logarithm and satisfy some exponential-type condition. We gave two different approaches, one involving purely complex analysis arguments and the other one using "real" arguments based on the statement of a Mellin extension of the classical Bernstein inequality also proved in [5] . Later on, in [6] we applied our Paley-Wiener theorem in the Mellin setting to the study of the so-called Mellin distance of functions belonging to certain functional spaces (like Lipschitz spaces, Mellin-Sobolev spaces, and so on) from the Mellin-Bernstein space. This leads to precise estimates of the approximation error in certain basic formulae valid in Mellin-Bernstein spaces such as the exponential sampling formula and the Mellin reproducing kernel formula; see, e.g., [9] , [10] , [3] , [4] . The results in [6] extend the corresponding ones in Fourier analysis (see [12] , [13] ) to the Mellin frame.
This paper is concerned with equivalent formulations of the Paley-Wiener theorem in the Mellin setting, its content being fully different from our papers [5] and [6] . It is a new and simpler approach as it avoids the use of an abstract Riemann surface and analytic branches. It employs the helicoidal surface as a model of the Riemann surface of the (complex) logarithm and a notion of analytic functions on it. These considerations lead us to a concept of "polar analyticity" which enables us to introduce in a simple way Bernstein classes and Hardy spaces in a Mellin setting. Moreover, the proofs of the main theorems are notably different from those of [5] . Concerning the notion of polar analyticity of a function f at a point (r 0 , θ 0 ) ∈ H := {(r, θ) ∈ R + × R}, here discussed, we introduce it by means of the limit (see Sec. 3, Definition 3)
Equivalently, polar-analytic functions can be described by the well-known CauchyRiemann equations with respect to polar coordinates; see, e.g., [19] , [14] . The classical Hardy spaces are treated in many books; see, e.g., [22] , [21] , [15] . In Section 2, we give some basic notions concerning Mellin analysis and preliminary results, including the Paley-Wiener theorem in the Mellin setting stated in [5] . In Subsection 2.1, we illustrate the equivalent formulation in terms of the helicoidal surface. In Sections 3 and 4, we study polar-analytic functions and Mellin-Bernstein classes. The Paley-Wiener theorem is stated in Section 5. Sections 6 and 7 are devoted to the Hardy-type spaces in the Mellin frame and the study of the Mellin distance of a function f belonging to a Hardy space from the Mellin-Bernstein class. In the final section, we apply the results to estimates of the approximation error in the exponential sampling formula.
Basic notions and preliminary results
Let C(R + ) be the space of all continuous functions defined on R + , and C (r) (R + ) be the space of all functions in C(R + ) with a derivative of order r in C(R + ). Analogously, by C ∞ (R + ) we denote the space of all infinitely differentiable functions. By L 1 loc (R + ), we denote the space of all measurable functions which are integrable on every bounded interval in R + .
be the space of all Lebesgue measurable and p-integrable complex-valued functions defined on R + endowed with the usual norm f p . Analogous notations hold for functions defined on R.
For p = 1 and c ∈ R, let us consider the space (see [8] )
endowed with the norm
More generally, let X p c denote the space of all functions f :
, where L p µ (R + ) denotes the Lebesgue space with respect to the (invariant) measure µ(A) = A dt/t for any measurable set A ⊂ R + . Finally, for p = ∞, we define X ∞ c as the space comprising all measurable functions f :
In the Mellin frame, the natural concept of a pointwise derivative of a function f is given by the limit of the difference quotient involving the Mellin translation; thus if f exists,
This gives the motivation for the following definition (see [8] ): The pointwise Mellin differential operator Θ c , or the pointwise Mellin derivative Θ c f of a function f : R + → C and c ∈ R, is defined by
provided that f exists a.e. on R + . The Mellin differential operator of order r ∈ N is defined recursively by 
where in general L p ({c} × iR), for p ≥ 1, will mean the space of all functions
We have the following preliminary results (see [8] , [3] ):
The following lemma will enable us to work in a practical Hilbert space setting.
More generally, for 1 < p ≤ 2, the Mellin transform M p c of f ∈ X p c is given by (see [11] )
where p is the conjugate exponent of p, that is, 1/p + 1/p = 1. In the following we are interested in the case p = 2. Analogously, we define the inverse Mellin transform of a function g ∈ X 1 c,T we denote the space of all In [5] we have seen that a Mellin bandlimited function cannot be extended to the whole complex plane as an entire function, but we have proved that it has an analytic extension on the Riemann surface S log of the logarithm.
Consider a function g analytic on S log . Then g can be split into branches g k (k ∈ Z) that are analytic on the slit complex plane Ω := C \ R + . Furthermore, they are connected on the slit by the following properties:
(ii) For x > 0, let U x be an open disk in the right half-plane with center at x.
has an analytic extension on S log with branches g k on Ω satisfying the following (additional) conditions:
uniformly with respect to θ.
In (2) and (3) the value g k (re iθ ) has to be defined as g A simple and convenient model for S log is the helicoidal surface in R 3 defined by
The subset obtained by setting θ = 0 on the right-hand side can be interpreted as R + . Just as C is an extension of R, we shall see that E takes a corresponding role for R + in Mellin analysis. For α, β ∈ R with α < β, we consider the surface 
and call it a segment of E. The projection of E α,β into the (x 1 , x 2 )-plane may be interpreted as a sector in C, given by
When β − α ∈ ]0, 2π], then this projection is a bijection. Indeed, given z ∈ S α,β , there exists a unique θ ∈ ]α, β[, denoted by θ := arg α z, such that z = |z|e iarg α z and then ( z, z, arg α z) is the pre-image of z on E α,β . Now, equivalently to the usual abstract approach (see [5] ), analytic functions on E may be introduced as follows.
Definition 2 A function f : E → C is said to be analytic if for every segment E α,β with β − α ∈ ]0, 2π] the function z −→ f ( z, z, arg α z) is analytic on S α,β .
As an example, the function L defined by L(r cos θ, r sin θ, θ) := log r + iθ (r > 0, θ ∈ R), is analytic on E and coincides on R + with the logarithm of real analysis. Given α, the largest admissible β in the previous definition is α + 2π. For k ∈ Z, all the sectors S α+2kπ,α+2(k+1)π coincide with the complex plane slit along the ray z = re iα (r > 0) and the analytic functions induced by f on these sectors are the analytic branches of f. In this setting, the Paley-Wiener theorem for Mellin bandlimited functions in the previous subsection may be restated as follows. (i) f is analytic on E;
(ii) f (r, 0, 0) = ϕ(r) (r > 0);
The proof is essentially the same as that of Theorem 3 in [5] , using the restrictions of the function f to the sectors S 2kπ,2(k+1)π as the analytic branches of f.
Analytic functions over the polar plane
In our previous approach with the helicoidal surface we have functions of three variables x 1 , x 2 , x 3 but we use them only as functions of the two variables r and θ. Since there exists a bijection between the helicoidal surface and the right half-plane understood as the set of all points (r, θ) with r > 0 and θ ∈ R, one may think of considering functions defined on the right half-plane. However, these functions will no longer be analytic in the classical sense. They are differentiable and satisfy the Cauchy-Riemann equations transformed into polar coordinates. This approach amounts to taking an analytic function, writing its variable in polar coordinates z = re iθ and treating (r, θ) as if they were Cartesian coordinates. Let H := {(r, θ) ∈ R + × R} be the right half-plane and let D be a domain in H.
exists and is the same howsoever (r, θ) approaches (r 0 , θ 0 ) within D.
For a polar-analytic function f we define the polar Mellin derivative as 
Note that these equations coincide with the Cauchy-Riemann equations of an analytic function g defined by g(z) := u(r, θ) + iv(r, θ) for z = re iθ . For the derivative D pol we easily find that
Also note that D pol is the ordinary differentiation on R + . More precisely, if ϕ(·) := f (·, 0) then (D pol f )(r, 0) = ϕ (r).
Moreover, for θ = 0 we obtain the known formula for ϕ
When g is an entire function, then f : (r, θ) → g(re iθ ) defines a function f on H that is polar-analytic and 2π-periodic with respect to θ. The converse is also true. However, there exist polar-analytic functions on H that are not 2π-periodic with respect to θ. A simple example is the function L(r, θ) := log r + iθ, which is easily seen to satisfy the differential equations (4) .
A connection with the analytic functions in classical sense can be established by a suitable substitution (see the proof of Theorem 3 below). Using this, we find that every polar-analytic function f has a series expansion of type f (r, θ) = ∞ n=o a n (log r + iθ) n , convergent everywhere on H. Now, for α, β ∈ R with α < β, we consider the set
and call it a strip of H. If f : H → C is polar-analytic but not 2π-periodic with respect to θ, then we can associate with f a function g that is analytic on the Riemann surface S log of the logarithm. The restriction of f to a strip H α+2kπ,α+2(k+1)π , where k ∈ Z, defines an analytic function g k in the slit complex plane C \ {re iα : r > 0} by setting g k (re iθ ) := f (r, θ). The functions g k for k ∈ Z are the analytic branches of g.
We now study line integrals for polar-analytic functions. Here a piecewise continuously differentiable curve will be called a regular curve. The following proposition will be useful in what follows.
Proposition 1 Let f be a polar-analytic function on H and let (r 1 , θ 1 ) and (r 2 , θ 2 ) be any two points in H. Then the line integral γ f (r, θ)e iθ (dr + irdθ)
has the same value for each regular curve γ in H that starts at (r 1 , θ 1 ) and ends (r 2 , θ 2 ). In particular, the integral vanishes for closed regular curves.
Proof. Recalling equations (4), we easily verify that
By a theorem of Schwartz, this implies that the integrand in (5) is an exact differential on H, that is, there exists a function F : H → C such that
and so the integral in (5) is equal to F (r 2 , θ 2 ) − F (r 1 , θ 1 ). 2
The Mellin-Bernstein classes
In this section we introduce Mellin-Bernstein spaces in a somewhat different way closer to the classical one of Fourier analysis. (i) f is polar-analytic on H;
The above definition has two useful consequences, which are described in the following
Then the following statements hold:
(ii) lim r→0 r c f (r, θ) = lim r→+∞ r c f (r, θ) = 0 uniformly with respect to θ on all compact subinterval of R.
Proof. The function g : x + iy → f (e x , y) is defined on C. Writing f = u + iv with real-valued functions u and v, we know that the differential equations (4) hold. Therefore g satisfies the Cauchy-Riemann equations on C, and so g is an entire function. Consequently
is also an entire function. Property (iii) of Definition 4 may now be rewritten in terms of F as
which shows that F is an entire function of exponential type T. Moreover, property (ii) of Definition 4 shows by a substitution of variables that
exists. Now using [7, Theorem 6.7 .1], we have
for all y ∈ R and F (x) → 0 as x → ±∞. Therefore assertion (i) follows from (7) by the substitution e x → r and y → θ. Next we note that in view of (7), the convergence F (x) → 0 extends to F (x + iy) → 0 as x → ±∞ pointwise for each y ∈ R. In connection with (6), a result in [7, Theorem 1.4.9] guarantees that the convergence is even uniform with respect to y on compact subintervals of R; also see [25, p. 170] . Writing this statement in terms of f, we find that assertion (ii) is also true. Proof. First, suppose that ϕ ∈ B 2 c,T . Then, by the inversion formula, we have
We now extend ϕ to the (r, θ)-plane with r > 0 and θ ∈ R, by replacing r with re iθ on the right-hand side. Denoting this extension by f (r, θ), we have
This imples that
Hence (iii) of Definition 4 holds with
Concerning polar analyticity of f, for a fixed point (r 0 , θ 0 ) ∈ H, we consider the difference quotient
re iθ − r 0 e iθ 0 dt.
The limit (r, θ) → (r 0 , θ 0 ) carried out inside the integral leads to an ordinary differentiation of z −c−it with respect to z at the point z 0 := r 0 e iθ 0 . We have to justify that the limit and the integration can be interchanged. In order to do that, let us take a closed rectangle Q centered at the point (r 0 , θ 0 ) such that Q ⊂ H. We note that the function h :
re iθ − r 0 e iθ 0 for (r, θ) = (r 0 , θ 0 ), and h(r 0 , θ 0 , t) := −(c + it)(r 0 e iθ 0 ) −c−1−it , is continuous and therefore its absolute value is bounded on Q × [−T, T ]. Hence the desired interchange is guaranteed by Lebesgue's theorem of dominated convergence. Now we prove the reverse implication. Let f ∈ B 2 c,T . For any fixed t ∈ R, define the function g(r, θ) := e (c−1+it)(log r+iθ) f (r, θ), which is polar-analytic in H. Let us first assume that t > T. For R > 1, we define n := log R , where for any real number a the symbol a denotes the largest integer not exceeding a. We now consider the regular curve γ which is the boundary of the rectangle in H defined by [1/R, R] × [0, 2nπ]. Then, using Proposition 1, one has γ g(r, θ)e iθ (dr + irdθ) = 0.
This easily implies that
where ϕ is the restriction of f to R + . We now estimate the integrals on the right-hand side. Using (iii) of Definition 4, we find that
(c−1) log r e −2nπt |f (r, 2πn)|dr
Thus, according to our choice of n, we obtain |I 1 | → 0 as R → +∞.
As to I 2 , we easily see that
Now, since the integrand is dominated by C f e −(t−T )θ , which is integrable as a function of θ, by (ii) of Theorem 3 and the theorem of dominated convergence, we obtain 
A Hardy space in Mellin analysis
In this section we apply our approach in order to define in a simple way a Hardy space in the Mellin frame. For c ∈ R and p ∈ [1, +∞[, we recall that the norm in X For a strip H −a,a with a > 0, we simply write H a .
respectively, while for p = 1 they converge uniformly. For t < 0, we use the rectangular curve γ with vertices at (1/ρ, 0), (ρ, 0), (1/ρ, −α) and (ρ, −α), and proceed analogously. In any case, we obtain for all t ∈ R,
where
Using Proposition 4, we can show that I(r, ·) L p (R) exists for p ∈ {2, ∞} and approaches 0 as r → 0 or r → +∞. Hence (9) implies the assertion. 2
Estimates of the distance from Mellin-Bernstein spaces
In [6] we introduced a notion of distance in terms of the Mellin transform. For c ∈ R and q ∈ [1, +∞], let G q c be the linear space of all functions f : R + → C that have the representation
We endowed this space with the norm
In [6] we obtained a representation formula for the distance of a function f ∈ G q c from the Paley-Wiener space B p c,σ in the form
and if ψ is also continuous, then
Moreover, in the same paper, we estimated the distance in case of Mellin inversion classes, Lipschitz spaces and Mellin-Sobolev spaces. Now, we define the distance dist q (f, B 
Furthermore, for q ∈ [1, 2[,
Proof. For p = 1, let us consider the function f (·, αε) as in Theorem 5. It is easy to see that For a function g ∈ B 2 c,πT the following exponential sampling formula holds for the restriction of g to the positive real axis (see [10] , [8] ):
As an approximate version in the space M Other approximate formulae can be estimated analogously for Mellin-Hardy spaces, as an example, the reproducing kernel formula and a sampling formulae for Mellin derivatives; see [6] .
