Abstract-Image demosaicing -one of the most important early stages in digital camera pipelines -addressed the problem of reconstructing a full-resolution image from so-called color-filterarrays. Despite tremendous progress made in the pase decade, a fundamental issue that remains to be addressed is how to assure the visual quality of reconstructed images especially in the presence of noise corruption. Inspired by recent advances in generative adversarial networks (GAN), we present a novel deep learning approach toward joint demosaicing and denoising (JDD) with perceptual optimization in order to ensure the visual quality of reconstructed images. The key contributions of this work include: 1) we have developed a GAN-based approach toward image demosacing in which a discriminator network with both perceptual and adversarial loss functions are used for quality assurance; 2) we propose to optimize the perceptual quality of reconstructed images by the proposed GAN in an end-to-end manner. Such end-to-end optimization of GAN is particularly effective for jointly exploiting the gain brought by each modular component (e.g., residue learning in the generative network and perceptual loss in the discriminator network). Our extensive experimental results have shown convincingly improved performance over existing state-of-the-art methods in terms of both subjective and objective quality metrics with a comparable computational cost.
I. INTRODUCTION

I
Mage demosaicing (a.k.a. color-filter-array interpolation) refers to an ill-posed problem of reconstructing a fullresolution color image from its incomplete observations such as Bayer pattern [1] . Due to its importance to digital imaging pipeline, image demosaicing has been extensively studied in the past twenty years. Existing approaches can be classified into two broad categories: model-based and learning-based. Model-based approaches focus on the construction of mathematical models (statistical, PDE-based, sparsity-based) in the spatial-spectral domain facilitating the recovery of missing data. Model-based demosaicing techniques can be further categorized into non-iterative [2] - [12] and iterative [13] - [16] . A common weakness of those model-based approaches is that the model parameters are often inevitably hand-crafted, which make it difficult to optimize for color images of varying characteristics (e.g., Kodak vs. McMaster data set).
Learning-based demosaicing has just started to attract increasingly more attention in recent years. Early works (e.g., [17] and [18] ) using a simple fully connect network only achieved limited success; later works based on Support Vector Regression [19] or Markov Random Fields [20] were capable of achieving comparable performance to model-based demosaicing. Most recently, the field of deep learning or deep neural networks has advanced rapidly leading to breakthroughs in both high-level and low-level vision problems [21] -e.g., image recognition [22] , [23] , face recognition [24] , image super-resolution [25] and image denoising [26] . By contrast, image demosaicing by deep learning has remained a largely unexplored territory with the exceptions of [27] and [28] . So it is natural to leverage recent advances in deep learning to the field of image demosaicing for further improvement.
The motivation behind this work is largely two-fold. On one hand, one of the fundamental issues that has not been sufficiently addressed in the existing literature of image demosaicing is the visual quality assessment of reconstructed images. Despite the popular use of PSNR and SSIM [29] , they only approximately correlate with the subjective quality evaluation results; moreover, their dependency on requiring a reference image (i.e., non-blind assessment) is not practically feasible because only noisy Bayer pattern is acquired in the real world. Therefore, it is desirable to have a devoted image quality evaluation component to guide the process of demosaicing. Inspired by the success of generative adversarial networks (GAN) [30] in producing photo-realistic super-resolved images [25] , we propose to evaluate the visual quality of demosaiced images by a discriminator network (please refer to Fig. 1 ). On the other hand, GAN-based architecture allows us to optimize the perceptual quality of demosaiced images in an end-to-end manner which lends itself to a variety of inverse problems such as joint demosaicing and denoising (JDD) or joint demosaicing and superresolution. Similar ideas have been explored to optimize the performance of GAN-based image deblurring [31] and deraining [32] .
The key contributions of this work are summarized as follows:
• We have developed a GAN-based approach toward joint demosacing and denoising (JDD) in which a discriminator network with both perceptual and adversarial loss functions are used for quality assurance. Our generative network is based on deep residue learning (similar to that of [28] ) but with the introduction of discriminator network, we show GANbased JDD is capable of delivering perceptually enhanced reconstruction results;
• We propose to optimize the perceptual quality of reconstructed images by the proposed approach in an end-toend manner and demonstrate its superiority to other competing methods. Such end-to-end optimization of generative and discriminator networks is particularly effective for jointly exploiting the gain brought by each modular component (e.g., residue learning in a generative network and perceptual loss in a discriminator network).
• Our extensive experimental results have shown convincingly superior performance over existing state-of-the-art methods in terms of both subjective and objective quality metrics with a comparable computational cost (to that of [27] and [28] ). Subjective quality improvement is even more impressive for images containing fine-detailed structures (e.g., sharp edges and vivid textures).
The rest of the paper is organized below. In Sec. II, we formulate the problem of JDD and discuss some motivation behind. In Sec. III, we present the proposed GAN-based joint demosaicing and denoising approach and elaborate the issues related to network architecture, loss function and end-to-end optimization. In Sec. IV, we report our experimental results and compare them against several other competing approaches. We draw some conclusions about this research in Sec. V.
II. PROBLEM FORMULATION AND MOTIVATION
As mentioned in [27] , demosaicing and denoising are often treated as two separated problems and studied by different communities. In practice, raw CFA data are often contaminated by sensor noise [33] , which could lead to undesirable artifacts in reconstructed images if unattended. Ad-hoc sequential approaches concatenating two operations often fail: 1) denoising before demosaicing is difficult due to unknown noise characteristics and aliasing introduced by the CFA; denoising after demosaicing is challenging as well because interpolating CFA would complicate the noise behavior in the spatial domain (e.g., becoming signal-dependent). Therefore, joint demosaicing and denoising (JDD) has been conceived a more appropriate way of problem formulation. Since both demosaicing and denoising are ill-posed, a common modelbased image prior can be introduced to facilitate the solution to JDD; various mathematical models have been developede.g. [6] , [34] - [38] .
Data-driven approaches toward JDD also exist in the literature such as [27] , [39] , [40] . Among them, [27] represents the latest advance in which a deep neural network is trained using a large corpus of images. Despite those progress, we argue that there is a fundamental issue that has been largely overlooked before -visual quality evaluation for JDD. In previous works, subjective or objective (e.g., PSNR and SSIM) quality assessment was outside the optimization loop (openloop formulation). By contrast, it will be desirable to pursue a closed-loop formulation in which the quality of reconstructed images can be fed back to the demosaicing process. Along this line of reasoning, it is natural to connect with a recently developed tool called Generative Adversarial Networks (GAN) [30] .
A. Why Generative Adversarial Networks (GAN)?
The basic idea of GAN is to formulate a minimax twoplayer game by concatenating two competing networks (a generative and a discriminative). In the original setting, the generative model G captures the data distribution and the discriminative model D estimates whether a sample is from the model distribution or the data distribution (real vs. fake). Later GAN was successfully leveraged to the application of image super-resolution producing photo-realistic images [25] , which inspires us to reapply GAN into image demosaicing. In the setting of image super-resolution or demosaicing, the goal of the generator is to fool the discriminator by generating perceptually convincing samples that can not be distinguished from the real one; while the goal of discriminator is to distinguish the real ground-truth images from those produced by the generator. Through the competition between generator and discriminator, we can pursue a closed-form optimization of image demosaicing. Such a minimax two-player game can be written as follows:
( 1) where P data is the data distribution (real), P z is the model distribution (fake), z is the input, x is the label (real or fake).
GAN has received increasingly more attention in recent years. Despite its capability of generating images of good perceptual quality, GAN is also known for its weakness such as difficulty of training (e.g., mode collapse, vanishing gradients etc.), which often results in undesirable artifacts in the reconstructed images. To overcome this difficulty, a set of constraints on network topology was proposed in [41] to address the issue of instability; a conditional version of generative adversarial nets was constructed in [42] by simply feeding the labeled data, which is shown to facilitate the learning of the generator. In [43] , an energy-based Generative Adversarial Network(EBGAN) views the discriminator as an energy function and exhibits more stable behavior than regular GANs during training; in [44] , the Earth-Mover (EM) distance or Wasserstein distance was introduced to GAN which can effectively improve the stability of learning. Most recently, [45] proposed an alternative to clipping weights of Wasserstein GAN (WGAN): penalize the norm of gradient of the critic with respect to its input. This enables stable training for a wide variety of GAN architectures with almost no hyperparameter tuning. All these advances are positive evidence for the wider adoption of GAN in various application scenarios (style transfer [46] , de-rain [32] , deblur [31] ).
B. Why End-to-End Optimization?
In conventional model-based approaches, global optimization over several unknown variables is often difficult; compromised strategies such as alternating optimization are necessary. For instance, a sequential energy minimization technique was developed for JDD problem in [40] in which all hyperparameters have to be optimized during training. As noise characteristics or CFA pattern varies, hand-crafted parameters often easily fail. By contrast, data-driven deep neural network based approach offers a convenient approach toward end-toend optimization -i.e., instead of pursuing analytical solution to a global optimization problem, we target at learning a nonlinear mapping from the space of input images to that of output images. Such nonlinear mapping implemented by the generative network can represent arbitrary composition of image degradation processes such as down-sampling, blurring and noise contamination. From this perspective, JDD can be viewed as a special case of end-to-end optimization that could involve multiple stages of image degradation. We note that such end-to-end optimization is simply intractable in model-based formulation because the corresponding global optimization problem defies analytical solutions.
End-to-end optimization has found successful applications in robotics [47] , image dehazing [48] and image compression [49] . End-to-end optimization can be implemented in either open-loop (e.g., Rate-Distortion optimization in image compression [49] ) or closed-loop (e.g., vision-based motor control in robotics [47] ). In the scenario of JDD, the adoption of GAN allows us to feed the perceptual difference (produced by discriminator) back to the generator, which forms a closedloop optimization. When compared against previous deep learning-based approach toward JDD (e.g., [27] ), we argue that our GAN-based end-to-end optimization has the advantage of learning the demosaicing process in a supervised manner and therefore is capable of delivering reconstructed images with guarantee of perceptual qualities.
III. GAN-BASED JOINT DEMOSAICING AND DENOISING
The problem of joint demosaicing and denoising (JDD) can be formulated as an ill-posed inverse problem in which the forward degradation process is characterized by:
where x is the original full-resolution color image, F is 3-dimensional binary matrix indicating missing values in Bayer pattern, denotes element-wise multiplication, n is the vector representing additive noise and y is noisy CFA observation.
Then JDD refers to the problem of estimating unknown x from noisy and incomplete observation y. Due to its ill-posed nature, one has to incorporate a priori knowledge about x into the solution algorithm (often called regularization). For example, in model-based approaches, we might consider the following optimization problem:
where ρ(x) is a hand-crafted prior term (a.k.a. penalization function). Depending on the specific choice of ρ, the above optimization problem can be solved analytically (e.g., the classical Wiener filtering) or numerically (e.g., L 1 -based sparse coding). It should be noted that as the degradation process becomes complicated (e.g., nonlinear degradation or non-additive noise), model-based approach simply become infeasible due to lack of tractability in theory. Deep neural network (DNN) or deep learning based approaches offer an alternative solution to the above nonlinear inverse problem. Assuming a large amount of data is available, we can target at learning a nonlinear mapping from the space of degraded images y to that of original image x. For the JDD problem, the goal is to estimate a full-resolution clean color image x = I c from a noisy input CFA image y = I raw (note that noise characteristics might be unknown or partially known). To learn such a nonlinear mapping (the generator network), we can train a feed-forward convolutional neural network (CNN) G(Θ G ) parameterized by Θ G where Θ G is the set of parameters (weights and biases) of deep convolutional neural network. Inspired by the work of GAN [30] , we introduce another discriminator network into training as an adversarial player. The goal of this discriminator network is to strive to distinguish a demosaiced image (fake) generated by the generator network from the ground truth color image (real); meanwhile the generator network attempts to fool the discriminator network by producing demosaiced image that is perceptually lossless to the ground truth. Through such a twoplayer game, GAN-based JDD is expected to outperform other competing approaches without the quality assurance. In the following sections, we will elaborate implementation details including network architecture, loss function and training procedure.
A. Network Architecture
The proposed deep generator convolutional network architecture is shown in Fig. 2(a) . It contains four convolution blocks, sixteen residual blocks(ResBlocks) as shown in Fig.  2(c) ) and one sub-pixel convolutional layer. Each ResBlocks consists of a convolution layer and a Relu activation layer. More specifically, we first use a convolution layer followed by a Relu activation layer, then sixteen ResBlocks are employed in each of which dropout regularization with a probability of 1 is added after the first convolution layer. Next, two convolution layers and a sub-pixel convolutional layer followed. All the convolution layers are small 3×3 kernels and 64 feature maps except the last one which has 64 × 4 feature maps. Finally, in order to restore a color image which has three channels, we use a convolution layers with 3 × 3 kernels and 3 feature maps. In addition, we introduce a skip connection to guide the output before the sub-pixel layer.
To discriminate the real color image from the fake one synthesized by the generators, we have to train a discriminator network. The architecture is shown in Fig. 2(b) . Following the structure that was proposed in [41] , we propose to use a convolutional layer followed by batch normalization and LRelu activation(α = 0.2) as the basic unit throughout the discriminator network. The network is trained to solve the two-player minmax problem in Eq. (1)
B. Loss function
The training of GAN is implemented by optimizing the following loss function:
where n = 1, 2, ..., N and L is the loss function. Pixel-wise loss functions such as MSE are known to overly smooth an image, which degrades its perceptual quality. There are two ways of improving upon such ad-hoc MSE based loss function: 1) to introduce a perceptual loss depending on highlevel features for better characterizing the subjective quality of an image (often requiring a pre-trained network); 2) to introduce a discriminator network whose objective is to learn to distinguish the difference between real and fake images. In this paper, we propose to combine both ideas and formulate the following composite loss function for the problem of JDD:
where L M SE is the conventional per-pixel loss function such as mean square error, L p is the perceptual loss given by a pre-trained loss network and L A is the adversarial loss associated with the discriminator of GAN. Two Lagrangian parameters (λ p and λ A ) are introduced to control the tradeoff among those three regularization terms. Detailed formulation and implementation of these three loss functions are provided as follows. MSE loss Given an image pair I input , I c with width W and height H, so is the input image I input with a size of 4 × H × W which is a rearrangement of I raw , I c is the corresponding ground truth with a size of 3 × H × W . The MSE loss is given by:
where G Θ G is the parameters (weights and biases) of generator convolutional network.
Perceptual loss We adopted recently proposed Perceptual loss [46] . It is a simple L2 metric defined as the loss based on the ReLU activation layers of the pre-trained 19 layer visual geometry group (VGG) network described in [22] . The perceptual loss term is given by:
(7) where W i,j and H i,j describe the dimensions of the respective feature maps within the VGG19 network, φ i,j is the feature map obtained by the j-th convolution (after activation) before the i-th max-pooling layer within the VGG19 network.
Adversarial loss Given a set of N joint demosaicing and denoise images generated from the generator I output N i=1 , the adversarial loss fed back from the discriminator network to guide the generator network is defined as:
where D Θ D is discriminator network, Θ D is the parameters (weights and biases) of this discriminator network.
C. Training Details
Now we describe the training process of the whole network. Given a training set {I ). We optimize the network parameters through the loss function as Eq. (5) mentioned earlier.
We implemented all of our models using TensorFlow and the training was performed on a single NVIDIA 1080Ti GPU using a collection of 320 thousand images. These training images are separated from the testing images and were cropped to patches sized 100 × 100 (so the size of input data to the generator network is 50 × 50 × 4). Since the models are based on a full convolutional network and are trained on image patches, we can apply the trained model to test images of arbitrary size. We normalize the input and output of networks to [0, 1], so the loss is calculated based on the scale of [0, 1] . In all experiments, we set the weight of perceptual loss λ p = 1 and the weight of adversarial loss λ A = 0.001. During the optimization, we alternately perform gradient descent steps between G Θ G and D Θ D using Adam algorithm [50] with β 1 = 0.9. The learning rate is set to 10 −4 for both generator and discriminator networks; the batch size is set to 64, which has shown relatively stable convergence process. The whole training process took around 6 days on the machine.
Training data It is well known that deep learning benefits from a large number of training samples. In order to achieve better performance on the proposed GAN, we have hand selected more than 1400 high-quality color images and further divided them into patches of size 100×100 as the ground truth. Then we generate noisy Bayer patterns by adding random Gaussian white noise with the variance in the range of [0,20]. Moreover, in order to obtain more training data, we have The architecture of our Generative adversarial networks for joint demosaicing and denoise. The top is the generator network structure. The lower left corner is the discriminator network structure. The bottom right is the structure of the residual block adopted a strategy of data augmentation by flipping the patch left-to-right, upside-down and along the diagonal. This way the total amount of training data is increased by a factor of 8×, which leads to 320000 training pairs for training. Test data The McMaster and Kodak datasets are the most common test sets for image demosaicing. The Kodak datasets contains 24 images of size 512 × 768 derived from scanning of early film-based data sources. Despite the popularity of Kodak data set in image demosaicing community, most Kodak images contain relatively smooth edges and textures whose visual quality are not among the best based on the modern day's criterion. By contrast, the McMaster data set contains 18 images of size 500 × 500 containing abundant strong and sharp image structures. Most recently, a new data set called Waterloo Exploration Database (WED) [51] with 4,744 highquality natural images has been made publicly available and adopted by a recent demosaicing study [28] .
IV. EXPERIMENTAL RESULTS
In this section, we report experimental results with the proposed method. The following objective quality measures are used to evaluate the performance of different competing methods: Color Peak Signal to Noise Ratio (CPSNR) and Structural Similarity Index (SSIM).
We have compared the proposed GAN method with several state-of-the-art joint denoise and demosaicing methods including Sequential Energy Minimization(SEM) [40] , a flexible camera image processing framework (FlexISP) [38] , a deep learning method(DJ) [27] and a variant of ADMM [52]and our generator network without discriminator, using their source code on the same dataset. Unlike those benchmark methods requiring the prior knowledge about the noise level of Gaussian noise, our method is blind denoise and demosaicing (no such prior is needed). Table I show the PSNR and SSIM comparisons on the Kodak dataset with noise level σ = 20 and Table II show the PSNR and SSIM results on the McMaster dataset with noise level σ = 20. The OURS 1 in the table represents the result of our generator network without the discriminator and the OURS 2 in the table represents the result of our complete GAN network (with the discriminator). It can be concluded that the objective performance of our methods are significantly better than that of benchmark methods in most situations.
We have changed the noise level of Bayer input images to different settings: σ = 0 , σ = 5, σ = 10 and σ = 20. Note that the results for noise level being zero means the JDD problem degenerates to the original demosaicing problem. competing methods. On the average, our method outperforms the second best method by 4.4dB, 2.3dB, 4.1dB and 1.5dB on four different noise levels respectively. In other words, the proposed method is much more robust to the variation of noise levels. Figs.3-10 demonstrates the subjective quality comparison results with a noise level of σ = 20. We observe that the method of SEM suffers from lack of robustness to noise; the methods of FlexISP and DeepJoint both suffer from various artifacts such as vertical color lines, leftover noisy pixels and unnatural color. Among the competing approaches, the ADMM algorithm is relatively good, but when compared with our method still arguably falls behind in terms of visual quality. The reconstructed images by our method visually appear much better in terms of fewer artifacts, better preserved fine details (e.g., flower petals, wood texture patterns and hairs) and more vivid color demonstrating the superiority and robustness of the proposed algorithm.
V. CONCLUSIONS
This paper presented a powerful joint demosaicing and denoise scheme based on recently-developed Generative Adversarial Network(GAN) and developed an end-to-end optimization technique using a combination of perceptual and adversarial loss functions. The introduction of discriminator network and end-to-end optimization makes it possible to achieve the quality assurance in the challenging scenario of JDD even in the presence of noise variations. The proposed GAN-based approach not only significantly improves the visual quality of reconstructed images but also keep the computational cost comparable to that of other competing approaches. A natural next step along this line of research is to test the proposed technique on some real-world noisy Bayer pattern and verify its effectiveness in practical scenario. 
