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A b s t r a c t
Consideration is given to the use of the time differential perturbed directional 
correlation (TDPDC) technique in biomedical applications such as structural studies of the 
selenoproteins. Mathematical models of the perturbed directional correlations show that 
the application of the TDPDC technique to the study of the electric quadrupole 
interactions experienced by an ensemble of probe nuclei bound to a protein is capable of 
yielding the fraction of probe nuclei occupying each of a number of distinct types of 
binding site in the protein, the strength, symmetry and inhomogeneity of the nuclear 
quadrupole interaction occurring at each different type of site and, if the environment of 
the protein is a viscous solution, the diffusion constant for the protein in the solution, 
from which the associated correlation time and hence the radius of the protein may be 
derived.
A time spectrometer employing a pair of barium fluoride (BaF2) scintillation 
counters was designed and constructed to allow TDPDC experiments to be performed. The 
optimum time resolution of the spectrometer was found to be 354±10 ps for the 1.173 and
1.332 MeV y-rays emitted in the decay of 60Co. The characteristics of the spectrometer 
were inferior to those of similar systems which are described elsewhere. A number of 
improvements to the spectrometer that was used in this work have been suggested.
The manner in which various deviations from the ideal experimental arrangement 
affect both the observed perturbed directional correlation and the optimum methods of 
conducting TDPDC experiments has been carefully considered. Of particular importance 
was the effect of source decentring, since the employed apparatus does not allow the
radioactive source to be precisely centred. It was found that the implications of source 
decentring are that the values of the parameters describing the perturbation of the 
directional correlation must be derived from a single TDPDC spectrum, as must those of 
a number of additional parameters which are of little interest. The viability of this 
procedure was investigated by carrying out a TDPDC study of the 356-81 keV y-y cascade 
in 133Cs, taking account of the interference from sum-coincidence effects and competing 
cascades. From the TDPDC spectrum that was obtained, the smearing effects of the finite 
time resolution of the spectrometer were partially removed by deconvolution, resulting in 
an unfolded time spectrum to which attempts were made to fit a suitable model. Although 
it was not possible to achieve a satisfactory fit, a number of potential remedies for the 
poor fit have been proposed.
A TDPDC study of the 121-280 keV y-y cascade in 75As was performed for the 
purpose of assessing the feasibility of using the TDPDC technique in future investigations 
employing 75Se-labelled selenoproteins. Account was again taken of the interference from 
sum-coincidence effects and competing cascades. A bid to deconvolve the smeared 
TDPDC spectrum that was acquired was not successful, and so attempts were made to fit 
to the smeared spectrum a model which allowed for the finite time resolution of the 
spectrometer. The fitting proved to be problematic, indicating that it would be difficult to 
apply the TDPDC technique to an investigation of 75Se-labelled selenoproteins. However, 
this conclusion is perhaps unduly pessimistic because some of the problems that arose in 
the feasibility study will not be present in practice when a 75Se-labelled selenoprotein is 
used.
The available evidence suggests that 73Se offers advantages over 75Se as a 
radiolabel in TDPDC studies of the selenoproteins.
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C h a p t e r  1
I n t r o d u c t i o n
The importance of selenium in biology was first recognised in the 1930s, when selenium 
toxicity was shown to be the cause of several disorders occurring sporadically in grazing 
animals [1]. However, the role of selenium as an essential trace element for mammals was 
not acknowledged until 1957 [2,3].
The major health effects of nutritional over-exposure to selenium are hair and nail 
loss, skin lesions, abnormalities of the nervous system, disturbances of the digestive tract, 
and tooth decay [4], this last effect arising particularly when over-exposure occurs during 
the development of the teeth [5]. Severe nutritional selenium deficiency has been 
associated with two endemic human diseases in China [4,6], and with the tropical disease 
kwashiorkor [7-9]. In addition, there appears to be a correspondence between low blood 
selenium levels and senile dementia [10].
The possible relationship between selenium and cancer has received much 
attention [4,11], and there is evidence to suggest that selenium has an inhibitory effect on 
carcinogenesis [12-18]. Selenium may also have the property of combatting other diseases 
such as cardiovascular disease [4,11,12,19], arthritis [12] and rheumatism [12]. Other 
functions of selenium are the prevention of mercury toxicity [20], and the pronounced 
reduction of the toxic side effects of platinum-based antitumour drugs such as 
cisplatin [21]. Furthermore, it has been demonstrated that selenium compounds are 
effective in reducing radiation damage to amino acids and proteins caused by free radical 
mechanisms, selenoamino acids providing considerably greater protection against radiation
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The main biochemical role of selenium is its antioxidant effect, which can 
probably be attributed to the fact that it functions as an integral component of the enzyme 
glutathione peroxidase (GSH-Px) [23-25], which is believed to consist of four functionally 
equivalent subunits, each containing one atom of selenium [27-31]. The well-established 
selenium-dependent action of GSH-Px is the prevention of lipid peroxidation by either 
elimination of low molecular weight hydroperoxides or reduction of lipid 
hydroperoxides [20,26]. GSH-Px may also have other activity, which is not 
selenium-dependent [32]. Although GSH-Px is the only one of the selenoproteins 
identified so far that has a known function, it is probably not the main acceptor of 
selenium in human blood [29,33,34], and a significant proportion of body selenium exists 
in other forms such as selenium analogues of the sulphur-containing amino acids [14]. 
Furthermore, there is a role for selenium in hepatic heme metabolism which is 
independent of GSH-Px, and the aforementioned role of the prevention of mercury 
toxicity, the biological mechanism of which is unknown [20].
A significant amount of work has been done in the determination of selenium 
concentration in various biological tissues [9,10,35-39], using sensitive analytical 
techniques such as neutron activation analysis [10,16,21,39,40], isotope dilution mass 
spectrometry [21], inductively coupled plasma mass spectrometry [21] and fluorescence 
spectrophotometry [16,41], However, it is also of interest to study the chemical speciation 
of selenium. A suitable technique for this task is that of time differential perturbed 
directional correlation of y-rays (TDPDC), which has found application not just in the 
biological field [42-47], but also in material science [48-53], and in environmental and 
energy research [54].
damage than sulphur amino acids [22].
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To apply the TDPDC technique, one requires that each of an ensemble of probe 
nuclei be in an excited state, the eventual decay of which results in the emission of two 
cascading y-rays. For each of a number of such genetically related pairs of y-rays, the time 
interval between the emission of the first y-ray and the emission of the second y-ray is 
measured. Provided that the spin of the intermediate level of the y-ray cascade exceeds 
1/2, the distribution of time intervals so obtained depends not only on the half-life of the 
intermediate level, but also on the chemical environments of the emitting nuclei [55]. 
Hence, with the aid of a suitable model, information about these environments can be 
derived from the time interval spectrum.
In order to study the binding sites of selenium in a selenoprotein using the TDPDC 
technique, it is necessary to label the protein with an isotope of selenium which, when it 
decays, feeds an appropriate y-y cascade. The only radioisotope of selenium that is readily 
available commercially is reactor-produced 75Se, but fortunately, this is one of the very 
few selenium isotopes of potential value in TDPDC work, the decay of 75Se feeding 
several y-y cascades in the 75As daughter [56], Some of these cascades, however, are 
unsuitable, either because they are not sufficiently abundant, or because they have an 
associated intermediate level which has a spin of 1/2 or a half-life which is unpractically 
long [57]. Of the remaining cascades, the one having the longest-lived intermediate level 
is the 121-280 keV cascade which has an intermediate level with a spin of 5/2 and a 
half-life of 280 ps [58]. Thus the requirement of using the TDPDC technique in the study 
of 75Se-labelled selenoproteins places rather stringent demands on the time resolution of 
the spectroscopy system needed for the time interval measurements.
Much of the early TDPDC work was carried out using time spectroscopy systems 
employing Nal(Tl) scintillation counters. Since the time resolution of such systems is in
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excess of 1 ns [47,57], the early studies were restricted to cascades having intermediate 
level half-lives of a few nanoseconds or more. It is therefore no coincidence that in the 
biological field, much of the TDPDC work to date has focussed on the zinc enzymes [57], 
the zinc being substitutionally replaced by chemically analogous lllmCd, an isomer of 
cadmium which, when it decays to the ground state, emits two y-rays in cascade via a 
long-lived intermediate level having a half-life of 84 ns. However, in 1983, Laval et 
al. [59] discovered a fast, intense component in the scintillation light of barium fluoride, 
a finding which instigated the construction of time spectrometers employing barium 
fluoride scintillation counters, with resolutions which were measured using the prompt 
1.173 and 1.332 MeV y-rays emitted in the decay of 60Co to be around 100 ps [59-63]. 
Owing to the fact that the time resolution of the scintillation counter is inversely 
proportional to the square root of the energy deposited in the scintillator [64], the time 
resolution of a barium fluoride spectroscopy system, pertinent to the 121-280 keV cascade 
in 75As, is expected to be somewhat worse than 100 ps. Despite this, the time resolution 
of a spectroscopy system utilising barium fluoride scintillation counters may be just good 
enough to allow the TDPDC technique to be used in the study of 75Se-labelled 
selenoproteins. If this is not the case, then it will be necessary to consider the possibility 
of employing either an appropriate isotope of selenium other than 75Se or a suitable 
isotope of a chemical analogue of selenium as a radiolabel in TDPDC studies of the 
selenoproteins.
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C h a p t e r  2
M a t h e m a t i c a l  M o d e l s
2 . 1  T h e  U n p e r t u r b e d  D i r e c t i o n a l  C o r r e l a t i o n
The probability of emission of a particle or quantum by a radioactive nucleus depends in 
general on the angle between the nuclear spin axis and the direction of emission. As a 
result, if a nucleus emits two y-rays y1 and y2 in cascade, then the direction of emission 
of y2 is correlated to that of yv In the absence of extranuclear fields, the relative 
probability that y2 is emitted into the solid angle dQ. at an angle 0 with respect to the 
direction of emission of yY is W(0)dn, where
T T (8 )=  Y ,  A kkP /cos6b  <2,1>
k{even)=0
The coefficients Akk depend on the spins of the initial, intermediate, and final states of the 
cascade, and also on the multipole components and mixing ratios of each of the two 
y-transitions involved [55]. Normalisation of the Akk is such that A00= 1. The functions 
P*(cos0) are the ordinary Legendre polynomials which are tabulated in [55]. The upper 
limit of the summation index k is kmax, which can be deduced from the selection rule
O ^ m i n p / . V A V r z ' ) .  (2 ,2 )
in which I  is the spin of the intermediate state, and Ln and L'n are the multipole 
components of the «th y-transition of the cascade, for n- 1 and n=2 [55]. In practice, the 
energies that are normally available in radioactive decays dictate that cascades involving 
multipoles with Ln>2 feature intermediate states with half-lives in excess of l(is, making
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them unsuitable for directional correlation studies [55,57]. Since it can safely be assumed 
that L'n-Ln+1 [55], Ln+L'n is not greater than 5 in practical cases, and thus kmax does not 
exceed 4. In accordance with the selection rule (2.2), a correlation is anisotropic only if 
the spin I of the intermediate state is 1 or more.
2 . 2  P e r t u r b e d  D i r e c t i o n a l  C o r r e l a t i o n
The directional correlation (2.1) is inapplicable if the nucleus in its intermediate state is 
subject to torques, due to the interaction of either the magnetic dipole moment fi with an 
extranuclear magnetic field B, or of the electric quadrupole moment Q with electric field 
gradients d2V/dz2. However, for an ensemble of nuclei that are randomly oriented as in a 
polycrystalline powder or a liquid, the displayed directional correlation has the simple 
form
A**
W tfiA - E  0). (23)
k(everi)=0
in which t is the time spent in the intermediate state and the influence of the extranuclear 
fields is completely described by the time-dependent perturbation factors Gkk(t) [55].
In biological problems, one usually deals with liquid or polycrystalline solid 
sources for which eq, (2.3) is applicable. In solids, the orbital contribution to the magnetic 
moment of the electron shell is quenched and so the magnetic interaction can usually be 
neglected in comparison with the quadrupole interaction [55]. The situation in liquids 
seems less clear, although in studies of biological molecules in solution, perturbations of 
the directional correlation have usually been attributed to quadrupole interactions 
[43-45,54,57,65,66]. In one case [43], the possibilities of interpreting an observed
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perturbation as either a magnetic dipole interaction or an electric quadrupole interaction 
were compared, and the latter was strongly favoured. It therefore appears that in biological 
applications, only the electric quadrupole interaction is significant, and it is this interaction 
that is the subject of the remainder of this chapter.
2 . 3  S t a t i c  E l e c t r i c  Q u a d r u p o l e  I n t e r a c t i o n
According to Frauenfelder and Steffen [55], the perturbation factor for a static interaction 
in a polycrystalline source is
f T I k \( I  I  k \
N j n a>m b,n ,n ' K  -m a m ’b -m b V
xexp[( -hzijh) (En -En /)f](n | m ^ in \m a){n11 m '$n1 \ m'/)\ <2-4)
where m'a and m'b are defined by the relations
m'a-m a+N=6 (2*5)
and
m lj-mb+N=0 , (2 *6 )
the En are the energy eigenvalues of the Hamiltonian describing the interaction of the 
nucleus in its intermediate state with the static extranuclear field, the (n | are the 
corresponding eigenstates and the \m) are the nuclear m-states which are represented by 
the orthonormal basis vectors of a (2/+l)-dimensional space. The summation index N runs 
from -k to k, whilst ma and mb take on, in steps of one, all values from -I to I for which 
-I<m'a<[ and -I<mb<I. Each of the indices n and ri runs from -/ to I  in steps of one.
In the case of a static electric quadrupole interaction, the Hamiltonian describing
the interaction shall be denoted by K. If one of the principal axes of the electric field is
chosen as the z-axis, the only nonvanishing matrix elements of K  are given by [67]
and T] is the asymmetry parameter of the electric field, defined in terms of the Cartesian 
components of the field gradient by the relation
The choice of Vzz as the largest component of the electric field gradient restricts rj to the 
range 0<T|<1 by virtue of the Poisson equation Vxx+Vyy+V„=0 [55].
It will be clear from the preceding discussion that in the case of a static electric 
quadrupole interaction in a polycrystalline source, the only characteristics of the electric 
field gradient that influence the perturbation factor Gkk(t) are Vzz and T|. Furthermore, the 
sine functions implied by the complex exponential term in eq. (2.4) cancel out in this 
case [57], and the dependence of Gkk(t) on Vzz is contained only in the eigenvalues of the
<m |£ |m H 3 m 2-/(/+ l))A (V £)0, (2.7)
(2 .8 )
where A is related to the nuclear quadrupole moment Q by
4 -  eQ  
2 / ( 2 / - ! ) ’
(2.9)
(VE)0 is given in terms of the electric field gradient component Vzz as
( 2 .1 0 )
A im )  = ± ( J 2 -m  2) ( ( / + 1 ) 2 - m 2) ,4 ( 2 . 1 1 )
( 2 .1 2 )
8
% (,n)cos[top(Ti,Kzz)r], (2.13)
p
where the (Op(r|,Vzz) are the possible values o f | (En-En) / ^ | and each amplitude akp(rj) is 
the sum o f all o f the coefficients o f cos[cop(n,V2Z)r] that arise in the summation of 
eq. (2.4). The number o f different values that are taken on by the index p  is (2 /+ l)/+ l for 
integer spin and 1/2(/2-!A)+1 for half-integer spin.
In Chapter 6, an experiment is described in which the directional correlation o f a 
y-y cascade proceeding via an intermediate state o f spin 5/2 is perturbed. The source 
employed in this experiment is solid, and is assumed to be polycrystalline. In order to 
interpret the experimental data obtained, one therefore requires an explicit and preferably 
analytical expression for the perturbation factor describing the static electric quadrupole 
interaction in a polycrystalline source for the case o f 7=5/2. To find such an expression, 
it is necessary to calculate the eigenvalues and eigenvectors o f the Hamiltonian K  that 
occur in eq. (2.4). Designating the unitary matrix which diagonalises K  by U, the 
eigenvalue equation is
U K U ^ E ,  (2.14)
in which the eigenstates (n | are the rows o f U, and E is the diagonal energy matrix, the 
diagonal elements o f which are the energy eigenvalues En. The matrix K  is specified by 
eqs. (2.7) and (2.8), from which
Hamiltonian. The perturbation factor can therefore be written as
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K= 4 ( V £ ) 0. ( 2 .1 5 )
10  o  iiv 'T o  o o o
0 - 2  0  T i / l 8  0  0
■ n v lo  o - 8  0  n V i s  o
0  tj/ 1 8  0  - 8  0  i j / I O
0  0  tj/ 1 8  0 - 2  0
 ^ o  o  o  n v T o  o  10
Rewriting eq. (2,14) as U K-EU , it becomes apparent that the eigenvalue equation 
represents six sets of six simultaneous equations, each set involving the elements of one 
of the eigenvectors («| and the corresponding eigenvalue En. Furthermore, each set 
actually consists of two subsets of three equations, one subset involving En and the 
elements («|-5/2), (« |-i/2) and (n \3/2), and the other involving En and the elements 
(n\-3/2), (n\l/2) and (n\5I2). From whichever subset of three equations is chosen, the 
elements of U that appear can be eliminated to yield the secular equation
E 3 - 2 8 ( 3  + ti Z)E+1 6 0 ( t| 2 - 1 )  = 0 , (2.16)
in which E represents the reduced eigenvalues En/A(VE)0. Since the eigenvalues must be 
real, the secular equation can be solved completely by employing the method of 
trigonometric substitution described by Stephenson [68]. By making the substitution 
E = k c o s 0  in eq. (2.16) and comparing the result with the trigonometric identity
4 c o s 30  - 3 c o s 0  = c o s 3 0 , (2.17)
the following two equations are obtained:
k 3 _  2 8 ( 3  + t |2) k  
4 "  3  ’
(2.18)
10
cos38 _ 3
160(1 V )  28(3+1)V
Factorising eq. (2.18) gives K=0 or
(2.19)
k = ± 2
28(3+i]2) (2 .2 0 )
The solution K=0 can be excluded due to the appearance of K in the denominator of the 
right-hand-side of eq. (2.19). Choosing the positive solution given in eq. (2.20) and 
introducing the identity
a = .
2 8 ( 3 + i) 2) ( 2 .2 1 )
leads to the relationship
C0S3 e = M l V > .
,3
( 2 .2 2 )
or
By writing
p _ 8 0 ( i - n 2) ; ( 2 .2 3 )
or
it is found that
Q _ 2 7 c /^ a r c c o s p  
3 ± 3
(2 .2 4 )
where / is integer-valued and arccosp is the principal value of the inverse cosine of p. 
Equation (2.24) provides three distinct values of cosG which correspond to the three roots 
of the secular equation (2.16). It is easily verified that choosing the negative solution 
given in eq. (2.20) merely reproduces these three roots. From eqs, (2.20), (2.21) and
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(2.24), and the definition of the reduced eigenvalues, the eigenvalues in order of 
decreasing energy are found to be
i ?  5=CSC0Sx —i
i arccospj — (2.25)
E ± 3=-a  cosf—(tc +arccosp)l— —, (2.26)
z \3  ) n
£ +_i=-acos^~(7i -arccosp)j— (2.27)
*2
where the quadrupole frequency
tieQVa  (228)
Q 2 l(2 l- \)h
has been introduced to allow A(V£)0 to be written as fiction. Note that throughout the 
above derivation, the labels n have been chosen to be equal to the labels m of the states 
\m) which the eigenstates |n) become when T| vanishes.
In order to find the eigenvector («|, it is necessary to refer again to the two 
subsets of three equations involving En and the elements of (n | which are obtained from 
eq. (2.14). It transpires that each subset of equations only allows a determination of the 
ratios of the elements of («| that appear. Thus the result of solving each subset is the 
expression of each of the elements of (n\ that appear as the product of an 
element-dependent coefficient and a single element-independent free parameter which can 
be chosen to be any one of the elements of («| that appear in the subset. Hence the 
elements (n\-5!2), (n\-U2) and (n\3!2) can all be expressed in tenns of (n |-5/2), and the 
elements (n\-3/2), (n\l/2) and (n\5l2) can all be expressed in terms of (n\-3!2). To fix 
the free parameters (n \ -512) and {n \ -3/2) one takes advantage of the fact that U must be
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unitary, which corresponds to the requirement that the eigenvectors form an orthonormal 
set. The eigenvectors which are associated with different eigenvalues are guaranteed to 
be orthogonal [69]. However, it is necessary to arrange for the eigenvectors which share 
the same eigenvalue to be orthogonal. The obvious way to do this is to choose {n\-3/2)=0 
and (-n | -5/2 )=0, thus fixing one free parameter in each of the eigenvectors. The remaining 
free parameter in each eigenvector is then determined by applying the normalisation 
condition (n|«)=l. The particular choice of (-5/2|-5/2)=0, (-3/21-5/2)=0 and (-1/21-5/2)=0 
yields
U=
0
( £ , - 1 0 ) C ;
H i / 1 5
0
3 ( E 3 - 1 0 ) c s  '
V 5 ( £ J + 2 )
0
0
3 ( E 3 - 1 0 ) c 3
v/5 (£ 3+2)
0
( £ 3-1 0 )c 3
0
0
( £ 1 - 1 0 ) c 1 3 ( £ 1 - 1 0 ) c 1
n / 1 0 l / 5 ( £ j + 2 )
v / 5 ( £ 1 + 2 )
0
n v 'I o
0
( £ 3-1 0 )c 3 n 3 (£ 3-1 0 )c 3 q
\/5(,E3+2)
0
3 (£ 5-1 0 )c 3
v/5 (£ 3+2)
0
( £ 5 - 1 0 ) c 3
t i / 1 0
0
(2 .2 9 )
where for i - 1,3 and 5, Ei-E±i/2 Acoq and
cr
T ) , / l 0 ( £ i + 2 )
1/ l 0 i12( £ j +2)2+ (£ j +2)2( £ j -1 0 )2+18n2( £ r 10)2
(2.30)
By applying L’Hospital’s rule to evaluate the required limits [68], it can readily be 
verified that the eigenstates degenerate to the m- states as + —>0. The combination of
13
eqs. (2.4) - (2.6), (2.25) - (2.27) and (2.29) constitutes an explicit analytical expression 
for the perturbation factor describing a static electric quadrupole interaction in a 
polycrystalline source for the case of 7=5/2, and facilitates evaluation of the amplitudes 
akp(r\) and frequencies (Dp(n,Vzz) that occur in eq. (2.13). Although calculations of the type 
described above were performed as long ago as 1963 [70], the important details which are 
given here have only appeared in the literature during the course of this work. Analytical 
expressions for the perturbation factor describing a static electric quadrupole interaction 
in a polycrystalline source are now available for all spin values in the range 
l</<3 [71,72].
The validity of eq. (2.13) requires that the electric field gradients acting on the 
nuclear quadrupole moments are the same at every nuclear site. In practice however, 
lattice imperfections and impurity centres are expected to give rise to slight variations of 
the crystalline fields. In fact, unless the radioactive decay proceeds by isomeric transition, 
the decay process transforms the atom in a lattice into an impurity centre. Furthermore, 
a nuclear decay process may impart enough recoil momentum to an atom to displace it 
from its regular lattice position, an effect which can cause the field experienced by the 
nucleus in its intermediate state to vary considerably from nucleus to nucleus.
This variation of the electric field gradient can be represented by a probability 
distribution P(VZZ) of the principal field gradient component Vzz. The field 
gradient-averaged perturbation factor is then given by
The need to choose an arbitrary distribution P(VZZ) is perhaps the least satisfactory aspect
(2.31)
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of the model. In the past, P(VZZ) has often been chosen to be a Lorentzian 
distribution [73,74], defined by
k d V
PL(V „ )dV =    25 (2.32)
K  “  * [ j i * + a v K 0
where X is the half-width of the distribution and V0 is the most probable value of Vzz. 
Substituting eqs. (2.13) and (2.32) in eq. (2.31) yields
& * ( 0 = E % c ' A V c o s V >  ( 2 -3 3 )
in which A=X/V0 is the fractional half-width of the distribution. Another popular choice 
of P(VZZ) has been the Gaussian distribution [55,74,75] given by
(K^-Ko)2
✓ ft zz’21,2 d v  (2 '34)oy2tt
where the width of the distribution is characterised by the standard deviation a  and V0 is 
again the most probable value of Vzz. The result of using eq. (2.34) in eq. (2.31) is
( g y ) 2
8k]fl)=Y , a kpe 2 C0SCV  2^ '3 5 ^
P
where 8=Gy% is the fractional standard deviation of the distribution. Eqs. (2.33) and (2.35) 
are derived by taking the limits of integration in eq. (2.31) to be -oo and oo, thus assuming 
that a small fraction of the nuclei experience a field gradient of which the principal 
component is opposite in sign to that of the field gradient experienced by the majority. 
Bauer et al. [76] have obviated the need to make this assumption by using the 
distribution (2.34) in eq. (2.31), but with 0 and oo as the limits of integration. Thus Bauer
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et al. have used a truncated Gaussian distribution, which may be a better model of the 
field gradient variations that occur in practice. Unfortunately, however, the choice of zero 
as the lower limit of integration in eq. (2.31) does not allow an analytical expression for 
gkk(t) to be obtained, so that gkk(t) in this case must be evaluated numerically.
2 . 4  T i m e - D e p e n d e n t  E l e c t r i c  Q u a d r u p o l e  I n t e r a c t i o n
In a liquid, the Brownian motion of ions and molecules gives rise to electric field 
gradients that fluctuate rapidly and randomly in both magnitude and direction. As a result, 
a nucleus in a liquid source experiences an electric quadrupole interaction that is 
time-dependent. However, if the time fluctuation of the quadrupole interaction is 
sufficiently slow, then the perturbation factor for an ensemble of nuclei bound at identical 
sites to spherical molecules in a liquid is given by
G ^ t y - e - ^ G m {f), ( 2 - 3 6 )
in which D is the rotational diffusion coefficient for a spherically symmetric molecule, 
and Gkkfitatic(i) is the perturbation factor given in eq. (2.13) [57,77]. The validity of 
eq. (2.36) requires that 6D<co/, where cfy is the fundamental frequency given by the 
product of 1/h and the smallest nonvanishing energy difference between the nuclear 
m-states. The relationship between D and the correlation time %c is [78]
1 = x  .  ( 2 . 3 7 )
6D c’
where xc is related to the radius a of the molecules to which the nuclei are bound, and 
also to the viscosity p of the liquid, according to the equation
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Tc“ 3kBT  ’
4?ta3p (2.38)
in which kB is the Boltzmann constant and T is the temperature of the liquid [65].
The situation in which the time fluctuation of the quadrupole interaction is so fast 
that 6Dxx)f  was first considered by Abragam and Pound [79]. By assuming that the 
fluctuations of the electric field gradient experienced by a nucleus in its intermediate state 
are caused by many random interactions, each of which has only a very small effect, and 
also that the field gradients possess axial symmetry so that T]=0 , Abragam and Pound 
showed that for observation times t>zc, the perturbation factor reduces to
where (V/z.)Av is the ensemble average of the square of the principal electric field gradient 
component [55].
Recognition of the possibility that a time-dependent perturbation can also be 
caused by a few violent interactions of short duration prompted Dillenburg and Maris [80] 
to develop a somewhat modified theory. Dillenburg and Maris found that, for a 
parity-conserving cascade such as a y-y cascade,
( 2 .3 9 )
The relaxation constant Xk is given by the expression
x J n 2Tc(eQ)2(VJ,)AJc(k> W h I +l)-k (k+l)-l]  
k 20h2P ( 2 l - l f
(2 .4 0 )
(2.41)
r(everi)= 2
where the coefficients erk are such that
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and the erk and the relaxation constants Xr must be experimentally determined [55]. The 
number of terms in the summation over even values of r is /  for integer /  and I-V2 for 
half-integer/. Although an indication that violent interactions may sometimes be important 
in practice was given as long ago as 1963 [81], the Dillenburg-Maris model does not 
appear to have been used in biological applications, for which the simpler model of 
Abragam and Pound has usually been found to be adequate [43,44,65].
A more general treatment of random statistical interactions in which neither of the 
conditions 6D<to/  or 6Dxof  are imposed yields perturbation factors which apparently 
cannot be expressed analytically, but are known to consist of a number of exponentially 
damped trigonometric functions [82]. Although only spherical molecules have been 
considered in this section, the treatment can be extended to elliptical molecules, and even 
to the case of intramolecular rotation such as a local movement of a side chain in a 
biological macromolecule [78].
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C h a p t e r  3
T i m e  S p e c t r o m e t e r  
f o r  T D P D C  M e a s u r e m e n t s
3 . 1  F a s t - S l o w  S y s t e m
It will be clear from Chapter 1 that the application of the TDPDC technique requires 
measurements to be made of the time intervals separating the emissions of the first and 
second components of pairs of y-rays emitted in cascade. In this work, the necessary time 
interval measurements have been made using a fast-slow spectroscopy system as 
illustrated in fig. 3.1. The source of decaying nuclei is viewed by two radiation detectors, 
each of which provides a fast timing signal and a slow energy signal. The fast signal from 
the first detector is fed to a time pick-off device, the output of which initiates the 
conversion cycle of a time-to-amplitude converter (TAC). The fast signal from the second 
detector is also fed to a time pick-off device, but in this case the output of the device 
terminates the conversion cycle of the TAC, having first been delayed in order to allow 
the TAC to be operated in its linear range. The slow signal from each detector is 
furnished through a preamplifier to a spectroscopy amplifier. The shaped pulses that result 
are presented to a timing single channel analyser (TSCA) which performs pulse height 
selection. For every shaped pulse that satisfies the amplitude requirements of the TSCA, 
a logic pulse is produced by the TSCA for input to a fast coincidence unit. When the time 
interval between a logic input from one branch of the slow channel and a logic input from 
the other branch is less than the resolving time x of the fast coincidence unit, a logic pulse
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is sent by the coincidence unit to the strobe input of the TAC. The strobe signal instructs 
the TAC to provide to a multichannel analyser (MCA) a linear pulse of which the 
amplitude is proportional to the duration of the conversion cycle of the TAC.
Fig. 3.1. Fast-slow timing system.
The fast-slow system described above is by no means the only configuration that 
is suitable for time interval measurements. One alternative is the slow-fast system [83], 
in which the slow channel is used to gate the fast signal, thus preventing events of 
inappropriate energy from initiating TAC conversion cycles. The slow-fast system 
therefore has the potential advantage of reduced dead time and correspondingly higher 
throughput. However, in practice the dead time of a coincidence system is often 
dominated by the shaped pulses of typically a few microseconds width that arise at the 
outputs of the spectroscopy amplifiers, rather than by the TAC. Thus it seems that 
improved throughput can only be realised when operating with very short shaping times
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in the slow channel. Furthermore, the slow-fast system has the disadvantage of requiring 
an inconveniently long passive delay in each branch of the fast channel. A second 
alternative to the fast-slow system is simply termed a fast system [60,84], since such a 
system features no separate slow channel but instead incorporates time pick-off devices 
with upper and lower level energy selectors. A fast system therefore optimises throughput, 
but at the expense of degraded energy resolution, since pulse height selection is performed 
using unshaped pulses.
3 . 2  D e t e c t o r s
The paramount importance of the system time resolution dictates that the detectors must 
be scintillation counters. Organic scintillators offer excellent time resolution but have very 
poor energy resolution because the efficiency of organic materials for y-ray absorption is 
low [84]. Of the inorganic scintillators, thallium-activated sodium iodide (Nal(Tl)) 
provides the best energy resolution, this being as good as 7% at 662 keV [84]. However, 
in the present application, barium fluoride (BaF2) is to be preferred, since although its 
energy resolution is typically worse than 10% at 662 keV [63], the efficiency of BaF2 is 
comparable to that of Nal(Tl) and the obtainable time resolution is far superior [59]. The 
scintillation light of BaF2 consists principally of a fast component at 220 nm with a decay 
time of 760 ps and a slow component at 310 nm with a decay time of 620 ns [59]. The 
fast component, which is used to trigger timing circuits, constitutes approximately 24% 
of the total scintillation light [63]. The scintillators that have been used in this work are 
cylindrical BaF2 crystals of 50 mm diameter and 25 mm length.
Suitable reflectors for use with BaF2 are aluminium oxide (A120 3) and Teflon, the 
reflection coefficient of the former being a little higher than that of the latter for the
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ultraviolet (UV) light of BaF2 [60]. However, Teflon has on occasion been found to be 
superior to A120 3 from the point of view of energy and time resolution [85], perhaps 
because it is easier to handle. Thus with the exception of the polished surface for coupling 
to a photomultiplier (PM) tube, the surfaces of each of the crystals employed in the 
present work were covered with Teflon tape.
Each of the coated BaF2 crystals is coupled via an appropriate medium to the 
entrance window of a PM tube, the window having a refractive index that is well matched 
to that of BaF2 (1.495 [63]). To minimise trapping of light in the crystal and coupling 
layer due to total internal reflection, the couplant is also required to have a refractive 
index that matches that of BaF2. Furthermore, the couplant should be highly transparent 
to both of the scintillation light components. Detailed studies [86,87] have shown that the 
most suitable optical coupling media are low viscosity silicone oils. One such oil, Dow 
Coming 200/100000 cs was procured from BDH Limited (Eastleigh, Hants., UK) and used 
to couple the two cylindrical scintillators to the entrance windows of their respective PM 
tubes.
Philips XP2020Q PM tubes have been used in this work. The XP2020Q features 
a quartz entrance window compatible with the refractive index and scintillation emissions 
of BaF2. The photocathode is also compatible since its response extends sufficiently far 
into the UV region. The linear focussed dynode structure of the XP2020Q allows high 
gains to be achieved whilst maintaining the linear operation that is required in order that 
the optimum time resolution is realised.
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3 . 3  V o l t a g e  D i v i d e r  D e s i g n
3.3.1 Prototype Divider for PM Tube Gain Measurements
The high peak pulse currents associated with the fast component of the scintillation light 
of BaF2 and the desire to operate the detectors at very high singles rates to achieve 
adequate coincidence rates place stringent demands on the design of the resistive voltage 
divider that biases the photocathode and succeeding multiplier stages of the PM tube. The 
voltage divider recommended by the manufacturer for use with the XP2020Q in timing 
applications is not sufficiently specialised and does not give the best timing 
results [59,60,62,63,88]. It is therefore necessary to design a voltage divider that is better 
suited to the present application. The recommended design procedure [89] is to construct 
a prototype voltage divider which utilises "standard" component values but provides the 
desired voltage distribution, thus allowing realistic PM tube gain determinations to be 
made, and then to redesign the divider, calculating the component values on the basis of 
the gain obtained with the prototype. The most successful voltage distributions for use 
with BaF2 in timing applications have been those which are based on a distribution which 
was first introduced by Bengtson and Moszyriski for timing with plastic scintillators [90]. 
A similar distribution has therefore been adopted in the design of the prototype voltage 
divider used in this work for PM tube gain measurements. The prototype divider in its 
original form is shown in fig. 3.2.
The problem of measuring the gain of the PM tube amounts to that of determining 
the charge collected at the anode as a result of the thermionic emission of a single 
electron from the photocathode. The shape of the single electron pulse ia(t) at the anode 
can be adequately represented by a Gaussian
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(3.1)
where A is the multiplier gain, e is the electronic charge and tp is a constant describing 
the variations of the electron propagation time [91], The manufacturer’s data [92] includes 
values of tw, the full width at half maximum height (FWHM) of the single electron pulse, 
from which the corresponding values of tp can be deduced according to the relationship 
tp=tJ2(ln2j*. At a typical operating voltage of 2.5 kV, tw is given as approximately 2.4 ns, 
so that y=1.4 ns.
If the single electron current pulse could be fed into a sufficiently low impedance, 
then its Gaussian shape could be preserved and the peak current could be determined from 
the measured peak voltage and the load resistance, so that A could be calculated from
Fig. 3.2. Prototype voltage divider.
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eq. (3.1). In practice however, parasitic capacitances dictate that the effective anode circuit 
can never be a pure resistance, and must possess a finite time constant of the order of 
nanoseconds. The single electron pulse shape is therefore unavoidably distorted by the 
anode circuitry so that the shape of the voltage measured across the anode circuit is not 
Gaussian. To account for this it would be necessary to calculate the time convolution of 
ia(t) with the exponential impulse response of the effective anode circuit. Since the 
associated convolution integral has to be evaluated by numerical techniques, the method 
of gain determination described above is somewhat unattractive.
A better approach is to feed the single electron current pulse into an anode circuit 
that has a time constant which is much greater than the width of the current pulse so that 
the current is integrated by the capacitance Ce of the effective anode circuit. In this case 
the charge collected at the anode is simply Q-CeVp, where Vp is the measured peak 
voltage developed across the anode circuit. Dividing Q by the electronic charge e yields 
the required multiplier gain A. The capacitance Ce should be dominated by a large 
physical capacitance of known magnitude to render negligible the error arising from the 
small, unknown stray capacitance.
An obvious extension of the technique described above is to connect the anode to 
a standard energy spectroscopy system consisting of a preamplifier, a shaping amplifier 
and an MCA. In this case, the effective anode circuit is the parallel combination of the 
anode circuit, the preamplifier input circuit, the associated stray capacitances and the 
capacitance of the cable connecting the anode to the preamplifier. Feeding the single 
electron current pulse into the effective anode circuit results in a pulse at the preamplifier 
output which has a small rise time characteristic of the current pulse width, and a long 
tail characteristic of the time constant of the effective anode circuit. The shaped single
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electron pulses at the output of the spectroscopy amplifier give rise to a peak in the 
spectrum collected by the MCA. A calibration is required to interpret the position of the 
peak in the spectrum in terms of the charge accumulated at the anode, and hence to derive 
the multiplier gain.
The calibration is customarily performed by injecting picocoulomb charge pulses 
from a pulse generator into the effective anode circuit. Since the shape of the current 
pulse produced by the pulse generator is expected to differ somewhat from the shape of 
the single electron current pulse, the time constant of the effective anode circuit must be 
much larger than the widths of the current pulses so that the tail pulse amplitude per unit 
charge is the same irrespective of whether the charge is supplied by the pulser or in the 
form of a single electron current pulse. Even if this condition is satisfied, the rise time of 
the tail pulse will depend on which of the two methods is used to supply the charge. As 
a consequence, the method of charge provision will influence the ballistic deficit that is 
introduced in the spectroscopy amplifier due to the finite rise times of the tail pulses. The 
influence of the charge provision method on the ballistic deficit can be neglected if the 
shaping time constants of the spectroscopy amplifier are considerably larger than the tail 
pulse rise times [93], in which case each of the two charge provision methods gives rise 
to insignificant ballistic deficit. Provided that this condition is met, and that the integration 
time constant of the effective anode circuit is sufficiently large, the position in the 
spectrum of the peak associated with the injected pulses provides the desired relationship 
between anode charge and peak position that is pertinent to the interpretation of the 
position of the single electron peak in terms of the corresponding charge Q collected at 
the anode.
An alternative method of calibration is provided by measuring the amplitude of
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voltage tail pulses that are fed directly from the pulse generator to the spectroscopy 
amplifier. If the pulse generator is adjusted for minimum rise time (typically <5 ns) and 
the spectroscopy amplifier is used with long shaping time constants so that the ballistic 
deficit is again negligible, then the position of the peak in the spectrum that is due to the 
pulse generator yields a calibration relating peak position to tail pulse amplitude. The tail 
pulse amplitude Vp corresponding to the single electron peak can therefore be derived, and 
hence the anode charge Q arising from single electron emission from the photocathode 
can again be calculated from the relationship Q=CeVp.
The standard system for injecting charge into the effective anode circuit is shown 
in fig. 3.3. If the signal from the pulser has the form Vin=Woxp(-pt), then the Laplace 
transform of the voltage developed across the effective anode circuit is given by Nowlin 
and Blankenship [94] as
E j s ) =
where s is the Laplace variable and Ct is a capacitance in series with the pulser and the 
effective anode circuit, the equivalent input capacitance and pole of the effective anode 
circuit being Ce and -b respectively. Eq. (3.2) indicates that the voltage pulse across the 
effective anode circuit cannot be unipolar. Indeed, according to Nowlin and 
Blankenship [94], the ratio of p to b is frequently only of the order of 6:1 and since Ct 
is usually much smaller than Ce, the voltage waveform across the effective anode circuit, 
except for the unavoidable undershoot, reflects the decay time of the pulser, rather than 
that of the effective anode circuit. On these grounds, Nowlin and Blankenship [94] 
concluded that the series capacitor is an unsatisfactory method of charge injection, and 
subsequently addressed the problem of obtaining a realisable series impedance which will
- f i s  |  W  
s+bCj(Ce+Ct) I s+p
(3.2)
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convert the pulser voltage waveform into a current impulse. It transpires that the required 
impedance is not amenable to synthesis, but by assuming that Cep » l and CepxJ, where 
a-p/b  and p is given in terms of the impulse strength Qx by the relationship p=W/Qh the 
impedance becomes realisable and is given by [94]
■ (3-3)
p Q
The form of this impedance is a resistance R p in parallel with a capacitance C p, the time 
constant R pC p being equal to p'1. If this impedance is used in place of the series 
capacitance Cp the Laplace transform of the voltage developed across the effective anode 
circuit becomes [94]
Enj s ) = -   ,f (3.4)
°U C e { ® + 6 [ ( Y  + <i) / ( Y + 1 ) ]  1
in which y = C J C p and Qinj is the charge contained in the current impulse, given by
O  -  WCrC* (3 5)
Q in )~ c f c p (3 '5)
Thus the voltage pulse across the effective anode circuit is a simple exponential, the decay
time of which in general differs from that occurring when the input signal is a perfect 
impulse. However, in practice the component values and pulser characteristics are such 
that the decay time of the observed pulse differs negligibly from that provided by a 
perfect current impulse. Moreover, if the pulser can be adjusted so that p=b ,  then o  
becomes equal to unity and the input current becomes a true impulse.
Despite its obvious appeal, the charge injection system of Nowlin and 
Blankenship [94] does not appear to have come into common use. Instead it is usual 
practice to use the standard system in conjunction with a source of slowly-decaying tail
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pulses. With modem spectroscopic equipment, the ratio p:b is typically 1:4 so that the 
waveform obtained across the effective anode circuit largely reflects the decay time of this 
circuit, as required. A better procedure is to use a source of step input pulses so that p=0, 
in which case the waveform realised across the effective anode circuit is a single 
exponential. Irrespective of whether the signal source provides tail or step pulses, the 
condition Ce>Ct should be observed so that the first pole in eq. (3.2) is well approximated 
by -b.
In its original form, the anode circuit of the prototype voltage divider was 
incompatible with the available preamplifiers, and so the 10 k£2 resistor and 10 nF 
capacitor were stripped from the anode circuit, along with the 51 Q series resistor, and 
replaced with a single 1 MQ resistor connected between the anode and ground. The 
preamplifier used in the gain measurements was an Ortec 113, the spectroscopy amplifier 
was an Ortec 572 and the MCA was a Canberra Series 35 Plus. The input capacitance of 
the preamplifier was set to its maximum value of 1 nF. The greatest possible shaping time 
constant of the spectroscopy amplifier was selected, this being 10 jus. With the detector 
exposed to the monoenergetic 662 keV y-rays emitted by a 3.7x10s Bq (10 pCi) point 
source of 137Cs, the unipolar output of the spectroscopy amplifier was observed with an
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oscilloscope, and the pole-zero adjustment control was set so that the trailing edge of the 
pulses returned to the baseline without overshoot or undershoot [95]. Gain measurements 
were performed with a high voltage of 2.2 kV applied to the PM tube, since this was the 
voltage at which the best preliminary timing results were obtained. An amplifier gain of 
500 was required in order to observe the single electron peak on the MCA. A 
representative spectrum is shown in fig. 3.4. An Ortec 419 Precision Pulse Generator and 
its accompanying charge terminator were used to effect calibration by the standard charge 
injection method described above. As a result, the gain of the multiplier at 2.2 kV was 
found to be A=6.3xl06. Calibration by the alternative method in which the pulser applies 
voltage tail pulses directly to the input of the spectroscopy amplifier yielded an identical 
result.
Channel Number
Fig. 3.4. Spectrum due to the emission of single electrons 
from the photocathode.
3.3.2 Chain Resistor Calculations
The relative values of the chain resistances are determined by the requirement that the 
voltage distribution should be based on the proven distribution of Bengtson and
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Moszyriski [90]. This distribution features a large voltage difference between the 
photocathode and the first dynode to minimise the transit time spread arising from the 
distribution in initial velocities of photoelectrons leaving the photocathode, which could 
otherwise be rather significant in the case of BaF2 on account of the high energy of the 
UV photons comprising the fast component of the scintillation light. A relatively large 
voltage difference is also employed between the 9th and 10th stages of the tube to prevent 
space charge effects from reducing the charge collection efficiency at the 10th stage. 
Following Schaefer [63], the last three dynodes and the anode are linked together and so 
in effect are collectively used as an anode. Unnecessary amplification stages are therefore 
avoided and the stability and count rate capability of the scintillation counter are 
optimised.
In order to determine the absolute values of the chain resistances it is necessary 
to consider the high voltage Vb applied to the PM tube and the current Ic that is required 
to flow through the resistive chain. A rough estimate of the magnitude of the current that 
is needed can be obtained by considering the stationary case, in which the photocathode 
is sparsely illuminated to yield a constant cathode current. In this case, a first 
approximation for the relative variation of the gain with a varying illumination of the 
cathode is
A A J a N . 8 1
A  Ic (n+l)(8 - l ) j
in which all of the dynodes are assumed to exhibit the same secondary emission factor 
5, la is the constant anode current and n is the number of multiplication stages [91,92]. 
The relative gain variation is therefore proportional to the ratio IJIC, so that for stable 
operation, a chain current Ic>Ia must be used. In pulsed operation a similar condition must
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be observed, but with Ia being replaced by the average anode current Im. In this case then 
must pertain although the peak transient anode current ip can be much greater than 
/c. In fact, according to the literature [89,92], it is quite acceptable to operate with 
/p<100/c, provided that 7c>100/av. Since Iav can be written as the product of the pulse rate 
N and the charge per pulse Qa that is collected at the anode, the maximum count rate is 
simply given by
N  = _ A _ . (3.7)
100Qa
The current Ic should therefore be as large as possible in order to optimise the count rate 
capability of the scintillation counter. Because the available power supplies are Ortec 
models 456 and 556 which have an output current limit of 10 mA, the chain resistors are 
chosen so that a current of 10 mA flows when the maximum allowable bias voltage is 
applied to the PM tube. Normally, this voltage would be 3 kV [92], but because the 
greatest permissible voltage between the photocathode and first dynode is 800 V [92], the 
distribution adopted here does not allow the voltage applied to the PM tube to exceed
2.9 kV. A current of 10 mA is therefore chosen to correspond to an applied voltage of
2.9 kV, thus fixing the value of the smallest chain resistance R at 20 kQ, as shown in 
fig. 3.5.
To check that the condition ip<1007c is satisfied it is necessary to calculate the 
greatest envisaged value of the peak anode current ip. A survey of radioisotopes of 
potential value in TDPDC studies [22,57] indicates that the highest y-ray energy that need 
be considered is 1.2 MeV. However, in performing time resolution measurements, the 
detectors are exposed to the prompt high energy y-rays emitted in the decay of 60Co. The 
highest energy that must be allowed for is therefore 1.332 MeV. From the experiences of
32
Schaefer [63], it is anticipated that with a suitably stabilised voltage divider, the optimum 
PM tube bias for time resolution measurements employing a source of ^Co will be
2.5 kV. Since, according to the manufacturer of the PM tube [92],
— = 0 7 5 / 1 ^ ^  
A  V , 9
the gain is conveniently related to the bias voltage by the expression
(3 .8 )
A=A,
t y\0.75n
(3 .9 )
in which A0 is the gain for a bias voltage of V0. With V0=2.2 kV and A0=6.3xl06, the gain 
at 2.5 kV can be calculated from eq. (3.9) to be 1.5xl07.
For the slow component of the scintillation light, the characteristic decay time xs
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greatly exceeds the electron transit time spread associated with the XP2020Q so that a 
good model of the time dependence of the anode current is
is(t)=XsQj*p ( - y ) ,  ( 3 . 1 0 )
where 1=1/1 s and Qs is the anode charge resulting from the emission of the slow light 
component. The peak anode current generated by the slow component should therefore 
be well approximated by \Q S. The charge Qs is given by
Q - y f i f t ,  ( 3 . 1 D
where ys is the yield of the photoelectrons ejected by the slow component and Ey is the 
y-ray energy. The best reported value of ys is 2000 photoelectrons/MeV [62], which when 
inserted into eq. (3.11) gives, for E = 1.332 MeV and A=1.5xl07, a value of Qs of 6.4 nC. 
With Xs- 1/620 ns, the peak anode current generated by the slow component is calculated 
to be 10 mA.
For the fast component of the scintillation light, the characteristic decay time Tf  is 
not large compared with the transit time spread. In fact, xy=760 ps and as mentioned 
earlier, at a bias voltage of 2.5 kV, tw~ 2.4 ns. Thus Xy<fw, so taking the peak anode current 
associated with the fast component to be XjQf, where \j= \/%f  and Qf  is the anode charge 
resulting from the fast component emission, will yield a current which is too high. If 
initially it is assumed that the fast light pulse is so short that the corresponding anode 
current pulse has the same shape as the single electron current pulse described by 
eq. (3.1), then the required peak anode current is simply QJtpTt*. Since the largest reported 
value of the yield yf  of the photoelectrons ejected by the fast component is 
500 photoelectrons/MeV, the charge Qf  can be derived by analogy with eq. (3.11) to be
1.6 nC. As stated previously, t= \A  ns and thus the assumption that the fast light
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component is delivered to the photocathode in the form of an impulse leads to the result 
that the peak anode current associated with the fast component is approximately 640 mA. 
However, from the graphs of anode current as a function of t/tp which are presented by 
Kowalski [91], it can be estimated that in the case of interest in which ty=0.54tp, the peak 
current is about 85% of that for Ty=0. Hence a better estimate of the peak anode current 
associated with the fast component is 540 mA.
It is also clear from the work of Kowalski [91] that the two components of the 
anode current peak at different times. Indeed it appears that the current caused by the slow 
light component will certainly have reached less than 2/3 of its peak amplitude when the 
current generated by the fast light component attains its maximum value. It can therefore 
be concluded that the total peak anode current is less than 550 mA. With an applied bias 
of 2.5 kV, the chain current Ic is easily calculated to be 8.6 mA. Thus the quantity 100/c 
is 860 mA, and the condition /p<100/c is satisfied as required.
3.3.3 Stabilising Capacitor Calculations
In order that the high peak pulse currents do not unduly disturb the voltage distribution 
and thus the gain, the last few stages of the PM tube must be capacitively decoupled. In 
one configuration, each coupling capacitor is connected in parallel with an associated 
chain resistor. However, in fast pulse applications it is evidently preferable that the 
capacitors be connected between the resistive chain and ground in the manner illustrated 
in fig. 3.5 [89].
The crude criterion that is usually applied in calculating the required values of the 
decoupling capacitances is that the charge stored on each capacitor must greatly exceed 
the charge emitted by the associated dynode during the pulse [89,92,96], so that even if
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all of this charge were supplied by the capacitor, the voltage across the capacitor and 
hence the potential at the point at which the capacitor is connected to the resistive chain 
would change negligibly. The capacitance values thus obtained are commonly increased 
by an arbitrary factor to allow for pulse pile-up [89]. However, the consideration of 
importance is really the manifestation of the interstage voltage variations in terms of 
fluctuations in the gain of the PM tube. The only model of the time dependence of the 
gain variations that appears to be available in the literature is for the configuration in 
which each coupling capacitor is connected in parallel with an associated chain resistor. 
For the case of gradually decreasing time constants in which the product of the resistance 
and the capacitance connected across the ith stage exceeds that of the resistance and the 
capacitance connected across the (i-l)th stage by a factor of 5, the dependence of the gain 
variation on time after a pulse with P photoelectrons is [91]
A/4_ A eP  exp(-t/RnCn) -exp(-f/t)
A  IcRnCn l-x/i?„C„
provided that the characteristic decay time % of the scintillation light greatly exceeds tp.
In eq. (3.12), R n is the resistance defining the voltage between the last dynode and the
anode, and C n is the associated capacitance. Inspection of eq. (3.12) shows that in order
to minimise the gain variations, R nC n> %  must be chosen, in which case
x =p ^ exp(^ " c ")' (3 -13)
Thus with T>tp and R nC n>x,  the time dependence of the gain variation is dominated by the 
time constant R nC n of the final stage of the voltage divider and is independent of the 
precise shape of the current pulse. Moreover, it seems reasonable that this should be the 
case even if the condition T»fp does not pertain, provided that R nC n greatly exceeds the
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width of the current pulse. It shall therefore be assumed that for a voltage divider in
which each stabilising capacitor is connected in parallel with an associated chain resistor,
eq. (3.13) adequately describes the time dependence of the gain variation in the case 
where RnCn is much larger than the current pulse width. From eq. (3.13) alone, it is not 
obvious how Cn should be chosen since the amplitude of the gain variation decreases with 
increasing Cn whilst the duration of the gain variation increases. Consideration of the 
mean relative gain deviation
associated with pulses generated randomly at a mean rate N  is also unhelpful in 
determining Cn since the mean relative gain deviation is clearly independent of Cn. 
Eq. (3.14) is, however, rather important, since when operating at the maximum count rate 
Nmax given by eq. (3.7), (AA/A) simply reduces to 1/100. The significance of this result is 
that during the course of a TDPDC experiment employing a short-lived radioisotope, the 
mean gain cannot drift by more than 1% of the value that it assumes when the count rate 
is zero. When working with a long-lived radioisotope, however, only the variation of the 
effective gain from pulse to pulse need be considered. This variation can be characterised 
by the root mean square (rms) relative gain deviation
from which it is clear that a large value of Cn is required. When the count rate assumes 
its greatest allowed value Nmax, eq. (3.15) becomes
( 3 .1 4 )
( 3 . 1 5 )
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N ((A  ) )=
( 3 . 1 6 )
If it is demanded that the rms gain deviation must be only 0.1% of the mean gain when 
working with a source of ^Co and an applied bias of 2.5 kV at the count rate Nmax, then 
Cn is found from eqs. (3.7), (3.14) and (3.16) to be 160 nF. At y-ray energies below
1.332 MeV the optimum bias voltage is expected to be slightly greater than 2.5 kV [63]. 
Increasing the bias voltage to allow for a lower y-ray energy causes the gain to increase 
according to eq. (3.9), an effect which on its own would tend to decrease Nmax. However, 
the available evidence [63] suggests that the effect on Nmax of the increased gain is easily 
outweighed by the accompanying effects of increased chain current and decreased y-ray 
energy so that Nmax actually increases with decreasing y-ray energy. Thus if Cn is chosen 
to be 160 nF, then for y-ray energies below 1.332 MeV, the rms gain deviation will be 
less than 0.1% of the mean gain.
In the completed voltage divider design of fig. 3.5, only the capacitor Cn is 
configured in the manner described in the preceding paragraph, each of the remaining 
capacitors being connected directly to ground rather than in parallel with an associated 
chain resistor. It shall nevertheless be assumed that a value of Cn- 160 nF is consistent 
with good stability. This choice of Cn restricts the change in voltage across the last stage 
resulting from the passage of a single current pulse to less than 1 part in 5180. Insisting 
that a single current pulse must also cause the remaining interdynode voltages to deviate 
by less than 1 part in 5180 yields the stabilising capacitance values shown in fig. 3.5. The 
necessary stabilisation for the first three dynodes is provided by the stray capacitance.
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For reasons that will be discussed in subsection 3.3.5, the fast timing signal is taken from 
the 9th dynode which means that the anode is available for the provision of the slow 
energy signal. In order to effect proper pole-zero cancellation in the spectroscopy 
amplifier, the anode circuitry must convert the pulse of current collected at the anode into 
a long tail pulse having a characteristic decay time in excess of 40 (is [95]. In principle 
the required tail pulse can be produced if the anode signal is fed directly to the 
spectroscopy amplifier through a coaxial cable terminated in its characteristic impedance 
at the receiving end. However, since this impedance is typically only 93 £1, the anode 
circuit capacitance must normally be about 430 nF in order to achieve the desired decay 
time. Unfortunately, in view of the quantity of charge collected at the anode, this large 
capacitance value is not consistent with the production of sufficiently large tail pulses 
having amplitudes of the order of tenths of Volts, and so some form of preamplification 
is required.
In the 1960s and early 1970s, there was some interest in designing amplifiers 
which would accept a source of current at a low impedance input and provide an 
amplified current at an output having a high impedance to enable it to behave as a current 
source [97-102]. This type of circuit can, in principle, be used to amplify the current 
pulses produced by the PM tube to make them large enough to give rise to tail pulses 
having amplitudes of a few tenths of Volts across an anode circuit consisting of a 93 Q 
resistance in parallel with a 430 nF capacitance. However, the use of amplifiers that 
operate in current mode does not appear to have become widespread. Instead, the 
preamplification stage is more commonly a simple buffer with an input impedance which 
is high enough to allow the resistance and capacitance of the anode circuit to be tailored
3.3.4 Anode Circuitry
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to give tail pulses of the desired amplitude and decay time, and an output impedance 
which is low enough to drive the terminated coaxial cable. The required impedance 
characteristics can be achieved with cascaded emitter followers [103,104] or a single 
emitter follower [105] employing a superbeta transistor [104]. As an alternative to circuits 
involving discrete transistors, a voltage follower utilising an operational amplifier can 
readily be designed [104,106]. The transfer function that is realised by connecting in 
parallel a resistor, a capacitor and an impedance buffer can also be achieved with a charge 
sensitive configuration, in which the parallel combination of resistor and capacitor appears 
in the feedback loop of an amplifier [86,104,107].
Instead of incorporating a preamplifier into the PM tube base circuitry, each of the 
two tube bases was operated in conjunction with an Ortec 113 preamplifier. Using the PM 
tube with the anode grounded has the potential advantage that external circuits can be 
directly coupled to the anode, thus avoiding the base line shift effects associated with 
capacitative coupling [89,108]. This potential advantage is discarded by choosing an Ortec 
113 as the preamplifier because the Ortec 113 is AC coupled. However, the presence of 
a coupling capacitor has the advantage that only the fluctuations in the voltage developed 
across the anode circuit are available to cause overloading of the preamplifier [108].
Since the maximum linear input of the spectroscopy amplifier is 1 V [95], the 
anode circuit is designed so that a y-ray energy of 1.332 MeV, which is the highest that 
need be considered, corresponds to 0.9 V at the input of the spectroscopy amplifier. If the 
coaxial cable connecting the preamplifier to the spectroscopy amplifier has a characteristic 
impedance of 93 Q and is correctly terminated at both the sending end and the receiving 
end, then 0.9 V at the spectroscopy amplifier input translates to 1.8 V across the anode 
circuit. Because the width of the anode current pulse is much less than 40 (is, the
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amplitude of the voltage developed across the anode circuit is well approximated by 
QJCe, where again Qa is the total charge collected at the anode and Ce is the total 
effective capacitance of the anode circuit connected in parallel to the preamplifier. For a 
y-ray energy of 1.332 MeV, <2fl=8.0 nC so by demanding that QJCe-\.% V, Ce is 
established as 4.4 nF. Allowing for the greatest possible input capacitance of the Ortec 
113 preamplifier, and also for the stray capacitance and the capacitance of the short 
coaxial cable required to connect the anode circuit to the preamplifier input, a suitable 
value of the physical capacitance of the anode circuit is found to be 3.3 nF.
Having calculated Ce, the resistance Re that represents the anode circuit resistance 
in parallel with the input resistance of the preamplifier is found by applying the condition 
ReC >40 ps, whilst bearing in mind that Re must not be so large that the probability of 
exceeding the linear range of the preamplifier output is significant. Insisting that 
ReC=50 Jis when the preamplifier input capacitance is set to its maximum value yields 
Re=l 1 kQ. Associated with the maximum capacitance setting is a parallel resistance of 
56 kQ, and since the input resistance of the buffer stage of the Ortec 113 is 1 MO [109], 
it follows that the resistance of the anode circuit is required to be 14 kO.
If the absorption of a 1.332 MeV y-ray in the scintillator actually generates a 
charge of less than 8 nC at the anode due, for example, to suboptimal photoelectron 
yields, then the associated reduction in pulse height may be at least partially compensated 
by setting the input capacitance of the Ortec 113 to less than its maximum value. As a 
result, ReCe may be somewhat less than 50 jis, but calculations indicate that the condition 
ReC >40 jis will still be satisfied.
According to the manufacturer [109], the preamplifier can provide a linear output 
of ±3.5 V into a 100 Q. load. So with the output impedance adjusted to 93 Q, allowing
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for the fact that the gain of the preamplifier is nominally unity yields a maximum 
allowable voltage fluctuation of 6.7 V across the input circuit of the preamplifier. From 
Tchebychef’s theorem [110], the probability of the voltage across the input circuit 
deviating more than XVrms from its mean value must be less than l A 2 , where Vrms is the 
root mean square fluctuation of the voltage from its mean value, and is given in the 
present case by
V  = 0rm *-a N R e (3.17)
2 < V
The upper limit of the probability of exceeding the linear range of the preamplifier is 
therefore 1 A 2 where X is given by the relationship
*-Qa — ‘-= 61V. <3-18)
2 C  'e
Thus when working with 1.332 MeV y-rays and an applied bias of 2.5 kV at the count 
rate N ^ ,  X=7.1 and so the probability of exceeding the linear range of the preamplifier 
is less than 2%, which seems satisfactory. In fact this is an extremely conservative 
estimate, and if the distribution of voltage were Gaussian, the probability of the voltage 
deviating by more than l.lV rms from its mean value would be less than 3xlO'10%.
It can easily be shown from eqs. (3.7) and (3.17) that when operating at the 
maximum allowed count rate N ^ ,  Vrms^ IJ N ^ . Nmax increases with decreasing y-ray 
energy, as stated in subsection 3.3.3, and because higher optimum bias voltages are 
associated with lower energies [63], Ic also increases with decreasing energy. However, 
the evidence given by Schaefer [63] suggests that N lnt£  increases faster than lc with 
decreasing energy, and so for energies below 1.332 MeV, the upper limit of the
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probability of exceeding the linear range of the preamplifier will be less than that quoted 
above.
Having calculated the component values in the anode circuit, the required 
magnitude of the coupling capacitance can be investigated. As the anode circuit resistance 
and preamplifier input resistance approach infinity, the relationship
/ I
V  ----- ?---------------------   (3.19)
[C a+C 6] [C ,+ C aC i /(C a + C i )]
becomes valid [91], where Vpeak is the peak voltage developed across the input to the
buffer stage of the preamplifier, Cx is the coupling capacitance, Ca is the capacitance of
the coaxial cable connecting the anode circuit to the preamplifier summed with the
physical and stray capacitances in the anode circuit, and Cb is the sum of the physical and
stray capacitances of the preamplifier that appear in parallel with the buffer stage. It is
clear from the relationship (3.19) that if negligible pulse height loss is to occur, then the
condition Cl>CaCb/(Ca+Cb) must be observed. In the present case, Ca~3A nF and
Q=1.0 nF, so by assuming that the resistances of the anode circuit and preamplifier input
circuit are sufficiently large for the relationship (3.19) to be valid, the condition ^>0.8  nF
must pertain. The coupling capacitance incorporated in the Ortec 113 preamplifier is
10 nF [109], and so is just large enough.
The voltage drop across the anode circuit lessens the potential difference between 
the last dynode and the anode. Although this effect tends not to affect the gain severely, 
it may adversely affect the linearity of the PM tube, and thus the average change in the 
voltage between the last dynode and the anode should be only a small fraction of the 
intended interstage voltage. The mean voltage across the anode circuit is given by [108]
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Considering once again a y-ray energy of 1.332 MeV and the associated optimum applied 
bias and maximum count rate, Vav=1.0 V and is therefore only 0.38% of the intended 
voltage of 260 V across the last stage. However, the voltage across the last stage will be 
further reduced by two additional effects. Firstly, at the point where the capacitor 
stabilising the last dynode joins the resistive chain, the voltage increases due to the loss 
of charge from the capacitor to the dynode. Secondly, a positive voltage is developed 
across the resistor Rd connected between the 9th dynode and the resistive chain, thus 
further increasing the dynode voltage.
The first of these contributions can be assessed in an approximate manner by 
introducing a naive model of the stabilisation of the last stage. In this model, the 
resistance Rn and associated capacitance Cn are considered, but the remainder of the 
capacitively stabilised resistive chain is crudely replaced by a single resistance Rs equal 
to the total series resistance of the portion of the chain that it replaces. Under these 
simplified circumstances, it can be shown that the deviation from its intended value of the 
voltage across the last stage at a time t following the passage of a pulse of current from 
the 9th dynode is
V ^ Q J i R ,  (3.20)
A F  = + e x f /  <Rs+Ry
n  c .
( 3 .2 1 )
where Q„ is the charge lost by Cn during the current pulse, and it is assumed that the 
width of the current pulse is small compared to the time constant RJRJIJiRfrRJ. For a 
count rate N, the mean deviation of the voltage across Rn is therefore
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(A V  h  (3.22)
"  R s+ K
An upper limit of (AV„) can be derived by taking Qn to be the net charge produced at the 
9th dynode per pulse. This charge Qd is a fraction (5-l)/8 of the charge collected at the 
anode, and so in the present case is 6.7 nC. Giving N the value of Nmax associated with 
a y-ray energy of 1.332 MeV, an upper limit of (AVn) is found from eq. (3.22) to be 
2.0 V.
The second additional contribution to the dimunition of the voltage across the last 
stage can be evaluated by calculating the mean voltage that appears across Rd. The 
effective load resistance Rt that is seen by the 9th dynode is comprised of Rd in parallel 
with the input resistance Rin of the time pick-off device. As will be explained shortly, Rd 
is chosen to be 1 kQ, and since Rin forms the termination resistance of a 50 Q 
transmission line, Rin is constrained to be 50 Q. The mean voltage QJNmcaRl across Rd is 
therefore only 3.5 mV.
On the basis of the above discussion, the average reduction in the voltage between 
the last dynode and the anode is less than 3.0 V, and so is less than 1.2% of the intended 
voltage across the last stage. Although greater deviations than those calculated above will 
sometimes occur, no departure from linear operation of the PM tube in the y-ray energy 
range of interest was observed in practice, as will be shown in Chapter 4.
3.3.5 Fast Signal Derivation
In the theory of timing with scintillation counters that was developed by 
Hyman [111,112], optimum values exist of the fraction of pulse height at which external 
timing circuits are triggered. Unfortunately, the signal derived from the anode is
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contaminated by a parasitic component, the origin of which is not well understood [90]. 
The significance of the parasitic component is that it prevents the theoretical optimum 
pulse height fraction from being employed. As a result, a higher than optimum fraction 
must be used and the time resolution is consequently degraded. Since the signal derived 
from a dynode is not contaminated by a parasitic component, it is preferable that the fast 
signal is taken from one of the dynodes rather than from the anode. Furthermore, on 
account of the fact that space charge effects are more acute in the last stage of the PM 
tube than they are in the preceding stages, a signal taken from one of the dynodes exhibits 
better linearity than the anode signal and is therefore superior for timing purposes because 
the preferred time pick-off method requires the fast signal to be linear. The choice of 
dynode for fast pulse readout is governed by the requirement that the pulse height must 
be large enough to prevent the charge walk effect and the noise in the time pick-off 
device from contributing significantly to the time resolution. According to De Vries and 
Kelling [60], sufficiently large pulses can be obtained at the 9th dynode but not at the 8th, 
and so it is the 9th dynode that is chosen to provide the fast timing signal.
In selecting the resistance Rd that connects the 9th dynode to the resistive chain, 
it must be borne in mind that the effective load resistance of the dynode circuit is 
constrained by the input resistance of the time pick-off device to be 50 Q or less. In 
Hyman’s timing theory [111,112], it is assumed that the PM current pulse is converted 
to a voltage pulse by a simple circuit consisting of a resistance in parallel with a 
capacitance. Two extremes in the response of this circuit are considered, these being 
straight response, which implies that the circuit time constant is so small that the voltage 
pulse has the same shape as the current pulse, and integral response which means that the 
circuit time constant is large enough for the current pulse to be effectively integrated. For
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the parameters given by Hyman [111,112], straight response is superior over a large range 
of pulse height fraction, but integral response is slightly preferable for small fractions. 
However, it appears that the optimum time resolution for integral response is better than 
that for straight response, although the two optima are very similar. So on the basis of 
timing theory, a large value of Rd should in principle be chosen in order to realise a 
response that is as close as possible to integral, although the choice of Rd is apparently 
not very significant.
A more important consideration in the determination of Rd is that large pulse 
heights are needed to minimise the charge walk effect in the time pick-off device, as 
mentioned above. The principle of operation of the time pick-off devices employed in this 
work is that the fast signal is shaped to form a zero crossing pulse Vz(t) which niggers a 
discriminator on passing through the zero Volts threshold. In practice, subsequent to the 
moment of zero crossing, a finite charge Aq must be accumulated by the discriminator 
before it can trigger. The accumulation of the charge Aq takes a time At which depends 
on the amplitude of Vz(t) and therefore characterises the charge walk effect. The interval 
At varies with the gradient of Vz(t) at the time of triggering ttrigg according to the 
relationship [63]
A t°
N
2A < ?  ( 3 .2 3 )
dVz(ttrigg)/dt'
Furthermore, the uncertainty Gt in ttrigg caused by jitter that is characterised by a standard 
deviation <j v also depends on the gradient of Vz(t), the pertinent relationship in this case 
being [63]
47
It is clear from eqs. (3.23) and (3.24) that the gradient of Vz(t) at the time of triggering 
should be as large as possible in order to minimise the degradation of the time resolution 
that arises from jitter and the charge walk effect. As the effective load resistance of the 
dynode circuit is increased from 0 to 50 £2, the pulse height and hence the amplitude of 
Vz(t) increases, and so provided that the effect of the attendant change in shape of Vz(t) 
on the gradient of Vz(t) at the time ttrigg can be neglected, the gradient of Vz(t) at ttrigg also 
increases.
The above discussion is somewhat inconclusive but nevertheless indicates that a 
relatively large value of Rd should be chosen in order to utilise as much of the available 
50 Q load resistance as possible. In fact a value of 1 k£2 has been adopted, in accordance 
with designs presented elsewhere [60,63,90].
On account of the low values of Rd and Rin, the relationship (3.19) can hardly be 
applied in the determination of the associated coupling capacitance. However, this 
capacitance must certainly be large in comparison to the total parasitic capacitance seen 
in parallel with Rd and Rin so that it accumulates negligible voltage from the charge 
transferred. This criterion is fulfilled by choosing a coupling capacitance of 10 nF [60,63], 
since the total parasitic capacitance is approximately 30 pF.
The voltage drop across Rd increases the potential difference between the 8th and 
9th dynodes and therefore increases the gain of the PM tube. Because the current pulse 
associated with the fast component of the scintillation light is not well represented by an 
analytical form and is not integrated by the 9th dynode circuitry, it is difficult to calculate 
the voltage appearing across Rd. However, when operating at an applied bias of 2.2 kV,
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it was found by experiment that a 1.332 MeV y-ray generates a dynode pulse with a 
height of 1.3 V. In view of eq. (3.9), this translates to a pulse height of 3.0 V at an 
applied bias of 2.5 kV. By putting n- 1 in eq. (3.9), it is found that a 3.0 V drop across 
Rd causes a gain deviation of 1.3%. Hence the voltage developed across Rd significantly 
influences the gain shortly after a pulse. This effect is, however, somewhat unimportant, 
since the pulses which are seriously affected by the gain increase arising from the voltage 
across Rd give rise to shaped pulses in the spectroscopy amplifier which are piled-up and 
are therefore useless anyway. Furthermore, additional calculations can be performed to 
demonstrate that the voltage across Rd has negligible effect on the mean gain deviation 
or on the rms fluctuations of the gain deviation from its mean value, although it is perhaps 
intuitively apparent that this is the case on account of the short duration of the dynode 
pulse.
3.3.6 Circuitry at the Seventh and Eighth Dynodes
In accordance with recommended high frequency techniques [89], high quality disc 
ceramic capacitors are used to decouple the 7th and 8th dynodes directly to the screen of 
the coaxial cable through which the fast signal is transmitted. Additionally, a 51 £2 resistor 
of low inductance connects each of the 7th and 8th dynodes to the resistive chain in order 
to neutralise the reactance made up of stray capacitance and wiring inductance and thus 
prevent excessive ringing on the dynode pulse.
Because the time constant of the circuitry at the 7th and 8th dynodes is much 
larger than that associated with the 9th dynode, the gain instability that is caused by the 
voltages developed across the 51 Q resistors cannot immediately be disregarded on the 
basis of the discussion of subsection 3.3.5. At the 8th dynode, the current pulse generated
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by the slow component of the scintillation light is well represented by an exponential, so 
that the corresponding voltage appearing across the 51 Q resistor has the well-known 
form [96]
VssVP  ^  [e x p C -f /^ Q -e x p C -f /T ,) ] ,  (3.25)
where <2,8 is the fraction (8-l)/S2 of the charge Qs collected at the anode, R8=51 £1 and C8 
is the 10 nF decoupling capacitance. The peak value of Vs8(t) is
Q ,s8
Sp f
8 V )
which in the familiar case of a y-ray energy of 1.332 MeV and an applied bias of 2.5 kV 
is 29 mV. The current pulse generated by the fast component of the scintillation light is 
assumed to be narrow enough to be effectively integrated by C8 so that the resulting peak 
voltage is Qj/C8, where <2/8 is the fraction (8-l)/52 of the anode charge Qf. In the present 
case, the ratio QJ8/C 8 is 21 mV, and thus a single pulse produces a peak voltage across R 8 
of no more than 50 mV. Because the voltage between the 8th and 9th dynodes decreases 
by the same amount as the voltage between the 7th and 8th dynodes increases, the 
corresponding gain variations cancel each other out in the first approximation, giving the 
relation
AA
A
( F„\2
VM
(3.27)
for the relative gain deviation [91], where V8 is the total voltage appearing across R 8 and 
VM is the potential difference that is intended to exist between the 7th and 8th dynodes 
and between the 8th and 9th dynodes. Flence a single pulse gives rise to a gain deviation
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of less than 8.4xl0‘6%. It is therefore not surprising that when the above considerations 
are extended to account for pulses generated randomly at a mean rate Nmeafl it is found that 
the voltage drop across Rs negligibly affects the mean gain deviation or the rms 
fluctuations of the gain deviation from its mean value. The voltage developed across the 
51 Q, resistor connected to the 7th dynode must also have an insignificant effect on the 
gain, because the net charge produced at the 7th dynode is less than that produced at the 
8th dynode by a factor of 8.
3.3.7 Connection to Magnetic Shield
Stray magnetic fields such as that which is due to the earth potentially have an 
appreciable effect on the trajectories of the electrons travelling between the stages of the 
PM tube. A magnetic shield consisting of a thin cylinder of mu-metal which fits closely 
around the glass envelope of the PM tube is therefore provided. In order to avoid noise 
due to electroluminescence in the glass envelope, the mu-metal shield is held at 
photocathode potential [96], a 10 M£2 resistance being connected in series with the 
photocathode and the shield for reasons of safety.
3 . 4  T i m e  P i c k - o f f  D e v i c e s
The principle of the simplest method of time pick-off that can be envisaged is that the fast 
signal is fed directly to a discriminator which triggers when the voltage at its input passes 
through a fixed threshold. In practice, however, this leading edge timing has two 
disadvantages associated with the fact that a finite dynamic range of pulse heights must 
be considered. Firstly, the time of triggering is amplitude-dependent so that the time 
resolution is degraded by the effect of amplitude walk. Secondly, the fraction of pulse
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height at which the discriminator is triggered cannot be optimum for all of the pulses, and 
so further degradation of the time resolution occurs. These difficulties can be overcome 
by employing the method of constant fraction timing, in which the fast signal is attenuated 
and then summed with a replica of the fast signal which has been both inverted and 
delayed. The zero crossing pulse that results triggers a discriminator when it traverses the 
zero Volts threshold, the time of triggering and the effective fraction of pulse height at 
which triggering occurs being theoretically independent of amplitude for pulses of 
constant shape.
The most successful constant fraction discriminator (CFD) in systems employing 
BaF2 scintillation counters has been that which was designed by Pouthas and 
Engrand[113] for use with channel plate electron multipliers [59,63,88]. The circuit 
diagram of this CFD in its original form is shown in fig. 3.6. Two such CFDs were 
constructed for incorporation into the TDPDC system, adopting the modification for 
positive input signals illustrated in fig. 3.7 [63].
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Fig. 3.7. Modifications of the CFD for positive input signals.
The delay 0 and resistance Rf  of fig. 3.6 need to be chosen so that triggering 
occurs at the optimum fraction of pulse height and the magnitude of the gradient of the 
zero crossing pulse at the instant of triggering is as great as possible. Schaefer [63] has 
exhaustively studied the dependence of the obtainable time resolution on the delay 0 and 
the effective pulse height fraction f eff and has found that the choice of 0=2.2 ns and 
/ ej0=O.O7 is optimum. With this combination of 0 and f eff, the constant fraction timing is 
fall time compensated [63,113], in which cast  f eff is given in terms of the attenuation 
fraction/by the relationship
fe f
o  \  
2 -  0 (3.28)
ejt  1 + / 1  J
where trise is the rise time of the dynode pulse and is equal to 1.4 ns [63]. Thus /=0.11,
and since /  is related to Rf  according to the equation
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in which R0 is 50 £2 to match the characteristic impedance Z0 of the delay line, it follows 
that Rf  is required to be 400 £2. The input impedance of the CFD is given by
(3.30)in ser
where Rser is the series resistance shown in fig. 3.6 and Z0=50 £2 [63]. Hence Rin is 
tailored to 50 £2 to match the characteristic impedance of the coaxial cable connecting the 
9th dynode to the input of the CFD by choosing Rser to be 5.1 £2.
3 . 5  C o m m e r c i a l  I n s t r u m e n t a t i o n
The remaining instrumentation employed in the time spectrometer is standard and is 
barely worthy of comment. The passive delay incorporated into the fast channel is an 
Ortec 425A Nanosecond Delay [84]. A Canberra 1443 Time Analyzer [114] provided 
time-to-amplitude conversion in the early stages of this work, but was later replaced with 
a Canberra 2145 TAC/SCA [115]. As mentioned earlier, each branch of the slow channel 
utilises an Ortec 113 Scintillation Preamplifier [109]. The output of the preamplifier is 
amplified and shaped by an Ortec 572 Spectroscopy Amplifier and Pile-Up Rejector [95]. 
The Ortec 572 has frequently been used in systems employing BaF2 scintillation 
counters [62,116,117], and whilst the gated baseline restoration feature of this amplifier 
is undoubtedly valuable when operating at the high count rates encountered in TDPDC 
experiments, the semi-Gaussian active filter shaping provided by the Ortec 572 is perhaps 
a little elaborate for use with scintillators offering low light yields such as BaF2, for which 
any of the simpler common shaping methods are adequate [108]. The instrumentation in
the slow channel is completed by a pair of Canberra 2035A Timing Single Channel 
Analyzers [107] and an Ortec 414A Fast Coincidence [84]. The MCA is a Canberra Series 
35 Plus with a memory size of 4 k [107].
3 . 6  M e c h a n i c a l  A p p a r a t u s
Each detector plugs into a metal box which houses the associated voltage divider. A 
grounded soft iron shield screws into the box to prevent magnetic saturation of the 
mu-metal shield that it surrounds. The box is mounted on a bridge which fits closely onto 
a rail, thereby allowing variation of the distance between the detector and a cylindrical 
platform of adjustable height which is employed to support the radioactive source, as 
shown in figs. 3.8 and 3.9. One of the rails fits onto a central spindle so that it can be 
rotated in the horizontal plane with respect to the other rail, thus varying the angle 
subtended at the source by the axes of the two detectors.
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Fig. 3.8. Side view of one of the arms of the mechanical apparatus. Dimensions are 
in units of mm.
The material out of which the mechanical apparatus is made should be chosen to 
minimise the time-correlated interferences in the time spectrum that arise from the 
scattering of y-rays, and also from the emission of X-rays following photoelectric
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absorption. The material chosen for the platform that supports the source is of particular 
importance, because the top surface of the platform subtends an appreciable solid angle 
at the source. In fact the apparatus was manufactured from aluminium, since aluminium 
can readily be machined and has a relatively low cross section for photoelectric absorption 
and for coherent and incoherent scattering in the energy range of interest [118]. Materials 
of higher atomic number tend to have greater cross sections for photoelectric absorption 
and scattering [118], and also tend to emit characteristic X-rays that are more energetic 
than those of aluminium. These higher-Z materials are, however, not necessarily less 
suitable than aluminium because they are inclined to offer greater cross sections for the 
absorption of the secondary radiation that is a potential cause of interference. Monte Carlo 
techniques would be required to properly investigate the relative merits of different 
materials.
101
Fig. 3.9. One arm of the mechanical apparatus viewed along the axis of the 
detector. Dimensions are in units of mm.
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Chapter 4
C h a r a c t e r i s a t i o n  
o f  t h e  T i m e  S p e c t r o m e t e r
4 . 1  O p t i m i s a t i o n  o f  t h e  T i m e  R e s o l u t i o n
The time resolution of a coincidence system is conventionally determined by exposing the 
detectors to the prompt 1.173 and 1.332 MeV y-rays emitted in the decay of 60Co. A point 
source of 60Co with an activity of 3.7xl05 Bq (10 |i.Ci) was employed in measuring the 
time resolution of the spectrometer described in Chapter 3. For each of the two detectors 
in turn, selection was made of the bias Vb, from which the chain current Ic was easily 
deduced and the gain A was found using eq. (3.9), thus allowing calculation of the charge 
per pulse Qa that is collected at the anode and hence of the maximum allowed count rate 
N ^  that is given by eq. (3.7). The count rate was monitored by connecting the CRM 
(Count Rate Meter) output of the spectroscopy amplifier to the input of an Ortec 994 Dual 
Counter and Timer [84], the distance between the source and the detector being chosen 
to prevent the count rate from exceeding Nmax. The voltage of the grid gl that is shown 
in fig. 3.5 was adjusted to maximise the height of the output pulse observed on an 
oscilloscope and thus also the charge collection at the first dynode. The alternative 
procedure of measuring the system time resolution as a function of the voltage of gl is 
more precise [60] but considerably more tedious. The voltage of the second dynode is less 
critical [60] and was also set by maximising the output pulse height.
In the course of optimising the time resolution, Vb for each detector was varied in
57
the range 2.2-2.6 kV, and so the height of the dynode pulse was always in excess of 1 V. 
The discriminator threshold of each of the CFDs was therefore set to its maximum value 
of about 230 mV. The correct setting of the walk adjustment was established by viewing 
on an oscilloscope the monitor output of the CFD, which reflects the output of pin 12 of 
integrated circuit (IC) 1 of fig. 3.7. When the voltage applied to pin 3 of IC 1 is close 
enough to zero, IC 1 is neither positively nor negatively saturated under conditions of no 
input signal, and thus the application of a zero-crossing pulse to the non-inverting input 
of IC 1 results in a clock pulse at pin 12 that is bipolar. The walk adjustment was 
therefore set so that the voltage applied to pin 3 of IC 1 was just negative enough for the 
clock pulse to have the desired unipolar shape indicated in fig. 3.7 [63], in which case 
IC 1 was positively saturated in the absence of an input signal. The required DC offsets 
of the zero-crossing discriminators were -3.0 mV and -2.8 mV in the respective cases of 
the two CFDs.
The time range of the TAC was set to its minimum value of 20 ns, thus 
establishing the smallest interval between Start and Stop inputs consistent with linear 
operation as nominally 5 ns [115]. In fact the delay in the fast channel was chosen to be 
18 ns so that the prompt peak appeared near to the middle of the time spectrum. The 
Time SCA and Stop Inhibit facilities of the TAC were not required and so were switched 
off. The gating feature was also not needed and so the anticoincidence mode of operation 
of the gate was selected. The delay between the receipt of a Stop signal and the 
generation of an output signal was set to minimum. External operation of the strobe was 
selected to allow TAC output on the command of the fast coincidence unit.
The input capacitance of each of the preamplifiers was set to its maximum value 
of 1 nF. With the aid of a digital multimeter the output impedance of each preamplifier
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was trimmed to 93 Q. to match the characteristic impedance of the coaxial cable 
connecting the preamplifier output to the input of the spectroscopy amplifier.
For each of the spectroscopy amplifiers in turn, a positive pulser output was 
connected to the amplifier input, and the DC baseline level of the unipolar output was 
adjusted to zero whilst monitoring this output on an oscilloscope. Subsequently, negative 
input pulse polarity was selected for compatibility with the output pulses from the 
preamplifier. The optional delay was switched off to achieve prompt timing of the 
unipolar output. For scintillation counters, a shaping time constant of about four times the 
characteristic decay time of the scintillator is usually adopted [95], and so in view of the 
620 ns decay time of the slow component of the scintillation light of BaF2, it is no 
surprise that in applications involving this scintillator, shaping times of 2 or 3 jis have 
commonly been chosen [62,86,116]. A shaping time of 2 \is was utilised in the time 
resolution measurements to avoid unduly compromising the throughput of the amplifier. 
The gain of the amplifier was set to its minimum value of 10. In achieving pole-zero 
cancellation, square wave signals from the calibration output of an oscilloscope were 
presented to the test input of the preamplifier. The pole-zero control was then adjusted to 
eradicate undershoot and overshoot from the output signals of alternate polarities that were 
generated by the spectroscopy amplifier. In principle this method is very precise [95], 
since each square wave is essentially two consecutive steps of opposite polarity, and as 
discussed in subsection 3.3.1, the most suitable signal source for use in conjunction with 
the standard charge injection system is one which provides step pulses. In practice, 
however, the rise time of the square waves produced by the oscilloscope is significantly 
greater than the minimum rise time of the tail pulses generated by the pulser, and so the 
pole-zero cancellation described above is not necessarily more precise than either that
59
which can be achieved by applying slowly-decaying tail pulses from a pulser to the test 
input of the preamplifier, or that which is realised by the simple method of exposing the 
detector to a source of monoenergetic y-rays that was mentioned in subsection 3,3.1. To 
establish the correct discriminator threshold for the baseline restorer circuit, the BLR 
(baseline restorer) toggle switch was set at Threshold and the Busy output of the amplifier 
was connected to the input of the counter-timer. Having removed all radioactive sources 
from the vicinity of the detector, the BLR threshold level was adjusted for about 
200 counts/s, as recommended by the manufacturer [95].
The input shaping range of each of the TSCAs was chosen to be 0.5-2 jis for 
compatibility with the selected shaping time of the spectroscopy amplifier. The full scale 
range of the window (AE) control was set to 10 V. To examine the time walk behaviour 
of the combination of spectroscopy amplifier and TSCA, a pulser output was again 
connected to the amplifier input, and the -SCA output of the TSCA was observed on an 
oscilloscope. Since a x2 attenuation step is the smallest that the pulser can provide, the 
walk adjustment of the TSCA was set so that the observed walk was zero at the end 
points of a 2:1 dynamic range, although the dynamic ranges encountered in practice tend 
to be somewhat smaller than this. It should be noted that because the output impedance 
of the attenuation stage of the pulser changes with attenuation and leads to pulse shape 
aberrations in the amplifier, the above practice is not entirely satisfactory [119]. A more 
exacting procedure is available and is described elsewhere [119]. If in applying the x2 
attenuation step, the combination of attenuator and amplifier exhibits negligible time walk, 
then after having zeroed the walk at the end points of a 2:1 dynamic range, the walk of 
the TSCA alone over the whole of this dynamic range is expected to be within 
±1 ns [119], The full scale range of the delay provided by the TSCA was set to the
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smaller of its two possible values, this being 1.1 jj,s. In order to establish an appropriate 
energy window, the unipolar output of the spectroscopy amplifier was fed not just to the 
input of the associated TSCA, but also to the ADC input of the MCA. In addition, the 
+SCA output of the TSCA was connected to the gate input of the MCA, the gate being 
operated in coincidence mode. Hence only those pulses satisfying the requirements of the 
TSCA were allowed to contribute to the energy spectrum. Initially, the lower level (E) 
dial control was set to its counterclockwise minimum, and the window (AE) dial control 
was set to its clockwise maximum, so as to gate the complete spectrum that is shown in 
fig. 4.1. The lower level was then increased until only the portion of the spectrum beyond 
the lower limit of the region of interest was gated. The lower level was then fixed and the 
window decreased until only the region of interest was gated, at which stage the window 
was also fixed. The region of interest defined by each of the TSCAs included the entire 
full-energy peaks of the 1.173 and 1.332 MeV y-rays, since because these y-rays are 
effectively prompt, either is allowed to instigate the initiation of a TAC conversion cycle. 
The +SCA outputs of the two TSCAs were respectively connected to coincidence inputs 
A and B of the fast coincidence unit. Inputs A and B were therefore switched on, whilst 
the redundant coincidence input C and anticoincidence input D were disabled. The 
resolving time of the fast coincidence unit must be large enough to enable the whole of 
the TAC time range to be utilised. The maximum resolving time of 110 ns was therefore 
used. In order to set the delay provided by each of the TSCAs, the output of the fast 
coincidence unit was connected to the input of the counter-timer, thus allowing the 
coincidence count rate to be monitored. Initially, with the delay of the first TSCA set to 
its minimum value, the coincidence rate was measured as a function of the delay of the 
second TSCA. Subsequently, the delay of the second TSCA was minimised, and the
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coincidence rate was determined as a function of the delay of the first TSCA. In this 
manner, the coincidence-delay curve was effectively recorded [96]. The delays of the 
TSCAs were then set to correspond to the middle of the coincidence counting rate plateau.
Fig. 4.1. Energy spectrum from a point source of 60Co.
For the purpose of setting the Conversion Ready Width potentiometer of the TAC, 
the Conversion Ready output and the output of the fast coincidence unit were 
simultaneously observed on a dual trace oscilloscope. The Width potentiometer was 
adjusted so that the falling edge of the Conversion Ready pulse occurred just after the 
output pulse from the fast coincidence unit, in this way allowing the output from the fast 
coincidence unit to initiate TAC output as required whilst keeping the dead time of the 
TAC to a minimum.
With an ADC gain of 1024, a spectrum of TAC output pulse heights was recorded 
by the MCA, and the number of channels representing the FWHM of the prompt peak 
was determined. To calibrate the time scale, the delay in the fast channel was reduced to 
14 ns and a second time spectrum was recorded, after which the delay was increased to 
22 ns and a third time spectrum was recorded. The shift in the position of the prompt
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peak that was caused by increasing the delay by 8 ns yielded the required calibration in 
terms of time per channel, thus allowing the FWHM time resolution to be expressed in 
picoseconds.
The time resolution was found to vary only slowly with detector bias in the range
2.2 kV<Vfc<2.6 kV. A bias of 2.6 kV was established as an optimum for the first detector, 
but no optimum could be found for the second detector, although the measured time 
resolution was never better than that obtained when the second detector also was operated 
at 2.6 kV. The prompt peak and accompanying calibration spectra acquired when the bias 
applied to both detectors was 2.6 kV are shown in fig. 4.2. The optimum FWHM time 
resolution was found to be 354±10 ps, which is considerably worse than the values of 
around 100 ps reported elsewhere [59-63].
Channel Number
7ig. 4.2. Superimposition of three time spectra from 60Co.
In the region between the two outer prompt peaks, 1 
channel represents 22.5±0.5 ps.
4 . 2  E n e r g y  R e s o l u t i o n  M e a s u r e m e n t s
With a bias of 2.6 kV, and the voltages of the grid gl and the second dynode adjusted for
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maximum output pulse height as described in the preceding section, the energy resolution 
of each of the detectors was measured. Following convention, the resolution was 
determined at 662 keV by exposing the detectors to a source of 137Cs, the activity of 
which was 3.7xl05 Bq. The distances between the source and the detectors were again 
adjusted to ensure that the count rate Nmax given by eq. (3.7) was not exceeded.
For each detector in turn, the unipolar output of the associated spectroscopy 
amplifier was connected to the ADC input of the MCA. To obtain the very best energy 
resolution, pile-up rejection was effected by connecting the INH (inhibit) output of the 
amplifier to the gate input of the MCA, the gate being operated in anticoincidence mode. 
With the ADC gain set to 1024, an energy spectrum was recorded by the MCA and the 
number of channels representing the FWHM of the 662 keV full-energy peak was 
determined. Spectra from 3.7xl05 Bq point sources of 22Na and 54Mn were similarly 
obtained for the purpose of calibrating the energy scale. The number of channels 
separating the calibration peak at 511 keV from that at 835 keV was measured to yield 
the required relationship between channel number and energy, thus enabling the FWHM 
energy resolution to be expressed in keV.
The pertinent energy spectra obtained from the first detector are shown in figs. 4.3, 
4.4 and 4.5. The energy resolution of this detector at 662 keV was established as 
14.7±0.2%, whilst that of the second detector was found to be 15.1+0.3%. Although these 
values are not the worst that have been reported [120], they are inferior to those of around 
10% that are more typical [62,63,121].
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Fig. 4.3. Energy spectrum from a point source of 137Cs.
Fig. 4.4. Energy spectrum from a point source of 22Na.
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Fig. 4.5. Energy spectrum from a point source of 54Mn.
4 . 3  L i n e a r i t y  o f  R e s p o n s e
The linearity of the response of the two detectors was investigated in the energy range of 
interest using a set of reference sources. At the time of purchase, the activity of each of 
these sources was nominally 3.7xl05 Bq, but at the time of studying the linearity of 
response, the sources of 203Hg and 88Y belonging to the set were not sufficiently active to 
be useful. Although the sources of 57Co and 133Ba are of potential value in performing an 
energy calibration, the poor energy resolution of the detectors prevented these sources 
from generating spectral full-energy peaks that were free from admixtures of neighbouring 
full-energy peaks, and so the 57Co and I33Ba sources were also excluded from the 
examination of the linearity of response. The sources that ultimately proved useful were 
241 Am (60 keV), 22Na (511 keV, 1275 keV), 137Cs (662 keV), 54Mn (835 keV) and 
60Co (1173 keV, 1332 keV).
To study the linearity of the response of each detector, the experimental 
configuration described in section 4.2 was adopted. The detector was exposed in turn to
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each of the five useful sources listed above, the distance between the source and the 
detector being adjusted in each case to ensure that the count rate Nmax given by eq. (3.7) 
was not exceeded. An energy spectrum from each source was collected by the MCA, and 
the positions of the pertinent full-energy peaks were recorded. The linearity of response 
was assessed by plotting y-ray energy against full-energy peak position.
Fig. 4.6. Energy calibration plot for the first detector. A 
linear regression analysis of the calibration data yielded a 
correlation coefficient of 0.9998.
The results for the first detector which are shown in fig. 4.6 indicate that the 
response of this detector is highly linear. The second detector was also found to exhibit 
excellent linearity. Because the method of constant fraction timing requires linear signals, 
the absence of any significant deviations from linearity is consistent with the fact that the 
time resolution of the spectrometer was optimised.
4 . 4  P h o t o e l e c t r o n  Y i e l d  M e a s u r e m e n t s
In principle, the yield of photoelectrons ejected by each of the components of the 
scintillation light could be determined by exposing the detector to a source of
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monoenergetic y-rays and observing the resulting output pulses on an oscilloscope. 
Measuring the amplitude of the output waveform at two different points in time would 
yield two simultaneous equations which could be solved for Qf  and Qs, the charges 
collected at the anode as a result of the respective emissions of the fast and slow 
components. Thus with a knowledge of the multiplier gain, the charge liberated from the 
photocathode by each of the light components could be calculated. Hence the number of 
photoelectrons generated by each light component per unit of energy deposited in the 
scintillator could be established. This method of determining the photoelectron yields is, 
however, rather difficult to apply in practice, because as mentioned in Chapter 3, the 
output waveform associated with the fast component of the scintillation light is not 
represented by an analytical expression.
A more practical procedure is to connect the anode to the input of a gated charge 
sensitive ADC which integrates the charge provided to its input during a gate interval 
which is initiated by, for example, a CFD that is triggered by the dynode output. By using 
a gate interval of many microseconds, the ADC registers the total charge Qj+Qs 
corresponding to the energy of the y-rays incident on the detector, from which, knowing 
the multiplier gain, the total photoelectron yield can be deduced. Although the precise 
shape of the output current pulse associated with the fast component of the scintillation 
light is unknown, the width of this current pulse is known to be only a few nanoseconds. 
Thus by employing a small gate interval of say, 10 ns, the charge registered by the'ADC 
is the sum of Qf  and some fraction f s of Qs. However, because the pulse of output current 
associated with the slow component has the exponential form given in eq. (3.10), the 
fraction/ can be calculated easily. Hence, because the total charge is known, a correction 
can be made for the contribution of the charge generated by the slow component in the
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short gate interval. Thus Qf  and Qs can be found individually, allowing the yield of 
photoelectrons ejected by each of the scintillation light components to be determined from 
a knowledge of the multiplier gain.
The measurement of the total photoelectron yield can be made using spectrometric 
equipment that is more commonly available than that described above. If the anode signal 
is furnished through a preamplifier to a spectroscopy amplifier, the unipolar output of 
which is connected to the ADC input of an MCA, then the total yield can be established 
by one of two methods. In the first of these methods, measurement is made of the FWHM 
energy resolution at the energy of the incident y-rays, after which the photoelectron yield 
is deduced from the relationship
A £ 1 -2.355.
(6 -1  )P ’
(4.1)
in which AEy is the FWHM of the full-energy peak associated with the incident y-rays of 
energy Er  8 is the secondary emission ratio of the dynodes and P is the number of 
photoelectrons generated when an energy of Ey is deposited in the scintillator [122]. The 
second method is that of Bertolaccini et al. [123], in which the position of the full-energy 
peak in the spectrum is recorded, as is the position of the peak that is due to the 
thermionic emission of single electrons from the photocathode. The ratio of the 
displacement from the origin of the full-energy peak to that of the single electron peak 
is interpreted as the number of photoelectrons corresponding to a deposited energy of Er  
For this method of determining the total yield to be successful, the time constant of the 
effective anode circuit must be much greater than the characteristic decay time of the slow 
component of the scintillation light, so that both the single electron current pulse and the
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current pulse generated by scintillation photons are properly integrated. Furthermore, in 
order to render negligible the effects of ballistic deficit in the spectroscopy amplifier, the 
shaping time constant of this amplifier should be considerably larger than the rise times 
of the voltage pulses developed across the effective anode circuit, which implies that the 
shaping time also should be much greater than the decay time of the slow component of 
the scintillation light.
Alternative methods also exist for the determination of the photoelectron yield 
associated with the fast component alone. If the signal generated by the fast component 
can be "extracted" by suitable pulse shaping, then an energy spectrum that is due only to 
the fast component can be obtained. The corresponding photoelectron yield can then be 
deduced either by measuring the FWHM of a spectral full-energy peak, or by comparing 
the position of such a peak with that of the peak that is caused by the emission of single 
electrons from the photocathode, as described in the preceding paragraph. The first step 
in extracting the signal generated by the fast component is typically a differentiation with 
a time constant of 10 ns [59,86]. This high-pass filtering discriminates against the 
contribution of the slow component, but results in a signal that is incompatible with the 
input requirements of conventional ADCs. Compatibility is achieved by first furnishing 
the output of the differentiator through either an integrating stretcher [59], or an integrator 
with a time constant of 100 ns followed by a spectroscopy amplifier with a shaping time 
of 0.5 fis [86]. The degree to which the contribution of the slow component is suppressed 
is a consideration which does not appear to have been properly treated in the literature, 
perhaps because the shape of the output pulse generated by the fast component does not 
have a convenient analytical form. However, if initially it is assumed that the constant tp 
describing the variations of the electron propagation time in the PM tube is zero, then
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each of the light components generates a voltage pulse across the input of the 
differentiator that has an analogous form to that given by eq. (3.25). Bearing in mind that 
a waveform g0(r)=£maxexp(-r/T'0) at the input of a differentiator with time constant Tx gives 
rise to an output waveform [95]
E (4.2)
A 0 -M
and that when the waveform eQ(t) appears at the input of an integrator with time constant 
T2, the output of the integrator is [96]
e 2( t ) = = f r T l e x P( H / T j - z w ( H l T 2)\, (4.3)
-*0 2
the voltage developed across the output of a pulse processing system consisting of a 
differentiator with a time constant of 10 ns followed by an integrator with a time constant 
of 100 ns can be calculated for each component of the scintillation light as a sum of 
exponential terms. For the case that pertains in practice in which the dynode output shown 
in fig. 3.5 is connected to the processing system described above by a 50 Q transmission 
line terminated at the receiving end, and the stray capacitance of the effective dynode 
circuit is approximately 30 pF, it is found on the basis of the above equations, that when 
the contribution of the fast component to the voltage pulse appearing at the output of the 
integrator attains its maximum value, this contribution is greater than that of the slow 
component by a factor of 55, provided that Q=4Qf  as is typically the case [62,63]. In 
practice, instead of being zero, tp=0.47xf, where xf  is the characteristic decay time of the 
fast component of the scintillation light. Thus the maximum anode current associated with 
the fast component is approximately 1/2 of that which is obtained when t = 0 [91]. By 
accounting for this loss of amplitude whilst crudely assuming that the corresponding
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distortions of the shape of the anode current pulse can be neglected, the assumption that 
Qs-4Qf  leads to the conclusion that when the contribution of the fast component to the 
output voltage of the integrator is maximised, it exceeds that of the slow component by 
a factor of 28, and so the fast component accounts for approximately 97% of the output 
voltage. The systematic error inherent in the method therefore appears to be potentially 
tolerably small. However, if the output of the integrator is rendered compatible with the 
input requirements of the ADC by means of a spectroscopy amplifier [86], then additional 
filtering occurs which cannot be expected to discriminate against the contributions of the 
fast and slow components without preference. The Ortec 572 spectroscopy amplifier 
features a single differentiator followed by four active integrators [95], and so it would 
not be surprising if this amplifier were to enhance the contribution of the slow component 
with respect to that of the fast component, in which case the interference of the slow 
component would be greater than that implied by the calculations described above. Indeed, 
according to Klamra et al. [86], experimental errors of about 10% arise when the 
measurement system employs an Ortec 572 with a shaping time of 0.5 |is. It should be 
noted that in deducing the photoelectron yield associated with the fast component by 
comparing the position of a spectral full-energy peak with that of the peak that is due to 
the emission of single electrons from the photocathode, it is assumed that the pulse of 
current at the anode that is caused by single electron emission from the photocathode has 
approximately the same shape as that which is generated by the fast component, which 
is allegedly the case in practice [122].
The total photoelectron yields of the detectors were measured using the method 
of Bertolaccini et al. [123] that was mentioned earlier. Each detector in turn was exposed 
to a 3.7xl05 Bq point source of 241 Am. The shaping time of the spectroscopy amplifier
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was set to its maximum value of 10 p.s, and pile-up rejection was implemented in the 
manner described in section 4.2. The BLR toggle switch was set at Auto so that the 
discriminator threshold for the baseline restorer circuit was established automatically. In 
the case of the first detector, an amplifier gain of 250 allowed both the single electron 
peak and the full-energy peak associated with the 60 keV y-rays emitted by the source to 
be recorded by the MCA. The single electron spectrum and the spectrum from the 241Am 
source are shown in figs. 4.7 and 4.8 respectively. By comparing the position of the 
60 keV full-energy peak to that of the single electron peak, the total photoelectron yield 
of the first detector was found to be 122Q±50 photoelectrons/MeV. For the second 
detector, it was necessary to adopt an amplifier gain of 200 in order to observe both the 
single electron peak and the 60 keV full-energy peak on the MCA. The total photoelectron 
yield of the second detector was established as 1110±40 photoelectrons/MeV. Thus the 
total yields are considerably less than the best reported yield of 2500 
photoelectrons/MeV [62]. The realisation of suboptimal total yields is consistent with the 
observation that the detectors exhibit poor energy resolution. One of the reasons that the 
yields are so low is that the diameter of the scintillators is matched to that of the entrance 
windows of the PM tubes, rather than to the useful diameter of the photocathodes. Since 
this useful diameter is only 44 mm [92], by assuming that the flux of scintillation photons 
is uniform over the entire area of the entrance window, the fraction of photons reaching 
the photocathode can be calculated to be only 77%. The low yields may also reflect the 
purity of the scintillators [122,124], the quality of the treatment of the scintillator 
surfaces [63,85,105,117,121,122,125] and also the cleanliness of the scintillator 
surfaces [61,117,124,125].
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Fig. 4.7. Single electron spectrum obtained in the 
determination of the total photoelectron yield.
Channel Number
rig. 4.8. Spectrum from 241 Am obtained in the 
determination of the total photoelectron yield.
For each detector in turn, an attempt was made to measure the photoelectron yield 
due to the fast component alone using the method of extracting the signal generated by 
the fast component by suitable pulse shaping. The version of the method that was 
employed was that in which the position of a spectral full-energy peak is compared with
74
that of the single electron peak. The dynode output of the detector was connected to the 
input of an Ortec 454 Timing Filter Amplifier, the differentiation and integration time 
constants of which were set to 10 ns and 100 ns respectively. The output of the timing 
filter amplifier was furnished through a spectroscopy amplifier with a shaping time of 
0.5 p.s to the ADC input of the MCA. Pile-up rejection was again effected as described 
previously. In endeavouring to observe the single electron peak on the MCA, the gains 
of the timing filter amplifier and spectroscopy amplifier were respectively set to 200 and 
25, and a pulse height spectrum such as that shown in fig. 4.9 was recorded. The 
prominent peak in this spectrum is due largely to electronic noise other than that arising 
from the thermionic emission of electrons from the photocathode. In an attempt to subtract 
the contribution of the unwanted noise from the spectrum, the bias of the detector was 
temporarily switched off to eliminate the thermionic component and the MCA was set to 
collect in PHA- mode for a time equal to that in which the original spectrum was 
obtained. The resulting spectrum features a residual peak, as shown in fig. 4.10. With the 
bias restored, the detector was exposed to a 3.7xl05 Bq source of ^Am . Owing to the 
high level of noise it was necessary to remove the pile-up rejection before the spectrum 
from the source could be recorded. The spectrum obtained with the first detector is given 
in fig. 4.11. Assuming that the residual peak shown in fig. 4.10 really is the required 
single electron peak, the position of this peak was compared to that of the 60 keV 
full-energy peak to facilitate calculation of the photoelectron yield associated with the fast 
component. On this basis, the yield of photoelectrons ejected by the fast component was 
found to be 37G±40 photoelectrons/MeV for the first detector, and 370±30 
photoelectrons/MeV for the second detector.
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Fig. 4.9. Electronic noise spectrum obtained in the 
determination of the photoelectron yield due to the fast 
component of the scintillation light alone.
the contribution of the unwanted noise.
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Fig. 4.11. Spectrum from 241 Am obtained in the 
determination of the photoelectron yield due to the fast 
component of the scintillation light alone. The peak at 
channel 445 is believed to be caused by pulse pile-up.
The fact that the measured yields due to the fast component do not compare 
favourably with the best reported value of 500 photoelectrons/MeV [62] is consistent with 
the realisation of suboptimal total yields and poor time resolution. However, there exists 
the possibility that the residual peak of fig. 4.10 is not the single electron peak but is 
actually spurious, since the time for which the spectroscopy system was live in the process 
of recording the spectrum of fig. 4.9 is expected to differ somewhat from the time for 
which the system was live during operation of the MCA in PHA- mode. To investigate 
this possibility, Hyman’s timing theory [111,112] can be used to write the contribution 
of each detector to the time resolution as
Af=— , (4.4)
where H  is a constant that depends on the characteristic decay time of the fast component 
of the scintillation light, the statistical properties of the PM tube, the time pick-off method
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and the effective fraction of pulse height at which the timing circuits are triggered, and 
Pf  is the mean number of photoelectrons ejected from the photocathode by the fast 
component when a y-ray of interest deposits its full energy in the scintillator. By allowing 
for contributions to the time resolution stemming from the noise of the timing system and 
the time of flight of y-rays [90] whilst bearing in mind that the various contributions are 
combined in quadrature, the measured values of the system time resolution and the 
photoelectron yields due to the fast component enable H  to be calculated by assuming that 
H  is the same for both detectors. Having determined H  in this manner, the time resolution 
to be expected if the photoelectron yields due to the fast component were optimum can 
be calculated to be 310±10 ps. This value is considerably larger than the anticipated value 
of approximately 100 ps and therefore supports the suggestion that the residual peak of 
fig. 4.10 is spurious, in which case the measurements of the photoelectron yields due to 
the fast component alone must be disregarded.
78
Chapter 5
M e t h o d s  o f  E x p e r i m e n t a l l y  D e t e r m i n i n g  
t h e  P a r a m e t e r s  t h a t  d e s c r i b e  t h e  
N u c l e a r  Q u a d r u p o l e  I n t e r a c t i o n
5 . 1  T h e  I d e a l  E x p e r i m e n t a l  A r r a n g e m e n t
Before discussing practical experimental arrangements it is helpful to consider the ideal 
situation in which the source and detectors are points and the FWHM time resolution of 
the coincidence system is zero. In this case, the spectrum of time intervals separating the 
emissions of the two components of a y-y cascade can be measured over a finite range of 
time intervals in which, after subtraction of chance coincidences, it has the form
N c(Q,t) =N0 h(t)Qxp[ -  (ln2)f/f 1/2] (5.1)
where 0 is the angular separation of the two detectors, h(t) is the Heavyside step function, 
N0 is a constant accounting for the activity of the source, the overall efficiency of the time 
spectrometer and the time in which the spectrum is recorded, tm  is the half-life of the 
intermediate level via which the cascade proceeds and W(0,f) is the time-dependent 
directional correlation function which in practice is given by
W W ) =  E  cos0), (5-2)
k{even)J)
as stated in Chapter 2. At this point it is convenient to define the function
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1(0= 1 O z t z T  (5.3)
0  elsew here ,
where T  denotes the greatest time interval that can be measured and is determined in 
practice by the time range of the TAC. If time spectra are recorded for 0=tc/2 and 0=n, 
then if A44 is negligible as is often the case, the function A22I(f)G22(0 can be deduced by 
forming the ratio
2  
N c(-K,t)+2 N c(u/2,t)
for 0<t<T, since in this region S(t) yields A22G22(0 directly [65,75]. If AM cannot be 
neglected, then A22I(r)G22(f) can be retrieved by either of two methods. The first of these 
methods is to record an additional time spectrum for a third value of 0 which shall be 
denoted by 03, and then to form the ratio of two appropriate linear combinations of 
Nc(n/2,t), Nc(n,t) and iVc(03,f) for 0<t<T. In the second method, time spectra are recorded 
for two distinct values of 0 for which P4(cos0)=O in order to eliminate A44, in which case 
it can be shown that the two angular separations 0! and 02 must satisfy the equation
CoS20=i5±2j/3O (5.5)
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The formation of the ratio of two suitable linear combinations of Nc(&y,t) and iVc(02,r) in 
the region 0<t<T then enables A22I(r)G22(r) to be found.
Before employing the method of least squares fitting in attempting to extract the 
parameters that describe the nuclear quadrupole interaction, it is useful to find the Fourier 
transform of the experimentally determined A22I(f)G22(f), particularly if the quadrupole 
interaction is static or slowly fluctuating, in which case it is intuitively apparent that the 
Fourier spectrum of A22I(r)G22(r) will feature peaks that correspond to the angular
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frequencies cop that arise in the perturbation factors of eqs. (2.13), (2.33), (2.35) and 
(2.36). For example, if the interaction is static and homogeneous so that G22(r) is given 
by eq. (2.13), the Fourier transform of A22I(r)G22(r) for the case in which F—>°° with the 
result that 1(f)—>h(t) is
F(s)=A22Y / a 2p 5
L \
S — £  
2tc
+ 5 s+-"fe
2 ir
2ttS l
(x>p-4nzS 2
(5.6)
where s is the frequency variable. Thus for the unrealistic situation in which the time 
spectrum is measured over an infinite range of time intervals, the frequencies cop can be 
accurately determined from the real part of the Fourier transform alone. If T  is not 
assumed to be infinite, the Fourier transform of A2 2 l(t)G2 2 (t) is again given by an 
analytical expression, but one which is rather unwieldy. If the quadrupole interaction is 
either inhomogeneous or slowly fluctuating, the problem of finding the Fourier transform 
of A22I(f)G22(f) can of course be addressed, although analytical results are not available 
in all conceivable cases. However, it is generally found that each angular frequency cop 
is associated with two peaks of finite width in the Fourier spectrum of A2 2 I(t)G2 2 (t). Thus 
different spectral peaks may overlap, and the apparent positions of the two peaks 
corresponding to the angular frequency cop may not be given exactly by 
Computation of the Fourier transform of the experimentally obtained A2 2 l(t)G2 2 (t) 
therefore facilitates the determination of approximate values of the angular frequencies cop 
which can then be supplied to a least squares fitting routine.
5 . 2  F i n i t e  T i m e  R e s o l u t i o n
When finite time resolution is considered, the methods described in section 5.1 no longer
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yie ld A22I(r)G 22(r), but instead give the function
 ___________________ r __________ , (5 .7 )
f ’J i ( t l)exp[-(ln2)tll t ip} R ( t - t l)d t l
in which (G22(f)) is the effective perturbation factor and R(t) is the time resolution 
function of the spectrometer. In practice R(t) can be assumed to be Gaussian [57], in 
which case the integrals of eq. (5.7) cannot be analytically evaluated. If, however, hfi) is 
replaced by 1, eq. (5.7) is simplified at the expense of restricting its validity to f>tmin, 
where t^n is the smallest positive value of t for which R(t) can be considered negligible, 
and is usually taken to be equal to the FWHM time resolution of the spectrometer. For 
example, if the quadrupole interaction is static and homogeneous so that G22(f) is given 
by eq. (2.13),
for r>2.355o, where a  is the standard deviation associated with the Gaussian function R(t). 
The case of a static inhomogeneous interaction can similarly be treated, as can that of an 
interaction that fluctuates slowly. If the case of a rapidly fluctuating quadrupole interaction 
is dealt with by taking G2 2 (t) from eq. (2.39) and replacing h(t!) with 1, then because 
eq. (2.39) is only valid for r>xc, the result that
is valid only for r>2.355o+rs, where ts is the smallest value of t that can be considered to 
greatly exceed xc.
(G 22( f ) ) = ^  a ^ e x p  -
P \
(5.8)
1/2 ) \ 2 )
(5.9)
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It will be clear from the above discussion that a theoretical analytical expression 
can only be fitted to the experimental data in the region tt<t<T, where tt depends on the 
time resolution of the spectrometer and the nature of the quadrupole interaction and is the 
smallest value of t for which the theoretical expression is valid. Before performing the 
least squares fitting, it is useful to find the Fourier transform of A22I(r)(G22(r)), particularly 
if the quadrupole interaction is static or slowly fluctuating. However, there is no 
possibility of predicting the form of the Fourier spectrum analytically unless the data in 
the region t<t{ is first discarded, in which case the function A 2 2 v(t)(G2 2 (t)) is formed, where
v ( 0 =
1  t p U T  ( 5 .1 0 )0 elsewhere.
Analytical expressions for the Fourier transform of A2 2v(t)(G2 2 (t)) can be found in some 
cases but are very cumbersome. Such expressions serve to illustrate that the finite time 
resolution further modifies the shapes of the peaks in the Fourier spectrum that correspond 
to the angular frequencies cop that occur in the perturbation factors of eqs. (2.13), (2.33), 
(2.35) and (2.36).
Instead of fitting a theoretical form to the experimentally determined A2 2 l(t)(G2 2 (tj) 
over a limited range of values of t, the smearing effect of R(t) can to a large extent be 
removed by deconvolution to yield a good approximation to A2 2 G2 2 (t) in some finite 
region, although this region will generally be smaller than 0<r<7\ The usual expressions 
for the perturbation factors that are given in Chapter 2 can then be used in the least 
squares fitting process. If t1 / 2  is known so that the denominator of eq. (5.7) can be 
numerically evaluated, then the Fourier techniques of Forker and Rogers [126] can be 
used to derive A 2 2G2 2 (t) in a finite time interval from the experimentally determined 
A2 2 l(t)(G2 2 (t)). If tm  is not known, then the two or three time spectra recorded for
8 3
different values of 0 can be deconvolved separately to give the corresponding functions 
Nc(Q,t) of eq. (5.1) in a finite time range. A22G22(t) can then be found in the same time 
range by implementing the procedure of section 5.1. The methods of deconvolution will 
be discussed in greater detail in Chapter 6.
5 . 3  F i n i t e  D e t e c t o r s
The influence of arbitrary finite detectors on the experimentally measured directional 
correlation has been considered by Feingold and Frankel [127], in whose notation the true 
point-point correlation is
W ( 6 ) = Y  BL-a6), (5.11)
I 471
where in practice, I runs from 0 to 4 and is even, as mentioned earlier. The above 
expression can be reconciled with the perturbed directional correlation function of 
eq. (2.3) by employing the identity
_4k (5, i2) 
k 2k+l '
When the detectors have finite dimensions, the experimental directional correlation 
becomes
**''(") =E j z  E (■-l)m’m'M 'b lmc lml0 l+i)gmmlll'P ll(cosw )> (5.13)
where co is the angular separation of the finite detectors, I1 in general runs from zero 
upwards, m and mf run from -I to /, blm and clm are the Legendre coefficients describing 
the efficiency functions of the respective detectors, and are numerical
coefficients [127]. The efficiency of detection E1 of the first detector is a function only
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of the polar coordinates (G ^ ) which locate a point on the surface of the detector, 
provided that the point source of radiation is placed at the origin of the coordinate system. 
In this case
M 2 S 1 ) " /  (5 > 14 )
where the are the spherical harmonics [55], dQ^sinG^Gjdt})! and the integral is
carried out over all solid angles. An analogous definition exists for the coefficient cim. The 
numerical coefficients g ^ J 1' are given by
8mm' w~ , P _ d mml '(6)P,/(cos0)d(cose), (5.15)
in which
d  i(6) =y  1}* [ ( / + m ) l (Z -m )t ( iW ) l ( ( -m ') l ] »  
mm k (l+m -k) \( l-m ! -k) \ k\ (k -m  +m !) !
X cos —
1 2  i
2l-mf+m-2k[ ( 0Yj2Jfc-m+m/
H a )  ’
(5.16)
where the integer summation index k runs from the larger of the values 0 and (m-rri) to 
the smaller of the values (l+m)  and (l-m!) [127]. Because the g ^ ! 1' have the property that 
8 ooil'-$ir [127], the coefficient of aJAiz in eq. (5.13) is simply bwCw, and so the 
time-independent term in the experimental perturbed directional correlation function does 
not vary with co. The coefficients of the time-dependent quantities A22G22(r) and A^G^(r) 
are, however, functions of co which can be found only if the efficiency functions of the 
detectors are known. Unfortunately, the efficiency functions are commonly unknown, in 
which case it is impossible to experimentally extract A22G22(0 in some finite time range.
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If time spectra are recorded for more than one value of co, then the factor 
N0exp[-(ln2)f/f1/2] can still be eliminated by the methods of section 5.1, but the theoretical 
form that must be fitted to the resulting data features unknown coefficients of A 22G 22(t) 
and A 44G^(t)  in both numerator and denominator. Thus, in addition to the parameters 
describing the nuclear quadrupole interaction, a number of uninteresting coefficients must 
be obtained by least squares fitting. This number is two if A 44 can be neglected, but four 
otherwise. Hence the use of finite detectors of arbitrary shape reduces the profitability of 
the methods of section 5.1.
Fortunately, use is often made of cylindrically symmetrical detectors such as the 
scintillation counters described in Chapter 3, in which case m and ml are restricted to 
zero [127] with the result that eq. (5.13) simplifies to
W:®)=E cosco). (5.17)
I 4tc
Thus the experimental perturbed directional correlation can be written as
W((*>,f) = Y  Q k A k ifik k $ P fc(c°SG>), (5.18)
k
where the counter attenuation coefficients Q k are given by b k0ck0 and can be obtained by 
a variety of methods [128-136]. The procedures of section 5.1 therefore yield, in a finite 
time range, Q 2A 22G 22(t) rather than A 22G 22(t). Unless <22 is known it must be found in the 
least squares fitting process. In practice it is found that (Q/QofriQJQo) [136], and so the 
use of cylindrically symmetrical detectors reduces the significance of the term in A 44G 44(t) 
in the experimental perturbed directional correlation. The significance of the term in 
A ^ G ^ f)  is a consideration of interest because the extraction of Q2A2 2 G2 2 (t) in a finite 
region is aided by neglecting A^GJr), as will be clear from the discussion of section 5.1.
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Furthermore, as explained in section 5.8, it is sometimes appropriate to derive the 
parameters describing the nuclear quadrupole interaction from a single time spectrum, in 
which case it is desirable to neglect A ^ G ^ t)  in order to avoid the 
computationally-intensive evaluations of GJr) implied by eq. (2.4) whilst obviating the 
need to fit the coefficient of A4 4G4 4(f).
5 . 4  D e c e n t r i n g  o f  t h e  S o u r c e
In establishing the effects of source decentring on the experimentally observed perturbed 
directional correlation it is instructive to initially consider the case of a point source and 
point detectors. Specifying the positions of the two point detectors by the respective unit 
vectors rx and r2 and denoting the vector of source displacement by d, the perturbed 
directional correlation function of eq. (5.2) becomes [137]
W [ 0 4 ) a  ^  AkjpuSfiPk
k(fiven)=Q
r fr -^ + rJ d + d 2
^ l - l r j d ^ l - l r j d 2 
Ti(r1~d) r2(r2-d)
k i-^ r \r2-d\3
(5.19)
Clearly, all of the terms in the summation of eq. (5.19) vary with 0 in a manner which 
depends on d. In practice, d  is of course unknown, and so the extraction of A2 2 G2 2 (t) in 
some finite time range is impossible. If time spectra are recorded for more than one value 
of 0, the unwanted factor of exp[-(ln2)r/r1/2] that appears in eq. (5.1) can be eliminated by 
the methods of section 5.1, but the theoretical form that must be fitted to the resulting 
data features an unknown overall scaling factor and unknown coefficients of A2 2 G2 2 (t) and 
A4 4G4 4 (f) in both numerator and denominator. Because, in the present hypothetical case of
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point detectors, the relationship between the coefficients of A2 2 G2 2 (t) and A4 4G4 4{t) in 
eq. (5.19) is known and is independent of d, the number of uninteresting parameters that 
must be obtained by least squares fitting is three, irrespective of whether or not Au  can 
be neglected. Source decentring therefore prevents the number of parameters to be fitted 
from being reduced by the methods of section 5.1.
For the purpose of investigating the potential magnitudes of the decentring errors, 
eq. (5.19) can be written to first order in |df| as [137]
4
Wte,f)= £  {Pjt(cos0) +[2i\(cos6) +/V(coseXcos0 -1)]
£(evtfn)=0
x t y f r j d ) .  (5.20)
Assuming that all directions of source displacement are equally likely to occur and that 
in each direction the length of d  has the same probability distribution, it follows from 
eq. (5.20) that the expectation value of the modulus of the first order error that the source 
decentring induces in the quantity P*(cos0) of eq. (5.2) is
e * ( 0 ) = [ 2 P ^ ( c o s 0 )  + P ^ ( c o s 0 ) ( c o s 0  -  l) ] c o s  —
k2
A  (5.21)“exp’
where dexp is the expectation value of |rf|. The first term in the modulus signs of 
eq. (5.21) arises from the changes in the solid angles subtended by the two detectors at 
the source that occur when the source is displaced from the origin. The associated change 
in the angle between the two vectors specifying the positions of the detectors with respect 
to the source accounts for the second term. According to Breitenberger [137], ek(9) is not 
greater than the limit Fk defined by
Fk=(2+k)dexp (5.22)
8 8
for any value of 0, where the 2 is due to the solid angle effects associated with the term 
2/,Jt(cos0)cos(0/2) of eq. (5.21), and the k  to the distortion effect that gives rise to the term 
P/(cos0)(cos0-l)cos(0/2) in the same equation. In fact, although the maximum 
contribution of the solid angle effects is indeed 2dexp, it was found by employing the 
methods of differential calculus that the maximum contribution of the distortion effect is 
not in general as great as kdexp. Furthermore, the respective values of 0 for which the two 
contributions are maximised tend to differ, and so the maximum value of e*(0) is not 
generally as large as Fk. The expectation value of the modulus of the second order 
decentring error in the quantity P/cosO) that appears in eq. (5.2) is alleged to be nowhere 
greater than the limit [137]
5  _ 4 (*> 1 )2( + U  (5.23)
* 3
where ((f)exp is the expectation value of \d\2. This expectation value depends on the 
probability distribution of \d\, but is certainly greater than (dexp)2. For example, if the 
probability distribution is a triangular function which peaks at dexp and falls to zero at 0 
and 2d exp, then (d2)exp= l ( d expj2/6. Typically, the expectation value of the magnitude of the 
source displacement is 1 mm and the source-to-detector distance is 50 mm, in which case 
^«p=0*02. Assuming that (cf)exp~(dexp)2, it is found that the first order error limit is 
considerably greater than the corresponding second order error limit and is not negligible. 
By keeping one of the detectors fixed relative to the source and scaling each measured 
time interval spectrum by the corresponding singles counts in the movable detector, the 
contribution of the solid angle effects that is obtained by setting k=0 in 
eqs. (5.22) and (5.23) is eliminated, but the first order error limit remains significant.
The introduction of finite detectors transforms VF(0,r) of eq. (5.19) to
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(5.24)
where co is again the angular separation of the finite detectors, the integrals are carried out 
over all sensitive surface elements of the two detectors, and for i=l and i=2 , the efficiency
when finite detectors are considered, the relationship between the coefficients of A2 1 G2 2 (f) 
and A^G ^it) is no longer independent of d. As a result, if the undesired factor of 
exp[-(ln2)r/r1/2] is experimentally eliminated by the methods of section 5.1, the number 
of uninteresting parameters that must be obtained by least squares fitting is increased from 
3 to 5 if A44 cannot be neglected.
In order to investigate the effect of finite detectors on the potential magnitudes of 
the decentring errors, eq. (5.20) must first be rewritten as
where V*(0) is the first order decentring error, even if the two detectors are at unequal 
distances from the origin. Allowing the detectors to become finite transforms W(0,r) of 
eq. (5.25) according to eq. (5.24). If the efficiency of the detectors is independent of the 
angle of incidence of the radiation so that 8! and 82 are not functions of d, then the term 
//(cos0) of eq. (5.25) transforms in the manner described in section 5.3. The 
transformation of the term V*(0) is very complicated, but it is useful to realise that the 
modulus of the transformed first order error term cannot be greater than
of the surface element dQ{ of the ith detector is 8j which in general depends on d. Thus
4
B W )=  E  +MGtt(f)[jP*(cos0)+K.(e)]> (5.25)
k(everi)=0
(5.26)
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Consequently, an upper limit for the expectation value of the modulus of the transformed 
first order error term is given by the expectation value of r(co). In evaluating this latter 
expectation value, the incidence-independence of the detectors enables the integration of 
|Vfc(0) | with respect to the coordinates specifying d  to be performed before the integration 
with respect to the coordinates that locate the surface elements d£ll and dO^. The 
expectation value of F(co) can therefore be written as
where | V*(0) \exp denotes the expectation value of the modulus of the first order decentring 
error. Since Yexp((fi) is simply a weighted average of |V*(9)|„p, it can be no greater than 
the result of maximising \Vk(9) over the surfaces of the detectors. In the case of point
slight change in the error limits Fk and Sk which can safely be neglected as long as the 
two origin-detector distances do not differ by a factor of, say, more than 2 [137]. In 
practice, the greatest factor by which the respective distances from the origin of the 
surface elements and d£lz are expected to differ is somewhat less than 2, and so 
maximising | V*(0) 1^ over the surfaces of the detectors gives a result which is not greater 
than some upper limit Lk which is well approximated by the first order error limit Fk of 
eq. (5.22). Thus Fk serves as an upper limit for Fe;tp(co), and therefore as an upper limit for 
the expectation value of the modulus of the transformed first order error term also. Hence 
the first order eiror limit is unaltered by the introduction of finite incidence-independent 
detectors. In fact, the same is also true of the second order error limit.
If the detectors are incidence-dependent so that ex and £2 are functions of d, then
(5.27)
detectors, the only effect of the detectors being at unequal distances from the origin is a
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the term P*(cos0) of eq. (5.25) does not transform in the manner described in section 5.3, 
and therefore introduces an additional contribution to the decentring error. In principle the 
result of transforming P*(cos0) can be anywhere between the maximum and minimum 
values of P*(cos0), as a consequence of which it is very difficult to derive error limits 
which are small enough to be useful.
It should be noted that when the detectors are finite, the solid angle effects and the 
distortion effect do not occur separately. As a result, the change in the decentring errors 
that is achieved by fixing one detector relative to the source and scaling each measured 
time interval spectrum by the corresponding singles counts in the movable detector is 
uncertain.
5 . 5  F i n i t e  S o u r c e
5.5.1 Axial Source
An axial source is a line source located at the origin and oriented perpendicular to the 
plane of rotation employed in the perturbed directional correlation measurement. Such a 
source is of interest because it can be approximated in practice by making the source a 
long thin cylinder having a diameter that is much smaller than the dimensions of the 
detectors. The influence that the use of an axial source has on the experimentally observed 
perturbed directional correlation can be treated by deriving an approximate expression for 
the effective correlation function [129], or by obtaining upper limits for the moduli of the 
errors that the axial source induces in the quantity P/cos0) of eq. (5.2) [137]. However, 
because for each infinitesimal volume element of the axial source, the efficiency functions 
of the detectors do not vary with their angular separation, an exact correction for the axial 
source can be calculated, simply by replacing the detector coefficients blm and c,m of
9 2
eq. (5.13) with a new set of suitably averaged coefficients. Thus the implications of using 
an axial source are similar to those of employing a centred point source in conjunction 
with arbitrary detectors that were discussed in section 5.3.
To investigate the effect that the use of an axial source has on the experimentally 
observed perturbed directional correlation, the correlation function was worked out 
explicitly by the method described below for the particular case in which the two 
detectors are identical, cylindrical and of constant efficiency over their surfaces, the axial 
source is placed symmetrically about the plane of rotation of the detectors and has a 
uniform density of activity, the two detectors are equidistant from the source, and the 
length v0 of the source and the source-detector separation r0 are both equal to the diameter 
a of the detectors. The first step in the calculation is to consider an infinitesimal volume 
element of the axial source, and to use eq. (5.14) to define the associated detector 
coefficient blm(V), where v; is the displacement of the volume element from the plane of 
rotation. Transforming to the polar coordinates (p,(3) on the face of the detector as shown 
in fig. 5.1 by applying the methods of Stephenson [68], it is eventually found that
where v=vVr0, a=a/2r0 and r=p/r0. The averaged detector coefficients b ,JyQ) that contain 
both source and detector corrections and are to be used in eq. (5.13) are given by
where «(V) is the activity per unit length of the source [127]. In the present case «(V) is
4 it \ \  r 2n ra F ” ( r>p >v ) ^ 1(r ,p )ir fr r fp
/  0 ( I + v 2+ 2 v rs in p + r2)3y2
(5.28)
(5.29)
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where y=Vo/2r0. Apart from a minor error in the original publication, the final expression 
for blm(yQ) that is obtained by substituting eq. (5.28) into eq. (5.30) is in agreement with 
that quoted by Feingold and Frankel [127]. For the special case E1(r,P)=l which is 
considered here, the coefficients blm(y0) are given in the literature to fourth order in a  and 
y [127]. However, it was decided to take advantage of modern computing facilities by 
evaluating the integrals of eqs. (5.28) and (5.30) numerically in order to find the required 
blm(y0). Because the detectors are considered to be identical, the coefficients clm(y0) 
associated with the second detector were assigned by means of the relationship 
cJv0)=Wv o)-
constant, and so it follows that
(5-30)V0
Fig. 5.1. Geometry for the transformation 0l5 p.
A table of the numerical coefficients gnwt‘r which are for use in eq. (5.13) is 
provided by Feingold and Frankel [127]. However, in checking some of the coefficients 
8 mm'° by means of an elaborate analytical formula that was readily derived from
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eqs. (5.15) and (5.16), the value of g20 20 that is given by Feingold and Frankel [127] was 
shown to be incorrect. All of the required coefficients gmJ 1' were therefore recalculated 
by numerical evaluation of the right hand side of eq. (5.15), although an alternative 
procedure of obtaining the g ^ J 1' from a recursion relationship involving the 
Clebsh-Gordan coefficients and the analytically derived g^ 10 is also available [127].
Having calculated the necessary coefficients btJ y 0), c/m(v0) and gmJ r as described 
above, the perturbed directional correlation function for the particular case defined earlier 
was found from eqs. (5.12) and (5.13) to be
where the constants u, v, w, x, y  and z are given to four places of decimals in table 5.1. 
For convenience, the correlation function of eq. (5.31) has been renormalised by dividing 
throughout by u in order to restore the time-independent term to unity. An analysis of the 
angular-dependent coefficients of A2 2 G2 2 (t) and A ^G jff)  shows that to four decimal places, 
the amplitude of the coefficient of A2 2 G2 2 (t) is 0.6347, whilst that of the coefficient of 
A4 4G44.it) is only 0.2048. Thus in the sense of diminishing the amplitude of the coefficient 
of A4 4G4 4 (t) with respect to that of the coefficient of A2 2 G2 2 (t), the replacement of point 
detectors and centred point source with finite detectors and axial source reduces the 
significance of A4 4G4 4(t) in the obseived perturbed directional correlation in the case 
studied above. For the practical case of incidence-dependent detectors, the calculation of 
the observed perturbed directional correlation is more involved than that described above 
because the efficiency functions of the detectors have to be found as a function of v 1
W(<*,t)=UA22G22(f)
[v + w P 2(cosco)]
5 U
[X  +yP2(c o s  g>) + z P 4(c o s  co)] (5.31)
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either by experiment or by Monte Carlo methods. However, the correlation function that
takes effect in the case of an axial source and incidence-dependent detectors might be
expected to be qualitatively similar to the function given in eq. (5.31).
Table 5.1. The constants appearing in 
eq. (5.31).
u 0.3748
V -0.0567
w 1.2463
X -0.0310
y -0.1846
z 0.9065
5.5.2 Alternative Geometries
The case of a spherical source is also of practical importance. The use of a spherical, 
homogeneous source of radius rs gives rise to no first order error in the quantity P*(cos0) 
of eq. (5.2), but induces a second order error of which the magnitude is not greater than 
the limit
B  _ 4(fc+l)2r /  (5.32)
k 5
for any angular separation of the detectors [137]. If the source is a spherical bead having
9 6
a diameter of 1 mm like one of the sources employed in the experiments described in 
Chapter 6, then for a source-to-detector distance of 50 mm, r=0.01. Thus in this case, 
none of the limits B0, B2  and B4  exceed 0.2%, and so by assuming that the limits Bk of 
eq. (5.32) can be applied even when the detectors are finite, the errors arising from the 
use of the bead source could perhaps be considered to be truly negligible. However, in 
biological applications of the TDPDC technique, it is usual to use a source having a 
volume of about 1000 mm3 [57], in which case the errors associated with the finite source 
may be appreciable.
The only other source geometry that appears to have been treated in the literature 
is the disc source [138]. However, although disc sources are often to be preferred in 
correlation experiments involving electrons for the purpose of restricting intrasource 
absorption to a tolerable level [139], there seems to be no record of the use of such 
sources in y-y perturbed directional correlation studies. The case of the disc source shall 
therefore not be considered further.
Finally, it should be noted that because the decentred point source can serve to 
represent a volume element of a more extended source, the effect that the use of an 
arbitrary finite source has on the experimental determination of the parameters describing 
the nuclear quadrupole interaction is similar to that of employing an improperly centred 
point source. This latter effect was discussed in section 5.4.
5 . 6  A b s o r p t i o n  a n d  S c a t t e r i n g
Absorption and scattering of y-rays in the source and surrounding materials modifies the 
effective efficiency functions of the detectors. If the absorption and scattering are 
cylindrically symmetrical and independent of the angular separation of the detectors, then
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their effect is only to introduce into the correlation function attenuation factors similar to 
the Qk of eq. (5.18). If the absorption and scattering are not cylindrically symmetrical but 
are still independent of the angular separation of the detectors, then the observed perturbed 
directional correlation takes the form of eq. (5.13) which as discussed in section 5.3, is 
applicable in the case of a centred point source and arbitrary finite detectors. In practice, 
however, it is found that y-ray pairs that give coincidences when the angular separation 
of the detectors is 7t/2  are on average absorbed less than those that give coincidences 
when the angular separation is Tt [55]. Thus the absorption and scattering depend on the 
angular separation of the detectors and therefore affect the experimental determination of 
the parameters describing the nuclear quadrupole interaction in the same manner as does 
the employment of a decentred point source.
5 . 7  L i v e  T i m e  V a r i a t i o n s  a n d  D e c a y  o f  t h e  S o u r c e
The existence of a directional correlation dictates that in unit time, the probability of 
observing an event in the first detector that is correlated to an event in the second detector 
depends on the angular separation of the detectors. As a consequence, a slight angular 
dependence is introduced into the live time of the coincidence system, and therefore into 
the quantity N0 of eq. (5.1) also. Fortunately, preliminary calculations which are not 
presented here indicate that the live time changes by no more than 0.1% as the angular 
separation of the detectors is varied over its full range. Thus it appears that the angular 
dependence of N0 that is caused by live time variations alone can be neglected. However, 
decay of the radioactive source is also available to create an angular dependence of N0. 
A correction for source decay can be effected by scaling each measured time interval 
spectrum by the corresponding singles counts in one of the two detectors, although
9 8
strictly, the singles counts obtained during dead periods of the coincidence system should 
be subtracted before applying the correction. If the combination of live time variations and 
an inaccurate correction for the decay of the source gives rise to a significant angular 
dependence of N0, then it is not possible to experimentally extract A2 2 G2 2 (t) in some finite 
time region. Furthermore, if time spectra are recorded for two different values of 0, then 
the undesirable factor of exp[-(ln2)r/r1/2] that appears in eq. (5.1) can still be eliminated 
by the methods of section 5.1, but the theoretical function that must be fitted to the 
resulting data features an unknown and uninteresting overall scaling factor which must be 
found in the least squares fitting process. The method of recording time spectra for three 
different values of 0 becomes obsolete, since it no longer allows terms in A4 4G4 4(t) to be 
excluded from the fitting function, and introduces into this function a second uninteresting 
parameter which must be obtained by least squares techniques.
5 . 8  A l t e r n a t i v e  P r o c e d u r e
It should be clear from the preceding sections that unless the detectors possess cylindrical 
symmetry and the source is accurately centred, of low effective atomic number and small 
enough to be considered to be a point, then there is nothing to be gained by recording 
more than one time spectrum. The time spectrometer described in Chapter 3 employs 
detectors having the required symmetry, but provides no means of accurately centring the 
source. When using this spectrometer in TDPDC studies, it is therefore appropriate to 
derive the parameters describing the nuclear quadrupole interaction from a single time 
spectrum, which implies that the overall scaling factor N0 must be obtained in the least 
squares fitting process. Furthermore, because it is not possible to reliably centre the 
source, it is necessary to fit a parameter p 2  which is defined as the product of N0 and the
9 9
coefficient of A2 2 G2 2 (t) and, if A44G 4 4(f) cannot be neglected, an additional parameter p4  
representing the product of N0 and the coefficient of A4 4G4 4(f). Fortunately, although the 
fitting of N0, p 2  and p 4 contributes to the computation time, it adds little to the inherent 
complexity of the problem of deriving the parameters describing the nuclear quadrupole 
interaction by least squares techniques, since N0, p 2  and p 4 occur linearly in the fitting 
function. The appearance of the factor of exp[-(ln2)r/r1/2] in the fitting function is, 
however, potentially rather significant, because unless tl / 2  is known in advance to high 
precision and the time scale is very precisely calibrated, r1/2 must be allowed to vary in 
the least squares fitting process in order to avoid straining the fit. The fitting of t l f 2  
increases the computation time and also adds significantly to the inherent complexity of 
the least squares problem, since the occurrence of tm  in the fitting function is non-linear.
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Chapter 6
T D P D C  S t u d i e s  o f  y - y  C a s c a d e s
i n  133C s  a n d  75A s
6 . 1  T h e  3 5 6 - 8 1  k e V  C a s c a d e  i n  133C s
6.1.1 Introduction
As shown in fig. 6.1, the electron capture decay of the radioisotope 133Ba feeds a 
356-81 keV y -y  cascade in 133Cs which proceeds via an intermediate state having a spin 
of 5/2 and a half-life of 6.27 ns [140]. A TDPDC study of this cascade was carried out 
primarily for the purpose of investigating the merits of the experimental methods 
advocated in section 5.8. However, such a study is also of interest because the 
356-81 keV y -y  cascade in l33Cs bears similarity to the 361-67 keV y -y  cascade in 73As 
which, owing to the difficulties of successfully applying the TDPDC technique in the case 
of the 121-280 keV y -y  cascade in 75As that are described in section 6.2, may be the 
subject of future TDPDC studies of 73Se-labelled selenoproteins, as suggested in 
Chapter 7. Apart from the fact that the energy of each component of the 356-81 keV 
cascade in 133Cs is close to that of the corresponding component of the 361-67 keV 
cascade in 73As, the respective intermediate levels via which the two cascades proceed 
have identical spins and half-lives that are not too dissimilar, the half-life of the 
intermediate state associated with the latter cascade being 4.95 ns [141]. Additional 
interest in the study of the 356-81 keV cascade in 133Cs arises because 133Ba can be used 
as a chemical analog of Ca in other biological applications of the TDPDC technique such
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as the investigation of Ca uptake in bone [47],
6.1.2 Sum-Coincidence Effects
Inspection of the decay scheme of fig. 6.1 shows that sum-coincidence effects are 
available to interfere with the TDPDC study of the 356-81 keV cascade in 133Cs. In 
particular, the detection of a single 356 keV y-ray may be mimicked if both the 276 keV 
and 80 keV y-rays emitted by the same nucleus deposit all of their energy in the first 
detector. In addition, the coincident detection of the 53 keV and 303 keV y-rays can also 
be mistaken for the detection of a lone 356 keV y-ray.
For the purpose of assessing the significance of the sum-coincidence effects, the 
two components of the cascade under study shall be respectively denoted by yx and y2, and
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the two cascading y-rays which are a potential source of interference because their 
energies sum to that of yx shall be respectively denoted by ya and yb. The probability per 
decay that a contribution to the measured time interval spectrum is caused by the emission 
of yx and y2 in cascade is then
where p x is the yield of y  per disintegration, p2{X) is the probability of emission of y2 given 
that yx has already been emitted, the integration is carried out over all sensitive surface 
elements of the detectors, W'1.2(0) is the directional correlation function for the cascade 
yr y2 and for i - l  and i=2, £j is the probability that, having been emitted into the solid 
angle dQx, y  deposits its full energy in the ith detector, and a fraction f  of the full-energy 
peak corresponding to y  lies within the region of interest defined by the associated TSCA. 
Since, for the present purposes, Pdes is not required to great accuracy, it can be assumed 
that V/j./B) remains approximately constant over the surfaces of the detectors, so that
where 0) is the angular separation of the detectors, and for j= 1 and /=2, eipj is the intrinsic 
peak efficiency of the jth  detector at the energy of y  as seen from the decaying nucleus
to those given above, the probability per decay that a contribution to the measured time 
interval spectrum arises from the coincident detection of ya and y, in the first detector in 
conjunction with the detection of y2 in the second detector is
( 6 .1 )
(6 .2 )
at which the solid angle subtended by the jth detector is £2j. Following similar arguments
1 0 3
' ' o f f
Psum~PuPh(ap2{b)^a-lP') ^ + b j(k>+ip7ipbk'ip2 Afrr l l ’V4lty
W f  (6.3)
where pa is the yield of ya per disintegration, pKa) is the probability of emission of yb given 
that ya has been emitted, p 2(b) has an analogous definition and is equal to p2{1), Wa.b(Q) and 
Wb.2 (Q) are respectively the directional correlation functions for the cascades ya~yb and 
yb-y2, and as seen from the decaying nucleus, the intrinsic peak efficiency of the first 
detector is eipa at the energy of ya and eipb at the energy of yb. Thus, from eqs. (6.2) and
(6.3), the ratio PswJPdes from which the significance of the sum coincidence interference 
may readily be assessed is
^sum  „  P cP lxm  w a  -& « »  W b 1
7 Z  ---------- '
The probabilities pa, pb(a) and p x may easily be inferred from published nuclear data [140]. 
Most of the coefficients A2 2  and A44 defining the required directional correlation functions 
Jka.fc(0), Wb_2(0) and WV2(0) are available in the literature [142], The coefficient A44 in the 
case of the 53-303 keV cascade is, however, apparently unavailable and so has been 
assumed to be negligible in the calculation of P ^ J P ^  in which it appears. For the 
purpose of estimating the intrinsic peak efficiencies Eipa, Eipb and Eipl and the solid angle 
Qj it is convenient to assume that each of the decaying nuclei is located at the point of 
intersection of the axes of the two cylindrical detectors. Unfortunately, there is a dearth 
of published efficiency data for BaF2. However, it was found in an earlier study [22] that 
at 511 keV, the intrinsic peak efficiency of the BaF2 scintillators used in the present work 
is essentially the same as that which may be obtained for an Nal(Tl) scintillator of 
38 mmx38 mm size from a graph of intrinsic peak efficiency versus photon energy that
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is presented by Knoll [96]. This same graph can therefore be used to estimate the 
quantities Eipa, z ipb and z ipl by crudely assuming that the intrinsic peak efficiency of the 
BaF2 scintillators used in this work is equal to that of a 38 mm x38 mm NaI(Tl) 
scintillator throughout the energy range of interest. The solid angle Oi which depends on 
the radius of the detector and the source-detector distance can be obtained from a standard 
formula [96]. For a typical source-detector distance of 50 mm, the sum-coincidence 
interference associated with the 276 keV and 80 keV y-rays was found from eq. (6.4) to 
be no greater than approximately 0.2% for any value of (0, whilst that associated with the 
53-303 keV cascade was found to be nowhere greater than approximately 0.1%. Thus, for 
a source-detector distance of 50 mm, the sum-coincidence effects may be neglected. 
However, the appearance of Qj in the numerator of the right hand side of eq. (6.4) 
suggests that the sum-coincidence effects could become appreciable if the distance 
between the source and the first detector were to be made unduly small. In fact, the 
imposition of a lower limit of 20 mm on the distance from the source to the first detector 
ensures that even the more significant of the two sum-coincidence interferences considered 
above remains below 1%.
6.1.3 Competing Cascades
Owing to the poor energy resolution of the detectors, the 303-81 keV and 53-384 keV y-y 
cascades can also interfere with the TDPDC study of the 356-81 keV cascade. The 
53-384 keV cascade is a source of interference if the full-energy peaks generated by the 
53 and 384 keV y-rays overlap the regions of interest defined by the TSCAs associated 
with the second and first detectors respectively. Thus when the 53-384 keV cascade 
contributes to the measured time interval spectrum it is the second component of the
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cascade that initiates the conversion cycle of the TAC and the first component that 
terminates the cycle. Hence if the FWHM time resolution of the spectrometer were zero, 
the 53-384 keV cascade would only contribute to the measured time interval spectrum at 
times r<0, and so would distort the time spectrum associated with the 356-81 keV cascade 
only at f=0. In practice of course the time resolution is finite, which means that the 
influence of the 53-384 keV cascade extends as far as tniin, where as in Chapter 5, tniin is 
the smallest positive value of t for which the time resolution function of the spectrometer 
can be considered negligible. Furthermore, the contribution of the 356-81 keV cascade 
spreads below ?=0 as far as tMg, where of all the negative values of t for which the time 
resolution function can be considered negligible, tneg is that which has the smallest 
modulus. Thus, in this case, unless the effects of the finite time resolution can be removed 
by deconvolution, the 53-384 keV cascade interferes with the time spectrum associated 
with the 356-81 keV cascade in the region If the interference from the
53-384 keV cascade is significant, then it must be accounted for in the process of deriving 
the parameters that describe the nuclear quadrupole interaction by least squares fitting, or 
the data in the region to which it is confined must be discarded. It is therefore desirable 
to render negligible the contribution of the 53-384 keV cascade to the observed time 
spectrum by judiciously setting the regions of interest defined by the TSCAs, particularly 
if there is no guarantee that the effects of the finite time resolution can successfully be 
eliminated by deconvolution. The 303-81 keV cascade is a source of interference if the 
full-energy peak generated by the 303 keV y-ray occurs partially within the region of 
interest defined by the TSCA associated with the first detector. Thus when the 
303-81 keV cascade contributes to the observed time interval spectrum, the first and 
second components of the cascade respectively start and stop the time-to-amplitude
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conversion. As a result, there is no region of the time spectrum associated with the 
356-81 keV cascade that is undistorted by the 303-81 keV cascade, irrespective of whether 
or not the effects of the finite time resolution can be eradicated by deconvolution. Hence 
if the interference from the 303-81 keV cascade is significant, it must be accounted for 
in the least squares fitting process. It is therefore beneficial to choose the region of 
interest defined by the first TSCA so as to make the contribution of the 303-81 keV 
cascade to the observed time spectrum negligible.
In order to assess the significance of the competing cascade Y3-y4, the probability 
per decay Pcom that the emission of y3 and y4 in cascade causes a contribution to the 
measured time interval spectrum is derived by analogy with eq. (6.2). The fractional 
interference of the cascade y3-y4 is then readily inferred from the ratio Pc0J P des which is 
given by
^*com „P p 4 ( 3 ) ^ 3 - /* ( * * * )zip3^ ipdflfA ( 6  5 )
PlP2(1) ^ 1  -2^” ^eipleip2fJl 
where p3 is the yield of y3 per disintegration, p4(3) is the probability of emission of y4 given 
that y3 has been emitted, Vf3.4(0) is the directional correlation function for the cascade y3-y4 
and for /=3 and j=4, eipj is defined at the energy of y  to be the intrinsic peak efficiency 
of the detector in which y must interact if the competing cascade is to contribute to the 
observed time interval spectrum, and the TSCA associated with the same detector 
specifies a region of interest encompassing a fraction /• of the full-energy peak 
corresponding to y. The coefficient A4 4 that arises in the directional correlation function 
for the 53-384 keV cascade is evidently unavailable in the literature and so must be 
assumed to be negligible in the calculations of PcoJ P ^  in which it appears. In the case 
of the 303-81 keV competing cascade, eq. (6.5) is simplified because A of^a)* £iP2 ~Eip4
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In order to find values of the fractions /j, f 2, / 3 and / 4 that are consistent with 
negligible interference from the cascade y3-y4 it is necessary to know the energy resolution 
of the detectors at the energy of y, for 7=1, 2, 3 and 4. In practice the resolution is 
measured at a single energy which lies within or close to the range of energies spanned 
by the y-rays participating in the desired and competing cascades, after which the 
resolution at the energies of y , y2, y3 and y4 is calculated by assuming that the observed 
resolution is dominated by photoelectron statistics so that it is inversely proportional to 
the square root of the y-ray energy [96]. The assumption that non-statistical contributions 
to the resolution can be neglected has been found to be reasonable in the case of an 
Nal(Tl) scintillation detector [96], and so is certainly expected to be valid in the case of 
the detectors described in Chapter 3, since even the best BaF2 scintillation counters offer 
photoelectron yields which are considerably lower than that of a typical Nal(Tl) 
detector [63]. Having found the FWHM energy resolution at the required energies in the 
manner described above, the assumption that the full-energy peaks have a Gaussian shape 
enables f x, / 2, / 3 and f 4  to be calculated for any specified pair of energy windows by 
utilising tabulated values of the Gaussian Integral Function [143]. The energy windows 
should be chosen in such a way as to make the factor that appears in eq. (6.5)
so small that the interference from the cascade y3-y4 can be neglected.
In the case of the 303-81 keV competing cascade, f 2 =f4 and so the magnitude of 
the interference is controlled entirely by the ratio f j f . a n d  therefore only by the setting 
of the energy window defined by the TSCA associated with the first detector. Thus if the 
upper limit of this energy window is chosen to coincide with the right-hand extreme of 
the full-energy peak corresponding to the 356 keV y-ray, the interference from the
and/2=/4.
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303-81 keV cascade is determined only by the setting of the lower limit of the window. 
As will be discussed in subsection 6.1.4, it is found in practice that this lower limit must 
lie significantly above the left-hand extreme of the 356 keV full-energy peak in order to 
restrict the interference to a tolerable level of less than 1%. Having established the energy 
window that is defined by the TSCA associated with the first detector, the ratio that 
pertains in the case of the 53-384 keV competing cascade is fixed, and the interference 
from this cascade must be made negligible by setting the window defined by the second 
TSCA to yield a suitably small value of f f f 2. Choosing the upper limit of this window to 
correspond to the right-hand extreme of the full-energy peak generated by the 81 keV 
y-ray, the setting of the lower limit of the window alone determines the interference from 
the 53-384 keV cascade. In practice, the restriction of this interference to an acceptably 
low level requires the lower limit of the window to be located somewhat above the 
left-hand extreme of the 81 keV full-energy peak. Thus, on account of the poor energy 
resolution of the detectors, the existence of the competing cascades demands that both f x 
and/2 must be less than 1 and therefore compromises the rate at which desired events 
contribute to the observed time interval spectrum.
6.1.4 Experimental Procedure
Only the respects in which the experimental procedure differs from that which was 
employed in determining the time resolution of the coincidence system are highlighted in 
this subsection, since the two procedures are broadly similar and the latter has been 
described in detail in section 4.1.
The angular separation co of the detectors was chosen to be %, since for a centred 
point source and cylindrical detectors, the choice of co= tc maximises the magnitude of the
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coefficient of G2 2 (t) in the experimentally observed perturbed directional correlation, as 
will be clear from eq. (5.18). The detectors were operated under the conditions that had 
earlier been found to give rise to the optimum time resolution as measured using the 
prompt 1173 and 1332 keV y-rays emitted in the decay of 60Co. The gain of each of the 
spectroscopy amplifiers was set to 20 so that the maximum unipolar output pulse height 
of 10 V corresponded to a y-ray energy just exceeding the greatest energy that was of 
interest in the course of carrying out the experiment.
As mentioned in subsection 6.1.3, the presence of competing cascades necessarily 
compromises the coincidence count rate that is realised in the course of recording the 
spectrum of time intervals separating the emissions of the two components of the 
356-81 keV y-y cascade. In fact the effect of employing relatively narrow energy windows 
is potentially quite serious, since in a preliminary experiment in which the singles rates 
in the two detectors were about 30 kHz and the shaping time constants of the 
spectroscopy amplifiers were 2 (is, the coincidence count rate was found to be less than 
4 Hz. Apart from taking the obvious step of decreasing the source-detector distances so 
as to increase the singles rates, the coincidence count rate can be restored to a satisfactory 
level by reducing the shaping time constants of the spectroscopy amplifiers to increase 
their throughput. A convenient measure of the throughput of a spectroscopy amplifier for 
a given average input count rate N  is the probability Pmi that a randomly chosen pulse at 
the unipolar output of the amplifier is properly processed by the associated TSCA. If an 
event in one of the detectors must be separated by a time interval from the preceding 
event and by a time interval x2 from the succeeding event in order for the corresponding 
unipolar pulse at the output of the spectroscopy amplifier to be processed properly by the 
following TSCA, then [96]
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P uni=exp[ -N(x x+x2)]. (6.6)
Assuming that a unipolar pulse is correctly processed only if it escapes pile-up 
completely, each of %l and x2 must be taken to be equal to the full width of the unipolar 
pulse, this being 6 times greater than the selected shaping time constant xshap [95]. Thus 
with N- 30 kHz, PMi is 0.49 for xshap=2 pis, but increases to 0.84 when xshap assumes its 
smallest allowed value of 0.5 jis. If instead it is assumed that a unipolar pulse is correctly 
processed provided that the time at which it would reach its peak in the absence of pile-up 
does not lie within the regions of time in which it overlaps other unipolar pulses, then x2 
is the time taken for the unipolar output pulse to rise to its peak, and xx is the difference 
between the 6xshap duration of the unipolar pulse and x2. In this case, since the time to the 
unipolar peak is 2.2xshap [95], xt and x2 are 3.8xshap and 2.2xshap respectively, and so with 
N=30 kHz, Pmi is 0.70 for xshap=2 pis and 0.91 for xshap=0.5 pis. Hence, irrespective of 
which of the two above stated criteria is used to decide whether a unipolar pulse is 
correctly processed by the TSCA to which it is presented, the throughput of the 
spectroscopy amplifier is significantly enhanced by reducing xshap from 2 (is to 0.5 pis, 
even when operating at the rather moderate singles rate of 30 kHz. Although the best 
energy resolution that can be achieved with xshap=0.5 pis is expected to be worse than that 
which can be obtained with xshap=2 pis, it has been found previously that shaping time 
constants as short as 100 ns can be used without significant loss of resolution [83]. In 
fact, under the conditions of a TDPDC experiment, the choice of xshap=0.5 ps may actually 
yield better resolution than that of xshap=2 ps, since the singles rates are appreciable and 
yet there is no pile-up rejection. On the basis of the above arguments, the shaping time 
constant of each of the two spectroscopy amplifiers was set to 0.5 ps. As a consequence, 
the input shaping range of each of the TSCAs was chosen to be 0.1-0.5 ps.
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As was mentioned in subsection 6.1.3, the determination of suitable energy 
windows requires a knowledge of the energy resolution of the detectors at a single energy 
which lies either within or close to the range of energies spanned by the y-rays involved 
in the desired and competing cascades. Since the pertinent energy range is from 53 keV 
to 384 keV, the resolution of each detector was measured at 511 keV using a 3.7x10s Bq 
point source of 22Na. The method employed was similar to that described in section 4.2, 
except that the gain of the amplifier was set to 20, i shap was of course 0.5 pis instead of 
2 (is, and no pile-up rejection was effected since it was required to find the resolution that 
is operative when performing time spectroscopy, rather than the best resolution that can 
be achieved with xshap=0.5 (is. Calibration points at 60 keV and 662 keV were obtained 
using 3.7x10s Bq point sources o f 241 Am and 137Cs. The FWHM energy resolution of the 
first detector at 511 keV was established as 78.0±0.6 keV, whilst that of the second 
detector was found to be 83.610.5 keV. The resolution of the first detector at 303 keV, 
356 keV and 384 keV was then estimated by the method described in subsection 6.1.3, 
as was that of the second detector at 53 keV and 81 keV. Thus for any suggested pair of 
energy windows, it was possible to calculate/ and/2, and for each of the two competing 
cascades, /  and /  also. Hence for any proposed window settings, the fractional 
interference of each competing cascade was able to be deduced by determining the ratio 
PcoJP<ks that is defined by eq. (6.5). It was found that with the upper limits of the two 
energy windows chosen to coincide with the right-hand extremes of the 356 keV and 
81 keV full-energy peaks respectively as suggested in the preceding subsection, the 
employment of respective lower limits of 360 keV and 70 keV ensures that for any 
angular separation co of the detectors, the interference from the 303-81 keV cascade is not 
greater than 0.8%, whilst that from the 53-384 keV cascade does not exceed 0.5%. Since
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these levels of interference were deemed to be acceptable, the lower limits of the two 
energy windows were chosen to be 360 keV and 70 keV respectively.
Having determined the energy windows, the problem of setting the discriminator 
thresholds of the CFDs was addressed. The lower limit of each energy window 
corresponds to a voltage at the CFD input which was estimated by connecting the dynode 
output of the associated detector to an oscilloscope by means of a coaxial cable terminated 
at the receiving end in its characteristic impedance of 50 £2, and measuring the height of 
the pulse that was observed as a result of exposing the detector to the 662 keV y-rays 
emitted by a 3.7xl05 Bq point source of 137Cs. The assumption that pulse height is 
proportional to y-ray energy then facilitated deduction of the voltage corresponding to the 
lower limit of the energy window, and hence of the associated voltage seen at the 
non-inverting input of the lower level comparator IC 2 of fig. 3.7, this voltage being 
approximately 9/10 of that appearing at the input of the CFD. On this basis, voltages of 
587 mV and 114 mV at the non-inverting input of IC 2 were found to correspond to the 
respective lower limits of 360 keV and 70 keV. The discriminator threshold of the CFD 
associated with the first detector was therefore set to its maximum value of 230 mV, 
whilst that of the CFD associated with the second detector was set to 110 mV.
In retrospect the choice of thresholds, especially that of the threshold of the second 
CFD, seems rather thoughtless, because a particular value of the energy deposited in the 
scintillator corresponds to a broad distribution of dynode pulse heights, so that an event 
which satisfies the requirements of one of the TSCAs can generate a dynode pulse which 
fails to cross the threshold of the associated CFD. The chosen threshold settings may 
therefore unnecessarily compromise the obtainable coincidence count rate. More exacting 
methods of determining suitable thresholds can be envisaged. If the dynode output is
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connected to the input of a fast SCA and the count rate is recorded in a number of narrow 
contiguous windows covering the entire range of pulse height [96,122], or if the dynode 
signal is processed by a stretcher and subsequently sent to an MCA, then the spectrum of 
dynode pulse heights can be recorded. Thus the locations of the left-hand extremes of the 
356 and 81 keV full-energy peaks in the energy spectrum obtained with the dynode signal 
can be determined, either by viewing the spectrum from a source of 133Ba, or by 
measuring the energy resolution that is effective in the fast channel at 511 keV, using the 
value thus obtained to estimate the resolution at 356 keV and 81 keV by the method 
described earlier so as to deduce the effective widths of the 356 and 81 keV full-energy 
peaks in the energy spectrum obtained with the dynode signal by assuming these 
full-energy peaks to be Gaussian in shape. Choosing the thresholds of the CFDs to 
coincide with the left-hand extremes of respectively the 356 keV and 81 keV full-energy 
peaks in the energy spectrum obtained with the dynode signal ensures that when a 
356 keV y-ray and an 81 keV y-ray deposit their full energy in the first and second 
detectors respectively, each detector provides a dynode pulse which is guaranteed to 
traverse the discriminator threshold of the associated CFD, which means that the overall 
coincidence efficiency of the time spectrometer is not impaired by the choice of 
thresholds. Although this choice would be appropriate if the energy windows specified by 
the two TSCAs respectively encompassed the entire 356 keV and 81 keV full-energy 
peaks, higher thresholds are expected to be optimum in the practical case in which the 
lower limit of each energy window lies above the left-hand extreme of the associated 
full-energy peak. In this situation, the discriminator threshold of each CFD can be set if 
the CFD is used to gate the energy spectrum that is obtained by connecting the unipolar 
output of the spectroscopy amplifier in the same branch of the system to the ADC input
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of the MCA. The required gating can be achieved by furnishing the output of the CFD 
through a gate and delay generator to the gate input of the MCA, the gate being operated 
in coincidence mode. The count rate in the region of interest defined by the TSCA to 
which the spectroscopy amplifier is connected when the instrumentation is configured for 
performing time interval measurements is recorded as a function of the discriminator 
threshold of the CFD, and the greatest threshold for which the count rate in the region of 
interest retains its largest possible value is initially chosen. However, a threshold 
determined by the above methods should be adopted in practice only if it exceeds the 
noise level at the non-inverting input of IC 2 of fig. 3.7. If this is not the case, then the 
threshold should be set just above the noise level, which is calculated to be approximately 
72 mV on the basis that the amplitude of the noise pulses developed across a 50 f i  
termination resistance was measured using an oscilloscope to be about 80 mV. This was 
in rather good agreement with a theoretical estimate of the thermionic noise level which 
is given by the maximum voltage arising across a 50 Q resistance through which flows 
the single electron current ia(t) of eq. (3.1).
Before setting the lower level (E) and window (AE) controls of each TSCA, the 
unipolar output of the preceding spectroscopy amplifier was connected to the ADC input 
of the MCA and the detector associated with the TSCA was exposed in turn to 
3.7x10s Bq point sources of 241Am and 22Na from which the energy spectra were recorded 
in order to obtain calibration points at 60 keV and 511 keV. The lower limit of the energy 
window which was required to be defined by the TSCA was then expressed in units of 
channel number by assuming the relationship between channel number and energy to be 
linear in the range 60-511 keV. After having expressed both of the lower limits in units 
of channel number in the manner described above, a point source of 133Ba was fixed by
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means of an adhesive double sided foam pad onto the top surface of the cylindrical 
aluminium platform that is incoiporated into the mechanical apparatus. The source consists 
of 3.7xl05 Bq of active material absorbed in a 1 mm diameter ion-exchange bead that is 
sealed between clear polystyrene windows of 0.5 mm thickness which are mounted in a 
11.0 mmx23.5 mm rectangular plastic frame [144]. The height of the platform supporting 
the source was adjusted in an attempt to position the source at the point of intersection 
of the axes of the two detectors. Each of the two source-detector distances was chosen to 
be 37 mm, as a result of which the singles rate in each detector was approximately 
70 kHz and so did not exceed the maximum allowed count rate Nmax that is given by 
eq. (3.7). The lower level (E) and window (AE) controls of the TSCAs were then set to 
define the required energy windows by the method that is described in detail in 
section 4.1. The complete energy spectrum observed in the process of adjusting the TSCA 
associated with the first detector is shown in fig. 6.2.
Fig. 6.2. The energy spectrum from a point source of 133Ba.
After fixing the lower level (E) and window (AE) controls of the TSCAs, the 
instrumentation was configured for performing time spectroscopy following the procedure
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given in section 4.1. With a view to measuring the time interval spectrum over several 
half-lives of the 81 keV level of i33Cs, the 50 ns time range of the TAC was selected, 
thereby demanding that the time interval between Start and Stop inputs exceed 10 ns in 
order for the TAC to operate in its linear range [115]. In fact the passive delay in the fast 
channel was switched to 20 ns since it was anticipated that due to the finite time 
resolution, the contribution of the 356-81 keV cascade to the observed time interval 
spectrum would propagate below t=0 as far as t~tMg, where tneg is as defined in 
subsection 6.1.3. In order to minimise the relative statistical uncertainty of the content of 
each channel in the time spectrum, the ADC gain of the MCA was chosen to be 256, this 
being its smallest possible value. The MCA was then set to collect the spectrum of TAC 
output pulse heights. When collection was eventually terminated, the MCA displayed an 
elapsed live time of approximately 21 hours. The recorded spectrum is shown in fig. 6.3.
Channel Number
Fig. 6.3. The recorded time interval spectrum from a point 
source of 133Ba. 1 channel represents 208+2 ps.
The ideal method of determining the time resolution function R(t) that took effect 
in the course of measuring the time interval spectrum given in fig. 6.3 would be to record
117
the spectrum of TAC output pulse heights resulting from the replacement of the 133Ba 
source with a source emitting prompt 356 and 81 keV y-rays. Since no such source is 
available, a 3.7xl05 Bq point source of 60Co was used instead, following the method 
recommended in the literature [63,83,145]. Having put the 60Co source in place, it was 
necessary to increase the source-detector distances to 58 mm in order to avoid exceeding 
the maximum allowed count rate Nmax that is given by eq. (3.7). The MCA was again set 
to collect the spectrum of TAC output pulse heights, although on this occasion, the live 
time clock of the MCA registered approximately 42 hours when collection was finally 
terminated. The spectrum thus obtained is shown in fig. 6.4.
Channel Number
Fig. 6.4. The time interval spectrum observed as a result of 
replacing the 133Ba source with a point source of 60Co. 1 
channel represents 208±2 ps.
Of some concern is the fact that within each of the two energy windows, the 
spectra from 60Co and 133Ba are different in shape. However, in the process of 
deconvolving a positron lifetime spectrum that was measured using a source of 22Na, De 
Vries et al. [145] have fitted the FWHM time resolution of the employed spectrometer and 
have found that the value differed by only a few picoseconds from that obtained with a
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60Co source and the same window settings. The determination of R(t) using a source of 
60Co might therefore be expected to be quite accurate even though the energy spectrum 
from 60Co does not have the same shape as that from 133Ba in either of the two energy 
windows. It should be noted that although the decay of a 22Na nucleus is accompanied by 
the emission of a positron of which the subsequent annihilation produces a pair of 
511 keV photons in prompt coincidence, a source of 22Na is not suitable for measurements 
of R(t) because a portion of the Compton continuum associated with the 1275 keV y-rays 
emitted by a 22Na source lies within each of the energy windows. Thus when a source of 
22Na is employed, a contribution to the observed time interval spectrum can be caused by 
a 1275 keV y-ray in conjunction with a genetically related annihilation photon from which 
it is separated in time by an interval which is not necessarily zero. The spectrum of such 
intervals is characteristic of the positron lifetimes in the source and surroundings. The 
positron emitter 68Ga which is commonly used in positron tomography as a calibration 
source may however be of value in measurements of R(t), since the positrons emitted by 
68Ga have an intensity of 89%, and yet only 1.3% of these positrons are accompanied by 
a y-ray which is a potential source of interference [146]. Indeed, 68Ga may actually offer 
advantages over 60Co because the coincidence count rate obtainable with 68Ga is expected 
to be greater than that which can be achieved using 60Co for a number of reasons. Firstly, 
the total detection efficiency for annihilation photons exceeds that for the 1173 and 
1332 keV y-rays emitted in the decay of 60Co. Secondly, the probability that an 
annihilation photon which interacts in one of the detectors initiates an output from the 
associated TSCA is anticipated to be greater than the probability that an interacting photon 
having an energy of 1173 or 1332 keV generates a TSCA output. Finally, compared with 
60Co, 68Ga provides photons which have a lower mean energy, and so exchanging a source
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of 60Co for one of 68Ga reduces the average energy deposited in each of the detectors per 
interacting photon. Thus the use of 68Ga instead of 60Co gives rise to a larger value of AJ* 
and consequently permits the detectors to be operated at higher singles rates.
For the purpose of calibrating the TAC, a negative pulser output was fed to the 
input of an Ortec 473A Constant Fraction Discriminator [84], thus allowing two 
NIM-standard fast negative logic output signals to be generated synchronously. The first 
of these signals was presented to the Start input of the TAC, whilst the second was sent 
via an Ortec 425A Nanosecond Delay [84] to the Stop input of the TAC. Initially a delay 
of 10 ns was selected so as to operate the TAC just above the lower limit of its linear 
range [115]. The MCA was used to collect the spectrum of TAC output pulse heights 
which, as expected, featured a single narrow peak corresponding to the fixed time interval 
between Start and Stop inputs. The position of this narrow peak was recorded, after which 
the passive delay was increased to its maximum value of 63 ns by adding delay sections 
of 1, 4, 16 and 32 ns of which the accuracy of each is quoted by the manufacturer to be 
±100 ps or 1% [84]. It therefore follows that the resulting increase in the delay was 
53.0±0.4 ns. The accompanying shift in the position of the narrow peak in the time 
spectrum was found to be 255 channels, and so the calibration of the TAC was established 
as 208+2 ps/channel.
6.1.5 Time Spectrum Deconvolution
For the purpose of illustrating the principle by which the effects of the finite time 
resolution may be removed from the time spectrum of fig. 6.3 by deconvolution, it is 
useful to consider a time interval spectrum X(t) which is blurred by a time resolution 
function R(t) to yield a time spectrum Y(t) given by
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Y(t)=X(t)*R(t), (6-?)
where the asterisk * denotes convolution. From the time-convolution theorem of Fourier 
analysis [126,147], eq. (6.7) can be written equivalently in the transform domain as
y(s)=x(s)r(s), (6<8)
where s is the frequency variable and y(s), x(s) and r(s) are the Fourier transforms of 7(r), 
X(t) and R(t) respectively, the Fourier transform of a function Z(t) being defined by the 
expression [126,147]
Z(S)=f"Z(0exp(-2it&7)rff. (6.9)
J — oo
From eq. (6.8),
*(S)=ZC2 (6.10)
r(s)
and thus
X(t)=FT y(s) 
[ r(s)
(6.11)
where the symbol F T  denotes inverse Fourier transformation. The inverse Fourier 
transform of a function z(s) is defined as [126,147]
Z(f) - f °°z(s)exp(2n ist)ds. (6.12)J —oo
Hence in principle, perfect recovery of the true time interval spectrum X(t) is possible. In 
practice, however, Y(t) is observed only in a finite range of time intervals Tmin<t<Tmax, and 
so y(y) in eq. (6.11) must be replaced by the Fourier transform q(s) of a function Q(t) 
which is equal to Y(t) for Tmin<t<Tmax but is zero elsewhere. Thus instead of providing X(t),
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the methods described above yield an estimate of X(t) which is defined by the relation
X M tf r F T * Q(s) 
r(s) ( 6 .1 3 )
The consequence of finding Xest(t) rather than X(t) can be considered by realising that the 
multiplication of the frequency domain filter function 1 /r(s) by q(s) is equivalent to the 
convolution in time of FT~[\/r(s)] with Q(t). If the inverse filter impulse response 
F7*[l/r($)] extends below the origin to a time tt and above the origin as far as time tu, 
then Xest(f) will fail to represent X(t) in the regions t<Tmin+tu and r>Tmax++. Hence in 
principle, the computation of FT'[l/r(.y)] enables the time range in which Xesl(t)=X(t) to 
be determined. Unfortunately, as frequency increases, r(s) in general tends to zero as a 
result of which 1 /r(s) tends to infinity, and so it is normally impossible to sample the 
frequency function l/r(s) and compute a deconvolution filter impulse response F7*[l/r(.s)] 
of finite duration [147]. However, in practice, the presence of noise in the spectrum Q(t) 
dictates that a cut-off frequency must be introduced by multiplying l/r(s) by a window 
function w(.s) in order to prevent very large spurious high-frequency terms from 
contributing to the corrected Fourier spectrum [126]. Since the resulting frequency 
function w(s)lr(s) is zero for all frequencies having moduli which are greater than a 
truncation frequency smax, it is feasible to determine the time range in which Xes,(t)=X(t) 
by evaluating F7*[w(s)/r(s)]. In fact, with a suitable choice of w(s), it is found that the 
regions of time in which Xes!(t) departs severely from X(t) can readily be identified simply 
by comparing Xest(t) to Q(t), as will be demonstrated below. It should be noted that the 
effect of multiplying q(s)/r(s) by wfy) is to convolve the corrected time spectrum with the 
function FT^fwty)], thereby re-introducing some degree of smearing into the time 
spectrum.
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Since in the course of calibrating the TAC, it was found that when an external 
delay of 10 ns was selected so as to operate the TAC just above the lower limit of its 
linear range, the spectrum of TAC output pulse heights featured a single narrow peak in 
channel number 18, this channel was chosen to correspond to Tmin for the purpose of 
forming Q(t) from the raw data of fig. 6.3. Tmax was chosen to correspond to channel 273 
since this channel located the narrow peak that appeared in the spectrum of TAC output 
pulse heights when the delay was set to 63 ns, this being the greatest value of the delay 
for which linear operation of the TAC could be verified using the available equipment. 
The function Q(t) in the region Tmin<t<Tl)lax is shown in fig. 6.5. Following Brigham [147], 
the Fourier transform of Q(t) was approximated by evaluating the discrete Fourier 
transform of the 256 non-zero samples of Q(t). The resulting frequency samples shall be 
denoted by qd(n) for integer values of n from 0 to 255. The real and imaginary parts of 
qd(n) are given in figs. 6.6 and 6.7 respectively. The associated power spectrum \qd(n) |2 
is shown in fig. 6.8.
Fig. 6.5. The region Tinin<t<Tmax of the function Q(t).
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Fig. 6.6. The real part of the discrete Fourier transform of 
the 256 non-zero samples of Q(t).
transform of the 256 non-zero samples of Q(t).
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nFig. 6.8. The discrete power spectrum of the 256 non-zero 
samples of Q(t).
The prompt coincidence peak of fig. 6.4 is superimposed on a continuum which 
is due to chance intervals [96]. In the absence of finite time resolution, the observed 
chance interval distribution would be expected to be represented by an exponential 
function decaying sufficiently slowly to be approximated by a constant over the entire 
time range of the TAC [96]. Since the result of convolving a constant with the normalised 
time resolution function R(t) is simply the same constant, the observed chance distribution 
is predicted to be approximately uniform even when finite time resolution is considered. 
The continuum beneath the prompt coincidence peak of fig. 6.4 does not, however, have 
the expected form, although the reason for the marked deviation from uniformity is 
unknown and possibly rather subtle. The shape of the continuum under the prompt 
coincidence peak was therefore simply assumed to be trapezoidal. In the region of the 
spectrum spanned by the peak, the content of each channel was corrected by subtracting 
the contribution of the continuum that was calculated by interpolating linearly between 
the continuum values on either side of the peak. The contents of all other channels were
125
set to zero. The spectrum thus obtained was normalised to unit area to yield the 
experimentally determined time resolution function R(t) that is shown in fig. 6.9. The time 
resolution that was effective in the course of the experiment is given by the FWHM of 
the prompt peak of fig. 6.9 and is equal to 1.10±0.02 ns. For the purpose of 
approximating the Fourier transform r(s) of R(t), the discrete Fourier transform of the 256 
samples of R(t) in the region Tniin<t<Tmax was evaluated. Owing to the time shifting 
property of the discrete Fourier transform [147], the frequency samples that resulted were 
represented by r<f(«)exp[-27tm(48/256)j where the samples rd{n) are the required 
approximate samples of r(s), because the channel corresponding to t- 0 is displaced by 48 
channels from that which corresponds to t=Tmin. The «th frequency sample obtained was 
therefore divided by exp[-27tm(48/256)] for all allowed values of n to yield the discrete 
function rd(n). The real and imaginary parts of rd(n) are given in figs. 6.10 and 6.11 
respectively. The power spectrum \rd(ri)\2 is shown in fig. 6.12.
Fig. 6.9. The 256 experimentally determined samples of the 
time resolution function R(t).
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Fig. 6.10. The real part of the discrete function rd(n).
Fig. 6.11. The imaginary part of the discrete function rd(n).
127
0 50 100 150 200 250
n
Fig. 6.12. The discrete power spectrum |r /« ) |2.
Fig. 6.13. The real part of the discrete function qd(n)/rd(n).
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qd(n)lrd(n).
n
Fig. 6.15a. The discrete power spectrum \qd(n)/rd(n) |2.
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nFig. 6.15b. Detail from fig. 6.15a, showing clearly an
abundance of peaks in the positive frequency region of
kd(n)/rd(n )\\
Deconvolution was performed in the frequency domain by forming the quotient 
qd{n)!rd(n), the real and imaginary parts of which are presented in figs. 6.13 and 6.14 
respectively. Fig. 6.15 shows the corresponding power spectrum \qd(n)/rd(n) |2. As
expected, the inverse discrete Fourier transformation of qd(n)frd(ti) produced a time
spectrum which was dominated by noise. A cut-off frequency was therefore introduced 
by multiplying qd(n)/rd(n) by the rectangular truncation function
0 (6.14)1 \s\ss ,I I max’w r(s)=
that has been used by Forker and Rogers [126]. In choosing the value smax, account was 
taken of rd(n) [126] and the qualitative structures of qd(n) [126] and qd(n)!rd(n). However, 
it was found in practice that there was no substitute for the procedure of subjectively 
examining the inverse discrete Fourier transform of qd(n)wrd(n)/rd(ri) for various different 
values of smax, where wrd(n) is the discrete representation of wr(s). Of all the corrected time 
spectra that were examined, the most satisfactory was deemed to be that which is shown
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in fig. 6.16 which was obtained with •sma*=977 MHz. For this choice of smax, 
lr( w )  |/1r(0) |~0.05 which is consistent with the values of this ratio of approximately 
0.01 to 0.05 that have previously been obtained for the optimum smax by Forker and 
Rogers [126] in other applications of the TDPDC technique. However, although these 
authors have found the employment of a rectangular truncation window to be of value in 
deconvolving TDPDC spectra, prominent side lobes which are associated with truncation 
in the frequency domain are evident in the time spectrum of fig. 6.16, because the 
rectangular truncation function does not have the desired property of gently tapering to 
zero as \s\ increases from zero to smax [147]. The rectangular truncation function was 
therefore replaced by the Hanning function
following the recommendation of Brigham [147]. When using the Hanning window, the 
choice of s„lax=T.30 GHz yielded the corrected time spectrum that was judged to be the 
most satisfactory. This spectrum is shown in fig. 6.17 together with the non-zero region 
of the truncated smeared time spectrum Q(t). Close to the edges of the time range 
Tmb£t£Tmat the corrected time spectrum oscillates wildly and therefore fails to represent 
the true time interval spectrum, owing to the finite extent of the impulse response 
FT*[wH(s)/r(s)\ of the deconvolution filter.
0
Wo(5)= lL ( us ) 7 — 1+cos--- (6.15)
2 S'
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Fig. 6.16. The inverse discrete Fourier transform of
Qd(ti)wrd(n)lrd(n) for sma=911 MHz.
Fig. 6.17. The dashed line shows the most satisfactory 
corrected time spectrum that was obtained using a Hanning 
window. The solid line represents the non-zero region of 
<2(0-
6.1.6 Least Squares Fitting
Denoting by Tg the greatest value of t for which the corrected time spectrum was
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considered to adequately represent the true time interval spectrum, in the time range 
0<t<Tg, a model which in its most general form is given by
Xm(0=iVoexp 0n2)t
I n
[1 +aG,,(Q]+c (6-16)
was fitted to the corrected time spectrum, where N0 and tm  are as defined in section 5.1, 
a is the product of the coefficient A22 for the 356-81 keV y-y cascade and a factor which 
reflects the angular separation of the detectors, all geometrical effects and the absorption 
and scattering of the 356 and 81 keV y-rays in the source and surrounding materials, and 
c represents the chance interval distribution which is assumed to be uniform. In adopting 
the model defined by eq. (6.16) it is assumed that A22 is significant but A ^  is negligible, 
which seems reasonable since one of the more precise determinations of the directional 
correlation coefficients for the 356-81 keV y-y cascade yielded A22=0.038±0.002 and 
A^=-0.003±0.002 [142]. Recognising that various distinct types of binding site might 
exist for the 133Ba nuclei in the source, the effective perturbation factor G22(t) was 
expressed as
M
u iG l$ ) +
i=1
/-l
1 -E « i
i-l
G k t ) ,  (6-17)
where / is the number of different types of binding site, ut is the fraction of the 133Ba 
nuclei occupying the zth type of site with which is associated a perturbation factor G22(t), 
and the summations are taken to be zero if /=1. Depending on whether the probability 
distribution of the principal component of the electric field gradient that is operative at 
the zth type of binding site was assumed to be Lorentzian or Gaussian, G22(i) was given 
the form of the field gradient-averaged perturbation factor of either eq. (2.33) or 
eq. (2.35). It should be clear from section 2.3 that in the present case of a cascade which
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proceeds via an intermediate state having a spin of 5/2, the index p  which labels the 
angular frequencies C0p that arise in the perturbation factors of eqs. (2.33) and (2.35) takes 
on all integer values from 0 to 3. Whilst the angular frequency co0 is equal to zero, the 
remaining angular frequencies are non-zero and are also unique unless the associated 
asymmetry parameter rj=l in which case co;=co2 [57]. Thus in the power spectrum 
\Qdin)lrd{n) |2 of fig. 6.15, two or three peaks in the region corresponding to £>0 are 
expected to originate from each distinct type of binding site. The fact that the positive 
frequency region of \qd(n)/rd(n) |2 is seen to feature numerous peaks indicates that many 
different types of site might exist for the 133Ba nuclei in the source, although one or more 
of the observed peaks may be due to statistical noise. However, to avoid introducing 
undue complexity into the least squares fitting problem, / was never allowed to be greater 
than 3. Indeed, in the literature it is difficult to find any evidence of a model which 
accounts for more than 2 distinct types of binding site being fitted to a TDPDC spectrum.
The model given by eq. (6.16) was fitted to the corrected time spectrum by 
minimising the quantity
m
X2 = E  W / [ X l t p - X n { t p f  (6 -1 8 )
) '  1
with respect to N0, tm, a, c, the fractions ut and the parameters that determine the 
perturbation factors Gl22(t), where m is the number of samples of the corrected time 
spectrum in the region 0<t<Tg and a time tj corresponds to the jth  sample Xd(tj) with which 
is associated a weight Wj. The weight Wj was defined to be 1/5J# where bj is an estimate 
of the precision of Xd(tj). The uncertainty 5f  was simply taken to be [Xd(tj)]m, thus 
assuming the distribution to which the single obtained value of Xd(tj) belongs to be 
Poissonian, which is equivalent to assuming that in the region 0<t<Tg, the corrected time
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spectrum closely approximates the true time interval spectrum that would have been 
acquired without the need for deconvolution if the FWHM time resolution of the 
coincidence system had been zero. By considering how the errors in the samples of Q(t) 
and R(t) propagate through the deconvolution process, a more realistic value of dj could 
be calculated. The problem of finding dj does not appear to have been discussed in the 
literature.
Three different algorithms were tested in the course of minimising %2, The first of 
these is a direct search algorithm in which small changes to the values of the parameters 
with respect to which %2 is required to be minimised are repeatedly made in such a way 
as to reduce %2 until no further reduction is possible [148]. A direct search algorithm 
requires the provision of an initial guess at the solution of the minimisation problem. To 
find initial values of N0 and c, Xd(tj) was set equal to Xm(tj) for two different values of j. 
Neglecting terms of the form aG22(tj) allowed the two simultaneous equations thus 
obtained to be solved for N0 and c, tm  being taken to be 6.27 ns [140]. Interestingly, the 
approximate value of c found in the above manner differed significantly from the height 
h of the plateau exhibited by the corrected time spectrum in the region t<0. Thus h is not 
a good guide to the value of c, and so for some unknown reason, the shape of the 
continuum due to chance intervals differs from that which can be predicted theoretically, 
as was found previously when determining R(t). Although the chance interval distribution 
cannot apparently be represented by a single constant over the entire time range of the 
TAC, it was nevertheless assumed to be uniform in the range 0<t<Tg. The parameter a 
was initially set equal to A22, which is the value that a would have in the absence of all 
geometrical effects and the absorption and scattering of the 356 and 81 keV y-rays in the 
source and surroundings. For the purpose of finding suitable initial values of the
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quadrupole frequency <% and asymmetry parameter Tfc which respectively determine the 
strength and symmetry of the nuclear quadrupole interaction at the zth distinct type of 
binding site, the angular frequency <% that arises in the associated perturbation factor 
G22(i) was postulated to correspond to one of the peaks in the positive frequency region 
of the power spectrum \qd(n)/rd(n) \2 of fig. 6.15. A second peak was then ascribed to co2i, 
bearing in mind that co7l<co2l<2co;„ the minimum and maximum values of (02i occurring for 
TJ—1 and rj~0 respectively [57]. The choice of the second peak was aided by the 
consideration that a peak corresponding to (03i=coJ{+Q)2i should also exist in 
\qd(n)/rd(n) \2 [65]. Having deduced plausible values of (%• and oo2f from the positions of 
the two selected peaks, the ratio co+co,; was formed to allow the associated value of +  to 
be estimated from graphs showing the variation with rj of co^ /cog that are provided by 
Bauer [57] for p=1, 2 and 3. The graph of co/tOg versus rj was then used to find the value 
of <% corresponding to the estimation of +  and the adopted value of 0)7i. For each of the 
/ values of z, the above methods yielded many different initial values of each of (%■ and 
r f o r  a number of reasons. Firstly, the positive frequency region of \qd(n)/rd(n) \2 exhibits 
an abundance of peaks, and it is not known which, if any, of these peaks are due to 
statistical fluctuations. Secondly, a single peak in \qd(n)/rd(n) |2 may actually arise from 
two identical angular frequencies and co2i, as mentioned earlier. Finally, it is 
conceivable that two or more angular frequencies which are associated with different types 
of binding site may be so close that they give rise to only one peak in |qd(ri)/rd(ri)\2. A 
computer program implementing a direct search algorithm was therefore run many times, 
each time using a different set of initial values of the parameters coei and Tj-. The 
probability distribution of the principal component Vzzt of the electric field gradient that 
is operative at the zth type of binding site was assumed to be either Lorentzian with
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fractional half-width Ai? or Gaussian with fractional standard deviation 8,. An initial value 
of zero was assigned to the parameter which was chosen to characterise the inhomogeneity 
of the nuclear quadrupole interaction, irrespective of whether this was A,* or 8,. The / 
distinct types of binding site were initially taken to be equally populated by setting each 
of the fractions equal to III. In order to achieve efficient operation of the employed 
direct search routine, the function requiring minimisation should be scaled so that its 
minimum value is in the range (0, 1) [148]. The function to be minimised which shall be 
denoted by was therefore taken to be the function %2 of eq. (6.18) divided by the value 
of x 2 corresponding to the initial guess at the solution of the minimisation problem. For 
efficient operation of the direct search routine it is also preferable to transform the 
parameters to be fitted so that a unit change in any of the transformed parameters 
produces a unit change in the function requiring minimisation [148], Thus, having first 
set all of the parameters to their initial values with the consequence that Xs2 was equal to 
1, each parameter in turn was multiplied by a scale factor, for various values of which the 
change in accompanying a unit change in the scaled parameter was recorded. If 
changes in of 1 or more were realised in this process, the adopted value of the scale 
factor was such that a unit change in the scaled parameter caused Xs2 to change by 
approximately unity. The value of the scale factor was otherwise chosen so that the 
greatest observed change in x 2 corresponded to the same change in the scaled parameter.
The second algorithm that was tested in the course of minimising x2 is essentially 
a refinement of the direct search algorithm described above. Inserting eq. (6.17) into 
eq. (6.16) and replacing a and ux with b=N0a and UpN^au  ^ the new parameters b and £/, 
for values of i from 1 to /, along with N0 and c, are seen to occur linearly in the fitting 
function. The existing algorithm was therefore modified so that only the non-linear
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parameters were fitted by a direct search method, the best-fit values of N0, c, b and each 
of the Ui being found by standard linear least squares techniques each time a new set of 
values of the non-linear parameters was generated by the direct search routine. Thus, on
linear parameters were obtained from the least squares solution of the overdetermined 
system of m simultaneous equations in 1+2 unknowns which for /=1, 2 and 3 has been 
verified to be represented by
for integer values of j  from 1 to m, the summation being taken to be zero in the case of 
/=1. Although the computational method of solving the above system of equations is 
numerical in nature [149], it reliably produces results which could in principle be obtained 
analytically. Fitting N0, c, b and each of the Ut by standard least squares techniques rather
minimum, its ability to locate the required global minimum depends critically on the 
initial values of the parameters that are provided. A third algorithm which made no use 
of direct search methods was therefore developed. In this algorithm, the feasible region 
of a multi-dimensional space having one dimension allocated to each non-linear parameter 
is scanned systematically to find the absolute minimum in %2, the linear parameters again 
being fitted by standard linear least squares techniques each time a new set of values of
each occasion that the direct search routine required to be evaluated, the values of the
than by direct search therefore reduces the difficulty of the problem of minimising %2. 
Although the direct search method of minimisation is effective in finding a local
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the non-linear parameters is generated. When implementing the above algorithm, the 
primary parameters describing the nuclear quadrupole interaction at the ith type of binding 
site were taken to be co7i, 1+ and either A,- or 8„ to;i being preferred to c% because an 
upper bound for co7i is conveniently provided by the adopted value of 1.30 GHz of the 
cut-off frequency smax that appears in the definition of the Hanning truncation function. 
Zero was used as the lower bound for <%. According to the arguments of section 2.3, Th 
was restricted to the range 0<q<l. A lower limit of zero and an arbitrary upper limit of 
typically 0.15 were employed in the case of the parameter A,- or 5/ which was used to 
characterise the inhomogeneity of the interaction. Because the computer program that 
implemented the algorithm used the width of one channel of the MCA as the unit of time, 
tm was expressed in channels to obtain a guide to the range of values of tm  that it was 
necessary to consider. Accounting for the 0.02 ns error in the value of tm  that was taken 
from the literature [140] and the error in the calibration of the time scale, tm  was found 
to be 30.2±0.2 channels. Each of the non-linear parameters was allowed to take on only 
a limited number of values including those at the extremes of its specified range, the 
intervals between consecutive allowed values being equal. The allowed values of the 
parameters describing the nuclear quadrupole interaction at the ith type of binding site did 
not depend on i. Scanning of the feasible region of the multi-dimensional parameter space 
was effected by generating all possible combinations of the allowed values of the 3/+1 
non-linear parameters with the exception of those combinations which yielded identical 
descriptions of the nuclear quadrupole interactions at two or three supposedly distinct 
types of binding site. Thus, denoting by nm, na, and nA5 respectively the number of 
allowed values of tm, (0}i, ifr and the parameter A,- or 8, which was used to characterise 
the inhomogeneity of the interaction at the ith type of site, the number of sets of values
139
of the non-linear parameters that had to be generated in the scanning process when I was 
taken to be 1 was
Writing it can readily be shown that the number of sets that it was necessary
to generate in the case of 1=2 was
values of the non-linear parameters was generated, it was important to consider 
eqs. (6.20), (6.21) and (6.22) when choosing nm, na, nn and nAS. Because it was essential
reasonable computation time, it was possible for the algorithm described in this paragraph 
to fail to find the global minimum of the function
Despite the variety of different algorithms that were employed, and the fact that 
I was permitted to be as great as three whilst the probability distribution of Vzzi was 
allowed to be Gaussian or Lorentzian, great difficulty was experienced in fitting the model 
defined by eqs. (6.16) and (6.17) to the region 0<t<Tg of the corrected time spectrum. The 
best fit, which is shown along with the corrected time spectrum in fig. 6.18, was achieved 
with 1=3 using a Gaussian probability distribution of Vzzi. In obtaining the fit of fig. 6.18, 
the last of the three algorithms described previously was used in the first instance. The
iV,l 1/2 u V  AH’ (6.20)
2
(6.21)
Similarly, for 1=3, the number of required sets became
(6.22)
Since it was necessary to fit the linear' parameters and evaluate %2 each time a new set of
to restrict the number of allowed values of the non-linear parameters in order to achieve
140
values of the parameters thus acquired were then used as an initial guess at the solution 
of the minimisation problem in a program implementing the first of the previously 
described algorithms. This program slightly refined the fitted parameter values and 
enabled the associated variance-covariance matrix to be returned by a subsidiary 
routine [148]. The parameter tm  was held fixed at 6.27 ns throughout the fitting process 
described above, since it was found that the fit could not be improved by allowing tm to 
vary. The best-fit values of the parameters and their uncertainties are presented in 
table 6.1.
Fig. 6.18. The solid line shows the fitted model which is 
superimposed on the samples of the corrected time 
spectrum and their errors in the region 0<t<Tg.
The fit shown in fig. 6.18 is considered to be highly unsatisfactory for a number 
of reasons. Firstly, the fit is qualitatively very poor, exhibiting systematic deviation from 
the corrected time spectrum for larger values of t. Secondly, the fit is quantitatively 
unacceptable since the value of %2 that corresponds to the best-fit values of the parameters 
is 14309 whilst the expectation value of %2 is only 168, this being the number of degrees 
of freedom. Thus it is hardly necessary to consult statistical tables to confirm that the
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Table 6.1. The best-fit values of the 
parameters and their uncertainties.
63±4 Mrad/s
0.49±0.09
5, 0.07±0.07
COfi2 132+2 Mrad/s
0.17±0.10
S2 0.01±0.06
®Q3 266±4 Mrad/s
% 0.60±0.02
8) 0.05±0.01
No 60700±800
a 0.59±0.05
Uj 0.26±0.04
u2 0.24±0.06
c 11000+100
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probability of the fitted model being correct is extremely small [143]. Finally, because the 
definition of the parameter a prevents it from exceeding A22, the fitted value of a that is 
given in table 6.1 establishes an experimentally determined lower limit for A22 of 
0.59±0.05 which alarmingly is more than an order of magnitude greater than the accepted 
value of A22 of 0.038±0.002 [142].
The realisation of an unsatisfactory fit has many possible explanations. The first 
of these is that the deconvolution may have been inaccurate. In particular, the method of 
determining R(t) was not ideal, since it employed a source of ^Co, the energy spectrum 
from which does not have the same shape as that from 133Ba in either of the two energy 
windows. Also, the continuum beneath the prompt coincidence peak that was observed 
in the course of determining R(t) was arbitrarily assumed to be trapezoidal in shape. 
Furthermore, the validity of approximating the continuous Fourier transforms of (2(f) and 
R(t) by their discrete counterparts was not questioned, the errors introduced into the 
discrete Fourier transforms by aliasing being assumed to be negligible [147]. In addition, 
no account was taken of the small degree of smearing that was introduced into the 
corrected time spectrum as a result of employing a Hanning truncation function in the 
frequency domain.
A second possible reason for failing to obtain a satisfactory fit is that the model 
that was used may be inappropriate. Certainly, there must be some doubt as to whether 
the chance interval distribution can really be represented by a single constant in the region 
0<t<Tg when it is clearly not uniform over the entire time range of the TAC. Also, 
allowing / to be 1, 2 or 3 only may be too restrictive in view of the large number of peaks 
that exist in the positive frequency region of the power spectrum \qd(n)/rd(n) \2 of 
fig. 6.15. Additionally, the choice of either a Gaussian or a Lorentzian probability
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distribution of Vzzi is arbitrary and might be unrealistic. It should also be noted that 
although the model allows for a probability distribution of Vzzi, it naively assumes that the 
asymmetry of the nuclear quadrupole interaction is the same at every binding site of the 
same type. Furthermore, it is possible that the assumption that the source is poly crystalline 
is incorrect, since no special precautions were taken to ensure that no preferred direction 
existed in the source. In addition, there is the possibility that the observed perturbation is 
not due to a static electric quadrupole interaction, but is due instead to a time-dependent 
interaction associated with the rearrangement of the elections orbiting the 133Cs nucleus 
that occurs when this nucleus is formed by the electron capture decay of 133Ba. The "after 
effects" of the electron capture are expected to be important if the source is a poor 
conductor [43,55]. The time-dependent interaction that is caused by these after effects is 
not of the type described in section 2.4, but is known to result in featureless TDPDC 
spectra [150]. The existence of prominent peaked features in the corrected time spectrum 
of fig. 6.17 therefore suggests that the observed perturbation is due to a static electric 
quadrupole interaction, as desired.
The third possible explanation for the realisation of an unsatisfactory fit is that the 
errors in the samples of the corrected time spectrum have been estimated rather crudely 
with the consequence that the weights Wj may be slightly incorrect. If, as might be 
suspected, the errors have been underestimated, then a more realistic assessment of the 
errors would improve the goodness of fit as specified by %2.
The final possible explanation for the failure to obtain a satisfactory fit is simply 
that the methods employed in the fitting process may have been unsuccessful in their 
attempts to find the global minimum of the function %2.
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6.2 The 121-280 keV Cascade in 75As
6.2.1 Introduction
The electron capture decay of the radioisotope 75Se feeds a 121-280 keV y-y cascade in 
75As which proceeds via an intermediate state having a spin of 5/2 and a half-life of 
280 ps [58], as shown in fig. 6.19. A TDPDC study of this cascade was carried out for 
the purpose of assessing the feasibility of using the TDPDC technique in an investigation 
of 75Se-labelled selenoproteins.
5/2+ 0 
EC/ 75Se
5/2+ 401 / .
401
9/2+
136 121 97
1 304 /
5/2-
304 25
280 .
3/2- 280 81 is, 265 1
1/2-
265 66
199
3/2-
199
o1
II As^
Fig. 6.19. Partial decay scheme of 75Se. Energies of levels and transitions 
are in units of keV.
6.2.2 Sum-Coincidence Effects
It should be clear from the decay scheme of fig. 6.19 that it is possible for the TDPDC 
study of the 121-280 keV cascade in 75As to suffer interference from sum-coincidence 
effects. In particular, the detection of a single 121 keV y-ray may be mimicked if both the
145
97 keV and 25 keV y-rays emitted by the same nucleus deposit all of their energy in the 
first detector. In addition, the coincident detection of either the 81 keV and 199 keV 
y-rays or the 15 keV and 265 keV y-rays in the second detector can imitate the detection 
of a 280 keV y-ray. The significance of the sum-coincidence effects was assessed 
following the methods of subsection 6.1.2, the required nuclear data and directional 
correlation coefficients being taken from [58], [151] and [152]. For a typical 
source-detector distance of 50 mm, the sum-coincidence interference associated with the 
97 keV and 25 keV y-rays was found to be no greater than approximately 9xl0‘3% for any 
angular separation co of the detectors. In fact this is a conservative estimate, because of 
all the pairs of genetically-related 97 keV and 25 keV y-rays which deposit their full 
energy in the first detector, only a small fraction are seen as coincident on account of the 
fact that the 25 keV transition proceeds from a long-lived intermediate state having a 
half-life of 16.9 ms [58]. The interferences associated with the 81-199 keV and 
15-265 keV cascades were found to be nowhere greater than approximately 3xl0'3% and 
4xl0'4% respectively. The sum-coincidence effects were therefore considered to be 
insignificant.
6.2.3 Competing Cascades
The TDPDC study of the 121-280 keV cascade in 75As can also suffer interference from 
the 136-265 keV and 97-304 keV y-y cascades, owing to the finite energy resolution of 
the detectors. In the case of each of the potentially interfering cascades, interference 
occurs if the full-energy peaks generated by the first and second components of the 
cascade overlap the regions of interest defined by the TSCAs associated with the first and 
second detectors respectively. Thus when either the 136-265 keV cascade or the
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97-304 keV cascade contributes to the measured time interval spectrum, it is the first 
component of the cascade that initiates the conversion cycle of the TAC and the second 
component that terminates the cycle. As a consequence, there is no region of the time 
spectrum associated with the 121-280 keV cascade that is undistorted by the interfering 
cascades. If the distortion is significant, account of it must be taken in the process of 
deriving the parameters describing the nuclear quadrupole interaction by least squares 
fitting. It is therefore desirable to set the regions of interest defined by the TSCAs so as 
to render negligible the contribution of the interfering cascades to the observed time 
spectrum.
The methods described in subsection 6.1.3 were used to assess the significance of 
the competing cascades for various suggested settings of the energy windows, taking the 
required nuclear data and directional correlation coefficients from [58], [152] and [153]. 
For any of the proposed energy window settings, the contribution of the 97-304 keV 
cascade to the observed portion of the time spectrum was found to be negligible by virtue 
of the fact that this cascade proceeds via a long-lived intermediate level having a half-life 
of 16.9 ms [58]. Thus it was only necessary to consider the interference from the 
136-265 keV cascade. The lower limit of the energy window defined by the TSCA 
associated with the first detector was therefore chosen to be the left-hand extreme of the 
full-energy peak corresponding to the 121 keV y-ray. Similarly, the upper limit of the 
energy window defined by the TSCA associated with the second detector was chosen to 
coincide with the right-hand extreme of the full-energy peak generated by the 280 keV 
y-ray. The magnitude of the interference from the 136-265 keV cascade was therefore 
controlled entirely by the upper limit of the energy window defined by the first TSCA and 
the lower limit of the energy window defined by the second TSCA. Unfortunately, these
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two limits could not be chosen in such a way as to restrict the interference to a tolerable 
level without unduly compromising the rate at which desired events contributed to the 
observed time interval spectrum, as will be discussed in subsection 6.2.4. Thus, in the 
process of least squares fitting, it was necessary to take account of the interference from 
the 136-265 keV cascade.
6.2.4 Experimental Procedure
The experimental procedure is similar to that which was described in subsection 6.1.4, 
with certain exceptions. As an aid to discriminating against the 136-265 keV cascade, the 
angular separation co of the detectors was set to tc/2, because by taking the directional 
correlation coefficient A44 to be zero for each of the 136-265 keV and 121-280 keV 
cascades, the ratio Pc0J P des of eq. (6.5) for the present case in which the 121-280 keV 
cascade is of interest and the 136-265 keV cascade competes was found to be minimum 
for co=7t/2. It should however be noted that in the case of a centred point source and 
cylindrical detectors, the choice of co=7t/2 compromises the magnitude of the coefficient 
of G22(t) in the experimentally observed perturbed directional correlation, as will be 
evident from eq. (5.18). With the lower limit of the energy window defined by the first 
TSCA and the upper limit of the energy window defined by the second TSCA set as 
described in subsection 6.2.3, the upper limit of the energy window defined by the first 
TSCA and the lower limit of the energy window defined by the second TSCA were 
initially set to 96 keV and 325 keV respectively with the result that the interference from 
the 136-265 keV cascade was calculated to be approximately 9%. However, with the 
above window settings and the available source of 75Se, only about 4 coincidence counts 
per second were recorded. The energy windows were therefore broadened by setting the
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upper limit of the energy window defined by the first TSCA to 100 keV and the lower 
limit of the energy window defined by the second TSCA to 290 keV, thereby allowing 
approximately 20% interference from the 136-265 keV cascade. For compatibility with 
the lower limits of the chosen energy windows, the discriminator thresholds of the CFDs 
associated with the first and second detectors were established as 120 mV and 225 mV 
respectively, following the crude method described in subsection 6.1.4.
The TDPDC study of the 121-280 keV cascade employed a 75Se source having an 
activity of approximately 7.4xl05 Bq. This source was derived from a 1 mCi (3.7xl05 Bq) 
pack of 75Se-labelled sodium selenite in aqueous solution that was purchased from 
Amersham International pic [154]. The vessel that contained the source was a glass 
capillary tube, the diameter and height of which were chosen to be 2 mm and 45 mm 
respectively in anticipation that the radioactive liquid supplied by Amersham would have 
a volume of up to 7 ml [154]. In fact the active solution provided by Amersham had a 
volume of only 0.135 ml, and so had to be diluted with de-ionised water before an aliquot 
having an activity of nominally 7.4xl05 Bq could conveniently be dispensed into the 
capillary tube. This tube was mounted in a plastic collar which fitted closely onto the top 
of the aluminium platform incorporated into the mechanical apparatus so that the axis of 
the cylindrical volume of active liquid was perpendicular to the plane of rotation of the 
movable detector. The height of the aluminium platform was adjusted in an effort to 
position the geometric centre of the active volume at the point of intersection of the axes 
of the two detectors. Having set co to jc/2, the stipulation that the two detectors be 
equidistant from the source established a minimum source-detector distance of 47.5 mm 
on account of the dimensions of the soft iron shields that surround the detectors. In fact, 
the minimum source-detector distance was adopted since the corresponding singles rates
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in the two detectors were approximately 93 kHz and so were less than the maximum 
allowed count rate Nntax that is given by eq. (3.7). The complete energy spectrum from 
75Se that was observed in the course of setting the lower level (E) and window (AE) 
controls of the TSCA associated with the first detector is shown in fig. 6.20.
Channel Number
Fig. 6.20. The energy spectrum from the cylindrical source 
of 75Se.
In view of the fact that the 280 keV level of 75As has a short half-life of only 
280 ps [58], the time range of the TAC was set to its minimum value of 20 ns. The 
smallest time interval between Start and Stop inputs that was consistent with linear 
operation of the TAC was therefore established as nominally 5 ns [115]. In practice, 
however, the beginning of the linear range of the TAC was found to correspond to a time 
interval of approximately 9 ns between Start and Stop inputs. It was therefore appropriate 
to switch the passive delay in the fast channel to 18 ns in anticipation of the contribution 
of the 121-280 keV cascade to the observed time interval spectrum propagating a few 
nanoseconds below t=0 on account of the finite time resolution. The ADC gain of the 
MCA was chosen to be 512 so that approximately 6 channels were provided over a time
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range corresponding to the 280 ps half-life of the 280 keV level o f 75As. The spectrum 
of TAC output pulse heights was collected for a period of time in which the MCA was 
live for approximately 46 hours. The spectrum thus obtained is shown in fig. 6.21.
Fig. 6.21. The recorded time interval spectrum from the 
cylindrical source of 75Se. 1 channel represents 44.4+0.4 ps.
Fig. 6.22. The time interval spectrum observed as a result 
of replacing the 75Se source with a point source of 60Co. 1 
channel represents 44.4±0.4 ps.
For the purpose of determining the time resolution function R(t) that was effective
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in the course of measuring the time spectrum of fig. 6.21, the 75Se source was replaced 
with a 3.7xl05 Bq point source of 60Co. The spectrum of TAC output pulse heights was 
collected until the MCA had been live for approximately 112 hours. Fig. 6.22 gives the 
resulting spectrum.
The method used to calibrate the TAC was similar to that described in 
subsection 6.1.4, although on this occasion, each of the two distinct calibration points that 
were obtained corresponded to one of the extremes of the linear range of the TAC. The 
calibration was found to be 44.4±0.4 ps/channel.
6.2.5 Attempted Time Spectrum Deconvolution
Following the methods of subsection 6.1.5, an attempt was made to remove the effects of 
the finite time resolution from the time spectrum of fig. 6.21 by deconvolution. The 
non-zero samples of the truncated smeared time spectrum Q(t) that was formed from the 
raw data of fig. 6.21 are shown in fig. 6.23. The experimentally determined time 
resolution function R(t) that was derived from the time spectrum of fig. 6.22 is given in 
fig. 6.24. The FWHM time resolution that was effective in the course of the experiment 
is 1.09±0.02 ns.
A Hanning truncation function was employed in the frequency domain, since a 
rectangular truncation window was again found to be of little value. However, in choosing 
the cut-off frequency smax to discriminate against statistical noise a significant degree of 
smearing was introduced into the modified time spectrum. Indeed, none of the modified 
time spectra which were generated for various values of smax were considered to be more 
satisfactory than the spectrum of fig. 6.25 which was obtained with smax= 1.27 GHz. Since 
this spectrum does not exhibit the desired discontinuity at r=0, the attempted
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deconvolution of the time spectrum of fig. 6.21 was deemed to have failed.
Fig. 6.23. The 495 non-zero samples of the function Q(t).
Fig. 6.24. The experimentally determined samples of the 
time resolution function R(t).
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Fig, 6.25. The modified time spectrum for +^=1.27 GHz.
6.2.6 Least Squares Fitting
Owing to the failure of the deconvolution, it was necessary to account for the finite time 
resolution in the least squares fitting process. The general form of the model that was 
employed is
Xjf)=m-t)+h(f)NoQxp
(ln2)f
1^/2
[ U a G j t ) V L nm(tyc\*R(t), <6-23)
where h(t) is the Heavy side step function, N0 and tm are as defined in section 5.1, a is 
now the product of A22 for the 121-280 keV y-y cascade and a factor reflecting co, all 
geometrical effects and the absorption and scattering of the 121 and 280 keV y-rays, and 
in the true time interval spectrum that would have been obtained if the FWHM time 
resolution of the spectrometer had been zero, c represents the chance interval distribution 
in the region t>0, d is the amount by which the height of the chance interval continuum 
in the region t<0 exceeds c, and Icom(t) is a function representing the interference from the
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136-265 keV cascade. The model defined by eq. (6.23) was fitted to the non-zero region 
of Q(t). The coefficient A44 was neglected since it has been reported [152] that in the case 
of the 121-280 keV y-y cascade, A22=-0.404±0.006 whilst A44=0.002±0.009. G22(t) was 
taken from eq. (2.39), which gives the perturbation factor for a rapidly fluctuating electric 
quadrupole interaction. Because the competing 136-265 keV cascade proceeds via an 
intermediate state having a half-life of only 12 ps [58], the 136 and 265 keV y-rays were 
considered to be emitted in prompt coincidence. Icom(t) was therefore assumed to be 
directly proportional to a 8-function, and so the convolution Icom(t)*R(t) was written simply 
as eR(t), where e is a constant.
The fitting was again accomplished by minimising the quantity %2 that is defined 
in eq. (6.18), although on this occasion, minimisation was performed with respect to d, 
N0, tl/2, a , e, c and the relaxation constant 7^  that is characteristic of the rapidly fluctuating 
quadrupole interaction, Xd(t}) denoted the /th non-zero sample of Q(t), and m was 
redefined as the number of such samples. As in subsection 6.1.6, the weight Wj was 
defined to be 1/d/, where the uncertainty 8jin Xd(tj) was taken to be [Xd(tj)]112. Thus it was 
assumed that the single measurement of Xd(tj) belonged to a Poisson distribution. This 
assumption is expected to be valid because Xd(tj) is not a derived quantity but is a directly 
measured number of counts [96].
In minimising %2, use was initially made of an algorithm which was similar to the 
second of the three algorithms described in subsection 6.1.6. By replacing a with b=N0a, 
the new parameter b, along with d, NQi e and c, is seen to occur linearly in the fitting 
function. The non-linear parameters were fitted by direct search, the best-fit values of b, 
d , N0, e and c being found by standard linear least squares techniques on each occasion 
that a new set of values of the non-linear parameters was generated by the direct search
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routine. The initial value of tm  was taken to be 280 ps. The algorithm was implemented 
for various different initial values of X2, the choice of which was guided by the 
observation that in TDPDC studies carried out elsewhere, X2 has typically been found to 
lie in the range 2.5xl05-2.5xl08 s'1 [43,44,65,150,155]. The function %2 of eq. (6.18) was 
again divided by the value of %2 corresponding to the initial values of the non-linear 
parameters to yield the function to be minimised which shall be denoted by y j .  The 
convolution J(t)=h(-t)*R(t) was evaluated numerically following the methods of 
Brigham [147] prior to the execution of the direct search routine. Each time this routine 
required to be calculated, the functions K(0={/!(r)exp[-(ln2)r/q/2] } *R{t) and 
T(0= {/!(r)exp[-(X2f1/2+ln2)z/q/2] } *R(t) were determined numerically, after which the values 
of the linear parameters were obtained from the least squares solution of the 
overdetermined system of m simultaneous equations in 5 unknowns that is represented by
{ W /i t j ) }d+ { WjK(tj)}N0+{WjL(tp)b+{WjR{tj))e+{W j )c=W pCftp  (6.24)
for integer values of j  from 1 to m.
The values of the parameters that were obtained by the methods described in the 
preceding paragraph were used as an initial guess at the solution of the minimisation 
problem in a program implementing an algorithm which was similar to the first of the 
three algorithms discussed in subsection 6.1.6. The execution of this program allowed an 
auxiliary routine to return the variance-covariance matrix associated with the fitted 
parameter values. These best-fit values are given with their errors in table 6.2. The fitted 
function Xm(t) is shown superimposed on the non-zero region of <2(0 in fig. 6.26.
For a number of reasons, the fit shown in fig. 6.26 is considered to be 
unsatisfactory. Firstly, there are clearly regions of time in which the fitted model fails to
156
adequately represent Q(t). Secondly, the value of %2 that corresponds to the best-fit values 
of the parameters is 22642, and so is greatly in excess of the number of degrees of 
freedom which is only 488. Finally, only the fitted values of the uninteresting parameters 
d, e and c are reasonably precise. Each of the remaining best-fit values is smaller than its 
own error.
Table 6.2. The fitted parameter values and 
their errors.
d 400±20
No (Q±2)xl08
h p . 100±300 ps
b (0±2)xl08
e (1.6±0.2)xl06
c 253+7
X2 (G±4)xl010 s'1 ;
Various explanations for the realisation of an unsatisfactory fit can be proposed. 
The first of these is that the method of determining R(t) was somewhat imperfect because 
the energy spectrum from the 60Co source that was employed in the determination of R(t) 
does not have the same shape as that from 75Se in either of the two selected energy 
windows, and it was necessary to assume arbitrarily that the continuum beneath the 
prompt coincidence peak of fig. 6.22 was trapezoidal in shape.
157
Fig. 6.26. The solid line shows the fitted function Xm(t) 
which is superimposed on the non-zero samples of Q(t) and 
their errors.
The use of a model which is perhaps inappropriate is a second possible reason for 
failing to obtain a satisfactory fit. In particular, there must be some doubt as to whether 
one constant in the region t<0 and another constant in the region t>0 are really a true 
representation of the chance interval spectrum that would have been observed if the 
FWHM time resolution of the spectrometer had been zero. The assumption that the 75As 
exists in a single chemical form in the radioactive solution that comprises the source is 
also open to question. Furthermore, the employed model fails to allow for chemical 
inhomogeneity or for electric field gradients which do not possess axial symmetry. In 
addition, although the expression exp(A/) strictly represents the perturbation factor only 
for values of t which greatly exceed the correlation time xc, it has been assumed to be an 
adequate representation of G22(t) for all f>0. The model is therefore inaccurate in a time 
range which, on account of the finite time resolution, is considerably greater than the 
range of time in which the condition f>xc is not met. It is also possible that the assumed 
form of the perturbation factor was rendered incorrect by the after effects of the electron
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The third possible explanation for the realisation of an unsatisfactory fit is that the 
statistical uncertainty in the samples of R(t) gives rise to an error in XJjtj) of which no 
account has been taken.
Finally, it is again conceivable that the algorithms employed in the fitting process 
did not succeed in locating the global minimum of the function %2.
capture decay of 75Se.
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Chapter 7
Conclusions and Further Work
The application of the TDPDC technique to the study of the static electric quadrupole 
interactions experienced by an ensemble of probe nuclei bound to an immobilised protein 
provides information concerning the structure of the protein. In particular it is possible to 
find the fraction of probe nuclei occupying each of a number of distinct types of binding 
site in the protein, and the strength, symmetry and inhomogeneity of the nuclear 
quadrupole interaction occurring at each different type of site. The observation of the 
slowly fluctuating electric quadrupole interactions undergone by an ensemble of probe 
nuclei bound to a protein in a viscous liquid yields all of the information mentioned 
above, and also gives the diffusion constant for the protein in the liquid. Knowledge of 
the diffusion constant facilitates determination of the associated correlation time from 
which the radius of the protein may be derived. The use of the TDPDC technique in the 
study of the rapidly fluctuating electric quadrupole interactions experienced by an 
ensemble of probe nuclei bound to a protein in a dilute solution is rather unattractive for 
two reasons. Firstly, the mathematical models of the perturbations of the directional 
correlation that are caused by rapidly fluctuating interactions are not fully developed, 
being restricted to axially symmetric homogeneous interactions and observation times that 
greatly exceed the correlation time in the solution. Secondly, the application of the 
TDPDC technique to the study of a protein in a dilute solution yields the fraction of probe 
nuclei occupying each of a number of distinct types of binding site in the protein, but for 
each different type of site provides only the product of the correlation time for the protein
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For the 1.173 and 1.332 MeV y-rays emitted in the decay of 60Co, the time 
resolution of the spectrometer described in Chapter 3 was found to be 354±10 ps, which 
is markedly worse than the values of around 100 ps reported elsewhere [59-63]. The 
realisation of poor time resolution is believed to be largely due to a suboptimal yield of 
photoelectrons ejected by the fast component of the scintillation light of BaF2, although 
this yield was difficult to measure. Unduly large time spreads in both the light collection 
process and the transit of electrons in the PM tube may also be partly to blame for the 
poor time resolution.
At 662 keV, the energy resolutions of the two detectors were found to be 
14.7±0.2% and 15.1±0.3% respectively, and so are inferior to the resolutions of around 
10% that are more typical [62,63,121]. The principal reason that the energy resolutions 
are so poor is that the total photoelectron yields of the two detectors are considerably less 
than the best reported yield of 2500 photoelectrons/MeV [62], being only 1220±50 and 
1110+40 photoelectrons/MeV respectively. However, the poor energy resolution of each 
detector may also be due in part to an unnecessarily strong influence of the photocathode 
on the distribution of heights of pulses obtained from the anode.
It is recommended that in future, each of the cylindrical scintillators should be 
replaced by a BaF2 crystal having dimensions which are properly suited to the useful 
diameter of the photocathode of the associated PM tube so that all of the scintillation 
photons that pass through the entrance window of the PM tube will be incident on the 
photocathode. Coupling to the edge of the photocathode should be avoided because edge 
coupling compromises the photoelectron collection efficiency for UV photons [156],
in the solution and the ensemble average of the square of the principal component of the
electric field gradient.
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causes undue transit time spread in the PM tube [122] and results in a poor pulse height 
response for edge events, particularly when the voltage of the grid g l  that is shown in 
fig. 3.5 is adjusted for optimum time resolution of the scintillation counter, rather than for 
maximum output pulse height with point illumination at the edge of the 
photocathode [158]. The new scintillators should be truncated cones or pyramids since, 
compared with cylindrical scintillators, conical and pyramidal scintillators offer more 
efficient and faster light collection [62,88,90,145,157]. It is important that the selected 
scintillators exhibit high transmission in the UV region [125] because the self-absorption 
of different samples of BaF2 varies widely [121,122], an optical absorption band at 
205 nm being caused by contaminant Pb2+ ions inadvertently introduced into the BaF2 
lattice during crystal growth [124]. More attention should be paid to the cleanliness of the 
scintillator surfaces, since oil, fat and water vapour adhered to the surface of a BaF2 
crystal are found to reduce the UV output of the crystal [117,124,125]. A BaF2 scintillator 
can successfully be cleaned by first using an abrasive material such as alumina, emery 
paper or glass paper to regrind the surfaces of the scintillator other than the polished 
surface for coupling to the window of a PM tube, and subsequently washing all of the 
surfaces with a solvent such as acetone, ethanol or methanol [61,85,105,117,121,125]. The 
resulting improvement in performance is, however, only temporary unless the scintillator 
is housed in a moisture-tight enclosure [125]. In addition to the purity, shape, dimensions 
and cleanliness of a BaF2 scintillator, its light gathering properties are determined by the 
grain size of the abrasive material that is used to regrind each area element of the 
unpolished surfaces, and the choice of reflector for each surface element. The quest for 
an optimum surface treatment should be aided by Monte Carlo methods [145]. It should 
be borne in mind, however, that on account of its low viscosity, the fluid that couples the
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scintillator to the quartz entrance window of the PM tube has a tendency to come into 
contact with the reflector [121]. Since the coupling fluid reacts chemically with Teflon, 
thereby deteriorating its reflecting properties, a reflector other than Teflon must be used 
in the vicinity of the interface between scintillator and entrance window if the mounting 
of the scintillator on the PM tube is required to be permanent [60,85,121].
Other improvements to the time spectrometer can be envisaged. The recently 
introduced Hamamatsu R2083Q PM tube offers timing characteristics which are 
apparently superior to those of the Philips XP2020Q, and so may in future be the PM of 
choice for use in conjunction with BaF2 [61]. The time resolution of the spectrometer 
could possibly be upgraded by judiciously filtering the dynode signal from each PM tube 
before presenting it to the input of a time pick-off device [159]. The counting statistics 
obtainable in TDPDC experiments would be greatly improved by replacing the simple 
spectrometer described in Chapter 3 with an elaborate multi-detector system [83,160].
The failure of the existing time spectrometer to provide a means of accurately 
centring the radioactive source affects the manner in which TDPDC experiments must be 
conducted. In particular, there is no advantage in recording TDPDC spectra for more than 
one value of the angular separation of the detectors. Consequently, in addition to values 
of the parameters of interest which determine the perturbation factor G22(f), the least 
squares fitting process must provide values of an overall scaling factor, the half-life of the 
intermediate level via which the cascade under study proceeds, one or two parameters 
representing the chance interval distribution, the coefficient of G22{t) and, if the directional 
correlation coefficient A44 cannot be neglected, the coefficient of G44{t) also.
To assess the viability of deriving the parameters that determine G22(t) from a 
single time spectrum, a TDPDC study of the 356-81 keV y-y cascade in 133Cs was carried
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out. The smeared TDPDC spectrum that was obtained was partially corrected for the 
effects of the finite time resolution to yield an unfolded time spectrum to which attempts 
were made to fit a suitable model. However, the fitting of the model to the unfolded time 
spectrum proved to be very difficult. It was suggested in Chapter 6 that the realisation of 
an unsatisfactory fit may be due to an inaccurate deconvolution of the smeared TDPDC 
spectrum, the use of an inappropriate model, the crude estimation of the errors in the 
samples of the unfolded time spectrum and the employment of methods of least squares 
fitting which were unsuccessful in locating the global minimum of %2. One of the reasons 
that the utilised model may be inappropriate is that the assumption that the 133Ba source 
is polycrystalline is possibly incorrect. In deciding how to deal with the postulated lack 
of polycrystallinity, it will be prudent to refer to the equation giving the perturbation 
factor for a static interaction in a single crystal [55]. However, according to Netz and 
Bodenstedt [74], the phenomenon of electric field gradients which are not randomly 
oriented can be accounted for in the least squares fitting procedure by handling the 
coefficients of the terms coscopt that arise in the perturbation factors of eqs. (2.33) 
and (2.35) as free parameters. If making allowance for the possibility that the source is 
not polycrystalline proves to be the key to fitting a model to the unfolded time spectrum, 
then it may not be too important to strive for polycrystallinity of the source in future 
TDPDC studies. If polycrystallinity of the source is indeed found to be unimportant, then 
the possibility of using a frozen solution as the source will become viable. A second step 
towards improving the fit is to make a more realistic assessment of the errors in the 
samples of the unfolded time spectrum by considering how the errors in the samples of 
the smeared TDPDC spectrum and the time resolution function propagate through the 
deconvolution process. It should be noted that the errors in the samples of the unfolded
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time spectrum are not independent. The correlation of these errors must be borne in mind 
when attempting to use statistical tables to find the probability of obtaining a value of %2 
greater than that which corresponds to the best-fit values of the parameters, given that the 
fitted model is the correct one. Further improvements to the fit will possibly be achieved 
by employing alternative algorithms in the minimisation of %2. The method of simulated 
annealing which is designed to avoid local minima while searching for global minima may 
prove particularly useful [161,162]. The suggested steps to improve the fit may yet 
demonstrate that the procedure of deriving the parameters that determine G22(0 from a 
single time spectrum is viable, thereby obviating the need to construct a mechanical 
apparatus which allows the source to be precisely centred.
A TDPDC study of the 121-280 keV y-y cascade in 75As was performed for the 
purpose of assessing the feasibility of using the TDPDC technique in an investigation of 
75Se-labelled selenoproteins. Attempts were made to fit a suitable model to the smeared 
TDPDC spectrum that was obtained in the course of the study. Unfortunately, the fitting 
proved to be very problematic, which indicates that it would be certainly difficult and 
perhaps unfeasible to apply the TDPDC technique to an investigation of 75Se-labelled 
selenoproteins. The possible explanations for obtaining an unsatisfactory fit that were 
proposed previously are the inaccurate determination of the time resolution function of the 
spectrometer, the use of a possibly inappropriate model, the failure to account for the 
errors in the samples of the fitting function, and the employment of least squares fitting 
methods which may be inadequate. However, some of the doubts about the validity of the 
model would not be present when applying the TDPDC technique to the study of a 
75Se-labelled selenoprotein. Firstly, the assumption that the 75As exists in a single chemical 
form in the source would not be made. Secondly, because the protein would be either in
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a viscous solution or completely immobilised in order to enable structural information to 
be obtained, the employed model would allow for chemical inhomogeneity and electric 
field gradients which are not axially symmetric, and would be strictly valid for all t. 
Finally, in view of the fact that proteins are believed to be fairly good conductors [43], 
the influence of the after effects of the electron capture decay of 75Se may well be less 
severe. Furthermore, it is hoped that in future studies, account will be taken of the errors 
in the samples of the fitting function, and the least squares fitting methods will be refined 
by utilising alternative algorithms to minimise %2. Thus the present evaluation of the 
feasibility of using the TDPDC technique in an investigation of 75Se-labelled 
selenoproteins is perhaps unduly pessimistic.
In future, more attention should be paid to the rather persistent problem of 
accurately determining the time resolution function that is effective in the course of 
recording a TDPDC spectrum. It is also desirable to investigate the observation that each 
of the chance interval distributions that were obtained in the process of performing the 
experiments described in Chapter 6 differ from the theoretical distribution. In any TDPDC 
experiment undertaken hereafter, the ADC gain of the MCA should be chosen such that 
significant aliasing in the discrete Fourier transforms of the samples of the smeared 
TDPDC spectrum and the time resolution function is restricted to an acceptable frequency 
range [147]. Reducing the effects of aliasing allows a higher cut-off frequency to be 
adopted in the deconvolution process and therefore lessens the degree of smearing in the 
time domain that is caused by truncation in the frequency domain.
Improving the energy resolution of the detectors by implementing the measures 
described earlier will enhance the effect to which judicious energy selection can combat 
the interference from competing cascades that arises in TDPDC experiments, and will
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allow broader energy windows to be employed in the slow channel of the time 
spectrometer, thereby increasing the rate at which desired events contribute to the TDPDC 
spectrum. This rate will be further augmented by adopting more exacting methods of 
determining the discriminator thresholds of the CFDs, as discussed in subsection 6.1.4. 
In a measurement of the time resolution function that takes effect when recording a 
TDPDC spectrum, the use of a 68Ga source instead of a source of 60Co is expected to 
result in a greater coincidence count rate for the reasons given in subsection 6.1.4. Thus 
the improvements listed above collectively serve to reduce the relative statistical 
uncertainty in the samples of the smeared TDPDC spectrum and the time resolution 
function, thereby allowing a higher cut-off frequency to be employed in the deconvolution 
process.
It is expected that if the time resolution of the spectrometer is upgraded in the 
manner described previously, the problem of being unable to accurately determine the 
time resolution function that is operative in the course of recording a TDPDC spectrum 
will become less significant with the result that the procedure of deconvolution will 
become more successful, as will that of accounting for the finite time resolution in the 
least squares fitting process. Furthermore, the time resolution function will have a broader 
frequency spectrum and so will give rise to less severe problems with the amplification 
of statistical noise in the deconvolution process in which a higher cut-off frequency will 
consequently be able to be employed.
The short half-life of the 280 keV level of 75As dictates that it would be very 
difficult to detect a weak perturbation of the directional correlation of the 121-280 keV 
y-y cascade in 75As in the presence of statistical noise, even if the FWHM time resolution 
of the spectrometer were zero. Thus there is considerable motivation for exploring the
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possibility of using the TDPDC technique in an investigation of selenoproteins which are 
labelled with a radioisotope of selenium other than 75Se. However, it appears that the only 
viable alternative to 75Se is 73Se, the decay of which feeds an abundant 361-67 keV y-y 
cascade in the 73As daughter which is well suited to being the subject of a TDPDC study. 
An abridged decay scheme of 73Se is given in fig. 7.1 [141].
Fig. 7.1. Abridged decay scheme of 73Se. Energies of levels and transitions 
are in units of keV.
73Se is principally produced from targets of 70Ge and 75As by means of the 
70Ge(a, n) and 75As(d, 4n) reactions [56] which respectively require energies of around 
10 MeV [163] and 190 MeV [164]. In view of the requirement of separating the 73Se 
activity from the target material and subsequently allowing the 73Se to bind to a protein, 
the 7.15 hour half-life of 73Se at first appears to be problematic. However, it should be 
borne in mind that Bauer [57] has successfully applied the TDPDC technique to studies 
of lllmCd-labelled zinc enzymes, despite the fact that the half-life of lllmCd is only
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49 minutes. Thus the short half-life of 73Se is not necessarily prohibitive.
Compared to the TDPDC study of the 121-280 keV y-y cascade in 75As, that of the 
361-67 keV y-y cascade in 73As is expected to be less influenced by after effects for two 
reasons. Firstly, the 428 keV level from which the 361-67 keV cascade in 73As proceeds 
has a half-life of 5.5 (Lis [141], whilst the half-life of the 401 keV level which feeds the 
121-280 keV cascade in 75As is only 1.67 ns [58]. Secondly, of those 73Se nuclei that 
decay to the 428 keV level o f 73As, only 35% do so by the process of electron capture 
with which is associated rather severe after effects, the remaining 65% decaying by the 
competing process of positron emission [141]. Contrastingly, 100% of those 75Se nuclei 
that decay to the 401 keV level o f 75As do so by electron capture [58]. Thus, considering 
an atom of 73Se and an atom of 75Se which are initially situated in identical environments, 
but subsequently decay to form an atom o f73As having a nucleus which is in its 428 keV 
state and an atom o f 75As of which the nucleus is in its 401 keV state, the probability of 
the 73As atom achieving a stable configuration prior to the de-excitation of its nucleus 
exceeds that of the 75As atom similarly achieving a stable configuration prior to nuclear 
de-excitation.
As mentioned in subsection 6.1.1, the energy of each component of the 
361-67 keV cascade in 73As is close to that of the corresponding component of the 
356-81 keV cascade in 133Cs. The time resolution that will be realised in the course of 
recording the spectrum of time intervals separating the emissions of the two components 
of the 361-67 keV y-y cascade in 73As is therefore expected to be similar to that which 
was obtained when measuring the time interval spectrum corresponding to the 356-81 keV 
y-y cascade in 133Cs. Furthermore, the half-life of the intermediate level via which the 
361-67 keV cascade in 73As proceeds is 4.95 ns [141], and so is not considerably less than
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the 6.27 ns half-life of the intermediate level associated with the 356-81 keV cascade in 
133Cs [140]. Thus the fact that the experiment described in section 6.1 clearly revealed a 
perturbation of the directional correlation of the 356-81 keV y-y cascade in 133Cs indicates 
that it should be possible to detect a perturbation of the directional correlation of the 
361-67 keV y-y cascade in 73As. If for some unforeseen reason the application of the 
TDPDC technique to the study of 73Se-labelled selenoproteins proves to be unfeasible, 
then it will be necessary to entertain the possibility of employing a suitable isotope of a 
chemical analogue of selenium in place of 73Se.
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