Introduction {#Sec1}
============

In many technical applications, functional ceramics are employed. They are processed as thin films, multilayers or multiphase composites. Ionic and non-metallic compounds like (transition) metal oxides and nitrides, silicon dioxide and silicates are used in integrated circuits as insulating and dielectric layers in miniaturised capacitors and metal-oxide field effect transistors (MOSFET) \[[@CR1], [@CR2]\]. Structured ferroelectric layers are discussed as a possible functional material for permanent memory devices (FeRAM) \[[@CR3], [@CR4]\]. Piezoelectric materials are used in mechanic actuators. Ceramic thin films are also part of many chemical and physical sensor systems, like gas sensors made from semiconducting oxides or GMR, TMR and SQUID magnetic field sensors \[[@CR5], [@CR6]\]. In solid oxide fuel cells (SOFC) mixed ionic and electronic conducting thin films are used as cathodes \[[@CR7], [@CR8]\].

Due to ongoing miniaturisation in many of these applications, the influence of inner and outer interfaces on the total properties of the system is increasing. Interfaces of a solid may exhibit a completely different microscopic structure and different thermodynamic and kinetic properties compared to the bulk. In many experimental investigations it has been shown that the mass and charge transport parallel to an interface is highly enhanced. In contrast to this observation, transport across an interface is usually hindered. Grain and phase boundaries usually act as fast transport paths along and as barriers across the interface plane.

Unlike transport in the volume, mass and charge transport in ionic materials along interfaces and its dependence on the interfacial structure are less understood. Most of the experimental \[[@CR9]--[@CR30]\] and theoretical studies \[[@CR31]--[@CR38]\] of ionic materials that can be found in the literature interpret the special properties of grain and phase boundaries for transport by the formation of space charge regions. In a space charge region, a depletion or accumulation of mobile defects occurs, causing a local variation of the transport properties close to the interface. A constant mobility is typically assumed. Especially the treatments by Maier et al. \[[@CR36], [@CR37]\] and Jiang et al. \[[@CR32]\] have to be noted.

Due to the high density of mobile charge carriers, space charge regions do not exist in metallic systems. The transport properties of grain boundaries in metals are usually attributed to a local interface structure, which differs significantly from the bulk. Important influencing factors are the local packing density (density of reciprocal lattice sites, Σ-value) for large angle boundaries and the dislocation density (depending on the tilt angle) for small angle boundaries. Compared to ionic systems much more experimental \[[@CR39]--[@CR46]\] and theoretical studies \[[@CR35], [@CR47]--[@CR50]\] can be found for grain boundary transport in metals and alloys. Only a selection of references for interfacial transport in ionic materials and metals can be given.

The question whether there is also an influence of the interface structure on the interfacial transport properties in ionic materials is only scarcely documented in the literature, notwithstanding the extensive investigation of metal grain boundaries. More specifically, there is no theoretical treatment of the qualitative and quantitative influence of interface structure on the interfacial transport properties reported. In this paper we would like to highlight this point by introducing a qualitative model based on the density of misfit dislocations and the interfacial strain. Own experimental investigations on the ionic conductivity of multilayered thin-film systems and experimental studies found in the literature will be compared with the predictions of the model.

Structural effects of the interfacial ionic conductivity {#Sec2}
========================================================

In a region close to a phase or a grain boundary between two crystallites, the intensive thermodynamic parameters like defect and component concentrations, chemical and electric potentials undergo an abrupt change. In this region large chemical and electrical potential gradients appear. Different lattice structures may also cause large elastic strains in the interface region. The physical and chemical properties of interfaces and interfacial regions differ significantly from the bulk. As mentioned above, the enhanced transport properties along interfaces and the blocked transport across interfaces are explained in many experimental and formal articles by space charge effects. Space charge models cannot be applied to extrinsic systems with a high concentration of mobile charge carriers. The extent of the space charge regions becomes very small.

To estimate the possible influence of the interface structure on the ionic transport along the interface, we consider a simplified boundary between two different phases 1 and 2 as a model \[[@CR19]\]. The phase boundary is situated between two crystallites with the same or closely related lattice symmetries. There is no tilt or twist between the low indexed lattice planes in both crystallites forming the boundary. With varying lattice mismatch *f*~12~ between the close-packed lattice planes, the interface structure changes from coherent to semicoherent with increasing density of misfit dislocations. $$\documentclass[12pt]{minimal}
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For a coherent interface the range of the stress fields into the adjacent crystallites depends on their geometry. In case that the extent of the boundary is large compared to the thickness (or to the height) of a crystallite, it will be elastically strained almost as a whole (e.g., large extended crystallites in a thin film). In case the extent of the boundary is small compared to the thickness of the crystallite, only a region close to the boundary will be strongly strained, as a relaxation of the strain can take place by deformation of the grains (e.g., columnar crystallites in thin films \[[@CR51]--[@CR53]\]).

In the following, we assume that phase 1 is the ionic conductor and phase 2 the insulator. For small lattice misfits, there is only elastic strain ɛ~12~, which can influence the transport properties of the ionic conductor. The ionic conductivity of a distinct ionic species is the sum of the partial conductivities of the mobile lattice defects that cause the charge transport. In the case of Frenkel type oxygen-ion conductors, one has to consider oxygen vacancies $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{{\rm O}^{2-}} = \sigma_{\rm V} + \sigma_{\rm I} $$\end{document}$$In the following, the index "V" is used for oxygen vacancies and the index "I" for oxygen interstitials. The partial conductivity σ~*i*~ of each mobile defect *i* depends on its free migration enthalpy $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_i = {\frac{(z_i F)^2}{RT}} c_i \beta d_i^2 \omega_{0,i} \exp\left(-{\frac{\Updelta G_i^{\rm M}}{RT}}\right) $$\end{document}$$The jump distance of the defect *i* is denoted with *d*~*i*~ and its charge number with *z*~*i*~. In case of vacancy transport, the prefactor ω~0,*i*~ depends on the vibration frequency of the regular lattice atoms. In case of interstitial transport, it depends on the vibration frequency of the defect itself. β~*i*~ is the geometry factor for the movement of the defect. For primitive cubic structures, the geometry factor is equal to 1/6.

When considering Eqs. [2](#Equ2){ref-type=""} and [3](#Equ3){ref-type=""} as well as the prevailing defect equilibrium[1](#Fn1){ref-type="fn"} one gets the following expression for the oxygen-ion conduction of an (undoped, intrinsic) oxygen-ion conductor:$$\documentclass[12pt]{minimal}
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The free migration enthalpies and the free (Frenkel) defect formation enthalpy and thus the transport parameters like $\documentclass[12pt]{minimal}
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The corresponding (isostatic) pressure *p* in phase 1 (ionic conductor) close to a coherent phase boundary caused by the biaxial elastic strain ɛ~12~ in the interface yields[3](#Fn3){ref-type="fn"}:$$\documentclass[12pt]{minimal}
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In contrast to the free migration enthalpy $\documentclass[12pt]{minimal}
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                \begin{document}$$(\partial \Updelta V^{\rm M}_{\rm V}/\partial T)_p$$\end{document}$ of the migration volume with temperature is small, the right side of Eq. [10](#Equ10){ref-type=""} can be approximated only with the migration volume. In this case, a simple linear relation between lattice mismatch *f*~12~ and the activation energy of ionic conduction in the interfacial region can be derived for a phase boundary with coherent strain proportional to the mismatch:$$\documentclass[12pt]{minimal}
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If a distinct value for the lattice mismatch is exceeded, a semicoherent phase boundary is energetically more favourable. The coherent strain is localised by the introduction of (edge-type) mismatch dislocations in the interface with a mutual distance *D*. The critical value depends on the elastic properties and on the geometry of the adjacent crystallites. For thin columnar crystallites, where the extent of the phase boundary is much smaller than the dimension perpendicular to the interface, the critical value for the mismatch is higher compared to large and flat crystallites, where the extent of the phase boundary is larger than the dimension perpendicular to the interface. As already discussed above, in the former case strain relaxation by shear of the crystallites is possible.

Each misfit dislocation can act as a fast pipe-like transport path, because of fast transport processes in the less densely packed dislocation core and the dipol-like strain field with a dilatative strained region. In case of a semicoherent phase boundary with a regular network of mismatch dislocations, the interface conductivity $\documentclass[12pt]{minimal}
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                \begin{document}$$|{{\mathbf{b}}}|$$\end{document}$ is the absolute value of the Burgers vector of the dislocations. In a semicoherent phase boundary, the activation energy *E*~a,V,int~ for interfacial transport converge with increasing dislocation density 1/*D* to the activation energy for ionic transport in dislocation lines. Because of the lower packing density in the dislocation core and the dilatative strained lattice region, it is lower than the activation energy *E*~a,V,vol~ in the bulk.

Model systems with variable lattice mismatch {#Sec3}
============================================

An important prerequisite for the systematic investigation of the influence of interface structure on interfacial transport properties is the availability of model systems with defined geometry, comparable bulk structures and properties. The model systems should have a variable lattice misfit to obtain a series of different types of interfaces. For this purpose we use multilayered samples, consisting of alternating layers of an ionic conductor and different insulators. The insulators should completely block ionic and electronic transport. In a multilayer sample, the area of the phase boundaries and the orientation of the adjacent crystallites are easily determined. In contrast to composite systems composed from randomly oriented particles like sintered ceramic powders, any measured effect on the ionic conductivity can safely be attributed to a distinct type of interface. In contrast to single layer systems, the total cross section of the ionic conducting phase can be kept constant to avoid a high electrical resistance of the sample. In Table [1](#Tab1){ref-type="table"} a survey of experimental studies on ionic conduction in thin-film systems is given. In the literature, investigations can be found on single and multilayer systems consisting of F^−^, O^2−^, H^+^, Li^+^ or Ag^+^ ion conductors. The majority of the studies were performed on single-layer systems.Table 1A survey on the experimental studies on ionic conduction in thin-film systems given in the literatureSystem on substrateMobile speciesCitationRemarkCaF~2~/BaF~2~ on Al~2~O~3~ substrateF^−^Sata et al. \[[@CR12]\]MultilayerJin-Phillipp et al. \[[@CR13]\]YSZ on (001) MgO substrateO^2−^Kosacki et al. \[[@CR14], [@CR15]\]Single layerKarthikeyan et al. \[[@CR16]\]YSZ on Al~2~O~3~ substrateO^2−^Kosacki et al. \[[@CR17]\]Single layerYSZ/SrTiO~3~ on (001) SrTiO~3~ substrateO^2−^Garcia-Barriocanal et al. \[[@CR18]\]TrilayerYSZ/Y~2~O~3~ on (0001) Al~2~O~3~ substrateO^2−^Korte et al. \[[@CR19]\]MultilayerCSZ/Al~2~O~3~ on (0001) Al~2~O~3~ substrateO^2−^Peters et al. \[[@CR20]\]MultilayerCGO on (001) MgO substrateO^2−^Chen et al. \[[@CR21]\]Single layerCGO on Al~2~O~3~ substrateO^2−^Suzuki et al. \[[@CR22]\]Single layerRupp et al. \[[@CR23]\]CeO~2~ on Al~2~O~3~ substrateO^2−^Kosacki et al. \[[@CR17]\]Single layerRupp et al. \[[@CR23]\]GSZ/CGO on Al~2~O~3~ substrateO^2−^Azad et al. \[[@CR24]\]MultilayerSrZr~0,95~Y~0,05~O~3~/SrTiO~3~ on (001) MgO substrateH^+^Kuwata et al. \[[@CR25]\]MultilayerLiI on Al~2~O~3~ substrateLi^+^Lubben et al. \[[@CR26]\]Single layerβ-LiAlSiO~4~ on SiO~2~ glasLi^+^Shin-ichi et al. \[[@CR27]\]Single layerAgI on SiO~2~ glasAg^+^Furusawa et al. \[[@CR28]\]Single layerStudies on multilayer as well as on single layer systems can be found (CGO: Gd~2~O~3~ stabilised CeO~2~, GSZ: Gd~2~O~3~ stabilised ZrO~2~)

Ionic conduction in multilayer systems {#Sec4}
--------------------------------------

As depicted in Fig. [1](#Fig1){ref-type="fig"}, for a multilayer system two independent conduction paths can be distinguished when the interface region has a distinct width δ and a local ionic conductivity σ~int~ different from the bulk conductivity σ~vol~. One obtains a linear relation between the total conductivity σ~tot~ parallel to the phase boundaries and the phase boundary density, respectively the reciprocal thickness 1/*d* of the ionic conducting layers \[[@CR19], [@CR20]\]:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{\rm tot} = \sigma_{\rm vol} + 2\delta (\sigma_{\rm int} - \sigma_{\rm vol}) {\frac{1}{d}} $$\end{document}$$The total conductivity σ~tot~ applies only to the total cross section *A* of the ionic conducting phases. By measuring the total conductivity σ~tot~ of multilayer systems with different layer thickness *d* the (relative) interfacial conductance δ(σ~int~ − σ~vol~) can be isolated by analysing the slope when plotting σ~tot~ against the density of phase boundaries 1/*d*. Information on the activation energy *E*~a,int~ for the interfacial transport can be gained in an Arrhenius plot from the temperature dependence.Fig. 1Ionic conduction in a multilayered system. The thickness of the ionic conducting layers is *d*, and the thickness of the interface region in the ionic conductor is δ. The regions in the ionic conductor close to the interface exhibit an ionic conductivity σ~int~, which is different from the bulk conductivity σ~vol~. The total current through the system is *I*, the current density through the bulk regions is *i* ~vol~ and through the interface regions *i* ~int~. The total cross section of the bulk areas is *A* ~vol~ and of the interface regions *A* ~int~

Stabilised ZrO~2~ and bixbyite type rare earth metal oxides (RE~2~O~3~) {#Sec5}
-----------------------------------------------------------------------

We choose cubic stabilised ZrO~2~ (CSZ and YSZ) as ionic conductor. In these oxides the Debye length is generally very small, because of the high concentration *c*~V~^ext^ of mobile oxygen vacancies of about 10^−3^ mol cm^−3^. Taking a dielectric constant of about 25 to 35 into account, we obtain for a temperature of 500°C (773 K) a Debye length in the order of 1 Å \[[@CR55], [@CR56]\]. In this case space charge regions cannot be distinguished from the interface core.

When combining cubic stabilised ZrO~2~ in a multilayer structure with an insulating oxide of fluorite or fluorite-related structure with a comparable lattice constant, preferentially coherent or semicoherent phase boundaries are formed. An ideal choice are the sesqui-oxides RE~2~O~3~ (RE = rare earth metal cation) of the heavy rare earth elements, as well as scandium and yttrium. The oxides Yb~2~O~3~ and Eu~2~O~3~ should not be taken into account because Yb and Eu also exist as divalent cations. This allows a possible oxygen substoichiomety and electronic conductivity.

These oxides crystallise in the cubic bixbyite structure. The bixbyite structure can be derived from the fluorite structure by doubling the lattice constants, introducing structural (immobile) oxygen vacancies and by a slight relaxation of the other atomic positions. The lattice constant is just about twice the lattice constant of stabilised ZrO~2~, resulting in lattice mismatches $\documentclass[12pt]{minimal}
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We have investigated the multilayer system YSZ/Y~2~O~3~ on (0001) Al~2~O~3~ substrates with a mismatch $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm RE}_2{\rm O}_3}$$\end{document}$ of 3.09% \[[@CR19]\]. Samples with layer thicknesses down to 17 nm were prepared. First limited results on oxygen-ion conductivity and activation energy are available for the multilayer systems YSZ/Lu~2~O~3~ and YSZ/Sc~2~O~3~ on (0001) Al~2~O~3~ with mismatches $\documentclass[12pt]{minimal}
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All multilayered samples have a columnar crystallite structure, which is independent from the phase boundaries (see Fig. [2](#Fig2){ref-type="fig"}). Within one column the YSZ and the RE~2~O~3~ crystallites have the same azimutal orientation. Partially, the columns are extended across the whole thickness of the thin-film system. According to the sixfold symmetry of the (0001) Al~2~O~3~ and the threefold symmetry of the (111) RE~2~O~3~ plane, two azimutal variants exist: $\documentclass[12pt]{minimal}
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In case of the multilayer system YSZ/Lu~2~O~3~ also other orientations like (011) YSZ $\documentclass[12pt]{minimal}
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                \begin{document}$$\parallel$$\end{document}$ (011) Lu~2~O~3~ can be found \[[@CR57]\]. All investigated YSZ/RE~2~O~3~ systems have semicoherent to (quasi-)coherent interfaces. Using HRTEM, no disordered transition region can be observed between YSZ and RE~2~O~3~.

The multilayer systems YSZ/Tm~2~O~3~, YSZ/Er~2~O~3~, YSZ/Ho~2~O~3~, YSZ/Dy~2~O~3~ and YSZ/Tb~2~O~3~ with lattice misfits in the range between 1.96 and 4.31% have not been investigated yet. The lattice mismatches of these systems could complete the parameter range between YSZ/Y~2~O~3~ and YSZ/Lu~2~O~3~. In Table [2](#Tab2){ref-type="table"} a survey is given on all systems discussed and investigated in this paper.Table 2Survey over all discussed multilayered and single-layered systems based on stabilised ZrO~2~ as ionic conducting phaseSubstrate/multilayer systemPhase boundaryDislocation density, *D* (cm)$\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ is calculated regarding the commensurable ratio given in parentheses (stab. ZrO~2~ : insul. oxid). Experimental data are given for the already investigated systems. The maximum change of the total ionic conductivity σ~tot~^max^/σ~vol~, the relative interface conductance δ(σ~int~ − σ~vol~) and the maximum change of the activation energy *E* ~a,\ tot~^max^ − *E* ~a,vol~ are evaluated for the layer thickness *d* given in parentheses^a^Activation energy from an Arrhenius plot using the interface conductance δσ~tot~

Stabilised ZrO~2~ and oxides with different lattice structure {#Sec6}
-------------------------------------------------------------

A multilayer system with incoherent phase boundaries can be obtained by combining cubic stabilised ZrO~2~ with hexagonal Al~2~O~3~, possessing completely different symmetry and lattice spacings. After preparing a multilayer system of CSZ and Al~2~O~3~ on a highly indexed Al~2~O~3~ substrate, we did not find any orientation relations between the layers and the substrate. Samples with layer thicknesses down to 51 nm were prepared. By using HRTEM, a structurally disordered transition region between CSZ and Al~2~O~3~ was detected \[[@CR20]\].

Experimental studies on a thin-film system consisting of oxygen-ion conducting stabilised ZrO~2~ and other insulating oxide with cubic lattice structure have been reported by Kosacki et al. \[[@CR14], [@CR15]\], Karthikeyan et al. \[[@CR16]\] and Garcia-Barriocanal et al. \[[@CR18]\] (see Table [2](#Tab2){ref-type="table"}).

In the studies from Kosacki et al. and Karthikeyan et al., the oxygen-ion conductivity and activation energy of single thin films of YSZ on (001) MgO substrates were determined. The thickness of the YSZ thin films was varied between 2 μm and 15 nm. Kosacki et al. found strict orientation relations between the YSZ crystallites in the layer and the MgO substrate (rock salt structure):(001) YSZ $\documentclass[12pt]{minimal}
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In case of a 1:1 match between the (100) and (010) planes in the (001) oriented interface, a lattice mismatch of −18.01% results. The authors state that they found no indication for a dislocation network in the interface. Because of the high misfit that cannot be compensated solely by elastic strain, we consider this statement as doubtful.

When using Fourier filtering on the TEM microslides provided by Kosacki et al. \[[@CR14]\], the (020) and the (200) YSZ and MgO lattice planes can be highlighted. By doing this, a regular sequence of misfit dislocations in the YSZ/MgO interface can be detected. The mutual distance is about 4--5 (020) YSZ planes or 5 to 6 (020) MgO planes, i.e. about 1.0--1.3 nm. The component $\documentclass[12pt]{minimal}
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                \begin{document}$$b_\parallel$$\end{document}$ of the Burgers vector **b** in the image plane is parallel to the interface and can be identified as 1/2 \[010\] MgO or 1/2 \[100\] MgO. There are no components in other directions in the image plane. The length of this Burgers vector component $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm MgO}}$$\end{document}$ of −18.01% an average distance *D* of 1.2 nm can be calculated:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ D = {\frac{b_\parallel}{f_{{\rm ZrO}_2/{\rm Ins}}}} $$\end{document}$$This is in good agreement with the distance that we find in the TEM microslides. Caused by the fourfold symmetry of the (001) MgO and (001) YSZ planes, a quadratic dislocation network must exist.

The ratio between the lattice constants of YSZ and MgO is about 4:5 to 5:6. Assuming a 4:5 or 5:6 match between the lattice planes by introduction of dislocations, the residual mismatch $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm MgO}}$$\end{document}$ is reduced to 2.49 or −1.61%. The remaining mismatch might be compensated elastically. The YSZ/(001) MgO phase boundary should be considered as a semicoherent and not as a coherent interface, as incorrectly stated in \[[@CR14]\].

In the study of Garcia-Barriocanal et al., the oxygen-ion conductivity of trilayer YSZ/SrTiO~3~ thin-film systems on (001) SrTiO~3~ substrates is investigated (cubic perovskite structure). The thickness of the YSZ films was varied between 1 nm and 62 nm. In this study a total conductivity of the YSZ layers of about 10 to 100 S cm^−1^ is measured. This implies an increase of about eight orders of magnitude compared to the bulk. It is much higher than the results of all other studies. For the given temperature of 300°C, it is even higher than the ionic conductivity of the structurally disordered Ag^+^ conductors AgI and RbAg~4~I~5~ (superionic conductors).

The high value of the total conductivity might be also caused by electronic conduction in the SrTiO~3~ layers and substrate. The electronic partial conductivity can be largely increased by a small oxygen deficit, resulting in a n-type semiconductor. Because it is not clear that only ionic conduction is measured, the results of this study will not be discussed in the framework of this model.

Ionic conductivity of multilayer and thin-film samples {#Sec7}
======================================================

According to Eq. [13](#Equ13){ref-type=""}, the total ionic conductivity σ~tot~ of a multilayer or single-layer system can be described by a parallel connection of conduction paths through the bulk and along the phase boundaries. The interfacial conductivity σ~int~ in a composite ionic conductor should increase with increasing dilatative strain $\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ and with increasing density 1/*D* of misfit dislocations, according to the model introduced in \"[Structural effects on the interfacial ionic conductivity](#Sec2){ref-type="sec"}\".

The results of our studies on the multilayer systems YSZ/Sc~2~O~3~, YSZ/Lu~2~O~3~, YSZ/Y~2~O~3~ and CSZ/Al~2~O~3~ on (0001) Al~2~O~3~ substrates \[[@CR19], [@CR20], [@CR57]\] as well as the results from Kosacki et al. \[[@CR14], [@CR15]\] and Karthikeyan et al. \[[@CR16]\] on single YSZ layers on (001) MgO substrates are summarised in Table [2](#Tab2){ref-type="table"}. We compare the maximum change of the total conductivity σ~tot~^max^ measured in the (multilayered) thin-film systems with the conductivity σ~vol~ of bulk YSZ (CSZ). Samples with YSZ (CSZ) layers down to 20--40 nm are taken into account. In the series YSZ/Lu~2~O~3~ -- YSZ/Y~2~O~3~ -- YSZ/MgO -- CSZ/Al~2~O~3~, the increase of the total ionic conductivity relative to the bulk σ~tot~^max^/σ~vol~ rises from a factor of about 1 for YSZ/Lu~2~O~3~ (no effect) to a factor of 60 for CSZ/Al~2~O~3~. In the limited conductivity data available for the system YSZ/Lu~2~O~3~, there is no noticeable tendency for σ~tot~ when increasing the phase boundary density 1/*d*. In contrast to the other systems, the total ionic conductivity σ~tot~ for the system YSZ/Sc~2~O~3~ is decreasing by a factor of 0.6 relative to the bulk when decreasing the thickness of the YSZ layers down to 15 nm.

In nearly the same series, YSZ/Lu~2~O~3~ -- YSZ/Y~2~O~3~ -- CSZ/Al~2~O~3~ -- YSZ/MgO, the interfacial conductance relative to the bulk δ(σ~int~ − σ~vol~) increases from nearly zero to 2.5 × 10^−8^ S. The relative interfacial conductance δ(σ~int~ − σ~vol~) is determined from the slope when plotting the total conductivity σ~tot~ versus the reciprocal thickness of the conducting layers 1/*d* (interface density, see Fig. [3](#Fig3){ref-type="fig"}). Again in contrast to the other systems, for the system YSZ/Sc~2~O~3~ the relative interfacial conductance δ(σ~int~ − σ~vol~) is negative, i.e. the conductivity of the interfacial regions is smaller compared to the bulk.Fig. 3Plots of the total conductivity σ~tot~ of the multilayer systems YSZ/Y~2~O~3~, YSZ/Lu~2~O~3~ and YSZ/Sc~2~O~3~ versus the reciprocal thickness 1/*d* of the YSZ layers

The results from Kosacki et al. and Karthikeyan et al. cannot simply be compared with the results from studies on multilayer systems. The single YSZ layers used in \[[@CR14]--[@CR16]\] were not covered with a top layer consisting of the substrate material. Thus, the interpretation is hampered by the simultaneous effect of both the free YSZ surface and the YSZ/MgO heterophase boundary. The influence of the conduction path along the free YSZ surface is indicated by an additional experiment by Karthikeyan: No difference in ionic conductivity was observed when a YSZ film with the same thickness was prepared on a (0001) Al~2~O~3~ substrate instead of a (001) MgO one. Kosacki reports that the activation energy evaluated from the conductivity data is changed when the sample is measured in an atmosphere equilibrated with water. Hence, we conclude that both studies by Kosacki et al. and Karthikeyan et al. do not offer unequivocal data for solid/solid boundaries.

Disregarding these problems, the thin-film system YSZ/MgO can be arranged in the series close to the system CSZ/Al~2~O~3~ with incoherent phase boundaries when comparing the measured interface conductivity data and considering the lattice mismatch and dislocation density.

From the results of these studies, we conclude that systems with the highest mismatch or with incoherent phase boundaries have the highest interfacial conductance δ(σ~int~ − σ~vol~). When considering the values for the interface conductance δ(σ~int~ − σ~vol~) and the maximum change σ~tot~^max^/σ~vol~ of the total conductivity, we also assume for the series YSZ/Sc~2~O~3~ -- YSZ/Lu~2~O~3~ -- YSZ/Y~2~O~3~ -- YSZ/MgO -- CSZ/Al~2~O~3~ that there is a strong increase for the (absolute) interfacial conductivity σ~int~.

Activation energy for the interfacial transport {#Sec8}
===============================================

The total activation energy *E*~a,tot~ for the ionic transport in a multilayer system is a weighted average of the activation energies of the existing conduction paths through the bulk and along the phase boundaries:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ E_{\rm a,tot} = f(E_{\rm a,int},E_{\rm a,vol}) $$\end{document}$$The activation energy for the transport in the bulk is denoted with *E*~a,vol~. The measured total activation energy *E*~a,tot~ should converge to the value of the activation energy *E*~a,int~ for transport along phase boundaries with increasing density of phase boundaries 1/*d*, when assuming that the interfacial conductivity is appreciably higher than the bulk conductivity. For very thin layers the interfacial transport should dominate the total transport. According to the simple model, introduced in "[Structural effects on the interfacial ionic conductivity](#Sec2){ref-type="sec"}\", the activation energy *E*~a,int~ for interfacial transport should decrease with increasing dilatative coherent strain, respectively, with increasing density of mismatch dislocations.

In Table [2](#Tab2){ref-type="table"} all results for the maximum change *E*~a,tot~^max^ − *E*~a,vol~ of the measured total activation energy of the (multilayered) thin-film systems relative to the bulk value of YSZ (CSZ) are summarised, when decreasing the thickness *d* of the ionic conducting layer(s). Samples with YSZ (CSZ) layers down to 20--50 nm are taken into account. In the series YSZ/Lu~2~O~3~ -- YSZ/Y~2~O~3~ -- YSZ/MgO -- CSZ/Al~2~O~3~, a continuously increasing effect can be found. In the system CSZ/Al~2~O~3~ one finds a change of −0.5 eV, when decreasing the layer thickness down to 51 nm. In the system YSZ/Y~2~O~3~ the effect on the interfacial activation energy is much smaller. Only a change of −0.13 eV is determined when decreasing the layer thickness down to 24 nm. In the system YSZ/Lu~2~O~3~ the measured total activation energy for samples with a layer thickness down to 27 nm is nearly equal to the bulk value. In contrast to the other systems, in the system YSZ/Sc~2~O~3~ even a slight increase of the total activation energy *E*~a,tot~ of about 0.09 eV relative to the bulk value can be measured.

In the system YSZ/MgO, which was investigated by Kosacki et al. and Karthikeyan et al. \[[@CR14]--[@CR16]\], the measured change of the total activation energy *E*~a,tot~ − *E*~a,vol~ relative to the bulk is also about −0.5 eV, but for YSZ layers with a thickness of 17 nm. Thus, it can be arranged again in the series between the systems YSZ/Y~2~O~3~ and CSZ/Al~2~O~3~. The same effect on the total activation energy occurs for the system CSZ/Al~2~O~3~ for layers with about twice the thickness as for the system YSZ/MgO.

Because of the same points mentioned in "\"[Ionic conductivity of multilayer and thin-film samples](#Sec7){ref-type="sec"}", the interpretation of the data from Kosacki et al. is hampered by the asymmetry of the films. As argued before, the measured effect on *E*~a,tot~ might be influenced by conduction processes along the free YSZ surface; thus, it is also averaged with the activation energy of surface conduction.

Systems with the highest (positive) mismatch $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ or with incoherent phase boundaries have the highest decrease for the total activation energy *E*~a,tot~^max^ − *E*~a,vol~ relative to the bulk when increasing the density of phase boundaries. According to the measured effect on the total activation energy *E*~a,tot~, we estimate that in the same series, YSZ/Sc~2~O~3~ -- YSZ/Lu~2~O~3~ -- YSZ/Y~2~O~3~ -- YSZ/MgO -- CSZ/Al~2~O~3~, there is also a decrease of the activation energy *E*~a,int~ for ionic transport along phase boundaries.

Discussion and conclusions {#Sec9}
==========================

The multilayer systems investigated in this and preceding works and the single layer system investigated by Kosacki et al. and Karthikeyan et al. can be arranged in the same series, either considering the measured effect on the total conductivity σ~tot~ or considering the effect on the total activation energy *E*~a,tot~, when increasing the density 1/*d* of phase boundaries. As depicted in Fig. [4](#Fig4){ref-type="fig"}, the series YSZ/Sc~2~O~3~ -- YSZ/Lu~2~O~3~ -- YSZ/Y~2~O~3~ -- YSZ/MgO -- CSZ/Al~2~O~3~ corresponds to the change of the mismatch parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ from negative to increasing positve values. We concluded that along with this series the interfacial conductivity σ~int~ is increasing and the activation energy for interfacial transport *E*~a,int~ is decreasing.Fig. 4Classification of the multilayer systems Sc~2~O~2~/YSZ, Lu~2~O~3~/YSZ, Y~2~O~3~/YSZ and Al~2~O~3~/CSZ investigated in this and in preceding works as well as the single film system MgO/YSZ investigated by Kosacki et al. according to the scheme based on interfacial structure from \"[Structural effects on the interfacial ionic conductivity](#Sec2){ref-type="sec"}\"

For the systems CSZ/Al~2~O~3~ and YSZ/MgO, the highest interfacial conductivities σ~int~ and lowest activation energies *E*~a,int~ for interfacial transport can be found. In case of the system CSZ/Al~2~O~3~ with incoherent phase boundaries, we have a disordered transition region between both phases with a presumably lower packing density than in the bulk. In case of YSZ/MgO, we have a semicoherent phase boundary with a high density of misfit dislocations.

The systems YSZ/Y~2~O~3~ and YSZ/Sc~2~O~3~ have presumely semicoherent phase boundaries with a much lower density of misfit dislocations compared to YSZ/MgO. Only in some crystallites misfit dislocations in an irregular arrangement can be found. The average dislocation density in these crystallites is much lower than expected (\<10^6^ cm^−1^). The phase boundaries in the system YSZ/Lu~2~O~3~ can be classified as (quasi-)coherent with nearly no mismatch dislocations in the interface. For the system YSZ/Y~2~O~3~ with positive lattice mismatch and thus dilatative interfacial strain, an increase of the interfacial conductivity σ~int~ and a decrease of the activation energy *E*~a,int~ for interfacial transport are observed. For the system YSZ/Sc~2~O~3~ with negative lattice mismatch and thus compressive interfacial strain, a decrease of the interfacial conductivity σ~int~ and an increase of the activation energy *E*~a,int~ for interfacial transport are found. Compared to the systems CSZ/Al~2~O~3~ and YSZ/MgO with a disordered transition region or with a very high dislocation density, the measured effect is considerably small. Obviously, the few observed mismatch dislocations do not play an important role in the interfacial transport in the systems YSZ/Y~2~O~3~ and YSZ/Sc~2~O~3~. In case of the system YSZ/Lu~2~O~3~ with the best lattice match and thus with the lowest interfacial strain, no difference between interfacial conductivity σ~int~ and activation energy *E*~a,int~ for interfacial transport and the bulk values σ~vol~ and *E*~a,vol~ are noticed.

The interfacial transport properties of the systems YSZ/Y~2~O~3~, YSZ/Sc~2~O~3~ and YSZ/Lu~2~O~3~ are most likely dominated by the effect of elastic strain. The interfacial transport properties of the systems CSZ/Al~2~O~3~ and YSZ/MgO with high mismatch are mainly affected by atomic packing and mismatch dislocation densities.

The results are in agreement with the considerations in \"[Structural effects on the interfacial ionic conductivity](#Sec2){ref-type="sec"}\" according to Eqs. [9](#Equ9){ref-type=""} and [11](#Equ11){ref-type=""}, regarding the dilatative and compressive elastic strain on the activation energy and ionic conductivity. According to Eqs. [7](#Equ7){ref-type=""} and [8](#Equ8){ref-type=""}, a linear dependence of the ratio between the interfacial and the bulk conductivity σ~int~/σ~vol~ on the lattice mismatch $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ should be observed. When the lattice mismatch $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ for the systems YSZ/Y~2~O~3~, YSZ/Lu~2~O~3~ and YSZ/Sc~2~O~3~ is completely compensated by elastic strain, it will split up in a multilayer system in two nearly equal fractions in both adjacent phases[5](#Fn5){ref-type="fn"}. Thus, for the relation between σ~int~/σ~vol~ and $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ should yield:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \ln {\frac{\sigma_{\rm int}}{\sigma_{\rm vol}}} \approx {\frac{1} {3}}\,{\frac{\Updelta V^{\rm M}_{{\rm \ddot{V}_{O}}}}{RT}}\,{\frac{Y_{\rm YSZ}}{1-\nu_{\rm YSZ}}} f_{{\rm ZrO}_2/{\rm Ins}} $$\end{document}$$

In Fig. [5](#Fig5){ref-type="fig"}, the maximum measured change σ~tot~^max^/σ~vol~ of the total conductivity relative to the bulk from Table [2](#Tab2){ref-type="table"} is used for σ~int~/σ~vol~. Within the limited accuracy of the measurement, the linear relationship holds.Fig. 5Plot of the logarithm of the maximum change σ~tot~^max^/σ~vol~ of the total conductivity relative to the bulk conductivity versus the mismatch factor *f* ~YSZ/Ins~

A slope of about 10.0 can be determined. From the elastic constants *Y*~YSZ~ and ν~YSZ~ of about 180 GPa and 0.3 and the migration volume $\documentclass[12pt]{minimal}
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                \begin{document}$$\Updelta V^{\rm M}_{{{\rm V}_O^{\cdot\cdot}}}$$\end{document}$ of YSZ of about 2.08 cm^3^ mol^−1^, a theoretic value of 24.6 can be estimated \[[@CR58], [@CR59]\]. This discrepancy might be explained by the isotropic approximation of the anisotropic elastic properties of a crystalline material and by a partial stress relaxation. The found dislocation density in the systems Sc~2~O~2~/YSZ and Y~2~O~3~/YSZ is much lower than necessary for a full strain release according to Eq. [14](#Equ14){ref-type=""}. The measured slope indicates a strain release of about 50%. A more detailed interpretation is not possible, because of the still limited experimental data.

To obtain a more quantitative relation between the lattice mismatch $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ and the interfacial transport parameters according to Eqs. [9](#Equ9){ref-type=""} and [11](#Equ11){ref-type=""}, additional experimental studies are necessary on (multilayered) thin-film systems as listed in Table [2](#Tab2){ref-type="table"} to complete the present parameter range. According to the model, the experimentally determined dependence on $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ can give an indication of whether the effect on interfacial conductance is caused by purely elastic strain or by fast transport paths along mismatch dislocations.

An uncertainty is the extent δ of the region with enhanced conductivity close to the boundary. It is not clear if the measured effect on the total conductivity σ~tot~ and the total activation energy *E*~a,tot~ for the multilayer samples with the smallest investigated layer thickness *d* is already the maximum for this system. The ratio between the ionic transport along phase boundaries and ionic transport in the bulk is not known for each of the (multi-)layered samples. This means it might be possible that they have not reached their limiting values and will further converge to the value of the (true) interfacial conductivity σ~int~ and activation energy *E*~a,int~ for transport along phase boundaries.

Only for the system CSZ/Al~2~O~3~ was it possible to identify a diffuse transition region in the boundary between both phases with a thickness of about 1 nm by HRTEM. However, this transition region must not be identical to the extent δ of the high conducting interface region, because the effect of strain fields has to be taken into account. At the moment, for none of the investigated systems can the width δ be determined only based on the present data. For the multilayer systems YSZ/Lu~2~O~3~, YSZ/Y~2~O~3~ and CSZ/Al~2~O~3~, the region with enhanced conductivity is surely thinner than 15--20 nm, when considering the range of the linear dependence of σ~tot~ on 1/*d*.

For a multilayer system with layer thickness *d* smaller than the double extent 2δ of the interface region, non-linear effects can be expected for the total conductivity σ~tot~. The functional dependence of σ~tot~ for layer thickness *d* smaller than 2δ depends on the structure and constitution of the interface region. In case of strain fields, one should expect a mobility gradient for the charge carriers. For such very thin layers it is also possible that a second polymorphic phase of the ionic conductor with different transport properties is stabilised, due to the change in free enthalpy of the system by the strain fields. For the composite system AgI/Al~2~O~3~, this is reported by Lee et al. \[[@CR60]\]. This could lead to discontinuous changes of σ~tot~ with decreasing thickness *d*. Moreover, depending on the interface and the surface energies, it is possible that there is a minimal thickness for obtaining a continuous layer for a distinct thin-film system. This would lead to percolation phenomena below a critical layer thickness.
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                \begin{document}$$c_{\rm I}c_{\rm V} = {\frac{1}{V^2_{\rm m}}} \exp(-{\frac{\Updelta {G^{{\rm F},0}_{{\rm O}^{2-}}}}{RT}})$$\end{document}$
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                \begin{document}$$\left({\frac{\partial \Updelta G^{\rm M}_{\rm V}}{\partial p}}\right)_T = \Updelta V^{\rm M}_{\rm V}$$\end{document}$

The isostatic pressure *p* is given for the stress components σ~*xx*~ and σ~*yy*~ parallel and σ~*zz*~ perpendicular to the interface plane:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ p = -{\frac{1}{3}}(\sigma_{xx} + \sigma_{yy} + \sigma_{zz}) $$\end{document}$$In the case of biaxial strain in a thin film, ɛ~*xx*~ = ɛ~*yy*~ = ɛ~12~, the stress components are:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{xx} = \sigma_{yy} = -{\frac{Y_1}{1-\nu_1}}\varepsilon_{12} \quad \hbox{and}\quad \sigma_{zz} = 0 $$\end{document}$$

Applying the Maxwell relation$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \left({\frac{\Updelta S^{\rm M}_{\rm V}}{\partial p}}\right)_T = - \left({\frac{\partial \Updelta V^{\rm M}_{\rm V}}{\partial T}}\right)_p $$\end{document}$$

In the case that the elastic properties of both thin-film materials are similar, the strain in the interface region is splitting up in equal fractions in the adjacent crystallites:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon_{{\rm ZrO}_2/{\rm Ins}} \approx - \varepsilon_{{\rm Ins}/{\rm ZrO}_2}$$\end{document}$$The elastic strain $\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon_{{\rm Ins}/{\rm ZrO}_2}$$\end{document}$ in the insulating oxide has necessarily the opposite sign than the elastic strain $\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon_{{\rm ZrO}_2/{\rm Ins}}$$\end{document}$ in the conducting phase:$$\documentclass[12pt]{minimal}
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                \begin{document}$$f_{{\rm ZrO}_2/{\rm Ins}} = \varepsilon_{{\rm ZrO}_2/{\rm Ins}} - \varepsilon_{{\rm Ins}/{\rm ZrO}_2}$$\end{document}$$
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