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Beyond product state approximations for a quantum
analogue of Max Cut
Anurag Anshu ∗ †‡ David Gosset ∗† Karen Morenz ∗†§
Abstract
We consider a computational problem where the goal is to approximate the max-
imum eigenvalue of a two-local Hamiltonian that describes Heisenberg interactions
between qubits located at the vertices of a graph. Previous work has shed light on
this problem’s approximability by product states. For any instance of this problem
the maximum energy attained by a product state is lower bounded by the Max Cut
of the graph and upper bounded by the standard Goemans-Williamson semidefinite
programming relaxation of it. Gharibian and Parekh described an efficient classical
approximation algorithm for this problem which outputs a product state with energy
at least 0.498 times the maximum eigenvalue in the worst case, and observe that there
exist instances where the best product state has energy 1/2 of optimal. We investigate
approximation algorithms with performance exceeding this limitation which are based
on optimizing over tensor products of few-qubit states and shallow quantum circuits.
We provide an efficient classical algorithm which achieves an approximation ratio of at
least 0.53 in the worst case. We also show that for any instance defined by a 3 or 4-
regular graph, there is an efficiently computable shallow quantum circuit that prepares
a state with energy larger than the best product state (larger even than its semidefinite
programming relaxation).
1 Introduction
In this paper we continue a line of recent work which aims to understand the power and limi-
tations of approximation algorithms for quantum constraint satisfaction problems. Consider
an n-qubit local Hamiltonian of the form
H =
∑
ij
hij . (1)
Here each term hij is a Hermitian operator which acts nontrivially only on qubits i and
j and we shall assume that hij ≥ 0. Estimating the maximum energy ‖H‖ is a quantum
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constraint satisfaction problem which is a special case of the well-studied 2-local Hamiltonian
problem, and it is known that computing an estimate of ‖H‖ within a given small additive
error ǫ = 1/poly(n) is QMA-complete [15, 14]. Consequently, this sort of precise estimate
is unlikely to admit efficient algorithms. An estimate λ is an r-approximation of ‖H‖, or
achieves approximation ratio r, if
r ≤ λ‖H‖ ≤ 1.
The classical PCP theorem places stringent bounds on the efficiency of good approximation
algorithms for this problem even in the special case where H is diagonal in the computational
basis. It states that there exists a constant r < 1 such that computing an r-approximation
to ‖H‖ is NP-hard [2]. A major open question in this area is whether or not the problem
is in fact QMA-hard for some r < 1. Whereas the standard PCP theorem already im-
plies hardness of approximation, the quantum PCP conjecture targets the more fine-grained
question of whether or not such approximations can be checked efficiently given a concise
classical witness. These considerations also motivate the study of efficient classical or quan-
tum algorithms for such quantum approximation problems, as measured by the achievable
approximation ratio.
A natural way to establish a lower bound ‖H‖ ≥ α is to exhibit a state |φ〉 satisfying
〈φ|H|φ〉 ≥ α. Several previous works have bounded the approximation ratios that can be
achieved by product states φ = φ1 ⊗ φ2 ⊗ . . . φn [9, 4, 13, 5, 11]. Gharibian and Kempe
have shown that there always exists a product state which achieves an approximation ratio
r = 0.5 [9]. This is also easily seen to be the best possible approximation guarantee for
product states, as there are simple examples which saturate this bound. It is not known if
a product state achieving a ratio 1/2 can be computed efficiently in the general case; the
most recent progress is an efficient algorithm which outputs a product state that achieves a
ratio of r = 0.328 [1]. On the other hand, it is known that efficient classical algorithms can
achieve approximation ratios arbitrarily close to 1 if we are willing to specialize to certain
families of 2-local Hamiltonians. Such algorithms are known if the graph which describes
the nonzero interactions between qubits is either (a) a d = O(1) dimensional lattice, (b) a
planar graph [3, 4] or (c) dense graphs, in which the number of edges is close to maximal,
i.e. Ω(n2) [9, 4].
For completeness, we note that Ref. [5] considers a different approximation problem
for Hamiltonians where the terms hij are traceless (rather than positive semidefinite) and
describes an efficient r = O(1/ log(n)) approximation algorithm based on product states,
generalizing the classical result of Charikar and Wirth [7]. A related work [13] considers
a slightly different notion of approximation ratio, again achieved by product states in the
traceless setting.
An n-qubit product state is an appealing generalization of a classical n-bit string, and has
the desirable feature that it can be manipulated and stored efficiently by classical algorithms.
Moreover, some of the known approximation algorithms for classical constraint satisfaction
problems which are based on semidefinite programming have a natural extension to product
states [5, 11]. But how good are these algorithms, and can we hope to do better using
efficient algorithms that are based on entangled states? Of course, most n-qubit states do not
have concise classical descriptions and cannot even be prepared efficiently using a quantum
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computer. Since we are aiming for efficient algorithms, we shall restrict our attention to
entangled quantum states prepared by polynomial size quantum circuits.
We shall focus our attention on a specific family of Hamiltonians studied previously in
Ref. [11] which defines a quantum analogue of the Max Cut problem. Unless otherwise
specified, throughout this paper we shall consider graphs G = (V,E, w) with nonnegative
edge weights w : E → R≥0, and we write n = |V |. We shall also assume that the maximum
edge weight is upper bounded by O(nc) for some c = O(1).
For completeness we begin by reviewing facts about the classical Max Cut problem.
Recall that the maximum cut of a weighted graph G is defined to be
MC(G) = max
z∈{±1}n
CutG(z) where CutG(z) =
∑
{i,j}∈E
wij
2
(I − zizj). (2)
An approximation algorithm for the Max Cut problem due to Goemans and Williamson [12]
is based on the following semidefinite programming relaxation of Eq. (2):
SDP(G) = max
M∈Rn×n:M≥0,diag(M)=I
∑
{i,j}∈E
wij
2
(I −Mij). (3)
A matrixM achieving the maximum SDP value SDP(G) can be computed efficiently using
standard classical algorithms. The Goemans-Williamson algorithm then uses a randomized
procedure which maps M to a bit string z which is guaranteed to satisfy
CutG(z) ≥ 0.8785 · SDP(G) (4)
for all graphs G [12].
The quantum Max Cut problem as considered in Ref. [11] is defined by a family of
local Hamiltonians Eq. (1) where each term hij is proportional to the two-qubit singlet state
|s〉 = √2−1(|01〉 − |10〉). In particular, given a graph G = (V,E, w) we define
HG =
∑
{i,j}∈E
wijhij hij =
1
2
(I −XiXj − YiYj − ZiZj) = 2|s〉〈s|ij. (5)
We are interested in approximating the maximum eigenvalue of HG which we write as
OPT(G) = ‖HG‖.
Estimating this quantity can be viewed as a quantum analogue of the classical Max Cut
problem. Indeed, a constraint (I − zizj) in the Max Cut problem Eq. (2) has maximal
energy when the corresponding two entries disagree, i.e., zi 6= zj . Analogously, a constraint
hij in the Hamiltonian Eq. (5) has maximal energy for a quantum state |ψ〉 when the two
qubits are antisymmetric under swap, i.e., SWAPij|ψ〉 = −|ψ〉. In this sense, the classical
and quantum constraints represent two different notions of disagreement.
Piddock and Montanaro have shown that the problem of computing a precise estimate
of OPT(G) is QMA-complete [18], and recent work has focused on its approximability using
product states [11]. Let us now see how the problem of optimizing the energy of Eq. (5)
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over product states is directly related to the Max Cut problem Eq. (2) and its semidefinite
relaxation Eq. (3). An n-qubit product state φ can be specified (up to a global phase) by n
normalized vectors v(j) ∈ R3:
|φ〉〈φ| =
n⊗
j=1
1
2
(
I + v
(j)
1 X + v
(j)
2 Y + v
(j)
3 Z
)
‖v(j)‖ = 1,
and its energy is given by
Tr [|φ〉〈φ|HG] =
∑
{i,j}∈E
wij
2
(1− v(i) · v(j)). (6)
Defining
α(k) = max
{vi∈Rk:‖vi‖=1}
∑
{i,j}∈E
wij
2
(1− vi · vj). (7)
we see that
α(1) = MC(G) ≤ PROD(G) = α(3) ≤ SDP(G) = α(n).
The Goemans-Williamson algorithm for the Max Cut problem has been generalized by Briet,
de Oliveira Filho, and Vallentin to obtain efficient algorithms for approximating α(k) for 1 <
k < n [6]. The resulting approximation ratios obtained become larger as k increases towards
k = n where the optimal value can be computed efficiently and exactly by semidefinite
programming. Their result for the case k = 3 at hand is summarized below.
Theorem 1 ([6]). There exists an efficient randomized classical algorithm which computes
an estimate µ such that
0.956 ≤ µ
PROD(G)
≤ 1.
This algorithm (and other randomized algorithms discussed in this paper) may fail with
some small probability, say 0.01, in which case the output of the algorithm is a flag indicating
failure.
Since PROD(G) ≥ 0.5 ·OPT(G) [9], the algorithm described in Theorem 1 can be used
to approximate OPT(G) with ratio at least 0.5 · 0.956 = 0.478, as observed in Ref. [10].
The recently proposed approximation algorithm of Gharibian and Parekh [11] is based on
rounding a solution to a semidefinite program relaxation of OPT(G), and obtains an even
higher ratio of 0.498. The authors of Ref. [11] note that their algorithm is almost optimal
(as far as product states are concerned), since there exists a very simple graph—just two
vertices connected by a single weight one edge— for which the optimal product state is equal
to 0.5 ·OPT(G).
Our first result shows that if all edge weights are equal then this limitation of product
states only occurs in small graphs. That is, for sufficiently large connected graphs with
uniform weights, it is always possible to efficiently find a product state with a strictly larger
approximation ratio:
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Theorem 2. Suppose G = (V,E, w) is a connected and unweighted graph, i.e., wij = 1 for
all {i, j} ∈ E. Then
PROD(G)
OPT(G)
≥ 4
7
− O(|E|−1). (8)
The efficient randomized algorithm from Theorem 1 computes an r-approximation to OPT(G),
where r ≥ 0.546− O(|E|−1).
In the more general setting where the weights may not be uniform, one can of course
construct examples of connected graphs where all weights are vanishingly small except for
the weight of a single edge. In this limit we already know that it is impossible to beat a
ratio of 0.5 using product states. Our next result shows that by considering tensor products
of one- and two-qubit states it is possible to guarantee a strictly better approximation ratio.
Theorem 3. Let G = (V,E, w) be a weighted graph. Then there is a tensor product φ =
φ1 ⊗ φ2 ⊗ . . . φL of 1- and 2-qubit states {φj} such that
〈φ|HG|φ〉
OPT(G)
≥ 0.55.
Moreover, there is an efficient randomized algorithm which outputs an r-approximation to
OPT(G), where r ≥ 0.53.
Theorem 3 provides the best currently known efficient approximation algorithm for this
problem, improving slightly on Ref. [11]. Moreover, it establishes that although there exist
graphs where the best product state is only 1/2 of the optimal energy, efficient classical
algorithms can go slightly beyond this ratio.
Our next result shows that, for a family of low-degree graphs it is possible to efficiently
beat product states on every graph from the family. In particular, given any 3- or 4-regular
graph G, we can efficiently compute a constant-depth quantum circuit which prepares a state
with energy strictly larger than the best product state energy PROD(G) (in fact, larger than
its semidefinite relaxation SDP(G)).
Theorem 4. Suppose G = (V,E, w) is a k-regular graph with k ∈ {3, 4}. There is a depth-
(k + 1) quantum circuit U(G) that can be efficiently computed by a randomized classical
algorithm such that the state |φ〉 = U(G)|0n〉 approximates OPT(G) with a strictly larger
ratio than that of any product state. Moreover,
〈φ|HG|φ〉
PROD(G)
≥ 〈φ|HG|φ〉
SDP(G)
> 1.001
The low depth quantum circuit used in Theorem 4 is inspired (and similar to) the quan-
tum approximate optimization algorithm described by Farhi, Goldstone, and Gutmann [8].
The circuit is directly obtained from any computational basis state z ∈ {0, 1}n with a large
enough cut value CutG(z)
1; in particular, it is sufficient to use a bit string satisfying Eq. (4)
1Note that we previously defined CutG(z) for inputs z ∈ {−1, 1}n. Here and below we extend this
definition to bit string inputs z ∈ {0, 1}n by identifying each bit zj with the ±1-valued variable (−1)zj .
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which can be computed efficiently using the Goemans-Williamson algorithm. The quantum
computation starts from the computational basis state |z〉 and then applies a low-depth
quantum circuit composed of a sequence of commuting two-qubit gates of the form
eiθP (j)P (k)
where for each qubit v we choose a Pauli operator P (v) ∈ {Xv, Yv} depending only on the bit
zv. To prove the theorem we compute the energy of this state as a function of the variational
parameter θ and then optimize.
In summary, we have shown that for the quantum Max Cut problem there are efficient
algorithms which beat any approximation algorithm based on product states. A natural
open question is whether this is also true for the more general problem of approximating the
maximum energy of a two-local Hamiltonian Eq. (1). One may also ask if the semidefinite
programming method [12] can be used in some novel way to efficiently obtain approximation
ratios which go beyond the limitations of product states. For the quantum Max Cut problem,
Ref. [11] provides a semidefinite program which upper bounds the optimal energy OPT(G).
A central challenge here is that we do not (yet) know a randomized rounding scheme which
maps an SDP solution to an entangled state.
2 Tensor products of few qubit states
In this Section, we prove Theorems 2 and 3. We shall use the following upper bound for the
special case where G is a star graph. The lemma shows that the maximum energy for any star
with at least 3 vertices is always less than the trivial upper bound 2
∑
e∈E we which comes
from the triangle inequality. This can be interpreted as a consequence of the monogamy
of entanglement–the center spin cannot be maximally entangled with all of the points of
the star. Along similar lines, Ref. [10] provides a different upper bound on ‖HG‖ using a
monogamy of entanglement bound known as the Coffman-Kundu-Wooters inequality.
Lemma 1. Suppose G = (V,E, w) is a star graph with nonnegative weights. Then
‖HG‖ ≤ max
e∈E
we +
∑
e∈E
we. (9)
Proof. Define the total spin operators
~S =
1
2
(∑
j∈V
Xj ,
∑
j∈V
Yj,
∑
j∈V
Zj
)
.
Let Sx =
1
2
∑
j∈V Xj , Sy =
1
2
∑
j∈V Yj, Sz =
1
2
∑
j∈V Zj and note that the Hamiltonian
Eq. (5), S2 = S2x+S
2
y+S
2
z , and Sz are mutually commuting. It is shown in Ref. [16] that the
maximum eigenvalue of Eq. (5) on any (nonnegatively) weighted complete bipartite graph
with bipartition V = A ⊔ B is attained by an eigenvector φ which satisfies
S2|φ〉 = s(s+ 1)|φ〉 Sz|φ〉 = s|φ〉 s = (|A| − |B|) /2.
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A star graph is a complete bipartite graph with |A| = |V | − 1 and |B| = 1. Therefore
the result of Lieb and Mattis implies that a maximum eigenvalue is attained by a state φ
satisfying Sz|φ〉 = |V |/2 − 1. In particular, φ is equal to the maximum eigenvector of HG
restricted to the |V |-dimensional subspace
Q = span{|100 . . .0〉, |010 . . .0〉, . . . , |00 . . . , 01〉}
spanned by computational basis states with Hamming weight equal to 1. It is easily seen that
the Hamiltonian restricted to this subspace is the Laplacian matrix of G. More precisely,
HG|Q = L(G)
where L(G) is the graph Laplacian of G, defined by
L(G)ij =


∑
e∼iwe i = j
−we e = {i, j} ∈ E
0 otherwise.
The lemma follows by upper bounding the norm of the Laplacian of a star graph
‖L(G)‖ ≤
∑
e∈E
we +max
e∈E
we. (10)
The upper bound Eq. (10) is obtained using an argument from Ref. [17]. In particular, we
note that
‖L(G)‖ = ‖W−1L(G)W‖
where W is a diagonal matrix such that Wii =
∑
e∼i we, and then use Gershgorin’s circle
theorem to upper bound the right hand side. Computing the Gershgorin discs for a star
graph we arrive at
‖W−1L(G)W‖ ≤ max


∑
e∈E
we +
(∑
e∈E
we
)−1∑
e∈E
w2e , max
e∈E
we +
∑
e∈E
we

 (11)
= max
e∈E
we +
∑
e∈E
we. (12)
We note that for a star graph with uniform weights the upper bound Eq. (9) becomes an
equality, as can be seen using the rules for addition of angular momentum.
Next, we consider the case of uniform weights wij = 1 on an arbitrary connected graph.
Using Lemma 1, we exhibit a product state with approximation ratio better than 1
2
.
Theorem 5. Suppose G = (V,E, w) is a connected graph with uniform weights, i.e., wij = 1
for all {i, j} ∈ E. Then
PROD(G)
OPT(G)
≥ 1
3
+
2
3
( |E|
2|E|+ |V |
)
. (13)
Moreover, there exists a computational basis state with energy satisfying the above inequality.
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Proof. For any vertex v ∈ V define a Hamiltonian hv which has support only on qubit v and
its neighbors:
hv =
∑
j:{v,j}∈E
1
2
(I −XvXj − YvYj − ZvZj) .
Note that we may write HG =
1
2
∑
v∈V hv, where the factor of 1/2 compensates for the fact
that the Hamiltonian term corresponding to each edge of the graph appears twice on the
right hand side. Now using the triangle inequality we get
OPT(G) ≤ 1
2
∑
v∈V
‖hv‖. (14)
Let us write dv for the degree of vertex v. Then
‖hv‖ ≤ dv + 1,
where we used Lemma 1. Substituting in Eq. (14) gives
OPT(G) ≤ 1
2
∑
v∈V
(dv + 1) = |E|+ |V |/2. (15)
To see why Eq. (15) is nontrivial, note that since G is a connected graph on |V | vertices, it
satisfies |E| ≥ |V | − 1 (the minimum is attained by a tree). Thus Eq. (15) implies
OPT(G) ≤ 1
2
(3|E|+ 1), (16)
which improves upon the naive upper bound OPT(G) ≤ 2|E| which is obtained by applying
the triangle inequality directly to Eq. (5).
We need only a little bit more to get the Theorem from Eq. (15). Let us write
HG =
|E|
2
+HX(G) +HY (G) +HZ(G)
where
HX(G) = −1
2
∑
{i,j}∈E
XiXj H
Y (G) = −1
2
∑
{i,j}∈E
YiYj H
Z(G) = −1
2
∑
{i,j}∈E
ZiZj. (17)
We denote their largest eigenvalues as λPmax(G) with P = X, Y, Z. Note that these 3 quanti-
ties are all equal. Applying the triangle inequality and using this fact gives
OPT(G) ≤ |E|
2
+ 3λZmax(G). (18)
Also note that we can lower bound PROD(G) by the maximum energy of a computational
basis state:
PROD(G) ≥ |E|
2
+ λZmax(G). (19)
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Now combining Eqs. (18, 19) gives
PROD(G) ≥ |E|
2
+
OPT(G)− |E|/2
3
=
1
3
OPT(G) +
1
3
|E|.
Therefore
PROD(G)
OPT(G)
≥ 1
3
+
1
3
|E|
OPT(G)
.
Finally, substituting Eq. (15) in the second term we arrive at Eq. (13) and complete the
proof.
Proof of Theorem 2
Proof. Let T be a spanning tree of G, which can be computed efficiently and has |V | − 1
edges. Let s ∈ {0, 1}n be a bit string corresponding to a 2-coloring of T , i.e., si 6= sj
whenever {i, j} is an edge of T (of course, s can also be computed efficiently). Then
〈s|HG|s〉 = CutG(s) ≥ |V | − 1,
and combining with Eq. (15) gives
〈s|HG|s〉
OPT(G)
≥ 2|V | − 2
2|E|+ |V | .
Putting this together with Theorem 5 we arrive at
PROD(G)
OPT(G)
≥ max
{
2(|V | − 1)
2|E|+ |V | ,
4|E|+ |V |
6|E|+ 3|V |
}
(20)
(21)
Now let x = (|V | − 1)/|E| and note that x ∈ [0, 1], and
PROD(G)
OPT(G)
≥ min
0≤x≤1
max
{
2x
2 + x
,
4 + x
6 + 3x
}
− O(|E|−1) (22)
= 4/7−O(|E|−1). (23)
The randomized approximation algorithm of 1 outputs an estimate which is an α-approximation
to PROD(G) with ratio α ≥ 0.956. Eq. (23) implies that this estimate is an r-approximation
of OPT(G) with r ≥ α · (4/7−O(|E|−1)) = 0.546−O(|E|−1)).
Proof of Theorem 3
Proof. Note that in the weighted case we may run through exactly the same arguments used
to obtain Eq. (13). Eq. (15) is replaced by
OPT(G) ≤W + 1
2
∑
v∈V
max
e∼v
we
9
where W =
∑
e∈E we, and correspondingly we have
PROD(G)
OPT(G)
≥ 1
3
+
2
3
(
W
2W +
∑
v∈V maxe∼v we
)
. (24)
Now let us focus on the expression ∑
v∈V
max
e∼v
we.
We note that this quantity can be trivially upper bounded as 2W since each edge can appear
at most twice in the sum (once for each of its incident vertices). This naive upper bound is
not sufficient for our purposes, and so we perform a more careful analysis below.
Lemma 2. We may efficiently compute edge subsets M,F ⊆ E such that M is a matching
and F is a forest, and ∑
v∈V
max
e∼v
we =
∑
e∈M
we +
∑
e∈F
we.
Proof. Let us fix an ordering e1, e2, . . . , em of all the edges of G such that
we1 ≤ we2 ≤ . . . ≤ wem
(if all edge weights are distinct there is a unique such ordering, otherwise there is some
freedom in the choice). Now for each vertex v ∈ V we let I(v) ∈ E be the (unique) edge
incident to v which is maximal with respect to the above ordering. We define
F = {I(v) : v ∈ V }
M = {e ∈ E : e = I(v) and e = I(w) for two distinct vertices v 6= w ∈ V } .
At most one edge e = I(v) incident to any given vertex v can appear in M , and hence M
is a matching. To see that F is a forest, consider a graph G′ = (V,E, w′) with the same
vertex and edge sets as G, but where the edge weights are rescaled so that w′(ej) = −j
for 1 ≤ j ≤ m (in particular, all edge weights are negative, distinct, and their magnitudes
respect our chosen ordering). Then each edge of F is contained in any minimum spanning
tree of G′, by the well-known cut property of minimum spanning trees. We infer that F does
not contain any cycles, and is therefore a forest.
Now let M,F be as in the lemma, and define the set of vertices U ⊆ V which are not
incident to an edge in M . Consider a random variable
|φz〉 =

 ⊗
e={i,j}∈M
1√
2
(|01〉 − |10〉)ij

⊗ |z〉U
where z ∈ {0, 1}|U | is a uniformly random bit string. Then
Ez [〈φz|HG|φz〉] = 2
∑
e∈M
we +
1
2
(W −
∑
e∈M
we) =
3
2
m+
1
2
W m ≡
∑
e∈M
we. (25)
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This shows that there exists a state φz with energy at least
3
2
m+ 1
2
W .
Finally, since F is a forest, we may efficiently compute a computational basis state
s ∈ {0, 1}n such that
〈s|HG|s〉 ≥ f f ≡
∑
e∈F
we. (26)
This follows since the Max Cut for a forest is achieved by an efficiently computable 2-
coloring of the vertices. Putting together Eqs. (24,25,26) and Lemma 2, we see that there
exists a tensor product φ of 1- and 2-qubit states such that
〈φ|HG|φ〉
OPT(G)
≥ max
{
2f
2W + f +m
,
3m+W
2W + f +m
,
1
3
+
2
3
(
W
2W + f +m
)}
(27)
≥ min
0≤x≤y≤1
1
2 + y + x
max
{
2y, 3x+ 1,
1
3
(4 + x+ y)
}
(28)
≥ 0.55, (29)
where in the second line we set x = m/W, y = f/W , and in the last line we used a computer.
Now let us bound the approximation ratio achieved by an efficient randomized algorithm.
First note that the state |s〉 in Eq. (26) can be computed efficiently. Moreover, using Eq. (25)
and the fact that 〈φz|HG|φz〉 is a random variable upper bounded by 2W we see that the
probability of randomly sampling a bit string z with energy at least 3
2
m+ 0.49W is
Pr
[
〈φz|HG|φz〉 ≥ 3
2
m+ 0.49W
]
≥ 0.01
1.51
.
By randomly sampling O(1) times, with high probability we will obtain a bit string with
this energy. Finally, note that combining Theorem 1 with Eq. (24) we get a randomized
algorithm that outputs a state with energy at least
0.956 ·
(
1
3
+
2
3
(
W
2W + f +m
))
.
Thus we may efficiently compute a state with approximation ratio at least
min
0≤x≤y≤1
1
2 + y + x
max
{
2y, 3x+ 0.98,
0.956
3
(4 + x+ y)
}
≥ 0.53. (30)
3 Low degree regular graphs
In this section we consider the case of 3- or 4-regular graphs and we establish Theorem 4.
Given an n-vertex graph G = (V,E, w), we shall consider the following algorithm. First,
we use the classical Goemans-Williamson algorithm [12] to compute a bit string z ∈ {0, 1}n
satisfying Eq. (4). This defines a partition of the edges into those which are satisfied and
those which are not:
Esat = {{u, v} ∈ E : zu 6= zv} Eunsat = E \ Esat. (31)
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Figure 1: An edge {i, j} contained in 4 triangles.
Next we define a Pauli operator P (j) for each qubit 1 ≤ j ≤ n, which depends on the
j-th bit of z:
P (j) =
{
Xj , zj = 1
Yj, zj = 0
.
Finally, we define a variational state
|φ(θ)〉 = V (θ)|z〉 where V (θ) = exp

 ∑
{j,k}∈E
iθP (j)P (k)

 . (32)
Here θ ∈ R is a parameter that we will choose later. Note that V (θ) can be expressed as a
product of commuting 2-qubit gates
V (θ) =
∏
{j,k}∈E
exp (iθP (j)P (k)) . (33)
Moreover, if the graph G has maximum degree ∆ then we may efficiently compute an edge
coloring with ∆+ 1 colors such that no two edges with the same color share a vertex. If we
order the gates Eq. (33) in ∆ + 1 layers according to this edge coloring we obtain a depth
∆ + 1 quantum circuit that implements V (θ).
The following lemma describes the energy of the variational state φ(θ). Below we write
dj for the degree of vertex j ∈ V . We say that an edge {i, j} ∈ E is contained in T
triangles iff there are vertices k1, k2, . . . , kT such that {i, k1}, {i, k2}, . . . , {i, kT} ∈ E and
{j, k1}, {j, k2}, . . . , {j, kT} ∈ E. This is depicted in Fig. 1.
Lemma 3. Let G = (V,E, w) be a graph and let φ(θ) be the variational state defined in
Eq. (32). If {i, j} ∈ Esat is a satisfied edge contained in exactly T triangles then
〈φ(θ)|2hij|φ(θ)〉 = 1+sin(2θ) cosdi−1(2θ)+sin(2θ) cosdj−1(2θ)+1 + cos
T (4θ)
2
cosdi+dj−2−2T (2θ).
(34)
On the other hand, if {i, j} ∈ Eunsat is an unsatisfied edge contained in exactly T triangles,
then
〈φ(θ)|2hij|φ(θ)〉 = 1− cosdi+dj−2−2T (2θ). (35)
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We defer the proof of the Lemma until the end of this section. Let us now see how
Lemma 3 can be used to lower bound the energy 〈φ(θ)|HG|φ(θ)〉 when G is a 3- or 4-regular
graph. In fact, we will only need Eq. (34) for the proof below; Eq. (35) is included only for
completeness.
Proof of Theorem 4. In a d-regular graph, each edge may be contained in T ≤ d−1 triangles.
Note that the energy Eq. (34) of a satisfied edge is lower bounded by the same expression
with T = 0 since the last term is monotonically increasing with T . Thus all satisfied edges
in a d-regular graph have energy lower bounded as
〈φ(θ)|2hij|φ(θ)〉 ≥ 1 + 2 cosd−1(2θ) sin(2θ) + cos2d−2(2θ) (36)
An unsatisfied edge in a d-regular graph always contributes a nonnegative energy since
the Hamiltonian terms hij are positive semidefinite and the weights wij are nonnegative.
Thus for a d-regular graph G we have
〈φ(θ)|HG|φ(θ)〉 ≥ F (θ, d)
2
∑
{i,j}∈Esat
wij =
F (θ, d)
2
CutG(z), (37)
where
F (θ, d) = 1 + 2 cosd−1(2θ) sin(2θ) + cos2d−2(2θ).
For a fixed d we may compute θ⋆(d) = argmaxθF (θ, d) which maximizes the right hand side.
Also note that since z is the output of the Goemans-Williamson approximation algorithm,
it satisfies Eq. (4) and therefore
〈φ(θ)|HG|φ(θ)〉
SDP(G)
≥ G(d) ≡ (0.8785) · F (θ
⋆(d), d)
2
. (38)
Using a computer we find G(3) = 1.047 . . . and G(4) = 1.001 . . ., which completes the
proof.
Proof of Lemma 3. We shall compute
〈φ|2hij|φ〉 = 1− 〈φ|XiXj |φ〉 − 〈φ|YiYj|φ〉 − 〈φ|ZiZj|φ〉 (39)
(here and below we write φ ≡ φ(θ) for ease of notation).
We treat the two cases separately: satisfied edges {i, j} ∈ Esat (i.e., zi 6= zj) and unsat-
isfied edges {i, j} ∈ Eunsat (i.e., zi = zj).
Satisfied edge: Without loss of generality, assume that zi = 0 and zj = 1 (else we perform
the same calculation with i and j interchanged). Using the standard commutation relations
between Pauli operators, and the fact that the set of operators {P (k)P (ℓ)}(k,ℓ)∈E mutually
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commute we get
〈φ|XiXj|φ〉
= 〈z|
( ∏
{k,ℓ}∈E
exp(−iθP (k)P (ℓ))
)
XiXj
( ∏
{k,ℓ}∈E
exp(iθP (k)P (ℓ))
)
|z〉
= 〈z|
( ∏
k:{i,k}∈E
exp(−2iθYiP (k))
)
XiXj|z〉
= 〈z|
∏
k:{i,k}∈E
(cos(2θ)− i sin(2θ)YiP (k))XiXj|z〉
= −i cosdi−1(2θ) sin(2θ)〈z|YiP (j)XiXj|z〉 = − cosdi−1(2θ) sin(2θ).
Here, the second last equality follows since 〈zk|P (k)|zk〉 = 0 for all k 6= i, j. A similar
calculation shows that
〈φ|YiYj|φ〉 = − cosdj−1(2θ) sin(2θ).
Finally, for the last term in Eq. (39), we will need to take the triangles into account:
〈φ|ZiZj |φ〉 (40)
= 〈z|
( ∏
{k,ℓ}∈E
exp(−iθP (k)P (ℓ))
)
ZiZj
( ∏
{k,ℓ}∈E
exp(iθP (k)P (ℓ))
)
|z〉
= 〈z|
( ∏
k:k 6=i,{k,j}∈E
exp(−2iθP (k)Xj)
∏
k:k 6=j,{i,k}∈E
exp(−2iθYiP (k))
)
ZiZj |z〉
= −〈z|
∏
k:k 6=i,{k,j}∈E
(cos(2θ)− i sin(2θ)P (k)Xj)
∏
k 6=j:{i,k}∈E
(cos(2θ)− i sin(2θ)YiP (k))|z〉
(41)
= −
⌊T
2
⌋∑
a=0
(
T
2a
)
sin4a(2θ) cosdi+dj−2−4a(2θ)) (42)
Where the last equality is obtained by noting that a pair of triangles {i, j, k} and {i, j, l}
will give a term (−i sin(2θ))4YiP (k)YiP (l)XjP (k)XjP (l) = sin4(2θ)·I inside the expectation
value in Eq. (41). The summation in Eq. (42) runs over all even cardinality subsets of
triangles. Thus, when zi 6= zj ,
〈φ(θ)|2hij|φ(θ)〉 =
1 + sin(2θ) cosdi−1(2θ) + sin(2θ) cosdj−1(2θ) +
⌊T
2
⌋∑
a=0
(
T
2a
)
sin4a(2θ) cosdi+dj−2−4a(2θ)
= 1 + sin(2θ) cosdi−1(2θ) + sin(2θ) cosdj−1(2θ) +
1
2
(
1
cos2T (2θ)
+
cosT (4θ)
cos2T (2θ)
)
cosdi+dj−2(2θ)
= 1 + sin(2θ) cosdi−1(2θ) + sin(2θ) cosdj−1(2θ) +
1 + cosT (4θ)
2
cosdi+dj−2−2T (2θ).
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Here, the second equality follows from the binomial expansion of 1
2
(
(1 + x)T + (1− x)T ) for
x = sin
2(2θ)
cos2(2θ)
.
Unsatisfied edge: Suppose zi = zj = 0. Then P (i) = Yi and P (j) = Yj and so
〈φ|YiYj|φ〉 = 〈z|YiYj|z〉 = 0.
On the other hand,
〈φ|XiXj|φ〉 = 〈z|
( ∏
{k,ℓ}∈E
exp(−iθP (k)P (ℓ))
)
XiXj
( ∏
{k,ℓ}∈E
exp(iθP (k)P (ℓ))
)
|z〉
= 〈z|
( ∏
k:k 6=j,{i,k}∈E
exp(−2iθYiP (k))
)( ∏
k:k 6=i,{k,j}∈E
exp(−2iθP (k)Yj)
)
XiXj |z〉
= 〈z|
∏
k:k 6=j,{i,k}∈E
(cos(2θ)− i sin(2θ)YiP (k))
∏
k:k 6=i,{k,j}∈E
(cos(2θ)− i sin(2θ)P (k)Yj)XiXj|z〉
=
⌊T+1
2
⌋∑
a=1
(
T
2a− 1
)
sin4a−2(2θ) cosdi+dj−4a(2θ).. (43)
The summation in Eq. (43) runs over all odd cardinality subsets of triangles. Finally,
〈φ|ZiZj |φ〉
= 〈z|
∏
k:k 6=j,{i,k}∈E
(cos(2θ)− i sin(2θ)YiP (k))
∏
k:k 6=i,{k,j}∈E
(cos(2θ)− i sin(2θ)PkYj)ZiZj|z〉
=
⌊T
2
⌋∑
a=0
(
T
2a
)
sin4a(2θ) cosdi+dj−2−4a(2θ)
Where again, we have used the fact that any pair of triangles will result in an identity term.
If zi = zj = 1, similar calculations show that the contributions from 〈φ|YiYj|φ〉 and
〈φ|XiXj |φ〉 are interchanged, but that their sum is unchanged. So for any unsatisfied edge,
we have added lines to this equation:
〈φ|2hij|φ〉 = 1−
⌊T+1
2
⌋∑
a=1
(
T
2a− 1
)
sin4a−2(2θ) cosdi+dj−4a(2θ)−
⌊T
2
⌋∑
a=0
(
T
2a
)
sin4a(2θ) cosdi+dj−2−4a(2θ)
= 1− cosdi+dj−2(2θ)
(
T∑
b=0
(
T
b
)
sin2b(2θ)
cos2b(2θ)
)
= 1− cosdi+dj−2−2T (2θ),
where we used the binomial expansion of (1 + x)T for x = sin
2(2θ)
cos2(2θ)
.
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