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LONG TIME BEHAVIOR OF SOLUTIONS TO THE MKDV
BENJAMIN HARROP-GRIFFITHS
Abstract. In this paper we consider the long time behavior of solutions to the modified Korteweg-de Vries
equation on R. For sufficiently small, smooth, decaying data we prove global existence and derive modified
asymptotics without relying on complete integrability. We also consider the asymptotic completeness prob-
lem. Our result uses the method of testing by wave packets, developed in the work of Ifrim and Tataru on
the 1d cubic nonlinear Schro¨dinger and 2d water wave equations.
1. Introduction
In this article we consider the long-time behavior of solutions to the mKdV equation
(1.1)
{
ut +
1
3uxxx = σ(u
3)x, u : R× R→ R,
u(0) = u0,
where σ = ±1 and u0 is sufficiently small, smooth and decaying data.
The Cauchy problem for (1.1) has been studied extensively. For a summary of known results we refer the
reader to [29]. In particular, the mKdV is both locally well-posed [23–25] and globally well-posed [3, 12, 27]
in Hs for s ≥ 14 . Below s = 14 the solution map fails to be uniformly continuous [1, 26] although weaker
forms of well-posedness hold [2]. Local well-posedness in non-L2-based spaces closer to the critical scaling
has also been obtained [10, 11].
As the mKdV is completely integrable, global existence and asymptotic behavior can be studied using
inverse scattering techniques such as in Deift and Zhou [5] and references therein. A natural question to ask
is whether it is possible to study the asymptotic behavior of the mKdV without relying on the completely
integrable structure. Hayashi and Naumkin [13, 16] were able to prove global existence and derive modified
asymptotics in a neighbourhood of a self-similar solution without relying on the complete integrability, with
errors bounded in Lp for 4 < p ≤ ∞. Our result presents a significant improvement by proving modified
scattering in L2∩L∞. We also derive the leading asymptotic in the oscillatory region and use slightly weaker
assumptions on the initial data.
In the related case of the cubic nonlinear Schro¨dinger equation on R, modified asymptotics have been
proved without inverse scattering techniques using both spatial methods [30] and Fourier methods [14, 22].
In this paper we use the method of testing by wave packets, based on the work of Ifrim and Tataru on the 1d
cubic NLS [19] and 2d water wave [20,21] equations. This method essentially interpolates between the spatial
side and Fourier side approaches by localizing in both space and frequency at the scale of the uncertainty
principle.
In order to give a more complete picture of the asymptotic behavior of solutions, we consider the reciprocal
problem: given a function with a suitable asymptotic profile, can we construct a solution to (1.1) matching
this asymptotic behavior as t → +∞? Hayashi-Naumkin [17] showed that under strong conditions on the
data, including that it has mean zero, it is possible to find such a solution. Our result holds for a much larger
class of data, including those with non-trivial mean. In the case of the gKdV, where solutions scatter to
free solutions, asymptotic completeness was established by Cote [4] and refined by Farah-Pastor [8]. Similar
results have also been obtained for the cubic NLS, see for example [19] and references therein.
As in the case of the NLS [6,14,19,30], Theorem 1.1 is also true for short-range perturbations of the form
(1.2)
{
ut +
1
3uxxx = (σu
3 + F (u))x,
u(0) = u0,
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where F ∈ C2(R) satisfies
(1.3) |F (u)| = O(|u|p), |u| → 0, p > 3,
with some minor modifications if p ∈ (3, 72 ). For completeness we briefly outline these modifications in
Appendix A.
While preparing this paper we learned that some similar results have been obtained by Germain, Pusateri
and Rousset [9].
For t > 0, the solution to the linear KdV equation
(1.4)
{
ut +
1
3uxxx = 0,
u(0) = u0,
is given by
(1.5) u(t, x) = t−
1
3
∫
Ai(t−
1
3 (x− y))u0(y) dy,
where the Airy function is defined by the oscillatory integral
Ai(x) =
1
2π
∫
ei(
1
3 ξ
3+xξ) dξ.
The linear KdV has Hamiltonian h(ξ) = − 13ξ3 and hence the Hamiltonian flow associated to the linear
KdV operator is
(1.6) (x, ξ) 7→ (x− tξ2, ξ).
In particular, given a speed v ≥ 0, we expect wave packets with initial data localized in phase space near
(x, ξ) = (0,±√v) to travel along the ray Γv = {x+ tv = 0}. As all wave packets travel towards x = −∞, we
expect the solution to (1.4) to decay rapidly as t−
1
3x→ +∞ and oscillate as t− 13x→ −∞.
For Schwartz initial data, we can roughly divide the asymptotic behavior of solutions to (1.4) into three
distinct regions as t→ +∞. In the decaying region t− 13x→ +∞,
u(t, x) = O(t−
1
3 (t−
1
3 |x|)−N ).
In the self-similar region t−
1
3 |x| . 1,
u(t, x) = t−
1
3 Ai(t−
1
3x)
∫
u0 dx+O(t
− 23 ).
In the oscillatory region t−
1
3x→ −∞,
u(t, x) = π−
1
2 t−
1
3 (t−
1
3 |x|)− 14 Re
(
eiφuˆ0(t
− 12 |x| 12 )
)
+O(t−
1
3 (t−
1
3 |x|)− 74 ),
where the phase is given by
(1.7) φ(t, x) = −2
3
t−
1
2 |x| 32 + π
4
.
From (1.5), we observe that if our initial data satisfies ‖u0‖H0,1 ≤ ǫ, the linear solution satisfies the
dispersive estimates
(1.8) |u(t, x)| . ǫt− 13 〈t− 13x〉− 14 , |ux(t, x)| . ǫt− 23 〈t− 13x〉 14 ,
and in particular,
|uux| . ǫ2t−1.
We expect solutions to the nonlinear equation (1.1) to behave like solutions to the linear equation for
sufficiently short times. So, if our initial data is of size ǫ > 0 in a suitable norm, we expect it to satisfy (1.8),
at least for sufficiently small T > 1. In particular, if ‖ · ‖ is a Sobolev-type norm in x then
‖u(t)‖ . ‖u(1)‖+ ǫ2
∫ t
1
‖u(s)‖ ds
s
.
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The integral is bounded by supt ‖u(t)‖ up to time T ≈ eǫ
−2
and hence we only expect linear behavior up to
this time. So while we may still have a global solution, we expect the asymptotic behavior of the solution to
differ from the linear solution by a logarithmic difference in t.
Our first result is that this is indeed the case.
Theorem 1.1. There exists ǫ > 0 such that for all u0 ∈ H1,1 satisfying
(1.9) ‖u0‖H1,1 ≤ ǫ,
there exists a unique global solution u to (1.1) with S(−t)u ∈ C(R;H1,1) satisfying the estimates for t ≥ 1
and a.e. x ∈ R,
(1.10) |u(t, x)| . ǫt− 13 〈t− 13x〉− 14 , |ux(t, x)| . ǫt− 23 〈t− 13x〉 14 .
Further, we have the following asymptotics as t→ +∞.
In the decaying region Ω+ρ = {x > 0 : t−
1
3 x & t2ρ} we have the estimates
(1.11) ‖t 13 (t− 13x) 34 u‖L∞(Ω+ρ ) . ǫ, ‖t
1
6 (t−
1
3x)u‖L2(Ω+ρ ) . ǫ.
In the self-similar region Ω0ρ = {x ∈ R : t−
1
3 |x| . t2ρ}, where 0 ≤ ρ ≤ 13 (16 − Cǫ2), there exists a solution
Q(y) to the Painleve´ II equation
(1.12) yQ−Qyy + 3σQ3 = 0,
satisfying
(1.13) |Q(y)| . ǫ,
and we have the estimates
(1.14) ‖u− t− 13Q(t− 13x)‖L∞(Ω0ρ) . ǫt−
1
2 (
5
6−Cǫ
2), ‖u− t− 13Q(t− 13x)‖L2(Ω0ρ) . ǫt−
2
3 (
5
12−Cǫ
2).
In the oscillatory region Ω−ρ = {x < 0 : t−
1
3 |x| & t2ρ}, there exists a unique (complex-valued) function W
satisfying W (ξ) = W (−ξ) such that for C > 0 sufficiently large,
(1.15) ‖W‖H1−Cǫ2 ,1∩L∞ . ǫ,
and
(1.16) u(t, x) = π−
1
2 t−
1
3 (t−
1
3 |x|)− 14 Re
(
eiφ(t,x)+
3iσ
4π |W (t
− 1
2 |x|
1
2 )|2 log(t−
1
2 |x|
3
2 )W (t−
1
2 |x| 12 )
)
+ errx,
where the error satisfies the estimates
(1.17) ‖t 13 (t− 13 |x|) 38 errx‖L∞(Ω−ρ ) . ǫ, ‖t
1
6 (t−
1
3 |x|) 14 errx‖L2(Ω−ρ ) . ǫ.
In the corresponding frequency region Ω̂−ρ = {ξ > 0 : t
1
3 ξ & tρ} we have
(1.18) uˆ(t, ξ) = e
1
3 itξ
3+ 3iσ4π |W (ξ)|
2 log(tξ3)W (ξ) + errξ,
where the error satisfies
(1.19) ‖(t 13 ξ) 14 errξ‖L∞(Ω̂−ρ ) . ǫ, ‖t
1
6 (t
1
3 ξ)
1
2 errξ‖L2(Ω̂−ρ ) . ǫ.
Remark 1.2. As (1.1) has time reversal symmetry given by
u(t, x) 7→ u(−t,−x),
we get corresponding asymptotics as t→ −∞.
Remark 1.3. The loss of regularity of W in Theorem 1.1 can be compared to the similar results [19, 21].
Indeed, as the direct scattering problem for the cubic NLS and mKdV is the same, we expect the corre-
spondence between the W of Theorem 1.1 and u0 to be the same as in Theorem 1 of [19]. From the inverse
scattering theory, see for example [5, 6], we expect this loss of regularity to be logarithmic in nature.
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For the asymptotic completeness, a key object of study will be the one-parameter family of solutions to
the Painleve´ II equation (1.12). We first state the following result giving the asymptotic behavior of these
solutions.
Theorem 1.4 (Deift-Zhou [7]). Given W ∈ R (and sufficiently small if σ = −1) there exists a unique
solution Q(y;W ) to the Painleve´ II equation (1.12) such that
(1.20)
Q(y;W ) = π−
1
2 |y|− 14 Re
(
e−
2
3 i|y|
3
2 +i π4 +
3iσ
4π W
2 log |y|
3
2 +iσθ(W 2)W
)
+O(|y|− 54 log |y|), y → −∞,
Q(y;W ) = qσ(W )Ai(y) +O(|y|− 14 e− 43y
3
2 ), y → +∞,
where
θ(W 2) = 9 log 24π W
2 − argΓ ( 3i4πW 2)− π2 , qσ(W ) = sgnW ( 2σ3 (1− e− 3σ2 W 2)) 12 .
For a real-valued even function W , we define
(1.21) uasymp(t, x) = t
− 13Q(t−
1
3x;W (t−
1
2 |x| 12 )).
We observe that from Theorem 1.4, this has an asymptotic profile matching that of Theorem 1.1. We then
look for a solution to the problem
(1.22)

ut +
1
3uxxx = σ(u
3)x,
lim
t→+∞
(u(t)− uasymp(t)) = 0.
We define the space Y of real-valued even functions with norm
(1.23) ‖W‖Y = ‖〈D〉Cǫ
2
W‖H1,1
and then have the following asymptotic completeness result.
Theorem 1.5. There exist ǫ, C > 0 such that for all W ∈ Y satisfying
(1.24) ‖W‖Y ≤ ǫ,
there exists a unique solution to (1.22) such that S(−t)u ∈ C(R;H1,1).
Remark 1.6. Similar to Theorem 1.1 we have a loss of regularity between W and u. In order to close the
argument we require an extra Cǫ2 derivatives for both Wz and zW .
Remark 1.7. As we use the 1-parameter family of real-valued solutions to the Painleve´ II as our asymptotic
object, we are restricted to considering real-valued W. This leaves a small gap between Theorems 1.1 and
1.5.
We conclude this section by giving an outline of the proof of Theorems 1.1 and 1.5. In order to control
the spatial localization of solutions we look to control the “vector field”
(1.25) Lu = S(t)xS(−t)u = (x− t∂2x)u.
However, L does not behave well with respect to the nonlinearity, so as in [13, 15, 16] we instead work with
(1.26) Λu = ∂−1x (3t∂t + x∂x + 1)u.
We observe that if u is a solution to (1.1) then
(1.27) Λu = Lu+ 3tσu3.
As 3t∂t + x∂x + 1 generates the mKdV scaling symmetry
(1.28) u(t, x) 7→ λu(λ3t, λx), u0(x) 7→ λu0(λx),
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the function v = Λu satisfies the linearized equation
(1.29)
{
vt +
1
3vxxx = 3σu
2vx,
v(0) = xu0.
For a large fixed constant M0 ≥ 2 we define the space X with norm
(1.30) ‖u‖2X = ‖u‖2H1 + 〈t〉−2δ‖Λu‖2L2,
where
(1.31) δ = 3M20 ǫ
2.
We then have the following local well-posedness result that can be proved as in Kenig-Ponce-Vega [24, 25].
Theorem 1.8. If u0 ∈ H1,1 satisfies (1.9) then there exists T = T (ǫ)→∞ as ǫ→ 0 and a unique solution
u ∈ C([0, T ];X) such that
(1.32) sup
t∈[0,T ]
‖u(t)‖X ≤ 10ǫ.
Further, the solution map u0 7→ u(t) is locally Lipschitz.
In §3 we prove Theorem 1.1. Using the local well-posedness result, for ǫ > 0 sufficiently small we can
find T > 1 and a unique solution u ∈ C([0, T ];X) to (1.1). We then make the bootstrap assumption that u
satisfies the linear pointwise estimate
(1.33) sup
t∈[1,T ]
(
‖t 13 〈t− 13x〉 14u‖L∞ + ‖t 23 〈t− 13x〉− 14ux‖L∞
)
≤M0ǫ
and show that under this assumption, for ǫ > 0 sufficiently small, we have the energy estimate
(1.34) sup
t∈[0,T ]
‖u‖X . ǫ,
with a constant independent of M0, T . To complete the proof of global existence we need to close the
bootstrap estimate (1.33).
To control the pointwise behavior of solutions we use the method of testing by wave packets [19–21]. A
wave packet is an approximate solution localized in both space and frequency on the scale of the uncertainty
principle. We define a wave packet Ψv adapted to the ray Γv and measure u along Γv by considering
(1.35) γ(t, v) =
∫
u(t, x)Ψv(t, x) dx.
A key innovation of Ifrim and Tataru is to choose the wave packet to be localized at a t-dependent scale.
For the KdV, a wave packet adapted to the ray Γv will be localized at scale λ = t
− 13 〈t 23 v〉− 14 in frequency
and at scale λ−1 in space. However, as we only make use of the wave packets in the region
(1.36) Ω−0 = {v > 0 : t
2
3 v & 1}
corresponding to the region Ω−0 , we instead define
(1.37) λ = t−
1
2 v−
1
4 .
We then reduce closing the bootstrap estimate (1.33) to proving global bounds for γ. To derive these bounds,
we show that γ satisfies an ODE of the form
γ˙(t, v) = 3iσt−1|γ(t, v)|2γ(t, v) + error.
The logarithmic correction to the phase then arises as a consequence of solving this ODE.
In §4 we prove Theorem 1.5. The key idea here is to replace uasymp by a regularized version uapp, where
the regularization is on the scale of the wave packets. The result then follows by applying a contraction
mapping argument to the resulting equation for the difference v = u− uapp in a suitable space.
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2. Notation and definitions
We recall that solutions to (1.1) have conserved quantities
E0(t) =
∫
u dx,(2.1)
E1(t) =
∫
u2 dx,(2.2)
E2(t) =
∫
u2x +
3
2σu
4 dx.(2.3)
We note that as (1.1) is completely integrable there are an infinite number of higher order conserved quan-
tities.
We define the Fourier transform of a Schwartz function f ∈ S(R) to be
(2.4) fˆ(ξ) = Ff(ξ) =
∫
f(x)e−ixξ dx,
with inverse
(2.5) fˇ(x) = F−1f(x) = 1
2π
∫
f(ξ)eixξ dξ.
The linear KdV propagator S(t) can then be written as
(2.6) S(t)f =
1
2π
∫
fˆ(ξ)ei(
1
3 tξ
3+xξ) dξ.
We then have the dispersive estimate,
(2.7) ‖S(t)f‖L∞ . t− 13 ‖f‖L1.
Let ψ ∈ C∞0 be a real-valued, even function satisfying 0 ≤ ψ ≤ 1, supported on (−2, 2) and identically
1 on [−1, 1]. For N ∈ 2Z, we define ψN (ξ) = ψ(N−1ξ) and ϕN (ξ) = ψN (ξ) − ψN
2
(ξ). We then have the
Littlewood-Paley projections
(2.8) PNu = ϕN (D)u, P≤Nu = ψN (D)u, P>Nu = u− P≤Nu, PN<·≤Mu = P≤MP>Nu.
We also define the projections to positive and negative frequencies
(2.9) P±u = 1(0,∞)(±D)u.
We recall the Bernstein inequality, for 1 ≤ p ≤ q ≤ ∞,
(2.10) ‖PNu‖Lq . N
1
p
− 1
q ‖PNu‖Lp ,
and the Sobolev estimate
(2.11) ‖u‖L∞ . ‖u‖
1
2
L2‖ux‖
1
2
L2 .
We recall that if χ ∈ C∞0 and for R > 0 we define χR(x) = χ(R−1x) then for 1 ≤ p ≤ ∞ we have the
estimate
(2.12) ‖(1− PN
4 ≤·≤4N
)(χRPNu)‖Lp .k 〈RN〉−k‖PNu‖Lp,
so χRPNu is localized at frequencies ∼ N whenever RN ≫ 1. As a consequence we may obtain a version
of Bernstein’s inequality whenever RN ≫ 1 and 1 ≤ p ≤ q ≤ ∞
‖χRPNu‖Lq ≤ ‖PN
4 ≤·≤4N
(χRPNu)‖Lq + ‖(1− PN
4 ≤·≤4N
)(χRPNu)‖Lq
.k N
1
p
− 1
q ‖PN
4 ≤·≤4N
(χRPNu)‖Lp + 〈RN〉−k‖PN‖Lq
.k N
1
p
− 1
q
(‖χRPNu‖Lp + 〈RN〉−k‖PN‖Lp)
We define the weighted Sobolev norms Hk,j by
(2.13) ‖u‖2Hk,j = ‖〈ξ〉kuˆ‖2L2 + ‖〈x〉ju‖2L2.
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We call a pair of indices (p, q) admissible if
(2.14)
2
p
+
1
q
=
1
2
, 4 ≤ p ≤ ∞, 2 ≤ q ≤ ∞.
If we define
(2.15) Φf =
∫ ∞
t
S(t− s)f(s) ds,
then for admissible pairs (p1, q1), (p2, q2) and any decomposition f = f1 + f2 we have the estimate [24, 25]
(2.16) ‖Φf‖L∞t L2x + ‖|D|
1− 5
p1 Φf‖Lp1x Lq1t . ‖f1‖L1tL2x + ‖|D|
5
p2
−1
f2‖
L
p′2
x L
q′2
t
.
For (p, q) admissible we have the estimate [2, Corollary 3.6]
(2.17) ‖u‖L∞t L2x + ‖|D|1−
5
p u‖LpxLqt . ‖u‖Umin{p,q}S ,
where the space UpS is defined as in [28]. For p > 2 we have the embedding,
(2.18) W˙ 1,1t L
2
x ⊂ V 2rc ⊂ Up,
where V prc is the space of right-continuous functions of bounded p-variation (see for example [28]).
3. Modified Scattering
3.1. Energy estimates. We first derive energy estimates for u under the the bootstrap assumption (1.33).
Our argument is similar to Hayashi-Naumkin [13, 15, 16].
Proposition 3.1. For ǫ > 0 chosen sufficiently small and t ∈ [0, T ] we have the energy estimates
(3.1) ‖u‖H1 . ǫ,
(3.2) ‖Λu‖L2 . ǫ〈t〉δ,
where δ is defined as in (1.31) and the constants are independent of M0, T .
Proof. From conservation of mass (2.2), we have
‖u‖L2 = ‖u0‖L2 ≤ ǫ.
From the Sobolev estimate (2.11), for any θ > 0, we have∫
u4 dx . ‖u‖3L2‖ux‖L2 . θ−1‖u‖6L2 + θ‖ux‖2L2 . θ−1ǫ4‖u‖2L2 + θ‖ux‖2L2 .
Defining Ej(t) for j = 1, 2 as in (2.2) and (2.3), for θ > 0 chosen sufficiently small we then have
(3.3) ‖u(t)‖H1 ∼ E1(t) + E2(t) = E1(0) + E2(0) ∼ ‖u0‖H1 ≤ ǫ,
where the constants are independent of M0.
If v = Λu, from the estimate (1.32) we have
sup
t∈[0,1]
‖v(t)‖L2x . ǫ.
For t ≥ 1, as a consequence of (1.33) we have the estimate
(3.4) ‖uux‖L∞ ≤M20 ǫ2t−1, t ≥ 1,
and we may then use the equation (1.29) to get
∂t‖v‖2L2 = 6σ
∫
u2vxv dx
= −6σ
∫
uuxv
2 dx
≤ 6M20 ǫ2t−1‖v‖2L2.
Using Gronwall’s inequality for t ≥ 1 we obtain (3.2).

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For convenience we will make use of the norm
‖u‖2
X˜
= ‖Lu‖2L2 + ‖t
1
3 〈t 13Dx〉−1u‖2L2.
For N ∈ 2Z, we define
uN = PNu, u
≤t−
1
3
=
∑
N≤t−
1
3
uN .
We note that we have the compatibility estimate
(3.5) ‖u‖2
X˜
∼ ‖u
≤t−
1
3
‖2
X˜
+
∑
N>t−
1
3
‖uN‖2X˜ .
We then have the following corollary to Proposition 3.1.
Corollary 3.2. For ǫ > 0 sufficiently small and t ∈ [1, T ], we have the estimate
(3.6) ‖u‖X˜ . ǫt
1
6 .
Proof. From the estimate (1.32) and the bootstrap assumption (1.33) we obtain
(3.7) ‖u‖Lp .M0ǫ〈t〉
1
3p−
1
3 , p ∈ (4,∞].
From the energy estimate (3.2) we then have
‖Lu‖L2 . ‖Λu‖L2 + 3t‖u‖3L6 . ǫ〈t〉δ + (M0ǫ)3〈t〉
1
6 .
This gives the first component of (3.6), provided ǫ = ǫ(M0) > 0 is chosen sufficiently small that δ ∈ (0, 16 ].
For the second part we make a self-similar change of variables by defining
(3.8) U(t, y) = t
1
3u(t, t
1
3 y).
We observe that U satisfies the equation
(3.9)
{
∂tU =
1
3 t
−1∂y(yU − Uyy + 3σU3)
U(1, y) = u(1, y)
From the energy estimate (3.2) we have
∂t‖〈Dy〉−1U‖L2y . t−1‖yU − Uyy + 3σU3‖L2y
. t−
7
6 ‖Λu‖L2
. ǫtδ−
7
6 .
So for ǫ > 0 chosen sufficiently small that δ < 16 we may integrate to obtain
‖〈Dy〉−1U‖L2y . ǫ,
which gives us the second component of (3.6). 
3.2. Initial bounds. In this section we prove a number of estimates for u that will allow us to reduce
closing the bootstrap estimate (1.33) to considering the behavior of u along the rays Γv for v ∈ Ω−0 . Our
argument uses Klainerman-Sobolev type estimates similar to [18, 20, 21].
Let t ≥ 1 be fixed. We first decompose u into a piece on which L acts hyperbolically and piece on which
it acts elliptically. Let ψ ∈ C∞0 be defined as in §2. Let ν ≫ 1 be a fixed parameter and define
χ(x) = ψ(ν−1x) − ψ(νx), χhyp = 1(−∞,0)χ, χell = 1− χhyp.
We then rescale, defining χN (t, x) = χ(t
−1N−2x) and similarly for χhypN , χ
ell
N .
For each N > t−
1
3 , we decompose uN as
uN = u
hyp
N,+ + u
hyp
N,− + u
ell
N ,
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where uhypN,± = χ
hyp
N P±uN . We then define the hyperbolic parts of u by
u
hyp
± =
∑
N>t−
1
3
u
hyp
N,±,
and use this to decompose u,
u = uhyp+ + u
hyp
− + u
ell.
We observe that uhyp = uhyp+ + u
hyp
− = 2Re(u
hyp
+ ) is supported in the region {t−
1
3 x < −ν−1} and we may
define Ω−0 such that Ω
−
0 ⊂ {t−
1
3x < −ν−1}.
In the region Ω−0 , the symbol of L factorizes as
x− tξ2 = −(|x| 12 ∓ t 12 ξ)(|x| 12 ± t 12 ξ),
and hence we define operators associated to this factorization,
L± = |x| 12 ± it 12 ∂x.
We note that L− is elliptic on positive frequencies and L+ is elliptic on negative frequencies.
We then have the following bounds for the hyperbolic and elliptic parts of u.
Proposition 3.3. For t ∈ [1, T ] we may decompose u = uhyp + uell into a hyperbolic part uhyp supported in
Ω−0 and an elliptic part u
ell, satisfying the bounds
‖t 16 〈t− 13x〉uell‖L2 . ǫ, ‖t
1
3 〈t− 13 x〉 34 uell‖L∞ . ǫ, ‖t 23 〈t− 13 x〉 14uellx ‖L∞ . ǫ,(3.10)
‖t 13 uhyp‖L∞ . ǫ, ‖t 23 〈t− 13x〉− 12 uhypx ‖L∞ . ǫ.(3.11)
In order to prove Proposition 3.3, we first prove the following elliptic estimates for our solution.
Lemma 3.4. For t ∈ [1, T ] we have the estimates
‖t 13 〈t− 13x〉u
≤t−
1
3
‖L2 . ‖u≤t− 13 ‖X˜ ,(3.12)
‖(|x|+ tN2)uellN ‖L2 . ‖uN‖X˜ , N > t−
1
3 ,(3.13)
‖(|x| 12 + t 12N)L±uhypN,±‖L2 . ‖uN‖X˜ , N > t−
1
3 .(3.14)
Proof.
A. Low frequencies. Using the frequency localization of u
≤t−
1
3
wo obtain
‖t 13u
≤t−
1
3
‖L2 . ‖t
1
3 〈t 13Dx〉−1u
≤t−
1
3
‖L2,
‖xu
≤t−
1
3
‖L2 . ‖Lu≤t−13 ‖L2 + ‖t
1
3 〈t 13Dx〉−1u
≤t−
1
3
‖L2 ,
which give us the estimate (3.12).
B. Elliptic region. Let N > t−
1
3 . By rescaling under the mKdV scaling (1.28), it suffices to consider the
case N = 1. We decompose
χell1 = χ
in
1 + χ
out
1 + χ
mid
1 ,
χin1 (t, x) = ψ(νt
−1x), χout1 (t, x) = 1− ψ(ν−1t−1x), χmid1 (t, x) = χhyp1 (t,−x).
The functions χin1 , χ
mid
1 ∈ C∞0 and χout1 ∈ C∞ are supported in the regions {|x| < 2ν−1t}, {ν−1t < x < 2νt}
and {|x| > νt} respectively.
B(i). Inner region. Using the estimate (2.12), we have
t‖χin1 u1‖L2 . t‖P 14≤·≤4(χ
in
1 u1)‖L2 + t‖(1− P 14≤·≤4)(χ
in
1 u1)‖L2
.k t‖∂2xP 14≤·≤4(χ
in
1 u1)‖L2 + t〈ν−1t〉−k‖u1‖L2
. t‖χin1 ∂2xu1‖L2 + C(ν)‖u1‖X˜ .
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As a consequence we obtain
t‖χin1 u1‖L2 . ‖(x− t∂2x)u1‖L2 + C(ν)‖u1‖X˜ + ‖xχin1 u1‖L2
. ‖(x− t∂2x)u1‖L2 + C(ν)‖u1‖X˜ + ν−1t‖χin1 u1‖L2 .
Taking ν ≫ 1 to be a sufficiently large fixed constant, we have
‖(|x|+ t)χin1 u1‖L2 . t‖χin1 u1‖L2 . ‖u‖X˜,
which gives us (3.13) in the region {|x| < 2ν−1t}.
B(ii). Outer region. Proceeding as for the inner region we have
‖xχout1 u1‖L2 . ‖(x− t∂2x)u1‖L2 + C(ν)‖u1‖X˜ + t‖χout1 u1‖L2
. ‖(x− t∂2x)u1‖L2 + C(ν)‖u1‖X˜ + ν−1‖xχout1 u1‖L2,
and hence
‖(|x|+ t)χout1 u1‖L2 . ‖xχout1 u1‖L2 . ‖u‖X˜,
which gives us (3.13) in the region {|x| > νt}.
B(iii). Middle region. We now ignore the dependence of constants upon ν. Integrating by parts we have
‖χmid1 xu1‖2L2 + ‖χmid1 t∂2xu1‖2L2 + 2t
∫
(χmid1 )
2x(∂xu1)
2 dx
. ‖(x− t∂2x)u1‖2L2 + 2t
∫
∂x[(χ
mid
1 )
2]u21 dx+ t
∫
∂2x[(χ
mid
1 )
2]xu21 dx
. ‖u1‖2X˜ .
Using the localization we obtain
‖(|x|+ t)χmid1 u1‖2L2 . ‖χmid1 xu1‖2L2 + ‖χmid1 t∂2xu1‖2L2 + ‖u1‖2X˜ + 2t
∫
(χmid1 )
2x(∂xu1)
2 dx
. ‖u1‖2X˜ ,
which completes the proof of (3.13).
C. Hyperbolic region. We note that uhypN,− = u
hyp
N,+ so it suffices to consider positive frequencies. By scaling
it again suffices to consider the case N = 1. We define f1,+ = L+u
hyp
1,+ and may argue as in the inequality
(2.12) to obtain
(3.15) ‖(1− P 1
4≤·≤4
P+)∂
α
x (|x|βf1,+)‖L2 .k t−k‖u1‖X˜ .
We observe that
‖|x| 12 f1,+‖2L2 + t‖∂xf1,+‖2L2 = ‖L−f1,+‖2L2 + 4tℑ
∫
(|x| 14 f1,+)∂x(|x| 14 f1,+) dx.
Using (3.15) we may estimate
t
1
2 ‖f1,+‖L2 . t
1
2 ‖∂xf1,+‖L2 + ‖u1‖X˜ ,
‖L−f1,+‖L2 . ‖Lu1‖L2 + ‖u1‖X˜ ,
4t
1
2ℑ
∫
(|x| 14 f1,+)∂x(|x| 14 f1,+) dx . ‖u1‖X˜ ,
where the last estimate uses that |x| 14 f1,+ is localized to positive frequencies up to rapidly decaying tails.
This gives us
‖(|x| 12 + t 12 )f1,+‖2L2 . ‖|x|
1
2 f1,+‖2L2 + t‖∂xf1,+‖2L2 + ‖u1‖2X˜ . ‖u1‖2X˜ .

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Proof of Proposition 3.3. We now turn to the proof of (3.10). The L2 bound follows from the energy estimate
(3.6) and the elliptic bounds (3.12) and (3.13). For the second part, we use Bernstein’s inequality (2.10) to
obtain
‖t 13uell‖L∞(Ω00) . t
− 16 ‖t 13u
≤t−
1
3
‖L2 +
∑
N>t−
1
3
t−
2
3N−
3
2 ‖tN2uellN ‖L2.
Using the elliptic bound (3.13) and the Cauchy-Schwarz inequality to sum in N > t−
1
3 we obtain
‖t 13 uell‖L∞(Ω00) . t−
1
6 ‖u‖X˜ . ǫ.
For M > t−
1
3 we take smooth χM localizing to the set {|x| ∼ tM2} as defined in Lemma 3.4. From (2.12)
χMu
ell
N is localized at frequency . N for N ≤ M up to rapidly decaying tails of size O((tM2N)−k). As a
consequence we may combine Bernstein’s inequality (2.10) and the inequality (2.12) to obtain
‖χMuell‖L∞ . t− 16 ‖χMu
≤t−
1
3
‖L2 +
∑
t−
1
3<N≤M
N
1
2 ‖χMuellN ‖L2 +
∑
N>M
N
1
2 ‖uellN ‖L2 + t−1M−
3
2 ‖u‖X˜ .
We then have
‖t 13 〈t− 13 x〉 34 uell‖L∞(|x|∼tM2) . t
5
6M
3
2 ‖χMuell‖L∞
. t−
1
3M−
1
2 ‖xu
≤t−
1
3
‖L2 +
∑
t−
1
3<N≤M
t−
1
6N
1
2M−
1
2 ‖xuellN ‖L2
+
∑
N>M
t−
1
6M
3
2N−
3
2 ‖tN2uellN ‖L2 + t−
1
6 ‖u‖X˜ .
Summing in N using the Cauchy-Schwarz inequality and the energy estimate (3.6) we obtain the second
part of (3.10) by taking the supremum over M > t−
1
3 .
For the third part of (3.10) we estimate similarly for M > t−
1
3 to obtain
‖t 23 〈t− 13 x〉 14 uellx ‖L∞(|x|∼tM2) . t−
1
2M−
3
2 ‖xu
≤t−
1
3
‖L2 +
∑
t−
1
3<N≤M
t−
1
6N
3
2M−
3
2 ‖xuellN ‖L2
+
∑
N>M
t−
1
6M
1
2N−
1
2 ‖tN2uellN ‖L2 + t−
1
6 ‖u‖X˜ .
For (3.11) we apply the Sobolev estimate (2.11) to e−iφuhypN,+ to get
‖t 13uhypN,+‖L∞ . t
1
12 ‖uhypN,+‖
1
2
L2‖L+uhypN,+‖
1
2
L2
. t−
1
6 ‖t 12NL+uhypN,+‖L2 + t−
1
6 ‖N−1uN‖L2
Summing over N ≥ t− 13 using that the uhypN,± have almost disjoint supports and (3.14), we obtain the first
part of (3.11).
For the second part we may use the localization to estimate
‖t 23 〈t− 13 x〉− 12 ∂xuhypN,+‖L∞ . ‖t
1
3 u
hyp
N,+‖L∞ + t−
1
6 ‖uN‖X˜ ,
and then apply the first part of (3.11) to the first term.

3.3. Construction of wave packets. Let χ ∈ C∞0 (R) be a real-valued function, supported on a neigh-
bourhood of the origin of size ∼ 1 and localized in frequency near 0 at scale ∼ 1 satisfying ∫ χ = 1. We then
define our wave packet
(3.16) Ψv(t, x) = χ(λ(x + tv))e
iφ,
where φ, λ are defined as in (1.7), (1.37). We define Ω−ρ such that if v ∈ Ω−ρ , then Ψv is supported on Ω−ρ .
The following lemma shows that Ψv is also a good approximation to a free solution in Fourier space.
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Lemma 3.5. For t ≥ 1 and v ∈ Ω−0
(3.17) Ψˆv(t, ξ) = π
1
2λ−1χ1(λ
−1(ξ − ξv))e 13 itξ
3
,
where ξv =
√
v, and χ1 ∈ S(R) is localized at scale 1 in space and frequency satisfying
(3.18)
∫
χ1(ξ) = 1 +O
(
(t
2
3 v)−
3
4
)
.
Proof. We consider the Taylor approximation of φ at x = −tv,
φ(t, x) = 13 tξ
3
v + xξv +
π
4
− 1
4
(λ(x + tv))2 +R(λ(x + tv), t
2
3 v),
where
R(x, y) = −
∫ 1
0
y−
3
4 x3(1 − h)2
8|y− 34 xh− 1| 32 dh
is well defined for x ∈ suppΨv whenever v ∈ Ω−0 . We may then define
χ1(ξ) = π
−1e−
1
3 itλ
3ξ3
∫
e−2iξηeiη
2
χˆ2(η) dη,
where χ2(x) = χ(x)e
iR(x,t
2
3 v).
As e
1
3 itλ
3ξ3 = 1 +O((t
2
3 v)−
3
4 ξ3) and χ2 ∈ S we have∫
χ1 = χˆ2(0) +O((t
2
3 v)−
3
4 ),
and similarly, as eiR(x,y) = 1+ O(y−
3
4x3),
χˆ2(0) = 1 +O((t
2
3 v)−
3
4 ).

We will frequently make use of the fact that up to error terms we may replace u in the definition of γ(t, v)
by the hyperbolic part of u lying on the ray Γv. To prove this we first take v ∈ Ω−0 and define ζv ∈ C∞ such
that
ζv(D) =
∑
N∼ξv
PNP+.
As Ψv is localized in Fourier space at frequency ξv, from (3.17) we have
‖(1− ζv(D))Ψv‖L1x .k t
1
3 (t
2
3 v)−k.
From the initial pointwise bounds and the elliptic bounds (3.10) and (3.11) we obtain∣∣∣∣∣∣γ(t, v)−
∑
N∼ξv
∫
uN,+(t, x)Ψv(t, x) dx
∣∣∣∣∣∣ . ‖(1− ζv(D))Ψv‖L1‖u‖L∞ .k ǫ(t 23 v)−k.
We then define
(3.19) wv,+(t, x) = e
−iφ
∑
N∼ξv
u
hyp
N,+,
and from the spatial localization of the hyperbolic part of uN,+, we have
(3.20)
∣∣∣∣γ(t, v)− ∫ wv,+(t, x)χ(λ(x + tv)) dx∣∣∣∣ .k ǫ(t 23 v)−k.
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3.4. Energy estimates for γ. We may consider γ to be a function of ξv =
√
v, and define Ω̂−ρ so that
ξv ∈ Ω̂−ρ if and only if v ∈ Ω−ρ . We then have the following energy estimates for γ.
Lemma 3.6. For t ∈ [1, T ] we have the energy estimates
‖γ‖H0,1
ξv
(Ω̂−0 )
. ǫ,(3.21)
‖∂ξvγ − 3tξ−1v ∂tγ‖L2(Ω̂−0 ) . ǫt
δ.(3.22)
Proof. We first show that,
(3.23)
∥∥∥∥∫ f(t, x)χ(t− 12 ξ− 12v (x+ tξ2v)) dx∥∥∥∥
L2
ξv
(Ω̂−ρ )
. ‖f‖L2(Ω−ρ ).
Making an affine change of variables, we have∫
f(t, x)χ(t−
1
2 ξ
− 12
v (x+ tξ
2
v)) dx =
∫
t
1
2 ξ
1
2
v f(t, t
1
2 ξ
1
2
v x− tξ2v)χ(x) dx.
We then define a nonlinear change of variables by
ξv 7→ q = t 12 ξ
1
2
v x− tξ2v .
We calculate
t−
1
3 q = −(t 13 ξv)2
(
1− (t 13 ξv)− 32 x
)
,
dq
dξv
= −2tξv
(
1− 1
4
(t
1
3 ξv)
− 32x
)
.
If ξv ∈ Ω̂−ρ , then t
1
3 ξv & t
ρ ≥ 1. Provided χ is supported in a sufficiently small neighbourhood of the origin
we have
−t− 13 q & t2ρ,
∣∣∣∣ dqdξv
∣∣∣∣ & tξv,
which gives us the estimate (3.23).
As a consequence of (3.23), we have the estimate
‖γ‖L2
ξv
(Ω̂−0 )
. ‖u‖L2.
We calculate
ξvΨv = −i∂xΨv + λΨ˜v,
where
Ψ˜v(t, x) =
(
λ−1(ξv − t− 12 |x| 12 )χ(λ(x + tv)) + iχ′(λ(x + tv))
)
eiφ
has similar localization to Ψv. Integrating by parts in the first term and using (3.23), we obtain
‖ξvγ‖L2
ξv
(Ω̂−0 )
. ‖u‖H1 .
We now turn to the estimate (3.22). We observe that (3t∂t + x∂x)Ψv = ξv∂ξvΨv so integrating by parts
we have
∂ξvγ − 3tξ−1v ∂tγ =
∫
Λu ξ−1v ∂xΨv dx.
We calculate that
ξ−1v ∂xΨv(t, x) =
(
ξ−1v λχ
′(λ(x + tv)) + it−
1
2 |x| 12 ξ−1v χ(λ(x+ tv))
)
eiφ
has similar localization to Ψv. From the estimate (3.23), we then obtain
‖∂ξvγ − 3tξ−1v ∂tγ‖L2(Ω̂−0 ) . ‖Λu‖L2.

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3.5. Reduction of pointwise estimates to wave packets. The following lemma allows us to reduce
closing the bootstrap estimate (1.33) to proving
(3.24) ‖γ‖L∞v (Ω−0 ) . ǫ
with a constant independent of M0, T .
Proposition 3.7. For t ∈ [1, T ] we have the following estimates.
I) Physical-space estimates.∥∥∥t 13 (t− 13 |x|) 38 (P+u(t, x)− t− 13 (t− 13 |x|)− 14 eiφγ(t, t−1|x|))∥∥∥
L∞(Ω−0 )
. ǫ,(3.25) ∥∥∥t 23 (t− 13 |x|)− 18 (P+ux(t, x) − it− 23 (t− 13 |x|) 14 eiφγ(t, t−1|x|))∥∥∥
L∞(Ω−0 )
. ǫ,(3.26) ∥∥∥t 16 (t− 13 |x|) 14 (P+u(t, x)− t− 13 (t− 13 |x|)− 14 eiφγ(t, t−1|x|))∥∥∥
L2(Ω−0 )
. ǫ.(3.27)
II) Fourier-space estimates.
‖(t 13 ξ) 14 (uˆ(t, ξ)− π− 12 e 13 itξ3γ(t, ξ2))‖L∞
ξ
(Ω̂−0 )
. ǫ,(3.28)
‖t 16 (t 13 ξ) 12 (uˆ(t, ξ)− π− 12 e 13 itξ3γ(t, ξ2))‖L2
ξ
(Ω̂−0 )
. ǫ.(3.29)
Proof.
I) Physical-space estimates. For (3.27), using the elliptic estimate (3.10) and the estimate (3.20), it suffices
to show that ∥∥∥∥λ−2wv,+(t,−tv)− λ−1 ∫ wv,+(t, x)χ(λ(x + tv)) dx∥∥∥∥
L2
ξv
(Ω̂−0 )
. ǫt
1
6 .
As
∫
χ = 1 we have
λ−1wv,+(t,−tv)−
∫
wv,+(t, x)χ(λ(x + tv)) dx
=
∫
(wv,+(t,−tv)− wv,+(t, x))χ(λ(x + tv)) dx
= −
∫ ∫ 1
0
(∂xwv,+)(t, x − (x+ tv)h)(x + tv)χ(λ(x + tv)) dhdx.
We observe that
∂xwv,+ = e
−iφ
∑
N∼ξv
L+u
hyp
N,+.
The estimate then follows from the hyperbolic bound (3.11) and the estimate (3.23).
For (3.25) we estimate similarly, using the elliptic estimate (3.10) and the estimate (3.20) to reduce the
bound to proving that∥∥∥∥λ− 12 ∫ (wv,+(t,−tv)− wv,+(t, x)) χ(λ(x+ tv)) dx∥∥∥∥
L∞
ξv
(Ω̂−0 )
. ǫt
1
6 .
To show this we use (3.11) to obtain
λ−
1
2 |(wv,+(t,−tv)− wv,+(t, x))| . (t 13 ξv) 14 ‖∂xwv,+‖L2|x+ tv|
1
2 . ǫt
1
6 λ
3
2 |x+ tv| 12 .
Using (3.20) and the frequency localization, the estimate (3.26) follows from (3.25).
II) Fourier-space estimates. We use (3.17) to write
e−
1
3 itξ
3
v uˆ(t, ξv)− π− 12 γ(t, v) = π− 12
∫ (
e−
1
3 itξ
3
v uˆ(t, ξv)− e− 13 itξ
3
uˆ(t, ξ)
)
λ−1χ1(λ
−1(ξ − ξv)) dξ
+O
(
(t
1
3 ξv)
− 32 e−
1
3 itξ
3
v uˆ(t, ξv)
)
.
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For the difference we have
e−
1
3 itξ
3
v uˆ(t, ξv)− e− 13 itξ
3
uˆ(t, ξ) = −i(ξv − ξ)
∫ 1
0
e−
1
3 itη
3
(̂Lu)(t, h(ξv − ξ) + ξ) dh.
For the error terms we have
‖t 16 (t 13 ξv)−1e− 13 itξ
3
v uˆ(t, ξv)‖L2
ξv
(Ω̂−0 )
. t−
1
6 ‖t 13 〈t 13Dx〉−1u‖L2.
The estimate (3.29) then follows from the energy estimate (3.6).
For (3.28) we use that
|e− 13 itξ3v uˆ(t, ξv)− e− 13 itξ
3
uˆ(t, ξ)| . ‖Lu‖L2|ξv − ξ|
1
2 ,
and estimate similarly. 
3.6. Global existence. In order to prove (3.24), we consider the ODE satisfied by γ
(3.30) γ˙(t, v) = σ
∫
(u3)xΨv dx+
∫
u(∂t +
1
3∂
3
x)Ψv dξ.
We then have the following estimate for γ˙.
Lemma 3.8. For t ∈ [1, T ] and ǫ > 0 sufficiently small, we have the estimates
‖t(t 23 v) 18 (γ˙ − 3iσt−1|γ|2γ)‖L∞v (Ω−0 ) . ǫ,(3.31)
‖t 76 (t 13 ξv) 12 (γ˙ − 3iσt−1|γ|2γ)‖L2
ξv
(Ω̂−0 )
. ǫ.(3.32)
Proof. We use err to denote error terms that satisfy the estimates
‖t(t 23 v) 18 err‖L∞(Ω−0 ) . ǫ, ‖t
7
6 (t
1
3 ξv)
1
2 err‖L2(Ω̂−0 ) . ǫ.
We first integrate by parts to obtain∫
(u3)xΨv dx = 3i
∫
t−
1
2 |x| 12 u3Ψ¯v dx− 3
∫
u3λe−iφχ′(λ(x + tv)) dx.
Using the bootstrap assumption (1.33) and elliptic estimates (3.10), we then have
3i
∫
t−
1
2 |x| 12u3Ψ¯v dx− 3
∫
u3λe−iφχ′(λ(x + tv)) dx = 3iξv
∫
(uhyp)3Ψv dx+ err.
As uhypN,± is localized at frequency ∼ ±N up to rapidly decaying tails and Ψv at frequency ∼ +N , we may
estimate as in (3.20) to obtain
3iξv
∫
(uhyp)3Ψv dx = 3iξv
∫
|wv,+|2wv,+χdx+ err.
Estimating as in (3.25) we have
3iξv
∫
|wv,+|2wv,+χdx = 3iξv|wv,+(t,−tv)|2
∫
wv,+χdx+ err
= 3it−1|γ(t, v)|2
∫
wv,+χdx+ err
= 3it−1|γ|2γ + err.
For the linear terms we calculate,
(∂t +
1
3∂
3
x)Ψv = t
−1λ−1eiφ∂xχ˜− 1
4
it−
1
2 |x|− 32Ψv,
where
χ˜ =
1
2
λ(x + tv)χ+ iλ2t
1
2 |x| 12χ′ + 1
3
tλ3χ′′
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has the same localization as χ. For the first of these we proceed as in (3.20) to replace u by a frequency
localized hyperbolic piece, integrate by parts and apply the hyperbolic bound (3.14) to obtain
t−1λ−1
∫
ueiφ∂xχ˜ dx = −t−1λ−1
∫
∂xwv,+χ˜ dx+ err = err.
For the second term, we may simply use the localization and the hyperbolic bound (3.11) to get
1
4
i
∫
ut−
1
2 |x|− 32Ψv dx = err.

We now use Lemma 3.8 to solve the ODE (3.30) for t ∈ [max{1, Cv− 32 }, T ], where C > 0 is chosen such
that v ∈ Ω−0 for t ≥ max{1, Cv−
3
2 }. For velocities v ≥ C 23 , the ray Γv lies outside the self-similar region for
all t ≥ 1, so from (1.32) and (3.17) we may take initial data
(3.33) |γ(1, v)| . ‖uˆ(1)‖L∞ . ‖u(1)‖
1
2
L2‖Lu(1)‖
1
2
L2 . ǫ.
For velocities 0 < v < C
2
3 , the ray Γv lies inside the self-similar region up to time t0 = Cv
− 32 , so using
(3.20), Bernstein’s inequality (2.10) and the energy estimate (3.6), we have initial data
(3.34) |γ(t0, v)| . t
1
6
0
∑
N∼t
− 1
3
0
‖uN(t0)‖L2 + ǫ . ǫ.
From (3.31), for v ∈ Ω−0 , we have the estimate
γ˙ = 3iσt−1|γ|2γ +O
(
ǫt−1(t
2
3 v)−
1
8
)
.
As 3iσt−1|γ|2 is imaginary we can then solve (3.30) to find a solution satisfying (3.24). This completes the
proof of global existence.
3.7. Asymptotic behavior. From Lemma 3.8 there exists a unique function W defined on (0,∞) such
that for t ≥ 1
‖(t 23 v) 18 (γ(t, v)− (2π)− 12W (ξv)e 3iσ4π |W (ξv)|
2log(tξ3v))‖L∞v (Ω−0 ) . ǫ,(3.35)
‖t 16 (t 13 ξv) 12 (γ(t, v)− (2π)− 12W (ξv)e 3iσ4π |W (ξv)|
2log(tξ3v))‖L2
ξv
(Ω̂−0 )
. ǫ.(3.36)
We extend W to R by defining
W (−ξv) =W (ξv), W (0) =
∫
u0.
As every ξv > 0 lies in Ω̂
−
0 for sufficiently large t > 0, using the estimates (3.21) and (3.24) we obtain
(3.37) ‖W‖L∞
ξv
∩H0,1
ξv
. ǫ.
To prove the additional regularity for W we define the region Ω̂−∗ = Ω̂
−
1/2\Ω̂−1/6 = {t−
1
6 . ξv . t
1
6 } and the
phase Φ = 3σ|γ(t, v)|2 log(tξ3v). From the estimates (3.36) and (3.24) we have,∥∥∥e−iΦγ(t, v)− (2π)− 12W (ξv)∥∥∥
L2
ξv
(Ω̂−∗ )
. ǫt−
1
4 (1 + log t).
We calculate
eiΦ∂ξv
(
e−iΦγ(t, v)
)
= ∂ξvγ − 9iσξ−1v |γ|2γ − 3iσ∂ξv(|γ|2)γ log(tξ3v)
= (∂ξvγ − 3tξ−1v γ˙)− 6iσRe((∂ξvγ − 3tξ−1v γ˙)γ)γ log(tξ3v)
+O
(
tξ−1v
∣∣γ˙ − 3iσ|γ|2γ∣∣ (1 + |γ|2 log(tξ3v))) .
From the energy estimate (3.22) and the estimate (3.32), we have∥∥∂ξv (e−iΦγ(t, v))∥∥L2(Ω̂−∗ ) . ǫtδ(1 + log t).
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By interpolation, for sufficiently large C > 0, we then have
(3.38) ‖W‖
H1−Cǫ
2
ξv
. ǫ.
To derive the asymptotic behavior in the self-similar region, we use the self-similar change of variables
(3.8). Let ρ > 0 and C ≫ 1. From the equation for U (3.9), the energy estimate (3.2), Bernstein’s inequality
(2.10) and the elliptic estimate (3.13), we have
‖∂tP≤CtρU‖L∞(Ω0ρ) . t
ρ
2 ‖P≤Ctρ∂tU‖L2 + t−1‖P∼CtρU‖L∞(Ω0ρ)
. ǫt
3
2ρ+δ−
7
6 + ǫt
ρ
2−
5
6
∑
N∼Ctρ−
1
3
‖uellN ‖L2
. ǫt−min{
1
6−δ−
3
2 ρ,
3
2ρ}−1.
Further, from the elliptic estimate (3.13) we also have
‖P>CtρU‖L∞(Ω0ρ) .
∑
N>Ctρ−
1
3
t
1
6N
1
2 ‖uellN ‖L2 . ǫt−
3
2ρ.
Choosing 0 < ρ < 23 (
1
6 − δ) there exists Q ∈ L∞ such that
‖Q‖L∞ . ǫ, ‖U −Q‖L∞(Ω0ρ) . ǫt−min{
1
6−δ−
3
2ρ,
3
2ρ}.
We recall that
‖yU − Uyy + 3σU3‖L2y . ǫtδ−
1
6 ,
and taking the limit as t→∞, we have that Q is a solution to the Painleve´ II equation (1.12).
4. Asymptotic Completeness
In this section we prove Theorem 1.5. We note that from the local theory it suffices to prove existence of
a solution u(t) on [1,∞) satisfying
(4.1) ‖u(1)‖X . ǫ.
For C, ǫ as in (1.24), we define δ = Cǫ2.
4.1. Regularization of W . Instead of working with uasymp, we work with an approximation uapp given by
regularizing W at the scale corresponding to the wave packets.
We dyadically decompose
W (z) =
∑
N∈2Z
WN (z), WN = PNW.
Let χ ∈ C∞ be smooth on scale ∼ 1, such that χ(z) ≡ 1 for |z| ≥ 1 and χ(z) ≡ 0 for |z| ≤ 12 . For each
N > 1 we define the function
χN (t, z) = χ(N
−2t
2
3 〈t 13 z〉),
We observe that χN ≡ 1 for N ≤ t 13 and for N > t 13 they are localized on the set AN = {t 23 〈t 13 z〉 & N2}
and at frequencies . tN−2 < N up to rapidly decaying tails. We then define
(4.2) W(t, z) =
∑
N≤t
χN (t, z)WN (z).
By construction, the map x 7→ W(t, t− 12 |x| 12 ) is smooth on the scale of the wave packets on R\{0}. However,
to ensure that uapp is a good approximation on R we require additional smoothing at x = 0. To do this
we take an even function ζ ∈ C∞ so that ζ(y) = |y| 12 for |y| ≥ 1 and ζ(y) = 14 〈16y〉
1
2 for |y| ≤ 12 . Taking
Q(y;W ) as in Theorem 1.4 we then define the corresponding approximate solution to be
(4.3) uapp(t, x) = t
− 13Q
(
t−
1
3x;W
(
t, t−
1
3 ζ(t−
1
3x)
))
.
As a straightforward consequence of the localization of W we have the following Lemma.
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Lemma 4.1. For t ≥ 1 we have the following estimates.
I) Estimates for W =W(t, t− 13 ζ(t− 13 x)).
(4.4)
‖t− 13 〈t− 13x〉− 14W‖L2 . ǫ, ‖t
1
3 〈t− 13x〉 14 ∂xW‖L2 . ǫ,
‖(t 13 〈t− 13x〉 14 )k+δ∂kxW‖L2 . ǫ, k ≥ 2,
‖t 13 〈t− 13x〉 14 log〈t− 13 x〉∂xW‖L2 . δ−1ǫ(1 + ǫ2 log t).
(4.5) ‖t−1(t 13 〈t− 13x〉 14 )W‖L2 . ǫ, ‖t−1(t
1
3 〈t− 13 x〉 14 )k+1+δ∂kxW‖L2 . ǫ, k ≥ 1.
(4.6) ‖W‖L∞ . ǫ, ‖(t 13 〈t− 13x〉 14 )k+ 12+δ∂kxW‖L∞ . ǫ, k ≥ 1.
II) Estimates for Wt =Wt(t, t− 13 ζ(t− 13x)). For k ≥ 0,
(4.7) ‖t(t 13 〈t− 13x〉 14 )k+δ∂kxWt‖L2 . ǫ, ‖(t
1
3 〈t− 13x〉 14 )k+1+δ∂kxWt‖L2 . ǫ.
III) Estimates for W −W.
(4.8) ‖(t 13 〈t− 13 x〉 14 )δ(W −W)‖L2 . ǫ, ‖(t
1
3 〈t− 13 x〉 14 ) 12+δ(W −W)‖L∞ . ǫ.
Proof. We consider the regions Ω−0 ∪ Ω+0 and Ω00 separately.
For |y| ≫ 1 we have ζ(y) = |y| 12 , so by changing variables we obtain
‖t− 13 〈t− 13 x〉− 14W‖L2(Ω−0 ∪Ω+0 ) . ‖W‖L2,
‖t 13 〈t− 13x〉 14 ∂xW‖L2(Ω−0 ∪Ω+0 ) . ‖W‖H1 .
Next we consider
‖t 13 〈t− 13 x〉 14 log〈t− 13x〉∂xW‖L2(Ω−0 ∪Ω+0 ) . ‖W‖H1(1 + log t) + ‖ log〈z〉∂zW‖L2
. ‖W‖H1(1 + log t) + δ−1‖〈z〉δ∂zW‖L2 .
We may then estimate ‖〈z〉δ∂zW‖L2 . ‖W‖Y by interpolation.
For k ≥ 2 we calculate
∂kxW =
k∑
m=1
cm,kt
− k+m3 (t−
1
3 |x|)m2 −k(∂mz W)(t, t−
1
2 |x| 12 ),
so after a change of variables we have
‖(t 13 〈t− 13x〉 14 )k+δ∂kxW‖L2x(Ω−0 ∪Ω+0 ) .
k∑
m=1
‖t 1+δ−m3 (t 13 z) 1+δ+2m−3k2 ∂mz W‖L2z(Ω̂−0 ).
For m = k we have
‖(t 13 (t 13 z) 12 )1+δ−k∂kzW≤t 13 ‖
2
L2(Ω̂−0 )
+
∑
N>t
1
3
‖(t 13 (t 13 z) 12 )1+δ−k∂kz (χNWN )‖2L2
. t
2(1+δ−k)
3 ‖∂kzW≤t 13 ‖
2
L2 +
∑
N>t
1
3
N2(1+δ)‖WN‖2L2
. ‖W‖2H1+δ .
For 1 ≤ m < k we estimate W in L∞ and use Bernstein’s inequality to obtain,
‖t 1+δ−m3 (t 13 z) 1+δ+2m−3k2 ∂mz W‖2L2z(Ω̂−0 ) . ‖t
1+δ−m
3 (t
1
3 z)
1+δ+2m−3k
2 ‖2
L2(|z|&t−
1
3 )
‖∂mz W≤t 13 ‖
2
L∞
+
∑
N>t
1
3
‖t 1+δ−m3 (t 13 z) 1+δ+2m−3k2 ‖2L2(|z|&t−1N2)‖∂mz (χNWN )‖2L∞z
. ‖W‖2H1+δ .
The remaining L2-estimates (4.5) and (4.7) in Ω−0 ∪ Ω+0 are similar.
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Next we consider x ∈ Ω00. Here we have
∂kxW =
k∑
m=1
cm,kt
− 13 (k+m)R(t−
1
3x)∂mz W
where R is a smooth, bounded function depending on ζ. Applying the the Cauchy-Schwarz inequality and
Bernstein inequalities we obtain
‖t− 13W‖L2(Ω00) . t−
1
6 ‖W
.t
1
3
‖L∞ .‖W‖L2, ‖t
1
3 ∂xW‖L2(Ω00) . t−
1
6 ‖∂zW.t 13 ‖L∞ .‖W‖H1 ,
‖t 13 (k+δ)∂kxW‖L2(Ω00) .
k∑
m=1
t
1
3 (
1
2+δ−m)‖∂mz W.t 13 ‖L∞ .‖W‖H1+δ
The L2-estimates (4.5) and (4.7) in Ω00 are similar.
Next we turn to the L∞ estimate (4.6). For the undifferentiated term we may simply use Sobolev
embedding to obtain ‖W‖L∞ . ‖W‖H1 . For the second part we first observe that
‖(t 13 〈t− 13x〉 14 )k+ 12+δ∂kxW‖L∞ . ‖(t
1
3 〈t− 13 x〉 14 )k+ 12+δ∂kxW‖L∞(Ω00)
+ sup
M>t
1
3
‖(t 13 〈t− 13x〉 14 )k+ 12+δ∂kxW‖L∞(|x|∼t−1M4).
For the self-similar region Ω00 we may use Bernstein’s inequality to obtain
‖(t 13 〈t− 13x〉 14 )k+ 12+δ∂kxW‖L∞(Ω00) .
k∑
m=1
t
1
6+
δ
3−
m
3 ‖∂mz W≤t 13 ‖L∞ . ‖W≤t 13 ‖H1+δ .
In the region Ω−0 ∪ Ω+0 we consider each set {|x| ∼ t−1M4} separately. Using the spatial localization of the
χN and Bernstein’s inequality we obtain
‖(t 13 〈t− 13x〉 14 )k+ 12+δ∂kxW‖L∞(|x|∼t−1M4) .
m∑
k=1
tk−mM2m−3k+
1
2+δ‖∂mz W.M‖L∞ . ‖W‖H1+δ .
For the estimate for the difference (4.8) we write
W −W =
∑
t
1
3<N<t
(1− χN )WN +W>t.
For the first term we may simply estimate as above using that 1−χN is localized on the complement of AN .
For the second term we have
‖(t 13 〈t− 13 x〉 14 )δW>t‖L2 . t1+δ‖W>t‖L2(|z|≤t) + tδ‖zW>t‖L2(|z|>t)
. ‖W‖H1+δ + ‖〈z〉〈D〉δW‖L2

4.2. Estimates for uapp. We now look to derive estimates for uapp. We first state the following lemma
giving estimates for solutions to the Painleve´ II equation (1.12), which can be proved using variation of
parameters and arguments similar to [31].
Lemma 4.2. Let W ∈ R satisfy |W | ≪ 1 and let Q(y;W ) be the solution to (1.12) satisfying (1.20). We
then have the estimate
(4.9) |∂ky∂mw Q(y;W )| .k,m

|W |〈y〉− 14+ k2 e− 23y
3
2
+ (1 + |W |2 log〈y〉)m, m even,
〈y〉− 14+ k2 e− 23y
3
2
+ (1 + |W |2 log〈y〉)m, m odd.
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In particular, if |W | ≤ ǫ we have the estimate
(4.10) |∂ky∂mw Q(y;W )| .k,m

|W |〈y〉− 14+ k2+ δ4 e− 23 y
3
2
+ , m even,
〈y〉− 14+ k2+ δ4 e− 23y
3
2
+ , m odd.
Using the estimates of Lemmas 4.1 and 4.2 we can show that uapp is a good approximation to uasymp.
Lemma 4.3. For t ≥ 1 we have estimates for uapp
‖t 13 〈t− 13x〉 14 e 23 t−
1
2 x
3
2
+uapp‖L∞ . ǫ, ‖t 23 〈t− 13x〉− 14 e 23 t
− 1
2 x
3
2
+ (uapp)x‖L∞ . ǫ,(4.11)
‖uapp‖H1 . ǫ, ‖Luapp + 3σtu3app‖L2 . ǫ(1 + ǫ2 log t),(4.12)
and estimates for the difference uapp − uasymp
‖t 1+δ3 〈t− 13x〉 14 (uapp − uasymp)‖L2x . ǫ,(4.13)
‖t 12+ δ3 〈t− 13x〉 38 e 23 t−
1
2 x
3
2
+ (uapp − uasymp) ‖L∞x . ǫ.(4.14)
Further, if T ≥ 1 is a dyadic integer we have the estimate
‖uapp‖L4xL∞T . ǫT−
1
4 ,(4.15)
where we use the notation LpT = L
p([T, 2T ]).
Proof. For the first part of (4.11) we use the estimates (4.6) for W and (4.9) for Q to obtain
‖t 13 〈t− 13x〉 14 e 23 t−
1
2 x
3
2
+uapp‖L∞ . ‖W‖L∞ . ǫ.
For the second part we differentiate,
∂xuapp = t
− 23Qy(t
− 13x;W) + t− 13Qw(t− 13x;W)∂xW ,
and estimate similarly,
‖t 23 〈t− 13x〉− 14 e 23 t−
1
2 x
3
2
+ (uapp)x‖L∞ . ‖W‖L∞ + ‖t 13 〈t− 13 x〉− 12+ δ4 ∂xW‖L∞ . ǫ.
For the first part of (4.12) we estimate similarly using the estimates (4.4) and (4.6) for W and (4.9) for
Q to obtain
‖uapp‖L2 . ‖t−
1
3 〈t− 13 x〉− 14W‖L2 . ǫ
‖(uapp)x‖L2 . t−
2
3 〈t− 13x〉 14W‖L2 + ‖t−
1
3 〈t− 13x〉− 14+ δ4 ∂xW‖L2 . ǫ+ ǫt−
2
3 .
For the second part we use that Q satisfies (1.12) to write
Luapp + 3σtu
3
app = −2t
1
3Qwy∂xW − t 23Qw∂2xW − t
2
3Qww(∂xW)2,
and may then estimate similarly. We note that the logarithmic loss arises from the first term,
‖t 13Qwy∂xW‖L2 . ‖t
1
3 〈t− 13x〉 14 ∂xW‖L2 + ‖W‖2L∞‖t
1
3 〈t− 13 x〉 14 log〈t− 13x〉∂xW‖L2 . ǫ(1 + ǫ2 log t)
For (4.13) and (4.14) we write the difference as
uapp − uasymp =
∫ 1
0
t−
1
3Qw(t
− 13x;hW + (1− h)W )(W −W ) dh,
and estimate similarly using the estimates (4.8) for the difference and (4.9) for Q.
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To prove (4.15) we take a dyadic partition of unity 1 =
∑
M∈2Z ϕ
2
M and taking l
p to correspond to
summation in M ,
‖uapp‖L4xL∞T .
(∑
M
‖ϕM (t− 13 〈t− 13 x〉 12 )|uapp|‖2L4xL∞T
) 1
2
. ‖T−13 〈T− 13x〉− 14 ‖l∞L4x‖W‖l2L∞T,x
. T−
1
4 ‖W‖H1 ,
where the last line follows from Sobolev embedding (2.11) and the Cauchy-Schwarz inequality.

4.3. An equation for v = u− uapp. We now define the function f such that uapp satisfies the equation
(4.16) (∂t +
1
3∂
3
x)uapp = σ(u
3
app)x + f.
If we define v = u− uapp then (1.22) becomes
(4.17)

(∂t +
1
3∂
3
x)v = N(uapp, v)− f,
lim
t→+∞
v(t) = 0,
where
N(uapp, v) = σ
(
(v + uapp)
3 − u3app
)
x
.
We define the norms
‖u‖Z = sup
T≥1
{
T
1
3+
δ
3 ‖u‖L∞T L2x + T
1
4+
δ
3 ‖u‖L4xL∞T + T
δ
3 ‖ux‖L∞T L2x
}
,
‖u‖Z˜ = sup
T≥1
{
T
δ
3
1 + ǫ2 logT
‖u‖L∞
T
L2x
}
,
and look to solve (4.17) using a contraction mapping argument in the space
(4.18) Zǫ = {v : ‖v‖Z + ‖Lv‖Z˜ ≤ Bǫ}.
Instead of working with Lv, we will again work with a modification
Γv = Lv + 3σt
(
(v + uapp)
3 − u3app
)
.
If we define Φ as in (2.15) then the solution to (4.17) satisfies
v = ΦN− Φf, Γv = ΦN˜− Φf˜ ,
where
N˜ = 3σ(v + uapp)
2(Γv)x + 3σ(v
2 + 2vuapp)(Luapp + 3σtu
3
app)x,
f˜ = Lf + 9σtu2appf.
4.4. Nonlinear estimates. For the nonlinear term we have the following estimates.
Lemma 4.4. Let T ≥ 1 be a dyadic integer and v1, v2 ∈ Zǫ where Zǫ is defined as in (4.18). Then, if δ is
defined as in (1.31), for M0 > 0 chosen sufficiently large and ǫ > 0 chosen sufficiently small we have the
estimates
‖v1 − v2‖Z + ‖Lv1 − Lv2‖Z˜ ∼ ‖v1 − v2‖Z + ‖Γv1 − Γv2‖Z˜ ,(4.19)
‖Φ(N(uapp, v1)−N(uapp, v2))‖Z ≪ ‖v1 − v2‖Z(4.20)
‖Φ(N˜(uapp, v1)− N˜(uapp, v2))‖Z˜ ≪ ‖v1 − v2‖Z + ‖Lv1 − Lv2‖Z˜(4.21)
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Proof. It suffices to consider v1 = v, v2 = 0 as the general case follows by applying identical estimates.
We first note that from the bounds for the Airy function, we have
|v| . t− 13 〈t− 13x〉− 14 ‖〈t− 13x〉 14S(−t)v‖L1x , |vx| . t−
2
3 〈t− 13x〉 14 ‖〈t− 13x〉 14S(−t)v‖L1x ,
and hence we may estimate
‖〈t− 13 x〉 14S(−t)v‖L∞T L1x . T−
δ
3 (‖v‖Z + ‖Lv‖Z˜).
Using the estimate (4.11), we have
‖(v + uapp)3 − u3app‖L∞T L2x . (‖v‖L∞T,x + ‖uapp‖L∞T,x)2‖v‖L∞T L2x
. ǫ2T−1−
δ
3 ‖v‖Z ,
Choosing ǫ > 0 sufficiently small, we obtain (4.19).
From the estimate (2.16) we have
‖ΦN‖Z . sup
T0≥1
T 1+δ30 ∑
T≥T0
‖∂−1x N‖L1xL2T + T
δ
3
0
∑
T≥T0
‖N‖L1xL2T
 ,
where we assume T, T0 are dyadic integers.
Using the estimate (4.15) for uapp we may estimate
‖∂−1x N‖L1xL2T . (‖v‖L4xL∞T + ‖uapp‖L4xL∞T )
2‖v‖L2
T
L2x
. T−
1+δ
3 (T−
δ
3 ‖v‖Z + ǫ)2‖v‖Z ,
and similarly, using the estimates (4.12) and (4.15) for uapp,
‖N‖L1xL2T . T
− δ3 (T−
δ
3 ‖v‖Z + ǫ)2‖v‖Z.
Summing over dyadic T ≥ T0 and using that δ−1ǫ2 .M−10 ≪ 1 we have (4.20).
For ΦN˜ we decompose N˜ = N˜1 − N˜2, where
N˜1 = ∂x
(
3σ(v + uapp)
2Γv + 3σ(v2 + 2vuapp)(Luapp + 3σtu
3
app)
)
,
N˜2 = 6σ(v + uapp)(v + uapp)xΓv + 3σ(v
2 + 2vuapp)x(Luapp + 3σtu
3
app).
We may then estimate N˜1 as before to get
‖∂−1x N˜1‖L1xL2T . T
1
2 (‖v‖L4xL∞T + ‖uapp‖L4xL∞T )2‖Γv‖L∞T L2x
+ T
1
2 ‖v‖L4xL∞T (‖v‖L4xL∞T + ‖uapp‖L4xL∞T )‖Luapp + 3σtu3app‖L∞T L2x
. T−
δ
3 (1 + ǫ2 logT )(T−
δ
3 ‖v‖Z + ǫ)2‖Γv‖Z˜ + ǫT−
δ
3 (1 + ǫ2 logT )(T−
δ
3 ‖v‖Z + ǫ)‖v‖Z .
For N˜2, we use the dispersive estimates to obtain
‖N˜2‖L1TL2x . T ‖(v + uapp)(v + uapp)x‖L∞T,x‖Γv‖L∞T L2x
+ T ‖(v2 + 2vuapp)x‖L∞
T,x
‖Luapp + 3σtu3app‖L∞T L2x
. T−
δ
3 (1 + ǫ2 logT )(‖v‖Z + ‖Lv‖Z˜ + ǫ)2‖Γv‖Z˜ + ǫT−
δ
3 (1 + ǫ2 logT )‖v‖Z(‖v‖Z + ‖Lv‖Z˜ + ǫ)
The estimate (4.21) then follows from applying the estimate (2.16) with the bounds for N1,N2.

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4.5. Inhomogeneous estimates. In order to complete the proof of Theorem 1.5 we prove the following
estimates for the inhomogeneous terms f, f˜ .
Lemma 4.5. We have the estimates
‖Φf‖Z . ǫ,(4.22)
‖Φf˜‖Z˜ . ǫ.(4.23)
Proof. We estimate each component of the Z, Z˜ norms separately.
A. Estimating ‖Φf‖L∞T L2 . We start by calculating
f = t−
1
3QwWt+t−1RQw∂xW + 6σt−1Q2Qw∂xW + t− 23Qwy∂2xW
+ 13 t
− 13Qw∂
3
xW + t−
2
3Qwwy(∂xW)2 + t− 13Qww∂xW∂2xW + 13 t−
1
3Qwww(∂xW)3,
where R(y) = 23y − ζ(y)3ζ′(y) vanishes for |y| ≥ 1 and we have used that
∂tW(t, t− 13 ζ(t− 13x)) =
(
t−
2
3R(t−
1
3x)− t−1x
)
∂x(W(t, t− 13 ζ(t− 13 x))) +Wt(t, t− 13 ζ(t− 13x)).
We claim that
(4.24) ‖f‖L2 . ǫt−
4+δ
3 ,
and hence using (2.16)
‖Φf‖L∞T L2 . ‖f‖L1([T,∞);L2) . ǫT−
1+δ
3 .
To prove (4.24) we estimate each term using Lemma 4.1 for W and Lemma 4.2 for Q. For the first term
we place Wt into L2 and the remaining terms into L∞ to get
‖t− 13QwWt‖L2 . ‖t−
1
3 〈t− 13x〉− 14+ δ4Wt‖L2 . ǫt−
4+δ
3 .
For the second term we use that R is a bounded function, supported in the region |y| . 1 to obtain
‖t−1RQw∂xW‖L2 . ‖R‖L2‖t−1〈t−
1
3x〉− 14+ δ4 ∂xW‖L∞ . ǫt−
4+δ
3 .
For the third term we estimate in a similar manner to get
‖t−1Q2Qw∂xW‖L2 . ‖t−1〈t−
1
3 x〉− 34+ δ4 ‖L2‖W‖2L∞‖∂xW‖L∞ . ǫ3t−
4+δ
3 .
For the remaining terms we place one W into L2 and the rest into L∞ to obtain
‖t− 23Qwy∂2xW‖L2 . ‖t−
2
3 〈t− 13 x〉 14+ δ4 ∂2xW‖L2 . ǫt−
4+δ
3 ,
‖t− 13Qw∂3xW‖L2 . ‖t−
1
3 〈t− 13x〉− 14+ δ4 ∂3xW‖L2 . ǫt−
4+δ
3 ,
‖t− 23Qwwy(∂xW)2‖L2 . ‖W‖L∞‖t−
2
3 〈t− 13x〉 14+ δ4 ∂xW‖L∞‖∂xW‖L2 . ǫ3t−
3
2−
δ
3 ,
‖t− 13Qww∂xW∂2xW‖L2 . ‖W‖L∞‖∂xW‖L∞‖t−
1
3 〈t− 13x〉− 14+ δ4 ∂2xW‖L2 . ǫ3t−
3
2−
δ
3 ,
‖t− 13Qwww(∂xW)3‖L2 . ‖∂xW‖2L∞‖t−
1
3 〈t− 13 x〉− 14+ δ4 ∂xW‖L2 . ǫ3t−
5+δ
3 .
Combining these estimates we obtain (4.24).
B. Estimating ‖Φfx‖L4xL∞T . Computing fx and estimating each term as before using Lemma 4.1 for W
and Lemma 4.2 for Q we obtain
(4.25) ‖fx‖L2 . ǫt−1−
δ
3 ,
whenever 0 < ǫ≪ 1 is sufficiently small. Interpolating with the estimate (4.24) we obtain
‖|D| 14 f‖L2 . ǫt−
5
4−
δ
3 ,
and hence from the estimate (2.16) we have
‖Φf‖L4xL∞T . ‖|D|
1
4 f‖L1([T,∞);L2) . ǫT−
1
4−
δ
3 .
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C. Estimating ‖Φfx‖L∞T L2x . Na¨ıvely proceeding as above, we have the estimate
‖Φfx‖L∞T L2x . ‖fx‖L1([T,∞);L2) . δ−1ǫT−
δ
3 ,
which is insufficient to prove (4.22) as δ ∼ ǫ2. Instead we first decompose f = g + b, into a good part g and
a bad part b where,
g = t−1RQw∂xW + 6σt−1Q2Qw∂xW + 13 t−
1
3Qw∂
3
xW + t−
1
3Qww∂xW∂2xW
+ t−
2
3Qwwy(∂xW)2 + 13 t−
1
3Qwww(∂xW)3,
b = t−
1
3QwWt + t− 23Qwy∂2xW .
For the good part we may estimate as before using Lemmas 4.1 and 4.2 to obtain the improved bound
‖gx‖L2 . ǫt−
7
6−
δ
3 ,
whenever 0 < ǫ≪ 1 is sufficiently small. As a consequence we have the estimate
‖Φgx‖L∞
T
L2 . ‖gx‖L1([T,∞);L2) . ǫT−
1
6−
δ
3 .
For the bad part we will use that frequency localization of S(−t)uapp will correspond to spatial localization
of W . As a consequence we will aim to show that
(4.26) ‖S(−t)bx‖l2L1([T,∞);L2) . ǫT−
δ
3 ,
where the l2-summation is with respect to dyadic regions in x-frequency. We may then use the embedding
(2.18) and that the V 2 norm commutes with the l2-summation to obtain
‖Φbx‖L∞T L2 . ‖Φbx‖V 2([T,∞);L2) . ‖Φbx‖l2V 2([T,∞);L2) . ‖S(−t)bx‖l2L1([T,∞);L2) . ǫT−
δ
3 .
To prove (4.26), we first note that we have improved bound for low frequencies,
‖P
≤T
1
3
∂xS(−t)b‖L2 . T
1
3 ‖b‖L2 . ǫT
1
3 t−
4+δ
3 .
Integrating we obtain
‖P
≤T
1
3
S(−t)bx‖L1([T,∞);L2) . ǫT−
δ
3 .
For a dyadic frequency M > T
1
3 and t ≥ T we expect that PM b will be localized in the spatial region
{|x| ∼ tM2}. Taking χM as in §3.2 and applying the elliptic estimate (3.13), we have
‖PMb‖L2 . ‖PM (χM b)‖L2 + t−1M−2‖Lb‖L2 + t−1M−3‖b‖L2.
Again applying the estimates of Lemmas 4.1 and 4.2, we obtain the bound
‖Lb‖L2 . ǫt−1−
δ
3 .
As a consequence we have
‖PMS(−t)bx‖L2 .M‖PM (χM b)‖L2 + ǫt−2−
δ
3M−1,
and hence ∫ ∞
T
‖PMS(−t)bx‖L2 dt .
∫ ∞
T
M‖PM (χM b)‖L2 dt+ ǫT−1−
δ
3M−1.
From the proof of Lemma 4.1 we have the slightly refined estimates
‖χMb‖L2 . t−
3
2−
δ
3M−
1
2 ‖χM 〈D〉1+δW‖L2 + ǫt−
3
2−
δ
3M−
3
2 ,(4.27)
‖∂2x(χM b)‖L2 . t−
δ
3M‖χM 〈D〉δW‖L2 + ǫt−
1
2−
δ
3M−
1
2 ,(4.28)
where we have used the fact that W only depends on W -frequencies ≤ t in the second estimate. For large
times we use (4.27) to obtain∫ ∞
max{M,T}
M‖PM (χM b)‖L2 dt .
∫ ∞
max{M,T}
(
t−
3
2−
δ
3M
1
2 ‖χM 〈D〉1+δW‖L2 + ǫt−
3
2−
δ
3M−
1
2
)
dt
. T−
δ
3 ‖χM 〈D〉1+δW‖L2 + ǫT−
1
2−
δ
3M−
1
2 .
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If M > T we use the estimate (4.28) to obtain∫ M
T
M‖PMS(−t)(χMb)‖L2 dt .
∫ M
T
(
t−
δ
3 ‖χM 〈D〉δW‖L2 + ǫt−
1
2−
δ
3M−
3
2
)
dt
. T−
δ
3M‖χM 〈D〉δW‖L2 + ǫT−
1
2−
δ
3M−
1
2 .
Summing these we have∫ ∞
T
‖PMS(−t)bx‖L2 dt . T−
δ
3 ‖χM 〈D〉1+δW‖L2 + T−
δ
3M‖χM 〈D〉δW‖L2 + ǫT−
1
2−
δ
3M−
1
2 .
Summing dyadyically over M > T
1
3 we obtain the estimate (4.26).
D. Estimating ‖Φf˜‖L∞T L2 . From the estimate (4.11) for uapp and (4.24) for f we have
‖tu2appf‖L2 . t‖uapp‖2L∞‖f‖L2 . ǫ3t−1−
δ
3 ,
and hence
‖tu2appf‖L1([T,∞);L2) . ǫT−
δ
3 .
To estimate Lf we decompose f = g+ b+ r into a good part g, a bad part b and a “cubic” part r defining
g = t−
2
3Qwwy(∂xW)2 + t− 13Qww∂xW∂2xW + 13 t−
1
3Qwww(∂xW)3,
b = t−
1
3QwWt + t−1RQw∂xW + t− 23Qwy∂2xW + 13 t−
1
3Qw∂
3
xW ,
r = 6σt−1Q2Qw∂xW .
Estimating as before using Lemmas 4.1 and 4.2 we obtain the improved bound
‖Lg‖L2 . ǫ3t−1−
δ
3 ,
which we may integrate in time to obtain
‖Lg‖L1([T,∞);L2) . ǫT−
δ
3 .
For the bad piece we will use that spatial localization of S(−t)uapp will correspond to frequency localization
of W . In this case we aim to show that
(4.29) ‖S(−t)Lb‖l2L1([T,∞);L2) . ǫT−
δ
3 ,
where the l2-summation is now with respect to dyadic spatial regions in x. As before we may commute the
V 2-norm with the l2-summation to obtain
‖ΦLb‖L∞T L2 . ‖S(−t)Lb‖l2L1([T,∞);L2) . ǫT−
δ
3 .
To prove (4.29) we first observe that we have an improved estimate in the self-similar region,
‖S(−t)Lb‖
L2(|x|≤T
1
3 )
. ‖xS(−t)b‖
L2(|x|≤T
1
3 )
. T
1
3 ‖b‖L2 . ǫT
1
3 t−
4+δ
3 .
Integrating we obtain
‖χ
{|x|≤T
1
3 }
S(−t)Lb‖L1([T,∞);L2) . ǫT−
δ
3 .
From the proof of Lemma 4.1 we once again obtain refined estimates
‖b‖L2 . t−
3
2−
δ
3 ‖W
≤t
1
3
‖
H
3
2
+δ + t
− 76−
δ
3 ‖W
>t
1
3
‖
H
1
2
+δ ,(4.30)
‖L2b‖L2 . t−
5
6−
δ
3 ‖W
≤t
1
3
‖
H
3
2
+δ + t
− 12−
δ
3 ‖W
>t
1
3
‖
H
1
2
+δ .(4.31)
Applying the Cauchy-Schwarz inequality with (4.30) we obtain(∫ M3
T
‖χ{|x|∼M}xS(−t)b‖L2 dt
)2
. T−
2δ
3
∫ ∞
M3
M
1
2 t−
3
2
(
‖W
≤t
1
3
‖2
H
3
2
+δ
+ t
2
3 ‖W
>t
1
3
‖2
H
1
2
+δ
)
dt.
Similarly, applying the Cauchy-Schwarz inequality with (4.31) we obtain(∫ ∞
M3
‖χ{|x|∼M}xS(−t)b‖L2 dt
)2
. T−
2δ
3
∫ M3
T
M−
1
2 t−
7
6
(
‖W
≤t
1
3
‖2
H
3
2
+δ
+ t
2
3 ‖W
>t
1
3
‖2
H
1
2
+δ
)
dt.
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Summing these we have the estimate
‖χ{|x|∼M}xS(−t)b‖2L1([T,∞);L2) . T−
2δ
3
∫ ∞
T
min{M 12 t− 32 ,M− 12 t− 76 }
(
‖W
≤t
1
3
‖2
H
3
2
+δ
+ t
2
3 ‖W
>t
1
3
‖2
H
1
2
+δ
)
dt.
We may then sum over dyadic M > T
1
3 to obtain
‖xS(−t)b‖2l2L1([T,∞);L2) . T−
2δ
3
∫ ∞
T
t−
4
3 ‖W
≤t
1
3
‖2
H
3
2
+δ
+ t−
2
3 ‖W
>t
1
3
‖2
H
1
2
+δ
dt.
Finally we decompose W by dyadic frequencies to calculate the integral∫ ∞
T
t−
4
3 ‖W
≤t
1
3
‖2
H
3
2
+δ
+ t−
2
3 ‖W
>t
1
3
‖2
H
1
2
+δ
dt . ‖W≤1‖2L2 +
∫ ∞
T
∑
N≥1
min{N3+2δt− 43 , N1+2δt− 23 }‖WN‖2L2 dt
. ‖W≤1‖2L2 +
∑
N≥1
∫ ∞
T
min{N3+2δt− 43 , N1+2δt− 23 }‖WN‖2L2 dt
. ‖W≤1‖2L2 +
∑
N≥1
N2(1+δ)‖WN‖2L2,
which completes the proof of (4.29).
While the cubic piece r should be well-behaved as it is cubic in W , using Lemmas 4.1 and 4.2 as before
we can only obtain the estimate
‖Lr + 12σt− 23 (Q2yQw +QQyyQw +QQyQwy)∂xW‖L2 . ǫ3t−1−
δ
3 .
The difficulty with the remaining terms in r is that they do not decay sufficiently in y to allow us to estimate
∂xW in L∞. Fortunately however, the troublesome terms are non-resonant and may be removed by what is
is essentially a normal form. Using that
∂k+2y ∂
j
wQ = y∂
k
y∂
j
wQ+ lower order terms
we define
q(t, x) =
9σt
1
3
5ζ(t−
1
3x)2
(
2QQyQw +Q
2Qwy
)
∂xW .
Using Lemmas 4.1 and 4.2 we have
‖q‖L2 . ǫ3t−δ.
We calculate
(∂t +
1
3∂
3
x)q = −12σt−
2
3 (Q2yQw +QQyyQw +QQyQwy)∂xW + err,
where the error term err may be estimated using Lemmas 4.1 and 4.2 to obtain
‖err‖L2 . ǫ3t−1−δ.
As a consequence we obtain the estimate
‖ΦLr‖L∞T L2 . ‖q‖L∞T L2 +
∫ ∞
T
ǫ3t−1−δ dt . ǫT−δ,
which completes the proof of (4.23).
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Appendix A. Short-range perturbations
In this appendix we briefly outline some modifications to Theorems 1.1 and 1.5 in the case of short-range
perturbations (1.2).
When p ∈ [ 72 ,∞) the results are essentially unchanged. For p ∈ (3, 72 ) the energy estimate (3.2) fails for
δ defined as in (1.31). This is due to the fact that v = Λu satisfies the equation{
vt +
1
3vxxx = (3σu
2 + F ′(u))vx + 3F (u)− F ′(u)u,
v(0) = xu0.
So, if ǫ > 0 is sufficiently small, estimating ‖Λv‖L2 as in (3.2) we have to re-define
(A.1) δ =
7− 2p
6
∈ (0, 16 ).
In particular, for sufficiently small ǫ > 0, the loss of regularity in (1.15) is controlled by p rather than ǫ,
giving us the revised estimate
‖W‖H1−Cδ,1∩L∞ . ǫ.
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