Query auto-completion helps users to formulate their information needs by providing suggestion lists at every typed key. This task is commonly addressed by exploiting query logs and the approaches proposed in the literature fit well in web scale scenarios, where usually huge amounts of past user queries can be analyzed to provide reliable suggestions. However, when query logs are not available, e.g. in enterprise or desktop search engines, these methods are not applicable at all. To face these challenging scenarios, we present a novel corpus-based approach which exploits the textual content of an indexed document collection in order to dynamically generate query completions. Our method extracts informative text fragments from the corpus and it combines them using a probabilistic graphical model in order to capture the relationships between the extracted concepts. Using this approach, it is possible to automatically complete partial queries with significant suggestions related to the keywords already entered by the user without requiring the analysis of the past queries. We evaluate our system through a user study on two different real-world document collections. The experiments show that our method is able to provide meaningful completions outperforming the state-of-the art approach.
Introduction
Query Auto-Completion (QAC), sometimes also referred to as query suggestion, is one of the early facilities that search engines offer to users in order to make the retrieval task easier, quicker, and more effective. QAC helps users to express their information needs by supplying a list of suggestions at each key typed in the search box. A valuable suggestion list should meet some requirements: (1) it should be available in real-time, for really alleviating the user from the burden of explicitly writing down the information need; (2) it should be relevant, i.e. pertaining the portion of query the user has already entered in (and potentially able to predict the whole information need); (3) it should be diverse, in order to offer different interpretations of the user information need and (4) it should be as specific as possible in order to better discriminate relevant documents.
The problem of completing a partially entered user query is usually tackled by exploiting query logs [1] : Past user queries represent a collection of information needs that have been already fully expressed. In web scale search engines, these approaches show excellent performance since they count on a consistent amount of queries collected by millions of users. Indeed, such a "wisdom of crowds" guarantees a wide topic coverage. Moreover, past queries are usually stored in appropriate data structures, like prefix tries, that ensure efficient response time.
However, there are several contexts where it is difficult to collect an adequate amount of query logs. For instance, enterprise content management systems, personal blogs, or desktop search tools, usually have a very limited query database, therefore in these kinds of environments methods based on query logs are not applicable at all. In order to face this issue, a QAC tool should be able to exploit the collection of documents with the aim of providing suggestions for a given partially typed query. This process could be considered as an inverted question answering system, where queries are automatically generated starting from the available textual content. Although the QAC field counts on an active research community [2] , most of the research focuses on query log-based approaches, while only few corpus-based methods have been proposed in the literature [3, 4] . Thus, despite the process of automatically generating queries from unstructured texts may clearly have practical implications in real systems, it remains an open challenge from a research point of view.
Generally speaking, in a corpus-based approach the sequences of terms that form a possible suggestion are extracted from the text of the document collection rather than being fed by previous user formulated queries. This poses two main challenging steps: (1) corpus-based QAC methods have to deal with the automatic generation of meaningful pieces of candidate suggestions, which have also to be dynamically generated and supplied in-real time; (2) the proposed completions have to be ranked according to their semantic relevance with respect to the context, which consists of the keywords already keyed in.
We argue that state-of-the-art corpus-based methods present several limitations in addressing both steps. First of all, the suggestion component is limited to naively extract n-grams from the textual content, without performing any linguistic analysis. Usually, this step requires advanced natural language processing techniques to deeply analyze the document collection in order to extract meaningful and self-consistent completions. Moreover, the ranking module relies on probabilistic models where the probabilities of the candidate completions are computed under the term independence assumption with respect to the query context already typed. For these reasons, corpus-based methods may provide meaningless query auto-com-pletions, which could lead to an unsatisfactory user experience.
In this work, we face the challenges of corpus-based QAC by proposing a unified probabilistic framework for indexing, retrieval, and suggestion generation that operates at the bag-of-concept level. We define a concept as a linguistic structure, such as a noun phrase, a named entity, and so on. The idea is that a complex linguistic structure can capture semantics more appropriately than a single keyword. The main contributions of the paper can be summarized as follows:
-We introduce a new suggestion extraction algorithm from textual contents based on backward sequencing of noun phrases in order to extract a set of meaningful candidate query completions at every typed key. -We define a new probabilistic semantic model that captures, in the same framework, different types of relationships existing between concepts extracted from the text. To this extent, we exploit factor graphs as a way for modeling higher-order term dependencies, where each factor corresponds to a different semantic perspective [5] .
In our framework, the candidate completions extracted from the corpus are ranked according to the dependencies between concepts and their relationships with respect to the query context. Moreover, the proposed model generalizes the previous probabilistic models as well as it is easily extensible by adding new prior knowledge coming from external sources. Indeed, one of the main advantages of the factor graph is its capability to model complex joint probabilities by integrating new factor nodes. The research questions that we want to address with our investigation are: -RQ1: Is the noun phrase extraction component able to generate more accurate candidate query completions? -RQ2: Is the factor graph model able to provide a better candidate query completion rank related to a given context? -RQ3: Is our framework offering a better user experience by generating more meaningful candidate query completions?
We answer these questions through an exhaustive evaluation by comparing it with the state-of-the art corpus-based approach on two different tasks. In the first task, we design a novel dataset that simulates the process of autocompleting a specific query given a partially typed information need. In detail, we model such a process as the task of predicting a Wikipedia page title given its category. The aim of this benchmark is to test the performance of the extraction component and the ranking function independently as well as to tune the model hyper-parameters. However, a synthetic testbed is not suitable to evaluate the quality of the query completions since this task strictly involves the user interaction. Therefore, the second task exploits a human evaluation in order to assess the capability of the method to provide meaningful and relevant completions to a given user query. In particular, we design a user study using two corpora in different domains, one generic and the other more specific. The experimental results on both tasks show that the proposed framework consistently outperforms the baseline with significant improvements. The paper in organized as follows. We describe the related work in Section 2. Section 3 details the process that extracts the candidate completions as well as the probabilistic graphical model used for their ranking. Section 4 reports the experimental protocol and the discussion about the results. We conclude the remarks in Section 5 by providing ideas for future investigations.
Related work
The query auto-completion problem has been extensively investigated over the last past years. For instance, the works in [6] [7] [8] propose studies regarding its usage during the information search by focusing on the user experience. From a technical perspective, the proposed methodologies can be organized in two main categories based on the source used to generate the completions: query logbased and corpus-based approaches.
Query log-based approaches
Most of the approaches proposed in the literature rely on the analysis of query logs. Web scale search engines take advantages from the availability of a large amount of user interactions to develop effective QAC algorithms. Indeed, previously formulated queries are already meaningful, often well-defined, and they can be easily indexed and retrieved. Therefore, the main challenge for these methods is to provide an effective list of suggestions by taking into account and properly managing an impressive amount of information stored in the query logs, such as the popularity [9] [10] [11] [12] [13] [14] or click-through and session data [15] [16] [17] [18] [19] [20] . Recently, the work in [21] [22] [23] [24] models the QAC problem in a learning to rank framework where the completions are ranked according to a decision function which exploits features, such as frequency in the logs, similarity measures computed by a deep neural network, demographic information, and short-term history-based data or homologous queries. A deep analysis of the methods based on the query logs is out-of-the-scope of this work and comprehensive surveys on the relevant literature can be found in [1, 2, 25 ].
Corpus-based approaches
The generation of queries directly from the document content solves the problem of auto-completing queries even in absence of query logs. This problem has not been wellstudied in the literature and it still remains an open challenge, despite its undeniable benefits in concrete realworld limited domains. In this section we discuss the stateof-the-art techniques proposed in an attempt to solve this task by focusing on their limitations, which we seek to overcome with our method.
The work in [26] is the first to introduce the problem of auto-completing queries in search engines by exploiting document collections. It defines an efficient data structure for a priori indexing of term pairs in order to generate completions in linear time. This method is limited to suggest only one word at time, while our system is able to complete partial queries with phrasal concepts.
The authors of [3, 4, 27] propose probabilistic models for corpus-based query auto-completion. The candidate completions are n-grams extracted from the corpus that match the last partial term of the query. Then, their models rank the suggestion list according to the joint probability computed given the candidate n-grams and the partial user query. However, the use of n-grams to complete a query may provide not coherent, meaningless, or incomplete suggestion, which may cause an unsatisfactory user experience. For example, an n-gram can be a truncated concept since it can terminate with a verb. To face this issue, we propose a novel approach for extracting consistent and meaningful completions. Moreover, the joint probabilities are computed under the term independence assumption, thus meaningless completions, not related to the query context, may be provided. Finally, these systems fail to provide a suggestion list when all the keywords in the partial typed query and the extracted n-grams do not occur together in at least one document. The method proposed in this paper aims at addressing all these limitations.
In the framework proposed in [28] the sequences of bigrams extracted from the corpus are selected and ranked through several steps by involving different heterogeneous models, such as multinomial, bi-grams and vector space. The different measures are then combined to produce the final score. Since pairs of bi-grams are concatenated during the completion generation, there is no guarantee of obtaining a meaningful suggestion list. Moreover, this framework heavily relies on an encyclopedic external source, like Wikipedia, thus it does not fit well in specific domains. This issue does not affect our method since it is general and can be adopted in every domain.
More similar to a query recommender system, the framework proposed in [29] suggests phrasal concepts for literature search. The relevance of an extracted phrase is computed via language modeling, while its similarity with the input query is computed by the label propagation algorithm. The phrase suggestion component is activated once the user has completely entered either the whole query or a long text, therefore it is not properly considered as an autocompletion method. We adopt the same idea of extracting phrasal concepts in our framework. 
Methodology
Log-based QAC usually picks candidate suggestions from the queries previously formulated by other users. Thus, the candidate suggestions are already meaningful and usually well-formed. Conversely, in a corpus-based approach the candidate suggestions are dynamically generated by exploiting a document collection. This raises the challenge of generating suggestions that have to be meaningful and correlated with the first part of the query. As a consequence, these approaches require techniques to extract pieces of information from textual content as well as to model and rank them according to the other keywords the user has already typed in. Table 1 reports some examples of auto-completions provided by our QAC system for different partially typed queries. In the example, the candidate suggestions are automatically generated by indexing the Wikipedia abstracts as corpus. In the first example, the query consists only of the prefix micro, therefore no context is provided that can narrow the completions toward the real user intent.
In absence of other contextual information, the suggestion list generated for the given prefix should provide several topics in order to cover different user information needs. However, as the user continues typing the query, our system is able to provide suggestions that are suitable completions for the given prefix and, at the same time, that correlate meaningfully with the keywords already keyed in. The last two examples report such scenario. Consider-ing the latter example, the candidate suggestion security improvements completes the prefix secur and is semantically related to the context "microsoft windows". The proposed QAC method discards those matching suggestions, like security district, that do not pertain to the given context. Moreover, it has to be pointed out that our system is able to generate auto-completions for a given context even when that exact sequence of terms does not co-occur in the corpus. For instance, the keywords in the completion sequence "microsoft windows security improvements" showed in the last example never occur together in any Wikipedia abstract. This means that simply learning a language model [30] on the textual corpus and applying it as a QAC system is not enough to obtain satisfactory autocompletions, especially for small sized document collections.
This section describes a corpus-based QAC method that addresses the aforementioned challenge. We can now formally define the corpus-based QAC as a probabilistic problem.
Definition 1. Given:
. . , dn}, a document collection; -Q, the partial query typed by the user. The query Q can be split into the context Qc, the sequence of completely defined query keywords, and the prefix Qp, the last partially typed keyword, with |Qc| ≥ 0 and ||Qp|| ≥ 1. |Qc| denotes the number of keywords in Qc, while ||Qp|| denotes the number of characters in Qp;
. . , s k }, the set of candidate suggestions extracted from D whose prefix matches Qp; the probability of a candidate suggestion s, given the partial query Q, is defined as follows:
In the example "microsoft windows secur" in Table 1 , Qc corresponds to "microsoft windows" (|Qc| = 2) and Qp to "secur" (||Qp|| = 5), while S = {security, security improvements, security vulnerabilities}. In our problem definition, ||Qp|| ≥ 1 because the QAC mechanism is triggered when at least one character has been typed by the user. However, the query may not contain complete keywords, thus |Qc| ≥ 0. This occurs when the user has just started typing some characters of the prefix, as in the first example of Table 1 . In the remainder of this section, we first introduce a technique to extract meaningful pieces of information from a textual collection in order to gather the set S of candidate suggestions. Then, we propose a probabilistic factor graph model which works at a concept level to compute the probability P(s|Qc) in formula (1) . Finally, we describe the framework to dynamically generate a suggestion list given a partial user query.
Candidate suggestion extraction
As candidate suggestions we adopt noun phrases extracted by a chunker through the analysis of the textual content of a document collection. Noun phrases, which usually embed a noun with pre-and post-modifiers, are a syntactic part of the sentence that is usually involved in the activity described by the verb. The key idea is that a noun phrase represents a self-consistent concept and it tends to be more informative than other types of chunks. For example, in Table 1 , all suggestions that complete the last partial terms are noun phrases extracted from Wikipedia abstracts. However, completions based only on noun phrases would not consider those suggestions built upon the single terms that constitute the chunk. For example, the chunk "windows operating system" would complete the prefix "wind" but not "operat", which could be completed by "operating system". To solve this problem, we introduce the concept of backward n-gram. A backward n-gram is defined as the set of term sequences {w i . . . wn| 1 ≤ i ≤ n} that can be built backwards from a given sequence of terms w 1 w 2 . . . wn. We index each backward n-gram that can be built from the noun phrases extracted from a corpus. Thus, for the chunk in the above example, our framework extracts "windows operating system", "operating system" and "system".
Probabilistic factor graph model
Following Definition (1), we now analyze the probability P(s|Qc) in the cases of a partially typed query with (|Qc| > 0) and without a context (|Qc| = 0).
Suggestion without context
In absence of query context (|Qc| = 0), the model computes the marginalization of s over the whole corpus. Thus, P(s|Qc) can be written as:
where s, Qc and D are introduced in Definition (1). Since P(d) is a constant value for each candidate suggestion s, equation (2) can be approximated as follows:
We can estimate the probability of a phrase s given a document d by means of its frequency:
where tf (s, d) denotes the frequency of the suggestion s in the document d. Finally, by replacing equation (4) in (3), we have:
In absence of dynamic information, the marginalization of each suggestion s can be precomputed at indexing time.
Suggestion with context
When the user provides some context keywords (|Qc| > 0), the context has to be taken into account during the process of suggestion generation. Given a context, the probability of a suggestion can be computed as:
Since the computation of P(s|Qc) on the whole document collection D every time the user types a new character is an infeasible task, we approximate the probability by computing equation (6) on the set of pseudo-relevant documents R retrieved for the query Qc. The set R is retrieved by a language model with Dirichlet smoothing [31] . We can drop the denominator P(Qc) since it is invariant for all suggestions s:
According to equation (7), the conditional probability of the suggestion s given Qc is approximated by the sum of the joint probability of s, Qc and d over the set of pseudorelevant documents R. In order to compute P(s, Qc , d), our solution exploits the concept representation and the factor graph model introduced in [5] for representing dependencies between query concepts. Given a text X, we define the Bag-of-Concept (BoC) of X, denoted by Σ X , as the subset of the powerset of X, with the constraint that each element of Σ X should be a linguistic structure. Each linguistic structure represents a type of concept. In our model, terms and noun phrases are used as linguistic structures. Table  microso windows security improvements d Qc s
ϕ(X, d) Figure 1 : Factor graph structure built on the context Qc="microsoft windows", the candidate suggestion s="security improvements" and a document d for partial query Qc+Qp="microsoft windows secur".
2 shows an example of the BoC representation for the text "microsoft windows security improvements" by adopting the linguistic structures used in our model. We build X as the context of the partial query (Qc) concatenated with the candidate suggestion (s). For example, in the query "microsoft windows secur" in Table 1 , "microsoft windows" is the context Qc, a candidate suggestion s for the prefix "secur" may be "security improvements", and X = "microsoft windows security improvements". Moreover, in order to grasp the correlation between concepts in both the candidate suggestion and the query context, it is relevant to model the relationships that exist between concepts in Σ X . We meet this requirement by exploiting the factor graph model as a probabilistic graphic model. Differently from [5] , we apply the factor graph to the QAC task by modelling the relationships between the candidate suggestion, the query context and the document. A factor graph is a bipartite graph with two types of nodes: variable nodes, that represent the stochastic variables, and factor nodes, that represent the mathematical function "argument of" that relate variables. The strength of factor graphs relies on their capability of expressing a joint probability on a set of variables as the product of factors [32] . In our model, we represent terms as variable nodes, and we build a factor node for each relationship between concepts in Σ X . A global factor gathers the relationship existing between all the variable nodes. Formally, we define the factor graph H = (V , E), where V = X ∪ {d} is the set of variables (or vertices), and E = {(k, d)|k ∈ Σ X } is the set of hyperedges that link each concept in Σ X to the document d. Figure 1 shows the factor graph built on Σ X from the previous example X ="microsoft windows security improvements", where ϕ(t, d) represents the factor node that links each term to the document, ϕ(np, d) is the factor node associated to noun phrases, and ϕ (X, d) is the global factor that captures the relation between all terms with respect to d. Then, we can compute the joint probability in equation (7) as product of factors defined in our model:
where Ve ⊆ V is the set of vertices linked to the edge e. In addition, we can consider the sum of logarithms in order to avoid underflow errors. However, since factors have to be positive, we introduce the exponential function and we obtain log(exp(ϕ)) = ϕ. Thus, the rank of a suggestion s is defined as:
where λ(ϕe) is a boosting factor for each ϕe.
In our model we define four factors; each factor is associated to a similarity function defined as follows: Factor (ϕ(t, d) ) represents the relationship between each term t and a document d, expressed as the term frequency smoothed with Dirichlet priors [33] . Term Collection Factor (ϕ(t)) represents the relevance of a term within the collection D in a way similar to the inverse document frequency. Factor (ϕ(np, d) ) is the number of occurrences of a noun phrase np within a document d. Global Factor (ϕ(X, d) ) represents the relationship between the whole sequence X and the document d. The idea is to promote those suggestions s that appear near the context Qc in d. We exploit a Gaussian kernel function computed over all pairs of terms in X.
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Finally, the introduction of the aforementioned factors in equation (9) produces the following ranking function:
where tf is the term frequency, µ is the Dirichlet smoothing, α is a parameter of the Gaussian kernel function, and dist(t i , t j , d) = |pos(t i , d) − pos(t j , d)| is a proximity function based on the position of a term in a document denoted by pos.
Query auto-completion framework
Our framework relies on two separate data structures: an inverted index and a forward index. The inverted index is required to retrieve the pseudo-relevant document set (R), as well as to store precomputed weights and positions for each concept. Given a document collection, the inverted index is built on every concept type involved in the proposed model, namely terms and noun phrases. Then, a posting list of each term and noun phrase extracted from the document content is created. On the other hand, for each document a forward index is built for storing noun phrases exploited as candidate suggestions at query com-Input: query, n, k Output: suggestList Since this index is involved in the prefix completion process, we use a prefix trie data structure to increase the system performance. Figure 2 describes our algorithm for corpus-based QAC. As first step, the query is split into the context and the last partial term. If the context is empty, the method accesses the forward index to retrieve those noun phrases that match the last term (the prefix). In this case, the score for each candidate suggestion is precomputed at indexing time. In presence of a context, the top n pseudo-relevant documents are retrieved by means of a language model. Then, the method selects only those noun phrases that occur in this set of documents. The algorithm computes a score for each extracted noun phrase that is the sum of probabilities given by the factor graph applied to the noun phrase, the context, and every pseudo-relevant document. The score is normalized taking into account the suggestion length. The normalization demotes the importance of those suggestions composed of many terms. Finally, the suggestion list is sorted in descending order and the top-k suggestions are provided to the user. 
Type Concepts Terms
["microsoft", "windows", "security", "improvements"] Noun Phrases ["microsoft windows","security improvements"] 
Evaluation
We test the effectiveness of our method exploiting two different tasks. The first is an in vitro evaluation that simulates the query completion. We choose to perform such evaluation in order to assess the performance of our methodology on a large number of queries. To the best of our knowledge, this is the first reproducible experiment for the corpus-based QAC task. However, since in this task the queries are automatically generated and do not reflect a real user information need, we decide to validate the proposed method also from a qualitative point of view by means of a user study on two different datasets. Through such experiments we can assess the effectiveness of our method, which exploits concepts and their relationships to generate meaningful and relevant suggestions. In all the experiments we decided not to evaluate the methods when the context is empty (i.e. |Qc| = 0). The reason behind this choice is that, in absence of a context, both our approach and the baseline method base their ranking on the computation of the probability of a suggestion. Hence, the differences are not significant.
Baseline system and evaluation metrics
We compare the performance of our probabilistic Factor Graph model (FG) against a corpus-based probabilistic auto-completion model that makes use of n-grams (BL) [3] to generate the candidate suggestions. Since a good QAC system should present the relevant auto-completions at the top of the suggestion list, we evaluate the methods in terms of Mean Reciprocal Rank (MRR) and Success Rate at n (SR@n). MRR gives the mean of the reciprocal of the rank of the correct suggestion, while SR tells us if the relevant completion occurs in the top n (n ∈ {1, 5, 10}) suggestions. Moreover, in the user study we consider also the Mean Average Precision (MAP) metric in addition to those used in the Wikipedia title completion task. This choice is due to the fact that each query may have multiple relevant suggestions, hence MAP is a good performance metric that averages precision values taking into account also their rank. The significance of the improvements with respect to the baseline is computed using a non-parametric Randomization test (p < 0.01) [34] .
System Setup
The system is written in Java language and it is based on two main data structures, the inverted and forward indexes. In order to get better performance, these indexes are built using Redis¹, a NoSql database in memory. The inverted index is used to find the set of relevant documents R, as defined in Equation (7), whereas the forward index is used to store the candidate suggestions extracted from the corpus. The forward index is implemented with a trie to allow an efficient auto-completion feature. The inverted index has been created with the output of a Natural Language pipeline that exploits OpenNLP². The pipeline is exploited twice: 1) to tokenize the text, remove stop words³, and stem the keywords; and 2) to extract the noun phrases.
Also the forward index has been built on noun phrases extracted with OpenNLP. The retrieval model used in the first step of the suggestion algorithm relies on a uni-gram language model. We exploit both indexes also for implementing the probabilistic query suggestion algorithm (BL). The implementation of the baseline differs from the original paper [3] with respect to two points: 1) we choose only the n-grams whose prefix matches the partial term of the query and 2) we exploit the same stop-word list of our method. The dimension of the result set |R|, which consists of the relevant documents retrieved using only the context as query, has been empirically set to 10 in order to obtain the better trade-off between the effectiveness of the model and the efficiency of the system. All parameters (λ(t), λ(np), and λ(X)) introduced in Equation (10) have been set up to 1 in order to give equal importance to all the factors. We have set up µ = 800 by considering the different values evaluated in [31] and choosing that value most suitable to our case, while α has been set up to 175 according to the results reported in [35] .
Wikipedia title completion task
In order to provide a standard and reproducible environment for assessing our method we set up an in vitro evaluation exploiting Wikipedia. In absence of a standard benchmark, we decided to build a testbed that simulates the process of a real user that has a clear and non ambiguous information need during the formulation of the query. Since a complete query can always be split in a left and a right part, we treat the left part as the context of our model, while the right part is the relevant suggestion unknown to the system. Then, the only relevant candidate suggestion is the one that completes the original user query. Although this assumption is not always true (there could be more suggestions suitable for the same left part) and represents a lower bound of a system performance, it is a quite common protocol in the context of log-based query completion [21] [22] [23] . We decided to simulate the user queries with Wikipedia page titles. Then, we exploited Wikipedia twice: as a corpus from which to extract the candidate suggestions and for building the set of queries used in the evaluation. Specifically, we adopted the structured version of Wikipedia, called DBpedia, available in RDF format⁴. In order to build the corpus, we processed all the extended ab-stracts⁵ available in the English version of DBpedia. The dataset comprises 4,636,225 articles, which results in a total of 2,451,109 unique terms and 29,711,747 noun phrases. In this phase we retained only the content of the abstracts, while we discarded the titles: in this way the task of completing a partial title is more challenging since the whole sequence of terms may not occur in the corpus. We built a testbed of artificial queries by exploiting categories associated to Wikipedia articles. For this purpose, we randomly chose 1,000 ⟨article, category⟩ pairs from a total of 18,731,756. The category represents the context of a query (Qc). Then, by splitting the title of the Wikipedia article in a left and a right part, we generate the prefix Qp (the left part) and its relevant suggestion (the right part).
In this way we simulate the process of suggesting a specific query, given a general concept. Since an effective QAC method should correctly auto-complete a partial query using only few characters, we built three independent sets of queries using the selected 1,000 queries and setting the prefix length ||Qp|| equal to 1, 2 and 3, respectively. Table 3 shows some examples of queries built for this task. There are two different components that can contribute to the overall performance of the proposed method: the use of phrases for completing the prefix and the ranking model based on probabilistic factor graph. In order to understand the contribution of each component individually and to assess the overall performance of the probabilistic factor graph model, we decided to compare our method and the baseline on the same set of candidate suggestions: noun phrase and n-gram⁶. In this way, we can analysis the impact of the probabilistic factor graph with respect to the probabilistic model employed in [3] . This resulted in four different systems: the baseline (BL) and probabilistic factor graph (FG) either with n-grams (ng) or with noun phrases (np). We evaluated the systems on different prefix lengths. The evaluation is conducted considering the list of the top 10 suggestions.
Results and analysis
The scores of our method (FG) and that of the baseline (BL) using the two different phrase extraction strategies are reported in Table 4 and, for each metric, the best scores are marked in bold. All improvements are statistically significant, with p < 0.01, except for those of FG-np compared with FG-ng in the case of ||Qp|| = 1. First, our method based on factor graph and noun phrases obtains significant improvements compared to the standard baseline method with respect to all metrics. Interestingly, in the challenging case with a prefix consisting of only a character (||Qp|| = 1), our method achieves a SR@10 of 40.81, which means that the relevant suggestion is among the first top 10 list in more that 40% of cases. Moreover, as the prefix length grows, the performance gap between our approach and the baseline increases. For instance, with a prefix consisting of only a character (||Qp|| = 1), our method achieves a MRR of 16.84, while the standard baseline obtains a MRR of 5.25. The delta between the two MRR values is equal to 11.59. Instead, with a prefix of three characters (||Qp|| = 3), the two methods achieve a MRR of 53.24 and 26.47, respectively. In this case, the delta is 26.77. This trend is consistent across all the metrics. This proves that our full method (FG-np), in presence of a context, requires to type only few characters in order to correctly auto-complete a partial query. The results show that both the factor graph model and the extraction of noun phrases contribute to the improvement of performance. The use of phrases instead of n-gram resulted in better performance in both the baseline and the proposed method. However, this factor contributes only partially to the general better performance of our method. Indeed, the probabilistic factor graph with n-gram (FG-ng) outperforms both the baseline with n-gram (BL-ng) and the baseline with noun phrases (BL-fg). This proves the effectiveness of the probabilistic factor graph method in capturing the semantic similarities between the candidate suggestions and the context. Moreover, it is interesting to point out that when the prefix is short (||Qp|| = 1), the use of noun phrase do not really contribute to significant improvements; these are obtained only at the increase of the prefix length.
Figure 3:
A screenshot from the web-app developed for the human assessment. The user has to tick the correct completions given the partial query. The names of the systems are blinded and the two suggestion lists are showed randomly in order to avoid biases.
User study
The aim of this experiment is to assess the quality of the suggestions produced in response to a real user query in terms of meaningfulness and relevance. The user study follows an evaluation protocol similar to that described in [3] . The evaluation has been performed on two different datasets:
Ubuntuforums.org More than 100,000 discussion threads and 25 queries collected from Ubuntuforums.org [36] . In this evaluation, we exploited the Ubuntuforums.org documents also as a corpus for extracting the suggestions. Yahoo! Webscope (L13) A selection of 50 queries generated from Yahoo! Webscope (L13)⁷. In this case, we exploited Wikipedia abstracts as a corpus for the extraction of query suggestions, with the same set up explained in Subsection 4.3. From the original sample of 4,496 search queries, we removed those with terms not For each query, we collected at most the top 10 suggestions from each system. Then, 25 assessors selected by colleagues in our department assessed the suggestions produced by the systems in terms of meaningfulness and relevance with respect to both the query context and the prefix. The assessment is a binary value (relevant/non relevant) associated to each suggestion for each query. The presentation order of the two lists of suggestions was randomly selected. Figure 3 shows a screenshot from the webapp we developed for the human assessment. Each query was assessed by three different annotators, and the final judgment was decided by a majority vote. In this evaluation we perform a comparison between our method (FG) and the baseline (BL) only in their original formulation. This is because in this in-vivo experiment we want to evaluate the perception of the users about the two complete systems. Table 6 reports the results of the user study conducted on the two datasets: Yahoo! Webscope (L13) and Ubuntuforums.org. This evaluation confirms the overall better performance of the FG method. It can be noted that in general the performance of the two systems on Ubuntuforums.org dataset are very low. On average, the baseline returns a relevant suggestion at the fifth position (MRR=0.23), while our method is able to rank a relevant suggestion between the second and the third position (MRR=0.43). These results are corroborated by the SR@1 figures: BL and FG are able to return a relevant suggestion at the top position for 2 (SR@1 = 0.08) and 4 (SR@1 = 0.16) out of 25 queries, respectively. A better trend can be observed on the Yahoo! Webscope (L13) dataset. Here, BL gives a relevant result at one of the top 3 positions (MRR = 0.40), while FG at one of the top 2 (MRR = 0.66). Our system is able to give a relevant suggestion on 24 out of the 50 queries (SR@1 = 0.48), while the baseline is successful only on 10 queries (SR@1 = 0.20). On both datasets, MAP values are in line with and corroborate the MRR values. Generally, the performance of both systems improve dramatically if we consider the success rate at the top 5 and top 10 suggestions. However, it is worth to notice that our system is always able to give at least one relevant suggestion in the completion list (SR@10 = 1), while the baseline fails on 4 queries of the Yahoo! dataset and on 5 queries of the Ubuntuforums.org dataset, respectively. We ascribe the lower performance of both systems on Ubuntuforums.org dataset to the noisy nature of this corpus, which contains posts written by users that did not undergo any review process. Table 6 reports the average number of returned suggestions (Ret) and the average number of relevant suggestions (Rel) for each dataset. From this figures we can see that FG is able to give more relevant completions than BL, which in general produces more suggestions. The higher number of completions generated by FG on the dataset of Ubuntuforums.org is due to the fact that the posts on this dataset are on average longer than Wikipedia abstracts. Then, when the algorithm retrieves the top n relevant documents, it has more text from which to extract the candidate suggestions. Finally, Table 5 shows some examples of top six suggestions generated from Wikipedia abstracts for three queries extracted from the Yahoo! Webscope (L13) dataset. From the first query, "land rover engi", it can be observed that the n-gram model BL produces, among interesting suggestions, also meaningless results, like "land rover engines have been used for land", which contains both verbs and stop-words. On the other hand, by working on noun phrases, the FG method is able to produce completions that have a semantics on their own. The use of the backward n-gram mechanism shows its benefits in the second query "chinese ice sculp". For example, considering the completing noun phrase "sculptor nicolas coustou", a traditional n-gram mechanism would have produced also "sculptor nicolas" as a candidate, which is an incomplete and redundant suggestion. The last is an example of query for which the baseline did not produce any result. Indeed, BL computes the correlation between the context and the suggestion as the number of terms that belong to the intersection between the context and the suggestion. If such a number is zero, the final score will be zero for each suggestion extracted from the corpus. We overcome such limitation by applying the scoring function to all those suggestions extracted from the top n relevant documents that match the query context. The set of relevant documents is retrieved by a language model that does not force the AND between the query terms. For this reason our method is able to suggest completions even when not all the query terms co-occur within the same document. Finally, the first two examples show as the BL method usually returns more suggestions for each partial query.
Results and analysis
Conclusions and future work
This paper described a novel corpus-based query autocompletion mechanism based on factor graphs for modeling concepts and their relationships. The proposed method showed several advantages. First, it was always able to generate suggestions for a partial query. Moreover, the evaluations highlighted that in most cases the proposed method provides at least one relevant suggestion. Second, a thoroughly in vivo evaluation showed the robustness of our method, which exhibited a stable behavior regardless the length of the prefix. Third, the results of the user study attested the good quality of the completions in terms of meaningfulness and relevance to the query context. The proposed model is flexible and can be easily extended by defining new factor nodes. Thus, we are planning to define new factors in order to infuse further information into the model. Specifically, in our model we can encode session information to predict the user intent in order to provide a personalized service. In this context, we would like to integrate also a suggestion diversification method. Another promising future work is to extend our model by introducing information coming from external sources like knowledge graphs and/or query logs in order to design a hybrid approach. Finally, we plan to introduce embedding representation of the concepts from the text using, for instance, deep learning models [37, 38] in order to add new factors into factor graph to enhance the concept similarity capabilities of the QAC method proposed in this paper.
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