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THE PBW BASIS OF Uq,q(g¨ln)
ANDREI NEGUT,
Abstract. We consider the PBW basis of the type A quantum toroidal al-
gebra that was developed in [9], and prove commutation relations between its
generators akin to the ones in [1]. This gives rise to a new presentation of the
quantum toroidal algebra of type A.
1. Introduction
Let us fix n > 1, and consider the type A quantum affine algebra:
Uq(g˙ln) = Uq(s˙ln)⊗ Uq(g˙l1)
(dots will replace hats in the present paper) whose generators are of two kinds:
• the simple root vectors {x±i }i∈Z/nZ of Uq(s˙ln)
• the imaginary root vectors {p±k}k∈N of Uq(g˙l1)
The main object of study of the present paper is the type A quantum toroidal
algebra, which was shown in [9] to have a factorization in terms of slope subalgebras:
Uq,q(g¨ln)
∼=
→∏
µ∈Q⊔∞
Bµ (1.1)
where if ba is a reduced fraction with b ∈ Z and a ∈ N ⊔ 0, we have:
B b
a
∼=
−→ Uq(g˙ln
g
)⊗g (1.2)
where g = gcd(n, a). The isomorphism (1.2) implies that the simple and imaginary
generators of quantum affine algebras give rise to the following elements of Uq,q(g¨ln):
• simple root vectors P
(k)
±[i;j) defined for all:
(i ≤ j) ∈
Z2
(n, n)Z
, i 6≡ j mod n, k ∈ Z s.t. gcd(k, j − i) = 1 (1.3)
• imaginary root vectors P
(k)
lδ,r defined for all:
r ∈ Z/gZ, k ∈ Z, l ∈ Z (1.4)
We will often extend the notation (1.3) by setting:
P
(k)
±[i;i+nl) := P
(k)
±lδ,i (1.5)
whenever gcd(k, nl) = 1.
1
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The elements (1.3) and (1.4) lie in Bµ ⊂ Uq,q(g¨ln), where the slope µ is defined as:
µ =
k
j − i
for (1.3), and µ =
k
nl
for (1.4)
and the subscript of the P ’s refers to their grading as elements of Uq,q(g¨ln), where:
[i; j) = ςi + ...+ ςj−1, where ςi = (0, ..., 0, 1, 0, ..., 0︸ ︷︷ ︸
1 on i−th position
) and δ = (1, ..., 1)
(1.6)
lie in Nn. See Subsection 3.23 for the definition of the root vectors introduced
above, as well as for the precise combinatorics behind their indexing sets. The im-
portance of this construction is that ordered products of the root vectors described
above give rise to a PBW basis of the quantum toroidal algebra ([9]), which is or-
thogonal with respect to the usual bialgebra pairing. The main goal of the present
paper is to compute commutation relations between the aforementioned root vec-
tors, which will allow us to give a new presentation of the quantum toroidal algebra:
Theorem 1.1. Let Q+ = q
1
n and Q− = q
−1q−
1
n . We have an algebra isomorphism:
Uq,q(g¨ln)
∼= Q(q, q
1
n )
〈
P
(±k)
±[i;j), P
(±k)
±lδ,r, ψ
±1
s , c, c¯
〉s∈{1,...,n}, indices
as in (1.3), (1.4)
(1.7)
modulo (1.8), (1.9), (1.10), (1.11), (1.12), (4.27), (4.28) for all applicable indices:
c, c¯ central, ψsψs′ = ψs′ψs (1.8)
ψsP
(±k)
±[i;j) = q
±δjs∓δ
i
sP
(±k)
±[i;j)ψs, ψsP
(±k)
±lδ,r = P
(±k)
±lδ,rψs (1.9)
We require that
{
P
(±k)
±[i;j), P
(±k)
±lδ,r
}
k
j−i=
k
nl
= b
a
satisfy the relations in Uq(g˙ln
g
)⊗g under:
1⊗ ...⊗ 1⊗ x±i ⊗ 1⊗ ...⊗ 1︸ ︷︷ ︸
x±
i
on p−th position
❀ P
(±b)
±[ai+p;a(i+1)+p) if n ∤ a
1⊗ ...⊗ 1⊗ p±k ⊗ 1⊗ ...⊗ 1︸ ︷︷ ︸
p±k on r−th position
❀ P
(±bkn)
±akδ,r
central element of Uq(g˙ln
g
)⊗g ❀ c
a
g c¯
bn
g , where g = gcd(n, a)
(1.10)
the following relation if d := det
(
k k′
j − i nl
)
satisfies |d| = gcd(k′, nl):[
P
(±k)
±[i;j), P
(±k′)
±lδ,r
]
= ±P
(±k±k′)
±[i;j+ln)
(
δri mod gQ
d
± − δ
r
j mod gQ
−d
±
)
(1.11)
and the following relation if det
(
k k′
j − i j′ − i′
)
= gcd(k + k′, j + j′ − i− i′):
P
(±k)
±[i;j)P
(±k′)
±[i′;j′)q
δi
j′−δ
i
i′ − P
(±k′)
±[i′;j′)P
(±k)
±[i;j)q
δj
j′
−δj
i′ + (1.12)
+
∑
[i;s)+[t;j)=[i;j)+[i′ ;j′)
E¯µ±[t,j)E
µ
±[i;s)
δs≡j′ q−δi′≡j′
q − q−1
+ δi′≡j′
Q
2(k′(s−i′))−n
∓
Qn∓ −Q
−n
∓
 = 0
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where we set µ = k+k
′
j+j′−i−i′ , let a denote the residue of a ∈ Z in the set {1, ..., n} and
define δi≡j ∈ {0, 1} depending on whether i ≡ j modulo n or not. The elements:
Eµ±[i;j), E¯
µ
±[i;j) ∈ Bµ (1.13)
correspond under the isomorphism (1.2) to the RTT generators of quantum affine
algebras and their antipodes, see Subsections 2.4 and 2.9. 1
Although we only consider n > 1, the n = 1 analogue of Theorem 1.1 would be
precisely the main result of [10], where Schiffmann established the isomorphism
between the Ding-Iohara-Miki algebra (the n = 1 version of the quantum toroidal
algebra) and the elliptic Hall algebra studied by Burban-Schiffmann in [1]. Indeed,
the n = 1 version of relations (1.10)–(1.12) were shown in loc. cit. to hold in the
Hall algebra of the category C1 of coherent sheaves over an elliptic curve over Fq.
The dream would be to find an analogue Cn of the aforementioned category, whose
double Hall algebra is isomorphic to the quantum toroidal algebra for all n. While
we do not have a precise proposal for such a category, Theorem 1.1 gives hints as
to what such a Cn should be, by positing that the generators:{
P
(±k)
±[i;j), P
(±k′)
±lδ,r
}
indexing sets as in (1.3), (1.4)
∈ Uq,q(g¨ln) (1.14)
be related to the classes of indecomposable objects in Cn (more precisely, we expect
the elements (1.13) to be the indecomposables), and that relations (1.10)–(1.12)
provide information on the extensions between these classes in Cn.
I would like to thank Francesco Sala, Olivier Schiffmann and Alexander Tsymbaliuk
for many wonderful discussions on the quantum toroidal algebra and the elliptic
Hall algebra over the years. I gratefully acknowledge the support of NSF grants
DMS–1600375, DMS–1760264 and DMS–1845034.
.
2. Quantum Algebras
2.1. All algebras A considered in the present paper are bialgebras over a field F,
meaning that they are endowed with a product and coproduct:
A⊗A
∗
−→ A A
∆
−→ A⊗A
which are associative and coassociative, respectively. All our bialgebras will be
endowed with a unit F→ A and a counit A→ F. The most important property of
the above data is compatibility between product and coproduct:
∆(a ∗ a′) = ∆(a) ∗∆(a′) (2.1)
∀a, a′ ∈ A. We will often use Sweedler notation for the coproduct, namely:
∆(a) = a1 ⊗ a2 (2.2)
∀a ∈ A, which implies the existence of a hidden summation sign in front of the
tensor in the right-hand side (so the full notation would be ∆(a) =
∑
i a1,i ⊗ a2,i
with i running over some indexing set). Then (2.1) can be written as:
(aa′)1 ⊗ (aa
′)2 = a1a
′
1 ⊗ a2a
′
2
1The E’s and E¯’s can be expressed in terms of the simple and imaginary generators of quantum
groups, albeit not by explicit formulas, and we refer the reader to Subsection 2.9 for a treatment
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Given bialgebras A+ and A−, a bialgebra pairing between them:
〈·, ·〉 : A+ ⊗A− → F (2.3)
is an F–linear pairing which satisfies the properties:
〈a ∗ a′, b〉 = 〈a⊗ a′,∆op(b)〉 (2.4)
〈a, b ∗ b′〉 = 〈∆(a), b ⊗ b′〉 (2.5)
for all a, a′ ∈ A+ and b, b′ ∈ A−. We will often abuse notation by writing:
〈b, a〉 = 〈a, b〉
for all a ∈ A+, b ∈ A−.
Definition 2.2. Given any two bialgebras A+ and A− with a bialgebra pairing
(2.3) between them, one constructs their Drinfeld double ([3]):
A = A+ ⊗A−
It has the property that A+ ∼= A+ ⊗ 1 and A− ∼= 1 ⊗ A− are sub-bialgebras of A,
which freely generate A subject to the relations:
a1b1〈a2, b2〉 = 〈a1, b1〉b2a2 (2.6)
∀a ∈ A+, b ∈ A−, where in (2.6) we use Sweedler notation (2.2) for ∆(a) and ∆(b).
2.3. Let us consider the type A quantum group: 2
Uq(s˙ln) = Q(q)
〈
x±i , ψ
±1
s , c
〉i∈Z/nZ
s∈{1,...,n}
(2.7)
modulo the fact that c is central, as well as the following relations:
ψsψs′ = ψs′ψs (2.8)
ψsx
±
i = q
±(δis−1−δ
i
s)x±i ψs (2.9)
[x±i , x
±
j ] = 0 if j /∈ {i− 1, i+ 1} (2.10)
[x±i , [x
±
i , x
±
j ]q]q−1 = 0 if j ∈ {i− 1, i+ 1} (2.11)
[x+i , x
−
j ] =
δji
q − q−1
(
ψi+1
ψi
−
ψi
ψi+1
)
(2.12)
for all i, j ∈ Z/nZ and s, s′ ∈ {1, ..., n}, where we write:
[a, b]q = ab− qab (2.13)
2Note that the algebra below is slightly larger than the usual type A quantum group, as it
contains ψ1, ..., ψn and not just their ratios. We choose this definition for notational convenience
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We will extend the indexing set of the ψ’s to all integers by setting ψs+n = cψs for
all s ∈ Z. The counit given by ε(x±i ) = 0, ε(ψs) = 1 and the coproduct given by:
∆(c) = c⊗ c, ∆(ψs) = ψs ⊗ ψs (2.14)
∆(x+i ) =
ψi+1
ψi
⊗ x+i + x
+
i ⊗ 1 (2.15)
∆(x−i ) = 1⊗ x
−
i + x
−
i ⊗
ψi
ψi+1
(2.16)
make Uq(s˙ln) into a bialgebra. It is easy to see that the “half” subalgebras:
U≥q (s˙ln) = Q(q)
〈
x+i , ψ
±1
s , c
〉i∈Z/nZ
s∈{1,...,n}
⊂ Uq(s˙ln) (2.17)
U≤q (s˙ln) = Q(q)
〈
x−i , ψ
±1
s , c
〉i∈Z/nZ
s∈{1,...,n}
⊂ Uq(s˙ln) (2.18)
are sub-bialgebras. There is a bialgebra pairing between U≥q (s˙ln) and U
≤
q (s˙ln),
with respect to which the algebra (2.7) is their Drinfeld double (see Subsection 2.10
of [9] for the precise statement, as in entails identifying the Cartan elements ψs
in the positive half (2.17) with the same-named elements in the negative half (2.18).
2.4. We also consider the q–deformed Heisenberg algebra:
Uq(g˙l1) = Q(q)
〈
p±k, c
〉
k∈N
(2.19)
where c is central, and the p±k satisfy the commutation relation:
[pk, pl] = kδ
0
k+l ·
ck − c−k
q − q−1
The counit given by ε(pk) = 0, ε(c) = 1 and the coproduct given by ∆(c) = c⊗ c:
∆(pk) = c
k ⊗ pk + pk ⊗ 1 (2.20)
∆(p−k) = 1⊗ p−k + p−k ⊗ c
−k (2.21)
make Uq(g˙l1) into a bialgebra. As in the previous Subsection, it is easy to see that
the Heisenberg algebra is the Drinfeld double of its two halves (which are generated
by pk and p−k, for k ∈ N, respectively). Then we will consider the bialgebra:
Uq(g˙ln) = Uq(s˙ln)⊗ Uq(g˙l1)
/
(c⊗ 1− 1⊗ c) (2.22)
By combining the results of [2] and [4], the algebra Uq(g˙ln) is generated by symbols:〈
e±[i;j), ψ
±1
s , c
〉s∈{1,...,n}
(i<j)∈ Z
2
(n,n)Z
(2.23)
which satisfy quadratic relations (see [9] in our notation, although we had used the
notation f[i;j) instead of e−[i;j) therein) and whose coproduct is:
∆(e[i;j)) =
j∑
s=i
e[s;j)
ψs
ψi
⊗ e[i;s) (2.24)
∆(e−[i;j)) =
j∑
s=i
e−[i;s) ⊗ e−[s;j)
ψi
ψs
(2.25)
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We conclude that Uq(g˙ln) is generated by both the set of generators (2.23) and:〈
x±i , p±k, ψ
±1
s , c
〉i∈Z/nZ
k∈N,s∈{1,...,n}
(2.26)
The connection between these two generating sets is given by:
e[i;i+1) = x
+
i (q − q
−1) (2.27)
e−[i;i+1) = x
−
i (q
−2 − 1) (2.28)
We do not know an explicit formula for p±k in terms of the e±[i;j), but we will
explain how to obtain an implicit connection in the subsequent Subsections.
2.5. The generators e±[i;j) give rise to PBW bases of the subalgebras:
U±q (g˙ln) = Q(q)
〈
x±i , p±k
〉
i∈Z/nZ,k∈N
⊂ Uq(g˙ln)
by which we mean that U±q (g˙ln) is spanned, as a Q(q)–vector space, by products of
e±[i;j)’s in a specific order (for example, ascending order of j−i, and then ascending
order of i ∈ {1, ..., n} to break ties). The algebra Uq(g˙ln) is graded by Z
n, with:
deg e±[i;j) = ±[i; j), deg p±k = ±kδ, degψs = 0
where [i; j) and δ = (1, ..., 1) are defined in (1.6). For all s, consider:
ϕs =
ψs+1
ψs
(2.29)
It is easy to see that the coproduct of any element x ∈ U±q (g˙ln) takes the form:
∆(x) =
n∏
i=1
ϕkii ⊗ x+ ...︸︷︷︸
intermediate terms
+x⊗ 1 if x ∈ U+q (g˙ln)
∆(x) = 1⊗ x+ ...︸︷︷︸
intermediate terms
+x⊗
n∏
i=1
ϕ−kii if x ∈ U
−
q (g˙ln)
if deg(x) = (k1, ..., kn) ∈ Z
n, where the intermediate terms are all of the form
x′ ⊗ x′′ with deg x′, deg x′′ 6= 0. An element x ∈ U±q (g˙ln) is called primitive if its
coproduct has no intermediate terms, and it is well-known that the only primitive
elements of the quantum group are the x±i , the p±k, and their constant multiples.
2.6. We conclude that p±k is the unique, up to constant multiple, product of
e±[i;j)’s which is primitive and has degree ±kδ. To determine the p±k completely,
we need to fix this constant multiple. To this end, consider the pairing:
U≥q (g˙ln)⊗ U
≤
q (g˙ln)
〈·,·〉
−→ Q(q)
generated by properties (2.4), (2.5) and the assignments:
〈ψs, ψs′〉 = q
−δs≡s′ (2.30)
〈e[i;j), e−[i;j)〉 = 1− q
−2 (2.31)
and all other pairings among the generators e±[i;j) and ψs are 0. This pairing is
the product of the well-known bialgebra pairings on the factors in the RHS of
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(2.22), hence it is non-degenerate.
Definition 2.7. Let p±k ∈ Uq(g˙ln) be the unique product of e±[i;j)’s of degree ±kδ
which is primitive and satisfies, for all u ∈ Z/nZ:
〈pk, e−[u;u+nk)〉 = 1 (2.32)
〈e[u;u+nk), p−k〉 = −q
−nk (2.33)
Together with (2.27)–(2.28), the Definition above completely determines the corre-
spondence between the two systems of generators (2.23) and (2.26) of Uq(g˙ln). The
existence of elements p±k defined in terms of e±[i;j)’s which satisfy the conditions
of Definition 2.7 was established in [9], where we also proved that:
[pk, pl] = kδ
0
k+l
(ck − c−k)(qnk − q−nk)
(qk − q−k)2
(2.34)
Remark 2.8. The uniqueness of primitive elements in Uq(g˙ln) means that any:
x± ∈ U±q (g˙ln) (2.35)
of degree /∈ {ς1, ..., ςn} is completely determined by the intermediate terms of its
coproduct and, if deg x± = ±kδ, the extra information of the pairings:
〈x±, e∓[u;u+nk)〉
for all u ∈ Z/nZ. Going one step further, a collection of elements:{
x±[i;j)
}
(i<j)∈ Z
2
(n,n)Z
∈ U±q (g˙ln)
is determined by the intermediate terms of the coproducts of all x±[i;j), and:
〈x±[i;i+nk), e∓[u;u+nk)〉
for all u ∈ Z/nZ, as well as knowledge of the “initial condition” x±[i;i+1).
2.9. Recall that the bialgebra Uq(g˙ln) is Hopf. Let S be the antipode and write:
S(e[i;j)) =
ψi
ψj
e¯[i;j)q
2(i−j)
S−1(e−[i;j)) =
ψj
ψi
e¯−[i;j)
Then formulas (2.24) and (2.25) imply the following identities:
j∑
s=i
e¯[s;j)e[i;s)q
2(s−i) = 0 =
j∑
s=i
e¯−[s;j)e−[i;s) (2.36)
for all i < j. Moreover, we have the following coproduct formulas:
∆(e¯[i;j)) =
j∑
s=i
ψj
ψs
e¯[i;s) ⊗ e¯[s;j) (2.37)
∆(e¯−[i;j)) =
j∑
s=i
e¯−[s;j) ⊗
ψs
ψj
e¯−[i;s) (2.38)
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Moreover, as a consequence of (2.36) and (2.33)–(2.32), we note that:
〈pk, e¯−[u;u+nk)〉 = −1 (2.39)
〈e¯[u;u+nk), p−k〉 = q
nk (2.40)
for all u ∈ Z/nZ. The reason for the formulas above is that the pairing of e¯[s;j)e[i;s)
with p−k is trivial unless a ∈ {i, j}, due to the fact that p−k is primitive. Due to
Remark 2.8, conditions (2.36) and (2.37)–(2.38) completely determine the elements:
e¯±[i;j) ∈ U
±
q (gln)
subject to the “initial conditions” e¯[i;i+1) = −e[i;i+1)q
2, e¯−[i;i+1) = −e−[i;i+1).
3. The Shuffle Algebra
3.1. Let us recall the type Ân trigonometric version of the shuffle algebra studied
in [7]. For each i ∈ {1, ..., n}, we consider an infinite family of variables zi1, zi2, ....
We call i the color of the variable zia, and we call a rational function:
R(..., zia, ...)
1≤i≤n
1≤a≤ki
(3.1)
color-symmetric if it is symmetric in the variables zi1, ..., ziki for each i separately.
The vector k = (k1, ..., kn) ∈ N
n keeps track of the number of variables of R, and
will be called the degree of R. Often, we will write explicit formulas for rational
functions (3.1) that include zia for all i ∈ Z, with the convention that:
zia should be replaced with zi¯aq
−2⌊ i−1n ⌋ (3.2)
where i¯ is the residue class of i in the set {1, ..., n}. A particular example of this
convention is the following color-dependent rational function:
ζ
(
zia
zjb
)
=
(
ziaqq
2⌈ i−jn ⌉ − zjbq
−1
ziaq
2⌈ i−jn ⌉ − zjb
)δ0i−j mod n−δ0i−j+1 mod n
(3.3)
for any variables zia, zjb of colors i, j ∈ Z, respectively.
3.2. Let F = Q(q, q
1
n ) and consider the set of color-symmetric rational functions:
V =
⊕
k∈Nn
F(..., zi1, ..., ziki , ...)
color symmetric
1≤i≤n (3.4)
We make the above vector space into a F−algebra via the shuffle product:
R(..., zi1, ..., ziki , ...) ∗R
′(..., zi1, ..., zik′
i
, ...) =
1
k! · k′!
· (3.5)
Sym
R(..., zi1, ..., ziki , ...)R′(..., zi,ki+1, ..., zi,ki+k′i , ...) n∏
i,i′=1
a≤ki∏
a′>k′
i′
ζ
(
zia
zi′a′
)
for all rational functions R and R′ in k and k′ variables, respectively. In (3.5), Sym
denotes symmetrization with respect to the:
(k+ k′)! :=
n∏
i=1
(ki + k
′
i)! (3.6)
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permutations that preserve the color of the variables modulo n.
Definition 3.3. The shuffle algebra is the subspace A+ ⊂ V of rational functions:
R(..., zi1, ..., ziki , ...) =
r(..., zi1, ..., ziki , ...)∏n
i=1
∏1≤a≤ki
1≤b≤ki+1
(ziaq − zi+1,bq−1)
(3.7)
where r is a color-symmetric Laurent polynomial that satisfies the wheel conditions,
i.e. the fact that for all i ∈ {1, ..., n} we have:
r(..., zia, ...)
∣∣∣
zi1 7→w,zi2 7→wq±2,zi∓1,1 7→w
= 0 (3.8)
3.4. It is easy to prove (see, for example, [9]) that A+ is an algebra. Moreover, to
a homogeneous rational function R(..., zi1, ..., ziki , ...) we may associate the degree:
degR = (k1, ..., kn) ∈ N
n
as well as the homogeneous degree d ∈ Z in the zia variables. With this in mind,
the algebra A+ is graded by Nn × Z, and we will denote its graded pieces by:
A+ =
⊕
k∈Nn
Ak
Ak =
⊕
d∈Z
Ak,d
Let A− = (A+)
op
, so a rational function R as in (3.7) may be regarded as either:
R+ ∈ A+ or R− ∈ A−
If R+ has degree (k, d), we assign R− degree (−k, d) and write:
A− =
⊕
k∈Nn
A−k
A−k =
⊕
d∈Z
A−k,d
3.5. Define the extended shuffle algebras as:
A≥ =
〈
A+, ψ±1s , c, c¯, as,1, as,2, ...
〉
s∈{1,...,n}
(3.9)
A≤ =
〈
A−, ψ±1s , c, c¯, as,−1, as,−2, ...
〉
s∈{1,...,n}
(3.10)
modulo the fact that c and c¯ are central and the following relations:
[ψs, ψs′ ] = 0, [as,±d, ψs′ ] = 0, [as,±d, as′,±d′ ] = 0 (3.11)
ψsR
± = q±(ks−1−ks)R±ψs (3.12)
[as,d, R
+] = R+
q−d ks∑
t=1
zdst − q
d
ks−1∑
t=1
zds−1,t
 (3.13)
[as,−d, R
−] = R−
 ks∑
t=1
z−dst −
ks−1∑
t=1
z−ds−1,t
 (3.14)
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for all s, s′ ∈ {1, ..., n}, d, d′ > 0 and R±(..., zi1, ..., ziki , ...) ∈ A
±. In all formulas
above and henceforth, we extend the indexing set of the ψ’s and the a’s by setting:
ψs+n = cψs, as+n,d = as,dq
−2d (3.15)
Remark 3.6. The algebras (3.9) and (3.10) were defined in [9], albeit in different
notation. Explicitly, the generators as,±d were packaged in loc. cit. as:
ϕ+s (z) =
ψs+1
ψs
exp
[
∞∑
d=1
(as+1,d − as,d)(q
−d − qd)
dzd
]
(3.16)
ϕ−s (z) =
ψs
ψs+1
exp
[
∞∑
d=1
(qdas+1,−d − q
−das,−d)(q
−d − qd)
dz−d
]
(3.17)
The discussion in loc. cit. had set c¯ = 1, but the general case is analogous.
3.7. One of the main reasons for defining the extended shuffle algebras A≥ and
A≤ is that they admit topological coproducts, as defined in [9]: 3
∆(ψs) = ψs ⊗ ψs, ∆(c) = c⊗ c, ∆(c¯) = c¯⊗ c¯ (3.18)
∆(as,d) = c¯
d ⊗ as,d + as,d ⊗ 1 (3.19)
∆(as,−d) = 1⊗ as,−d + as,−d ⊗ c¯
−d (3.20)
for all s ∈ {1, ..., n} and d > 0, as well as (let c¯1 = c¯⊗ 1 and c¯2 = 1⊗ c¯):
∆(R+) =
l≤k∑
l∈Nn
[∏a>li
1≤i≤n ϕ
+
i (ziac¯1)⊗ 1
]
R+(zi,a≤li ⊗ zi,a>li c¯1)∏1≤i≤n
1≤i′≤n
∏a≤li
a′>li′
ζ(zi′a′ c¯1/zia) (3.21)
∆(R−) =
l≤k∑
l∈Nn
R−(zi,a≤li c¯2 ⊗ zi,a>li)
[∏a≤li
1≤i≤n 1⊗ ϕ
−
i (ziac¯2)
]
∏1≤i≤n
1≤i′≤n
∏a≤li
a′>li′
ζ(ziac¯2/zi′a′) (3.22)
for all R± ∈ A±k. To think of (3.21) as a tensor, we expand the right-hand side in
non-negative powers of zia/zi′a′ for a ≤ li and a
′ > li′ , thus obtaining an infinite
sum of monomials. In each of these monomials, we put the symbols ϕ+i,d to the
very left of the expression, then all powers of zia with a ≤ li, then the ⊗ sign, and
finally all powers of zia with a > li. The powers of the central element c¯1 = c ⊗ 1
are placed in the first tensor factor. The resulting expression will be a power series,
and therefore lies in a completion ofA≥⊗A≥. The same argument applies to (3.22).
3Note that only the c¯ = 1 case of the following formulas was defined in loc. cit., but the general
definition below is analogous. In fact, we are simply modifying the coproduct of loc. cit. by the
central element c¯ raised to the power equal to the vertical degree in one of the tensor factors, so all
properties proved in loc. cit. (coassociativity, compatibility of product and coproduct etc) carry
over to the present situation
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3.8. Finally, we showed in [9] that there exists a bialgebra pairing:
A≥ ⊗A≤
〈·,·〉
−→ F (3.23)
given by:
〈ψs, ψs′〉 = q
−δs
s′ , 〈as,d, as′,d′〉 =
δss′δ
0
d+d′d
q−d − qd
(3.24)
for s, s′ ∈ {1, ..., n} and d, d′ ∈ N, as well as:
〈
R+, R−
〉
=
(1− q−2)|k|
k!
∮
R+(..., zia, ...)R
−(..., zia, ...)∏n
i,j=1
∏(i,a) 6=(j,b)
a≤ki,b≤kj
ζ(zia/zjb)
1≤i≤n∏
1≤a≤ki
dzia
2piizia (3.25)
for any R+ ∈ Ak and R
− ∈ A−k (all other pairings are 0). In formula (3.25), the
contour integral is set up in such a way that the variable zia goes over a contour
which surrounds zibq
2, zi−1,b and zi+1,bq
−2 for all i ∈ {1, ..., n} and all a, b (a
particular choice of contours which achieves this aim is explained in Proposition
3.8 of [9]). The pairing (3.23) allows us to construct the Drinfeld double:
A = A≥ ⊗A≤
The main goal of setting up the above double shuffle algebra is the following:
Theorem 3.9. ([9]) There is an isomorphism of bialgebras Uq,q(g¨ln)
∼= A.
The construction of an algebra homomorphism Uq,q(g¨ln) → A goes back to work
of Enriquez ([5]), so the main result of Theorem 3.9 is that this homomorphism
is surjective. In other words, we prove that the Feigin-Odesskii wheel conditions
(3.8) are necessary and sufficient for describing the quantum toroidal algebra.
Proposition 3.10. We have the following commutation relations in A:
[as,d, as′,d′ ] = δ
s
s′δ
0
d+d′d
c¯d − c¯−d
qd − q−d
(3.26)
[as,d, R
−] = R−c¯d
q−d ks∑
t=1
zdst − q
d
ks−1∑
t=1
zds−1,t
 (3.27)
[as,−d, R
+] = R+c¯−d
 ks∑
t=1
z−dst −
ks−1∑
t=1
z−ds−1,t
 (3.28)
for all s, s′ ∈ {1, ..., n}, d, d′ > 0 and R±(..., zi1, ..., ziki , ...) ∈ A
±. Moreover:
[
(zki1)
+, (z−k
′
j1 )
−
]
=
δij
q − q−1

ϕi,k−k′ c¯
k′ if k > k′
ϕi,0c¯
k′ − ϕ−1i,0 c¯
−k if k = k′
−ϕi,k−k′ c¯
−k if k < k′
(3.29)
for all i, j ∈ {1, ..., n}, where ϕs,±d are the series coefficients of ϕ
±
s of (3.16)–(3.17).
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Proof Let us apply (2.6) for a = as,d and b = as′,−d′ :
c¯d〈as,d, as′,−d′〉+ as,das′,−d′〈1, c¯
−d′〉 = 〈c¯d, 1〉as′,−d′as,d + 〈as,d, as′,−d′〉c¯
−d
Then (3.24) implies (3.26). As for (3.27), note that (3.22) implies:
∆(R−) = 1⊗R−(..., zi1, ..., ziki , ...)+...+R
−(..., zi1c¯2, ..., ziki c¯2, ...)⊗
n∏
i=1
ki∏
a=1
ϕ−i (zij c¯2)
where ... in the middle stand for terms which pair trivially with as,d or powers of
c¯, for degree reasons. Therefore, applying (2.6) for a = as,d and b = R
− gives us:
c¯dR−(..., zij c¯2, ...)
〈
as,d,
n∏
i=1
ki∏
a=1
ϕ−i (zij c¯2)
〉
+
+ as,dR
−(..., zij c¯2, ...)
〈
1,
n∏
i=1
ki∏
a=1
ϕ−i (zij c¯2)
〉
= 〈c¯d, 1〉R−as,d
Since c¯ is group-like and pairs trivially with anything, the terms denoted by c¯2 in
the formula above do not change the values of any of the pairings. Moreover, the
pairings on the second line are both equal to 1. As for the pairing on the first line,
a simple consequence of (3.17) and (3.19) is that〈
as,d,
n∏
i=1
ki∏
a=1
ϕ−i (zia)
〉
=
∞∑
d′=1
n∑
i=1
ki∑
j=1
〈as,d, q
d′ai+1,−d′ − q
−d′ai,−d′〉(q
−d′ − qd
′
)
d′z−d
′
ij
=
= qd
ks−1∑
j=1
zds−1,j − q
−d
ks∑
j=1
zdsj
which proves (3.27). Formula (3.28) is proved analogously, so we leave it as an
exercise. Relation (3.29) is straightforward, and we leave to the interested reader
(a proof was also given in [9], where this relation was compared to the defining
commutation relation between the two halves of the quantum toroidal algebra).
✷
3.11. Let us now recall the factorization of A into slope subalgebras from [9]:
A± =
∏
µ∈Q
B±µ (3.30)
where the product is taken in increasing order of µ. We will now describe B±µ .
Definition 3.12. For any shuffle element R± ∈ A±k and any µ ∈ R, if the limit:
lim
ξ±1→∞
R±(..., ξzi1, ..., ξzili , zi,li+1, ..., ziki , ...)
ξ±µ|l|
(3.31)
exists and is finite for all l = (l1, ..., ln), then we say that R
± has slope ≤ µ.
It is elementary to show that the subspace of A± of elements of slope ≤ µ is a
subalgebra (see [9] for a proof), and we will denote it by:
A±≤µ ⊂ A
±
THE PBW BASIS OF Uq,q(g¨ln) 13
and its graded pieces by:
A≤µ|±k = A±k ∩ A
±
≤µ
A≤µ|±k,d = A±k,d ∩A
±
≤µ
Let us now connect the above slope property with the coproduct. We will say that
a shuffle element has slope < µ if it has slope ≤ µ− ε for some ε > 0. We have:
∆(R+) = ∆µ(R
+) + (anything)⊗ (slope < µ) (3.32)
∆(R−) = ∆µ(R
−) + (slope < µ)⊗ (anything) (3.33)
for any R± ∈ A±≤µ, where the leading terms ∆µ are defined by:
∆µ(R
+) =
l∈Nn∑
l≤k
(ϕk−l ⊗ 1) lim
ξ→∞
R+(zi,a≤li ⊗ ξ · zi,a>li c¯1)
ξµ|k−l|q〈k−l,l〉
(3.34)
∆µ(R
−) =
l∈Nn∑
l≤k
lim
ξ→0
R−(ξ · zi,a≤li c¯2 ⊗ zi,a>li)
ξ−µ|l|q−〈l,k−l〉
(1⊗ ϕ−l) (3.35)
where ϕk =
∏n
i=1 ϕ
ki
i for all k = (k1, ..., kn), and ϕi =
ψi+1
ψi
. The vector spaces:
B±µ =
µ|k|∈Z⊕
k∈Nn
Bµ|±k :=
µ|k|=d⊕
k∈Nn
A≤µ|±k,±d ⊂ A
±
are subalgebras, and their extended versions:
B≥µ =
〈
B+µ , ψ
±1
s , c, c¯
〉
s∈{1,...,n}
⊂ A≥ (3.36)
B≤µ =
〈
B−µ , ψ
±1
s , c, c¯
〉
s∈{1,...,n}
⊂ A≤ (3.37)
are bialgebras with respect to the coproduct (3.34), (3.35), respectively. Therefore,
the decomposition (3.30) does not preserve the bialgebra structure, but the
coproduct of x ∈ B±µ is the leading order term of the coproduct of x viewed in A
±.
3.13. We may visualize the coproduct ∆ as follows. For a shuffle element R± ∈
A±k,d, let us associate to it the lattice point (|k|, d). For any shuffle element
R+ ∈ A+, consider its coproduct (in Sweedler notation):
∆(R+) = R+1 ⊗R
+
2 (3.38)
The lattice points associated to R+1 and R
+
2 can be drawn as:
q q q q q q q
q q q q q q q
q q q q q q q
q q q q q q q
❍❍❍❍❥✚
✚
✚
✚
✚
✚
✚
✚❃
(0, 0)
R+1
R+2
The lattice point where the arrows meet above will be called the hinge of the
tensor R+1 ⊗ R
+
2 . Then a shuffle element R
+ has slope ≤ µ if and only if all the
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summands in ∆(R+) have hinge at slope ≤ µ measured from the origin.
Similarly, consider any shuffle element R− ∈ A− and its coproduct:
∆(R−) = R−1 ⊗R
−
2 (3.39)
The lattice points associated of R−1 and R
−
2 can be drawn as:
q q q q q q q
q q q q q q q
q q q q q q q
q q q q q q q
✟✟✟✟✙❩
❩
❩
❩
❩
❩
❩
❩⑥
(0, 0)
R−1
R−2
The lattice point where the arrows meet above will be called the hinge of the
tensor R−1 ⊗ R
−
2 . Then a shuffle element R
− has slope ≤ µ if and only if all the
summands in ∆(R−) have hinge at slope ≥ µ measured from the origin.
3.14. The bialgebra pairing between A≥ and A≤ restricts to a bialgebra pairing:
B≤µ ⊗ B
≥
µ
〈·,·〉
−→ F
and the Drinfeld double Bµ := B
≤
µ ⊗ B
≥
µ with respect to the above data satisfies:
Bµ ⊂ A (3.40)
as algebras.
Proposition 3.15. For any coprime a ∈ N and b ∈ Z, we have an isomorphism:
Ξ : Uq(g˙ln
g
)⊗g
∼=
−→ B b
a
(3.41)
where g = gcd(n, a). The isomorphism Ξ preserves the bialgebra structures.
In order to describe Ξ explicitly, we need to construct elements of B±µ which corre-
spond to the generators e±[i;j) of quantum affine algebras (see Subsection 2.4). For
any integers i ≤ j and k, we define:
E
(k)
[i;j) = Sym
∏j−1a=i(zaq 2an )⌊µ(a−i+1)⌋−⌊µ(a−i)⌋(
1− zi+1ziq2
)
...
(
1−
zj−1
zj−2q2
) ∏
i≤a<b<j
ζ
(
zb
za
) ∈ A+
(3.42)
E
(−k)
−[i;j) = Sym
∏j−1a=i(zaq 2an )⌊µ(a−i)⌋−⌊µ(a−i+1)⌋(
1− zizi+1
)
...
(
1−
zj−2
zj−1
) ∏
i≤a<b<j
ζ
(
za
zb
) ∈ A−
(3.43)
where k = µ(j−i). In order to think of the right-hand sides of the expressions above
as shuffle elements, we regard each za as a variable of color a for all a ∈ {i, ..., j−1},
and relabel them according to (3.2):
za, za+n, za+2n, ... ❀ za1, za2q
−2, za3q
−4, ...
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for all a ∈ {1, ..., n} (see the convention (3.2)). We set E
(k)
±[i;j) = 0 if k /∈ Z. We note
that the shuffle elements (3.42) and (3.43) are constant multiples of the elements
denoted by Eµ[i;j) and F
µ
[i;j), respectively, in [9]. Because of this, we will often write:
Eµ±[i;j) = E
(k)
±[i;j)
when we wish to emphasize µ = kj−i ∈ Q. The following was proved in [9]:
Proposition 3.16. For any µ ∈ Q, the elements Eµ±[i;j) lie in B
±
µ , and moreover:
∆µ
(
Eµ[i;j)
)
=
j∑
s=i
Eµ[s;j)
ψs
ψi
c¯µ(s−i) ⊗ Eµ[i;s) (3.44)
∆µ
(
Eµ−[i;j)
)
=
j∑
s=i
Eµ−[i;s) ⊗ E
µ
−[s;j)
ψi
ψs
c¯µ(i−s) (3.45)
Moreover: 〈
Eµ[i;j), E
µ
−[i′;j′)
〉
= δ
(i,j)
(i′,j′)
(
1− q−2
)
(3.46)
The Kronecker delta symbol δ
(i,j)
(i′,j′) is 1 if and only if (i, j) ≡ (i
′, j′) mod (n, n)Z.
With the Proposition above in mind, the isomorphism Ξ of Proposition 3.15 sends:
1⊗ ....⊗ e±[s;t) ⊗ ...⊗ 1︸ ︷︷ ︸
e±[s;t) on d−th position
∈ U±q (g˙ln
g
)⊗g
Ξ
❀ E
(b(t−s))
±[as+i,at+i)
1⊗ ....⊗ ψs ⊗ ...⊗ 1︸ ︷︷ ︸
ψs on d−th position
∈ U0q (g˙ln
g
)⊗g
Ξ
❀ c¯bsψd+sa
Therefore, the central charge of Uq(g˙ln
g
)⊗g is sent to c
a
g c¯
bn
g under Ξ.
3.17. We must now describe Ξ(p±k) ∈ Bµ, where p±k are the primitive elements
of quantum groups. As we have seen in Subsection 2.6, to completely determine
these elements we must understand the bialgebra pairing on Bµ, and in fact we will
translate it into the language of the shuffle algebra. To this end, for any pair of
integers i < j, consider the following linear maps:
A±[i;j)
α±[i;j)
−→ F
given by (in what follows, we write ±h for the homogeneous degree of R±):
α[i;j)(R
+) =
R+(..., 1, ...)∏
i≤a<b<j ζ(1)
∏j−1
a=i q
2a
n (⌊−
h(a−i)
j−i ⌋−⌊−
h(a−i+1)
j−i ⌋)
(q
1
n )gcd(h,j−i)(q−1 − q)j−i
(3.47)
α−[i;j)(R
−) =
R−(..., q2a, ...)∏
i≤a<b<j ζ(q
2a−2b)
∏j−1
a=i(q
aq
2a
n )(⌊
h(a−i+1)
j−i ⌋−⌊
h(a−i)
j−i ⌋)
(qq
1
n )− gcd(h,j−i)(1− q−2)j−i (3.48)
where in the RHS of either expression above, we plug in the number 1 (respectively
q2a) into a variable of color a of the rational function R, for all a ∈ {i, ..., j−1}. Note
that one needs to cancel the poles of ζ(q2a−2b) against the poles of the specialization
16 ANDREI NEGUT,
R(q2i, ..., q2j−2) in order for the fraction (3.48) to be well-defined. We note that
the linear maps (3.47) and (3.48) are constant multiples of the linear maps denoted
by α[i;j) and β[i;j), respectively, in [9]. Recall the notation:
Q+ = q
1
n , Q− = q
−1q−
1
n (3.49)
If we let ±hi = hom deg R
±
i , then we have:
α±[i;j)(R
±
1 R
±
2 ) = α±[s;j)(R
±
1 )α±[i;s)(R
±
2 ) ·Q
h1(s−i)−h2(j−s)
± (3.50)
whenever:
degR±1 R
±
2 = ±[i; j), degR
±
1 = ±[s; j), degR
±
2 = ±[i; s)
for some s ∈ {i, ..., j}. If such an s does not exist, then the RHS of (3.50) is set
equal to 0, by convention. Formulas (3.50) are proved as Lemma 3.19 of [9], with
the observation that the powers of Q± that appear in these formulas are due to our
choice of rescaling the maps α±[i;j) in (3.47)–(3.48), from the conventions of loc. cit.
Proposition 3.18. ([9]) For any R± ∈ B±µ and any i < j, we have:〈
R±, Eµ∓[i;j)
〉
= α±[i;j)(R
±) ·Q
gcd(µ(j−i),j−i)
± (3.51)
3.19. Let us consider the following analogues of (3.42)–(3.43):
E¯
(k)
[i;j) = Sym
 ∏j−1a=i(zaq 2an )⌈µ(a−i+1)⌉−⌈µ(a−i)⌉
(−Q−)2j−2i
(
1− ziq
2
zi+1
)
...
(
1−
zj−2q2
zj−1
) ∏
i≤a<b<j
ζ
(
zb
za
)
(3.52)
E¯
(−k)
−[i;j) = Sym
 ∏j−1a=i(zaq 2an )⌈µ(a−i)⌉−⌈µ(a−i+1)⌉
(−Q+)2j−2i
(
1− zi+1zi
)
...
(
1−
zj−1
zj−2
) ∏
i≤a<b<j
ζ
(
za
zb
)
(3.53)
where k = µ(j − i). It is easy to prove the following analogues of (3.44)–(3.45):
∆µ
(
E¯µ[i;j)
)
=
j∑
s=i
ψj
ψs
c¯µ(j−s)E¯µ[i;s) ⊗ E¯
µ
[s;j) (3.54)
∆µ
(
E¯µ−[i;j)
)
=
j∑
s=i
E¯µ−[s;j) ⊗
ψs
ψj
c¯µ(s−j)E¯µ−[i;s) (3.55)
where we set E¯
(k)
±[i;j) = 0 if k 6∈ Z, and employ the notation E¯
µ
[i;j) = E¯
(k)
[i;j).
Proposition 3.20. The elements E
(k)
±[i;j) and E¯
(k)
±[i;j) are related by:
j∑
s=i
E¯µ±[s;j)E
µ
±[i;s)Q
2(i−s)
h
∓ = 0 (3.56)
where µ = kj−i , and we write h =
j−i
gcd(k,j−i) .
Proof Since ⌈x⌉ = ⌊x⌋+ 1− δx∈Z, it is elementary to see that:
E¯µ[i;j) = −q
2q
2
n · (3.57)
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Sym
∏µ(s−i)∈Zi<s<j zsq 2nzs−1 ∏j−1a=i(zaq 2an )⌊µ(a−i+1)⌋−⌊µ(a−i)⌋(
1− zi+1ziq2
)
...
(
1−
zj−1
zj−2q2
) ∏
i≤a<b<j
ζ
(
zb
za
)
Therefore, we conclude that when ± = +, the LHS of (3.56) is:
Sym
X · ∏j−1a=i(zaq 2an )⌊µ(a−i+1)⌋−⌊µ(a−i)⌋(
1− zi+1ziq2
)
...
(
1−
zj−1
zj−2q2
) ∏
i≤a<b≤j
ζ
(
zb
za
)
where:
X = 1−(q2q
2
n )1−
j−i
h
µ(s−i)∈Z∏
i<s<j
zsq
2
n
zs−1
−
µ(t−i)∈Z∑
i<t<j
(q2q
2
n )1−
j−t
h
(
1−
zt
zt−1q2
) µ(s−i)∈Z∏
t<s<j
zsq
2
n
zs−1
Being a telescoping sum, it is clear that X = 0, thus proving (3.56) when ± = +.
The case when ± = − is proved analogously, so we leave it as an exercise.
✷
3.21. One of our main reasons for introducing the elements E¯
(k)
±[i;j) is the following
statement, which is our first computation of the coproduct of an element in the
shuffle algebra that goes beyond just the leading order term.
Proposition 3.22. Assume gcd(j − i, k) = 1, and consider the lattice triangle T :
q q q q q
q q q q q
q q q q q
q q q q q
✘✘✘
✘✘✘
✘✘
 
 
(0, 0)
(j − i, k)
µ
T or
q q q q q
q q q q q
q q q q q
q q q q q
❳❳❳❳❳❳❳❳
❅
❅
(0, 0)
(j − i, k)µ
T
uniquely determined as the triangle of maximal area situated completely below the
vector (j − i, k), which does not contain any lattice points inside. Let µ denote the
slope of one of the edges of T , as indicated in the pictures above. Then:
∆
(
E
(k)
[i;j)
)
=
ψj
ψi
c¯k ⊗ E
(k)
[i;j) + E
(k)
[i;j) ⊗ 1 +
(
tensors with hinge strictly below T
)
+
+
∑
i≤s<t≤j

ψj
ψt
E
(•)
[s;t)
ψs
ψi
c¯k−• ⊗ E¯µ[t,j)E
µ
[i;s) for the picture on the left
Eµ[t,j)
ψt
ψs
E¯µ[i;s)c¯
• ⊗ E
(•)
[s;t) for the picture on the right (3.58)
where • = k − (j − i+ s− t)µ. Similarly, consider the lattice triangle T :
q q q q q
q q q q q
q q q q q
q q q q q
✘✘✘
✘✘✘
✘✘
 
 
−(j − i, k)
(0, 0)
µ
T or
q q q q q
q q q q q
q q q q q
q q q q q
❳❳❳❳❳❳❳❳
❅
❅
−(j − i, k)
(0, 0)µ
T
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of maximal area situated completely below the vector (i − j,−k), which does not
contain any lattice points inside. Then we have:
∆
(
E
(−k)
−[i;j)
)
= 1⊗E
(−k)
−[i;j)+E
(−k)
−[i;j)⊗
ψi
ψj
c¯−k+
(
tensors with hinge strictly below T
)
+
+
∑
i≤s<t≤j

E¯µ−[t,j)E
µ
−[i;s) ⊗
ψt
ψj
E
(•)
−[s;t)
ψi
ψs
c¯−k−• for the picture on the left
E
(•)
−[s;t) ⊗ E
µ
−[t,j)
ψs
ψt
E¯µ−[i;s)c¯
• for the picture on the right (3.59)
where • = −k + (j − i+ s− t)µ.
The proposition above strengthens (3.32)/(3.33) and (3.34)/(3.35), by making
explicit certain summands of ∆ which are close to the vector (j − i, k).
Proof By (3.21), the coproduct ∆(E
(k)
[i;j)) is computed by taking an arbitrary:
A ⊂ {i, ..., j − 1}
and expanding the rational function E
(k)
[i;j) by sending the variables {za}a∈A to ∞,
while keeping the variables {za}a∈A¯ fixed, where A¯ = {i, ..., j − 1}\A. Therefore,
the second tensor factor R in any summand of ∆(E
(k)
[i;j)) has the property that:
horizontal degree of R = #A
where the horizontal degree is defined as |k|, where k = degR. Meanwhile, the
vertical (total homogeneous degree) of R in the variables A satisfies (see (3.42)):
vertical degree of R ≤
∑
a∈A
⌊
k(a− i+ 1)
j − i
⌋
−
⌊
k(a− i)
j − i
⌋
−#
{
a ∈ A s.t. a− 1 ∈ A¯
}
(3.60)
Let us assume that A is a union of blocks of consecutive integers:
A = {i1, ..., j1 − 1} ⊔ ... ⊔ {iv, ..., jv − 1}
where i ≤ i1 < j1 < i2 < j2 < ... < iv < jv ≤ j. Therefore, we have:
horizontal degree =
v∑
u=1
(ju − iu) (3.61)
and:
vertical degree ≤
v∑
u=1
(⌊
k(ju − i)
j − i
⌋
−
⌊
k(iu − i)
j − i
⌋)
− v + δii1 =
gcd(k,j−i)=1
=
v∑
u=1
(⌊
k(ju − i)
j − i
⌋
−
⌈
k(iu − i)
j − i
⌉)
(3.62)
We conclude that all tensors appearing in (3.58) will have hinge (x, y), where x is
the RHS of (3.60) and y is less than or equal to the RHS of (3.62). Such a hinge
lies strictly below the triangle T , except in the following situations:
THE PBW BASIS OF Uq,q(g¨ln) 19
• in the case depicted on the left of the figure, if:
A = {i, ..., s− 1} ⊔ {t, ..., j − 1} (3.63)
for certain i ≤ s < t ≤ j. The reason for this is that each summand in the
RHS of (3.62) is ≤ (ju − iu)µ with equality if and only if u = 1, i1 = i or
u = v, jv = j, by the fact that the triangle T has no lattice points inside. Fail-
ure of equality to hold would force the vector (x, y) to lie below the line of slope µ.
• in the case depicted on the right of the figure, if:
A = {s, ..., t− 1} (3.64)
for certain i ≤ s < t ≤ j. The reason for this is that we may rewrite (3.62) as:
k − y = k − vertical degree ≥
v∑
u=0
(⌈
k(iu+1 − i)
j − i
⌉
−
⌊
k(ju − i)
j − i
⌋)
(3.65)
where we write iv+1 = j and j0 = i. Each summand in the right-hand side of
(3.65) is ≥ (ju+1 − iu)µ with equality if and only if u = 0 or u = v, by the fact
that the triangle T has no lattice points inside. Failure of equality to hold would
force the vector (j − i − x, k − y) to lie below the line of slope µ.
The analysis in the two bullets above shows that the summands on the second line
of (3.58) correspond to the choices (3.63) and (3.64), respectively. More specifically,
the second tensor factors of the summands in question consists of the leading order
terms of E
(k)
[i;j) when we send the variables {za, a ∈ A} to ∞. Explicitly, in the case
depicted on the left, we multiply the variables zi, ..., zs−1, zt, ..., zj−1 in (3.42) by ξ
and compute the leading order term as ξ →∞ is (we let ν(j − i) = k):
Sym
zt−1∏t−1a=s(zaq 2an )⌊ν(a−i+1)⌋−⌊ν(a−i)⌋(
1− zs+1zsq2
)
...
(
1− zt−1zt−2q2
) ∏
s≤a<b<t
ζ
(
zb
za
)
lim
ξ→∞
i≤a<s∏
s≤b<t
ζ
(
zb
ξza
) s≤a<t∏
t≤b<j
ζ
(
ξzb
za
)
· Sym
∏s−1a=i(zaq 2an )⌊ν(a−i+1)⌋−⌊ν(a−i)⌋(
1− zi+1ziq2
)
...
(
1− zs−1zs−2q2
) ∏
i≤a<b<s
ζ
(
zb
za
) i≤a<s∏
t≤b<j
ζ
(
zb
za
)
(−q2)
∏j−1
a=t(zaq
2a
n )⌊ν(a−i+1)⌋−⌊ν(a−i)⌋
zt
(
1− zt+1ztq2
)
...
(
1−
zj−1
zj−2q2
) ∏
t≤a<b<j
ζ
(
zb
za
)
By (3.42) and (3.57), the symmetrizations above are responsible for the elements:
E
(k−k1−k2)
[s;t) and E¯
(k2)
[t,j)E
(k1)
[i;s)
in (3.58), respectively, while the limit on the second line of the expression above is
a power of q which is precisely accounted for by the fact that some of the ψ’s are
on the other side of E in (3.58) when compared to (3.21). Similarly, in the case
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depicted on the right, we multiply the variables zs, ..., zt−1 in (3.42) by ξ and send
ξ →∞. Then the leading order term in ξ is (we let ν(j − i) = k):
Sym
(−q2)zs−1∏s−1a=i(zaq 2an )⌊ν(a−i+1)⌋−⌊ν(a−i)⌋(
1− zi+1ziq2
)
...
(
1− zs−1zs−2q2
) ∏
i≤a<b<s
ζ
(
zb
za
) i≤a<s∏
t≤b<j
ζ
(
zb
za
)
∏j−1
a=t(zaq
2a
n )⌊ν(a−i+1)⌋−⌊ν(a−i)⌋(
1− zt+1ztq2
)
...
(
1−
zj−1
zj−2q2
) ∏
t≤a<b<j
ζ
(
zb
za
)
lim
ξ→∞
i≤a<s∏
s≤b<t
ζ
(
ξzb
za
) s≤a<t∏
t≤b<j
ζ
(
zb
ξza
)
Sym
∏t−1a=s(zaq 2an )⌊ν(a−i+1)⌋−⌊ν(a−i)⌋
zs
(
1− zs+1zsq2
)
...
(
1− zt−1zt−2q2
) ∏
s≤a<b<t
ζ
(
zb
za
)
By (3.42) and (3.57), the symmetrizations above are responsible for the elements:
E
(k2)
[t,j)E¯
(k1)
[i;s) and E
(k−k1−k2)
[s;t)
in (3.58), respectively, while the limit on the third line of the expression above is a
power of q which is precisely accounted for by the fact that some of the ψ’s are on
the other side of E in (3.58) when compared to (3.21). Formula (3.59) is proved by
an analogous argument to (3.58), and is therefore left as an exercise to the reader.
✷
3.23. We are now poised to define the shuffle elements of Theorem 1.1. Set:
P
(k)
[i;j) =
(qq
1
n )E
(k)
[i;j)
q − q−1
(3.66)
P
(−k)
−[i;j) =
(qq
1
n )−1E
(−k)
−[i;j)
q−2 − 1
(3.67)
for all i < j such that i 6≡ j mod n, gcd(k, j − i) = 1. We have P
(±k)
±[i;j) ∈ B kj−i
, and:
∆ k
j−i
(
P
(k)
[i;j)
)
=
ψj
ψi
c¯k ⊗ P
(k)
[i;j) + P
(k)
[i;j) ⊗ 1 (3.68)
∆ k
j−i
(
P
(−k)
−[i;j)
)
= 1⊗ P
(−k)
−[i;j) + P
(−k)
−[i;j) ⊗
ψi
ψj
c¯−k (3.69)
Since primitive elements of quantum groups are only defined up to constant multi-
ple, the linear maps (3.47) and (3.48) are needed to normalize them. We have:
α±[u;v)
(
P
(±k)
±[i;j)
)
= ±δ
(i,j)
(u,v) (3.70)
for all (u, v) ∈ Z2/(n, n)Z. Moreover, we may invoke Definition 2.7 and the isomor-
phism (3.41) to conclude that there exist unique elements:
P
(±k)
±lδ,r ∈ B knl
∀k ∈ Z, l ∈ N, r ∈ Z/gZ (3.71)
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(where g = gcd(n, denominator of knl )) completely determined by the condition:
∆ k
nl
(
P
(k)
lδ,r
)
= clc¯k ⊗ P
(k)
lδ,r + P
(k)
lδ,r ⊗ 1 (3.72)
∆ k
nl
(
P
(−k)
−lδ,r
)
= 1⊗ P
(−k)
−lδ,r + P
(−k)
−lδ,r ⊗ c
−lc¯−k (3.73)
and the normalization:
α±[u;u+nl)
(
P
(±k)
±lδ,r
)
= ±δru mod g (3.74)
∀u ∈ {1, ..., n}. To summarize, under the isomorphism (3.41):
• P
(±k)
±[i;j) correspond to the simple root vectors x
±
s
• P
(±k)
±lδ,r correspond to the imaginary root vectors p±t
3.24. To complete the definition of the generators (1.7), we set:
P
(±k)
0δ,r = P
(k)
±[r;r) = ar,±kq
∓2rk
n
for all r ∈ Z/nZ and k ∈ N. Moreover, we define:
∞∑
d=0
E
(d)
[r;r)
zd
= exp
[
∞∑
d=1
ar,d(q
d − q−d)
dzd
q
−2rd
n
]
(3.75)
∞∑
d=0
E¯
(d)
[r;r)
zd
= exp
[
∞∑
d=1
ar,d(q
−d − qd)
dzd
q
−2rd
n
]
(3.76)
∞∑
d=0
E
(−d)
−[r;r)
z−d
= exp
[
∞∑
d=1
ar,−d(1 − q
−2d)
dz−d
q
2rd
n
]
(3.77)
∞∑
d=0
E¯
(−d)
−[r;r)
z−d
= exp
[
∞∑
d=1
ar,−d(1 − q
2d)
dz−d
q
2rd
n
]
(3.78)
Comparing the definitions above with (3.16)–(3.17), we see that:
ϕ±r
(
zq
2r
n
)
=
ψ±1r+1
ψ±1r
E¯±[r;r)(z)E±[r+1;r+1)(z) (3.79)
This concludes the description of the generators considered in Theorem 1.1.
4. The proof of Theorem 1.1
4.1. In the remainder of this paper, we will employ the tools developed in the pre-
vious Section to prove our main Theorem. We begin by collecting certain formulas:
α±[u;v)(E
(±k)
±[i;j)) = δ
(i,j)
(u,v)(1− q
−2)Q
− gcd(k,j−i)
n
± (4.1)
α±[u;v)(E¯
(±k)
±[i;j)) = δ
(i,j)
(u,v)(1− q
2)Q
gcd(k,j−i)
n
± (4.2)
for all v − u = j − i ∈ N and k ∈ Z. The former formula is a consequence of
(3.46) and (3.51), while the latter follows from the former together with (3.50) and
22 ANDREI NEGUT,
(3.56). For all collections of indices for which the two sides of the pairing below
have complementary degrees, formulas (3.51) and (3.70)/(3.74) imply:〈
P
(±k)
±[i;j), E
(∓k)
∓[i′;j′)
〉
= ±δ
(i,j)
(i′,j′) ·Q
gcd(k,j−i)
± (4.3)〈
P
(±k)
±lδ,r, E
(∓k)
∓[i′;j′)
〉
= ±δri′ mod g ·Q
gcd(k,nl)
± (4.4)
where g = gcd(n, denominator knl ). Then formula (3.56) implies:〈
P
(±k)
±[i;j), E¯
(∓k)
∓[i′;j′)
〉
= ∓δ
(i,j)
(i′,j′) ·Q
− gcd(k,j−i)
± (4.5)〈
P
(±k)
±lδ,r, E¯
(∓k)
∓[i′;j′)
〉
= ∓δri′ mod g ·Q
− gcd(k,nl)
± (4.6)
where we use the fact that P ’s pairs trivially with products of two or more E’s or
E¯’s of the same slope (because the P ’s are primitive). Note that (3.66) implies:〈
P
(k)
[i;j), P
(−k)
−[i′;j′)
〉
=
δ
(i,j)
(i′,j′)
q−1 − q
(4.7)
Proposition 4.2. Formulas (1.11) and (1.12) hold.
Proof Let us first prove (1.11):
LHS =
[
P
(±k)
±[i;j), P
(±k′)
±lδ,r
]
= P
(±k)
±[i;j)P
(±k′)
±lδ,r − P
(±k′)
±lδ,r P
(±k)
±[i;j)
Formulas (3.68)/(3.69), (3.72)/(3.73) and Subsection 3.13 imply that:
∆
(
P
(±k)
±[i;j)
)
= ∗ ⊗ P
(±k)
±[i;j) + P
(±k)
±[i;j) ⊗ ∗+ ... (4.8)
∆
(
P
(±k′)
±lδ,r
)
= ∗ ⊗ P
(±k′)
±lδ,r + P
(±k′)
±lδ,r ⊗ ∗+ ... (4.9)
where the ∗’s stand for various products of ψ, c¯, c¯, and the ellipses stand for
tensors with hinge strictly below the vectors ±(j − i, k) and ±(nl, k′), respectively
(see Subsection 3.13 for the definition of hinges). The assumption |knl−k′(j−i)| =
gcd(k′, nl) implies that there are no lattice points strictly inside the triangle spanned
by the aforementioned vectors. Therefore, the commutator of (4.8) and (4.9) yields:
∆(LHS) = ∗ ⊗ LHS + LHS⊗ ∗+ ... (4.10)
where the ellipsis denotes tensors with hinge situated strictly below ±(j−i+nl, k+
k′). As a consequence of our assumption, we have gcd(j− i+nl, k+k′) = 1, hence:
LHS is a primitive element of Bµ, for µ =
k + k′
j − i+ nl
Since the right-hand side of relation (1.11) is also a primitive element of Bµ, the
only thing we still need to prove is that the linear maps α±[u;u+j−i+nl) (for any
u ∈ Z/nZ), take the same values on the left and right-hand sides of the relation:
α±[u;u+j−i+nl)(LHS) = α±[u;u+j−i+nl)(P
(±k)
±[i;j)P
(±k′)
±lδ,r )−α±[u;u+j−i+nl)(P
(±k′)
±lδ,r P
(±k)
±[i;j))
(3.50)
= α±[u;u+nl)(P
(±k′)
±lδ,r )α±[u+nl;u+j−i+nl)(P
(±k)
±[i;j))Q
d
± −
− α±[u;u+j−i)(P
(±k)
±[i;j))α±[u+j−i;u+j−i+nl)(P
(±k′)
±lδ,r )Q
−d
±
(3.70),(3.74)
=
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= δiuδ
r
i mod gQ
d
± − δ
i
uδ
r
j mod gQ
−d
±
(3.70)
= α[u;u+j−i+nl)(RHS)
where d = knl− k′(j − i). This proves (1.11). Let us now move to proving (1.12),
and to keep the notation simpler, we will set c¯ = 1 in all formulas for the coproduct
(this will have no bearing whatsoever on the validity of the argument). Let us first
assume that the sign is ± = + in (1.12), and prove this formula by inuction on the
natural number j+ j′− i− i′ (the base case when this number is 1 is vacuous). Let
us convert the LHS of (1.12) in terms of the E generators, according to (3.66):
LHS =
(
E
(k)
[i;j)E
(k′)
[i′;j′)q
δi
j′−δ
i
i′ − E
(k′)
[i′;j′)E
(k)
[i;j)q
δj
j′
−δj
i′
) q2q 2n
(q − q−1)2
(4.11)
Our assumption implies that gcd(j − i, k) = gcd(j′ − i′, k′) = 1, as depicted below:
q q q q q q q
q
✲✟✟
✟✟✯
❳❳❳❳❳❳❳❳③(0, 0)
(j − i, k)
(j + j′ − i− i′, k + k′)
E
(k)
[i;j)
E
(k′)
[i′;j′)
Therefore, Proposition 3.22 implies:
∆
(
E
(k)
[i;j)
)
=
ψj
ψi
⊗ E
(k)
[i;j) + E
(k)
[i;j) ⊗ 1 +
∑
i≤s<t≤j
ψj
ψt
E
(•)
[s;t)
ψs
ψi
⊗ E¯µ[t,j)E
µ
[i;s) + ...
(4.12)
where • is shorthand for k−µ(j − i+ s− t) and the ellipsis stands for tensors with
hinge strictly below the vector (j + j′ − i− i′, k + k′). Similarly, (3.32) implies:
∆
(
E
(k′)
[i′;j′)
)
=
ψj′
ψi′
⊗ E
(k′)
[i′;j′) + E
(k′)
[i′;j′) ⊗ 1 + ... (4.13)
where the ellipsis stands for tensors with hinge strictly below the vector (j′− i′, k′).
Taking an appropriate q–commutator of (4.12) and (4.13) yields:
∆ (LHS) =
ψjψj′
ψiψi′
⊗ LHS + LHS⊗ 1 + ...+ (4.14)
+
(
ψj
ψi
E
(k′)
[i′;j′)q
δi
j′−δ
i
i′ − E
(k′)
[i′ ;j′)
ψj
ψi
q
δj
j′
−δj
i′
)
q2q
2
n
(q − q−1)2
⊗ E
(k)
[i;j) +
∑
i≤s<t≤j(
ψj
ψt
E
(•)
[s;t)
ψs
ψi
E
(k′)
[i′;j′)q
δi
j′−δ
i
i′ − E
(k′)
[i′;j′)
ψj
ψt
E
(•)
[s;t)
ψs
ψi
q
δj
j′
−δj
i′
)
q2q
2
n
(q − q−1)2
⊗ E¯µ[t,j)E
µ
[i;s)
where the ellipsis (above and henceforth) stands for tensors with hinge strictly
below the vector (j+ j′− i− i′, k+ k′). By (3.12), the second line of the expression
above vanishes and hence LHS ∈ Bµ, while the third line equals:
ψj
ψt
(
E
(•)
[s;t)E
(k′)
[i′;j′)q
δs
j′−δ
s
i′ − E
(k′)
[i′;j′)E
(•)
[s;t)q
δt
j′−δ
t
i′
) q2q 2n
(q − q−1)2
ψs
ψi
⊗ E¯µ[t,j)E
µ
[i;s)
By the induction hypothesis, the expression above equals:∑
[s;s′)+[t′;t)=[s;t)+[i′;j′)
ψj
ψt
E¯µ[t′,t)E
µ
[s;s′)γ
−
i′j′k′(s
′)
ψs
ψi
⊗ E¯µ[t,j)E
µ
[i;s) =
(3.44),(3.54)
=
∑
[i;s′)+[t′;j)=[i;j)+[i′ ;j′)
∆µ(E¯
µ
[t′;j))∆µ(E
µ
[i;s′))γ
−
i′j′k′ (s
′)
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where (recall that Q+ = q
1
n and Q− = q
−1q−
1
n , the symbol a denotes the residue
class of a in the set {1, ..., n}, and δi≡j is 1 if i ≡ j mod n and 0 otherwise):
γ±ijk(s) = −δs≡j
q−δi≡j
q − q−1
− δi≡j
Q
2(k(s−i)−n
±
Qn± −Q
−n
±
(4.15)
Plugging the formula above into the third line of (4.14), we conclude that the
intermediate terms in ∆µ of either side of relation (1.12) are equal. To establish
the aforementioned relation, it suffices to show that the two sides of (1.12) take the
same values under the maps α[u;v) for all [i; j) + [i
′; j′) = [u; v) ∈ Nn:
α[u;v)(LHS) =
[
α[u;v)(E
(k)
[i;j)E
(k′)
[i′;j′))q
δi
j′
−δi
i′ − α[u;v)(E
(k′)
[i′ ;j′)E
(k)
[i;j))q
δj
j′
−δj
i′
] q2q 2n
(q − q−1)2
(3.50),(4.1)
= δ
(i′,j′)
(u,i) q
d
n qδ
i
j′
−δi
i′ − δ
(i,j)
(u,i′)q
− d
n q
δj
j′
−δj
i′ (4.16)
where d = gcd(k + k′, j + j′ − i− i′). Meanwhile, (3.50) and (4.1)–(4.2) imply:
α[u;v)(RHS of (1.12)) =
∑
[i;s)+[t;j)=[i;j)+[i′ ;j′)
α[u;v)
(
E¯µ[t,j)E
µ
[i;s)
)
γ−i′j′k′(s
′)
= (1− q−2)δiuq
− d
n γ−i′j′k′(j + j
′ − i′) + (1− q2)δjvq
d
n γ−i′j′k′(i) +
(4.17)
+(1− q−2)(1− q2)
i<s, t<j, µ(j−t)∈Z∑
[i;s)+[t;j)=[u;v)
δiuδ
t
sδ
v
j q
gcd(µ(j−t),j−t)−gcd(µ(s−i),s−i)
n γ−i′j′k′ (s
′)
The proof is completed by the following combinatorial identity:
Claim 4.3. The RHS of (4.16) and (4.17) are equal for all [u; v) = [i; j) + [i′; j′).
Let us now establish the case ± = − of formula (1.12), once again by induction on
the natural number j + j′ − i− i′. The left-hand side of this formula equals:
LHS =
(
E
(−k)
−[i;j)E
(−k′)
−[i′;j′)q
δi
j′
−δi
i′ − E
(−k′)
−[i′;j′)E
(−k)
−[i;j)q
δj
j′
−δj
i′
) q−2q− 2n
(q−2 − 1)2
(4.18)
Our assumption implies that gcd(j − i, k) = gcd(j′ − i′, k′) = 1, as depicted below:
q q q q q q q
q
✛ ✘✘✘✘✘✘✘✘✾❍❍
❍❍❨
(0, 0)
−(j − i, k)
−(j + j′ − i− i′, k + k′)
E
(−k)
−[i;j)
E
(−k′)
−[i′;j′)
As a consequence of (3.32), we have:
∆
(
E
(−k′)
−[i′;j′)
)
= 1⊗ E
(−k′)
−[i′;j′) + E
(−k′)
−[i′;j′) ⊗
ψi′
ψj′
+ ... (4.19)
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where the ellipsis stand for tensors with hinge strictly below the vector (i′−j′,−k′).
Meanwhile, as a consequence of Proposition 3.22, we have:
∆
(
E
(−k)
−[i;j)
)
= 1⊗ E
(−k)
−[i;j) + E
(−k)
−[i;j) ⊗
ψi
ψj
+
∑
i≤s<t≤j
E¯µ−[t,j)E
µ
−[i;s) ⊗
ψt
ψj
E
(•)
−[s;t)
ψi
ψs
+ ...
(4.20)
where • = −k+µ(j− i+s− t) and the ellipsis stands for tensors with hinge strictly
below (i+ i′− j − j′,−k− k′). Taking a q–commutator of (4.19) and (4.20) yields:
∆ (LHS) = 1⊗ LHS + LHS⊗
ψiψi′
ψjψj′
+ ... (4.21)
+E
(−k)
−[i;j) ⊗
(
ψi
ψj
E
(−k′)
−[i′;j′)q
δi
j′−δ
i
i′ − E
(−k′)
−[i′;j′)
ψi
ψj
q
δj
j′
−δj
i′
)
q2q
2
n
(q − q−1)2
+
∑
i≤s<t≤j
E¯µ−[t,j)E
µ
−[i;s)⊗
[
ψt
ψj
E
(•)
−[s;t)
ψi
ψs
E
(−k′)
−[i′;j′)q
δi
j′−δ
i
i′ − E
(−k′)
−[i′;j′)
ψt
ψj
E
(•)
−[s;t)
ψi
ψs
q
δj
j′
−δj
i′
]
q2q
2
n
(q − q−1)2
where the ellipsis (above and henceforth) consists of tensors with hinge situated
on or below the vector (i + i′ − j − j′,−k − k′). By (3.12), the second line of the
expression above vanishes and hence LHS ∈ Bµ, while the third line equals:
E¯µ−[t,j)E
µ
−[i;s) ⊗
ψt
ψj
[
E
(•)
−[s;t)E
(−k′)
−[i′;j′)q
δs
j′
−δs
i′ − E
(−k′)
−[i′;j′)E
(•)
−[s;t)q
δt
j′
−δt
i′
] ψi
ψs
q2q
2
n
(q − q−1)2
By the induction hypothesis, the expression above equals:
E¯µ−[t,j)E
µ
−[i;s) ⊗
∑
[s;s′)+[t′;t)=[s;t)+[i′;j′)
ψt
ψj
E¯µ[t′,t)E
µ
−[s;s′)
ψi
ψs
γ+i′j′,k′(s
′) =
(3.45),(3.55)
=
∑
[s;s′)+[t′;t)=[s;t)+[i′;j′)
∆µ(E¯
µ
−[t′;j))∆µ(E
µ
−[i;s′))γ
+
i′j′,k′(s
′)
Plugging the formula above into the third line of (4.21), we conclude that the
intermediate terms in ∆µ of either side of relation (1.12) are equal. To establish
the aforementioned relation, it suffices to show that the two sides of (1.12) take the
same values under the maps α−[u;v) for all [i; j) + [i
′; j′) = [u; v):
α−[u;v)(LHS) =
[
α−[u;v)(E
(−k)
−[i;j)E
(−k′)
−[i′;j′))q
δi
j′−δ
i
i′ − α−[u;v)(E
(−k′)
−[i′;j′)E
(−k)
−[i;j))q
δj
j′
−δj
i′
]
·
(qq
1
n )−2
(q−2 − 1)2
(3.50),(4.3)
= δ
(i′,j′)
(u,i) q
δi
j′
−δi
i′ (qq
1
n )−d − δ
(i,j)
(u,i′)q
δj
j′
−δj
i′ (qq
1
n )d
(4.22)
where d = gcd(k + k′, j + j′ − i− i′). Meanwhile, (3.50) and (4.3)–(4.4) imply:
α−[u;v)(RHS of (1.12)) =
∑
[i;s)+[t;j)=[i;j)+[i′ ;j′)
α−[u;v)(E¯
µ
−[t,j)E
µ
−[i;s))γ
+
i′j′,k′(s
′) =
= (1− q−2)δiu(qq
1
n )dγ+i′j′,k′(j + j
′ − i′) + (1− q2)δjv(qq
1
n )−dγ+i′j′,k′(s
′) +
(4.23)
+(1−q−2)(1−q2)
1<s, t<j, µ(j−t)∈Z∑
[i;s)+[t;j)=[u;v)
δiuδ
t
sδ
v
j (qq
1
n )gcd(µ(s−i),s−i)−gcd(µ(j−t),j−t)γ+i′j′,k′(s
′)
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where γ+ is defined in (4.15). The equality between the right-hand sides of (4.22)
and (4.23) is equivalent to Claim 4.3, when one replaces q therein with q−1q−n.
✷
4.4. While we do not have an explicit formula for the shuffle elements P
(±k)
±lδ,r
(except in the case gcd(k, nl) = 1, when they are given by formula (1.5)), we
have the following analogue of Proposition 3.22 for certain terms in their coproduct:
Proposition 4.5. For any k ∈ Z and l ∈ N, consider the diagram:
q q q q q
q q q q q
q q q q q
✟✟
✟✟
✟✟
✟✟
✏✏
✏✏
✏✏
 
 
(0, 0)
(nl, k)
(x, y)
T
and let T have minimal area among all lattice triangles contained strictly below the
vector (nl, k) (there are exactly d := gcd(nl, k) such triangles, and all of them have
the property that gcd(x, y) = gcd(nl − x, k − y) = 1). Then we have:
∆
(
P
(k)
lδ,r
)
= clc¯k ⊗ P
(k)
lδ,r + P
(k)
lδ,r ⊗ 1 +
(
tensors with hinge strictly below T
)
+
+(1− q−2)
n∑
i=1
P
(k−y)
[i;i+nl−x)
ψic¯
y
ψi−x
⊗ P
(y)
[i−x;i)
(
δri−x mod gQ
−d
+ − δ
r
i mod gQ
d
+
)
+
+ (q − q−1)2δx≡0
n∑
i,i′=1
P
(k−y)
[i;i+nl−x)c
x
n c¯y ⊗ P
(y)
[i′;i′+x)
Q−d+ −Q
d
+
Qn+ −Q
−n
+
Q
2(y(i−i′))−n
+
(4.24)
where g = gcd(n, denominator knl ). Similarly, consider the diagram:
q q q q q
q q q q q
q q q q q
✟✟
✟✟
✟✟
✟✟
✏✏
✏✏
✏✏
 
 
−(nl, k)
(0, 0)
−(x, y)
T
and let T have minimal area as described above. Then we have:
∆
(
P
(−k)
−lδ,r
)
= 1⊗P
(−k)
−lδ,r+P
(−k)
−lδ,r⊗c
−lc¯−k+
(
tensors with hinge strictly below T
)
+
+(1− q−2)
n∑
i=1
P
(−k+y)
−[i;i+nl−x) ⊗ P
(−y)
−[i−x;i)
ψic¯
y−k
ψi+nl−x
(
δri−x mod gQ
d
− − δ
r
i mod gQ
−d
−
)
+
+ (q − q−1)2δx≡0
n∑
i,i′=1
P
(−k+y)
−[i;i+nl−x) ⊗ P
(−y)
−[i′;i′+x)c
x
n
−lc¯y−k
Qd− −Q
−d
−
Qn− −Q
−n
−
Q
2((k−y)(i′−i))−n
−
(4.25)
Proof We will prove (4.24), and leave the analogous formula (4.25) as an exercise
to the interested reader. As a consequence of (3.72) and the definition of hinges,
we conclude that any summand R+1 ⊗ R
+
2 that appears in the LHS of (4.24) has
hinge below the vector (nl, k). Now fix such a summand with hinge exactly equal
to (x, y) as depicted in the figure above. Since the coproduct is coassociative,
the tensor factors R+1 and R
+
2 each have the property that any summand in their
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coproduct has hinge below the vector (nk, l), and hence below the triangle T by
the minimality hypothesis. Therefore, R+1 and R
+
2 must be primitive:
∆
(
P
(k)
lδ,r
)
= clc¯k ⊗P
(k)
lδ,r +P
(k)
lδ,r ⊗ 1+
n∑
i,i′=1
ν(i, i′)P
(k−y)
[i;i+nl−x)
ψi′+x
ψi′
c¯y ⊗P
(y)
[i′;i′+x)+ ...
for some scalars ν(i, i′), where the ellipsis stands for summands with hinge strictly
below T . It therefore remains to determine these scalars, and by (4.7) we have:
ν(i, i′)
(q − q−1)2
=
〈
∆
(
P
(k)
lδ,r
)
, P
(y−k)
−[i;i+nl−x) ⊗ P
(−y)
−[i′;i′+x)
〉
(2.5)
=
〈
P
(k)
lδ,r, P
(y−k)
−[i;i+nl−x)P
(−y)
−[i′;i′+x)
〉
The product of P ’s in the right-hand side satisfies the hypotheses of (4.28), hence:
ν(i, i′)
(q − q−1)2
=
〈
P
(k)
lδ,r, q
δi
i′−δ
i
i′+x+δ
i−x
i′+x
−δi−x
i′ P
(−y)
−[i′;i′+x)P
(y−k)
−[i;i+nl−x) +
+qδ
i
i′
−δi
i′+x
∑
[i;s)+[t;i+nl−x)=lδ
E¯
k
nl
−[t,i+nl−x)E
k
nl
−[i;s)γ
+
i′,i′+x,y(s)
〉
We claim that P
(k)
lδ,r pairs trivially with all products of more than one symbol P, E¯, E
in the formula above. This is because of (3.32), (3.72), and the fact that all products
of P , E¯, E above are taken in non-decreasing order of slope. We conclude that:
ν(i, i′)
(q − q−1)2
= qδ
i
i′
−δi
i′+x
〈
P
(k)
lδ,r, E
k
nl
−[i;i+nl)γ
+
i′,i′+x,y(i + nl) + E¯
k
nl
−[i−x;i+nl−x)γ
+
i′,i′+x,y(i)
〉
By (4.4) and (4.6), we obtain:
ν(i, i′)
(q − q−1)2
= qδ
i
i′−δ
i
i′+x
(
δri mod gγ
+
i′,i′+x,y(i+ nl)q
d
n − δri−x mod gγ
+
i′,i′+x,y(i)q
− d
n
)
and then the definition of γ+ in (4.15) implies:
ν(i, i′)
(q − q−1)2
= qδ
i
i′
−δi
i′+x
−δx≡0δi≡i′+x
(
δri−x mod g
Q−d+
q − q−1
− δri mod g
Qd+
q − q−1
)
+
+ δx≡0δ
r
i mod g
Q−d+ −Q
d
+
Qn+ −Q
−n
+
Q
2(y(i−i′))−n
+ (4.26)
It is a straightforward check to see that (4.26) yields the coefficients in (4.24),
although a little explanation is in order concerning the last line of these equations.
If x ≡ 0 mod n, this implies x = na for some a ∈ {1, ..., l − 1}. The minimality of
the chosen triangle T (which determines the lattice point (x, y)) implies:
kx− nly = gcd(nl, k) ⇒ n(ka− yl) = gcd(nl, k)
which implies k = nb for some b ∈ N. The equality above implies nab−yl = gcd(l, b),
which in turn implies that:
g = gcd
(
n,
l
gcd(l, b)
)
= 1
which means that δri mod g on the second line of (4.26) is 1 if n|x.
✷
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We are now ready to give analogous formulas to (1.11), (1.12) when we take the
commutator of the various P± with P∓. All notations are as in Theorem 1.1.
Proposition 4.6. If d := det
(
k k′
j − i nl
)
satisfies |d| = gcd(k′, nl), then:
[
P
(±k)
±[i;j), P
(∓k′)
∓lδ,r
]
= ± (4.27)

(clc¯k
′
)±σP
(k−k′)
±[i;j−nl) ·
(
δri mod gQ
d
∓ − δ
r
j mod gQ
−d
∓
)
if j − i > nl
(
ψ±1
j
c¯±k
ψ±1
i
q
)σ
P
(k−k′)
∓[j−nl;i) ·
(
δri mod gQ
d
∓ − δ
r
j mod gQ
−d
∓
)
+ if j − i < nl
+δi≡j
(
c
j−i
n c¯k
)±σ∑n
s=1 P
(k−k′)
∓[s−nl;s−j+i) ·
Qd∓−Q
−d
∓
Qn∓−Q
−n
∓
(q − q−1)Q
(2kσ(s−i)−n)σ
∓
where σ = d|d| . Meanwhile, if det
(
k k′
j − i j′ − i′
)
= gcd(k−k′, j− i− j′+ i′), then:
[
P
(±k)
±[i;j), P
(∓k′)
∓[i′;j′)
]
=
1
q − q−1

(s,t)≡(i′,j′)∑
i≤s<t≤j
Eµ±[t,j)
ψ±1j′
ψ±1i′
c¯±k
′
E¯µ±[i;s) if j − i ≥ j
′ − i′
(s,t)≡(i,j)∑
i′≤s<t≤j′
E¯µ∓[t,j′)
ψ±1j
ψ±1i
c¯±kEµ∓[i′;s) if j − i < j
′ − i′
(4.28)
where µ(j− i− j′+ i′) = k−k′. The congruences (s, t) ≡ (i, j) take place in Z
2
(n,n)Z .
Remark 4.7. Note that when j − i = j′ − i′ (which only satisfies the assumptions
if j − i = 1 and k − k′ > 0), the right-hand side of (4.28) reads:
δii′
q − q−1
k−k′∑
d+d′=0
E
(±d)
±[j;j)
ψ±1j
ψ±1i
c¯±k
′
E
(±d′)
±[i;i)
(3.79)
=
=
δii′ c¯
±k′
q − q−1
[
coefficient of z∓(k−k
′) in ϕ±i
(
zq
2i
n
) ]
which means that (4.28) is equivalent to (3.29).
Proof Let us prove (4.27), and first deal with the case ± = + and j − i > nl:
q q q q q q
q q q q q q
✏✏
✏✏
✏✏
 
 
T
(0, 0)
(j − i, k)
(−nl,−k′)
or
if d > 0 if d < 0
q q q q q q
q q q q q qPPPPPP
❅
❅T
(0, 0)
(j − i, k)
(−nl,−k′)
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Let a = P
(k)
[i;j), b = P
(−k′)
−lδ,r , and µ =
k′
nl . Then (3.58) implies:
∆(a) =
ψj
ψi
c¯k ⊗ a+ a⊗ 1 +
∑
i≤s<t≤j
ψj
ψt
P
(•)
[s;t)
ψs
ψi
c¯k−• ⊗ E¯µ[t,j)E
µ
[i;s) + ... if d > 0
∆(a) =
ψj
ψi
c¯k ⊗ a+ a⊗ 1 +
∑
i≤s<t≤j
Eµ[t,j)
ψt
ψs
E¯µ[i;s)c¯
• ⊗ P
(•)
[s;t) + ... if d < 0
where • = k−µ(j − i+ s− t) and the ellipsis denotes tensors with hinge below the
triangle T . Meanwhile, (3.33) and the fact that b is primitive implies:
∆(b) = 1⊗ b+ b⊗ c−lc¯−k
′
+ ...
where the ellipsis stands for tensors with hinge strictly below the vector (−nl,−k′).
Then the only non-trivial pairings in relation (2.6) for our choices of a and b are:
ab+
∑
i≤s<t≤j
ψj
ψt
P
(•)
[s;t)
ψs
ψi
c¯k−•
〈
E¯µ[t,j)E
µ
[i;s), b
〉
= ba if d > 0
ab = ba+
∑
i≤s<t≤j
c−lc¯−k
′
P
(•)
[s;t)
〈
Eµ[t,j)
ψt
ψs
E¯µ[i;s)c¯
•, b
〉
if d < 0
The fact that b is primitive implies that it pairs trivially with any product of two
E, E¯ of the same slope, so the only non-zero pairings above are (s, t) = (i, j − nl)
and (i+ nl, j). Using (4.4) and (4.6), the formula above yields precisely (4.27).
Let us now prove (4.27) in the case ± = + and j − i < nl:
q q q q q
q q q q q
q q q q q
❍❍❍❍ 
 
 
 
T (0, 0)
(j − i, k)
−(j − i, k)
−(nl, k′)
or
if d > 0 if d < 0
q q q q q
q q q q q
q q q q q
❅
❅
❅
❅✟✟
✟✟T
(0, 0)
(j − i, k)
−(nl− j + i, k′ − k)
−(nl, k′)
Let a = P
(k)
[i;j) and b = P
(−k′)
−lδ,r . By (3.32), we have:
∆(a) =
ψj
ψi
c¯k ⊗ a+ a⊗ 1 + ...
where the ellipsis denotes tensors with hinge strictly below the vector (j − i, k).
Meanwhile, (4.25) for −(x, y) chosen as the bottom-most lattice point in the dia-
grams above yields:
∆(b) = 1⊗ b+ b⊗ c−lc¯−k + ...+
∑n
s,s′=1 P
(k−k′)
−[s;s+nl−j+i) ⊗ P
(−k)
−[s′;s′+j−i)
ψsc¯
k−k′
ψs+nl−j+i
· coeffs,s′ if d > 0
∑n
s,s′=1 P
(−k)
−[s;s+j−i) ⊗ P
(k−k′)
−[s′;s′+nl−j+i)
ψsc¯
−k
ψs+j−i
· coeffs,s′ if d < 0
where the ellipsis denotes tensors with hinge strictly below the triangle T , and the
coefficients denoted “coeff” can be read off from (4.25). Therefore, the only terms
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which appear non-trivially in (2.6) are:
ab+
ψj
ψi
c¯k
1
q−1 − q
n∑
s=1
P
(k−k′)
−[s;s+nl−j+i) · coeffs,i = ba if d > 0
ab = ba+
1
q−1 − q
n∑
s′=1
P
(k−k′)
−[s′;s′+nl−j+i)
ψi
ψj
c¯−k · coeffi,s′ = ba if d < 0
Extracting the respective coefficients from formula (4.25) yields (4.27).
Let us now prove (4.27) in the case ± = − and j − i > nl:
q q q q q q
q q q q q q
✏✏
✏✏
✏✏
 
 
T
(0, 0) (nl, k′)
−(j − i, k)
or
if d > 0 if d < 0
q q q q q q
q q q q q qPPPPPP
❅
❅T
(0, 0) (nl, k′)
−(j − i, k)
Let a = P
(k′)
lδ,r , b = P
(−k)
−[i;j) and µ =
k′
nl . Then (3.32) implies:
∆(a) = clc¯k
′
⊗ a+ a⊗ 1 + ...
where the ellipsis denotes tensors with hinge below the vector (nl, k′). Meanwhile,
(3.59) reads:
∆(b) = 1⊗ b+ b⊗
ψi
ψj
c¯−k +
∑
i≤s<t≤j
E¯µ−[t,j)E
µ
−[i;s) ⊗
ψt
ψj
P
(•)
−[s;t)
ψi
ψs
c¯k−• + ... if d > 0
∆(b) = 1⊗ b+ b⊗
ψi
ψj
c¯−k +
∑
i≤s<t≤j
P
(•)
−[s;t) ⊗E
µ
−[t,j)
ψs
ψt
E¯µ−[i;s)c¯
• + ... if d < 0
where • = −k + (j − i + s − t)µ and the elliptis denotes tensor with hinge before
the triangle T . Then the only non-trivial pairings in relation (2.6) for our choices
of a and b are:
ab = ba+
∑
i≤s<t≤j
〈
a, E¯µ−[t,j)E
µ
−[i;s)
〉 ψt
ψj
P
(•)
−[s;t)
ψi
ψs
c¯−k−• if d > 0
ab+
∑
i≤s<t≤j
clc¯k
′
P
(•)
−[s;t) ⊗
〈
a,Eµ−[t,j)
ψs
ψt
E¯µ−[i;s)c¯
•
〉
= ba if d < 0
The fact that a is primitive implies that it pairs trivially with any product of two
E, E¯ of the same slope, so the only non-zero pairings are (s, t) = (i, j − nl) and
(i+ nl, j). Plugging in (4.4) and (4.6) yields precisely (4.27).
Let us now prove (4.27) in the case ± = − and j − i < nl:
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q q q q q
q q q q q
q q q q q
❍❍❍❍ 
 
 
 T
(0, 0)
−(j − i, k) (nl− j + i, k′ − k)
(nl, k′)
or
if d > 0 if d < 0
q q q q q
q q q q q
q q q q q
❅
❅
❅
❅✟✟
✟✟T
(0, 0)
−(j − i, k)
(j − i, k)
(nl, k′)
Let a = P
(k′)
lδ,r and b = P
(−k)
−[i;j). By (4.24), we have:
∆(a) = clc¯k ⊗ a+ a⊗ 1 + ...
∑n
s,s′=1 P
(k)
[s;s+j−i)
ψs′+nl−j+ic¯
k′−k
ψs′
⊗ P
(k′−k)
[s′;s′+nl−j+i) · coeffs,s′ if d > 0
∑n
s,s′=1 P
(k′−k)
[s;s+nl−j+i)
ψs′+j−i c¯
k
ψs′
⊗ P
(k)
[s′;s′+j−i) · coeffs,s′ if d < 0
where the ellipsis denotes tensors with hinge strictly below the triangle T , and
the coefficients denoted “coeff” can be read off from (4.24). Meanwhile, (3.33) for
−(x, y) chosen as the bottom-most lattice point in the diagrams above yields:
∆(b) = 1⊗ b+ b⊗
ψi
ψj
c¯−k + ...+
Therefore, the only terms which appear non-trivially in (2.6) are:
ab = ba+
ψi
ψj
c¯−k
1
q−1 − q
n∑
s′=1
P
(k′−k)
[s′;s′+nl−j+i) · coeffi,s′ if d > 0
ab+
1
q−1 − q
n∑
s′=1
P
(k′−k)
[s;s+nl−j+i)
ψj
ψi
c¯k · coeffs,i = ba if d < 0
Extracting the respective coefficients from formula (4.24) yields (4.27).
Let us now prove (4.28), and first deal with the case ± = + and j − i > j′ − i′:
q q q q q q q
q q q q q q q
q q q q q q q
❳❳❳❳❳❳❳❳
❍❍❍❍❍❍❍❍
❍❍❍❍T
(0, 0)
(j − i, k)
(i′ − j′,−k′)
Let a = P
(k)
[i;j), b = P
(−k′)
−[i′;j′), and note that (3.58) implies:
∆(a) =
ψj
ψi
c¯k ⊗ a+ a⊗ 1 +
∑
i≤s<t≤j
E¯µ[t,j)
ψt
ψs
c¯•Eµ[i;s) ⊗ P
(•)
[s;t) + ...
where • = k− µ(j − i+ s− t) and the ellipsis stands for tensors with hinge strictly
below the triangle T . Moreover, as a consequence of (3.33) we have:
∆(b) = 1⊗ b+ b⊗
ψi′
ψj′
c¯−k
′
+ ...
where the ellipsis stands for tensors with hinge strictly below the vector (i′−j′,−k′).
By the above discussion on the possible locations of the hinges, we conclude that
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the only non-zero terms in relation (2.6) applied to our choice of a and b are:
ab+
∑
i≤s<t≤j
E¯µ[t,j)
ψt
ψs
c¯•Eµ[i;s) ·
〈
P
(•)
[s;t), b
〉
= ba
As a consequence of (4.7), we obtain precisely relation (4.28).
Now assume ± = + and j − i < j′ − i′, as in the picture below:
q q q q q q q
q q q q q q q
q q q q q q q
✘✘✘✘✘✘✘✘ ✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
T
(0, 0)
(j − i, k)
(i′ − j′,−k′)
If a = P
(k)
[i;j), b = P
(−k′)
−[i′;j′), then (3.32) implies:
∆(a) =
ψj
ψi
c¯k ⊗ a+ a⊗ 1 + ...
where the ellipsis stands for tensors with hinge strictly below the vector (j − i, k).
Meanwhile, formula (3.59) gives us:
∆(b) = 1⊗ b+ b⊗
ψi′
ψj′
+
∑
i≤s<t≤j
E¯µ−[t,j)E
µ
−[i;s) ⊗
ψt
ψj
P
(•)
−[s;t)
ψi
ψs
c¯−k
′−• + ...
where • = −k′+µ(j−i+s−t) and the ellipsis stands for tensors with hinge strictly
below the triangle T . As a consequence of the above discussion on the locations of
the hinges, the only non-trivial terms in relation (2.6) are:
ab+
∑
i≤s<t≤j
ψj
ψi
c¯kE¯µ−[t,j)E
µ
−[i;s) ·
〈
a,
ψt
ψj
P
(•)
−[s;t)
ψi
ψs
c¯−k
′−•
〉
= ba
As a consequence of (4.7), we obtain precisely relation (4.28) (after collecting
various powers of q by commuting the various ψ factors).
Let us now deal with the case± = −, and start off with the assumption j−i > j′−i′:
q q q q q q q
q q q q q q q
q q q q q q q
❳❳❳
❳❳❳
❳❳
❍❍
❍❍
❍❍❍❍
❍❍
❍❍
T (0, 0)
(j′ − i′, k′)
(i− j,−k)
Let a = P
(k′)
[i′;j′), b = P
(−k)
−[i;j), and note that (3.32) implies
∆(a) =
ψj′
ψi′
c¯k
′
⊗ a+ a⊗ 1 + ...
where the ellipsis stands for tensors with hinge strictly below the vector (j′− i′, k′).
By (3.59), we have:
∆(b) = 1⊗ b+ b⊗
ψi
ψj
c¯−k +
∑
i≤s<t≤j
P
(•)
−[s;t) ⊗ E
µ
−[t,j)
ψs
ψt
c¯•E¯µ−[i;s) + ...
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where • = −k+µ(j− i+s− t) and the ellipsis stands for tensors with hinge strictly
below the triangle T . By the aforementioned conclusions on the possible locations
of the hinges, we conclude that the only non-zero terms in (2.6) are:
ab = ba+
∑
i≤s<t≤j
Eµ−[t,j)
ψs
ψt
c¯•E¯µ−[i;s) ·
〈
a,E
(•)
−[s;t)
〉
As a consequence of (4.3), we obtain precisely relation (4.28).
Now assume ± = − and j − i < j′ − i′, as in the picture below:
q q q q q q q
q q q q q q q
q q q q q q q
✘✘✘
✘✘✘
✘✘
✟✟✟✟
✟✟
✟✟
✟✟
✟✟
T(0, 0)
(i− j,−k)
(j′ − i′, k′)
If a = P
(k′)
[i′;j′), b = P
(−k)
−[i;j), then (3.58) implies:
∆(a) =
ψj′
ψi′
c¯k
′
⊗ a+ a⊗ 1 +
∑
i′≤s<t≤j′
ψj′
ψt
P
(•)
[s;t)
ψs
ψi′
c¯k
′−• ⊗ E¯µ[t,j′)E
µ
[i′;s) + ...
where • = k′−µ(j′− i′+s− t) and the ellipsis stands for tensors with hinge strictly
below the triangle T . By (3.33), we have:
∆(b) = 1⊗ b+ b⊗
ψi
ψj
c¯−k + ...
where the ellipsis stands for tensors with hinge strictly below the vector (i− j,−k).
By the above discussion on the possible locations of the hinges, we conclude that
the only non-zero terms in (2.6) are:
ab = ba+
∑
i′≤s<t≤j′
ψi
ψj
c¯−kE¯µ[t,j′)E
µ
[i′;s) ·
〈
ψj′
ψt
P
(•)
[s;t)
ψs
ψi′
c¯k
′−•, b
〉
As a consequence of (4.3), we obtain precisely relation (4.28).
✷
Proof of Theorem 1.1: Relation (1.8) follows from (3.11), (1.9) follows from
(3.12), (1.10) was proved in [9], while (1.11)–(1.12) and (4.27)–(4.28) were proved
above. Therefore, all that remains to show is that these relations are sufficient,
i.e. any expression in the generators (1.7) which vanishes in A lies in the ideal
generated by aforementioned relations. By (1.1), it suffices to show that:
xy ∈ I +
∑∏(
elements of Bν in ascending order of ν
)
(4.29)
for any x ∈ Bµ, y ∈ Bµ′ and µ > µ
′, where I is the ideal in the free algebra on (1.7)
generated by relations (1.8), (1.9), (1.10), (1.11), (1.12), (4.27), (4.28). Moreover,
it suffices to prove (4.29) when x and y are among the generators of Bµ, Bµ′ , i.e.:
x ∈
{
P
(±k)
±[i;j), P
(±k)
±lδ,r
}
k
j−i=
k
nl
=µ
, y ∈
{
P
(±k′)
±[i′;j′), P
(±k′)
±l′δ,r′
}
k′
j′−i′
= k
′
nl′
=µ′
(4.30)
To achieve this, we will follow the logic of [1] and [10]: let us assume x ∈ Av,k and
y ∈ Av′,k′ for v,v
′ ∈ Nn and k, k′ ∈ Z (the other three cases among ±v,±′v′ ∈ Nn
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are analogous). We will do induction on:
# = k|v′| − k′|v| ∈ N
If # = 1, then (4.29) is a particular case of either (1.11) or (1.12). Otherwise,
let us assume that (4.29) holds for all pairs x, y with # < d, and let us prove it
for those pairs such that # = d. The lattice triangle T obtained by placing the
vectors (|v|, k), (|v|′, k′) ∈ N× Z in succession has area precisely d/2.
Case 1: There are no lattice points strictly inside T . If there are no lattice points
on at least two of the edges of the triangle (except for the vertices), then (4.29)
precisely states either (1.11) or (1.12). If there are lattice points on two of the
edges of the triangle, then there are lattice points on all three edges. Then we
run the argument in Case 2 below, with the triangle T ′ therein defined to share
an edge with the triangle T , and have the third vertex on a lattice point strictly
inside the vector (|v|+ |v′|, k + k).
Case 2: There exists a lattice point inside the triangle T . Then loc. cit. consider
a lattice triangle T ′ ⊂ T as in the picture below:
q q q q q q
q q q q q q
q q q q q q
❆
❆
❆
❆✟✟
✟✟
✟✟
✟✟
✏✏✏✏✏✏
 
 
(0, 0)
T
T ′
(j1 − i1, k1)
(j2 − i2, k2)
✛
✻
We may choose T ′ to have minimal area, which means that we may apply (1.12):
P
(k1)
[i1;j1)
P
(k2)
[i2;j2)
qδ
i1
j2
−δ
i1
i2 − P
(k2)
[i2;j2)
P
(k1)
[i1;j1)
qδ
j1
j2
−δ
j1
i2 =
=
∑
[i1;s)+[t;j1)=v
E¯
(µ(j1−t))
[t,j1)
E
(µ(s−i1))
[i1;s)
γ∓i2j2k2(s) ∈ Bµ|v (4.31)
where the vectors (j1− i1, k1) and (j2− i2, k2) are as depicted in the picture above,
and [i1; j1) + [i2; j2) = v. As shown in loc. cit., it suffices to prove that i1, j1, i2, j2
can be chosen in such a way that the RHS of (4.31) is equal to a non-zero multiple
of x + sums of products of more than one primitive generator in Bµ. Indeed, once
this is done, the induction hypothesis of (4.29) will imply that:
P
(k1)
[i1;j1)
P
(k2)
[i2;j2)
y, P
(k2)
[i2;j2)
P
(k1)
[i1;j1)
y, zy
as in the right-hand side of (4.29), for any z ∈ Bµ that is a product of more than
one primitive generator of Bµ. Taking an appropriate linear combination of the
formulas above proves the induction step of (4.29).
Because the x’s in (4.30) are all primitive elements of Bµ, the non-zero-ness
underlined in the previous paragraph boils down to the fact that i1, j1, i2, j2 can
be chosen so that the right-hand side of (4.31) has non-zero pairing with any
primitive generator of Bµ of degree −v. We will prove this by considering the two
kinds of primitive generators of quantum affine groups:
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• The simple ones, i.e. x = P
(k)
[i;j) with gcd(k, j − i) = 1 and j 6≡ i mod n. Then:
RHS of (4.31) = E¯
(k)
[i;j) · γ
−
i2j2k2
(i) + E
(k)
[i;j) · γ
−
i2j2k2
(j)
for any choice of i1 < j1 and i2 < j2 such that [i1; j1) + [i2; j2) = [i; j). Then:〈
RHS of (4.31), P
(−k)
−[i;j)
〉
= Q−1− · γ
−
i2j2k2
(i)−Q− · γ
−
i2j2k2
(j)
If we choose i1 = i, j2 = j, and j1 = i2 to be any number in {i + 1, ..., j − 1},
then (4.15) shows that the expression above cannot be 0.
• The imaginary ones, i.e. x = P
(k)
lδ,r. Then:
RHS of (4.31) = E¯[j1−nl;j1) · γ
−
i2j2k2
(i1) + E
(k)
[i1;i1+nl)
· γ−i2j2k2(i1 + nl) + ...
for any choice of i1 < j1 and i2 < j2 such that [i1; j1) + [i2; j2) = lδ, where the
ellipsis denotes product of two E’s and E¯’s. Since P
(−k)
−lδ,r is primitive, it pairs
trivially with any such product, and therefore we have:〈
RHS of (4.31), P
(−k)
−lδ,r
〉
= Q−d− · γ
−
i2j2k2
(i1)−Q
d
− · γ
−
i2j2k2
(i1 + nl)
where d = gcd(k, nl). If we choose j2 = i1 + nl, and j1 = i2 to be any number
in {i1+1, ..., i1+nl−1}, then (4.15) shows that the expression above cannot be 0.
✷
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