Abstract-
I. INTRODUCTION
Text mining uses the same analysis approach and techniques as data mining. However data mining requires structured data, while text mining aims to discover patterns in unstructured data. For commercial use text mining will be the follow-up of data mining. With the growing number of digitized documents and having large text databases, text mining will become increasingly important. Text mining can be a huge benefit for finding relevant and desired text data from unstructured data sources. NACTEM1 performs research in Text mining and applies the found methods on the MEDLINE data source; it's a huge database containing medical information. With text mining, the input will be a text set which can be unstructured or semi structured. For example a text document can have a few structured parts like title, author, publication date, and category. The abstract and content might be unstructured components with a high potential information value. It is hard to retrieve information from those parts with conventional data mining.
Text mining uses unstructured documents as input data. In other words, documents those are hard to interpret in terms of meaning. There are few companies working on profitable applications for text-mining. Because of the challenges involved in working with text and the differences between languages it is a challenge to create a general solution or application. The research area is currently "too young" to deal with all of the aspects of text and natural language processing and linking information to each other. However, the first results are promising and perform well e.g. the work performed by TextKernel2. Text kernel is a company specialized in mining data, and is working on text mining with promising results e.g. parsing and finding structures in Curriculum Vitae (C.V.) documents. These C.V.'s are being collect and parsed in a general format for international staffing & recruitment agencies.
The phrase "text mining" is generally used to denote any system that analyzes large quantities of natural language text and detects lexical or linguistic usage patterns in an attempt to extract probably useful information In discussing a topic that lacks a generally accepted definition in a practical Handbook such as this, I have chosen to cast the net widely and take a liberal viewpoint of what should be included, rather than attempting a clear-cut characterization that will inevitably restrict the scope of what is covered. The remainder of this section discusses the relationship between text mining and data mining, and between text mining and natural language processing, to air important issues concerning the meaning of the term. The article's major section follows: an introduction to the great variety of II. LITERATURE REVIEW Rajpathaket. al [1] have proposed to construct the Dmatrices by automatically mining the unstructured repair verbatim data collected during fault diagnosis. In real-life, manual construction of D-matrix diagnostic model corresponding to the complex systems is not practical as it would involve significant effort to integrate the knowledge from SMEs and represent it in a D-matrix.
This approach overcame these limitations where natural language processing algorithms were proposed to automatically develop the D-matrices from the unstructured repair verbatim. They compared the testability and diagnosability metrics of the historical data-driven D-matrix and the text-driven D-matrix. They have also proposed naïve Bayes probability model for developing abbreviated terms by considering context. Their methodology for D-matrix construction consists of three building blocks document annotation, term extraction, and phrase merging. Naïve bayes algorithm has some advantages and some disadvantages so by compaing with the support vector machine it has some disadvantages.  Naïve Bayes reqires a large number of parameter.  It has a strong feature independence assumption often if is not clear whether feature are dependent.  It cannot learn interaction between feature.
Naive Bayes classifiers are highly scalable, requiring a number of parameters linear in the number of variables in a learning problem. Mostly training can be done by evaluating a closed-form expression which takes linear time, rather than by expensive iterative approximation as used for many other types of classifiers. The D-matrix models have been used successfully in aerospace industry to identify the causal dependencies among failure modes, symptoms, and repairs by analyzing them structured service manual data
III. PROPOSED METHODOLOGY
The architecture consist of three major components, first is document annotation, second classification and the last D-matrix generation. If we have a data set from that data set create a text file. In document annotation, document processing steps are performed. Firstly preprocessing is done by steaming and stopping, then we will find the abbreviation. Abbreviations are for matching and checking from data dictionary. Classification is done by support vector machine (SVM). Here, two data sets are taken medical domain and automobile domain with the help of SVM classifier we can classify data to their respective domain.
Fig: 3.1 System Architecture
Now the D-matrix creation first will generate the Dmatrix and detect the fault. If there is a fault it will be indicated by 1 otherwise 0. The unstructured document id converted to the structured document with the help of text mining algorithm.
In proposed work, we are using text mining algorithm for converting unstructured text to structured text for that we need to do some module work such as preprocessing, lexical analysis, fault analysis. First of all we will do the preprocessing which include stemming and stopword. Secondly we will do the lexical analysis for domain identification that means which domain belongs to which dataset. In lexical analysis we are using SVM i.e. support vector machine algorithm for classification here we are using two domain first one is automobile and second one is medical domain.
Preprocessing:
Data are generally incomplete, lacking attributes value, lacking certain attributes of interest or containing only aggregate data, noisy data containing errors or outliers, inconsistent containing discrepancies in codes or name.
Stemming:
A stemming is the process of linguistic normalization in which the variant forms of a word are reduced to common form. For example-connection, connective, connected, connecting whose stemmed form is connect. It is important to appreciate that we use stemming with the Development (ICSESD-2017) (www.jit.org.in A lexer is itself a kind of parser -the syntax of some programming languages is divided into two pieces: the lexical syntax (token structure) which is processed by the lexer and the phrase syntax, which is processed by the parser. The lexical syntax is usually a regular language, whose alphabet consists of the individual characters of the source code text Lexers and parsers are most often used for compilers, but can be used for other computer language tools such as pretty printers or linters. Lexing itself can be divided into two stages: the scanning, which segments the input sequence into groups and categorizes these into token classes; and the evaluating, which converts the raw input characters into a processed value. 3.5 SVM Algorithm Support vector machine are supervised learning models with associated learning algorithm that analyze data and recognize pattern, it is used for classification and regression analysis. Given a set of training examples each marked as belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other, making it a nonprobabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible.
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IV. CONCLUSION
We present improved version of our previous research by comparing experimental results on SVM and naive bayes classifier. We are showing the conversion of unstructured to structured text by applying text mining algorithm. Dmatrix is created for Fault detection and is applied to detect the fault. The results show that the method we devised is able to build a classifier comparatively accurate as the classifier obtained with the SVM algorithm. SVM Algorithm is used to classify data that improves the result. Text mining algorithm is also used to process data on unstructured text to use this ontology to identify the primitive tool like parts, failure modes and dependencies from the unstructured text
