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We suggest a new approach to the investigation of boundary value problems with
a parameter in the case when the parameter appears in both the equation and the
boundary conditions. The method is applied to the Regge problem. In spite of the
fact that the Regge problem is Birkhoff-irregular see G. D. Birkhoff, Trans. Amer.
.Math. Soc. 9, 1908, 373]395 , the problem is coercive but with a defect with respect
to the spectral parameter. We also prove 2-fold completeness of root functions of
the Regge problem. Q 1998 Academic Press
1. INTRODUCTION
Many problems with important application deal with Birkhoff-irregular
w x4 boundary value problems. As a rule it is impossible to apply methods of
 w xsolving regular boundary value problems see, for example, S. Agmon 1 ,
w x w x.M. S. Agranovich and M. I. Vishik 2 , and S. Yakubov 15 to irregular
boundary value problems.
w xThe Regge problem 10, 11 , which arises in scattering theory, is not only
w x w xirregular in the sense of Birkhoff 4 , but also Stone-irregular 13 . It is
shown in the present paper that the Regge problem is coercive inside the
right half-plane and is coercive with a defect inside the left half-plane. By
this reason terms with lower derivatives become principal.
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Completeness of eigenfunctions and asymptotics of eigenvalues are
w x  .established in 10, 11 in the case when the potential Q x is a real-valued
function.
We find algebraic conditions for coercive solvability with a defect with
  . .respect to the spectral parameter see estimate 6 in Theorem 2 , and we
prove 2-fold completeness of root functions in the case when the potential
 .Q x is a complex-valued function. Theorem 2 is new and important, since
the behavior of the resolvent in some angles of the complex plane is a
main condition of many theorems in books and papers on functional
analysis. In this paper we suggest a new approach to the investigation of
the Regge problem. This method can be also applied to irregular boundary
w xvalue problems which were considered by Ya. Yakubov 16 , P. Lang and
w x w xJ. Locker 6, 7 , and J. Locker 8 .
The 2-fold completeness of root functions of the Regge problem was
w x w xalso obtained in papers by A. O. Kravitskii 5 and A. A. Shkalikov 12
 .under other assumptions on the potential Q x .
2. COERCIVENESS WITH A DEFECT OF THE
REGGE PROBLEM
Consider the Regge problem
L l, D u [ l2 u x y u0 x q Q x u x s f x , x g 0, 1 , 1 .  .  .  .  .  .  .  .
L l u [ lu 1 q u9 1 s f , L u [ u 0 s f , 2 .  .  .  .  .1 1 2 2
 .  .where f x and Q x are given functions, f and f are given complex1 2
 .  .  .numbers. Since problem 1 ] 2 is 1-regular see Appendix with respect to
a system of numbers v s y1, v s 1, and is not 1-regular with respect1 2
w xto a system of numbers v s 1, v s y1, Theorem 3.2.6 of 15 cannot be2 1
 .  .applied to 1 ] 2 .
l .Denote by W 0, 1 the usual Sobolev space.q
1 .LEMMA 1. Let a ) 0, Q g W 0, 1 , where 1 - p F `. Thenp
1 11 ya l yy1.e Q y dy s y Q 1 q 0 , .  .H 2y1r p /al < <l0
p 3p
< <q « - arg l - y « , l ª `.
2 2
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Proof. Obviously for all l g C we have
d ey2 l yy1.1 1ya l yy1.e Q y dy s Q y dy .  .H H  /dy y2l0 0
eya l yy1. 1 11 yal yy1.s Q y q e Q9 y dy .  .H0yal al 0
1 eal
s y Q 1 q Q 0 .  .
al al
1 1 ya l yy1.q e Q9 y dy , 3 .  .Hal 0
< <and for all pr2 q « - arg l - 3pr2 y « , l ª `
< al < a R el yC« . < l <e s e F e , 4 .
1rp9 C « .X1 1ya l yy1. ya p  yy1.Re l15 5e Q9 y dy F C Q e dy F , .H W 0 , 1. Hp 1r p9 / < <l0 0
5 .
 .  .  .where 1rp q 1rp9 s 1. Substituting 4 and 5 into 3 we prove the
lemma.
1 .  .THEOREM 2. Let Q g W 0, 1 , where 1 - p F `, and Q 1 / 0.p
Then
 .a for any « ) 0 there exists R ) 0 such that for all complex numbers«
< <l satisfying l ) R and which belong to one of the following two angles«
p 3p




< <arg l - y «
2
the operator
L l : u ª L l u [ L l, D u , L l u , L u .  .  .  . .1 2
2 .  . 2  .from W 0, 1 onto L 0, 1 q C , where q g 1, ` , is an isomorphism,Çq q
 .b for these l the following estimates hold for a solution to problem
 .  .1 ] 2
< < 2 5 5 5 5 2 < < 4y1r q 5 5 < < < <l u q u F C « l f q f q f , 6 .  . .L 0 , 1. W 0 , 1. L 0 , 1. 1 2q q q
p 3p
< <q « - arg l - y « , l ª `,
2 2




k< < 5 5 5 5 < < < <l u F C « f q l f , . W 0 , 1. L 0 , 1. nq q /
ks0 ns1
p
< < < <arg l - y « , l ª `.
2
 . Proof. a Construct the Green function for the problem see, for
w x.example M. A. Naimark 9, 1.3.3
L l, D u [ l2 u x y u0 x s f x , x g 0, 1 , 7 .  .  .  .  .  .0
A u [ u 1 s g , A u [ u 0 s f . 8 .  .  .10 20 2
 .Consider, for l / 0, a fundamental system of solutions for Eq. 7 of the
 . l x  . yl xy1.form u x [ e and u x [ e . We are looking for a general1 2
 .  .solution to problem 7 ] 8 in the form
1
u x s C u x q C u x q G x , y , l f y dy , 9 .  .  .  .  .  .H1 1 2
0
where
wG x , y , l [ a u x q a u x , x g 0, y , .  .  . .1 1 2 2
10 .
G x , y , l [ b u x q b u x , x g y , 1 . .  .  . 1 1 2 2
 .Numbers C and C are defined from boundary conditions 8 , i.e., from1 2
the system
C q elC s f ,1 2 2
elC q C s g .1 2
The determinant of the system
l1 e 2 lD l s s 1 y e / 0, Im l / 0. .
le 1
1  .  . < <Statements a and b in the angle arg l - pr2 y « are also true under a more weak
 .condition: Q g L 0, 1 .q
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Consequently,
l 1 ff e 22
l llf y e g ye f q ge gg 1 2 2
C s s , C s s . 11 .1 22 l 2 lD l D l1 y e 1 y e .  .
Since
a u y q a u y y b u y q b u y s 0, .  .  .  .1 1 2 2 1 1 2 2
X X X Xa u y q a u y y b u y q b u y s 1, .  .  .  .1 1 2 2 1 1 2 2
when for c s b y a and c s b y a we have the system1 1 1 2 2 2
c u y q c u y s 0, .  .1 1 2 2
c uX y q c uX y s y1. .  .1 1 2 2
The determinant of the system
l y yl yy1.e e lD l s s y2le / 0, l / 0. .
l y yl yy1.le yle
Consequently
yl yy1.0 e
yl yy1. yl yyl yy1. e ey1 yle
c s s y s y ,1 lD l 2l2le .
12 .
l ye 0
l y l yy1.l y e ele y1
c s s s .2 lD l 2l2le .
Since
A G ?, y , l s 0, A G ?, y , l s 0, .  .10 20
then
a q ela s 0,1 2
13 .
elb q b s 0.1 2
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 .  .Taking into account 12 , 13 , and a s b y c we have the systemk k k
el y y eyl y
lb q e b s ,1 2 2l
elb q b s 0.1 2
 . 2 lThe determinant of the system D l s 1 y e / 0, Im l / 0. Conse-
quently,
l y yl ye y e
le
2l
l y yl ye y e0 1
b s s ,1 2 lD l 2l 1 y e .  .
14 .
l y yl ye y e
1
2l
yl yy1. l yq1.l e y ee 0
b s s .2 2 lD l 2l 1 y e .  .
 .  .Then from 12 and 14 it follows
el y y eyl y eyl y el y y eyl yy2.
a s b y c s q s ,1 1 1 2 l 2 l2l2l 1 y e 2l 1 y e .  .
eyl yy1. y el yq1. el yy1.
a s b y c s y2 2 2 2 l 2l2l 1 y e .
15 .
eyl yy1. y el yy1.
s .2 l2l 1 y e .
 .  .  .Substituting 14 ] 15 into 10 we obtain:
el y y eyl yy2. eyl yy1. y el yy1.
l x yl xy1.G x , y , l s e q e . 2 l 2 l2l 1 y e 2l 1 y e .  .
el xqy . y eyl yyxy2. q eyl xqyy2. y el yyx .
ws , x g 0, y ,.2 l2l 1 y e .
16 .
el y y eyl y eyl yy1. y el yq1.
l x yl xy1.G x , y , l s e q e . 2 l 2 l2l 1 y e 2l 1 y e .  .
el xqy . y eyl yyx . q eyl xqyy2. y eyl xyyy2.
s , x g y , 1 .2 l2l 1 y e .
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 .  .  .Substituting now 11 and 16 into 9 we have
f y elg yelf q g2 2l x yl xy1.u x s e q e . 2 l 2 l1 y e 1 y e
x l xqy . yl yyx . yl xqyy2. yl xyyy2.e y e q e y e
q f y dy .H 2 l2l 1 y e .0
el xqy . y eyl yyxy2. q eyl xqyy2. y el yyx .1
q f y dy , .H 2 l2l 1 y e .x
Im l / 0.
 .By virtue of Lemma A2 see Appendix the operator
L l : u ª L l u [ L l, D u , A u , A u .  .  . .0 0 0 10 20
2 .  . 2from W 0, 1 onto L 0, 1 q C is an isomorphism and for the solutionÇq q
 .  . < <to problem 7 ] 8 for pr2 q « - arg l - 3pr2 y « , l ª ` we have
2
2yk 2y1r q
k< < 5 5 5 5 < < < < < <l u F C « f q l g q f , .  . W 0 , 1. L 0 , 1. /2q q
ks0
and, consequently,
< < 2 5 5 5 5 < < 2y1r q < < < <l u F C « f q l g q f , .  .L 0 , 1. L 0 , 1. /2q q
5 5 2 5 5 < < 2y1r q < < < <u F C « f q l g q f . .  .W 0 , 1. L 0 , 1. /2q q
< <Then for pr2 q « - arg l - 3pr2 y « , l ª `
y1 y1r q
2 < <L l F C « l , 17 .  .  .  .  ..B L 0, 1 qC , L 0, 1Ç0 q q
y1 2y1r q
2 2 < <L l F C « l . 18 .  .  .  .  ..B L 0, 1 qC , W 0, 1Ç0 q q
 .  .It was proved above that, for Im l / 0, a solution of problem 7 ] 8 is
given in the form
y1u x s L l f , g , f .  .  .0 2
f y elg yelf q g2 2l x yl xy1.s e q e2 l 2 l1 y e 1 y e
x l xqy . yl yyx . yl xqyy2. yl xyyy2.e y e q e y e
q f y dy .H 2 l2l 1 y e .0
el xqy . y eyl yyxy2. q eyl xqyy2. y el yyx .1
q f y dy , .H 2 l2l 1 y e .x
Im l / 0. 19 .
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  .  . .  .  .Consider operators Q: u ª Qu [ Q x u x , 0, 0 and L l [ L l q0
2 .  . 2  .Q from W 0, 1 into L 0, 1 q C . Since the operator Q from L 0, 1Çq q q
 . 2  .into L 0, 1 q C is bounded, then, by virtue of 17 ,Çq
y1 y1r q
2 < <QL l F C « l , .  .  . .B L 0, 1 qCÇ0 q
p 3p




L l [ L l q Q s I q QL l L l , .  .  .  . .0 0 0
< <it follows that for pr2 q « - arg l - 3pr2 y « , l ª ` there exists the
 .y1operator L l and
` ky1 y1 y1
L l s L l QL l . 21 .  .  .  .0 0
ks0
Consider the function
y1u x s L l f , g , f . 22 .  .  .  .2
 .  .   . .  .  2  .From L l u s f , g, f we have L l q Q u s f , g, f , i.e., l u x y2 0 2
 .  .  .  .  ..  .  .u0 x q Q x u x , u 1 , u 0 s f , g, f . Hence, the function 22 will be2
 .  .a solution to problem 1 ] 2 if
y1
lg q A L l f , g , f s f , 23 .  .  .11 2 1
 .  .where A u [ u9 1 . By virtue of 19 , it follows that11
ld ye 1y1 l x yl xy1.A L l 0, g , 0 s e q e g .  .11 0 2 l 2 ldx 1 y e 1 y e
xs1
2 l `yle y l
2 l 2 lks g s yl y le 1 q e g . 2 l  /1 y e ks1
s ylg q 0 eyC « . < l < g , .
p 3p
< <q « - arg l - y « , l ª `. 24 .
2 2
 .Expression 24 is an asymptotic for the first term of the series
 .y1 .  .A L l 0, g, 0 . But it does not help us to solve Eq. 23 . Let us find an11
 .y1 .asymptotic of the second term of the series A L l 0, g, 0 . Denote11
yel 1
l x yl xy1.Q x , l [ e q e . 25 .  .1 2 l 2 l1 y e 1 y e
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 .Then from 19
y1
QL l 0, g , 0 s Q x Q x , l g , 0, 0 26 .  .  .  .  . .0 1
 .  .  .and from 21 , 19 , and 26 for the second term of the series
 .y1 .A L l 0, g, 0 for Im l / 0 we have11
y1 y1A L l QL l 0, g , 0 .  .  .11 0 0
y1 <s A L l Q x Q x , l g , 0, 0 .  .  . . xs111 0 1
x l xqy . yl yyx . yl xqyy2. yl xyyy2.d e y e q e y e
s H 2 ldx 2l 1 y e .0
=Q y Q y , l dy g .  .1
el xqy . y eyl yyxy2. q eyl xqyy2. y el yyx .1
qH 2 l2l 1 y e .x
=Q y Q y , l dy g .  .1 5
xs1
e2 l x y 1 q ey2 l xy1. y e2 l
<s Q x Q x , l g .  . xs112 l2l 1 y e .
e2 l x y e2 l q ey2 l xy1. y 1
<y Q x Q x , l g .  . xs112 l2l 1 y e .
x l xqy . yl yyx . yl xqyy2. yl xyyy2.e y e y e q e
qH 2 l2 1 y e .0
<= Q y Q y , l dy g .  . xs11
el xqy . y eyl yyxy2. y eyl xqyy2. q el yyx .1
yH 2 l2 1 y e .x
<= Q y Q y , l dy g .  . xs11
el yq1. y eyl yy1.1
s Q y Q y , l dy g . 27 .  .  .H 12 l1 y e0
 .Consequently, by virtue of 25 , for Im l / 0
y1 y1A L l QL l 0, g , 0 .  .  .11 0 0
1 1 2yl yy1. l yq1.s y e y e Q y dy g . 28 .  .  .H22 l 01 y e .
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By virtue of Lemma 1, we have
1 2yl yy1. l yq1.e y e Q y dy .  .H
0
1 y2 l yy1. yl yy1. l yq1. 2 l yq1.s e y 2 e e q e Q y dy .  .H
0
1 1
s y Q 1 q 0 , . 2y1r p /2l < <l
29 .
p 3p
< <q «-arg l- y « , l ª`.
2 2
We used here the estimate
1 yl yy1. l yq1. 2 l yq1.y2 e e q e Q y dy .  .H
0
Re l 5 5 yC « . < l <F Ce Q F Ce ,C w0, 1x
p 3p
< <q « - arg l - y « , l ª `.
2 2
 .  .Substituting 29 into 28 one can obtain
1 1y1 y1A L l QL l 0, g , 0 s Q 1 g q 0 g , .  .  .  .11 0 0 2y1r p /2l < <l
p 3p
< <q « - arg l - y « , l ª `. 30 .
2 2
Denote
x l xqz . yl zyx . yl xqzy2. yl xyzy2.e y e q e y e
Q x , l [ . H2 2 l2l 1 y e .0
= Q z Q z , l dz .  .1
el xqz . y eyl zyxy2. q eyl xqzy2. y el zyx .1
qH 2 l2l 1 y e .x
= Q z Q z , l dz. 31 .  .  .1
SASUN YAKUBOV234
 .  .From 19 and 26 for Im l / 0 it follows that
2y1 y1
QL l 0, g , 0 s QL l Q x Q x , l g , 0, 0 .  .  .  .  . .0 0 1
s Q x Q x , l g , 0, 0 . 32 .  .  . .2
 .  .  .  .Hence, from 21 , 19 , and 32 , in a similar way as in 27 , we have for the
 .y1 .third term of the series A L l 0, g, 0 for Im l / 011
2y1 y1A L l QL l 0, g , 0 .  .  .11 0 0
y1s A L l Q x Q x , l g , 0, 0 .  .  . .11 0 2
el yq1. y eyl yy1.1
s Q y Q y , l dy g . 33 .  .  .H 22 l1 y e0
 .  .  .By virtue of 31 and 25 , expression 33 consists of sums of expressions
of the form
yC 1 yl yy1. yl zyy . yl zy1.e Q y e Q z e dz dy g . .  .H H3  /2 l 0 0l 1 y e .
One can estimate all these expressions as
yC 1 yl yy1. yl zyy . yl zy1.e Q y e Q z e dz dy g .  .H H3  /2 l 0 0l 1 y e .
5 5 2C « Q . 1C w0, 1x yRe l yy1. < <F e dy gH< <l 0
5 5 2C « Q p 3p . C w0, 1x
< < < <F g , q « - arg l - y « , l ª `.2 2 2< <l
< <So, for pr2 q « - arg l - 3pr2 y « , l ª `
C « .2y1 y1 < <A L l QL l 0, g , 0 F g . 34 .  .  .  .11 0 0 2< <l
Denote
x l xqz . yl zyx . yl xqzy2. yl xyzy2.e y e q e y e
Q x , l [ . H3 2 l2l 1 y e .0
= Q z Q z , l dz .  .2
el xqz . y eyl zyxy2. q eyl xqzy2. y el zyx .1
qH 2 l2l 1 y e .x
= Q z Q z , l dz. 35 .  .  .2
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 .  .From 19 and 32 for Im l / 0 it follows that
3y1 y1
QL l 0, g , 0 s QL l Q x Q x , l g , 0, 0 .  .  .  .  . .0 0 2
s Q x Q x , l g , 0, 0 . 36 .  .  . .3
 .  .  .  .Hence, from 21 , 19 , and 36 , in a similar way as in 27 , we have for the
 .y1 .fourth term of the series A L l 0, g, 0 for Im l / 011
3y1 y1A L l QL l 0, g , 0 .  .  .11 0 0
y1s A L l Q x Q x , l g , 0, 0 .  .  . .11 0 3
el yq1. y eyl yy1.1
s Q y Q y , l dy g . 37 .  .  .H 32 l1 y e0
 .  .  .  .By virtue of 35 , 31 , and 25 , expression 37 consists of sums of
expressions of the form
C 1 yl yy1.e Q y .H42 l 0l 1 y e .
y z
yl zyy . yl¨yz .= e Q z e Q ¨ d¨ dz dy g . .  .H H /0 0
One can estimate all these expressions as
C 1 yl yy1.e Q y .H42 l 0l 1 y e .
y z
yl zyy . yl¨yz .= e Q z e Q ¨ d¨ dz dy g .  .H H /0 0
5 5 3C « Q . 1C w0, 1x yRe l yy1. < <F e dy gH< <l 0
5 5 3C « Q p 3p . C w0, 1x
< < < <F g , q « - arg l - y « , l ª `.2 2 2< <l
< <So, for pr2 q « - arg l - 3pr2 y « , l ª `
C « .3y1 y1 < <A L l QL l 0, g , 0 F g . 38 .  .  .  .11 0 0 2< <l
SASUN YAKUBOV236
 .  .  .  .  .Formulas 31 ] 32 and 35 ] 36 allow us to state that estimate 34
  ..  .y1 .estimate 38 takes place for the next terms of the series A L l 0, g, 011
< <too, i.e., for pr2 q « - arg l - 3pr2 y « , l ª `
C « .ky1 y1 < <A L l QL l 0, g , 0 F g , k s 2, 3, . . . . 39 .  .  .  .11 0 0 2< <l
 .  .  .From 21 and 23 it follows that Eq. 23 can be written in the form
y1 y1 y1
lg q A L l 0, g , 0 q A L l QL l 0, g , 0 .  .  .  .  .11 0 11 0 0
ny1 ky1 y1q A L l QL l 0, g , 0 .  .  .11 0 0
ks2
` ky1 y1q A L l QL l 0, g , 0 .  .  .11 0 0
ksn
y1s f y A L l f , 0, f . 40 .  .  .1 11 2
 .  .  . < <By virtue of 17 , 18 , 20 , for pr2 q « - arg l - 3pr2 y « , l ª ` we
have
` ky1 y1A L l QL l .  .11 0 0
2  . .B L 0, 1 qC , CÇksn q
y1
2 115 5F A L l .   . w x.B L 0, 1 qC , C 0, 1BC w0, 1x , C . Ç11 0 q
` ky1
2= QL l .   . .B L 0, 1 qC Ç0 q
ksn
ny1r q< <l .2y1r q 2ynq1.r q< < < <F C « l F C « l . 41 .  .  .y1r q< <1 y l
 .  .Choose n such that 4r n q 1 - 1rq - 1. Then 2 y n q 1 rq - y2
 .  .  .  .  .and, by virtue of 24 , 30 , 39 , and 41 , from Eq. 40 follows the
equation
1 1 y1Q 1 g q 0 g s f y A L l f , 0, f , .  .  .1 11 22 /2l < <l
p 3p
< <q « - arg l - y « , l ª `. 42 .
2 2
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 .  .  .  . < <From 17 , 18 , 20 , 21 for pr2 q « - arg l - 3pr2 y « , l ª ` it
follows that
y1 y1r q
2 < <L l F C l , 43  .  .. .  .B L 0, 1 qC , L 0, 1Çq q
y1 2y1r q
2 2 < <L l F C l . 44  .  .. .  .B L 0, 1 qC , W 0, 1Çq q
w x  .  .Then, by virtue of Theorem 3.10.4 of 3 and 43 ] 44 , for pr2 q « -
< <arg l - 3pr2 y « , l ª ` we have
y1< <l A L l f , f , f .  .11 1 2
d y1< < <s l L l f , f , f .  . xs11 2dx
y12q1r q< <F C l L l f , f , f .  .  .L 0, 1 1 2 q
y11r q
2< <q l L l f , f , f .  .  .W 0, 1 /1 2 q
2
2< <F C l f , f , f . .  .L 0, 1 qCÇ1 2 q
So,
p 3py1
2 < < < <A L l FC l , q « - arg l - y « , l ª `. .   . .B L 0, 1 qC , CÇ11 q 2 2
 .  .Then from 42 it follows that Eq. 42 has a solution and
< < < < 2 5 5 < < < <g F C « l f q f q f . 45 .  . .L 0 , 1. 1 2q
 .  .  .  .Substituting 45 into 22 and taking into account estimates 43 and 44
we obtain
y15 5u F L l f , g , f .  .  .L 0, 1L 0 , 1. 2 qq
< <y1r q 5 5 < < < <F C « l f q g q f .  .L 0 , 1. 2q
< < 2y1r q 5 5 < < < <F C « l f q f q f .  .L 0 , 1. 1 2q
and
y1
225 5u F L l f , g , f .  .  .W 0, 1W 0 , 1. 2 qq
< < 2y1r q 5 5 < < < <F C « l f q g q f .  .L 0 , 1. 2q
< < 4y1r q 5 5 < < < <F C « l f q f q f . .  .L 0 , 1. 1 2q
 .So 6 has been proved.
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 .  .  .b Show that problem 1 ] 2 is 1-regular with respect to a system of
numbers v s y1, v s 1. Indeed the v are roots of the equation1 2 k
yv 2 q 1 s 0 and
a q a v b q b v11 10 1 11 10 2 0 2
u [ s / 0.
a b 1 020 20
 .  .  .Then, by virtue of Lemma A2 see Appendix , for the problem 1 ] 2 all
complex numbers l with large enough moduli, lying inside the angle
ypr2 q « - arg l - pr2 y « , are regular points of the operator pencil
 .  .   .  . .L l : u ª L l u [ L l, D u, L l u, L u , which acts boundedly from1 2




k< < 5 5 5 5 < < < <l u F C « f q l f . W 0 , 1. L 0 , 1. nq q /
ks0 ns1
holds.
3. 2-FOLD COMPLETENESS OF ROOT FUNCTIONS OF
THE REGGE PROBLEM
Consider the Regge problem
L l, D u [ l2 u x y u0 x q Q x u x s 0, x g 0, 1 , 46 .  .  .  .  .  .  .
L l u [ lu 1 q u9 1 s 0, L u [ u 0 s 0. 47 .  .  .  .  .1 2
 .  .Problem 46 ] 47 is a particular case of the problem
n
n nyk dk . <L l u s l u x q l a x u x q B u .  .  .  . . xk k
ks1
s 0, x g 0, 1 , 48 .  .
nn
k m ydk . m ydk .n nL l u s l a u 0 q b u 1 .  .  .n n k n k
ks0
Nn k
m ydk .nq d u x q T u s 0, n s 1, . . . , m , 49 .  . n k i n k i n k
kis1
where n, m, n , m are integer numbers, d [ mrn is the weight of then n
problem, n G 1, m G 1, m G dn , n F n y 1, a , b , d are complexn n n n k n k n k i
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 .  . w x  .numbers, x g 0, 1 ; a x are scalar functions defined on 0, 1 ; a x sn k i k k
 .a s b s d s 0 if dk is a non-integer; B are operators in L 0, 1 ;n k n k n k i k 2
 .T are functionals in L 0, 1 . Here both the operators B and then k 2 k
functionals T , generally speaking, are unbounded.n k
 .  .A number l is called an eigen¨alue of problem 48 ] 49 if the problem0
L l u s 0, L l u s 0, n s 1, . . . , m .  .0 n 0
m .has a nontrivial solution that belongs to W 0, 1 . The nontrivial solution2
 . m .u x of this problem that belongs to W 0, 1 is called an eigenfunction of2
 .  .problem 48 ] 49 , corresponding to the eigenvalue of l . A solution to0
the problem
1 1
k .L l u q L9 l u q ??? q L l u s 0, .  .  .0 k 0 ky1 0 01! k!
50 .
1 1
X k .L l u q L l u q ??? q L l u s 0, n s 1, . . . , m , .  .  .n 0 k n 0 ky1 n 0 01! k!
 . m .u x belonging to W 0, 1 is called an associated function of the k-th rankk 2
 .  .  .of the eigenfunction u x of problem 48 ] 49 .0
 .  .The eigenfunctions and associated functions of problem 48 ] 49 are
 .  .combined under the general name root functions of problem 48 ] 49 .
 .  .A complex number l is called a regular point of problem 48 ] 49 if the
problem
L l u s f , L l u s f , n s 1, . . . , m , .  .n n
 .for any f g L 0, 1 and f g C, has a unique solution that belongs to2 n
m .W 0, 1 and in addition, the estimate2
m
m5 5 5 5 < <u F C l f q f . W 0 , 1. L 0 , 1. n2 2 /
ns1
is satisfied.
The complement of the set of regular points in the complex plane is
 .  .called the spectrum of problem 48 ] 49 .
Consider a system of differential-operator equations
L D u t , x [ Dnu t , x .  .  .t t
n
nyk dk nyk <q a x D D u t , x q B D u t , ? .  .  . . xk t x k t
ks1
s 0, t ) 0, x g 0, 1 , .
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nn
k m ydk k m ydkn nL D u t , x [ a D D u t , 0 q b D D u t , 1 .  .  .  .n t n k t x n k t x
ks0
Nn k
k m ydk knq d D D u t , x qT D u t , ? s0, .  . n k i t x n k i n k t
is1
t ) 0, n s 1, . . . , m ,
where D [ ­r­ t, D [ ­r­ x.t x
w xBy virtue of Lemma 2.1.1 of 15 , a function of the form
t k t ky1
l t0u t , x s e u x q u x q ??? qu x 51 .  .  .  .  .0 1 k /k! k y 1 ! .
 .is a solution to this system if and only if a system of functions u x ,0
 .  .  .  .u x , . . . , u x is a chain of root functions of problem 48 ] 49 , corre-1 k
 .sponding to the eigenvalue l , i.e., satisfying 50 . A solution of the form0
 .51 is called an elementary solution.
w  .xnLet H be a Hilbert space, continuously embedded into L 0, 1 s2
n  .[ L 0, 1 .2
 .  .A system of root functions of problem 48 ] 49 is called n-fold complete
in H if a system of functions
u 0, x , uX 0, x , . . . , uny1. 0, x , .  .  . .t t
 .  .where u t, x is an elementary solution of the form 51 , is complete in the
space H.
 .  .Problem 48 ] 49 in the regular case was investigated in the book by
w xS. Yakubov 15 .
1 .  .THEOREM 3. Let Q g W 0, 1 , where 1 - q F `, and Q 1 / 0.q
 .  .Then the spectrum of problem 46 ] 47 is discrete and the system of root
 .  .functions of problem 46 ] 47 is 2-fold complete in the space
H [ ¨ ¬ ¨ [ ¨ , ¨ g W 1 0, 1 [ L 0, 1 , ¨ 0 s 0 . .  .  .  . 41 2 2 2 1
Proof. Let us denote
H [ W k 0, 1 , k s 0, 1, 2, Hn [ Hn [ C, n s 1, 2. .k 2 0
Consider an operator A defined by the equality2
A u [ yu0 x q Q x u x , .  .  .2
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and functionals A , A , and A defined by the equalities10 11 20
A u [ u 1 , A u [ u9 1 , A u [ u 0 . .  .  .10 11 20
 .  .Then problem 46 ] 47 is rewritten in the operator form as the following
system of pencil equations
L l u s l2 u q A u s 0, L l u s l A u q A u s 0, .  .2 1 10 11 52 .
L u s A u s 0,2 20
2 .where u g H s W 0, 1 .2 2
 .  . wLet us apply Lemma A1 see Appendix to 52 . By virtue of 14,
xp. 350r14 the compact embeddings
W 2 0, 1 ; W 1 0, 1 ; L 0, 1 .  .  .2 2 2
hold and
s J ; W k 0, 1 , W ky1 0, 1 ; jy1 , k s 1, 2 53 .  .  . .j 2 2
definitions of the embedding operator J and approximation numbers sj
.  .  .are in the Appendix . So, conditions 1 and 2 of Lemma A1 have been
checked. Condition 3 of Lemma A1 is obvious. The functionals A fromn k
2ynnqk  . nH s W 0, 1 into H s C are bounded, where n s 1, n s 0,2yn qk 2 1 2n
 .  .i.e., condition 4 of Lemma A1 is satisfied. Condition 5 of the theorem
 .  .follows from Lemma A3 see Appendix , while condition 6 follows from
 .Lemma A2 see Appendix and Theorem 2.
By virtue of Theorem 2, for the problem
L l u s f , L l u s f , L u s f 54 .  .  .1 1 2 2
all complex numbers l with large enough moduli, lying inside the angle
p p
y q « - arg l - y « , 55 .
2 2
 .  .   .are regular points of the operator pencil L l : u ª L l u [ L l, D u,
 . . 2 .  . 2L l u, L u , which acts boundedly from W 0, 1 into L 0, 1 [ C and1 2 2 2
 .for a solution to problem 54 the estimate
2 2
2yk ny1r2
k< < 5 5 5 5 < < < <l u F C « f q l f 56 .  . W 0 , 1. L 0 , 1. n2 2 /
ks0 ns1
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 .  .holds. Consequently, from 56 it follows that for the operator pencil L l
the estimate
y1 h
2 2 < < < <L l F C l , l ª ` 57 .  .  .  ..B L 0, 1 [C , W 0, 12 2
 .is fulfilled in angle 55 for some h g R.
 .By virtue of Theorem 2, it follows that for a solution to problem 54 the
estimate
< < 2 5 5 5 5 2 < < 7r2 5 5 < < < <l u q u F C « l f q f q f 58 .  . .L 0 , 1. W 0 , 1. L 0 , 1. 1 22 2 2
is fulfilled for
p 3p
< <q « - arg l - y « , l ª `. 59 .
2 2
Let us calculate four angles formed between neighboring sides of angles
 .  .  .  .55 and 59 . The magnitudes of angles 55 and 59 are equal to p y 2« .
 .  .From 53 it follows that condition 2 of Lemma A1 is satisfied for p ) 1.
 .  .  .Obviously, from 58 it follows that estimate 57 is fulfilled in angle 59 .
 .  .Since angles 55 and 59 are adjacent, then for a small enough « ) 0
angles between the neighboring rays less than prp - p . Hence, Lemma
 .A1 can be applied to the system of pencils 52 .
APPENDIX
Let H and H p, p s 1, . . . , m, be Hilbert spaces. Consider a problem for
a system of polynomial operator pencils in H
L l u [ lnu q lny1A u q ??? qA u s 0, . 1 n
L l u [ ln p A u q ln py1A u q ??? qA u s 0, 60 .  .p p0 p1 pn p
p s 1, . . . , m ,
where n G 1, 0 F n F n y 1, m G 0, operators A are, generally speak-p k
ing, unbounded in H, and A , k s 0, . . . , n are, generally speaking,pk p
unbounded operators from H into H p.
  .. n  .It is obvious that for l / 0, D L l s F D A .ks1 k
 .A number l is called an eigen¨alue of problem 60 if the problem0
L l u s 0, L l u s 0, p s 1, . . . , m .  .0 p 0
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has a nontrivial solution. The nontrivial solution u is called an eigen¨ector0
 .of problem 60 corresponding to the eigenvalue l . A solution of the0
problem
1 1
 p.L l u q L9 l u q ??? q L l u s 0, .  .  .0 p 0 py1 0 01! p!
1 1
X  p.L l u q L l u q ??? q L l u s 0, k s 1, . . . , m , .  .  .k 0 p k 0 py1 k 0 01! p!
u is called an associated ¨ector of the p-th rank to the eigenvector u ofp 0
 .problem 60 .
 .Eigenvectors and associated vectors of problem 60 are combined under
 .the general name root ¨ectors of problem 60 .
 .A complex number l is called a regular point of problem 60 or of the
 .  .   .  .  . .operator pencil L l : u ª L l u [ L l u, L l u, . . . , L l u acting1 m
from H into H [ H 1 [ ??? [ H m if the problem
L l u s f , L l u s f , p s 1, . . . , m .  .p p
for any f g H, f g H p has a unique solution and the estimatep
m
p5 5 5 5 5 5u F C l f q f .  Hp /
ps1
is satisfied.
The complement of the regular point set in the complex plane is called
 .  .the spectrum of problem 60 or of the operator pencil L l .
 .The spectrum of problem 60 is called discrete, if:
 .  .a all points l, not coinciding with the eigenvalues of problem 60 ,
 .are regular points of problem 60 ;
 .b the eigenvalues are isolated and have finite algebraic multiplici-
ties;
 .c infinity is the only limit point of the set of the eigenvalues of
 .problem 60 .
Consider a system of differential-operator equations
L D u [ un. t q A uny1. t q ??? qA u t s 0, .  .  .  .t 1 n
61 .
n .pL D u [ A u t q ??? qA u t s 0, p s 1, . . . , m , .  .  .p t p0 pn p
uk . 0 s ¨ , k s 0, . . . , n y 1, 62 .  .kq1
where ¨ are given elements of H, D s drdt, t G 0.kq1 t
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w xBy virtue of Lemma 2.0.1 of 15 , a function of the form
t k t ky1
l t0u t [ e u q u q ??? qu 63 .  .0 1 k /k! k y 1 ! .
 .is a solution to system 61 if and only if the system of vectors u , u , . . . , u0 1 k
 .is a chain of root vectors of problem 60 , corresponding to the eigen-
value l .0
 .A solution of the form 63 is called an elementary solution to system
 .61 .
The inclination to approximate a solution to the Cauchy problem
 .  .61 ] 62 by linear combinations of the elementary solutions suggests that
 .the vector ¨ , ¨ , . . . , ¨ should be approximated by linear combinations1 2 n
of vectors of the form
u 0 , u9 0 , . . . , uny1. 0 , 64 .  .  .  . .
 .  .where u t is an elementary solution of the form 63 .
Let H be a Hilbert space, continuously embedded into [nH.
 .A system of root vectors of the problem 60 is called n-fold complete in
 .H if the system of vectors 64 is complete in the space H.
Let E and E be Banach spaces, in which a set-theoretical inclusion1 2
E ; E holds, and the space E induces on E the linear space structure1 2 2 1
coinciding with the structure of the linear space E . Let us denote by J the1
operator that associates each element u g E with the same element of1
the space E .2
 .Let us denote by B E, F the set of all bounded operators from E
into F.
Let A be a compact operator from a Banach space E into a Banach
space E . Then1
5 5s A; E, E [ inf A y K . BE , E .jq1 1 1 .dim R K Fj
 .KgB E , E1
are said to be the approximation numbers of A.
 .By s H, H , p ) 0, we denote the space of operators A that act fromp 1
H into H compactly and for which1
`
p p5 5A [ s A; H , H - `. .p j 1
js1
w xLEMMA A1 15, p. 64 . Let the following conditions be satisfied:
 .1 there exist Hilbert spaces H , k s 0, . . . , n, for which the compactk
embeddings H ; H ; ??? ; H s H take place and H s H;n ny1 0 n
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 .  .2 for some p ) 0, J g s H , H , k s 1, . . . , n;p k ky1
 .3 the operators A , k s 1, . . . , n, from H into H act boundedly;k k
 .4 the operators A , k s 0, . . . , n , p s 1, . . . , m, from Hpk p nyn qkp
into H p act boundedly;
 . p5 there exist Hilbert spaces H such that continuous embeddings0
H p ; H p, p s 1, . . . , m hold, and the linear manifold0
ny1 n p
H [ ¨ ¨ [ ¨ , . . . , ¨ g H , A ¨ s 0, . [ 1 1 n nyk pk n ykqsp ks0 ks0
s s 1, . . . , n y n , p s 1, . . . , m;p
A g B H , H p , k s 0, . . . , n .pk nq1yn qkys 0 pp 5
is dense in the Hilbert space
ny1 n p
H [ ¨ ¨ [ ¨ , . . . , ¨ g H , A ¨ s 0, . [ 1 n nyky1 pk n ykqsp ks0 ks0
s s 1, . . . , n y n y 1, p s 1, . . . , m;p
A g B H , H p , k s 0, . . . , n ; .pk nyn qkys 0 pp 5
 .6 there exist rays l with the angles between the neighboring rays lessk
than prp and a number q such, that
qy1 1 m < < < <L l F C l , l g l , l ª `. .  .B H[H [ ??? [H , H kn
 .Then the spectrum of problem 60 is discrete and a system of root ¨ectors
 .of problem 60 is n-fold complete in the spaces H and H .1
Consider a principal boundary value problem for ordinary differential
equations with variable coefficients in the case when the spectral para-
meter appears polynomially in both the equation and the functional
conditions
n
n nyk dk . <L l u [ l u x q l a x u x q B u s f x , 65 .  .  .  .  .  . . xk k
ks1
nn
k m ydk . m ydk .n nL l u [ l a u 0 q b u 1 .  .  .n n k n k
ks0
Nn k
m ydk .nq d u x q T u s f , n s 1, . . . , m , 66 .  . n k i n k i n k n
is1
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where n, m, n , m are integer numbers, d [ mrn is the weight of then n
problem, n G 1, m G 1, m G dn ; a , b , d , f are complex numbers;n n n k n k n k i n
 .  . w x  .x g 0, 1 ; a x are scalar functions defined on 0, 1 ; a x s a sn k i k k n k
 .b s d s 0 if dk is a non-integer; B are operators in L 0, 1 ; T aren k n k i k q n k
 . w .functionals in L 0, 1 , q g 1, ` .q
Here both the operators B and the functionals T , generally speaking,k n k
are unbounded.
 .  .A system of functions v x , . . . , v x is called p-separated, if there1 m
exists a straight line P passing through 0, such that no value of the
 .  .  .functions v x lies on it and v x , . . . , v x are on one side of P whilej 1 p
 .  .v x , . . . , v x are on the other. The line P does not depend on x.pq1 m
 .The conditions 66 are called p-regular with respect to a system of
 .  .functions v x , . . . , v x if:1 m
 .  .  .a a system of functions v x , . . . , v x is p-separated and1 m
 .  .u 0 / 0, u 1 / 0, where
n m ydk n m ydk1 1 1 1 a v x ???  b v x ??? .  .ks0 1k 1 ks0 1k pq1
. .. ??? . ???u x s ; . . .
n m ydk n m ydkm m m m a v x ???  b v x ??? .  .ks0 m k 1 ks0 m k pq1
 .  . mnyd k .b x g 0, 1 ; the functionals T are continuous in W 0, 1n k i n k r
w .for some r g 1, ` .
 .  .Problem 65 ] 66 is called p-regular with respect to a system of functions
 .  .v x , . . . , v x if:1 m
 .  .1 conditions 66 are p-regular with respect to a system of func-
 .  .  .tions v x , . . . , v x , where v x are roots of the equation1 m j
m dny1. w xa x v q a x v q ??? q1 s 0, x g 0, 1 ; 67 .  .  .n ny1
 .  . dk .  .2 for some q g 1, ` operators B from W 0, 1 into L 0, 1 arek q q
compact.
 .The writing order of the roots of Eq. 67 is important in the definition
 .  .of p-regularity of problem 65 ] 66 . We see this fact on the example of
the Regge problem.
 .  .Further, for explicitness, we will write out conditions b and 2 every
time they are used, in spite of their being in the definition of p-regularity.
Here the case p s 0 or p s m is also admitted.
 .  .If problem 65 ] 66 is p-regular with respect to a system of functions
 .  .  .  .  .  .v x , . . . , v x , then v 0 / v 0 and v 1 / v 1 for j / k. At1 m j k j k
w x  .  .other points of the segment 0, 1 the equality v x s v x for j / k isj k
admitted.
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w xLEMMA A2 15, p. 100 . Let the following conditions be satisfied:
 . lymw x  4  .1 a gC 0, 1 , where an integer lGmax m, m q1 ; a x /0;k n n
 .  .  . 2a x s a s b s d s 0, if dk is not an integer; a 0 s a 1 ;k n k n k n k i j j
 .  .  .2 problem 65 ] 66 is p-regular with respect to a system of functions
 .  .v x , . . . , v x ;1 m
 . dk .  . lymqdk .3 operators B from W 0, 1 into L 0, 1 and from W 0, 1k q q q
lym .  .into W 0, 1 are compact, where q g 1, ` ;q
 . w . mnyd k .4 for some r g 1, ` the functionals T in W 0, 1 are con-n k r
tinuous.
Then for any « ) 0 there exists R ) 0 such that for all complex numbers l«
< <that satisfy l ) R and for some g s 0, . . . , n y 1 lying inside the angle«
p 3p
y v y 2pg d q « - arg l - y v y 2pg d y « , /  /2 2
where
v s inf min arg v x : j s 1, . . . , p; . j
w xxg 0, 1
arg v x q p : s s p q 1, . . . , m , . 4s
v s sup max arg v x : j s 1, . . . , p; . j
w xxg 0, 1
arg v x q p : s s p q 1, . . . , m , . 4s
 .  .   .and v x are roots of Eq. 67 the ¨alue arg v x is chosen up to aj j
.multiple of 2p , so that v y v - p , the operator
L l : u ª L l u [ L l u , L l u , . . . , L l u .  .  .  .  . .1 m
l . lym . mfrom W 0, 1 onto W 0, 1 q C is an isomorphism. For these l theÇq q
 .  .following estimates hold for a solution to problem 65 ] 66
l
y1 y1d  lyk . d  lym.
k lym< < 5 5 5 5 < < 5 5l u F C « f q l f . W 0 , 1. W 0 , 1. L 0 , 1.q q q
ks0
m
y1d  lym y1r q.n< < < <q l f n /
ns1
2  .If conditions 66 principally are local, i.e. for each n s 1, . . . , m or a s 0, k s 0, . . . , n ,n k n





kq p< < 5 5l u W 0 , 1.q
ks0
m
y1d mym y1r qqp.np5 5 < < < <F C « f q l f , . W 0 , 1. nq /
ns1
 40F pFmin m y n , l y m .n n
Let us introduce notations
Npk
m ydk . m ydk . m ydk .p p pL u [ a u 0 q b u 1 q d u x .  .  .p , n yk pk pk pk i pk ip
is1
qT u , k s 0, . . . , n , p s 1, . . . , m.pk p
 .Then the functional conditions 66 are rewritten in the form
L l u s ln p L u q ln py1 L u q ??? qL u s 0, p s 1, . . . , m. .p p0 p1 pn p
w xLEMMA A3 15, p. 112 . Let the following conditions be satisfied:
 .1 n G 1, m G 1, n F n y 1, m G dn ; the weight d s mrn is anp p p
 4  4integer; max m y min m y dn F m y 1;p p p
 . < < < <2 a q b / 0; the system L , p s 1, . . . , m is normal;p0 p0 pn p
 . m pyd k .3 the functionals T are continuous in W 0, 1 for a numberpk r
w .r g 1, ` .
Then the set
nny1 p
lqdnyk .ÇH s ¨ ¨ [ ¨ , . . . , ¨ g q W 0, 1 , L ¨ s 0, .  . d 1 n q p , n yk kqsp ks0 ks0
m F l q d n y s q 1 y 1, s s 1, . . . , n y n , p s 1, . . . , m .p p 5
is dense in the space
nny1 p
lqdnyky1.ÇH [ ¨ ¨ s ¨ , . . . , ¨ g q W 0, 1 , L ¨ s 0, .  . 1 n q p , n yk kqsp ks0 ks0
m F l q d n y s y 1, s s 1, . . . , n y n y 1, p s 1, . . . , m .p p 5
w   .4  4x  .for an integer l g max 0, m y m y 1 , min m y dn , q g 1, ` .p p p
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