This paper presents fast, distributed, O(1)-approximation algorithms for metric facility location problems with outliers in the Congested Clique model, Massively Parallel Computation (MPC) model, and in the k-machine model. The paper considers Robust Facility Location and Facility Location with Penalties, two versions of the facility location problem with outliers proposed by Charikar et al. (SODA 2001). The paper also considers two alternatives for specifying the input: the input metric can be provided explicitly (as an n × n matrix distributed among the machines) or implicitly as the shortest path metric of a given edge-weighted graph. The results in the paper are: 
Introduction
Metric Facility Location (in short, FacLoc) is a well-known combinatorial optimization problem used to model clustering problems. The input to the problem is a set F of facilities, an opening cost f i ≥ 0 for each facility i ∈ F , a set C of clients, and a metric space (F ∪ C, d) of connection costs, where d(i, j) denotes the cost of client j connecting to facility i. The objective is to find a subset F ′ ⊆ F of facilities to open so that the total cost of opening the facilities plus the cost of connecting all clients to open facilities is minimized. In other words, the quantity cost(F ′ ) := i∈F ′ f i + j∈C d(j, F ′ ) is minimized, where d(j, F ′ ) denotes min i∈F ′ d (i, j) . FacLoc is NP-complete, but researchers have devised a number of approximation algorithms for the problem. For any α ≥ 1, an α-approximation algorithm for FacLoc finds in polynomial time, a subset F ′ ⊆ F of facilities such that cost(F ′ ) ≤ α · cost(F * ), where F * is an optimal solution to the given instance of FacLoc. There are several well-known O(1)-factor approximation algorithms for FacLoc including the primal-dual algorithm of Jain and Vazirani [25] and the greedy algorithm of Mettu and Plaxton [33] . The best approximation factor currently achieved by an algorithm for FacLoc is 1.488 [30] . More recently, motivated by the need to solve FacLoc and other clustering problems on extremely large inputs, researchers have proposed distributed and parallel approximation algorithms for these problems. See for example [15, 16] for clustering algorithms in systems such as MapReduce [12] and Pregel [32] and [4] for clustering algorithms in the k-machine model. Clustering algorithms [38] have also been designed for streaming models of computation [1] .
Outliers can pose a problem for many statistical methods. For clustering problems, a few outliers can have an outsized influence on the optimal solution, forcing the opening of costly extra facilities or leading to poorer service to many clients. Versions of FacLoc that are robust to outliers have been proposed by Charikar et al. [10] , where the authors also present O(1)-approximation algorithms for these problems. Specifically, Charikar et al. [10] propose two versions of FacLoc that are robust to outliers:
Robust FacLoc: In addition to F , C, opening costs {f i |i ∈ F }, and metric d, we are also given an integer 0 ≤ p ≤ |C|, that denotes the coverage requirement. The objective is to find a solution (C ′ , F ′ ), where F ′ ⊆ F , C ′ ⊆ C, with |C ′ | ≥ p, and
is minimized over all (F ′ , C ′ ), where |C ′ | ≥ p. FacLoc with Penalties: In addition to F , C, opening costs {f i |i ∈ F }, and metric d, we are also given penalties p j ≥ 0 for each client j ∈ C. The objective is to find a solution (C ′ , F ′ ), where F ′ ⊆ F , and C ′ ⊆ C, such that,
is minimized over all (C ′ , F ′ ).
In this paper we present distributed O(1)-approximation algorithms for Robust FacLoc and FacLoc with Penalties in several models of large-scale distributed computation. As far as we know, these are the first distributed algorithms for versions of FacLoc that are robust to outliers. In distributed settings, the complexity of the problem can be quite sensitive to the manner in which input is specified. We consider two alternate ways of specifying the input to the problem.
MPC algorithms with memory S =Õ(n)
1 where n = |F | = |C|. In the explicit metric setting, since I = O(n 2 ), even if we assume S =Õ(n), k and S are still strictly sublinear in I. But in the implicit metric setting, if we assume S =Õ(n) then the memory may not be strictly sublinear in the input size when the input graph is sparse, having O(n) edges for example. Therefore, our algorithms are not strictly MPC algorithms when the input is sparse. Similar to the Congested Clique model, we can assume that the input is distributed in a vertex-centric manner without loss of generality, due to the nature of communication in each round and the fact that S = Ω(n).
k-machine model:
The k-machine model was introduced in [28] and further studied in [36] .
This model abstracts essential features of systems such as Pregel [32] and Giraph (see http://giraph.apache.org/) that have been designed for large-scale graph processing. We are given k machines and the input is distributed among the machines. In [28] , the k-machine model is used to solve graph problems and they assume a random vertex partition distribution of the input graph among the k machines. In other words, each vertex along with its incident edges is provided to one of the k machines chosen uniformly at random. The corresponding assumption for facility location problems would be that each facility and each client is assigned uniformly at random to one of the k machines. Facility i ∈ F comes with its opening cost f i and client j ∈ C comes with its penalty p j for the FacLoc with penalties problem. In the explicit metric setting, each facility i ∈ F comes with connections costs d(i, j) for all j ∈ C whereas in the implicit metric setting facility i comes along with the edges of the metric graph incident on it. Similarly for each client j ∈ C. In each round, each machine can send a (possibly distinct) size-B message to each of the remaining k − 1 machines. Typically, B is assumed to be poly(log n) bits [28] .
The Congested Clique model does not directly model settings of large-scale computation because in this model the number of nodes in the underlying communication network equals the number of vertices in the input graph. However, fast Congested Clique algorithms can usually be translated (sometimes automatically) to fast MPC and k-machine algorithms. So the Congested Clique algorithms in this paper are important stepping stones towards more complex MPC and k-machine algorithms [22, 28] . The MPC model and the k-machine model are quite similar. Even though the k-machine model is specified with a per-edge bandwidth constraint of B bits, it can be equivalently described with a per-machine bandwidth constraint of k · B bits that can be sent and received in each round. Thus setting k · B = S makes the k-machine model and MPC model equivalent in their bandwidth constraint. Despite their similarities, it is useful to think about both models due to differences in how they are parameterized and how these parameters affect the running times of algorithms in these models. For example, in the MPC model, usually one starts by picking S as a sublinear function of the input size n. This leads to the number of machines being fixed and the running time of the algorithm is expressed as a function of n. In the k-machine model B is usually fixed at poly(log n) and the running time of the algorithm is expressed as a function of n and k. This helps us understand how the running time changes as we increase k. For example, algorithms with running times of the form O(n/k) exhibit a linear speedup as k increases, whereas algorithms with running time of the form O(n/k 2 ) indicating a quadratic speedup [35] .
Main Results
In order to obtain O(1)-approximation algorithms for Robust FacLoc and FacLoc with Penalties, Charikar et al. [10] propose modifications to the primal-dual approximation algorithm for FacLoc due to Jain and Vazirani [25] . The problem with using this approach for our purposes is that it seems difficult obtain fast distributed algorithms using the JainVazirani approach. For example, obtaining a sublogarithmic round O(1)-approximation for FacLoc in the Congested Clique model using this approach seems difficult. However, as established in our previous work [4, 8, 21] and in [16] the greedy algorithm of Mettu and Plaxton [33] for FacLoc seems naturally suited for fast distributed implementation.
The first contribution of this paper is to show that O(1)-approximation algorithms to Robust FacLoc and FacLoc with Penalties can also be obtained by using variants of the Mettu-Plaxton greedy algorithm. Our second contribution is to show that by combining ideas from earlier work [4, 21] with some new ideas, we can efficiently implement distributed versions of the variants of the Mettu-Plaxton algorithm for Robust FacLoc and FacLoc with Penalties. The specific results we obtain for the two versions of input specification are as follows. For simplicity of exposition, we assume |C| = |F | = n.
Implicit metric: For both problems, we present O(1)-approximation algorithms running in O(poly(log n)) rounds in the Congested Clique and the MPC model. Assuming the metric graph has m edges, the input size is Θ(m + n) and we useÕ(m/n) machines each with memoryÕ(n). In the k-machine model, we present O(1)-approximation algorithms running inÕ(n/k) rounds.
Explicit metric: For both problems, we present extremely fast O(1)-approximation algorithms, running in O(log log log n) rounds, in the Congested Clique and the MPC model. The input size is Θ(n 2 ) and we use n machines each with memoryÕ(n) in the MPC model. In the k-machine model, we present O(1)-approximation algorithms running inÕ(n/k) rounds.
Sequential Algorithms for Facility Location with Outliers
We first describe the greedy sequential algorithm of Mettu and Plaxton [33] (Algorithm 1) for the Metric FacLoc problem which will serve as a building block for our algorithms for Robust FacLoc and the FacLoc with Penalties discussed in this section. The algorithm first computes a "radius" r i for each facility i ∈ F and it then greedily picks facilities to open in non-decreasing order of radii provided no previously opened facility is too close. The "radius" of a facility i is the amount that each client is charged for the opening of facility i. Clients pay towards this charge after paying towards the cost of connecting to facility i; clients that have a large connection cost to i pay nothing towards this charge. It is shown in [33] using a charging argument that Algorithm 1 is 3-approximation for the Metric FacLoc problem. Later on, [3] gave a primal-dual analysis, showing the same approximation guarantee, by comparing the cost of the solution to a dual feasible solution. We use the latter analysis approach as it can be easily modified to work for the algorithms with outliers.
For a facility i ∈ F and a client j ∈ C, we use the shorthand c ij := d(i, j). Also, for a facility i ∈ F and a radius r ≥ 0, let B(i, r) denote the set of clients within the distance r, i.e., B(i, r) := {j ∈ C | c ij ≤ r}. 
Robust Facility Location
Since we use the primal dual analysis of [3] to get a bounded approximation factor, we need to address the fact that the standard linear programming relaxation for Robust FacLoc has unbounded integrality gap. To fix this we modify the instance in a similar manner to [10] . Let (C * , F * ) be a fixed optimal solution, and let i * ∈ F be a facility in that solution with the maximum opening cost f i * . We begin by assuming that we are given a facility, say i e with opening cost f ie , such that, f i * ≤ f ie ≤ αf i * , where α ≥ 1 is a constant. Now, we modify the original instance by changing the opening costs of the facilities as follows.
Note that we can remove the facilities with opening cost +∞ without affecting the cost of an optimal solution, and hence we assume that w.l.o.g. all the modified opening costs f ′ i are finite.
Let (C * e , F * e ) be an optimal solution for this modified instance, and let cost e (C * e , F * e ) be its cost using the modified opening costs. Observe that without loss of generality, we can assume that i e ∈ F * e , since its opening cost f ′ ie equals 0. We obtain the following lemma and its simple corollary.
Proof. Recall that i e satisfies f i * ≤ f ie ≤ αf i * where i * is the facility with largest opening cost in F * . In the modified instance, all facilities with opening cost greater than f ie are removed, however, no facility from F * is removed, because f i * ≤ f ie . Therefore, (C * , F * ) is a feasible solution for the modified instance. This implies cost e (C * e , F * e ) ≤ cost e (C * , F * ), which follows from the optimality of (C * e , F * e ). Finally, recall that for any facility i ∈ F * , f 
◭ To efficiently find a facility i e satisfying f i * ≤ f ie ≤ αf i * , we partition the facilities into sets where each set contains facilities with opening costs from the range ( 
Iterating over all such ranges, and choosing a facility with highest opening cost from that range, we are guaranteed to find a facility i e such that,
The total number of such iterations will be O(log 1+ε fmax fmin ), where f max is the largest opening cost, and f min is the smallest non-zero opening cost. Assuming that every individual item in the input (e.g., facility opening costs, connection costs, etc.) can each be represented in O(log n) bits and that ε is a constant, this amounts to O(log n) iterations.
Our facility location algorithm is described in Algorithm 2. This algorithm can be thought of as running O(log n) separate instances of a modified version of the original MettuPlaxton algorithm (Algorithm 1), where in each instance of the Mettu-Plaxton algorithm, the algorithm is terminated as soon as the number of outlier clients drops below the required number, following which there is some post-processing.
We abuse the notation slightly, and denote by (C ′ , F ′ ) the solution returned by the algorithm, i.e., the solution (C ′ t , F ′ t ) corresponding to the iteration t of the outer loop that results in a minimum cost solution. Similarly, we denote by i e a facility chosen in line 2 in the iteration corresponding to this iteration t.
Moreover, we will consider the facility costs f ′ to be the modified facility opening costs in the same iteration t. We can ignore the facilities with opening cost +∞ and add i e to any solution with no additional cost. Therefore in our analysis, we just ignore these facilities and use the original facility costs f for other facilities since they are the same as the modified costs.
Note that we exit the greedy phase if we either process all facilities or we break at line 15, each of which corresponds to the cases -(i) |O ′ | > ℓ where some outliers become clients and (ii) |O ′ | < ℓ where some clients become outliers again, in the outlier determination phase (we are done if |O ′ | = ℓ). Let C ′′ and O ′′ denote the sets C ′ and O ′ just before the outlier determination phase. Note that we we exit the greedy phase if we either process all facilities or we break at line 15, each of which corresponds to the cases -(i) |O| > ℓ and (ii) |O| < ℓ in the outlier determination phase (we are done if |O| = ℓ).
For a client j ∈ C, let v
To make the analysis easier, we consider a more expensive solution (C ′ , F ′ ) where the set of clientsC ′ is constructed using the following modified outlier determination phase:
Let i e ∈ F be the most expensive facility from the facilities with opening costs in the range [(1 + ε) t , (1 + ε) t+1 ) for some small constant ε > 0
3
Modify the facility opening costs to be
Sort and renumber facilities in the non-decreasing order of r i .
Let C i denote the set of clients that are within distance r i
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with the minimum cost.
Primal LP
Dual LP 
It is easy to see by an exchange argument that the cost e (C ′ , F ′ ) ≤ cost e (C ′ , F ′ ), the outliers determined in the algorithm are at least as far from F ′ as ones in the modified outlier determination phase. Henceforth, we analyze the cost of the solution (C ′ , F ′ ) by comparing it to the cost of a feasible dual LP solution and in order to alleviate excessive notation, we will henceforth refer to the solution (
We state the standard primal and dual linear programming relaxations for the Robust FacLoc problem in Figure 1 Now, we construct a feasible dual solution (v, w, q). For a facility i ∈ F and client j ∈ C, let w ij := max{0,
. Now, for a client j ∈ C, define v j as follows:
This means c i ′ j ≤ r i and r i ′ ≤ r i since we process facilities in increasing order of r-value. This means v Proof. Note that constraints 6, 7, and 8 of the dual are satisfied by construction and so is constraint 5 for clients j ∈ C ′ . Therefore, in order to show that the solution (v, w, q) is feasible, we have to show that constraint 5 is satisfied for all clients j ∈ O ′ . To this end, we consider the following two cases. Case 1. We enter the outlier determination phase after iterating over all facilities in F . Therefore, we have |O ′′ | > ℓ. This means that we identified a set O 1 ⊂ O ′′ of size |O ′′ | − ℓ to be marked as non-outliers.
As we iterate over all the facilities, if j ∈ O ′′ then by claim 3, v
Therefore, we conclude that for any
We enter the outlier determination phase because of the break statement on line 15. Here, |O ′′ | ≤ ℓ and C ′ ⊆ C
′′
Let i * be the last iteration of the for loop. Therefore F i * is the set of facilities we consider in the for loop.
Recall that by the case assumption we have |O ′′ | ≤ ℓ and therefore C ′ ⊆ C ′′ . All clients j ∈ C ′′ were part of C i for some i ∈ F i * and by claim 3 we have v
From the case analysis it follows that v j ≤ c ij + w ij for all j ∈ O ′ and for all i ∈ F . Therefore, we have shown that (v, w, q) is a dual feasible solution.
◭
For the approximation guarantee we can focus just on the clients in C ′ because the only contribution that the clients in O ′ make to the dual objective function is to cancel out the −ℓq term and hence they do not affect the approximation guarantee. We call a facility ι the bottleneck of j if v 
Proof. Assume for contradiction that w
i ′ j > 0, i.e., r i ′ ≥ c i ′ j . If r ι ≥ c ιj , then v j = r ι ≤ c i ′ j + w i ′ j = r i ′ . In this case, c ιi ′ ≤ c ιj + c i ′ j ≤ 2r i ′ . Otherwise, if c ιj > r ι , then v j = c ιj ≤ r i ′ . Here too we have, c ιi ′ ≤ c ιj + c i ′ j ≤ 2r i ′ . In either case, c ιi ′ ≤ 2r i ′ ≤ 2 max {r i ′ , r ι }, which is a contradiction, since at most one of i ′ , ι can be added to F ′ . ◭ ◮ Claim 8. If a closed facility ι ∈ F ′ is the bottleneck for j ∈ C ′ ,
and if an open facility
Proof. ι is a bottleneck for j, so v j ≥ c ιj , and
Now we state the main lemma that uses the dual variables for analyzing the cost.
Proof. Fix a client j ∈ C ′ , and let ι be its bottleneck. We consider different cases. Here, c ij should be seen as the connection cost of j, and w ij , the cost towards opening of a facility (if w ij > 0).
Case 1: ι ∈ F
′ . In this case, by claim 7, w i ′ j = 0 for all other i ′ ∈ F ′ . If c ιj < r ι , then w ιj > 0, and v j = c ιj + w ιj . Therefore, v j pays for the connection cost as well as towards the opening cost of ι. Otherwise, if c ιj ≥ r ι , then w ιj = 0. Also, w i ′ j = 0 for all other i ′ ∈ F ′ . Therefore, j does not contribute towards opening of any facility in F ′ . Also, we have v j = max {c ιj , r ι } = c ιj , i.e., v j pays for j's connection cost. Case 2: ι / ∈ F ′ and w ij = 0 for all i ∈ F ′ . Let i ′ ∈ F ′ be the facility that caused ι to close. From claim 8, we have that c i ′ j ≤ 3v j , i.e. 3v j pays for the connection cost of j. Case 3: ι / ∈ F ′ , and there is some i
Therefore, 3v j pays for the connection cost of j to i ′ , and its contribution towards opening of i ′ .
, v j pays for the connection cost of j to i ′ , and its contribution towards opening of i ′ .
◭
Now we are ready to prove the approximation guarantee of the algorithm.
Proof. Recall that f ie denotes the cost of the most expensive facility in an optimal solution. Furthermore, notice that for any facility i ∈ F ′ \ {i * }, the clients in the ball
, some of the clients in B(i * , r i * ) may have been removed in the outlier determination phase, and therefore it may not get paid completely by the dual variables v j . Therefore,
Since i e is the most expensive facility)
Since (v, w, q) is a feasible dual solution, its cost is a lower bound on the cost of any integral optimal solution. Therefore, the theorem follows. ◭ Applying Corollary 2 with α = 1 + ε, β = 3, γ = 1 yields the following approximation guarantee.
◮ Theorem 11. The solution returned by Algorithm 2 is a 5 + ε approximation to the Robust
FacLoc problem.
Facility Location with Penalties
For the penalty version, each client j comes with a penalty p j which is the cost we pay if we make j an outlier. Therefore, the radius computation for a facility changes because if a facility i is asking client j to contribute more than p j − c ij then it is cheaper for j to mark itself as an outlier and pay its penalty. Therefore, for each facility i ∈ F , let r i ≥ 0 be a value such that
, if it exists. Notice that if for a facility i ∈ F , such an r i does not exist, then it must be the case that for all j ∈ C, p j ≤ c ij . That is, it is for any client, it is cheaper to pay the penalty than to connect it to this facility. Therefore, removing such a facility from consideration does not affect the cost of any solution, and hence we assume that for all i ∈ F , an r i ≥ 0 exists such that
. The algorithm for FacLoc with Penalties is shown in Algorithm 3.
/* Greedy Phase: */ 2 Sort and renumber facilities in the non-decreasing order of r i .
8 end /* Outlier Determination Phase: */ 9 for each client j do 10 Let i be the closest facility to j in F
We state the standard primal and dual linear programming relaxations for FacLoc with Penalties in Figure 2 . For j ∈ C and i ∈ F , define w ij := max {min {r i − c ij , p j − c ij } , 0} and for j ∈ C, let v j := min i∈F c ij + w ij . Note that v j = min i∈F max {c ij , min
Dual LP
Figure 2 Primal and Dual Linear Programming Relaxations for FacLoc with Penalties
is a facility realizing the minimum v j = c ιj + w ιj = max {c ιj , min {r ι , p j }}, then we say that ι is the bottleneck of j.
To make the analysis easier, we consider a more expensive solution (C ′ , F ′ ) where the set of clientsC ′ is constructed using the following modified outlier determination phase: for each client j, if max {r ι , c ιj } ≤ p j then j ∈C ′ and otherwise j ∈Õ ′ where ι is the bottleneck of j.
It is easy to see that for any client j ∈ C, the "cost" paid by the client (i.e., connection cost, or its penalty) in the solution (C ′ , F ′ ) is at most the cost paid by it in the solution (
. So henceforth, we analyze the cost of the solution (C ′ , F ′ ) by comparing it to the cost of a feasible dual LP solution and in order to alleviate excessive notation, we will henceforth refer to the solution (
Because of the way we choose the outliers in the solution we consider for the analysis (C ′ , F ′ ) we have the following property (where ι is the bottleneck of j) -
We simultaneously prove feasibility of the dual solution we constructed, and show how it can be used to pay for the integral solution. We consider different cases regarding a fixed client j ∈ C with bottleneck facility ι. We first prove a few straightforward claims.
Proof. Suppose there exists a facility
Proof. Note that since we assume max
If c ιj ≥ r ι , then w ιj = 0, and c ιj = v j . This means 2r ι + c ιj ≤ 3c ιj = 3v j Otherwise,
Proof. Again, since we assume max Proof. First note that constraints 14, 15, and 16 are satisfied by construction for all i ∈ F and j ∈ C and so is constraint 13 for all j ∈ C ′ . All that is left to show is that constraint 13 is satisfied for all
We have,
Proof. In all the cases, we assume that max {r ι , c ιj } ≤ p j and therefore j ∈ C ′ . This also implies v j = v ′ j = max {c ιj , min {p j , r ι }} = max {c ιj , r ι }. Therefore, we can just disregard the penalties in the analysis.
1. If c ιj < r ι , then v j = c ιj + w ιj . In this case, v j pays for connecting j to ι and also for j's contribution to opening cost of ι which is exactly w ιj .
2.
Otherwise c ιj ≥ r ι , then w ιj = 0, which is j's contribution towards ι. We have v j = c ιj and therefore v j pays for connecting j to ι.
′ be the facility that caused ι to close. Connect j to i ′ . From claim 13, we have c i ′ j ≤ 3v j . Therefore, 3v j pays for the connection to i ′ .
Furthermore, let i be the facility that caused ι to close. By claim 13 we have c ij ≤ 3v j . We have
Subtracting c i ′ j from both sides, we get c i ′ j + 2w i ′ j ≤ c ij ≤ 3v j . Therefore, 3v j pays for the connection cost of j to i ′ and also for (twice) j's contribution towards opening i ′ .
Case 4. ι / ∈ F ′ and i ′ ∈ F ′ with w i ′ j > 0 caused ι to close. We connect j to i ′ . From claim 14, we have that
That is, v j pays for the connection cost of j to i ′ , as well as its contribution towards opening of i ′ .
◭ Thus, (v, w) is a feasible dual solution. We use the above analysis to conclude with the following theorem.
A primal-dual analysis of Algorithm 3 leads to the following upper bound.
Proof. We show cost(C ′ , F ′ ) ≤ 3 j∈C v j , which is sufficient since (v, w) is a feasible dual solution, and cost of any feasible dual solution is a lower bound on the cost of an integral optimal solution.
As we have argued previously, for any j ∈ C \ C ′ , we have p j = v j , and that for any
, where s(j) ≥ 0 is the contribution of j towards opening a single facility in F ′ . We have also argued that any j ∈ C ′ contributes s(j) for at most one open facility from F ′ . It follows that,
Distributed Robust Facility Location: Implicit Metric
We first present our k-machine algorithm for Distributed Robust FacLoc in the implicit metric setting and derive the Congested Clique as a special case for k = n. We then describe how to implement the algorithm in the MPC model.
The k-Machine Algorithm
In this section we show how to implement the sequential algorithms for the Robust FacLoc in the k-machine model. To do this we first need to establish some primitives and techniques. These have largely appeared in [4] . Then we will provide details for implementing the Robust FacLoc algorithm in the k-machine model. Since the input metric is only implicitly provided, as an edge-weighted graph, a key primitive that we require is computing shortest path distances to learn parts of the metric space. To this end, the following lemma shows that we can solve the Single Source Shortest Paths (SSSP) problem efficiently in the k-machine model. In addition to SSSP, our algorithms require an efficient solution to a more general problem that we call Multi-Source Shortest Paths (in short, MSSP) and a variant of MSSP that we call ExclusiveMSSP. The input is an edge-weighted graph G = (V, E), with non-negative edge-weights, and a set T ⊆ V of sources.
For MSSP, the output is required to be, for each vertex v, the distance d(v, T ) (i.e., min{d(v, u) | u ∈ T }) and the vertex v * ∈ T that realizes this distance. Whereas in ExclusiveMSSP, for each v ∈ T , we are required to output d(v, T \ {v}) and the vertex u * ∈ T \ {v} that realizes this distance. The following two lemmas show that we can solve these two problems efficiently in the k-machine model. 
Radius Computation
Using the primitives we described in the previous section, [4] show that it is possible to compute approximate radius values efficiently in the k-machine model by computing neighborhood size estimates along the lines of [11, 39] . A version of the algorithm is described in 4. We discuss the implementation of this algorithm in a fair bit of detail because we will need to modify certain aspects when implementing the FacLoc with Penalties algorithm in the k-machine model (Section 5. 
In Algorithm 4, step 2 is just local computation, so we focus on Step 1 which requires the solution to the problem of computing neighborhood sizes.
Cohen In [4] , the authors show that Algorithm 5 can simulate Cohen's neighborhood size estimation framework in the k-machine model inÕ(n/k) rounds 
Compute a (1 + ε)-approximate solution to MSSP using T i as the set of sources ; letd(v, T i ) denote the computed approximate distances
Therefore, we get the following lemma the proof of which can be found in Section 4 of [4] . d(v, u) ).
◮ Lemma 22. For each facility v ∈ F it is possible to compute an approximate radiusr v iñ O(n/k) rounds of the k-machine model such that
rv (1+ε) 2 ≤r v ≤ (1 + ε) 2 r v where r v is the actual radius of v satisfying f v = u∈B(v,rv) (r v −
Greedy Phase
The greedy phase is implemented by discretizing the radius values computed in the first phase which results in O(log 1+ε n) distinct categories. Note that in each category, the order in which we process the facilities does not matter as it will only add an extra (1 + ε) factor to the approximation ratio. This reduces the greedy phase to computing a maximal independent set (MIS) on a suitable intersection graph for each category i where the vertices are the facilities in the i th category and the there is an edge between two vertices if they are within distance 2(1 + ε) i of each other. Finding such an MIS requires O(log n) calls to a subroutine that solves MSSP [39] and since our implementation of MSSP only returns approximate distances, what we really compute is a relaxed version of an MIS called an (ε, d)-MIS in [4] . Solve an instance of the ExclusiveMSSP problem using R as the set of sources (see Lemma 20) to obtain (1 + ε)-approximate distancesd
6
Each machine m j computes
Solve an instance of the MSSP problem using T as the set of sources (see Lemma 19 ) to obtain (1 + ε)-approximate distancesd
9
The work in [4] gives an algorithm that efficiently computes an approximate MIS in the k-machine model which we describe in Algorithm 6.
◮ Lemma 24. Algorithm 6 finds an (O(ε), d)-approximate MIS I of G[W ] whp inÕ(n/k) rounds.
We are now ready to describe the k-machine model implementation of Algorithm 2. Our k-machine model implementation of the Robust FacLoc algorithm is summarized in Algorithm 7. The correctness proof is similar to that of Algorithm 2 but is complicated by the fact that we compute (1 + ε)-approximate distances instead of exact distances. Again, as in the analysis of the sequential algorithm, we abuse the notation so that (i) (C ′ , F ′ ) refers to a minimum-cost solution returned by the algorithm, (ii) i e refers to the facility chosen in the line 2 of the algorithm, and (iii) the modified instance with original facility costs. This analysis appears in the next section, and as a result we get the following theorem.
◮ Theorem 25. InÕ(poly(1/ε) · n/k) rounds, whp, Algorithm 7 finds a factor 5 + O(ε)
approximate solution (C ′ , F ′ ) to the Robust FacLoc problem for any constant ε > 0.
Proof. There are O(log (1+ε)
fmax fmin ) = O(log n) iterations of the outer for loop, where a facility with the highest opening cost from the range (1 + ε) t , (1 + ε) t+1 . The guess can be broadcast to all the machines, and they can modify their part of the instance appropriately (without actually removing the facilities from the metric graph). This extra factor is absorbed by the tilde notation, provided that each iteration of the for loop takesÕ(n/k) rounds. We can also estimate the cost of a solution within a factor of (1 + O(ε)) factor iñ O(n/k) rounds -the details can be found in [4] . Since there are O(log n) candidate solutions to find a minimum-cost solution from, in line 24, this step can also be implemented iñ O(n/k) rounds. 
. , O(log n) do

2
Let i e ∈ F be a most expensive facility from the facilities with opening costs in the range (1 + ε)
Call the RadiusComputation algorithm (Algorithm 4) to compute approximate radii. /* Greedy Phase:
Let W be the set of vertices w ∈ F across all machines withr w =r = (1 + ε) 
with a minimum cost
Each iteration of the for loop 7 consists of two phases namely, the Radius Computation and Greedy Phases. We bound the running time of both these phases separately. By Lemma 22 we know that the radius computation phase of Algorithm 7 requiresÕ(n/k) rounds. In the for loop on line 6 there are at most O(log 1+ε nN ) = O(log nN ) = O(log n) possible values of i and hence at most O(log n) iterations (where N = poly(n) is the largest edge weight). Each individual step in the greedy phase of Algorithm 7 takesÕ(n/k) rounds therefore we conclude that the overall running time isÕ(n/k) rounds.The proof of the approximation guarantee appears in the next section. ◭
Analysis of the Algorithm
Similar to the sequential algorithm analysis, we analyze the cost of the corresponding costlier solution (C ′ , F ′ ). In order to alleviate excessive notation, we will henceforth refer to the
We now restate the standard primal and dual for the Robust Facility Location problem.
Let r i be the radius value of i satisfying f i = j∈B(i,ri) (r i − c ij ) and letr i be the approximate radius value of i computed during Algorithm 7
First, we construct a feasible dual solution (v, w, q). For a facility i ∈ F and client j ∈ C, let w ij := max{0,
−2r i where i is the last iteration of the for loop (lines 6-13)
Proof. If j ∈ C ′′ then it must be added to C i ′ for some iteration i ′ ≤ i. Let us assume wlog that j was added to C i . Therefore, there must be some i
(since we process facilities in increasing value ofr)
Since we compute approximate shortest paths, if client j is not added to any
i as we process facilities in increasing order ofr. Therefore, 
i by Claim 26)
We enter the outlier determination phase because of the break statement on line 12. Here, |O ′′ | ≤ ℓ and C ′ ⊆ C
′′
Let i * be the last iteration of the for loop. Therefore F i * is the set of facilities we consider in the for loop and max i∈F i * r i ≤ (1 + ε)
Recall that by the case assumption we have |O ′′ | ≤ ℓ and hence C ′ ⊆ C ′′ . All clients j ∈ C ′′ were part of C i for some i ∈ F i * and by Claim 26 we have v
Otherwise, j ∈ O 2 and was added to O ′ because it had highest v ′ j value among C i * . Therefore, by Claim 26 it follows that for any facility i ∈ F , c ij +
◭ For the approximation guarantee we can now focus just on the clients in C ′ because the only contribution that the clients in O ′ make to the dual objective function is to cancel out the −ℓq term and hence they do not affect the approximation guarantee.We call a facility ι the bottleneck of j if v ′ j = max{r ι , c ιj } = c ιj + w ιj . Throughout this section, we condition on the event that the outcome of all the randomized algorithms is as expected (i.e. the "bad" events do not happen). Note that this happens with w.h.p. We first need the following facts along the lines of [39] . 
We now prove a few claims about the dual solution.
◮ Claim 30. For any i ∈ F and j ∈ C,r
If for some i ∈ F and j ∈ C, w ij > 0, then w ij = r i − c ij which means
Proof. For j ∈ C ′ , we have
Proof. Assume for contradiction that
In either case,
which is a contradiction to Claim 29 since at most one of i ′ , ι can be added to
Proof. Recall that f ie denotes the cost of the most expensive facility in an optimal solution. Furthermore, notice that for any facility i ∈ F ′ \ {i * }, the clients in the ball B(i, r i ) ⊆ C ′ . However, if i * ∈ F ′ , some of the clients in B(i * , r i * ) may have been removed in the outlier determination phase, and therefore it may not get paid completely by the dual variables v j . Therefore,
Since (v, w, q) is a feasible dual solution, its cost is a lower bound on the cost of any integral optimal solution. Therefore, the theorem follows. ◭ Therefore, we can apply corollary 2 with α = 1 + ε, β = 3(1 + ε) 8 , γ = 1 to get the following approximation guarantee -
◮ Theorem 36. The solution returned by Algorithm 7 is a 5 + O(ε) approximation to the Robust Facility Location problem
The Congested Clique and MPC Algorithms
The algorithm for Congested Clique is essentially the same as the k-machine model algorithm with k = n. The only technical difference is that in the k-machine model, the input graph vertices are randomly partitioned across the machines. This means that even though there are n vertices and n machines, a single machine may be hosting multiple vertices. It is easy to see that the Congested Clique model, in which each machine holds exactly one vertex can simulate the k-machine algorithm with no overhead in rounds. Therefore, by substituting k = n in the running time of Theorem 25, we get the following result. ◮ Theorem 37. In O(poly log n) rounds of Congested Clique, whp, we can find a factor 5 + O(ε) approximate solution to the Robust FacLoc problem for any constant ε > 0. Now we focus on the implementing the MPC algorithm. The first crucial observation is that Algorithm 7 reduces the task of finding an approximate solution to the Robust FacLoc problem in the implicit metric setting to poly log n calls to a (1 + ε)-approximate SSSP subroutine along with some local bookkeeping. Therefore, all we need to do is efficiently implement an approximate SSSP algorithm in the MPC model.
The second fact that helps us is that Becker et al. [6] provide a distributed implementation of their approximate SSSP algorithm in the Broadcast Congested Clique (BCC) model. The BCC model is the same as the Congested Clique model but with the added restriction that nodes can only broadcast messages in each round. Therefore we get the following simulation theorem, which follows almost immediately from Theorem 3.1 of [7] .
◮ Theorem 38. Let A be a T round BCC algorithm that usesÕ(n) local memory at each node. One can simulate A in the MPC model in O(T ) rounds usingÕ(n) memory per machine.
In any T round BCC algorithm, each vertex will receive O(n · T ) distinct messages. The approximate SSSP algorithm of Becker et al. [6] runs in O(poly log n/ poly(ε)) rounds and therefore, usesÕ(n) memory per node to store all the received messages (and for local computation). Therefore, we get the following theorem.
◮ Theorem 39. In O(poly log n) rounds of MPC, whp, we can find a factor 5 + O(ε) approximate solution to the Robust FacLoc problem for any constant ε > 0.
Distributed Robust Facility Location: Explicit Metric
For the k-machine model implementation, the implicit metric algorithm from the previous section also provides a similar guarantee for the explicit metric setting and hence we do not discuss it separately in this section.
The Congested Clique Algorithm
The work in [21] presents a Congested Clique algorithm that runs in expected O(log log n) rounds and computes an O(1)-approximation to FacLoc. This is improved exponentially in [23] which presents an O(1)-approximation algorithm to FacLoc running in O(log log log n) rounds whp. The algorithms in [21] and in [23] are essentially the same with one key difference. They both reduce the problem of solving FacLoc in the Congested Clique model to the ruling set problem. Specifically, showing that if a t-ruling set can be computed in T rounds, then an O(t)-approximation to FacLoc can be computed in O(T ) rounds. In [21] a 2-ruling set is computed in expected O(log log n) rounds, whereas in [23] it is computed in O(log log log n) rounds whp. The algorithm for computing an O(1)-approximation to Robust FacLoc (see Section 2.1) is essentially the FacLoc algorithm in [21, 23] , but with an outer loop that runs O(log n) times. In each iteration of this outer loop, we modify the facility opening costs in a certain way and solve FacLoc on the resulting instance. Thus we have O(log n) instances of FacLoc to solve and via the reduction in [21, 23] , we have O(log n) independent instances of the ruling set problem to solve. Here we show that O(log n) independent instances of the O(log log log n)-round 2-ruling set algorithm in [23] can be executed in parallel in the Congested Clique model, still in O(log log log n) rounds whp. To be precise, suppose that the input consists of c = O(log n) graphs
◮ Theorem 40. 2-ruling sets for all graphs
Proof. The proof is simply an accounting of the communication that occurs in each phase of the 2-ruling set algorithm in [23] . The accounting establishes that there is enough bandwidth in the Congested Clique model to allow for c instances of the algorithm (one for each graph G i ) to run in parallel, without increasing the number of rounds by more than a constantfactor. The 2-ruling set algorithm of [23] consists of 5 phases (in this order): (1) Lazy Degree Decomposition phase, (2) Speedy Degree Decomposition phase, (3) Vertex Selection phase, (4) High Degree Vertex Removal phase, (5) MIS in Low-Degree Graphs phase. Phases (1)-(4) are described in detail in [23] , whereas Phase 5 is described in [18] .
In the Lazy Degree Decomposition phase and the Vertex Selection phases, each vertex communicates by broadcasting a bit. To run c instances of these two phases, a vertex can simply package the c bits it needs to send (one for each instance) into O(1) messages of size O(log n) each and use O(1) rounds to perform the communication.
The key part of the Speedy Degree Decomposition phase is for each vertex v ∈ V to learn B Gt (v, ⌈log log n⌉), the topology up to distance ⌈log log n⌉ hops of the graph G t that is active after the Lazy Degree Decomposition phase. This phase consists of ⌈log log log n⌉ iterations (each of which can be implemented in O (1) To run c instances of this phase, we simply use c distinct leaders (e.g., the c vertices with lowest IDs), one for each instance of the algorithm. This permits the random rank generation for the c instances to complete in parallel in O(1) rounds. In the proof of Theorem ??? in [23] it is shown that the number of edges of the graph induced by P , incident on a vertex is O(n/ log 2 n) whp. It is also shown that whp the total number of edges in this induced subgraph is O(n). Therefore, each vertex needs to send O(n/log 2 n) messages to the leader. Even with c = O(log n) instances of the algorithm, each vertex needs to send O(n/ log n) messages. Furthermore, since we are using c distinct leaders to receive the graphs each of size O(n), we can use Lenzen's routing protocol to complete this communication in O(1) rounds.
Finally, we examine the MIS in Low-Degree Graphs phase. This phase consists of two parts, the first being the gathering by each vertex v of its O(log log n)-hop neighborhood (see Lemma 2.15 in [18] ). The maximum degree of the graph on which we run this phase is O(log 3 n) and therefore the accounting that we did for the Speedy Degree Decomposition phase applies. Recall that in the analysis of the Speedy Degree Decomposition phase the maximum degree was bounded above by n 1/8 log log n . Finally, in the second part of the MIS in Low-Degree Graphs phase, the graph that is still active is gathered and processed at a single leader vertex. It is shown in Lemma 2.11 in [18] that this graph has O(n) edges and therefore can gathered at the leader in O(1) rounds. To run c = O(log n) instances of this phase, as before, we simply pick c leaders. Thus there is still enough bandwidth from receiver's perspective. Also note that there is enough bandwidth from the sender's perspective because the maximum degree of the graph that enters the MIS in Low-Degree Graphs phase is O(log 3 n). ◭
The theorem above and the discussion preceding it leads to the following theorem. 
The MPC Algorithm
We now utilize the Congested Clique algorithm for Robust FacLoc to design an MPC model algorithm for Robust FacLoc, also running in O(log log log n) rounds whp. Since each vertex has explicit knowledge of n distances, the overall memory is O(n 2 ) words. Since the memory of each machine isÕ(n), the number of machines will beÕ(n) as well. Therefore, we can simulate the algorithm from the preceding section using Theorem 3.1 of [7] in the MPC model. We summarize our result in the following theorem.
◮ Theorem 42. There is an O(1)-approximation algorithm for Robust
FacLoc that can be implemented in the MPC model withÕ(n) words per machine in O(log log log n) rounds whp.
5
Facility Location with Penalties: Implicit Metric
The k-Machine Algorithm
In this section we describe how to implement Algorithm 3 in the k-machine model. Since the radius computation phase for FacLoc with Penalties is different from the one for Robust FacLoc (Algorithm 4), we first show how to modify Algorithm 4 in order to compute approximate radii for the Penalty version.
Radius Computation
In FacLoc with Penalties, the definition of radii differs from that in Robust FacLoc (or the standard Facility Location algorithm) due to the penalties of the clients. In particular, for a vertex v, the radius is defined as r v satisfying the following equation:
. Throughout this section, we assume that such an r v exists -otherwise, it can be shown that excluding v as a candidate facility does not affect the cost of any solution. We now show how to appropriately modify the neighborhood computation and the radius computation subroutines.
The key idea is to divide vertices into O(log n) classes, such that the penalties of the vertices belonging to a particular class are within 1 + O(ε) factor of each other. Then, for any vertex v, and for each penalty class, we estimate the number of vertices from that penalty class, in (1 + ε) i -neighborhood of v. Once we have these estimates for each range of neighborhoods, they can be used for computation of approximate computation of radii. We formalize this in the following.
First, we assume that we have normalized f i , c ij , p j , such that any positive quantity is at least 1. Note that we can normalize any given input in this manner in O(1) rounds of the k-machine model. Let P 0 := {j ∈ V | p j = 0}, and for any integer t ≥ 1, let
By assumption, the penalties are polynomially bounded in n, and hence the total number of penalty classes is O(log n).
Let NbdSizeEstimates(G, ε, b) be a modified version (of the original algorithm, Algorithm 3 in [4] , see Algorithm 8) that takes an additional parameter b ≥ 0, wherein only the vertices in P b participate. That is, random ranks (as in the original version) are chosen only for the vertices in P b . However, the neighborhood size estimates are computed for all vertices. The details are straightforward, and are therefore omitted. 
Compute a (1 + ε)-approximate solution to MSSP using T i as the set of sources ; letd(v, T i ) denote the computed approximate distances We define the following quantities with respect to any vertex v ∈ V . Let α (v, r, b) 
Proof. First, let t > b. And consider,
Where final step uses similar arguments from the previous case. Now, we consider, We have the following bounds on the approximate radius computed by the algorithm.
Proof. By Lemma 43, we have the following for i ≥ 1:
Now, let t be the smallest integer for which b≥0λ (v, t, b) > f v . Now, by Lemma 44, we have that λ(v, t, b) ≥ α(v, (1 + ε) t , b). Now, using arguments very similar to those in the proof of Lemma 8 of [4] , one can show the following inequality.
Let W be the set of vertices w ∈ F across all machines withr w =r = (1 + ε)
Using Lemma 19, remove all vertices from W within distance 2(1 + ε) 2 ·r from F Our k-machine model implementation of the FacLoc with Penalties algorithm is summarized in Algorithm 10. The correctness proof is similar to that of Algorithm 3 but is complicated by the fact that we compute (1 + ε)-approximate distances instead of exact distances. This analysis appears in the next section, and as a result we get the following theorem the proof of which is similar to Theorem 25. 
Analysis of the Algorithm
We state the standard primal and dual linear programming relaxations for facility location with penalties in Figure 2 . For j ∈ C and i ∈ F , define w ij := max {min {r i − c ij , p j − c ij } , 0} and for j ∈ C, let v ′ j := min i∈F c ij + w ij . Note that v ′ j = min i∈F max {c ij , min {r i , p j }}. If ι is a facility realizing the minimum v ′ j = c ιj + w ιj , then we say that ι is the bottleneck of j. To make the analysis easier, we consider a more costly solution (C ′ , F ′ ) where the set of clientsC ′ is constructed using the following modified outlier determination phase: for each client j, if c ιj ≤ p j then j ∈C ′ and otherwise j ∈Õ ′ where ι is the bottleneck of j. It is easy to see by an exchange argument that the cost e (C ′ , F ′ ) ≤ cost e (C ′ , F ′ ), the outliers determined in the algorithm are at least as far from F ′ as ones in the modified outlier determination phase. Henceforth, we analyze the cost of the solution (C ′ , F ′ ) by comparing it to the cost of a feasible dual LP solution and in order to alleviate excessive notation, we will henceforth refer to the solution (
Proof. Again, since we assume max {r ι , c ιj } ≤ p j , we have j ∈ C ′ , v j = v ◮ Theorem 55. cost(C ′ , F ′ ) ≤ 3(1 + ε) 4 · cost(C * , F * ).
Proof. We show cost(C ′ , F ′ ) ≤ 3(1 + ε) 4 j∈C v j , which is sufficient since (v, w) is a feasible dual solution, and cost of any feasible dual solution is a lower bound on the cost of an integral optimal solution.
As we have argued previously, for any j ∈ C \ C ′ , we have p j = v j , and that for any j ∈ C ′ , we have d(j, F ′ ) + s(j), where s(j) ≥ 0 is the contribution of j towards opening a single facility in F ′ . We have also argued that any j ∈ C ′ contributes s(j) for at most one open facility from F ′ . It follows that,
The Congested Clique and MPC Algorithms
As argued in Section 3.2, the Congested Clique model is essentially the same as the k-machine model, where k = n. Plugging this into Theorem 46, we get the following theorem.
◮ Theorem 56. In O(poly log n) rounds of Congested Clique, whp, we can find a factor 3 + O(ε) approximate solution to the FacLoc with Penalties problem for any constant ε > 0.
In order to compute the radii of the facilities, the machines need to know the penalties of all the clients which can be done in O(1) rounds of MPC since each machine needs to receive n words corresponding to the penalties of each client. The rest of the MPC algorithm implementation is similar to the corresponding implementation for the Robust FacLoc problem (Section 3.2) so we don't repeat them again. The only difference is that we are trying to implement Algorithm 10 instead. We summarize this result in the following theorem.
◮ Theorem 57. In O(poly log n) rounds of MPC, whp, we can find a factor 3 + O(ε) approximate solution to the FacLoc with Penalties problem for any constant ε > 0.
Facility Location with Penalties: Explicit Metric
The Congested Clique Algorithm
In this section, we briefly sketch how to implement the Facility Location with Penalties algorithm from Section 2.2 in O(log log log n) rounds of the Congested Clique, in the explicit metric setting. Recall that in this setting, each vertex (i.e.) v ∈ V knows d(u, v) for all vertices u ∈ V . At the beginning of the algorithm, each client j ∈ C broadcasts its penalty p j -this takes O(1) rounds. Once each facility i ∈ F knows penalty p j of each client j ∈ C, it can locally compute r i satisfying f i = j∈C max{min{r i − c ij , p j − c ij }, 0}. As argued in Section 2.2, it is without loss of generality to assume that for any facility i ∈ F an r i satisfying this equation exists. This completes the radius computation phase.
The details of the greedy phase are similar to that from the Facility Location algorithms of [21, 23] , (see also Section 4.1), where the computation of this phase is reduced to 3-ruling set computation. As argued in Section 4.1, this can be done in O(log log log n) rounds. In fact, for the Facility Location with Penalties problem, this is simpler since each vertex participates in at most one ruling set computation, as opposed to O(log n) different ruling sets as in the Robust Facility Location. It can be shown in a similar way that this results in an O(1) approximation. We summarize our result in the following theorem.
◮ Theorem 58. There is an O(1)-approximation algorithm in the Congested
Clique model for FacLoc with Penalties, running in O(log log log n) rounds whp.
The MPC Algorithm
Since each vertex has explicit knowledge of n distances, the overall memory is O(n 2 ). Therefore, we can simulate the Congested Clique algorithm from the preceding section using Theorem 3.1 of [7] in the MPC model. We summarize our result in the following theorem. 
7
Conclusion and Open Questions
This paper presents fast O(1)-factor distributed algorithms for Facility Location problems that are robust to outliers. These algorithms run in the Congested Clique model and two models of large-scale computation, namely, the MPC model and the k-machine model. As far as we know these are the the first such algorithms for these important clustering problems. Fundamental questions regarding the optimality of our results remain open. In the explicit metric setting, we present algorithms in the Congested Clique model and the MPC model that run in O(log log log n) rounds. While these may seem extremely fast, it is not clear that they are optimal. Via the results of Drucker et al. [14] , it seems like showing a non-trivial lower bound in the Congested Clique model is out of the question for now. So a tangible question one can ask is whether we can further improve the running time of the 2-ruling set algorithm in the Congested Clique model, possibly solving it in O(log * n) or even O(1) rounds. This would immediately imply a corresponding improvement in the running time of our Congested Clique and MPC model algorithms in the explicit metric setting. All the k-machine algorithms we present in the paper run inÕ(n/k) rounds. It is unclear if this is optimal. In previous work [4] , we showed a lower bound ofΩ(n/k) in the implicit metric setting, assuming that in the output to facility location problems every open facility
