Introduction

19
Volatile organic compounds (VOCs) play a critical role within the Earth's troposphere, affecting 20 the global climate, controlling the formation of common pollutants, and influencing the lifetimes 21 of other key atmospheric compounds. VOCs are emitted from both natural and anthropogenic 22 sources, including combustion and industrial production processes (Piccot et al., 1992) , as well 23 as natural emissions from trees and other plant life (Guenther et al., 2012) . The accurate 24 representation of these compounds within atmospheric models is a key goal of the atmospheric 25 chemistry community, largely because they are direct precursors of ozone (O3) and fine 26 particular matter (PM2.5), known pollutants which can also influence the global climate (Jenkin 27 and Clemitshaw, 2000). VOCs also have major impacts on other key atmospheric species, 28 including the hydroxyl radical (OH), one of the key contributors to the oxidation capacity of the 29 atmosphere. 30 Tropospheric O3 is an EPA criteria pollutant responsible for an estimated 200,000 premature 31 mortalities worldwide each year (Lim et al., 2013) . Ozone concentrations are typically highest on 32 hot, stagnant days in the presence of abundant nitrogen oxides (NOx) and VOCs. While there has 33 been some success in reducing the magnitude of extreme summertime O3 events across the 34 United States and Europe, especially in urban areas (Guerreiro et al., 2014; Simon et al., 2015) , 35 difficulties in predicting and reducing global tropospheric O3 levels remain (Cooper et al., 2014) . 36 Among the causes of these difficulties are uncertainties surrounding the emissions, chemistry, 37
and removal of VOCs and other O3 precursors, especially due to the non-linearity of the 38 relationship between precursor concentrations and O3 production. Understanding spatial and 39 temporal variability in atmospheric oxidative capacity, O3 formation rates, and other 40 consequences of VOCs will require that gap to be closed, both in ambient observations of the 41 atmosphere and within the models used to represent it. Many studies have reported a gap 42 between summed observed OH reactivity and observations based on OH lifetimes, a discrepancy 43 which could be explained by the presence of unidentifiable VOCs and/or their oxidation products 44 (Yang et al., 2016) . Meanwhile, although the current generation of chemical transport models  45  typically includes a variety of species representing the most common and influential VOCs, this  46 is a small fraction of the 3,000-4,000 currently identifiable species, which is, in turn, only a small 47 fraction of the total compounds (estimated to be on the order of 10 4 -10 5 ) present in the 48 atmosphere (Goldstein and Galbally, 2007) . 49 GEOS-Chem, a model often used for the study of pollutants and tropospheric composition, 50
simulates the emission and oxidation of many of the most important atmospheric non-methane 51 VOC (NMVOC) classes, including natural compounds such as isoprene, monoterpenes, and 52 sesquiterpenes, as well as anthropogenically emitted compounds such as the aromatics benzene, 53 toluene, and xylene. However, while all of these species contribute to modeled PM2. While the additional OH reactivity provided by including aromatics and monoterpenes in the 168 model does not close the gap between modeled and observed OH reactivities, it represents one 169 step towards a better representation of observed behaviors. Additional improvements may be 170 found through higher resolution simulations, as well as ongoing improvements to emission 171 inventories and multi-generational oxidative chemistry. Previous studies have indicated that 172 highly reactive hydrocarbons and secondary oxidation products missing from current inventories 173 and mechanisms may be responsible for the large gaps in both calculated and modeled reactivity 174 totals (Yang et al., 2016) . 175
Increases in tropospheric O3
176
In most locations, the increased OH reactivity produced by the inclusion of aromatics and 177 monoterpenes leads to increases in surface O3 levels as well, especially in regions rich in NOx. 178
These changes are significant; for example they are comparable to or larger than the impact of 179 climate change on surface ozone concentrations (Tai et al., 2013) . In the United States ( Figure  180 5), increases in daily maximum 8-hour average summertime O3 exceed 10 ppb over southern 181
California with the addition of aromatics alone. For context, a change of 14 ppb O3 (the 182 maximum simulated increase due to the additional VOCs) is equivalent to 19% of the current 70 183 ppb EPA daily maximum 8-hr standard in the United States. Outside of southern California, 184 increases of 0.5 ppb are apparent throughout most of the country in the FULL case (1.5 ppb in 185 SIMPLE case), with the exception of the southeast, where VOC-insensitive O3 production is 186 consistent with high pre-existing VOC concentrations. Peak O3 increases are largely driven by 187 the additional aromatic chemistry, though mean changes are strongly influenced by the 188 additional monoterpene reactivity, due to greater area of impact. In Europe ( show mixed results. The BASE case simulation overpredicts O3 at most sites (total mean bias of 207 8.2 ± 6.5 ppb). California's San Joaquin Valley region stands as one notable exception, where 208 modeled O3 actually underpredicts average summer observations for these years by up to 18 ppb. 209
As would be expected, the additional O3 generated by aromatic and monoterpene chemistry in 210 most areas increases an already positive bias; the FULL case shows a total mean bias of 9 ppb, 211 ±7 ppb. Exceptions to this can be found in California, where the previously noted O3 212 underprediction is improved by an average of 1.6 ppb in the FULL case, as well as in the 213 Southeast, where reductions in O3 resulting from additional VOC reactivity in an already 214 of surface summertime O3 of 9.5 ± 6.9 ppb. The additional VOC chemistry of the FULL case 217 enhances this bias by an average of 2.0 ± 0.8 ppb. 218
Comparison of aromatic levels themselves to AQS observations (not shown) shows a modest 219 overprediction in urban areas and a comparable underprediction in rural areas (overall bias of -220 0.03 ppb, RMSE of 0.45 ppb), differences which may stem from uncertainties in aromatic 221 emissions inventories. Unfortunately, no such record of systematic observations exist for 222 monoterpenes at this time, making a direct comparison of these modeled species impossible. 223
Conclusions
224
By integrating aromatics and monoterpenes into the GEOS-Chem gas-phase chemistry 225 mechanism, we quantify the potential impacts of these species on total OH reactivity and O3 226 production, finding important contributions to each. Although an already positive O3 bias is 227 exacerbated by the additional effective VOC burden, we find slightly improved agreement with 228 observed OH reactivity totals, a metric that in general has shown a significant negative bias in 229 model results. Furthermore, many uncertainties surround each step of O3 formation, including 230 precursor emissions, oxidative chemistry, transport, and removal. While the additional reactivity 231 provided by bringing these species online pushes overpredicted O3 even higher in these 232 simulations, other ongoing and proposed changes (such as the addition of halogen chemistry, 233 (Sherwen et al., 2016) ) may reduce O3 values, making the additional production from aromatics 234 
