Video compression techniques may yield visually annoying artifacts for limited bitrate coding. In order to improve video quality, a multiframe based motion compensated ltering algorithm is reported based on combining multiple pictures to form a single super-resolution picture and decimation to the desired format. The algorithm is applied to H.264/AVC decoded sequences and the processing involves a quality estimation based on picture type and local quantization value. Compared with directly decoding, the peak signal to noise ratio (PSNR) of the sequence obtained by the proposed algorithm is improved, and annoying ringing artifacts are effectively suppressed.
INTRODUCTION
H.264/AVC is the latest video compression standard. Due to its highly ef cient performance, it will be used in future video storage and distribution applications. An in-loop de-blocking lter has already been addressed in H.264/AVC, therefore the most annoying artifact is ringing. Many postprocessing methods [1] have been developed based on the MPEG2 and H.263 standards. These methods can remove artifacts but also have a risk of over-smoothing details and sharpness, especially for sequences at medium coding bitrate. H.264/AVC has higher compression ef ciency but it also loses many details. In order to remove ringing artifacts, enhance picture resolution, avoid over-smoothing details and preserve the sharpness after decoding, we modify and improve our previous work on MPEG2 [2] for application to H.264/AVC [3] decoded sequences.
The basic idea of the scheme is to apply an adaptive lter along motion trajectories utilizing an estimated quality of the pixel on each trajectory. The process can be divided into quality evaluation, motion compensated upsampling and de-ringing integrated decimation. First, the assumed quality of each pixel in the decoded sequence is estimated based on picture type and quantization step. In the second step, a super-resolution version (quadruple resolution default) of each directly decoded picture is constructed through temporal and spatial upsampling. Finally, a quality based decimation lter is designed to improve video quality and remove ringing artifacts. The motivation for a separate upsampling is an attempt to reduce single frame aliasing and trying to improve sharpness. The aim of this work mainly focuses on artifacts removal and video quality improvement, but by decreasing the decimation degree, higher resolution pictures can be also obtained.
The rest of the paper is organized as follows: In Section 2, a quality metric is designed to estimate each pixel's relative quality in the decoded sequence. A motion compensated upsampling algorithm to construct super-resolution pictures is described in Section 3. The de-ringing integrated decimation lter is described in Section 4. Test results are presented in Section 5.
QUALITY METRIC
The coded video sequence is mainly degraded by coarse quantization and inaccurate motion compensation. Macroblocks with different quantization parameter (QP) and prediction types (I, P or B) may have different distortion. Based on different picture types, we dene a quality parameter q to re ect the mean squared error (MSE) for pixels in I, P and B pictures. With QP values and picture types available at the decoder, the quality parameter is calculated by q = √ 12 × MSE, where MSE is determined by picture type and Qstep based on curves as shown in Fig. 1 . The curves are obtained by measuring the MSE of the luminance components of H.264/AVC decoded sequences. QP determines the quantizer step size, Qstep. The results indicate that intra coded pictures (I) provide the best quality, and unidirectional prediction pictures (P) have better quality than bidirectional prediction pictures (B). We only use these training data to describe relative comparisons between different coding modes, it is not an absolute measure. All the settings and testing in later experiments are based on these curves. With this quality parameter, it is feasible to combine pixels with better assumed quality from neighboring pictures into the current picture, and prevent poor quality pixels from degrading better quality pixels.
The MSE caused by the quantization depends on the distribution of transform coef cients. This distribution is hard to estimate accurately due to varying image content. Some studies [4] have proposed to model transform coef cients with the Laplacian distribution, as opposed to the model in [2] . The distortion in pixel domain can be modeled as shown in Fig. 1 in comparison with the measured values.
MOTION COMPENSATED UPSAMPLING
Motion Compensated (MC) upsampling tries to form a superresolution picture (default has (V=4) times the resolution vertically and (H=4) times the resolution horizontally) by using the information from current picture and the N f previous and subsequent pictures. Compared with a directly decoded picture, a MC upsampled higher resolution picture contains more information, which is helpful to remove artifacts and avoid over-smoothing details. MC upsampling starts with sub-pixel accuracy Motion Estimation (ME) to align pixels in the current picture with pixels in reference pictures. Pixels from reference pictures with fractional motion vector are assigned to the corresponding locations in the higher resolution pictures. Pixels from reference pictures with integer motion vectors are combined with decoded pixels in the current picture using a linear lter. 
Motion Compensated Upsampling
In order to obtain reliable and homogeneous motion pixels xr from reference pictures, a hierarchical block-based ME is utilized. The initial searching block size is set to be 16 × 16, followed by 4 subblocks (8 × 8). This nal block size is our compromise between larger blocks for robustness and smaller blocks for accuracy. The However, block-based motion estimation is not suf cient to guarantee that the best match pixels are in accordance with the true motion. It might introduce errors e.g., at occlusions in the motion compensation process. In order to reduce the risk of errors, we use a rejection criteria to evaluate for each pixel xr whether it should be placed in the super-resolution picture. As in [2] , the evaluation is based on intra-prediction [5] :
where a, b and c denote the pixel at the left, top and top-left of pixel xc respectively. We compare the intra-predicted pixels and best match pixels based on sum of absolute difference (SAD). The pixels xr with larger SAD over an 8 × 8 block will be rejected. Let (mr, nr) denote the absolute coordinates of the best matching pixel, xr, with integer motion vectors in a reference picture. Let (Δm, Δn) denote the relative displacement of interpolated pixels having minimum SAD within an 8 × 8 block. Its corresponding best match xr with integer motion vectors is now perceived as an upsampled pixel at position (mr − m − Δm)V, (nr − n − Δn)H .
If more than one reference pixel map to the same position of the current super-resolution picture, the pixel is assigned to be the reference pixel with the best estimated quality (Fig. 1) . If these reference pixels have equal quality parameter, the super-resolution pixel is assigned to be their weighted average.
Reference pixels with integer motion vectors (Δm = 0, Δn = 0) may also achieve the minimum SAD. These reference pixels are combined with the directly decoded pixels in the current picture on the same trajectory by using a linear lter. The linear lter is only applied on the condition that the reference pixels have better estimated quality parameters. Let xc be a pixel in the current decoded picture and xr a trajectory pixel from a reference picture with integer motion vector. We combine their values to obtain an estimated pixel by:x = hrxr + hcxc (2) To minimize the expected MSE, the coef cients hr and hc could be estimated in a training session using original data by solving the 
This lter is tted to optimal values of hr (Fig. 2) . The parameter α speci es the a priori weight that xr should carry. The parameter β speci es how much the difference in qualities of xr and xc should in uence the estimated pixel value. Equation (4) is monotonically increasing in the ratio qc/qr from 0 to 1 and it has the property that for 0 ≤ α ≤ 1, β ≥ 0, qr, qc ≥ 0 and 0 ≤ hr ≤ 1. Once this lter is applied to the pixels of the current and the reference picture, the estimated pixels in the super-resolution picture are assigned a new quality parameter value:q = hrqr + hcqc (6) 
Interpolated Upsampling
After MC upsampling, an un nished superresolution picture is formed.
In order to complete the current super-resolution picture with irregular samples, we modify the cubic interpolation process with an irregular sample detection. Cubic spatial interpolation is based on rectangular lattice samples, which can supply true continuity among each segment and produce less jaggy edges. If there are no irregular samples in the nearest 4×4 pixel region, a normal cubic interpolation is implemented. Otherwise, a modi ed version is used:
where K1 and K2 are normalizing coef cients, xre(i, j) and xir (a, b) represent samples at regular and irregular positions, respectively.
is a typical cubic convolution kernel [6] :
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DECIMATION
A super-resolution picture for each directly decoded picture is formed after upsampling. In order to reduce ringing artifacts and get the desired picture resolution, we propose a de-ringing integrated downsampling scheme applying a quality based spatial lter. Since ringing artifacts mainly appear in the vicinity of sharp edges, different types of decimation lters are operated in no-edge areas and edge areas, respectively. Canny's method is used for edge detection. In order to reduce the risk of blurring edges in the decimation process, both of the decimation lters are operated in a small 9 × 9 window.
No-edge Area Decimation
For the no-edge area, a two-dimensional spatial linear lter combined with adaptive quality weights is applied in the vicinity of each sample position (m0, n0) to obtain a lower resolution picture.
where p l (m 0 , n 0 ) represents a downsampled pixel in the lower resolution picture, p h (m, n) represent the pixels which are adjacent to sample pixel p h (m0, n0) in the super-resolution picture. K is a normalizing factor (
. gv and g h are 1-D symmetric lters in the vertical and horizontal direction, respectively. w(m, n) is a weight function for each pixel based on its corresponding quality parameter described below. The 1-D symmetric lters gv and g h re ecting the spatial distance are de ned by [2] : g2 = (. . . , 0, a, 1, a, 0, . . .) (10)
Furthermore, the value of a should be adaptive depending on local characteristics (smooth or texture). Therefore, we calculate a standard deviation σ of each downsampling sample p h (m0, n0) within a 9 × 9 window to obtain an adaptive control value:
w(m, n) is a weight function re ecting the qualities of different kinds of pixels. It depends on whether p h (m, n) and p h (m0, n0) are compensated upsampling pixels (pcu) or interpolated upsampling pixels (piu). If both of them are compensated upsampling pixels, their quality parameters are used to determine the weight of p h (m, n). If one of them is obtained by interpolation, a constant weight value is assigned [2] :
where the parameter w0 (set to 6) speci es the a priori worth of a compensated upsampling (pcu) pixel compared to an interpolated pixel (piu). The parameter γ (set to 0.3) is a global parameter reecting the in uence introduced by quality ratio.
Edge Area Decimation
For the edge areas, de-ringing integrated decimation lters are separately applied on each side of the edge boundary. Only those pixels, which are inside the decimation window and on the same side of the sample pixel p h (m0, n0), are used for this de-ringing lter [7] . Therefore, we de ne pixel sets F
as all the pixels used for the weighted de-ringing lter. The downsampled pixel value p l (m 0 , n 0 ) is obtained by:
where the weight factor W m 0 ,n 0 (m,n) is the product of local position distance factor w d (m, n), pixel difference factor w l (m, n) and quality factor w(m, n). w d (m, n) and w l (m, n) are de ned as:
EXPERIMENTAL RESULTS
We used the H.264/AVC reference software JM9.3 [3] for experiments. Several CIF sequences (4:2:0) are chosen. They were encoded with different bitrates by enabling rate control. The GOP structure is de ned as (IBBP )12. In-loop de-blocking lter is on and single encoding reference frame is used. The parameter N f is set to 5, α and β of the lter (4) are estimated using many frames of different sequences based on Equation (3), (See Fig. 2 ), the curves yield α = 0.15 and β = 0.7. Based on these settings, we implemented our algorithm on different directly decoded sequences. Fig. 3 is an example frame with our motion compensated ltering for mobcal. The average PSNR performances for the sequences mobcal and foreman are depicted in Figs. 4 and 5, respectively. From these gures we can clearly see that our algorithm is able to improve the average PSNR performance up to 0.3dB. The more interesting thing is that our algorithm can give improvement for the sequences at medium or relative high bitrate. It can be explained as: the magnitude of the improvements mainly depends on the relative quality of decoded picture compared to its surrounding pictures. Fig. 6 illustrates the PSNR improvement for each individual picture, it is noted that the algorithm improves all the pictures regardless of their directly decoded quality. This paper presents a multi-frame approach to improve decoding quality of H.264/AVC sequences. From the experimental results, the average PSNR of the whole sequence is robustly improved especially for sequences at medium or relatively high bitrate. For individual pictures, all the pictures' quality is improved regardless of their directly decoded quality. Visually, ringing artifacts are reduced, sharp details and edge are well preserved. 
