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In this paper we reexamine Bellman and Zadeh's seminal paper on multistage
decision making in a fuzzy environment. We propose a correction to their func-
tional equation associated with a stochastic system and formulate a model for
deterministic processes governed by fuzzy dynamics. Q 1998 Academic Press
1. INTRODUCTION
The objective of this short paper is twofold. First, to reexamine the basic
w xsequential decision models proposed by Bellman and Zadeh 3 in their
seminal paper, and second to present a model for situations where the
transition law governing the dynamics of the process is fuzzy in nature.
With regard to the first, we propose a correction to the functional
equation derived by Bellman and Zadeh for the stochastic process. It is
shown that the objective function of this stochastic model is nonseparable
under expectation and consequently the functional equation proposed by
Bellman and Zadeh is not valid. The method we propose for handling this
difficulty involves an expansion of the state variable.
We also formulate a deterministic sequential decision model whose
transition law is fuzzy in nature. As expected, the resulting dynamic
w xprogramming functional equation is deterministic in nature 2, 12 .
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The paper is organized as follows: in Section 2 we present two conven-
 .tional i.e., nonfuzzy dynamic programming models, namely, a determinis-
tic model and a stochastic model. These models will provide a general
framework for the analysis of fuzzy models. In Section 3 we consider two
fuzzy versions of these models where in both cases the fuzziness is
introduced in the return space. We explain why the functional equation
derived by Bellman and Zadeh for the stochastic fuzzy model is not valid
and formulate a valid functional equation involving an expansion of the
state variable. In Section 4 we propose a model with fuzzy dynamics for
which we derive a deterministic-type functional equation in Section 5. A
numerical example illustrating this model is discussed in Section 6.
2. CONVENTIONAL SEQUENTIAL DECISION MODELS
To provide a suitable framework for our discussion we present in this
section two conventional dynamic programming models: one for dealing
with deterministic problems and the other for the treatment of stochastic
problems. These models are regarded as conventional in the sense that
they are not fuzzy.
2.1. Deterministic Model
Dynamic programming offers a variety of deterministic sequential deci-
sion models. For the purpose of this discussion it is convenient to use the
following model characterized by having a fixed number of decision stages.
 .Problem P x .1
z x [ max g x , u [ w 1, x , u [ ??? [ w N , x , u [ W x , .  .  .  .  .1 1 1 1 N N Nq1
u
u s u , . . . , u , 1 .  .1 N
subject to
x s t n , x , u , n s 1, . . . , N , 2 .  .nq1 n n
u g U n , x , n s 1, . . . , N , 3 .  .n n
Ä  4where x and N are given. Let N [ 1, 2, . . . , N .1
Ä ÄFormally, it is assumed that w is a real-valued function on N = X = U,
Ãwhere X and U are some finite sets, so-called state space and decision
space, respectively, whereas W is a real-valued function on X. We refer to
w as the stage return function and to W as the final stage return function.
Ä ÃThe transition law, t, is a function on N = X = U with values on X which
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specifies the dynamics of the system as far as the state variable is
concerned. It is deterministic in that the next state is uniquely determined
by the current stage, state, and decision. The feasibility constraint u gn
 .U n, x requires the decision made in stage n to belong to a given subsetn
Ã  .of the decision space U determined by the current stage, state pair.
Finally, the binary operator [ is deployed to compute the overall return,
 .denoted by g x , u , resulting from the initial state x and the sequence of1 1
 .decision u s u , . . . , u . We refer to g as the objecti¨ e function and1 N
assume that expressions involving [ are executed from right to left.
Parentheses can be used in the usual manner if necessary to override this
rule.
Now, in the usual dynamic programming manner, the above problem is
decomposed into a family of parametric subproblems of the following
form:
Ä .Problem P n, x , n g N, x g X .n n n
z x [ max g x , y .  .n n n n
u
[ w n , x , u [ ??? [ w N , x , u [ W x .  .  .n n N N Nq1
u s u , . . . , u , 4 .  .n N
subject to
x s t m , x , u , m s n , . . . , N , 5 .  .mq 1 m m
u g U m , x , m s n , . . . , N , 6 .  .m m
where
Ä  4X [ t n , x , u : x g X , u g U n , x , n g N , X [ x . 4 .  .nq1 n n n n n n 1 1
7 .
For n s N q 1 we set,
z x [ W x , x g X . 8 .  .  .Nq1 Nq1 Nq1 Nq1
The model as a whole and the decomposition scheme in particular are
constructed in such a way that the following dynamic programming func-
tional equation holds:
z x s max w n , x , u [ z t n , x , u , .  .  . .n n n n nq1 n n
 .u gU n , xn n
n s 1, . . . , N , x g X . 9 .n n
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It is well known that the functional equation holds if the composition
woperator is monotone nondecreasing with respect to its right argument 11,
x4, 12 . If the functional equation is not valid, the implication is that the
dynamic programming model must be modified. Such a modification may
require an expansion of the state space or an equivalent remedy.
It can be easily verified that the composition operators q, k dyadic
.  .max , and n dyadic min satisfy the monotonicity condition and the =
satisfies this condition if the function w is nonnegative.
2.2. Stochastic Model
Suppose that the dynamics of the process are governed by a probabilistic
rather than a deterministic transition law. By this we mean that the state
variable at stage n q 1 is a random variable whose probability distribution
function is conditioned by the state observed at stage n and the decision
made at that stage. Symbolically we express this notion as
Ä<x , p ? n , x , u , n g N. 10 . .nq1 n n
Since the next state of the system is no longer uniquely determined by the
 .current stage, state, decision triplet, we let the stage return function w be
 .  .of the form w s w n, x , u , x , and since 7 is no longer valid, we letn n nq1
 .X denote the set of unconditional values that x can take. Also, let Dn n
denote the set of Marko¨ ian strategies satisfying the feasibility condition
Äd n , x g U n , x , n g N. 11 .  .  .n n
w  .xFinally, let E g x denote the expected ¨alue ofd 1
g x , u , x , u , . . . , x , x .1 1 2 2 N Nq1
[ w 1, x , u , x [ ??? [ w N , x , u , x [ W x , 12 .  .  .  .1 1 2 N N Nq1 Nq1
 .given that u s d n, x . Observe that to simplify the notation we ignoren n
the distinction between the random variables and the values that they take.
The multistage decision problem is then as follows:
 .Problem S x .1
e x [ max E g x . 13 .  .  .1 d 1
dgD
As in the case of the deterministic model, the problem is decomposed
into a family of parametric subproblems of the following form:
Ä .Problem S n, x , n g N, x g X .n n n
e x [ max E g x , 14 .  .  .n n d n n
dgD
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w  .xwhere E g x denotes the expected value ofd n n
g x , u , x , . . . , u , x .n n n nq1 N Nq1
[ w n , x , u , x [ ??? [ w N , x , u , x [ W x .  .  .n n nq1 N N Nq1 Nq1
15 .
 .given that u s d m, x , m G n. For n s N q 1 we setm m
e x [ W x , x g X . 16 .  .  .Nq1 Nq1 Nq1 Nq1
The model is constructed in such a way that the following dynamic
programming functional equation holds:
<e x s max E w n , x , u , x [ e x n , x , u , 17 .  .  .  .n n n n nq1 nq1 nq1 n n
 .u gU n , xn n
n s 1, . . . , N y 1, x g X . 18 .n n
Observe that one way to guarantee the validity of this equation is to
require, in addition to the usual monotonicity condition, that
E a [ g x s a [ E g x 19 .  .  .d nq1 nq1 d nq1 nq1
Ä  .for all n g N, x g X , d g D, and a s w n, x , u , x . We shallnq1 nq1 n n nq1
 .refer to 19 as the separability condition under expectation. Note that
neither [s k nor [s n satisfies this condition.
3. BELLMAN AND ZADEH'S FUZZY MODELS
We shall now consider the basic structure of the seminal fuzzy dynamic
w xprogramming models formulated by Bellman and Zadeh 3 . The first is
deterministic, the second stochastic, and both involve a sequence of
 4membership functions m , 1 F n F N q 1, where for n F N these func-n
tions are related to the respective controls, whereas m is a membershipNq1
function on the state space. Formally then,
Ã w xm : U ª 0, 1 , n F N , 20 .n
w xm : X ª 0, 1 . 21 .Nq1
The compound membership function, m, related to the sequence of
 4controls u , 1 F n F N, and the final state x , is defined, as usual, asn Nq1
m u , u , . . . , u , x [ m u n m u n ??? .  .  .1 2 N Nq1 1 1 2 2
n m u n m x , 22 .  .  .N N Nq1 Nq1
SEQUENTIAL DECISION MAKING 213
a definition that is motivated by the idea that ``decision is the confluence
w xof goals and constraints'' 3, p. B-149 . The objective is to maximize this
 . membership function deterministic case or its expectation stochastic
.  wcase subject to the constraints imposed on the controls see also 1, 5, 8, 9,
x.10, 13 .
Thus, in the framework of the conventional dynamic programming
model presented above, the stage return function takes the form
w n , x , u s m u , 1 F n F N , 23 .  .  .n n n n
in the deterministic case, and
w n , x , u , x s m u , 1 F n F N , 24 .  .  .n n nq1 n n
in the stochastic case, with
W x s m x , n s N q 1, 25 .  .  .Nq1 Nq1 Nq1
in both cases.
3.1. Deterministic Model
In view of the fact that the composition function in this case is equal to
[s n and that this instance satisfies the conditions guaranteeing the
 .validity of the dynamic programming functional equation 9 , it follows
that the dynamic programming functional equation for this case is
z x s max m u n z t n , x , u , .  .  . .n n n n nq1 n n
 .u gU n , xn n
n s 1, . . . , N , x g X , 26 .n n
with
z x [ m x , x g X . 27 .  .  .Nq1 Nq1 Nq1 Nq1 Nq1 Nq1
In short, the Bellman]Zadeh fuzzy deterministic multistage decision pro-
cess leads directly into a valid dynamic programming functional equation.
3.2. Stochastic Model
As we already indicated above, the composition function [s n does
 .not satisfy the separability under expectation condition 19 . Hence, in
general the functional equation
<e x s max m u n E e x n , x , u 28 4 .  .  .  .n n n n nq1 nq1 n n
 .u gU n , xn n
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does not hold in this case. To fix this difficulty with the Bellman]Zadeh
model we define a modified family of parametric problems induced by the
exogenous variables
l [ m u n m u n ??? n m u , 1 - n F N , 29 .  .  .  .n 1 1 2 2 ny1 ny1
with
l [ m u n m u n ??? n m u n m x , 30 .  .  .  .  .Nq1 1 1 2 2 N N Nq1 Nq1
observing that by definition
l s l n m u n m x 31 .  .  .Nq1 N N N Nq1 Nq1
and
l s l n m u , 1 - n F N. 32 .  .nq1 n n n
 4 w xFurthermore, since the functions m take value in the interval 0, 1 , itn
 .follows that 32 is valid also for n s 1 if l G 1. We shall therefore regard1
 .  432 as the transition law governing the dynamics of the variables l andn
assume that l G 1.1
Now, observe that since by definition
l s g x , u , x , u , . . . , x , u , x , 33 .  .Nq1 1 1 2 2 N N Nq1
the problem under consideration can be restated as follows:
X .Problem S x , l , l G 1.1 1 1
X <e x ; l [ max E l x , l , 34 .  .  .1 1 p Nq1 1 1
pgP
 4  .where the sequence l is governed by 32 and P denotes the set ofn
 .Markovian policies of the form p s p n, x , l satisfying the feasibilityn n
conditions
Äp n , x , l g U n , x , n g N , 35 .  .  .n n n
and
u s p n , x , l , 1 F n F N. 36 .  .n n n
In the usual dynamic programming manner we create out of this problem
the following family of parametric problems:
X Ä .Problem S n, x , l , n g N, x g X , l g G .n n n n n n
X <e x , l [ max E l x , l , 37 .  .  .n n n p Nq1 n n
pgP
w xwhere G denotes a subset of the interval 0, 1 containing all the feasiblen
 .values of l that can be generated by 32 .n
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For n s N q 1 we define
eX x , l [ l . 38 .  .Nq1 Nq1 Nq1 Nq1
The invariant nature of the objective function yields the dynamic program-
ming functional equation
X X <e x , l s max E e x , l x , l , u , .  . .n n n nq1 nq1 nq1 n n n
 .u gU n , xn n
Än g N , x g X , l g G , 39 .n n n n
 .  .where l s l n m u for n F N and l s l n m u nnq1 n n n Nq1 N N N
 .m x .Nq1 Nq1
The link between the original problem and modified problem is through
 . X . X  .the equalities e x s e x , l s e x , l , for all l G 1. More details1 1 1 1 1 1 1
concerning this approach to resolving dynamic programming modelling
w xissues pertaining to nonseparable objective functions can be found in 6 ,
w x w x7 , and 12 .
In summary, the incorporation of the exogenous variables into the
model produces a dynamic programming model that satisfies the separabil-
ity under expectation condition, thus yielding a valid dynamic program-
ming functional equation.
4. PROCESSES WITH FUZZY DYNAMICS
Let us consider the case where the dynamics of the sequential decision
process is governed by a fuzzy conditional membership function of the type
w xstipulated by Bellman and Zadeh 3, pp. B-146, B-151 . That is, let
 < .g y n, x, u denote the membership degree of state y in stage n q 1 given
that at stage n we observe state x and apply decision u. Symbolically we
express this kind of transition law as
Ä<x , g ? x , u , n g N , 40 . .nq1 n n n
observing that the membership degree of a sequence x , u , x , u , . . . ,1 1 2 2
.x due to this fuzzy transition law is given byNq1
< <g x , u , . . . , x [ g x x , u n g x x , u n ??? .  .  .1 1 Nq1 1 2 1 1 2 3 2 2
<n g x x , u . 41 . .N Nq1 N N
Now, the introduction of such a fuzzy transition law poses the following
modelling issue: how do we measure how goodrbad a given Markovian
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policy, say d g D, is, so that we compare its performance with those of
other policies with a view to select the best one?
One way to deal with this fundamental issue is to introduce an objecti¨ e
function and an operator that will measure how good a decision making
policy performs relative to this function. Thus, formally in this context an
objective function is a real function defined over the range of all feasible
 .sequences x , u , x , u , . . . , x satisfying the feasibility condition u1 1 2 2 Nq1 n
Ä .g U n, x , n g N.n
Let P denote the operator used to evaluate the performance of decision
w < xmaking policies and let P g x denote the real number stipulating thed 1
performance level of policy d g D with respect to objective function g
given the initial state x . It emerges then that in this framework the1
operator P plays a similar role to the one played by the expected ¨alue
operator in stochastic processes. In fact, if we let
<P g x s g x , u , . . . , x g x , u , . . . , x , .  .d 1 1 1 Nq1 1 1 Nq1
NxgX
u s d n , x , 42 .  .n n
N  .where X s X = ??? = X N times we can see the analogy crystal clear.
In any case, given the above constructs, the decision making problem
under consideration can be stated as followsB
 .Problem F x .1
<f x [ max P g x subject to 42 . 43 .  .  .1 d 1
dgD
Our next goal is to derive valid dynamic programming functional equa-
tions for such problems.
5. FUNCTIONAL EQUATIONS FOR PROCESSES WITH
FUZZY DYNAMICS
The structure of the dynamic programming functional equations gener-
 .ated by instances of Problem F x would depend very strongly on the1
structure of the operator P. In this discussion we focus on one instance of
this operator which seems to be particularly suitable for the fuzzy pro-
cesses under consideration, namely, the well-known Max-Min operator,
which in the context of this discussion we define as
<Pw n , x , u [ u y n , x , u n w y , .  .  . .E
ygY
Än g N , x g X , u g U n , x , 44 .  .
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where w is a real-valued function on some set Y, u is a conditional
membership function on Y, and E denotes the conventional max operator,
 .  .namely E a y [ max a y .y g Y y g Y
 .In the context of 43 it takes the form
<P g x [ G x , u , . . . , x , u , x , 45 .  .Ed 1 1 1 N N Nq1
NxgX
G x , u , . . . , x , u , x [ g x , u , . . . , x n g x , u , . . . , x , .  .  .1 1 N N Nq1 1 1 Nq1 1 1 Nq1
u s d n , x , 46 .  .n
observing that here w s g and u s g .
To formulate a dynamic programming functional equation for Problem
 .F x given this form of P we have to decompose the function G, which in1
turn requires decomposing g. Observe then that for the case where g
 .represents the membership function m defined in 22 we have
G x , u , . . . , x , u , x .1 1 N N Nq1
[ m u , u , . . . , u , x n g x , u , . . . , x , 47 .  .  .1 2 N Nq1 1 1 Nq1
which in turn yields
G x , u , . . . , x , u , x .1 1 N N Nq1
s m u n m u n ??? n m u n m x .  .  .  . .1 1 2 2 N N Nq1 Nq1
< < <n g x x , u n g x x , u n ??? n g x x , u , .  .  . .1 2 1 1 2 3 2 2 N Nq1 N N
48 .
and because n is commutative and associative, G can be expressed as
G x u , . . . , x , u , x .1 1 N N Nq1
< <s m u n g x x , u n m u n g x x , u .  . .  . .  .1 1 1 2 1 1 2 2 2 3 2 2
<n ??? n m u n g x x , u n m x . 49 .  .  . . .N N N Nq1 N N Nq1 Nq1
This suggests a decomposition scheme based on the sequence of function
 4G defined asn
G x , u , . . . , x , u , x .n n n N N Nq1
<[ m u n g x x , u .  . .n n n nq1 n n
<n ??? n m u n g x x , u n m x , .  . . .N N N Nq1 N N Nq1 Nq1
Än g N , 50 .
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 .  .with G x [ m x . Observe that this definition entails thatNq1 Nq1 Nq1 Nq1
G s G and1
<G x , u x , u , x s m u n g x x , u .  .  . .n n n N N Nq1 n n n nq1 n n
n G x , u , . . . , x , u , x . .Nq1 nq1 nq1 N N Nq1
51 .
Hence, we define
 .Problem F n, x .n
<f x [ max P g n , x [ G x , u , . . . , x , u , x .  .En n d n n n n n N N Nq1
dgD  .x , . . . , xnq1 Nq1
u s d m , x , m G n 52 .  .m m
 4where the sequence g is the same as the one we used before, namely,n
g x , u , x , . . . , u , x .n n n nq1 N Nq1
Ä[ m u n ??? n m u n m x , n g N , 53 .  .  .  .n n N N Nq1 Nq1
 .  .  .with g x [ m x . Thus, 51 entails thatNq1 Nq1 Nq1 Nq1
< <P g n , x s m u n g x x , u .  . .Ed n n n n n nq1 n n
 .x , . . . , xnq1 Nq1
n G x , u , . . . , x , u , x , .Nq1 nq1 nq1 N N Nq1
u s d n , x , 54 .  .n n
and because n is monotonic with respect to its right argument, this
implies that
< <P g n , x s m u n g x x , u .  .Ed n n n n n nq1 n n
xnq1
n G x , u , . . . , x , u , x ; .E Nq1 nq1 nq1 N N Nq1
 .x , . . . , xnq2 Nq1
55 .
hence,
LEMMA 1.
< < <P g n , x s m u n g x x , u n P g n q 1, x , .  .Ed n n n n n nq1 n n d nq1 nq1
xnq1
n - N , x g X , u s d n , x . 56 .  .n n n
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It follows then that
< <f x s max m u n g x x , u n P g n q 1, x , .  .  .En n n n n nq1 n n d nq1 nq1
dgD xnq1
u s d n , x , 57 .  .n n
and, consequently
<f x s max m u n g x x , u .  .  .En n n n n nq1 n n
 .u gU n , xn n xnq1
<n max P g n q 1, x , 58 .d nq1 nq1
dgD
which in turn yields the dynamic programming functional equation for
 .Problem F x , namely,
LEMMA 2.
<f x s max m u n g x x , u n f x , .  .  . .En n n n n nq1 n n nq1 nq1
 .u gU n , xn n xnq1
Än g N , 59 .
 .  .  .with f x [ g x s m x .Nq1 Nq1 Nq1 Nq1 Nq1 Nq1
It is instructive to incorporate the generic Max-Min operator P defined
 .in 44 in the right-hand side of the functional equation in an explicit
manner. So observe that for u s g and w s f we haven nq1
<Pw n , x , u [ g y x , u n f y , .  .  . .En n n n n nq1
ygX
Än g N , x g X , u g U n , x . 60 .  .n n n
Lemma 2 can therefore be written as follows:
THEOREM 1.
Äf x s max m u n P f n , x , u , n g N. 61 .  .  .  .  .n n n n nq1 n n
 .u gU n , xn n
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 < .Observe that in the special case where g x x , u does not dependn nq1 n n
on x , the functional equation takes the formnq1
Äf x s max m u n g x , u n f x , n g N. .  .  .  . . En n n n n n n nq1 nq1
 .u gU n , xn n xnq1
62 .
Obviously, the conventional deterministic process can be viewed as a
degenerate case of the process with the fuzzy transition function defined
as
1, y s t n , x , u , .n n<g y x , u s 63 . .n n n  0, otherwise.
Conversely, the fuzzy process generated by the Max-Min operator,
unlike the expected value operator, in effect generates ``deterministic''
 .dynamics in the sense that given a stage]state pair n, x , the solution ton
the functional equation yields the best next state x . This is the value ofnq1
 < .the state x that maximizes the subexpression E g x x , u nx n nq1 n nnq 1
 .f x for the optimal value of u . Formally then, the transitionnq1 nq1 n
function of such a process takes the form
<t n , x , u [ arg max m u n g x x , u n f x . 64 .  .  .  . .n n n n n nq1 n n nq1 nq1
xnq1
However, in contrast to conventional deterministic processes, this transi-
tion law is anticipatory in nature.
6. ILLUSTRATIVE EXAMPLE
In this section we illustrate the issues discussed in the preceding sections
in the context of a simple numerical example of the same size as the one
w xconsidered by Bellman and Zadeh 3 , namely, N s 2. The other objects of
Ã  4the model are as follows: The decision space is U s a , a , the state1 2
 4space is X s s , s , s , and the membership functions are specified as1 2 3
follows:
0.6, n s 1, 0.9, n s 1,
m a [ m a [ 65 .  .  .1 n 2 n 0.9, n s 2, 0.7, n s 2,
0.6, j s 1,¡~1.0, j s 2,m s [ 66 .  .3 j ¢0.8, j s 3,
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 < .g x x , atq1 t 1
xtq1
x s s st 1 2 3
s 0.6 0.9 0.71
s 0.5 0.8 1.02
s 0.3 0.4 1.03
 < .g x x , atq1 t 2
xtq1
x s s st 1 2 3
s 0.4 0.9 0.81
s 0.8 0.6 0.52
s 1.0 0.8 0.73
 .To solve the functional equation 61 for n s 2, 1 we first set f sNq1
m ; hence,Nq1
f s m . 67 .3 3
We thus compute
P f 2, s , a s 0.9, P f 2, s , a s 0.9, .  .  .  .3 1 1 3 1 2
P f 2, s , a s 0.8, P f 2, s , a s 0.6, .  .  .  .3 2 1 3 2 2
P f 2, s , a s 0.8, P f 2, s , a s 0.8. 68 .  .  .  .  .3 3 1 3 3 2
For example,
<P f 2, x , a s f s n g s x , a .  .  .  . .3 1 1 3 1 2 1 1 1
<k f s n g s x , a .  . .3 2 2 2 1 1
<k f s n g s x , a , 69 .  . . .3 3 2 3 1 1
so that
P f 2, s , a s 0.6 n 0.6 k 1.0 n 0.9 k 0.8 n 0.7 s 0.9. .  .  .  .  .3 1 1
70 .
We proceed with n s 2 to compute
f x s max m u n P f 2, x , u , 71 .  .  .  .  .2 2 2 2 3 2 2
 .u gU 2, x2 2
which yields
f x s max m a n P f 2, x , a , m a n P f 2, x , a ; .  .  .  .  .  .  .2 2 2 1 3 1 1 2 2 3 1 2
72 .
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hence,
Äw xf s s max 0.9 n 0.9, 0.7 n 0.9 s 0.9, d s s a . 73 .  .  .2 1 2 1 1
For the other states we obtain
Ä Äf s s 0.8, d s s a ; f s s 0.8, d s s a . .  .  .  .2 2 2 2 1 2 3 2 3 1
74 .
Repeating the same process for n s 1 we obtain
Äf s s 0.8, d s s a ; f s s 0.8, .  .  .1 1 1 1 2 1 2
Ä Äd s s a ; f s s 0.9, d s s a . 75 .  .  .  .1 2 2 1 3 1 3 2
Figure 1 depicts the state and decision trajectories resulting from the
Äapplication of the optimal policy d specified above to the initial state
x s s , as well as the returns generated by these paths and the overall1 1
maximum return. The following notation is used:
Äu s d x , m s m u , .  .1 1 1 1 1 1
1 < <g s g x x , u , x , g ? x , u , .  .2 1 1 2 1 1
Äu s d x , m s m u , .  .2 2 2 2 2 2
2 < <g s g x x , u , x , g ? x , u , .  .3 2 2 2 2 2
m s m x , obj.s m n m n m , .3 3 3 1 2 3
path s g 1 n g 2 , min.s path n obj.
7. CONCLUSIONS
In this paper we formulated a deterministic multistage decision model
with fuzzy dynamics based on the Max-Min criterion. We have shown that
such a model yields a deterministic-like dynamic programming functional
equation. We also rectified the functional equation developed by Bellman
w xand Zadeh 3 for a fuzzy stochastic process.
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FIG. 1. Optimal behavior and overall maximum return from s .1
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