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ON THE STABILISERS OF POINTS IN GROUPS WITH
MICRO-SUPPORTED ACTIONS
DOMINIK FRANCOEUR
Abstract. Given a group G of homeomorphism of a first-countable Hausdorff
space X , we prove that if the action of G on X is minimal and has rigid
stabilisers that act locally minimally, then the neighbourhood stabilisers of
any two points in X are conjugated by a homeomorphism of X . This allows
us to study stabilisers of points in many classes of groups, such as topological
full groups of Cantor minimal systems, Thompson groups, branch groups, and
groups acting on trees with almost prescribed local actions.
1. Introduction
Given an action of a group G on a set X , one can associate to any x ∈ X
the subgroup StG(x) ≤ G of elements of G fixing x. Our goal in this note is to
determine when two such subgroups StG(x) and StG(y) are isomorphic. Of course,
if x and y are in the same orbit, their stabilisers are isomorphic, and in general,
nothing else can be said. However, if X is a topological space, and if the action of
G on X is by homeomorphisms and is sufficiently rich, then we will show that any
two regular points have isomorphic stabilisers. Using this, we will obtain, among
other things, a complete classification, up to isomorphism, of stabilisers for the first
Grigorchuk group and for the topological full group of a minimal homeomorphism
of the Cantor set.
Before we make these statements more precise, let us first fix some terminology
and notation. Let X be a topological space, and let G be a group of homeomor-
phisms of X . For x ∈ X , we will denote by St0G(x) the neighbourhood stabiliser of
x, that is, the subgroup of all elements of StG(x) whose set of fixed points contains
a neighbourhood of x. Note that throughout the entirety of this text, by ”neigh-
bourhood” we will always mean open neighbourhood. It is readily seen that St0G(x)
is a normal subgroup of StG(x). A point x ∈ X is called regular if St
0
G(x) = StG(x),
and singular otherwise.
Recall that the action of G on X is said to be minimal if for every x ∈ X , the
orbit of x under the action of G is dense in X . We will say that the action is locally
minimal if for all x ∈ X , there exists a neighbourhood U ⊆ X of x such that for
all y ∈ U , the intersection of the orbit of y with U is dense in U . Equivalently, the
action of G on X is locally minimal if and only if X can be decomposed as a disjoint
union X =
⊔
iWi of clopen G-invariant subsets Wi ⊆ X such that the action of G
on each Wi is minimal.
This work was supported by the LABEX MILYON (ANR-10-LABX-0070) of Universite´ de
Lyon, within the program ”Investissements d’Avenir” (ANR-11-IDEX-0007) operated by the
French National Research Agency (ANR).
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For a given open set U ⊆ X , we will call the rigid stabiliser of U in G, denoted
by RistG(U), the subgroup
RistG(U) = {g ∈ G | g(x) = x, ∀x ∈ X \ U}
of all elements of G that fix the complement of U pointwise. A group for which
RistG(U) has a non-trivial action on U for every open set U ⊆ X is said to have a
micro-supported action.
Our main result is the following:
Theorem A. Let X be a first-countable Hausdorff space and G be a group of
homeomorphisms of X . Let us further assume that the action of G on X is minimal
and that for any open set U , the action of RistG(U) on U is locally minimal.
Then, for all x, y ∈ X , there exists a homeomorphism f : X → X in the Ellis
semigroup of G such that f St0G(x)f
−1 = St0G(y). In particular, St
0
G(x) and St
0
G(y)
are isomorphic.
Recall that the Ellis semigroup of a group G acting on a topological space X is
the closure of the image of G in the set XX of all maps from X to X , with the
topology of pointwise convergence (see [3]).
As a direct corollary of Theorem A, we get that the stabilisers of regular points
for such an action are isomorphic.
Corollary B. Let G and X be as in Theorem A. Then, for all regular points
x, y ∈ X , we have StG(x) ∼= StG(y).
In the case where the space X is compact, we also show, using a theorem of
Rubin [10], that two isomorphic stabilisers must have isomorphic groups of germs
(Corollary 2.7). In particular, in this case, the stabiliser of a regular point can
never be isomorphic to the stabiliser of a singular point.
The proofs of these results are contained in Section 2. The general strategy
behind Theorem A was partly inspired by a construction of Golan and Sapir in
[5], where they study isomorphisms between stabilisers of finite sets of points in
Thompson’s group F . However, as we work in much greater generality, our results
cover a wide array of groups of interests. Indeed, in addition to Thompson’s group
F , our results also apply to Thompson’s groups V and T , to topological full groups
of Cantor minimal systems, to branch groups, and to groups acting on trees with
almost prescribed local actions. We briefly discuss these examples in Section 3.
Acknowledgements. The author would like to thank Laurent Bartholdi, Adrien
Le Boudec, Tatiana Nagnibeda, Volodymyr Nekrashevych and Aitor Pe´rez for use-
ful discussions regarding this work.
2. Isomorphisms between neighbourhood stabilisers
Our main goal in this section is to prove Theorem A. We begin with a simple
lemma that encapsulates the main idea behind the construction.
Lemma 2.1. Let X be a topological space, let G be a group of homeomorphisms
of X , and let x, y ∈ X be two points. If there exists a homeomorphism f : X → X
such that
(i) f(x) = y,
(ii) for any neighbourhood U of x, there exists gU ∈ G such that gU (z) = f(z)
for all z ∈ X \ U ,
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then f St0G(x)f
−1 = St0G(y).
Proof. Let g ∈ St0G(x) be an arbitrary element. We need to show that fgf
−1 ∈
St0G(y). Since g is in the neighbourhood stabiliser of x, there must exist a neigh-
bourhood U of x such that g acts trivially on U . By condition (ii), we know that
there exists gU ∈ G such that gU (z) = f(z) for all z ∈ X \ U . Therefore, we have
f−1gU (z) = z for all z ∈ X \ U .
Since g acts trivially on U and f−1gU acts trivially outside of U , they must
commute, so we have
f−1gUgg
−1
U f = g,
and thus gUgg
−1
U = fgf
−1. As gUgg
−1
U ∈ G, this means that fgf
−1 ∈ G, and
since g is in the neighbourhood stabiliser of x, we must have that fgf−1 is in the
neighbourhood stabiliser of f(x) = y. We have thus shown that f St0G(x)f
−1 ≤
St0G(y).
Applying the same argument to f−1 shows that f−1 St0G(y)f ≤ St
0
G(x), and so
f St0G(x)f
−1 = St0G(y). 
Thus, in order to prove that two neighbourhood stabilisers are isomorphic, it
suffices to construct a homeomorphism satisfying the conditions of Lemma 2.1. We
will achieve this by taking a limit of elements of our groups (in other words, an
element of the Ellis semigroup). The next lemma gives us conditions under which
such a limit is a homeomorphism and satisfies the hypotheses of Lemma 2.1.
Lemma 2.2. Let X be a first-countable Hausdorff topological space, let G be a
group of homeomorphisms of X , and let x, y ∈ X be two points of X . Suppose that
there exist decreasing (with respect to inclusion) bases of neighbourhoods {Ui}i∈N
and {Vi}i∈N of x and y, respectively, and a sequence {gi}i∈N of elements of G such
that
(i) gi(Ui) = Vi
(ii) gi+1(z) = gi(z) for all z ∈ X \ Ui
for all i ∈ N. Then, the sequence {gi}i∈N converges pointwise to a homeomorphism
f : X → X such that f(x) = y. Furthermore, we have f St0G(x)f
−1 = St0G(y).
Proof. Let us first show that the sequence {gi}i∈N converges pointwise. Notice that
since X is Hausdorff, if the limit exists, it must be unique.
For all i ∈ N, we have gi(x) ∈ Vi, since x ∈ Ui and gi(Ui) = Vi by hypothesis. As
{Vi}i∈N is a decreasing a basis of neighbourhoods of y, we conclude that for every
neighbourhood V of y, there exists N ∈ N such that gi(x) ∈ V for all i ≥ N . Thus,
we have limi→∞ gi(x) = y.
Now, for z ∈ X with z 6= x, since X is Hausdorff, we know that there must exist
N ∈ N such that z /∈ UN , and thus z /∈ Ui for all i ≥ N , since the sequence is
decreasing. Consequently, for every m ∈ N, we have by hypothesis
gN+m+1(z) = gN+m(z).
Thus, by induction, we get that gi(z) = gN(z) for all i ≥ N . Therefore, we have
limi→∞ gi(z) = gN(z).
We have just shown that the sequence {gi}i∈N converges to a map f : X → X
such that f(x) = y. It remains to show that this map is a homeomorphism.
To see this, let us first notice that the sequence {g−1i }i∈N satisfies conditions (i)
an (ii) if we exchange Ui and Vi. Indeed, we clearly have g
−1
i (Vi) = Ui. This implies
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that if z ∈ X \ Vi, then we have g
−1
i (z) ∈ X \ Ui. Now, by condition (ii), we have
gi+1(g
−1
i (z)) = gi(g
−1
i (z)) = z.
It follows that g−1i+1(z) = g
−1
i (z) for all z ∈ X \ Vi.
Therefore, the arguments above also apply to the sequence {g−1i }i∈N, which must
then converge to a map h : X → X satisfying h(y) = x. We will show that h is
the inverse of f . We already have h(f(x)) = x. Now, let z ∈ X be different
from x. Then, as above, there exists N ∈ N such that z ∈ X \ UN , and therefore
f(z) = gN(z). Since z /∈ UN , we must have that gN (z) /∈ VN , since gN(UN ) = VN .
Therefore, by a similar argument to the one above, we must have
h(gN (z)) = g
−1
N (gN (z)) = z.
This shows that h ◦ f is the identity map on X . By a symmetric argument, we find
that f ◦ h is also the identity, so h = f−1.
To prove that f is a homeomorphism, we still need to prove that f and f−1
are both continuous. Let us prove that f is an open map. To see this, it suffices
to show that for every open set U ⊆ X and for every z ∈ U , there exists some
open subset U ′ ⊆ U containing z and such that f(U ′) is open. Now, if z 6= x, we
can choose U ′ such that U ′ ∩ UN = ∅ for some N ∈ N large enough, since X is
Hausdorff. In that case, by the above argument, we have f(U ′) = gN (U
′). As gN
is a homeomorphism, we find that f(U ′) is open.
In the case where z = x, since {Ui}i∈N is a basis of neighbourhoods, there exists
N ∈ N such that UN ⊆ U . We can thus choose U ′ = UN . The result will then follow
as soon as we show that f(UN) = VN . We have seen above that f(w) = gN(w) for
all w ∈ X \ UN . As gN (UN ) = VN , this means that
f(X \ UN) = gN (X \ UN ) = X \ VN .
It follows from the fact that f is a bijection that f(UN) = VN .
We have thus shown that f is an open map. By symmetry, f−1 is also open, so
f is a homeomorphism.
Finally, the fact that f St0G(x)f
−1 = St0G(y) follows directly from Lemma 2.1.
Indeed, the map f : X → X is a homeomorphism that clearly satisfies condition (i)
of Lemma 2.1. To see that it also satisfies condition (ii) of that same lemma, let
U ⊂ X be a neighbourhood of x. Then, as {Ui}i∈N is a basis of neighbourhoods of
x, there exists N ∈ N such that UN ⊆ U . By what we have seen above, we have
f(z) = gN(z) for all z ∈ X \ UN and so condition (ii) is satisfied. 
Before we proceed to our main theorem and its proof, we still need a last technical
lemma.
Lemma 2.3. Let X be a first-countable topological space and let G be a group of
homeomorphisms of X . Suppose that the action of G on X is minimal, and that for
every open set U ⊆ X , the action of RistG(U) on U is locally minimal (see Section
1 for a definition). Let x ∈ X be any point, let U ⊆ X be a neighbourhood of x and
let W ⊆ U be a neighbourhood of x such that the action of RistG(U) is minimal on
W . Then, for every y ∈ W and for every neighbourhood V ⊆ U of x, there exists
a sequence {gi}i∈N of elements of RistG(U) such that
(i) limi→∞ gi(x) = y
(ii)
⋂∞
i=0 gi(V ) is open and contains y.
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Proof. Let us fix an arbitrary neighbourhood V ⊆ U of x, and let A ⊆ W be the
set of all elements of W for which there exists a sequence of elements of RistG(U)
satisfying conditions (i) and (ii). We wish to show that A =W .
Let us first remark that A is non-empty. Indeed, we clearly have x ∈ A.
We will now show that A is open. Let y ∈ A be any point. Then, by definition,
there exists a sequence {gi}i∈N of elements of RistG(U) satisfying conditions (i)
and (ii). In particular, the set V ′ =
⋂∞
i=0 gi(V ) is a neighbourhood of y. By
our assumptions on the action of G on X , there exists a neighbourhood W ′ of y
contained in V ′ such that the action of RistG(V
′) on W ′ is minimal. We claim that
W ′ ⊆ A.
To see this, let y′ ∈ W ′ be an arbitrary element of W ′. As limi→∞ gi(x) = y, we
may assume without loss of generality, removing a few elements from the sequence
if necessary, that gi(x) ∈ W
′ for all i ∈ N. Since the action of RistG(V
′) on
W ′ is minimal and since X is first countable, there exists a sequence {hi}i∈N of
elements of RistG(V
′) such that limi→∞ higi(x) = y
′. Notice that since V ′ ⊆ U ,
we have higi ∈ RistG(U). Thus, to show that y′ ∈ A, it remains only to show that⋂∞
i=0 higi(V ) is a neighbourhood of y
′.
Since hi ∈ RistG(V ′), we have hi(V ′) = V ′ for all i ∈ N. It follows that
V ′ =
⋂∞
i=0 higi(V ). Indeed, since V
′ =
⋂∞
i=0 gi(V ), we have V
′ ⊆ gi(V ), and so
V ′ = hi(V
′) ⊆ higi(V )
for all i ∈ N. Therefore, V ′ ⊆
⋂∞
i=0 higi(V ). To show the other inclusion, it suffices
to notice that if x′ ∈ (
⋂∞
i=0 higi(V )) \ V
′, then since hi acts trivially outside of V
′,
we have x′ ∈ (
⋂∞
i=0 gi(V )) \ V
′ = ∅, which is absurd. We have thus shown that⋂∞
i=0 higi(V ) = V
′, which is a neighbourhood of y′, since y′ ∈W ′ ⊆ V ′. This shows
that y′ ∈ A, and as y′ was arbitrary, we have W ′ ⊆ A. Therefore, for any y ∈ A,
the set A also contains a neighbourhood of y, and thus is an open set.
As we have seen above, A is a non-empty open set. Thus, by the minimality of
the action of RistG(U) on W , for every y ∈ W , there exists g ∈ RistG(U) such that
g(y) ∈ A. By definition, there exists a sequence {gi}i∈N of elements of RistG(U)
such that limi→∞ gi(x) = g(y) and
⋂∞
i=0 gi(V ) is a neighbourhood of g(y). As g is
a homeomorphism, we have limi→∞ g
−1gi(x) = y. Furthermore, we have
∞⋂
i=0
g−1gi(V ) = g
−1
(
∞⋂
i=0
gi(V )
)
,
so
⋂∞
i=0 g
−1gi(V ) is open and contains y. We conclude that y ∈ A. As y was
arbitrary, this proves that A =W . 
We are now in position to prove Theorem A, which we restate for convenience.
Theorem A. Let X be a first-countable Hausdorff space and G be a group of
homeomorphisms of X . Let us further assume that the action of G on X is minimal
and that for any open set U , the action of RistG(U) on U is locally minimal.
Then, for all x, y ∈ X , there exists a homeomorphism f : X → X in the Ellis
semigroup of G such that f St0G(x)f
−1 = St0G(y). In particular, St
0
G(x) and St
0
G(y)
are isomorphic.
Proof. Let x, y ∈ X be two arbitrary points of X , and let {U ′i}i∈N, {V
′
i }i∈N be bases
of neighbourhoods of x and y, respectively. Let us assume that for some n ∈ N,
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we have a decreasing (with respect to inclusion) collection {Ui}0≤i≤n of neighbour-
hoods of x, two decreasing collections {Vi}0≤i≤n and {Wi}0≤i≤n of neighbourhoods
of y and a collection {gi}0≤i≤n of elements of G such that
(i) Vi = gi(Ui)
(ii) Ui ⊆ U
′
i
(iii) Vi ⊆ V ′i
(iv) Wi ⊆ Vi and RistG(Vi) acts minimally on Wi
(v) gi(x) ∈Wi
(vi) gi(z) = gi−1(z) for all z ∈ X \ Ui−1,
for all 0 ≤ i ≤ n, where we set by convention U−1 = X and g−1 = 1. We will
show that we can then construct a neighbourhood Un+1 of x, two neighbourhoods
Vn+1,Wn+1 of y and an element gn+1 ∈ G such that the collections {Ui}0≤i≤n+1,
{Vi}0≤i≤n+1, {Wi}0≤i≤n+1 and {gi}0≤i≤n+1 also satisfy all the conditions above.
By Lemma 2.3, there exists a sequence {hj}j∈N of elements of RistG(Vn) such
that limj→∞ hj(gn(x)) = y and
⋂∞
j=0 hj(Vn ∩ gn(U
′
n+1)) is a neighbourhood of y.
Let us set
Vn+1 = V
′
n+1 ∩Wn ∩
∞⋂
j=0
hj(Vn ∩ gn(U
′
n+1)),
which is open and is not empty, since it contains y. By our assumption on the
action of G on X , there exists a neighbourhood Wn+1 of y such that Wn+1 ⊆ Vn+1
and the action of RistG(Vn+1) on Wn+1 is minimal. Since limj→∞ hj(gn(x)) = y,
there exists N ∈ N such that hNgn(x) ∈ Wn+1. Let us set gn+1 = hNgn and
Un+1 = g
−1
n+1(Vn+1).
We now need to verify that Un+1, Vn+1, Wn+1 and gn+1 satisfy all the required
conditions. Conditions (i), (iii), (iv) and (v) are satisfied by construction. For
condition (ii), notice that we have Vn+1 ⊆ hNgn(U ′n+1) = gn+1(U
′
n+1), so Un+1 ⊆
U ′n+1. For condition (vi), notice that if z ∈ X \Un, then we have gn(z) ∈ X \Vn by
condition (i). Therefore, as hN ∈ RistG(Vn), we have hN (gn(z)) = gn(z). Hence,
gn+1(z) = hN (gn(z)) = gn(z) for all z ∈ X \ Un.
We still have to verify that Un+1 ⊆ Un, Vn+1 ⊆ Vn and Wn+1 ⊆ Wn, so that
the sequences {Ui}0≤i≤n+1, {Vi}0≤i≤n+1 and {Wi}0≤i≤n+1 are decreasing. Notice
that by construction, we have
Wn+1 ⊆ Vn+1 ⊆Wn ⊆ Vn,
so it remains only to check that Un+1 ⊆ Un. However, it follows from condition (vi)
that gn+1(Un) = Vn, so gn+1(Un+1) ⊆ gn+1(Un), which implies that Un+1 ⊆ Un.
Therefore, starting with U0 = V0 = W0 = X and g0 = 1, we can construct by
induction infinite collections {Ui}i∈N, {Vi}i∈N, {Wi}i∈N and {gi}i∈N satisfying the
above properties. By condition (ii), {Ui}i∈N is a decreasing basis of neighbourhood
of x, and {Vi}i∈N is a decreasing basis of neighbourhood of y by condition (iii).
Furthermore, we have gi(Ui) = Vi for all i ∈ N by condition (i) and gi+1(z) = gi(z)
for all z ∈ X \Ui by condition (vi). Therefore, by Lemma 2.2, the sequence {gn}n∈N
converges pointwise to a homeomorphism f : X → X such that f St0G(x)f
−1 =
St0G(y). 
Remark 2.4. Note that if the rigid stabilisers do not act locally minimally, then
the conclusion of Theorem A is not true in general, as we will see in Proposition
3.8.
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In the preceding theorem, we established that the neighbourhood stabilisers of
any two points are isomorphic by exhibiting a homeomorphism of X that conjugates
them. As we will see in the next proposition, by using a theorem of Rubin, we can
show that when X is compact, any isomorphism between neighbourhood stabilisers
must be of this form.
Proposition 2.5. Let G be a group of homeomorphisms of a compact Hausdorff
space X . Let us also suppose that the action of G on X is minimal and that
for every open set U ⊆ X , the action of RistG(U) on U is locally minimal. Let
x1, x2 ∈ X be two points and let G1, G2 ≤ G be two subgroups such that St
0
G(xi) ≤
Gi ≤ StG(xi) for i = 1, 2. Then, for every isomorphism ϕ : G1 → G2, there exists
a homeomorphism f : X → X such that f(x1) = x2 and ϕ(g) = f ◦ g ◦ f−1 for all
g ∈ G1. In particular, ϕ(St
0
G(x1)) = St
0
G(x2).
Proof. Let us consider X1 = X \ {x1} and X2 = X \ {x2}. These are two locally
compact Hausdorff spaces, and as X is compact, it can naturally be seen as their
Alexandroff compactification (also known as the one-point compactification).
For i ∈ {1, 2}, since Gi ≤ StG(xi), the action of Gi on X naturally restricts to
an action on Xi. Let U ⊆ Xi be any open set and let z ∈ U be any point of U . As
X is Hausdorff, there exist two open sets V, V ′ of X such that z ∈ V , xi ∈ V ′ and
V ∩ V ′ = ∅. Using the fact that Xi is open in X , we can assume without loss of
generality that V ⊆ U . Then, by our assumptions, there exists a neighbourhood
W ⊆ V of z in X such that the orbit of z under the action of RistG(V ) is dense
in W . As V ∩ V ′ = ∅, we have RistG(V ) ≤ St
0
G(xi) ≤ Gi, and since V ⊆ U ,
we thus have RistG(V ) ≤ RistGi(U). Therefore, the orbit of z under RistGi(U) is
dense in W . It then follows from a theorem of Rubin (Theorem 3.1 in [10]) that
there exists a homeomorphism f ′ : X1 → X2 such that ϕ(g) = f ′ ◦ g ◦ f ′−1 for all
g ∈ Gi. By the functoriality of the Alexandroff compactification, we can extend f ′
to a homeomorphism f : X → X sending x1 to x2. This proves the first part of the
claim, and the second part then immediately follows.

Remark 2.6. Note that Proposition 2.5 does not hold in general when X is not
compact, as we will see in Example 3.4.
As a corollary of Proposition 2.5, we obtain a simple criterion to distinguish two
non-isomorphic stabilisers.
Corollary 2.7. Let G and X be as in Proposition 2.5, and let x, y ∈ X be two
points. If the groups of germs StG(x)/ St
0
G(x) and StG(y)/ St
0
G(y) of x and y are
not isomorphic, then the stabilisers StG(x) and StG(y) are not isomorphic. In
particular, if x is regular and y is singular, their stabilisers are not isomorphic.
Proof. By Proposition 2.5, if ϕ : StG(x) → StG(y) is an isomorphism, we have
ϕ(St0G(x)) = St
0
G(y). Therefore, ϕ projects to an isomorphism between StG(x)/ St
0
G(x)
and StG(y)/ St
0
G(y). 
3. Examples
In this section, we derive a few corollaries of Theorem A and Corollary 2.7, which
are simply direct applications of this result to various groups or classes of groups
of interest.
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3.1. Topological full groups. We begin by highlighting the fact that the results
apply to topological full groups. Given a group G of homeomorphisms of the Cantor
space X , the topological full group of G is the group [G] of all homeomorphisms of
X that are locally in G, where a homeomorphism h of X is said to be locally in G
if for every x ∈ X , there exist a neighbourhood U of x and an element g ∈ G such
that h|U = g|U . For more information about these groups, see for instance [8].
Corollary 3.1. Let G be a group of homeomorphisms of the Cantor space X whose
action is minimal, and let [G] be the topological full group of this system. Then, for
all x, y ∈ X , there exists a homeomorphism f : X → X such that f St0[G](x)f
−1 =
St0[G](y). In particular, if x and y are regular points for the action of G on X , then
St[G](x) and St[G](y) are isomorphic.
Proof. Let U ⊆ X be an open set. Since the action of G on X is minimal, the
action of Rist[G](U) on U is also minimal. Indeed, for every x ∈ U and for every
open set W ⊆ U , there exists some g ∈ G such that g(x) ∈ W by minimality of the
action of G. It follows that there exists a clopen set V contained in U such that
V ∩ g(V ) = ∅ and g(V ) ⊆ W . Thus, we have some h ∈ [G] such that h|V = g|V ,
hg(V ) = g
−1|g(V ) and h acts as the identity outside of V ∪g(V ). Since V ∪g(V ) ⊆ U ,
we have h ∈ Rist[G](U). We have just shown that for every x ∈ U and every open
set W ⊆ U , there exists h ∈ Rist[G](U) such that g(x) ∈ W . Therefore, the action
of Rist[G](U) on U is minimal. The first part of the claim then follows directly from
Theorem A.
To prove the second part, it suffices to observe that if x is a regular point for the
action of G on X , then it is also regular for the action of [G], since by definition,
for every g ∈ [G], there exist h ∈ G and a neighbourhood U ⊆ X of x such that
h|U = g|U . 
Notice that in particular, for a minimal action of Z on the Cantor space, the
stabilisers in the topological full group of any two points are always isomorphic.
Corollary 3.2. Let (X , ϕ) be a Cantor minimal system, meaning that ϕ : X → X
is a homeomorphism of the Cantor space X such that the group 〈ϕ〉 acts minimally
on X , and let [ϕ] be the topological full group of this system. Then, for all x, y ∈ X ,
there exists a homeomorphism f : X → X such that f St[ϕ](x)f
−1 = St[ϕ](y).
Proof. Since a minimal action of Z on an infinite space must be free, every point of
X is a regular point for the action of 〈ϕ〉, and the result thus follows directly from
Corollary 3.1. 
3.2. Thompson groups. Our results also apply to Thompson’s groups F , T and
V , which are important examples of groups of homeomorphisms of the interval
[0, 1], the circle and the Cantor space, respectively. For the definition and more
information about these groups, see for instance [2].
Corollary 3.3. Let G be either Thompson’s group F , T or V with its usual action
on X , where X is (0, 1), S1 or the Cantor space, respectively. Then, for all x, y ∈ X ,
there exists a homeomorphism f : X → X such that f St0G(x)f
−1 = St0G(y).
Proof. In all three cases, the space X is a first countable Hausdorff space, and it is
known that the action of G on X is minimal and that for every open set U ⊆ X ,
the action of RistG(U) on U is locally minimal (for F , this follows from Lemma
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4.2 in [2], for T , it can be deduced easily from the fact that F ≤ T , and for V , the
proof is elementary). We can thus apply Theorem A. 
In particular, for Thompson’s group F , if x, y ∈ (0, 1) are irrational points, then
StF (x) is isomorphic to StF (y), since irrational points are regular points for the
action of F . Thus, we can recover a part of the results of Golan and Sapir on the
stabilisers of F obtained in [5].
However, we cannot use Corollary 2.7 to distinguish between the stabilisers of
irrational points and those of rational points, since the space (0, 1) is not compact.
In fact, for the action of F on (0, 1), the conclusions of Proposition 2.5 do not hold,
as the next example shows.
Example 3.4. Let ϕ : StF (
1
2 )→ StF (
1
2 ) be the map given by
ϕ(g)(x) =
{
g(x+ 12 )−
1
2 if x ∈ [0,
1
2 ]
g(x− 12 ) +
1
2 if x ∈ [
1
2 , 1].
One can readily check that this map is a well-defined isomorphism. However, this
isomorphism cannot be expressed as the conjugation by a homeomorphism of (0, 1).
Indeed, if g ∈ St0F (
1
2 ) is an element that fixes no point in the interval (0, d) for
some 0 < d < 12 , then we see from the formula that ϕ(g) fixes no point in the
interval (12 ,
1
2 + d) and so does not belong to St
0
F (
1
2 ). In fact, one can show that
ϕ(St0F (
1
2 )) = St[F,F ](
1
2 ). As ϕ(St
0
F (
1
2 )) 6= St
0
F (
1
2 ), we conclude that ϕ cannot be
given by the conjugation by a homeomorphism.
3.3. Branch groups. Another class of groups to which our results apply is the
class of branch groups, which are a special class of groups of automorphisms of
rooted trees. We refer the interested reader to [1] for a definition and more infor-
mation about these groups.
Corollary 3.5. Let G be a branch group acting on an infinite, locally finite, spher-
ically homogeneous rooted tree T , and let ∂T be the boundary of the tree T , which
is homeomorphic to the Cantor set. Then, for all x, y ∈ ∂T , there exists an auto-
morphism f : T → T of the rooted tree T such that f St0G(x)f
−1 = St0G(y).
Proof. It follows directly from the definition of a branch group that the action of
G on ∂T is minimal. Furthermore, for all open set U ⊆ ∂T and for all x ∈ U ,
there exists a finite partition V1 ⊔ V2 ⊔ · · · ⊔ Vn of ∂T into clopen subsets such
that x ∈ V1 ⊆ U and
∏n
i=1 RistG(Vi) has finite index in G. This implies
1 that
there exists some clopen set W ⊆ V1 containing x such that
∏n
i=1RistG(Vi), and
therefore RistG(V1) ≤ RistG(U), act minimally on W . Therefore, the action of G
on ∂T satisfies the hypotheses of Theorem A, so for every x, y ∈ ∂T there exists a
homeomorphism f : ∂T → ∂T such that f St0G(x)f
−1 = St0G(y).
To conclude, it remains only to see that the homeomorphism f is in fact induced
by an automorphism of the rooted tree T . However, by Theorem A, f belongs to
the Ellis semigroup of G, and since the action of G on ∂T is by isometries, f must
also be an isometry. It then follows from the definition of the metric on ∂T that f
comes from an automorphism of T . 
1An explicit proof of this fact for groups acting on rooted trees can be found for instance in
[4], Lemma 9.2.12, but it could be proved in greater generality.
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Thanks to Corollaries 3.5 and 2.7, we can obtain a complete classification, up to
isomorphism, of stabilisers of points in many branch group. As an illustration, we
give below such a classification for the first Grigorchuk group.
Example 3.6. Let X = {0, 1} be a set of two elements and XN be the set of all
right-infinite words on X . Let G be the first Grigorchuk group (see [6], or [1] Section
1.6.1) with its standard action on XN. The set of singular points for the action of G
on XN is the set of right-infinite words that are cofinal with the constant sequence
1N, which is precisely the orbit of 1N under G. Therefore, there are exactly two
isomorphism classes for stabilisers in G of elements of XN. More precisely, given
x, y ∈ XN, we have StG(x) ∼= StG(y) if and only if x and y are both cofinal with or
both not cofinal with 1N.
3.4. Groups acting on trees with almost prescribed local actions. We con-
clude with a last class of examples, which shows that our assumptions in Theorem
A are necessary for the conclusion to hold. This was pointed out to us by Adrien
Le Boudec.
Let Ω be a finite set of cardinality d, and let F ≤ F ′ ≤ Sym(Ω) be two groups of
permutations of Ω. Given a d-regular tree Td with a colouring cE : E(Td) → Ω of
its edges by Ω, we denote by G(F, F ′) the group of all automorphisms of Td such
that the induced permutations on Ω belong to F ′ for all vertices of Td and to F
for all but finitely many vertices. These groups were defined by Le Boudec in [7],
where he calls them groups acting on trees with almost prescribed local action. We
refer the reader to that article for more information about these groups. Note that
by [7], Corollary 3.8, G(F, F ′) is finitely generated if F acts freely on Ω.
Let us first notice that for all F ≤ F ′, the group G(F, F ′) acts minimally on ∂Td,
the boundary of the tree, which is homeomorphic to the Cantor set. If the action
of F ′ on Ω is sufficiently rich, then the actions of the rigid stabilisers are locally
minimal.
Example 3.7. Let F ≤ F ′ ≤ Sym(Ω) be two groups of permutations such that F
acts simply transitively on Ω and F ′ acts 2-transitively on Ω. Then, for all open
set U ⊆ ∂Td, the action of RistG(F,F ′)(U) on U is locally minimal. Therefore, by
Theorem A, for every ξ, η ∈ ∂Td, we have St
0
G(F,F ′)(ξ)
∼= St0G(F,F ′)(η).
However, there are some groups F ′ for which the rigid stabilisers do not act
locally minimally, so the hypotheses of Theorem A are not satisfied, and in some of
those cases, the conclusion of the theorem does not hold, as the next proposition
shows.
Proposition 3.8. Let F ≤ F ′ ≤ Sym(Ω) be two groups of permutations of Ω, with
F acting simply transitively on Ω. Let us further assume that there exist a, b, c ∈ Ω
such that StF ′(a) = StF ′(b) but StF ′(a) 6= StF ′(c). Then, there exist ξ, η ∈ ∂Td
such that St0G(F,F ′)(ξ) 6∼= St
0
G(F,F ′)(η).
Proof. Let v0 ∈ V (Td) be some vertex of Td, let γ be the bi-infinite geodesic passing
through v0 and whose edges are coloured alternatingly by a and b, and let ξ ∈ ∂Td
be one of its two endpoints. Since StF ′(a) = StF ′(b), one can see that any element
fixing a neighbourhood of ξ must fix every vertex of the geodesic γ. This implies that
St0G(F,F ′)(ξ) fixes an edge, and thus it follows from the edge-independence property
(see [7] Definition 4.1) that there exist two non-trivial subgroupsK1,K2 ≤ St
0
G(F,F ′)
such that St0G(F,F ′) = K1 ×K2.
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Now, let γ′ be the unique right-infinite geodesic starting at v0 whose edges are
coloured alternatingly by a and c, and let η ∈ ∂Td be its endpoint. Let H1, H2 ≤
St0G(F,F ′)(η) be such that St
0
G(F,F ′)(η) = H1 ×H2. We claim that either H1 = 1 or
H2 = 1. For i ∈ {1, 2}, let
Ui = {ζ ∈ ∂Td \ {η} | ∃h ∈ Hi such that h(ζ) 6= ζ}
be the set of elements moved by Hi. These sets are open in ∂Td \{η}. Furthermore,
as bothH1 andH2 are normal in St
0
G(F,F ′)(η), it follows from the fact that the action
of G(F, F ′) on ∂Td is micro-supported and from the double commutator lemma (for
a reference, see for example [9] Lemma 4.1) that U1 ∩ U2 = ∅.
To prove our claim, it suffices to show that either U1 or U2 is empty. Let
e1, e2, e3, · · · ∈ E(Td) be the edges of γ′, and for every n ∈ N \ {0}, let vn−1 ∈
V (Td) be the origin of en. The edge en splits the boundary ∂Td in two clopen
subsets V +n and V
−
n , where V
+
n is the set of all (equivalence classes of) right-infinite
geodesics starting at vn−1 whose first edge is en, and V
−
n is its complement. We
have V −n ⊂ V
−
n+1 and
⋃
n∈N V
−
n+1 = ∂Td \ {η}.
Let us fix some n ∈ N \ {0}. Using the fact that StF ′(a) 6= StF ′(c) and that the
colouring of the edges of γ′ alternates between a and c, one can show that there
exists g ∈ G(F, F ′) such that G fixes V +n+1 but g(en) 6= en. In particular, we have
g ∈ St0G(F,F ′)(η), so by our assumptions, there exist h1 ∈ H1 and h2 ∈ H2 such
that g = h1h2. At least one of h1 or h2 must move en, since g does. If h1(en) 6= en,
then it follows from the fact that h1 ∈ St
0
G(F,F ′)(η), and therefore must fix some
vm for m ≥ n, that h1(ζ) 6= ζ for all ζ ∈ V −n , and thus we have V
−
n ⊆ U1. Likewise,
if h2(en) 6= en, then we have V −n ⊆ U2.
From the fact that U1 ∩ U2 = ∅ and that V −n ⊂ V
−
n+1, we conclude from the
above argument that without loss of generality (up to renumbering H1 and H2),
we have V −n ⊆ U1 for all n ∈ N \ {0}. Since
⋃
n∈N V
−
n+1 = ∂Td \ {η}, this implies
that U2 = ∅. It follows that St
0
G(F,F ′)(η) cannot be written as a non-trivial direct
product, and therefore cannot be isomorphic to St0G(F,F ′)(ξ).

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