Full-band Monte Carlo simulation of high-energy carrier transport in single photon avalanche diodes: Computation of breakdown probability, time to avalanche breakdown, and jitter
I. INTRODUCTION
Single or few photon detection has become an important feature in optoelectronic systems. The applications of single photon avalanche diodes (SPADs) comprise quantum computing, 1 quantum cryptography, 2 fundamental studies of quantum physics, 3 three-dimensional laser detection and ranging imaging, 4 free space optical communication, 5 semiconductor circuit diagnostics, 6 and fluorescence lifetime imaging in molecular biology and medicine. 7 SPADs are reverse biased diodes operated above the breakdown voltage V b in the Geiger-mode. The name Geiger-mode stems from the similar breakdown process in Geiger-Müller detectors for radioactive particles. For desired near infrared (NIR) photon detection, a structure with separated absorption and multiplication regions is utilized. The absorber is made of a low bandgap semiconductor whereas the multiplication layer consists of a semiconductor material with a wider bandgap to limit tunneling to an acceptable level.
A photogenerated carrier drifts into the multiplication layer and causes impact ionization. The newly impact ionized electron-hole pair can impact ionize additional pairs leading to a self-sustaining avalanche. An active or passive quenching circuit stops the avalanche feedback by regulating the applied bias below the breakdown voltage. After a holdoff time, the SPAD is biased above the breakdown voltage again. Especially devices for NIR photon counting suffer from carrier trapping and detrapping by thermal emission at defects within the multiplication layer. If the SPAD is in its armed state, a detrapped carrier can trigger a dark count named afterpulsing. Remarkable progress has been achieved for SPADs regarding their photon detection efficiency (PDE), dark count rate, jitter, and afterpulsing. 8, 9 The PDE is the product of the quantum efficiency g q , the probability that the photoexcited carrier survives into the multiplier P c , and the breakdown probability P b that the carrier activates a self-sustaining avalanche: 9 PDE ¼ g q P c P b :
(
The PDE depends on the electric field mainly via P b . Concerning the PDE, a high electric field is favorable because P b rises with the field. On the other hand, for increasing electric fields SPAD performance degrades owing to dark currents as a result of band-to-band or trap-assisted tunneling in the multiplicator. Hence, a steep rise of the breakdown probability with higher electric fields is desirable. The timing jitter originates from the different transit times of the carriers owing to the variation of the location of photon absorption, from the delayed release of trapped carriers at possible heterojunctions, and from fluctuations of the avalanche build-up time. More precisely, the jitter by virtue of the avalanche build-up originates from the randomness of the impact ionization process, the expansion of the initially point-like avalanche to the entire high field region, and from local nonuniformities of the excess bias. The avalanche build-up time is the main contribution to the timing jitter. 9 There have been contradictory predictions concerning the dependence of the breakdown probability on the multiplication region width w. References 10 and 11 predict a rising breakdown probability for thicker multiplication regions using a history-dependent analytical impact ionization model and the recursive dead-space multiplication theory, respectively. On the other hand, Refs. 12-14 predict the opposite behavior applying the hard dead-space impact ionization model within McIntyre's extended theory, the recurrence equations by McIntyre, and the stochastic random path length model, respectively. The models of Refs. 10-14 rely on simplified impact ionization and charge transport modeling without taking scattering and the dispersion of charge carriers on a microscopic level into account. Nonequilibrium effects like the dead-space, the velocity overshoot, and the nonlocal impact ionization gain importance for shrinking multiplication region sizes. The dead-space is the distance before a carrier gains enough energy for impact ionization by means of the electric field. In a velocity overshoot, the carrier velocity exceeds its stationary value substantially in a short transition region due to a rapidly changing electric field. In local impact ionization models, the rate is a function of the local electric field in contrast to nonlocal models where the ionization rate depends on the carrier energy. In simplified models, the dead-space effect is estimated analytically or taken from full-band Monte Carlo (FBMC) simulations, and the velocity overshoot and the nonlocal impact ionization are neglected. The simulation of high-energy (approximately 5 eV) carrier dynamics and kinetics renders the incorporation of the full-band structure necessary. The Boltzmann transport equation (BTE) governs the dynamics of the particles in the semiclassical transport regime. The Monte Carlo (MC) technique allows the solution of the BTE with the most comprehensive band structure description and scattering models. At present, the full-band Monte Carlo method is the most accurate device simulation method within the physics of semiclassical charge transport. 15, 16 The FBMC approach for the solution of the BTE serves as benchmark for approximate methods. FBMC simulations involve a high computational burden, which forced previous research to compute SPAD breakdown characteristics to apply simplified charge transport models. However, with nowadays parallel CPU power on standard computer clusters combined with computationally efficient approaches 15 it has become feasible to gain sufficient statistics with FBMC simulations for the evaluation of breakdown probabilities and standard deviations of variables of interest. For an introduction into the MC method consult, for instance, Refs. 17 and 18.
This work concentrates on the investigation of the highenergy charge transport and multiplication process in the SPAD multiplicator. The effect of tunneling is not considered. We aim to clarify the contradictory predictions of the breakdown probability versus the electric field with changing multiplication region widths by solving the semiclassical Boltzmann transport equation by means of the ensemble FBMC method. This work examines the breakdown probability, which is the main contribution to the PDE, the time to avalanche breakdown t b , its standard deviation and main contribution to the timing jitter r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
. The objects of investigation are GaAs PIN diodes with multiplication (intrinsic) region widths between 55 nm and 500 nm operated in the Geiger-mode at 300 K (compare with Ref. 14).
II. FULL-BAND MONTE CARLO MODEL
Surely, the ultimate goal in the simulation of carrier transport in semiconductors would be the usage of the ion potential as the only input. However, as a result of the huge computational effort, approximations have to be made while keeping the main physical features. 19 In the case of a fullband computation of breakdown characteristics of SPADs efficient modeling renders the computation feasible.
A. Full-band structure Due to the 48-fold symmetry of the face-centered cubic lattice, it is sufficient to compute the dispersion relation and its derivatives on the 1/48th part of the first Brillouin zone, namely the irreducible wedge. We use a three-dimensional equidistant tensor grid to mesh the irreducible wedge. 20 The length of a cubic box is l ¼ 0:01 Á 2p=a leading to a total number of 87125 cubes discretizing the irreducible wedge. The onedimensional tensor grid for the real-space discretization has a spacing of 1 nm. We compute the GaAs full-band structure on the k-space grid by means of the empirical pseudopotential method using parameters from Ref. 21 . Figure 1 displays the dispersion relation along a special path through the Brillouin zone. The energy is expanded linearly around a grid point k c :
meaning that the gradient, and hence the velocity v ¼ r k EðkÞ= h, are constant within a reciprocal space discretization box. The dispersion relation has to be inverted for the selection of a final k-state after scattering. For a speed-up in the final box search, we use precomputed energy interval lists described in Ref. 15 . As a result of the high curvature of the C 6 -valley, the utilized discretization is not sufficient to resolve the dispersion for low-energy transport. Therefore, we use a threshold energy of 0.4 eV for analytical nonparabolic treatment of the C 6 -valley 22 with parameters taken from Ref. 23 .
B. Particle propagation
The carriers propagate according to Newton's law 24 with a simple time-step propagation scheme. 25 A particle propagates for the minimum of the four times Dt ¼ min(t s , t k , t r , t T ) (Ref. 24 ), where t s is the stochastically selected time for a scattering event with a random number r between 0 and 1 (Ref. 18), t k is the flight time to reach the boundary of a cubic k-space box, t r is the time till the boarder of the real space grid, and t T is the time until the time step of the synchronous ensemble. If t s is the minimum time, a scattering FIG. 1. Full-band structure of GaAs along special path through the Brillouin zone computed with the empirical pseudopotential method. event and a final k-state are selected randomly. Otherwise, it is allowed to stop the propagation at t k , t r , t T < t s and to start the algorithm again. 25 The electric field profile for the PIN structure is precomputed with a drift-diffusion model. 26 As a result of the constant electric field during the propagation, the integrated equation of motion is
Owing to the small propagation time, which allows the disregard of the acceleration term, 24 and the constant velocity during the propagation time, the real space position is updated corresponding to
If the particle leaves the first Brillouin zone, the carrier is transformed back by means of an Umklapp process k BZ ¼ k þ G with the Umklapp vector G.
C. Scattering rates
All scattering rate computations are based on Fermi's golden rule. 15, 17, 22 One has to be aware that in the derivation of Fermi's golden rule an assumption is made that limits its usage for high electric fields. The energy conserving delta function appears for t ) h=E, which depicts Heisenberg's uncertainty principle. Rigorous energy conservation is not fulfilled giving rise to collision broadening. 27 The intracollisional field effect accounts for the issue of the influence of the electric field during the scattering process. 28 Works exist that include the intracollisional field effect and collision broadening into the semiclassical transport theory. [29] [30] [31] For high carrier energies, the picture of semiclassical charge transport is pushed to its limits (e.g. see Ref. 28 for assumptions made in the Boltzmann equation). On the other hand, the range of validity of the Boltzmann transport equation may have been underestimated. 22 Nevertheless, it is common practice in the community of semiclassical high-field transport to use Fermi's golden rule for scattering rate computations. 16, 32, 33 The full-band Monte Carlo simulators described in literature differ mainly in the usage of the implemented scattering model. For phonon scattering the differences lie in the treatment of the deformation potential, the overlap integral, and the phonon dispersion relation. Commonly, phonons are treated to be in a thermodynamic heat bath in equilibrium. On the most basic side of the hierarchy, starting from Fermi's golden rule, the full transition rate W nn 0 (k, k 0 ) has to be computed from every initial (n, k) to any final state (n 0 , k 0 ) with the band index n. The deformation potentials are not fit parameters but are computed based on the full-band structure. This means that there is less freedom for calibration and the quality of the transition rates depends on the complexity of the underlying theory. 19 The full phonon dispersion is included. References 16, 34, and 35 contributed to this research-intensive and computationally heavy approach. However, the feasibility and the efficiency of device simulation ask for approximations of the full transition matrix elements. It is possible to define volumes or valleys in the reciprocal space where the deformation potentials and the matrix elements are approximately constant.
18,32-34,36 Thus, the main contribution to the variation of the phonon scattering rates with energy is due to the density of states (DOS). This allows a computationally very efficient grouping of the phonon transition rates into packages of phonon scattering mechanisms depending on the initial and final valleys. 15 Appendix A introduces the valley allocation algorithm. The first four conduction valleys are C 6 , L 6 , X 6 , for the first conduction band, and X 7 for the second conduction band. All other conduction valleys within the irreducible wedge are named c xy where x is the conduction band number and where y is the valley number within x.
Carrier-phonon scattering
Elastic acoustic phonon scattering, nonpolar optical phonon scattering, and intervalley phonon scattering may be written as 15, 17, 22 
being proportional to the final density of states D v 0 ðEÞ 0 with the particle energy E before and E 0 ¼ E 6 E trans after scattering. The transition energy is E trans ¼ 0 for acoustic phonons, E trans ¼ hx op for optical phonons in the Einstein approximation, the optical phonon angular frequency x op , E trans ¼ hx 0 þ DE 0 for intervalley phonons with the intervalley transition phonon angular frequency x vv 0 and the energy separation DE vv 0 between the valleys. The prefactor of scattering mechanism type m is K m 0 (see Table I ), where v and v 0 are the initial and final valley, respectively. We utilize the method by Gilat and Raubenheimer 37 to integrate d-functions. The full-band DOS, including spin degeneracy, is evaluated by means of a surface integral
with the box density of states 
of the ith discretization cube. Here, A v,i (E) is the area of the equi-energy surface cut with the cubic box. 37 If the energy E is not within the cube, the area is zero. Furthermore, w i is a weighting function for the treatment of the contribution of boundary boxes in the irreducible wedge (see Appendix B). Figures 2 and 3 
with the phonon wave vectors q vv 0 connecting the valley minima. For the first conduction band, the intervalley phonon energies are taken from Ref. 38 , and 23 meV for higher conduction bands.
Compared to group IV semiconductors, in III-V materials additionally polar optical phonon scattering appears. Approximating the overlap integral as unity, the polar optical phonon scattering rate 22 is given by
being proportional to the direction-weighted density of states
with the direction-weighted box density of states
of the ith box. Here, q ¼ k -k 0 is the phonon wave vector. The anisotropic polar optical phonon scattering rate is averaged according to 22 WðEÞ ¼ 1 DðEÞ
with the initial density of states D(E). Figure 4 depicts the polar optical phonon scattering rates for intraband transitions. 
Impact ionization
Models for the calculation of the impact ionization rates, starting from Fermi's golden rule, vary widely in literature. For example, Kane, 39 Jung et al., 40 and Kuligk et al. 41 computed the impact ionization rate evaluating the detailed matrix elements, the dielectric function, and took momentum conservation into account. Kane introduced the random-k approximation (RKA), 39 which neglects momentum conservation. Sano et al. 42 additionally introduced an approximation that assumes mean secondary carrier energies. Some FBMC works utilized a modified Keldysh formula, which is a fit to the impact ionization rate of fundamental approaches. In the past, several groups used the Keldysh formula, which provides bad scattering rates being derived for parabolic bands.
The inclusion of the momentum conservation and the computation of the Coulomb transition matrix elements render the fundamental approaches of Kane, Jung et al., and Kuligk et al. computationally expensive and their numerical implementation laborious. The transition matrix elements are approximately insensitive to changes of the primary electron energies. Momentum conservation allows a large number of possible final k-states due to the 48-fold symmetry of the cubic lattice. Practically, the large set of final k-states will scatter randomly throughout the Brillouin zone. Additionally, the three integrals over k-space considerably average the details of the band structure. 39 The RKA and the constant matrix approximation (CMA) take advantage of the two properties and highly reduce the complexity of the impact ionization rate computation. The RKA and CMA reduce the nine-dimensional integration over the d-function in reciprocal space to a two-dimensional integral over one-particle density of states in energy space. The costly computation of the Coulomb transition matrix elements is bypassed by tuning it to experimental data. 33 The application of the RKA and the CMA is an appealing possibility to compute the impact ionization rate with a manageable effort and keeping agreement with fundamental methods. 33, 39, 43 Compared to the approach of Sano et al. Kane's RKA provides information about the secondary carrier energies without taking another fit parameter into account. The additional implementation work for the RKA and CMA based rate calculation compared to the implementation of the approach of Sano et al. is low. The use of the modified Keldysh formula is a viable option especially for GaAs because the secondary carrier energies are provided in literature. However, we prefer Kane's RKA and CMA to compute all our scattering rates based on the same full-band structure, and therefore, keep band structure consistency. The importance of the impact ionization rate around the threshold energy depends on the high energy tail of the carrier distribution and the ratio of the impact ionization rate to the phonon scattering rates. A carrier, being able to impact ionize, has to survive to energies above threshold emitting less phonons than the bulk of particles. The carrier distribution above the threshold energy therefore strongly depends on phonon scattering below the threshold. If the carrier has survived to impact ionization enabling energies, the occurrence of impact ionization has to be relevant compared to phonon scattering. Practically, impact ionization takes place for energies where the ratio of the impact ionization rate and the total phonon scattering rate exceeds about 10
À2
. The energy before impact ionization is between 3 and 5 eV for electrons, i.e., high above the threshold energy. For holes the impact ionization rate seems to be important near the threshold 33 where the RKA and CMA are expected to be less applicable. 39 The impact ionization scattering rate in the RKA and CMA is given by 39 
W
ii ðEÞ ¼ K ii D ii ðEÞ (13) for an impacting electron with
Here, it is E c/v ¼ E(k c/v ) and so on. The integration boundaries
Furthermore, E g is the bandgap energy. Swapping the indices for the conduction band c and valence band v leads to the expression for a primary impacting hole. Table I summarizes the scattering mechanism prefactors K. 17,22 Figure 5 demonstrates the total phonon and impact ionization scattering rates for electrons and holes.
We compute the secondary carrier energies according to the secondary distribution function in the RKA. For a primary electron having the energy E c and a secondary electron with the energy E 0 c the secondary distribution function W ee is given by
The factor of 2 appears as a result of the indistinguishable secondary electrons. Due to computational efficiency, we use the mean value of the secondary energy distribution function: Figure 6 illustrates the evaluated mean secondary energies 
with a random number r between 0 and 1. The selection of the secondary carrier energies for a primary impacting hole is treated accordingly. The final state after scattering is chosen corresponding to Ref. 15.
D. Calibration
As a result of the empirical deformation potential and impact ionization ansatz, the unknowns (deformation potentials and impact ionization prefactors) have to be calibrated to experimental data. 2011) length 2r indicate the 68% confidence interval. The impact ionization prefactor K ii depends exponentially on the deformation potentials. A strong carrier-phonon interaction causes a distribution function with exponentially lower high-energy tail. Therefore, to adjust the impact ionization coefficient, an exponentially higher impact ionization rate has to be chosen. The ionization coefficient depends weakly on the ionization rate but strongly on the deformation potentials. 33 Relatively small variations in the deformation potentials do not change vðEÞ appreciably but change the impact ionization coefficient strongly while keeping K ii unchanged. Table II summarizes the calibrated acoustic phonon deformation potential, the nonpolar optical deformation potential, and the impact ionization prefactor for electrons and holes.
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III. SIMULATION RESULTS AND DISCUSSION
We simulate a GaAs PIN diode with multiplication (intrinsic) region widths between 55 nm and 500 nm. The device operates in the Geiger-mode at 300 K. The simulation procedure consists of a single electron injection on the p-side with a kinetic energy of 10 meV in the C 6 -valley at the time t ¼ 0 ps into the GaAs PIN diode. GaAs is an electron multiplication material. Breakdown occurs when the total number of charged carriers, being generated by impact ionization, exceeds 30 within the depletion region. If a breakdown has not taken place within 500 ps, the simulation stops. The numerical experiments are repeated 10 4 times to gain sufficient statistical data. Using Ramo's theorem 44 for the 55 nm device and the saturation velocities of Ref. 14, our breakdown criterion corresponds to a current of approximately 5.4 mA. For this small amount of charge and high electric fields, we do not expect space-charge effects to be important. Figure 9 presents the breakdown probability versus the reverse bias V r and the excess bias V ex ¼ V r ÀV b for different multiplication region sizes. Three regions characterize the curves. The breakdown probability slowly ascends in a small voltage interval immediately after the breakdown voltage. We define the breakdown voltage as P b (V b ) ¼ 10 À3 (compare with Ref. 45) . With higher reverse bias, the breakdown probability increases linearly before it saturates toward unity. The smaller the multiplication region, the steeper is the rise of P b with higher reverse bias. A steep rise is advantageous for SPADs, because it increases the photon detection efficiency for a constant excess bias. However, for the same excess bias, the electric fields are higher in thinner structures leading to an increased tunneling probability. The region of saturation is larger for increasing multiplicator widths. Compared with the simpler models of Refs. 10-14, the FBMC simulations predict a less steep rise of the breakdown probability with reverse bias and a longer bias region of saturation.
For decreasing multiplication width, the balance between positive feedback of the avalanche and the effective length of the gain material governs the behavior of the breakdown probability steepness. 12 For smaller w, and thus, for higher electric fields, the impact ionization coefficients for electrons and holes approach each other (compare Figs. 8(a) and 8(b) ). This leads to a more pronounced positive feedback of impact ionization enforcing the avalanche. On the other hand, the smaller the multiplicator, the higher is the ratio between the dead-space d and w. A higher d/w corresponds to a reduction of the effective multiplication region thickness, and thus, has a negative implication on the avalanche. FBMC simulations of the high-energy charge transport reveal a dominance of the positive feedback for smaller multiplication sizes at constant excess bias. Figure 10 shows the mean time to avalanche breakdown and the jitter versus the reverse bias for different multiplication region sizes. Both, ht b i and r decrease for higher reverse bias. For higher electric fields, impact ionization processes take place more often, and the distribution of the time to avalanche breakdown narrows. The mean time to avalanche breakdown and jitter feature a fast decline over reverse bias in a region after the breakdown voltage before the quantities evolve into an area of small change with reverse bias. ht b i and r decrease with smaller multiplication region widths. Furthermore, the mean time to avalanche breakdown and jitter descend faster with a smaller multiplication region size. In Fig. 10 , we attribute the peaks in the vicinity around the breakdown voltage to the small number of avalanche breakdowns leading to low statistics.
IV. CONCLUSION
In summary, we modeled the charge multiplication process in GaAs single photon avalanche diodes by means of the currently most accurate device simulation method within the physics of semiclassical charge transport and improved the computation of SPAD properties with the state-of-the-art treatment of high-energy carrier dynamics. Highly nonequilibrium effects like the dead-space, the nonlocal impact ionization, and the velocity overshoot are incorporated with the full-band Monte Carlo technique for the investigation of the contradictory results presented in literature regarding the trend of the breakdown probability versus the reverse bias with changing multiplicator widths. We have analyzed the behavior of the breakdown probability, the time to avalanche breakdown, and the jitter for different multiplication region widths. The breakdown probability exhibits a steeper rise with reverse bias for smaller multiplicator sizes. The mean time to avalanche breakdown and jitter decrease for shorter multiplication regions. Provided that tunneling processes in smaller multiplicators are at an acceptable level, FBMC simulations suggest smaller multiplication region widths in SPADs for a given excess bias to improve the photon detection efficiency, the photon detection speed due to avalanche breakdown, and the noise owing to avalanching impact ionization processes.
APPENDIX A: VALLEY ALLOCATION
The deformation potentials are approximately constant within a valley. Therefore, the utilized scattering model asks for a partition of the k-space into valleys for each band. References 18 and 24 allocate the valleys according to symmetry considerations in the reciprocal space. For example in Ref. 24 , the k-points are grouped to valleys lying within a sphere around their minima. We make use of a customized steepest descent method to allocate the k-space grid cubes to particular valleys. This allocation method divides the reciprocal space into groups of k-points according to the following algorithm. The starting point k start is a center point of the tensor grid. The next point k next lies in the next cubic box in the direction of the negative gradient of the current cube. If k next leaves the irreducible wedge during the iteration loop, it is transformed back again into the irreducible wedge. After a number of iterations, the end point k end is reached. All k end gather around the local energy minimum of the particular valley. We allocate a cubic box to the particular valley per conduction band where the customized steepest descend method converges to its valley minimum energy. Holes possess only one local minimum per valence band rendering the valley allocation trivial. We do not expect relevant changes due to the different valley allocation approaches used in literature.
APPENDIX B: WEIGHTS OF BOUNDARY BOXES
The method of Gilat and Raubenheimer asks for the computation of the area A 0 of a cubic box cut by an equienergy plane. Therefore, cubes lying partly outside the irreducible wedge have a different contribution compared to boxes lying completely inside the irreducible wedge. Symmetry considerations are very useful to compute the contribution of boundary boxes. 20 Consider the case where a cubic box lies completely inside the irreducible wedge. Then, the contribution to the whole Brillouin zone is A BZ ¼ 48A 0 . The box weight is w ¼ 1. Assume that a boundary plane of the irreducible wedge cuts the cubic box such that, including the neighboring wedge, the cubic box lies again inside these two wedges. Then, the contribution to the whole Brillouin zone is A BZ ¼ 48=2 Á A 0 . The box weight is w ¼ 1/2. And so on.
