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A term-by-term direct numerical simulation validation study
of the multi-environment conditional probability-density-function model
for turbulent reacting flows
S. T. Smitha and R. O. Foxb
Department of Chemical and Biological Engineering, Iowa State University, Ames, Iowa 50011-2230, USA
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The multi-environment conditional probability-density-function MECPDF approach for modeling
extinction and re-ignition in turbulent nonpremixed reacting flows is analyzed. A unique derivation
of the model is given, which makes use of numerical Gaussian quadrature in addition to physical
assumptions. The new derivation offers insight into the physical meaning of model terms and offers
a more rigorous method for model validation. The assumptions required to close the dissipation
terms are validated term by term using data from direct numerical simulations of an inert and a
reacting scalar in decaying isotropic turbulence. Results show convergence of the numerical
quadrature with an increasing number of quadrature points. Also, good agreement is shown for the
physical model assumptions required to close the mixed dissipation and the progress-variable
dissipation terms. The MECPDF method is also demonstrated to offer the flexibility to incorporate
either micromixing or otherwise more sophisticated models for the mixing between regions of the
flow that exhibit differing degrees of extinction. © 2007 American Institute of Physics.
DOI: 10.1063/1.2757699
I. INTRODUCTION
Extinction and re-ignition in nonpremixed turbulent re-
acting flows provide a complex modeling problem, due to
chemical transport with multiple-and-overlapping mixing
and reaction time scales. Even within a statistically homoge-
neous mixture, these various time scales can lead to simul-
taneous occurrence of reacting zones of different character-
istics. Specifically, fully burning nonpremixed zones can
arise concurrently with nonpremixed zones of differing de-
grees of extinction. Additionally, premixed propagation can
occur at the same time, either as a consequence of premixed/
edge propagation or distributed engulfment/flame-flame
interaction.1 The modeling challenge is further amplified by
the mixing interactions between each of these zones. The
interest in modeling extinction and re-ignition has increased
only recently, on account of both the extreme complexity of
the problem and escalating environmental concerns. Pollut-
ant and particulate formation is often initiated in these
regions of complex flame interaction. Furthermore, complete
flame extinction is the cause of pollution through decreased
combustion efficiency and release of unburned
hydrocarbons.
The multi-environment conditional probability-density-
function MECPDF model2 was developed by Fox and Ra-
man to extend conditional-moment closure CMC modeling
to include correlations between the conditional-dissipation
rate and the conditional progress variable. These correlations
are one cause of local extinction, and can be described by
most implementations of the flamelets model.3,4 However,
this correlation is not accounted for in the first-order CMC
approach.5 Additionally, the MECPDF model was developed
to describe mixing in the direction orthogonal to in compo-
sition space the mixture fraction, which can cause re-
ignition of fluid elements. This process cannot be modeled
using standard flamelet models, because they neglect inter-
actions between flamelets with differing dissipation rates.
The MECPDF model also has a very natural extension to
conditional moments of order higher than 2. It is true that the
MECPDF model is not alone in its ability to capture both of
these mixing effects both dissipation/progress-variable cor-
relations and mixing orthogonal to mixture fraction. Some
forms of the multiply conditioned CMC6 capture both ef-
fects, but at the added computational expense of resolving
the higher-dimensional space, which includes both the mix-
ture fraction and its dissipation rate and with the added re-
quirement that additional a priori information about the sys-
tem is needed, i.e., joint PDFs. Lagrangian PDF methods
have been able to, with specific implementations, simulate
turbulent nonpremixed jet flames with a reasonable degree of
accuracy.7,8 The MECPDF model seeks to capture the above-
mentioned mixing effects in as computationally inexpensive
a manner possible.
The purposes of this paper are to readdress the MECPDF
model from both the mathematical and physical points of
view and to validate the major assumptions in the model, in
particular the assumptions related to the dissipation terms
and how well they describe the physics of extinction and
re-ignition in nonpremixed turbulent combustion. The vali-
dation presented here gives a term-by-term comparison of
the model to results of the direct numerical simulations
DNS database of Sripakagorn et al.,9 which includes the
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transport of a passive mixture fraction and a progress vari-
able undergoing a reversible reaction in isotropic turbulence.
The simulations were completed with three values of the
Damköhler number, each of which was included in this
analysis. Emphasis is placed on the dissipation terms as the
reaction terms have been covered in detail elsewhere.10 The
DNS used in this validation study is limited to the evolution
of a single progress variable at constant density in a homo-
geneous flow. We will limit the theory and modeling pre-
sented here accordingly. The model that would result from
including variable density and multiple progress variables
would not be amenable to validation with these DNS data.
However, it should also be noted that extension from the
model presented here to one that includes variable density
and multiple progress variables in inhomogeneous flows is
straightforward. More will be discussed on these extensions
later.
This paper has the following layout. In order to fit the
model under current consideration within its theoretical con-
text, the evolution of the homogeneous higher-order condi-
tional moments is reviewed in Sec. II. The model is devel-
oped in Sec. III. Specifically, in Sec. III A, both the theory
and application of numerical quadrature as it applies to the
conditional moments are given with a discussion of the con-
servation properties and consistency issues of the approxima-
tions. In Sec. III B, the remaining unclosed terms are mod-
eled on a physical basis with emphasis placed on the
assumptions that require the most detailed validation. In Sec.
III C, the modeling assumptions are compiled to recover the
MECPDF equations given by Fox and Raman,2 and compari-
son is made to flamelet3,4 and conditional-moment
closure5,11,12 models. In Sec. VI, the DNS data and the meth-
ods used for processing them are described in detail. In Sec.
V, validation results are given for both the quadrature ap-
proximation and for the physical assumptions.
II. THEORY
In the mixture-fraction-based approach4,5,13 to turbulent
nonpremixed combustion, the progress variables reaction
variables are determined as functions of the mixture fraction
and often as functions of one or more of the additional vari-
ables: dissipation rate, time, and space. The MECPDF model
follows this approach. When restricted to a single progress
variable, it is most common to use the scaled temperature,4
however the selection of the scaled mass fractions of
CO+CO2 has well-known advantages for both nonpremixed
and premixed14 modeling. We choose not to rescale the
progress variable at each value of the mixture fraction as
discussed by Bray et al.,12 because as they mention this
complicates the governing evolution equation.
The concept of local extinction is illustrated in Fig. 1 by
showing scatter plots of the progress variable, Y, versus the
mixture fraction, , when the mixture-fraction standard de-
viation is =0.3921. In the limit of high Damköhler num-
ber, almost every point in the flame lies on a single curve,
which can be successfully modeled using the flamelet
approximation.4 On the other hand, when the effect of the
reaction rate is comparable to that of the mean scalar-
dissipation rate, local extinction is observed with large fluc-
tuations about the mean.9 Physically, this occurs because
some fluid elements are able to mix fuel and oxidant on a
molecular level faster than the chemical species can react
i.e., they become partially premixed. The existence of fluid
FIG. 1. Color online Scatter data for Da=1.3105 left, 8104 center, and 3104 right at =0.3921 top and 0.2549 bottom. The equilibrium
curve dashed and conditional mean solid are included for reference.
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elements that react immediately as they mix, and simulta-
neously, fluid elements that mix without reacting causes
large fluctuations about the mean of the progress variable
conditioned on the mixture fraction. As the burning elements
interact with the mixed but nonburning elements, re-ignition
can occur. Figure 1 also shows scatter plots of this re-
ignition, when =0.2549. The resulting nonideal flame
structure is composed of fluid elements that are typical of
both nonpremixed and premixed ranging from rich to lean
combustion. In order to mathematically describe the fluctua-
tions about the mean, we will derive the evolution equation
for the arbitrary-order moments of the progress variable con-
ditioned on the mixture fraction.
We will start the derivation with the constant-density,
homogeneous, one-point, joint scalar PDF evolution
equation13 for the two scalars: mixture fraction and progress
variable. The joint PDF is denoted by fY and evolves in
time, t, mixture-fraction sample space, , and progress-
variable sample space, y, according to
fY
t
= −

y
„SYy,fY… − 12
2y,fY
2
−
2Yy,fY
y
−
1
2
2Yy,fY
y2
, 1
where the scalar-dissipation rates are defined using the mo-
lecular diffusivity  assumed to be the same for both sca-
lars as
  2

xi

xi
, Y  2
Y
xi

xi
, Y  2
Y
xi
Y
xi
. 2
The conditional scalar-dissipation terms or in their other
form, the conditional diffusion terms are the root of the
closure problem in PDF approaches. Examples of each of the
conditional-dissipation terms appearing in Eq. 1 are given
in Fig. 2. Note that  y , and Y y , are positive and
symmetric with respect to the stoichiometric mixture fraction
st=1 /2, and Y y , is antisymmetric. And while the
mixture-fraction dissipation conditioned only on the mixture
fraction itself   is independent of the reaction rate, this
dissipation rate conditioned on both the mixture fraction and
the progress variable  y , is highly dependent on the
reaction rate.
In order to derive an evolution equation for the condi-
tional moments of Y, we multiply Eq. 1 by y and integrate
over all y. As an example of how this is done, the time
derivative term is integrated as
	 yfY
t
dy =

t

	 yfYdyf = t Yf , 3
where f is the mixture-fraction PDF, fY is the conditional
PDF of Y given =, and Y  is the order  conditional
moment of Y given =. The remaining four terms are inte-
grated similarly, but additionally require integration by parts
to give
Yf
t
= Y−1SYY,f −
1
2
2Yf
2
+ 
Y−1Yf

−
 − 1
2
Y−2Yf.
4
The four terms on the right-hand side of this equation are
unclosed. Although from a physical perspective the reaction
source term is of chief importance among these, this work
focuses primarily on the dissipation terms. As shown below,
the dissipation terms present a much more challenging prob-
lem from a modeling perspective. The closure is accom-
plished on two levels, first by a numerical approximation and
second by physical arguments that are closely related to
those used in other nonpremixed and premixed models.
In accordance with other nonpremixed modeling ap-
proaches, the mixture-fraction PDF and the mixture-fraction
conditional dissipation rate,  , should be modeled in a
consistent manner in order to conserve the mixture fraction.
The modeler can either presume the form of the conditional
dissipation rate and calculate the consistent form of the
mixture-fraction PDF,15 or presume the form of the PDF and
calculate the consistent form of the conditional dissipation
rate.16 Given either approach, the following discussion re-
garding the MECPDF model assumes that the mixture-
fraction PDF and the conditional dissipation rate are known.
III. MULTI-ENVIRONMENT CONDITIONAL
PDF MODEL
A. First-level modeling
For the numerical closure we choose to integrate across
y by Gaussian quadrature. The Gaussian quadrature formula
for the conditional expectation of the arbitrary but well-
behaved function gy , is
gY,  	 gy,fYdy  
k=1
NE
pkgYk, 5
for any integer NE1. In standard Gaussian quadrature
theory, the strictly non-negative pk are termed weights, and
Y k are termed abscissas. The abscissas Y k should not
be considered conditional expectations in the strict sense
even though they are only distinguished from the conditional
expectation by their subscript. Each abscissa is a location in
progress-variable space and is a function of the mixture frac-
tion. The notation used here is inherited from multi-
environment modeling, where the abscissa is considered the
average composition within its specific “environment.” In
the current context, each abscissa/environment has a distri-
bution across mixture-fraction space. The numerical Gauss-
ian quadrature approximation used here is equivalent to the
finite-mode PDF presumption,
fY  
k=1
NE
pk	y − Yk , 6
which was used by Fox and Raman.2 The use of Gaussian
quadrature in the current derivation offers perspective on
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how the weights and abscissas can be determined from the
conditional moments.
Most readers will be familiar with a simplified form of
Gaussian quadrature where the weighting function, fY, is
uniform over the interval −1,1, for which the abscissas are
given as the roots of the Legendre polynomial of order NE. In
this simplified case, the weights are subsequently calculated
by the method of undetermined coefficients, that is, by solv-
ing for pk in the linear system

k=1
NE
pkYk
  Y 7
for all =0,1 , . . . ,NE−1. For the more general case of an
arbitrary weighting function, the abscissas cannot be deter-
mined from the Legendre polynomial. As discussed by
Lanczos,17 both the weights and abscissas can be determined
from Eq. 7. However, that relationship becomes nonlinear
when the abscissas are also unknown. In addition, for the
generalized case, Eq. 7 must be solved with an expanded
set of moments, that is, for all =0,1 , . . . ,2NE−1. The
weights and abscissas can be calculated exactly from the
moments by the product-difference algorithm.18 Examples of
these weights and abscissas, calculated from the scatter data
in Fig. 1 at =0.3921 for NE=2 and 3, are shown in Figs. 3
and 4. As expected, the values of the weights and abscissas
depend strongly on the Damköhler number. Nonetheless two
features of Figs. 3 and 4 can be observed: the weights are
always non-negative and the abscissas always lie in the real-
izable region of Y- phase space i.e., the region below the
equilibrium curve. Non-negative weights and realizable ab-
scissas are guaranteed by quadrature theory.17 In the context
FIG. 2. Color online Contours of conditional dissipa-
tion rates  y , top, Y y , center, and
Y y , bottom from DNS with Da=8104 left
and 3104 right at =0.3921. Positive solid and
negative dashed contours are spaced linearly in the
dependent variable, with ten contours in each plot. The
range of contour values is unique to each plot. For the
left column these ranges are, from top to bottom, 0.0,
1.1, −0.45,−0.45, and 0.0, 0.7; for the right col-
umn, 0.0, 1.0, −0.2,0.2, and 0.0, 0.35. The equi-
librium curve dashed and conditional mean solid are
included for reference.
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of combustion modeling, we can therefore interpret each ab-
scissa as representing an individual “flamelet” or reacting
“environment.” As will be shown below, it is not always
necessary to perform the conditional moment inversion in
Eq. 7. That is, the problem can be restructured by consid-
ering the weights and abscissas as a variable transformation
of the conditional moments.
The quadrature approximation can be applied to all four
FIG. 3. Color online Weights, pk, conditioned on the mixture fraction from DNS with Da=1.3105 left, 8104 center, and 3104 right at 
=0.3921 for NE=2 top and 3 bottom. k=1, down arrow. k=2, up arrow. k=3, left arrow.
FIG. 4. Color online Abscissas, Y k, conditioned on the mixture fraction from DNS with Da=1.3105 left, 8104 center, and 3104 right at
=0.3921 for NE=2 top and 3 bottom. k=1, down arrow. k=2, up arrow. k=3, left arrow. The equilibrium curve dashed and conditional mean solid
are included for reference.
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of the unclosed terms in Eq. 4. Application of the Gaussian
quadrature formula, Eq. 5, to the reaction-source term in-
tegral in Eq. 4 gives
Y−1SYY,  	 y−1SYy,fYdy
 
k=1
NE
pkYk
−1SYYk, . 8
This numerical approximation is sufficient to close the con-
ditional reaction source term2,10 and no physical modeling is
required, similar to the situation in Lagrangian PDF meth-
ods. The remaining correlations of the conditional dissipation
terms are approximated as
Y  	 yy,fYdy  
k=1
NE
pkYk
k, 9
Y−1Y  	 y−1Yy,fYdy
 
k=1
NE
pkYk
−1Yk, 10
and
Y−2Y  	 y−2Yy,fYdy
 
k=1
NE
pkYk
−2Yk, 11
where we define the doubly conditioned dissipation rates
evaluated at the abscissas as
k  y,y=Yk, 12
Yk  Yy,y=Yk, 13
and
Yk  Yy,y=Yk. 14
For NE=1, Eqs. 9–11 reduce to the assumption that
fY=	y− Y , which is often used in nonpremixed com-
bustion theory. Alternatively, quadrature theory suggests that
these approximations converge to the exact correlations as
NE→
. For NE=2, moments up to =3 are required, and for
NE=3, up to =5, in order to determine the weights and
abscissas from the conditional moments in Eq. 7. Equations
9–11 should be interpreted the following way: if one can
accurately model the conditional dissipation rates evaluated
at the abscissas, then they can approximate the correlations
required to close the terms in Eq. 4. Furthermore, the use of
Gaussian quadrature offers an optimal rather than an ad hoc
method for this closure.
The accuracy of the quadrature approximations Eqs.
9–11 for the terms in Eq. 4 does have an effect on the
conservation of the mixture fraction. Substituting Eq. 9 into
Eq. 4 with =0 gives
f
t
= −
1
2
2
2
f  −
1
2
2
2


k=1
NE
pkkf . 15
The conditional expectation of the mixture-fraction dissipa-
tion rate has been carefully constructed to be consistent with
the mixture-fraction PDF. This is essential for the conserva-
tion of the mixture fraction. In order to maintain the unity
value of the zeroth moment of the mixture-fraction PDF and
to conserve the mixture-fraction mean, the model for the
values of the product  f and its derivative at the end
points =0 and =1 must be consistent. Also, the model
must maintain consistency with the unconditional dissipation
rate in order for the mixture-fraction variance to decay cor-
rectly. A sufficient condition for maintaining these conserva-
tion properties with the quadrature approximation is
 = 
k=1
NE
pkk. 16
The DNS data are used to analyze the conservation condi-
tions and convergence properties of the quadrature approxi-
mations in Sec. V A.
B. Second-level modeling
The first-level modeling was accomplished using only
the numerical approximation of the conditional-expectation
integral by Gaussian quadrature. However, additional closure
is required for the doubly conditioned dissipation rates,
 k, Y k, and Y k, given the known variables of
 , Y k, and pk. This second-level modeling re-
quires closures based on physical interpretation.
For simplicity, the doubly conditioned dissipation rate of
the mixture fraction will be rewritten as
k = hk . 17
In this form, the constraint in Eq. 16 becomes

k=1
NE
pkhk = 1. 18
The properties of hk which will be shown in Sec. V
make them easier to model relative to the conditional dissi-
pation rate within each environment. Some forms of the
higher-order CMC model of Klimenko and Bilger5 assume
that the progress variable, Y, and the conditional-dissipation
rate of the mixture fraction, , are independent and thus give
the undesirable result that
Y = Y . 19
This assumption in the current framework according to Eqs.
17 and 9 would imply the limiting case of hk=1.
The model for Y k follows the mixed-dissipation
term in CMC, but modified so it is evaluated at the abscissas
rather than the conditional mean,
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Yk = k
Yk

. 20
Similarly to Y, as described in the following, an interenvi-
ronment contribution can be included for the mixed dissipa-
tion. However, the effect of this contribution is absorbed into
the other models, because it becomes mathematically indis-
tinguishable.
The model for the conditional dissipation of the progress
variable is more complicated. To demonstrate this, consider
the case in which the mixture fraction takes a single value of
0, i.e., f=	−0. Then Eq. 4 integrates to
Y0
t
= Y−1SYY,0 −
 − 1
2
Y−2Y0 .
21
This is the moment equation for premixed combustion under
these specific conditions. The dissipation in the premixed
equation must go to zero as the conditional variance of the
progress variable goes to zero. Following this idea, the
model for Y is decomposed into two terms,
Y = Y
env + Y
i-env
. 22
The first term on the right-hand side, Y
env
, represents the
intraenvironment contribution, meaning the contribution that
results from considering one environment at a time. Its con-
ditional expectation must go to zero with the variance of the
mixture fraction. The quadrature of Eq. 11 is still applied
for the intraenvironment contribution, and the model for
Y
env k is given as
Y
envk = k
 Yk 
2
. 23
The second term on the right-hand side of Eq. 22, Y
i-env
,
represents the interenvironment contribution and it repre-
sents mixing perpendicular to the mixture fraction one ex-
treme example being the dissipation in the premixed case as
described by Eq. 21. The conditional expectation of this
interenvironment contribution must go to zero with the vari-
ance of the progress variable conditioned on the mixture
fraction.
There are two clear methods to model the interenviron-
ment contribution. The first of these methods is based on a
common approach from premixed combustion. The term
Y−2Y
i-env  could be tabulated using precalculated pre-
mixed flame profiles.19,20 This first method may not be accu-
rate, because it is not faithful to the physics i.e., it does not
account for edge-edge propagation or other flame-flame in-
teractions. But tabulation is mentioned here primarily to
give insight into the closure under consideration and to elu-
cidate the final form of the model equations, but will not be
analyzed any further. The second method for modeling the
interenvironment contribution is to follow Pope and Anand,21
who discuss that the distributed premixed-flame interaction
can also be described by a micromixing model. For the cur-
rent model, one must assume that the mixing associated with
the interenvironment contribution is limited to y space no
mixing in the  direction. Then this contribution to the
progress-variable dissipation term in Eq. 4 can be rewritten
as a conditional diffusion term,
−
 − 1
2
Y−2Y
i-env = Y−1DY
i-env , 24
where
DY
i-env   
xi

 Y
xi
i-env. 25
This correlation can be approximated by the Gaussian
quadrature as
Y−1DY
i-env  
k=1
NE
pkYk
−1DY
i-envk. 26
Consequently, micromixing models could be used, in a dis-
tributed flame, to model this interenvironment contribution.
For example, Fox and Raman2 recommend using, in this dis-
tributed flame regime, the conditional-interaction-by-
exchange-with-the-mean CIEM model,
DY
i-envk 
1
2
CY

2
Y − Yk 27
for the conditional diffusion term the ratio of  / 2 is
given here simply as an inverse turbulence time scale, and is
obviously not intended to hold in the premixed or infinite
Damköhler limit. By comparison, one can show that with
=2, the CIEM model Eqs. 7 and 24–27 for the inter-
environment contribution to the singly conditioned dissipa-
tion rate of the reaction-progress variable reduces to
Y
i-env = CY

2
Y − Y2 , 28
which has a strong parallel to the model used in the CMC
variance equation.5 The coefficient CY should be constant in
the distributed flame regime with fully developed mixing,
and should have a strong Da dependence otherwise.
C. The model
Substituting Eqs. 7–11, 20, 22, and 23 into Eq.
4 gives, with manipulation,

k=1
NE
pkYk
−1f Ykt − SYYk, − 12 k2Yk2 
+ 
k=1
NE
Yk
 pkf
t
+
1
2
2
2
pkkf
= −
 − 1
2
Y−2Y
i-envf 29
for all =0,1 , . . . ,2NE−1. As mentioned regarding Eq. 7,
the weights and abscissas are simply a variable transforma-
tion of the conditional moments. Similarly, this now closed
evolution equation for the conditional moments can be trans-
formed into evolution equations for the weights and abscis-
sas. This is accomplished by considering the left-hand side of
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Eq. 29 to be a matrix-vector product. The vector is a con-
catenation of the terms in square brackets, first the terms that
govern the evolution of the abscissas for all k=1,2 , . . . ,NE,
and then the terms that govern the evolution of the weights
for all k=1,2 , . . . ,NE. The matrix is composed of the coef-
ficients to the bracketed terms, where the value of  changes
from row to row and the value of k changes from column to
column. The structure and properties of this matrix are de-
scribed in detail in the literature on the direct quadrature
method of moments DQMOM of Marchisio and Fox,22 but
applied to the conditional rather than unconditional mo-
ments. The most important result is that the matrix is
nonsingular when all the abscissas are unique. By multiply-
ing each side by the inverse of the coefficient matrix, we
recover the model given by Fox and Raman,2
Yk
t
= SYYk, +
1
2
k
2Yk
2
+ Mk,
30
pkf
t
= −
1
2
2
2
pkkf + Gkf.
As a result of this variable transformation, we have obtained
transport equations for the weights and abscissas directly. In
the context of DQMOM methods, the abscissas are often
referred to as “environments,” because of the mathematical
correspondence between DQMOM and multi-environment
modeling.
According to this derivation, the interaction terms Mk
and Gk can be defined by the product of the inverse matrix
and the right-hand side of Eq. 29. More specifically, a mi-
cromixing model can be used by simply assuming that the
premixed dissipation has no mixing in the mixture-fraction
direction. By substituting Eq. 26 into Eq. 24 and subse-
quently substituting the result into the right-hand side of Eq.
29, one can easily derive the resulting interaction terms as
Mk = − DY
i-envk and Gk = 0. 31
When the CIEM model is used for the conditional diffusion,
these correction terms correspond to those given by Fox and
Raman.2 However, the “conservation correction terms” are
neglected because conservation is obtained by enforcing Eq.
18 or equivalently Eq. 16 rather than forcing Eq. 30 to
reduce to the CMC model equations, which were obtained by
making different model assumptions. In this case, the model
equations Eqs. 30, 31, 27, and 17 are closed once
given values of hk and CY. As will be discussed in Sec. V,
information regarding these variables is obtained from the
DNS.
The first observation is the similarities of Eq. 30 with
the unsteady flamelet model for nonpremixed combustion.
The MECPDF model is effectively a model of multiple un-
steady flamelets with each experiencing a different dissipa-
tion rate and each interacting/mixing with the others through
Mk. These flamelets will distribute themselves across the
sample composition space in an optimal way optimality is
defined here in terms of numerical quadrature17 such that
some may extinguish and some may continue burning. These
multiple flamelets can also be combined in a rigorous math-
ematical way, using pk, to reconstruct the conditional mo-
ments. Furthermore, while the dissipation rate of each of
these flamelets is unique, Eqs. 17 and 18 give constraints
relative to the known conditional-mean dissipation rate such
that both the mixture fraction and an inert progress variable
are conserved. The MECPDF model also has strong similari-
ties with the Lagrangian flamelet model of Mitarai et al.,23
however the MECPDF model focuses on mixing throughout
the mixture-fraction space rather than at the boundaries and
is intended for an Eulerian implementation.
Even with these strong comparisons between flamelet
modeling and the MECPDF method, it is still much more
closely related to CMC models. The MECPDF method does
offer the additional strength of being able to model the varia-
tions in dissipation rate across the progress-variable space.
This ability also solves a problem of the variance equation in
CMC as described by Sreedhara and Huh,25 where the gen-
eration term for conditional variance is always zero if the
conditional variance is initially zero. The MECPDF model
does offer the ability to generate conditional variance when,
initially, it is zero. This occurs as a result of the second term
on the right-hand side of the environment transport equation
in Eq. 30. If the environments, which have initially the
same values for the progress variable, experience different
dissipation rates, they will diverge. This process is an impor-
tant physical mechanism for generation of conditional vari-
ance. Additionally, Fox and Raman2 have shown how the
MECPDF method can be extended to included physical-
space transport for the spatially inhomogeneous case, as
done in CMC methods.
Of the different forms of doubly conditioned CMC cur-
rently in the literature, the MECPDF model is most closely
related to that presented by Cha et al.6 The relationship be-
tween these two approaches is illustrated by viewing the
MECPDF model as Cha’s doubly conditioned CMC with
Gaussian-quadrature integration across dissipation space.
The consequence of this integration is that the MECPDF
method does not require resolution in the sense of finite
difference of this additional dimension. In contrast, the
MECPDF method requires a model for the environment dis-
sipation rates,  k in this light, the abscissas of the
Gaussian quadrature in dissipation. As seen by deriving the
model from the PDF transport equation, the MECPDF model
attempts to the close only the one-point statistics with a clo-
sure on the level of two-point statistics, while the doubly
conditioned CMC attempts to model two-point statistics in
the form of the dissipation rate.
Comparison can also be made between the MECPDF
model and the doubly conditioned CMC with a progress
variable as the second conditioning variable.26–28 The most
apparent contrast is the dimensionality of the sample space in
which the model equations are solved. The MECPDF model,
as part of its development, has explicitly integrated over the
entire progress variable space thereby reducing the dimen-
sionality of the sample space in the resulting model to one
corresponding to the mixture fraction. Alternatively, the
doubly conditioned CMC with progress variable requires ei-
ther an entire model calculation in the two-dimensional
sample space26 or requires an on-line integration over a
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progress-variable sample space.27,28 The difference in dimen-
sionality results not only in a difference in computational
cost but also a difference in the modeling burden. For ex-
ample, the MECPDF model as derived using Gaussian
quadrature requires no presumed form for the conditional
PDF of the progress variable, fY. Alternatively in doubly
conditioned CMC with progress variable, a -PDF was em-
ployed to approximate the conditional PDF.27,28
IV. DIRECT NUMERICAL SIMULATION DATA
AND ANALYSIS
The data used in this study to validate the MECPDF
model were the DNS results of Sripakagorn et al.9 These
simulations were of constant-density decaying isotropic tur-
bulence in a periodic box with the transport of an inert mix-
ture fraction and a progress variable with equal diffusion
coefficients. The latter of these variables had a reaction
source term given by
SYY, = 2Da exp
 − 1 − Y1 − 1 − Y − 

 − 12Y
1 −  − 12Y − 1KY2 , 32
where =0.87, =4, and K=100. The simulations were
completed for three values of the Damköhler number: Da
=3104, 4104, and 1.3105. The data were initialized so
that the mixture-fraction mean was near one-half; the
mixture-fraction variance was slightly less than its maximum
of one-fourth. The reaction-progress variable was initialized
to the steady laminar flamelet solution.
The output data were a set of roughly 2107 correlated
samples of Y , ,Y ,Y , for each of the 13 different
points in time corresponding to mixture-fraction standard de-
viations: =0.4610, 0.4563, 0.4515, 0.4477, 0.4320,
0.4219, 0.3921, 0.3618, 0.3325, 0.3052, 0.2803, 0.2549, and
0.2358. The data were analyzed by first calculating the un-
conditional statistics. Second, the data were sorted into 32
mixture-fraction bins. When analyzing the conditional statis-
FIG. 5. Color online Conditional dissipation rates
from DNS with Da=8104 left and 3104 right at
=0.3921 for NE=2. Conditional mean, solid line. k
=1, down arrow. k=2, up arrow.
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tics, the mixture-fraction bins were evenly distributed in
mixture-fraction space. But for statistics that required inte-
gration over mixture-fraction space such as those presented
in the Tables as discussed below, the mixture-fraction bins
were divided such that they each had equal probability in
order to determine the statistics more accurately. Within each
mixture-fraction bin the conditional statistics were calcu-
lated, specifically, the conditional moments of the progress
variable, the conditional mixture-fraction dissipation rate and
the conditional correlations from the left-hand sides of Eqs.
9–11. Third, the conditional weights and abscissas were
calculated from the conditional moments of the progress
variable by the product-difference algorithm.18 These
weights and abscissas for all three cases Da=3104,
4104, and 1.3105 at =0.3921, with NE=2 and 3, are
shown in Figs. 3 and 4. Fourth, within each mixture-fraction
bin the data were sorted into 16 equally spaced progress-
variable bins. Contour plots of the doubly conditioned scalar
dissipation rates for Da=3104 and 4104 at =0.3921
are shown in Fig. 2. The doubly conditioned statistics at the
abscissas Eqs. 12–14 were calculated by linear interpo-
lation between the two nearest bins. As an example of these
variables, the dissipation rates at the abscissas for Da=3
104 and 4104 at =0.3921 when NE=2 are shown in
Fig. 5. Fifth, the model terms on the two levels of modeling
were calculated from the singly and doubly conditioned sta-
tistics. The values for the mixing constant of the CIEM
model, CY, in Eq. 27 were determined by minimizing the
integral of the squared error.
It was not possible to decompose the DNS data for the
progress-variable dissipation into its intra- and interenviron-
ment contributions exactly. Being the greater of the two, the
intraenvironment part was analyzed first by comparing its
approximation, Eq. 23, to the total progress-variable dissi-
pation. Subsequently, the interenvironment contribution was
analyzed by two approaches. In the first approach, the con-
ditional expectation of the interenvironment contribution was
approximated as
Y
i-env  YDNS − Y
envmodel
= YDNS − 
k=1
NE
pkk
 Yk 
2
. 33
This conditional expectation was compared to the CIEM
model as expressed in Eq. 28 with =2. To give a more
general analysis of the interenvironment contribution, a sec-
ond approach was to determine the interaction terms Mk and
Gk. Again, Eq. 23 was used to approximate the interenvi-
ronment contribution as
Y
i-envk  Yk − Y
envk
= Yk − k
 Yk 
2
. 34
Additionally, a quadrature approximation was required for
the right-hand side of Eq. 29,
Y−2Y
i-env = 
k=1
NE
pkYk
−2Y
i-envk. 35
An intermediate variable was defined as
Hk  pkMk + YkGk, 36
and corresponds to the interaction term in the model equation
for pkY kf. Substituting Eqs. 34–36 into Eq. 29 re-
sults in
FIG. 6. Color online Conditional correlations of the progress variable and the mixture-fraction dissipation rate, Y , and approximation Eq. 9 for
=0,1 , . . . ,5. Calculated from DNS with Da=3104 at =0.3921. Conditional mean, solid line. First-order quadrature, circles. Third-order quadrature,
squares. Fifth-order, stars.
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k=1
NE
1 − Yk
Gk + Yk
−1Hk
=
1 − 
2 k=1
NE
pkYk
−2Y
i-envk. 37
The variables Hk and Gk were determined by solving this
linear system and then used to calculate Mk. The use of the
intermediate variable Hk was preferred because the left-hand
side of Eq. 37 is independent of pk, thus the linear system is
well conditioned even in the limit where any one pk is
null. Finally, note that by definition Eq. 37 the sums of
Hk=1 and Gk=0 over all environments are zero.
Simple model calculations were performed using Eq.
30 for the environment values of the progress variable with
NE=2 and 3. Equation 32 was applied for the reaction
source term, with Da=3104 and 8104. Following Fox
and Raman,2 the calculation of the weights was simplified by
modeling only a constant across mixture fraction value. In
order to demonstrate its use, the engulfment mixing term, Gk,
was included. The value of Gk was determined from the DNS
using the weights at the stoichiometric mixture fraction,
FIG. 7. Color online Conditional correlations of the progress variable and the mixed dissipation rate, Y−1Y , and approximation Eq. 10 for 
=1, . . . ,5. Calculated from DNS with Da=3104 at =0.3921. Conditional mean, solid line. First-order quadrature, circles. Third-order quadrature, squares.
Fifth-order, stars.
FIG. 8. Color online Conditional correlations of the
progress variable and its dissipation rate, Y−2Y ,
and approximation Eq. 11 for =2, . . . ,5. Calcu-
lated from DNS with Da=3104 at =0.3921. Con-
ditional mean, solid line. Third-order quadrature,
squares. Fifth-order, stars.
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Gk 
pkst
t
. 38
The environment values of mixture-fraction dissipation were
closed by Eq. 17 with the conditional dissipation rate cal-
culated from the model proposed by Fox,24 and with the
unconditional dissipation specified as the corresponding
DNS values. Additionally, h1 was determined from Eq. 18
by specifying the remaining hk as constants. The time history
of the mixture-fraction variance was calculated knowing that
its time rate of change is the negative dissipation rate. The
CIEM model was applied for the interenvironment mixing
term, Mk, with a mixing constant value of CY =2. Since en-
gulfment was included in this calculation, a correction term
must be added to Mk to account for microscale transport
from one environment to another,
Mk =
1
2
CY

2
Y − Yk + Mk,G. 39
When the correction is due to engulfment, Mk,G is deter-
mined by enforcing conservation when SY =0 and assuming
that engulfment occurs only between neighboring environ-
ments neighbors in terms of the integer index k. The result-
ing correction term is then
Gcorr,k = − GkYk − 

i=1
k−1
GiY lower
+ 

i=1
k
GiYupper/pk, 40
where
FIG. 9. Color online hk as a function of the mixture
fraction from DNS with Da=3104 at =0.3921 for
NE=2 left and 3 right. k=1, down arrow. k=2, up
arrow. k=3, left arrow. The condition k=1NE pkhk is in-
cluded solid line for reference.
FIG. 10. Color online Conditional mixed dissipation,
Y k closed symbols, and model using Eq. 20
open symbols from DNS with Da=8104 left and
3104 right at =0.3921 for NE=2 top and 3 bot-
tom. k=1, down arrow. k=2, up arrow. k=3, left arrow.
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Y lower = Yk−1 if i=1
k−1
Gi  0,
Yk if 
i=1
k−1
Gi  0, and
41
Yupper = Yk+1 if i=1
k
Gi  0,
Yk if 
i=1
k
Gi  0.
It is implied that i=1
k−1Gi=0 for k=1. The initial conditions
were also determined directly from the DNS data. The results
of four simulations are reported here. In the case with
Da=3104 and NE=2, the constant value of h2=0.6 was
used. In the case with Da=3104 and NE=3, the constant
values of h2=1.2 and h3=0.6 were used. In the case with
Da=8104 and NE=2, the constant value of h2=0.75 was
used. In the case with Da=8104 and NE=3, the sum con-
dition given in Eq. 18 resulted in negative values of h1 due
to the rapidly changing weights during the initial period
when the scalar spectrum was developing. Alternatively, the
values were specified as h1=3.0c, h2=2.2c, and h3=0.4c,
where c were determined from Eq. 18. The numerical
method involved a simple second-order central finite-
difference scheme for the second derivative with respect to
the mixture-fraction sample space with 100 nodes. An ex-
plicit Euler time step was applied for all derivatives with
respect to time. The time step was specified as one-half of
that required by the stability criterion.
V. VALIDATION RESULTS
The weights and abscissas were calculated from the con-
ditional moments and are shown in Figs. 3 and 4 for both
two and three environments. In the case of Da=1.3105,
one of the weights is near unity for two and three environ-
ments. This is not surprising, rather if a weight reaches unity,
TABLE I. Average normalized error, E¯ Y, in Eq. 42 for the conditional dissipation of the mixture fraction
at three Damköhler numbers with two and three environments.

NE=2 NE=3
Da=3104 Da=8104 Da=1.3105 Da=3104 Da=8104 Da=1.3105
0 0.0457 0.0460 0.0579 0.0142 0.0365 0.0634
1 0.0745 0.0622 0.0677 0.0262 0.0499 0.0771
2 0.1338 0.0759 0.0737 0.0398 0.0575 0.0860
3 0.1859 0.0883 0.0756 0.0573 0.0607 0.0919
4 — — — 0.0767 0.0613 0.0957
5 — — — 0.0974 0.0609 0.0978
FIG. 11. Color online Conditional dissipation of the
progress variable, Y k closed symbols, and intra-
environment contribution to model, i.e., Eq. 23 open
symbols, from DNS with Da=8104 left and 3
104 right at =0.3921 for NE=2 top and 3 bot-
tom. k=1, down arrow. k=2, up arrow. k=3, left arrow.
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the model will reduce to first-order CMC. This limit is ex-
pected for a high Damköhler number. On the other hand, it is
surprising that the abscissas show very little dependence on
Damköhler number, and the dependence is nearly limited to
the weights. The two-environment MECPDF method origi-
nally proposed by Fox and Raman2 assumed the weights to
be constant across the mixture fraction. Figure 3 shows this
assumption to be nearly true for the two cases with larger
Damköhler numbers, but the weights in the case of lowest
Damköhler number show complex dependence on mixture
fraction for both two and three environments.
A. First-level modeling
The first-level modeling was validated by quantifying
the errors in the quadrature approximations. Figure 6 shows
the conditional correlations of the progress variable and the
mixture-fraction dissipation Y  and the quadrature ap-
proximation from Eq. 9 used in the conditional-moment
evolution equation Eq. 4. The values of Da=3104 and
=0.3921 correspond to the simulation with the lowest
Damköhler just before the time of greatest extinction and
represent a “worst case,” where the worst case was chosen
among all three values of Damköhler number and all thirteen
time files as the case for which the model least accurately
matches the data in Figs. 6–11. For the case in which =0,
the applied model will be exact by enforcing the constraint
of Eq. 16, but the DNS data could not be thus constrained.
While the quadrature with NE=2 does a good job of repro-
ducing the DNS data, with NE=3 excellent agreement is ob-
tained. That the errors for NE=3 are less than NE=2 suggests
convergence of the quadrature approximation. The two-
environment case is only predictive up to =3, and thus is
not included for 3. As a metric to quantify the errors for
all three Damköhler numbers and to consider all of the time
values, Nt, an average normalized error was calculated as
E¯ g = 
Nt gDNS − gmodel
NtgDNS
. 42
The average normalized errors for Y  are presented in
Table I. Convergence is observed for the cases of Da=3
104 and 4104 but generally not for the case of Da=1.3
105. Also, the average normalized errors seemed to in-
crease slightly with , which is also seen as a trend in Fig. 6.
Similarly, the correlations of the progress variable and the
mixed dissipation, Y−1Y , are shown in Fig. 7. The re-
sults for =0 are omitted because it has no bearing on the
evolution of the conditional moments, Eq. 4. Again good
agreement is obtained for NE=2 and the results for NE=3
nearly reproduce the DNS data. The average normalized er-
ror is shown in Table II, where the convergence is similar to
that shown in Table I. Finally, the correlations of the progress
variable and its dissipation, Y−2Y , are shown in Fig. 8
and the average normalized error is shown in Table III. Again
similar results are observed as before. Overall, we can con-
clude that the numerical quadrature with N=3 provides an
excellent approximation for first-level modeling.
B. Second-level modeling
The values of hk used to determine the mixture-
fraction dissipation at the individual abscissas, as defined in
Eq. 17, are shown in Fig. 9. These results, given for the
lowest Damköhler number and at =0.3921, suggest that
these values are nearly constant across the mixture fraction.
TABLE II. Average normalized error, E¯ Y−1Y, in Eq. 42 for the mixed conditional dissipation at three
Damköhler numbers with two and three environments.

NE=2 NE=3
Da=3104 Da=8104 Da=1.3105 Da=3104 Da=8104 Da=1.3105
1 0.0834 0.0403 0.0332 0.0169 0.0342 0.0405
2 0.1425 0.0448 0.0327 0.0197 0.0407 0.0416
3 0.1913 0.0500 0.0341 0.0294 0.0448 0.0440
4 — — — 0.0473 0.0464 0.0460
5 — — — 0.0700 0.0466 0.0472
TABLE III. Average normalized error, E¯ Y−2Y, in Eq. 42 for the conditional dissipation of the progress
variable at three Damköhler numbers with two and three environments.

NE=2 NE=3
Da=3104 Da=8104 Da=1.3105 Da=3104 Da=8104 Da=1.3105
2 0.0666 0.0532 0.0268 0.0133 0.0385 0.0344
3 0.0875 0.0591 0.0273 0.0302 0.0504 0.0358
4 — — — 0.0457 0.0566 0.0363
5 — — — 0.0530 0.0592 0.0363
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Similar results were seen for the cases with larger
Damköhler numbers, but the results are inconclusive at later
times not shown because the scalar gradients became cor-
related and the statistics became too noisy to draw conclu-
sions. Additionally, the sum on the left-hand side of Eq. 18
is shown in Fig. 9 to illustrate how little the data deviate
from the ideal value of unity. Although hk may be nearly
constant in mixture fraction, the values change gradually
with time, presumably due to changes in the PDF of  as the
turbulence decays9 i.e., the turbulent Reynolds number de-
creases with time.
The model for the mixed dissipation conditioned on the
mixture fraction within each environment, Eq. 20, is com-
pared in Fig. 10 to the DNS data for Da=3104 and
4104 at =0.3921 with NE=2 and 3. The cases, again,
were chosen to display the “worst case” from all the data
sets. The results show good agreement for the functional
form with a trend to overpredict the magnitude. This over-
prediction is particularly evident in the extinguished environ-
ments. The environments that experienced greater values of
mixture-fraction dissipation environments for which hk1
in Fig. 9 showed lesser values in magnitude of mixed
dissipation.
As mentioned earlier, the DNS data could not be decom-
posed exactly into intra- and interenvironment contributions
of progress-variable dissipation. Consequently, the model for
the intra-environment contribution Eq. 23 is compared to
the DNS data, which include both contributions. This com-
parison is shown in Fig. 11 for the “worst case.” In the
model, the dissipation must go to zero with the gradient of
the abscissa. The magnitude of the DNS at this point, where
the abscissa is zero, is attributed entirely to the interenviron-
ment contribution. Qualitatively, the model shows valid re-
sults. Quantitatively, little can be inferred from this compari-
son in the regions where the model value is less than the
DNS data. However, it is clear that the model for the intra-
environment contribution gives an overprediction in the re-
gions where its magnitude is greater than the DNS data, be-
cause the premixed contribution is necessarily non-negative.
In critiquing the model given in Eq. 30, one might express
concern that all of the relevant physics are in the interaction
terms, for which more egregious closure assumptions are re-
quired. However, Fig. 11 shows that the majority of the
progress-variable dissipation lies with the intra-environment
contribution. Additionally, the progress-variable dissipation
is only one of three dissipation terms and the overall model
must be judged on the combined effect of all three terms.
Furthermore, with even the simplest models for the interac-
tion terms or none at all in some cases, Eq. 30 reduces to
other nonpremixed combustion models for limiting
situations.
FIG. 12. Color online Interenvironment contribution
to the conditional dissipation of the progress variable,
Y  solid line, and interenvironment contribution to
model stars from DNS with Da=8104 left and 3
104 right at =0.3921 for NE=2 top and 3
bottom.
FIG. 13. Color online Mixing constant in the CIEM model from DNS with
Da=1.3105 dash-dotted, 8104 dashed, and 3104 solid, calcu-
lated with NE=3.
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The comparison of the CIEM model, Eq. 27, against
Eq. 33 is shown in Fig. 12. The interenvironment contribu-
tion is poorly represented in the case of Da=8104 and
more so for Da=1.3105 for the reasons discussed previ-
ously, because the intra-environment contribution is over-
predicted near the peaks. This even gives a nonphysical
negative prediction for the interenvironment contribution at
the earlier time =0.3921. However for the case of
Da=3104, the interenvironment contribution seems to be
well represented, and rather good agreement is even seen
from the CIEM mixing model. The values of the optimal CY
are shown in Fig. 13 as a function of a time-like variable. All
three of these curves decrease rapidly during the initial
equilibration time, and as mentioned, the curves for the
larger two Damköhler numbers are poorly represented. Nev-
ertheless, these data give a rather strong argument that a
value of CY 2 is appropriate for the lowest Damköhler
number. This value should not be considered to be exactly 2
since the value varies based on the definition, i.e., defined by
minimizing the integral squared error or otherwise.
The good agreement of the CIEM model in Fig. 12 and
the nearly constant value of CY might seduce one to think
that for lower Damköhler numbers, this micromixing model
is sufficient as a distributed-flame approximation for the in-
teraction terms. However, for that approach to be true, the
interaction term for the weights must be approximately zero
Eq. 31. The interaction terms Mk, Gk, and Hk calculated
by solving Eqs. 36 and 37 with NE=2 are shown in Fig.
14. Just as the overprediction of the intra-environment con-
tribution causes too much noise in Fig. 12 for the larger
Damköhler number, the same problem occurs for the inter-
action terms. For this reason, only results for Da=3104
and 8104 at =0.2549 are shown in Fig. 14. For both
environments, we observe that Mk always has the same sign,
but the sign depends on the Damköhler number. For the
lower Damköhler number Da=3104, Mk is negative and
thus the interaction term for Y k in Eq. 30 will tend to
enhance the dissipation term describing mixing in mixture-
fraction space. On the other hand, for the higher Damköhler
number Da=8104, Mk is positive so that the interaction
term in Eq. 30 will tend to counteract the mixing in
mixture-fraction space. This change in sign of Mk with in-
creasing Damköhler number results in corresponding
FIG. 14. Color online Interaction terms for the evolu-
tion of the weights and abscissas approximated from
DNS for NE=2 at =0.2549 with Da=8104 left
and 3104 right. k=1, down arrow. k=2, up arrow.
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changes in Gk and Hk. For example, the magnitude of Hk is
approximately the same for both Damköhler numbers; how-
ever, the sign of H1 is always the same as that of M1. Be-
cause k=1 has the highest dissipation rate, Y 1 is always
smaller than Y . Thus, the positive value of H1 observed
with the higher Damköhler number, along with the relatively
small value of G1, corresponds to the type of mixing that
could be described by the CIEM model i.e., Mk Y 
− Y k. In contrast, with the lower Damköhler number
both H1 and G1 are negative and M1 is near zero. These
values correspond to a mixing scenario that is different from
the CIEM model. In this scenario, the environment with
positive Gk i.e., k=2 “engulfs” the other environment.13
For environment 1, Y 1 remains constant M1=0, but its
weight p1 decreases. The scalar conservation constraints
G1+G2=0 and H1+H2=0 then fix M20 such that Y 2
decreases to conserve Y .
In summary, using the DNS data we have identified two
mixing scenarios that correspond to the interaction terms ap-
pearing in Eq. 30. In one scenario, micromixing between
environments occurs primarily due to engulfment of the en-
vironment with the higher scalar dissipation rate k=1
by the environment with the lower scalar dissipation rate
k=2. In the other scenario, micromixing between environ-
ments occurs primarily due to interaction by exchange with
the conditional mean. In general, it is likely that both sce-
narios are present, but that their relative importance depends
on the Damköhler number and on the chosen value of the
time-like variable. Thus, in order to clearly discern the rela-
tive importance of the two scenarios, it is of interest to ob-
serve how the weights evolve with time. The time-like evo-
lution of the stoichiometric weights are shown in Fig. 15, for
the two Damköhler numbers and for NE=2 and 3. The rate of
change of the weights i.e., the engulfment rate depends on
the Damköhler number, and in all cases it seems the stron-
gest action of engulfment is during the equilibration of the
scalar spectrum. Moreover, for the higher Damköhler num-
ber it is clearly observed that the weight corresponding to the
lowest scalar dissipation rate largest k dominates as the
time-like variable increases. After the initial equilibration
time and for the largest Damköhler number, the engulfment
process occurs at a nearly constant rate for the engulfing
environment. In contrast, after the initial time for the smaller
Damköhler number the weights meander slowly around
moderate values of 1 /2 for NE=2 and 1/3 for NE=3. In our
previous work2 with Da=0, it was found that the CIEM
model provided an adequate description of the nonreacting
case. The overall body of results would therefore suggest that
the relative importance of the engulfment scenario increases
with Damköhler number. In the context of scalar mixing,
both mixing scenarios lead to decay of the conditional
reaction-progress variance. However, it is likely that when
coupled with re-ignition chemistry for the reaction-progress
variable, the two scenarios will yield qualitatively distinct
behavior. In order to correctly model extinction and re-
ignition, it will thus be important to develop a Da-dependent
engulfment model that can be combined with the CIEM
model to close Eq. 30.
Finally, the results of the model calculations are shown
in Fig. 16. For the Da=8104 cases, both the NE=2 and 3
simulations seem to follow the DNS result closely. For the
Da=3104 cases even with just two environments, the
model is able to capture both the extinction and re-ignition
phenomena. The results with NE=3 improve over those with
NE=2 as expected. In the cases shown, the extinction in the
early part of the simulations is slightly underpredicted. This
effect is most prominent in the case with Da=3104 and
NE=2, in which environment 2 initially experiences insuffi-
FIG. 15. Color online Stoichiometric weights, pkst,
from DNS with Da=8104 left and 3104 right
for NE=2 top and 3 bottom. k=1, down arrow. k
=2, up arrow. k=3, left arrow.
085102-17 A term-by-term DNS validation study Phys. Fluids 19, 085102 2007
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.186.176.40 On: Fri, 02 May 2014 21:45:23
cient dissipation. The initial underprediction of extinction
may be a result of equilibration of the scalar spectrum. Al-
though these results are not predictive  and Gk were
input directly from the DNS, also hk and CY were chosen
based on the DNS values, they do demonstrate the potential
of the MECPDF approach for modeling extinction and re-
ignition in turbulent nonpremixed combustion.
VI. CONCLUSIONS
It has been shown that the MECPDF model offers the
framework to mathematically describe the simultaneous oc-
currence of burning and extinguished to different degrees
regions within a nonpremixed flame, caused by differing sca-
lar dissipation rates. The model also offers the potential to
describe the complex mixing interaction between these des-
perate regions, such as premixed/edge propagation and re-
ignition by engulfment/flame-flame interactions. The numeri-
cal error associated with the Gaussian quadrature
approximations has been validated, and some degree of con-
vergence with respect to NE has been demonstrated. Of
course, the appropriate value for NE varies by application
with the required degree of accuracy, but good agreement
can be obtained with NE=2. It is concluded that hk can be
accurately approximated as constant across the mixture frac-
tion. However, it is left to future studies to determine the
model sensitivity to and the values of hk, which are presumed
to depend on the Reynolds, Schmidt, and Damköhler num-
bers in addition to NE. Validation results have indicated good
agreement between the DNS data and the model for the
mixed dissipation within each environment. Additionally,
both the theory and DNS data suggest that it is appropriate to
decompose the progress-variable dissipation into intra- and
interenvironment contributions. Furthermore, the validation
results indicate that the CIEM model may be sufficient to
model the interaction terms associated with the environ-
ments, and an engulfment model whose rate depends on the
Damköhler number may be sufficient to model the interac-
tion terms associated with the weights.
Regarding the extension of the MECPDF model to in-
clude the effects of variable density, multiple progress vari-
ables, and inhomogeneous transport, the following opinions
are offered. The extension to inhomogeneous terms was
demonstrated by Fox and Raman2 as part of the initial pre-
sentation of this model. The treatment of complex reaction
systems that include variable density and multiple progress
variables is straightforward, and the resulting model is simi-
lar to that given in Eq. 30 with an additional subscript on
the progress variable indicating species and with the Favre-
PDF rather than mixture-fraction PDF in the equation for the
weights. This result is not too surprising, but requires an
additional assumption regarding the mixed joint-scalar dissi-
pation rate. Another subtle consequence of adding multiple
progress variables is that it introduces a hierarchy of condi-
tional cross moments needed for multivariate quadrature.
This increases the complexity possibly beyond feasible lim-
its of term-by-term model/DNS comparison particularly for
the conditional-dissipation terms. Just as with other methods
for treating complex chemistry e.g., flamelets, it will most
likely be necessary to introduce simplifying assumptions to
avoid solving the transport equation for a large number of
moments.
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