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Nanomechanical resonators are widely operated as force and mass sensors with sensitivities in the
zepto-Newton (10−21) and yocto-gram (10−24) regime, respectively. Their accuracy, however, is
usually undermined by high uncertainties in the effective mass of the system, whose estimation is a
non-trivial task. This critical issue can be addressed in levitodynamics, where the nanoresonator
typically consists of a single silica nanoparticle of well-defined mass Yet, current methods assess
the mass of the levitated nanoparticles with uncertainties up to a few tens of percent, therefore
preventing to achieve unprecedented sensing performances. Here, we present a novel measurement
protocol that uses the electric field from a surrounding plate capacitor to directly drive a charged
optically levitated particle in moderate vacuum. The developed technique estimates the mass
within a statistical error below 1% and a systematic error of ∼ 2%, and paves the way toward more
reliable sensing and metrology applications of levitodynamics systems.
Introduction
Nanomechanical resonators play a leading role in the field
of force1, mass2, and charge3 sensing. Thermal noise rep-
resents the ultimate limitation in the their sensitivity4,5,
and hence clamped resonators are usually operated in
cryogenic environments6.
Owing to their unprecedented decoupling from the
environment, levitated nanomechanical systems have
recently been able to reach room temperature per-
formances comparable to such clamped cryogenic
nanoresonators7–9, yet with a sensible reduction of the
complexity of the apparatus. Moreover, the negligible
mechanical stresses introduced by levitation allow to ful-
fill the rigid body approximation. As a result, the mass
of the resonator is uniquely defined by the inertial mass
of the levitated nanoparticle and does not require precise
assessment of the system’s geometry, knowledge on mate-
rial properties and complex flexural models for the shape
of the oscillation modes, as it is the case for clamped
systems.
Despite zepto-Newton resonant force sensitivities with
levitated nanoparticles in vacuum have been predicted10
and demonstrated11, and recent experiments with free
falling nanoparticles enable for the detection of static
forces12, the accuracy of these results does not outper-
form that of existing systems. In most of the levitation
experiments, in fact, the uncertainties on the detected
forces are of the order of few tens of percent12, some-
times even as high as 50%13. Such large errors arise from
uncertainties in the particle displacement calibration14,
whose accuracy is critically affected by the poor knowl-
edge on the particle’s mass. This results in severe limita-
tions on their sensing and metrology applications, where
the accuracy of a measurement is just as important as its
precision.
Silica micro and nano-spheres are the most commonly
used type of particle in levitated sensing experiments.
Due to their fabrication process15, these particles fea-
ture a finite size distribution with a 2–5% coefficient of
variation16. This, together with even higher uncertain-
ties on the density of the amorphous silica used (up to
20%17), leads to inaccurate values of the particle’s mass.
One could avoid assumptions of the manufacturer spec-
ifications by relying on the kinetic theory of gasses to
calculate the radius of the particle18. Also in this case,
however, the final measurement of the mass is affected by
uncertainties on the material density and on other quan-
tities, such as pressure and molar mass19 of the surround-
ing media. A more accurate estimation of the particle’s
mass is therefore highly desirable, as it would boost the
accuracy of sensors based on levitated particles.
Here, we propose and experimentally demonstrate a
measurement protocol that is unaffected by the above-
mentioned uncertainties (density, pressure, size, etc.),
and leads to an assessment of the particle’s mass within
2.2% systematic error and 0.9% statistical error. Our
method exploits a new design of an optical trap in which
a pair of electrodes is placed around the focus and is
based on the analysis of the response of a trapped charged
particle to an external electric field. Careful error esti-
mation has been carried out in order to assess the final
mass uncertainty, including the treatment of possible an-
harmonicities in the trapping potential. The technique
we propose is easy to implement in any vacuum trapping
set-up and improves by more than an order of magnitude
the accuracy of most precision measurements.
Experimental Set-Up
The experimental set-up is depicted in Fig. 1a. A single
silica nanoparticle (d = 143 ± 4 nm in diameter; nom-
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Figure 1. Experimental set-up (a) A microscope objective
(OBJ) focuses a laser beam inside a vacuum chamber, where a
single silica nanoparticle is trapped in the focus. The light scattered
by the particle is collected with an aspheric lens (AL) and the
motion of the particle is detected in a split detection scheme. A pair
of electrodes is connected to the amplified signal from a function
generator (FG), creating an electric field that drives the charged
particle. An FPGA and a lock-in amplifier are used to bandpass
and record the signal from the detector. (b). A camera image of
the set-up inside of the vacuum chamber. The purple glow on the
side of the chamber is emitted by a generated by a bare electrode
connected to a high voltage (HV) DC source and is used to control
the net charge of the particle.
inal value of the manufacturer) is optically trapped in
vacuum with a tightly focused laser beam (wavelength
λ = 1064 nm, power P ' 75 mW, NA = 0.8). The os-
cillation of the particle along the x–mode is monitored
with a balanced split detection scheme that provides
a signal v(t) proportional to the particle displacement
x(t) = v(t)/ccal, with ccal being the linear calibration fac-
tor of the detection system14. Along the same axis, a pair
of electrodes (see Fig. 1b and inset) form a parallel plate
capacitor that we use to generate an oscillating electric
field E(t) = E0 cos(ωdrt) at the particle position, which
in turn induces a harmonic force Fel(t) on the charged
particle.
The equation of motion of the particle can be described
by a thermally and harmonically driven damped res-
onator:
mx¨+mΓx˙+ kx = Fth(t) + Fel(t) . (1)
Here, m is the mass of the particle, Γ is the damp-
ing rate and k = mΩ20 is the stiffness of the optical
trap, with Ω0 being the mechanical eigenfrequency of
the oscillator. The first forcing term Fth models the
random collisions with residual air molecules in the
chamber. It can be expressed as Fth = ση(t), where η(t)
has a Gaussian probability distribution that satisfies
〈η(t)η(t + t′)〉 = δ(t′), and σ relates to the damping via
the fluctuation-dissipation theorem: σ =
√
2kBTmΓ,
with kB being the Boltzmann constant and T the bath
temperature. The second forcing term Fel arises from
the Coulomb interaction of the charged particle with
the external electric field E(t), and can be expressed
as Fel(t) = F0 cos(ωdrt), where F0 = q · E0. The
net charge q = nq · qe, with qe being the elementary
charge and nq the number of charges on the particle,
can be controlled21 by applying a high DC voltage
VHV ∼ ±1 kV on a bare electrode placed on a side of the
vacuum chamber. Via the process of corona discharge22,
this creates a plasma consisting of a mixture of positive
or negative ions (depending on the VHV polarity) and
electrons that can ultimately add to, or remove from,
the levitated particle one single elementary charge at
a time. Positive and negative ions are accelerated
towards opposite directions due to the presence of the
electric field from the electrode. As a result, the ratio
of positive to negative charges reaching the particle is
biased by the electrode polarity, thus allowing us to fully
control the final charge of the particle within positive or
negative values (see Supplementary Section S3). This is
a significant advantage compared to other discharging
techniques that rely on shining UV light on the parti-
cle23, where the net charge can only be diminished until
reaching neutrality.
Measurement
A single nanoparticle is loaded in the trap at ambi-
ent pressure by nebulizing a solution of ethanol and
monodispersed silica particles into the chamber. The
pressure is then decreased down to P . 1 mBar where
the net number of charges nq can be set with zero
uncertainty. Finally, the system is brought back up to
an operating pressure of P ' 50 mBar. At this pressure
the particle is in the ballistic regime, but its dynamics
is still highly damped. This condition is favorable
for our experiments, as the high damping reduces the
contribution of anharmonicities to the dynamics of the
particle10, allowing us to apply the fully linear harmonic
oscillator model which predicts:
Sx(ω) = S
th
x (ω) + S
el
x (ω)
=
4 kBT Γ
m
[
(ω2 − Ω20)2 + Γ2ω2
] + F 20 τ sinc2[(ω − ωdr)τ ]
m2
[
(ω2 − Ω20)2 + Γ2ω2
] .
(2)
Here, Sx(ω) is the single-sided Power Spectral Density
(PSD) of the thermally and harmonically driven res-
onator, whose dynamics x(t) is being observed for a time
T = 2τ . Note that Sx(ω) relates to the experimentally
measured PSD Sv(ω) via the calibration factor ccal, such
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Figure 2. Measurement. Power Spectral Density Sv(ω) of a
thermally and harmonically driven resonator at P = 50 mBar. The
broad peak centered at Ω0 ' 125 kHz is the oscillator response to
the thermal driving, that we fit with a Lorentzian function (orange)
to extract Sthv (ωdr), together with Ω0, Γ and the corresponding
uncertainties. The narrowband peak at ω = 135 kHz, also shown
in detail in the inset, depicts to the electric excitation, from which
we retrieve Selv (ωdr) = Sv(ωdr)− Sthv (ωdr). The gray spectrum at
the bottom of the plot is the measurement noise, which is & 40 dB
below the particle’s signal.
that Sv(ω) = c
2
cal · Sx(ω)14.
In the absence of the electric driving, the motion of
the particle in the optical trap is purely thermal and its
PSD is well approximated by a typical Lorentzian func-
tion. From an experimental measurement of Sthv (ω) we
can extract the value of Sthv (ωdr) and perform maximum
likelihood estimation (MLE) to obtain the values of Ω0
and Γ as fitting parameters. Likewise, when the coherent
driving is applied to the system, we are able to determine
the magnitude of the driven resonance Sv(ωdr) and to cal-
culate from this measurement the solely electric contribu-
tion Selv (ωdr) = Sv(ωdr)− Sthv (ωdr). Figure 2 exemplifies
this process for ωdr/(2pi) = 135 kHz and for a signal-to-
noise SNR = Sv(ωdr)/S
th
v (ωdr) ' 60. The curve shown
is computed with Bartlett’s method from an ensemble
of Npsd = 1000 averages of individual PSDs, calculated
from T = 40 ms position time traces. In Supplementary
Section S2 we verify that over the whole measurement
time t = Npsd × T = 40 s the system does not suffer
from low frequency drifts. The electrically driven peak
can be fully resolved (see inset in Fig. 2), and its shape
agrees with the Fourier transform of the rectangular win-
dow function used for PSD estimation. The gray trace at
the bottom of the plot represents the measurement noise,
which is ∼ 40 db below the thermal signal and more than
55 db below the driven peak. Finally, the solid line is a
MLE fit of a thermally driven Lorentzian to the exper-
imental data. Note that, to perform the fit and to re-
trieve the value of Sthv (ωdr), the electrically driven peak
is numerically filtered out by applying to the time series
data-set a notch filter of variable bandwidth b around ωdr.
The value of b depends on the driving amplitude, with
typical values of the order of tens of Hertz. In Supple-
mentary Section S7 we show how this method introduces
negligible errors that remain always below ∼ 0.01 %.
The mass of the particle can ultimately be calculated
considering the ratio RS =
Selv (ωdr)
Sthv (ωdr)
=
Sv−Sthv
Sthv
∣∣∣
ω=ωdr
. In
fact, note that while both Selv and S
th
v depend quadrat-
ically on ccal, the latter scales as m
−1 while the former
scales as m−2. Thus, from their ratio we obtain:
m =
n2q q
2
e E
2
0 T
8 kBT Γ RS
. (3)
To ensure the validity of the linear resonator model,
we also considered a cubic term in the restoring force
and performed Montecarlo Simulations of the resulting
Duffing resonator with parameters compatible with our
experimental settings and an overestimated value of the
Duffing coefficient24,25 ξ = 12 µm−2. The outcome of the
simulations is detailed in Supplementary Section S5, and
confirms the negligibility of the nonlinear terms for pres-
sures of P ' 50 mBar. We stress that this assumption
fails already at slightly lower pressures of ∼ 10 mBar
where a more complicated non-linear response model
would be needed.
Error Estimation
In order to estimate the systematic error committed in
calculating the mass, a careful study of all the sources
of error has to be carried out. Table I summarizes the
absolute values and the relative uncertainties of the quan-
tities entering in Eq. (3). The specific case reported cor-
responds to point at ωdr = 125 kHz of the data shown in
Fig. 3. For several variables and constants, we can ne-
glect the corresponding uncertainty. Accordingly, for the
error propagation we set: σqe = σT = σkB = 0. Note that
the specific number of charges nq = 8 chosen in our mea-
surements is arbitrary. Other measurements have been
previously carried out with different values of nq and have
confirmed the independency of the method from nq, pro-
vided the dynamics is maintained in the linear regime of
oscillation. Concerning the other quantities, instead, we
follow the arguments stated below:
(i) The electric field was simulated with the finite el-
ements method, and was mainly affected by un-
certainties in the geometry of the electrodes (see
Supplementary section S4 for further details). We
measure a distance between electrodes of del =
1410 µm ± 13 µm, and a corresponding electric
field (for an applied dc potential of 1V ) E0 =
577± 6 V/m.
(ii) The two heights of the power spectral densities
Sv(ωdr) and S
th
v (ωdr) from which the ratio RS is cal-
culated are only affected by statistical errors since
simulations confirm the validity of the linear model.
σSv is thus calculated from an ensemble of Npsd
measurements as the standard error of the mean,
iv
Quantity Value zi Error σzi/zi
nq 8 0
qe 1.602× 10−19 C 6.1× 10−9
E0 5.305 kVm−1 0.011
T 40 ms 4× 10−5
Sv(ωdr) 1057.8 bit
2Hz−1 0.005
Sthv (ωdr) 14.7 0.007
kB 1.380× 10−23 JK−1 5.72× 10−7
T 295.8 K 0.002
Γ 1.998× 105 rads−1 0.003
m 4.01 fg 0.009 (stat.)± 0.024 (syst.)
Table I. Uncertainties table. The different quantities zi in-
volved in the calculation of the mass are here reported together
with the corresponding error σzi . Color coding indicates negligi-
bility of the uncertainty, with gray rows implying σzi ' 0.
with the 1/
√
Npsd trend being verified. The same
applies for Sthv , where in this case σSthv is calculated
in the absence of external electric driving.
(iii) The thermal bath surrounding the partcle is as-
sumed to be constantly thermalized with the set-
up, and more precisely with the vacuum chamber
walls. Again, the moderate-high pressure P =
50 mBar ensures this assumption. Multiple temper-
ature measurements on the surface of the vacuum
chamber are carried out with a precision thermistor
(0.5◦C accuracy) in order to exclude the presence
of temperature gradients and significant variations
during the experimental times (see Supplementary
Section S8 for data and further discussion).
(iv) The uncertainty of fitting parameters such as Ω0
and Γ can be extracted directly from the lorentzian
fits.
The variables involved in Eq. 3 can be considered un-
correlated and the standard uncertainty propagation26
can be performed. A detailed derivation is provided in
Supplementary Section S9.
Results
The statistical error σstatm of our measurement is calcu-
lated from the standard deviation of a set of 20 indepen-
dent measurements performed at ωdr/2pi = 130 kHz and
for SNR ' 60. We find σstatm /m = 0.7%. This dispersion
is displayed as error bars in Fig. 3, where we plot the cal-
culated mass as a function of ωdr, again for a SNR ' 60.
The region within green dot-dashed lines corresponds to
the standard deviation ±σsweepm of the presented data.
The compatibility σstatm ' σsweepm , and the reproducibil-
ity of the mass calculated at different driving frequencies
reveal that the measurements are not affected by nonlin-
earities in the system. In fact, strong driving fields lead
to anharmonic particle dynamics which in turn intro-
duce an unphysical mass dependency on ωdr. Fig S6a in
Supplementary Section S2 exemplifies this situation and
shows how in the non-linear regime the calculated mass
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Figure 3. Results of mass calculation. (a), The mass of
the levitated nanoparticle m is calculated for different driving fre-
quencies ωdr. Error bars correspond to the statistical error σ
stat
m ,
calculated from a reproducibility measurement of 20 independent
datasets of same experimental conditions: ωdr = 125 kHz and
SNR = 60. The measurement is shown to be independent from the
chosen driving frequency ωdr, and the standard deviation (green
horizontal lines) displays compatibility with the statistical error.
Values reported in Table I correspond the the red-highlighted point
at ωdr = 125kHz.
is affected by sever systematic errors. In our method
we avoid this situation maintaining the driving field am-
plitude below 5.5 kV/m. In this regime, we have addi-
tionally verified the independency of the calculated mass
from the electric field E0 and tested the quadratic scal-
ing of RS as a function of E0. These measurements are
described in fig. S3 of the Supplementary Information.
The excellent agreement with the model provides a fur-
ther validation of eq. (3) and of the harmonic approxi-
mation made. As a final remark, we compare the mea-
sured mass m of a d = 143 ± 4 nm diameter particle
with the one calculated from the manufacturer specifica-
tions mman. Assuming a nominal density for Sto¨ber silica
of ρp = 2200 kg/m
3 and propagating the corresponding
uncertainties one finds mman = (3.37 ± 0.84) fg, which
shows good agreement with the value measured with our
method m = (4.01± 0.1) fg.
Conclusions
In conclusion, we presented a novel protocol to calculate
the mass of a levitated nano-sensor through its electri-
cally driven dynamics. We stress that this method only
assumes a driven damped harmonic oscillator. As such, it
is suitable to measure the oscillator’s mass in a large vari-
ety of optical trapping systems and possibly also in more
general mechanical resonators schemes. The level of pre-
cision and accuracy obtained establishes an improvement
of more than one order of magnitude compared to the
state-of-the-art methods, enabling paramount advances
in the applications of levitated systems as force sensors
and accelerometers. Moreover this technique leads to a
much more reliable calibration of the particle’s displace-
ment14, again providing an important step for the use of
vlevitated systems for metrology and sensing applications,
and towards compliance requirements of groundbreaking
experiments such as MAQRO27.
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SUPPLEMENTARY INFORMATION
S1. Nonlinear contributions
The nonlinearities in the dynamics of the particle arise
from the anharmonicity of the optical potential10. The
system can then be modeled as a Duffing resonator for
which the linear stiffness becomes a function of position
k(x) and the equation of motion therefore reads:
mx¨+mΓx˙+mΩ20
(
1 + ξx2
)
x = Fth(t) + Fel(t) , (S1)
where the nonlinear coefficient ξ < 0 is the so called
Duffing coefficient.
Prompt consequence of the presence of nonlinearities
in the dynamics of a resonator is that the eigenfrequency
Ω0 does not correspond to the curvature of the harmonic
potential, but gets shifted (down-shifted if ξ < 0, up-
shifted if ξ > 0) and becomes energy dependent. More
precisely we have:
ΩNL = Ω0
(
1 +
3
4
ξ〈x2〉
)
, (S2)
where 〈x2〉 is the variance of the oscillation.
We can exploit equation (S1) to retrieve the value of ξ
by driving the particle with increasingly stronger electric
field E0 and monitoring how the frequency gets shifted
by the non-linearities. We use the calibration factor ccal
computed with the smallest driving (for which no shift
is observed, i.e. ΩNL = Ω0) to convert the experimental
variance 〈v2〉 into a calibrated 〈x2〉 with physical units
of nm2. Figure 4 shows the nonlinear frequency shift
ΩNL
Ω0
− 1 for increasing variance 〈x2〉. Low driving does
not affect the energy of the particle, and no shift is in-
deed observed. For 〈x2〉 & 2100 nm2 a shift in frequency
is observed and we perform a linear fit to the experimen-
tal data data according to Eq. (S2). From the fit we
retrieve: ξ = (−9.03 ± 0.44) µm−2. The obtained value
is in agreement with previous measurement of ξ obtained
from completely different methods24,25
The effect of non-linearities is also tested and charac-
terized on the mass measurement protocol. Figure 3 in
the main text presents the mass measured using differ-
ent driving frequencies ωdr. Measured data exhibits a
standard error σsweepm (shown as green dot-dashed line)
that matches the expected statistical error σstatm (given by
the errorbar size). This observation is further supported
by the linearity of the dynamics and demonstrates the
general applicability of the method independently from
the chosen driving frequency ωdr. However, the use of
the linear model to fit a Duffing resonator introduces ap-
preciable systematic errors in the analysis: a shift be-
tween the mean values is observed and the measured
mass now carries an unphysical dependency on the driv-
ing frequency. This artefact is clearly shown in Fig. 5a,
where we compare the results of our protocol for differ-
ent driving strengths. Blue data corresponds to a res-
onator in the linear regime, driven by a field amplitude
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Figure 4. Nonlinear frequency shift. Due to the anharmonic-
ity of the optical potential, a nonlinear frequency shift is observed
when the particle is excited by the electric actuation. For vari-
ances 〈x2〉 & 2000 nm2 we observe a linear shift in agreement with
Eq. (S2). A linear regression (red solid line) and related standard
deviation (gray area) allow to extract the value of the nonlinear
coefficient ξ = (−9.03± 0.44) µm−2.
E0 = 4.8 kV/m, while red data correspond the anhar-
monic oscillator with driving amplitude E0 = 21.2 kV/m.
As a result, throughout all our measurements we main-
tain the driving field amplitude below 5.5 kV/m. Fig-
ure 5b presents the response of the system to the exter-
nal excitation when the driving frequency is swept in the
range ωdr ∈ [115, 135] kHz. For the main figure a driving
voltage of V ppdr = 13.7 V was used, resulting in an elec-
tric field amplitude E0 = 4.0 kV/m. For such amplitudes
the particle is still driven in the linear regime. The pres-
ence of nonlinearities for higher drivings is exemplified in
the insets of Fig. 5b, where second harmonic oscillatory
components are detected only for E0 ' 6 kV/m.
S2. Energy estimation
The statistical nature of the errors affecting Sv(ωdr),
Sthv (ωdr) and Γ ideally allows one to increase the inte-
gration time for the measurement in order to arbitrarily
reduce the associated errors σSv , σSthv , and σΓ. How-
ever, this approach is only valid as long as the system
is not affected by slow drifts that affect the system over
long timescales. As demonstrated by Hebestreit et al.14,
one can define an optimal measurement time to extract
the energy Eˆ(T ) = 〈v2〉T of the particle. Here, T ex-
presses the time span of the dataset from which the vari-
ance 〈·〉 is calculated. Note that Eˆ is not the physi-
cal energy, but is proportional to it. More precisely we
have Eˆ =
2Epot
mΩ20
. The longest useful integration time is
thus assessed through the Allan Deviation of the vari-
ance σˆE , calculated from a long position time trace v(t)
of ∼ 2 hours. After chopping v(t) into NT shorter sec-
tions of variable length T , we compute Eˆj(T ) for each
section j = 1, . . . , NT . The energy Allan deviation is
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Figure 5. Nonlinearity based artefacts on mass measure-
ment. (a) Mass measurement datasets for different driving am-
plitudes. Blue data correspond to a harmonic oscillator, where no
dependency on the driving frequency is observed. Red data, in-
stead, are measured with the resonator driven into the non-linear
regime, and exhibit systematic artefacts depending on the driving
frequency. (b) Nonlinear features such as second harmonic oscilla-
tions are detected when the resonator is driven in the non-linear
regime.
then calculated for each value of T as:
σˆE(T ) =
√√√√ 1
2(NT − 1)
NT∑
j=1
(
Eˆj+1(T )− Eˆj(T )
)
In figure 7 we show the Allan deviation of the vari-
ance σˆA, calculated for different pressures in the vacuum
chamber. The experimental result demonstrate maxi-
mum stability for integration times of T ∼ 40 s. More-
over, for higher pressures we observe lower minima in the
Allan deviation, which indicates a better stability of the
system. We believe this is due to the influence of nonlin-
earities, that are minimized for pressures P > 10 mBar.
S3. Net charge control
The particles loaded in the optical trap usually show a
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Figure 6. Independency of measured mass from driving
field. (a) To verify the model and the harmonic approximation
made in our study, the mass is measured at varied values of driving
voltage Vdr ∝ E0 below the onset of nonlinearities. Here we mea-
sure a bigger particle compared to main text (nominal diameter
dp = 235 nm) and the results are shown in relative units normal-
ized to the mean value 〈m〉 in order to show that the statistical
error is maintained below 1% also in this case. (b) The scaling of
RS as a function of Vdr. The black solid line is a quadratic fit, in
agreement with eq.(2).
non-null initial net charge ninq of the order of ten ele-
mentary charges. Statistics on the value of ninq shows
a 70 − 30 biased polarity distribution toward positive
charges. However, higher flexibility on the particle’s po-
larity and on the number of charges nq to be used in the
experiments is desirable. Moreover, this initial charge is
not known a priori and an experimental method to mea-
sure the particle’s charge is paramount for quantitative
analysis of the electrically driven dynamics. To address
these issues, the net charge of the levitated particles can
be finely controlled in our system. Similarly to what
has been shown in21, we apply a high voltage to a bare
electrode situated on a side of the vacuum chamber, few
centimeters away from the optical trap. In a moderate
vacuum of P ∼ 1 mbar, the high voltage creates a plasma
via the process of corona discharge22. The polarity of the
voltage sets the polarity of the corona, which ultimately
allows one to bias the ratio of positive-to-negative ion-
ized molecules that are accelerated toward the center of
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Figure 7. Energy Allan deviation measurement. The Allan
deviation of the energy Eˆ = 〈v2〉 is shown as a function of the in-
tegration time T , for different pressures. At the operating pressure
of ∼ 50 mBar we obtain maximum stability for T ' 40 s. Lower
pressures result in a higher Allan deviation and consequently a de-
graded stability, probably due to the onset of higher nonlinearities
in the dynamics of the particle.
the chamber where the optical trap is situated. When ad-
sorbed on the particle surface, these change its net charge
almost monotonically (exception made for few random
unfavorable events) from positive to negative and vicev-
ersa, depending on the polarity chosen. Disconnecting
the high voltage stops the corona discharge and the num-
ber of charges on the particle is maintained stable indef-
initely.
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Figure 8. Net charge control. In order to monitor the value
of nq while the corona discharge is active, we use a lock-in am-
plifier to track in time the amplitude ALI and phase φLI of the
driven oscillation. A normalized phase φN is introduced to discern
the polarity of the charged particle and the signed peak amplitude
Apk = ALI · φN is reported in the two panels. Discrete steps are
observed in Apk identify single elementary charges being added or
removed from the particle.
To monitor changes in the particle’s net charge while
the corona is active we look for integer steps in the height
of the peak Sv(ωdr) represented in Fig. 2 of main text.
For this task we make use a lock-in amplifier which is
synchronized with the function generator that drives the
particle at frequency ωdr/2pi. As such the lock-in it pro-
vides the amplitude ALI and phase φLI of the driven os-
cillation, measured in a narrow band around ωdr. It is
important to stress that the lock-in only provides pos-
itive amplitudes, therefore making it impossible to dis-
cern the particle’s polarity. In other words, the detected
peak Sv(ωdr) takes the same value for both ±nq and as-
sumes the value of the thermal noise floor Sthv (ωdr) when
nq = 0. However, attraction/repulsion of Lorentz force is
such that the particle’s oscillation results in phase with
the external driving if its polarity is positive, out of phase
if this is negative and possesses an undefined phase if the
particle is neutral. We can therefore introduce a normal-
ized phase φN of the form:
φN = 1, if φLI > 0
φN = 1, if φLI is undefined
φN = −1, if φLI < 0 ,
such that the signed amplitude Apk = ALI · φN is now
directly proportional to the charge (polarity included) of
the particle. Figure 8 show Apk (blue data), φLI (gray
data) and φN (orange data) respectively for a discharging
and charging process in the range nq ∈ [−16, 6]. Discrete
steps in Apk can indeed be observed, proving the relia-
bility of our method of controlling the net charge down
to the single elementary charge resolution.
S4. Electrodes geometry and electric field sim-
ulation
The electric force applied to the particle is of the form
F0(t) = nq · qe · E0 cos(ωdrt). In the present work nq,
qe and ωdr are assumed to be error free. On the other
hand, the absolute value and the corresponding uncer-
tainty on the electric field E0 have a high impact on the
measurement of the mass (we see indeed from Tab. 1 in
the main text that the electric field provides the biggest
relative error in our set of variables). In order to esti-
mate the electric field we performed finite element calcu-
lations (COMSOL). The geometry of the system was in-
ferred from a high resolution image of the electrodes (see
Fig. 9a), obtained in situ with a portable microscope.
The maximum achievable resolution was limited by the
actual fitting of the microscope inside the vacuum cham-
ber and by the field of view of the microscope that needed
to include both electrodes in the same image. The factor
cimg = 4.64 ± 0.04 µm/px used to calibrate pixels into
physical distance units is calculated comparing the size
of the electrodes with their nominal diameter: φ = 1 mm,
ISO h6 tolerance corresponding to σφ = 3 µm.
The uncertainty on the distance del separating the two
electrodes is derived from the uncertainty on each elec-
trode’s edge position.We crop a 20 × 20 px2 area at the
edge of one of the electrodes, close to its center (see
grayscale map in Fig. 9b). Averaging along the z axis,
provides the experimental profile I(x) of the electrode
x(red crosses). A sigmoid function of the form
Σ(x) = ahigh − ahigh − alow
1 + e−(x−x0)/τ
is used to fit the profile, the result being displayed as
a green solid line in Fig. 9b. The fitting parameters
ahigh/low, x0, τ representing respectively the high/low
plateau level, the center of the edge, and its width are
used to calculate the separation w between 1/10 and 9/10
of the step height (dashed purple vertical lines). The er-
ror on the position of the single electrode edge is then
σp = w/2 = 1.14 px, and the error on the electrode
distance σ∆p =
√
2σp. Using cimg to calibrate into phys-
ical units and to propagating with the corresponding er-
ror σcimg , we finally obtain del = 1411 ± 13 µm. The
mapped geometry of the electrodes, together with their
distance from the objective and from the collection lens
are plugged into a COMSOL finite element calculation
in order to estimate the electric field at the particle’s po-
sition. The objective and the collection lens are both
modeled as a metal holder with an inset dielectric. One
of the two electrodes is grounded (i.e. U = 0 V poten-
tial), while on the other we apply a dc voltage (U = 1 V).
In our simulations, we neglected possible charges at the
objective lens surface. Although this possibility cannot
be excluded a priori, we have estimated their effects and
concluded that these fall well within the uncertainty of
the electric field provided by the COMSOL simulations.
In fact, the displacement of the particle due to these sur-
face charges is bound by the Rayleigh range z0 of the
beam. Displacement higher than z0 would indeed in-
troduce systematic loss of the particle, which we do not
observe. Therefore, being z0  σdel = 14 µm, the effects
of such charges introduce a disturbance on the electric
field that is included already in the uncertainty σE0 es-
timated. Figure 9 shows the outcome of the simulation.
As expected, the effects of the collection lens are neg-
ligible, while we see that the field gets slightly affected
by the objective and the dielectric lens. Nevertheless, in
between the electrodes the field is homogeneous, and we
find E0 = (577±6) V/m. The uncertainty on the value of
E0 is estimated performing several different simulations
while varying the distance del and misplacing each of the
electrodes by σdel = 13 µm.
S5. Simulation of a Duffing resonator
With the estimated value of ξ, it was possible to simu-
late position time traces x(t) in the presence and absence
of non-linearities and at different pressures. Comparing
the results in the two cases allows us to obtain upper
bounds on the errors of the fitted parameters: Ω0 and
Γ. To this aim, we have performed Monte Carlo simu-
lations with different values of ξ ∈ [0, 12] µm−2. Note
that the upper bound is an overestimation of the actual
Duffing value ξ = (−9.03 ± 0.44) µm−2 experimentally
determined in Supplementary Section S1. This ensures
that non-linearity based systematic errors on Γ and Ω0
remain small enough, or even negligible.
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Figure 9. Electrodes geometry and position error estima-
tion. (a) A high resolution image of the electrodes geometry taken
with a portable microscope that we fit directly into the vacuum
chamber. Distances are calibrated via the electrodes diameter,
which are known up to 1 µm tolerance. We measure a separa-
tion between the electrodes del = 1410 µm . (b) The uncertainty
σdel over the electrodes’ gap is calculated from the edge blurring
(b) of the image (see supplementary text for further details)
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Figure 10. Electric field COMSOL simulation . (a) Overall
geometry of the set-up used to simulate the electric field at the trap
position. (b) Magnified version of (a) shows that field between
the electrodes is barely affected by the presence of the dielectric
lens inset in the objective. (c) The field E0 can be considered
constant and homogeneous in the volume explored by the particle.
Uncertainty on the value of E0 is calculated performing different
simulations while varying the distance del and misplacing each of
the electrodes by σdel = 13 µm
The simulations are performed with a Runge-Kutta
method of strong order 128, which we detail in what fol-
lows: let X(t) ∈ Rn be the stochastic process that we
want to simulate, satisfying the general Itoˆ stochastic
differential equation (SDE):
dX = a(t,X) dt+ b(t,X) dW.
Given a time step ∆t and the value X(tk) = Xk, then
X(tk+1) is calculated recursively as
K1 = a(tk,Xk)∆t+ (∆Wk − Sk
√
∆t) · b(tk,Xk),
K2 = a(tk+1,Xk + K1)∆t+
(∆Wk + Sk
√
∆t) · b(tk+1,Xk + K1),
Xk+1 = Xk +
1
2 (K1 + K2),
where ∆Wk ∼ N (0,∆t), and Sk = ±1, having each prob-
xi
ability 1/2.
As described in the main text, the equation of motion
of the center of mass of the levitated nanoparticle is
dxt = vtdt ,
mdvt = −∇Ψ(xt)dt−mΓvtdt+ σdWt + Fel(t)dt ,
where
Ψ(x) = mΩ20
(
x2
2
+
ξ · x4
4
)
and higher terms of the series expansion of the optical
potential have not been taken into consideration.
50 mBar
10 mBar
Figure 11. Estimated PSD from simulated traces. Two
PSDs, estimated from the simulation of 1000 traces of 40 ms each,
are displayed, corresponding to pressures of 50 mBar and 1010
mBar and 50 mBar. Dark blue corresponds to the results of the
simulation, red corresponds to the fitted function (which assumes
a linear model, even if the simulated potential has a Duffing term)
and the discontinuous light blue corresponds to the exact linear
response, calculated with the values of Γ and Ω0 used in the simu-
lation. As can be seen in the 10 mBar case, there is a shift in the
resonance towards lower frequencies: since the resonance peak is
higher the lower the value of Γ, this effect is more pronounced at
lower pressures.
The rest of the values needed to perform the simula-
tions (i.e., m, Γ, σ and Fel) have been calculated assum-
ing:
• A temperature T = 295 K.
• A spherical silica particle of radius 117.5 nm and
density 2200 kg/m3.
• γ = mΓ follows Stoke’s drag force, and is linear
with the pressure for moderate levels of vacuum.
• The noise intensity σ satisfies the fluctuation-
dissipation relation, i.e. σ =
√
2kBTmΓ.
• The driving force Fel obtained by the finite element
method simulation of the electric field.
For a value of ξ = 0 and in the absence of electric
driving, the equation of motion becomes a harmonic os-
cillator with additive stochastic driving, which is a par-
ticular case of the 2-dimensional OU process. As a last
check to verify the results of the simulations, we have
compared the estimated variance E[x2(t)] with the ana-
lytical expression given by Wang et al.29. The results are
in complete agreement.
To estimate the PSD of the center of mass motion x(t)
we used Bartlett’s method with a rectangular window
. Npsd = 1000 PSDs, each one calculated as the peri-
odogram of a 40 ms time trace, were averaged to obtain
the final estimate of the spectral density Sx(ω). This
PSD was later fitted with least squares to obtain the
values of Ω0 and Γ. To estimate the errors and uncer-
tainties in calculating Ω0 and Γ with simulated data, we
have used the exact same method, number of traces and
time lengths.
The results of the simulations show that, at P =
50 mBar, non-linearities result in relative errors on the
estimated parameters of a few 0.1%. This is shown in ta-
ble 1, main text, where an upper bound of the obtained
values has been used.
For slightly lower pressures, however, the errors on
the estimated parameters may become too large to pro-
vide accurate mass values. This is illustrated in figure
11, where a comparison between the PSDs of traces at
10 mBar and 50 mBar is displayed. If the pressure at
which the experiment is performed is even lower, the non-
linearities can become comparable to the linear restoring
force, and the proposed protocol for calculating the mass
is not valid anymore.
S6. Spectral density derivation for the harmonic
driving
In the main text we use the non-unitary angular fre-
quency Fourier transform, defined as
G(ω) = F (g(t)) =
∫ ∞
−∞
g(t)e−iωtdt.
The power spectral density will then be
Sg(ω) = lim
T→∞
∣∣∣∣∣ 1√T
∫ T/2
−T/2
g(t)e−iωtdt
∣∣∣∣∣
2
,
but since in any real experiment we only observe the
dynamics of the system for a finite time T = 2τ , we use
xii
the truncated power spectral density,
Sg(ω) =
∣∣∣∣ 1√τ
∫ τ
−τ
g(t)e−iωtdt
∣∣∣∣2
=
1
τ
∣∣∣∣ 1piG(ω) ∗ sinc(τω)
∣∣∣∣2 . (4)
From linear time-invariant (LTI) theory we also know
that if we apply a driving fd(t) (input) to a LTI system,
the response (output) of the system will be
Sx(ω) = |H(ω)|2|Fd(ω)|2
where, in our case, H(ω) is the transfer function of the
harmonic oscillator. Therefore, since H(ω) is known, to
calculate Sx(ω) we only need to find an expression for
|Fd(ω)|2. For a driving fd(t) = cosωdt and applying
equation (4) we get
Sg(ω) =
1
τ
∣∣∣∣ 1piF(cosωdt) ∗ sinc(τω)
∣∣∣∣2
=
1
τ
∣∣∣∣ 1pi (pi(δ(ω − ωd) + δ(ω + ωd)) ∗ sinc(τω) · τ
∣∣∣∣2
=
τ
2
|sinc[(ω − ωd)τ ] + sinc[(ω + ωd)τ ]|2
' τ
2
sinc2[(ω − ωd)τ ].
The error incurred in the last approximation is two or-
ders of magnitude smaller than the uncertainties of the
experiment, so we can safely assume that only the sinc
function centered at +ωd matters.
S7. Peak filtering
In the presence of electric driving Fel(t) the measured
PSD Sv(ω) comprises a broad resonance S
th
v (ω) (given
by the thermal motion of the particle) and a narrow re-
sponse peaking at the driving frequency ωdr. In order
to rigorously isolate the solely thermal contribution one
should measure the particle’s dynamics in the absence of
the electric driving. However, to simplify the protocol
it is possible to reconstruct and fit the thermal response
by just filtering out the narrow peak at ω = ωdr. Here
we demonstrate the validity of this procedure and esti-
mate the corresponding error introduced in the estima-
tion of the parameters ω0 and Γ. Figure 12 exemplifies
this method. A purely experimental thermal PSD (blue
solid line) is numerically modified by adding in the time
domain a coherent term of the form F0 cos(ωdrt) with a
arbitrary amplitude F0. Te corresponding PSD is shown
as a solid green line. The inset of Fig. 12 clearly shows
that applying a notch filter of proper bandwidth (2.6 Hz
in the example shown) one can filter out the driving peak
and obtain a filtered PSD that resembles the original data
with a high degree of confidence. By independently fit-
ting both curves, and comparing the results we obtain
deviations on the order of ∼ 10−5. Likewise, provided
the resonator is operated in the harmonic regime, the
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Figure 12. Peak filtering method.
thermal energy 〈v2〉 can be calculated from the filtered
driven state with an associated error that remains below
∼ 0.02%.
S8. Temperature stability
The thermal bath surrounding the particle is assumed
to be constantly thermalized with the set-up, and more
precisely with the walls of the vacuum chamber, i.e.
Tbath = Tchamber. Note that this assumption would not
hold for low pressures (P . 1 mBar), where the rarified
gas reduces the efficiency of convection and infrared laser
absorption would rise the internal bulk temperature Tbulk
of the particle19 and also of the trapping lens surface. In
that case, one should include a two bath model20 and
consider a higher effective bath temperature and a cor-
responding higher uncertainty. However, the moderately
high pressure P = 50 mBar used in our measurements
ensures the assumption Tbulk = Tbath = Tchamber = T .
To estimate this value, multiple temperature measure-
ments on the surface of the vacuum chamber are car-
ried out with a precision thermistor (0.5◦C accuracy)
in order to exclude the presence of temperature gradi-
ents and significant variations during the experimental
times. Moreover COMSOL simulations of the objective
lens absorption and gas convection at P = 50 mBar,
estimate an increase of the dielectric material tempera-
ture of ∆Tlens = 3.6 mK, equivalent to ∆Tp = 3.1 mK
at the particle position. As a result, at these moder-
ate pressures we can safely neglect temperature effects
due to laser absorption, and the uncertainty on the bath
temperature is therefore of the order of σT /T ∼ 0.2%.
Note these effects would be much more critical at high
vacuum (P = 10−6 mBar)where a temperature increase
of ∆T ∼ 15 K was simulated under our typical experi-
mental conditions. Finally, a stable and constant temper-
ature T is ensured only if the set-up is properly isolated
from the lab environment. Isolation is achieved by enclos-
ing the whole optical table in a unique box that maintains
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a more stable temperature and screens the setup from air
turbulence. In fact, these would introduce pointing insta-
bilities in the optical path, with the more drastic conse-
quence being the unbalancing of the photoreceivers up to
saturation. Figure 13 displays the measured temperature
trend in the lab (probe placed in the middle of the room)
and at the vacuum chamber position. We observe that
while the lab is exposed to temperature fluctuations of a
few degrees, the temperature inside of the box screening
the set-up is maintained stable, with variations that are
well within the assumed accuracy.
S9. Error propagation
All the quantities involved in the mass calculation are
subject to both systematic and statistical errors. How-
ever, it is legitimate to assume that for E0 and T , the
systematic has a dominant contribution and the random
error is negligible, while for RS and Γ the opposite holds.
Moreover we can assume that the variables are un-
correlated, and we can therefore apply the well-known
variance26 formula to propagate the relative errors:
σm =
√√√√∑
i
(
∂m
∂zi
)2
σ2zi ,
where zi runs over the variables reported in table 1 of
the main text, exceptions made for those in gray color
for which σzi ' 0.
As a result we obtain:
σsystm
m
=
√(
2
σE0
E0
)2
+
(σT
T
)2
(5)
σstatm
m
=
√(
σSv
Selv
)2
+
(
σSthv
Selv
)2
+
(
σSthv
Sthv
)2
+
(σΓ
Γ
)2
(6)
Plugging in the errors reported in table 1, main text,
we obtain σsystm /m = 2.24% and σ
stat
m /m = 0.91%.
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Figure 13. Temperature measurement in the system. A
first temperature probe (blue solid line) is placed in the middle of
the lab, exposed to air turbulences and the constant variations due
to the air conditioning. However, a second probe (red solid line)
in contact with the vacuum chamber’s walls measures the bath
temperature surrounding the particle. A consistent reduction of
the temperature fluctuations is achieved enclosing the set-up and
carefully screening it from air turbulences.
