Abstract-
real-time constraints can significantly be improved by appropriately configuring the devices. Besides the room for accommodating control code at the local level, nodes has memory space (buffers) to store temporary real-time data for subsequent use. Storage facility at the local level, in this context, is highly desirable to meet the need for improving real-time performance [4] . Fig. 1 . Bits, frames, packets and segments [5] . Fig. 1 shows the data passes from layer to layer that is called Protocol Data Units (PDU). At the physical layer these are the bits, at the data link layer these are the frames, at the network layer these are the packets and at the transport layer these are the segments.
The amount of the data can transfer at time is normally defined either in bits per second (b/s) or bytes per second (B/s). Typically, serial busses are defined in b/s and parallel busses in B/s. The more the bits that can be transferred and the faster of transfer will be.
Data rate transfer is defined [5] : There are three type of the connection done for the real-time communication between computer and PLC as shown in Fig. 3, Fig. 4 and Fig. 5 . Star topology used for each connections and hub are centered for the networking between computer and PLC.
The types of the PLC used for this project are OMRON SYSMAC CS1D-CPU65P with Fast Ethernet. RJ45 (RJ stands for registered jack) Unshielded Twisted-Pair (UTP) cable used to connect between the computer, PLC and hub. IP address are set unique for each computer, PLC 1 and PLC 2 to avoid data conflict and this is as shown in the TABLE I.
Hub is the simplest method of redistributing data on Ethernet. The hub has several ports and an incoming signal is rebuild and then transmitted on all the remaining ports [6] . The hub also does not make any decisions about the Ethernet frame or its contents.
Ladder diagram for the PLC 1 have 7 rungs and PLC 2 have 32 rungs. The software interface between computer and PLC is CX-Programmer version 6.11 2005 from OMRON. The processor of computer usage must be fewer than 50% for the system to work well without errors and when the system is ON and idle. The results from the project had shown in the Fig. 6, 7, 8, 9 , 10, 11, 12, 13 and 14. Data from the project are getting using PRTG Network Monitor software. Time interval from the results shown is 1 minutes. 
The CPU usage is not approximately sum because of the duo core technology processor with high performance are during these experiments. The Read Access Memory (RAM) is used for this experimental is Double Data Rate Memory (DDR) with high performance. From the TABLE XI, if the Sum Data Transfer Rate is higher, the consequence is that the Sum volume (KByte) also would become higher. From TABLE XI also, the packet size operating in PLC 1 is larger as compared to PLC 2.
IV. CONCLUSION From the project, equations (2), (4), (6), (8), (10) and (12) are obtained by the experimental setup already done. The characteristics of data transfer rate, central processing unit usage and read access memory usage of NCS via Industrial Ethernet are investigated to get the optimum results.
