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Cavity mediated modification of material properties and phenomena is a novel research field
largely motivated by the experimental advances in strong light-matter interactions. Despite this
progress, exact solutions for extended systems strongly coupled to the photon field are not available,
and both theory and experiments rely mainly on finite-system models. Therefore a paradigmatic
example of an exactly solvable extended system in a cavity becomes highly desireable. To fill this
gap we revisit Sommerfeld’s theory of the free electron gas in cavity quantum electrodynamics
(QED). We solve this system analytically in the long-wavelength limit for an arbitrary number of
non-interacting electrons. This exact solution allows us to consider the thermodynamic limit for
the electrons and to demonstrate several new features: The four fundamental response functions
(matter-matter, photon-matter, matter-photon and photon-photon) are proportional to each other
and all exhibit plasmon-polariton excitations, which modify the conductive properties of the electron
gas. In contrast to finite systems, no ground state exists if the diamagentic A2 term is omitted.
Further, we show that the thermodynamic limit can be performed only if we take simultaneously
the size of the matter system and the amount of photon modes to infinity. To accomplish this
we introduce an effective theory for the photon field. The effective coupling and the ultraviolet
behavior of the theory are well-defined, and the continuum of modes leads to a renormalization of
the electron mass, which in contrast to the usual single-particle renormalization depends on the full
electron density. Lastly, we show how the matter-modified photon field leads to a repulsive Casimir
force and how the continuum of modes introduces dissipation into the light-matter system. Several
of the presented findings should be experimentally accessible.
I. INTRODUCTION
The free electron gas introduced by Sommerfeld in
1928 [1] is a paradigmatic model for solid state and con-
densed matter physics. It was originally developed for
the description of thermal and conduction properties of
metals, and has served since then as one of the funda-
mental models for understanding and describing mate-
rials. The free electron gas with the inclusion of the
electron-electron interactions, was transformed into the
homogeneous electron gas [2, 3], known also as the jellium
model, and with the advent of density functional theory
(DFT) and the local density approximation (LDA) [4] has
become one of the most useful computational tools and
methods in physics, chemistry and materials science [5].
Also within the Fermi liquid theory, developed by Lan-
dau [6], the free electron gas model was used as the funda-
mental building block [7]. In addition, the free electron
gas in the presence of strong magnetic fields has also
been proven extremely important for the description of
the quantum Hall effect [8, 9].
On the other hand, the cornerstone of the modern de-
scription of the interaction between light and matter, in
which both constituents are treated on equal quantum
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mechanical footing, and both enter as dynamical entities,
is quantum electrodynamics [10–14]. This description of
light and matter has led to a number of great funda-
mental discoveries, like the laser cooling [15–17], the first
realization of Bose-Einsten condensation in dilute gases
and the atom laser [18, 19], the theory of optical coher-
ence [20] and laser-based precision spectroscopy [21, 22],
and the manipulation of individual quantum systems
with photons [23, 24].
In most cases simplifications of QED are employed for
the practical use of the theory (due to its complexity) in
which matter is described by a few states. This leads to
the well-known models of quantum optics, like the Rabi,
Jaynes-Cummings or Dicke models [25–27]. Although,
these models have served well and have been proven very
succesful [28], recently they are being challenged by novel
developments in the field of cavity QED materials [12].
For this, first-principle approaches have already been put
forward using Green’s functions methods [29], the ex-
act density-functional reformulation of QED, known as
QEDFT [30–32], or generalized coupled cluster theory
for electron-photon systems [33, 34].
Cavity QED materials [12, 35, 36] is an emerging
field, combining many different platforms for manipulat-
ing and engineering quantum materials with electromag-
netic fields, ranging from quantum optics [14], polari-
tonic chemistry [12, 37–45], and light-induced states of
matter using either classical fields [46, 47] or quantum
fields originating from a cavity [48, 49]. A plethora of
pathways have been explored recently from both theo-
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2rists and experimenters. Quantum Hall systems under
cavity confinement, in both the integer [50–54] and the
fractional [55, 56] regime, have demonstrated ultrastrong
coupling to the light field and modifications of trans-
port [57]. Light-matter interactions have been suggested
to modify electron-phonon coupling and superconductiv-
ity [58–61] with the first experimental evidence already
having appeared [62]. Cavity control of excitons has been
investigated [63, 64] and exciton-polariton condensation
has been achieved [65, 66]. Further, the implications
of coupling to chiral electromagnetic fields has also at-
tracted interest and is currently investigated [67–70].
Much of our understanding and theoretical descrip-
tion of light-matter interactions and of these novel ex-
periments, is based on finite-system models from quan-
tum optics. However, extended systems like solids be-
have very much differently than finite systems and it
is questionable whether the finite-system models can be
straightforwardly extended to describe macroscopic sys-
tems, like materials, strongly coupled to a cavity. It is
therefore highly desirable, in analogy to the Rabi and the
Dicke model [25–27], to have a paradigmatic example of
an extended system strongly coupled to the quantized
cavity field.
The aim of this work is to fill this gap, by revisiting
Sommerfeld’s theory [1] of the free electron gas in the
framework of QED and providing a new paradigm for
many-body physics in the emerging field of cavity QED
materials.
In this article we introduce and study in full general-
ity the 2D free electron gas (2DEG) coupled to a cav-
ity. We show that this system in the long-wavelength
limit and for a single cavity mode (with both polariza-
tions included) is exactly solvable and we find the full set
of eigenstates and eigenspectrum of the system. In the
large N or thermodynamic limit the ground state of the
electrons is a Slater determinant of plane waves with the
momenta of the electrons distributed on the 2D Fermi
sphere, while the ground state of the cavity field gets
strongly renormalized by the full electron density. More-
over, we study the full phase diagram of the system (see
Fig. 4) and we find that when the coupling approaches
its maximum value (critical coupling) a critical situation
appears with the ground state being infinitely degener-
ate. Above the critical coupling (which in principle is
forbidden) the system is unstable and has no ground
state. The lack of a ground state shows up also when
the diamagnetic A2 term is neglected in the Hamilto-
nian. This is in stark contrast to the standard quantum
optics models, like the Rabi or the Dicke model, which
have a ground state even without the diamagnetic A2
term. This highlights that the A2 is necessary for the
stability of extended systems like the 2DEG. This result
we believe sheds light on the ongoing discussion about
whether the A2 can be eliminated or not [71–74] which
is related to the existence of the superradiant phase tran-
sition [75–81].
Performing linear response [3, 82, 83] for the inter-
acting electron-photon system in the cavity, we com-
pute the optical conductivity σ(w) in which we iden-
tify diamagnetic modifications to the standard conduc-
tivity of the free electrons gas, coming from the cav-
ity field. This shows that a cavity can alter the con-
duction properties of 2D materials as suggested also ex-
perimentally [57, 62]. Our linear response formalism
demonstrates that plasmon-polariton resonances exist for
this interacting electron-photon system [84] and provides
a microscopic quantum electrodynamical description of
plasmon-polaritons.
To overcome the discrepancy between the electronic
sector, in which the energy density of the electrons is fi-
nite, and the photonic sector, whose energy density in
the thermodynamic limit vanishes, we promote the sin-
gle mode theory into an effective field theory in the 2D
continuum by integrating over the in-plane modes of the
photon field. The area of integration in the photonic
momentum space is directly connected to the effective
cavity volume and the upper cutoff in the photon mo-
menta defines the effective coupling of the theory. More-
over, in the effective field theory the energy density of the
photon field becomes finite and renormalizes the electron
mass [85–87]. The renormalized mass depends on the full
electron density in the cavity which means that we have a
many-body contribution to the renormalized mass due to
the collective coupling of the electrons to the cavity field.
From the energy density of the photon field in the cav-
ity we compute the corresponding Casimir force [88, 89]
(pressure) and we find that due to the interaction of the
cavity field with the 2DEG, the Casimir force is repul-
sive [90]. Furthermore, we are able to describe consis-
tently and from first principles dissipation and absorp-
tion processes without the need of any artificial damping
parameter [3, 83].
Outline of the Paper—In section II we introduce the
2DEG in cavity QED and we solve the system exactly.
In section III we find the ground state of the system in
the large N (or thermodynamic) limit. In section IV we
provide the phase diagram of the system for any value of
the coupling constant and we discuss under which condi-
tions the system is stable and has a ground state. In sec-
tion V we perform linear response, we introduce the four
fundamental responses (matter-matter, photon-photon,
photon-matter and matter-photon) and we compute the
optical conductivity of the 2DEG in the cavity. In sec-
tion VI out of the single mode theory we construct an
effective field theory in the continuum. Finally, in sec-
tion VII we conclude and highlight the experimental im-
plications of this work and give an overview of the future
perspectives.
II. ELECTRON GAS IN CAVITY QED
Our starting point is the Pauli-Fierz Hamiltonian
which describes slowly moving electrons in the non-
relativistic limit, minimally coupled to the photon
3field [11, 14, 91]
Hˆ =
1
2me
N∑
j=1
(
i~∇j + eAˆ(rj)
)2
+
1
4pi0
N∑
j<k
e2
|rj − rk|
+
N∑
j=1
vext(rj) +
∑
κ,λ
~ω(κ)
[
aˆ†κ,λaˆκ,λ +
1
2
]
. (1)
where we neglected the Pauli (Stern-Gerlach) term, i.e.,
σˆ · Bˆ(r). The quantized vector potential Aˆ(r) of the
electromagnetic field in Coulomb gauge is [10, 11]
Aˆ(r) =
∑
κ,λ
√
~
0V 2ω(κ)
[
aˆκ,λSκ,λ(r) + aˆ
†
κ,λS
∗
κ,λ(r)
]
.
(2)
Further, κ = (κx, κy, κz) are the wave vectors of the
photon field, ω(κ) = c|κ| are the allowed frequencies
in the quantization volume V = L2Lz, λ = 1, 2 the
two transversal polarization directions and Sκ,λ(r) are
the vector valued mode functions, chosen such that the
Coulomb gauge is satisfied [10, 11]. The operators aˆκ,λ
and aˆ†κ,λ are the annihilation and creation operators of
the photon field and obey bosonic commutation relations
[aˆκ,λ, aˆ
†
κ′,λ′ ] = δκκ′δλλ′ .
FIG. 1. Schematic depiction of a 2D material inside a cavity
with mirrors of length L and area S = L2. The area of the
material is also S, and the distance between the mirrors is
Lz. We note that the Pauli-Fierz Hamiltonian of Eq. (1) is
in 3D, which is highlighted by the 3D Coulomb potential,
while the electrons are restricted in the 2D plane. Further,
we mention that in experimental setups, to increase the light-
matter coupling, the space between the 2D material and the
cavity is filled with a highly polarizable medium.
Here we are interested in the 2D free electron gas
confined in a cavity as depicted in Fig. 1. Thus, we
take vext(r) = 0 and we neglect the Coulomb interac-
tion as in the original free electron model introduced
by Sommerfeld [1]. Since we restrict our considerations
in two dimensions1, the momentum operator has only
1 We would like to mention that all the derivations we present here
two components ∇ = (∂x, ∂y). For the mode func-
tions Sκ,λ(r) to satisfy the boundary conditions of the
cavity, the momenta of the photon field take the val-
ues κ = (κx, κy, κz) = (2pinx/L, 2piny/L, pinz/Lz) with
n = (nx, ny, nz) ∈ Z3.
In the long-wavelength limit [91, 92], which has been
proven adequate for cavity QED systems[12, 44], the
mode functions Sκ,λ(r) become spatially independent
vectors Sκ,λ(r) = ελ(κ), which satisfy the condition
ελ(κ)·ελ′(κ) = δλλ′ . The long-wavelength limit or dipole
approximation is justified in cases where the size of the
matter system is much smaller than the wavelength of
the electromagnetic field. This means that the spatial
extension of the material in the direction confined by the
cavity has to be much smaller than the wavelength of the
mode. In our case the long-wavelength limit is respected
and justified, because we are considering a 2D material
confined in the cavity, as depicted in Fig. 1. Further-
more, we restrict ourselves in the case where the electro-
magnetic field consists of a single mode of frequency ω
but with both polarization vectors ελ kept. The polar-
ization vectors are chosen to be in the (x, y) plane such
that the mode to interact with the 2DEG. The polariza-
tion vectors have to be orthogonal and we choose ε1 = ex
and ε2 = ey. Under these assumptions the Pauli-Fierz
Hamiltonian of Eq. (1), after expanding the covariant ki-
netic energy, is
Hˆ =
N∑
j=1
[
− ~
2
2me
∇2j +
ie~
me
Aˆ · ∇j
]
+
Ne2
2me
Aˆ2 +
2∑
λ=1
~ω
(
aˆ†λaˆλ +
1
2
)
︸ ︷︷ ︸
Hˆp
, (3)
and the quantized vector potential of Eq. (2) is
Aˆ =
(
~
0V
) 1
2
2∑
λ=1
ελ√
2ω
(
aˆλ + aˆ
†
λ
)
. (4)
In the Hamiltonian of Eq. (3) we have a purely photonic
part Hˆp which depends only on the annihilation and cre-
ation operators of the photon field {aˆ†λ, aˆλ}. Substituting
the expression for the vector potential Aˆ given by Eq. (4)
and introducing the diamagnetic shift ωp
ωp =
√
e2N
me0V
=
√
e2ne
me0
, (5)
the photonic part Hˆp takes the form
Hˆp =
2∑
λ=1
[
~ω
(
aˆ†λaˆλ +
1
2
)
+
~ω2p
4ω
(
aˆλ + aˆ
†
λ
)2]
. (6)
do not depend on the choice of dimensions and can be performed
also in the 3D case.
4The diamagnetic shift ωp is induced due to the collective
coupling of the full electron density ne = N/V to the
transversal quantized field [51, 91–94]. This means that
ωp =
√
e2ne/me0 is the plasma frequency in the cavity.
We note that the electron density ne = N/V is defined
via the 2D electron density of the material inside the
cavity n2D = N/S and the distance between the mirrors
of the cavity Lz as ne = n2D/Lz.
The photonic part Hˆp can be brought into diago-
nal form by introducing a new set of bosonic operators
{bˆ†λ, bˆλ}
bˆλ =
1
2
√
ωω˜
[
aˆλ (ω˜ + ω) + aˆ
†
λ (ω˜ − ω)
]
(7)
bˆ†λ =
1
2
√
ωω˜
[
aˆλ (ω˜ − ω) + aˆ†λ (ω˜ + ω)
]
.
where the frequency
ω˜ =
√
ω2 + ω2p (8)
is a dressed frequency which depends on the cavity fre-
quency ω and the diamagnetic shift (or plasma fre-
quency) ωp. Thus, the dressed frequency ω˜ should be
interpreted as a plasmon-polariton frequency, and as we
will show in section V it corresponds to a plasmon-
polariton excitation (or resonance) of the system. The
operators {bˆλ, bˆ†λ} satisfy bosonic commutation relations
[bˆλ, bˆ
†
λ′ ] = δλ,λ′ for λ, λ
′ = 1, 2. In terms of this new set
of operators the photonic part Hˆp of our Hamiltonian, is
equal to the sum of two non-interacting harmonic oscil-
lators
Hˆp =
2∑
λ=1
~ω˜
(
bˆ†λbˆλ +
1
2
)
(9)
and the quantized vector potential Aˆ is
Aˆ =
(
~
0V
) 1
2
2∑
λ=1
ελ√
2ω˜
(
bˆλ + bˆ
†
λ
)
. (10)
From this expression we see that the vector potential Aˆ
got renormalized and depends on the dressed frequency
ω˜ [51]. Substituting back into the Hamiltonian of Eq. (3)
the expressions for the photonic part Hˆp and the vector
potential Aˆ given by Eqs. (9) and (10) respectively, and
introducing the parameter g
g =
e~
me
(
~
0V 2ω˜
) 1
2
, (11)
the Hamiltonian of Eq. (3) looks as
Hˆ = − ~
2
2me
N∑
j=1
∇2j +
2∑
λ=1
~ω˜
(
bˆ†λbˆλ +
1
2
)
.
+ ig
2∑
λ=1
(
bˆλ + bˆ
†
λ
)
ελ ·
N∑
j=1
∇j . (12)
The parameter g in Eq. (11) can be interpreted as
the single-particle light-matter coupling constant. The
Hamiltonian is invariant under translations in the elec-
tronic configuration space, since it only includes the mo-
mentum operator of the electrons. Thus, Hˆ commutes
with the momentum operator ∇, [Hˆ,∇]=0, and they
share eigenfunctions. For the electrons we employ pe-
riodic boundary conditions, as in the original work of
Sommerfeld [1, 2]. Thus, the eigenfunctions of the mo-
mentum operator∇ and the Hamiltonian are plane waves
of the form
φkj (rj) =
eikj ·rj√
S
with 1 ≤ j ≤ N. (13)
where kj = 2pi(n
x
j /L, n
y
j/L) are the momenta of the elec-
trons, with nj =
(
nxj , n
y
j
) ∈ Z2, and S = L2 is the ar-
eas of the material inside the cavity depicted in Fig. 1.
The wavefunctions of Eq. (13) are the single-particle
eigenfunctions. But the electrons are fermions and the
many-body wavefunction must be antisymmetric under
exchange of any two electrons. To satisfy the fermionic
statistics we use a Slater determinant Φ(r1σ1, .., rNσN )
built out of the single-particle eigenfunctions of Eq. (13).
For convenience we denote this Slater determinant as
ΦK ≡ Φ(r1σ1, .., rNσN ), (14)
where K =
∑
j kj is the collective momentum of the elec-
trons. This makes the notation shorter but also indicates
the fact that the ground state and the excited states of
the system depend on the distribution of the electrons
in k-space and particularly on the collective momentum
K. Applying Hˆ of Eq. (12) on the wavefunction ΦK we
obtain
HˆΦK =
{
2∑
λ=1
[
~ω˜
(
bˆ†λbˆλ +
1
2
)
− g
(
bˆλ + bˆ
†
λ
)
ελ ·K
]
+
~2
2me
N∑
j=1
k2j
}
ΦK where K =
N∑
j=1
kj . (15)
Defining now another set of annihilation and creation
operators {cˆ†λ, cˆλ}
cˆλ = bˆλ − gελ ·K~ω˜ and cˆ
†
λ = bˆ
†
λ −
gελ ·K
~ω˜
, (16)
the operator HˆΦK given by Eq. (15) simplifies as follows
HˆΦK =
{
2∑
λ=1
[
~ω˜
(
cˆ†λcˆλ +
1
2
)
− g
2
~ω˜
(ελ ·K)2
]
+
+
~2
2me
N∑
j=1
k2j
}
ΦK. (17)
The operators defined in Eq. (16) also satisfy bosonic
cummutation relations [cˆ, cˆ†λ′ ] = δλλ′ for λ, λ
′ = 1, 2. For
the quadratic operator Hˆλ = ~ω˜
(
cˆ†λcˆλ + 1/2
)
which is
5of the form of a harmonic oscillator we know that the full
set of eigenstates is given by the expression[95]
|nλ, ελ ·K〉λ = (cˆ
†
λ)
nλ
√
nλ!
|0, ελ ·K〉λ with nλ ∈ Z, λ = 1, 2
(18)
where |0, ελ · K〉λ is the ground state of Hˆλ, which
gets annihilated by cˆλ [95], and the eigenergies of Hˆλ
are ~ω˜(nλ + 1/2). The HˆΦK given by Eq. (17) in
terms of the operators {cˆ†λ, cˆλ} contains only the sum
over Hˆλ and consequently applying HˆΦK on the states∏
λ |nλ, ελ ·K〉λ we obtain
Hˆ
[
ΦK ⊗
2∏
λ=1
|nλ, ελ ·K〉λ
]
=
 2∑
λ=1
[
~ω˜
(
nλ +
1
2
)
− g
2 (ελ ·K)2
~ω˜
]
+
N∑
j=1
~2k2j
2me
[ΦK ⊗ 2∏
λ=1
|nλ, ελ ·K〉λ
]
.
(19)
From the above equation we conclude that the full set
of eigenstates of the electron-photon hybrid system de-
scribed by the Hamiltonian of Eq. (3) is
ΦK ⊗
2∏
λ=1
|nλ, ελ ·K〉λ with λ = 1, 2 and K =
N∑
j=1
kj
(20)
and its eigenspectrum is.
Enλ,k =
2∑
λ=1
[
~ω˜
(
nλ +
1
2
)
− γ
N
(ελ · ~K)2
2me
]
+
N∑
j=1
~2k2j
2me
(21)
The result of Eq. (19) is very important because it gives
the full spectrum and eigenfunctions for the 2DEG cou-
pled to the single-mode cavity. To obtain the expression
of Eq. (21) we substituted in Eq. (19), the definition of
the the single-particle coupling g given by Eq. (11), and
we introduced the parameter γ
γ =
2meN
~2
g2
~ω˜
=
ω2p
ω˜2
=
ω2p
ω2 + ω2p
≤ 1. (22)
The parameter γ can be viewed as the collective coupling
of the electron gas to the cavity mode and depends on
the cavity frequency and the full electron density ne via
the frequency ωp defined in Eq. (5). This implies that
the more charges in the system the stronger the coupling
between light and matter in the cavity. Further, we note
that the collective coupling parameter γ is dimension-
less and most importantly γ has an upper bound and
cannot be larger than one. As we will see in section IV
this upper bound guarantees the stability of the system.
Lastly, we highlight that also in the case of a multi-mode
quantized field the structure of the many-body spectrum
would be the same as the one in Eq. (21), but with dif-
ferent coupling constants, frequencies and polarizations
due to the mode-mode interactions and a sum over all
the modes [92].
III. GROUND STATE IN THE LARGE N LIMIT
Having diagonalized the Hamiltonian of Eq. (3) we
want now to find the ground state of this many-body
system in the large N limit. For this we need to min-
imize the energy of the many-body spectrum given by
Eq. (21) in the limit where the number of electrons N
and the area S become arbitrarily large and approach
the thermodynamic limit, but in such a way that the 2D
electron density n2D = N/S stays fixed. The electron
density can be defined by the number of allowed states
in a region of k-space, of volume ΩD with respect to a
distribution D in k-space [2]. The number of states in
the volume ΩD is: #states = ΩDS/(2pi)2. The volume
ΩD with respect to an arbitrary distribution D(k − q)
whose origin q is also arbitrary (see Fig. 2) is
ΩD =
+∞∫∫
−∞
D(k− q)d2k =
+∞∫∫∫
−∞
D(k′)d2k′, (23)
where we performed the shift k′ = k − q. The num-
ber of electrons N we can accommodate in the vol-
ume ΩD is 2 times (due to spin degeneracy) the num-
ber of allowed states. Thus, the 2D electron density is
n2D = 2ΩD/(2pi)2.
The energy of Eq. (21) minimizes for nλ = 0 for both
λ = 1, 2. Thus, the photonic contribution to the ground
state energy is constant Ep = ~ω˜ and does not influ-
ence the electrons in k-space. Then, the ground state
energy Egs(≡ E0,k) = Ep + Ek is the sum of the pho-
tonic contribution Ep and the part which depends on
the electronic momenta Ek, which includes two terms: a
positive one, which is the sum over the kinetic energies
of all the electrons and we denote by T , and a negative
one which is minus the square of the collective momen-
tum K =
∑
j kj . To find the ground state we need to
minimize the energy density Ek/S with respect to the
distribution D(k − q). In the large N,S limit the sums
in the expression for the energy density Ek/S turn into
integrals. Thus, the kinetic energy density T/S (with
6doubly occupied momenta) is [2]
T
S
=
~2
2me
lim
S→∞
2
S
∑
k
k2 =
~2
2me
2
(2pi)2
+∞∫∫
−∞
d2kD(k− q)k2
(24)
and after performing the transformation k′ = k − q we
obtain
T
S
=
~2
2me
[
2
(2pi)2
+∞∫∫
−∞
d2k′D(k′) (k′)2
︸ ︷︷ ︸
tD
+2q
2
(2pi)2
+∞∫∫
−∞
d2k′D(k′)k′
︸ ︷︷ ︸
KD
+q2
2
(2pi)2
+∞∫∫
−∞
d2k′D(k′)
︸ ︷︷ ︸
n2D
]
=
=
~2
2me
(
tD + 2q ·KD + q2n2D
)
. (25)
FIG. 2. Schematic depiction of a generic distribution
D(k − q) of the electrons in k-space. The shape D of the
distribution as well as its origin q are arbitrary. To find the
ground state distribution in k-space one needs to minimize
the energy density of the system with respect to both the
shape D and the origin q.
The term tD is the kinetic energy of free electrons with
respect to a distribution centered at zero D(k′) [2]. The
term KD is the collective momentum of the electrons
with respect to D(k′), and q2n2D is the kinetic energy
due to the arbitrary origin of the distribution (see Fig. 2).
This last term depends on the 2D density n2D and the
origin q, but not on the shape of the distribution D.
Let us compute now the negative term appearing in
Eq. (21). The square of the collective momentum per
area (ελ · 2K/S)2 (for doubly occupied momenta) in the
large N limit is
(
ελ · 2K
S
)2
=
 2
(2pi)2
+∞∫∫
−∞
d2kD(k− q)ελ · k
2 .(26)
Performing the transformation k′ = k− q and multiply-
ing by the area S we find
(ελ · 2K)2
S
= S (ελ ·KD + ελ · qn2D)2 . (27)
Summing the two contributions which we computed in
Eqs. (25) and (27) we find the energy density as function
of the shape of the distribution D and the origin q
E [D] ≡ Ek
S
=
~2
2me
[
tD + 2q ·KD + q2n2D − γ
n2D
2∑
λ=1
(ελ ·KD + ελ · qn2D)2
]
. (28)
The energy density has to be minimized with respect to
the origin of the distribution q = (qx, qy). For that we
compute the derivative of the energy density E [D] with
respect to q
∂E [D]
∂q
= (1− γ) (KD + qn2D) = 0 =⇒ q0 = −KD
n2D
.
(29)
The optimal origin q0 is independent of the coupling γ,
7and substituting q0 into Eq. (28) we find
E [D]|q0 =
~2
2me
[
tD − K
2
D
n2D
]
. (30)
The remaining task now is to optimize the energy den-
sity with respect to the shape D of the distribution. In
general to perform such a minimization it is not an easy
task. Thus, to find the optimal k-space distribution we
will use some physical intuition.
The energy density E [D] (as well as q0) given by
Eq. (30) is independent of the coupling constant γ. This
indicates that the ground state and the ground state en-
ergy in the thermodynamic limit are independent of the
coupling to the cavity. Driven by this observation let us
compare the energy density in Eq. (30) with the energy
density of the original free electrons gas [2] without any
coupling to a cavity mode.
In the original free electron model the energy of the
system is the sum over the kinetic energies of all the elec-
trons Enck =
∑
j ~2kj/2me [1, 2], and due to rotational
symmetry the ground state momentum distribution is the
standard Fermi sphere S(k) [2], which in our case is a 2D
sphere (circle) as shown in Fig. 3.
FIG. 3. Graphic representation of the ground state distribu-
tion of the 2DEG not coupled to a cavity. The ground state
distribution is the 2D Fermi sphere S(k) (circle) with radius
kF (Fermi momentum). For the 2DEG coupled to the cavity
we find that the ground state distribution in k-space is also
the 2D Fermi sphere S(k) with radius kF.
But let us forget for a moment the fact that we know
the ground state distribution of the electrons, and let us
consider again a generic distribution in k-space D(k−q)
as the one shown in Fig. 2. For such a distribution the
ground state energy density, as we found in Eq. (25), is
Enc[D] = ~
2
2me
(
tD + 2q ·KD + q2n2D
)
. (31)
Minimizing Enc[D] with respect to the origin q we find
that the optimal origin of the distribution is q0 =
−KD/n2D. This is the same with the one we found in
Eq. (29) for the 2DEG coupled to the cavity mode. Sub-
stituting q0 = −KD/n2D into the expression for the en-
ergy density of the uncoupled electron gas in Eq. (31) we
find Enc[D]|q0 to be equal to the energy density E [D]|q0
of the coupled system
Enc[D]|q0 = E [D]|q0 . (32)
This means that both energy functionals, the coupled and
the uncoupled, get minimized by the same k-space dis-
tribution D. For the uncoupled 2DEG, the shape of the
distribution in k-space is the 2D Fermi sphere S(k−q0).
For a sphere the collective momentum is zero, KS = 0,
and consequently the optimal origin is also zero q0 = 0.
Thus, for the coupled system the ground state momen-
tum distribution is the 2D Fermi sphere S(k) centered
at zero, as depicted in Fig. 3. Most importantly since
the collective momentum is zero the ground state of the
2DEG coupled to the cavity is
|Ψgs〉 = |Φ0〉 ⊗
2∏
λ=1
|0, 0〉λ, (33)
where Φ0 is the Slater determinant given by Eq. (14) with
zero collective momentum K = 0. The ground state en-
ergy density then for the Fermi sphere S(k) as a function
of the Fermi momentum is
E [S] = ~
2
2me
2
(2pi)2
+∞∫∫
−∞
d2kS(k)k2 = ~
2k4F
16pime
. (34)
Mismatch of Energies.—Before we continue we would
like to point out a fundamental discrepancy which ap-
pears between the electronic and photonic sector, with
respect to their contributions in the ground state energy
density. The contribution of the (single-mode) photon
field, to the ground state energy, as we can deduce from
Eq. (21) is Ep/S = ~ω˜/S. In the large N,S (or thermo-
dynamic) limit this contribution is miniscule and strictly
speaking goes to zero. On the other hand the electrons
have a finite energy density E [S]. This implies that only
the 2DEG contributes to the ground state energy den-
sity of the interacting electron-photon hybrid system in
the cavity. This energy mismatch shows up because in
the electronic sector we have N electrons in the ther-
modynamic limit, while in the photonic sector we have
only one mode. This discrepancy between the two sectors
hints towards the fact that for both sectors to contribute
on the same level, a continuum of modes of the photon
field have to be taken into account such that the photon
field to acquire a finite energy density in its ground state.
We explore this direction further in section VI. Before we
continue we note that the photon field in its highly ex-
cited states can still contain arbitrarily large amounts of
energy. Yet for the considerations of the ground state
these highly-excited photon-states do not play a role.
IV. CRITICAL COUPLING, INSTABILITY &
THE DIAMAGNETIC A2 TERM
So far we have examined rigorously and in full gen-
erality the behavior of the 2DEG coupled to the cavity,
8in the regime where the cavity mode ω is finite and the
collective coupling parameter γ, defined in Eq. (22), is
less than one. But now the following questions arises:
what happens in the limit where the frequency of the
quantized field goes to zero, ω → 0, and the collective
coupling parameter takes its maximum value γ → 1?
We will refer to the maximum value of the coupling
constant γ as critical coupling, γc = 1, because as we will
see at this point an interesting transition happens for the
system, from a stable phase to an unstable phase, as it
is also summarized by the phase diagram in Fig. 4.
A. Critical Coupling and Infinite Degeneracy
At the critical coupling γc = 1 the energy density E [D]
given by Eq. (28) becomes independent of the origin q
E [D]|γc =
~2
2me
[
tD − K
2
D
n2D
]
. (35)
The fact that the energy density becomes degenerate
with respect to the origin q means that the ground state
of the system is not unique. Moreover, Eq. (29) from
which we determined the optimal value for the vector q,
gets trivially zero.
The energy density of Eq. (35), as we explained in the
previous section, minimizes for a sphere S(k − q). But
since the energy density E [D]|γc is degenerate with re-
spect to the origin q and the optimal q cannot be deter-
mined from Eq. (29), all spheres of the form S(k−q) are
degenerate and have exactly the same ground state en-
ergy. This means that the optimal ground state k-space
distribution it is not unique but rather the ground state
of the system at the critical coupling γc = 1 is infinitely
degenerate with respect to origin of the k-space distribu-
tion of the electrons.
Such an infinite degeneracy appears also for a 2D elec-
tron gas in the presence of perpendicular, homogeneous
magnetic field where we have the Landau levels demon-
strating exactly this behavior [96]. The infinite degen-
eracy is also directly connected to the quantum Hall ef-
fect [8]. The connection between quantum electrodynam-
ics and the quantum Hall effect has also been explored re-
cently in the context of quantum electrodynamical Bloch
theory [51].
Lastly, we note that the fact that all spheres S(k−q) of
arbitrary origin q are degenerate means that the ground
state energy of our system, at the critical coupling γc, is
invariant under shifts in k-space, which implies that is
invariant under Galilean boosts.
B. No Ground State Beyond the Critical Coupling
For completeness we would also like to consider the
case where the coupling constant goes beyond the crit-
ical coupling γc and becomes larger than one, γ > 1.
In principle from its definition in Eq. (22) the coupling
constant γ is not allowed to take such values, but investi-
gating this scenario will provide further physical insight
why this should not happen.
For simplicity and without loss of generality, we sim-
plify our consideration to the case where the cavity field
has only one polarization vector ε1 = ex and ε2 = 0. In
this case the energy density E [D] given by Eq. (28) as a
function of the x-component of the vector q = (qx, qy) is
E(qx) = ~
2
2me
(1− γ) (2qxKxD + q2xn2D) , (36)
where we neglected all terms in Eq. (28) independent of
qx. For γ > 1 the energy density above has no minimum
and it is unbounded from below because 1 − γ < 0 is
negative and taking the limit for qx to infinity the energy
density goes to minus infinity
lim
qx→∞
E(qx) = ~
2
2me
lim
qx→∞
(1− γ) (2qxKxD + q2xne)→ −∞.
(37)
This proves that the free electron gas coupled to the cav-
ity mode for γ > 1 has no ground state and the system in
this case is unstable, because shifting further and further
the distribution in k-space, by moving its center q, we
can lower indefinitely the energy density2. Thus, we con-
clude that the upper bound for the collective coupling γ
given by Eq. (22) guarantees the stability of the coupled
electron-photon system. Lastly, we would like to men-
tion that due to the lack of ground state, equilibrium is
not well-defined in the unstable phase and equilibrium
phenomena cannot be described properly.
2 We would like to point out that this argument is similar to the
one for the lack of ground state in the length gauge when the
dipole self-energy is omitted. In the length gauge the energy
can be lowered indefinitely by shifting further and further in real
space the charge distribution [91].
9FIG. 4. Phase diagram for the free electron model in cavity
QED. The system has a stable ground state for coupling con-
stant γ < 1. At the critical coupling γc = 1 the ground state
is infinitely degenerate. Beyond the critical coupling γc = 1
the system is unstable and the system has no ground state.
C. No-Go Theorem and the A2 Term
In what follows we are interested in the importance
of the often neglected [72] diamagnetic A2 term for the
2DEG coupled to the single mode quantized field. The in-
fluence of this quadratic term has been studied theoreti-
cally in multiple publications [71–74] and its influence has
also been experimentally measured [54]. Moreover, the
elimination of the A2 is responsible for the notorious su-
perradiant phase transition of the Dicke model [26]. The
superradiant phase transition was firstly predicted by
Hepp and Lieb [75] for the Dicke model in the thermody-
namic limit and soon after derived in an alternative way
by Wang and Hioe [76]. The existence though of the su-
perradiant phase was challenged by a no-go theorem [77]
which showed that the superradiant phase transition in
atomic systems appeared completely due to the fact that
the A2 term was not taken into account. More recently,
another demonstration of a superradiant phase transi-
tion was predicted in the framework of circuit QED [78],
which again was challenged by another no-go theorem
which applied also to circuit QED systems [79]. The
debate over the existence of the superradiant phase tran-
sition is still ongoing, with new demonstrations coming
from the field of cavity QED materials [80, 97] accompa-
nied though by the respective no-go theorems [81, 98].
For our system to examine the importance of the dia-
magnetic A2 term here, we study the free electron gas
coupled to the cavity in the absence of the A2 term.
From the Hamiltonian Hˆ in Eq. (3) it is straightforward
to derive the Hamiltonian Hˆ ′ for the electron gas cou-
pled to the cavity mode when the A2 term is neglected
Hˆ ′ = Hˆ −Ne2Aˆ2/2me
Hˆ ′ =
N∑
j=1
[
−~
2∇2j
2me
+
ie~
me
Aˆ · ∇j
]
+
2∑
λ=1
~ω
[
aˆ†λaˆλ +
1
2
]
.
(38)
As we explained in section II in the electronic config-
uration space we have translational symmetry, and the
electronic eigenfunction is the Slater determinant given
by Eq. (14). Introducing now the parameter
g′ =
e~
me
(
~
20ωV
)1/2
, (39)
applying the Hamiltonian Hˆ ′ on the Slater determinant
ΦK and substituting the definition for quantized field Aˆ
given by Eq. (4) we obtain
Hˆ ′ΦK =
{
2∑
λ=1
[
~ω
(
aˆ†λaˆλ +
1
2
)
− g′
(
aˆλ + aˆ
†
λ
)
ελ ·K
]
+
~2
2me
N∑
j=1
k2j
}
ΦK where K =
N∑
j=1
kj . (40)
The Hamiltonian Hˆ ′ is of exactly the same form as Hˆ
of Eq. (15). Following exactly the same procedure for
diagonalizing Hˆ, which we showed in section II, we can
diagonalize also Hˆ ′ and we find that its eigenspectrum is
Enλ,k =
2∑
λ=1
[
~ω
(
nλ +
1
2
)
− γ
′
N
~2 (ελ ·K)2
2me
]
+
N∑
j=1
~2k2j
2me
(41)
where we substituted the parameter g′ of Eq. (39) and
we introduced the parameter γ′
γ′ =
2meN
~2
(g′)2
~ω
=
ω2p
ω2
(42)
in complete analogy to the coupling constant γ given by
Eq. (22). The dressed frequency ω˜ does not show up any-
more neither in the coupling γ′ nor in the energy spec-
trum (41), because the quantized field and the energy of
the cavity mode do not get renormalized by the A2, since
it is absent. Comparing now the spectrum of Eq. (41) for
the Hamiltonian Hˆ ′, with the spectrum given by Eq. (21)
derived for the Hamiltonian Hˆ of Eq. (3) which included
the A2 term, we see that they are exactly the same, up
to replacing ω˜ with ω and γ with γ′. The last one is a
very important difference, because the coupling constant
γ′ has no upper bound and can be arbitrarily large, as ωp
can be larger than ω. In section IV B we proved that the
spectrum of the form given by Eq. (41), has no ground
state if the coupling constant gets larger than one. For
large densities ωp can become larger than ω and γ
′ will be
larger than one, γ′ > 1. Consequently, the Hamiltonian
Hˆ ′ will be unstable and will not have a ground state.
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This highlights that eliminating the diamagnetic A2
term, is a no-go situation for the free electron gas cou-
pled to the cavity, and that for a sound description of
such a macroscopic solid state system the diamagnetic
A2 term is absolutely necessary. For finite-system mod-
els like the Rabi or the Dicke model the A2 term is of
course important, but these models have a stable ground
state even without the A2 term. This is in stark con-
trast to the 2DEG (which is macroscopic) coupled to the
cavity mode which has no ground state without the dia-
magnetic term. This demonstrates explicitly that finite-
system models should be applied to extended systems
with extra care. Our demonstration strongly suggests
that the quadratic term should be included for the de-
scription of extended systems, like 2D materials, coupled
to a cavity and we believe contributes substantially to
the ongoing discussion about the proper description of
light-matter interactions [71–74, 91, 99] and particularly
for the emerging field of cavity QED materials.
Finally, we emphasize that our proof can be ex-
tended also for interacting electrons. This is because
the Coulomb interaction involves only the relative dis-
tances of the electrons and preserves translational sym-
metry. Thus, one can go to the center of mass and relative
distances frame in which the relative distances decouple
from the quantized vector potential A and from the cen-
ter of mass. The center of mass though stays still coupled
to A. Then one can follow the proof we presented here
and show that without theA2 term the coupling constant
has no upper bound and the center of mass can obtain an
arbitrarily large momentum which subsequently leads to
an arbitrarily negative energy. This implies that energy
of the system is unbounded from below and the system
has no ground state.
V. CAVITY MODIFIED RESPONSES
So far we have considered the electron gas inside the
cavity to be in equilibrium without any external pertur-
bations, like fields, potentials, forces or other kind of
sources being applied to it. The aim of this section is
exactly to go in this direction and apply external pertur-
bations to our interacting electron-photon system, and
compute how particular observables of the system re-
spond to the external perturbations.
In standard quantum mechanics and solid state physics
usually one applies to the system an external field,
force or potential and then focuses on how the elec-
trons respond to the perturbation by computing matter-
matter response functions, like the current-current re-
sponse function χJj , which is related to the conductive
properties of the electrons [2, 3]. On the other side in
quantum optics one focuses on the responses of the elec-
tromagnetic field by computing photon-photon response
functions, like the A-field response function χAA.
Quantum electrodynamics combines both perspectives
under a common unified framework and except of per-
turbing by external fields, forces and potentials offers
the possibility of coupling to external currents. This
implies that QED gives us the opportunity to access
novel observables and response functions which might
provide new insights in the emerging field of cavity
QED [12]. In addition to the matter-matter and photon-
photon responses QED allows to access also cross-
correlated response functions, like matter-photon and
photon-matter. As we will see in what follows, all four
sectors (matter-matter, photon-photon, matter-photon
and photon-matter) have the same pole structure but
with different strengths. More specifically we will show
that all sectors exhibit plasmon-polariton excitations or
resonances, which modify the radiation and conductive
properties of the electron gas in the cavity.
A. Linear Response Formalism
Our considerations throughout this section will remain
within the framework of linear response, in which a sys-
tem originally assumed to be at rest and described by a
Hamiltonian Hˆ , is perturbed by a time-dependent ex-
ternal perturbation of the form Hˆext(t) = fext(t)Pˆ. The
external perturbation fext(t) couples to some observable
of the system represented by an operator Pˆ. The strength
of the perturbation is considered to be small, such that
the response of the system to be of first order in per-
turbation theory. This is how linear response formal-
ism (also known as Kubo formalism) is usually formu-
lated [3, 82, 83]. Then, by going into the interaction
picture the response of any observable Oˆ to the external
perturbation is defined as [3, 82, 83]
δ〈Oˆ(t)〉 = − i
~
∫ t
t0
dt′〈[OˆI(t), PˆI(t′)]〉fext(t′). (43)
The correlator above is computed with respect to the
ground state |Ψgs〉 of the unperturbed Hamiltonian Hˆ,
〈[OˆI(t), PˆI(t′)]〉 ≡ 〈Ψgs|[OˆI(t), PˆI(t′)]|Ψgs〉, and OˆI(t) =
eiHˆt/~Oˆe−iHˆt/~ is the operator Oˆ in the interaction pic-
ture. From Eq. (43) by introducing the theta function
Θ(t − t′) we can re-write the response δ〈Oˆ(t)〉 with the
help of a function χOP (t− t′) as
δ〈Oˆ(t)〉 =
∫ ∞
t0
dt′χOP (t− t′)fext(t), (44)
with the function χOP (t− t′) defined as
χOP (t− t′) = −
iΘ(t− t′)
~
〈[OˆI(t), PˆI(t′)]〉. (45)
Functions of this form are known as response functions
and are of great importance because they give us infor-
mation about how observables of the system respond to
an external perturbation [3, 82, 83]. From Eq. (44) by
performing a Laplace transform we can also obtain the
response of the observable Oˆ in the frequency domain
δ〈Oˆ(w)〉 = χOP (w)fext(w), (46)
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where χOP (w) and fext(w) are the response function and
the external perturbation respectively in the frequency
domain [3, 82, 83].
B. Radiation & Absorption Properties in Linear
Response
Let us start by applying linear response to the pho-
tonic sector by computing response functions related to
the electromagnetic field. From such responses we obtain
information about the radiation and absorption proper-
ties of the electron gas coupled to the cavity. To compute
these properties, we apply an external time dependent
current Jext(t) as shown in Fig. 5. We would like to
emphasize that in standard quantum mechanics the pos-
sibility of perturbing with an external current does not
exist and only QED makes this available.
To couple the external current to our system we need
to add to the Hamiltonian Hˆ of Eq. (3) an external
time dependent term Hˆext(t) = Jext(t) · Aˆ as it is done
in quantum electrodynamics [10, 11, 83]. The exter-
nal current is chosen to be in only in the x-direction
Jext(t) = ex|Jext(t)|. Adding the external perturbation
the full time-dependent Hamiltonian is
Hˆ(t) = Hˆ + Jext(t) · Aˆ. (47)
The external current influences the hybrid system in the
cavity, and induces electromagnetic fields, as depicted
in Fig. 5. The influence of the external current on the
photonic observables is exactly what we are interested in
here.
FIG. 5. Material confined inside a cavity, perturbed by exter-
nal time dependent current Jext(t). The external current per-
turbs the interacting light-matter system, a time-dependent
electric field is induced, and the cavity radiates. We note
that in an experiment the emitted radiation can be accessed
through the openness of the cavity.
1. A-Field Response & Absorption
The first thing we would like to compute is the re-
sponse of the A-field δ〈Aˆ(t)〉 due to the external time-
dependent current Jext(t). The response of the vector
potential δ〈Aˆ(t)〉 is defined via Eq. (43) and is given by
theA-field response function χAA(t−t′). From Eq. (45) we
can define the response function χAA(t− t′), and perform-
ing the computation for the A-field response function,
which we show in detail in appendix B, and we find
χAA(t− t′) = −
Θ(t− t′) sin(ω˜(t− t′))
0ω˜V
. (48)
Performing a Laplace transform on the response function
χAA(t− t′) we can find the response function χAA(w) in the
frequency domain, which is given in appendix B, and we
deduce the real <[χAA(w)] and the imaginary =[χAA(w)]
parts of χAA(w)
<[χAA(w)] =
1
20ω˜V
[
w − ω˜
(w − ω˜)2 + η2 −
w + ω˜
(w + ω˜)2 + η2
]
,
=[χAA(w)] =
η
20ω˜V
[
1
(w + ω˜)2 + η2
− 1
(w − ω˜)2 + η2
]
(49)
which are depicted in Fig. 6. From this expression we
see that the pole of the response function is at frequency
w = ±ω˜. The frequency ω˜ defined in Eq. (8) depends on
the cavity frequency ω and the plasma frequency ωp in
the cavity. This means that the electron gas in the cavity
has a plasmon-polariton resonance.
For a self-adjoint operator the real and the imaginary
part of any response function have to be respectively even
and odd [3]. In our case the A-field is self-adjoint and we
see that the real and imaginary parts of χAA(w) shown in
Fig. 6 satisfy these properties.
Before we continue let us comment on how of these
parts of the response function should be interpreted. The
real part <[χAA(w)] is the component of the response func-
tion which is in-phase with the external current that
drives the system. The real part describes a polariza-
tion process in which the wavefunction is modified peri-
odically without any energy being absorbed or released
on average by the external driving [3]. On the other
hand, the imaginary part =[χAA(w)] is the out-of-phase
component of χAA(w), with respect to the external driv-
ing current. The imaginary part is responsible for the
appearance of energy absorption in the system, with the
absorption rate W given by the expression [3]
W = −w=[χAA(w)]|Jext(w)|2. (50)
2. Electric Field Response & Current Induced Radiation
Having computed the response of the A-field we would
also like to compute the response of the electric field E
due to the external current. The electric field operator
in dipole approximation and polarized in the x-direction
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FIG. 6. Real <[χAA(w)] and imaginary =[χAA(w)] parts of
the A-field response function χAA(w) in the frequency domain,
plotted with a finite η. The resonances for both parts appear
at the plasmon-polariton frequency w = ±ω˜.
is [91]
Eˆ = i
(
~ω
20V
) 1
2 (
aˆ1 − aˆ†1
)
ex. (51)
With the definition of the electric field we can compute
the electric field response function χEA(t − t′) using the
definition of Eq. (45). The computation of χEA(t − t′) is
presented in appendix C and we find
χEA(t− t′) =
Θ(t− t′) cos(ω˜(t− t′))
0V
. (52)
The response function above describes the generation of
a time dependent electric field due to the external time
dependent current Jext(t). This means that the external
current makes the coupled light-matter system radiate.
From Eq. (52) we see the radiation is at the plasmon-
polariton frequency ω˜ since the response function in time
is a cosine of ω˜. This fact can also be understood from
the response function in the frequency domain χEA(w),
whose real <[χEA(w)] and imaginary parts =[χEA(w)] are
<[χEA(w)] =
η
20V
[
1
(w + ω˜)2 + η2
− 1
(w − ω˜)2 + η2
]
,
=[χEA(w)] =
1
20V
[
w + ω˜
(w + ω˜)2 + η2
− w − ω˜
(w − ω˜)2 + η2
]
,
(53)
from which we see that the poles are at the plasmon-
polariton resonance w = ±ω˜ as shown also in Fig. 7.
Lastly, we would like to mention that the response
function of the electric field in time χEA(t−t′) of Eq. (52),
and the response function of the A-field χAA(t − t′)
of Eq. (48) satisfy Maxwell’s equation χEA(t − t′) =
−∂tχAA(t− t′) [100]. This is a beautiful consistency check
for our computations and of the whole linear response
formalism in QED [83], because it shows that linear re-
sponse theory even for coupled electron-photon systems
respects the classical Maxwell equations.
FIG. 7. Real <[χEA(w)] and imaginary =[χEA(w)] parts of
the E-field response function χEA(w) in the frequency domain
with a finite broadening parameter η. The poles of <[χEA(w)]
and =[χEA(w)] both appear at the frequency w = ±ω˜ and
signify the frequency at which an time-dependent electric field
is oscillating. Radiation should come out of the cavity at this
frequency.
C. Cavity Modified Conductivity
In what follows we are interested in the conduction
properties of the 2DEG inside the cavity and more specif-
ically on whether the cavity field modifies the conductiv-
ity of the 2DEG. This is a question of current theoretical
and experimental interest, because recently cavity mod-
ifications of transport and conduction properties have
been observed for 2D systems of Landau polaritons [57],
as well as modifications of the critical temperature of su-
perconductors due to cavity confinement [60, 62].
To describe such processes we will follow what is usu-
ally done in condensed matter physics, namely perturb
the system with an external, uniform, time-dependent
electric field Eext(t), as depicted in Fig. 8, and then
compute how much current flows due to the pertur-
bation. Here, the electric field is chosen to be polar-
ized in the x-direction Eext(t) = |Eext(t)|ex and can be
represented as the time derivative of a vector potential
Eext(t) = −∂tAext(t). In the frequency domain the elec-
tric field and vector potential are related via Aext(w) =
Eext(w)/iw. To couple the external field we need to add
the external vector potential Aext(t) in the covariant ki-
netic energy of the Pauli-Fierz Hamiltonian of Eq. (1),
which becomes then (i~∇j +eAˆ+eAext(t))2 [11, 30, 96].
In linear response the current is computed to first order
in perturbation theory and the conductivity is defined as
the function relating the induced current to the exter-
nal electric field [3, 82, 83]. The Pauli-Fierz Hamiltonian
13
FIG. 8. An external time dependent electric field Eext(t)
perturbs the combined light-matter system, electrons start to
flow, and a current is generated in the material.
with the electrons coupled to a single mode, in dipole
approximation, to first order in the external field Aext(t)
is
Hˆ(t) = Hˆ +
N∑
j=1
(
− ie~
me
∇j − e
2
me
Aˆ
)
·Aext(t), (54)
where Hˆ is the Hamiltonian of Eq. (3). The external
field couples to the internal parts of the current operator,
which are the paramagnetic part Jˆp = (−ie~/me)
∑
j ∇j ,
and the diamagnetic part Jˆd = −e2NAˆ/me. The full
physical current includes also the contribution due to the
external vector potential Aext(t) [30, 96]
Jˆ = − ie~
me
N∑
j=1
∇j︸ ︷︷ ︸
Jˆp
−e
2N
me
Aˆ︸ ︷︷ ︸
Jˆd
−e
2N
me
Aext(t). (55)
Following the standard linear response formalism the ex-
pectation value for the full physical Jˆ current is [3, 82]
〈Jˆ(t)〉 = 〈Jˆ〉+ δ〈Jˆ(t)〉. (56)
where δ〈Jˆ(t)〉 is the response of the current Jˆ, which
can be computed from the the current-current response
function
χJJ(t− t′) =
−iΘ(t− t′)
~
〈[JˆI(t), JˆI(t′)]〉. (57)
Neglecting all contributions coming from Aext(t), such
that the current response δ〈Jˆ〉 stays in first order to Aext,
we find for the commutator of Eq. (57) the following four
terms
[JˆI(t), JˆI(t
′)] = [Jˆp,I(t), Jˆp,I(t′)] + [Jˆd,I(t), Jˆp,I(t′)]
+ [Jˆd,I(t), Jˆp,I(t
′)] + [Jˆd,I(t), Jˆd,I(t′)]
(58)
For the paramagnetic contribution using the self-
adjointness of the paramagnetic current operator we have
〈[Jˆp,I(t), Jˆp,I(t′)]〉 = 〈Jˆp,I(t)Jˆp,I(t′)〉− 〈Jˆp,I(t)Jˆp,I(t′)〉∗.
Using the definition for the paramagnetic current op-
erator in the interaction picture and the fact that
the expectation value is computed in the ground state
which has energy E0,k we find 〈Jˆp,I(t)Jˆp,I(t′)〉 =
eiE0,k(t−t
′)/~〈JˆpeiHˆ(t′−t)/~Jˆp〉. Because the momentum
operator commutes with the Hamiltonian Hˆ, the ground
state |Ψgs〉 = |Φ0〉 ⊗ |0, 0〉1|0, 0〉2 is also an eigenstate of
the paramagnetic current operator Jˆp ∼
∑
j ∇j . Acting
with the paramagnetic current operator on the ground
state we get the full paramagnetic current Jˆp|Ψgs〉 =∑
j kj |Ψgs〉, and because in the thermodynamic limit the
ground state distribution of the momenta is the Fermi
sphere, as we showed in section III, the total paramag-
netic current is zero and we have Jˆp|Ψgs〉 = 0. This
means that all expectation values and correlators which
involve Jˆp are zero. This argument applies also to
the mixed terms [Jˆd,I(t), Jˆp,I(t
′)] and [Jˆp,I(t), Jˆd,I(t′)].
Thus, the response function χJJ(t−t′) in Eq. (57) is given
purely by the diamagnetic terms. Substituting the defi-
nition for the diamagnetic current Jˆd of Eq. (55) we find
the current-current response function χJJ(t−t′) to be pro-
portional to the A-field response function χAA(t− t′)
χJJ(t− t′) =
(
e2N
me
)2
χAA(t− t′). (59)
with χAA(t − t′) given by Eq. (48). Since χJJ(t − t′) is
proportional to χAA(t− t′) the same will also hold in the
frequency domain
χJJ(w) =
(
e2N
me
)2
χAA(w) (60)
where χAA(w) is computed in appendix B. Last, we need
to compute the expectation value of the current 〈Jˆ〉 which
is
〈Jˆ〉 = 〈Jˆp〉+ 〈Jˆd〉 − e
2N
me
〈Aext(t)〉. (61)
As we already explained the contribution of the param-
agnetic Jˆp current is zero in the ground state |Ψgs〉. The
diamagnetic part Jˆd is proportional to the quantized field
Jˆd ∼ Aˆ. The quantized vector potential is the sum of
an annihilation and a creation operator and the expecta-
tion values of these operators in the ground state is zero.
Thus, we find that only the external field contributes to
〈Jˆ〉
〈Jˆ〉 = −e
2N
me
Aext(t). (62)
The latter is the contribution of the the full background
charge of the N electrons in our system. From the equa-
tion for the full physical current in time 〈Jˆ(t)〉 given by
Eq. (56) we can derive the relation between the current
〈Jˆ(w)〉 and the external vector potential Aext(w) in the
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frequency domain by performing a Laplace transforma-
tion
〈J(w)〉 =
(
−e
2N
me
+ χJJ(w)
)
Aext(w). (63)
The vector potential and the electric field are related via
the relation Aext(w) = Eext(w)/iw. Using this and di-
viding Eq. (63) by the volume V in order to introduce the
current density 〈j(w)〉 = 〈J(w)〉/V we can define the fre-
quency dependent (or optical) conductivity σ(w) as the
ratio between the external electric field E(w) and the
current density 〈j(w)〉 [2, 3]
〈j(w)〉 =
(
− e
2ne
meiw
+
χJJ(w)
iwV
)
Eext(w) = σ(w)Eext(w).
(64)
The equation above is the Kubo formula for the electri-
cal conductivity [3, 82]. Using the result for the current-
current response function χJJ(w) given by Eq. (60), and
introducing ω2p = e
2ne/me0 which is the plasma fre-
quency in the cavity, we obtain the expression for the
frequency dependent (or optical) conductivity σ(w)
σ(w) =
1
iw
(
−e
2ne
me
+
χJJ(w)
V
)
=
i0
w
(
ω2p +
ω4p
2ω˜
lim
η→0
[
1
w + ω˜ + iη
− 1
w − ω˜ + iη
])
with (65)
<[σ(w)] = 2η0ω
4
p
[(w + ω˜)2 + η2] [(w − ω˜)2 + η2] and =[σ(w)] =
ω2p
w
+
0ω
4
p
2wω˜
[
w − ω˜
(w − ω˜)2 + η2 −
w + ω˜
(w + ω˜)2 + η2
]
.
In the optical conductivity σ(w) there are two contribu-
tions. The first contribution comes from the full electron
density ne via the plasma frequency ω
2
p = nee
2/me0.
This is the standard contribution of the free electron
gas [3]. The second contribution comes from the current-
current response function χJJ(w). This one comes purely
from the photon field in the cavity because χJJ(w) is pro-
portional to the A-field response function χAA(w). The
current-current response function is fourth order in the
plasma frequency ωp and is a diamagnetic modification
to the standard free electron gas conductivity. To be
more specific, the optical conductivity of the free elec-
tron gas not coupled to a cavity is purely imaginary [3],
while for our system we see that we have also a real part
in the conductivity <[σ(w)]. The real part <[σ(w)] as we
see from Fig. 9 has resonances at the plasmon-polariton
frequency w = ±ω˜ but does not exhibit a Drude peak
around w = 0 [101, 102]. The imaginary part =[σ(w)]
shows poles at the plasmon-polariton resonance w = ±ω˜
and at zero frequency w = 0. A divergent conductivity
at zero frequency indicates that our system is a perfect
conductor [3]. The fact that we have novel diamagnetic
contributions from the cavity to the optical conductiv-
ity σ(w) means that the cavity modifies significantly the
conductive properties of the 2DEG and indicates that
generally a cavity can alter the conduction behavior of
materials.
D. Mixed Responses: Matter-Photon &
Photon-Matter
In the beginning of this section we emphasized the fact
that QED gives us the opportunity to access new mixed,
cross-correlated responses. So let us now present how
such mixed matter-photon and photon-matter response
0
w
0
[ (w)]
FIG. 9. Real part <[σ(w)] of the conductivity σ(w). The real
part has poles at the plasmon-polariton resonance w = ±ω˜.
At frequency w = 0 the real part of the conductivity is zero.
functions arise in QED and compute them.
1. Matter-Photon Response
The response of the current δ〈Jˆ(t)〉 is defined via
Eq. (43) and can be computed directly from the mixed
response function χJA(t − t′) which is proportional to
the correlator 〈[JˆI(t), AˆI(t′)]〉 as we can deduce from
Eq. (45). The full physical current Jˆ given by Eq. (55),
for Aext = 0, includes two contributions. One from the
paramagnetic current Jˆp and one coming from the dia-
magnetic current Jˆd. The paramagnetic contribution as
we explained in the previous subsection is zero because
the ground state has zero paramagnetic current, and
consequently only the diamagnetic current contributes.
Substituting the definition for the diamagnetic current
Jˆd we find that the mixed response χ
J
A(t − t′) is pro-
portional to the A-field response function χJA(t − t′) =
15
FIG. 10. Imaginary part =[σ(w)] of the conductivity σ(w).
The imaginary part part has poles at the plasmon-polariton
resonance w = ±ω˜. At frequency w = 0 the imaginary part
diverges which is a typical behavior for homogeneous systems
like the free electron gas.
(−e2N/me)χAA(t− t′) where χAA(t− t′) given by Eq. (48).
The same relation between the two response functions
also holds in the frequency domain
χJA(w) =
(−e2N
me
)
χAA(w). (66)
Lastly, we would like to emphasize that the mixed re-
sponse function χJA(w) is dimensionless and describes the
ratio between the induced current δ〈Jˆ(w)〉 and the exter-
nal current Jext(w), δ〈Jˆ(w)〉 = χJA(w)Jext(w).
2. Photon-Matter Response
Having computed the matter-photon response func-
tion χJA we want to compute also the photon-matter
response function χAJ which corresponds to the inverse
physical process with respect to χJA. Now we look into
the response of the vector potential δ〈Aˆ(t)〉 given by the
photon-matter response function χAJ (t−t′), which is pro-
portional to the correlator 〈[AˆI(t), JˆI(t′)]〉 according to
Eq. (45). To remain within linear response we neglect the
contribution of Aext(t) to the current operator Jˆ which
would result into higher order corrections.
The paramagnetic contribution as we already ex-
plained is zero. Substituting the definition for the dia-
magnetic current Jˆd we find that the mixed response
function χAJ (t−t′) is proportional to the A-field response
function χAJ (t − t′) =
(−e2N/me)χAA(t − t′). Since this
relation holds in time, it will also be true in the frequency
domain,
χAJ (w) =
(−e2N
me
)
χAA(w). (67)
From the result above we see that the response function
χAJ (w) is the dimensionless ratio between the induced Aˆ-
field and the external field Aext.
E. Linear Response Equivalence Between the
Electronic and the Photonic Sector
In this section we would like to compare the four fun-
damental response sectors we introduced and discussed
above, and most importantly demonstrate how these sec-
tors are connected and that actually are all equivalent
with respect to their pole structure. From all the re-
sponse functions we computed in the different sectors we
can can construct the following response table(
δ〈Jˆ(w)〉
δ〈Aˆ(w)〉
)
=
(
χJJ(w) χ
J
A(w)
χAJ (w) χ
A
A(w)
)(
Aext(w)
Jext(w)
)
(68)
which summarizes all the different responses of the sys-
tem. Looking back now into the Eqs. (60), (67) and (66)
which give the response functions χJJ(w), χ
J
A(w) and
χAJ (w) respectively, we see that all response functions
are proportional to the A-field response function χAA(w).
Thus, all elements of the response table can be written
in terms of χAA(w)
(
δ〈Jˆ(w)〉
δ〈Aˆ(w)〉
)
=

(
e2N
me
)2
χAA(w)
−e2N
me
χAA(w)
−e2N
me
χAA(w) χ
A
A(w)

(
Aext(w)
Jext(w)
)
(69)
The fact that all response functions are proportional to
A-field response function χAA(w) means that all response
functions have exactly the same pole structure. This
shows a deep and fundamental relation between the two
sectors of the theory, namely that the photonic and the
electronic sectors have exactly the same excitations and
resonances. This implies that in an experiment, per-
turbing an interacting light-matter system with an ex-
ternal time dependent current, which couples to the pho-
ton field, and perturbing with an external electric field,
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which couples to the current, would give exactly the same
information about the excitations of the system.
Furthermore, from the response table in Eq. (69) we
see that the current-current response function scales
quadratically with the number of electrons χJJ(w) ∼
N2χAA(w), while the mixed response functions linearly
χJA(w) = χ
A
J (w) ∼ NχAA(w). The photon-photon re-
sponse function χAA(w) given by Eq. (49) also scales with
respect to the area of the 2DEG as 1/S. This implies
that in the large N,S limit only the responses involving
matter (χJJ , χ
J
A, χ
A
J ) are finite, due to the dependence on
N , while χAA goes to zero. This is the same feature that
appears also for the energy densities of the two sectors
as we mentioned in section III. Again, this hints towards
the fact that in order to have a finite photon-photon re-
sponse, we need to include a continuum of modes for the
photon field because we are a considering a macroscopic
2D system. For a finite system such a problem would not
arise and this shows another point in which coupling the
photon field to a macroscopic system is different that to
a finite system.
Moreover, the light-matter coupling γ of Eq. (22) is
proportional to the number of particles3. This implies
that the strength of the responses actually depends on
the coupling constant. This suggests that light and mat-
ter in quantum electrodynamics are not only equivalent
with respect to their excitations and resonances, but also
the strengths of the their respective responses are related
through the light-matter coupling constant (or number of
particles).
Lastly, we highlight that the response functions we
computed throughout this section depend on the arbi-
trarily small yet finite auxiliary parameter η, which is
standard to introduce in linear response, in order to have
a well-defined Laplace transform [3, 83]. In the limit
η → 0 the response functions go to zero (see for example
Eq. (49)) except of the frequencies w = ±ω˜ where they
diverge. This implies that η works like a regulator which
spreads the resonance over a finite range and describes
the coupling of the system to an artificial environment
and how energy is dissipated to this environment [3]. To
remove this arbitrary broadening parameter η, one can
treat the matter and the photon sectors on equal foot-
ing and perform the continuum-limit also for the photon
field. This as we will see in the next section allows for
the description of absorption and dissipation without the
need of η.
3 This fact can be understood more easily from the coupling con-
stant in the effective theory g(Λ) in Eq. (72) but it is also true
for the Dicke model [26]
VI. EFFECTIVE FIELD THEORY IN THE
CONTINUUM
Up to here we have investigated in full generality the
behavior of the free electron gas in the large N or ther-
modynamic limit for the electronic sector, coupled to a
single quantized mode. The single mode approximation
has been proven very fruitful and successful for quantum
optics and cavity QED [14, 92], but as it is known from
the early times of the quantum theory of radiation and
the seminal work of Einstein [103] to describe even one
of the most fundamental processes of light-matter inter-
action like spontaneous emission the full continuum of
modes of the electromagnetic field have to be taken into
account. Moreover, we should always keep in mind that
in a cavity set-up of course a particular set of modes of
the electromagnetic field are selected by the cavity, but
it is never the case that only a single mode of the cav-
ity contributes to the light-matter coupling. The single
mode models like the Rabi, Jaynes-Cummings or Dicke
model, describe effectively (with the use of an effective
coupling) the exchange of energy between matter and the
photon field as if there were only a single mode coupled
to matter [104].
In our case the situation becomes even more severe
because we consider a macroscopic system like the
2DEG, where the propagation of the in-plane modes
becomes important. This implies that the 2D con-
tinuum of modes of the electromagnetic field has to
be taken into account. Before we proceed with the
construction of the theory for the photon field in the
continuum let us give some more arguments why such
a theory is needed and what particular observables and
physical processes can only be described in such a theory.
Why a Quantum Field Theory?
From the point of view of observables and physical pro-
cesses the main reasons are: (i) As we saw in section III
the contribution of the single mode cavity field to the
ground state energy density Ep/S in the thermodynamic
limit, where the number of electrons N and the area S be-
come arbitrary large, becomes arbitrary small and tends
to zero. This implies that in the single mode case no sig-
nificant contribution to the ground state of the system
comes from the photon field, because of the discrepancy
between the amount of the electrons and the amount of
modes. (ii) As we mentioned in the end of the previous
section, absorption processes and dissipation can be de-
scribed consistently and from first principles only when
a continuum of modes is considered [3]. (iii) Since the
contribution of the cavity field to the energy density is
zero, compared to the energy density of the electrons, no
real contribution to the renormalized or effective mass of
the electron can occur. This again is due to the fact that
we consider a single mode of the photon field, and as it
known from QED, mass renormalization shows up when
electrons are coupled to the full continuum of the elec-
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tromagnetic field [13, 85, 86, 105, 106]. (iv) Lastly, no
macroscopic forces can appear between the cavity mir-
rors, like the well-known Casimir-Polder forces [89], in
the single mode limit. As it well known from the litera-
ture such forces show up only when the full continuum of
modes is considered [107, 108]. For all these reasons we
proceed with the construction of the effective field theory
for a continuum of modes.
A. Effective Field Theory, Coupling and Cutoff
To promote the single mode theory to a field theory
we need to perform the “thermodynamic limit” for the
photon field (in analogy to the electrons), and integrate
over all the in-plane modes of the electromagnetic field.
Such a procedure in general it is rather cumbersome due
to the mode-mode interactions [92].
Here we will follow an alternative approach. We will
perform the integration in an effective way, where we
will neglect all the mode-mode interactions and we will
integrate the single mode spectrum of Eq. (21) over
all the in-plane modes. To do so, first we need to
introduce back the dependence to the momenta κ =
(2pinx/L, 2piny/L, pinz/Lz) of the all the parameters of
the theory. The bare modes ω of the quantized electro-
magnetic field in terms of the momenta κ are ω(κ) =
c|κ|. Furthermore, for the dressed frequency ω˜ =√
ω2 + ω2p we also need to introduce the κ-dependence by
promoting it to ω˜(κ) =
√
ω2(κ) + ω2p. As a consequence,
also the single-mode (many-body) coupling constant γ =
ω2p/ω˜
2 becomes κ-dependent γ(κ) = ω2p/ω˜
2(κ). With
these substitutions and summing the eigenspectrum of
Eq. (21) over all the momenta in the (x, y)-plane, we
find the expression for the ground state energy (where
nλ = 0 for both λ = 1, 2) for the effective theory
Ek(Λ) =
~2
2me
 N∑
j=1
k2j −
 Λ∑
κx,κy
γ(κ)
 1
N
2∑
λ=1
(ελ ·K)2
+ Λ∑
κx,κy
~ω˜(κ). (70)
FIG. 11. Representation of the frequency domain of the pho-
ton field in which the effective field theory is defined. The
natural lower cutoff of the theory is ω˜(κz), while the highest
allowed mode is
√
Λ.
In the energy expression above we introduced the cut-
off Λ which defines the highest allowed frequency that we
can consider in this effective field theory. Such a cutoff
is necessary for effective field theories and it is standard
to introduce it also for QED [10, 11]. The sum over the
single mode coupling constant γ(κ) defines the effective
coupling g(Λ) of the effective field theory. For the effec-
tive coupling g(Λ) we have
g(Λ) =
Λ∑
κx,κy
γ(κ) =
e2N
0meLz
1
S
Λ∑
κx,κy
1
ω2(κ) + ω2p
.
(71)
In the limit where the area of the cavity becomes macro-
scopic S →∞, the momenta (κx, κy) of the photon field
become continuous variables and the sum gets replaced
by an integral
g(Λ) =
e2N
0meLz
1
4pi2
Λ∫∫
0
dκxdκy
c2κ2 + ω2p
= Nα ln
(
Λ
ω˜2(κz)
)
(72)
where we introduced the parameters
α =
e2
4pic20meLz
and ω˜2(κz) = c
2κ2z + ω
2
p, (73)
and the momentum κz = pi/Lz (for nz = 1) depends on
the distance between the cavity mirrors Lz (see Fig. 1).
Here comes a crucial point, the effective coupling g(Λ)
in Eq. (72) depends on the number of particles N . We
would like to emphasize that the number of particles ap-
pears explicitly due to dipolar coupling, i.e. because in
this effective field theory we couple all modes to all parti-
cles in the same way. However, in QED beyond the dipole
approximation, each mode has a spatial profile which di-
rectly implies that the coupling is local, in the sense that
each mode couples to the local charge density and not
to the full amount of electrons in the system. This is a
second point in which the effectiveness of our field theory
becomes manifest. This has implications because in the
thermodynamic limit N →∞ the effective coupling g(Λ)
becomes arbitrarily large. Nevertheless, for the effective
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coupling g(Λ) we can derive rigorously conditions under
which the effective theory is stable and well defined.
In section III we found the ground state of the electron-
photon system in the thermodynamic limit (with this
limit performed only for the electrons) for all values of
the single-mode coupling γ. Specifically we proved that if
the coupling γ exceeds the critical coupling γc = 1 then
the system is unstable and has no ground state. Now
that we have promoted the single mode theory into an
effective field theory we need to guarantee the stability of
the theory by forbidding the effective coupling to exceed
1, 0 ≤ g(Λ) ≤ 1. From this condition and given the
definition of the effective coupling g(Λ) in Eq. (72) we
find the allowed range for the cutoff Λ
ω˜2(κz) ≤ Λ ≤ ω˜2(κz)e1/Nα. (74)
From the expression above the highest allowed momen-
tum for the photon field is ω˜2(κz)e
1/Nα. Beyond this
value the effective coupling g(Λ) becomes larger than 1
and the system gets unstable and the energy diverges.
In QED the finite momentum (or finite energy scale)
for which the theory diverges is known as the Landau
pole [105], and for that reason we will also refer here to
the highest allowed momentum as the Landau pole
Λpole = ω˜
2(κz)e
1/Nα. (75)
Moreover, from Eq. (74) it is clear that the cutoff Λ is
a multiple of the dressed frequency ω˜2(κz) which means
that we can actually define Λ in terms of a dimensionless
parameter Λ0 as
Λ = ω˜2(κz)Λ0 with 1 ≤ Λ0 ≤ e1/Nα. (76)
With this range chosen for Λ0 the effective coupling is
0 ≤ g(Λ) ≤ 1 and the system is stable and has a ground
state.
To complete this discussion on the construction of the
effective field theory, we would like to see what is the in-
frared (IR) and the ultraviolet (UV) behavior of the field
theory. From the expression for the effective coupling
g(Λ) in Eq. (72) it is clear that the effective coupling di-
verges if we allow the cutoff to go to infinity, g(Λ)→∞
for Λ→∞, which means that our theory has a UV diver-
gence. This is the logarithmic divergence of QED which
is known to exist for both relativistic and non-relativistic
QED [10, 11, 13, 105, 109]. On the other hand the ef-
fective coupling g(Λ) of our theory has no IR divergence
because for arbitrarily small momenta κz = pi/Lz the
coupling goes to zero, g(Λ) → 0 due to the parameter
α. The reason for which we have an IR divergent-free
theory is the appearance of the diamagnetic shift ωp in
Eq. (72) which defines the natural lower cutoff of our the-
ory [51]. The diamagnetic shift appears due to the A2
term in the Pauli-Fierz Hamiltonian. Thus, we see that
the diamagnetic term A2 makes non-relativistic QED IR
divergent-free, while relativistic QED suffers from both
UV and IR divergences. This is another fundamental
reason for which the diamagnetic term A2 is of major
importance.
B. Renormalized & Effective Mass
As it is known from relativistic QED when electrons
interact with the full continuum of modes of the electro-
magnetic field the mass and charge of the electron get
renormalized. Such renormalizations are known to lead
to observable radiative corrections like vacuum polariza-
tion, the anomalous magnetic moment and the Lamb
shift [13, 106]. In non-relativistic QED there is no need
for charge renormalization, due to the elimination of
positrons from the theory [87]. However, mass renor-
malization effects show up. Here, we are interested in
the renormalization of the electron mass due the interac-
tion of the electron with the continuum of modes of the
cavity.
FIG. 12. Schematic depiction of an electron in free space with
mass me and an electron coupled to the vacuum of the elec-
tromagnetic field. The virtual photons of the cavity vacuum
“dress” the electron and provide a radiative correction to the
electron mass me(Λ).
Generally computing the renormalized mass is a
rather difficult task, in most cases performed perturba-
tively with methods ranging from dimensional regular-
ization [106], renormalization group techniques [13, 105,
110] or causal perturbation theory [111].
In non-relativistic QED the renormalized electron mass
for free electrons is defined via the energy dispersion
of the electrons around k = 0 and is given by the for-
mula [85, 86]
me(Λ) =
(
1
~2
∂2Ek(Λ)
∂k2i
)−1
(77)
where Ek(Λ) is the energy dispersion of the electron-
photon system, which depends on the momenta of the
electrons and the cutoff of the theory.
In our case, we have diagonalized analytically the sin-
gle mode Hamiltonian of Eq. (3) and then we promoted
the single mode energy spectrum given by Eq. (21) into
the energy spectrum of Eq. (70) which describes the ef-
fective field theory we constructed. Since we have an
analytic expression for the energy spectrum Ek(Λ) of the
effective theory given by Eq. (70), for the computation of
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the renormalized mass we do not need to use any of the
techniques we mentioned before, but we can straightfor-
wardly use the definition for me(Λ) of Eq. (77). Thus,
we find for the renormalized electron mass
me(Λ) = me
(
1− α ln
(
Λ
ω˜2(κz)
))−1
. (78)
From the expression above we see that the renormalized
electron mass me(Λ) is larger than the electron mass in
free space me and increases as function of the coupling
Λ. This behavior is in accordance with results coming
from both relativistic and non-relativistic QED [13, 85–
87, 105]. Within the range of the cutoff Λ given by
Eq. (74) the renormalized mass is always positive and
the effective theory is well-defined (see Fig. 13). If the
cutoff though goes beyond the Landau pole Λpole (which
actually is a forbidden regime) the renormalized mass
can become even negative and signifies that the theory
becomes unstable, similarly to the single mode theory
when the coupling coupling γ goes beyond the critical
coupling γc. In the limit where the cutoff Λ takes its
minimum value ω˜2(κz) the renormalized mass me(Λ) is
equal to me (see Fig. 13). This explains also why in the
single mode theory the electron mass does not get renor-
malized.
Moreover, from Eq. (78) we see that the renormal-
ized mass me(Λ) depends also on the distance between
the cavity mirrors Lz (via α) and most importantly
on the full electron density in the cavity ne via the
dressed frequency ω˜(κz) given by Eq. (73). The fact that
me(Λ) depends on the full electron density ne means that
we can observe a many-body effect in the renormalized
mass me(Λ). This many-body effect shows up because
we consider here the many-body electron system of N
free electrons coupled to the electromagnetic field and
our treatment is non-perturbative. We emphasize that
such a many-body mass renormalization effect does not
show up for the usual single particle mass renormaliza-
tion [106, 112] and is potentially very small for any finite
system, but clearly not for extended systems. To the
best of our knowledge such a many-body mass renormal-
ization has not been demonstrated before. We note that
the inclusion of the Coulomb interaction would result into
further mass renormalization effects [113].
We believe that the renormalization of the electron
mass due to the cavity field has experimental implica-
tions and can be measured experimentally by comparing
the effective mass of the electrons outside the cavity, to
the effective mass inside the cavity (see also Fig. 14). The
relation between the two is given by the formula which
we derived for the renormalized mass me(Λ) in Eq. (78).
Having obtained experimentally the ratio me(Λ)/me the
formula of Eq. (78) allows us to deduce directly what
is the highest momentum (the cutoff) Λ to which the
electrons are coupled to, and using Eq. (72) what is the
coupling g(Λ) to the cavity photons.
We believe this provides a novel direct way to deter-
mine the light-matter coupling strength for extended sys-
FIG. 13. Renormalized mass me(Λ) as a function of the cut-
off Λ. For the cutoff Λ being equal to the natural lower cut-
off ω˜2(κz) the renormalized mass is equal to the free-space
electron mass me(ω˜
2(κz)) = me. As the cutoff increases the
renormalized mass me(Λ) gets larger than the free-space mass
me and eventually goes to infinity at the Landau pole Λpole.
tems in cavity QED and the effective volume of the cavity.
We elaborate on this further in section VII.
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FIG. 14. Energy dispersion for electrons in a metal outside
a cavity (black parabola) and for electrons in a metal cou-
pled to a cavity (yellow parabola). From the curvature of the
parabolas the effective mass of the electrons in the respective
environment can be obtained. The dispersion for the electrons
in the cavity is less steep, because the electron mass is larger
in the cavity due to the “dressing” by the cavity photons.
C. Repulsive Casimir Force for a Non-Empty
Cavity
Having defined and constructed the effective field the-
ory for the continuum of modes, we want to proceed by
computing the zero point energy of the electromagnetic
field. The zero point energy of the electromagnetic field it
is known to be responsible for forces like the interatomic
van der Waals forces, the Casimir-Polder forces between
an atom and a body 4 [89, 107], and the Casimir force be-
tween parallel conducting plates [88]. Since we consider a
4 By body here we mean a macroscopic object.
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2D material in a cavity we fall in the third category and
the macroscopic forces in the system should be Casimir
forces. To find the Casimir force between the mirrors
of the cavity we need to compute the zero point energy
of the electromagnetic field Ep per area S of the cavity
mirrors. From the energy expression of the effective the-
ory in Eq. (70) we deduce that the ground state energy
(nλ = 0) per area is
Ep
S
=
1
S
∑
κx,κy
~ω˜(κ) =
~
4pi2
Λ∫∫
0
dκxdκy
√
c2κ2 + ω2p,
(79)
where we also took the limit S → ∞ in which the sum
gets promoted into an integral. Going now to polar coor-
dinates and performing the integral we obtain the result
for the photon energy per area
Ep
S
=
~(Λ3/20 − 1)
6pic2
ω˜3(κz). (80)
Using the expression for ω˜(κz) given by Eq. (73) and
taking the derivative of the photon energy per area Ep/S
with respect to the distance of the cavity mirrors Lz we
find the force per area (the pressure)
Fc
S
= −∂(Ep/S)
∂Lz
=
pi~(Λ3/20 − 1)
2L3z
√
pi2c2
L2z
+ ω2p. (81)
The force (or pressure) above describes the force that the
parallel plates of the cavity feel due to the zero point en-
ergy of the photon field of the interacting hybrid system
in the cavity. The force given by Eq. (81) is positive be-
cause Λ
3/2
0 ≥ 1. This indicates that the Casimir force
is repulsive. The possibility of repulsive Casimir forces
has been discussed in many different settings [114–118]
and has even been experimentally observed for interact-
ing materials immersed in a fluid [90]. In our case we do
not have a fluid between the cavity mirrors but a 2DEG
which interacts with the cavity field.
D. Absorption and Dissipation in the Effective
Field Theory
In section V we performed linear response for the elec-
tronic and the photonic sectors of the theory, in the single
mode case. Our goal now is to study the linear response
behavior of the effective theory we constructed, and to see
how the response functions get modified by the infinite
amount of in-plane modes. Here, we focus on the linear
response in the photonic sector, which as we showed in
subsection V E is adequate for the description of all the
resonances of the system.
To perturb the photon field we apply an external time-
dependent current Jext(t) which couples to the quantized
cavity field, as shown in Fig. 5. Thus, we consider the
external perturbation Hˆext(t) = Jext(t) · Aˆ as we did in
section V B. The external current is chosen to be in the
x-direction Jext(t) = exJext(t). The vector potential in
the effective theory is the sum over all the in-plane modes
Aˆ =
(
~
0V
) 1
2 ∑
κx,κy
ex√
2ω(κ)
(
aˆκ + aˆ
†
κ
)
, (82)
where we only kept the polarization in the x-direction,
because it is the only one that couples to the external
perturbation. To perform linear response we need to in-
troduce and define the Hamiltonian of the effective the-
ory Hˆeff. For the effective Hamiltonian it is not necessary
to give a particular expression in terms of electronic and
photonic operators. The effective Hamiltonian can be
defined also by giving a definition of the ground state
of Hˆeff and its excited states. The ground state of the
effective Hamiltonian Hˆeff we define it as
|Ψgs〉 = |Φ0〉 ⊗
∏
κx,κy
|0, 0〉κx,κy (83)
where |Φ0〉 is ground state of the electronic sector given
by the Slater determinant in Eq. (14), with the electrons
distributed on the 2D Fermi sphere (see Fig. 3), which
consequently have zero total momentum K =
∑
j kj = 0.
Furthermore, the set of states |0, 0〉κx,κy get annihilated
by the operator cˆκ, cˆκ|0, 0〉κx,κy = 0, ∀ κ. Having
the ground state we can define the excited states of the
system by applying the creation operators cˆ†κ on it. Thus,
we find that the excited states of Hˆeff satisfy the equation
Hˆeff
(cˆ†κ)
m
√
m!
|Ψgs〉 =
(
Ek + ~ω˜(κ)
(
m+
1
2
))
(cˆ†κ)
m
√
m!
|Ψgs〉
(84)
where Ek =
∑
j ~2k2j/2me is the kinetic energy of the
electrons. We also note that the operators {cˆκ, cˆ†κ′}
satisfy bosonic commutation operators [cˆκ, cˆ
†
κ′ ] = δκκ′∀ κ,κ′. With the definition of the effective Hamiltonian
the full time dependent Hamiltonian under the external
perturbation is Hˆ(t) = Hˆeff + Jext(t) · Aˆ. The vector
potential in terms of the renormalized annihilation and
creation operators of Eq. (16) is
Aˆ =
(
~
0V
) 1
2 ∑
κx,κy
ex√
2ω˜(κ)
(
cˆκ + cˆ
†
κ
)
. (85)
With these definitions we can define all operators
of the theory in the interaction picture as OˆI(t) =
eitHˆeff/~Oˆe−itHˆeff/~ and the wavefunctions respectively as
ΨI(t) = e
itHˆeff/~Ψ(t). Here, we are interested in the A-
field response function χAA(t−t′) which is defined through
Eq. (45). Substituting the expression for Aˆ given by
Eq. (85) and using the fact that the effective Hamiltonian
is a sum of non-interacting modes and that the ground
state |Ψgs〉 of the effective theory in the thermodynamic
limit is a tensor product of the photonic states of all the
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modes, we find the response function to be the sum of all the single mode response functions given by Eq. (48)
χAA(t− t′) = −
∑
κx,κy
Θ(t− t′) sin(ω˜(κ)(t− t′))
0V ω˜(κ)
. (86)
Since the response function in time is the sum of the
single mode responses, also the response function in the
frequency domain χAA(w) is the sum of all the single mode
response functions given in appendix B
χAA(w) =
∑
κx,κy
−1
20ω˜(κ)V
lim
η→0
[
1
w + ω˜(κ) + iη
− 1
w − ω˜(κ) + iη
]
. (87)
In the thermodynamic limit the above sum turns into
an integral and following the derivation shown in ap-
pendix D we find the analytic expressions for the real
and the imaginary parts of the A-field response function
χAA(w) for the effective field theory
<[χAA(w)] =
1
8pic20Lz
[
ln
(
(w − ω˜(κz))2 + η2
(w −√Λ)2 + η2
)
+ ln
(
(w + ω˜(κz))
2 + η2
(w +
√
Λ)2 + η2
)]
and (88)
=[χAA(w)] =
1
4pic20Lz
[
tan−1
(√
Λ + w
η
)
− tan−1
(
ω˜(κz) + w
η
)
+ tan−1
(
ω˜(κz)− w
η
)
− tan−1
(√
Λ− w
η
)]
.
If we take now the limit η → 0 for the artificial broaden-
ing (or damping parameter) η, we find for the imaginary
part
=[χAA(w)] =

1
4c20Lz
, for −√Λ < w < −ω˜(κz)
− 1
4c20Lz
, for ω˜(κz) < w <
√
Λ
0 , elsewhere.
(89)
From the expression above we see that the imaginary
part =[χAA(w)] is well-defined in the limit η → 0 for all
w without any divergences appearing. This is in con-
trast to =[χAA(w)] of Eq. (49) in the single-mode theory
which was divergent for w = ±ω˜. Further, the imagi-
nary part in Eq. (89) takes a constant value in the region
ω˜(κz) < |w| <
√
Λ and is zero everywhere else, as shown
also in Fig. 15. This means that our system can absorb
energy continuously with the same strength in the fre-
quency window ω˜(κz) < |w| <
√
Λ. This is because it is
exactly this frequency range in which the effective field
theory is defined, see Fig. 11, and all modes are excited
by the external current with the same strength.
The fact that the imaginary part is well-defined and
does not diverge means that absorption can be consis-
tently described in the effective field theory and the ab-
sorption rate W of Eq. (50) is well-defined and can be
computed properly. This proves our claim that by con-
structing a theory of infinitely many modes in the con-
tinuum we can indeed describe absorption processes and
dissipation from first-principles, without the need of the
artificial broadening η, and without having to introduce
some kind of environment for our system. This demon-
strates that a system with its photon field works like its
own heat bath [3], and more precisely in our case the
continuum of modes describes the full photon bath.
The real part <[χAA(w)] though for η = 0 diverges at
the frequencies w = ±ω˜(κz) and w = ±
√
Λ and gives
us information about the resonances of the system. In
the single mode case, in section V B, there was only one
resonance appearing at frequency w = ±ω˜, while now
we have two resonances at the frequency of the plasmon-
polariton ω˜(κz) and the cutoff
√
Λ. This indicates that
there are now two scales in the system, the natural lower
cutoff ω˜(κz) and upper cutoff of the effective field theory
as also shown in Fig. 11.
Lastly, we would like to highlight that in the large
N,S limit the imaginary and the real parts of the re-
sponse function χAA(w) of Eq. (88) have a well-defined
finite value and do not vanish. This is in contrast to the
single mode response function given by Eq. (49). This
shows again that by going to the continuum of modes
and constructing this effective field theory, the photon
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FIG. 15. Real <[χAA(w)] and imaginary =[χAA(w)] parts of the
A-field response function χAA(w) in the effective field theory
with η = 0. The imaginary part has a finite value within the
frequency window ω˜(κz) < |w| <
√
Λ which indicates that
in this frequency range the system can continuously absorb
energy. The real part though diverges at the natural lower
cutoff w = ±ω˜(κz) and the upper cutoff w = ±
√
Λ and shows
that the system in the effective field theory has two scales.
observables become well-defined and have a substantial
contribution to the macroscopic 2DEG in the cavity.
VII. SUMMARY, EXPERIMENTAL
IMPLICATIONS & FUTURE DIRECTIONS
Summary.—In this article we investigated Sommer-
feld’s theory of the free electron gas [1] in the framework
of cavity QED. In the long-wavelength limit (or dipole
approximation) and in case where the quantized cavity
field consists of a single mode we showed that the sys-
tem is analytically solvable. This allowed us to perform
the thermodynamic limit for the electrons, in which the
ground state k-space distribution of the electrons is the
2D Fermi sphere. Moreover, we provided the full phase
diagram of the interacting electron-photon system for all
possible couplings, and we found that when the coupling
reaches its maximum value (critical coupling) the ground
state becomes infinitely degenerate. Such an infinite de-
generacy appears also for Landau levels [96] in the integer
quantum Hall effect [8]. This fact hints towards a novel
connection between QED and the semiclassical theory.
Beyond the critical coupling the system has no ground
state and equilibrium is not well-defined. The non-
existence of a ground state also occurs if the diamagnetic
A2 term is neglected. This is in stark contrast to the
finite-system models of quantum optics, like the Rabi
and the Dicke model, in which a ground state always
exists. This demonstrates that extended systems indeed
behave very much differently than finite systems and that
the well-known (finite-system) models of quantum optics
might not be straightforwardly applicable for materials
in cavity QED. We believe this result clarifies further the
ongoing discussion about whether the diamagnetic A2
term can be neglected or not [71–74]. The elimination of
the diamagnetic A2 term it is known to be responsible
for the notorious superradiant phase transition [75–77].
Then, we performed linear response for the 2DEG
in the cavity and we introduced the four fundamen-
tal response sectors: the matter-matter, photon-photon,
matter-photon and photon-matter. In addition, we
demonstrated that all response sectors are equivalent
with respect to their pole structure and that their
strengths are related via the electron-photon coupling (or
the number of particles). All responses show plasmon-
polariton resonances which modify the conductive and
radiation properties of the 2DEG.
To bridge the discrepancy between the electronic sec-
tor, in which the energy density is finite, and the photonic
sector, in which the single mode energy density is zero,
we promoted the single mode theory into an effective field
theory in the continuum, by integrating over all the in-
plane modes of the photon field. In this way the energy
density of the photon field becomes macroscopic and in-
duces a radiative correction [13, 105, 106] to the electron
mass and renormalizes it [85–87]. The renormalized mass
depends on the full electron density ne in the cavity. To
the best of our knowledge such a many-body effect has
not been reported so far. This is a special feature of
the 2DEG due to its macroscopicity. Moreover, the en-
ergy density of the photon field makes itself manifest by
producing a Casimir force [88, 89, 107, 108] between the
mirrors of the cavity, which is repulsive due to the light-
matter coupling. Lastly, we performed linear response
in the effective field theory and we showed that due to
the continuum of photon modes we are able to describe
dissipation and absorption processes without the need of
any artificial damping parameter or having to introduce
an environment for the system.
Experimental Implications.—To a large extent this
work is motivated by the great experimental progress in
cavity QED materials [52, 54, 55, 57, 119] and polari-
tonic chemistry [37–41]. We believe that several of the
results presented throughout the article are measurable
and have experimental implications. So let us elaborate
a bit further on the main ones.
• Cavity Modified Conductivity.—In section V C we
computed the optical conductivity σ(w) of the
2DEG in the cavity, given by Eq. (65). The
standard optical conductivity of the free electron
gas gets modified by the appearance of plasmon-
polariton resonances which show up in both the real
and the imaginary part of σ(w) (see Figs. 9 and 10).
Since σ(w) gets modified by the cavity field this
implies that also the dielectric function (w) will
be modified as well (as (w) = 0 + iσ(w)/w [2]).
These modifications can be observed with optical
transmission measurements. Lastly, we mention
that modifications of the conduction properties of
2D materials confined in cavities have already been
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observed [57, 62]. We believe our work can provide
further insights into these experiments and moti-
vate new directions to be explored.
• Measurement of the Effective Mass, Coupling and
Cutoff.—Metals in solid state theory are described
in most cases using the free electron model [2] in
which the energy dispersion of the electrons is de-
scribed by a parabola Ek = ~2k2/m∗e with some
effective mass m∗e for the electrons. Measuring the
dispersion of the electrons by angle-resolved pho-
toemission spectroscopy (ARPES) [120] one can
obtain the effective mass m∗e . The effective mass
appears because in a metal electrons are not com-
pletely non-interacting, but there are Coulomb in-
teractions and the potential of the ions which mod-
ify the free electron behavior [113, 121, 122]. This
pictures indicates that the mass of the electron is
not purely inherent but depends on its environ-
ment.
In our case the 2DEG is coupled to a cavity. Thus,
the environment of the electrons includes also the
interactions with the photon field. Consequently,
if one measures the energy dispersion of the elec-
trons in a metal confined in a cavity, one should
find a parabolic dispersion but with a different ef-
fective mass (see also Fig. 14). The contribution
of the cavity photons to the effective mass of the
electrons in the metal is given by the expression of
the renormalized electron mass me(Λ) of Eq. (78).
We propose that the renormalized electron mass
due to the cavity photons can be measured by com-
paring the effective masses outside and inside the
cavity. Furthermore, from such an experimental
measurement of the effective electron mass and the
formula in Eq. (78) one can deduce directly the
cutoff Λ. The cutoff Λ gives the highest frequency
(or momentum) with which the electrons interact
inside the cavity. Having the expression for the
effective coupling g(Λ) given by Eq. (72) we can
obtain also the coupling strength between the elec-
trons and the photons in the cavity. In most cases
for finite systems the light-matter coupling strength
is defined via the Rabi (or Dicke) model [25] and
the corresponding Rabi split. Our theory provides
a novel way to measure the electron-photon cou-
pling for extended systems in cavity QED, which
goes beyond standard quantum optics models, via
the effective mass.
• Modified Casimir Forces.—As it is known since the
seminal works of Casimir and Polder [88, 89] macro-
scopic vacuum forces can emerge due to the vac-
cuum energy of the electromagnetic field between
perfectly conducting plates, like for example two
cavity mirrors. In section VI C we computed the
Casimir force due to the vaccuum energy of the
2DEG in the cavity, and we found that due to the
light-matter coupling the Casimir force gets mod-
ified by the electron density ne and turns out to
be repulsive. Such repulsive vacuum forces have
been reported in the case of a cavity immersed in
a fluid [90]. Our theory provides an example of
a such a repulsive force and a first-principles ex-
planation on how such repulsive vacuum forces can
emerge, due to strong light-matter interaction, and
opens new pathways for manipulating and engi-
neering Casimir forces in cavity QED.
Future Directions.—The presented theory has many
implications. Besides the ones we have pointed out so
far, we would like to mention a few further research direc-
tions which are potentially interesting and to our opinion
worthwhile to pursue.
• Coulomb Interaction and Fermi Liquid Theory in
QED.—The main ingredient missing from the trea-
tise presented here is the Coulomb interaction,
which is of great importance for any theory trying
to describe materials and solid state systems. For
metals, the paradigmatic theory is the Fermi liquid
theory [6] in which the interacting electronic system
is described using fermionic quasi-particles, and the
Coulomb interaction is treated using Green’s func-
tion techniques [7]. What defines a Fermi liquid is
the fact that electrons in k-space are distributed
on the Fermi sphere. In section III we showed that
this is the case also for the 2DEG coupled to a cav-
ity. Thus, we believe that a theory for materials in
cavity QED can be constructed along the lines of
the Fermi liquid theory.
• LDA functional in QEDFT.—The local density ap-
proximation within DFT [4] is one of the most
successful methods for the computation of prop-
erties of materials [5]. Recently, a generalization
of DFT in the framework of QED has been intro-
duced [30, 31] and has already been applied [32, 83].
The original LDA was constructed from the ana-
lytic solution of the free electron gas. In this work
we solved exactly the free electron gas in cavity
QED and this gives the opportunity to construct
an LDA functional in the framework of QEDFT. If
such an LDA-type functional in QEDFT shares the
success of the original LDA, then we would have a
really powerful new tool for the description of ma-
terials in the emerging field of cavity QED.
• Superradiance.—Superradiance as predicted by
Dicke [26] is the enhancement of spontaneous emis-
sion due to the collective coupling of emitters. In
addition, an equilibrium superradiant phase transi-
tion was also predicted for the Dicke model [75, 76],
which since then has triggered an ongoing de-
bate [77–81]. In both cases these phenomena
emerge due to the collective coupling of many par-
ticles or dipoles to the quantized photon field. The
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theory we presented here involves a large number of
electrons coupled to the quantized field of a cavity
and we believe will serve as a new playground for
the investigation of superradiance and other collec-
tive phenomena in cavity QED.
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Appendix A: Linear Response in the Photonic
Sector
The aim of this appendix is to give the details of the
linear response computations, in the photonic sector, of
the subsection V B. In subsection V B we perturbed our
system with external time-dependent current by adding
to the Hamiltonian of Eq. (3) the perturbation Hˆext =
Jext · Aˆ. With this perturbation the full time-dependent
Hamiltonian is given by Eq. (47). The external current is
chosen to be in the x-direction, Jext(t) = exJext(t), and
in this case only the x-component of the vector potential
Aˆ is of interest. Following the standard linear response
formalism [82, 83], which we introduced in the subsec-
tion V A, the response of any observable Oˆ due to this
perturbation is
δ〈Oˆ(t)〉 = − i
~
∫ t
0
〈[OˆI(t), AˆI(t′)]〉Jext(t′). (A1)
where AˆI(t
′) is the quantized vector potential in the in-
teraction picture and the correlator 〈[OˆI(t), AˆI(t′)]〉 is
defined with respect to the ground state |Ψgs〉 of the un-
perturbed Hamiltonian. From the previous expression
the respective response function is
χOA(t− t′) = −
iΘ(t− t′)
~
〈[OˆI(t), AˆI(t′)]〉. (A2)
In section III we found the ground state |Ψgs〉 of the
unpurturbed Hamiltonian Hˆ in the thermodynamic limit
to be given by Eq. (33). Having |Ψgs〉 we can compute
the response function for any observable Oˆ. To obtain
the response function χOA(t − t′) of Eq. (A2) we need to
compute the commutator
〈[OˆI(t), AˆI(t′)]〉 = 〈OˆI(t)AˆI(t′)〉 − 〈OˆI(t)AˆI(t′)〉∗.
(A3)
where we used also the hermiticity of the opera-
tor OˆI(t)AˆI(t′) which implies that 〈AˆI(t′)OˆI(t)〉 =
〈OˆI(t)AˆI(t′)〉∗. Thus, we only need to compute the cor-
relator 〈OˆI(t)AˆI(t′)〉. Using the definition for the oper-
ators in the interaction picture and the fact that |Ψgs〉
is the ground state of the Hamiltonian Hˆ, which means
that e−iHˆt
′/~|Ψgs〉 = e−iE0,kt′/~|Ψgs〉, we find
〈OˆI(t)AˆI(t′)〉 = e
iE0,k(t−t′)
~ 〈Oˆe−iHˆ(t−t
′)
~ Aˆ〉. (A4)
Where E0,k = Ek+~ω˜ is the ground state energy given by
Eq. (21), with nλ = 0 for both λ = 1, 2. To continue we
need to apply the vector potential Aˆ to the ground state
|Ψgs〉. For that we need the expression of Aˆ in terms of
the annihilation and creation operators {cˆλ, cˆ†λ}. From
Eqs. (10) and (16), and for K = 0 (which is true in the
ground state) we find for the quantized vector potential
Aˆ =
(
~
20ω˜V
) 1
2 (
cˆ1 + cˆ
†
1
)
ex. (A5)
Applying now Aˆ to the ground state |Ψgs〉 we have
〈OˆI(t)AˆI(t′)〉 =
(
~
20ω˜V
) 1
2
e
iE0,k(t−t′)
~ ×
×〈Ψgs|Oˆe
−iHˆ(t−t′)
~ |Φ0〉 ⊗ |1, 0〉1|0, 0〉2. (A6)
From the expression above we see that quantized field Aˆ
gets the ground state to the first excited state for n1 = 1.
The state |Φ0〉 ⊗ |1, 0〉1|0, 0〉2 is the first excited state of
Hˆ with eigenenergy E1,k = Ek+ 2~ω˜. Using this we find
〈OˆI(t)AˆI(t′)〉 =
(
~
20ω˜V
) 1
2
e−iω˜(t−t
′) ×
×〈Ψgs|Oˆ|Φ0〉 ⊗ |1, 0〉1|0, 0〉2. (A7)
From the previous result we obtain the following expres-
sion for the commutator of Eq. (A3)
〈[OˆI(t), AˆI(t′)]〉 =
(
~
20ω˜V
) 1
2 [
e−iω˜(t−t
′)〈Ψgs|Oˆ|Φ0〉 ⊗ |1, 0〉1|0, 0〉2 − eiω˜(t−t′)
(
〈Ψgs|Oˆ|Φ0〉 ⊗ |1, 0〉1|0, 0〉2
)∗]
.
(A8)
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The formula above is very important because it applies to
any observable Oˆ and we will use it for the computation
of several different response functions.
Appendix B: A-Field Response Function
Having derived Eq. (A8) we will use this formula to
compute the response function χAA(t − t′) for the quan-
tized vector potential Aˆ. From Eq. (A8) it is clear that all
we have to compute is 〈Ψgs|Aˆ|Φ0〉 ⊗ |1, 0〉1|0, 0〉2. Using
Eq. (A5) which gives the Aˆ-field in terms of the operators
{cˆ1, cˆ†1} we find
〈Ψgs|Aˆ|Φ0〉 ⊗ |1, 0〉1|0, 0〉2 =
(
~
20ω˜V
) 1
2
. (B1)
Combining the result above with Eqs. (A8) and Eq. (A2)
we find the response function in time χAA(t− t′)
χAA(t− t′) = −
Θ(t− t′) sin(ω˜(t− t′))
0ω˜V
. (B2)
The response function above is also the propagator of the
A-field. Making use of the integral form of the Θ-function
and performing a Laplace transform for χAA(t − t′) we
find the response of the A-field in the frequency domain
χAA(w)
χAA(w) =
−1
20ω˜V
lim
η→0
[
1
w + ω˜ + iη
− 1
w − ω˜ + iη
]
.(B3)
Appendix C: E-Field Response Function
Now we would also like to compute the response of the
electric field due to the external time-dependent current
Jext(t). The electric field in dipole approximation, in the
x-direction, is [91]
Eˆ = i
(
~ω
20V
) 1
2 (
aˆ1 − aˆ†1
)
ex. (C1)
To make use of Eq. (A8) we need to write the electric
field in terms of the operators {cˆ1, cˆ†1}. Using Eqs. (7)
and (16) we find for the electric field
Eˆ = i
(
~ω˜
20V
) 1
2 (
cˆ1 − cˆ†1
)
ex. (C2)
Substituting the expression for the electric field opera-
tor into Eq. (A8) and then using the definition of the
response function in time given by Eq. (A2) we find the
response function χEA(t− t′)
χEA(t− t′) =
Θ(t− t′) cos(ω˜(t− t′))
0V
. (C3)
From the response function in time by performing a
Laplace transform we can obtain the response function
in the frequency domain
χEA(w) =
i
20V
lim
η→0
[
1
w + ω˜ + iη
+
1
w − ω˜ + iη
]
.(C4)
Moreover, we can also deduce the real and the imaginary
parts of χEA(w)
<[χEA(w)] =
η
20V
[
1
(w + ω˜)2 + η2
− 1
(w − ω˜)2 + η2
]
,
=[χEA(w)] =
1
20V
[
w + ω˜
(w + ω˜)2 + η2
− w − ω˜
(w − ω˜)2 + η2
]
(C5)
Appendix D: Computation of the Response
Functions in the Effective Field Theory
Here we would like to give the details of the compu-
tation of the real and the imaginary part of the A-field
response function χAA(w) in the effective field theory. In
subsection VI D we showed that the response of the A-
field in the frequency domain, for the effective theory, is
given by the expression (see Eq. (87))
χAA(w) =
∑
κx,κy
−1
20ω˜(κ)V
lim
η→0
[
1
w + ω˜(κ) + iη
− 1
w − ω˜(κ) + iη
]
. (D1)
In the thermodynamic limit the above sum turns into an integral and we find the following expression for the real
and the imaginary part of the response function χAA(w)
26
< [χAA(w)] = 18pi20Lz
Λ∫∫
0
[
w − ω˜(κ)
ω˜(κ)[(w − ω˜(κ))2 + η2] −
w + ω˜(κ)
ω˜(κ)[(w + ω˜(κ))2 + η2]
]
dκxdκy and
= [χAA(w)] = η8pi20Lz
Λ∫∫
0
[
1
ω˜(κ)[(w + ω˜(κ))2 + η2]
− 1
ω˜(κ)[(w − ω˜(κ))2 + η2]
]
dκxdκy. (D2)
In the definition of the real and the imaginary parts <[χAA(w)] and =[χAA(w)] appear the following four inte-
grals
A =
Λ∫∫
0
dκxdκy
ω˜(κ)[(w − ω˜(κ))2 + η2] , B =
Λ∫∫
0
dκxdκy
(w − ω˜(κ))2 + η2 , (D3)
C =
Λ∫∫
0
dκxdκy
ω˜(κ)[(w + ω˜(κ))2 + η2]
, D =
Λ∫∫
0
dκxdκy
(w + ω˜(κ))2 + η2
.
To simplify these integrals we go to polar coordinates
(κx, κy) → (κr, κθ). In polar coordinates the integra-
tion measure is dκxdκy = κrdκrdκθ, and the dressed
frequency is ω˜(κ) =
√
c2κ2r + c
2κ2z + ω
2
p. Furthermore,
we define the frequency ω˜2(κz) = c
2κ2z +ω
2
p and we make
the variable substitution u = c2κ2r + ω˜
2(κz) to all the
integrals in Eq. (D3) and we obtain
A = pi
c2
Λ∫
ω˜2(κz)
du√
u[(w −√u)2 + η2] , B =
pi
c2
∫ Λ
ω˜2(κz)
du
(w −√u)2 + η2 , (D4)
C = pi
c2
Λ∫
ω˜2(κz)
du√
u[(w +
√
u)2 + η2]
, D = pi
c2
∫ Λ
ω˜2(κz)
du
(w +
√
u)2 + η2
.
Performing the integration now over the variable u we
obtain the following expressions for the previous integrals
A = 2pi
c2η
[
tan−1
(√
u− w
η
)]Λ
ω˜2(κz)
, B = pi
c2
[
2w
η
tan−1
(√
u− w
η
)
+ ln
(
(w −√u)2 + η2)]Λ
ω˜2(κz)
, (D5)
C = 2pi
c2η
[
tan−1
(√
u+ w
η
)]Λ
ω˜2(κz)
, D = pi
c2
[
ln
(
(w +
√
u)2 + η2
)− 2w
η
tan−1
(√
u+ w
η
)]Λ
ω˜2(κz)
.
The real part <[χAA(w)] and the imaginary part =[χAA(w)]
of the response function χAA(w), given by Eq. (D2), in
terms of the integrals A,B, C and D are
<[χAA(w)] =
1
8pi20Lz
(wA− B − wC − D) and
=[χAA(w)] =
η
8pi20Lz
(C − A) . (D6)
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Using the expressions we found for A,B, C and D in Eq. (D5) we obtain the real part <[χAA(w)] and the imag-
inary part =[χAA(w)] of χAA(w) given in Eq. (88).
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