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Abstract
We propose a method for finding alternate features missing in the Lasso optimal
solution. In ordinary Lasso problem, one global optimum is obtained and the
resulting features are interpreted as task-relevant features. However, this can
overlook possibly relevant features not selected by the Lasso. With the proposed
method, we can provide not only the Lasso optimal solution but also possible
alternate features to the Lasso solution. We show that such alternate features can
be computed efficiently by avoiding redundant computations. We also demonstrate
how the proposed method works in the 20 newsgroup data, which shows that
reasonable features are found as alternate features.
1 Introduction
Feature selection is a procedure that selects a subset of relevant features (i.e., variables) for model
construction. It helps users to understand which features are contributing to the model. Hence, it is
a most basic approach for model interpretation in machine learning. It is important to note that the
quality of selected features heavily affects the user’s trust on the resulting model. It is common that
domain experts have some prior knowledge about data which features are important for the proper
task. If such features are not selected by the feature selection, the experts will not trust the model
because it does not agree with their intuition. If the model is not trusted by the experts, the model will
be never used even if it may perform well in practice. It is therefore important for feature selection
methods to meet the user’s demand by not missing important features.
One of the most common feature selection methods is Lasso [1, 2]. We consider a prediction
problem with n observations and p predictors. Here, we have a response vector y ∈ Yn and a
predictor matrix X ∈ Rn×p where Y is the domain of the response (e.g., Y = R for regression, and
Y = {−1, 1} for classification). In the Lasso problem, we seek β ∈ Rp that minimizes `1-regularized
objective function:
L(β) := f(Xβ, y) + ρ‖β‖1 (1)
where f : Rn × Yn → R≥0 is a loss function, and ρ ∈ R≥0 is a regularization parameter. The
optimal solution β∗ ∈ Rp to (1) is usually sparse; therefore, we can extract a set of features as the
support of the optimal solution, supp(β∗) = {i : |β∗i | > 0}.
In ordinary Lasso problem, one global optimum β∗ is obtained and the resulting features are inter-
preted as task-relevant features. However, this can overlook possibly relevant features not selected by
the Lasso. Indeed, Lasso can recover true features only under some limited conditions [3, 4]. We are
therefore in a risk of missing important features if the conditions are not met. One particular example
of the Lasso failure is when two features xi and xj are highly correlated. In such a situation, Lasso
tends to select only one of these two features (e.g., β∗i 6= 0 while β∗j = 0). That is, we may overlook
one of these two features although both of them may contribute to the task equally.
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In this study, we propose a method for finding task-relevant features missing in the Lasso optimal
solution β∗. In particular, we seek for whether there are any alternate feature xj that can be replaced
with a feature xi selected by the Lasso. With this procedure, we can provide not only the Lasso
optimal solution but also alternate features missed in the solution to the users. Even if some important
features are missed in the Lasso optimal solution, such features are likely to be selected as a part of
alternate features. Hence, the user’s trust on the resulting model will be greatly improved because
they can find out that important features are actually not missed but replaced with some other features.
Moreover, the users can customize the model based on the information about alternate features; one
can remove the feature xi selected by the Lasso and add an alternate feature xj to the model instead
so that the model to agree with the user’s background knowledge.
2 Finding Alternate Features
Given the Lasso optimal solution β∗, we seek for whether there are any alternate feature xj with
β∗j = 0 that can be replaced with a feature xi selected by the Lasso (i.e., β
∗
i 6= 0). We solve this
problem by optimizing βj in (1) while fixing as βi = 0 and βk = β∗k (k 6= i, j). The optimization
problem can be expressed as
β
(i)
j = argmin
βj
f(z(i) +Xjβj , y) + ρ|βj |, (2)
where Xj denotes the j-th column of X and z(i) =
∑
k 6=iXkβ
∗
k . If β
(i)
j 6= 0, the feature xj can be
an alternative of xi. We note that the problem (2) is a univariate optimization problem, and can be
solved easily, e.g., by using the proximal gradient method [5].
To find out all possible (i, j)-pairs, we basically need to solve the problem (2) for all i ∈ supp(β∗)
and j ∈ supp(β∗)c. Here, we show that we actually need to solve the problem (2) only on a fraction
of j instead of all j ∈ supp(β∗)c. This is because we can check that β(i)j = 0 without solving
the problem (2) from the optimality condition; β(i)j = 0 holds when |X>j ∇f(z(i), y)| ≤ ρ where
∇f is the derivative of f over the first element. Hence, we need to solve the problem (2) only for
j ∈ supp(β∗)c with |X>j ∇f(z(i), y)| > ρ.
Scoring Alternate Features By using the proposed method, we can find a set of alternate features
of xi, namely {j : β(i)j 6= 0}. Among several alternate features, it is of great interest to find alternate
features that closely relates to the original feature xi. Here, we propose a scoring method for each
alternate feature so that we can find such interesting features. The proposed scoring method is based
on the Lasso objective function L(β). Let β∗ be the Lasso optimal solution, and βi→j be the alterante
solution defined by βi→ji = 0, β
i→j
j = β
(i)
j , and β
i→j
k = β
∗
k (k 6= i, j). The relevance of the
alternate feature xj to the original feature xi can be measured by using the increase of the objective
function value, score(xi → xj) = L(βi→j)− L(β∗). If the alternate feature xj is almost identical
to the original feature xi, it is likely that the objective function value L(βi→j) is almost the same
as L(β∗), which results in small score(xi → xj). Hence, we can use this score to order alternate
features so that we can find out particularly related features.
3 Experimental Results on 20 Newsgroups Data
The 20 Newsgroups1 is a dataset for text categorization. In this experiment, we tried to find discrimina-
tive words between the two categories2. In the first task, we considered categories ibm.pc.hardware
and mac.hardware, and in the second task, we considered sci.med and sci.space. As a feature
vector x, we used tf-idf weighted bag-of-words expression, with stop words and some common verbs
removed. See Table 1 for the detail of the datasets. The tasks were to find discriminative words that
were relevant to classification.
Because the task was binary classification between the two categories, we used Lasso logistic
regression [6]. The logistic loss function is defined by f(z, y) :=
∑n
m=1 log(exp (−ymzm) + 1).
1http://qwone.com/~jason/20Newsgroups/
2The experiment codes are available at https://github.com/sato9hara/LassoVariants
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Table 1: 20 Newsgroups Data: Each feature corresponds to each word appearing in the texts.
# of features p # of observations n
ibm.pc.hardware vs mac.hardware 11,648 1,168
sci.med vs sci.space 21,369 1,187
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Figure 1: [Found feature pairs in ibm.pc.hardware vs mac.hardware] Left: words in the Lasso
optimal solution, Right: alternate words of the left words connected by the edges.
In the experiment, we set the regularization parameter as ρ = 0.001n, and derived the Lasso optimal
solution β∗. As the optimal solution β∗, 39 words and 31 words were selected as relevant for
classification in the first task and the second task, respectively. To find out all (i, j)-pairs, in the first
task, the naive approach required solving the problem (2) for 39× 11, 609 ≈ 450, 000 times, while,
by using the proposed checking method, this number was reduced to only 53 times which was almost
10,000 times smaller than the naive approach.
The found feature pairs are shown in Figure 1 and 2. From Figure 1, we can find several interesting
feature pairs. For instance, the alternate word drive is paired with many words such as windows, bus,
and bios, which are all related to the Windows machine (i.e., the words related to ibm.pc.hardware).
Another interesting finding is the pair centris and 610, both of which are from the Mac’s product
name Centris 610 (i.e., the words related to mac.hardware). Not limited to the examples above, but
the found pairs seem to be quite reasonable. Hence, providing these found alternate words together
with the Lasso optimal solution will make the resulting model more trustful to the users compared to
just providing the Lasso optimal solution.
Figure 2 shows that two words space and gordon are connected with many alternate words. The
word space and its alternate words such as shuttle and satellite are convincing as these words are all
related with the category sci.space. On the other hand, the word gordon and its alternate words
such as banks, skepticism, and shameful seem not to be relevant to neither of the categories sci.med
nor sci.space. These words actually come from the frequently appearing signature in sci.med:
Gordon Banks N3JXP, geb@cadre.dsl.pitt.edu, Skepticism is the chastity of the intellect, and it is
shameful to surrender it too soon. That is, the model is trained to find this signature and classify
the text into the category sci.med. In practice, this model is not preferable as the model is too
specialized to this specific task; the trained model may perform poorly for the texts that do not include
this signature.
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Figure 2: [Found feature pairs in sci.med vs sci.space] Left: words in the Lasso optimal solution,
Right: alternate words of the left words connected by the edges.
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Figure 3: Alternate features of space and gordon ordered by the increase of the objective function
value score(xi → xj) = L(βi→j)− L(β∗).
To see the result in the second task in detail, we scored alternate features of space and gordon as
shown in Figure 3. Here, we can find two interesting results. First, the word space is particularly
closely related with shuttle among several alternate words. This is a reasonable result because the
existence of the word shuttle in the text implies that the text’s category is sci.space rather than
sci.med. Second, the word gordon is particularly closely related with the words appearing in the
signature. Indeed, all of the top 12 words (from banks to soon in the figure) come from the signature.
This result presents one particular use case of the proposed method. By scoring several alternate
features, we can find out seemingly not preferable features and remove them in the training phase so
that the resulting model to agree with our intuition.
4 Conclusion
We proposed a method for finding alternate features missing in the Lasso optimal solution. With the
proposed method, we can provide not only the Lasso optimal solution but also alternate features to
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the users. We believe that providing such surrogate information helps the users to interpret the model
and encourage them to use the model in practice.
There remains several open issues. First, we need to make it easy for the users to check all the found
feature pairs. The bipartite graph expression as in Figure 1 and 2 would be one possible approach,
although it may become too complicated when there are more features. We think the bipartite
graph clustering will be a promising method to simplify the graph. Second, in the current study we
considered replacing only one feature with another feature. This framework can be naturally extended
to replacing multiple features. Developing an efficient algorithm for the generalized problem remains
open. Finally, there remains a fundamental question that in what circumstances we can find true
alternate features. To provide a reliable surrogate information to the users, we need to study the
theoretical aspects of the proposed method.
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