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ABSTRACT 
In this thesis we consider oscillatory and nonoscillatory behavior of functional differ­
ential equations and study third and n-th order functional differential equations quali­
tatively. Usually a qualitative approach is concerned with the behavior of solutions of a 
given differential equation and does not seek explicit solutions. 
This dissertation is divided into five chapters. The first chapter consists of prelimi­
nary material which introduce well-known basic concepts. The second chapter deals with 
the oscillatory behavior of solutions of third order differential equations and functional 
differential equations with discrete and continuous delay of the form 
(6(i)(<z(f)(3'(t))=yy + g(f)/(z(f)) = r(f), 
(6(t)(*(*)(3'(f))")')' + = r(<), 
( & ( t ) ( ( o ( t ) 2 ' ( < ) r y y + w t M t ) ) ' + = & ( * ) ,  
m 
i=1 
and 
In chapter three we present sufficient conditions for oscillatory behavior of n-th order 
homogeneous neutral differential equation with continuous deviating arguments of the 
VI 
form 
[o(Z)[z(f) + p(f)a(T(f))](" i)] +<f / = 0-
Chapter four is devoted to n-th order neutral differential equation with forcing term of 
the form 
m 
t=l Jo 
+  A 2 /  9 2 ( ( , 0 / 2 ( z ( < T a ( f , 0 ) ) ^  =  
J a 
Lastly, in chapter five we present sufficient conditions involving the coefficients and 
arguments only for n-th order neutral functional differential equation with constant 
coefficient of the form 
[%(Z) + Aoz(t + a&) + p&r(f + = p z(t — + 9 / z(< + 0^-
1 
CHAPTER 1. INTRODUCTION 
In this chapter we introduce basic concepts from the theory of differential equations 
with deviating arguments and demonstrate new problems in oscillation theory caused 
by deviating arguments. 
Section 1.1 is concerned with the classification of equations with deviating arguments. 
Section 1.2 provides definitions of oscillation of solutions with or without delay. 
Section 1.3 reviews oscillation theory of ODE. 
Finally, Section 1.4 states a numerical approach to solve differential equations with 
deviating arguments for the initial value problem. 
1.1 Functional Differential Equations 
In an ordinary differential equation the unknown function and its derivatives are all 
evaluated at the same instant, t. A more general type of differential equation is called 
a functional differential equation. Differential equations with deviating arguments ( 
functional differential equation) are differential equations in which the unknown function 
appears with various values of the argument. 
A retarded (delay) functional differential equation is a differential equation with a 
deviating argument in which the highest order derivative of the unknown function ap­
pears for just one value of the argument and this argument is not less than all arguments 
of the unknown function and its derivatives appearing in the equation. For example, the 
2 
following equations 
a'(f) = /(*, ^ (0, - r(<))), T(t) > 0 
and 
z'(<) = z(< — 1) + 2<z(</2) + 1 
are retarded functional differential equations. 
An advanced functional differential equation is a differential equation with a devi­
ating argument in which the highest order derivative of the unknown function appears 
for just one value of the argument, and this argument is not larger than all arguments 
of the unknown function and its derivatives appearing in the equation. For example, the 
following equations 
z'(f) = /(<, %(<), + r(t))), r(i) > 0 
and 
x'( t )  =  —x(t  +  1)  +  x( t  +  Vt)  — t  "h 1  
are both advanced functional differential equations. 
A mixed functional differential equation is a differential equation in which the high­
est order derivative of the unknown function appears for just one value of the argument. 
In addition, there are arguments, some of which have lesser values and the remainder 
may be greater than the argument. For example, the following equations 
x'(^) = 2 x( t  — 1) — 3 x( t  —1 )  —(-1 
and 
x'( t )  =  —x'( t  — l)z(t) — tx( t  +  1) 
are mixed functional differential equations. 
3 
A neutral functional differential equation is a differential equation in which the high­
est order derivative of the unknown function appears both with and without deviating 
arguments. For example, the following equation 
x'(t) = -z'(t — 1) + x(t — 2) + 3 sint 
t + 1 
is a neutral functional differential equation. 
Next we give an example for biological systems to see how the present rate of change 
of some unknown function depends on past value of the same function. 
Example 1.1.1. If x{t) is the population at time t of an isolated colony of animals, the 
simplest hypothesis concerning the variation of population is that the rate of change x is 
proportional to the current value of x, that is 
x'(t) = rx(t), (1.1) 
where r is a positive constant. This implies population grows exponentionally. Solving 
equation (1.1) subject to the initial condition 
x(0) = zo, 
we obtain 
z(f) = (1.2) 
Suppose the growth rate r is not constant and it is diminishing as x(t) grows because of 
overcrowding and shortage of food. Then we have a more realistic model which leads to 
the following differential equation 
s'M = r(l - ^ r)c(f), (1.3) 
where r and P are both positive constants. The equation (1.3) with x(0) = x0 can be 
solved by separation of variables. The solution is 
U l + (zi)(er*-l)' 
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I f  x 0 / P  i s  s m a l l  c o m p a r e d  t o  1 ,  t h e  s o l u t i o n  i s  l i k e  ( 1 . 2 )  w h e n  t  c l o s e  t o  0 .  B u t  a s  
t —> oo, regardless of the value of xo, x(t) approaches the equilibrium value P. 
Now suppose that the biological self-regularity reaction represented by the factor 
~p~ 
in (1.3) is not instantaneous, but responds after some time lag r > 0. Then instead of 
(1.3) we have a delayed differential equation 
z'(f) = r(l -
Some known mathematical models using functional differential equations are: 
the Hematopoiesis model 
%'(<) = -o(<)!/(() + 
the model of blood cell production 
y'(t) = -a(t) y ( t )  +  b „  >  0  
and the Nicholson's blow-flies model 
y'(f) = -o(f)y(f) + 
1.2 Oscillatory 
There are various definitions for the oscillation of solutions of ODE. Here, we give 
two definitions of oscillation. 
Definition 1.2.1. A nontrivial solution x(t) is said to be oscillatory if it has arbitrar­
ily large zeros fort > tQ; that is, there exists a sequences of zeros {tn} (x(tn) = 0) of x(t) 
such that lim tn = +00. Otherwise. x(t) is said to be nonoscillatory. For nonoscillatory 
n—t-oo 
solutions there exists a t\ such that x(t) ^  0, for all t>t\. 
5 
Definition 1.2.2. /I nonfneW aoWion z(f) w aoW fo 6e oaciffofory cAong'w 
on (T,oo), where T is any number. 
Note that Definition 1.2.1 is more general than Definition 1.2.2. For example, the 
equation x(t) = 1 — sint is oscillatory according to Definition 1.2.1 and is not oscillatory 
according to Definition 1.2.2. 
Some oscillatory and nonoscillatory phenomena are caused by deviating arguments. 
The equations without delay 
x'(t) + x(t) = 0 
and 
x"(t) — x(t) = 0 
have no oscillatory solution but the equations with delay given by 
x'(t) + x(t — tt/2) = 0 
and 
x"(t) — x(t — 7t) — 0 
have oscillatory solutions x = sint and x = cost. 
1.3 Review of the Oscillation Theory of ODE 
The concept of oscillation theory was first introduced by Sturm (1836) when he 
studied the problem of heat transmission. Since that introduction, oscillation theory 
has been an important area of research in the qualitative theory of ODE. 
Sturm's comparison theorem is very important for second order linear equation 
x"(t) + a(t)x(t) — 0. (1.4) 
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Using this comparison theorem, we can see the following conclusions: 
(i) For the linear differential equation(1.4), solutions are either all oscillatory or 
all nonoscillatory. Equations (1.4) is said to be oscillatory if every solution of (1.4) is 
oscillatory, otherwise, it is said to be nonoscillatory. 
(ii) Now consider another second order linear ODE 
x"(t) + b(t)x(t) = 0. (1.5) 
If a(t) < b(t) for all t > to- and (1.4) is oscillatory, then (1.5) is also oscillatory. 
Using these comparison results, we can obtain the oscillatory property of an ODE 
comparing with known oscillatory behavior. For instance, consider well known Euler 
equation 
%"(*) + p^r(<) = 0. (1.6) 
It is well known that (1.6) is nonoscillatory when a — |, and is oscillatory when a = 
e > 0. Therefore from (ii), if t2a(t) < then (1.4) is nonoscillatory, and if t2a(t) > 
e > 0, then (1.4) is oscillatory. 
Note that if a(t) < 0, then the equation (1.4) is nonoscillatory because of (ii). As 
we see the comparison method is one of the important methods in oscillation theory of 
second order ODE. 
1.4 A Numerical Method for Solving PDEs 
In an FDE, we could think that x(t — r) can be expressed as the first few terms 
of a Maclaurin series, say x(t) — rx'(t) + ... + (—1 )mrmJm\xm(t) in order to analyze 
the solutions. Since the solutions of an FDE may behave quite differently from the 
solutions of the approximating ODE, this is very dangerous. However, for some FDEs 
with sufficiently small delay, it is possible to get useful approximations by replacing 
x(t — r) by x(t) or x(t) — rx'(t). Therefore, if the behavior of the solutions are known in 
7 
advance, the method may be applied. In this respect, our results are very useful since 
we investigate oscillation and nonoscillation of solutions of FDEs. . 
Although we do not know the behavior of a solution in advance, we may use several 
other numerical methods available in the literature. For a survey of numerical methods 
for FDEs, see [9]. Here, we present a numerical method for solving a retarded functional 
differential equation of the form 
= f > fo 
x t  = x(t + 9), —r<$< 0 
3*0 = 3(*0 + 0) = 
One can calculate solution of the initial value problem in the following way. First, we 
divide the interval [£0, T] into N parts, by the points U = to + ih, h — (T — to)/N. We 
replace x'(Z,) by the approximation 
z(%+i) - x(Z<) 
h 
Then we have the following relation 
t+1^ = f ( t i ,xi,x(ti — r)), where x,- = x(^). 
If the step size h for the numerical integration is chosen such that mh = r, where m is 
an integer, the relation in the last equation takes the form 
Z*+1 = + &/(%, a%, — r)); t < 0. 
Recurrence relations in the last equation permit us to define the solution of the above 
IVP on any time interval. 
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CHAPTER 2. OSCILLATION OF THIRD ORDER 
DIFFERENTIAL EQUATIONS WITH AND WITHOUT 
DELAY 
2.1 Introduction 
We are concerned with the oscillatory behavior of solutions of third order nonlinear 
differential equations and functional differential equations of the form 
(6(f)(a(()(c'(f))*)')' + g(t)/(a(;)) = r(f), (2.1) 
(6(t)(a(t)(z'(f))*yy + g(Z)/(%(g(f))) = r(<), (2.2) 
where 6, r,g,g E C([(o,oo),R), o 6 C^([<o,oo),R), / E C(R,R), a > 1, o(f), 6(f) > 0, 
f ( x )  is nondecreasing with x f ( x )  > 0 for x / 0 and lim g(t) = oo, 
t-> oo 
(6(<)((o(f)/(<)X)'y + (gi(f)z(f)y + %(<)/(<) = A((), (2.3) 
where a, 6, qu q2 € C([t0, oo), R), a(t), b(t) > 0, 7 is odd positive integer, 
m 
(6(t)(o(f)z'(<))'y + *(f)/(z(r,(f))) = (2.4) 
i= 1 
where a,he {C[t0, 00), R), o((), b(t) >0, / : R -> R continuous, <r,(() E C'([t0, 00), R), 
<Ti(t) —> 00, as t —00, i = 1,2,..., m, and 
(6(t)(o(f)a;'(f)yy + ^  g((, 0/(^(4^, ()))<% = 0, (2.5) 
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where o, 6 € C([fo, oo), R), / G C(R, R). 
The oscillations of solutions of third order equations were studied by many authors, 
for example, Rao and Dahiya [56], Tantawy [63], Waltman [65] and Zafer and Dahiya [67]. 
Equations (2.1) and (2.2) were studied by Kusano and Onose [45] when the equations 
are second order and a — 1 and equation (2.3) was studied by Dahiya [10] when 7 = 1. 
The results for equation (2.4) are more general comparing to Zafer and Dahiya [67]. The 
results for equation (2.5) are essentially new. 
As is customary, a solution of these equations is called oscillatory if it has arbitrarily 
large zeros, otherwise it is called nonoscillatory. The solution of equations (2.4) is called 
almost oscillatory if it is oscillatory or lim x^\t) = 0, i = 0,1,2. 
In this chapter we develop several theorems related to the oscillatory behavior of 
these differential equations and we present some examples based on these theorems. 
Section 2.2 provides results for equations (2.1), (2.2), (2.3), and Section 2.3 provides 
results for equations (2.4) and (2.5). 
2.2 Third Order Nonlinear Differential Equations 
Theorem 2.2.1. .Lef 
Then all bounded oscillatory solutions of (2.1) tend to zero as t -> oo. 
Proof. Suppose the solution in equation (2.1) is a bounded oscillatory solution x(t) such 
that 
(2.6) 
lim sup \x(t) \ > 0. 
t-+ oo 
10 
Then, there exist two sequences {«„}, {6n} of zeros of x(t) such that 
an < 6n, lim an = lim hn — oo. 
n-¥oo n-too 
Thus, we have two cases to consider either 
z(f) > 0 on (<%„, 6»), Mn = max z(f) > c, n = 1,2,3,... (2.7) [On,i>n] 
or 
x(t) < 0 on (an, bn), mn = min x(t) < —c, n = 1,2,3,, (2.8) ["n,in] 
where c is a positive constant. Suppose (2.7) holds. Let {<„} be a sequence such that 
tn € (an,bn) and x(tn) = Mn. Integrating (2.1) from t <E [on,6n] to tn, we have 
- K^)(«(^)(^))°')' + / g(5)/(r(a))<k = ^  r(g)(k. (2.9) 
Using x'(tn) = 0 and dividing (2.9) by b(t), we obtain 
(o(()(z'(<)H' = ^ ^ g(g)/(a;(a)Xa_J__^ r(a)d5. (2.10) 
Integrating (2.10) from t € [on, 6n] to tn once more will give 
a((n)(z%^))°' - o(()(z'(())° = 
I  b k (i g{s)fixis])ds) du~ i , " m i l r{s}is) du-  (2-n) 
Using again a/(tn) = 0 and dividing (2.11) by a(t), we get 
{x
'
( t))
" - Tjfil b^)(l lî(4l/(4«))*) du 
+ W)l W)(l |r(s)|ds 'iu-
11 
Then 
x
'
{t) 
-  
2l/
°j "  m { L "  ]qm(x(s))is) iu.  
l/a 
+ 2^" 1 f *3 (f W o(() 6(«) 
Now integrating (2.12) over [an,tn], we obtain 
!s I du 
l/a 
X(Q 
- 
2V
°i"[i)/"6S)U"l4(s)l/(I(s,)'is)<<u 
l/a 
l/a 
<fi. 
From above we have , 
A4 < 2'/W)£[^£^(f|?W ds 1 du 
1 ja 
dt 
(2.12) 
l/a 
dt. 
It follows from above that 
f°° r 1 r°° i / f°° \ ii/c 
< ^ w f  [ - 1  ^ I,(.)!„)*, dt 
l/a 
dt. 
where M = sup x(t). By virtue of (2.6), the right hand side of last inequality can be 
made arbitrarily small as n —ï oo, which contradicts c > 0. 
If (2.8) holds, we have the same type of contradiction . Therefore, the proof is 
complete. • 
Example 2.2.1. Consider the following equation 
(e t(x')2)" + e tx~e *(4 cos 2^ + 1 + 3 sin 2 t  +  e  4 sin t )  
12 
and note that a(t) = é, b(t) — 1, f(x) = x, a = 2, g(t) = e- t, r(t) — e-t(4cos 2t + 1 + 
38in2f + e"^smt). 
We can see that the conditions of Theorem 2.2.1 are satisfied. It is easy to verify 
that x(t) — e~* sin t is an oscillatory solution of this problem. 
Theorem 2.2.2. In addition to the hypotheses of Theorem 2.2.1, suppose that 
lim sup ^ ^ < oo. (2.13) 
|s|-+oo ® 
Then all oscillatory solutions of (2.1) tend to zero as t oo. 
Proof. Let x(t) be an unbounded oscillatory solution. Then, either 
lim sup x(t) = +oo 
t—foo 
or 
lim inf x(t) = —oo. 
t-$ oo 
It is enough to consider the first case. Let {a„}, {&„} be zeros of x(t) with 
On < 6n, lim On = lim 6* = OO, z(<) > 0 on (<%n,6n), 
n—»oo n—t-oo 
and Mn = max x(t) increases to infinity as n -» oo. Let {tn} be a sequence such 
fan,in] 
that tn E (an,bn) and x(tn) = Mn, n = 1,2,3,.... Proceeding as in the proof of 
Theorem 2.2.1, we have 
l / a  
dt 
+ *"L li)/ *• 
It follows that 
l/a 
•  *  m  f è ( f ' « - H  dt 
+ 
l / a  
(2.14) 
13 
Since is bounded by (2.13), letting n —Y oo in (2.14), we can make the right 
hand side arbitrarily small, which is a contradiction. Therefore, x(t) must be bounded. 
Since it is bounded and oscillatory, using Theorem 2.2.1 the proof can be completed on 
similar lines. • 
Example 2.2.2. Consider fAe eguofion 
(et(et(zz)3)')' + e~2txz = e-t((4 + e~4t) cos3t — 14 sin t + 32 cos21 sint), 
so that a(t) = ë, b(t) = e l, f(x) = x3, a = 3. q(t) = e~2t, r(t) = e-<((4 + e~4<) cos31 — 
14 sin t + 32 cos2 £ sint). 
We con see that the conditions of Theorem 2.2.2 are satisfied. It is easy to verify 
that x(t) = e~* cos t is a solution of this problem. 
Theorem 2.2.3. Swppoae 
i  ^
<o
°-
l  W ) ( l  kWMs)du < °°- (2'15) 
Then all bounded oscillatory solutions of (2.2) tend to zero as t —ï oo. 
Proof. Let x(t) be a bounded oscillatory solution of (2.2) such that 
lim sup |z(t)| > 2c, 
<-$•00 
for some c > 0. Then there exist two sequences {o„}, {bn} of zeros of x(t) such that 
On < bn, lim an = lim bn — oo, k(t)| > 0 on (an, bn) 
n-4-oc n—¥ oo 
and 
Mn = max |x(t)| > c, n = 1,2,3,... . (2.16) 
[an,i>n] 
14 
Take such that |z(^)| = M^, n = 1,2,3, Proceeding as in proof of 
Theorem 2.2.2, we have 
w u  <  2 " « £ [ - L I « w i \ f W s ( m d s ) d u  
l / a  
+ 2i/* 
C  W ) f  ^ > ( C Hs)lds) du 
l / a  
dt. 
It follows that, 
< 2«/•/»/•(*) £ [i /" jL. (f k(-)l^) du 
l / a  
(2.17) 
-oo 2 Z poo \ ~l i/Q 
'.n L-V/ K") 
where M = sup |z(t)|. By virtue of (2.15), the right hand side of (2.17) tends to zero as 
n —> oo. But this is a contradiction. Therefore, the proof is complete. • 
Theorem 2.2.4. In addition to the hypotheses of Theorem 2.2.3, suppose that 
/£(*) 
lim sup < oo, |r|—too 2 
and 
(2.18) 
g(t) < t ,  lim g(t) = oo. (2.19) 
t—yoc 
Then all oscillatory solutions of (2.2) tend to zero as t —ï oo. 
Proof. Let x(t) be an oscillatory solution of (2.2) defined on [T, oo). Suppose that x(t) 
is unbounded and lim sup \x(t)\ = oo. We can again select two sequences {&„}, {&„} of 
t-i-OO 
zeros of x(t) such that 
an < bn, lim an = lim bn = oo, \x(t)\ > 0 on (an,bn) 
n—¥ oo n-¥co 
and 
Mn = max \x(t)\ = max \x(t)\. n = 1,2,3,..., 
15 
and Mn tends increasingly to infinity as n —*• oo. Let {fn} be such that tn G (an, bn) and 
|x(fn)| — Mn. Since g(t) < f, we have |x(#(t))| < Mn for t < fn. Thus, it follows from 
(2.17) that 
1 
- W)l mil. w')kb)A'] 
i /*oo r i POO 1 / /•oo \ -j l/a 
+  U i w l i  4  * •  
which is a contradiction as n -¥ oo. Therefore z(<) must be bounded and results follow 
from Theorem 2.2.3. • 
Example 2.2.3. Consider the following equation 
(et/'2(et/'2(x')2)/)/ + 2e~ t/2x(-) = 2e~ t(—l + 5cos2t — 5 sin 2t + sin ^ + cos ^), 
so that a(t) = e^2, 6(f) = e^2, /(x) = x, a = 2, ç(t) = 2e~^2 ,  g(t) = t/2 r(t) = 
2e~t(—1 + 5 cos21 — 5 sin 2t + sin | + cos |). 
We can see that the conditions of Theorem 2.2.4 are satisfied. It is easy to verify 
that x(t) = e-<(cos t + sin t) is a solution of this •problem. 
Theorem 2.2.5. 
(*) (?i + 9z) > 0, 
(») (% - Qi)' < 0, 
(iii) (a'b — ab') > 0. 
The conditions (i), (ii), and (iii) hold on [to, oo) but not identically zero on any subin-
terval of [t0,00).  Let h(t) = 0. If 
+ 6"^(g)da — 6""^(g)gi(a)(f3^ <0 (2.20) 
for t sufficiently large and any constants G and D, then the equation (2.3) is oscillatory 
when 7 is odd. 
16 
Proof. Let ti be the last zero of x, then obviously we can assume that there exists <2 > ti 
such that x(t) > 0 for t E (f2,oc) and x'(t) > 0 for t € with some 0 close to t2. 
Let £3 E ((2, /3). 
Dividing equation (2.3) by x and integrating from t3 to t, we get 
'*/(6((azTyn^, , 
.* v x ) M * + 1 ( 4 r ) + 1 (^)<s)ds = °-
Now integrating by parts, we obtain 
(M) w _ (M) (i3)+£ (M) (sy(sM* 
+9i(^) - ^ ^ = 0. 
This implies 
+  f + x q 2 ) x ' d s +£ 
+ (.)*.*,-,,(*). (2.21) 
where 
* > = P ^ )  < * )  +  * ( « . )  
The last integral in (2.21) can be written as follows 
A (7 + 1)^ ^ - Ib + lW ^ ^ " l(7 + l)zV 
- f„ - (#g) » - i w* 
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where 
' - ( 2 S S > -
Substituting (2.22) in (2.21), we get 
(^fî2ZZ) (() + jf' (ft + + j* 
*3 -
A  ( i  + \  ( ?  +  i ) z ^  y  A ,  \  ( i  + 1 ) ^  y  
— fcl + ^ 2 — Ql(t) 
Dividing the last equation by 6(f), 
(fif^ZÏ) (,) + j-'(<) jf (ft + 
+6™1C) £ 'gff'* = ir'(<) " »-'(«)%(() (2.23) 
where = ^ + &2. Now integrating (2.23) from f3 to (, we obtain 
(^r) (<) + |?T| I aJ^Lis +1 (f + *)7*^ 
+/>™1(5)I(6o'-y")2SiF"s 
= k / 6"^(a)(k— / 6"^(6)gi(g)&s + M (2.24) 
^<3 JtS 
18 
where 
Suppose x'(t) > 0 for t € [ts, oo), then by using , (z),(n) and (2.20) in (2.24), we obtain 
< 0. (2.25) 
a(f) 
From (2.25), we get x'(t) < 0 because a(t) > 0 and x ( t )  > 0 for sufficiently large t .  This 
contradicts our assumption. So there exists a t4 > £3 such that x'(t±) = 0. Now we shall 
conclude this theorem by showing that 
z(<i) = ^ ((4) = 0 
which contradicts x ( t )  >  0 for t > t\. Multiplying equation (2.3) by x and integrating 
from ti to t, it follows 
f  (h((ax')y)')'xds + f  (q\x)'xds + f  (q2x')xds = 0, 
J t\ J ti J ti  
or, 
or, 
(6((az'yYyz)(t) - (6((az')^yz)(ti) - f b((oa;'yyz'jg + (gi%^)(f) 
-(giaf)((i) _ / = 0, 
Ai ^ 
(6((az/)7)/z)(<) — (6((ax')7)'x)(ti) — [ {^ba?(x'Yx" + 7bay~1a'(x')1+1)ds 
+(çix2)(t) — (qix2)(ti) — ^ ds + 2 ft <&(x2yds = 0. (2.26) i t  1 ^ ^ Jti 
Since x(ti) = 0 then (2.26) becomes 
r-t 
(5((az/)7)'z)(t) — f (jbay ( x ')'yx" + "fba1 1a'(x')">+1) ds + (qix2)(t) 
At 
1 f* 
+  2 ^  ( 9 2 -  9 i ) ( r ^ ) ' « k  =  0 ,  
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or 
(' 
(7 + 1) (bya
7  l a\x) ' i x +  bja^x ' y  l x"x)  ( t )  — - — —  f  jba^ ((x')"1"1"1)'<fs 
J t  1  
^ 7^ 4- (gi%^)(<) 4- ^ ^  = 0, (2.27) 
' h  *  J t i  
Integrate (2.27) by parts and use again x( t i )  = 0, then we obtain 
{hr)a y ~ 1 a'{x'yx 4- bya 1  {x' ) 1 ' 1  x"x)  ( t )  
(~l 'b(P(x'y + l  — jba' y (x ' ) ' y + 1 ( t i ) )  
7 + 1 
/ (760^)%%')^^ jg — / 76o^o'(z')'^d3 4- (gi^)(() 
A, y*. 7 + 1 
or 
1 1 ft 
+ 2 (((% " 9i)^)(() — ((% — 9i)z^)(<%)) — - y (% — gi/af ds = 0 
(bya r ~ l a\x' ) ' r x +  WA) (t)  -  t^Çl { t )  + 2^p ( i l )  
• t T Ï /  1 < > y  '  ~  ^  ( * V * ' < b  +  j ( ( ? J  +  « i ) * J X 0  
1 /"* 
y (% - çi)'T^ja = 0. (2.28) 
Define 
F(r(<)) = ^ /y + i 7^ ^ o'(z')^z — 7W(z')T — ^(92 4- Qi)^. (2.29) 
Using (2.29) in (2.28), we have 
F(z(f)) = F(z(ti)) 4- ^ 70^"^ (06' - o'6)(z'^+y^ - (% - gi)'z^^5, (2.30) 
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where 
F(x(h)) = >^(x'r+1)(t,) > 0. ' (2.31) 
7 + 1 
Using (»), ( H i )  and (2.31) in (2.30) we prove that F(x(t)) is a strictly increasing function, 
which vanishes whenever x has a double zero, i.e, x = x' = 0. Since x(t4) > 0 and 
x'(t4) = 0 then, we have 
F(x(t4)) = —-(çi + 92)2^(^4) > 0. 
Since (çi + ç2) > 0, this is a contradiction. Therefore the proof is complete. • 
2.3 Oscillatory Behavior of Third Order Differential 
Equations with Discrete Delay 
Assume that x f ( x )  >  0, x  ^ 0, g,(t) > 0 is not identically zero in any half line of the 
form (r, 00) for some T > 0, * = 1,2,...,m and ^ € C^([(o, oo),R), <7*(^) < <%((<) > 0, 
i=l,2, ... ,m, b'(t) > 0, and 
/ W) = <x>' / W) = °°' (2'32) 
Theorem 2.3.1. Let f(x) = x and h(t) = 0. Suppose that there exist a differentiate 
/unction p € C([*o, 00), R), p(t) > 0 aucA (Aot 
dt = 00, (2.33) 
where q(t) — min{qi(t),q2{t),..., qm(t)}, for every T > 0, and that 
L \L ^ )du (f &4I P-{r)dr > h (2M) 
where a(t) = max{ai(t), a2(t),am(t)}. Then the equation (2.4) is oscillatory. 
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Proof. Let x(t) be a non-oscillatory solution of (2.4). Assume x ( t )  is eventually positive. 
Since <7,(Z) —¥ oo as t -> oo for i = 1,2,.... m, there exists a t\ > to such that x(t) > 0 
and x(<7i(t)) > 0 for t > ti. From (2.4), we have 
m 
(6(<)(o(()z'(f))Y = - ^ 2 %(<)z(<7i(f)). (2.35) 
Since qi( t )  is not negative and x(cr,(<)) > 0 is positive for t  > <i, the right-hand side 
becomes non-positive. Therefore, we have 
(6(f)(o(f)z'(f))')' < 0 
for t > ti. Thus, z(t), x'(i), (a(i)x'(i))' are monotone and eventually one-signed. Now 
we want to show that there is a > ii such that for t > t2 
(o(f)z'(<))' > 0. (2.36) 
Suppose this is not true, then (a(t)x'(t))' < 0. Since <&(£), i = 1,2,..., m are not 
identically zero and b(t) > 0, it is clear that there is t3 > t2 such that 6(t3)(o(t3)a:'(t3))/ < 
0. Then, for t > t3 we have 
6(f)(a(f)a'(f)y < 6((3)(a(^)^(<3)y < 0. (2.37) 
Dividing (2.37) by b ( t )  and then integrating between t 3  and t ,  we obtain 
a{t)x'{t) — a(t3)x'(t3) < b{tz}(a(t3)x{tz)'y f ds. (2.38) 
Jt3 
Letting f -4 oo in (2.38), and because of (2.32) we see that a ( t ) x ' ( t )  —oo as t  —» oo. 
Thus there is a t4 > t3 such that a(<4)x'(t4) < 0. Using (a(t)x'(t)Y < 0, we have 
o(f)z'(<) < o((4)z'(<4) /or f > (4. (2.39) 
If we divide (2.39) by a(t) and integrate from t4 to t with t —> 00, the right-hand side 
becomes negative. Thus, we have x(i) -> —00. But this is a contradiction x(t) being 
eventually positive and therefore it proves that (2.36) holds. Now we consider two cases. 
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Suppose x'(t) is eventually positive, say x'(t) > 0 for t > t2. Define the function z(t) 
by 
It is obvious that z(t) > 0 for t > t2 and z'(t) is 
Then 
z ' ( t )  <  - q ( t ) p ( t )  + ^ j z ( t )  -  (2.40) 
where q(t) = min{q1(t), q2{t), ...,qm(t)}. On the other hand, using 
(b(t)(a(t)x'(t))')' < 0, b'(t) > 0 and (2.36), we can find that 
(<%(()/(<))" < 0. (2.41) 
Using (2.41) and the equality 
o(f)z'(t) = o(T)z'(r) + y (o(a)z'(a)y(k, (2.42) 
we have 
o(<)z'(<) > (t- T)(o(t)z'(<)y (2.43) 
for T > t2. Since (a(t)x'(t))' is non-increasing, we obtain 
a(ai(t))z'(<r((f)) > (^(<) - r)(o(()z'(())' /or * = 1,2,..., m. (2.44) 
Multiplying both sides of (2.44) by 
*M*)) 
and taking the summation from 1 to m, we have 
J2 <r.'(<)z'(<7i(t)) s V (2-45) 
i=1 
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Then, using (2.45) in (2.40), it follows that 
z'M < -?(()?(() + -^-^(0 
and completing the square will leads to 
TZt^o'At)j 
6(()p(<) 
< -mm + _ K' (2.46) 
e ™ ,  w) 
Integrating (2.46) between T and t and letting t —> oo, we see that lim z(t) — —oo. 
t-*cc> 
This contradicts z(t) being eventually positive. 
If x'ii) is eventually negative, we integrate (2.4) from t to oo and since 
6(Z)(a(t)z'(t))' > 0, 
we have 
/
OO m 
%(r)z((7,(r))dr < 0. 
:=1 
(2.47) 
Now integrating (2.47) from t to oc after dividing by b(t) and using a(t)x'(t) < 0, will 
lead to 
a (<)z ^ ^ 6^)^") E »(r)r(<r,(r)) jr < 0. (2.48) 
Dividing (2.48) by a(t) and integrating again from t to oo gives 
I [I ^)iu(i W)iv)}pi{r)x{"i(r))dr~x{i)' (2'49) 
Replacing t by cr(t) in (2.49), where a(t) = max{<7i(<), <72(Z), •••, crm(f)}, will give 
/<«, [/,„ ^ T)da (I § 5i(r)z(,T'(r))* 5 X(<T(<))- (2'50) 
Using the fact that <r,(<) < t and x(t) is decreasing in (2.50), we obtain 
This is a contradiction to (2.34). Therefore, the proof is complete • 
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Example 2.3.1. Consider the following functional differential equation 
2 
(e~*z')" + y^(2% — l)e"*z(( — (% + 1)%") = 0. 
JVoto o(f) = e % 6(() = 1, %(<) = e \ %(() = 3e * <?i(f) = ( — 2%, crg(() = < — 3%, 
p(<) = e*. 
We see that the conditions of Theorem 2.3.1 are satisfied. It is easy to verify that 
x(t) = cost is a solution of this problem. 
Theorem 2.3.2. Zef /'(z) > A /or gome A > 0, oncf &(() = 0. ^ifppoge (Aere 
a differentiate function p E C([to, oo),R), p(t) > 0 such that 
A = oo, (2.51) 
l(cr,(i)) 
where q(t) = min{qi(t), %(t),.. . ,  çm(t)}, for every T >0, and that 
IL ^Ddu (16^41 J?i(r)rfr=°°' (2-52) 
where a(t) = max{ai(t), a2(t),. . .  ,  <jm(t)}. Then the equation (2.4) is oscillatory. 
Proof. The beginning part of the proof is similar to the proof of Theorem 2.3.1 until we 
reach at two possible cases. Suppose x'(t) is eventually positive. Then, we can define 
It is obvious that z(t) > 0 for t > t2  and z'(t) is 
+W)z{t) E !,/(»(*«)) ()-
Then, 
s -«m * f* - B-SEF"*» «•> 
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where q(t) = min{qi(t),q2(t)J  . . . ,qm(t)}. On the other hand, since 
(b(t)(a(t)x'(i))'y < 0, (2.36) holds and b'(t) > 0, we can obtain 
(«(<)/(())" < 0. (2.54) 
Using (2.54) and the equality 
o(<)z'(f) = c(T)z'(T) + y (a(s)z'(s))'(2.55) 
will lead to 
a(t)x'(t) >{t — T)(a(t)x'(t))' .  (2.56) 
Now using the non-increasing nature of (a(t)x'(t))' ,  we obtain 
o(<ri(f))z'(crj(f)) > (cr^(f) - r)(o(()z'(f))' /or % = 1,2,..., m. (2.57) 
Multiplying both sides of (2.57) by 
*(<%(*)) 
and taking the summation from 1 to m, we have 
E ^ ^|^pa((f)(o(t)/(())'. (2.58) 
Then, using (2.58) in (2.53), it follows that 
vm ifîiîhHvff) 
and then completing the square leads to 
*(t)< imt) +AEL • (2 '59)  
Integrating (2.59) between T to t and letting t -* oo, we see that lim z(t) = —oo. This 
t-+oo 
contradicts z(t) being eventually positive. 
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If x ' ( t )  is eventually negative and proceeding as in the proof of Theorem 2.3.1 we 
will end up with 
£ IL iïïiu H. ÏS)*)] ÊeM/W'*)))* 5 -Mi)), 
where a ( t )  —  max{<7i(t), c r i ( t ) , ..., crri(<)}. Thus we have 
/ [ / ^ »(r)/(z((Ti(r)))jr < z(o-(()). (2.60) 
Using the fact that <%(() < t ,  f ( x )  is increasing and x ( t )  is decreasing in (2.60), we 
obtain 
L [£.) id*1 (l *0*)] Sq<(r)dr - tSST 
Since x ( t )  is decreasing and positive, it is approaching a finite non-negative number as 
t -* oo. In view of (2.52) and the last equation, it is not possible that lim x(t) > 0. 
t-¥ oo 
Suppose lim x ( t )  =  0, then 
t—><X> 
1 
lim ^ 
t-.ec /(3(f(t))) ^ f (z((T(f))) f(0) " A 
1 <1 
• This is a contradiction to (2.52) . Therefore, the proof is complete. 
Theorem 2.3.3. Suppose that f '(x) > A for some A > 0 and 
[£„ ^  (L W] Sq>(r)ir=°°- (2-6i) 
In addition, suppose that there exists a continuously differentiable function p G C([to, oo), R), 
p(t) > 0 and an oscillatory function such that 
6(#'(f))= / Yi)m 
for some d G (0,1) and for every T > 0, and 
ok = oo (2.62) 
( b ( t ) ( a ( t ) i j}'(t) ) ' y  = h ( t ) ,  lim ^ ( t )  = 0, i  — 0,1,2. 
t—^CO 
Then the equation (2.4) is almost oscillatory. 
(2.63) 
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Proof. Let x(t) be a non-oscillatory solution of (2.4). Without loss of generality we may 
assume that x(t) is eventually positive. Consider 
y(f) = z(f) - %A(<). (2.64) 
Then y(t) is eventually positive, otherwise, x(t) < ip(t) and it is a contradiction with 
oscillatory behavior of We know that, 
(6(<)(o(()/(f)yy < 0. (2.65) 
Proceeding as in the proof of Theorem 2.3.1, there is a ti > 0 such that for t >ti 
(o(<)i/'(<))' > 0 ond (o(f)y%<))" < 0. 
Consider again two cases. Suppose that y'(t) is eventually positive, then y(t) is increasing 
and eventually positive. On the other hand, since ip(t) —> 0 as t —¥ oo and y(t) = 
x(t) — ^(t), there exists a t2 > ti such that 
x((Ti(t)) > dy(ai(t)) for t > t2  and d € (0,1), z = 1,2,..., m. 
Since f is an increasing function, we obtain 
/(z(<7,(f))) > /(<&/(<%(())) /or < > (2, i = 1,2,..., m. 
Define z(t) by 
""•iBSii"''' 
then z(t) > 0 for t > t2  and z'(t) is 
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Then, using f '{x) > A > 0, we obtain 
where q(t) = min{qi(t), q2(t), We can now show that 
^ ^ (2.67) 
i=l :=1 \ 
as in proof of Theorem 2.3.1. Using (2.66) and (2.67), we have 
m\ Vm M*lrïlfT>(f\ 
m < -mm+p^m - a • At). 
Completing the square in the above equation leads to 
*  (<)  <  -mm+(2.68)  
Integrating (2.68) from T to t and letting t -4- oo, we see that lim z(t) = —oo. This 
t-¥00 
contradicts z(t) being eventually positive. 
Now suppose y'(t) is eventually negative. Since y is eventually positive and decreas­
ing, lim y(t) — c, where c is a nonnegative number. Therefore, lim $(£) = c. Integrating 
t-400 t—¥OQ 
(2.4) three times as we did in the proof of Theorem 2.3.1, we will end up with 
11 [/<„ Ik'" i f . t«(rW*(<r)))dr < y(t), 
where a(t) = max{(t), ai(t),. . . ,  crn(t)}. Thus we have 
L iL ^ )iu (/, i «(r)/(z(ffi(r)))'<r 5 vm- (2-69) 
Hence, we conclude that liminf x(t) = 0. But x(t) is monotone, so we have 
t—t-oo 
lim x(t) = 0. Thus c = 0 and by (2.63) and (2.64) lim z^(Z) = 0, i = 0,1,2, which 
t~+oo t—»• oo 
means that x(t) is almost oscillatory. This completes the proof. • 
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2.4 Oscillatory Behavior of Third Order Differential 
Equations with Continuous Deviating Arguments 
Suppose that the following conditions hold unless stated otherwise: 
dt (a) o(Z) > 0, 6(f) > 0, 6'(f) > 0, ^ = oo, /°° A = oo 
(b) 9((, 0 € C([<o, oo) x [c, d], R), g(f, () > 0, 
(c) > e > 0, for z ^ 0, c o comafonf, 
(d) a(f, ^ ) E C([(o, oo) x [c, d],R), <r(f,f) < f, ^ € [c,d], <r((,^) is nondecreasing with 
respect to t and f and 
lim min <r(L£) = oo. 
Theorem 2.4.1. 7/ 
r
f>oo pdL 
h 
ond 
POo pd 
y y g(a,^)d((Z8 = oo (2.70) 
e L \L ^ )iu (T f.?(r-mdr > u (2-7i) 
where g(t) — a(t, d). Then the equation (2.5) is oscillatory. 
Proof. Suppose that x(t) is a non-oscillatory solution of (2.5). Without loss of generality 
we may assume that x(t) is eventually positive. (If x(t) is eventually negative solution, 
it can be proved by the same arguments). From (2.5), we have 
(6(f)(o(f)z'(Z))')' = - / ()/(z(<r((, f))Kf- (2.72) 
Proceeding as in the proof of Theorem 2.3.1, we have 
(6(f)(c(f)z'(f))')' < 0, 
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(a(t)x'(t))1  > 0 and (a(t)x'(t))" < 0 
for large enough t.  Thus, z(#), x'(t) and (a(t)x'(t))'  are monotone and eventually one-
signed. From condition (c), 
/(z(<r((,^))) > > 0. 
Therefore, 
0 > (6(<)(o(<)z'(())Y + ey ^)z(o-(<, ^ ))d^. (2.73) 
Now consider again two following cases. 
Suppose that x'(t) is eventually positive, say x'(t) > 0 for t > t2- Now we can choose 
a constant k > 0 such that x(k) > 0. By (d), there exist a sufficiently large T such that 
<r(t, £) > k for t > T, £ € [c, d]. Therefore, 
%(<?(*,()) > z(k). 
Thus, 
(6(t)(o(<)z'(<))y + ez(&) / g(t, f)df < 0. (2.74) 
Integrating this last equation from to t.  we get 
6(<)(o(<)z'(()y < 6(<i)(a(<i)z'(<i))' - (Z(t)^ ^ g(a,f)dfda. (2.75) 
Taking the limit of both sides as t -» oo and using (2.70), the last inequality above leads 
to a contradiction to (a(t)x'(t))' > 0. 
Now suppose x'(t) is eventually negative. Proceeding as in the proof of Theorem 2.3.1 
and integrating equation (2.5) three times, we get 
I [I ^u)d"{l 6^°)]/ iMfWvMMdr < x(t) (2.76) 
31 
Using (c) in (2.76), we obtain 
/ [/ ^T)du il W)iv)]£ I ?(r' i)x("(r'SMir - x(t)- {2J7) 
Replace t by g(t) in (2.77), where g(t) = a(t, d), then we have 
'L IL ^ )dU U. ife*)] I (2.78) 
Since x(t) is decreasing and positive, 
eL \L^du (f,mdv) 1 -L 
This is a contradiction to (2.71). Therefore, the proof is complete. • 
pl/2n n -1/5 1 
V 2/7tt S S 
Example 2.4.1. Consider the following functional differential equation 
"i/2* 2e~1^ z  
' * 
go (W o(() = 1, 6(f) = 1, /(z) = z, g((,^) = cr(f,() = ( -
We can see that the conditions of Theorem 2-4-1 are satisfied. It is easy to verify 
that x(t) = e -* sin t is a solution of this problem. 
Theorem 2.4.2. Suppose (2.71) holds. In addition to that suppose there exist p £ 
C([#o, oo),R), p(t) > 0 such that 
= oo, (2.79) 
where T(t) = e q(t,Ç)dÇ. Then the equation (2.5) is oscillatory. 
Proof. Suppose that x(t) is non-oscillatory solution of (2.5). We can assume that x(t) is 
eventually positive. The case of x(t) is eventually negative can be proved by the same 
arguments. Proceeding as in the proof of Theorem 2.3.1, we have 
(6(f)(a(f)z'(f))')' < 0, 
32 
(a(t)x'(t))'  > 0 and (a(t)x'(t))" < 0. 
Thus, x(t), x'(t) and (a(t)x'(t))'  are monotone and eventually one-signed. From 
condition (c), 
/(z(<r(f, ())) > ^)) > 0. 
))')' + c y ç(f, 0)^ ^  0. (2.80) 
If x'(t) is eventually positive, then we can define 
•«> -
It follows that z(t) > 0 for t > t2  and z'[t) is 
(6(f)(o(t)z'(<))')' y(<) z'(cr((,c))</((,c) 
z
'
(t) 
= x(*(t,c)) p(t)+mz{i) —.(4=»' 4t)- (2-81) 
From proof of Theorem 2.3.1, we have 
o(t)a;'(t) > (t - T)(a(t)z'(t))'. 
Since (a(t)x(t))' is non-increasing, we have 
o(cr((,c))z'(<7(f,c)) > (<r(<,c) - T)(a(f )%'(*))', 
then 
Plug (2.82) in (2.81), then we obtain 
(a(f,c)-T)y(f,c) 
z W , c ) )  ^ + ^ ) ^ " X ^ X ^ , c ) ) ) " ^  
Completing the square leads to 
(-) 
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Integrating (2.83) from T to t and letting t —» oo, we see that lim z(t) = —oo. This 
t-*oo 
contradicts z(t) being eventually positive. 
If x'(t) is eventually negative, the proof is exactly the same as in the second part of 
the proof of the previous Theorem. • 
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CHAPTER 3. OSCILLATORY BEHAVIOR OP 7V-TH 
ORDER NONLINEAR NEUTRAL DIFFERENTIAL 
EQUATIONS 
3.1 Introduction 
Recently, the following type of results have been published for the oscillation theory 
of second and n-th order neutral functional differential equations. For example, M. K. 
Grammatikopoulos, G. Ladas and A. Meimaridou [35] studied the following equation 
(z(f ) + — r))" + - <r) = 0. 
These results are extended to a more general equation 
(<%(f)(z(f) + - r))')' + - o-)) = 0, 
by S. R. Grace and B. S. Lalli [28]. Later, A. S. Tantawy and R. S. Dahiya [64] proved 
that these results remain true if the second order derivative is replaced by any even order 
derivative. Since then, A. Zafer [68] studied the oscillatory behavior of solutions of the 
n-th order neutral functional differential equation of the form 
+ P(i)z(r(t))]^] + <fg(Z)/(z(<7(Z))) = 0. 
Lately, P. Wang and Y. Yu [66] studied the following second order equation with con­
tinuous deviating arguments 
n 
s(%Mf))]']' + 
1 
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In this chapter, we extend this and other results to n-th order nonlinear neutral equations 
with continuous deviating arguments 
[o(f)[z(() + p(f)z(T(Z))]("-i)] g(t,f)/M<r(f,f)))df = 0 (3.1) 
where S = =pl, t > 0, and establish some new oscillatory criteria. Suppose that the 
following conditions hold. 
(a) a G oo), R), / € C(R, R), o(() > 0 and j"°° ^ = oo; 
(b) p(() € C([to,oo),R),0 <p(() < 1; 
(c) r(f) G C(^o, oo),R), r(t) < (, and r(f) -4 oo as f ^ oo; 
(d) g(<, 0 € C([fo,oo) x [c,d],R) and g(f,() > 0; 
(e) f(x) G C(R, R) and xf(x) > 0 for x ^ 0; 
(f) e(f,f) € CX[(o,oo) x [c, j],R), ^  G [c,d], and 
lim min ait, f) = oo. 
A solution z(<) G C([t0, oo), R) of (3.1) is called oscillatory if z(f) has arbitrarily 
large zeros in [to, oo), t0 > 0. Otherwise x(t) is called nonoscillatory. 
The following Lemma will be used in the proof of theorems. 
Lemma 3.1.1. (Q. Chuanxi an G. Ladas [48]) Zef z,z,p;[fo, oo) -4 R and c G R 
be such that 
z(() = z(() + p(^)a;(( - c), < > = <o -I- moz{fo, c} 
Assume that there exist real numbers p\, p2}  pz, p4 such that pit) is one of the following 
rangea; 
Pi < f(<) < 0; 
0 < p(0 < Pa < 1; 
1 < Ps < p(() < P4-
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.Suppose 
x(t) > 0 for t > t0 ,  liminfx(t) = 0 
t—too 
and that 
lim z(t) = 1-6 
t-J-OO 
exists. Then, L — 0. 
3.2 General Type of Neutral Functional Differential 
Equations with Continuous Delay 
Lemma 3.2.1. Let x(t) be a nonoscillatory solution of (3.1) and let z(t) = x(t) + 
p(t)x(T(t)). Then, the following holds. 
(i) There exists a T > 0 such that for 5 = 1 
> 0 /or < >T, 
and for S = — 1 either 
z(t)z|n-1)(t) < 0 for t>T or lim z(n_2)(f) = oo. 
t—too 
(ii) If a'{t) > 0. there exists an integer I, I E {0,1,... , n} with (—1 )n~ l~ l8 = 1 such 
that 
z^(() > 0 on [T, oo) /or % = 0,1,2,...,/, 
( —> 0 on [T, oo) for i = 1,1 + 1,n 
for some t > T. 
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Proof. Assume x(t) is eventually positive. Then we may assume x(r(t)) and x(cr(t,£)) 
are also eventually positive for all t > ti > to and £ € [c,d\. Since x(t) is eventually 
positive and p(t) is nonnegative, 
z(t) = x(t) + p(t)x(r(t)) > 0 for t  > t\. 
(i) From (3.1), we have 
5[o(f)z^-^(()] = -/ 
Since q(t,Ç) > 0 and f is positive for t > ti, the right-hand side is negative. Thus, we 
have S [o(<)z^n-1^(^)] < 0. When 5=1, a(£)z'n-1'(£) is a decreasing function for t > t\. 
Hence we can have either 
a(t)z^n~ l\t) > 0 for t  > ti, (3.2) 
or 
o(<)z(""^(<) < 0 /or f > (2 > (3.3) 
We claim that for 5 = 1, (3.2) is true. Suppose it is not, then we have 
a(t)z<~n~1\t) < 0 for t  >t2> t\. 
Since a(t)z^n~ l\t) is decreasing, 
o(f)z^"^(<) < o(<2)z^"^(<2) < 0 /or f > (2. (3.4) 
Divide both sides of (3.4) by a(t) and integrate from t2  to t,  then we have 
z(n 2>(t) — z^U 2\t2) < a(t2)z^n  X\t2) f ——r < 0 f OT t  > t2 .  
Vf, 
Using condition (a), we get z^n~2\t) — z^n~2\t2) —> — oo as t —> oo. That implies 
z(t) —> —oo but this is a contradiction to z(t) > 0. Therefore, for 5 — l 
a(t)z^n~ l\t) > 0 for t  > ti. 
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Since z(t) > 0 and a(t) > 0, replace z(t) for a(t) then we have 
> o. 
For 8 = — 1, is increasing. Hence, either 
a(t)z^n~^(t) < 0 for t  > ti, (3.5) 
or 
o(f)z(" ^(f) > 0 /or ( > (g > ti. (3.6) 
If (3.5) is true, then replace z(t) for a(t) then we have 
z(f)z("-^(() < 0. 
If (3.6) holds, and since a(t)z^n~ l\t) is increasing, 
o(()z(""^)(() > o((2)z("~^(f2) > 0 /or < > ^2- (3.7) 
Divide both sides of (3.7) by a(t) and integrate from t2  to t,  then we have 
z("-2)(<) _ z("-2)(,,) > G(<2)z("-')((2) / -$T>0 /or (><2. 
Vf; 
Using condition (a), it is not difficult to see z(n-2)(t) —> oo as i —>• oo. Hence, for 8  — —1,  
either 
z(f)z("-^(() < 0 
or 
lim z (n~2](t) — oo. (-+00 ^ 
(ii) From (3.1), 
5 [o'(f)z("-^(f) + o(t)z(")(f)] = - / 9 0 / (f, ^ ))) 
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then we have 
^ a(t) 1 a(<) ' 
Suppose that lim z^n~2\t) ^ oo when S = —1. Using (i) and (3.8) , we obtain 
t-*oo 
Jz(")(<) < 0. (3.9) 
Since z(t) > 0 and using (3.9), we can apply Kiguradze's lemma [41]. Thus, there exist 
an integer I, l G {0,1,... ,ra} with (—l)n_i-15 = 1 such that 
z^\t) > 0 on [T, oo) for i = 0,1,2,...,/, 
(-1)'-V')(<) > 0 on [T,oo) /or i = (,Z + l,...,n (3.10) 
for some t > T 
If lim z^n~2\t) = oo and S = — 1, z(n_1)(f) is eventually positive. Also, from (3.9) 
z(n\t) is eventually positive. But, this is the case I = n in (3.10). Thus, the proof is 
complete. • 
Theorem 3.2.1. Suppose that f is increasing and for all constant k > 0 
/oo fd 
y 9(d, 6)/((l - p(f(d, ^ )))t)(^<k = oo. (3.11) 
(i) If 5 = 1, then every solution x(t) of (3.1) is oscillatory when n is even, and every 
solution x(t) of (3.1) is either oscillatory or satisfies 
lim inf |x(t)| = 0 
t-* oo 
when n is odd. 
(ti) If S — —1, then every solution x(t) of (3.1) is either oscillatory or else 
lim lx(Z)l = oo or liminf lx(t)| = 0 
t->oo x i-s-oo 
when n is even, and every solution x(t) of (3.1) is either oscillatory or else 
lim \x(t)\ = oo 
t-+ oo 
when n is odd. 
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Proof. Let x(t) be a nonoscillatory solution of (3.1). We may assume that x(t) is even­
tually positive. Let z(t) be a function defined by 
z(() = z(() + p(f)z(r(f)). 
By the Lemma 3.2.1, for 5 = 1 
z(<)z^-^(<) >0, /or f >T, 
and for 5 = — 1 either 
z(t)z^n~ l\t) < 0 for t  >T or lim z^n~2\t) = oo. 
t—±oo 
Suppose that Jim z^n~2^(t) ^ oo when S = —1. By Kiguradze's lemma [41], there exist 
a T > ti and an integer I 6 {0,1,... ,  n — 1} with (—l)n- i_15 = 1, such that for t >T 
z%) > 0 i = 0,1, 2 , . . . , /  
(-l)'-^(%) > 0 i = Z,f + l,.(3.12) 
Let n be even and 5 = 1, or n be odd and S — —1. Since (—l)n~ l~1S = (—l)-'-1 = 1, / 
is odd. Thus, by (3.12), z(t) is increasing. Since x(t) < z(t), we have 
z(f) = z(f) + p(f)%(T(<)) < z(f) + p(<)^(r(()), 
and since r(t) < t and z(t) is increasing, 
Z(f) < Z(t) +p(^(T"W) < Z(() +p(()z((). 
Thus, we have 
( l -p ( f ) )z ( f )<z ( f ) .  (3 .13)  
On the other hand we have z(t) > 0, z(t) is increasing and lim min ait, £) = oo. These 
imply that there exist a k > 0 and a > t% such that 
^(^((,^)) > ^ /or f > <3. (3.14) 
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Integrating (3.1) from to t then we have 
<fo(()z("-%) - + / / 9(a,^)/M^(a,())X^ = o. (3.15) 
V t g / c  
By equation (3.13), (3.14) and increasing nature of /, we have 
/(3(o"(f,f))) > /((I -PW, €)))&) /or ^ > <3- (3.16) 
Plug this into (3.15) then we have 
Jo(t)z("-i)(f)-&%(f3)z("-%3)+/ / ?(a,^)/((l -p((r(8,f)))t)^ck < 0. (3.17) 
J % J c  
Using (3.11) and (3.17), we can conclude that 5a(*)z(n-1^(£) -4- — oo as t —¥ oo. This is 
a contradiction to 
z("-i)(() >0 /or 6 = 1, 
z("-1)(t) < 0 for 5 — —1. 
Thus, this proves that x(t) is oscillatory when 5 = 1 and n is even, x(t) is either 
oscillatory or lim z^n~2\t) = oo when S = — 1 and n is odd. Obviously, if lim z^n~2\t) = 
oo t—too 
oo, then lim x(t) = oo. 
<-+00 
Let n be odd and S = 1, or n be even and 5 = —1. If the integer / > 0, then we can 
find the same conclusion as above. Let / = 0. Since 
/
oo rd 
y  9 ( 4 , =  0 0  
and 
Jim 5a(<)z'n~^(£) = L > 0, 
using these two in (3.15) then it is easy to see that 
lim inf f(x(t)) = 0 or lim inf x(t) = 0. (-+OO ^ " Woo ' 
This completes the proof. • 
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Example 3.2.1. Consider (Ae /of/owing /uncfiona/ di^erenfia/ egua<ion 
[î[z(,)+2th^x( i  - t )]" ]'  ~L 2(7T^)x(i+f~3,r)<i|=0' t>L ïr-
Now 8 = —1, n = 3, a(t) = y, p(i) = 2t-3ir > rW ~ * ~ T> 0 = 2(«+g-3%) » /(^) ~ 
= < + ^ - 3?r, [c, j] = [7T,27r]. 
We can see that the conditions of Theorem 3.2.1 are satisfied. Then all solutions of 
this problem are either oscillatory or tend to infinity as t  goes to infinity. It is easy to 
verify that x(t) = tcost is a solution of this problem. 
Theorem 3.2.2. .Lef / 6e increasing and a(<) = 1. Suppose fAa( 
/
oo />ii 
y s""^(s,^)/((l -p(<r(s,^)))&)(^ck = oo (3.18) 
for every constant k > 0. Then, every bounded solution x(t) of (3.1) is oscillatory when 
(-1)"J = 1. 
Proof. Let x(t) be a nonoscillatory solution of (3.1). We may assume that x(t) > 0 
eventually. Then there exists a ti > to such that x(t), x(r(t)) and x(cr(t)) are positive 
for t > ti. Let z{t) — x(t) + p(t)x{r{t)), then from (3.1), 8z^n\t) < 0 for t > tx. Hence 
for 8 = 1. z^n~l\t) is decreasing and for 8 = —1, z^n~^(t) is increasing. 
Since z^(t) < 0 for 8 — 1, by Kiguradze's lemma [41] there exists an integer I, 
0 < I < n — 1 with n — I is odd and for t > ti such that 
z#(i) > 0, t = 0, 
(_l)"-A-iz(A)(t) > o, k = Z,f + l,...,n-l. 
For 8  =  —1, z ^ ( t )  > 0, by Kiguradze's lemma [41] either 
z^k\t) > 0, k = 0,1,n — 1 
or there exists an integer /, 0</<n — 2 with n — l is even and for t >tx  such that 
z^k\t) > 0, fc = 0,1, 
(-1)"-V%(() > 0, t = Z,Z + l,...,n-l. 
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Since z(t) is bounded, I can not be 2 for both cases. Then, for ( —1)"5 = 1, we have 
(-1)*-V&)(f) > 0, t = l,2,...,n-l. (3.19) 
This shows that 
lim z^k\t) = 0 for k = 1,2,..., n — 1. (3.20) 
t—¥oo 
Using (3.20) and integrating (3.1) n-times from t to oo to find 
(-l)-i(z(oc) - z(t)} = j \s - ()"-',(*,{)/(*(<?(*, (3.21) 
where z(oc) = lim z(t). On the other hand, from (3.19) z(t) is increasing for large t and 
i—ÏOQ 
z(t) is positive, so we have 
/M<r(W))>/((l-p((r(f,f)))&) /or < > *i k > 0 (3.22) 
as in the proof of Theorem 3.2.1. Thus, from (3.21) and (3.22), we have 
1 yoo pd 
z ( o o ) - z ( t i ) > ^ — y  ( s  - f ) " - ^ ( a , ^ ) / ( ( l  - p ( o r ( 6 , ^ ) ) ) & ) ^ j a .  
By (3.18) the right-hand side of above inequality is oo, therefore z(oo) = oo and this con­
tradicts to boundedness of z(t). Thus, every bounded solution x(t) of (3.1) is oscillatory 
when (—!)"# =1. • 
Example 3.2.2. Consider the following functional differential equation 
k(*) + -%(* —g")]"' - / f = 0 
2 
go fW 6 = -1, m = 3, o(() = 1, p(t) = r(t) = < - g((,0 = /(z) = z, 
&(t,Q = t + £ — [c,d\ =  [ f ,  y-}. 
We can see that the conditions of Theorem 3.2.2 are satisfied. Then all bounded 
solutions of this problem are oscillatory. It is easy to verify that x{t) — sint is a solution 
of this problem. 
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Theorem 3.2.3. Suppose f&of (Aere ez:f p%,p < 0 and T > 0 aucA (Aof —oo < pi < 
p(t) < p < — 1, r(t) — t  — T.  Let a{t) be nondecreasing and 
7%en, 
(i) every bounded solution x(t) of (3.1) is oscillatory when (—l)n$ = 1, 
(it) every bounded solution x(t) of (3.1 ) is either oscillatory or else 
lim x(t) — 0 (-too 
wAen (—1)"<^ = —1. 
Proof. Let x(t) be a nonoscillatory solution of (3.1). Without loss of generality we may 
suppose that x(t) is eventually positive. The case x(t) is eventually negative treated 
similarly. Let 
z(f) = z(<) + — r). 
We claim that z(t) is eventually negative. Assume that it is eventually positive. Then, 
z(t) > 0 for t > to. Therefore, 
x(t) > —p(t)x(t -  r) > -px(t — r), 
by iteration 
z ( f )  >  ( — —  t r ) ,  
or 
+ &r) > (-p)*z((), 
for every positive integer k. Thus, from last inequality we can conclude that x(£) oo 
as k —> oo and this contradicts x(t) being bounded. By imitating the method of proof 
of Lemma 3.2.1, we have either 
> 0, 
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eventually or 
lim ^(f) = oo. 
t-¥ oo 
But lim z'n 2Ht) — oo implies that lim z(<) = oo and this is a contradiction x(t) being i—!• oo (-too 
bounded. Thus, 
> 0 (3.24) 
eventually, and also 
<fzM(Z) < 0 
eventually. Since z(t) is bounded, by Kiguradze's lemma [41] there exist an integer 
l G {0,1} with (—1)"-1<5 = 1 such that 
I 0 when I — 0, 
z^\t) < 0 on [T, oo), i — < 
I 0,1 when I = 1 
(3.25) 
( — l)1-zz^(t) <  0  on [T, oo), i = I, I + 1,... ,  n — 1 
for some T > to- Since a(t) is nondecreasing, 
1 < 4t (3.26) 
a(s) a(t) 
for all t0  < t < s. Integrating (3.1) from t to oo, and using (3.24) and (3.26), we get 
+ T f £ 0 (3.27) 
Jt J c a\s) 
By boundedness of z(t) and (3.25) imply that 
Jim z^\t) = 0 for i  = 1,2,..., n. (3.28) 
Integrating (3.27) (n — 2) times from t to oo and using (3.28), we have 
(-i)-'iv(i) + —r f £ 0 (3 29) (n — zj! Jt Jc a(s) 
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Finally, integrate (3.29) from ti to oo, then we obtain 
(—l)"<f[z(fi) — z(oo)] 
^Iji I I »W °" (3'30) (n 
If (—l)n5 = —1, then I = 1. From (3.29) 
-2(y + f T^-*r-'f(^(s,0Mds 
- 1): A. A 
Since z(t) is bounded, lim z(t) exist. By (3.31), liminf x(t) = 0 and by Lemma 3.1.1, 
t—too t—too 
z{t) —> 0 as t —¥ oo. This is a contradiction z(t) being negative and decreasing. Thus, 
x(t) is oscillatory. 
Suppose (—l)n5 = 1. Then 1 = 0. Therefore, by (3.25) z(t) is eventually increasing. 
Thus, from (3.30), 
1 r  fd  ()(> -  «)"" 7M<Ks, 0))d(ds „ 
(^TjlJ,, I 44 (3'32) 
By (3.23), we conclude from (3.32) that lim inf f(x(t)) = 0 implies lim inf x(t) = 0. Since 
oo t-*oo 
z(t) is bounded and lim z(t) = L. Thus, by Lemma 3.1.1, L = 0. We want to show that 
t—too 
lim x(t) = 0. Since z{t) < 0 and z(t) —> 0 as t —$• oo, given e > 0 there exists a T such 
t—¥ OO 
that 
z(t) > —e 
for t > T. Assume that 
lim sup x(t) = s > 0, (—too 
and let tk be a sequence of points such that lim tk = oo and lim x(tk) — 5. Thus, 
fc—too fc-too 
z(<t) > -e - pz(4 - r) 
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or 
-pz(f&) < e + z(ft + T). (3.33) 
Therefore, from (3.33), 
limsup{-pz(tt) — z(^t + T))} < e 
k—too 
implies 
(—p — l)s < e. 
Since e is arbitrary, it is a contradiction to s > 0. Thus 
lim supx(i) = 0. 
t-t OO 
That shows lim x(t) = 0. • 
(-too ^ ^ 
3.3 Mixed Neutral Equations with Continuous Delay 
Equation (3.1) is called a mixed neutral equation, if it is not a retarded neutral 
equation, i.e. if cr(t, £)<£,£€ [c, d\ is not satisfied. In this section we shall assume that 
( € [c,d]. 
Theorem 3.3,1. Let xf(x) > kx2  for some k > Q, S = I, a(t) is nondecreasing and 
a(t, £) is nondecreasing with respect to t and £. Suppose that 
lim sup r<M) r (3.34) 
t-too y* Vc o(a) K 
Then, every solution x(t) of (3.1) is oscillatory when n is even, and every solution x(t) 
of (3.1) is either oscillatory or satisfies 
lim inf \x(t)\ = 0 
(—too 
when n is odd. 
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Proof. Let x(t) be a nonoscillatory solution of (3.1) and z(t) be a function defined by 
z(f) = z(() + p(<)z(T(()). 
Without loss of generality we may suppose that x(t) is eventually positive, since a parallel 
argument holds if x(t) is eventually negative. Then, by part (») of Lemma 3.2.1, there 
exits a T > 0 and an integer I E {0,1,..., n} with n — I odd such that 
z'^(t) > 0 on [T, oo) for i  = 0,1, 
(—1)'"W')(Z) > 0 on [T, oo) for i = IJ + 1, . . . ,n (3.35) 
; 
for some t > T. Thus, by Taylor's theorem 
() 
~ h iî +i, t^rri)! j=0 
n—l—l 
= £ 
(—i y Z( l +f i  ( T)( T — ty 
9* j=0 J '  
+ r>t>T. (3.36) 
Using (3.35) in (3.36), we obtain 
z(,|(<) > / (»-(3.37) 
Letting T —» oo in (3.37) and using (3.8), we have 
z^(() > 
^ L «M "V, 44 [n 
Then, using (3.35) in (3.38), we get 
(•oo pd 
<fa(3.38) 
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Thus, if I = 0, 
pOO fd 
m > - i- j  r f • 
^ ^ -1)! A A «(4 - ^ 
Now we show that (3.34) implies that 
"00 pd j.n—1 
Suppose (3.41) is not true, then we have 
roo pd j.n—1 
r r'-y<eo .  (3.42, 
y Je «W 
Thus, by (3.34) and (3.42) 
& (-too A A o(s) 
which is a contradiction. Therefore, (3.41) is satisfied. Thus, in view of (3.41), it follows 
from (3.40) that lim inf a: (t) = 0. 
If / = 1, integrating (3.39) from t to a(t, c), we see that 
1 /•"(.,=) z-(s_ i)»-iç(s, , OMds 
»(g(t, c)) > z(g(t, c)) - s(t) > ^ jf 
o(a) 
Suppose 1 < I < n — 1. Since z'z-1)(t) > 0 for t > T, integrating (3.39) from T to t 
and using the inequality 
y  (r -
1 — 1 — 1 
^> ( '- r ) ( r- r ) '  .  T<t<r, 
71 — I 
we have 
^ - ( » - / ) :  A  A  o(a) 
Repeating this procedure, we obtain 
» ,i  (t _ T)-2,(Si i)S(X(c(S ,  {)))<<& 
:(g) 
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Finally, integrating the last inequality above from t to a(t, c), we get 
^ ^ -1)! A A 
Thus, for 1 <  I  <  n  —  1, (3.43) is satisfied. On the other hand, since z ( t )  is increasing 
r(t) < t and x(t) < z(t), we have 
(1 - P(f))z(f) < (3-44) 
Using (3.44) in (3.43) with nondecreasing nature of cr(t, Ç) respect to t and £, we get 
(n -  1)! f '(s - tr-iq(s,0(l-p(<r(s,OMds 
J & J, A 0(5) 
This last inequality leads to a contradiction to (3.34). Since n—l is odd, n ^ /. Therefore, 
the proof is complete. • 
Before we state the next theorem, we introduce the notation: 
Mj = max < lim sup -pr-r, lim sup -7™ > > 0. (3.45) 
t x-*oo /(*£) x-ï—oo / (2?) J 
Theorem 3.3.2. .Lef Af} < 00, = 1, o(<) nonjecreoam^ (y(<, ^) 6e nonjecre&smg 
with respect to t  and £. Suppose that 
limsup r , („ _ 1)!M/. (3.46) 
t->OC Jt Jc a(S) 
Then, every solution x(t) of (3.1) is oscillatory or satisfies 
liminf |x(Z)| = 0. 
t-+ 00 
Proof. Suppose that x(t) is a nonoscillatory solution of (3.1) and let x(t) be an eventually 
positive solution. By imitating the method of proof of the previous theorem, we have 
«),,x > ' r f (>- tr-'-\(s,of(X(a(s, ornés 
( n - l - l ) \ J ,  I  a ( s )  '  '  
for 0 < / < n — 1 and n — I is odd. 
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For 1 = 0, 
Z ( r ) ^(^l j î / T  l  âôô ' (3'48) 
Since (3.46) implies (3.41), from (3.41) and (3.48) we can conclude that liminf x(<) = 0. 
Suppose x(t) is bounded with 1 = 1. Integrating (3.47) from t to oo, we obtain 
z M  _  Z ( T )  > _ i _ r  r  (n - l ) ! / r  0(3)  
By a similar argument as above, we have lim inf x(t) = 0. 
t—too 
Suppose / > 1 or I = 1 with unbounded x(t). By proof of previous theorem, (3.43) 
holds (if / > 1 then x(t) is unbounded). Thus, using (3.43), we have 
z(<r((, c)) > 
/(z((T(a,())) _ f)"-ig(g, ^ )z(<T(a, ^))^(k 
- i ) U  A  « W  '  I  ^  z(<7(3, f))(n 
Since z(f) is increasing and z(o-(g,^)) > (1 — p(<%(3, ^)))z(o"(g,^)), it follows from (3.49) 
that 
(% - 0) ^ Z"' (^ - 0(1 - X^(^, 
SUP £f / / /.\\\ ci II t<s<cr(t,c) /(x (<t (s ,  0)) Jt Jc a(S) 
c<(<d 
Letting t -» 00 in the last inequality above, we have a contradiction to (3.46). Since 
n — I is odd, I = n is not possible. Hence, the proof is complete. • 
Theorem 3.3.3. Let a'(t) > 0, 0 < p{t) < p < \ ,  5 = I and <r(t, £) is nondecreasing 
with respect to t and £. Suppose that f is nondecreasing and super linear in the sense 
that 
/  7 w < 0 0 '  J  7w <0°' (3'50) 
and 
(-) 
then conclusion of Theorem 3.3.1 holds 
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Proof. Suppose that x(t) is a nonoscillatory solution of (3.1) and let x ( t )  be an eventually 
positive solution. Similar to the proof of Theorem 3.3.1, we have 
( n  —  l —  1)! Jt I 44 {3-52> 
for 0 < / < n  — 1 and n  —  I  i s  odd. 
If I  = 0, as in the proof of Theorem 3.3.1 using (3.51), lim inf rc(f ) = 0. (-too 
If I  > 1, z ( t )  is increasing. Since z is increasing, is nondecreasing, r ( t )  <  t  
and x ( t )  <  z ( t ) ,  we have 
0) > (1 - P)z(c(3,0) > (1 - 0) > (1 - (3.53) 
Thus, using (3.53) in (3.52) , we have 
w - („ _ t _ !)! I I a(S) ' (3'54) 
If / = 1, divide (3.54) by /(( 1 — p ) z ( t ) )  and integrate from T  to oo then we have 
r» z'M ^ 1 r rq 
Vr /((l-p)zM)-(»-l)!yr A 44 ' ^ ^ 
If I  > 1, z^-1)(<) > 0 for t  >  T .  Integrating (3.54) I  — 1 times from T  to t  and dividing 
by /((I — p)z(f)), we obtain 
/(() ^ (^-r)^ /-'g(a,f)<#b r i  /((l -p)^)) h-2)! y, /c o(a) 
We see that (3.55) holds when we integrate last inequality above from T  to oo. Thus 
for 1 < / < n — 1, we obtain 
.(i-pMoo) % i_p rd (a-T)"-^(a,fXd3 
A-pWT) /M " (n - 1)! /r % f(i-pM 1) J A «W 
But this last inequality gives a contradiction to (3.50) and (3.51). Since I  =  n  is not 
possible, we do not consider the I = n case. Therefore, the proof is complete. • 
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3.4 Retarded Neutral Equations with Continuous Delay 
In this section, we assume that cr(i,£) < i, £ 6 [c, <f], <r(t,£) is nondecreasing with 
respect to t and £ and 
lim min cr(t,£) = oo. 
Theorem 3.4.1. <%'(() > 0, 0 < p(f) < p < 1 and <5 = 1. Assume / is 
nondecreasing and super linear in the sense that it satisfies (3.50). Suppose that 
Then, the conclusion of Theorem 3.3.1 holds 
Proof. By imitating the proof of Theorem 3.3.3, we see that (3.52) holds for 0 < I < n — 1 
and n — I is odd. Since (3.56) implies (3.41), if I = 0, then 
liminfx(i) = 0. 
f-t-oo ^ ^ 
If I  >  1, replace t  by a ( t ,  c )  in (3.52) and use the fact that a ( t ,  £ )  <  t .  Then, we obtain 
z^(<r((, c)) > 
1 Z"' (<z(s, c) - a(<, f))K6b 
( n _ f _ l ) | /  ^  a ( s )  '  ^  
H/ = l, 
«oo I'd 
^ 1 f (?(s,c)-<r(f,c))" ^(s,()/(z((z(s,()))^js 
If I  > 1, z ^ ~ ^ ( t )  > 0 for t  > T .  Multiplying (3.57) by a'(t, c) and integrating from T to 
t, we obtain 
,e-W, c)) > (<r(i'C)(;!^,'C))"'' f [ q(S'(WX (3.59) 
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Repeating the above procedure, using the fact that 
> (1 -p)z(<r(a,f)) > (1 
and nondecreasing nature of /, we get 
C» > (g(f'c)(n-:g;c))""2 jTf *•«/«'-y •«»**. (3.60) 
If we multiply (3.58) and (3.60) by cr'(t, c)//((l — p)z(a(t, c))) and take integral from T  
to oo, we get 
l 1 /•" (?(«,c)-XT,c))-';(3,(X(& f l i - P ) Z ( O O )  2  1  f o o  f a  
V(i-pWf(r,c)) /(%) " - 1)! A A /(i-p)«(? T, W (» /r o(a) 
But this last inequality contradicts (3.50) and (3.56). / = n is not possible. Therefore, 
the proof is complete. • 
Theorem 3.4.2. Let xf(x) > kx2 for some k > 0, S = 1, a(t) be nondecreasing. 
Suppose that for every I € {1,2,..., n — 1} such that n — I odd and for some m € 
{0,1,.... 7% — I — 1} 
t pd ( _ _.( j. / (n - I ---- m -- l)!m! < ^^  Ç  f  ( s  -  a ( t , d ) ) n  1 7 1  1 ( a ( t , d )  -  a ( s , d ) ) T  
t t-+°o A(*,d) A 
x 44 ( ' 
holds. Then, every solution x(t) of (3.1) is oscillatory when n is even. Moreover, if 
/
oo pd 
J r-^g(<,0^ = oo (3.62) 
is also satisfied, then every solution x(t) of (3.1) is either oscillatory or satisfies 
lim inf |x(*)l = 0 (-too \ 
when n is odd. 
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Proof. Let x(t) be a nonoscillatory solution of (3.1) and z ( t )  be a function defined by 
as in the previous proofs. Without loss of generality we may suppose that x ( t )  is even­
tually positive, since a parallel argument holds if x(t) is eventually negative. Thus, 
x(r(t)) and x(a(t, £)) are also eventually positive for some t > to. Hence, by part (n) 
of Lemma 3.2.1, there exits a T £ [<o, oo) and an integer I € {0,1,..., ra} with n — I odd 
such that 
z(f) = z(f) +p(f)z(r(f)) 
z^(t) > 0 on [T, oo) for i = 0,1,..., I, 
(—1 y ~lz^ ( t )  > 0 o n  [T, oo) f o r  i  =  1 , 1  +  1 , . . . ,  n .  (3.63) 
for some t > T. Thus, by Taylor's formula 
+ r > f > fi > T. (3.64) 
In view of (3.63) it follows from (3.64) that 
zC+')(p(<, d)) > ^ ^ / (s - a((, d)r-j-'-i(-z(">W)<b, (3.65) (n - Z - j - Ij! j)  1)
(-l)i 
for t i  <  a ( t .  d )  <  t .  On the other hand, since z ^ ( t )  is decreasing function, using 
generalized mean value theorem, we get 
(3.66) 
and for < > f i and f € [c,d] 
f o r  0 < / < n — 1. (3.67) 
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One can easily observe that 
%(f) > (1 -p(Z))z(Z) 
and 
a ( t )  >  ° -
Thus, from (3.8) and using (3.67) 
^ - A <4 
> 9(±,f)zk(3,f)Xf 
>-*j; 
o(g) 
g(a, 0(1 -p(o"(a, 0X4^,0)^ 
0(5) 
^ A; ^g(a,O(l-pM^O))M^O-^)^M^,<0)^ /opo\ 
- a I 45 • (3-68) 
On the other hand, using (3.64) for s  G [<r( t ,d) , t ] ,  j  =  0, we get 
*ww<,, d ) )  >  (3 69) 
for any i  G {0,1,..., n — I  — 1}. Let i  — m in (3.69). Substituting (3.69) in (3.68), we 
get 
-2(»>w > (zip 
_ Z"' 9(5,0(1 - 0)(<7(a, 0 - T)'(a(t, <0 - o-(3, d))"Y+"X<r(i, j))d^ 
A m!o(s) ' I J 
Using (3.70) in (3.65), we obtain 
(n  — /  — m — l)!/!m! rt rd 
lcr(i,d) J c 
>  S '  !  ( s - < j ( t , d ) r - l - " - \ a ( t , d ) - a ( s , d ) ) '  
J< t
(^(5,0 - ryg(3,0(1 - 0))<^^ 
0(3) 
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This last inequality leads to a contradiction to (3.61). Since n — I is odd, n ^ i. When 
/ = 0, n is odd. Therefore, the derivatives of z(t) up to n — 1 tend to zero as £ -> oo. 
Since (3.62) holds, it can be shown that 
lim inf x ( t )  = 0. 
t-KX) ^ ' 
Thus, the proof is complete. • 
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CHAPTER 4. OSCILLATORY BEHAVIOR OF 7V-TH 
ORDER NONLINEAR NEUTRAL DIFFERENTIAL 
EQUATIONS WITH FORCING TERMS 
In this chapter, we study the n-th order neutral differential equation with continuous 
advanced arguments of the form 
(a) Aj, A2 € {—1,0,1}, 
(b) # E C([<0,oo),R),#(f) > 0 for * = 1,2,...,m and #(f) < 1, 
(c) 6 C([<o, oo),R), T((f) < < and —^ooast—^oofor* = 1,2, ..,m, 
(d) % € C([fo, oo) x [o,6],R) and %(f,$) > 0 for * = 1,2, 
(e) cri,(T2 € C([fo,oo) x [o,6],R), (%i(f,^) > f +1 > (, < f, ^ E [o,6] for some 
k  >  0, c r i ( t , £ )  and c r 2 ( t , Ç )  are nondecreasing with respect to t  and £, 
(f) h  E C(R, R), x f i ( x )  > dix2 for some di > 0 for i = 1,2 . 
4.1 Introduction 
(4.1) 
where 
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We develop certain theorems related to the oscillatory behavior of equation (4.1) and 
provide sufficient conditions for equation (4.1) to be oscillatory. We discuss advanced, 
retarded and generalized mixed type of equations (4.1). 
Similar results have been published for the oscillatory behavior of n-th order neutral 
functional differential equations. For example, Dahiya and Akinyele [12] studied the 
following equation 
zM(f) + p(f)z(a(f)) + g(f)z(A(f)) = /(f). 
This result was extended to a more general form by Abu-Kaff and Dahiya [1] and then 
by Zafer and Dahiya [70]. The results on second order neutral differential equations with 
deviating arguments were given by Wang [66]. Our results are more general due to the 
involvement of continuous advanced arguments. 
In this chapter, the following lemmas are essential tools in the proofs of our oscillatory 
results and they are extracted from [24], [39], [50], [55]. 
Lemma 4.1.1. The equation 
x " ( t )  +  k ( t ) x ( g ( t ) )  = 0, t > a  (4.2) 
is nonoscillatory if and only if there exists an eventually positive x(t) satisfying 
x " ( t )  +  k ( t ) x ( g ( t ) )  < 0 ,  t  >  a  
where g,k € C([a, oo), R), g ( t )  <  t ,  g ( t )  —» oo a s  f —» oo, g ' ( t )  >  0 and k(t) > 0. 
Lemma 4.1.2. Let <7_1(t) be the inverse function of g(t). If the ordinary differential 
equation 
x
"
( t )  +  ^ §)x  =  0-
is oscillatory then the delay equation (4-2) is oscillatory. 
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Lemma 4.1.3. Consider the second order differential equation 
x " ( t )  +  k ( t ) x ( g ( t ) )  = 0, t  >  a .  (4.3) 
( 0 #  
r°o 
/ t(s) Jg = oo, (4.4) 
J a 
f/»en ia osci/Mory. 
( i i )  S u p p o s e  ( 4 - 4 )  f a i l s .  T h e n  e q u a t i o n  ( 4 - 3 )  i s  o s c i l l a t o r y  i f  
poo 
lim sup t  I k ( s ) d s  >  1 ,  
t-tco Jt 
or if 
lim inf t  I  k ( s ) d s  >  - .  
t-¥ oo Jt 4 
4.2 Advanced Type Equations 
In this section we consider A% = 0 in equation (4.1). 
Theorem 4.2.1. Assume that there exists an oscillatory function g(t) such that 
g ^ ( t )  =  h ( t ) ,  lim g ( t )  = lim g ' ( t )  =  0, (4.5) 
t—too (-too 
and that every solution of second order ordinary differential equation 
%"(*) + (^1)!^ " T)"-^(<)u(<) = 0, (4.6) 
where <?i(t) = f^(l — Pi(ci(t, £)))9i(^ îS oscillatory for some constant jx, 
0 < /% < 1 ond /or every T > 0. 
( i )  I f  Ai = 1, then every solution x(t) of (4-1) is oscillatory when n is even, and 
every solution x(t) of (4.1) is either oscillatory or satisfies 
lim inf |x(i)| = 0 (-too 
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when n is odd. 
( i i )  I f  A i  =  — 1 ,  t h e n  e v e r y  s o l u t i o n  x ( t )  o f  ( 4 - 1 )  i s  e i t h e r  o s c i l l a t o r y  o r  e l s e  
lim |x(£)| = oo or liminf |x(t)| = 0 
(-too t-*oo 
when n is even, and every solution x(t) of (4-1) is either oscillatory or else 
lim \ x ( t ) \  =  oo 
when n is odd. 
Proof. Let x(t) be a nonoscillatory solution of (4.1) and z ( t )  be a function defined by 
We may assume that x ( t )  is eventually positive. The case where x ( t )  is eventually 
negative can be treated similarly. By (c) and (e), z(t) and x(&i(t, £)) are also eventually 
positive. Consider the function y(t) = z(t) — g(t). Then, from (4.1) 
so that y^(t) is eventually of one-signed. Thus, the lower derivatives y^(t), 0 < i < 
n — 1, are monotone and one-signed for all large t > to- If y(t) < 0 for t > t0, then 
0 < z(t) < g(t), t > t0, which shows that g(t) takes on only the positive values for 
arbitrarily large t. But this contradicts g(t) being oscillatory function, so we must have 
y(t) > 0 for t > t0. By Kiguradze's [41] lemmas, there exists an integer I 6 {0,1, 
with (—l)n-i-1 Ai = 1 such that 
m 
Z(f) = Z(f) + ^ ]pi(<)z(T,(<)). 
(4.7) 
y^\t) > 0 on [T, oo) for i = 0,1, 2 ,  
( — i y ~ l y ^ \ t )  > 0 on [T, oo) for i = 1,1 + 1,..., n (4.8) 
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for some T > t0. Suppose that 0 < I < n — 1. Then by Taylor's theorem, we have 
= "g1 M(t - ri + [ <•>«)* 
£  (  l ) ' f ' ) { T ) ( r  -  t y  +  / V  -
Now using (4.8). we obtain 
»<0W - („-/-!)! /V - T < t < r. 
Letting T -> oo and integrating from T to t, we have 
/-')(«) > yC-'>(r) + _ £ jT(r - 4'-'-1(-A1y'°»(r))a!r<iS 
r (-Aiy^(r))* 
+ („-Ll),/r £(r - sr'"1^ H/'W)*, i>r. (4.9) 
Now by making use of the inequality 
f\r - s)"-'-lds > -L-(i _ T)(r - T)M (T < 1 < r), 
JT n — I 
it follows from (4.9) that 
yC-^f) > y1'-1^) + J\r - Tr-\-\iy^(r))dr 
+ {iJflr-m-WI# t>T. 
Let us denote the right-hand side of the above inequality by u ( t ) .  It is easy to verify 
that %(Z) is positive and satisfies 
»"(i) + (^37jiC - zr-'-'t-W-'M) = 0, t>r. (4.10) 
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Recalling that y ( t )  +  g ( t )  =  z ( t ) ,  using the increasing nature of y ( t )  and using (4.5), we 
see that z(t) is increasing for large t as well. Thus, 
m m 
z(f) = %(f) + Pi(<)%(%{(<)) < %(() + ^ P,(<)z(() 
i=l i=l 
or 
1 
< i=l / 
Since y ( t )  is positive, increasing and lim g ( t )  =  0, for large enough T  we have 
t-4-OO 
z(0 > w(f), ^ > T, 
where \i is the same constant as in (4.6). Then 
m 
z( f )>Xl-^p , ( ( ) ) ! /W,  ^ (4 .11)  
i=l 
On the other hand, it can be shown that y ( t )  satisfies 
y ( t ) >  /or t > T .  (4.12) 
Combining the inequalities (4.11) and (4.12) with the fact that y^~^(t) > u(t), we have 
-, TO 
z(oi((, 0) > j|(< - T)'-^(l - ^ ]pi(^i(^ /or f > T. (4.13) 
2=1 
Multiply both sides of (4.13) by q i ( t , £ ) d i ,  use the fact x f i ( x )  >  d \ X 2  and integrate from 
a to h with respect to f, respectively. Then we have from (4.10) that 
M 
(n - 1)! « W + 7T^Tû(( - T)-^i(f)«(f) <0, <>T. (4.14) 
Applying now a result of Atkinson [6] to (4.14), we see that the equation (4.6) has an 
eventually positive solution, which is a contradiction. 
Now suppose that I  =  n .  It is clear that I  = n  is only possible when Aj = —1. In 
that case, 
y \t) —> oo as t -4 oo for i — 0,1,..., n — 2, 
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which implies that 
3(f) -4 00 oa < —» 00, 
since z(f) > (1 - z((), z(<) = y(<) + ^ (<) and lim #(f) = 0. 
t-+ OO 
Now I = 0 is possible when Aj = 1 and n is odd, or Aj = —1 and n is even. In both 
cases, y(t) decreases to a nonnegative number, say c, as t goes to infinity. Noting that 
the oscillation of (4.6) implies that 
poo 
and therefore 
/
OO
= 00, 
/
oo pb 
y = oo-
It follows that 
lim infz(t) = 0. 
t->oo 
• 
Theorem 4.2.2. In addition to the hypothesis of Theorem 4-2.1, suppose that 
pt+k pb rn 
limsupdi/ / 
t-too Jt J a  - ,  
> (»-1)!, (4.15) 
then every solution x(t) of (4-1) is oscillatory when (—l)nAi = 1, and is either oscillatory 
or satisfies 
lim inf |z(f)| = 0 when (—l)nAi = —1. 
t-+ OO 
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Proof. The case I = n is possible only if Aj = —1 from Theorem 4.2.1. Therefore, let 
x(t) be a nonoscillatory solution of (4.1) when Ax = —1. Without loss of generality, we 
may assume that x(t) is eventually positive. The case where x(t) is eventually negative 
can be proved by the same argument. Let y(t) = z(t) — g{t) and suppose that the integer 
associated with y(t) is equal to n. Then we have 
y ( ' \ t ) >  0 o n  [T, oo) f o r  i  = 0,1,2,...,». (4.16) 
Using (4.16), we can see that 
2/(Z) > /or f > a > T. (4.17) 
Replace <7i(s, £) and c r i ( t , Ç )  for t  and s ,  respectively in (4.17). Then we have 
»W*,Z)) > (<7'(s' °( ~1 î)|'0r' W*> 0) (4.18) 
for s>t>T and £ G [a, hj. Now there exists an e such that 
rt+k [b rn 
lim sup di / / ki(s,0 -
> ^  (4-19) 
Also y ( t )  -» oo and g ( t )  —» 0 as Z —» oo, so there exists a T \  > T  such that 
> %/(() - cy(f) /or < > Ti. (4.20) 
In view of the inequality 
A z(f) < 
it follows from (4.18) and (4.20) that 
i=i 
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for s > t > T\. Multiplying the last inequality above by diqi(s, £), we obtain 
> di (1  -e)  h -5>Ms,e))l y'-'W.o), 
f > t > T,. which combined with y^(s) = qi(s,Ç)fi(x(ai($,£)))d£ yields 
'•'M * 
f - b  
J - , J* \ i=i 
Integrating last inequality above from t  to t  +  k  and simplifying, we get for t > T \  
di ( l -e )  ^  ^  
^ ki(a,o ( i - j 
i 
> 
(n - Fi(wr ^1(^,0 ^  ^ 
The right-hand side of the above inequality is positive. On the other hand, by (4.15), 
the left-hand side takes on negative values for t arbitrarily large. This contradiction 
shows that the integer associated with y{t) can not be equal to n. This completes the 
proof of Theorem 4.2.2. O 
Corollary 4.2.1. Suppose that there exists an oscillatory function g(t) satisfying (4-5). 
Then the conclusion of Theorem 4-2.1 holds if either 
/
OO 
4*~^i(s)da = oo (4.21) 
f°° - I)' 
lim sup t / sn 4>i(s)ds > -—-—- (4.22) 
t-+ oo Jt di 
or 
or 
fn - IV 
lim inf t J sn 4>i(s)ds >———-, (4.23) 
wAere <&(a) = ^ 
If in addition (4-15) is satisfied then the conclusion of Theorem 4-2.2 holds. 
67 
Proof. According to Theorem 4.2.1, it suffices to show that (4.6) is oscillatory for some 
0 < jj, < 1 and for every T > 0. We show that this is the case if any of the conditions 
(4.21), (4.22) and (4.23) holds. 
Suppose that (4.21) holds. Then clearly 
/ d i ( t  —  T ) n ~ 2  4 > i ( t ) d t  = oo. (%-!)! 
But this, because of the result of Fite [24], implies that the equation (4.6) is oscillatory. 
Suppose (4.22) is satisfied. Let T > 0 and ti > 0 be given. Note that 
71 — 2 
(a - T)"": > a"'? - 3"-% Aa^, 
3=1 
where A > 0 is a constant depending on T. By taking a sufficiently large a, which is 
possible since s > t and eventually we will take limit as t —> 00, we can make sure that 
n—2 
Aa J < ci. 
j=1 
Thus for sufficiently large s, we obtain 
(a - T)"-3 > (1 - d)a"-\ (4.24) 
for every T > 0 and ti > 0. On the other hand, because of (4.22), there exists a 
sufficiently small > 0 such that 
f°° (n _  1 ) 1  
lim sup ( / a" <b(a)da > -y-%- ^r. (4.25) 
i->co Jt di{ 1 — £2) 
Taking < e2 and using (4.24) and (4.25), we have 
lim sup t f (a — T)n~24>i(s)ds > ^ 
t-too Jt di 
As in (4.25) there exists a sufficiently small e such that 
lim sup < / (a - T)""^^i(a)<fa > j" 
t-too Jt «i(i — e) 
Now if we take jj, = 1 — e and apply the result of Hille [39] to see that the second order 
equation (4.6) is oscillatory. When (4.23) is satisfied, the proof is similar to the one 
where (4.22) is satisfied. • 
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Example 4.2.1. Consider (he /of/owing eguofton 
" L i  ^  _ f + 2 ( ( + l ) i r  
[z(() + rrz(( - 2*7r)]W - / —-i2ï—z(( + ^ + 2?r)(^ = -4<T* sint 
»=1 ^ 2 2=1 
so A = —1, n = 4, p*(f) = r;(() = < — 2:7r /or * = 1,2, ...,m, gi((,0 = 
IZHi ^rzr-, /i(^) = z, = < + ( + 2?r onj A(<) = —4e"' sinf. ^mce (Ae 
condition (4-21) is satisfied, the conclusion of Theorem 4-2.1 holds. We can show that 
x(t) = e-t sint is a solution of this problem. 
4.3 Retarded Type Equations 
In this section equation (4.1) is considered with A% = 0. The resulting neutral 
functional differential equations is of retarded type. 
Theorem 4.3.1. Assume that there exists an oscillatory function g(t) satisfying (4-5) 
and that every solution of second order ordinary differential equation 
«"(f) + °) " ?y-2<b(f)%(<%(*, 4) = 0, (4.26) 
where ^(f) = j^(l — 22^ #(<?%(<, €)))%(*, f^ oscifWory /or some consfonf 
0 < S < 1 and for every T > 0. Then, the conclusions of Theorem 4-2.1 hold. 
Proof. Let x(t) be a nonoscillatory solution of (4.1) and z ( t )  be a function defined by 
m 
z(f) = z(f) + ^ ]p,(()%(T,(<)). 
i=1 
Proceeding as in the proof of Theorem 4.2.1 until we reach to the (4.13) with yu. re­
placed by S in (4.11) and combining the inequalities (4.11) and (4.12) with the fact that 
y(i-1)(t) > u(t), we have 
m 
? m 
> 2;(^(^°) - - ]^P,WW))«(f2(f,o)) (4.27) 
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for t  >  T .  Multiply both sides of (4.27) by q 2 ( t ,  0^2, use the fact x f 2 { x )  >  d 2 x 2  and 
integrate from a to b with respect to £, respectively. Then we have from (4.10) that 
w"(f) + / o) - T)"-^^2(t)u((T2(<, 4) <0, f > T. (4.28) 
Applying now a result of Onose [55] to (4.28), we see that the equation (4.26) is nonoscil-
latory, which is a contradiction. 
Now suppose that I = n. It is clear that I = n is only possible when A% = —1. In 
that case, 
y ^ ( t )  — ï  oo a s  t — ï  oo f o r  i  =  0 , 1 , . . . ,  n  —  2 ,  
which implies that 
z(f) -4- oo Q3 f oo, 
since z(f) > (1 - ^(^) = %/(<) + ^ (<) and Um9(f) = 0. 
Now I = 0 is possible when >2 = 1 and n is odd, or = —1 and n is even. In both 
cases, y(t) decreases to a nonnegative number, say c, as t goes to infinity. Noting that 
the oscillation of (4.26) implies that 
/OO 
(o-2(t,o))""^(()dt = oo, 
and therefore 
/oo pb 
then we have 
lim inf z(t) = 0. 
f-»co 
• 
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Corollary 4.3.1. Suppose that there exists an oscillatory function g(t) satisfying (4.5). 
Then the conclusion of Theorem 4-3.1 holds if either 
/
oo 
(0-3(4, o))" ^(6)da = oo (4.29) 
or 
where 
lim sup t f (u2(s,o))n 2<p2(s)ds > — . ^ (4.30) 
f°° (n — IV 
liminff / ((T2(a,o))^"^^2(a)<k >———-, (4.31) 
4(%2 
Proof. According to Theorem 4.2.1, it suffices to show that (4.26) is oscillatory for some 
0 < 8 < 1 and for every T > 0. As in the proof of Corollary 4.2.1, conditions (4.29), 
(4.30) and (4.31) are sufficient for equation (4.26) to be oscillatory for some S 6 (0,1). • 
4.4 Generalized Mixed Type Equation 
In this section, we consider A2 = 0 in equation (4.1). A deviating arguments a ( t )  is 
said to be of mixed type, see [47], if its advanced part 
A* = {f € [0,00) : cr(f) > f} 
and its retarded part 
R a  = { t  € [0,00) : a  ( t )  <  z }  
are both unbounded subsets of [0, 00). Assume that <7i(t) is mixed type and A2 = 0 in 
(4.1). Then, we have 
rb 
[z(<) + ^ 2#(*)%Mf))M + Ai / 9i(f,f)/i(a(fi(f,f)))df = (4.32) 
,=1 
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Theorem 4.4.1. Let o\ (t,£) be of mixed type and let g(t) be an oscillatory function 
satisfying (4.5). Let a(t) = min{t, ai(t, o)} be a nondecreasing function such that every 
solution of second order ordinary differential equation 
- ?y-^i(f)u(<r(t)) = 0, (4.33) 
where (f>i(t) = fa (1 — C)))Qi(t, zs oscillatory for some constant fx, 
0 < fi < 1 and for every T > 0. 
( i )  I f  A j  =  1 ,  t h e n  e v e r y  s o l u t i o n  x ( t )  o f  ( 4 - 3 2 )  i s  o s c i l l a t o r y  w h e n  n  i s  e v e n ,  a n d  
every solution x(t) of (4-32) is either oscillatory or satisfies 
liminf \ x ( t ) \  —  0 
t-t-oo 
when n is odd. 
(n) If Ai = —1, then every solution x(t) of (4-32) is either oscillatory or else 
lim \ x ( t ) \  —  oo o r  liminf \ x ( t ) \  =  0 
t-¥ oo wl t-t oo w 
when n is even, and every solution x(t) of (4-32) is either oscillatory or else 
lim |z(t)| = oo 
i-j-oo w 
when n is odd. 
Proof Let x(t) be a nonoscillatory solution of (4.32) and z ( t )  be a function defined by 
m 
z(f) = z(t) + ^ ]piWz(r,(f)). 
i=1 
We may assume that x ( t )  is eventually positive. The case where x ( t )  is eventually 
negative can be treated similarly. Setting y(t) = z(t) — g(t) and proceeding as in the 
proof of Theorem 4.2.1 for 0 < I < n, one can show that there is a positive u(t) such 
that u(t) < y^~^(t) and satisfies the equation 
«"(<) + (^TTjrC - rr-'-'f-A.yWfO) = 0, t > T .  (4.34) 
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On the other hand, from equation (4.32), we have 
= / 9i((,0/i(z((Ti(^()))^ 
J a 
> / jigi((,()z(<ri(<,^))(^ 
J a  
çb m, 
> / dipgi(t,f)(l-^#(ai(f,f)))y(?i(f,f))<% 
,=i 
i=i 
> ^^(<)M!lzI^«(<r(()). 
Substituting the last inequality into equation (4.34), since c r ( t )  <  t ,  we obtain 
«"(<) + / W) - r)"-^(<)«(o-(f)) <o, < > r. 
Since the remainder part of the proof is similar to that of Theorem 4.2.1, it is omit ted. • 
Theorem 4.4.2. In addition to the hypothesis of Theorem 4-4-1, suppose that there is 
a aegwence {(,.} swcA fW <r € /Lu 4 as ( -4 oo, 
limsupji/ / [o"i(a,0 -
•É-+0O J t r  J  a  •  ,  i—l 
> (»-1)!, (4.35) 
then every solution x(t) of (4-1) is oscillatory when ( —l)"Ai = 1, and is either oscillatory 
or satisfies 
lim inf |x(£)| = 0 when (—l)nAi = —1. 
t—>00 
Proof The case I — n is possible only if Ai = —1 from Theorem 4.2.1. Therefore, let 
xit) be a nonoscillatory solution of (4.32) when A% = —1. Without loss of generality we 
may assume that x(t) is eventually positive. The case where x(t) is eventually negative 
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can be proved by the same argument. Proceeding as in the proof of Theorem 4.2.2, we 
see that (4.18) is satisfied with t replaced by tr, where tr < s < o~i(tr, a). Thus, we have 
» M > , 0) > 0)°"y""Vi('r• 0)- (4-36) 
Now there exists an e such that 
lim sup di / / K(6,^) - - yip, W(5,0)ki(g^X^ 
t -*oo J  t r  J  a 
> (4.37) 
1 — c 
We can observe that as in the proof of Theorem 4.2.2, 
3(Pi(*,f)) > (1 - A _ ]^p,((ri(3,f))^ !/("-^((Ti(4,0) 
for <ri(tr, a) > s > tr > T\. Multiplying the last inequality above by diq\{s, £) and using 
(/), we obtain 
%(a,0A(^ki(a,^))) 
-  ^  (n-  1 ) !^^' ^  ^ f (cri(a, 0)1 0), 
c r i ( t r , a )  >  s  >  t r  >  Ti, which combined with y*n'(s) — /J <?i(s, £)/i(X(<7i(S,  Ç ) ) ) d Ç  yields 
Integrating the last inequality above from tr to tr + k and simplifying, we get for tr > T\ 
4(1 - e) /"% 1 -
> 
( n -
!/("-%) 
_ g \  /  J Z L  \  
Ï ) !A 7  Ws, f )  ( l  -  $]p , (^ i (a ,0 )  I  ^  
2/("-i)((r + &)' 
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The right-hand side of the above inequality is positive. On the other hand, by (4.35), 
the left-hand side takes on negative values for t arbitrarily large.. This contradiction 
shows that the integer associated with y(t) can not be equal to n. This completes the 
proof of Theorem 4.4.2. • 
Corollary 4.4.1. Suppose that there exists an oscillatory function g(t) satisfying (4-5). 
Then the conclusion of Theorem 4-4-1 holds if either 
/
OO 
(<r(s))"-*<b(3)(&; = oo 
or 
fOO 
lim sup 2 / (<7(3))""^ (a)d 
t-4oo Jt 
( n  —  1 ) !  
or 
lim inf t  f  ( a ( s ) ) n  2 < f > x ( s ) d s  >  ^  
V* 4di 
wAere ^1(3) = ^ ^1 - 0)^ 9i(a, 0^-
If in addition (4-35) is satisfied, then the conclusion of Theorem 4-4-8 holds. 
Proof. Since the proof is similar to the proof of Corollary 4.2.1, it is omitted. • 
75 
CHAPTER 5. N-th ORDER NEUTRAL DIFFERENTIAL 
EQUATIONS 
5.1 Introduction 
In this Chapter, we study the oscillatory behavior of the solutions of the n-th order 
mixed neutral functional differential equations with continuous arguments of the form 
[%(<) + Aoz(Z + aA) + + /3g)M = P / + g / z(f + (5.1) 
where A = ±1, (.i — ±1, a = ±1, (3 = dbl, h, g, a and b are nonnegative real constants, 
p and q are positive real numbers, unless stated otherwise, and [c, d] is positive interval. 
These equations were studied by Grace [30], [31], [32], [33] with discrete delay. We 
extend these results to the continuous delay case. In the case of equation (5.1) with 
discrete delay and n = 2 is encountered in the study of vibrating masses attached to an 
elastic bar (see [38]). 
A solution of (5.1), which is nontrivial for all large t, is called oscillatory if it has no 
last zero. Otherwise, a solution is called nonoscillatory. 
The purpose of this chapter is to provide sufficient conditions for equation (5.1), 
involving the coefficients and arguments only. 
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5.2 Even Order Neutral Functional Differential Equations 
In this section, we consider n is even number. Moreover, the following lemma will 
be used in our proofs. 
Lemma 5.2.1. Suppose that a and h are positive constants and let 
a l / n ( h / n ) e  >  1 .  
7%en, 
(i) the inequality 
— oz(t — k) > 0 
has no eventually positive bounded solutions when n is even; 
(ii) the inequality 
x ^ ( t )  —  a x ( t  +  h )  > 0 
has no eventually positive unbounded solutions when n is even, i.e., last inequality 
in above has no solution x with x^(t) > 0 for i = 0,1,..., n and all large t. 
Theorem 5.2.1. .Suppose 1 + o > 6 > 0, c > A, A = ^  = 1, ^ = a = —1, 
- c) l / n  
\ 1 + a 
and 
' p { d  — c)\1/n f  c  —  h  
Œ)e > ^ (5-2> 
1 + a J y n 
Then, the equation (5.1 ) is oscillatory. 
e > 1. (5.3) 
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Proof. Suppose that x(t) is a nonoscillatory solution of (5.1). We may assume that x ( i )  
is  e v e n t u a l l y  p o s i t i v e ,  t h a t  i s ,  t h e r e  e x i s t s  a  t o  >  0  s u c h  t h a t  x ( t )  >  0  f o r  t  >  t 0 .  I f  x ( t )  
is eventually negative solution, it can be proved by the same arguments. Let 
z ( t )  =  x ( t )  +  a x ( t  —  h )  —  b x ( t  +  g ) .  
From (5.1), we have 
z(")(Z)=p^ z(f-fKf + g/ + (5.4) 
for t > ti for some > to. Equation (5.4) implies that z^n\t) > 0. Then, z^(t), 
i = 0,1,... , n are of constant sign on [<i, oo). We have two possible cases to consider: 
(a) z(<) < 0 for t > <i, (6) z(t) > 0 for t > 
(o) z(() < 0 for ( > <i. Let 
u(t) = -z(<), 
then from (5.4), we obtain 
+ P ^  + 9 / z(f + = 0. (5.5) 
On the other hand, 
0 < v ( t )  =  — z ( t )  =  — x ( t )  —  a x ( t  —  h )  + b x ( t  + g ) .  
<  b x ( t  +  g )  f o r  t  >  t \ .  
Thus, there is a T > such that 
z(f) > ^  ^ /or f > T. (5.6) 
From (5.5) , we obtain 
% ( * % ) + z ( <  -  ^) c ^  <  u W ( ï )  +  P  /  z ( < - ( ) < ^  +  9 ^  z ( f  +  =  0 .  ( 5 . 7 )  
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In view of (5.6) it follows from (5.7) that 
/d 
- F - < 0 /or f > Ti > T. 
Since zW(<), i  =  0,1,... , n  are of constant sign on [ti, oo), v ^ ( t )  are of constant sign 
on oo). Therefore, either v' is eventually positive or v' is eventually negative. If v' is 
eventually positive, 
v ^ ( t ) + p { d ~ C K ( t - ( g  +  d ) ) <  0 f o r  t > T u  
if v' is eventually negative, 
rW(() + ^t;(f - (^ + c)) < 0 /or z > 7%. 
Thus, by Foster and Grimmer [25] 
*/")(<) + - (^ 4- <f)) = 0 /or ( > (5.8) 
and 
v(n\t) + , C^v ( t  —  ( g  + c)) = 0 f o r  t  >  7\ (5.9) 
o 
have positive solutions. Since equation (5.8) and (5.9) are oscillatory by Theorem 2 in 
[27], this leads to a contradiction. 
( b )  z ( t )  >  0 for i  >  t \ . Let 
w ( t )  =  z ( t )  +  a z ( t  —  h )  —  b z ( t  +  g ) -
If w ( t )  < 0, using the procedure of the proof of case (a), we can arrive at the same 
conclusion as in (a). 
Now, suppose w ( t )  >  0 for t > t\. One can show that 
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and since the function w ( t )  satisfies (5.1), we get 
[w(Z) + aw(t — h) — bw(t + 5)]^ ~ P J w(t ~ 0^ + 9 J  u'(* + (K& (5.10) 
We consider two cases again: ( i )  z ' ( t )  is eventually positive, ( i i )  z ' ( t )  is eventually 
negative. 
( * )  z ' ( t )  >  0 for t  >  t i ,  then w^n\t) > 0 and w^n+1Ht) > 0 for t > t2 > t\. Thus 
using eventually increasing nature of w^(t) in (5.10), we get 
(1 + o)u/")(f) > p ^  w(Z - + 9^ w(( + 
> 9^ 
Since w ' ( t )  >  0 for t  >  t 2 ,  
wW(<) > ^ ^w(f+ c). (5.11) 
1 + o 
In view of Lemma 5.2.1 ( i i )  and (5.2), (5.11) does not have positive solutions. Therefore, 
it is a contradiction. 
( i i )  z ( t ) '  <  0 for t > t\. Then, by (5.4) and Kiguradze's Lemma (—l)'zW(f) > 0 for 
t > ti and i = 0,1,... , n. Now we want to show that w'(t) < 0 for t > t\ > t\. Suppose 
on the contrary w'(t) > 0 for t > t\. Then 
0 < w ' ( t )  =  z ' ( t )  +  a z ' ( t  —  h )  —  b z ' ( t  +  g ) .  
Since z ' ( t )  is increasing on [tj, 00), 
0 < w ' ( t )  <  ( 1  +  a  —  b ) z ' ( t  +  g )  < 0 
is a contradiction. Therefore, w ' ( t )  < 0 for t  >  t 2  and 
(—l)'ii'^(J) > 0 for t >t2 and i — 0,1,. . .  ,  n  + 1. (5.12) 
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Now using the decreasing nature of w^(t) on [*£, oo) in (5.10), we get 
(1 + a)u/")(f - A) > p^ + 9^ w(^ + fMf 
> p^ w(< - fKf 
or 
p d  
(1 + a)w^n\t) > pj w(t + h — Ç)dÇ. 
Since w is eventually decreasing, we obtain 
( 1  +  a ) w ^ ( t )  >  p ( d  —  c ) w ( t  +  h  —  c ) ,  
or 
w^(() > ^w(t - (c - A). (5.13) 
l + o 
Thus, by Lemma 5.2.1 ( i )  and condition (5.3), (5.13) has no solution satisfying (5.12). 
This leads to a contradiction, so the proof is complete. • 
Example 5.2.1. Consider the following neutral differential equation 
15eT/2 7r 17e~2t 
Mt) + ^-4^ - 5 - + 2^)]" = 
30e' 
/
27T /*J7T 
z(t - ()d( + 30e'* y z(( + f)<%. (e_7r + e ~ 2 x )  
We see that n = 2, a = 15e2 ' , h = —, c — tt , d — 2n, p = e_w°ee-2W; <? = 30e~'r, 
A = gr = 2?r 
One can see that the conditions of Theorem 5.2.1 are satisfied. It is easy to verify 
that x(t) = é cos t is a solution of this problem. 
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Theorem 5.2.2. Suppose l+o>6, ,c, A = a = /) = 1, and /a = —1, 
W-e)Y 4) 
1 + a J \ n 
onj 
p( j - c) l / n  © 6 > L (5'15) 1 + a / \n 
Then, the equation (5.1) is oscillatory. 
Proof. Suppose that x(t) is a nonoscillatory solution of (5.1). Without loss of generality 
we may assume that x(t) > 0 for t > t0 > 0. Let 
z(t) = x(t) + ax(t H- h) — bx(t + g). 
As in the proof of the Theorem 5.2.1 the function z^(t) are of constant sign for t > 
ti > t0 and i = 0,1,... , ro, hence we have two cases for z(t): (a) z(t) < 0 for t > ti, (b) 
z(t) > 0 for t > t\. Since the proof of the case (a) is similar to the proof of Theorem 5.2.1 
(a), it is omitted. 
(b) z(t) > 0 for t > t\. Let 
w(f) = z(f) + oz(( + A) — 6z(f 4- g). 
If w(t) < 0, using the procedure of the proof of Theorem 5.2.1 case (a), we can arrive 
at the same conclusion. 
Now, suppose w(t) > 0 for t > t*. One can show that 
w W ( f ) = p  /  +  z ( (  +  ^ ) ^ ,  ( 5 . 1 6 )  
and since the function w(t) satisfies (5.1), we get 
[tu(t) + o%;(f + &) —6w(f+ #)](") = p/^ tu(( - f)df ^ ^  y ^ + 0^- (5.17) 
We consider two cases again: (i) z'(t) is eventually positive, (ii) z'(t) is eventually 
negative. 
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(*) If z'(f) > 0 for < > <1, then «/*)(t) > 0 and %)("+^(f) > 0 for f > <2 for some 
t2 > ti. Thus, using eventually increasing nature of w^n\t) in (5.17), we get 
(1 + 0)%/") (f + A) > p y w(( — + 9 ^  + 0^ 
> 9 ^  w(< + f)df. 
Since w'(t) > 0 for t > t%, 
w^n\t) > ——w(t + (c - h)). (5.18) 
1 + a 
The equation (5.18) does not have positive solution by Lemma 5.2.1 (ii) and condition 
(5.14). Therefore, it is a contradiction. 
(ii) z'(t) < 0 for t > t\. Then, by Kiguradze's Lemma (—l)'zM(Z) > 0 for t > ti and 
i = 0,1,... , n. We claim that w'(t) < 0 for t >t\. Suppose that w'(t) > 0 for t > ti, 
since z'(t) is increasing 
0 < w'(t) — z'(t) + az'(t + h) — hz'(t + g) 
< z'(t 4- g )  + az'(t 4-  g )  — bz'(t 4- g) 
= (I4-0 — b)z'(t 4- g) < 0. 
This is a contradiction, so w'(t)  < 0 for t >t\. Therefore, w(t) satisfies 
(—!)'«;(')(/) > 0 for t>ti and i — 0,1,... ,n. (5.19) 
One can see that w^(t) is eventually decreasing from (5.16). Therefore, using this 
nature of w^(t) in (5.17), we get 
(1 4- o)u)W(f) > p^ to(< - ^ + 0# 
> p / «;(f - fKf 
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Since w is eventually decreasing, we obtain 
(1 + a)w^n\t) > p(d — c)w(t — c). 
or 
u'^(£) > j—^—w(t — c). (5.20) 
Thus, by Lemma 5.2.1 (i) and condition (5.15), (5.20) has no solution satisfying (5.19). 
This leads to a contradiction, so the proof is complete. • 
1 1 
k(f) + 2z(< + ?) - z(f + 2?)]^) = - / z(f- + g / r(f + 
^ J5T/2 4 /Sir/2 
Example 5.2.2. Consider following neutral differential equation 
1 r1r.il -I /-7ir/2 
 ( ( - ^   -  
' ir z J 5tt/
so that n — A, a = 2, b = 1, c = d = -y, p = q = /ï = tt; g = 2tt. 
One con easi/y check that the conditions of Theorem 5.2.2 are satisfied. It is easy to 
verify that x(t) = sint + cost is a solution of this problem. 
Theorem 5.2.3. Suppose a>b>Q, g<h<c,\ — I, a — /z = /? = —1, 
' q(d — 1/,n 
1 + <z 
and 
i/' 
© e > 1, 
^ ^ ' e > 1. 
\ 1 + a / V n 
Then, the equation (5.1) is oscillatory. 
Since the proof of last theorem is similar to the proof of Theorem 5.2.2, it is omitted. 
Theorem 5.2.4. Suppose a > I + b, , c > g, h, X = a = —1, fl = fx = 1, 
• « i - c ) V ( c - a \  
X  1 + 6  J  V  n  
Then, the equation (5.1) is oscillatory. 
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Proof. The proof is similar to the proof of Theorem 5.2.2 until we reach to the case (ii) 
which is z'(t) < 0 for t > t\. In this case, note that z(t) > 0 and w(t) > 0 for t >t\. 
By Kiguradze's Lemma (—l)'z^(t) > 0 for t > t\ and i = 0,1,... , n. Since z(t) is 
decreasing, we have 
w(t) = z(t) — az(t — h) + bz(t + g) 
£ z(t — h) — az(t — h) + bz(t — h) 
= (1 — o + b)z(t — h) 
< 0 for t >t2 > ti. 
But this is a contradiction to w(t) > 0, therefore z'(t) < 0 for t > ti is not possible. 
Thus, the proof is complete. • 
Theorem 5.2.5. Suppose c > A = ^ = = a = —1, 
q { d - c ) y » f c - 9 \ e > h  (5.21) 
1 + a + bj V n 
and 
p(d — c) \ l^n f c — h 
1 + a 6 / V n 
Then, equation (5.1) is oscillatory. 
e > 1. (5.22) 
Proof. Let x(t) be an eventually positive solution of (5.1), that is, there exists a to > 0 
such that x(t) > 0 for t > t0. Let 
z(t) = x(t) + ax(t — h) + bx(t + g). 
Clearly z(t) > 0 for t > ti for t\ > t0. Thus, using (5.1), 
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for t > t2 for some t2 > tv Therefore, z^(t), i = 0,1,... ,n are of constant sign on 
[tg, oo). Let 
w ( t )  =  z ( t )  +  a z ( t  —  h )  +  h z ( t  + <?). (5.23) 
Then, one can show that 
u,M(f) = P / + + (5.24) 
and 
[w(<) 4- aw(< — A) + 6w(< + <?)](") " P y 4- to(< 4- ^) (5.25) 
We have two possibilities: z'(t) > 0 and z'(t) < 0 for t > t2. Suppose that z'(t) > 0 
for t > t2. By (5.23) and (5.24), w'(t) > 0 and ty<n+1)(i) > 0 for t > f3 > t2. On the 
other hand, since z(t) is eventually positive, w^(t) is eventually positive by (5.24) and 
consequently 
w ^ ( t )  > 0 for t >t3 and i = 0,1,... , n 4-1- (5.26) 
As a result of using (5.25), we obtain 
pd 
(1 + a4-6)wW(t + p) > to((4-f)<% -
> qw(t + c) 
or 
%?(")(() > ^ w(t 4- (c - p)) /or ( > <3. (5.27) 
1 T ti -+• 0 
Thus, in view of Lemma 5.2.1 (ii) and condition (5.21), (5.27) has no solution satisfying 
(5.26). This is a contradiction. If z'(t) < 0 for t > t2, then we have w'(t) < 0, w^(t) > 0 
and to("+1)(t) < 0 for t > t3 > t2. Using decreasing property of w^n\t) on [t3, oc) in 
equation (5.25), we get 
fd 
(1 4- o 4- 6)u/")(f — A) — Py to(< — f)df. 
> pw((-c) 
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or 
/or t ><3. (5.28) 
This result contradicts to Lemma 5.2.1(f) and condition (5.22). Thus the proof is com­
plete. • 
1 2 1 f9*"/2 1 f9*"/2 [z(Z) + -z(f - Tr) + -z(< + 7r)](^ = - / z(( - ^  + - / z(( + f)df, j j j /5,/2 0 JSw/Z 
Example 5.2.3. Consider following neutral differential equation 
p97r/ 1 p rr/
157r/2 5tt/2 
and note that n = 4, a = |, 6 = |, c = ^, c/ = y, p = |, ç = |, g = A = tt. 
One can easily check that the conditions of Theorem 5.2.5 are satisfied. It is easy to 
verify that x(t) = tcost is a solution of this problem. 
Theorem 5.2.6. Suppose A = /i = /) = a = l, 
/ g(d-c) V/" /c-g" 
\1 + a + bj \ n 
and 
p(i  -  c) N 
e > 1, 
0 e > 1. 1 + a + 6y 
Then, the equation (5.1) is oscillatory. 
Theorem 5.2.7. Suppose c>#>A, A = /i = l, a = /3 = —1, 
/ 9((f - c) ^ 
\JT^Ï) (f)e>1-
and 
l / n  
l-
n 
Then, the equation (5.1) is oscillatory. 
87 
Since the proof of last two theorems are similar to the proof of Theorem 5.2.5, the 
proofs are omitted. 
Theorem 5.2.8. Suppose a > 1, c > g, c > h, p,q are negative, and \ = fj. = a = — 1, 
0 = 1, 
- q ( d - c ) Y ' " f c - g \ e > u  ( 5 . 2 9 )  
a + h J V n 
— p ( d  —  c ) \ l ^ n  ( c  —  h  
a + h J \ TO 
Then, the equation (5.1) is oscillatory. 
e > 1. (5.30) 
Proof. Suppose that x(t) is a nonoscillatory solution of (5.1). We may assume that x ( t )  
is eventually positive, that is, there exists a t0 > 0 such that x(t) > 0 for t > tQ. Let 
z ( t )  =  x ( t )  —  a x ( t  —  h )  —  h x i t  +  g ) .  (5.31) 
From (5.1), we have 
(i) = P^ z(f - + 9^ a;(t + ()<^ (5.32) 
for t > ti for some ti > to, implies that z^(t) < 0. Therefore, by Kiguradze's lemma 
z^\t), i = 0,1,... , ra are of constant sign on [t1; oo). We have two cases: (a) z(t) > 0 
f o r  t  >  t i ,  ( b )  z ( t )  <  0  f o r  t  >  t x .  
( a )  Suppose z ( t )  >  0 for t > t\. From (5.31), 
z(<) > z(<). (5.33) 
Using (5.33) and (5.32), we have 
fd 
^W(() y z(f- ()c^ <0 /or ( > > 4-
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Since z ^ ( t ) ,  i  = 0.1,... ,n are of constant sign on [ti, oo), z'(t) is either eventually 
positive or eventually negative. If z' is eventually positive, 
z^n\t) — p(d — c)z(t — d) < 0. (5.34) 
If z' is eventually negative. 
z^)(<) — p( j — c)z(f — c) < 0. (5.35) 
When (5.34) and (5.35) are satisfied, in view of Foster and Grimmer [25] the equations 
z(")(t) — p(d — c)z(< — (f) = 0, (5.36) 
and 
z{n\t) — p(d — c)z(t — c) = 0. (5.37) 
have a positive solution. But (5.36) and (5.37) are oscillatory by Theorem 2 in [27], it 
is a contradiction. 
( b )  Suppose z ( t )  <  0 for t  >  (%. Let 
0 < v ( t )  =  — z ( t )  =  — x ( t )  +  a x ( t  —  h )  +  b x ( t  +  g ) .  
Then, 
Let 
w ( t )  =  — v ( t )  +  a v ( t  —  h )  +  b v ( t  +  g ) .  
Thus, one can show that 
%/")(f) = u(< - ^ )jf u(f + f)<% (5.38) 
89 
and since the function satisfies (5.1), we get 
[—«-'(*)  + aw(t  — h)  + bw(t  + g)]^ = —p J  w(t  — Ç)dÇ — q J  w(t  + £)d£.  
If w(t)  < 0 for t  > t i ,we get the same results as in case (a) .  Suppose w(t)  > 0 for t  > t \ .  
Now consider  again two cases (c)  v'( t )  > 0 for  t  > t j ,  (d)  t / ( t )  < 0 for  t  > t \ .  
(c) Suppose v'( t )  > 0 for t  > t \ .  Then, w^n + 1 \ t )  > 0 for t  > t2  > t\ .  Therefore, we 
have 
(a + b)u^n \ t  + g)> —p j w(t — ()d^ — q J  w(t  + £)d£. 
Since u) is increasing on [t2, oo), 
+ c), 
a + o 
or 
„,WW>_2(îLi)„(( + (c_9)). (5.39) 
0 + 0 
In view of Lemma 5.2.1(h) and condition (5.29), inequality (5.39) has no eventually 
unbounded positive solutions. 
( d )  Assume v'(t) < 0 for t > t\. By Kiguradze's Lemma, v"(t) > 0. Therefore, 
w'(t) = —v'(t) + av'(t — h) + bv'(t + g) 
< —v'(t) + av'(t) + bv'(t + g) 
— (o — l)u'(f) + bv'(t + g) 
< (a + b- l)v'(t + g) 
< 0. 
On the other hand, by (5.38), w ^ ( t )  is decreasing function for t > T > t\. Thus by 
Kiguradze's Lemma, we have 
( — !)'%/')(<) > 0 for i = 0,1,... , n + 1 and t > T. 
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Since w ( t )  and w^n\t) are decreasing, we get 
(o + 6)w^(( — A) > —p y w(f — f)df — g z(< + ^ )^. 
Thus, we have 
T—wit — (c — A)) 
a + o 
which leads to a contradiction by condition (5.30) and Lemma 5.2.1 (z). • 
Example 5.2.4. Consider the following neutral differential equation 
OQ — KRj fSTT y /*5TT 
k(() - - 2^ " = -3 / ^" Ï2 % /2^ 
We see fAof n = 4, o = 6 = c = d = 5?r, p = —3, g = A = g = 2% . 
One can see that the conditions of Theorem 5.2.8 are satisfied. It is easy to verify 
that x(t) = cos t is a solution of this problem. 
Theorem 5.2.9. Suppose a -j- b > I, c > h > g, p,q are negative, and X — n = a = 
0 = -1, 
-?(d-c)y/" A g > 1 
e > 1. 
a + b  j  \  n  
and 
/ - p ( d - c ) \ / c - A  
\  o + 6  /  \  %  
Then, the equation (5.1) is oscillatory. 
Since the proof of last theorem is similar to the proof of Theorem 5.2.8, the proof is 
omitted. 
Theorem 5.2.10. Suppose 1 > a + b, c > g > h, p,q are negative, and X = (i = — 1, 
(* = /) = 1, 
a + b  J  \  n  '  '  
Then, the equation (5.1) is oscillatory. 
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Proof. The proof is similar to the proof of Theorem 5.2.2 until we reach to the case (d) 
which is v'(t) < 0 for t > In this case, note that z(t) < 0, w(i) > 0, v(t) > 0 for 
t > ti. Since v(t) is decreasing, we have (—l)'u^'(Z) > 0 for t > ti and i = 0,1,... , ra 
by Kiguradze's lemma. Then, it follows that 
w ( t )  =  —  v ( t )  +  a v ( t  +  h )  +  b v ( t  +  g )  
<  — v ( t )  +  a v ( t )  +  b v ( t )  
=  ( — 1  +  a  +  b ) v ( t ) .  
< 0. 
But this is a contradiction to w ( t )  >  0, therefore the case v'(t) < 0 is not possible for 
t > t\. Thus, the proof is complete. • 
5.3 Odd Order Neutral Functional Differential Equations 
In this section, n is considered as an odd number. Moreover, the following lemma 
will be used in our proofs. 
Lemma 5.3.1. Suppose that a and h are positive constants and let 
a1^n(h/n)e > 1. 
(i) the inequality 
x ^ ( t )  —  a x ( t  +  h )  >  0 
has no eventually positive solutions when n is odd; 
(ii) the inequality 
+ ax(t — h)< 0 
has no eventually positive solutions when n is odd. 
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Theorem 5.3.1. Suppose b > 0, A = (3 = 1, and fj, = a = —1, either 
n 
e > 1, (5.40) 
or 
( p  +  q ) ( d - c ) y > " ( 9 - d \ e > ^  5 > d i  ( 5 . 4 1 )  
n 
and 
'g(d-c)' l / n  0e >L (5-42) \  l + o  /  V n  
T/ien, the equation (5.1) is oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of (5.1). We may assume that x ( t )  is even­
tually positive, that is, there exists a t0 > 0 such that x(t) > 0 for t > to. If x(t) is 
eventually a negative solution, it can be proved by the same arguments. Let 
z ( t )  —  x ( t )  +  a x ( t  —  h )  —  b x ( t  +  g ) .  
From (5.1), we have 
zM(f) = P / a:((-6)^ + g/ z(< + (5.43) 
for t > ii for some t\ > t0, implies that z^n\t) > 0. Then, z^(f), i = 0,1,... ,n are of 
c o n s t a n t  s i g n  o n  [ t i ,  o o ) .  W e  h a v e  t w o  p o s s i b l e  c a s e s  t o  c o n s i d e r :  ( a )  z ( t )  <  0  f o r  t  >  t i ,  
(6) z(t) > 0 for f 
(a) z ( t )  < 0 for t > ti. Let 
o(f) = -z(<), 
then from (5.43), we obtain 
v ( " ) ( ( ) +  r ( <  +  ^ ) ^  =  0 .  ( 5 . 4 4 )  
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On the other hand, 
0 < v ( t )  =  — z ( t )  =  — x ( t )  — ax(t - h) + bx(t + g). 
<  6 z ( f  +  / o r  2 > < i .  
Thus, there is a T > t\ such that 
z(<) > ^ /or f > T. (5.45) 
In view of (5.45) it follows from (5.44) that 
+ + + /or f > Ti > T. (5.46) 
It is clear that either from (5.44) or (5.46), %(*)(() < 0 for t > T\. Therefore, by well 
known Kiguradze's lemma y("-1)(t) > 0 for t > T\. Now, we want to show that v'(t) < 0 
for t > T\. Suppose on the contrary v'(t) > 0 for t > 7\, then there exist a constant 
k > 0 and > Ti such that 
for t > T 2  and £ E [c, d ] . Thus, 
„M(i)< J±±M-A^ f„ t>r2 
and 
»("-')(t) < »'-"(r2) - k(p + q)(d~ c)(f ~ Ti) -» -OO OS i-+ oo, 
a contradiction. Therefore, (—l)'t/')(f) > 0 for t > T2 and i = 0,1,... , n. Then from 
(5.46), we have 
„(»)(() + Éiz.£)„(( _ (9 + c)) < 0, (5.47) 
and 
„(">(«) + & + iW ~c)v ( t - ( g - d ) ) <  0, t > T2. (5.48) 
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Thus, from Lemma 5.3.1 ( i i )  and condition (5.40), (5.47) has no eventually positive 
solutions or from Lemma 5.3.1 (ii) and condition (5.41), (5.48) has no eventually positive 
solutions, which is a contradiction. 
( b )  z ( t )  >  0 for t > t\. Let 
w ( t )  =  z ( t )  +  a z ( t  —  h )  —  b z ( t  + g)-
Thus, one can show that 
= P / 4-g / z(t4-(5.49) 
and since the function w ( t )  satisfies (5.1), we get 
} ( t )  +  a w ( t  -  h )  —  b w ( t  +  # ) ] ( " )  =  p  J w(t — Ç)dÇ + q J w(t + Ç)dÇ. (5.50) U> 
Since n is odd, by Kiguradze's lemma, z'(t) > 0 for t > ti. From equation (5.49), 
ti/n)(*) > 0 and ty(n+1)(t) > 0 for t > t% for some t2 > t\. Therefore, w^(t) > 0 for 
i = 0,l... ,n + 1 and t > t2- Thus we get 
(l + o)w^(<) > + w(f + ^ )(^ 
Since u/(Z) > 0 for ( > (g, 
w^(t) > + c). 
This last equation does not have positive solution by Lemma 5.3.1 ( i )  and condition 
(5.42) . Therefore, it is a contradiction and the proof is complete. • 
Example 5.3.1. Consider the following neutral differential equation 
rSrr i /*3ir 
- 0^4 + % / 
r /2  " J IT/2 
9?r 1 /"S" 1 
k(^) + a(t - ?r) - z(( + —  - / z(< + 
^ ^ y^/  ^ A/2
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so that n = 3!a = b=l!c=^,d = 3tt.  p  —  q  —  h  =  K,  g  —  
One can check that the conditions of Theorem 5.3.1 are satisfied. It is easy to verify 
that x(t) = cos t is a solution of this problem. 
Theorem 5.3.2. Oppose c > o > 0, A = a = —1, and = 1, 
' P V - c ) Y h f ' - » \ e > l t  ( 5 . 5 1 )  
n 
and 
'"W M— « 
Then, the equation (5.1) is oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of (5.1). Without loss of generality we may-
assume that x(t) is eventually positive, that is, there exists a t0 > 0 such that x(t) > 0 
for t > to. If x(t) is eventually negative solution, it can be proved by the same arguments. 
Let 
z ( t )  =  x ( t )  —  a x ( t  —  h )  +  b x ( t  +  g ) .  
As in the proof of the Theorem 5.3.1 the function zM(<) are of constant sign for 
t  >  t \  >  t o  a n d  i  =  0 , 1 , . . .  ,  n ,  h e n c e  w e  h a v e  t w o  p o s s i b l e  c a s e s  t o  c o n s i d e r  f o r  z ( t ) :  
( a )  z ( t )  <  0  f o r  t  >  t i ,  ( b )  z ( t )  >  0  f o r  t  >  t x .  
( a )  z ( t )  <  0 for t > t\. Let 
%(<) = 
then we can obtain 
u^(() + P ^  + 9^ r(< + ^ )j( = 0. (5.53) 
On the other hand, 
0 < v ( t )  =  — z ( t )  =  — x ( t )  +  a x ( t  —  h )  —  b x ( t  +  g ) .  
< ax(t — h) for t>t\. 
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Thus, there is a T > ti such that 
%(f) ^ /or ^ > r. (5.54) 
In view of (5.54) it follows from (5.53) that 
As in the proof of the Theorem 5.3.1(a), (—!)'%/')(() > 0 for t > > T\ and i = 
0,1,... ,n. Thus, 
Thus, from Lemma 5.3.1 ( i i )  and condition (5.51), (5.56) has no eventually positive 
solutions, which is a contradiction. 
( b )  z ( t )  > 0 for t > t\. Let 
w ( t )  =  z ( t )  —  a z ( t  —  h )  +  b z ( t  +  g )  
then we can see that 
[io(() - ato(( - A) + =py to(< - ^)<^ + gy w(< + ^ )d^. (5.58) 
As in the proof of the Theorem 5.3.1(6), we have w ^ ( t )  > 0 for t  >  T  >  t i  and 
i — 0,1,... , n + 1. Then, we obtain 
v ^ ( t )  +  — v ( t  — (c — h ) )  < 0, for t > T2. (5.56) 
and 
(1 + b)w^n\t + g) > p w(t + Qd£ 
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Since w'(t) > 0 for t > T, 
w[n % > + (c - g)). 
This last equation does not have positive solution by Lemma 5.3.1 (?) and condition 
(5.52) . Therefore, it is a contradiction and the proof is complete. • 
Example 5.3.2. Consider the following neutral differential equation 
[z(f) - z(f -%") + 2z(f + %")](*) = / a;(< - ^)^ + ^ + 6)<^, 
J 2?r ^ J 2tt 
so that i% 5^ CL — 1, ô ™ 2^ c —— 2tt j d ™ 4tt^ — 1 ^ ç ^^ Q —— h —- tt . 
One can check that the conditions of Theorem 5.3.2 art satisfied. It is easy to verify 
that x(t) = tcost is a solution of this problem. 
Example 5.3.3. Consider the following neutral differential equation 
q /"Sir O z*8ir 
k(<) - z(< - ?r) + 2z(f + 7r)](^ = - / z(< - ^)c^ + - / z(( + ^ )c^. 
4 J67T 4 y6n. 
We see that n — 9; a = 1, b = 2, c = 6tt, c? = 8tt, p = q=^}g = h = 7r. 
One can see that the conditions of Theorem 5.3.2 are satisfied. It is easy to verify 
that x(t) = t sinf is a solution of this problem. 
The proof of following two theorems are not given, because the proofs are similar to 
the proof of Theorem 5.3.1 and Theorem 5.3.2. 
Theorem 5.3.3. Suppose that c > g, b > 0, A = 1, and fi = 0 = a = —1. In addition, 
assume that (5.42) and 
'p(d- c)y/" /c-p" 
n 
e > 1 
hold. Then, the equation (5.1) is oscillatory. 
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Theorem 5.3.4. jxippoae (Aof c>A, 6>0, A = a = /)=1, o»(f /f = —1. /» ojAfwn, 
^ o » ( f  
'ti),/7£^)e>1 1 + O / \ » / 
hold. Then, the equation (5.1 ) is oscillatory. 
Theorem 5.3.5. Suppose c>g, A = p = /3 = 1, a = —1 on(f 
/ g(cf- c) \i/" /c-g 
X1 + a + h / 
Then, the equation (5.1 ) is oscillatory. 
e > 1. (5.59) 
n / 
Proof. Suppose there exist a nonoscillatory solution x(t) of (5.1). Without loss of gen­
erality we may say that x(t) > 0 for t > to. Let 
z ( t )  =  x ( t )  +  a x ( t  —  h )  +  b x ( t  +  g ) .  
Clearly z ( t )  >  0 for t > ti for ti > t0. Thus, using (5.1), we get 
for t > t2 for some t2 > t\. Therefore, we conclude that z^\t), i = 0,1,... ,n are of 
constant sign, z(t) > 0 and z'(t) > 0 on [t2, oo) by Kiguradze's lemma . Let 
w ( t )  —  z ( t )  +  a z ( t  —  h )  +  b z ( t  +  g ) .  
Thus, one can show that 
w W(<) = P^ + 9^ (5.60) 
and then 
[«)(<) + oto(< — A) + 6w(Z + g)](") = tu(f — $)+ to(f + f)df. (5.61) 
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Since z ( t )  > 0 and z'(t) > 0 is eventually increasing, from (5.60) we see that w^n\t) > 0 
and iy(n+1)(i) > 0 for t > T > t2. As a result of this w^(t) > 0 for i = 0,1.... , n + 1 
and t > T. Thus from (5.61), we have 
f d  
(l + a + 6)t//")(f + g)>gy + 
Since w ( t )  is eventually increasing, we get 
( 1 +  a  +  +  g )  >  +1^^ + c) 
or 
w^(<) > +1^ + (c- (5.62) 
for t > T > t2. In view of Lemma 5.3.1(f) and (5.59), the inequality (5.62) has no 
eventually positive solutions, which leads to a contradiction. Thus, the proof is complete. 
• 
Example 5.3.4. Consider the following neutral differential equation 
!*7tt/2 I z»7r/2 
0^ + 7 / 
'5tt/2 4 J 5 t / 2  
3tt 1 f7*"/ i r7*/[z(t) + z(( — 7r) + z(<+ - / z(< —^)d^  - / z(( + ^ )d^, 
^ 4 y ^/  /g, ; 
so that n = 3, a = b = 1, c — >Y, d = "Y, p = q = h = %, g = . 
One can see that the conditions of Theorem 5.3.5 are satisfied. It is easy to verify 
that x(t) — sin t + cos t is a solution of this problem. 
The proof of following two theorems are not given, because the proofs are similar to 
the proof of Theorem 5.3.5. 
Theorem 5.3.6. Suppose that c > g > h, A=yu = jS = a = l. In addition, if (5.59) 
holds, then the equation (5.1) is oscillatory. 
Theorem 5.3.7. Suppose that A = /u = 1. a = ,8 = —1 and 
q(d - c) ^ 0 1 + a + h J \n 
Then, the equation (5.1) is oscillatory. 
e > 1. 
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Theorem 5.3.8. o>0, c>/i, A = /f = a= —1, /3 = 1, 
/p(d — c)\ 1,/n (c — h 
a + b J X n 
and 
e > 1, (5.63) 
- c))^" e > 1. (5.64) 
Then, the equation (5.1) is oscillatory. 
Proof. Suppose that x(t) is a nonoscillatory solution of (5.1). We may assume that x ( t )  
is eventually positive, say x(t ) > 0 for t > t0. Let 
z(f) = a=(<) — oz(t — /i) — kr(( + g). (5.65) 
From (5.1), we have 
zM(t)=p^ z((-()^ + g^ z(f  +  ^ )c^ (5.66)  
for t > ti for some t\ > tQ, implies that z^(t), i = 0,1,... ,n are of constant sign on 
[ti, oc). We have two cases: (a) z(t) > 0 for t > tly (b) z(t) < 0 for t > ti. 
( a )  Suppose z ( t )  > 0 for t  >  t i .  From (5.65), 
z(f)  >  z(() .  (5 .67)  
In view of (5.66) and (5.67), we have 
fd 
zW(f) > gy z(f + /or ( > 
As in the proof of Theorem 5.3.1, z ' ( t )  is eventually positive. Thus 
z^(f) > g(j-c)z(( + c), 
which contradicts to Lemma 5.3.1 (i) and condition (5.64). 
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( b )  Suppose z ( t )  < 0 for t  >  ti.Let 
0 < v ( t )  =  — z { t )  =  — x ( t )  +  a x ( t  —  h )  +  b x ( t  +  g ) .  
Then, 
Let 
w ( t )  =  — v ( t )  +  a v ( t  —  h )  +  b v ( t  +  g ) .  
Thus, one can see that 
+ P / ^(^-0^ + 9^ u(< + f)df = 0 (5.68) 
and since the function satisfies (5.1), we get 
r d  r d  
[ — w ( t )  + aw(t — h) + bw(t + g()]W +p J w(t — Ç)dÇ + q J w(t + Ç)dÇ = 0. 
If w ( t )  <  0 for t  > t i ,  we can handle as in case (a). Now suppose w ( t )  >  0 for t  > t i .  On 
the other hand, v'(t) < 0 for t > t2 > tXl otherwise from (5.68) we see that w^n\t) < 0 
and u;(n+1)(t) < 0 for t >t2 which is a contradiction. As a result of this, 
(—l)'w^(i) > 0 for i = 0,1,... , n + 1 and t > t2. 
Thus, 
f d  
(o 4- — A) + p y tu(f — ^)j^ < 0. 
Then, we have 
w « ) ( f )  +  -  (c -  /i))  <  0,  
g -f • b 
which leads to a contradiction by condition (5.63) and Lemma 5.3.1 (n), this completes 
the proof. • 
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Example 5.3.5. Consider the following neutral differential equation 
o o a f j  /*7tt/2 i i p7 i r / 2  
We see that n = 3; a = |; b = c = 2k, d = ?f, p = q = h = g = 2tt. 
One can verify that the conditions of Theorem 5.3.8 are satisfied. It is easy to verify 
that x(t) — sin t is a solution of this problem. 
The proofs of the following theorems are similar to that of Theorem 5.3.8, hence the 
proofs are omitted. 
Theorem 5.3.9. Suppose o>0, /%></, A = p = a = /3 = —1, and Wd, 
then the equation (5.1 ) is oscillatory. 
Theorem 5.3.10. Suppose 6>0, A = ju = —1, a = /) = 1. /n odA(*on, 
and 
e > 1, 
a + 6  /  x  n 
hold. Then, the equation (5.1) is oscillatory. 
103 
BIBLIOGRAPHY 
[1] T. M. Abu-Kaff and R. S. Dahiya, Oscillation of solutions of arbitrary order of 
functional differential equations. J. Math. Anal. Appl., 142 (1989), no.2, pp.521-
541. 
[2] T. M. Abu-Kaff and R. S. Dahiya, On oscillation and nonoscillation behaviour of 
bounded solutions of iVth order delay differential equations. Forum Math. 2 (1990), 
no. 1, pp.35-43. 
[3] R. P. Agarwal and S. R Grace. The oscillation of higher-order differential equations 
with deviating arguments. Comp. Math. A pp., 38 (1999), pp.185-199. 
[4] R. P. Agarwal and S. R Grace, Oscillation theorems for certain neutral functional 
differential equations. Comp. Math. App., 38 (1999), pp.1-11. 
[5] R. P. Agarwal and S. R Grace, Oscillation of certain functional differential equa­
tions. Comp. Math. App., 38 (1999), pp.143-153. 
[6] F. V. Atkinson, On second order differential inequalities, f roc. Roy. Soc. Edinburgh, 
72 (1974), pp.109-127. 
[7] D. D. Bainov and D. P. Mishev, Oscillation Theory for Neutral Differential Equa­
tions with Delay. Adam Hilger Bristol, Philadelphia and New York, 1991. 
[8] J. S. Bradly, Oscillation theorems for a second- order delay equation. J. Diff. Eqns., 
g (1970), no.3, pp.397-403. 
104 
[9] C. W. Cryer, Numerical Methods for functional Differential Equations. In Delay 
and Functional Differential Equations and Their Applications Academic Press, New 
York,1972. 
[10] R. S. Dahiya, Oscillation of third order differential equations with and without delay. 
Advances in Differential Equations and Non-Linear Mechanics, Kluwer Publishing 
Company (2001), pp.75-87. 
[11] R. S. Dahiya and A. Zafer, Asymptotic behavior and oscillation in higher order 
nonlinear differential equations with retarded arguments. Acta Math. Hungar., 76 
(1997), no. 3, pp.257-266. 
[12] R. S. Dahiya and 0. Akinyele, Oscillation theorems of n-th order functional dif­
ferential equations with forcing terms. J. Math. Anal. Appl., 109 (1985), no.2, 
pp.325-332. 
[13] R. S. Dahiya, T. Kusano and M. Naito, On almost oscillation of functional-
differential equations with deviating arguments. J. Math. Anal. Appl., 98 (1984), 
no. 2, pp. 332-340. 
[14] R. S. Dahiya, Oscillation and asymptotic behavior of bounded solutions of func­
tional differential equations with delay. J. Math. Anal. Appl., 91 (1983). no.l, 
pp.276-286. 
[15] R. S. Dahiya, Oscillation criteria of even-order nonlinear delay differential equations. 
J. Math. Anal. Appl., 54 (1976), no.3, pp.653-665. 
[16] R. S. Dahiya, Oscillation generating delay terms in even order retarded equations. 
J. Math. Anal. Appl., 49 (1975), pp.158-165. 
105 
[17] R. S. Dahiya, Nonoscillation of arbitrary order retarded differential equations of 
non-homogeneous type. Bull. Austral. Math. Soc., 10 (1974), pp.453-458. 
[18] B. Singh and R. S. Dahiya, On the oscillation of a second order delay equations. J. 
Math. Anal. Appl., J^8 (1974), no.2, pp.610-617. 
[19] R. S. Dahiya and B. Singh, On oscillatory behavior of even order delay equations. 
J. Math. Anal. Appl., 42 (1973), pp.183-189. 
[20] R. 0. Driver, Ordinary and Delay Differential Equations. Springer-Verlag, New 
York, 1977. 
[21] L. Dugard and E. I. Verriest, Stability and Control of Time-delay Systems. Springer-
Verlag London Limited, 1998. 
[22] L. E. El'sgol'ts and S. B. Norkin, Introduction to the Theory and Application of 
Differential Equations with Deviating Arguments. Academic Press, Inc, New York, 
1973. 
[23] L. H. Erbe, Q. Kong and B. G. Zhang, Oscillation Theory for Functional Differential 
Equations. Marcel Dekker, Inc, New York, 1995. 
[24] W. B. Fite, Concerning the zeros of the solutions of certain differential equations. 
Trans. Amer. Math. Soc., 19 (1918), no.4, pp.341-352. 
[25] K. E. Foster and R. C. Grimmer, Nonoscillatory solutions of higher-order delay 
equations. J. Math. Anal. Appl., 77 (1980), pp. 150-164. 
[26] J. R. Graef and P. W. Spikes, Continuability, boundedness and asymptotic behavior 
of solutions of x" + q(t)f(x) = r(t). Ann. Mat. Pura. Appl., 101 (1974), no.4, 
pp.307-320 
106 
[27] S. R Grace and B. S. Lalli, Oscillation theorems for n-th order nonlinear differential 
equations with deviating arguments, f roc. Amer. Math. Soc., 90 (1984), pp.65-70. 
[28] S. R Grace and B. S. Lalli, Oscillation of solutions of nonlinear neutral second order 
delay differential equations. i?ad. Mat., 3 (1987), pp.77-84. 
[29] S. R Grace and B. S. Lalli, Oscillation theorems for second-order neutral functional 
differential equations. App. Math. Comp., 51 (1992), pp.119-133. 
[30] S. R Grace and B. S. Lalli, On the oscillation of certain neutral functional differential 
equations. Funcialaj Ekvacioj, 36 (1993), pp.303-310. 
[31] S. R Grace and B. S. Lalli, On the oscillation of certain higher-order functional 
differential equations of neutral type. Funcialaj Ekvacioj, 37 (1994), pp.211-220. 
[32] S. R Grace, Oscillation criteria for nth-order neutral functional differential equa­
tions. J. Math. Anal. Appl., 184 (1994), pp.44-55. 
[33] S. R Grace, On the oscillations of mixed neutral equations. J. Math. Anal. Appl., 
J 94 (1995), pp.377-388. 
[34] S. R Grace, Oscillations of mixed neutral functional differential equations. App. 
Math. Comp., 58 (1995), pp.1-13. 
[35] M. K. Grammatikopoulos, G. Ladas and A. Meimaridou, Oscillations of second 
order neutral delay differential equations. #ad. Mat., 2 (1985), pp.267-274. 
[36] I. Gyori and G. Ladas, Oscillation Theory of Delay Differential Equations. Oxford 
University Press, New York, 1991. 
[37] J. Hale, Functional Differential Equations. Springer-Verlag, New York, 1971. 
107 
[38] J. Hale, Theory of Functional Differential Equations. Springer-Verlag, New York, 
1977. 
[39] E. Hille, Non-oscillation theorems. Trans. Amer. Math. Soc., 64 (1948), no.2, 
pp.234-252. 
[40] M. S. Keener, On the solutions of certain linear nonhomegeneous second-order dif­
ferential equations. App. Anal., 1 (1971), pp.57-63. 
[41] I. T. Kiguradze, On the oscillation of solutions of the equation dmu/dtm + 
a(t)umsignu = 0. Mat. Sb., 65 (1965), pp.172-187. 
[42] K. Kreit, Oscillation Theory. S pringer-Verlag, New York, 1973. 
[43] T. Kusano and M. Naito, Nonlinear oscillation of fourth-order differential equations. 
Can. J. Math., XXVIII (1976), no.4, pp.840-852. 
[44] T. Kusano and M. Naito, On fourth-order nonlinear oscillations. J. London Math. 
Soc., 14 (1976). no.2, pp.91-105. 
[45] T. Kusano and H. Onose, Asymptotic decay of oscillatory solutions of second order 
differential equations with forcing term, f roc. Amer. Math. Soc., 66 (1977), pp.251-
257. 
[46] T. Kusano, On even-order functional differential equations with advanced and re­
tarded arguments. J. Diff. Eqns., 45 (1982), pp.75-84. 
[47] T. Kusano, Oscillation of even-order linear functional differential equations with 
deviating arguments of mixed type. J. Math. Anal. App., 98 (1984), pp.341-347. 
[48] G, Ladas and Y.G. Sficas, Oscillation of higher-order neutral equations. J. Austral. 
Math. Soc., 27,(1986), pp.502-511. 
108 
[49] G. S. Ladde, V. Lakshmikantham and B. G. Zhang, Oscillation Theory of Differen­
tial Equations with Deviating Arguments. Marcel Dekker, Inc. New York, 1987. 
[50] W. E. Mahfoud, Comparison theorems for delay differential equations. Pacific J. 
Math., # (1979), pp.187-197. 
[51] M. Naito, Oscillation criteria for a second order differential equation with a damping 
term. iJirojima. Math. J., 4 (1974), no.2, pp.285-296. 
[52] R. D. Nussbaum, Differential-Delay Equations. American Math. Soc., 1978. 
[53] R. Olah, Note on oscillation of differential equations with advanced argument. 
Math. Slov., M (1983), pp.241-248. 
[54] R. Olah, On oscillation of solutions of linear deviating differential equation. Arch. 
Math., (1985), pp.77-84. 
[55] H. Onose, A comparison theorem and the forced oscillation. Bull. Austral. Math. 
Soc., 13 (1975), no.l, pp.13-19. 
[56] V. S. II. Rao and R. S. Dahiya, Properties of solutions of a class of third-order 
linear differential equations. Period. Math. Hungar., 20 (1989), no.3, pp.177-184. 
[57] B. Singh and R. S. Dahiya, Existence of slow oscillations in functional equations. 
J. Math. Anal. Appl., 148 (1990), no.l, pp.213-222. 
[58] B. Singh and R. S. Dahiya, On the nonoscillation of Lienard type retarded equations. 
Punkcial. Ekvac., 19 (1976), no. 1, pp.11-18. 
[59] B. Singh , General functional differential equations and their asymptotic oscillatory 
behavior, Yokohama Math. J., 24 (1976), no.1-2, pp.125-132. 
109 
[60] B. Singh and R. S. Dahiya, On oscillation of second order retarded equations. J. 
Math. Anal. Appl., ^7 (1974), no.l, pp.504-512. 
[61] B. Singh and R. S. Dahiya, Nonoscillation of third order retarded equations. Bull. 
Austral. Math. Soc., 10 (1974), pp.9-14. 
[62] A. S. Tantawy and R. S. Dahiya, Oscillation and asymptotic properties of solutions 
of third order functional differential equations. A'ihonkai Math. J., 9 (1998), pp.117-
126. 
[63] A. S. Tantawy, Oscillation of Third and Higher Order Functional Differential Equa­
tions. Ph.D Thesis, ISU (1989). 
[64] A. S. Tantawy and R. S Dahiya, Oscillation of even order neutral delay differential 
equations. In differential equations stability and control. Lecture notes in pure and 
applied mathematics. Marcel Dekker, Inc., New York. 127 (1991), pp.503-509. 
[65] P. Waltman, Oscillation criteria for third-order nonlinear differential equations. 
Pacific J. Math., 18 (1966), pp.385-389. 
[66] P. Wang and Y.Yu, Oscillation of second order neutral equations with deviating 
arguments. Math. J. Toyama Univ., 21 (1998), pp.55-66. 
[67] A. Zafer and R. S. Dahiya, Oscillatory and asymptotic behavior of solutions of 
third order delay differential equations with forcing terms. Differential Equations 
and Dynamical Systems. 1 (1993), no.2, pp.123-136. 
[68] A. Zafer, Oscillation of arbitrary order neutral functional differential equations. 
Ph.D thesis, ISU(1992). 
[69] A. Zafer and R. S. Dahiya, Oscillation of bounded solutions of neutral differential 
equations. Appl. Math. Lett. 6 (1993), no. 2, pp.43-46. 
110 
[70] A. Zafer and R. S. Dahiya, Oscillation of solutions of arbitrary order neutral func­
tional differential equations with forcing terms. World Congress of Nonlinear Ana­
lysts '92, (Tampa, FL, 1992), Walter de Gruyter, Berlin, New York, (1996), pp.1977-
1987. 
I l l  
ACKNOWLEDGMENTS 
I would like to express my thanks to those who encouraged and helped me during my 
graduate studies. First, I would like to thank Dr. Rajbir S. Dahiya for expert guidance, 
patience and support throughout the research and writing of this dissertation. I would 
also like to thank my committee members for their efforts and contributions to this 
work: Dr. Scott W. Hansen, Dr. Justin R. Peters, Dr. Paul E. Sacks and Dr. Xioaming 
Wang. Special thanks go to Dr. Domenico D'Alessandro who served as a member of my 
preliminary exam. 
I would like to thank my parents for their moral support and believing in me. I ex­
press my deepest thanks to my wife, Ay se, for her patience and great support throughout 
my career in graduate school. 
Special thanks go to Dr. Ekrem Oztuk, Dr. Aydin Tiryaki and Dr. Mehmet Bar an 
who encouraged and helped me go to graduate school. 
Lastly, I would like to thank the Turkish Government Ministry of Education, for 
providing me with financial support and the opportunity to study abroad. 
