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ABSTRACT 
The use of solar energy on a large scale has been socially and politically driven 
by the negative impact of fossil fuels on the environment. Solar energy is advantageous 
because it is a renewable energy source and because the supply of sunlight is virtually 
boundless. On the downside, solar energy is expensive. There are issues of technical 
control associated with photovoltaic systems (PVs), which capture sunlight via 
semiconductor materials and convert it to electricity since the current and voltage 
dynamics of the solar cells lack linearity. Furthermore, although the solar array output 
is typically equivalent to the sunlight amount, the illumination of various structures 
(e.g. power plants, solar tents, PV arrays integrated into buildings) may occur in a non-
uniform way in the majority of applications. Consequently, PV modules invariably age 
in a non-uniform manner. This has an adverse impact on the performance of PV plants, 
especially from the middle till the end of their useful life. The primary reason 
preventing homogeneous aging is suboptimal environmental conditions, such as 
temperature, dust, woodland locations, storms, structures or the shadows caused by 
structures.   
As different PV modules in a PV array do not age homogeneously, their 
operating conditions are inconsistent, and the power output of PV arrays varies. The 
global maximum power point tracking (GMPPT) permits monitoring of the maximum 
power point (MPP), yet the energy potential of a non-uniform aged PV array has not 
been evaluated. Given these considerations, the purpose of this study is to make 
medium- and large-scale aging PV arrays more cost-effective to maintain and operate 
as well as to enhance their output power efficiency rather than substituting aged PV 
modules. To that end, a method of offline PV module reconfiguration was devised, 
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taking into account the non-uniform aging of PV arrays to attenuate the impact and 
preclude the necessity of additional sensors. The proposed method made provision for 
operational costs and electricity price in order to afford a greater economic advantage. 
Simulations were conducted with MATLAB and Python software, and an 
experimental study was performed indoors to assess the method. 
Four objectives were pursued in the study. First, the method's effectiveness for 
non-uniformly aging 3 × 4, 5 × 8, and 7 × 8 PV arrays was investigated through 
repetitive module sorting in a hierarchical order. Secondly, the effectiveness of 
arbitrarily non-uniformly aged 5 × 5 and 7 × 20 PV arrays was evaluated by applying 
a gene evolution algorithm (GEA). Thirdly, empirical work was conducted with a 2 × 
4 PV array to validate the proposed method. Finally, fourteen countries were chosen 
as a case study to implement the proposed method to enhance as much as possible the 
economic advantage of typical 10×10 PV arrays with an output of 18 and 43 kW, 
taking into account operational costs and the price of electric energy. 
 
Key Words: Photovoltaic (PV), Rearrangement, Offline Reconfiguration, Non-
Uniform Aging, Algorithm, Output Characteristics, Maintenance Cost. 
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Chapter 1. INTRODUCTION 
1.1 Background  
The increase in greenhouse gas emissions, environmental issues, and other 
reasons has intensified the demand for efficient renewable energy sources. At the same 
time, politicians have been galvanised into action by climate change movements 
organised in different parts of the world, and the United Nations was prompted to 
declare 2012 as the International Year of Sustainable Energy for All. This scheme 
established three aims to be attained by 2030: energy efficiency improvement, 
widening availability of renewable energy sources, and accessibility to cutting-edge 
energy services for people worldwide [1].  
Through the direct conversion of sunlight into electric energy, the renewable 
source of energy known as photovoltaic (PV) energy can supply clean energy. This 
kind of energy is advantageous because, unlike wind turbines, PV cells and panels are 
silent and do not have any harmful effects. Additionally, PV systems can be installed 
on any surface where sunlight can be captured and energy produced, including 
rooftops, parking zones, and the vertical sides of skyscrapers. Furthermore, the 
technology has been embraced for residential use and has attracted investment owing 
to governmental subsidisation of residential PV system installation and the launch of 
the feed-in tariff [2]. 
According to preliminary data for 2021, the global PV energy production 
fluctuates in the range of 125 to 126 GW. This fluctuation can be attributed to the 
number of causes, such as the difficulty of acquiring legitimate organisational data as 
Page | 2 
 
the number of publicly traded companies is declining and lack of standardisation in 
reporting practices. 
Data were derived from the stock market reports of listed companies, various 
market reports, and personal contacts. Figure 1.1 reveals a production of 125.6 GW, 
which was estimated by comparing the different sources; by contrast to 2018, this 






















Figure 1.1: Global Cumulative PV Installation in 2021 [4, 5]. 
The By the end of 2020, the most PV systems were installed in Europe, Latin America, 
India, the Asia-Pacific region, and the US, with the addition of 19.6, 6.7, 7.5, 16.9, and 
18.4 GW, respectively. However, with a capability of over 56.5 GW, the foremost 
country in terms of new PV system installations was China, which reflects the drive 
demonstrated by the Chinese government to prioritise the use of cleaner energy sources 
in the last three years [4, 6].   
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1.2 Various Solar PV System Applications 
Solar cells use sunlight to produce direct current (DC), and linked solar cells 
make up a solar array. Solar insolation, ambient temperature, and solar array size and 
configuration are among the factors determining the output current of a solar array. 
Energy production is typically more outstanding in the case of solar panels with an 
expansive area and lowers in the case of solar panels with limited area. 
Solar PV systems are capable of supplying DC power to load or be linked via direct 
current and alternating current (DC-AC) inverters to provide AC power to loads. A 
few PV applications are exemplified in the following part. 
1.2.1.1 Utility Power Production 
PV power plants of large size are capable of variable levels of energy 
production of up to a couple of Gigawatts, satisfying the demand of a few thousand 
residences as in Figure 1.2. 
 
Figure 1.2: Solar PV power plant [7]. 
Solar It is possible to link solar arrays into standard modules comprising 
numerous PV arrays operating jointly. Subsequently, the necessary power is produced 
through the linkage of the modules in parallel. The straightforward installation and 
connection process of PV arrays make solar PV plants more advantageous than other 
Page | 4 
 
types of power plants. Unlike traditional plants running on fossil fuels or nuclear power, 
solar PV plants are constructed faster since meeting electric energy demand is more 
important than planning. Furthermore, the construction of PV power plants can be 
undertaken wherever the requirement is highest owing to the non-uniform load 
demand of the distributed electrical system. 
Moreover, PV power plants are noiseless, do not require any fuel to operate, 
and are environmentally friendly. Additionally, modular PV plants permit incremental 
expansion with the rise in demand, in contrast to traditional power plants. Therefore, 
PV power plants afford many advantages for utilities when reducing fuel costs [8]. 
1.2.1.2 Stand-Alone Systems  
Solar arrays of small size are extensively employed by numerous applications, 
including mobile phone chargers, calculators, a light-emitting diode (LED) lights, and 
traffic-warning LED lights Figure 1.3. These are capable of a power output of between 
a couple of microwatts to a couple of hundred watts, while the output voltage is 
between a couple of volts and tens of volts. Weighing just 3.66 mg/mm2, standard solar 
panels can be installed on portable devices whilst still upholding weight specifications 
[9-11]. 
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Figure 1.3: Small-scale stand-alone solar photovoltaic systems [10, 12, 13]. 
1.2.1.3 Battery Storage 
Solar insolation determines the output power of solar PV systems, which 
therefore fluctuates over the course of the day and is not produced at all during night-
time [14]. The systems are occasionally equipped with batteries to make the output 
power more stable. This works in the following way: the solar panels capture and 
convert sunlight into electric energy, which is subsequently used for charging the 
batteries to be used for powering devices at times when there is no sunlight. 
Basic AA batteries, such as those used in flashlights, are compatible with 
certain solar battery chargers Figure 1.4 whereas more special batteries are needed for 
other chargers employed with mobile phones, solar calculators, speedometers, and 
LED lights. There are also chargers for batteries in laptops and other such electronic 
devices. 
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Figure 1.4: A small solar photovoltaic cell with a battery storage unit. 
Solar PV systems are employed for charging large battery systems for a power 
output of the order of kilowatts in rural regions, mountains, and woodland. For instance, 
large PV systems with high battery storage capacity can power water pumps in rural 
regions. Overall, the intended applications of solar chargers determine the most 
suitable type of solar battery charger [15]. 
1.2.1.4 Building Integrated Photovoltaic Systems (BIPVS) 
Solar PV systems with battery storage are more expensive. The direct linkage 
of the systems often addresses this issue to the utility grid. Power is supplied to the 
equipment of the grid when solar insolation is not enough, while the PV system 
supplements the grid during “high-demand electricity” periods. In this way, the load 
demand can be satisfied without expanding the primary power plant. 
Traditional construction features (e.g. roof, skylights or facades in sections of 
the building envelope) are being more and more often substituted with PV materials 
Figure 1.5 , serving as the main or secondary power source. Meanwhile, retrofitting of 
older constructions with BIPVS modules is practiced as well. The integration of PV 
systems into buildings reduces the construction work, therefore decreasing costs as 
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fewer materials and workers are needed. Furthermore, BIPVS systems do not stand 
out as much compared to other solar alternatives and look better because they are 
integrated into the design. Consequently, such systems are enjoying tremendous 
growth within the PV industry [16].  
 
Figure 1.5: The building-integrated solar PV systems [17]. 
1.3 Motivations and Objectives 
Solar energy has garnered enormous interest throughout the world in recent 
times owing to the sustainable development opportunities it affords [18, 19]. At present, 
the cost-effectiveness of PV panel production and ongoing innovation in power 
conversion technologies is making PV power devices more and more popular on the 
renewable energy market at a global level [20]. The appeal of PV panels stems from 
the fact that they are more operationally cost-effective and require less capital as 
energy conversion is highly efficient, and the service life is lengthy. However, a 
number of issues can affect PV arrays when PV systems are operational, such as short-
term obstructions (e.g. dust, bird droppings) or irreversible deterioration (e.g. poorer 
performance, PV cell or diode breakdown) [21]. Furthermore, PV arrays do not age at 
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the same rate, as highlighted in a report by the National Renewable Energy Laboratory 
(NREL). A Gaussian distribution is reflected by the speed at which PV modules 
deteriorate, and in most cases, this speed is considered to range between 0.6 and 1% 
annually [22]. Three modules connected in series with aging to various degrees are 




Figure 1.6: PV I-V characteristics curves for modules subject to non-uniform aging 
and connected in series. 
PV arrays can be made to perform better based on an algorithm capable of 
optimising their electrical configuration to assess the energy potential within the 
context of PV module non-uniform aging. A novel method of reconfiguring PV arrays 
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is put forth in order to make maintenance more cost-effective. This method involves 
reorganisation of the positions instead of substituting aged PV modules to enhance the 
capability of PV arrays with non-uniform aging to produce power. Furthermore, the 
method necessitates information regarding the electrical parameters of the PV modules 
for the purposes of selection of the best reconfiguration topology. Moreover, the 
mismatch effect caused by the PV modules aging at different rates is attenuated by the 
algorithm through alliterative sorting of the modules in a hierarchical pattern. 
1.4 Aim and Contributions 
There are two ways to increase PV output power. The first is to use global 
maximum power point tracking (GMPPT), increasing power generation efficiency 
under fault conditions. Still, the ability for optimization of a whole PV array is yet to 
be fully established. A second approach involves reconfiguring PV arrays to increase 
their efficiencies under fault conditions. 
This research aims to develop a reconfiguration strategy for aging PV systems 
so that it is possible to optimise the performance of a PV array by simply rearranging 
the PV module positions.  
A. The research aim can be summarised as follows: 
• To model the PV system, then perform simulations to validate the 
model's accuracy and compare it to manufactured models under varying 
weather conditions. 
• To examine the functionality deriving a modelling and computing 
algorithm that simulates and analyses the possible rearrangement of 
aging solar PV arrays and the resulting output power. 
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• The experimental used a 2 × 4 PV array to assess the efficiency of 
different array interconnection topologies for reducing mismatch loss 
due to aging factors. In turn, a small PV module used eight-cell 
polycrystalline. Five different aging patterns were employed to 
effectively analyses the performance when linked in a series-parallel 
(S-P) topology. 
• Developing a different size of PV array reconfiguration simulation to 
deliver the maximum output power were applied in fourteen countries 
to maximise economic benefit. 
In this research, the methodology used is a computer simulation and analysis 
approach using an algorithm for optimising the configuration of a PV array within 
which different PV modules are subject to non-uniform aging processes. This is 
followed by testing to maximise the power generation across non-uniformly aged PV 
arrays by merely repositioning, rather than replacing, the PV modules, thereby keeping 
maintenance costs to a minimum. Therefore, each of the analysis has been performed 
to assess the efficacy of the suggested approach for a variety of dimensions of 
randomly non-uniformly aged PV arrays by using both MATLAB/Python. In addition, 
the offline reconfigurations method was also applied to the experimental laboratory 
work to ensure its effectiveness. 
1.5 Thesis Outline  
The thesis is divided into seven sections. The research background and primary 
objectives are introduced in the first section. The second section is concerned with a 
review of the literature pertaining to solar concentrated PV technology, with particular 
emphasis on types of cells, methods of increasing performance, simulation and 
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analysis of solar PV current and voltage, causes of PV module aging, possible issues, 
and strategies of detection. Topologies of PV arrays and the reason for choosing a (S-
P) configuration are addressed as well. The proposed algorithm for improving power 
generation by reconfiguring PV arrays based only on the rearrangement of PV modules 
with non-uniform aging is presented in the third section. Also ,the algorithm of gene 
evaluation is validated in third section using 5×5 and 7×20 PV arrays. A computer-
based creation of a PV array model is used to measure the maximum power output of 
the chosen PV configurations before and after repositioning. The efficiency of a 2×4 
PV array with non-uniform aging is evaluated in the fourth section through an indoor 
empirical study. To that end, a GEA for offline reconfiguration is suggested to 
rearrange rather than substitute aged PV modules to increase the output power of PV 
arrays with non-uniform aging. In the fifth section, a number of fourteen countries are 
chosen as a case study to implement and assess through modelling and simulation the 
proposed method to enhance as much as possible the economic advantage of typical 
10×10 PV arrays with the output of 18 and 43 kW, taking into account labour costs 
and the price of electric energy. Concluding remarks and recommendations for further 
study are outlined in the sixth section. 
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Chapter 2. LITERATURE REVIEW OF PV 
RECONFIGURATION STRATEGY 
2.1 Introduction  
The present section comprehensively reviews the literature related to solar 
energy technologies and the impact of unfavourable environmental factors (e.g. 
temperature, dust, bird droppings, hotspots, storms) on PV systems. Initially, the basic 
concepts pertaining to PV technology and the influence of environmental conditions 
on PV systems are addressed. Different types of PV technologies and simulation 
studies on concentrated PV systems with various reconfiguration methods are 
reviewed as well. 
This section affords an overview of PV history in terms of how the technology 
was first created and how it has developed. The PV silicon crystalline structure is 
illustrated, and analysis and mathematical modelling of PV cells are presented. The 
primary ways in which PV modules deteriorate and the various existing issues and 
detection strategies are presented. Maximum power point tracker (MPPT) is defined, 
and its role and related algorithms are explained. All the chief methodologies are 
delineated with associated flowcharts or diagrams. The key aspects of MPPT 
algorithms are summarised in a comparative table. The reason for (S-P) configuration 
choice is also provided. 
Empirical work on wet-cell batteries led Alexandre-Edmond to discover in 
1839 the influence of the PV effect, resulting in light-based production of electric 
energy. The next important discovery was made in 1873 by Willoughby Smith, who 
recognised that selenium had photoconductive capability [23]. Three years later, that 
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capability was empirically investigated by William Adams and Richard Day, proving 
that the light effect in solid selenium permitted current production [24]. The work laid 
the foundations for PV cell development. 
The PV cell prototype was created by Charles Frittes in 1883 through the 
compression of a selenium film of minimal thickness between two layers of distinct 
materials. Gold was the material for the superior layer, being capable of gathering the 
free electrons resulting from the light impact on selenium. It undertook the conversion 
of light to electricity at an efficiency below 2%, thereby generating electric energy 
[23]. 
Advances in crystal manufacturing methods allowed Pearson, Chapin, and 
Fuller to create the first modern silicon cell in 1954, demonstrating around 6% 
efficiency [25]. In 1955, the first PV product became commercially available, although 
its price was extremely high at 1000 $/W, hindering its use as a viable alternative 
source of electric energy [26]. Nevertheless, in 1959, the aerospace industry embraced 
the technology and incorporated it in the Vanguard 1 Satellite, functioning effectively 
for a period of eight years. This prompted a broader use of PV technology, which has 
come to be the foremost power source for numerous satellites. The PV arrays 
integrated by national aeronautics and space administration (NASA) in its Nimbus 
spaceship in 1964 had a production capacity of 470 W, while those integrated into the 
Orbiting Astronomical Observatory in 1966 had a capacity of 1 kW. The extensive 
aerospatial applications of PV technology has stimulated its ongoing development and 
efficiency refinement. For such applications, costs can be disregarded, but other factors 
(e.g. weight, materials, temperature, efficiency) cannot [27]. 
Page | 14 
 
During the 1970s, there was a significant decrease of around 80% in the cost 
of PV technology from 67 to 13.3 $/W, leading to a rise in the use of such technology 
in a wide range of applications, such as offshore signal lights, railroad crossings, and 
highway signs. A laboratory specifically focusing on PV technology was first created 
by the University of Delaware in the US. In 1973, this university successfully deployed 
PV technology to supply electric energy to a residential unit, and the connection to the 
grid permitted the sale of surplus energy [26]. 
The PV technology advanced at a growing pace in the US. 1-MW production 
capacity was first achieved by the Atlantic Richfield Company (ARCO) Solar  in 1980, 
while production in the range of MW became established with the creation of a PV 
plant capable of generating 6 MW in 1983, while the global production reached 21 
MW in the same year. In 1985, the silicon PV cell was successfully made 20% efficient 
[26]. 
 A variety of initiatives were launched during the 1990s to promote the use of 
PV technology as the primary source of electric energy, such as the “100,000 roofs” 
PV programme in Germany and the Million Solar Roofs in the US. At the same time, 
the existing PV technology became more efficient, with PV types of gallium indium 
phosphide and gallium arsenide reaching 30% and CdTe thin-film reaching 16% [26]. 
As a result, the use of PV technology intensified significantly, with a production of up 
to 177 GW. Table 2.1 summarises the history of PV technology development.   
Table 2.1: This historical review is summarised in the PV evolution timeline. 
Year PVs Science Discovery Summarised 
1839 Edmond Becquerel The first person to notice the impact of 
photovoltaic 
1873 Willoughby Smith Identified the selenium ability of photo 
conductivity 
1876  
William Adams and Richard 
The start point for the current PV cell after 
successfully experiments the possibility of 
Page | 15 
 
generating current in the solid selenium 
under the effect of light 
1883  
Charles Frittes  
Build the first base on the electrical power 
producer by a thin-layer stack of selenium 
between two gold layers and produce 
electricity from light with 2% efficiency. 
1954 Pearson, Chapin and Fuller The first modern silicon cell was invented 
with a 6% efficiency. 
1959 Vanguard  The first satellite to be powered by solar 
energy and survive for eight years. 
1973 University of Delaware The first home powered by solar energy is 
constructed. 
1980 ARCO Solar  For the first time, 1 MW of PV is generated. 
1983 ARCO Solar 6 MW plants new era. 




For instance, the 100,000 roofing program in 
Germany and the Million solar roof in the 
USA are funded by established initiatives to 
enable people to use PV as their main energy 
source. 
1994 “Information” Efficiency of PV is raised to 30%. 
1999 “Information” Total photovoltaic energy installed globally 
amounts to 1 GW. 
2013 “Information” 138.9 GW of total worldwide PV installed. 
 
2.2 Types of Photovoltaics Module Crystalline 
The crystalline structure of first-generation PV technology integrated silicon 
to produce the combined solar cells and create PV modules. This technology is still 
being refined to make it more efficient and increase its capacity. The main types of PV 
panels with a silicon crystalline structure are presented in Figure 2.1 and addressed 
individually in the next part. 
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                 (a)                                       (b)                                    (c) 
Figure 2.1: (a) Monocrystalline, (b) polycrystalline and (c) thin-film are the three 
primary kinds of solar panels [28].      
2.2.1.1 Monocrystalline Photovoltaic 
With a market share of around 80%, the mono-crystalline type of PV cell has 
the highest prevalence. It will probably only be superseded by PV technology of 
greater efficiency and cost-effectiveness that is yet to be innovated. Crystalline silicon 
p-n junctions underpin the structure of this PV cell type. Mono-crystalline silicon is 
produced by applying the Czochralski technique to cultivate a crystal ingot [29]. The 
silicon material restricts endeavours to increase efficiency due to the decline in the 
quantity of photon-generated energy at elevated wavelengths. Furthermore, thermal 
dissipation stems from radiation with longer wavelengths, making the cell less efficient 
by heating it up. Under STC, the highest efficiency attained by the monocrystalline 
silicon PV cell was about 23%, with an absolute maximum of 24.7%. Self-losses arise 
from the joint effect of solar cell resistance, solar radiation reflection, and metal 
contacts present on the superior part.  
The produced silicon ingot has a diameter of 10-15 cm. It is cut into wafers 
with a thickness of 0.3 mm, yielding a solar cell displaying a current of around 35 
mA/cm2 and 0.55-V voltage at complete illumination. Under STC, a capacity of up to 
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30% can be attained for a few other semiconductor materials with various wavelengths. 
Nevertheless, modules are never as efficient as the cell itself. In recent times, a full 
panel efficiency of 27.6% was claimed by Sunpower [30], which NREL measurements 
indicate to be a record efficiency [31]. It is anticipated that this panel will possess 
improved service life and match other sources in terms of cost. There are numerous 
shared traits between the solar silicon processing technology and the microelectronics 
industry. Laboratory cells can perform better due to the advantages garnered from the 
significant advances in the technologies for processing silicon wafers employed in 
microelectronic applications. This can have positive implications for the technology. 
2.2.1.2 Polycrystalline Photovoltaic 
Novel crystallisation methods have been devised as part of endeavours to 
diminish the costs of PV technology and enhance its production throughput. At a 
silicon price of 340 $/kg, poly-crystalline PV technology was most prominent in the 
PV industry. Owing to the reduced costs of manufacture, the decrease in the cost of 
silicon to 50 $/kg has not diminished the appeal of this technology, despite the fact 
that the cells have an efficiency that is 13-16% lower compared to mono-crystalline 
cells. The defects in metal contamination and crystal structure can be minimised 
through the conversion of crystalline PV cell generation from mono- to multi-silicon 
[32]. The production of poly-crystalline cells starts with silicon being melted and 
solidified into orient crystals in a fixed direction, resulting in a multi-crystalline silicon 
ingot of rectangular shape. This ingot is subsequently cut into blocks and then into 
wafers of minimal thickness. Cultivation of poly-crystalline silicon ribbons of wafer 
thinness can eliminate the need for the latter procedure. Evergreen Solar designed this 
technology [33]. 
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2.2.1.3 Thin-film Technology 
Thin-film technology differs from crystalline silicon cells in that it has the 
potential to make PV arrays more cost-effective by reducing the costs of material and 
manufacture whilst maintaining cell life expectancy and sustainability. 
To produce thin-film panels, sputtering tools are employed to deposit layers of 
the minimal thickness of specific materials on glass or stainless steel (SS) substrates. 
This differs from the production of crystalline PV cells, whereby modules are 
developed by inserting semiconductor materials between glass panels. Thin-film panel 
production is more advantageous because the deposited layers are much thinner than 
the crystalline wafers (<10μm vs several hundred μ) and PV molecules demonstrating 
flexibility can be attained owing to the potential films placed on SS sheets. This 
ensures high throughput deposition and reduces material costs, thus making production 
more cost-effective. However, thin-film PV modules are less efficient than crystalline 
ones because the significantly reduced thickness of the layers limits the area of PV 
material that can assimilate sunlight. Nevertheless, efficiency has been substantially 
improved due to the possibility of depositing a wide range of materials and alloys. 
Additionally, thin-film PV modules have managed to secure 15-20% of the market 
because they are versatile and resistant to temperature. 
The types of thin-film cells that are particularly prominent on the market are 
amorphous silicon cell with a structure comprising multiple junctions, thin poly-
crystalline silicon on inexpensive substrate, copper indium diselenide/cadmium 
sulphide hetero-junction cell, and the cadmium telluride/cadmium sulphide hetero-
junction cell. 
• Amorphous silicon  
• Amorphous-Si, double or triple junctions 
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• Tandem amorphous-Si and multi-crystalline-Si 
• Cadmium telluride or cadmium sulphide/cadmium telluride 
2.3 Characteristics of PV Output and Modules  
2.3.1.1 Characteristics of Single PV Output 
The traits of PV output are typically represented via I-V and P-V curves [34, 
35]. These traits are usually defined by five major parameters; namely, open-circuit 
voltage Voc, short-circuit currents Isc, the voltage at the MPP Vmp, current at the MPP 
Impp and power at the MPP Pmpp, as shown in Figure 1.6. 









































Figure 2.2: The main parameters for the PV cell output characteristics. 
The parameters are specified in the PV manufacturing datasheet under standard test 
condition (STC), with solar irradiance of 1000 W/m2 and cell temperature of 25°C.  
Table 2.2 lists the Solarex (MSX60) electrical properties selected for the purposes of 
the present study. 
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Table 2.2: The disclaimers of the Solarex MSX60 photovoltaic module. 
PV panel parameters Values Values 
Open-circuit voltage VOC 21.1 V 
Short-circuit current ISC 3.8 A 
Maximum power Pmpp 60 W 
Maximum power 
current 
Imp 3.5 A 
Maximum power voltage Vmpp 17.1 V 
Cell temperature °C 25 °C 
 
2.3.1.2 Characteristics of a Multi Sub-String PV Array 
An array comprises multiple devices with joint operation. At the same time, 
topology is created by linking several sub-strings through two methods, namely, in 
series (one current branch and the voltages add) or in parallel (one terminal voltage 
and the currents add). 
a) Linked Sub-strings in Parallel 
 Similar to other sources of electric energy, in parallel connection of solar 
devices means that the highest amount of current supplied by the terminals represents 
the total of the currents of the separate devices (Equation 2.1). The voltage of the 
shared terminals determines how much the sub-strings contribute to this current. In 
this manner, a terminal voltage that every sub-string can produce is maintained 
because the contribution of stronger sub-strings is greater compared to that of weaker 
sub-strings. Consequently, sub-strings connected in parallel all possess a comparable 
VMAX, so they can all function close to their MPP at the same time. Furthermore, the 
circuit is naturally resilient to power loss due to environmental conditions, causing the 
PV modules to age [21]. 
Progressive sweeping of the operating voltage, such as from 0V to Voc, is 
necessary for composite curve detection from parallel devices. The equivalent currents 
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from every sub-string have to be summed up, yielding a graph that looks like one sub-
string of high power Figure 2.4. 
 
Figure 2.3: The three parallel sub-strings connection of PV modules. 
The three parallel sub-strings are capable of simultaneous operation close to their 







=                                      (2.1) 







=                            (2.3) 


























Figure 2.4: The predicted I-V curve from the three sub-string parallel connection. 
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b) Series Connected Sub-Strings 
Unlike sub-strings connected in parallel, sub-strings connected in series exhibit 
interference in the current flows of one another Figure 2.5. Nevertheless, the 
integration of a bypass diode in every sub-string can ensure that each of them can likely 
pass the same current and prevent the weakest link effect. However, another problem 
stems from the use of such a diode, namely, several local maxima can be displayed by 
the PV curve, resulting in issues with MPPT at a later point. In spite of this, advances 
have undoubtedly been made given the notable increase in power production and the 
safe operation of series string in the context of aging processes. Progressive sweeping 
of the operating current, such as from 0 to Isc, is necessary to attain a composite curve 







=                                 (2.4) 
out out outPower Current Voltage=                       (2.5) 
 
Figure 2.5: The three sub-strings series. 
Noted in Figure 2.5 they all must move the same current, which means there 
are dependencies between all of them. 
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Figure 2.6: The three serial cells, composite I-V and P-V curves with bypass diodes 
under different irradiances. Due to the bypass diodes turning on, several peaks 
appear in the P-V curve. 
2.3.1.3 PV Cell/ PV Array Equivalents Circuit Modelling 
2.3.1.4 PV Cell Module 
The entire I-V curve associated with a cell, module or array is represented as a 
continuous function for a specific set of functioning circuit variables by equivalent 
circuit models. The equivalent single diode circuit related to a PV cell is shown in 
Figure 2.7 [37, 38].   
 
Figure 2.7: The equivalent of a single diode circuit of PV cell. 
The equation for the equivalent circuit of the PV cell is formulated by using 
Kirchhoff’s law for current ICell. 
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Cell Lg Ld ShI I I I= − −                                          (2.6) 
Where, ILg is the light-generated current in the cell, ILd is loss diode-current and ISh is 
the shunt-leakage current. In a single diode module, ILd modelled using the Shockley 
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Where the diode ideality factor between 1 and 2 for a single-junction cell is n,   IS is 
the reverse saturation current of the diode, VCell is the output voltage of the cell and VT 






=                                            (2.8) 
Where the temperature of the p-n junction is TC, K is Boltzmann constant 1.38×10
-23 
J/K and q is the elementary charge 1.6×10-19. 
Here, RS is the series resistance and RSh the shunt is current can be expressed as: 
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Sh
Sh
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         (2.10) 
2.3.1.5 PV Array Module 
A PV array is made of a group of several PV modules connected in series and 
with parallel circuits to generate the required current and voltage. The corresponding 
circuit pertaining to a PV module with a configuration of NP parallel and NS series is 
illustrated in Figure 2.8 [39]. 
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Figure 2.8: Uniform operation of the modules. 
Therefore, for the PV array, as shown in Figure 2.8, the output current equation as 
given below: 
exp 1
array array S array array S
s p s p
array p Lg p Ld S
s T s Sh
V I R V I R
q
N N N N
I N I N I I
nN V N R
     
 +  +         = − − −    
    
      
      
(2.11) 
Form Figure 2.8, the bandgap voltage and the current for a PV array with NS cells in 
series and NP strings in parallel are respectively denoted by VArray and IArray, while the 
diode current is denoted by the reverse saturation IS and the diode factor and voltage 
thermal are respectively denoted by n and VT (Equation 2.7). 
A Numerous PV cells with in-series connection make up a PV module, which in turn 
usually comprises 36 PV cells within the series connection. The resistance in the 
direction of the current flow supplied by the solar cells and the resistance supplied by 
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the leakage current are respectively given by RS and RSh [40]. Photoelectric current 
represents a feature of short-circuit current, and its expression takes the following form. 
(1 ( )) S ShLg SCm m
m Sh
R RG




= + −   
  
                         (2.12) 
Where is the short circuit-current of the modules ISCm at standard insolation Gm (1000 
W/m2) and standard temperature Tm ( 25 °𝐶 ) and α is the module’s temperature 
coefficient for the current. As seen in Equation 2.7, the short current-circuit can be 
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2.4 Aging on PV Modules 
The light reaching the modules and the status of cells and connections underpin 
the primary ways in which PV modules undergo deterioration. Soiling, shade, and 
snow deposition are the major factors associated with the light reaching the modules, 
while breakdown, patches of delamination, and cracks determine the status of cells and 
connections. 
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2.4.1.1 The Non-Uniform Aging Phenomenon 
Usually, a PV generator comprises multiple strings of PV modules arranged in 
an array. The voltage needed for the grid inverter determines the number of series-
connected (S-P) modules allocated to each string. The grid power supply determines 
the number of parallel-connected strings. Error! Reference source not found. d
isplays a representative string PV array structure. The voltage through the strings and 
across the array in this arrangement on the right is the same (VT), and the current 
through the array (IARRAY) is the aggregate of the currents through the individual strings 
[41]. 
 
Figure 2.9: The PV multi-string equivalent [41]. 
Error! Reference source not found. shows the interior layout of a typical PV m
odule, which consists of several series-connected cells. The installation also includes 
an anti-parallel bypass diode which avoids potential negative variations across the 
photovoltaic module, which would otherwise result in waste power. Also non-linear 
features of the Solarex (MSX60) standard module, which has variable output PPV 
power depending upon the applied VPV voltage and the irradiance S. Under each 
condition of radiation, the module's output power reaches its peak at a certain point, 
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called MPPT [223]. Owing to irradiance's variable existence, these are also continually 
traced in commercial models by the online maximum power-point tracking algorithms 
(MPPT) [41]. 
In a short circuit situation, where VPV is equal to zero voltage, peak PV current 
is reached, as shown in the expression and Error! Reference source not found.. E
quation (2.5) in chapter 2 also, states that the photo-induced current powers the PV 
module, and therefore the current value is always lower than that of ISC. The efficient 
irradiance obtained by the PV module is nevertheless dependent on the ISC. Thus, if 
aging is seen through a string of PV modules, the irradiation received, hence the ISC is 
different. Although the modules in a PV string have been arranged into series with an 
identical current, a discrepancy in the ISC values will enable a diode to bypass the 
additional current path. 
In Error! Reference source not found., an example of this is depicted. A s
tring of a pair of PV modules is shown in the diagram, one of which is completely 
exposed to irradiance and the other is partially shielded, resulting in a smaller ISC. In 
this case, the current must be less than the photo-induced current in the string through 
the upper module. There are two possible operating situations, however. First, the 
corresponding G2 diode is activated by a lower current in G1 (IT < ISC1) than in the 
string (IT > ISC2), opening a route for the extra current (ID G2 = IT-ISC2) and causing a 
negligible voltage across the lower module so that no power is produced. Second, the 
corresponding G1 diode is deactivated by a higher current in G2 than in the string (IT 
< ISC1), and power is produced. The point of activation of the bypass diode is referred 
to as the inflexion point, and the mismatch phenomenon is referred to as the dual-state 
characteristic overall. 
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Figure 2.10: Outputs from PV strings under mismatched situations [41]. 
The key indication of an aging PV string affected by the mismatch 
phenomenon is that in the power-voltage (P-V) curve, as shown in Error! Reference s
ource not found., the activated bypass diodes cause several local maximum power 
points (LMPP) to appear. The simulated irradiance values are 1000 W/m2 at G2 and 
600 W/m2 at G1, while more severe results of more substantial irradiance inequalities 
have been observed. A considerably more significant number of LMPP can also appear 
in larger PV arrays in the P-V curve, as shown in Error! Reference source not found.. I
n this case, the number of LMPPs for n strings, each consisting of m modules, is n x m 
[224]. 
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Figure 2.11: I–V current against voltage curve at standard test conditions (STC) for 
good PV single -diode characteristics [41]. 
2.4.1.2 Soiling 
When the surface of PV modules is covered with dust, dirt, pollen, and other 
materials, the phenomenon is known as soiling. This is highly significant for solar 
energy, particularly in equatorial regions of a desert environment, which is why dust 
tends to be investigated more than other types of deposits. However, it does not have 
a long-term impact because soiling is a solvable problem in most cases. Dust-related 
factors such as density, content, size distribution, aggregation, removal, and 
environmental parameters determine the nature of soiling [42]. Furthermore, three 
major types of factors causing dust to accumulate have been delineated, namely, 
environmental conditions (e.g. wind, temperature, humidity, pollution), dust 
characteristics (e.g. sand, clay, bacteria, carbon), and installation features (e.g. material, 
orientation, situation, the character of the area) [43]. 
The place where the installation is situated determines the properties and 
effects of dust. One study conducted a comparative analysis of the content and effects 
of dust from sites in Mumbai and Jodhpur, India, through artificial soiling tests in the 
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and content, with 5 g/m2 of dust associated with more substantial losses in Mumbai 
than Jodhpur samples (18% vs 10% of losses). In a different study, clean and dusty 
panels were contrasted for laboratory and outdoor conditions. It was found that the 
open-circuit voltage losses of the dusty panel did not differ markedly from those of the 
clean panel under comparable conditions. Nevertheless, indoor testing yielded 45-55% 
power losses, while outdoor testing yielded power losses of just 6-8% [45]. Similarly, 
in [46] dust samples from various desert areas throughout the world were compared. 
Additional studies on the characteristics of dust have been conducted by [47-49]. 
Measurements of soiling-related power losses have been carried out under 
laboratory conditions, with controlled irradiation and rate of soiling, and outdoors. The 
materials and dust deposition determine the outcomes of such measurements. For 
instance, in [50], under indoor conditions, 2 g/m2 of dust on glass covers caused linear 
modifications on losses up to 20%. Under outdoor conditions, power losses exceeding 
18% for one month were reported by an Iraqi study [51],  average annual losses of 
11.9% on horizontal surfaces were documented in another study [52], losses of up to 
7.2% in dry periods were obtained by a study in California [53]. and peaks of over 11% 
of losses were found in California as well [54]. Furthermore, in [55]. , it was noted that 
efficiency declined by 0.2% per day in dry climates, amounting to 1.5-6.2% per year, 
according to the plant site. A different study reported that the soiling rates varied from 
0.5 to 5% monthly [56]. In [57] , 10 mg/m2 of soiling was associated with a 0.1% rate 
of transmittance loss.   
To sum up, the majority of PV installations, especially in desert environments, 
are susceptible to the effects of soiling, which impacts the system intensity rather than 
the voltage. The dust characteristics have been prioritised overpower losses in existing 
studies, and significant discrepancies have been observed between tests conducted 
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indoors and outdoors. In general, soiling effects are transient and can be 
straightforwardly addressed by cleaning surfaces adequately. 
2.4.1.3 Snow and ice deposition 
Snow and ice are problematic in cold climates propitious to their formation. 
They can block sunlight either partially or completely, diminish efficiency, cause 
cracks and delamination, or generate mechanical loads. On the upside, snow and ice 
can cool modules [58], but on the downside, light cannot reach the modules, and 
moisture may seep in. The impact of snow and ice and prevention methods have been 
extensively studied, with power losses, image processing or temperature markers 
being typically the basis for measuring snow depositions [59]. 
Regarding Studies on various climates and determinants (e.g. climate, adhesion, 
angle) were reviewed in [60] to gain insight into power losses. The foremost short- 
and long-term forecasting and modelling, and alleviation strategies (e.g. coatings, 
heating) were reviewed. In [61], it was observed that power losses were intermittent 
and associated solely with periods of low temperatures, such as October-April in the 
US, when blocked panels lost 30-35% energy per year, whereas unblocked panels lost 
5-15% energy per year. In [62] , solar panels with various inclination angles were 
created, and the method of image processing was applied to determine the annual 
energy losses caused by snow. According to the findings, losses were not significantly 
affected by the inclination angle and crystalline material losses slightly exceeding 
amorphous material losses in the range between 3% for 10° angle and 0.5% for 60° 
angle. 
To achieve more effective operation and maintenance, a range of parameters, 
including air temperature, angle of inclination, irradiance, and material, have been 
considered in the modelling of snow deposition impact. In [63], measurement of snow-
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related losses was based on different sensors and a system for evaluating the 
monitoring and maintenance of modules were devised. In [64], modelling and 
comparison of losses between clean and obstructed modules relied on several 
parameters, such as temperature, humidity, and snowfall, resulting in the formulation 
of a framework for the forecast of snow deposition and losses over a period of a few 
years. 
Snow slide and melting have been modelled in some studies through the 
methods of image processing, heat transmission, and fluid dynamics [65] and [66]. 
Research is scarcer on the effect of ice, even though the conditions of its 
formation are identical to those of snow [67]. In [68], a general discussion of the impact 
of ice on renewable energy sources was extended, highlighting that ice adhering to PV 
panels in great proportion led to less energy being generated. In [69], ice adhesion and 
sliding on PV modules were examined in the context of snow deposition and solar 
irradiation. 
To summarise, snow deposition occurs intermittently during periods of low 
temperatures, greatly obstructing sunlight and causing ice to deposit and moisture 
seepage. Consequently, the impacted modules lose substantial amounts of power. 
Variables related to the environment and panels underpin the modelling of snow 
deposition. The effect of fluid dynamics and heat transmission is considered in the 
modelling of snow slide and melting, although insufficient research has been 
conducted in this regard. The available research tends to prioritise sliding and melting 
over engendered losses. 
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2.4.1.4 Hot spots 
The phenomenon of hot spots is reflected in a rise in the temperature of PV 
cells due to modules being partly shaded or flawed inter-cell links. Consequently, 
energy is dissipated as heat rather than electricity [70]. 
In a study conducted in Spain, potential hot spots in two solar plants in the 
middle of the country were detected through a range of approaches [71]. Visual 
observation revealed that certain cells had cracks and bubbles, whereas the situation 
of the hot spots was obtained via thermography (Figure 2.12). Also, a different study 
proved the efficiency of using uncrewed aerial vehicles (UAVs) affixed with a thermal 
camera [72]. This was confirmed by other studies conducted in various settings, such 
as a solar farm [73] and test sites [74] and [75]. The PV panel deterioration and decline 
in PV plant performance induced by hot spots are illustrated in Figure 2.12 [71]. Hot 
spots arise due to a range of reasons, including shading, bypass diode malfunction, and 
incompatibility amongst electrical features [76, 77]. 
 
Figure 2.12: Hot spots in a PV module [71]. 
In [78] the contribution of impurities to hot spot formation was investigated by 
conducting tests under conditions without light, revealing three zones, namely, hot 
spot centre, outside hot spot, and non-hot spot. Thermography and microscopy were 
deployed to examine those zones, indicating that zones with a high density of 
Page | 35 
 
impurities were directly associated with hot spot heating, while oxygen, carbon, iron, 
and platinum dominated the composition of the impurities. Building on this work, a 
different study devised a model for PV cell process control [79], which involved 
coercing the cells to function on reverse conditions through voltage application to them, 
with the subsequent creation of cell thermography within an interval of less than half 
a second. The process control compared reverse power and temperature, accepting or 
dismissing cells according to their correlation. In this way, end-product quality could 
be increased without major investment. 
Software-based hot spot simulation and modelling were undertaken in 
numerous studies. [80], heat dissipation was modelled under a range of shading 
circumstances. [81], the accuracy of thermal distribution calculation was increased by 
considering the multiple layers of a solar cell in modelling its thermal attributes. The 
inverse proportionality of hot spot size and the temperature was thus determined. In 
[82], modelling of how hot spots behaved was performed. The results achieved in 
outdoor settings were confirmed via a high-speed thermal camera, PV modules with 
known hot spots, and a meteorological station for determining environmental 
conditions. It was found that hot spot temperature was lowered by wind speed, opaque 
and semi-transparent modules behaved similarly, and hot spot temperature and number 
were negatively correlated.   
Hot spot investigation has also been conducted based on electrical stimulation 
and testing. For instance, a temperature-reliant electrical model was created in [83], 
while a number of measurements were applied for hot spot identification according to 
electrical attributes in [84]. The correlation between hot spots and shading was 
examined as well [85] and [86]. 
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In short, a range of factors contributes to the formation of the flaws known as 
hot spots, which cause the impacted cells and modules to heat up and lose power. 
Thermography is typically adopted to identify hot spots, while their investigation is 
aided by electrical modelling and software-based simulations. 
The received light and the status of cells and connectors have been proposed 
to be the main determinants of PV system deterioration. The received light is 
associated with both short- and long-term effects; the former arises from soiling and 
snow deposition, which block light and cause power losses in distinct ways, while the 
latter (e.g. corrosion, delamination, deterioration) arise under outdoor conditions and 
are permanent and interconnected. Meanwhile, the status of cells and connectors are 
associated with the formation of cracks and hot spots. The occurrence and implications 
of such flaws can be alleviated or prevented via appropriate maintenance. 
2.4.1.5 Outdoor exposure 
PV modules suffer both short- and long-term effects due to outdoor conditions 
and sunlight exposure, which are closely connected to one another so that their actions 
are typically explained jointly. Moisture seepage and overall deterioration of the 
modules lead to corrosion and delamination, which are the major flaws associated with 
protracted exposure. 
2.4.1.6 Corrosion 
Organic PVs display greater susceptibility to corrosion, although the properties 
of crystalline and thin-film modules are affected by this phenomenon as well. The 
correlation between corrosion and various parameters (e.g. stability, climate, 
temperature) can be assessed through different methods. [87], the primary approaches 
and specifications for determining PV module corrosion and deterioration at various 
light, temperature, and irradiation levels were outlined. [88],  a range of modules was 
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examined to establish how stable they were following 10000 hours of testing in several 
countries and terms of outdoor parameters. The modules were maintained stable in the 
long run through adequate preparation and encapsulation. 
2.4.1.7 Delamination 
When the encapsulant and the photosensitive components of cells no longer 
adhere to one another, delamination takes place (Figure 2.13). In turn, this can 
contribute to a decline in performance by promoting moisture seepage and corrosion. 
Areas with metal (e.g. gridlines, bus bars) are particularly prone to delamination. The 
effect is permanent and makes it more likely for modules to deteriorate in the long run. 
Delamination and interface adhesion can be measured in various ways. One suggested 
approach involves measuring the adhesion energy and chemical analysis of a 
developed standardised PV module. [89] Meanwhile, delamination in glass substrates 
could be examined through the application of an electric current for up to a quarter of 
an hour and effect measurement following the reduction in the temperature of the 
specimen [90]. Furthermore, one study suggested two distinct tests for PV modules 
and adhesive materials to determine the per surface energy necessary for the division 
of two adhesive sheets [91]. 
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Figure 2.13: Degradation of a PV module that is 25 years old (Aging). 
In [92], PV module packaging materials were examined in detail, and their 
reaction to adhesion tests was inspected under a range of settings. The manner in which 
adhesion evolved and moisture was transported were analysed as well. The samples 
subjected to testing were classified according to how their performed in terms of 
adhesion, glass cleaning, and shear strength. It was found that, compared to products 
available on the market, the suggested method yielded superior outcomes. Still, mixed 
packaging could permit water to seep in and toxic substances to seep out. Furthermore, 
the temperature of 85°C and moisture of 85% were excessive for testing, whereas the 
temperature of 60°C and moisture of 70% were insufficient. Therefore, further 
research is needed to establish optimal conditions.   
Modules aged 25 years were used in [93] to investigate the long-term action of 
delamination and discolouration within a coastal area (Figure 2.13). Although there 
was power loss of nearly 18%, the modules did not exhibit any dielectric breakdowns. 
The primary flaws were identified through a specially devised visual test, which 
revealed that the modules had obviously degenerated, while the affected cells showed 
poorer electrical attributes and the areas where the cells came into contact with metal 
displayed corrosion. Another study examined discolouration as well, with 
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categorisation of determinants and detection of its impact on modules after protracted 
exposure based on non-destructive tests [94]. 
A study conducted in South Africa investigated how a PV module responded 
to delamination and moisture seepage [95]. Physical deterioration was apparent and 
fluctuated according to distance to the frame, and moisture could seep in due to the 
delamination. Furthermore, performance declined by over 16%, and the temperature 
was not homogeneous across cells. However, performance increased during periods 
with high temperatures and no humidity as moisture seeped out. 
The effect of ‘snail trails’ is associated with moisture seepage that arises under 
circumstances of reaction between local PV cell zones and moisture, resulting in a 
chemical reaction with the silver, sulphur, and phosphorus contained [96]. The flaw is 
straightforward to identify because it engenders electroluminescence losses. 
Additionally, the flaw has been reported to elicit losses in performance of about 9% as 
well, although the impacted cells do not heat [97]. 
2.4.1.8 Deterioration  
Studies conducted on overall module degeneration have focused primarily on 
causes and long-term effects. Concerning causes, one study provided an overview of 
the various determinants of degeneration, along with the elements it impacted and its 
implications [98]. Meanwhile, a different study explored how a module degenerated 
electrically and physically under outdoor conditions [95]. Yet another study examined 
PV modules with exposure to the environment of the Sahara in terms of degeneration, 
soiling, delamination, and corrosion [99]. With respect to long-term effects, 
irreversible damage and power losses have been distinguished as the main effects. 
Different studies analysed these effects in different regions and after different intervals 
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of time, such as after five years in Madrid [100], after four years in Thailand [101], 
and after 28 years in western India [102]. 
In summary, exposure to outdoor conditions causes permanent effects and 
typically impacts how PV modules behave in the long run. There are close connections 
between the flaws discussed in this part; for instance, moisture seepage engenders 
corrosion and delamination, which result in long-term module degeneration. The 
module power profile and production reflect these effects. 
2.4.1.9 Cracks 
Cracks can form throughout the use life of PV modules. For example, during 
the basic process of manufacture, they can arise during packaging and transport due to 
incorrect handling and vibration (Figure 2.14 and Figure 2.15), during the process of 
installation or during post-installation due to hard objects crashing into the module 
[103, 104]. 
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Figure 2.14: Classification of crack fractures. 
 
Figure 2.15: Back view of the PV module and defective cells distribution shown in 
the back view [104]. 
A crack formation can occur during PV module transportation, and during 
mechanical tests, a crack formation can occur due to module vibration and resonance 
modes. Comparison of how cracks were statistically distributed revealed that around 
70% of cracks were cracking with parallel and 45° orientation. Cracks were attributed 
primarily to mechanical loads during transportation since the modules displayed 
identical distribution regardless of the manufacturer [105].  
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The manner in which cracks were distributed following mechanical load tests 
was examined in [106], with emphasis on the impact of uniform static mechanical 
loads, such as snow or wind, on the occurrence of cracks. The way in which cracks 
were distributed and modules were orientated was established via post-test 
electroluminescence measurement. Half of the cracks were found to be parallel to the 
busbar, while about 15% of the cracks were diagonal, dendritic, and multi-directional 
cracks. In a different study, the performance of PV modules and crack formation were 
investigated in relation to dynamic loads (e.g. vibrations, wind), indicating that cracks 
were most pronounced at 16 Hz and the highest amplitude was 7 mm at 20 Hz [107].  
In [108], a PV cell study was undertaken to determine how electrical resistance 
varied under cyclic bending loads. The crack formation could be seen and heard during 
the initial bending cycle, with force decreasing and system resistance increasing. 
Resistance was incremental in the posterior processes with declining value every time. 
In [109], various loads were used to assess the electroluminescence of modules and 
determine how it evolved. Pre-test cracks caused by manufacturing-related soldering 
or lamination were retained. Crack size and number increased exponentially during the 
empirical work, as confirmed by both tests.   
Cracks have been identified via image processing based on a range of 
approaches taking into account the electroluminescence of PV cells. For instance, 
micro-cracks with logical gate enhancement were analysed through a three-
dimensional model in [110], while an algorithm underpinned by Gaussian pyramid and 
wavelet modulus was employed for the same purpose in [111]. Furthermore, in [112], 
crack size and direction were examined in relation to performance, whereas in [113], 
micro-cracks and related effects were explored on the basis of electric modelling 
electroluminescence measurements. 
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To summarise, mechanical loads are the foremost cause of crack formation, 
which in turn leads mainly to electroluminescence alterations and power decline. The 
majority of existing studies are concerned with how cracks are distributed and how 
properties evolve, relying on modifications in electroluminescence for investigative 
purposes. 
2.5 The Numerous Faults and Detection Methods 
It is essential to assess PV system performance precisely and consistently to 
enable the industry to develop sustainably. Performance planning is a foremost marker 
of product quality from the manufacturers’ perspective, whilst at the same time, it is a 
major indicator of possible issues within research studies. 
The scheme known as Active Operation and Maintenance (O&M) was 
introduced to enable PV system production to attain its target performance level so 
that the systems could be perceived more trustworthy by consumers. Nevertheless, 
costs related to operation and maintenance are significant [114], and they can be 
diminished through O&M standard measures and especially PV monitoring systems 
[115, 116]. 
The purpose of PV system monitoring is to establish correspondences between 
the plant output and the forecasted output as well as to issue reports to consumers. 
Electrical and environmental sensors, alongside data collection systems with adapted 
communication protocols and data analysis algorithms, constitute the primary 
components of such systems. 
There is an increasing number of studies dedicated to systems of PV plant 
monitoring, with the majority of them focusing on a particular facet of monitoring (e.g. 
sensors, data acquisition). However, there is only a handful of cutting-edge studies 
Page | 44 
 
[117-120], and all of them address a specific issue. In [117, 118], the significant 
features of specific commercial products are investigated. In [118, 119], the focus is 
on tools for measuring data, systems of collecting and storing data, strategies for 
transferring data, and applications intended for system control. Furthermore, one study 
outlines a few aspects that can serve as the basis for developing algorithms of PV 
module diagnosis and prognosis [117]. Methods for analysing PV system data are 
recommended in [119], while relevant guidance, techniques, and analytical PV system 
monitoring models are put forth [121]. 
Table 2.3 lists the latest methods and algorithms of diagnosis for PV plant 
monitoring, failure forecasting, and enhancement of PV system performance. 
Table 2.3: Diagnostic techniques and algorithms to monitor photovoltaic plants. 
Diagnostic Techniques and Algorithms Methods  References 
 
Electrical Circuit Simulation of PV Generator 
1. Modelling and fault diagnosis of a photovoltaic 
system [122]. 
2. Automatic failure detection in photovoltaic 
systems [123]. 
3. Use of PV circuit simulation for fault detection 






1. Fault detection method for grid-connected 
photovoltaic plants [125]. 
2. Automatic supervision and fault detection of PV 
systems based on power losses analysis [126]. 
3. Automatic failure detection in photovoltaic 
systems [127]. 
4. Monitoring, modelling and simulation of PV 
systems using LABVIEW [128]. 
5. Real-Time Fault Detection in Photovoltaic 
Systems [129]. 
6. An efficient fault diagnosis method for PV 
systems based on operating voltage-window 
[130]. 
7. Experimental studies of fault location in PV 
module strings [131]. 
8. Mismatch Based Diagnosis of PV Fields 
Relying on Monitored String Currents [132]. 
9. Automatic fault diagnosis in PV systems with 
distributed MPPT [75]. 
 
Time Domain Reflectometry 
1. Monitoring, modelling and simulation of PV 
systems using LABVIEW [128]. 
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2. Diagnosis photovoltaic failure by simple 
function method to acquire I–V curve of 
photovoltaic modules string [133]. 
 
Maximum Power Point Tracking (MPPT) 
1. Automatic failure detection in photovoltaic 
systems [123]. 
2. Use of PV circuit simulation for fault detection 
in PV array fields [124]. 
3. Analysis and Classification of Maximum Power 




Measured and Modelled PV System Outputs 
1. Fault detection method for grid connected 
photovoltaic plants [125]. 
2. Automatic supervision and fault detection of PV 
systems based on power losses analysis [126]. 
3. Automatic fault detection in grid connected PV 
systems [127].  
4. Monitoring, modelling and simulation of PV 
systems using LABVIEW [128]. 
5. Photovoltaic Array Condition Monitoring 
Based on Online Regression of Performance 
[135]. 
6. Simple diagnostic approach for determining of 
faulted PV modules in string based PV arrays 
[136]. 
Artificial Intelligence 1. An intelligent fault detection method of a 




Particularly Neural Network 
1. Automatic fault detection and diagnosis for 
photovoltaic systems using combined artificial 
neural network and analytical based methods 
[138]. 
2. Modelling and Health Monitoring of DC Side of 
Photovoltaic Array [139]. 
3. Photovoltaic prognostics and heath 
management using learning algorithms [140]. 
Bayesian Belief Network 1. Intelligent fault detection and diagnostics in 
solar plants [141]. 
Fuzzy Logic 1. Research on Fault Detection of PV Array Based 
on Data Fusion and Fuzzy Mathematics [142]. 
2. An intelligent system for detecting faults in 
photovoltaic fields [143]. 
Learning Method 1. Diagnostic technology and an expert system for 
photovoltaic systems using the learning method 
[144]. 
Extension Theory 1. Two-Stage Fault Diagnosis Method Based on 




1. Monitoring and remote failure detection of grid-
connected PV systems based on satellite 
observations [146]. 
2. Intelligent performance check of PV system 
operation based on satellite data [147]. 
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2.6 Maximum Power Point Algorithms 
The PV operating point can fluctuate in the range between zero and open-
circuit voltage, according to the I-V curve. The solar energy is not entirely supplied by 
the system to the load all the time because the operating point changes with a load 
rather than remaining fixed at the MPP. Nevertheless, the issue can be easily addressed 
by having an excess number of PV modules in the system. On the downside, such a 
solution will make the system costlier and more energy will be lost [148, 149]. MPPT 
is an innovative power electronic device that has been developed to compute the 
maximum operating point and thus tackle the issue. By linking to an MPPT controller, 
a PV system can search for the MPP and take advantage of the PV array so that it is 
uninterruptedly operational at the actual MPP [149]. 
There is a range of MPPT algorithms available for PV systems, with two major 
classes being distinguished, namely, traditional and stochastic methods. Traditional 
methods effectively identify the MPP when solar irradiance is homogeneous, but their 
performance suffers under constantly fluctuating environmental conditions and partial 
shade. Stochastic methods were introduced to overcome such limitations, being 
capable of determining the MPP irrespective of environmental circumstances. The 
selection of a method for finding the actual MPP must take into account the suitability 
of that method alongside costs and convergence speed. Table 2.4 outlines the existing 
MPPT algorithms.  
Table 2.4: Under uniform and partial shading conditions, MPPT algorithms differ 
from each other. 
MPPT Algorithms 
Partial shading condition Uniform irradiance condition 
Fuzzy Logic Controller (FLC) Perturb and Observation (P&O) 
Artificial Neural Network (ANN) Hill Climbing (HC) 
Differential Evolution (DE) Incremental Conductance 
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Genetic Algorithm (GA) Fractional Voc 
Particle Swarm Optimization (PSO) Fractional Isc 
 Ripple Correlation Control (RCC) 
 Current Sweep (CS) 
 DC link capacitor droop control 
 Load Current or Load Coltage Maximization 
 
2.6.1.1 MPPT Algorithms Based on Stochastic 
2.6.1.2 Fuzzy Logic Controller (FLC) 
A fuzzy logic controller (FLC) can be achieved by implementing expert 
knowledge alongside the notion of fuzzy logic. It is advantageous because a precise 
model is possible to attain without technical know-how, and its design is 
uncomplicated. Therefore, it can be used for MPP search under different 
environmental conditions. Furthermore, the FLC employs terms like “many”, “low”, 
“medium”, “often”, and “few” to overcome the lack of accuracy and information 
granularity [67]. 
System stabilisation in the ideal voltage attained by the Distributed Fuzzy 
Control (DFC) is the purpose of the FLC. The input and output of the FLC are 
respectively, the variations between the output voltage of the PV array (Vpv) and ideal 
voltage (Vmpp) (E = Vpv – Vmpp), and the alteration of duty cycle D. The chosen FLC 
model is Madman’s model [34]. In relation to membership functions underpinned by 
the rule of five, they are given by the five fuzzy sets into which the discourse universe 
is separated. Negative Big (NB), Negative Small (NS), Zero (ZO), Positive Small (PS), 
and Positive Big (PB) are the five linguistic variables. Table 2.5 lists the five rules. 
Table 2.5: The Fuzzy rule is used in the proposed method of fuzzy logic control. 
E NS NB PS ZO PB 
∆D NS NB PS ZO PB 
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The work point is nearer the MPP, and the nearer E is to zero. Therefore, several 
premises are applied to formulate the membership functions for E (Figure 2.16): 
• The “MPP zone (ZO)” will be taken as Vmpp-Vpv discrepancy < 5 V, 
while the choice of the triangle (MF) is justified by its straightness and 
lack of complexity; 
•  “Near to the MPP zone (NS) or (PS)” will be taken as the Vmpp-Vpv 
discrepancy < 10 V; 
• The “far from MPP zone” will be taken as Vmpp-Vpv discrepancy > 10 
V, with conversion of the (MF) to trapezoidal (MF) for (NB) or (PB) 
state saturation; 
• Figure 2.16 illustrates the membership functions associated with E and 
ΔD [150]. 




















Figure 2.16: Membership function of input and output. 
2.6.1.3 Artificial Neural Network (ANN) 
Non-linear tasks can be more effectively undertaken based on artificial neural 
network (ANN), which is why this method is growing in popularity in different 
disciplines. Underpinned by the learning process, ANN does not require 
reprogramming and comprises three layers, namely, input, hidden, and output layers. 
Its modelling is based on weights that link neural networks and possess their own 
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strength. For example, wij is obtained when i and j are linked (Figure 2.17). The totality 
of the inputs is compiled and altered according to the weights. 
 
Figure 2.17: The three layers of ANN structure [151]. 
Input acquisition, data processing, and output production are the three 
processes integrated within the ANN framework. The design determines how many 
nodes and parameters ANN has. PV array inputs (e.g. temperature, solar irradiance 
rate, short-circuit current or open-circuit voltage) can be used to set the input variables. 
Meanwhile, the ANN output can serve as the basis for a power converter through duty-
cycle signal adjustment or input provision to a different controller to enable operation 
of the PV array at or close to the MPP. The way in which the algorithm performs in 
concealed layers and neural network training are the determinants for achieving 
reliable operational outcomes [151, 152]. 
For aged systems, ANN has the capability of estimating the universal MPP 
voltage and power through observation of the P-V curve under different conditions of 
shading on the PV array [152]. The maximum power can be tracked based on the 
MPPT controller error input yielded by the discrepancy between the estimated and real 
voltage from the PV array. 
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Feed-forward neural networks (Figure 2.18a) and recurrent neural networks 
(Figure 2.18b) are the two topologies associated with the ANN connection. The former 
is characterised by exclusive input-output data [153] and the possibility of extending 
data processing to several layers without feedback links. Furthermore, the link is linear 
from the inputs to the outputs of units in the same or preceding layers. On the other 
hand, dynamic network properties influence recurrent neural networks, and these 
networks encompass feedback denoting short-term memory. Moreover, during the 
relaxation process underwent by the activation values, neural network conversion into 
a stable state leaves activations unaffected[152]. 
 
Figure 2.18: Where feed-forward (a) and Recurrent (b) neural network with four 
inputs and two outputs. 
It has been suggested that ANN should be employed alongside fuzzy logic and 
polar information controller to determine the maximum power to improve the MPPT 
for the PV system under circumstances of partial shade [154]. Identification of the 
ideal PV voltage requires training of three layers feed-forward of ANN under several 
aging PV arrays. Comparative analysis of the proposed approach with the P&O for a 
number of shade patterns within a given temporal interval has revealed that the former 
can perform tracking twice as efficiently as the latter. 
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2.6.1.4 Differential Evolution (DE) 
The evolutionary algorithm called differential evolution (DE)  [155] constitutes 
a branch of genetic algorithms (GAs) that are stochastic-based algorithms for the 
identification of optimisation. Consequently, the tasks involved in GAs (i.e. 
initialisation, mutation, crossover, evaluation, and selection) are probably identical in 
DE. Furthermore, DE includes search variable vectors within an NP population, 
making it similar to other algorithms. 
2.6.1.5 Initialization 
The initial parameters, population, and maximum generation are established 
through DE optimisation. The selection of the initial vector is made arbitrarily to 
encompass the whole search space [91]. The parameter has to be in a particular 
spectrum for the search to produce effective results. At first, the execution of the DE 
algorithm is followed by the formation of the jth parameter. Initiation of the parameter 
is done at a point within the set spectrum with a superior limit 𝑥𝑗
𝐿 and an inferior limit 
𝑥𝑗
𝑈. The jth parameter in the ith population subsequently is: 
, (0) (0,1) .     x
L U L
i j j j jx rand x x= + −                            (2.16) 
where rand (0, 1) is uniformly distributed random between 0 and 1. 
2.6.1.6 Mutation 
Individuals constitute a target vector for every generation. Meanwhile, a 
mutant vector 𝑉𝑖(𝑡). is obtained through the mutation of every individual. The arbitrary 
selection of three additional parameter vectors, 𝑟1, 𝑟2  and , 𝑟3  from the existing 
population, is performed to generate 𝑉𝑖(𝑡) for the ith population. The discrepancy of 
any two of the three vectors is scaled by a scalar number F and added to the third one 
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derived from 𝑉𝑖(𝑡), thereby yielding a novel jth parameter in the population. The latter 
takes the following form: 
, 1, 2, 3,( 1) ( ) .( ( ) ( ))i j r j r j r jv t x t F x t x t+ = + −              (2.17) 
2.6.1.7 Crossover 
Crossover involves an expansion of the parent for the future generation. A trial 
vector will emerge from the third individual when the target vector is combined with 
a mutant vector in the process of crossover. The exponential and binomial methods are 
the two distinct crossover approaches associated with the DE [92]. 
Exponential crossover involves arbitrary selection of integer n from amongst 
the number of [0, D−1], which becomes the point of initiation of the target vector. 
Furthermore, the additional integer L is selected from an [1, D] interval and denotes a 
few elements. Based on the selection of n and L, the trial vector: 
, ,1 ,2 ,( ) ( ), ( ), ( )i j i i i Du t u t u t u t =                                     (2.18) 
Is formed by 
, , ,( ) ( )    for ( ) , ( 1) , , ( 1) ( )i j i j i ju t u t j n D n D n L D x t= = + − + =        (2.19) 
A modulo function with modulus D is defined by the angular bracket () D. 
Consequently, for any m > 0, (L>m) = (CR) m−1. The DE parameter is regulated by the 
crossover constant CR. 
When a number selected arbitrarily between 0 and 1 is within the CR value, then 
binomial crossover is accomplished on the D variables. This has the following 
expression: 
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, , ,( ) ( )   if (0,1) , ( )i j i j i ju t u t rand CR x t= =                   (2.20) 
2.6.1.8 Evaluation and Selection 
A selection operator comes into play owing to the importance of preventing 
fluctuation in population size over future generations. In the context of the selection 
operation, the parent target vector will be substituted with the trial vector for the 
subsequent generation if the latter can identify a better fitness value than the former. 
A local search for the optimal individual involves one-to-one competition, but a global 
search involves identifying the optimal individual amongst the population. The 
implementation of DE to determine the best value is illustrated by the flow chart in 
Figure 2.19. 
 
Figure 2.19: A chart in order to explain the process of differential evolution MPPT 
algorithm [152]. 
In [156], DE was employed to apply the MPPT algorithm under conditions of 
partial shade. DE demonstrates extremely rapid convergence and determines the MPP 
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with no fluctuation even under circumstances of partial shading by contrast to P&O, 
the main MPPT algorithm. Furthermore, unlike the P&O, DE is capable of tracking 
the MPP under environmental conditions that change fast. 
2.6.1.9 Genetic Algorithm (GA) 
In [157] a GA was adopted to implement an MPPT controller under partial 
shade conditions. As a heuristic search method rooted in natural evolution, GA is 
suitable for addressing the optimisation issue. It has been suggested as an approach for 
managing obstacles in global MPP tracking under shading conditions. 
Selection, crossover, and mutation are the main operations drawing on natural 
evolution principles [158]. Selection involves a stochastic selection of a chromosome 
from the population of a present generation to be included in the population of the 
future generation, depending on fitness. In the case under consideration, the fitness 
value corresponds to the power level. Subsequently, in the crossover process, a new 
chromosome is generated through the integration of two chromosomes. 
The purpose of mutation is to ensure that the future generation is as genetically 
diverse as the current one and seeks to attain a degree of stochastic variation of GA to 
speed up convergence. Figure 2.20 delineates the stages of GA application. 
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Figure 2.20: A chart in order to explain the process of the GA implementation steps 
[157]. 
2.6.1.10 Particle Swarm Optimization (PSO) 
The Drawing inspiration from behaviours in the natural world, J. Keneddy 
introduced the particle swarm optimisation (PSO) algorithm in 1995. The underlying 
principle is that the problem of optimisation can be solved by mimicking the 
adaptational movements exhibited by birds, fish, and other organisms to compete and 
cooperate [159, 160]. 
A set of particles move within a search space to identify the optimal solution, 
with the movement being modulated according to the best-found solution during the 
search for novel solutions. The particle position must follow the ideal particle position 
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or the ideal position of an adjacent particle in order to determine the optimal solution 
Figure 2.21. 
The PSO is regulated by position update and velocity update, which are expressed as 
follows: 
Updating the velocity is given by 
1
1 1 2 2( ) ( )
k k k k
i i i i i iv c r Pbest x wV c r Gbest x
+ = − + + −                 (2.21) 
While the update to the location is expressed by 
1 1k k k
i i ix V x
+ += +                                            (2.22) 
Where: 
• 𝑉𝑖
𝑘+1 Particle velocity update. 
• 𝑉𝑖
𝑘 Current particle velocity. 
• w Inertia weight. 
• c1 Influence of individual learning rate. 
• c2 Influence of individual learning rate. 
• Pbesti The optimal location that the particle has found. 
• Gbesti The swarm's best solution discovered. 
• c1  and r2  Two uniformly distributed random values to add randomness to the 
movement of the particle. 
• 𝑥𝑖
𝑘 The current position of the particle. 
• 𝑥𝑖
𝑘+1 Updating particle position. 
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Figure 2.21: The particle swarm optimization flow chart for MPPT. 
Parameter adjustment is challenging in this approach, prompting the introduction of 
the parameters applied in 2.11 and 2.12 for enhanced optimization [161]. 
2.6.1.11 MPPT Conventional Algorithms 
2.6.1.12 Perturb and Observation (P&O) 
The Perturb and Observation (P&O) algorithm are straightforward to apply, so 
it is so popular. The first step in the process is determining the PV power by sensing 
the current PV voltage and current values. A slight increase causes a perturbation in 
the PV array output voltage, determining power alteration ∆P. The perturbation 
advances the operating voltage in the direction of the MPP for a positive ∆P, and the 
perturbation size (C) is subsequently produced in an identical direction. Conversely, if 
∆P is negative, system operation is remote from the ideal point, and the operating 
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points have to be brought back to the MPP by diminishing the perturbation size [162-
164]. Figure 2.22 illustrates the flow chart associated with the P&O MPPT algorithm. 
 
Figure 2.22: The flow chart of perturb and observe MPPT algorithm. 
The operating point moves in the direction of the MPP when the rise in 
instantaneous PV power is linear with the rise in operating voltage, as can be deduced 
from the flow chart. Hence, the perturbation size becomes positive or stays the same. 
On the other hand, the operating point becomes distanced from the MPP when the 
decrease in instantaneous PV power is linear with the decrease in operating voltage, 
with a reversal in perturbation size to return the operating point to the actual MPP. 
However, this algorithm presents the limitation that fast changes in environmental 
conditions make tracking less efficient. The MPPT is incapable of identifying the real 
maximum point, fluctuating around the MPP constantly and altering the perturbation 
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sign following ∆P calculation. Furthermore, the real MPP cannot be identified by the 
P&O when solar irradiance is inconstant [163]. 
2.6.1.13 Incremental Conductance (INC) 
The two foremost weaknesses of the P&O have been detailed in [165]. One 
weakness is that slight power variability around the MPP is constant owing to the fact 
that the degree of perturbation does not change at a steady-state, contributing to certain 
power losses. The other weakness is that there is a high probability of operating point 
divergence from the real MPP when environmental conditions change quickly. It has 
been suggested that these weaknesses can be addressed via the INC approach [165]. 
The INC relies on the fact that at MPP the derivative of (dP/dV) is zero. It is possible 
to express it as: 
( )
0
d IVdP dII V
dV dV dV
= = + =                           (2.23) 





                                   (2.24) 
Where ∆V and ∆I are the PV voltage and current increments. It is possible to obtain 
the working theory of INC from the P-V curve, as shown in Figure 2.23. 




















Figure 2.23: The P–V curves for the basis of the INC algorithm. 
And can be written in the following as: 
 
Left to MPP is                          dI I
dV V
 −                                           (2.25) 
Right to MPP is                        dI I
dV V
 −                                          (2.26) 
At MPP is                                dI I
dV V
= −                                           (2.27) 
Establishing a gradual correspondence between instance conductance and the 
behavioural derivative ratio is the key principle underpinning the INC method [165]. 
Figure 2.24 illustrates the basic flow chart of the INC algorithm based on the rules 
from Equations  2.15  and 2.17. 
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Figure 2.24: The flowchart of the INC method. 
What makes the INC method advantageous is that it enables improved performance 
under environmental conditions changing quickly and reduced fluctuation around 
MPP. Nevertheless, the method does not differ much from the P&O regarding 
efficiency to attain MPP [166]. On the downside, the INC method cannot track the 
global MPP when there is partial shade, and the complexity of its control circuitry 
increases system costs. 
2.6.1.14 Hill climbing 
From the perspective of controlling the PV voltage to follow the ideal setting 
point (VMPP), the hill-climbing (HC) algorithm is closely similar to the P&O. For 
MPP detection, the HC algorithm concentrates on duty cycle perturbation of the power 
converter. It constantly tracks and updates the ideal point until the identification of the 
MPP (dP/dV = 0) is achieved. Furthermore, the algorithm continuously references the 
present value of the PV power P(k) against the valued obtained earlier, P(k-1). 
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Controller sensing of the PV voltage and PV current restarts if the value is unchanged, 
whereas slope complementing occurs if P(k) exceeds P(k-1). Furthermore, there is 
continuous change in the power converter switching duty cycle until the operating 
power fluctuates around the MPP [152, 160, 167]. 
On the upside, the HC algorithm is easy to implement, but on the downside, it 
is incapable of MPP tracking when environmental conditions change fast. Mitigating 
this weakness has been the focus of many studies. In [168] , a modified adaptive HC 
MPPT approach was proposed, encompassing both an automatic parameter for system 
tuning and control mode switching to enable algorithm implementation under different 
environmental conditions. Meanwhile, in [169], a digital HC approach integrated with 
bidirectional current mode power cell for space application was developed, revealing 
the MPPT had great potential for extracting the highest amount of power from PV 
arrays. Figure 2.25 illustrates the flow chart associated with the HC algorithm.   
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Figure 2.25: The Hill Climbing MPPT Algorithm flowchart. 
2.6.1.15 Open-Circuit Voltage and Short-Circuit Current 
The A streamlined method for offline (stand-alone) application was proposed 
in [151], namely, the open-circuit voltage VOC MPPT algorithm. It is based on a more 
or less linear correlation between VOC and the maximum output voltage (VMPP) of a 
PV array under fluctuating environmental conditions. This correlation is expressed as: 
MPP OCV kV                                              (2.28) 
In the above, the constant k fluctuates in the range 0.7-0.8, according to the features of 
PV cells. The k value is assessed under variable environmental conditions, after which 
VMPP and VOC are used for its empirical computation. 
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The PV array load is shed to enable VOC measurement, enabling estimation of VMPP. 
This algorithm is straightforward to apply, but on the downside, the PV array 
functioning at the MPP is not very accurate because Equation 2.28 is merely an 
estimation. Another limitation is that the regular load shedding may disrupt the circuit 
operation. 
Functioning similarly to the open-circuit voltage method, the short-circuit current 
method is a streamlined offline approach as well [151]. The equation below reflects 
the nearly linear correlation between the short-circuit current ISC and the current at the 
MPP, IMPP: 
MPP SCI kI                                                  (2.29) 
In the above, the constant (k) typically has a value between 0.8 and 0.9. Load shedding 
is necessary for ISC measurement, as in the case of the VOC approach. Subsequently, it 
is possible to determine IMPP. Although it has greater precision than the VOC approach, 
the short-circuit method is expensive to implement. 
2.6.1.16 Ripple Correlation Control (RCC) 
PV array voltage and current are subject to a ripple effect as the power 
converter switching action induces power ripple output. The MPP can be tracked based 
on the ripple effect. The time-varying power ?̇? has a value of zero at the MPP, so it is 
applied together with the time-varying current 𝐼̇ or voltage V to determine the 
maximum power [170-172]. This is achieved through the equations: 
 
2 2( )        or        ( )
PI
d t k dt d t k PVdt= − = −                       (2.30) 
In [173] the effect of output power decrease in the PV system was avoided by 
incorporating an MPPT control in a passive ripple cancelling circuit (PRCC) to extract 
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the greatest amount of power. By contrast to a non-RCC standard system, the 
suggested approach was 7% more efficient at 97.8%. In a different study, an MPPT of 
high speed and accuracy was created based on digital dithering [174], which was 2% 
more efficient compared to P&O without dithering at 99.8%. In [175], MPP 
identification was achieved through current-based ripple orientation with ongoing 
phase difference detection.  MPPT based on current ripple searches for the power point 
by relying on hysteresis contour occurrence, with the MPP being attained through 
phase difference identification. Unlike the traditional RCC approach, this method 
possesses a rapid convergence time of around 100 ms [170]. Efficiency exceeding 99% 
and convergence time within 0.1 s were achieved through application of MPP tracking 
with extremum-seeking (ES) controller and inverter ripple as current and power input 
via high pass filters. 
In [176] the suggested approach took advantage of RCC application in discrete-
time domain, thus simplifying it to a basic sampling problem for MPPT, with 98.3% 
tracking precision and 1-kHz update rate. In another study, MPPT was managed under 
fast changes in environmental conditions by applying RCC and model reference 
adaptive control [177]. Meanwhile, the MPPT strategy adopted in within a PV system 
involved integration of RCC and extremum seeking control. Performance at both 
transient and steady state can be effectively enhanced via the two control methods on 
their own, so their joint use achieved even greater efficiency of up to 99.4%. 
2.6.1.17 Different MPPT Techniques Comparison 
The selection of optimal MPPT must take into account how complex its design 
is in order for the PV system to capture maximal solar energy, the precision of the 
calculation estimation of the algorithm regarding the detection of the real MPP or local 
peaks is critical to MPPT efficiency and complexity. Furthermore, users’ capability to 
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manage the MPPT influences its application, with some users being able to manage 
analogue circuits and other digital circuits. However, software and computer 
programming are necessary for most stochastic-based MPPT algorithms due to the 
digital nature of their implementation. 
The occurrence of partial shading is likely due to the lack of predictability of 
solar irradiance. As a result, several peaks may form on the P-V curve, directly 
impacting how efficiently the PV system can perform tracking. Whereas traditional 
MPPT algorithms cannot track the real MPP, stochastic-based MPPT algorithms can 
track the global peak across a number of local peaks. From this perspective, the 
greatest efficiency is demonstrated by the PSO and DE. Still, an extra driver is needed 
by the ANN and FLC algorithms so that the highest amount of power can be derived 
from the system by the controller. 
For certain applications, particularly commercialisation, the matter of cost 
must be taken into account. The number of system sensors, design sophistication, and 
the nature of the system (i.e. analogue or digital) is among the determinants of MPPT 
cost. Compared to voltage sensors, current sensors are significantly more expensive, 
which is why the cost of the system depends on how many and what kind of sensors 
are used. Furthermore, the cost of implementation hinges on the hardware employed 
for MPPT control as well, and the capital cost of the system depends on the type of 
algorithm selected. Additionally, digital circuits rely on computer programming, so 
they are costlier than analogue circuits. 
For an MPPT algorithm to be considered effective, it has to display sufficient 
sensitivity to fluctuations in environmental conditions. It has to be capable of rapid 
reaction and tracking of the MPP of a given PV system, regardless of conditions, such 
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as homogeneous solar irradiance or partial shading. The capability of automatic 
updating of PV system optimum power in response to modifications in solar irradiance 
and ambient temperature is demonstrated by the PSO and DE algorithms. Thus, a 
highly sensitive MPPT algorithm ought to rapidly accomplish convergence to the 
specified operating voltage and current, independent of how progressively or abruptly 
environmental conditions change. Convergence to the real MPP is achieved faster by 
stochastic methods than traditional MPPT methods. Furthermore, tracking can be 
undertaken by stochastic methods with little or insignificant fluctuation. Thus, to 
prevent energy losses, the convergence speed and tracking efficiency of the MPPT 
algorithm must be taken into account in the context of PV system design. An overview 
of the MPPT algorithms for PV systems discussed above is provided in Table 2.6 and 
Table 2.7. 
Table 2.6: Characteristics of a stochastic algorithm and artificial intelligence focused 
on MPPT techniques. 
Criteria PSO ELC DE GA ANN 
PV array dependent × × × × × 
Convergence speed FAST MODERATE/LOW FAST FAST MODERATE/LOW 
Periodic tuning × √ × × √ 
Voltage and/or 
current sensing 
√ √ √ √ √ 
Complexity SIMPLE COMPLICATED SIMPLE SIMPLE COMPLICATED 
Analog/digital DIGITAL DIGITAL DIGITAL DIGITAL DIGITAL 
Ability to track true 
maxima 
√ Poor performance in 
tracking 
√ √ Poor performance in 
tracking 




√ √ √ √ √ 
Sensitivity HIGH MODERATE HIGH MODERATE MODERATE 
 
Table 2.7: The attributes of standard MPPT techniques. 
Criteria P&O HC RCC Voc Isc INC 
PV array 
dependent 
× × × √ √ √ 
Convergence 
speed 
VARIES VARIES FAST MEDIUM MEDIUM VARIES 
Periodic tuning × × × √ √ × 




√ Voltage Current Voltage and 
Current 
Complexity LOW LOW LOW LOW MEDIUM MEDIUM 
Analog/digital BOTH BOTH ANALOG BOTH BOTH DIGITAL 
Ability to track 
true maxima 
√ √ √ × × √ 
Sensitivity MODERATE MODERATE MODERATE LOW LOW MODERATE 
2.7 Array Topologies   
In general, a PV system is made of a multitude of cells clustered into a module. 
In turn, a PV panel is created from clustering of modules, and a PV array consists of a 
set of PV panels [178]. In series or parallel are the two possible types of connections 
that can exist between those components, and they are geared towards maximising PV 
system output power. A graphic representation of this is provided in Figure 2.26. 
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Figure 2.26: The definition of PV array, panel, and module. 
The empirical work conducted in [179] demonstrated that implementing appropriate 
PV module configurations according to a given setting was important for achieving 
enhanced power production at PV module output. Open-circuit voltage and short-
circuit current are respectively increased by in series and parallel connection of the PV 
modules. Therefore, different configurations are adopted in PV systems to attain 
voltage and current target levels [180]. Furthermore, ties linked amongst the PV 
module strings (Figure 2.27), Total Cross Tied  (TCT), Bridge-Link Interconnection 
(BLI), and Honey-Comb (HC) are often referred to as cross-tie configurations. Table 
2.3 provides an overview of the weaknesses and strengths of the different 
configurations in Table 2.8.  
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Figure 2.27: Different connection patterns from modules in the array. (a) Series-
Parallel (SP), (b) Total Cross Tied (TCT) and (c) Bridge-Link Interconnection (BLI). 
Table 2.8: Summary of advantages and restrictions of different configurations. 





• Current is too low 
• Voltage is too high 
• Very low maximum output 
during partial shading 
• Very prone to mismatch 
losses 
• Simple to connect  
• Quite vulnerable to issues 
with aging  





• Voltage is too low 
• Current is too high 
• Not usually used in the PV 
application 
• Simple to connect  
• High power output and low 
mismatch loss  
• Normally, the power peak 





• More impact multi-peak 
• In most cases, low maximum 
power compared to cross 
binding configurations 
• One of the most common 
PV modules 
configurations  
• Performs better than TCT 
when shaded row-wise  











• Extreme redundancy 
• High wiring loss 
• In partial shading, lower 
maximum power than TCT 
• Responds and adapts well 
to random patterns of 
shading  
• Has high maximum power 
during the condition of 
unshaded  
• Slightly longer service life 
than TCT  
• Higher maximum power 





• Extreme redundancy 
• High wiring loss 
• A lot of ties. 
• Needs an unrealistic number 
of switches and sensors 
• Point of smooth inflexion  
• Multi-peak effect less  
• In the majority of 
situations, high maximum 
power  
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• Low output in the reverse 
situation 
• The broad lifetime of 
operations  






• High wiring loss 
• Extreme redundancy 
• In most cases, the maximum 
power is slightly lower than 
(TCT) 
• A smooth point of 
inflexion  
• Less multi-peak effect  
• Better performance than 
TCT when an array is 
organized asymmetrically  
• Better than TCT results 
during row-wise shading 
 
2.7.1.1 Simple-Series Connection (SS) 
The basic configuration without any cross ties amongst neighbouring columns 
is connected to PV modules in a series string, with the output taken over the two ends. 
This kind of connection is advantageous because it is simple, so it does not need a 
significant amount of wiring, thereby curtailing wire losses [181]. By contrast to wire 
losses, the mismatch losses taking place during partial shade conditions can be 
substantial in the SP configuration. Compared to SS, cross-ties configurations 
provided a different current flow path under shading conditions, so they perform better 
[182]. The simulations conducted in [183] revealed that SS demonstrated the poorest 
performance regarding power loss and power output under the majority of partial shade 
conditions. Additionally, the SS configuration was associated with a suboptimal 
current level but a high level of voltage. Meanwhile, in [184], it was observed that the 
SS configuration displayed extreme sensitivity to aging-related decrease in power 
generation, but the in-parallel configuration can overcome this issue. 
2.7.1.2 Parallel Connection (P) 
Among the most basic PV module configurations, the P configuration involves 
the parallel connection between the PV modules, with a single module per string and 
the output being taken parallel over the entirety of linked modules. In this 
configuration, PV modules are not significantly impacted by partial shading [185]. 
Furthermore, one study has reported that, regardless of partial shading conditions, the 
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P configuration generated maximum power at MPP [183]. Moreover, the power loss 
is measured based on the MPP discrepancy under conditions without shade and with 
partial shade. Therefore, the P configuration is associated with minimal relative power 
loss. In the context of partial shading, a single power peak is exhibited by the P-V 
curve of PV modules with P configuration. This is conducive to MPPT and makes PV 
modules easy to operate at the MPP. On the downside, the high current and low voltage 
associated with the P configuration are impractical for PV module application. 
Furthermore, the shading pattern is not the same in SS and P configurations in [186], 
it was found that, concerning the output power, the performance of the P configuration 
was superior to that of the SS configuration. Still, the extremely high current in the 
output that was displayed by the P configuration required changes and a different 
configuration. Thus, to overcome the limitations of the SS and P configurations, the 
series-parallel (SP) configuration was developed. 
2.7.1.3 Series-Parallel Connection (SP) 
PV modules often display an SP configuration, being linked to one another in 
a series string to attain the target voltage level, and, in turn, the strings connected in 
series adopt a parallel configuration to attain the target level of current. The output is 
measured parallel over the PV module strings. In terms of output performance, the SP 
configuration is typically considered less efficient than the cross-ties configuration  
[187]. To give an example, one study investigated the TCT mathematical model and 
revealed that SP was associated with greater losses due to partial shading than TCT 
[188]. The performance of TCT may be better than that of SP in the majority of 
instances, yet in terms of row-wise shading pattern, SP performance can surpass TCT 
performance [189]. Moreover, SP exhibits higher power output, and the P-V curve 
shows just one power peak during row-wise shading. 
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The SP performance is usually poorer than that of other configurations due to 
the fact that SP possesses more series string, so it presents greater proclivity towards 
mismatch losses [190]. In [191] , an examination was conducted of two SP connected 
arrays of PV modules with identical array size yet a distinct number of rows and 
columns. It was found that greater wiring loss caused the MPP associated with the 3×4 
configuration to be slightly lower than the MPP associated with the 6×2 configuration. 
However, under partial shading conditions, the 3×4 configuration demonstrated better 
efficiency, maximum power peak, fill factor, and a number of power peaks than the 
6×2 configuration. Thus, it was deduced that the ideal situation was having a lower 
number of modules with SS configuration and a higher number of modules with P 
configuration. Therefore, the achievement of output power is not favoured by a series 
string in SP of excessive length. 
2.7.1.4 Bridge-Linked-Interconnection (BLI) 
An array of 4×3 PV modules with the configuration of bridge-linked-
interconnection (BLI) is shown in Figure 2.27. The connection of every four modules 
to one another resembles a rectifier bridge, with SS configuration for the initial two 
modules and P configuration for the last two modules. Compared to TCT, BLI has a 
service life that is a bit longer and is not as prone to electrical mismatch loss [192, 
193]. One study demonstrated that, by contrast to SP and TCT, BLI was associated 
with the highest MPP under conditions without shade [194]. 
However, analysis of the maximum power output in the context of the ladder 
and column-wise shading pattern revealed that BLI had only the second-best 
performance compared to SP and TCT [195]. , being intermediate between the other 
two configurations [190]. More specifically, under conditions of row-wise shading, SP 
performance may be higher than that of TCT, whereas TCT performance is superior 
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in the majority of other circumstances. Meanwhile, under conditions of partial shade, 
BLI performance is average amongst SP and TCT. 
2.7.1.5 Total-Cross-Tied Connection (TCT) 
A 4×3 array with PV modules in total-cross-tied (TCT) connection is illustrated 
in Figure 2.27. The formation of the TCT configuration involves SP linkage of the 
entirety of nodes of the rows, given rising to asymmetrical connection resembling a 
matrix. The sum of the current at different junctions and voltage at all nodes is the 
same. One study proposed that the bypass diode is more unlikely to be switched on. 
The higher the number of interconnections in the configuration is [190] , leading to 
fewer mismatch losses and minimising the multi-peak effect.  
A feature of the TCT is the interlinking between all modules in every string. 
By contrast, the BLI configuration is associated with fewer cable losses and faster 
wiring during implementation because its wiring is half that of TCT. In turn, the 
reduced cable losses enable BLI to outperform TCT by a bit in output power under 
conditions without shade. However, in the majority of circumstances with partial 
shading, TCT has a higher performance than BLI. Furthermore, by comparison to the 
SP configuration, TCT possesses a greater number of parallel circuits, and its cross-
ties afford an almost twofold increase in PV module use life [192]. Shadow effects and 
manufacturer’s tolerances in the properties of cells make TCT more permissive to 
flaws compared to BLI  [196]. On the other hand, the latter has better resistance to 
electrical mismatch loss [193]. Furthermore, as reported in [197], in the TCT 
configuration, PV module features display several power peaks under row-wise 
shading and mainly just one peak under column-wise shading. Hence, under row-wise 
shading, SP performance may surpass TCT performance. Nevertheless, the higher 
number of cross-ties in TCT maximising the use of arrays explains why this 
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configuration achieves superior performance in the majority of cases [182]. 
Additionally, under partial shading, the MPP voltage interval fluctuates to a lesser 
degree in TCT. Dc-dc or dc-ac power converters have an MPPT window restricted to 
a particular range, which explains the high importance of the voltage fluctuation 
interval [198]. 
Page limitations prevent the referencing of further comparable studies but 
lower importance. PV modules are increasingly configured as TCT since this helps to 
counteract the effect of partial shading. However, this configuration has become highly 
complex due to its numerous cross-ties. The non-linear features make the mathematical 
solution of the system more time-consuming and computationally burdensome [199]. 
Furthermore, there is evidence that an unfeasible number of switches and sensors 
would be necessary to dynamically reconfigure TCT via power electronics, despite the 
potential for attaining exceptional output performance [200]. Despite this, research 
findings, such as those of [187], support the implementation of TCT under real-world 
environmental conditions with complicated and variable shading pattern because the 
configuration can effectively adjust to arbitrary patterns of shading as far as output 
performance is concerned. 
2.7.1.6 Honey-Comb Connection (HC) 
As a modified form of the 4×3 BLI configuration (Figure 2.27), the HC 
configuration is considered to merge the advantages of BLI and TCT [201]. Under the 
circumstances with asymmetrical array layout and connection or when more columns 
are getting the same amount of sunlight than rows, HC may have superior performance 
to TCT [202]. Nevertheless, due to its greater number of internal links that afford more 
current paths and hinder a decrease in current in the branches, the TCT configuration 
continues to have a better performance than HC in the majority of instances. Therefore, 
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both the total current output and the output power are higher. It can be thus said that, 
in terms of performance, HC sits between BLI and TCT. Additional simulation-based 
research has to be conducted to gain more insight into the HC configuration as, so far, 
it has not been extensively studied. 
2.8 The Motives for Using (SP) Reconfiguration 
TCT and SP module interconnections have been the basis of most proposals 
for interconnection topologies that have been extended [203]. PV power plants often 
adopt an SP configuration, which is underpinned by strings of interconnected PV 
modules. This setting enables the provision of the voltage needed by the inverter, 
which has a P configuration to increase the total current as much as possible. As 
regards the TCT configuration, the PV modules are connected in parallel at first, which 
allows summation of currents and constancy of voltages. Meanwhile, an in-series 
configuration is displayed by a few module rows. The power produced by the TCT 
and SP configurations is nearly the same when conditions do not fluctuate, whereas 
TCT usually demonstrates a better energy performance than SP when conditions 
fluctuate [204]. 
The required number of sensors and switches and the level of complexity of 
the algorithms applied for reconfiguration underscore an important aspect that has to 
be taken into account in relation to PV structures amenable to reconfiguration (section 
2.5). An unfeasible number of switches and sensors is necessary for the majority of 
TCT-based reconfiguration approaches, which is a particularly notable matter [203]. 
To give an example, a switching matrix with Number of Photovoltaic Modules (NPV2) 
double-pole switches and NPV single-pole switches, with N denoting the PV module 
number, was devised in [204]. This type of switching matrix is compatible with all 
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configurations between the two limits of a configuration with parallel connection of 
all modules (each module per single row) and a configuration with series connection 
of all modules (one module per every row). Hence, 600 switches would be required 
for a system with 24 PV modules. In a different instance, 1152 switches (2 ⋅ NPV2) 
were needed for the switch structure formulated in [205], and control algorithms of 
fair complexity are essential for most TCT-based methods of reconfiguration. 
The purpose of algorithms is to determine the point for turning switches on or 
off, but their efficiency may depend on an inordinately dense computation process 
[203]. In [204], another study addressed the possibility of occurrence of a number of 
overall configurations of (NPV * NPV)!/(NPV!)NPV and, based on earlier expression 
results in an overflow derived from MATLAB, it was concluded that NPV had to be 
equal to 24. Practically, however, the control of TCT arrays available on the market is 
not straightforward, effective, and efficient. The examination of the existing evidence 
in the present work has led to the conclusion that the only system available on the 
market for PV array reconfiguration based on SP topology is ENDANA (Bitron) [200]. 
The reconfiguration of 24 PV modules can be achieved by the basic ENDANA system 
in two strings. A number of PV modules showing significant signs of aging can be 
eliminated following assessment of the P-V curve for each PV module and 
reconfiguration of the links between the modules into two substrings. 
Taking into account the previously highlighted considerations, the SP topology 
is explored in the present work since it allows retrofitting on most current PV fields, 
in theory. It must also be emphasised that the investigation of PV units is the basis for 
analysing TCT reconfiguration in the majority of cases. PV cell strings can be 
employed for a simple representation of the PV units. Furthermore, it is unnecessary 
to consider the possible occurrence of several maxima in the P-V characteristics of a 
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number of strings of this type. Under aging phenomenon, a specific bypass diode is 
used to protect each cell string in PV modules available on the market. Such an 
approach often gives rise to a number of MPPs. However, the multi-modal nature of 
P-V curves has been disregarded in the majority of studies focusing on TCT-related 
reconfiguration algorithms. 
Investigation of short-circuit currents constitutes a major research priority as 
well. Under these circumstances, the present work draws on knowledge of the 
complete I-V feature of each PV module in order to evaluate a reconfiguration 
algorithm for PV modules available on the market with SP connection. By adopting 
such an approach, it is possible to effectively manage the multiple MPPs that 
unavoidably emerge in the P-V features of a number of PV modules. 
A comparative analysis between SP and other configurations (see Section 2.8) 
in terms of performance is not the goal of this work. Instead, the work is concerned 
with devising a method of SP reconfiguration compatible with PV systems displaying 
flaws or aging, relocating the PV modules in order to enhance the maximum power 
output of the PV array. More to the point, the formulated algorithm has to rapidly 
identify the best configuration and achieve its implementation in polynomial time. 
2.9 Challenges 
PV cells and modules can deteriorate through a range of processes. Although 
they are manufactured from different materials and in different ways, PV cells and 
modules generate energy in a similar manner. To capture energy, PV modules 
necessitate an expansive surface, which is why ample attention is paid to the matters 
of soiling and snow deposition. The latter is a particularly serious mechanism of 
deterioration in regions with low temperatures because it generates mechanical loads 
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on PV panels that can lead to crack formation and moisture seepage, which in turn give 
rise to corrosion and damage. Meanwhile, crack formation induced by mechanical 
loads within PV cells can cause hot spots and severe power losses by disrupting 
connections. Corrosion can have a massive impact on PV materials of an organic 
nature, but the problem has not been extensively researched, so it remains inconclusive. 
Further knowledge is needed about the effect of PV material type on potential defects 
and about the correlation between PV content and deterioration mechanisms. 
It is worth investigating and taking preventive measures against transient 
deterioration processes (e.g. sudden cracks, periodic soiling and snow aggregation) to 
mitigate long-term deterioration and corrosion into which those processes usually 
degenerate. Hence, it is necessary to explore the environmental factors impacting PV 
modules regarding how they occur and how they can be avoided. It is essential to 
prolong system use life and make it more profitable. 
A range of methods is available for detecting, preventing, and tackling 
processes of PV energy deterioration. Condition Monitoring System (CMS) and non-
destructive testing permit the identification of the majority of such processes [206, 
207]. Since system thermal fluctuations are a frequent corollary of faults, 
thermography is among the foremost mitigation methods. It enables solar plants to be 
rapidly and automatically investigated when deployed alongside UAVs and image 
processing. Defect type and the site can be derived from I-V and P-V curves as well, 
while maintenance can be made less time-consuming and more cost-effective by using 
methods of data processing. 
Due to unfavourable environmental conditions (e.g. temperature, dust, snow, 
hot spots, storms), PV modules inevitably age non-uniformly. As a result, PV plants 
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start performing at lower efficiency, especially during the middle and later period of 
their useful life. Therefore, the present work aims to make the maintenance of PV 
power plants, regardless of size, more cost-effective by enhancing PV power 
efficiency. 
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Chapter 3. PV ARRAY RECONFIGURATION 
SORTS CALCULATIONS REPETITIVELY AND 
HIERARCHICALLY ALSO ALGORITHM 
APPROACH TO OPTIMISING POWER 
GENERATION ACROSS NON-UNIFORMLY AGED 
PV ARRAYS BY MERELY REPOSITIONING. 
The content of this chapter has been published in the following papers: 
1. Alkahtani, M.; Wu, Z.; Kuka, C.S.; Alahammad, M.S.; Ni, K. A Novel PV Array 
Reconfiguration Algorithm Approach to Optimising Power Generation across Non-
uniformly Aged PV Arrays by merely Repositioning. J.—Multidiscip. Sci. J. 2020, 
3, 32–53. 
2. Alkahtani, M.; Hu, Y.; Wu, Z.; Kuka, C.S.; Alhammad, M.S.; Zhang, C. Gene 
Evaluation Algorithm for Reconfiguration of Medium and Large Size Photovoltaic 
Arrays Exhibiting Non-Uniform Aging. Energies 2020, 13, 1921. 
 
3.1 Introduction 
The new emphasis on clean energy has led to a growing interest in photovoltaic 
(PV) power production. To afford competitiveness to this new method of generating 
power, it must be made more energy-efficient and cost-effective. With numerous 
applications in producing and transporting power and in mobile appliances, PV 
systems are embraced evermore. It is anticipated that, by 2020, renewable sources will 
satisfy 20% of European energy demand [208, 209]. In this context, PV plant-related 
financial and maintenance issues call for more efficient solar energy conversion and 
prolonging the useful life of PV arrays [210]. 
Page | 82 
 
The multitude of options requiring consideration to establish the best solution 
is the main obstacle that must be overcome for PV array rearrangement. Researchers 
have proposed different approaches in this regard. One approach proven to be suitable 
for sorting methods is determining PV array rearrangement based on a genetic 
algorithm (GA) [211]. Meanwhile, other rearrangement approaches are geared towards 
enhancing power yield in settings with shade [212]. However, by prioritising the 
methods of array construction, [212] failed to implement real-time executable control 
algorithms, which resulted in an unfeasible number of sensors and switches requiring 
complicated control algorithms to detect on/off switch turning. Unlike the approach 
put forward in [212], a lower number of voltage or current sensors and switches are 
necessary for adaptive PV array rearrangement. In [213], an offline rearrangement 
approach was devised to make aged PV systems more energy efficient by inspecting 
the possible options for PV module rearrangement based on identifying the maximum 
power point. Meanwhile, in [208], the ideal arrangement for balancing and attenuating 
the switches' aging process in the switching matrix was assessed based on the Munkres 
algorithm [214, 215]. Issues related to restructuring modules in PV arrays of different 
sizes can be managed via additional approaches proven to be efficient. However, these 
are computationally too complex and time-consuming because they involve searching 
every possible manner, in which restructuring can be achieved [216]. 
In order to achieve quick calculation with low computing resources, this 
chapter proposed theoretically that sorts calculations PV modules repetitively and 
hierarchically and practical that optimise problems based on a gene evaluation 
algorithm for medium and large PV arrays exhibiting non-uniform aging. Therefore, 
the strategy offers the minimum swapping/replacing times to maximize the output 
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power and improve electric revenue by reducing maintenance costs. However, solar 
power plants can achieve better financial increments within a decade. 
3.2 The Non-Uniformly Aged Cell Terminal 
The short-circuit current fluctuates more widely compared to the open-circuit 
voltage caused by the p-n junction features of the PV cell as the latter ages according 
to the author [217].  This work evaluates the PV module aging status based on the 
short-circuit current, while maintaining the open-circuit voltage unchanged for 
different aging conditions. In the case of m PV modules with in-series connection 
making up a PV array, their output currents will be the same, while the total module 
voltages will be added up to obtain the output voltage [218]. 
( ) mod (1) mod (2) mod (3) mod ( )total string ule ule ule ule mI I I I I= = = = =              (3.1) 
( ) mod (1) mod (2) mod (3) mod ( )1
m
total string ule ule ule ule mV V V V V

 = = + + +           (3.2) 
The modules must be the same for equation (3.1) and equation (3.2) to be applicable. 
As shown in Figure 3.1, in the best scenario, the behaviour of the modules does not 
differ, and the voltage is continuously at 63 V in the case of three modules. Likewise, 
the short-circuit current going through PV modules with in-series linking is always at 
3.55 A, because the modules are similar (Figure 3.1). 
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Figure 3.1: Simulation responses: I-V curve and P-V curve (at standard test 
conditions) for good quality modules of Solarex MSX60 connected in series. 
Due to the non-uniform aging conditions, multiple PV power output steps and 
peaks observed in  
Figure 3.2 divides PV array operation into three different operational levels, 
where each peak relates to a particular level. Level 1 indicates a phase where module 
1 is active, while the currents across modules 2 and 3 are being bypassed through the 
diodes. At Level 1, the current ranges between 0 A and 3.45 A, and the corresponding 
voltage is 0–22 V. Similarly, level 2 corresponds to the phase where module 1 and 
module 2 are active, while module 3 is being bypassed. 
The current for the un-bypassed series-connection is determined by the current 
of the most aged PV module (in this case, module 2). The level 2 current ranges 
between 0 A and 2.30 A, with a corresponding voltage of 0–42 V. Level 3 represents 
the stage where modules are active, i.e. none are bypassed. Again here, the current for 
the un-bypassed series connection is determined by the current of the most aged PV 
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corresponding voltage of 0–82 V. Moreover, there are many maximum power points 
expressed by the knee points for the various levels in the characteristic I–V curve. 
These knee points are correlated with particular currents and voltages that are utilised 
to derive the maximum power points at various locations on the P–V curve. The knee 
point at Level 1 arrives at 16.79 V and 3.45 A (54.42 W); the knee point at Level 2 is 
at 35.69 V, and 2.30 A (65.45 W); whilst the knee point at Level 3 is at 54.9 V and 1.5 
A (60.61 W), as depicted in Figure 3.2.  The knee point at Level 2 indicates the global 
maximum power point (GMPP). The knee point at Level 1 tasks at 16.79 V and 3.45 
A (54.42 W); The knee point at Level 2 tasks at 35.69 V and 2.30 A (65.45 W); whilst 
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the knee point at Level 3 tasks at 54.9 V and 1.5 A (60.61 W), as depicted in Figure 
3.2 The knee point at Level 2 indicates the global maximum power point (GMPP). 
 
 
Figure 3.2: Series-connection of PV modules. 
3.3 PV Array Reconfiguration Scheme 
In an N×M PV array, N and M respectively denote the strings with in-parallel 
linking and the PV modules with in-series linking as shown in Figure 3.3. The number 
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of active modules for a string voltage is given by the voltage at which the PV array 
GMPP is found in the P-V curve. Therefore, by adding up all the string currents and 
multiplying that figure by the string voltage of the active modules, the PV array 
maximum power can be obtained. 
 
Figure 3.3: A series-parallel (SP) PV array involving N×M (number of parallel-
connected strings × number of series-connected PV modules). 
A PV array comprising 12 aged modules connected in a 4×3 PV array SP 
configuration (as depicted in Figure 3.4 will be utilised to demonstrate this concept. 
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Figure 3.4: A 4 × 3 PV array SP configuration with non-uniform aging. 
3.4 Sorts Calculations PV modules Repetitively and Hierarchically  
By applying the rearrangement algorithm to then N-M PV array, the totality of 
potential rearrangements is: 
( )( )( ) ( )( )N(M) N(M-M) N(M-2) 2(M) M… /NιM M M M M                (3.3) 
Every potential combination of repositioned PV module must be determined, and the 
maximum power must be computed for the above array. To attain the best arrangement 
in several repetitive steps, the suggested sorts calculations PV modules repetitively 
and hierarchically, with the employed variation parameter being the aging scale or 
coefficient because of its direct correlation to the short-circuit current of every separate 
PV module. Five modules representing different levels of solar irradiance: 
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• Module 1: solar irradiance 200 W/m2 and temperature 25 C  
• Module 2: solar irradiance 400 W/m2 and temperature 25 C  
• Module 3: solar irradiance 600 W/m2 and temperature 25 C  
• Module 4: solar irradiance 800 W/m2 and temperature 25 C  
• Module 5: solar irradiance 1000 W/m2 and temperature 25 C  
In a suitable module, the STC specifies the short-circuit current to be 1 per unit 
(pu), which corresponds 1000 W/m2. The various aging factors (AF) associated with 
the PV modules are indicated by the digits in the array, is directly correlated with their 
separate short-circuit current. For instance, the optimisation issue is addressed in the 
present work based on a genetic algorithm, which is applied to a 4×3 PV array 
arrangement as seen in Figure 3.4. The AFs take the form of (pu) value of the health 
condition of separate PV modules and represent the working box variables. The rules 
suggested for this work are listed below. 
• The first rule specifies that equivalence exists between string one working box, 
string two working box and string n working box. Means that both string two 
and string n will have three working boxes if the string is associated with three 
working boxes. 
• The second rule specifies that, in a string, the minimal number represents the 
working box output. Its means that the output is the lowest among all values 
from high to low. 
• 
( )string n
P AF= = Summation of aging factors in a series of connected 
modules. 
A. Pre-arrangement can be mathematically characterised within five steps. 
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Step 1: Initialize the summation of AFs  for each string Pre-arrangement, as follows: 
 
0.8 pu 0.8 pu 0.7 pu 0.2 pu 
0.3 pu 0.3 pu 0.4 pu 0.8 pu 





0.8 0.8 0.7 0.2 2.5
0.3 0.3 0.4 0.8 1.8







= + + + =
= + + + =
= + + + =
                                   (3.4) 
Step 2: Arrange the working boxes of 
4( )total
P Pre-arrangement in descending order, 
in the case study. 
Select the lowest number of P4 string n:  
 
0.8 pu 0.8 pu 0.7 pu 0.2 pu 
0.3 pu 0.3 pu 0.4 pu 0.8 pu 

















                                        (3.5) 
Sum: 
4( ) 1 2 3
2.8
total string string string
P P P P= + + =                         (3.6) 
Step 3: Arrange the working boxes of
3( )total
P Pre-arrangement in descending order, in 
the case study. 
 
Select the lowest number of P3 string n: 
 
0.8 pu 0.8 pu 0.7 pu 0.2 pu 
0. 3 pu 0.3 pu 0.4 pu 0.8 pu 

















                                        (3.7) 
Sum: 
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3( ) 1 2 3
3.6
total string string string
P P P P= + + =                       (3.8) 
Step 4: Arrange the working boxes of
2( )total
P Pre-arrangement in descending order. 
Select the lowest number of P2 string n: 
 
0. 8 pu 0.8 pu 0.7 pu 0.2 pu 
0.3 pu 0.3 pu 0.4 pu 0.8 pu 

















                                         (3.9) 
Sum: 
1( ) 1 2 3
3.8
total string string string
P P P P= + + =                            (3.10) 
Step 5: Arrange the working boxes of
1( )total
P Pre-arrangement in descending order. 
Select the lowest number of P1 string n: 
 
0. 8 pu 0.8 pu 0.7 pu 0.2 pu 
0.3 pu 0.3 pu 0.4 pu 0.8 pu 

















                                                         (3.11) 
                                                        
 
1( ) 1 2 3
2.4
total string string string
P P P P= + + =                            (3.12) 
 
B. The potential PV array arrangements from initial to final string must be 
identified sequentially. As shown by the equation below, the PV array 
takes the form of a matrix to facilitate the running of the MATLAB 
program. 
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0.8 0.8 0.7 0.2
= 0.3 0.3 0.4 0.8







                                      (3.13) 
                                       
Figure 3.5 illustrates the flowchart associated N M with the rearrangement algorithm 
for the  PV array. The suggested algorithm geared towards mitigating the impact of 
mismatch losses between the PV modules in a given string by relocating separate PV 
modules in every string according to their AFs. Due to the direct correlation between 
aging and the short-circuit current, AFs are the only short-circuit current data needed 
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by the algorithm. To attain the best arrangement, the algorithm run until every criterion 
is satisfied in Figure 3.5. 
 
Figure 3.5: Flowchart of PV reconfiguration algorithm process. 
Before presenting the five steps of the suggested algorithm, several parameters 
need to be described to elucidate the rearrangement approach from the previous 
flowchart. 
1,2,3 1,n N N= − , where the number of strings in the PV array called N. 
• AF =  Summation of aging factors in a series of connected modules. 
• 
(min)string n
M = Minimum AFs in a series connection for a string (n). 
• 
(max)string n
M = Maximum AFs in a series connection for a string (n+1). 
• 
(min)string
P = Position of PV module with a minimum AFs in a series of 
connected modules. 






= Position of PV module with a maximum AFs in a series of 
connected modules.  
 
Step 1: Initialize the summation of 
( )string n
P AFs for each string and arrange the 
total string level 
( )string n





0.8 0.8 0.7 0.2 2.5
0.3 0.3 0.4 0.8 1.8







= + + + =
= + + + =
= + + + =
                                     (3.14) 
                             
 
Step 2: Arrange the total string level AFs in a downward order in the case study. 
Step 3: Determine 
min( )n




 for 1n =  
 
0.8 pu 0.8 pu 0.7 pu 0.2 pu Mmin A 
0.3 pu 0.3 pu 0.4 pu 0.8 pu Mmax B 
0.8 pu 0.7 pu 0.2 pu 0.3 pu 
 
Now, if Mmin A < Mmax B, then swap Pmin with Pmax , repeat steps 1,2 and 3. 
 
where Swap1 is: 
 
 
0.8 pu 0.8 pu 0.7 pu 0.8 pu 
0.3 pu 0.3 pu 0.4 pu 0.2 pu 
0.8 pu 0.7 pu 0.2 pu 0.3 pu 
 





0.8 0.8 0.7 0.8 3.1
0.3 0.3 0.4 0.2 1.2







= + + + =
= + + + =
= + + + =
                                       (3.15) 
                                 
 
For Swap2: 
0.8 pu 0.8 pu 0.7 pu 0. 8 pu 
0.8 pu 0.7 pu 0.2 pu 0.3 pu 
0.3 pu 0.3 pu 0.4 pu 0.2 pu 
 
Moreover, Pstring (n) become: 





0.8 0.8 0.7 0.8 3.1
0.8 0.7 0.2 0.3 2







= + + + =
= + + + =
= + + + =
                                     (3.16) 
                                 
Step 4: Repeat steps 1, 2 and 3 tills




For Swap3  
 
0.8 pu 0.8 pu 0. 7 pu 0.8 pu 
0. 8 pu 0.7 pu 0.2 pu 0.3 pu 
0.3 pu 0.3 pu 0.4 pu 0.2 pu 
 
Then, the sum of 
( )string n





0.8 0.8 0.7 0.8 3.1
0.8 0.7 0.2 0.3 2







= + + + =
= + + + =
= + + + =
                                (3.17) 
                                        
Moreover, Swap4 are: 
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0.8 pu 0.8 pu 0. 8 pu 0.8 pu 
0.7 pu 0.7 pu 0.2 pu 0.3 pu 
0.3 pu 0.3 pu 0.4 pu 0.2 pu 
 
Then, the sum of 
( )string n





0.8 0.8 0.8 0.8 3.2
0.7 0.7 0.2 0.3 1.9







= + + + =
= + + + =
= + + + =
                            (3.18) 















0.8 pu 0.8 pu 0.8 pu 0.8 pu 
0.7 pu 0.7 pu 0.2 pu 0.3 pu 
0.3 pu 0.3 pu 0.4 pu 0.2 pu 
 
Then, the final step, the sum of 
( )string n




0.8 0.8 0.8 0.8 3.2
0.7 0.7 0.2 0.3 1.9







= + + + =
= + + + =
= + + + =
                                    (3.19) 
                                  
Finally, for Swap6: 
0.8 pu 0.8 pu 0.8 pu 0.8 pu 
0.7 pu 0.7 pu 0.4 pu 0.3 pu 
0.3 pu 0.3 pu 0.2 pu 0.2 pu 
 
Then, the final step, the sum of 
( )string n




0.8 0.8 0.8 0.8 3.2
0.7 0.7 0.4 0.3 2.1







= + + + =
= + + + =
= + + + =
                                   (3.20) 
                                   
According to the final step, the best arrangement exhibited by the PV array on 
Swap6. Nevertheless, a comparison conducted between every arrangement arriving at 
every step and the initial arrangement Figure 3.4. Under non-uniform aging conditions, 
the ideal arrangement was obtained solely through five repetitive steps for a 4 3  PV 
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array. In the case of a large PV array, execution modelling based on a MATLAB 
program command as seen below, with the configuration for the best power yield being 
represented by the enhanced form. Hence, the ideal arrangement for a 4 3  PV array 
is the PV array Post-arrangement. The PV arrays of Pre-Post arrangements are 
compared in Table 3.1. 
Table 3.1: PV Array Pre-Post rearrangements. 
Pre-arrangement 
0.8 pu 0.8 pu 0.7 pu 0.2 pu 
0.3 pu 0.3 pu 0.4 pu 0.2 pu 
0.8 pu 0.7 pu 0.2 pu 0.3 pu 
Post-arrangement 
0.8 pu 0.8 pu 0.8 pu 0.8 pu 
0.7 pu 0.7 pu 0.4 pu 0.3 pu 
0.3 pu 0.3 pu 0.2 pu 0.2 pu 
 
In Table 3.2, the maximum power and voltage at MPP are set out for all arrangements 
and the string currents in every case. It is obvious that, from the first to the fifth step, 
there is a 22.4% rise in the overall output power and the voltage at MPP is greater than 
the output current. To minimise multiple peaks caused by incompatibility effects (non-
uniform aging), the proposed algorithm increases the currents in every string as much 
as possible through the integration of the PV modules showing similar electrical 
features. 
Table 3.2: Electrical parameters obtained for different reconfiguration. 
 
3.4.1.1 Simulation Results 
PV arrays of different dimensions (e.g. 4 × 3, 8 × 5 and 8 × 7) were assessed 
to prove that the suggested algorithm was valid. A MATLAB-developed PV array 
model was used to compute the maximum power outputs from the PV structures pre-











1 53 254.3 2.531 1.141 1.143 
2 70 286.9 2.587 0.759 0.751 
3 70 287.1 2.586 0.758 0.751 
4 69 297.7 2.798 0.761 0.756 
5 68 320.8 2.844 1.142 0.728 
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Intel® Core™ computer with i3-3220 CPU, 30.30 GHz and 8 GB (RAM), with 
tabulation of the equivalent computing times for the different PV array dimensions 
indicated above. 
3.4.1.2 Case study on 3 × 4 PV array 
Figure 3.4 shows the MATLAB-based validation of the results. Under STC, 
the maximum short-circuits current in a suitable module established at 1 (pu), which 
is equivalent to 1000 W/m2 irradiance at a module temperature of 25°C. 
Table 3.1 shows the PV configuration following a rearrangement using the 
proposed algorithm. Using the PV array data presented in Table 3.2, I-V and P-V 
curves were then plotted as depicted in Figure 3.6. In Figure 3.6 highlights that the 
maximum output power pre-arrangement, is 247.4 W, with a PV array output voltage 
of 51V and a GMPP current of 4.8 A, respectively. The maximum output power post-
arrangement is 320.8 W, with a PV array output voltage of 68 V and GMPP current of 
4.68 A, respectively. The total power output increases by 29.7% as presented in Figure 
3.6 when using the proposed algorithm. The computational time for these 
rearrangements (as presented in Table 3.3) for an aged 4 × 3 PV array took 0.02 
seconds. 
Table 3.3: PV array 4 × 3 parameters of Pre-Post arrangements. 
 
PV Array 3 × 4 parameters 
       Parameters           Pre-arrangement           Post-arrangement      Power Improvement      Computing time (s) 
Current Impp 4.8 A 4.68 A   
Voltage Vmpp  51 V 68 V 29.7 % 0.02 
Power WL 247.4 W 320.8 W   





Figure 3.6: The output of the Array (pre-post rearrangements) for case 1. 
3.4.1.3 Case study on 5 × 8 PV array 
The PV array of dimensions 5×8 consisted of eight strings and five modules 
with in-parallel and in-series linking, respectively. For the purpose of developing an 
5×8 matrix, simulating non-uniform aging PV array pre-arrangement and determine 
the best PV structure post-arrangement for this particular case, MATLAB (R2018a) 
employed for arbitrary production of the AFs in the range 0.9-0.6 (pu) in Table 3.4. 
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The ability of the suggested algorithm to yield the ideal arrangement was confirmed 
by simulating both PV structures. Figure 3.7 illustrates that the maximum power output 
pre-arrangement is 1722 W, with a PV array output voltage of 143 V and a GMPP 
current of 11.9 A, respectively. The maximum power output post-arrangement is 1885 
W, with a PV array output voltage of 138 V and a GMPP current of 13.6 A, 
respectively. The computational time for the proposed algorithm to identify the 
rearrangements of an aged 8 × 5 PV array as presented in Table 3.5 took 0.25 seconds. 
Table 3.4: PV array configuration for case 2. 
Pre-rearrangement 
0.9 pu 0.8 pu 0.9 pu 0.9 pu 0.8 pu 0.9 pu 0.9 pu 0.7 pu 
0.8 pu 0.9 pu 0.7 pu 0.8 pu 0.9 pu 0.9 pu 0.9 pu 0.8 pu 
0.7 pu 0.9 pu 0.8 pu 0.9 pu 0.8 pu 0.7 pu 0.6 pu 0.7 pu 
0.8 pu 0.8 pu 0.9 pu 0.7 pu 0.7 pu 0.6 pu 0.7 pu 0.6 pu 
0.9 pu 0.7 pu 0.8 pu 0.9 pu 0.9 pu 0.8 pu 0.8 pu 0.6 pu 
Post-rearrangement 
0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 
0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.8 pu 
0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 
0.8 pu 0.8 pu 0.7 pu 0.7 pu 0.7 pu 0.7 pu 0.7 pu 0.7 pu 
0.6 pu 0.7 pu 0.7 pu 0.6 pu 0.6 pu 0.7 pu 0.7 pu 0.6 pu 
 
Table 3.5: PV array 5×8 parameters Pre- and Post-arrangement. 
 
PV Array 5 × 8 parameters 
     Parameters              Pre-arrangement          Post-arrangement      Power Improvement      Computing time (s) 
Current Impp 11.9 A 13.6 A   
Voltage Vmpp  143 V 138 V 9.47 % 0.25 
Power WL 1722 W 1885 W   





Figure 3.7: The output of the Array (pre-post rearrangements) for case 2. 
3.4.1.4 Case study on 7 × 8 PV array 
In this case, an 7 × 8 PV array, comprising eight series-connected strings and 
seven parallel-connected modules, The aging factors, ranging from 0.9 pu to 0.4 pu as 
shown in Table 3.6, were randomly generated, as in case 1 and 2. Figure 3.8 illustrates 
that the total output power increases by 32.5% when the proposed algorithm used. The 
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computational time for the proposed algorithm to identify the rearrangements as 
presented in Table 3.7 took time 5.64 seconds.   
Table 3.6: PV array configuration for case 3. 
Pre-rearrangement 
0.4 pu 0.6 pu 0.4 pu 0.6 pu 0.9 pu 0.6 pu 0.8 pu 0.5 pu 
0.8 pu 0.4 pu 0.9 pu 0.9 pu 0.8 pu 0.5 pu 0.6 pu 0.6 pu 
0.6 pu 0.8 pu 0.7 pu 0.5 pu 0.6 pu 0.8 pu 0.5 pu 0.8 pu 
0.6 pu 0.8 pu 0.7 pu 0.5 pu 0.6 pu 0.8 pu 0.6 pu 0.4 pu 
0.4 pu 0.4 pu 0.9 pu 0.4 pu 0.6 pu 0.6 pu 0.5 pu 0.4 pu 
0.7 pu 0.8 pu 0.9 pu 0.5 pu 0.5 pu 0.7 pu 0.4 pu 0.5 pu 
0.5 pu 0.7 pu 0.4 pu 0.9 pu 0.9 pu 0.6 pu 0.9 pu 0.7 pu 
Post-rearrangement 
0.9 pu 0.9 pu 0.9 pu  0.9 pu 0.9 pu 0.9 pu 0.9 pu 0.9 pu 
0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 0.8 pu 
0.7 pu 0.7 pu 0.7 pu 0.7 pu 0.6 pu 0.6 pu 0.7 pu 0.6 pu 
0.6 pu 0.6 pu 0.6 pu 0.6 pu 0.6 pu 0.6 pu 0.6 pu 0.6 pu 
0.5 pu 0.5 pu  0.5 pu 0.5 pu 0.5 pu  0.5 pu 0.5 pu  0.5 pu 
0.5 pu 0.5 pu  0.4 pu 0.5 pu 0.5 pu  0.4 pu 0.4 pu 0.5 pu 
0.4 pu 0.4 pu 0.4 pu 0.4 pu 0.4 pu 0.4 pu 0.4 pu 0.4 pu 
 
Table 3.7: PV array 8 × 7 parameters Pre and Post-arrangement. 
 
 









































PV Array 7 × 8 parameters 
Parameters           Pre-arrangement      Post-arrangement      Power Improvement      Computing time (s) 
Current Impp 12.17 A 15 A   
Voltage Vmpp  127 V 136 V 32.5 % 5.64 
Power WL 1550 W 2053 W   




Figure 3.8: The output of a PV array (pre-post rearrangements) for case3. 
3.4.1.5 Discussion  
The applicability of the suggested algorithm to different PV array dimensions 
and its ability to enhance maximum power output for every dimension considered is 
proven by the results obtained. By repositioning individual PV modules in every string 
based on their suitable AFs, the algorithm can also attenuate the bypass diodes' effect, 
thus reducing the implications of incompatibility losses across PV modules in a string. 
On the downside, attention was not paid to voltage drawbacks, although these have 
been addressed in [210]. PV modules are sorted by the suggested algorithm 
hierarchically and repetitively. The post-arrangement minimisation of the impact of 
incompatibility among PV modules is indicated by the output resulting in P-V curves 
for the three scenarios investigated Figure 3.9. The algorithm's capability to speedily 
generate results stems from the fact that it does not need to access all potential 
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configurations for a given PV array. For example, the ideal PV module configuration 
was determined by the algorithm in the first scenario based solely on five steps. The 
potential 2,627,625 arrangements did not have to examine in their entirety. Table 3.3, 
Table 3.5 and Table 3.7 respectively show the computational times for each scenario. 
Thus, it is apparent that the ideal module arrangement can be identified quickly by the 
suggested algorithm and subsequently applied rapidly in real-time. Moreover, the 
algorithm is useful because it only repositions the damaged PV modules, while the 
others are left unchanged; thereby reducing the number of relays necessary for 
switching purposes. Makes the algorithm more cost-effective and less time-consuming 
than other strategies [210, 216, 218, 219]. Because of the electric switches to achieve 
online reconfiguration that would need many switches and many cables, the high cost 
makes this kind of solution unaffordable in a real application. 




Figure 3.9: The outputs of a PV Arrays pre and post reconfigurations. 
3.4.1.6 Conclusion 
Non-uniform aging processes in PV arrays are the focus of the present chapter, 
with results showing that these arrays' power production is affected by the positions of 
aged PV modules in the PV arrays. A new algorithm for rearranging PV arrays is 
therefore put forward to attenuate the impact of PV arrays with non-uniform aging and 
increase the amount of power they can produce while precluding the necessity to 
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substitute aged PV modules. Furthermore, to minimise the incompatibility effect 
caused by the non-uniform aging between PV modules, the algorithm sorted the PV 
modules repetitively and hierarchically. Thus, the maximum power output was 
increased by 29.7% for the 3 × 4 PV array, by 9.47% for the 5 × 8 arrays and 32.5% 
for the 7 × 8 arrays. It can be concluded that the suggested strategy for reconfiguring 
PV modules can successfully increase the maximum power output of PV systems with 
a lower number of relays than the current online approaches for the rearrangement of 
PV arrays. Wherefore, the reconfiguration plan depends on the cost and benefit. So, 
providing the aging map of a PV plant is requisite, which propose a reconfiguration 
method to calculate the efficiency improvement and the corresponding profit. Then the 
workforce cost for reconfiguration its needs to be calculated. Consequently, if the 
profit in more power generation can cover the workforce's cost in the reconfiguration, 
then it is suggested that the PV plant owner undergoes reconfiguration to improve the 
benefits. Therefore, the proposed strategy's advantage is to employ a workforce to 
swap PV modules’ positions only. 
3.5 Reconfiguration of PV Array Based on Genetic Algorithm   
After sorting the PV modules repeatedly and hierarchically in the previous 
section, the approach was followed by proposes GA-supported reconfiguration for 
medium and large PV arrays exhibiting non-uniform aging.  
3.5.1.1 PV Array Reconfiguration Scheme 
Figure 3.10 (a) shows an (n × m) PV array where n represents the number of 
strings connected in parallel and m represents the number of PV modules connected 
in series per line. In the P-V curve, the voltage at a PV array's GMPP indicates the 
number of active modules for a given string voltage. Therefore, it is possible to derive 
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the PV array's full power from the product of the sum of all string currents multiplied 
by the string voltage of all the active modules. 
To illustrate this idea, a PV array consisting of 25 aging modules connecting 
in a 5×5 SP configuration. The PV array consists of five parallel-connected strings 
(rows) and five series-connected modules (columns) in Figure 3.10. The values per 
unit values give the PV array's non-uniform aging status directly related to its short 
circuit currents. 
 
Figure 3.10: A series- parallel (SP) configuration PV array involving n × m and (b) A 
5 × 5 SP configuration with non-uniform aging. 
The standard test condition (STC) in the appropriate module defines the short-
circuit current to be 1 per unit (p.u.), which corresponds to 1000 W/m2. The digits 
indicate the various aging factors (AF) directly correlated with their different short-
circuit current associated with the PV modules in the array. For example, the 
optimisation problem is discussed the present work based on a GEA, which is applied 
to a 5×5 PV array arrangement in Figure 3.10. Therefore, several parameters need to 
be identified before presenting the suggested algorithm's two steps to explain the 
rearrangement work mentioned below. Before and after arrangements, there are two 
guidelines indicated for this function. 
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Several parameters need to be defined before presenting the suggested 
algorithm's nine steps to elucidate the rearrangement work mentioned below. 
• n = 1, 2, 3…, n, n − 1, where the number of strings in the PV array calledn. 
• Af  = Summation of aging factors in a series of connected modules.  
• min( )nm = nAf  a series-connection for a string ( )n (n). 
• ( )max nm = nAf  a series-connection for a string ( 1)n + (n+1). 
• ( )n minPV = position of PV module with a minimum nAf  a series of connected 
modules. 
• 
( ax) 1n m n
PV
+
= position of PV module with a maximum nAf a series of connected 
modules.  
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First step: initialize the summation of n nPV Af=  for each string before arrangement, 
as follows in Figure 3.11 and Equation (4.1): 
 






              0.9 0.9 0.9 0.5 0.9 4.1
              0.6 0.9 0.9 0.9 0.9 4.2
   0.9 0.8 0.9 0.9 0.9 4.4       . .  
              0.9 0.9 0.8 0.9 0.9 4.4




PV Af p u
Af
Af
= + + + + =
= + + + + =
= = + + + + =






0.9 0.9 0.9 3.8   + + =
    (3.21) 
      
Second step: the rule specifies that, in a string, the minimal number represents the 
nAf  
output. This means that the output is the lowest among all values from high to low. 
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Arrange all the 
n n nP Af PV=   before arrangement in descending order to find the total 
of PV5, PV4 … and PV1, presented in Equations (10–12) for the case study. 
1 1
2 2
5 3 4 3
4 4
2 2
0.5 5 2.5 0.9 4 3.6
0.6 5 3 0.9 4 3.6
0.8 5 4 . .  and   0.9 4 3.6 . .
0.8 5 4 0.9 4 3.6
0.5 5 2.5 0.6 4 2.4
S S
S S
PV S p u PV S p u
S S
S S
=  = =  =   
   
=  = =  =   
   = =  = = =  =
   
=  = =  =   
   =  = =  =   
   (3.22) 
1 1
2 2
3 3 2 3
4 4
2 2
0.9 3 2.7 0.9 3 2.7
0.9 3 2.7 0.9 3 2.7
0.9 3 2.7 . .   and    0.9 3 2.7 . .
0.9 3 2.7 0.9 3 2.7
0.9 3 2.7 0.9 3 2.7
S S
S S
PV S p u PV S p u
S S
S S
=  = =  =   
   
=  = =  =   
   = =  = = =  =
   
=  = =  =   
   =  = =  =   























                                            (3.24) 
3.5.1.2 Optimal Reconfiguration Based on GEA 
A gene evaluation algorithm is applied to determine the configuration which 
has the maximum generated power among all possible connection patterns. The 
genetic algorithm has two significant advantages: firstly, it allows the genetic 
algorithm to have a certain degree of local random search-ability. When the iteration 
is close to a better solution for a certain number of times, the convergence to a better 
solution can be accelerated through mutation operations. Secondly, it can maintain that 
the diversity of feasible solutions can prevent the appearance of precocity. To use GEA, 
each configuration must be represented by a row of numbers that play a role as a 
chromosome in GEA. Also, there must be a fitness function to calculate the power 
generated by each configuration. The inputs of fitness function are chromosomes 
prepared before. Then according to outputs of the fitness function, GEA decides which 
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chromosomes should be selected as parents to produce chromosomes of the next 
generation. Therefore, in order to do optimisation for this problem, the following steps 
must be done. 
0.9 0.9 0.9 0.5 0.9
0.6 0.9 0.9 0.9 0.9
n × m 0.9 0.8 0.9 0.9 0.9
matrix
0.9 0.9 0.8 0.9 0.9








                               (3.25) 
First step: the fitness function was designed as a normalised quantity. Equation (14) 
describes the proposed fitness function  𝑃𝑉𝑖  Equation (4.6), where 
1 2 3 4 5nS Af Af Af Af Af= + + + + represent the short-circuit current of the modules, 𝑉𝑂𝐶 
represents the open-circuit voltage, 𝑃𝑉𝑝𝑜𝑤𝑒𝑟 represents the power delivered by the PV 
array and 𝑛𝑃𝑉 represent the number of modules in the system. Therefore, the objective 














                                              (3.26) 
Second step: parametric design based on three points: 
• Population size count = 300 
• Chromosome length = nm 
• Evolution times = 3000 
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Third step: the encoding strategy uses a decimal. Directly encode with the number of 
the PV module. For example, the chromosome can be expressed as the sequence
 1, 2, 3… nm . 
Initialise the random population. In order to speed up the running of the program, 
some better individuals should be selected in the initial population selection. We first 
use the improved circle algorithm to obtain a better initial population. The idea of the 
algorithm is to randomly generate a chromosome, such as  1, 2, 3… nm , and 
exchange the sequential position of the two modules arbitrarily. Continue the 
following two to convert a one-dimensional list into a two-dimensional matrix. If the 
value of the 𝑃𝑉𝑖 that needs to be optimised increases, the chromosome is updated and 
changed. 
Fourth step: evaluate the fitness of each chromosome in the population. The 
chromosome is transformed into a two-dimensional array (nm). Then according to the 
fitness function designed, calculate 𝑃𝑉𝑖. 
Fifth step: judge to accomplish iterations or optimisation goal. If successful, then go 
to step nine, else go to step six. 
Sixth step: parent’s selection for next-generation. Firstly, to select the surviving 
chromosomes, the fitness is sorted from large to small, then the random selection is 
performed to select individuals who have small fitness but survive. 
Seventh step: crossover of parent’s chromosome. The crossover strategy is the 
difficulty of this problem. If the point cross is used directly, the offspring 
chromosomes will have the issues of PV- model duplication and omission. Therefore 
the order crossover method is used. The sequential hybridisation algorithm first 
randomly selects two hybridisation points among parents and then exchanges 
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hybridisation segments. The other positions are determined according to the relative 
positions of the parents’ models. 
For example, the chromosome can be expressed as the sequence 1, 2, … ,10 . Suppose: 
• Parent one = 10, 8, 6, 3, 7, 4, 1, 5, 9, 2  
• Parent two = 1, 5, 10, 6, 9, 8, 2, 4, 3, 7 . Then the random hybridisation points 
are 4 and 7. As shown in Table 3.8. 
Table 3.8: Two chromosomes and the random hybridisation point are set to 4-7. 
Parent one’ 10 8 6 3 7 4 1 5 9 2 
Parent two’ 1 5 10 6 9 8 2 4 3 7 
First, swap the hybrids as shown in Table 3.9:  
Parent one’ =  #, #, #, #,  9, 8, 2, 4 , #, #  
Parent two’=  #, #, #, #,  7, 4, 1, 5 , #, #   
 
Table 3.9: Swap substrings in parents. 
Parent one’ # # # # 9 8 2 4 # # 
Parent two’ # # # # 7 4 1 5 # # 
 
And then starting from the second hybridisation point of parent one, getting the 
collection  9, 2, 10, 8, 6, 3, 7, 4, 1, 5 ; then removing the elements in the 
hybridisation segment  9, 8, 2, 4 , finally obtaining  10, 6, 3, 7, 1, 5 , match the 
hybridization point 7 filled in parent one’, at last, parent one’=
 3, 7, 1, 5, 9, 8, 2, 4, 10, 6 from the second crossing point in turn. Similarly, parent 
two’= 4, 9, 10, 2, 7, 3, 1, 6, 8, 5 . As shown in Table 3.10. 
Table 3.10: Crossover of parent’s chromosomes. 
Parent one’ 3 7 1 5 9 8 2 4 10 6 
Parent two’ 6 9 8 2 7 4 1 5 3 10 
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Eighth step: mutation of the chromosome. A mutation is also a means to achieve group 
diversity, as well as a guarantee for global optimisation. The specific design is as 
follows. According to the given mutation rate, for the selected mutant individuals, 
three integers are randomly taken to satisfy 1 < u < v < w < nmand the genes between 
v and u (including u and v) the paragraph are inserted after w. Then we go to step four. 
Final step: output the best chromosome. The optimal configuration for the PV array 
is displayed in the last step of Figure 3.12. Equation (4.7) demonstrates how each 
configuration that reached each step is compared with the original configuration. The 
optimal configuration for a non-uniformly aging 5 × 5 PV array took just nine 
iterations to achieve. Therefore, the reconfigured 5 × 5 PV array is the optimal 
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              0.9 0.9 0.9 0.8 0.9 4.4
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9 0.9 0.9 4.2   + + =
     (3.27) 
 
Figure 3.12: Flow chart of GEA procedure of PV array reconfiguration. 
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3.5.1.3 Cases Studies and Simulation Results  
To demonstrate validation of the proposed algorithm, several PV arrays of 
different sizes will be evaluated 5 × 5 and 7 × 20 PV arrays.  
3.5.1.4 Case 1 (5×5 PV Array)  
Verification of the results using MATLAB can be obtained from Figure 3.11. 
The maximum short-circuits currents in a healthy module is set as 1 p.u. (STC), where 
standard test conditions represent 1000 W/m2 irradiance at 25 °C module temperature. 
The reconfiguration of the PV array via the developed algorithm is presented in Table 
5. Based on this data, Figure 3.13 and Figure 3.14 displays corresponding I–V and P–
V curves. Figure 3.13 shows that before the reconfiguration the peak output power and 
voltage were 1055.4 W and 89 V, respectively, with global maximum power point 
(GMPP) current 11.8 A. Figure 3.14 shows that after the reconfiguration these were 
1077.5 W and 68 V, respectively, with GMPP current 15.73 A. Clearly, the algorithm 
has enabled an overall improvement of 2.08% to the output power. As shown in Table 
3.12, the total time to compute the reconfiguration was 0.015625 s.  
Table 3.11: Arrangement of the first PV array before and after reconfiguration. 
Before arrangement  After arrangement 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.5 p.u. 0.9 p.u.  0.9 p.u. 0.5 p.u. 0.9 p.u. 0.9 p.u 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u.  0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u.  0.9 p.u. 0.5 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u.  0.9 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.5 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u.  0.9 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
 
Table 3.12: The 5 × 5 PV array parameters before and after the arrangement. 
 
PV Array 5 × 5 parameters 
       Parameters                      Before                            After                 Power Improvement       Computing time (s) 
Current ImppImpp 11.8 A 15.79 A   
Voltage Vmpp Vmpp 89 V 68 V 2.08 % 0.015625 
Power WL 1055.4 W 1077.5 W   
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Figure 3.13: The 5 × 5 PV array outputs power results before arrangements. 
 
Figure 3.14: The 5 × 5 PV array outputs power results after arrangements. 
3.5.1.5 Case 2 (7×20 PV Array) 
Here, non-uniform aging factors were randomly generated for a large 7 × 20 
PV array, comprising twenty parallel-connected strings and seven series-connected 
modules. The aging factors, ranging from 0.9 p.u. to 0.5 p.u. as shown in Table 3.13, 
were randomly generated, as in the second case. A power improvement of 9.74% was 
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observed following the application of the proposed algorithm, as presented in Table 8, 
I–V and P–V curves were plotted as depicted in Figure 3.15 and Figure 3.16 with a 
mean computational time of 0.129375 s. 




















































































































































































































































































































































































































































































































































































Table 3.14: PV array 7 × 20 parameters before and after the arrangement. 
 
PV Array 7 × 20 parameters 
        Parameters                    Before                            After                       Power Improvement      Computing time (s) 
Current ImppImpp 19.38 A 20.4 A   
Voltage Vmpp Vmpp 314 V 329 V 9.74% 0.129375 
Power WL 6.095 W 6.721 kW   
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Figure 3.15: The output power of PV array 7 × 20 before rearrangement. 
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3.5.1.6 Discussion  
These findings demonstrate that the proposed algorithm applies randomly to 
various PV array sizes. The findings also indicate that the algorithm improved 
maximum power output for both cases. Additionally, the algorithm reduced the bypass 
diodes' impact by rearranging the positions of separate PV modules in each string, 
based on their appropriate aging factors. This minimised the impact of mismatch losses 
over PV modules in any specified string, but voltage limitation was not considered. 
However, this has been discussed elsewhere in the literature [210]. The proposed 
algorithm utilises a hierarchical and iterative sorting of PV modules. The resulting 
P−V curves for the two worked examples, as presented in Figure 3.15 and Figure 3.16, 
demonstrate that the influence of PV module mismatch reduced before rearrangement. 
From case 1 as an example, comparing the maximum power point with maximum 
power 1077.5 W improved significantly, concluding that PV array rearrangement is 
an important method to improve system efficiency and decrease system operation cost.  
Furthermore, there is no requirement for the proposed algorithm to access 
every possible on- offline configuration for any specified PV array, which would be a 
massive undertaking. This is what enables the algorithm to produce results relatively 
quickly. For example, in case 1, only nine steps were required for the algorithm to 
identify the optimum PV module arrangement. So there was no requirement to analyse 
huge numbers of arrangements. Relevant computational times for the two cases are 
reported in Table 3.12 and Table 3.14. Therefore, the proposed algorithm can quickly 
determine the optimal module configuration, which can also be implemented quickly. 
Another advantage is that the affected PV modules are the only ones that require 
rearrangement, while the rest can remain in their original positions. This has the 
additional benefit of keeping the number of relays required for switching purposes to 
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a minimum, thereby offering cost and time savings compared to other approaches [210, 
216, 218, 219]. However, it is worth bearing in mind that the prohibitive expense 
associated with the number of switches and cables required for this method makes it 
impractical. Achieving online reconfiguration with electric switches would necessitate 
the use of countless switches and cables, which corresponds to a prohibitive cost for 
real-world applications. Therefore, the offline optimal reconfirmation is more 
comfortable with calculating, without a need for high-performance controllers. A 
summary of online and offline reconfiguration methods, as shown in Table 3.15. 
Table 3.15: Comparison of offline and online reconfiguration methods. 
Item Online Reconfiguration Offline Reconfiguration 
Health monitoring Real-time monitoring Periodic monitoring 
Implementations of 
reconfiguration 
On-site switching reconfiguration Manual connection 
Computation of 
reconfiguration 
On-site computation with powerful 
controllers 
Offline computation 
Applicable array Small-scale PV arrays Any arrays 
 
3.5.1.7 Conclusion 
In conclusion, the phenomenon of non-uniform aging is prevalent in large-
scale PV plants due to the long period of service required and the harsh environments 
PV arrays are exposed to. Therefore, this study derived modelling and computing GEA 
that simulates and analyses the possible rearrangement of aging PV arrays and the 
resulting output power. A non-linear integer programming solution was devised to 
improve power output by rearranging the PV panels. Voltage restrictions were 
considered, and a 5 × 5 and a 7 × 20 PV array was used to test and prove the devised 
algorithm. Thus, the maximum power output was increased by 2.08% for the first case 
and 9.74% for the second case. When comparatively examined with the current online 
PV array reconfiguration techniques, the proposed method does not need as many 
relays. It also enhances the maximum power output of the PV system. Simultaneously, 
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because the algorithm necessitates only that the positions of the PV modules are 
switched around, it can be implemented straightforwardly.  
This rearrangement offered efficient maintenance management. The plan for 
offline reconfiguration is dependent on issues such as the benefit and the cost. 
Generating a PV plant’s aging map is critical, making it necessary to devise offline a 
reconfiguration technique for calculating the improvement in efficiency, profitability 
and the workforce cost for reconfiguration. If the profit gained from generating greater 
amounts of power can pay for the costs associated with the workforce's reconfiguration, 
then it is reasonable to conclude that the owner of a PV plant should undertake a 
reconfiguration to leverage the advantageous aspects of this practice. Given these 
considerations, the proposed strategy's benefit involves employing a workforce to 
swap PV modules positions only. 
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Chapter 4. AN EXPERIMENTAL INVESTIGATION ON 
OUTPUT POWER ENHANCEMENT WITH OFFLINE 
RECONFIGURATION FOR NON-UNIFORM AGING 
PHOTOVOLTAIC ARRAY TO MAXIMISE ECONOMIC 
BENEFIT 
The content of this chapter has been submitted in the following paper: 
1. M. Alkahtani, J. Zhou, Y. Hu, F. Alkasmoul, Z. H. Kiani and C. S. Kuka, "An 
Experimental Investigation on Output Power Enhancement with Offline 
Reconfiguration for Non-uniform Aging Photovoltaic Array to Maximise 
Economic Benefit," in IEEE Access, doi: 10.1109/ACCESS.2021.3088386. 
The current study concentrates on non-uniform ageing processes in PV arrays. 
An AI-based algorithm is presented in the previous chapter. The included experiment 
presents the finding that PV array power production is impacted by the position of 
aged PV modules in the PV arrays, which was not presented in the previous chapter. 
Thus, the suggested current chapter is scientific proof that the theoretical 
reconfiguration of PV array through the MATLAB/Python software in the previous 
chapter has been scientifically tested in the laboratory. 
4.1 Methodology 
4.1.1.1 PV module Characteristics 
This experiment used a 2 × 4 PV array to assess the efficiency of different array 
interconnection topologies for reducing mismatch loss due to aging factors. In turn, 
eight polycrystalline small PV modules (0.36 W/m2 and 25°C) were used as shown 
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Figure 4.1, and the electrical specifications of single PV modules are clearly in Table 
4.1 and Figure 4.2 [227]. The experimental tests were conducted inside an indoor 
laboratory at home because of the ongoing pandemic (COVID-19). Five different 
aging patterns were employed to effectively analyses the performance when linked in 
a series-parallel SP topology. The details of array configuration, aging patterns, and 
detail experimental procedure are described in the following subsections.  
 
Figure 4.1: The type of small solar power panel 0.36W 2V Polycrystalline SunPower 
DIY module. 
 
Table 4.1: Electrical specification of monocrystalline ANYSOLAR Ltd 
(SM301K09L-ND) module and array. 
Parameter Unit Symbol PV module (8 Cell) 
Open Circuit Voltage V VOC 2.5 
Short Circuit Current A ISC 0.180 
Maximum Power Point 
Voltage 
V Vmpp 2 
Maximum Power Point 
Current 
A Impp 0.160 
Maximum Power Point W Pmpp 0.36 
Operating Temperature T °C 25 
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Figure 4.2: I-V and P-V curves of single PV (At standard test conditions) of the 
healthy module. 
4.1.1.2 PV Array Aging Patterns Example 
An example, random 16 PV modules connected in the PV string series for 
medium size PV array are commonly used for the MPPT investigation. Besides, PV 
module aging is achieved through films, and In Figure 4.3, shows the suggested aging 
patterns, which can be used as examples of the SP configuration. In aging pattern-I, (a) 
four modules are aging (in the first string) horizontally. In aging pattern-II, (b) two 
strings are aging as (a) horizontally. Finally, in aging pattern-III, (c) eight modules are 
aging vertically, and the modules are connected in parallel. This type of aging 
technique was employed on eight modules in order to produce aging pattern-IV, (d). 
These aging patterns' significance is evaluated using array current, array voltage, and 
power for the array configuration SP. As a result, Figure 4.4 shows the first PV string 
of pattern-I (a) as an example with three peaks in the top right corner and two PV 
modules (D and C) with ageing patterns for P–V curves. Simultaneously, the PV string 
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in the top left identified four different ageing of second patterns-II, (b), with modules 
(D and C) exhibiting ageing factors. In contrast, the others (B and A) remained stable. 
 
Figure 4.3. Example of connecting PV panels/module in series and parallel, where 
the healthy module begins 1000W/m2. 
 
Figure 4.4. Four different PV modules aging patterns for SP configuration (a,b,c and 
d). 
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4.1.1.3 Experimental Study 
This section discusses the research setup and measurement processes. The 
experiment involved 2 × 4 arrays in confirming the suggested approach, depending on 
availability. In Figure 4.5, three halogen bulbs are employed as artificial sunlight 
(0.5kW each), positioned parallel to the display modules. Practical used flexible wires 
and clips to link the individual PV modules' output edges to make the connections 
more manageable. In turn, commercial multimeters were used to evaluate the PV 
array's output I−V and P−V parameters, along with an irradiance sensor and 
temperature sensor. The room temperature was 25°C during the experiment, with a 
variable speed cooling fan used. 
 
Figure 4.5. Experimental prototype to investigate before and after arranging the I-V 
and P-V characteristics of the PV array by offline reconfiguration. 
Following the experiment, the results are shown in the  
Table 4.2 below. 
Table 4.2: The output of the I-V tracer parameters. 
I-V Parameters Accuracy of Measurement Range of Measurement 
Voltage measurement (V) ±1% 7.5-7.8 
Current measurement (A) ±1% 0.170-0.174 
Temperature (°C) ±2% +25 to +50 
Irradiance (W/m2) ±3% 0-1200 
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Furthermore, the requirements for describing the setup of this experiment 
Figure 4.6 illustrated in order to obtain the performance characteristics of PV single 
and array modules must be identified below: 
▪ As in the full sun, a solar cell is positioned at a fixed distance from a light 
source (using artificial sunlight). 
▪ The voltage probe was connected to the solar cell's output, with the black lead 
to the negative and the red lead to the positive. 
▪ The current probe was connected in series with a battery load to the solar cell's 
output. 
▪ Figure 4.2 displayed the I-V and P-V using Python MPPT code and then saved 
output data. 
▪ In a PV array, the measurement was repeated with a different solar cell. 
▪ The calculation was repeated with different illumination levels, to get the best 
results, such as changing the artificial sunlight. 
 
Figure 4.6. Experimental setup to investigate the I-V and P-V characteristics of the 
single module and array. 
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Following the experiment, the results of the healthy PV modules are shown in 
Table 4.3 below. 
Table 4.3: The output of the I-V tracer parameters. 
PV cell parameters Values Units 
Voltage Cell 2.27 V 
Current Cell 0.16 A 
Power Cell 0.36 W 
Voltage Array 18.16 V 
Current Array 0.16 A 
Power Array 2.91 W 
4.2 Analysis of the Study   
4.2.1.1 2 × 4 PV Array Before Rearrangement 
Table 4.3 shows the exact PV module parameters in the experiment. A plastic 
cling film is used to cover the four modules positioned in both two strings (module11, 
module13, module22, module23 and module24) in order to achieve the aging 
condition. The maximum short-circuits currents in a healthy module are set as per unit 
(1 p.u.), from standard test conditions STC (1000 W/m2) at 25 °C module temperature. 
Figure 4.8 shows the test results seen before the arrangement, with the module output 
characteristics for both strings shown in Table 4.4 and illtreats in Figure 4.7.  
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Figure 4.7. The non-uniform aging PV modules without reconfiguration (covered 
with a black plastic membrane) 
Table 4.4: A 2 × 4 PV array before reconfiguration. 
The PV age module condition (per unit) 
0.7 p.u. 1 p.u. 0.5 p.u. 1 p.u. Row (string 1) 
1 p.u. 0.6 p.u. 0.9 p.u. 0.5 p.u. Row (string 2) 
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I-V characteristics of series assemblies
 





















P-V characteristics of series assemblies
 
Figure 4.8. The 2 × 4 PV modules output characteristics of I-V and P-V before 
reconfiguration. 
Before applying the suggested PV array method, and I-V and P-V were not 
reconfigured, the PV array maximum output power was 1.498 W. The voltage was 7.8 
V, and the current was 0.174 A, respectively, depicted in Table 4.5 and Figure 4.9 
describes the final parameters before rearrangement. 
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Table 4.5: PV array 2 × 4 output parameters before reconfiguration. 
Parameters Parameters Parameters 
Voltage 7.8 V 
Current 0.174 A 
Power 1.498 W 









































Figure 4.9. The outputs of the 2 × 4 PV array (before rearrangement) 
4.2.1.2 2 × 4 PV Array After Rearrangement 
Once the suggested strategy is used on the PV array, nine iterations were used 
to define the optimal reconfiguration for a 2 × 4 PV array with non-uniform aging, as 
depicted in Table 4.6. The last stage, with the smallest amount of swap times seen in 
Figure 4.10, as well as greatest output power. 
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Figure 4.10. Final iterations to obtain the ideal configuration for proposed method. 
Identifying the optimal reconfiguration allowed the final stage to be reached 
through greater output power and reduced swap to the greatest degree. Thus, the ideal 
PV modules were replaced with ones that could boost final output power, described 
with:  
▪  (PV module 11 in string 1 “swapped” with PV module 21 in string 2).  
▪ (PV module 12 in string 1 “swapped” with PV module 13 in string 2). 
This shows that the reconfiguration established the lowest swap times where 
only four PV modules shifted position to boost output power, while the others 
(module14, module22, module23 and module24) did not move, as seen in Figure 4.11. 
In addition, the PV module output properties of I-V and P-V after reconfiguration are 
depicted in Figure 4.12 as a series connection.  
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Figure 4.11. The non-uniform aging PV modules with reconfiguration (where 4 
modules have swapped marked with red boxes). 
Table 4.6: A 2 × 4 PV array after reconfiguration 
The PV age module condition (per unit) 
1 p.u. 0.5 p.u. 1 p.u. 1 p.u. Row (string 1) 
0.7 p.u. 0.6 p.u. 0.9 p.u. 0.5 p.u. Row (string 2) 
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Figure 4.12. The series 2 × 4 PV modules output characteristics of I-V and P-V after 
reconfiguration. 
Once the suggested PV array solution was applied, the algorithm’s potential to 
uncover the optimal arrangement was ensured through simulating the two PV 
structures. The peak power output following rearrangement is shown in Figure 
4.13,which was 1.669 W, with a PV array output voltage of 6 V and an MPPT current 
of 0.258 A. The computational time for the suggested algorithm for describing aged 2 
× 4 PV array rearrangements are shown in Table 4.7. 
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Table 4.7: PV array 2 × 4 output parameters after reconfiguration. 
Parameters Parameters Parameters 
Voltage 6 V 
Current 0.258 A 
Power 1.669 W 
 










































Figure 4.13. The outputs of the 2 × 4 PV array (after rearrangement). 
4.3 Dissection 
For PV arrays of varying dimensions, the proposed algorithm can be applied 
to support maximum power output. Besides, for the 2 × 4 PV arrays, the algorithm 
considered important aging factors for rearranging specific PV module positions in 
each string, therefore enhancing the impact of bypass diodes. In turn, all string PV 
modules suffered from mismatch loss to a smaller degree, but voltage limits were not 
considered. Additional studies which examine this area can be found [210], [225], [41]. 
The recommended algorithm has the ability to sort the PV modules iteratively and 
hierarchically. The produced P–V curves seen in Figure 4.14 depict the PV array 
reconfiguration strategy's potential to increase system efficiency and lower operating 
costs. 
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Figure 4.14. The outputs of PV arrays before and after rearrangements, including a 
percentage of improvement. 
Besides, the proposed algorithm can bring about rapid results, as there is no 
requirement to access all potential configurations of a specific PV Array (Online or 
Offline), which streamlines the action. This was seen where the algorithm established 
the ideal PV module configuration in only nine steps, with an average computational 
time of 0.134325 s. Therefore, by finding an ideal module configuration quickly, the 
real-time implementation process is sped up. Another benefit of the proposed 
algorithm is that it only rearranges impacted PV modules, with others not being 
affected. Also, this chapter shows that rearrangement increases maintenance 
management efficiency. Notably, expenditures and benefits are the critical decision 
criteria for offline reconfiguration methods. The selected methods increase 
reconfiguration efficiency, profitability, and cost-effectiveness during operation, as 
developing an aging map for PV plants is crucial. Reconfiguration can be supported 
as a step towards maximising PV plant strengths once profitability and more 
outstanding power production outweigh the expense of labor force rearrangement. 
Once these elements are considered, the proposed methodology would provide many 
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benefits. PV module positions would be replaced in line with the workforce instead of 
replacing all aging modules with new ones. 
4.4 Conclusion 
The current chapter concentrates on non-uniform aging processes in PV arrays. 
The included experiment presents the finding that PV array power production is 
impacted by the position of aged PV modules in the PV arrays. Thus, the suggested 
algorithm for the reconfiguration of PV arrays will help limit the effect of PV arrays 
with non-uniform aging while boosting the amount of power produced while 
overcoming the need to replace aged PV modules. The algorithm arranges the PV 
modules repetitively and hierarchically to mitigate the incompatibility effect of non-
uniform aging amongst PV modules. In turn, the output power increased by 11.42 % 
for the 2 × 4 PV array, as shown in Figure 4.14. Therefore, it is suggested that the 
proposed approach for the reconfiguration of PV modules can raise the maximum 
power output of PV systems with less relays than the current online approaches offer 
for PV array reconfiguration. It is concluded that the ideal reconfiguration plan is based 
on the cost and benefit involved. Thus, finding the aging map of a PV plant is necessary 
for an efficient reconfiguration approach to be found, which will also raise profits. The 
swapping cost of PV modules relating to the workforce should also be found. By 
comparing the above values, the PV plant owner can decide whether to undertake the 
suggested reconfiguration if the increase in profit through more significant power 
generation would surpass the expense incurred by the workforce's efforts in this regard. 
Thus, the suggested strategy's main benefit is to suggest suitable swaps of PV modules' 
positions only through a workforce. 
Page | 139 
 
Chapter 5. INVESTIGATING FOURTEEN COUNTRIES TO 
MAXIMUM THE ECONOMY BENEFIT BY USING OFFLINE 
RECONFIGURATION FOR MEDIUM SCALE PV ARRAY 
ARRANGEMENTS  
The content of this chapter has been published in the following paper: 
1. M. Alkahtani et al., "Investigating Fourteen Countries to Maximum the 
Economy Benefit by Using Offline Reconfiguration for Medium Scale PV 
Array Arrangements," Energies, vol. 14, no. 1, 2021, doi: 10.3390/en14010059. 
 
An AI-based algorithm is presented in previous chapters 3 and 4. The included 
economy benefits present the finding that PV array power production is impacted by 
the position of aged PV modules in the PV arrays, which was not presented in the 
previous chapters. Thus, the suggested current chapter is proof that the reconfiguration 
of PV array through the MATLAB/Python software in the previous chapters has been 
scientifically tested. Therefore, the strategy offers the minimum swapping/replacing 
times to maximize the output power and improve electric revenue by reducing 
maintenance costs. However, solar power plants can achieve better financial 
increments within a decade.  
5.1 The Offline Reconfiguration Strategy without Replacing Extremely 
Aged Modules  
According to the authors of [131, 210] the short-circuit current (ISC) varies 
more than the open-circuit voltage (VOC) when a PV cell reaches an aging experiment, 
due to the p-n junction qualities of the cell. This work assesses the PV module's aging 
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status based on the ISC while keeping the VOC unchanged for various aging conditions. 
Besides, it is believed that uniform aging is experienced by each of the cell units in the 
same PV module so that the entire PV module can be characterised by a single 
maximum ISC of each of the cell units. In the case of in-series PV modules forming a 
PV array, their output currents will be the same, while the module's total voltages will 
be applied to obtain the output voltage [210]. 
In the long service, the PV array’s non-uniform aging is a well-known 
phenomenon resulting from dust, water corrosion, and shadow [41, 233]. An example 
of enhancement in aging and the global maximum power point (GMPP) is illustrated 
in Figure 5.2. It is important to change the PV modules’ position based on the aging 
information regarding aging improvement. Once rearranged, the characteristic of the 
PV array output can still involve multi-maximum power points. GMPP refers to the 
algorithm that determines the global maximum power point. Further, the PV module 
parameters are as shown in Table 5.1. The modules are covered using a plastic 
membrane in Figure 5.1 to determine the aging condition. Further, the pre-
rearrangement 10×10 PV array GMPP is 3.969 kW as a medium condition, while the 
post-rearrangement of the array GMPP is 4.2 kW, as shown in Figure 5.2 and Figure 
5.4. There is a 5.7% improvement in the entire array efficiency when the array’s 
working end is the GMPP (Figure 5.2). Hence, the proposed aging array rearrangement 
complements the GMPP. 
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Figure 5.1: The aging modules were covered with a plastic cap for clarification. 
















































Figure 5.2: The output result for the 10 × 10 PV array without rearrangement. 
Table 5.1: PV array 10×10 parameters before arrangements. 
Pre-arrangement 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.5 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.5 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.5 p.u. 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
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0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.4 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 
 
 
Figure 5.3: The aging modules were covered with a plastic cap for clarification. 
 
Figure 5.4: The output result for the 10 × 10 PV array with rearrangement. 
To enhance effective service time, two important steps should be followed. 
First is the PV array fault diagnosis and second is the PV array reconfiguration. PV 
array fault diagnosis involves four well-known methods: thermal camera [234], time-
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domain reflectometry (TDR) [131, 235], applying voltage/current sensors, and earth 
capacitance measurement (ECM) [235]. The thermal imaging camera can adapt to the 
faulty PV array's non-uniform temperature distribution to locate the defective PV 
module in the background of the online application [236]. The disconnection of the 
PV modules can be located using an ECM, and the degradation of the PV arrays can 
be calculated using a TDR. However, ECM and TDR can only be utilized in an offline 
fault diagnosis [234]. Power loss analysis is recommended concerning scale PV array 
fault diagnosis [126, 127]. To reconfigure the PV array, [212, 237] provided an 
example for small-scale reconfiguration. The authors in [221] suggested a classical 
optimization algorithm (COA) for reconfiguring (RTCT) reconfigurable total cross-
tied arrays. A gene evaluation algorithm (GEA) was applied as the COA requires 
strong computational effort to minimise costs. 
Furthermore, in small-scale PV arrays, the look-up table method has been 
developed, which cannot be used effectively for large PV arrays [237]. [231] 
Generated a thorough search algorithm [230] devised (sorting algorithm) according to 
the best and worst paradigm to make the configuration faster. The fuzzy logical 
algorithm was also suggested in [228] for identifying the best reconfiguration. 
Additionally, [231] summarized the most effective online reconfiguration concerning 
the PV array. However, no reports on large-scale PV array reconfiguration are 
available. PV array reconfiguration is currently mainly used by relay networks that 
need many relays and have a high device cost. In terms of large-scale PV arrays, the 
only viable option for reconfiguring PV is to swap PV modules offline by human labor. 
An example of such a solution is presented in Figure 5.5 and Figure 5.6). 
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Figure 5.5: PV array reconfiguration considering the labor cost. 
 
Figure 5.6: An example of the offline reconfiguration to swap PV modules through 
human labor in location. 
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Before flawed PV modules are substituted at higher financial costs, 
reorganization of such modules can be undertaken via a remedial measure following 
the PV array aging map's identification. A variety of reconfiguration strategies are 
available in the case of PV arrays of large scale, differing in terms of the duration of 
line reconnection and wiring distances, which determine how efficient and expensive 
each strategy is. Reconfiguration cost modelling is important for establishing the best 
reconfiguration strategy. To minimise complexity, the number of reconfigured panels 
can be used to estimate that cost. 
5.1.1.1 Cost Analysis of Rearrangements for PV Array 
According to the survey, the PV array is assumed to need to be rebuilt on 
average once a year, and the PV array will produce 8 h of power per day. To swap 
panels from one position to another, a professional grid worker requires an average of 
45 mints and 30 mints to install a new module [238]. 
Some criteria need to be identified to explain the economic benefit work 
outlined be-low for the aging PV collection: 
• PVpre is the PV array output power before arrangements 
• PVpost is the output power after arrangements 
• Ae is the additional electricity 
• Hw is the average hourly wage of the manpower (60 min) 
• Ep is the electricity price 
• Ns is the number of swaps/replace 
• Ts is the time per swap/replace 
• Cper is the cost per swap/replace 
• Csawp is the cost of swaps 
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• Creplace is the cost of replacing 
• Wt Cost is the cost per watt peak (cents/Wp) 
• Ss is the size per module (Wp) 
• USD is the United States Dollar ($) 
PV array output difference: 
 e post preA PV PV= −                                       (5.1) 
Next, equations are subject to swap PV modules: 
1. Compute the cost per swap 
45




=                                             (5.2) 
2. Compute the cost of swap 
  C Cswap per sN=                                       (5.3) 
Here, equations are subject to replace PV modules: 






=                                          (5.4) 
2. Compute the cost of replace 
C (  ) ( )replace s s perN New pnael N C=  +                    (5.5) 
The total economic benefit in the next equations from swap/replace: 
1. A year electric revenue 
/8 365e p swap replaceA year E C    −                      (5.6) 
2. Total electric revenue 
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 A year electric revenue 10 years=                           (5.7) 
The cost-effectiveness of the topology reconstruction technique for PV arrays 
was validated by considering 2020 as the PV system benchmark, the average cost of 
electricity price, average handling cost associated with PV panel replacement, and 
average labor cost in various countries [239-242]. Table 5.2 outlines these aspects. 
Table 5.2: Electricity price and labor cost in 2020. 




 Cost Per Swap  
$/time 
Cost Per Replace  
$/time 
Saudi Arabia 0.059 7.98 5.98 3.99 
Pakistan 0.108 1.42 1.07 0.71 
India 0.097 1.19 0.89 0.60 
France 0.177 24.87 18.65 12.44 
United Kingdom 0.242 17.2 12.9 8.60 
Germany 0.301 27.91 20.93 13.96 
Greece 0.179 8.28 6.21 4.14 
Cyprus 0.263 7.11 5.21 3.56 
Jamaica 0.219 1.24 0.93 0.62 
China 0.091 9.57 7.17 4.79 
Japan 0.249 26.33 19.74 13.17 
Australia 0.227 33.35 25.02 16.68 
Brazil 0.127 6.05 4.54 3.03 
US states 0.126 15.47 11.8 7.78 
 
The following part explores two cases regarding the economic advantages of 
pre-post arrangements of the proposed method. 
5.2 Cases Studies and Simulation Results  
5.2.1.1 Case 1 (Arrange Aging Modules of 10 × 10 PV Array)  
Under typical test conditions of 1000 W/m2 irradiance and 25 °C module 
temperature, a normal module has a maximum short-circuit current of 1 p.u. (STC). 
Table 5.3 shows a standard large-scale PV array with non-uniform aging, which serves 
as a testing branch, with every number denoting the highest aging-related output power. 
As is conventional for PV arrays available on the market, every string contains PV 
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modules within a series connection, while the strings have a parallel connection (SP). 
Furthermore, the aging factors are in the spectrum of 0.9–0.4 p.u. (Table 5.3), so the 
plotting of the I–V and P–V curves were undertaken as shown in Figure 5.7, with the 
suggested algorithm enabling output power enhancement of 3.87% for the 18-kW 10 
× 10 PV array and 1.76% for the 43-kW 10 × 10 PV array, respectively. The increase 
in power was reflected by the fact that the mean average computation time was 
0.129375 s. 
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Figure 5.7: The outputs associated with the two types of 10 × 10 PV arrays of 18-kW 
before and after reconfiguration. 



















































Figure 5.8: The outputs associated with the two types of 10 × 10 PV arrays of 43-kW 
before and after reconfiguration. 
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Table 5.3: The parameters associated with the two types of 10 × 10 PV arrays 
(i.e., 18-kW and 43-kW) after application of reconfiguration in 14 different 
countries. 
Pre-arrangement 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.5 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.5 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.5 p.u. 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.4 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 
Post-arrangement 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.6 p.u. 
0.9 p.u. 0.5 p.u. 0.5 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.5 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 
0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.6 p.u. 0.9 p.u. 0.6 p.u. 
 
5.2.1.2 Scenario One (Initial–Final Rates Return of Electricity Revenue) 
Figure 5.7 and Figure 5.8 illustrates the output power enhancement in the case of a 10 
× 10 PV array. At the same time, Table 5.3 details the simulation outcomes based on 
the cost of electric power and labor in fourteen countries necessitating forty-four 
manual swap times. Table 6 indicates the initial and final rate returns of electric 
revenue for the two types of 10 × 10 PV arrays (i.e., 18-kW and 43-kW), without 
considering the most remarkable economic advantage. Thus, in the 18-kW 10 × 10 PV 
array, the post-reconfiguration electric revenue increased by 3.87%. In the case of the 
43-kW array, the increase achieved by the suggested approach was 1.76%, according 
to Table 5.4. 
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Table 5.4: The original and final rate returns of electric revenue associated with 
the two types of 10 × 10 PV arrays, without taking into account the greatest 
annual economic advantage. 




















Saudi Arabia   17,795.83 18,484.95 33,625.78 34,216.7 
Pakistan 4071.93 4229.61 8793.18 8947.71 
India 3657.19 3798.81 7897.58 8036.37 
France 46,714.07 48,523.01 100,877.35 102,650.11 
United Kingdom 36,496.54 37,909.82 78,812.97 80,197.99 
Germany 56,743.08 58,940.38 122,534.63 124,687.99 
Greece 20,246.53 21,030.55 43,721.66 44,490.01 
Cyprus 19,831.8 20,599.76 42,826.06 43,578.66 
Jamaica 8256.97 8576.71 17,830.62 18,143.97 
China 17,154.88 17,819.18 44,454.42 45,235.64 
Japan 46,940.28 48,757.98 121,639.03 12,3776.65 
Australia 59,910.13 62,230.07 147,855.74 150,454.07 
Brazil 14,364.86 14,921.12 31,020.4 31,565.53 
US states 28,503.5 29,607.26 71,810.99 73,072.96 
 
5.2.1.3 Scenario Two (Net Profits of Additional Electric Revenue) 
Regarding the cost of high labor and low electricity price in some countries, 
Table 5.5 and Equation (5.4) reflect that, by reducing the number of swap times, the 
suggested approach can make the offline reconfiguration more cost-effective, whilst 
also significantly enhancing overall profit (Table 5.6). However, it is unclear how the 
process benefits profitability in countries where labor price is high. Still, the electricity 
price is low, in which case the labor cost can be diminished. Still, the electric revenue 
profit cannot be increased. 
Table 5.5: Assessment of economic advantages taking into account minimum 
handling times. 
























Saudi Arabia   263.34 8 607.9 263.34 7 327.58 
Pakistan 46.86 1 110.82 46.86 1 107.67 
India 39.27 1 102.35 39.27 1 99.52 
France 820.71 7 988.23 820.71 7 952.05 
United Kingdom 567.60 4 845.68 567.60 4 817.41 
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Germany 921.03 5 1276.27 921.03 5 1232.32 
Greece 273.24 3 510.78 273.24 3 495.10 
Cyprus 234.63 2 533.33 234.63 2 517.97 
Jamaica 40.92 1 278.82 40.92 1 272.43 
China 315.81 5 348.49 315.81 6 465.41 
Japan 868.89 5 948.81 868.89 6 1268.73 
Australia 1100.55 7 1219.39 1100.55 8 1497.78 
Brazil 199.65 3 356.61 199.65 3 345.48 
US states 510.51 6 593.25 510.51 7 751.46 
 
Table 5.6: The original and final rate returns of electric revenue associated with the 
two types of 10 × 10 PV arrays, taking into account the greatest annual economic 
advantage. 




18-kW ($)  
Net Profit of Final 
Value Electric Revenue 
by Considering Labor 
Cost 
18-kW ($)  





Net Profit of Final 
Value Electric Revenue 
by Considering Labor 
Cost 
43-kW ($) 
Saudi Arabia   17,795.83 18,221.61 33,625.78 33,953.36 
Pakistan 4071.93 4182.75 8793.18 8900.85 
India 3657.19 3759.54 7897.58 7997.1 
France 46,714.07 47,702.3 100,877.35 101,829.4 
United Kingdom 36,496.54 37,342.22 78,812.97 79,630.39 
Germany 56,743.08 58,019.35 122,534.63 123,766.96 
Greece 20,246.53 20,757.31 43,721.66 44,216.77 
Cyprus 19,831.8 20,365.13 42,826.06 43,344.03 
Jamaica 8256.97 8535.79 17,830.62 18,103.05 
China 17,154.88 17,503.37 44,454.42 44,919.83 
Japan 46,940.28 47,889.09 121,639.03 122,907.76 
Australia 59,910.13 61,129.52 147,855.74 149,353.52 
Brazil 14,364.86 14,721.47 31,020.4 31,365.88 
US states 28,503.5 29,096.75 71,810.99 72,562.45 
 
The outcomes of the simulation are presented in Table 5.6. It can be seen that 
manual swap had to be performed forty-four times, according to the costs associated 
with electricity and labor force in the fourteen countries examined. The suggested 
algorithm considered one decade following PV module installation was used to 
determine the most remarkable economic advantage. Meanwhile, Table 5.5 indicates 
the extra electric revenue profit made possible by the (18-kW and 43-kW) PV array 
and the associated cost of labor, the calculation of which was undertaken based on 
Equations (5.2)–(5.8). Furthermore, the proportion of net electric revenue profit 
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achieved after the reconfiguration was carried out based on the suggested approach is 
provided in Figure 5.9 and Figure 5.10.  
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Figure 5.9: The increase in rate returns of electric revenue associated with the 18-kW 
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Figure 5.10: The increase in rate returns of electric revenue associated with the 43-
kW of 10 x 10 PV arrays, taking into account the greatest annual economic 
advantage. 
In order to achieve the maximum net profit return, the suggested algorithm 
yielded a particular maintenance time in each case. This explains the discrepancies that 
Page | 155 
 
have been noted concerning maintenance times. For example, the algorithm indicated 
that, in countries like Pakistan, India, and Jamaica, maintenance could be carried out 
in the first year to achieve a net profit from the electric revenue due to the high cost of 
electricity but low labor cost. On the other hand, the algorithm indicated that 
maintenance could be conducted in the second year in countries like Cyprus to better 
net profit from electric revenue. In contrast, maintenance can be conducted in the third 
year in Greece and Brazil and in the fourth year in the UK to benefit net profit. 
Furthermore, maintenance can be carried out in the fifth year in Germany, China, Japan, 
and in the sixth year in the US. Moreover, the increase in electric revenue profit in 
France and Australia could be enhanced by undertaking maintenance in the seven-year 
after PV installation, according to the suggested algorithm. Last, the algorithm 
indicated that in a country like Saudi Arabia maintenance can be carried out in the year 
eight to achieve a net profit from the electric revenue due to the low cost of electricity 
and high labor cost. Figure 5.11 and Figure 5.12 illustrates the increase in electric 
revenue. 
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The Optimal Time to Carry Out Maintenance (18-kW)
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Figure 5.11: The year identified by the suggested algorithm as the optimal time to 
carry out maintenance in order to achieve the greatest economic advantage in 10*10 
PV array (18-kW). 
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The Optimal Time to Carry Out Maintenance (43-kW)
Years
 
Figure 5.12: The year identified by the suggested algorithm as the optimal time to 
carry out maintenance in order to achieve the greatest economic advantage in 10*10 
PV array (43-kW). 
 
Page | 157 
 
5.2.1.4 Case 2 (Combine Swap/Replace Aging Modules of 10 × 10 PV Array) 
Concerning the second case that was explored, the outcomes produced by the 
assessment of the maintenance costs associated with the two types of PV arrays served 
as the basis for concluding concerning the extent to which the profit from the electric 
revenue could be increased to enhance the economic advantages in the fourteen 
countries that were considered. Besides, as indicated in Table 5.8 related to the 
conditions before reconfiguration, aging factors in the range of (0.9-0.4 p.u.) and 
lacking homogeneity were produced arbitrarily for a 10 x 10 PV array of large scale, 
which consisted of ten strings within a parallel connection and ten modules within a 
series connection. Once the aging factors were identified in the PV array, it is 
necessary to undertake the aged PV panel substitution with a new PV panel (1 p.u.). 
In other words, substitution is required in the case of all aged PV panels with less than 
(0.6 p.u.). The conditions refer to this after reconfiguration in Table 5.8. Furthermore, 
Table 5.8 also shows that, when the suggested method was applied, the PV array of 18 
kW displayed an enhancement in the power of 11.35% after the reconfiguration. The 
same table reveals that the PV array of 43 kW achieved an enhancement in the power 
of 10.8% after the reconfiguration. Meanwhile, Figure 5.13 and Figure 5.14 illustrates 
the I-V curve's plotting and the P-V curve, which was accomplished in a mean 
computational time of 0.159364 s. Table 5.7 lists the parameters that need to be taken 
into account concerning electric power and labor costs in the fourteen countries 
examined. 
Table 5.7: The PV array 10×10 parameters inputs. 
Parameters input  10 × 10 PV array 
18 kW 
10 × 10 PV array 43 
kW 
Unit 
Number of Replace 6 6 PV module 
Number of Swap 38 38 PV module 
Time per replace 30 30 Minute 
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Time per swap 45 45 Minute 
Cost per panel 40 70 USD 
Cost per watt peak 0.22 0.36 Cents/Wp 
Size per module 180 430 Wp 
Initial Output 12.912 27.883 kW 
Final Output 15.957 33.990 kW 
Difference 3.045 6.108 kW 
Number of Replace 6 6 PV module 
Number of Swap 38 38 PV module 
 
Table 5.8: The parameters associated with the two types of 10x10 PV arrays 
(i.e. 18 kW and 43 kW) after application of reconfiguration in 14 different 
countries. 
Pre-arrangement 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.5 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.5 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.4 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.5 p.u. 0.9 p.u. 
0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.4 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 
Post-arrangement 
0.9 p.u. 0.9 p.u. 0.9 p.u. 1 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 1 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.6 p.u. 
0.9 p.u. 1 p.u. 1 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.8 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.8 p.u. 0.8 p.u. 
0.9 p.u. 0.9 p.u. 1 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.6 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 
0.9 p.u. 0.9 p.u. 0.7 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.9 p.u. 1 p.u. 
0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.7 p.u. 0.6 p.u. 0.9 p.u. 0.9 p.u. 
0.8 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.9 p.u. 0.8 p.u. 0.6 p.u. 0.9 p.u. 0.6 p.u. 
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Figure 5.13: The outputs associated with the two types of 10 x 10 PV arrays, namely, 
18-kW before and after the implementation of reconfiguration. 
























































Figure 5.14: The outputs associated with the two types of 10 x 10 PV arrays, namely, 
43-kW before and after the implementation of reconfiguration. 
5.2.1.5 Scenario one (Initial-Final Rates Return of Electricity Revenue) 
In the earlier part, the enhancement of the output power associated with the 10 
x 10 PV arrays were addressed, and the process is illustrated in Figure 5.17 and Figure 
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5.18. The outcomes of the simulation are presented in Table 5.9. It can be seen that 
manual swap had to be performed 38 times and 6 manual replacing, according to the 
costs associated with electric power and labor force in the fourteen countries examined. 
Meanwhile, Table 5.9 provides the initial and final rate returns related to the electric 
revenue of both the 18-kW 10 x 10 PV array and the 43-kW 10 x 10 PV array, but 
without considering the most significant economic advantage. Thus, it can be observed 
that, by comparison to the final rate return of electric revenue, the initial rate return of 
electric revenue before reconfiguration is lower. This reflects the positive effect of the 
suggested approach, which determined an 11.35% increase in the electric revenue of 
the 18-kW 10 x 10 PV array in all of the examined countries following the 
implementation of reconfiguration. Similarly, the approach also had a favorable 
impact on the 43-kW 10 x 10 PV array, increasing the related electric revenue by 10.8% 
in all fourteen countries, according to Table 5.9. 
Table 5.9: The original and final rate returns associated with the 18-kW and 
43-kW 10x10 PV arrays, without taking into account the greatest economic 
advantage per year. 
 
Country 
Initial rate return of 
electric revenue 
18-kW ($)  
Final rate return of 
electric revenue  
18-kW ($)  
Initial rate return of 
electric revenue 
43-kW ($) 
Final rate return of 
electric revenue  
43-kW ($) 
Saudi Arabia   8897.92 9908.17 14411.05 15966.74 
Pakistan 8143.86 9068.49 17586.37 19484.83 
India 7314.39 8144.85 15795.16 17500.27 
France 20020.31 22293.38 28822.1 31933.48 
United Kingdom 18248.27 20320.14 19703.24 21830.23 
Germany 22697.23 25274.22 24506.93 27152.48 
Greece 13497.69 15030.19 14573.89 16147.15 
 Cyprus 9915.91 11041.73 21413.03 23724.59 
Jamaica 8256.97 9194.44 17830.62 19755.46 
China 10292.93 11461.57 14818.14 16417.78 
Japan 28164.17 31361.87 40546.34 44923.36 
Australia 25675.77 28590.94 36963.94 40954.23 
Brazil 9576.57 10663.88 20680.26 22912.72 
US states 14251.75 15869.86 20517.43 22732.31 
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5.2.1.6 Scenario two (Net Profits of Additional Electric Revenue) 
As can be deduced from Table 5.10 and equation (5.4-5.8) about the costs of 
labor and electricity price in the investigated countries, the approach put forth in this 
work can reduce the number of times that substitutions are performed, thus making 
offline reconfiguration less expensive. At the same time, this would determine a 
significant rise in overall profit (Table 5.10). On the other hand, there is a lack of 
clarity about how the approach benefits profitability in countries where labor and 
electricity price are expensive; in such countries, the cost of labor can be diminished, 
but the electric revenue profit cannot be increased. 
Table 5.10: The assessment of economic advantage, taking into account the 


























43 kW ($) 
Saudi Arabia   491.37 4 518.88 671.37 3 884.32 
Pakistan 284.73 2 639.91 464.73 2 1433.74 
India 277.49 2 552.97 457.49 2 1247.62 
France 1023.41 3 1249.66 1203.41 2 1907.97 
United Kingdom 781.8 2 1290.07 961.8 1 1165.19 
Germany 1119.17 2 1457.83 1299.17 1 1346.38 
Greece 500.82 2 1031.68 680.82 1 892.45 
 Cyprus 463.97 1 661.86 643.97 1 1667.59 
Jamaica 279.06 1 658.42 459.06 1 1465.77 
China 541.46 3 627.18 721.46 2 878.18 
Japan 1069.4 3 2128.3 1249.4 2 3127.63 
Australia 1290.53 3 1624.65 1470.53 2 2519.77 
Brazil 430.58 2 656.73 610.58 2 1621.88 
US states 727.31 3 890.81 907.31 2 1307.57 
 
Table 5.11: The original and final rate returns associated with the substituting 
modules of the 10x10 PV arrays, taking into account the greatest economic 
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Saudi Arabia   8897.92 9416.8 14411.05 15295.37 
Pakistan 8143.86 8783.76 17586.37 19020.1 
India 7314.39 7867.36 15795.16 17042.78 
France 20020.31 21269.97 28822.1 30730.07 
United Kingdom 18248.27 19538.34 19703.24 20868.43 
Germany 22697.23 24155.06 24506.93 25853.31 
Greece 13497.69 14529.37 14573.89 15466.33 
 Cyprus 9915.91 10577.76 21413.03 23080.62 
Jamaica 8256.97 8915.38 17830.62 19296.4 
China 10292.93 10920.11 14818.14 15696.32 
Japan 28164.17 30292.47 40546.34 43673.97 
Australia 25675.77 27300.42 36963.94 39483.71 
Brazil 9576.57 10233.3 20680.26 22302.15 
US states 14251.75 15142.56 20517.43 21825.01 
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Figure 5.15: The increase in rate returns of electric revenue associated with the 18-
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Figure 5.16: The increase in rate returns of electric revenue associated with the 43-
kW 10x10 PV arrays, taking into account the greatest economic advantage per year. 
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The outcomes of the simulation presented in  
Table 5.11 point to the fact that manual swap had to be performed thirty-eight 
times, while substitution had to be performed six replace times, according to the costs 
associated with electric power and labor force in the fourteen countries that were 
examined. Meanwhile, equation (5.3-5.8) facilitated calculating the extra electric 
revenue profit associated with the (18-kW and 43-kW) PV array and the equivalent 
cost of labor. The figures that were thus obtained are given in Table 5.5. What is more, 
the proportion of the net profit of electric revenue that was achieved following the 
application of the reconfiguration based on the suggested approach is indicated in 
Figure 5.15 and Figure 5.16. 
The analysis performed based on the same interval of maintenance applied in 
the earlier part revealed that suboptimal electric revenue was achieved. This can be 
attributed to the fact that solar panels' substitution with new ones in countries like 
Pakistan, India, and Jamaica is costly. On the other hand, the electric revenue rate was 
medium in the case of the other countries that were analysed. Thus, it was concluded 
that, in the case of the latter, maintenance could begin from the second to the fourth 
year, as indicated in Figure 5.17 and Figure 5.18. Despite such observations, it is 
attested that an approach involving a mixture of PV panel swap and substitution could 
ensure that the performance of midlife maintenance is advantageous in most countries. 
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Figure 5.17: The year identified by the suggested algorithm as the optimal time to 
carry out maintenance to achieve the greatest economic advantage in 10*10 PV 
Array (18-kW). 
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Figure 5.18: The year identified by the suggested algorithm as the optimal time to 
carry out maintenance to achieve the greatest economic advantage in 10*10 PV 
Array (43-kW). 
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5.3 Discussion   
To establish the extent to which electric revenue can be increased to enhance 
economic advantages in the 14 countries analysed, the outcomes of maintenance cost 
analysis for the two types of PV arrays are discussed in the following part. According 
to those outcomes, the suggested algorithm is arbitrarily applicable to PV arrays of 
different dimensions and enhanced the maximum power output for both types of PV 
arrays considered. Furthermore, in the first case, the algorithm considered relevant 
aging factors to reorganise individual PV modules' positions in every string, thus 
attenuating the effect of the bypass diodes. Consequently, PV modules in all strings 
were less affected by mismatch losses, although voltage limits were overlooked. Other 
studies addressing this issue are available [210, 238, 243-245]. The suggested 
algorithm hierarchically and iteratively sorts of PV modules. The generated P-V curves 
in Figure 5.7, Figure 5.8, Figure 5.13 and Figure 5.14 reflect the usefulness of PV array 
reconfiguration strategy for making systems more efficient and reducing their 
operating costs. 
Furthermore, the suggested algorithm can yield results speedily because it does 
not need access to all potential online and offline configurations for a given PV array, 
thus simplifying the process. For instance, the algorithm determined the best PV 
module configuration in the first case based on just nine steps, with an average 
computational time of 0.129375 s. Thus, by identifying the ideal module configuration 
rapidly, the algorithm accelerates the real-time implementation process. The suggested 
algorithm is also advantageous because it involves reorganisation solely of the affected 
PV modules, leaving the others unchanged. Moreover, in the first case, the 
reorganisation enhanced the efficiency of maintenance management. Costs and 
advantages are the main determinants of offline reconfiguration methods. Such 
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methods are needed to make reconfiguration more efficient, more profitable, and more 
cost-effective in labor since the creation of an aging map for PV plants is essential. 
Reconfiguration as a way of capitalising on a PV plant's strengths is justified when the 
profitability engendered by higher power production offsets the costs of labor force 
reorganisation. Considering these aspects, the suggested approach is useful as it 
involves the substitution of just PV module positions based on manpower rather than 
complete substitution of aging modules with new ones.   
An overview of the approach put forth in the present study to address the 
intended research question is provided in the following part. More specifically, two 
particular strategies have been identified as a viable way to make solar power plants 
more efficient, on the one hand, and to achieve higher financial returns, on the other 
hand, based on the application of a suitable reconfiguration. The proposed strategies 
were underpinned by the (GEA), which is an algorithm capable of both simulation and 
analysis of the potential manner in which aging PV arrays can be reorganised and the 
output power and economic advantages associated with the various solutions of 
reorganisation. Hence, the first case study revealed that the reorganisation of the PV 
modules that showed signs of aging acceptably improved the PV array's output power 
and, at the same time, increased the electric revenue. Meanwhile, the second case study 
also demonstrated a rise in the output power of the PV array as well as a marked 
increase in financial returns; this was attributed to the fact that the suggested algorithm 
helped to establish the best reconfiguration not only in terms of identifying the PV 
modules that had to be position swapped but also in terms of identifying the PV 
modules that had to be substituted completely. The following example can serve to 
illustrate the capability of the suggested algorithm. Based on the instruction given by 
the algorithm, aged PV modules with a production of less than (0.5p.u.) should be 
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substituted, whereas PV modules with production higher than (0.6p.u.) should be 
retained; in this way, it is possible to preserve the PV modules that display signs of 
aging instead of recycling them. This kind of strategy can be a viable option for PV 
plants of a medium-to-large size that require maintenance. The extent to which the 
suggested algorithm's application can increase the financial returns of electric revenue 
is indicated in Table 5.12, with the figures being expressed as a percentage. 
Table 5.12: Comparative analysis of electric revenue rate returns in 14 
countries over a period of one decade. 




Net profit of 
electric 
revenue 




























Saudi Arabia 18484.95 2.39% 33953.36 0.97% 9416.8 5.8% 15295.37 6.1% 
Pakistan 4229.61 2.72% 8900.85 1.22% 8783.76 7.9% 19020.1 8.1% 
India 3798.81 2.8% 7997.1 1.26% 7867.36 7.6% 17042.78 7.8% 
France 48523.01 2.12% 101829.4 0.94% 21269.97 6.4% 30730.07 6.6% 
United Kingdom 37909.82 2.32% 79630.39 1.04% 19538.34 7.01% 20868.43 5.9% 
Germany 58940.38 2.25% 123766.96 1.01% 24155.06 6.4% 25853.31 5.5% 
Greece 21030.55 2.52% 44216.77 1.13% 14529.37 7.6% 15466.33 6.1% 
Cyprus 20599.76 2.69% 43344.03 1.21% 10577.76 7.7% 23080.62 7.8% 
Jamaica 8576.71 3.38% 18103.05 1.53% 8915.38 7.9% 19296.4 8.2% 
China 17819.18 2.03% 44919.83 1.05% 10920.11 6.1% 15696.32 5.9% 
Japan 48757.98 2.02% 122907.76 1.04% 30292.47 7.6% 43673.97 7.7% 
Australia 62230.07 2.04% 149353.52 1.01% 27300.42 6.3% 39483.71 6.8% 
Brazil 14921.12 2.48% 31365.88 1.11% 10233.3 6.9% 22302.15 7.8% 
US states 29607.26 2.08% 72562.45 1.05% 15142.56 6.2% 21825.01 6.3% 
 
5.4 Conclusion  
A persistent issue for PV arrays of large scale is that PV modules do not age 
homogeneously. If it is not addressed, this issue diminishes the PV array output power 
and causes PV module deterioration. Standard online global-MPPT methods are 
limited to monitoring the affected maximum instead of the maximum possible power 
of PV arrays with non-uniform aging, with no attempt to reorganise such PV arrays. 
Therefore, a new algorithm for 10 x 10 PV array reconfiguration was put forth in this 
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study, considering the costs associated with labor force and electric power in fourteen 
countries, namely, Saudi Arabia, Pakistan, India, France, the UK, Germany, Greece, 
Cyprus, Jamaica, China, Japan, Australia, Brazil, and the US. Owing to cost 
discrepancies between the examined countries, the outcomes obtained were more 
favourable in both cases study related to the reconfiguration of aged PV modules and 
the substitution of aged PV modules with new ones Table 5.6 and  
Table 5.11. They were switching the PV panels' positions led to a slight 
increase in the output power of the PV array. 
Nevertheless, the advantage gained in terms of electric revenue enhanced 
production and decreased maintenance costs over the period of a decade in the 
investigated countries. Hence, the approach applied in the first case and second case 
could be employed to maintain aged PV arrays in other countries (e.g. South Africa, 
Turkey, etc.). It can be concluded that, based on the suggested algorithm, solar power 
plants can achieve better financial increment within a decade. 
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Chapter 6. CONCLUSION AND FUTURE WORK 
6.1 Conclusion 
This thesis aims to design an algorithm that is arbitrarily applicable to PV 
arrays for any size and increase the potential power output of a PV array over a decade 
and decrease maintenance costs. However, a new algorithm for the offline 
configuration of PV arrays is then put forward to attenuate the effect of non-uniform 
aging PV arrays and maximise the power output it can deliver while excluding the 
need to replacement aged PV modules. The algorithm sorted the PV modules 
repeatedly and hierarchically to minimise the incompatibility effect induced by the 
non-uniform aging between PV modules. The following tasks have been completed, 
reflect contributions to the current body of information, and are of interest to the field 
of photovoltaic systems. 
1. A critical review of the current methods has been carried out and concluded 
by a critical comparison between offline and online configurations.  
  The algorithm's capability to speedily generate results stems from the fact that it 
does not need to access all potential arrangements for a given PV array. For example, 
the ideal PV module configuration was determined by the algorithm in chapter 3, based 
solely on five steps. The potential (2,627,625) arrangements did not have to examine 
in their entirety. Where Table 3.3, Table 3.5 and Table 3.7 respectively show the 
computational times for each scenario. Thus, it is apparent that the ideal module 
arrangement can be identified quickly by the suggested algorithm and subsequently 
applied rapidly in real-time. However, this algorithm is helpful since only the damaged 
PV modules are repositioned; the others remain unchanged; therefore, the number of 
relays needed for switching purposes is reduced. Makes the algorithm more 
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economical and time-consuming than any other technique. Due to the electric switches 
which would require several switches and cables online reconfiguration, the high costs 
make this kind of solution in a real application challenging to afford. 
2. A Gene Evaluation Algorithm (GEA) offline reconfiguration has been 
designed out to improve non-uniform PV array in chapters 3, 4 and 5. 
The offline arrangement is useful for maintenance. The offline reconfiguration 
strategy depends on the benefits and costs. A photovoltaic aging map is essential for 
developing a reconfiguration technique offline to measure performance improvement, 
profitability and reconfiguration workforce costs. Suppose the service obtained from 
further power generation will cover the costs of reconfiguration of the employee. In 
that case, it is fair to assume that a PV plant owner can make a redefine to take 
advantage of this configuration method. Because of these factors, only workers can 
swap PV modules positions to gain the proposed strategy. 
3. The proposed GEA offline reconfiguration method applied to the 2 × 4 PV 
arrays in the experiment to improve the non-uniform PV array output power. 
The included experiment demonstrates in chapter 5 how age affects PV module 
output power in PV arrays. The proposed algorithm for PV array reconfiguration 
would limit PV arrays with non-uniform aging while increasing output power and 
limiting the need to replace aged PV modules. The algorithm arranges the PV modules 
in a repetitive and hierarchical attempt to avoid non-uniform aging incompatibility 
across PV modules. As a result, the 2 × 4 PV array's output power increased by 11.42 %. 
4. A maximum attempt was made to use offline reconfiguration of PV array to 
support the economic benefit. 
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The study presented a new algorithm for PV reconfiguration on a medium-
large scale in fourteen countries, considering labor force and energy costs. Due to cost 
differences between the studied countries, the results achieved were more positive in 
both cases study related to the offline reconfiguration of aged PV modules and 
replacing aged PV modules with new ones as shown in Table 5.9. Table 5.11 swapped 
the PV panels' locations, contributing to a slight increase in the PV array's output 
efficiency. Nevertheless, over a decade in the examined countries, the benefit achieved 
in electric revenue increased efficiency and lowered maintenance costs. Therefore, the 
algorithm used in the first and second case can be used in any other countries. 
Furthermore, the suggested method can be inferred that solar plants can achieve more 
critical financial development within a decade based on the proposed algorithm. 
5. The main contributions can summarise as follows: 
• This thesis analyses the PV module's aging status based on the short-
circuit current for different aging conditions while keeping the open-circuit voltage 
constant. In the case of PV modules connected in series to form a PV array, their output 
currents will be the same, while the total module voltages will be added to obtain the 
output voltage.  
• A Gene Evaluation Algorithm (GEA) is used in this thesis to evaluate 
the configuration with the most generated power among all possible relation patterns. 
The genetic algorithm has two major advantages: first, it allows for some local random 
searchability. When an iteration is similar to a better solution for a certain number of 
iterations, mutation operations speed up the convergence to a better solution. Second, 
it should maintain that the diversity of viable solutions can prevent precocity from 
occurring. 
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• Maximise the economic benefit and testing benchmark and consider the 
electricity price and workforce cost using offline reconfiguration to reducing the 
maintenance cost of large-scale PV array plants. 
6.2 Future Work  
The future work of this study is challenging the soiling and fire risks 
management of the solar plant. Solar power is obtaining increased attention, including 
reducing the risk of fire and increased maintenance. In past fire incidents, it has been 
known that the soiling effects and aging of panels may be caused by the environmental 
conditions around the PV array, the PV array material framework. Preventive fire 
hazard remedies can be distinguished by the PV modules reconfiguration and the fire 
detection algorithm. However, the advantages of PV module reconfiguration; first is 
decreasing soiling. Secondly increases PV output power performance where the main 
benefit of the algorithm for detecting fire faults is to see defective locations correctly. 
There are technical requirements to comply with in order to minimise the risk of PV 
fire accidents.  
For further development of this work, the following recommendations are 
presented, such as study the performance of soiling and fire hazard in solar modules. 
To develop a new algorithm for the offline reconfiguration of PV modules is then put 
forward to attenuate the effect caused by soiling.   
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