Abstract--Skewed symmetric distributions have attracted a great deal of attention in the last few years. One of them, the skewed t distribution suffers from limited applicability because of the lack of finite moments. This note proposes an alternative to the skewed t distribution, which we refer to as skewed truncated t distribution. It is defined by the pdf f(z) = 2g(x)G(Ax), where g(.) and G(.) are taken, respectively, to be the pdf and the cdf of a truncated t distribution. The note derives various properties of this distribution, including its moments. (~)
INTRODUCTION
Skewed symmetric distributions have attracted a great deal of attention in the last few years. Most notable is the work by Gupta and his colleagues (see, for example, [1] [2] [3] [4] [5] ). One of the well-known skewed symmetric distributions is the skewed t distribution given by the probability density function and H denotes the cdf of a student's t distribution with degrees of freedom u (see equation (4)). This distribution, however, suffers from limited applicability because of the lack of finite moments. In this note, we propose an alternative to (1) which overcomes this weakness. We refer to it as the skewed truncated t distribution. It is defined as follows: consider a truncated version of the The authors would like to thank the referees and the editor for carefully reading the paper and for their great help in improving the paper. 
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Nadarajah and Kotz [6] have shown that the cdf H of the standard t distribution can be expressed by
Thus, one can express the difference D = 2H(A) -1 as 2 arctan
Because (2) is defined over a finite interval, the truncated t distribution has all its moments. Following the usual definition of skew symmetric distributions (see, for example, [3] ), we define a random variable X to have the skewed truncated t distribution if its pdf is given by where -A < x < A. We assume without loss of generality that 7 >_ 0 in (5) since the corresponding properties for ~, < 0 can be obtained using the fact G(Tx) = 1 -G(-"/x). It folIows from (2), (3), and (5) that the pdf of X is
for -A _< x < A. This pdf has all its moments and could therefore be a better modei for practical situations than one based on just the skewed t distribution. When ~/= 0, (6) reduces to the truncated t pdf (2). When u = 1, (6) reduces to a skewed truncated Cauchy pdf (2). Figure 1 above illustrates the shape of the pdf (6) for a range of values of ~/. The rest of this note provides various representations for the moments of (6) . The calculations use the foUowing important lemma.
LEMMA I. (See [7, equation (3.194 
2Fl(a,b;e;x)=E (c)k k! k=O denotes the Gauss hypergeometric function and (Z)k = z(z+l) -• • (z+k-1) denotes the ascending factorial.
The properties of the Gauss hypergeometric function can be found in [7, 8] .
MOMENTS
Theorem 1 provides an expression for E(X n) for n even. The expression involves the Gauss hypergeometric function.
THEOREM 1. If X is distributed according to (6) then the n th n~oment is given by
for even integers n >_ 2.
PROOF. By Lemma 2 in [3] , the n th even-order moment of X is the same as the n th moment of (2). The latter can be rewritten as PROOF. set u = 1 and n = 2, 4,..., 10 into (7) and use properties of the Gauss hypergeometric function. 
