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Abstract
A reciprocal LASSO (rLASSO) regularization employs a decreasing penalty function as op-
posed to conventional penalization methods that use increasing penalties on the coefficients,
leading to stronger parsimony and superior model selection relative to traditional shrinkage
methods. Here we consider a fully Bayesian formulation of the rLASSO problem, which is
based on the observation that the rLASSO estimate for linear regression parameters can be in-
terpreted as a Bayesian posterior mode estimate when the regression parameters are assigned
independent inverse Laplace priors. Bayesian inference from this posterior is possible using an
expanded hierarchy motivated by a scale mixture of double Pareto or truncated normal distri-
butions. On simulated and real datasets, we show that the Bayesian formulation outperforms
its classical cousin in estimation, prediction, and variable selection across a wide range of sce-
narios while offering the advantage of posterior inference. Finally, we discuss other variants of
this new approach and provide a unified framework for variable selection using flexible recipro-
cal penalties. All methods described in this paper are publicly available as an R package at:
https://github.com/himelmallick/BayesRecipe.
KEYWORDS: Bayesian Regularization; Variable Selection; Reciprocal LASSO; Nonlocal Pri-
ors; MCMC; Penalized Regression
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1 Introduction
This paper concerns the development of a Bayesian analogue of the reciprocal LASSO (rLASSO)
in a classical linear regression model (y = Xβ+ ) that results from the following regulariza-
tion problem:
Q(β) = min
β
(y −Xβ)′(y −Xβ) + λ
p∑
j=1
1
|βj|I{βj 6= 0}, (1)
where I(.) denotes an indicator function and λ > 0 is the tuning parameter that controls the
degree of penalization. Throughout the course of the paper, we assume that y and X have
been centered at 0 so there is no intercept in the model, where y is the n×1 vector of centered
responses, X is the n×p matrix of standardized regressors, β is the p×1 vector of coefficients
to be estimated, and  is the n× 1 vector of independent and identically distributed normal
errors with mean 0 and variance σ2.
Compared to traditional penalization functions that are usually symmetric about 0, con-
tinuous and nondecreasing in (0,∞), the rLASSO penalty functions are decreasing in (0,∞),
discontinuous at 0, and converge to infinity when the coefficients approach zero. From a
theoretical standpoint, rLASSO shares the same oracle property and same rate of estimation
error with other LASSO-type penalty functions. An early reference to this class of models
can be found in Song and Liang (2015), with more recent papers focusing on large sample
asymptotics, along with computational strategies for frequentist estimation (Shin et al., 2018;
Song, 2018).
Our approach differs from this line of work in adopting a Bayesian perspective on rLASSO
estimation. Ideally, a Bayesian solution can be obtained by placing appropriate priors on the
regression coefficients that will mimic the effects of the rLASSO penalty. As apparent from
(1), this arises in assuming a prior for β that decomposes as a product of independent inverse
Laplace (double exponential) densities:
pi(β) =
p∏
j=1
λ
2β2j
exp{− λ|βj|}I{βj 6= 0}. (2)
Rather than minimizing (1), we solve the problem by constructing a Markov chain having the
joint posterior for β as its stationary distribution having the minimizer of (1) as its global
mode:
pi(β|y) = exp{−Q(β)}. (3)
There are several motivations for undertaking a Bayesian approach to the rLASSO problem.
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First and foremost, the Bayesian construction offers a flexible framework endowed with richer
model summaries, better performance in estimation and prediction, and more nuanced un-
certainty quantification compared to the classical method. Second, the Bayesian rLASSO is
computationally efficient, leading to scalable MCMC algorithms with good convergence and
mixing properties. Third, the multimodal nature of the optimization problem (1) is one of the
strongest arguments for pursuing a fully Bayesian approach, as summarizing a multimodal
surface with a single frequentist point estimate can be vastly misleading (Polson et al., 2014).
This multimodal phenomenon becomes especially apparent by taking a closer look at the
classical rLASSO estimation, which relies on cross-validation to estimate the tuning parameter
λ, followed by a computationally demanding Monte Carlo optimization procedure to search
for the best model. From a practical standpoint, the algorithmic development of frequentist
rLASSO has not been a priority in the previous works, and to our knowledge, there are no
publicly available software tools that implement the rLASSO and no simple implementation
relying on existing packages seems straightforward. Song (2018) and Shin et al. (2018) report
serious computational difficulties while attempting to minimize (1), eventually falling back to
approximate, non-cross-validated strategies with reduced computational burden for ultra-high-
dimensional problems. Our sampling-based approaches, on the other hand, seem to be very
effective at efficiently exploring the parameter space, offering a principled way of averaging
over the uncertainty in the penalty parameter. The implementation of these methods with
source code, documentation, and tutorial data are made freely available at the BayesRecipe
software package: https://github.com/himelmallick/BayesRecipe.
In summary, the major contributions of the paper are as follows: (i) introduction of the
rLASSO prior as a sparsity-inducing prior in Bayesian analysis, (ii) a set of data augmentation
strategies motivated by a novel scale mixture representation of the rLASSO density, (iii)
scalable MCMC algorithms for posterior inference, (iv) an informed software implementation,
and (v) extensibility of the method to general models as well as to other penalties, greatly
expanding the scope of reciprocal regularization beyond linear regression.
The remainder of the paper is organized as follows. In Section 2, we describe the rLASSO
prior and study its various properties. In Section 3, we develop our Bayesian rLASSO estima-
tor. A detailed description of the MCMC sampling scheme is laid out in Section 4. Empirical
evidence of the attractiveness of the method is demonstrated in Section 5 via extensive sim-
ulation studies and real data analyses. Finally, in Section 6, we discuss other variants of this
new approach and provide a unified framework for variable selection using flexible reciprocal
penalties. We conclude with further discussion in this area.
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2 Prior Elicitation
2.1 Connection with other priors
Without loss of generality, we consider a one-dimensional rLASSO prior as follows:
pi(β) =
λ
2β2
exp{− λ|β|}I{β 6= 0}, (4)
where λ > 0 is a scale parameter. We refer to this distribution as Inverse Double Exponential
(IDE) distribution, which has Cauchy-like tails and no first- and second-order moments (Woo,
2009).
Song and Liang (2015) noted that the rLASSO prior belongs to the class of nonlocal
priors (NLPs) (Johnson and Rossell, 2010, 2012), sharing a very similar nonlocal kernel with
the piMOM prior (differing only in the power of β in the exponential component). In sharp
contrast to most popular shrinkage priors that assign a non-zero probability near zero, nonlocal
priors are exactly zero whenever a model parameter approaches its null value (i.e. β = 0).
Relative to local priors (LPs), NLPs discard spurious covariates faster as the sample size n
grows, while preserving exponential learning rates to detect non-zero coefficients (Rossell and
Telesca, 2017). This is particularly apparent from the heavy tails of NLPs, which is appealing
in avoiding over-shrinkage away from the origin.
From Figure 1, it is clear that the hyperparameter λ represents a scale parameter that de-
termines the dispersion of the prior around 0. Therefore, in order to facilitate sparse recovery,
λ should be relatively small. This fact is somewhat counter-intuitive given that most LASSO-
type regularization methods typically impose a large value of λ to penalize coefficients. As
highlighted by an increasing body of literature, Bayesian variable selection procedures based
on nonlocal priors have been shown to outperform other popular variable selection methods in
a wide range of applications (Nikooienejad et al., 2016, 2017; Sanyal et al., 2018), leading to
superior posterior consistency properties in both high-dimensional and ultra-high-dimensional
settings (Rossell and Telesca, 2017; Shin et al., 2018).
Existing methods for nonlocal priors mostly focus on Laplace approximation of the marginal
likelihood (Johnson and Rossell, 2010, 2012; Shin et al., 2018), which is known to be highly
inaccurate in high-dimensional or small sample size problems. Additionally, in the presence of
increased model complexity, Laplace’s method can be unstable as the numerical integration
may eventually require a large number of quadrature points, leading to a higher computa-
tional overhead (Ruli et al., 2016). Furthermore, existing stochastic search algorithms such
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Figure 1: The marginal densities of the rLASSO prior for a single regression coefficient for
varying λ. A smaller λ leads to a tighter interval near zero, which eventually widens as λ
increases.
as the Simplified Shotgun Stochastic Search with Screening (S5) algorithm proposed by Shin
et al. (2018), lack theoretical guarantee of convergence and may lead to strongly biased Monte
Carlo estimates of quantities of interest, despite facilitating scalable computation for model
selection (Hahn and Carvalho, 2015). Finally, due to the non-propriety of NLPs, simple pos-
terior sampling from these priors has been historically difficult, which is appealing from a
practitioner’s perspective. Rossell and Telesca (2017) recently proposed hierarchical NLPs
with some similarities to the rLASSO prior, but they lack a one-to-one correspondence with
an equivalent frequentist estimator that facilitates comparative study of maximum efficiency
properties in complementary Bayesian-frequentist domains (much as has been the case for
LASSO-type penalties and LPs over the last decade or so).
Within the broader class of Bayesian regularized estimators in high-dimensional regression,
there has been widespread interest in cases where the implied prior corresponds to a scale
mixture of normal (SMN) (Kyung et al., 2010). Many estimators in this class share the
favorable sparsity-inducing property (e.g. heavy tails) of the Bayesian rLASSO model. In
virtually all of these models, the primary difficulty is the induction of suitable latent variables
to make the corresponding MCMC sampling convenient with tractable conditional posteriors.
However, due to the lack of a similar closed-form SMN representation of the rLASSO density,
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direct posterior sampling from (3) is complicated. In light of this, we introduce a novel
characterization of the rLASSO prior as a double Pareto scale mixture that yields proper
posteriors and leads to efficient MCMC algorithms, as we describe in the sequel.
2.2 Scale Mixture of Double Pareto (SMDP) Representation
As shorthand notation, let β ∼ IDE(λ) denote that β has density (4) which can be represented
as a scale mixture of double Pareto (or inverse uniform) densities leading to computational
simplifications, as detailed below.
Proposition 1 Let β ∼ Double Pareto (η, 1) and η ∼ Inverse Gamma (2, λ), where η > 0.
The resulting marginal density for β is IDE (λ).
2.3 Scale Mixture of Truncated Normal (SMTN) Representation
Noting that the double Pareto distribution can be further decomposed as a truncated scale
mixture of Laplace or normal distributions (Armagan et al., 2013), we have a second repre-
sentation as follows:
Proposition 2 Let β ∼ N(0, τ)I(|β| > η), τ ∼ Exp(ζ2/2), ζ ∼ Exp(η), and
η ∼ Inverse Gamma(2, λ), where λ > 0. The resulting marginal density for β is IDE(λ).
The proofs of Propositions 1 and 2 are deferred to the Supplementary Materials.
3 Model Hierarchy and Prior Distributions
3.1 Exploiting the SMDP Representation
Based on Proposition 1, assuming a non-informative scale-invariant marginal prior on σ2, i.e.
pi(σ2) ∝ 1/σ2 and transforming u = 1
η
, we have the following expanded hierarchy:
yn×1|X,β, σ2 ∼ Nn(Xβ, σ2In),
βp×1|u ∼
p∏
j=1
1
Uniform(−uj, uj) ,
up×1|λ ∼
p∏
j=1
Gamma(2, λ),
6
σ2 ∼ pi(σ2).
3.2 Exploiting the SMTN Representation
Similarly, by virtue of Proposition 2, letting βj|σ ∼ IDE (λσ) independently for j = 1, . . . , p,
we have the following hierarchical formulation:
yn×1|X,β, σ2 ∼ Nn(Xβ, σ2In),
βp×1|τ ,u, σ2 ∼
p∏
j=1
N(0, σ2τ 2j )I{|βj| >
σ
uj
},
τ p×1|ζ ∼
p∏
j=1
Exp(ζ2j /2),
ζp×1|u ∼
p∏
j=1
Exp(
1
uj
),
up×1|λ ∼
p∏
j=1
Gamma(2, λ),
σ2 ∼ pi(σ2).
3.3 Connection between regular and reciprocal Bayesian LASSOs
Proposition 1 reveals an interesting contrast between two distant cousins: regular Bayesian
LASSO and reciprocal Bayesian LASSO, in light of their respective hierarchical formulations.
To observe that, we rewrite the Bayesian LASSO hierarchical model using the scale mixture
of uniform (SMU) representation of the Laplace density (Mallick and Yi, 2014):
yn×1|X,β, σ2 ∼ Nn(Xβ, σ2In),
βp×1|u ∼
p∏
j=1
Uniform(−uj, uj),
up×1|λ ∼
p∏
j=1
Gamma(2, λ),
σ2 ∼ pi(σ2).
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Return now to the reciprocal Bayesian LASSO model in Section 3.1, which indicates that both
the tuning parameter and the latent variables induce an exact opposite effect on β, as expected.
In particular, the reciprocal Bayesian LASSO demands a small λ for optimal performance,
whereas a large value of λ is desirable for the Bayesian LASSO. Second, as evident from
the respective uniform and inverse uniform conditional priors, the LASSO density assigns a
high prior probability near zero, in stark contrast to the rLASSO prior which assigns a high
probability only when away from zero. As a result of these differences, the resulting posteriors
are also remarkably different, which correspond to doubly truncated and internally truncated
multivariate normal distributions, respectively for regular and reciprocal Bayesian LASSOs.
We derive the Gibbs sampler using the SMDP representation (described in Section 4.1) only
to reveal a close connection with the Bayesian LASSO and do not use it in our experiments.
4 Computation for the Reciprocal Bayesian LASSO
4.1 Full Posterior Distributions
The full conditional posterior distributions can be derived using simple algebra for the SMDP
prior specification:
β|y, X,u, λ, σ2 ∼ Np(βˆMLE, σ2(X ′X)−1)
p∏
j=1
I{|βj| > 1
uj
},
u|y, X,β, λ, σ2 ∼
p∏
j=1
Exp(λ)I{uj > 1|βj|},
σ2|y, X,β,u, λ ∼ Inverse-Gamma(n− 1
2
,
1
2
(y −Xβ)′(y −Xβ)).
Similarly, we obtain a simple data augmentation Gibbs sampler using the SMTN repre-
sentation as follows:
β|y, X, τ , ζ,u, λ, σ2 ∼ Np((X ′X + T−1)−1X ′y, σ2(X ′X + T−1)−1)
p∏
j=1
I{|βj| > σ
uj
},
τ−1|y, X,β, ζ,u, λ, σ2 ∼
p∏
j=1
Inverse-Gaussian(
√
ζ2j σ
2
β2j
, ζ2j ),
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ζ|y, X,β, τ ,u, λ, σ2 ∼
p∏
j=1
Gamma(2,
( |βj|
σ
+
1
uj
)
),
u|y, X,β, ζ,λ, λ, σ2 ∼
p∏
j=1
Exp(λ)I{uj > σ|βj|},
σ2|y, X,β, ζ,λ,u, λ ∼ Inverse-Gamma(n− 1 + p
2
,
R + β
′
T−1β
2
)I{σ2 < Minj(β2ju2j)},
where R = (y − Xβ)′(y − Xβ) and T = diag(τ1, . . . , τp). All the resulting conditionals
are standard, making them easy to implement using existing sampling algorithms with the
exception of β|., which follows a mid-truncated multivariate normal distribution (Kim, 2007),
for which, we resort to an efficient sampling technique developed by Rossell and Telesca (2017).
In our experience, the resulting Gibbs samplers are efficient with fast rates of convergence
and mixing. We document the algorithmic details of these two Bayesian samplers in the
Supplementary Materials.
4.2 Choosing the Reciprocal Bayesian LASSO Hyperparameter
An important aspect of the reciprocal Bayesian LASSO implementation is the careful selection
of the hyperparameter λ, which critically impacts downstream posterior inference. While there
are several ways to choose λ, we propose three well-known procedures, drawing upon a vast
array of literature from LPs and NLPs. In what follows, we refer to the resulting methods as
BayesA (Apriori Estimation), BayesB (Empirical Bayes), and BayesC (MCMC), respectively.
4.2.1 Apriori Estimation
In many cases, the tuning parameter can be fixed ahead of time to reflect a particular desired
shape of the rLASSO penalty function. To this end, we extend the procedure of Shin et al.
(2018) for NLPs to the rLASSO prior and select λ such that the L1 distance between the
posterior distribution on the regression parameters under the null distribution (i.e. β = 0)
and the rLASSO prior distributions on these parameters is constrained to be less than a
specified value (e.g. 1√
p
). By choosing an optimal λ so that the intersection of these two
null distributions falls below a specified threshold, this procedure approximately bounds the
probability of false positives in the model, while maintaining sensitivity to detect large effects
(Nikooienejad et al., 2016). For brevity, we skip the technical details of the algorithm and
refer the readers to Shin et al. (2018) and references therein.
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4.2.2 Empirical Bayes by Marginal Maximum Likelihood
From a practical perspective, it is desirable to select λ by adaptively learning from the observed
sparsity or signal level in a dataset. Following Park and Casella (2008), we implement a Monte
Carlo EM algorithm that complements a Gibbs sampler by essentially treating λ as “missing
data” and then iteratively updates λ by maximizing the marginal likelihood. Using a similar
derivation in Park and Casella (2008), we can carry out this update using a closed-form
expression
λ(k) =
2p∑p
j=1Eλ(k−1)(uj)
,
which corresponds to the maximizer of the expected value of the ‘complete-data’ log-likelihood
Q(λ|λ(k)) = p ln(λ2)− λ
p∑
j=1
Eλ(k−1)(uj) + terms not involving λ,
where the conditional expectations are just the posterior expectations under the hyperparam-
eter λ(k−1) (the estimate from iteration k− 1), and therefore they can be estimated using the
sample averages from a single run of the corresponding Gibbs sampler.
4.2.3 Hyperpriors for the rLASSO Parameter
As an alternative to choosing λ explicitly, we can also update λ by assigning a diffuse conjugate
hyperprior. From (4), we observe that the posterior for λ given β is conditionally independent
of y and takes the form
pi(λ|β) ∝ λ2p exp{−λ
p∑
j=1
1
|βj|}pi(λ).
Therefore, assuming a Gamma(a, b) prior on λ, it can be updated along with other param-
eters in the model by generating samples from Gamma(a+ 2p, b+
p∑
j=1
1
|βj|).
4.3 Post-hoc Variable Selection
Similar to existing Bayesian regularization methods, a full posterior exploration of β does
not automatically induce sparsity, and therefore, variable selection must be conducted in a
post-hoc manner by sparsification of posterior summaries (Hahn and Carvalho, 2015). Here
we consider a hybrid Bayesian-frequentist strategy that achieves sparse selection by back-
propagating the Bayesian estimate of the tuning parameter λ (viz. posterior median) in the
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optimization problem (1) to solve a frequentist reciprocal LASSO problem. This approach
has recently been considered by Leng et al. (2014) in the context of Bayesian adaptive LASSO
regression, which led to surprising improvement in variable selection performance over pub-
lished methods. As the name implies, this procedure is inspired by the use of backpropagation
in neural network models, which we refer to as Frequentist Backpropagation (FBP).
5 Numerical Studies
5.1 Simulation Results
Our main interest in this section is to study the advantages and disadvantages of the Bayesian
reciprocal LASSO. There has been an enormous amount of work in the statistics and machine
learning community dealing with regularization and feature selection in a wide spectrum of
problems. While an exhaustive benchmarking is beyond our scope, we restrict our focus on
comparing these efforts related to reciprocal LASSO and related methods for two primary rea-
sons. First, previous studies have extensively compared rLASSO to other published methods
under diversified and realistic scenarios (Shin et al., 2018; Song, 2018; Song and Liang, 2015),
justifying the need to avoid unnecessary duplication of effort. Second, our restricted scope
enables head-to-head comparison of the frequentist and Bayesian points of view in reciprocal
regularization, which is particularly useful when rLASSO has an edge over other competing
methods and the Bayesian underpinning of the problem can potentially enhance performance
through further refinement.
In the absence of a ‘gold standard’ publicly available routine for computing the rLASSO
solution path, we explored several candidate algorithms, ultimately settling on the S5 proposal
of Shin et al. (2018) as the most straightforward to implement. Although this may appear
conceptually modest, the implementation involved additional programming efforts beyond
those encountered in established workflows. Our simulation-based benchmarking study thus
adds enormous practical value to the extant literature by serving both frequentist and Bayesian
implementations of reciprocal LASSO for practitioners (all methods and experiments described
in this paper are freely available online: https://github.com/himelmallick/BayesRecipe).
A detailed description of the S5 algorithm, which has been omitted here, can be found in Shin
et al. (2018).
Briefly, S5 is a stochastic search method that screens covariates at each step, exploring
regions of high posterior model probability based on the rLASSO objective function (1), where
screening is defined based on the correlation between remaining covariates and the residuals
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of the regression using the current model. In our implementation, 30 iterations are used
within each temperature, with other relevant parameters fixed at default values recommended
by the authors (Shin et al., 2018). Following Shin et al. (2018), we choose the rLASSO
hyperparameter λ using the apriori estimation procedure described in Section 4.2.1. A least-
squares refitting (de-biasing) step is carried out on the selected model to estimate the final
model coefficients.
For the Bayesian reciprocal LASSO, we implement the Gibbs sampler described in Section
4 using the SMTN representation. We set a = b = 0.001 when estimating λ (except for
the apriori estimation method, in which λ is estimated prior to Gibbs sampling). We run
the corresponding Gibbs samplers for 11, 000 iterations, discarding the first 1, 000 as burn-in.
This choice of running parameters appear to work satisfactorily based on the convergence
diagnostics. We use the posterior mean as our point estimator and deploy the FBP strategy
described in Section 4.2 for variable selection.
We simulate data from the true model y = Xβ0 + ,  ∼ N(0, σ2In), and consider both
n ≤ p and n > p settings as well as a range of sparse and dense models with diverse effect sizes
and collinearity patterns (Table 1). The design matrix X is generated from the multivariate
normal distribution N(0,Σ), where Σ has one of the following covariance structures for varying
correlation strength (ρ):
1. Case I (IS): Isotropic design, where Σ = Ip.
2. Case II (CS): Compound symmetry design, where Σij = ρ, if i 6= j and Σii = 1, for all
1 ≤ i ≤ j ≤ p.
3. Case III (AR): Autoregressive correlated design, where Σij = ρ
|i−j| for all 1 ≤ i ≤ j ≤ p.
For each parameter combination, we generate 100 datasets and each synthetic dataset is
further partitioned into a training set and a test set. For performance measures, we compute
the out-of-sample mean squared error (MSE) and the balanced accuracy rate (Brodersen
et al., 2010), averaged over 100 simulation runs. The Balanced Accuracy Rate (BAR) is a
comprehensive performance metric that combines both the sensitivity and the specificity of a
classifier, defined as
BAR =
1
2
(
TP
TP + FN
+
TN
TN + FP
)
,
where TP, TN, FP, and FN denote the number of true positives, true negatives, false positives,
and false negatives, respectively.
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These synthetic experiments reveal that the Bayesian hierarchical rLASSOs perform as
well as, or better than frequentist rLASSO in most of the examples, which is consistent across
varying levels of sparsity and signal strengths (Table 2). Specifically when the underlying true
model is sparse, the Bayesian methods perform better in terms of all measures with rLASSO
comparing favorably to BayesA but less favorably to BayesB and BayesC in terms of MSE.
This can be explained by the fact that compared to BayesB and BayesC, BayesA estimates
the tuning parameter prior to MCMC sampling and fails to capture the model averaging
effect of estimating λ, leading to larger estimation error. Overall, the BAR values for the
Bayesian methods are all higher than frequentist rLASSO in sparse settings, meaning that
the Bayesian methods can identify the true model more precisely. All the methods perform
worse as the model becomes dense. This is not surprising given that rLASSO assigns large
penalties to small coefficients and avoids selecting overly dense models, yielding sub-optimal
solutions in highly dense settings. The Bayesian methods closely follow this behavior, as not
much variance is explained by introducing the prior when the underlying true model is not
overly complicated.
5.2 Real Data Applications
5.2.1 Prostate Cancer Data
To illustrate a real data application, we pay a revisit to the prostate cancer dataset (Stamey
et al., 1989) that is well-known in the penalized regression literature. This dataset has been
analyzed by many authors including Tibshirani (1996), Park and Casella (2008), Zou and
Hastie (2005), Li and Lin (2010), and Kyung et al. (2010), and is available in the R package
ElemStatLearn. Briefly, it contains n = 97 measurements from prostate cancer patients,
including the logarithm of prostate-specific antigen as the response variable and several clinical
measures as possible predictor variables (p = 8).
We first compare the classical and Bayesian rLASSO estimates using the full dataset. Both
response and predictors are standardized to zero mean and unit variance as a standard pre-
processing step prior to modeling. We find that the classical rLASSO solution does not always
coincide with the joint mode of the fully Bayesian posterior distribution (Figure 2). This can
be explained by the fact that the full Bayes estimator solves a fundamentally different objec-
tive function by marginalizing over the hyperparameters, leading to a considerably different
estimate than the classical solution, paralleling the findings of Park and Casella (2008), Hans
(2010), and Polson et al. (2014) for other regularized estimators.
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Table 1: Benchmarking configurations for the simulation study.
Model Setting (n,p) Σ ρ σ β0
(I) (50, 20) IS 0.0 3
(II) n > p (100, 10) CS 0.5 3
Highly Sparse (III) (100, 50) AR 0.95 1.5 (5, 0, . . . , 0)T
(IV) (50, 50) IS 0.0 1.5 (Tibshirani, 1996)
(V) n ≤ p (100, 200) CS 0.5 3
(VI) (50, 100) AR 0.95 1.5
(VII) (400, 20) IS 0.0 3
(VIII) n > p (50, 20) CS 0.5 3
Fairly Sparse (IX) (100, 10) AR 0.95 3 (3, 1.5, 0, 0, 2, 0, . . . , 0)T
(X) (100, 100) IS 0.0 1.5 (Tibshirani, 1996)
(XI) n ≤ p (50, 50) CS 0.5 1.5
(XII) (100, 200) AR 0.95 1.5
(XIII) (400, 50) IS 0.0 3
(XIV) n > p (400, 200) CS 0.5 1.5
Moderately Sparse (XV) (100, 50) AR 0.95 1.5 ±(1
2
, 3
4
, 1, 5
4
, 3
2
, 0, . . . , 0)T
(XVI) (50, 50) IS 0.0 1.5 (Shin et al., 2018)
(XVII) n ≤ p (100, 200) CS 0.5 3
(XVIII) (50, 200) AR 0.95 3
(XIX) (50, 20) IS 0.0 3
(XX) n > p (400, 100) CS 0.5 1.5
Highly Dense (XXI) (400, 200) AR 0.95 3 (0.85, . . . , 0.85)T
(XXII) (100, 200) IS 0.0 1.5 (Tibshirani, 1996)
(XXIII) n ≤ p (100, 200) CS 0.5 3
(XXIV) (50, 50) AR 0.95 1.5
Specifically, with the exception of age and lbph (both aggressively zeroed out by the
classical method despite showing evidence of an appreciable posterior uncertainty), the final
Bayesian and classical model fits are nearly identical, indicating that the Bayesian rLASSOs,
in general, mimic the frequentist method well, with the added benefit of automatic standard
error estimation of the coefficients, as an effortless byproduct of the corresponding MCMC
procedures. As it is important to account for model uncertainty in prediction while achiev-
ing model selection, the posterior mean estimator under the rLASSO prior is particularly
appealing.
For the purpose of comparison with frequentist rLASSO based on out-of-sample prediction
accuracy, we further divide this dataset into a training set with 67 observations and a test
set with 30 observations. For the convenience of comparison, we use the same train-test split
included in the R package ElemStatLearn (an in-depth out-of-sample validation is provided
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Table 2: Comparison of Bayesian and frequentist rLASSO methods. Values are median out-
of-sample mean squared error (MSE) and median percentage of correct selections as measured
by BAC (Correct%), summarized over 100 simulation runs.
BayesA BayesB BayesC rLASSO
Model MSE Correct% MSE Correct% MSE Correct% MSE Correct%
(I) 135.44 60.53 131.92 55.26 131.88 55.26 135.16 57.89
(II) 90.92 61.11 89.73 55.56 89.49 55.56 90.92 55.56
(III) 8.98 77.04 8.82 68.37 8.82 68.37 9.07 73.47
(IV) 21.71 80.61 25.16 69.39 25.52 69.39 27.33 74.49
(V) 209.25 92.71 209.65 92.71 209.65 92.71 209.81 92.71
(VI) 16.03 90.91 17.43 82.32 17.45 81.82 17.86 87.37
(VII) 84.46 60.29 82.83 94.12 83.17 94.12 84.46 61.76
(VIII) 131.02 58.82 129.19 55.88 129.19 55.88 131.21 55.88
(IX) 89.90 57.14 89.47 57.14 89.47 57.14 89.90 53.57
(X) 13.62 86.60 12.73 86.08 12.64 86.08 13.56 86.08
(XI) 20.50 80.85 22.91 71.28 22.78 71.28 26.11 74.47
(XII) 12.52 76.99 12.03 76.23 11.88 76.23 12.67 76.23
(XIII) 90.87 72.22 86.90 74.44 86.78 74.44 90.87 72.22
(XIV) 6.61 93.59 6.40 94.10 6.39 94.10 6.63 93.59
(XV) 9.01 55.56 8.75 55.56 8.76 54.44 9.10 52.22
(XVI) 29.11 65.56 25.93 64.44 26.60 64.44 30.39 64.44
(XVII) 208.73 52.56 207.13 52.56 207.13 52.56 209.07 52.56
(XVIII) 214.26 53.08 207.04 52.56 207.51 52.56 216.80 52.56
(XIX) 134.08 85.00 129.02 70.00 128.49 62.50 134.20 90.00
(XX) 97.74 30.00 97.00 30.00 97.00 30.00 97.80 30.00
(XXI) 206.53 15.00 212.85 15.00 212.85 15.00 217.20 15.00
(XXII) 232.54 15.00 232.57 15.00 232.57 15.00 232.57 15.00
(XXIII) 640.62 15.00 646.74 15.00 646.74 15.00 644.63 15.00
(XXIV) 20.43 26.00 18.65 47.00 18.96 47.00 21.62 50.00
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Figure 2: Posterior mean and 95% credible intervals for the 8 covariates in the Prostate cancer
dataset with overlaid frequentist rLASSO estimates.
in the next section where we apply the proposed methods to an obesity microbiome data). We
observe that all the three Bayesian rLASSOs give better prediction than the classical rLASSO,
with the BayesB and BayesC methods giving the most precise prediction (Table 3), further
emphasizing the importance of systematic Bayesian treatment of the tuning parameter λ.
Table 3: Mean squared prediction errors for the prostate cancer data based on 30 observations
of the test set for Bayesian and classical rLASSOs. Predictions are based on the posterior
mean for the Bayesian methods (free of post-hoc variable selection) and on the model fitting
by the S5 algorithm by Shin et al. (2018) for the frequentist rLASSO.
Method BayesA BayesB BayesC rLASSO
MSPE 0.5034 0.5006 0.5007 0.5413
5.2.2 Obesity Microbiome Data
To examine predictive performance in a high-dimensional regression setting, we next analyzed
the obesity microbiome dataset (Goodrich et al., 2014), available from the GitHub repository
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https://github.com/cduvallet/microbiomeHD, containing fecal samples from n = 414 in-
dividuals from the TwinsUK population, including 135 obese cases and 279 controls, based on
body mass index (BMI). Raw sequencing data for this study was processed through a stan-
dardized pipeline, as described in Duvallet et al. (2017), yielding a total of 11, 225 microbial
taxonomic features (OTUs).
Following the quality control recommendations provided in Duvallet et al. (2017), we
discard OTUs present in < 5% of the samples. OTUs are further collapsed to the genus level
by summing their respective relative abundances, discarding any OTUs that are unannotated
at the genus level, resulting in a smaller number of highly informative features (p = 99,
including individual OTUs and aggregated elements of the taxonomy) for final modeling (Zhou
and Gallins, 2019). Our goal is to predict BMI directly as a continuous phenotype for the
same 414 individuals using the relative abundances of p = 99 derived microbial features and
then adding p = 100 Gaussian noise variables as extra features, essentially adding additional
noise component to the original stochastic noise in the data. Several authors have studied
the effect of noise on variable selection and predictive performance. See, for example, Cao
et al. (2019); Rossell and Telesca (2017); Shin et al. (2018) and the references therein for more
details.
We employ a repeated 5-fold cross-validation procedure, in which, we randomly partition
the data into five equal folds, iteratively taking each fold as test set and the rest as training
set. We repeat this procedure 20 times (using different training and test sets each time) and
compute the median MSE as our mean squared prediction error (MSPE), wherein models are
fitted on the training set and the mean squared error of the residuals are calculated on the test
set. We apply the same set of competing methods and the same choice of hyperparameters
as before.
The results of this analysis are summarized in Table 4. The conclusions are similar to
those reported in Table 3. Both the BayesB and BayesC methods consistently have better
predictive performance, outperforming frequentist rLASSO in estimation and prediction, while
performing on par with frequentist rLASSO with respect to noise immunity and parsimonious
model selection. Overall, these findings suggest that the reciprocal Bayesian LASSO together
with the frequentist backpropagation is extremely effective in detecting a parsimonious subset
of predictors while maintaining a low out-of-sample prediction error, improving upon the
performance of frequentist rLASSO.
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Table 4: Average model size (MS) and mean squared prediction error (MSPE) based on 5-
fold CV (repeated 20 times) for the obesity microbiome dataset. Predictions are based on the
posterior mean for the Bayesian methods and on the model fitting by the S5 algorithm by
Shin et al. (2018) for the frequentist rLASSO.
p = 99 p = 199
Method MS MSPE MS (Signal) MS (Noise) MSPE
BayesA 30.0 44.48 15.6 14.4 52.44
BayesB 29.8 44.02 13.8 12.1 50.19
BayesC 29.8 43.97 13.9 12.2 50.24
rLASSO 30.0 44.46 15.6 14.4 51.80
6 Extensions
The hierarchies of Section 4 can be used to mimic or implement many other regularization
methods through a carefully-specified prior on β. We briefly describe Bayesian equivalents
of some as-yet-unproposed reciprocal methods. Additional extensions are presented in the
Supplementary Materials.
6.1 Reciprocal bridge regularization
One immediately obvious extension of the reciprocal LASSO is the ‘reciprocalized’ version of
the bridge regression (Frank and Friedman, 1993), which solves the following problem:
arg min
β
(y −Xβ)′(y −Xβ) + λ
p∑
j=1
1
|βj|α I{βj 6= 0},
for some α ≥ 0 (α = 0 corresponds to an L0 penalty), reducing to rLASSO when α = 1. The
Bayesian analogue of this penalization involves using a prior on β of the form
pi(β) =
λ
1
α
2β2Γ( 1
α
+ 1)
exp{− λ|β|α}I{β 6= 0}, (5)
where α > 0 is a shape parameter and λ > 0 is a scale parameter. We refer to this distribution
as Inverse Generalized Gaussian (IGG) distribution. It is to be noted that when α = 2, it
reduces to a reciprocal ridge prior induced by independent inverse normal distributions on the
coefficients. Robert (1991) investigated the properties of this class of priors as a conjugate
prior family in a normal estimation problem. Using a similar decomposition as Proposition 1,
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we have the following:
λ
1
α
2β2Γ( 1
α
+ 1)
e−λ|β|
−α
=
λ
1
α
2β2Γ( 1
α
+ 1)
∫
u>|β|−α
λe−λudu
=
∫ ∞
0
η
1
α
2β2
I{|β| > η 1α}︸ ︷︷ ︸
Double Pareto(xm=η
1
α , ψ=1)
λ(
1
α
+1)
Γ( 1
α
+ 1)
η−(
1
α
+1)−1 exp(
−λ
η
)︸ ︷︷ ︸
Inverse Gamma( 1
α
+1, λ)
dη.
The hierarchical representations of the types in Section 3 can be achieved by placing appro-
priate independent distributions on the corresponding latent variables.
The penalty function in (1) can also be made ‘adaptive’ by choosing variable-specific tuning
parameters as follows:
arg min
β
(y −Xβ)′(y −Xβ) +
p∑
j=1
λj
|βj|α I{βj 6= 0},
where λj > 0 is the tuning parameter for the j
th coefficient, which can be effortlessly ap-
pended (for estimation purposes) in the corresponding MCMC algorithm without significantly
increased computational burden, unlike the frequentist framework which must solve a multi-
hyperparameter optimization problem to estimate β.
6.2 Extensions to logistic and quantile regression
The proposed methods can be extended to logistic regression (LR) and quantile regression
(QR) by adding another layer of hierarchy in the corresponding MCMC algorithms. Briefly,
this can be achieved by introducing a second set of latent variables to represent the corre-
sponding LR and QR likelihoods as mean variance mixtures of Gaussian models with respect
to known mixing measures, while attempting to minimize the following penalized likelihoods:
βˆLR = arg min
β
n∑
i=1
log(1 + exp{−yix′iβ}) + λ
p∑
j=1
1
|βj|I{βj 6= 0}, y ∈ {±1},
βˆQR = arg min
β
n∑
i=1
{|yi − x′iβ|+ (2q − 1)(yi − x
′
iβ)}+ λ
p∑
j=1
1
|βj|I{βj 6= 0}, q ∈ (0, 1).
We skip the Bayes construction details due to space constraints, and refer the readers to the
corresponding distributional theory presented in Polson and Scott (2013) and Polson et al.
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(2013).
6.3 Reciprocal Bayesian LASSO for general models
Finally, within the realm of reasonable large-sample approximation, similar MCMC algo-
rithms can be used to fit Bayesian analogues of rLASSO-penalized general regression models,
extending the reciprocal Bayesian LASSO to more complex models such as generalized linear
models (GLMs), Cox’s models, count models including zero-inflated models, and so on. Let
us denote by L(β) the negative log-likelihood. Following Wang and Leng (2007), L(β) can be
approximated by least-squares approximation (LSA) as follows:
L(β) ≈ 1
2
(β − β˜)′Σˆ(β − β˜),
where β˜ is the MLE of β and Σˆ−1 = δ2L(β)/δβ2. Therefore, for a general model, the
conditional distribution of y is given by
y|β ∼ exp
{
−1
2
(β − β˜)′Σˆ(β − β˜)
}
.
This allows the general likelihoods to be similarly represented using the hierarchies introduced
in Section 3, yielding tractable full conditional distributions.
7 Conclusions
We have described a series of Bayesian methods that allow practitioners to estimate the full
joint distribution of regression coefficients under the reciprocal LASSO model. Our formu-
lation obtained through a particular scale mixture of inverse uniform densities combines the
best of both worlds in that fully Bayes inferences are feasible through its hierarchical rep-
resentation, providing a measure of uncertainty in estimation, while the implementation of
a post-hoc sparsification method distills the potentially high-dimensional Bayesian posterior
distribution into simple, interpretable model. Given the excellent performance in a variety
of simulation studies and real data applications, the reciprocal Bayesian LASSO should be
useful as a nonlocal prior in a broad variety of settings.
On the practical side, these methods can be implemented in commercial software with
minimal programming effort. They can also be readily extended to several other penalties,
providing a unified framework for reciprocal regularization. Being directly based on Bayesian
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hierarchical formulation, our approach has two major advantages: its conceptual simplicity
within a well-established framework and its transportability (e.g. extensions to binary or
quantile reciprocal LASSO regression for which no frequentist solutions exist). This signifi-
cantly expands the scope of reciprocal LASSO, setting the ground for future methodological
developments. To facilitate reproducibility and replication, an R package implementing these
methods is made publicly available on the first author’s GitHub website.
Our technical groundwork in this paper focuses on Bayesian variable selection without
the need of traditional spike-and-slab prior formulation (Shi et al., 2019) or model averaging
(Leng et al., 2014), which represents a promising next step for future work. Alternative to the
MCMC-based approaches discussed here, one may also consider variational algorithms, which
can significantly reduce the computational bottlenecks associated with the fully Bayesian
approaches, although at the cost of being less accurate and more sensitive to parameter ini-
tialization. A computationally efficient adaptation of our approach to GLMs and survival
models (i.e. without enforcing local approximation strategies such as LSA) may yield further
advantages. Similar to the resurgence of Bayesian LASSO-inspired methodological develop-
ments in the last decade or so (Hahn and Carvalho, 2015), our framework opens doors for
further research in developing theoretical insights as well as computational advances in many
more interesting problems such as shrinkage of basis coefficients in nonparametric regression
and covariance matrix estimation and in settings such as multivariate longitudinal analysis,
factor analysis, and nonparametric Bayes modeling. We thus hope to see a rapid expansion
in both the scalability and applicability of reciprocal Bayesian LASSO in future studies.
Supplementary Materials
Proofs and derivations referenced in Section 2, algorithmic details referenced in Section 4, and
additional extensions referenced in Section 6 are provided in the Supplementary Materials.
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Supplementary Materials
A. Proofs
A.1. SMDP Representation
Let β ∼ DP(xm, ψ) denote that β has a symmetric double Pareto (or inverse Uniform) density
satisfying the following definition.
Definition 1 A random variable β with scale parameter xm > 0 and shape parameter
ψ > 0 follows a double Pareto (type I) distribution if its density function f is of the form
f(β) = ψx
ψ
m
2β(ψ+1)
I{|β| ≥ xm}, where I(.) denotes an indicator function.
Proof of Proposition 1: For an inverse Laplace distribution with scale parameter λ > 0,
the following is obvious
λ
2β2
e−λ|β|
−1
=
λ
2β2
∫
u>|β|−1
λe−λudu.
Consider the transformation, u→ η ≡ u−1, which implicitly absorbs a factor of η−1 from the
normalization constant of the double Pareto kernel into the inverse gamma conditional for η
as follows:
=
∫ ∞
0
η
2β2
I{|β| > η}︸ ︷︷ ︸
Double Pareto(xm=η, ψ=1)
λ2
Γ(2)
η−2−1 exp(
−λ
η
)︸ ︷︷ ︸
Inverse Gamma(2, λ)
dη.
This proves Proposition 1.
A.2. SMTN Representation
In order to derive the SMTN representation of the inverse Laplace density, we introduce the
following definition and lemma.
Definition 2 A random variable β with location parameter µ, scale parameter ξ, and shape
parameter α follows a generalized double Pareto distribution if its density function f is of the
form f(β) = 1
2ξ
(
1 + |β|−µ
αξ
)−(α+1)
, where |β| ≥ µ, α > 0, ξ > 0, and µ ∈ R.
Let β ∼ GDP(µ, ξ, α) denote that β has a generalized double Pareto density with location
parameter µ, scale parameter ξ, and shape parameter α, where |β| ≥ µ, α > 0, ξ > 0, and
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µ ∈ R. Armagan et al. (2013) derived the SMN representation of the GDP distribution for
µ = 0. Here we extend the result for general µ and provide the following lemma.
Lemma 1 Let β ∼ N(0, ζ)I(|β| > µ), ζ ∼ Exp(λ2/2), and λ ∼ Gamma(α, η), where α > 0
and η > 0. The resulting marginal density for β is GDP(µ, ξ = η/α, α).
Proof of Proposition 2: By virtue of Lemma 1, the proof is an immediate consequence
of the fact that a GDP(µ, ξ, α) distribution reduces to a double Pareto (type I) distribution
DP(xm, ψ) with xm = ξ/α, ψ = 1/α, and µ = ξ/α. Setting α = 1 completes the proof.
B. MCMC Algorithms for the Reciprocal Bayesian LASSO
Input: (y, X)
Initialize: (β, σ2,u, λ)
for t = 1, . . . , (tmax + tburn-in) do
1. Sample u|. ∼
p∏
j=1
Exponential(λ)I{uj > 1|βj|}.
2. σ2|. ∼ Inverse Gamma (n−1
2
, 1
2
(y −Xβ)′(y −Xβ)).
3. Generate β|. from a truncated multivariate normal proportional to
Np(βˆMLE, σ
2(X ′X)−1)
p∏
j=1
I{|βj| > 1
uj
}.
end for
Update: Hyperparameter λ as required
Figure S1: The Reciprocal Bayesian LASSO Gibbs Sampler Using SMDP.
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Input: (y, X)
Initialize: (β, σ2, ζ,λ,u, λ)
for t = 1, . . . , (tmax + tburn-in) do
1. Sample u|. ∼
p∏
j=1
Exponential(λ)I{uj > σ|βj|}.
2. ζ|. ∼
p∏
j=1
Gamma(2,
( |βj|
σ
+
1
uj
)
).
3. τ−1|. ∼
p∏
j=1
Inverse-Gaussian(
√
ζ2j σ
2
β2j
, ζ2j ).
4. Generate σ2|. from a truncated inverse gamma proportional to
Inverse-Gamma(
n− 1 + p
2
,
R + β
′
T−1β
2
)I{σ2 < Minj(β2ju2j)}
where R = (y −Xβ)′(y −Xβ) and T = diag(τ1, . . . , τp).
5. Generate β|. from a truncated multivariate normal proportional to
Np((X
′X + T−1)−1X
′
y, σ2(X ′X + T−1)
−1
)
p∏
j=1
I{|βj| > σ
uj
}.
end for
Update: Hyperparameter λ as required
Figure S2: The Reciprocal Bayesian LASSO Gibbs Sampler Using SMTN.
C. Additional Extensions
C.1. An Alternative Formulation Using Reciprocal n-monotone Den-
sities
An alternative representation motivated by the Bayesian bridge formulation of Polson et al.
(2014) can also be reinforced for the Bayesian reciprocal bridge prior (described in Section
6). In particular, building on a classic theorem of Schoenberg and Williamson, Polson et al.
(2014) showed that any n-monotone density f(x) can be represented as a scale mixture of
betas and the mixing distribution can be explicitly determined by using the derivatives of f .
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Here we extend the result of Theorem 2.1 of Polson et al. (2014) to reciprocal n-monotone
densities and introduce the following lemma.
Lemma 2 Let f(x) be a bounded density function that is symmetric about zero and n-monotone
over (0,∞), normalized so that f(0) = 1. Let C = {2 ∫∞
0
f(t)dt}−1 denote the normalizing
constant that makes f(x) a proper density on the real line. Then the reciprocal of f can be
represented as the following mixture for any integer k, 1 ≤ k ≤ n:
Cf( 1
x
)
x2
=
∫ ∞
0
1
sx2
k
{
1− 1
s|x|
}k−1
+
g(s)ds,
where a+ = max(a, 0), and where the mixing density g(s) is
g(s) = Ck−1
k−1∑
j=0
(−1)j
j!
{
jsjf (j)(s) + sj+1f (j+1)(s)
}
.
Following Polson et al. (2014), we refer to the resulting kernel functions as reciprocal (or
inverse) Bartlett–Fejer kernels. Using k = 2 and extending Corollary 1 of Polson et al. (2014),
we have the following result.
Corollary 1 Let f(x) be a function that is symmetric about the origin; integrable, convex,
and twice-differentiable on (0,∞); and for which f(0) = 1. Let C = {2 ∫∞
0
f(t)dt}−1 denote
the normalizing constant that makes f(x) a density on the real line. Then the reciprocal of f
has the following mixture representation:
Cf( 1
x
)
x2
=
∫ ∞
0
1
st2
{
1− 1
s|t|
}
+
Cs2f
′′
(s)ds,
where a+ = max(a, 0).
Using the corollary, we have the following alternative representation for the reciprocal
bridge prior:
λ
1
α
2β2Γ( 1
α
+ 1)
e−λ|β|
−α
=
∫ ∞
0
λ
1
α
β2w
1
α
{
1−
∣∣∣∣∣ λ
1
α
βw
1
α
∣∣∣∣∣
}
+
p(w|α)dw,
p(w|α) = 1 + α
2
c1w
1+ 1
α e−w +
1− α
2
c2w
1
α e−w,
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where c1 and c2 are the normalizing constants for the component-wise densities in the gamma
mixture. The reciprocal Bayesian LASSO naturally arises as a special case, for which the
second mixture component vanishes. It is not clear whether an efficient Gibbs sampler can be
based on this hierarchy, however.
C.2. A Unified Framework for Reciprocal Shrinkage Densities
In the proof of Corollary 1 of Polson et al. (2014), k = 1 recovers the well-known fact that
monotone densities are scale mixtures of uniform densities, which leads to the following char-
acterization based on the scale mixture of inverse uniform or double Pareto densities for the
reciprocal shrinkage priors.
Corollary 2 Let f(x) be a function that is symmetric about the origin; integrable, convex,
and once-differentiable on (0,∞); and for which f(0) = 1. Let C = {2 ∫∞
0
f(t)dt}−1 denote
the normalizing constant that makes f(x) a density on the real line. Then the reciprocal of f
has the following mixture representation:
Cf( 1
x
)
x2
=
∫ ∞
0
1
st2
I{|t| > 1
s
} Csf ′(s)ds,
where I(.) denotes an indicator function.
Applying Corollary 2 to pi(β)(β ∈ R) for which pi′(β) exists for all β, we can define a
similar double Pareto scale mixture representation for general reciprocal monotone densities
(up to normalizing constants):
pi(θ) ∝ pi(θ|t)× h(t), (6)
where θ = 1
β
, pi(θ|t) = 1
Uniform(−t,t) , and h(t) = −2t× pi′(t).
This implies that there may be many interesting cases where the new approach could be
useful, especially in ‘nonlocalization’ or ‘reciprocalization’ of a local shrinkage prior that be-
longs to the class of monotone densities. Although a long discussion here would lead us astray,
we briefly characterize various ‘reciprocalized’ shrinkage priors by capitalizing on (6).
One natural candidate for shrinkage priors is the Student’s t distribution with v (v > 0)
degrees of freedom given by pi(β) ∝ (1 + β2
λ2
)−
(v+1)
2 , the reciprocal of which (i.e. pi(θ), θ = 1
β
)
can be written as follows:
pi(θ) ∝ pi(θ|t)× h(t),
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where pi(θ|t) ∝ 1
Uniform(−t,t) and h(t) ∝ t2(1 + t
2
λ2
)−
(v+3)
2 .
As the second example, consider the generalized Double Pareto distribution (Armagan
et al., 2013) given by pi(β) ∝ (1 + |β|
τ
)−(1+α), which can be reciprocalized as follows
pi(θ) ∝ pi(θ|t)× h(t),
where pi(θ|t) ∝ 1
Uniform(−t,t) and h(t) ∝ t(1 + tτ )−(2+α).
Finally, consider the Horseshoe prior (Carvalho et al., 2010), which does not have a closed
form density but has two desirable properties for shrinkage estimation: an infinite spike at zero
and heavy tails. Recently, Wang and Pillai (2013) considered a ‘logarithm’ shrinkage prior
that has ‘Horseshoe-like’ properties with the added advantage of an explicit density function
given by
pi(β) ∝ log(1 + τ
2
β2
).
It is easy to see that the corresponding ‘reciprocalized Horseshoe-like’ prior has the following
scale mixture representation:
pi(θ) ∝ pi(θ|t)× h(t),
where pi(θ|t) ∝ 1
Uniform(−t,t) and h(t) ∝ (1 + t
2
τ2
)−1I{t > 0}.
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