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Abstract-This paper is a continuation of a study of numerical software for evaluating elementary 
functions in a microcomputer nvironment. Here we describe three algorithms for evaluation of the 
exponential function that are based on rationals, polynomials and coarse table look-up, respectively. Focus 
is on the design of fast algorithms that preserve full machine precision in small scale machines which use 
truncated binary fixed point arithmetic with at most a sixteen-bit wordlength. Included in the paper is a 
comparison of the performance of these algorithms implemented in two contemporary microcomputers. 
1. INTRODUCTION 
This paper, which is the third in a series[l,2] focuses on the design of efficient code for 
evaluating the exponential function in microcomputers. To contrast computing requirements, 
the paper begins in Section 2 with a brief discussion of algorithms commonly used in maxi- and 
minicomputers [3-71. Section 3 describes algorithms for approximating the exponential function 
with polynomials, rationals and coarse table look-up. In Section 4 we compare the performance 
of those algorithms implemented in an M6800 and a TMS9900. 
The proliferation of microcomputers and other microprocessor-based systems amplifies the 
importance of development of efficient numerical software for these devices. Unfortunately, 
this development cannot be accomplished through a casual transfer of the techniques and 
methods currently in use in large scale machines. This is due primarily to the greater demand 
that the limited resources and computational power of microcomputers places upon software in 
terms of storage, time and accuracy. To counter such demands it is necessary to skillfully 
design software customized to the particular hardware device. In fact, it appears that micro- 
computers will be used in increasingly complex situations, most notably in dedicated dis- 
tributive systems requiring software that is highly specialized to the device and its use. The 
development of numerical algorithms for microprocessor-based systems should address such 
issues. The following algorithms erve to illustrate this point. 
2. ALGORITHMS FOR LARGE-SCALE MACHINES 
In this section we briefly describe a few algorithms currently in use in large scale machines. 
Details are found in the references indicated. 
For the IBM 360 series, e’, for x in a specified interval, is evaluated by the following 
steps [3]: 
(1) Obtain y = -x log? e; 
(2) Compute z = y - n where n = [y], the greatest integer less than or equal to y; 
tThis work was supported by the National Science Foundation under Grant NSF MCS-76-12457. 
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(3) Approximate 2-’ according to 
2-2 J 1 - c,z . 
c*z2+z+c~-.-&’ 
5 
(1) 
(4) Obtain 
e’ * 2-” 2-‘_ (2) 
Note that three multiplies, two divides, and five additions are required for the above algorithm. 
All such operations are performed in double precision with the coefficients, C’it given to ten 
decimal places. 
The algorithm for the exponential function in the CDC CYBER series computers utilizes the 
following procedure [4]: 
(1) Obtain the n integer digits and u fractional digits of x such that 
(x)(16/in 2) = n + u; 
(2) To perform a range reduction, first note that 
ex = p/ln2) = (2l/lf~)(l6xh 2) 
Then writing n = 16q + r, where 4, r are integers with 0 I r < 16, we have 
(3) Obtain (2”16)’ from a table; 
(4) Compute 
u(C, + C2u2) 
(2”16)“=u+2(c~+u2)-u(c,+c2u~~ (6) 
(3) 
(4) 
(5) 
(5) e’ is approximated according to (5). 
Similar to the IBM System 360 algorithm, this algorithm also requires arithmetic operations 
with extended precision coefficients. The values of Ci can be found in [4,5]. Note that both of 
these algorithms are based upon rational approximation. 
For minicomputers, Cody and Waite[8] propose the following: 
(1) Express eX as 
e’ = (eg)(2N) 
where 
x=NIn2+g) 
with 
lgl< (In 2)/2. 
This is implemented by computing N so that 
g=(x-C,N)-C2N 
(7) 
(8) 
(9) 
(10) 
Evaluation of functions on microcomputers 
satisfies ]gj < (In 2)/2. Here C, and C, are stored values such that 
C, + C, = In 2. 
(2) Let R(g) be a rational approximation of eR for (gj < (In 2)/2 given by 
Jqg) = c3 + Gg 
G + Cd 
505 
(11) 
(12) 
(3) Approximate ” according to 
e” = (13) 
All are 
K, Y. = 0, and Z,, = x, where K is a stored constant set to 1.25. 
(2) Choose ai to force Z + 0 in 
Zi+I = Zi + (Yi 
where we define 
(yi =--&tan-’ [d(-l)&l 
and 
& = 2-i 
(14) 
(15) 
(this step should be performed twice whenever i = 4 or 13). 
(3) With each iteration, generate 
Xi+, = X - YJi 
and (16) 
yi+l = Yi - XiSi* 
(4) After n iterations where n is the machine wordlength, approximate L according to 
ex = X, + Y,. 
Note that, although the algorithm employs only shift and add sequences instead of multiplies 
and divides, setting K = 1.25 requires considerable more code in order to separately maintain 
the integer and fractional parts of the argument in a short wordlength fixed point microcomputer. 
Each of the previous algorithms demand arithmetic operations, precision, and arithmetic 
type (i.e. floating point) far beyond that capable of most microprocessors. Although the rational 
approximation methods are useful guides to the design of routines for sixteen-bit machines, 
their implementation, if carefully considered, should be quite different as we shall see in the 
next section. For eight-bit machines, the best methods are altogether different han the methods 
of this section. 
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3.NUMERlCALALGORlTHMSFORTHE EVALUATION OF e’ IN MICROCOMPUTERS 
In this section we describe three numerical algorithms for the evaluation of the exponential 
function based on polynomials, rationals, and coarse table look-up, respectively. The three 
crucial requirements for these algorithms are minimal storage, minimal time, and accuracy. 
A. Polynomial approximation (8-bit machines) 
(1) General description. For 8-bit microcomputers where the leading bit is a sign bit and the 
remaining seven bits represent the value of the number, a polynomial of the form 
CYX + /3x? (17) 
can be used to approximate x - 1 to full machine precision where a and p can be chosen so 
that multiplication by these coefficients reduces to a few shifts and adds. The cost of this 
algorithm is thus roughly that of the multiply in forming x’. 
(2) Argument reduction restoration. Argument reduction, if necessary, of the input variable, 
x, is performed by the appropriate number of additions or subtractions of a rounded ap- 
proximation to In 2. Argument restoration is then accomplished by simple right or left shifts. 
Specifically, to compute ex let M be determined so that y = x - M In 2 is in [-(ln 2)/2, (In 2/2). 
Then eX = 2”ey. [Note that we are recommending that multiples of In 2 rounded to machine 
precision be used to reduce x. In fact, the reduction procedure depicted in (10) is not as 
accurate for short wordlength machines, an observation that has been confirmed in our 
numerical experiments.] Note that the central algorithm, which approximates ey - 1 for y in 
[-(ln 2)/2, (In 2)/2 produces values in the interval [(d/2/2) - 1, ~‘2 - 1). 
(3) Maintenance of accuracy. In an 8-bit microprocessor, it is essential that full machine 
accuracy be produced in most cases. To accomplish this, certain simple procedures hould be 
used. For example, the approximation of eX - 1 instead of eX can be used to retain an extra bit 
of precision. Moreover, a limited floating point approach can be used by left justifying the 
intermediate results of critical steps in the algorithm. Finally, in the event that the value of 
eX - 1 exceeds unity, the sign bit should be eliminated and the carry retained in the sign bit 
position. 
(4) Sequence of steps. (Assume argument reduction has been performed such that -(in 2)/2 5 
x <(In 2)/2, where x is an 8-bit binary number.) (a) If x = 0, set ex - 1 = 0 and return; (b) if 
x < 0, set CY = 1 and /3 = l/2; if x > 0, set (Y = 1 and p = (l/2 + l/32); (c) let n be the number of 
leading zeros in x and set x0 = 2” * x (i.e. left justify x); (d) approximate x according to 
ex - 1 = [x0 + (xopX)]2-“. (18) 
If x = -(0.0101100)2 = -0.34375, the smallest 8-bit number greater than -(In 2)/2, then the 
approximation (18) for this x is decremented one binary bit (i.e. 2-‘) to improve accuracy at this 
single discrete point. 
We emphasize that this algorithm design represents an attempt to secure as much accuracy in 
approximating eX - 1 as is possible. This is precisely the purpose of the floating-point-type 
manipulations in steps 3 and 4. Hence, design of a routine based upon this algorithm requires 
choosing the representation of the output based upon (18). It is generally most accurate to 
represent e’ - 1 by outputting separately the values for n and x0 t (xopx). It may, on the other 
hand, be preferred to output the actual value of the r.h.s. of (18) or, further, to output the 
approximation to e’ instead of e+ - 1. The decision here rests on the application and should be 
taken in light of any argument restoration phase that is needed. 
B. Rational approximation (16-bit machines) 
(1) General discussion. For 16-bit microcomputers, a low-order polynomial approximation is
not sufficiently accurate to justify its use. In this case, rational approximations compete 
favorably with high-order polynomial approximations assuming that division is not significantly 
more expensive than a few multiplies. In 16-bit microcomputers, we suggest he rational 
approximation for eX - 1 of the form 
xl2 
P,x2 - Pox + 0.12’ (19) 
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This approximation should be used over the range of binary numbers in [-(in 2)/2, (In 2)/2, with 
PO= l/4 and P, = [(1/32)+(1/128)+(1/512)+(1/2048)]. Note that the denominator can be cal- 
culated using only one multiply and a few adds and shifts. Note, also, that this approximation 
for eX has the important property that R(x) R(-x) = 1. 
(2) Argument reduction/restoration. Same as (2) above. 
(3) Maintenance of accuracy. In addition to the procedures indicated in 3.A(3), the com- 
putational sequence indicated in Section 3.B(4) is necessary in order to suppress the detrimental 
effects of truncation in the multiply and divide operations. 
(4) Sequence of steps. (a) If x = 0, set eX - I = 0 and return; (b) compute P,x* by forming x2 
and executing 11 rights shifts and three adds as required by the value P, = 2-’ + 2-’ -t 2-9 + 2-l’; 
(c) shift x right to obtain P,,x, subtract it from the result obtained in step (b) and add 0.1,; (d) 
ex - I is approximated by dividing the result of step (c) into x/2. 
C. Coarse table look-up 
The coarse table look-up schemes treated here are based on the factorization: 
(20) 
where x = x, + x2 and x, and x2 represent a partition of x into its most and least significant bits, 
respectively. The number of bits of x that should be represented in xl depends upon the 
machine wordlength and application requirements. The coarse table look-up consists of a 
memory fetch for (e”l- I) and the evaluation of (e’l- I) using a slight modification of the 
Taylor approximation followed by a multiply. The number of bits represented in xl thus 
determines the size of the stored table of values. 
(I) g-Bit machines. For the primary range [-(In 2)/2, (in 2)/2), xl should consist of the three 
leading (i.e. most significant) bits of x so that x2 represents the four least significant bits of x. 
This requires five table values for e X~ - I since x, E (0, ?O.OOI, ?O.OlO}. The approximation of 
ex’ - I is then made by the modified two-term Taylor expansion: 
ex2- I =x2+$ (21) 
with the one exception that for xl = -0.010, we use 
e”2-I =x2++. (22) 
Note that only one multiply is required to obtain the final value of eX - I using (20). 
Sequence of steps (assuming argument reduction is complete). (a) If x = 0, set eX - I = 0 and 
return; (b) obtain xl and x2. If x1 = -0.0010, approximate x2- I by the expression in (22), 
otherwise use (21); (c) use x, to fetch the table value for eX1 - I; (d) approximate x - I 
according to (20) using the results from steps (b) and (c). 
(2) 16-Bit machines. For I6 bit machines, we use the approximation 
ex - I = (e” - 1). x2+x2 + (e”l - I), (23) 
where x = x1 +x2, xl represents the leading eight bits of xl, and x2 represents the last seven. 
(e”l - 1) is obtained from a table consisting of 157 entries 
Sequence of steps. (a) Obtain x1 and x2, and use x1 to access the table value for (e”l- 1); (b) 
approximate * - I according to eX - I = {[(e’l - I) . x2] +x2} + (e”l - I). 
4. NUMERICAL RESULTS 
Table 1 presents the results of a comparison of the techniques described in Section 3. The 
performance of the CORDIC algorithm in the 16-bit case is included for reference. Timing and 
accuracy behavior were obtained using simulated experiments on a CYBER 172. Memory 
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Table 1. Comparison of algorithm performance 
Maximum 
Absolute 
(16-Bit/TMS9900) 
COROIC 
(16-Bit/M6800 
using double 
precision) 
Without Hardware Mu1 tiply 9.6ms *-12 154 Eytes 
*Includes storage for constants 
requirements were determined by counting the actual code requirements for the M6800 and 
TMWOO microprocessors. Note that the TMS9900 has hardware multiply. 
For &bit machines, the polynomial and coarse table look-up techniques are roughly 
comparable in terms of timing and memory usage. The polynomial method increases precision 
by 10% with only a 15% increase in execution time and a 5% increase in memory. For 
sixteen-bit machines, rational approximation requires much less memory than table look-up, 
although the latter is 48% faster. 
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