Abstract. In this article, we interpret affine Anosov representations of any word hyperbolic group in SO0(n − 1, n) ⋉ R 2n−1 as infinitesimal versions of representations of word hyperbolic groups in SO0(n, n) which are both Anosov in SO0(n, n) with respect to the stabilizer of an oriented (n−1)-dimensional isotropic plane and Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane. Moreover, we show that representations of word hyperbolic groups in SO0(n, n) which are Anosov in SO0(n, n) with respect to the stabilizer of an oriented (n − 1)-dimensional isotropic plane, are Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane if and only if its action on SO0(n, n)/SO0(n − 1, n) is proper. In the process, we also provide various different interpretations of the Margulis invariant.
Introduction
In this article we investigate the techniques introduced by GoldmanMargulis in [GM00] and by Goldman-Labourie-Margulis in [GLM09] , for higher dimensional Margulis spacetimes. In particular, we interpret affine Anosov representations of any word hyperbolic group in SO 0 (n−1, n)⋉R 2n−1 as infinitesimal versions of representations of word hyperbolic groups in SO 0 (n, n) which are both Anosov in SO 0 (n, n) with respect to the stabilizer of an oriented (n − 1)-dimensional isotropic plane and Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane. Moreover, we show that representations of word hyperbolic groups in SO 0 (n, n) which are Anosov in SO 0 (n, n) with respect to the stabilizer of an oriented (n − 1)-dimensional isotropic plane, are Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane if and only if its action on SO 0 (n, n)/SO 0 (n − 1, n) is proper. In the process, we also provide various different interpretations of the Margulis invariant and their linear counterparts.
In [GM00] , Goldman-Margulis showed that the marked Margulis invariant spectrum of an affine representation in dimension three can be interpreted as derivatives of the marked length spectrum of surfaces. Using this interpretation and the fact that the marked length spectrums of two compact surfaces without boundaries do not uniformly supercede each other, they were able to show that representations in SO 0 (1, 2), of the fundamental groups of compact surfaces without boundaries, do not admit affine deformations which act properly on R 3 . The fact that representations in SO 0 (1, 2), of fundamental groups of compact surfaces without boundaries, do not admit affine deformations which act properly on R 3 , first appeared in an unpublished work of Mess which was later published in [Mes07] . Mess used completely different techniques to prove the result. Later on, in [Lab01] Labourie was able to extend this result considerably. He proved that Fuchsian representations of fundamental groups of compact surfaces without boundaries in SO 0 (n − 1, n) do not admit affine deformations which act properly on R 2n−1 . While proving this result Labourie introduced certain invariants which we call Labourie-Margulis invariants to gauge proper actions. These invariants can be thought of as continuous versions of Margulis invariants. The proof given by Labourie was very different from the proofs given both by Goldman-Margulis and Mess. In particular, he did not need to interpret Margulis invariants as derivatives of some appropriate eigenvalues to prove the result. Later on, in [GLM09] , Goldman-Labourie-Margulis, using Labourie-Margulis invariants, gave an equivalent criterion for proper actions of non abelian free subgroups of SO 0 (n − 1, n) ⋉ R 2n−1 with Fuchsian linear part. This result was extended by Ghosh-Treib in [GT17] . They introduced the notion an affine Anosov representation in SO 0 (n − 1, n) ⋉ R 2n−1 and showed that representations of word hyperbolic groups which are Anosov in SO 0 (n − 1, n) with respect to the stabilizer of a maximal isotropic plane act properly on R 2n−1 if and only if they are affine Anosov with respect to the stabilizer of an affine null plane.
The notion of an Anosov representation in SL(n, R) first appeared in the works of Labourie [Lab06] . He used this notion to show that Hitchin representations [Hit92] satisfy certain nice geometric properties. The definition of an Anosov representation given by Labourie is dynamical in nature and its dynamics resembles the notion of an Axiom A flow appearing in the dynamical systems literature. Later on, Guichard-Wienhard [GW12] extended the notion of an Anosov representation to other semisimple Lie groups. Subsequently, a more algebraic description of Anosov representations appeared in the works of Kapovich-Leeb-Porti [KLP14, KLP17, KLP18] and Guéritaud-Guichard-Kassel-Wienhard [GGKW17] . In this article, we use the dynamical description of an Anosov representation. Further dynamical properties of these representations were proved by Bridgeman-Canary-LabourieSambarino in [BCLS15] . Moreover, the notion of an affine Anosov representation was introduced recently in the works of Ghosh [Gho17b, Gho17a] and Ghosh-Treib [GT17] , to define appropriate notions of Anosov representations into affine groups of the form SO 0 (n − 1, n) ⋉ R 2n−1 .
One of the objectives of this article is to reinterpret the approach taken by Goldman-Margulis mentioned above and provide an interpretation of the Margulis invariant spectrum in terms of derivatives of certain eigenvalue gap spectrum. To interpret the Margulis invariant spectrum as derivative of marked length spectrums, Goldman-Margulis used crucially the fact that SO 0 (1, 2) ∼ = PSL(2, R) and the fact that the linear action of SO 0 (1, 2) on R 3 is the same as the adjoint action of SO 0 (1, 2) on its Lie algebra. Unfortunately, in higher dimensions both these facts are not easy to generalize directly. That is, there is no known interpretation of the linear action of SO 0 (n − 1, n) on R 2n−1 in similar terms. Due to this reason, we had to reinterpret the derivative formula, this time by considering deformations of representations in SO 0 (1, 2) inside SO 0 (2, 2). This reinterpretation luckily admits generalizations to higher dimensions. We show that affine deformations in SO 0 (n−1, n)⋉R 2n−1 of representations ρ of word hyperbolic groups in SO 0 (n−1, n) which are Anosov with respect to the stabilizer of a maximal isotropic plane can be interpreted as conjugacy classes of infinitesimal deformations of ρ in SO 0 (n, n). Using this interpretation we prove the following result:
Proposition 0.0.1. Let Γ be a word hyperbolic group and let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations with u = d dt t=0 ρ t . Moreover, let v 0 ∈ R 2n be any fixed vector of SO 0 (n − 1, n) and let ρ 0 (Γ) ⊂ SO 0 (n − 1, n) be Anosov with respect to the stabilizer of a maximal isotropic plane in R 2n−1 . Then (ρ 0 , uv 0 )(Γ) is a subgroup of SO 0 (n − 1, n) ⋉ R 2n−1 and for any γ ∈ Γ which is not identity, the Margulis invariant of (ρ 0 , uv 0 )(γ) is proportional to the derivative at t = 0 of the logarithm of the ratios of the two mid eigenvalues of ρ t (γ).
We also prove a similar result for Labourie-Margulis invariants (for more precise statements please see Propositions 2.1.6, 2.2.4 and 2.2.6). In the process of proving this result we found out that Margulis invariants can also be interpreted as affine crossratios. In this article we define affine crossratios for any four mutually transverse affine null planes in R 2n−1 and in Propositions 2.3.2 and 2.3.1 we show how they are intimately related with Margulis invariants. Similar results in the case of dimension three were found by Charette-Drumm in [CD04] and by Ghosh in [Gho17b] . Moreover, in Proposition 2.4.2, we also provide nice algebraic expressions for the linear counterparts, in SO 0 (n, n), of these affine crossratios. To the best of our knowledge this result is completely novel and we are not aware of any earlier work in this direction. Using these expressions, in Proposition 2.4.7, we have been able to compute explicit algebraic expressions for limits of the following kind:
where γ, η are suitable hyperbolic elements of SO 0 (n, n) and λ(γ) is the ratio of the mid eigenvalues of γ. We have also proved in Proposition 2.3.5 similar results regarding Margulis invariants. These expressions in the case of dimension three was already known by works of Charette-Drumm [CD04] and Ghosh [Gho17b] .
Moreover, using the interpretation of Margulis invariants in terms of derivatives of eigenvalue gaps we are able to establish connections between affine Anosov represenations in SO 0 (n − 1, n) ⋉ R 2n−1 and certain special Anosov representations in SL(2n, R). We prove the following result:
Theorem 0.0.2. Let Γ be a word hyperbolic group and let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations with u = d dt t=0 ρ t . Moreover, let v 0 ∈ R 2n be any fixed vector of SO 0 (n − 1, n) and let ρ 0 (Γ) ⊂ SO 0 (n − 1, n) be such that (ρ 0 , uv 0 ) : Γ → SO 0 (n − 1, n) ⋉ R 2n−1 is affine Anosov with respect to the stabilizer of an affine null plane in R 2n−1 . Then locally the representation ρ t for t = 0, seen as a representation in SL(2n, R) is Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-plane.
Theorem 0.0.2 hinted that an equivalent criterion for proper actions on SO 0 (n, n)/SO 0 (n − 1, n) in terms of Anosov representations, along the lines of results obtained by Ghosh-Treib in [GT17] , should also hold true. Our expectation was confirmed during an email exchange with Danciger-Zhang and we learnt about a precise statement of this result for fundamental groups of compact surfaces without boundary. Later on, we found out that most of the techniques used in proving the results contained in [GT17] can also be successfully applied to this case. So we decided to include this alternate proof of the following result in our article:
Theorem 0.0.3. Let Γ be any word hyperbolic group and let ρ : Γ → SO 0 (n, n) be Anosov with respect to the stabilizer of oriented (n − 1)-dimensional isotropic planes. Then the action of ρ(Γ) on SO 0 (n, n)/SO 0 (n − 1, n) is proper if and only if ρ is Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane.
Theorem 0.0.3 provides us with a criterion to determine proper actions on the homogeneous space SO 0 (n, n)/SO 0 (n − 1, n). Criteria of a more algebraic flavour, relating Anosov representations in general real reductive Lie groups and proper actions on homogeneous spaces have been found by Guéritaud-Guichard-Kassel-Wienhard in [GGKW17] . They use a properness criterion due to Benoist [Ben96] and Kobayashi [Kob96] crucially to prove their results.
We note that the results contained in [GT17] can be interpreted as infinitesimal versions of Theorem 0.0.3. We combine Theorems 0.0.2 and 0.0.3 with Theorems 7.1 and 7.3 of [GT17] to conclude the following result:
Theorem 0.0.4. Let Γ be a word hyperbolic group and let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations with u = d dt t=0 ρ t . Moreover, let ρ 0 (Γ) ⊂ SO 0 (n − 1, n) ⊂ SO 0 (n, n) be such that the action of (ρ 0 , uv 0 )(Γ) ⊂ SO 0 (n − 1, n) ⋉ R 2n−1 on R 2n−1 is proper. Then there exists an ǫ > 0 such that for all 0 < t < ǫ the groups ρ t (Γ) act properly on SO 0 (n, n)/SO 0 (n − 1, n).
This theorem interprets affine SO 0 (n − 1, n) representations as infinitesimal SO 0 (n, n) representations. Interpretations of this kind made their first appearance in the work of Danciger-Guéritaud-Kassel [DGK16] for the case n = 2. In particular, our Theorem 0.0.4 generalizes Theorem 1.4 (1) of [DGK16] for higher dimensions, using different techniques.
In [AMS02] , Abels-Margulis-Soifer proved that non abelian free subgroups of SO 0 (n − 1, n) admit deformations in SO 0 (n − 1, n) ⋉ R 2n−1 which act properly on R 2n−1 when n is even. Using this theorem and the techniques developed in this article we give a different proof of a result that was originally proved by Benoist in [Ben96] . In Example 2 [Ben96] Benoist showed that free non abelian subgroups of SO 0 (n, n) admit proper actions on SO 0 (n, n)/SO 0 (n − 1, n) when n is even. In this article, we use Theorem B of [AMS02] and Theorem 0.0.4 to prove the following:
Corollary 0.0.5. Let Γ be a non abelian free group with finitely many generators and let n be even. Then there exists a representation of Γ inside SO 0 (n, n) which act properly on SO 0 (n, n)/SO 0 (n − 1, n).
Remark 0.0.6. Lastly, we would like to mention that Danciger-Zhang has announced independent work in [DZ18] which has overlap with some of our results. In particular, Proposition 0.0.1, Theorem 0.0.2 and Theorem 0.0.3 of this article when applied to fundamental groups of compact surfaces without boundary, are respectively similar to Lemma 8.2, Theorem 8.8 and Theorem 6.1 of [DZ18] . On the other hand, the results about crossratios contained in Sections 2.3 and 2.4 are not obtained by Danciger-Zhang. We would also like to note that, even though Theorem 0.0.4 has not been stated as a result in [DZ18] , for the case of fundamental groups of compact surfaces without boundary, it can also be obtained by jointly applying Theorems 8.8 and 6.1 of [DZ18] . In [DZ18] , Danciger-Zhang use Lemma 8.2, Theorem 8.8, Theorem 6.1 and they also use certain properties special to Hitchin representations obtained from the works of Labourie [Lab06] and Fock-Goncharov [FG06] to generalize Theorem 1.1 of [Lab01] and conclude that representations in PSL(2n − 1, R) ⋉ R 2n−1 whose linear parts are Hitchin do not admit proper affine actions on R 2n−1 .
Labourie, Prof. Anna Wienhard, Dr. Nicolaus Tholozan, Dr. Binbin Xu and Dr. Zhe Sun for helpful discussions. Moreover, I want to express my sincerest regards to Ms. Saumya Shukla for helping me achieve a smooth simultaneous publication.
Anosov representations and Margulis spacetimes
1.1. Anosov representations. In this section we define the notion of an Anosov representation and mention some important properties of Anosov representations which will be used later on. Anosov representations into SL(n, R) were introduced by Labourie in [Lab06] to show that Hitchin representations satisfy certain nice geometric properties. Later on the notion of an Anosov representation was extended to other semisimple Lie groups by Guichard-Wienhard in [GW12] and recently, Kapovich-Leeb-Porti gave a different algebraic characterization of Anosov representations in [KLP14] and [KLP17] . In this article, we use the dynamical definition of an Anosov representation from the work of Labourie [Lab06] and Guichard-Wienhard [GW12] and we are only interested in Anosov representations in the following two semisimple Lie groups: SO 0 (n, n) and SO 0 (n − 1, n).
We start by defining the Gromov flow space. It plays a very central role in the dynamical definition of an Anosov representation. Let Γ be a word hyperbolic group, ∂ ∞ Γ be its boundary at infinity and let
Gromov [Gro87] (see also Champtier [Cha94] and Mineyev [Min05] ) constructed a cocompact, proper action of Γ on UΓ := ∂ ∞ Γ (2) × R, which commutes with the flow:
and whose restriction on ∂ ∞ Γ (2) is the diagonal action coming from the natural action of Γ on its boundary ∂ ∞ Γ. Moreover, there exists a metric on UΓ well defined up to Hölder equivalence such that the Γ action is isometric, the flow φ t acts by Lipschitz homeomorphisms and every orbit of the flow {φ t } t∈R gives a quasi-isometric embedding. The resulting quotient space denoted by UΓ is called the Gromov flow space. We note that the Gromov flow space is connected and it admits partition of unity (For more details please see [GT17] ). The other important ingredients in the definition of Anosov representations are parabolic spaces. Let G be a connected semisimple Lie group. Moreover, let P ± be a pair of opposite parabolic subgroups of G and X ⊂ G/P + × G/P − be the space of all pairs (gP + , gP − ) for g ∈ G. We consider the left action of G on G/P + × G/P − and observe that the action is transitive on X and the stabilizer of the point (P + , P − ) ∈ X is P + ∩ P − . Hence G/(P + ∩ P − ) ∼ = X . Moreover, X is open and dense in G/P + × G/P − . Therefore,
Definition 1.1.1. Let Γ be a hyperbolic group and let G be a semisimple Lie group with a pair of opposite parabolic subgroups P ± . Then any representation ρ : Γ → G is called Anosov if an only if the following conditions hold:
1. There exist continuous, injective, ρ(Γ)-equivariant limit maps
There exist positive constants C, c and a continuous collection of
for all v ± ∈ T ξ ± (p ± ) G/P ± and for all t 0. Now we state a few theorems which will be important for us later on.
). Let ρ ∈ Hom(Γ, G) be Anosov with respect to the pair P ± of opposite parabolics. Then there exists an open neighborhood around ρ in Hom(Γ, G) containing representations which are also Anosov with respect to P ± .
be an open ball inside Hom(Γ, G) such that each of its members are Anosov with respect to the pair P ± of opposite parabolics and let ξ ± ρ be the limit maps of ρ ∈ U . Then there exists U 0 ⊂ U such that for all ρ ∈ U 0 the limit maps ξ ± ρ are α-Hölder for some α > 0. Moreover, let C α (∂ ∞ Γ, G/P ± ) be the space of all α-Hölder maps from ∂ ∞ Γ to G/P ± respectively then the following map is analytic:
). Let ρ ∈ Hom(Γ, G) be Anosov with respect to the pair P ± of opposite parabolics and let Q ± be another pair of opposite parabolic subgroups of G such that P + is a subgroup of Q + and P − is a subgroup of Q − . Then ρ is also Anosov with respect to the pair Q ± .
Remark 1.1.5. In this article, to prove certain results we also work with stabilizers of oriented planes. These groups strictly speaking are not necessarily parabolic subgroups but they are subgroups of finite index inside parabolic subgroups. Hence, although the theory of Anosov representations due to Guichard-Wienhard [GW12] does not directly apply to these cases, the original theory due to Labourie [Lab06] does. Moreover, the above Theorems 1.1.2 and 1.1.3 also hold true if we replace parabolic subgroups with these stabilizers. This is because the proofs given in [BCLS15] (Theorems 6.1, 6.5, 6.6 and Lemma 6.7) only depend on the fact that the space G/P is an analytic manifold and the limit map at the origin satisfies the contraction property (For more details please see Theorem 3.8 of [HPS06] and Theorem 5.18 of [Shu87] ). Finally, Theorem 1.1.4 would also hold true in this setting as we would get the new limit map for free from the old limit map by composing it with the natural projection of G/P onto G/Q and the contraction property would still hold due to its independence from the particular collection of Euclidean norms chosen. Hence, in the remainder of this article we would use the notion of an Anosov representation to include groups of this general nature too.
Recently [Mar84] ) as a key tool to decide properness of affine actions of word hyperbolic groups.
The study of proper affine actions of word hyperbolic groups have a long history starting with the study of affine crystallographic groups. An old unsolved conjecture in this field due to Auslander [Aus64] states that Conjecture 1 ( [Aus64] ). Affine crystallographic groups are virtually solvable.
The only cases known so far answers this conjecture in the affirmative and these affirmative answers were given by Fried-Goldman [FG83] for R 3 and by Abels-Margulis-Soifer [AMS02, AMS95] for R n with n < 7. While trying to classify groups which can occur as fundamental groups of complete affinely flat manifolds, Milnor furthermore asked in [Mil77] , whether the conjecture would still stand if the assumption of cocompactness was dropped from it. Margulis [Mar83, Mar84] gave a negative answer to Milnor's question by showing the existence of proper affine actions of non-abelian free groups on R 3 . He introduced certain invariants which behave like length functions to gauge the properness of an action. These invariants are called Margulis invariants and the quotient space of such an action is called a Margulis spacetime.
Moreover, ) showed that for the non-abelian free groups, which act properly on R 3 as affine transformations, have their linear parts in some conjugate of SO(1, 2). Subsequently, Abels-Margulis-Soifer [AMS02, AMS95] showed existence of properly discontinuous actions of nonabelian free subgroups of SO 0 (2n−1, 2n)⋉R 4n−1 on R 4n−1 . Recently, Smilga [Smi16b, Smi16a] has introduced the notion of a vector valued Margulis invariant and used them to give a sufficient criterion for the existence of proper actions of non-abelian free subgroups of G ⋉ V on V.
Now we give a precise definition of the Margulis invariant. Let I n be the identity matrix of size n × n and let R 2n−1 be endowed with the following quadratic form of signature (n − 1, n):
We denote w t 1 Q 0 w 2 by w 1 | w 2 and the connected component of linear transformations preserving the quadratic form Q 0 which contains the identity transformation by SO 0 (n − 1, n). Moreover, let 0 t n−1 be the zero vector of dimension (n − 1). We consider v := (0 n−1 , 1, 0 n−1 ) t and
Both the planes W ± are maximal isotropic planes and W ⊥ ± are transverse to each other. Moreover, we have
We observe that gv has the same norm as v and using Lemma 4.1 of GhoshTreib [GT17] we get that L 0 is connected. Hence, gv = v. Therefore, we get a well defined map
The map ν is called the neutral section. This map and its variants play a very central role in our article. Now let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n−1, n)⋉R 2n−1 be an injective homomorphism. We denote the linear part of ρ by l ρ and the translation part of ρ by u ρ . Moreover, we assume that the linear part l ρ is Anosov with respect to P ± 0 with limit maps given by ξ
As the subgroups P ± 0 are conjugate to each other, using results of Section 4.5 in [GW12] we get that ξ := ξ
Definition 1.2.1. Let ρ : Γ → SO 0 (n − 1, n) ⋉ R 2n−1 be an injective homomorphism as above. Then the Margulis invariant α ρ (γ) of an element γ ∈ Γ \ {e} corresponding to the representation ρ is defined as follows:
where γ ± ∈ ∂ ∞ Γ are respectively the attracting and repelling points of γ.
Labourie-Margulis invariants and affine Anosov property.
In this section we define the Labourie-Margulis invariants and explain their importance. In [Lab01] Labourie introduced the diffused version of the Margulis invariant and in [GLM09] Goldman-Labourie-Margulis used them to give a necessary and sufficient criterion for proper affine actions with Fuchsian linear part. Recently, these invariants were used by Ghosh-Treib [GT17] to give a necessary and sufficient condition for proper affine actions of groups with Anosov linear part. In [Gho17a] and [GT17] an appropriate notion of Anosov property, called the affine Anosov property, was introduced for affine groups with Anosov linear part and their interrelation with proper affine actions were established. Later on, in Section 3.2 of this article we show how the affine Anosov property implies uniform eigenvalue gap. Now we define Labourie-Margulis invariants but before we do that we need to define Livšic cohomology as the Labourie-Margulis invariant is unique only up to Livšic cohomology. Definition 1.3.1. Let f, g : UΓ → R be two Hölder continuous functions. Then f is said to be Livšic cohomologous to g if there exists a function h : UΓ → R which is differentiable along the flow φ t and satisfies the following property:
for all p ∈ UΓ.
Definition 1.3.2. Let Γ be a word hyperbolic group and let ρ be an injective homomorphism from Γ into SO 0 (n − 1, n) ⋉ R 2n−1 such that its linear part is Anosov with respect to the stabilizer of a maximal isotropic plane. Then the Labourie-Margulis invariant of this representation is a Livšic cohomology class [f ] of Hölder continuous functions f such that
where l(γ) is the period of γ on UΓ.
Now we define an affine Anosov representation. Let W ⊥ ± ⊂ R 2n−1 be as in the previous section. Henceforth, in this section we treat W ⊥ ± as affine planes in R 2n−1 . We call the stabilizers
. of these planes W ⊥ ± under the action of the affine group SO 0 (n−1, n)⋉R 2n−1 as pseudo parabolic subgroups. These subgroups of SO 0 (n−1, n)⋉R 2n−1 are used in the definition of an affine Anosov representation in the same way as parabolic subgroups are used in the definition of an Anosov representation. We observe that Let X a be the space of all affine null planes in R 2n−1 and let Y a be the space of all transverse pairs of affine null planes. Then Y a is an open and dense subset of X a × X a . The group SO 0 (n − 1, n) ⋉ R 2n−1 acts transitively on the space X a and we have
where L a := P + a ∩ P − a . Definition 1.3.4. Let ρ : Γ → SO 0 (n − 1, n) ⋉ R 2n−1 be an injective homomorphism. Then ρ is called affine Anosov with respect to P ± a if and only if the following conditions hold:
1. There exist a continuous, injective, ρ(Γ)-equivariant limit map
2. There exist positive constants C, c and a continuous collection of ρ(Γ)-
for all v ± ∈ T ξ(p ± ) X a and for all t 0. 3. There exists a ρ(Γ)-equivariant map s : UΓ → R 2n−1 which is Hölder continuous and is differentiable along the flow lines of φ. Moreover, for all p ∈ UΓ the function
Proposition 5.3 of [GT17] implies that a representation is affine Anosov with respect to P ± a if and only if its linear part l ρ is Anosov with respect to P ± 0 and its Labourie-Margulis invariant contains a non-vanishing function. Furthermore, the following is also true:
be an injective homomorphism. Then ρ is affine Anosov with respect to P ± a if and only if its linear part l ρ is Anosov with respect to P ± 0 and ρ(Γ) acts properly on R 2n−1 .
1.4. Lie overgroups and Anosov representations. Now we turn to representations in SO 0 (n, n). In this section we study deformations inside SO 0 (n, n) of Anosov representations in SO 0 (n − 1, n). We do this in order to realize representations in SO 0 (n−1, n)⋉R 2n−1 as infinitesimal deformations inside SO 0 (n, n) of Anosov representations in SO 0 (n − 1, n).
Let I n be the identity matrix of size n × n and let R 2n be endowed with the following quadratic form of signature (n, n):
Henceforth, we denote w t 1 Qw 2 by w 1 | w 2 . Let SO 0 (n, n) be the connected component containing identity of linear transformations preserving the quadratic form Q. Let W ± ⊂ R 2n−1 be as above. From now on we consider them as subspaces of R 2n for the following embedding of R 2n−1 ⊂ R 2n :
Then as subspace of R 2n the planes W ± looks like
We note that ι induces an embedding of ι :
Moreover, let us consider the following maximal isotropic subspaces of R 2n :
Convention 1.4.1. We note that the orthogonal plane of W ± in R 2n−1 is different from the orthogonal plane of W ± in R 2n . We have already adopted the notation W ⊥ ± to denote the orthogonal plane of W ± in R 2n−1 . Hence from now on we will denote the orthogonal space of W ± in R 2n by W ′ ± . Let 0 t n−1 ∈ R n−1 be the zero vector. We fix
Now let e t i ∈ R n−1 be a vector whose i-th entry is 1 and the rest of entries are zero. Then the collections {w i ± := (0,
respectively give a basis of W ± . We define − → W ± by endowing W ± with an orientation coming from the ordered basis (w 1 ± , · · · , w n ± ). Furthermore, we note that
respectively be the stabilizers of the oriented planes − → W ± . We observe that P ± 0 also preserve − → W ± and hence
Therefore it follows that
We note that any representation in SO 0 (n − 1, n) can also be thought of as a representation in SO 0 (n, n) via the embedding ι. In the following proposition we describe the properties of representations in SO 0 (n, n) which are obtained via the embedding ι of representations in SO 0 (n − 1, n) which are Anosov with respect to P ± 0 . Proposition 1.4.2. Let ̺ : Γ → SO 0 (n − 1, n) be Anosov with respect to P ± 0 . Then ρ 0 := ι • ̺ is Anosov in SO 0 (n, n) with respect to P ± .
Proof. Let ̺ : Γ → SO 0 (n − 1, n) be Anosov with respect to P ± 0 with limit map given by ξ
Therefore, to show that ρ 0 is Anosov with respect to P ± we need only to show that the contraction properties hold true. We observe that SO 0 (n, n)/P + is a finite cover of the quotient space SO 0 (n, n)/Stab SO 0 (n,n) (W + ). Therefore,
We claim that a local chart for SO 0 (n, n)/Stab SO 0 (n,n) (W + ) around the point W + ∈ SO 0 (n, n)/Stab SO 0 (n,n) (W + ) can be given by
We consider the following linear map:
Moreover, for v, w ∈ W + we have (v + A g v) ∈ gW + and (w + A g w) ∈ gW + and hence
Similarly, on the other way around any A ∈ Hom(W + , W ′ − ) satisfying v + Av | w + Aw = 0 for all v, w ∈ W + we see that V := {v + Av | v ∈ W + } is an (n − 1)-dimensional isotropic plane. Hence there exist g ∈ SO 0 (n, n) such that V = gW + . Therefore,
. Hence, we get the following decomposition:
and our result follows using Corollary 3.3 of [GT17] . Now using the stability of Anosov representations we obtain the following: Proposition 1.4.3. Let ρ t : Γ → SO 0 (n, n) be an one parameter family of representations such that ρ 0 (Γ) ⊂ ι(SO 0 (n − 1, n)). Then for t close enough to zero, ρ t is Anosov with respect to P ± .
In the remainder of this section we will relate representations in the affine group SO 0 (n−1, n)⋉R 2n−1 with deformations in SO 0 (n, n) of representations in SO 0 (n − 1, n).
Let ̺ : Γ → SO 0 (n − 1, n) be an Anosov representation with respect to P ± 0 and let u : Γ → R 2n−1 be such that for all γ, η ∈ Γ:
We consider the following matrix
and observe that
We identify R 2n−1 with so(n, n)/so(n − 1, n) via the map which sends u to the following coset:
This map induces an identification between ρ t and let v 0 := (v + + v − )/2. Then for all γ, η ∈ Γ and for u := uv 0 the following identity holds:
Proof. Let γ, η ∈ Γ. We see that
Hence for all γ, η ∈ Γ we have that u(γη) = u(γ) + ρ 0 (γ)u(η).
Remark 1.4.5. We also observe that
Avatars of Margulis invariants
2.1. Eigenvalues and Margulis invariants. In this section we will interpret affine representations in SO 0 (n − 1, n) ⋉ R 2n−1 as infinitesimal deformation in SO 0 (n, n), of representations in SO 0 (n − 1, n). We will also relate the derivative of certain eigenvalues of this deformed representations in SO 0 (n, n) with the Margulis invariants of affine representations in SO 0 (n − 1, n) ⋉ R 2n−1 . In the case when n = 1, SO 0 (1, 2) ∼ = PSL(2, R) and the Lie algebra is of dimension three. In this case affine representations in SO 0 (1, 2) ⋉ R 3 with Anosov linear part can be thought of either as tangent directions in the space of Anosov representations in SO 0 (1, 2) or it can also be thought of as tangent directions of deformations in SO 0 (2, 2) of Anosov representations in SO 0 (1, 2). In [GM00] Goldman-Margulis interpreted the affine representations inside SO 0 (1, 2) ⋉ R 3 in the former way and proved that the Margulis invariant was the derivative of eigenvalues of representations in SO 0 (1, 2). In this article we choose the later interpretation over the former one as it readily generalizes to higher dimensions and give a novel interpretation of the Margulis invariant as derivative of certain eigenvalues. Let L := P + ∩ P − . As P ± respectively preserve the oriented planes − → W ± , we get that L is connected and it preserves the rays R >0 v ± . Moreover, we fix an Euclidean norm · on R 2n and observe that for all g ∈ L:
Therefore, we obtain a well defined map
The following Lemma follows directly from the definition:
Proof. Let g, h ∈ SO 0 (n, n) then we compute as follows and derive our result:
Let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations such that ρ 0 := ι • ̺ and u := d dt t=0 ρ t . Hence for small enough t the representations ρ t are Anosov with respect to P ± and we have a collection of limit maps ξ t : UΓ → SO 0 (n, n)/L. Now using Remark 1.1.5 and Theorem 1.1.3 we get that the limit maps ξ t vary analytically along the variable t (For more details please see Theorem 6.1 of [BCLS15] , Theorem 3.8 of [HPS06] and Theorem 5.18 of [Shu87] ).
Notation 2.1.3. Hence forth we will denote ν ± • ξ t by ν ± t . Lemma 2.1.4. Let ρ t : Γ → SO 0 (n, n) be Anosov with respect to P ± . Then for all γ ∈ Γ and for any p γ ∈ {(γ − , γ + , t) | t ∈ R} there exist λ t (γ) such that
Moreover, we also have
t (p γ ) = 1 and our result follows. Remark 2.1.5. We observe that for all γ ∈ Γ and for and for any p γ ∈ {(γ − , γ + , t) | t ∈ R} the action of ρ 0 (γ) fixes both ν ± 0 (p γ ). Hence λ 0 (γ) = 1 for all γ ∈ Γ.
Proposition 2.1.6. Let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations which are Anosov with respect to P ± and let u := d dt t=0 ρ t . Moreover, for all γ ∈ Γ, let λ t (γ) be as mentioned in Lemma 2.1.4. Then for all γ ∈ Γ we have
Proof. Let γ ∈ Γ and let p γ ∈ {(γ − , γ + , t) | t ∈ R}. Now using Lemma 2.1.4 we get that
Now from the definition of ν
Moreover, for g ∈ SO 0 (n−1, n)∩L we have gv = v and hence gv ± = v ± . Now for a ± (p γ ) := gv ± −1 we have
where ν is the neutral section defined in Section 1.2. We also have
We derive that u(γ)v 0 | v 0 = 0. Similarly, for all γ ∈ Γ we see
Hence the following identity is true:
So we obtain another identity:
Therefore, we can replace the expression u(γ)ν
Now we conclude by observing that [g] = ξ(γ − , γ + ) where ξ :
2.2. Diffused eigenvalues and Labourie-Margulis invariants. In this section we will give a derivative formula similar to the previous section but this time in terms of diffused eigenvalues and Labourie-Margulis invariants. Diffused eigenvalues are Hölder continuous functions over the Gromov flow space, unique only upto Livšic cohomology [Liv72] and whose integrals over the closed orbits corresponding to γ ∈ Γ give the eigenvalues corresponding to γ. Let Γ be a word hyperbolic group and let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations which are Anosov with respect to P ± . Let UΓ be the Gromov flow space and let π : UΓ → UΓ be the projection map. As UΓ is compact there exist
We know from Section 8.2 of [GT17] that there exist maps
with Supp(f i ) ⊂ π(V i ) such that the functions f i are Hölder continuous and differentiable along flow lines with
of Euclidean norms on R 2n indexed by Hom(Γ, SO 0 (n, n)) × UΓ such that:
1. it is Hölder continuous in the variable p ∈ UΓ, 2. it is smooth along the flow lines of {φ s } s∈R , 3. it is analytic along the variable ρ t , 4. it is equivariant i.e. ρ t (γ)v t γp = v t p for all v ∈ R 2n and γ ∈ Γ. We start by considering the fixed Euclidean norm · on R 2n mentioned in Section 2.1. We observe that for any p ∈ ΓV i there exists a unique γ p,i such that γ p,i p ∈ V i . Note that in such a situation γ ηp,i η = γ p,i . We define for all v ∈ R 2n+2 : v t p,i := ρ t (γ p,i )v . Now for any p ∈ UΓ and any v ∈ R 2n we define:
We check that this collection of norms are equivariant. Indeed, as
Moreover, it follows from our construction that this collection of norms satisfy all the first three conditions listed above. More details about properties of these kind of constructions can be found in [HPS06] and [Shu87] (see also [Gho17b, Gho17a] and [BCLS15] ).
We use this collection of norms and consider the following maps:
Lemma 2.2.1. Let γ ∈ Γ and let p ∈ UΓ. Then σ
Proof. The result follows from the following computation:
and the fact that SO 0 (n, n) preserves the form.
Let p ∈ UΓ and let φ s : UΓ → UΓ be the flow mentioned before. We define ∇ φ σ ± as follows:
and consider the function f t : UΓ → R such that for all p ∈ UΓ:
. Lemma 2.2.2. Let f t : UΓ → R be defined as above. Then for all γ ∈ Γ and p ∈ UΓ we have:
Proof. We start by observing that
Lemma 2.2.3. Let f t : UΓ → R be defined as above. Then for all p ∈ UΓ:
Hence it follows that
and we conclude by observing:
We abuse notation and define f t : UΓ → R to be the function coming from f t : UΓ → R.
Proposition 2.2.4. Let f t : UΓ → R be defined as above and let l(γ) be the period of the orbit in UΓ corresponding to γ ∈ Γ. Then for all γ ∈ Γ we have:
Proof. We choose a point p γ ∈ {(γ − , γ + , t) | t ∈ R} and use Lemma 2.2.3 to conclude our result as follows:
Remark 2.2.5. It follows from our construction of the collection of norms on R 2n and Lemma 2.2.3 that the functions f t are Hölder continuous and they vary analytically over the representation variety. Moreover, the construction of the norms also gives us that there exist Hölder continuous functions f ′ : UΓ → R and g t : UΓ → R such that g t vary analytically over t in a neighborhood of zero and
Proposition 2.2.6. Let f ′ : UΓ → R be as mentioned in Remark 2.2.5. Then for all γ ∈ Γ the following holds:
Proof. Let f ′ : UΓ → R be as mentioned in Remark 2.2.5. Hence there exist Hölder continuous functions g t : UΓ → R such that g t varies analytically over t in a neighborhood of zero and
Therefore, for all γ ∈ Γ we obtain
Now using Proposition 2.2.4 we get that
As the functions {g t } t∈[0,ǫ] are continuous in some 2ǫ-neighborhood around 0, there exists K > 0 such that
Hence we get that lim t→0 t γ g t = 0. Indeed, we see
Therefore, we conclude that
Affine crossratios and Margulis invariants.
In this section we will construct certain algebraic expressions coming from four affine null planes in R 2n−1 . We will show that these expressions give affine crossratios. Moreover, we will relate these crossratios with Margulis invariants. Let {A i } 4 i=1 be four affine null planes in R 2n−1 which are mutually transverse to each other and let {V i } 4 i=1 be four linear null planes such that V i is parallel to A i for all i ∈ {1, . . . , 4} Moreover, for i = j let x i,j be a point in A i ∩ A j and let v i,j := ν(V i , V j ). We define
We notice that the above definition is well defined as the following equality holds for any other points x 3,1 ∈ A 3 ∩ A 1 and x 4,2 ∈ A 4 ∩ A 2 :
Proposition 2.3.1. Let β be defined as above. Then for any five affine null planes A * , {A i } 4 i=1 which are mutually transverse to each other and for any g ∈ SO 0 (n − 1, n) ⋉ R 2n−1 the following identities hold:
i=1 be four affine null planes which are mutually transverse to each other. It follows from the definition of β that for all g ∈ SO 0 (n − 1, n) ⋉ R 2n−1 we have
Moreover, exploiting the symmetries in the definition of β we get the following identities:
For i = j we consider the following decomposition:
and let x j i be the projection of x i,j on V ⊥ i with respect to this decomposition. We observe that as x i,j varies along A i ∩ A j the projection x j i stays fixed. Moreover, x j i + V j = A j . Using these observations we obtain:
Hence for any x i ∈ A i we get that
Now interchanging A 3 and A 4 in the above expression and adding them up we obtain that
Similarly, cyclically permuting A 2 , A 3 , A 4 in the above expression and adding them up we get that
Let A * be another affine null plane which is mutually transverse with the other planes {A i } 4 i=1 . Then we obtain:
Proposition 2.3.2. Let g ∈ SO 0 (n − 1, n) ⋉ R 2n−1 be such that its action on the space of affine null planes has an attracting fixed point A + and a repelling fixed point A − which are transverse to each other. Then for any affine null plane A which is transverse to both A ± the following holds:
Proof. Let x ± , x, x g be any four points respectively in A ± , A and gA. We start by using equation 2.3.1 to observe that
Let l g be the linear part of g and let u g be its translation part. We deduce the following from the previous equation
Moreover, x g = gx ′ for some x ′ ∈ A and hence
Now combining the above two equations we obtain
Let V ± be linear null planes which are respectively parallel to A ± . We recall that g fixes A ± and hence (x ± − g −1 x ± ) ∈ V ± . On the other hand we have (v A ± ,A − v A ± ,A ∓ ) ∈ V ⊥ ± and therefore we can rewrite the above identity as
Hence our result follows.
Remark 2.3.3. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n − 1, n) ⋉ R 2n−1 be an injective homomorphism such that its linear part is Anosov with respect to the stabilizer of a maximal isotropic plane. Then Proposition 5.3 of [GT17] says that the representation ρ admits a limit map
which satisfies the first two properties of being an affine Anosov representation. In general, it only fails to satisfy the third property. Hence for all γ ∈ Γ it guarantees that ξ ρ (γ + ) is an attracting fixed point of ρ(γ) and ξ ρ (γ − ) is a repelling fixed point of ρ(γ). Henceforth, we will use the following notation for distinct a, b, c, d ∈ ∂ ∞ Γ:
Proposition 2.3.4. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n− 1, n) ⋉ R 2n−1 be an injective homomorphism such that its linear part l ρ is Anosov with respect to the stabilizer of a maximal isotropic plane. Moreover, let γ, η ∈ Γ be two infinite order elements such that the four points γ ± , η ± ∈ ∂ ∞ Γ are distinct and the sequence {γ n η k } n∈N ⊂ Γ contains a subsequence {γ n i η k } i∈N consisting only of infinite order elements. Then the following identity holds:
Proof. Let ξ ρ be the affine limit map as mentioned in the previous remark. Then using Proposition 2.3.2 and for some affine null planes A, B, C such that A is transverse to both ξ ρ ((γ n i η k ) ± ), B is transverse to both ξ ρ (γ ± ) and C is transverse to both ξ ρ (η ± ), we get the following three identities:
We notice that lim i→∞ (γ n i η k ) + = γ + and lim i→∞ (γ n i η k ) − = η −k γ − . We also know that η ± = γ ± . Hence η − = lim i→∞ (γ n i η k ) ± eventually. Therefore, we can choose A = B = ξ ρ (η − ) and C = ξ ρ (γ − ) in the above three identities and use Proposition 2.3.1 (4) to obtain:
Now again using Proposition 2.3.1 (1) and (2) we get that
Hence taking the limit and then using Proposition 2.3.1 (1) we obtain:
Moreover, by Proposition 2.3.1 (1) we get that
Therefore, using Proposition 2.3.1 (2) and (4) we conclude that
Proposition 2.3.5. Let ρ be as above and let γ, η ∈ Γ be two infinite order elements such that the four points γ ± , η ± ∈ ∂ ∞ Γ are distinct and the sequence {γ n η n } n∈N ⊂ Γ contains a subsequence {γ n i η n i } i∈N consisting only of infinite order elements. Then the following identity holds:
Proof. Let ξ ρ be the affine limit map as before. Let {A i , B i , C i } i∈N be a collection of affine null planes such that A i is transverse to both ξ ρ ((γ n i η n i ) ± ), B i is transverse to both ξ ρ (γ ± ) and C i is transverse to both ξ ρ (η ± ). We use Proposition 2.3.2 and Proposition 2.3.1 (1) and (4) to obtain the following three identities:
Moreover, we observe that
Similarly, we also have
Hence, we can choose B i = C i = D i for all i ∈ N and obtain the following:
We recall that the four points η ± , γ ± are distinct. Let x ∈ ∂ ∞ Γ be such that it is distinct from all the following four points: γ ± , η ± . Hence without loss of generality we can
Now we observe that
2.4. Crossratios in SO 0 (n, n). In this section we will define, for the linear case, appropriate counterparts of the affine crossratios studied above. The affine crossratios can be seen as deformation of these crossratios. Let {A i } 4 i=1 be four (n − 1)-dimensional isotropic planes in R 2n such that their orthogonal planes are mutually transverse to each other. We note that the stabilizer in SO 0 (n, n) of A i and A j for i = j has at most two components. Moreover, the images under the maps ν ± of the lifts of (A i , A j ) in SO 0 (n, n)/L can only vary up to a sign. To simplify our computations, for i = j ∈ {1, . . . , 4}, let us fix v 
We note that the above expression does not depend on the choice of the vectors v ± i,j and hence is well defined. Lemma 2.4.1. Let A * , A i , A j , A k be four (n − 1) dimensional isotropic planes such that their orthogonal planes are mutually transverse to each other. Then the following identity holds:
Proof. Let A m be any (n−1) dimensional isotropic plane with A ⊥ m transverse to A ⊥ * . Then we have the following decompositions:
Let P * ,i be the projection onto A ⊥ * ∩ A ⊥ i with respect to the following:
Therefore, we have the following identities:
As maximal isotropic planes in R 2n are of dimension n, the plane A ⊥ * ∩ A ⊥ i is not isotropic, although both Rv ± * ,i are. Moreover, the dimension of A ⊥ * ∩ A ⊥ i is two and hence Rv ± * ,i are the only isotropic subspaces of A ⊥ * ∩ A ⊥ i . So using the identities (1) and (2) we get that
, and our result follows using identity (3).
and A * be five (n − 1) dimensional isotropic planes such that their orthogonal planes are transverse to each other and let g ∈ SO 0 (n, n). Then the following identities hold:
and A * be five (n − 1) dimensional isotropic planes such that their orthogonal planes are transverse to each other and let g ∈ SO 0 (n, n). We use Lemma 2.1.2 to obtain θ(gA 1 , gA 2 , gA 3 , gA 4 ) = θ (A 1 , A 2 , A 3 , A 4 ) .
Moreover, exploiting the symmetries in the definition of θ we get the following identities: A 2 , A 3 , A 4 ) = θ(A 2 , A 1 , A 4 , A 3 ) = θ (A 3 , A 4 , A 1 , A 2 ) = θ(A 4 , A 3 , A 2 , A 1 ) .
The third identity, namely, θ (A 1 , A 2 , A 3 , A 4 )θ(A 1 , A 2 , A 4 , A 3 ) = 1 follows from Lemma 2.4.1 by taking j = k. Moreover, by repeated use of Lemma 2.4.1 we obtain the following identities:
. Now by using the fact that v
Finally, to obtain the fifth identity we use the definition of θ and cancel the terms appearing both in the numerator and denominator to see that The result follows by replacing the above formula by these identities.
Remark 2.4.3. Let g ∈ SO 0 (n, n) be such that its action on the space of (n − 1) dimensional isotropic planes has an attracting fixed point A a and a repelling fixed point A r and let A ⊥ a and A ⊥ r are transverse to each other. Then we recall that
+ a,r . Proposition 2.4.4. Let g ∈ SO 0 (n, n) be such that its action on the space of (n − 1) dimensional isotropic planes has an attracting fixed point A a and a repelling fixed point A r whose orthogonal planes are transverse to each other. Then for any (n−1) dimensional isotropic plane A * whose orthogonal plane is transverse to both A ⊥ a and A ⊥ r the following holds:
Proof. Let g ∈ SO 0 (n, n) be such that its action on the space of (n − 1) dimensional isotropic planes has an attracting fixed point A a and a repelling fixed point A r and let A ⊥ a and A ⊥ r are transverse to each other. Moreover, let A * be any (n − 1) dimensional isotropic plane whose orthogonal plane is transverse to both A ⊥ ± and let us denote gA * by A g * . We use the definition of θ and Lemma 2.4.1 to get that
Again using Lemma 2.4.1 twice more we obtain the following two identities:
Therefore, it follows that:
Hence we conclude that,
Remark 2.4.5. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be an injective homomorphism which is Anosov with respect to P ± with limit maps given by ξ ± ρ . Using Remark 1.1.5 and results in Section 4.5 of [GW12] we get that the limit maps considered without their orientations satisfy the following
Henceforth, we will use the following notation for distinct a, b, c, d ∈ ∂ ∞ Γ:
Proposition 2.4.6. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be an injective homomorphism which is Anosov with respect to P ± . Moreover, let γ, η ∈ Γ be two infinite order elements such that the four points γ ± , η ± ∈ ∂ ∞ Γ are distinct and the sequence {γ n η k } n∈N ⊂ Γ contains a subsequence {γ n i η k } i∈N consisting only of infinite order elements. Then the following identity holds:
Proof. The proof follows exactly word to word as in the proof of Proposition 2.3.4 by replacing the appearances of α by log λ, β by log θ and replacing the appearances of Proposition 2.3.1 and Proposition 2.3.2 respectively by Proposition 2.4.2 and Proposition 2.4.4.
Proposition 2.4.7. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be an injective homomorphism which is Anosov with respect to P ± . Moreover, let γ, η ∈ Γ be two infinite order elements such that the four points γ ± , η ± ∈ ∂ ∞ Γ are distinct and the sequence {γ n η n } n∈N ⊂ Γ contains a subsequence {γ n i η n i } i∈N consisting only of infinite order elements. Then the following identity holds:
Proof. The proof follows exactly word to word as in the proof of Proposition 2.3.5 by replacing the appearances of α by log λ, β by log θ and replacing the appearances of Proposition 2.3.1 and Proposition 2.3.2 respectively by Proposition 2.4.2 and Proposition 2.4.4.
Existence of proper actions
3.1. Preliminary lemmas. In this section we will prove certain preliminary lemmas which will play a crucial role in the remainder of this article. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be an Anosov representation with respect to P ± whose limit map is given by
Using Remark 2.4.5 we get that ξ := ξ + = ξ − . As before, we denote ν ± • ξ by ν ± respectively. We also recall Convention 1.4.1 to avoid any confusion of notations.
Lemma 3.1.1. Let ν + be defined as above then for all x ∈ ∂ ∞ Γ and for all y, z ∈ ∂ ∞ Γ \ {x} the following holds:
Proof. By construction of ν ± we have ν ± (x, z) | v = 0 for all v ∈ ξ(x) and for all z ∈ ∂ ∞ Γ \ {x}. Hence ν ± (x, z) ∈ ξ(x) ′ . Moreover, we have
Let P x,y be the projection from R 2n onto (ξ(x) ′ ∩ ξ(y) ′ ) with respect to the decomposition
Then P x,y (ν ± (x, z)) = 0. Indeed, if P x,y (ν ± (x, z)) = 0 then
and we get the following contradiction:
Moreover, ν ± (x, z) | ν ± (x, z) = 0, and as (I − P x,y )(ν ± (x, z)) ∈ ξ(x) we have (I − P x,y )(ν ± (x, z)) | ν ± (x, z) = 0 and
Hence it follows that the projections P x,y (ν ± (x, z)) are isotropic. Moreover, as ν + (x, y) | ν − (x, y) = 0 and
for z in some neighborhood U of y in ∂ ∞ Γ we get that
But the plane (ξ(x) ′ ∩ ξ(y) ′ ) contains exactly two isotropic lines and we saw that P x,y (ν ± (x, z)) are isotropic. Hence for all z ∈ U the following holds:
Moreover, ν ± (x, z) | ν ± (x, y) = 0 implies that ν ± (γx, γz) | ν ± (γx, γy) = 0 for all γ ∈ Γ. Now if we choose x = γ − and y = γ + then for any neighborhood U of γ + we have
Moreover, {γ − | γ ∈ Γ} is dense in ∂ ∞ Γ and hence our result follows.
Remark 3.1.2. Let ρ be also Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane with limit map given by η. As ρ(Γ) ⊂ SO 0 (n, n) the contraction property of an Anosov representation would give that η(γ + ) is isotropic for all γ ∈ Γ. Moreover, the set {γ + | γ ∈ Γ} is dense in ∂ ∞ Γ. Hence continuity of η would force η(x) to be isotropic for all x ∈ ∂ ∞ Γ. Moreover, the dimension of maximal isotropic planes in R 2n is n. Hence η(x) is a maximal isotropic plane for all x ∈ ∂ ∞ Γ and ξ(x) ⊂ η(x). Now using the orientation on η(x) and the orientations already on ξ(x) we obtain an orientation on η(x) ∩ ξ(y) ′ ⊂ η(x) for all y = x and y ∈ ∂ ∞ Γ. Let v(x, y) ∈ η(x) ∩ ξ(y) ′ be such that it is positively oriented and v(x, y) = 1 for the Euclidean norm we fixed on R 2n .
Lemma 3.1.3. Let v and ν ± be defined as above and without loss of generality let v(γ − , γ + ) = ν + (γ − , γ + ) be for some γ ∈ Γ. Then for all x = y ∈ ∂ ∞ Γ:
Proof. We start by observing that both v(x, y) and v(y, x) are isotropic and they lie in the two dimensional space ξ(x) ′ ∩ ξ(y) ′ . Moreover, as maximal isotropic spaces in R 2n are of dimension n, we get that ξ(x) ′ ∩ ξ(y) ′ is not isotropic. Hence it contains exactly two isotropic subspaces η(x) ∩ ξ(y) ′ and η(y) ∩ ξ(x) ′ . If for some γ ∈ Γ we have v(γ − , γ + ) = ν + (γ − , γ + ), then there exist a neighborhood U of γ − such that for all z ∈ U the equality holds. Indeed, if not then there would exist a sequence z k converging to γ − such that for all z k the equality will fail to hold. Now both v(x, y) and ν + (x, y) being isotropic and of unit norm in a space ξ(x) ′ ∩ ξ(y) ′ which is not isotropic, forces finitely many choices for v(z k , γ + ) to be. Hence, without loss of generality there exists a subsequence {y k } such that v(y k , γ + ) = ν − (y k , γ + ). Now ν − is continuous and hence we get the following contradiction:
Moreover, if v(x, y) = ν + (x, y) then ρ(γ)v(x, y) = ρ(γ)ν + (x, y) and ρ(Γ) is Anosov both with respect to the stabilizer of an oriented n-plane and an oriented (n − 1)-plane contained in it. Hence we obtain
Therefore, the equality holds for all z ∈ ∪ k γ k U = ∂ ∞ Γ \ {γ + }. Now for any infinite order element η ∈ Γ with η − = γ + we have v(η − , γ + ) = ν + (η − , γ + ) and hence we obtain
Therefore, we obtain
Combining these two inequalities we get that
Now denoting the constant exp(k + c − k ′ c) by C + we obtain the following, for all t > 0 and for all p ∈ UΓ:
As −f − is also Livšic cohomologous to a strictly positive function, we can do a similar computation to obtain positive constants C − and k − such that for t > 0 the following holds:
If we choose C := max{C + , C − } and k := min{k + , k − } then our result holds and we have for all t > 0 and p ∈ UΓ the following:
3.2. Consequences of being affine Anosov. In this section we will relate affine Anosov representations with representations in SO 0 (n, n) ⊂ SL(2n, R) which are Anosov both in SO 0 (n, n) with respect to P ± and in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be Anosov in SO 0 (n, n) with respect to P ± . We will start by providing an important alternative criterion to check when ρ is also Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane.
Proposition 3.2.1. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be Anosov in SO 0 (n, n) with respect to P ± such that for all flow invariant probability measure µ on UΓ we have f + dµ = 0. Then ρ is Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane.
Proof. We use Lemma 3 of [GL12] and the fact that (f + + f − ) is Livšic cohomologous to zero to get the following equivalent condition: f + dµ = 0 for all flow invariant probability measure µ on UΓ if and only if either f + is Livšic cohomologous to a strictly positive function or f − is Livšic cohomologous to a strictly positive function. Without loss of generality let us assume that f + is Livšic cohomologous to a strictly positive function. Then using Lemma 3.1.4 we get that there exist positive constants C and k such that for all t > 0 and p ∈ UΓ the following hold:
Now for all x ∈ ∂ ∞ Γ let us define η as follows:
We claim that η is well defined and it does not depend on the choice of y ∈ ∂ ∞ Γ\{x}. Indeed, using Lemma 3.1.1 and the fact that (I−P x,y )(ν + (x, z)) ∈ ξ(x) we get
Moreover, P x,y (ν + (x, z)) = 0. Hence RP x,y (ν + (x, z)) = Rν + (x, y) and we conclude
Moreover, we notice that η is ρ(Γ)-equivariant. We endow η(x) with the orientation coming from ξ(x) and ν + (x, y). We recall the planes V ± from Section 1.4 to define Q ± := Stab SL(2n,R) (V ± ) and Q ′ ± := Stab SL(2n,R) ( − → V ± ). Therefore, to show that ρ is Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane we only need to produce equivariant metrics on
) which have the contraction properties.
We note that Q + ∩ Q − is a finite cover of Q ′ + ∩ Q ′ − and hence
where on the left side of the equation η appears with its orientation and on the right side of the equation it is considered without its orientation. Moreover, we know that
and each of these components decompose as follows:
Now we endow Hom(η(x), η(y)) with the metric induced from the contracting metrics on ξ(x), ξ(y) and ν ± (x, y). Hence the induced metric is also equivariant and the contraction property also follows.
Proposition 3.2.2. Let Γ be a word hyperbolic group and let ρ : Γ → SO 0 (n, n) be Anosov with respect to P ± such that ρ is also Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane. Then for all flow invariant probability measure µ on UΓ the following holds:
an embedding of SO 0 (n, n) in SL(2n, R) is Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane.
Proof. Let (ρ 0 , uv 0 ) be affine Anosov with respect to the stabilizer of an affine null plane. From the definition of an affine Anosov representation we get that ρ 0 is Anosov in SO 0 (n − 1, n) with respect to the stabilizer of a maximal isotropic plane. Hence, by Proposition 1.4.2 we get that there exist ǫ > 0 such that for all |t| < 2ǫ, ρ t is Anosov in SO 0 (n, n) with respect to P ± . Now using the constructions in Section 2.2 we get that there exists an one parameter family of Hölder continuous functions f t : UΓ → R varying analytically over t such that for all γ ∈ Γ:
Moreover, there exist Hölder continuous functions f, g t : UΓ → R such that g t vary analytically over |t| < 2ǫ and the following holds:
3.3. Proper actions on SO 0 (n, n)/SO 0 (n − 1, n). In this section we will prove an equivalent criterion for proper actions on SO 0 (n, n)/SO 0 (n − 1, n) of representations of word hyperbolic groups in SO 0 (n, n) which are Anosov with respect to P ± . We note that Theorems 7.1 and 7.3 in [GT17] can be seen as infinitesimal versions of these results and the proofs presented here use similar techniques. We would also like to mention that similar versions of the statements of these two theorems have been made by Danciger-Zhang in [DZ18] . We are including an alternative proof of these results below: Let ρ be Anosov in SO 0 (n, n) with respect to P ± . Moreover, let ν ± := ν ± ρ be as defined in Section 2.1 and let σ ± := σ ± ρ be as defined in Section 2.2. We consider the following function:
Remark 3.3.2. We observe that Stab SO 0 (n,n) (v 0 ) = SO 0 (n − 1, n) and hence H n,n−1 := SO 0 (n, n)v 0 ∼ = SO 0 (n, n)/SO 0 (n − 1, n).
Lemma 3.3.3. Let σ : UΓ → SO 0 (n, n)/SO 0 (n − 1, n) be as above. Then for all γ ∈ Γ and p ∈ UΓ the following holds:
σ(γp) = ρ(γ)σ(p).
Proof. We know from Section 2.2 that for all γ ∈ Γ and for all p ∈ UΓ:
Hence we conclude for any γ ∈ Γ and for any p ∈ UΓ σ(γp) = σ + (γp) + σ − (γp) 2 σ + (γp) | σ − (γp) = ρ(γ)σ(p).
Lemma 3.3.4. Let R acts on UΓ × H n,n−1 by sending (p, x) ∈ UΓ × H n,n−1 to (φ t p, x) ∈ UΓ × H n,n−1 for t ∈ R and let Γ acts on UΓ × H n,n−1 by sending (p, x) to (γp, ρ(γ)x) for γ ∈ Γ. Then Γ acts properly on ( UΓ × H n,n−1 )/R if and only if R acts properly on Γ\( UΓ × H n,n−1 ).
Proof. As the action of Γ and the action of R on UΓ commute with each other, we see that γφ t (p, x) = γ(φ t p, x) = (γφ t p, ρ(γ)x) = (φ t γp, ρ(γ)x) = φ t (γp, ρ(γ)x) = φ t γ(p, x). Now we use Lemma 5.2 of [GLM09] (See also Lemma 3.1 of [Ben96] ) to conclude our result.
Theorem 3.3.5. Let Γ be any word hyperbolic group and let the representation ρ : Γ → SO 0 (n, n) be Anosov in SO 0 (n, n) with respect to P ± . Moreover, let the action of ρ(Γ) on SO 0 (n, n)/SO 0 (n − 1, n) be proper. Then ρ is Anosov in SL(2n, R) with respect to the stabilizer of an oriented ndimensional plane.
Proof. We will now prove our result via contradiction. Let us assume on contrary that the action of ρ(Γ) on H n,n−1 is proper but the representation is not Anosov in SL(2n, R) with respect to the stabilizer of an oriented ndimensional plane. Then neither f + nor f − is Livšic cohomologous to a strictly positive function. Hence using Lemma 3 of [GL12] and the observation that (f + + f − ) is Livšic cohomologous to zero, we get that there exists a flow invariant measure µ such that (f + − f − )dµ = 0. Let
Then for all T > 0 we get that f T dµ = 0. Hence for all T > 0 there exist p T ∈ UΓ such that f T (p T ) = 0. Therefore we get that
From which we obtain k(φ T p T ) = k(p T ) and hence for all T > 0 we have
Moreover, UΓ is compact. Hence it follows that R does not act properly on Γ\( UΓ × H n,n−1 ). Now we use Lemma 3.3.4 to get that Γ does not act properly on ( UΓ × H n,n−1 )/R = ∂ ∞ Γ (2) × H n,n−1 and hence Γ does not act properly on H n,n−1 a contradiction.
Theorem 3.3.6. Let Γ be any word hyperbolic group and let the representation ρ : Γ → SO 0 (n, n) be Anosov in SO 0 (n, n) with respect to P ± . Moreover, let ρ(Γ) be Zariski dense in SO 0 (n, n) and let ρ(Γ) does not act properly on SO 0 (n, n)/SO 0 (n − 1, n). Then ρ is not Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane.
Proof. Let the action of ρ(Γ) on H n,n−1 be not proper. Hence there exist γ k ∈ Γ going to infinity and x k ∈ H n,n−1 such that the sequence {x k } converge to some x ∈ H n,n−1 and ρ(γ k )x k converge to some y ∈ H n,n−1 . As ρ(Γ) is Anosov with respect to P ± , we use Theorem 1.7 of [GW12] and Remark 1.1.5 to get that ρ(Γ) is AMS proximal. Hence without loss of generality we can assume that γ k is of infinite order for all k and lim k→∞ γ Now we choose p k ∈ UΓ such that p k is a point on the orbit corresponding to γ k . As UΓ is compact we can assume that p k converges to some p ∈ UΓ.
We note that there exists q ∈ UΓ such that π(q) = p and y | ν + (q) = 0. Indeed, non existence of such a point would imply that ρ(γ)y | ν + (q) = 0 for all γ ∈ Γ. Which in turn would imply that gy | ν + (q) = 0 for all g ∈ SO 0 (n, n) as ρ(Γ) is Zariski dense in SO 0 (n, n). And for h and g satisfying ν + (q) = hv + and gy = hv 0 we would get the following contradiction:
Now for such a q we choose q k , which are lifts of p k , such that q k converges to q. Therefore, we get that
Moreover, we know that lim k→∞ l(γ k ) = ∞. Hence it follows that
We also know that the space of flow invariant probability measures on UΓ is weak* compact. Therefore, there exists a flow invariant probability measure µ on UΓ such that f + dµ = 0. And hence using Proposition 3.2.2 we get that ρ is not Anosov in SL(2n, R) with respect to the stabilizer of an oriented n-dimensional plane.
Corollary 3.3.7. Let Γ be a word hyperbolic group and let ρ t : Γ → SO 0 (n, n) be an analytic one parameter family of representations with u = d dt t=0
ρ t such that ρ 0 (Γ) ⊂ ι(SO 0 (n − 1, n)) and ρ 0 is Anosov with respect to P ± 0 . Moreover, let the action of (ρ 0 , uv 0 )(Γ) ⊂ SO 0 (n − 1, n) ⋉ R 2n−1 on R 2n−1 be proper. Then there exists an ǫ > 0 such that for all 0 < t < ǫ the groups ρ t (Γ) act properly on SO 0 (n, n)/SO 0 (n − 1, n).
Proof. We use Theorem 7.1 of [GT17] to get that the representation (ρ 0 , uv 0 ) is affine Anosov with respect to the stabilizer of affine null planes. Now we use Theorems 3.2.3 and 3.3.6 to conclude our result.
