Towards the Definition of Relations between Clusters in Multicriteria Decision Aid Clustering  by Rouba, Baroudi & Bahloul, Safia Nait
 Procedia Computer Science  17 ( 2013 )  134 – 140 
1877-0509 © 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the organizers of the 2013 International Conference on Information Technology and Quantitative 
Management 
doi: 10.1016/j.procs.2013.05.019 
Information Technology and Quantitative Management (ITQM2013) 
Towards the definition of relations between clusters in multicriteria 
decision aid clustering   
Baroudi Roubaa,c,* , Safia Nait Bahloulb,c 
a Department of computer science, University of Abdelhamid Ibn Badis, BP 188, Mostaganem 27000, Algeria 
b Department of computer science, University of Es senia, BP  31000, Algeria 
c , Algeria 
Abstract 
This paper tackles the problem of defining relations between clusters in multicriteria decision aid clustering. In multicriteria 
decision aid field, the comparison between objects is based on preference relations that express whether these objects are 
indifferent, incomparable or one is preferred to the other. In this paper, these preference relations will be used, at the same time, 
to build a clustering and to define relations between clusters. The definition of a relation between two clusters will be based on 
the determination of the dominant relation between the objects belonging to the clusters. 
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1. Introduction 
Clustering is the process that classifies data into homogeneous groups called clusters such as the objects, in each 
cluster, have a maximum similarity with each other and maximum dissimilarity with the objects of other clusters. 
Clustering is the subject of active research in several fields such as statistics, pattern recognition, and machine 
learning. Clustering is also studied in data mining filed where large data sets with many attributes of different types 
are considered [1].     
In the multicriteria decision aid field, a lot of attention has been paid to supervised classification and a lot of 
methods, known as sorting methods, have been developed such as ELECTRE TRI [2], PROMETHEE TRI [3] and 
PROAFTN [4]. De Smet and al [5] have been interested in detecting clusters in multicriteria decision aid (MCDA) 
context and have developed an extension of the traditional k-means algorithm. According to these authors, the 
concept of distance widely used in traditional clustering techniques is not suitable to measure the distance between 
two actions in multicriteria decision aid context. To avoid this problem, the authors proposed a distance 
measure based on binary preference relations between the actions. This work has been extended in [6] to compute a 
relational multicriteria clustering by defining relations between the clusters. 
The aim of this paper is to study the result of a multicriteria clustering approach in order to define relations 
between the clusters. For this purpose, we use the distance defined by De smet and al in [5] with PAM (Partitioning 
Around Medoids) algorithm [7] to compute a multicriteria decision aid clustering. Then, we define a measure 
between each couple of clusters. This measure is based on the preference relations between the actions within a 
couple of clusters. This measure will be used to define a preference relation between the couple of clusters.    
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The paper is organized in three main sections. The first one introduces some important concepts about preference 
relations in multicriteria decision aid field and presents the distance measure proposed in [5]. In the second section, 
we present our measure that will be used to define the relations between the clusters. In the last section, an 
illustrative example is presented.  
2. Multicriteria Decision Aid Clustering  
2.1. Basic concepts 
In a MCDA problem, we call by actions all the objects submitted to a decision making process. These objects can 
be potential decisions, candidates, projects, feasible solutions, items, units, alternatives, etc. The set of actions will 
be noted A= {a1, a2,.., an}. Each action is analyzed and evaluated according to a set of criteria representing the 
in a totally ordered set and 
the multicriteria context, a preference structure is used to compare the actions. So, the comparison between two 
actions ai, aj of A may be expressed by a preference (P), indifference (I) or incomparability (R) statement [8]. To 
build these relations, a given multicriteria outranking method can be used to compare every couple of actions with 
the respect of a set G = {g1, g2,.., gm} of m criteria. Furthermore, these preference relations must satisfy the 
conditions expressed in formula (1) to be accepted as reflection the feeling of a DM.    
                          
(1) 
 
 
Thus, we can associate to the set of actions A, a preference matrix pref (n*n). This matrix is obtained using a given 
multicriteria outranking method such as PROMETHEE [3]. Each cell of this matrix is defined as follows: 
 
 
 
(2) 
 
 
 
The development of MCDA clustering approaches needs more attention in because the given criteria have to be 
optimized. The criteria-dependency is also an important aspect because it imposes that the clustering procedure 
takes into account the preference scale implied by the criteria. Applying the traditional clustering techniques to the 
MCDA context without taking in consideration the criteria-dependency leads to form clusterings in which 
dominating and dominated actions are assigned to the same clusters. As consequence, the centroids of such clusters 
 Besides, the assignment of actions to clusters in 
MCDA context depends strongly on decision makers preferences. Different assignment can be obtained from 
different decision makers because their preference information differs. Thus, the development of MCDA clustering 
techniques must take into account the integration of DM's preferences in the clustering process [8]. For this purpose, 
De Smet and al [5] have been interested in detecting clusters in the MCDA context and have developed an extension 
of the traditional k-means algorithm. They proposed a distance measure based on binary preference relations 
between the actions. This distance is defined by: 
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Where n is the number of actions and Pk(ai) is defined by  
 
                                                   
 
 
                                                                                                                              (4) 
    
 
The key idea behind this measure is that two actions are considered as similar if they are indifferent, 
incomparable, preferred or being preferred to the same actions.  To explain the principle of the measure proposed by 
De Smet et al, let's consider the following preference matrix: 
Table 1. An example of a preference matrix 
 a1 a2 a3 a4 a5 a6 
a1 I R P- P- P- P- 
a2 R I R R P- R 
a3 P+ R I R P- R 
a4 P+ R R I P- P+ 
a5 P+ P+ P+ P+ I P+ 
a6 P+ R R P- P- I 
 
1 and a2: 
P1(a1)={aj A/ ajIa1}={a1}. 
P2(a1)={aj A/ ajRa1}={a2}. 
P3(a1)={aj A/ ajP+a1}={}. 
P4(a1)={aj A/ ajP-a2}={a3, a4,a5,a6}. 
P1(a2)={aj A/ ajIa2}={a2}. 
P2(a2)={aj A/ ajRa2}={a1, a3, a4, a6}. 
P3(a2)={aj A/ ajP+a2}={}. 
P4(a2)={aj A/ ajP-a2}={a5} 
P1(a1 1(a2)={} | P1(a1 1(a2)|=0 
P2(a1 2(a2)={} | P2(a1 2(a2)|=0 
P3(a1 3(a2)={} | P3(a1 3(a2)|=0 
P4(a1 4(a2)={a5} | P4(a1 4(a2)=1| 
d(a1,a2)=1-(1/6)=0.83 
Thus, the distance matrix associated to the Table 1 is: 
Table 2. Distance matrix  
 a1 a2 a3 a4 a5 a6 
a1 0.0 0.83 0.66 0.66 1.0 0.5 
a2 0.83 0.0 0.5 0.66 1.0 0.66 
a3 0.66 0.5 0.0 0.5 0.83 0.5 
a4 0.66 0.66 0.5 0.0 0.66 0.33 
a5 1.0 1.0 0.83 0.66 0.0 0.83 
a6 0.5 0.66 0.5 0.33 0.83 0.0 
 
In the next section, we will explain how to use this distance matrix to compute a clustering. 
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2.2. The clustering algorithm 
To compute the clustering, De Smet and al have extended the k-means clustering algorithm. In our approach, we 
propose to use PAM (k-medoids) clustering algorithm [7]. Compared to k-means, PAM algorithm has two features; 
PAM algorithm is based on a dissimilarity matrix which is not the case for k-means algorithm. Furthermore, PAM is 
more robust because it minimizes a sum of dissimilarities instead of a sum of squared Euclidean distance. In 
addition, in the extended version of k-means algorithm proposed by De Smet and al, the choice of the prototype 
(centroid) of the cluster is based on a voting procedure. The use of such procedure is not necessary in PAM 
algorithm because the medoid of each cluster is an object not a prototype. 
For example, using the distance matrix in Table2 and PAM clustering algorithm with k=3, we obtain the 
following clustering:  C={{a1, a4, a6},{a2, a3}, {a5}}. 
In the following section, we will present our contribution aiming at defining relations between the clusters.  
3. Contribution  
The idea behind the definition of a relation between two clusters is based on determining the dominant relation 
between the actions belonging to the clusters. In other words, the dominant relation is the one having the highest 
frequency of occurrence between the actions belonging to the considered clusters. To illustrate how we define 
mputed previously: C={{a1, a4, a6},{a2, a3}, {a5}}. 
Considering the clusters C1={a1, a4, a6} and C2={a2, a3} and using the preference matrix in Table1, we have: 
pref(a1,a2)=R, pref(a1,a3)=P- 
pref(a4,a2)=R, pref(a4,a3)=R 
pref(a6,a2)=R, pref(a6,a3)=R 
We observe that the preference relation R appears five times while the relation P- appears one time. This means 
that the dominant preference relation between the actions belonging to the considered clusters is the relation R. Thus, 
we can say that C1 and C2 are incomparable.  
Formally, we define the frequency of occurrence of a preference relation when considering a couple of clusters 
Cu and Cv as follows: 
                                                                                                                                           (5) 
                 
The proposed measure QSuv is computed for each preference relation S belonging to the set {I, R, P+, P-}. Then, 
the dominant relation can be determined by: 
                                                                                                                                          (6) 
For the considered example, we have: 
QI12=|{(ai,aj) A / ai C1 aj C2 aiIaj }|=0 
QR12=|{(ai,aj) A / ai C1 aj C2 aiRaj }|=5  
QP+12=|{(ai,aj) A / ai C1 aj C2 aiP+aj }|=0 
QP-12=|{(ai,aj) A / ai C1 aj C2 aiP-aj }|=1 
 
We observe that the highest value of QSuv is 5 and it corresponds to QR12. So, the relation R is the dominant 
relation between the action belonging to the clusters C1 and C2.  
4. Application  
In this section, we consider the application of the presented approach to a real life problem which is the country 
risk problem. The aim of the country risk analysis is to identify those cases where countries are likely to be unable to 
meet their external debt commitments. So, the definition of risk clusters is a fundamental step. The aim of the 
application of the presented approach is not only to detect clusters but to identify the relations between these clusters. 
This problem has already been treated in the literature by [5-9]. Eleven criteria, covering economy, politics and 
finance, are considered to sort the countries (see Table 7). The example is based on a set of 20 countries, 
namely:{Hong Kong (HK), Greece (GR), Israel (IL), Slovenia(SI), Czech Republic (CZ), Saudi Arabia(SA), 
PPRISSaaCaCaAaaQ jivjuijiSuv ,,,   /,
)max(arg SuvQS
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Chile(CL), South Africa(ZA), Tunisia (TN), Argentina (AR), El Salvador (SV), Croatia (HR), Lebanon (LB), 
Guatemala (GT), Bulgaria (BG), Peru (PE), Zimbabwe (ZW), Honduras (HN), Ivory Coast (CI), Ukraine (UA)}.  
To compute the preference relations, we have used the multicriteria outranking method PROMETHEE I. Based 
on the preference relations (Table 3), the distance matrix has been computed using the distance defined by De Smet 
and al [5].  
Table 3. The preference matrix 
AR BG CL CI HR CZ SV GR GT HN HK IL LB PE SA SI ZA TN UA ZW 
AR I P+ P- P+ R P- R P- R P+ P- P- P- R P- P- P- P- P+ P+ 
BG P- I P- P+ P- P- P- P- P- R P- P- P- P- P- P- P- P- R P+ 
CL P+ P+ I P+ P+ R P+ P- P+ P+ P- R P+ P+ P+ P- P+ P+ P+ P+ 
CI P- P- P- I P- P- P- P- P- R P- P- P- P- P- P- P- P- R P+ 
HR R P+ P- P+ I P- P- P- P+ P+ P- P- R P+ P- P- P- P- P+ P+ 
CZ P+ P+ R P+ P+ I P+ R P+ P+ P- R P+ P+ R R P+ P+ P+ P+ 
SV R P+ P- P+ P+ P- I P- P+ P+ P- P- R P+ P- P- P- P- P+ P+ 
GR P+ P+ P+ P+ P+ R P+ I P+ P+ P- R P+ P+ P+ R P+ P+ P+ P+ 
GT R P+ P- P+ P- P- P- P- I P+ P- P- R R P- P- P- P- P+ P+ 
HN P- R P- R P- P- P- P- P- I P- P- P- P- P- P- P- P- P- P+ 
HK P+ P+ P+ P+ P+ P+ P+ P+ P+ P+ I P+ P+ P+ P+ P+ P+ P+ P+ P+ 
IL P+ P+ R P+ P+ R P+ R P+ P+ P- I P+ P+ P+ P- P+ P+ P+ P+ 
LB P+ P+ P- P+ R P- R P- R P+ P- P- I P+ P- P- P- P- P+ P+ 
PE R P+ P- P+ P- P- P- P- R P+ P- P- P- I P- P- P- P- P+ P+ 
SA P+ P+ P- P+ P+ R P+ P- P+ P+ P- P- P+ P+ I P- R P+ P+ P+ 
SI P+ P+ P+ P+ P+ R P+ R P+ P+ P- P+ P+ P+ P+ I P+ P+ P+ P+ 
ZA P+ P+ P- P+ P+ P- P+ P- P+ P+ P- P- P+ P+ R P- I P+ P+ P+ 
TN P+ P+ P- P+ P+ P- P+ P- P+ P+ P- P- P+ P+ P- P- P- I P+ P+ 
UA P- R P- R P- P- P- P- P- P+ P- P- P- P- P- P- P- P- I P+ 
ZW P- P- P- P- P- P- P- P- P- P- P- P- P- P- P- P- P- P- P- I 
 
To compute the clustering, we have used k-medoids clustering algorithm and to analyze the results, we have 
generate different clusterings using different values of k. The results are summarized in Table 4. 
Table 4. The clustering results  
K Cluster code Cluster composition 
2 C1 AR, BG, CI, GT, HN, HR, LB, PE, SV, UA, ZW  C2 CL, CZ, GR, HK, IL, SA, SI, TN, ZA 
3 
C1 AR, GT, HR, LB, PE, SV, TN 
C2 BG, CI, HN, UA, ZW 
C3 CL, CZ, GR, HK, IL, SA, SI, ZA 
4 
C1 AR, GT, HR, LB, PE 
C2 BG, CI, HN, UA, ZW  
C3 CL, CZ, GR, HK, IL, SI  
C4 SA, SV, TN, ZA  
 
1 and C2 for k=2. Using the proposed measure we have: 
 
 
 
 
 
0   /, 2112 jijijiI IaaCaCaAaaQ
0   /, 2112 jijijiR RaaCaCaAaaQ
0   /, 2112 jijijiP aPaCaCaAaaQ
99   /, 2112 jijijiP aPaCaCaAaaQ
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Using the formula (5) we have: P- =arg max(QSuv). The dominant relation between the actions within the clusters 
C1 and C2 is P-, so C2 is preferred to C1. In terms of country risk, this means that the investments made in a country 
belonging to cluster C2 have more chance to succeed than those performed in a country belonging to cluster C1. 
Table 5 summarizes the relations between the clusters for all the experimentations. 
Table 5. Relations between clusters  
K Relations  
2  C1 P- C2  
3 
C1 P+ C2 
C1 P- C3 
C2 P- C3 
4 
C1 P+ C2 
C1 P- C3 
C1 P- C4 
C2 P- C3 
C2 P- C4 
C3 P+ C4 
 
A ranking of these countries has been computed in [3] using PROMETHEE II (Fig.1). To analyze the results and 
confirm their coherence, we used this ranking as reference.  
 
 
 
 
 
Fig.1: The countries ranking with the promethee II method [3] 
For k=2 we can see that the countries belonging to the cluster C2 are better ranked than those belonging to the 
cluster C1. This confirms that C2 is preferred to C1. For k=3, we found that C3 is preferred to C1 which is also 
preferred to C2. The ranking confirm these results because the countries belonging to C3 are ranked first followed by 
those belonging C1 then those belonging to C2. The same result is observed for k=4. 
inant relation has been found is the preference 
r
because an incomparability relation (R) can be found between two clusters which mean tha
 
5. Conclusion  
In this paper, we tackled the problem of finding relations between clusters in multicriteria decision aid clustering. 
Defining relations between clusters gives more information on the clustering which improves the decision making 
process.  
The idea behind the definition of a relation between clusters is based on the detection of the dominant relation 
between the actions belonging to the clusters. For this purpose, we defined a measure that permits to find a dominant 
relation. The proposed approach has been experimented on a real life problem. Finally, the experimentation of the 
proposed approach on other problems will allow us to confirm its coherence.  
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