We give a characterization of the Orlicz Sobolev spaces W 1,Φ (Ω) when Ω ⊂ R N is a open subset, N ≥ 1 and Φ ∈ △ 2 .
Introduction
In (Gagliardo, 1957) Gagliardo has introduced the semi-norm
besides he has studied the fractional Sobolev spaces W s,p (Ω) with 0 < s < 1 and p > 1. It is well known that
W s,p (Ω) does not converge to
when s → 1 − . Moreover, if Ω is a smooth bounded domain, then in (Bourgain et al.) , Bourgain, Brezis and Mironescu have proved that
for all f ∈ W 1,p (Ω), with p > 1. In (Leoni & Spector, 2011) , Leoni and Spector have given an alternative characteization of the Sobolev spaces using the not-local semi-norm 
(1.2)
where ρ ε is a "good" family of mollifiers.
In this article we will extend such results in the case of Orlicz Sobolev Spaces.
The Orlicz spaces have been introduced both as generalization of the spaces L p , both for physical motivations see (Adams, 1975; Astarita & Marrucci, 1974; Diening & Ruzika, 2007; Gosez, 1974; Lieberman, 1991; Krasnosel'skij & Rutickii, 1961; Rao & Ren, 1991) . Particularly, from the nineties many results of regularity are gotten for minima of functionals with general growths defined on Orlicz Sobolev spaces, see (Breit et al., 2011; Cianchi & Fusco, 1999; Dall'Aglio et al., 1998; Diening et al, 2009; Fuchs, 2011; Fusco & Sbordone, 1990; Granucci, 2017; Klimov, 2000; Talenti, 1990; Young, 1912) . The following ipoptesis will be at the base of our results.
H-1; Φ is a N-function and Φ ∈ ∆ 2 on(0, +∞).
H-2; ρ ε is a family of mollifiers such that H-4; ρ ε is radial, that is ρ ε (x) = ρ ε (|x|) for all x ∈ R N .
The purpose of our article is to show the followings results. 
Moreover, if ρ ε satisfy H-4 and Φ ∈ △ m 2 on (0, +∞), then there exist k m,N > 0 such thnat
(1.8) H-2, H-3 and H-4, let 
The Theorem 1.2 and the Theorem 1.3 are an alternative characterization of the spaces of Orlicz Sobolev using non local relations, such relations are at the base of numerous results for not local functionals with standard growths and for functionals defined on fractional Sobolev space, see (Bourgain et al., 2001; Di Castro et al., 2016; Di Castro et al., 2014; Maz'ya & Shaposhnikova, 2002; Mengesha & Spector; Milman, 2005; Ponce, 2004; Schikarra et al.; . The generalization of these theorems seems to point out the possibility to also extend such results in more general cases.
N-function and Orlicz Spaces Definition 2.1. A continuous and convex function
For exemple the function Φ p,β (t) = t p ln β (1 + t), for p > 1 and β ≥ 0 or p = 1 and β > 0, is a N-function.
Actually, only the growth at infinity really matters in the definition of N-function.
Indeed, given a continuous and convex function
there exist a N-function Φ and t 0 > 0 such that for every t > t 0 there holds
The function A is called principal part of the N-function Φ. For exemple there exists a N-function Φ such that Φ (t) = t ln(t) near infinity or there exists a N-function Φ such that Φ (t) = t ln(t) near infinity.
The function A is called principal part of the N-function Φ. For exemple there exists a N-function Φ such that Φ (t) = t ln(t) near infinity or there exists a N-function Φ such that Φ (t) = t ln(t) near infinity. 
Φ 2 (t) < +∞ then Φ 1 and Φ 2 are equivalent near infinity.
Let us introduce two important classes of N-functions.
3) holds for every t > 0. Remark 2.9. If Φ is a N-function and Φ ∈ △ 2 then there exists a N-function Φ 1 such that Φ ∼ Φ 1 and Φ 1 ∈ △ 2 globally in (0, +∞), see (Krasnosel'skij & Rutickii, 1961; Rao & Ren, 1991) .
, with r > 1, if exists t 0 > 0 such that for every λ > 1 
, for every t > 00, for every λ > 1;
(ii) tΦ + (t) ≤ mΦ (t), for every t > 0;
(iii) the function
t m is nonincreasing on (0, +∞).
Proof. See (Dall'Aglio et al., 1998; Krasnosel'skij & Rutickii, 1961; Rao & Ren, 1991) .
The N-functions Φ ∈ ∇ 
t r is nondecreasing on (0, +∞).
Remark 2.17. We observe that
Remark 2.18. If Φ is a N-function then tΦ − (t) ≥ rΦ (t) for every t > 0. By Lemma 2.16 it follows that Φ ∈ ∇ Let us put t = s λ then we have
for every w ∈ (0, +∞) and λ > 1. Let us put 1 λ m = a then we have Φ −1 (aw) ≤ a 1 m Φ −1 (w) for every w ∈ (0, +∞) and a ∈ (0, 1). The converse follows in a similar manner.
for every s ∈ (0, +∞) and λ > 1. The converse follows in a similar manner. Now we get the following characterization of the N-functions of class △ m 2 globally in (0, +∞), this characterization is not present in the bibliography note to the author and we will use it in the paper. 
for every s ∈ (0, +∞) and λ > 1. If we put a = 1 λ ∈ (0, 1) we get a m Φ (s) ≤ Φ (as) for every s ∈ (0, +∞) and a ∈ (0, 1). The converse follows in a similar manner. Now we get the following characterization of the N-functions of class ∇ r 2 globally in (0, +∞), this characterization is not present in the bibliography note to the author. 
for every w ∈ (0, +∞) and λ > 1.
Proof. If Φ is a N-function of class ∇ r 2 globally in (0, +∞), then we have λ r Φ (t) ≤ Φ (λt) for every t ∈ (0, +∞) and λ > 1.
Let us put t = s λ then we have
for every w ∈ (0, +∞) and λ > 1. The converse follows in a similar manner.
Remark 2.23. If we choose λ = κ 1 r > 1 then we can write the inequality (2.6) this way
for every w ∈ (0, +∞) and κ > 1.
Another characterization of the functions N-function of class ∇ r 2 globally in (0, +∞), it is the following.
for every s ∈ (0, +∞) and a ∈ (0, 1). The converse follows in a similar manner. Proof. If Φ is a N-function of class ∇ r 2 globally in (0, +∞), then we have λ r Φ (t) ≤ Φ (λt) for every t ∈ (0, +∞) and λ > 1.
for every w ∈ (0, +∞) and λ > 1. Let us put 1 λ r = a then we have Φ −1 (aw) ≥ a 1 r Φ −1 (w) for every w ∈ (0, +∞) and a ∈ (0, 1). The converse follows in a similar manner.
for every s ∈ (0, +∞) and λ > 1. The converse follows in a similar manner. 
Lemma 2.28. Let g (t), h (t) be a non-negative and increasing functions on
is defined to be the linear hull of K Φ (Ω), thus it consists of all measurable functions u such that λu ∈ K Φ (Ω) for some λ > 0. Moreover, the equality
where ∂ i u are the weak derivatives of u for i = 1, ..., N.
are Banach spaces with the following norms
We observe that if
In general, however, so simple relationships do not be had among the Luxemburg norm ∥u∥ Φ,Ω and the integral ∫ Ω Φ (|u|) dL N , this creates some difficulties to use the Luxemburg norm and the Hölder inequality then we are forced to introduce some suitable tricks to proceed. For greater details on Orlicz spaces, Orlicz-Sobolev spaces and Luxemburg norm we refer (Adams, 1975; Krasnosel'skij & Rutickii, 1961; Rao & Ren, 1991) 3. Lemmas
for every u, a > 0. Since ψ δ (x − y) ≥ 0 we get
for every x ∈ Ω with dist (x, ∂Ω) > δ. ) the measure defined by
for every Borel subset F ⊂ S N−1 . Then there exist a subsequence ε j , with
Proof. Using polar coordinates and H-2 we have
..,N be the linearly independent set of vectors given in H-3, We claim there exists ε 0 > 0 with the property that for all v ∈ R N there exists an i such that
. By rescaling we restrict ourselves to the case v ∈ S N−1 , and we proceed by contradiction. If not, then there exist a sequence {ε k } k∈N tending to zero, w k ∈ S N−1 and σ i,k ∈ C δ (v i ), i = 1, ..., N, so that up to a subsequence, which we will not relabel,
..,N form a linearly independet set, (see Remark 1.4 of (Leoni & Spector, 2011) ), we have a contradiction.
since Φ is a N function, then by Remark refR1 Φ ∈ ∇ 1 2 and using Lemma 2.16 (i) and Proposition 2.21 we have ∫
where c (ε 0 ) = c min
We hav the following properties of ρ η ε ρ η ε < ρ ε , (3.4)
for every E ⊂ R N bounded and measurable. Now we can define the measure
for every Borel subset F ⊂ S N−1 . Applying the Randon Nikodym theorem, for
, where µ ε,η are the measures defined in (3.8).
Proof. We begin by proving that
, with ∥ f ∥ ∞ = 1 we have
) .
Remark 3.5. By the definition (3.3) of ρ η ε we hace the following properties
Definition 3.6. We define 
for all x ∈ A and y ∈ A η where C f > 0 depends upon
Proof. See (Leoni & Spector, 2011) . ; then for every x ∈ A we have
where ρ η ε j is the family introduced in (3.3) .
By Remark 3.5 we get lim sup
be open, let Φ and ρ ε satisfy H-1, H-2, H-3, let A ⊂ Ω be open and bounded with dist
(3.14)
Proof. Making the change of variables
the function f δ is well defined in A η , then we have
Using Jensen's inequality we get
Since |h| < η by Tonelli's theorem it follows
letting δ → 0 by Fatou's lemma and Lebesgue dominated convergence theorem we obtain (3.14). 
where f δ is the mollification of f .
Proof. Let us consider
then, we get
Since Φ is a convex function, using Remark 3.1, it follows
Using Tonelli's theorem we get
Then making the change of variables w = x + z, u = y + z, for z ∈ B δ (0), since the integrand is non-negative, we have
Moreover there exist ε j → 0 + and a probability measure
Proof. We define
by the monotonicity of the integrals over Ω λ we have that for any η < λ 3 , lim sup
where
, for any 0 < δ < η apply Lemma 3.10 we obtain
Let µ ε be the measures defined in (3.1). By Lemma 3.2 there exist a subsequence { ε j } , with ε j → 0, and a probability
λ open and bounded, by Lemma 3.8 ,
Applying Fatou's lemma we have
Proof. Fix 0 < λ < 1 and 0 < η < λ 2 ; consider
By Fubini and Tonelli Theorems we get
Moreover applaying Lemma 3.9 we get
then we get (4.3).
Now we can show the Theorem 1.2
; then using Theorem 4.2 we have
Since, by Remark 3.5, lim
Moreover, since, by Lemma 3.9, and ∫ (Adams, 1975; Krasnosel'skij & Rutickii, 1961; Rao & Ren, 1991), then, by (4.12) and (4.13), Theorem 1.2 holds olso if Φ is a N-function and Φ ∈ △ 2 on (t 0 , +∞) with t 0 > 0.
