We have constructed a comprehensive database of 117 spatially explicit econometric studies of deforestation published in peer-reviewed academic journals from 1996-2013. We present a metaanalysis of what drives deforestation and what stops it, based on the signs and significance of 5909 coefficients in 554 multivariate analyses. We find that forests are more likely to be cleared where economic returns to agriculture and pasture are higher, either due to more favorable climatological and topographic conditions, or due to lower costs of clearing forest and transporting products to market. Timber activity, land tenure security, and community demographics do not show a consistent association with either higher or lower deforestation. Population is consistently associated with greater deforestation, and poverty is consistently associated with lower deforestation, but in both cases endogeneity makes a causal link difficult to infer. Promising approaches for stopping deforestation include reducing the intrusion of road networks into remote forested areas; targeting protected areas to regions where forests face higher threat; tying rural income support to the maintenance of forest resources through payments for ecosystem services; and insulating the forest frontier from the price effects of demand for agricultural commodities.
Introduction
Forests provide a wealth of public services and private goods, including carbon storage, biodiversity habitat, water filtration, storm mitigation, timber and non-timber products, wild foods and medicines, and tourism (Raven 1988; Foley 2005; van der Werf 2009; FAO 2010; Myers et al 2013) . Yet despite forests' many values, forested land is being steadily converted to other uses, including cropland, pasture, mining, and urban areas, which can generate greater private economic returns. The rate of net forest loss globally is rapid (125,000 square kilometers per year) and increasing (by 2,000 square kilometers per year). Fifty-eight percent of current net forest loss is occurring in the tropics, with another twenty-seven percent occurring in boreal forest (Hansen 2013 ). Tropical forest is largely being converted to cropland and pasture for the production of soy, beef, palm oil, and timber (Rudel 2009; Hosonuma et al 2012) , with the majority of new global agricultural land coming at the expense of tropical forest (Gibbs 2010) .
Peoples' decisions to convert land from forest to agriculture, pasture, or mining are influenced by a number of factors, or "drivers." Biophysical characteristics of land such as slope, elevation, wetness, and soil suitability influence the agricultural yields that land can produce. Aspects of the built environment such as roads and towns influence the costs of transporting goods to market. Demand for agricultural and timber commodities, manifested through prices, affect the revenues to be gained from conversion to agriculture or exploitation of forest. Land-use decisions are made by households or communities that vary in their social, economic, cultural and demographic characteristics. And these decisions are made within the context of governance regimes ranging from protected public lands, to open access commons, to leased concessions, to private ownership rights with varying degrees of tenure security. Other authors have categorized drivers of deforestation as proximate or underlying (Geist and Lambin 2002) , or as biophysical, social or economic (Chowdhury 2006) . Public concern over the benefits of forests lost due to deforestation has led to a variety of deliberate policies intended to slow the rate of deforestation. Forested countries have designated protected areas, increased forest law enforcement, and set up programs to pay for ecosystem services. Consumer countries have placed import restrictions on illegal tropical timber. And private supply chain actors have introduced eco-labeling, certification, and sustainable sourcing measures. Three United Nations conventions are actively concerned with tropical deforestation, including the Convention on Biological Diversity (CBD), the Convention to Combat Desertification (UNCCD), and the Framework Convention on Climate Change (UNFCCC). As international concern about climate change has grown, attention has intensified on reducing the 10-15% of global greenhouse gas emissions resulting from deforestation and forest degradation (REDD+).
All of these efforts benefit from research to understand what factors drive deforestation and
what policies can effectively stop it (e.g UNFCCC 2013) . This question is especially well suited to spatially explicit econometric analysis, i.e. multivariate regression or matching analyses of the relationship between spatial patterns of deforestation, based on remotely sensed data, and potential driver variables, based on spatially referenced data layers. The number of spatially explicit econometric studies of deforestation has grown rapidly since the publication of the first such study in a peer-reviewed journal in 1996 (Turner et al 1996) ( Figure 1 ). The goals of these studies have ranged from understanding the determinants of historical deforestation, to anticipating the locations under greatest threat of future deforestation, to comparing quantitative models for analyzing land-use change, to evaluating or designing policies for slowing deforestation. We refer to these studies as "spatially explicit econometric studies" rather than "spatial econometric studies" as the majority of study designs did not account for spatial interactions between observations. Publication of spatially explicit econometric studies of deforestation accelerated with the availability of data on deforestation from the Landsat satellite in 2000 and the increased policy attention on REDD+ since 2005. At the same time, Geographic Information Systems and statistical packages to perform econometric analyses have increased in sophistication and decreased in cost. By 2013, 117 spatially explicit econometric studies of drivers of deforestation had been published in peer-reviewed academic journals, spanning disciplines of economics (n=30), geography (n=22), environmental sciences (n=56), policy and management (n=5), and development (n=4).
However, no systematic and comprehensive review of spatially explicit econometric studies of deforestation has been written until now. In the absence of a meta-analysis it is challenging to distinguish robust relationships from spurious correlations or once-off results, to understand the relative importance of different drivers of deforestation, to reconcile studies' seemingly contradictory findings, or to identify trends across regions or disciplines.
Review studies to date have synthesized evidence from across selected spatially explicit econometric studies and non-spatial and non-econometric studies (Angelsen and Kaimowitz 1999; Geist and Lambin 2002; Rudel 2009; Angelsen and Rudel 2013; Pfaff et al 2013) , or have focused only on specific policy questions such as the effectiveness of protected areas (Miteva et al 2012) , or the effectiveness of payments for ecosystem services (Pattanayak et al 2010; Miteva et al 2012) , or the existence of an "Environmental Kuznets curve for deforestation" (Choumert et al 2013) .
Here we have compiled a comprehensive database of all spatially explicit econometric studies of deforestation published in peer-reviewed academic journals. We compiled the signs and significances of 5909 coefficients on 1159 uniquely named driver variables from 554 multivariate regressions and matching analyses in 117 studies. We use this comprehensive database to perform a meta-analysis, i.e. a systematic review that synthesizes all empirical evidence that meets pre-specified eligibility criteria to answer a given research question, and that produces overall statistics (Higgins and Green, 2011) . We identify driver variables for which many studies have consistently found the same direction of influence on deforestation, as well as drivers where the findings of studies do not agree. We identify gaps in the knowledge base where drivers have not been well studied relative to the policy interest in that driver. We compare findings across regions and across disciplines. We provide a consolidated bibliography for the use of future researchers. Drawing upon this meta-analysis we present an overarching theory of what drives deforestation, and we suggest effective policies to stop it.
We address several well-known issues common to meta-analyses. First and most importantly, there is the potential for the selection of original studies in a meta-analysis to have been biased toward areas where findings were expected to be extreme rather than typical, or for the publication process to have been biased toward supporting or rejecting popular theories. If these biases are persistent in the studies in our database, then the findings of our meta-analysis could be biased as well. To examine potential selection bias and publication bias, we compared results where a variable was the focus of a study vs.
results from studies where that variable was included only as a control, with the theory that a discrepancy between the two might indicate persistent bias. Second, to address the potential for the meta-analysis to overweight the findings of studies that published more results, we present an analysis that aggregates results from the regression level to the study level. Third, where drivers are exogenous to the land-use decision, as is frequently the case for many biophysical variables, causality can be easily inferred. But in cases when drivers are endogenous, causal inference requires more sophisticated study design involving econometric techniques such as instrumental variables or matching methods. To examine the issue of correlation vs. causation, we compare regression results from studies published in economics journals vs. in other journals, with the assumption that the review process in economics journals is more likely to be tougher on unwarranted claims of causality.
Even so, there are some important issues that our meta-analysis does not address. The quality of individual studies is not something that we can control for, beyond comparing results by discipline of the journal. Our meta-analysis includes very few studies that span multiple countries, and thus while we can compare the relative influence of driver variables across regions, we can not isolate the effects of specific countries on deforestation. Like its component econometric studies, the meta-analysis only analyzes the relative contribution to deforestation of factors that can be mapped. Some important drivers of deforestation have not been studied using spatial data (e.g. mining; mills and processing facilities; corruption), or have been included in very few studies (e.g. fuelwood collection; off-farm income opportunities). For an in-depth understanding of complex phenomena at individual sites, case study evidence may be superior or complementary to econometric studies.
The remainder of this paper is organized as follows. In Section II we describe the methods we used to compile and analyze our comprehensive database of studies. In Section III we present the results of our analysis. In Section IV we discuss what drives deforestation and what stops it, and suggest important directions for future research.
Methods
To identify candidate studies for inclusion in our database, we searched ISI Web of Knowledge, Proquest, EBSCO E-Journals Database, and Google Scholar for articles containing combinations of terms related to our subject (e.g. DEFOR*; LAND USE), concept (e.g. CAUS*; DETERMIN*) and methods (e.g. ECONOMETRIC*; REGRESS*) (Table 1 ). In addition to the keyword search we also identified candidate studies from the literature review sections of included articles.
We included candidate studies in the database only if they met the following five criteria:
1. The study was published as an article in a peer-reviewed academic journal.
We excluded working papers (e.g. Kerr et al 2002) , book chapters (e.g. Brown et al 1993) , and reports in the grey literature (e.g Lambin 1994) . We excluded candidate studies that were published in journals that we could not access electronically (n=3), as well as articles published later than December 31, 2013. Application of this criterion resulted in 223 candidate studies.
2. The dependent variable was a direct indicator of either forest cover or forest cover change. We included both deforestation and reforestation, but excluded indirect indicators of deforestation such as expansion of agricultural land (e.g. Chomitz and Gray 1996) . We did not distinguish between natural and plantation forests beyond any definitions applied in the original studies. Application of this criterion eliminated 26 studies, resulting in 197 remaining candidate studies.
3. The indicator of forest cover or forest cover change was remotely sensed and spatially referenced. We excluded studies in which forest cover was determined based on household surveys (e.g. Godoy et al 1998) Application of this criterion eliminated 51 studies, resulting in 117 remaining candidate studies.
5. The econometric model of forest cover change included at least one anthropogenic variable. We excluded ecological studies of the natural spatial dynamics of shifting forest edge (e.g. Banfai and Bowman 2007) . Because all such studies had already been excluded based on previous criteria, the application of this criterion eliminated no further studies, resulting in 117 studies included in the database.
Our literature search and inclusion criteria resulted in the inclusion of 117 studies in the database (Table 2 ). These studies included 557 regressions or matching analyses, and 5605 coefficients on 1418 explanatory variables with 1159 unique names. To the best of our knowledge the database has captured this rapidly expanding literature comprehensively.
However, the large number of studies in the database implies that our results are likely robust to the possible accidental exclusion of a small number of relevant studies.
For every coefficient on explanatory variable in every results table in every study, we coded the sign and significance of the association of the variable with deforestation as "negative and significant," "not significant," or "positive and significant," at the 95% confidence level.
In cases where the significance of a coefficient appeared to differ between the reported statistical score (e.g. p-value; z-value) and the reporting convention (e.g. ** or bolded text) (n=20), we used the significance as reported by the reporting convention. Where the dependent variable was related to forest cover or avoided deforestation rather than to deforestation, we inverted the sign. We did not compile information on point estimates because doing so would require comparing very different metrics within meta-variables (e.g "elevation (m)" vs. "elevation>1500 m"; "rice price" vs. "change in bean price"), as well as comparing the results of different statistical tests. We included squared terms as well (n=26); e.g. U-shaped relationships were coded with one "positive and significant" variable and one "negative and significant" variable.
We categorized the 1159 uniquely named explanatory variables into 40 meta-variables. For example, variables named "Elevation," "Altitude," and "Above 1500 meters" were all categorized into the meta-variable "Elevation," while variables named "Distance from roads" and "Road density" were all categorized into the meta-variable "Proximity to roads."
Within meta-variables, we inverted the coded signs on coefficients as necessary so that all variables were polarized in the same effect direction. For example, within the meta-variable "Proximity to roads," the variable "distance from roads" was inverted while "Road density"
was not inverted. We polarized dummy variables in relation to the omitted variable. For example, within the meta-variable "Elevation," the variable "Below 500 meters" was inverted relative to an omitted variable of "Between 500-1500 meters," while the variable "Above 1500 meters" was not inverted. For some meta-variables we were not able to polarize variables easily. For example, within the meta-variable "Soil Class" (n=403), the variables "Acrisols," "Lithosols," "Gleyic soil" and so forth were beyond our expertise to classify and polarize. Other meta-variables that we were unable to polarize included "Forest Type" (n=58), and "Land Use Type" (n=89). We excluded these meta-variables from our analysis though not from our database. Additionally, we excluded from our figures though not from our analysis those meta-variables that contained fewer than fifty-five regression results (e.g. "Property size" (n=54); "Gender" (n=29), "Use of Fuelwood" (n=18); "OffFarm Employment" (n=10), and "Erosion" (n=5). We excluded interaction terms from the analysis (n=99). Finally, we classified some variables that weren't easily categorized as "Miscellaneous" (n=462), and excluded these variables from the analysis as well. For the full categorization of all variables, see the accompanying open-access database.
For each meta-variable, we summed the number of regression outputs or matching outputs that found the association between that meta-variable and deforestation to be negative and significant, not significant, or positive and significant. We then term the meta-variable to be consistently associated with lower (or higher) deforestation if the ratio of positive and significant outputs to negative and significant outputs was statistically significantly less than (or greater than) 1:1 in a two-tailed t-test at the 95% confidence level. We termed the metavariable to be not consistently associated with lower or higher deforestation if the ratio of positive and significant outputs to negative and significant outputs was not statistically significantly distinguishable from 1:1.
To address potential overweighting within the database of studies that reported more regression results, we performed an analysis in which we aggregated regression-level results to the study level. For each uniquely named variable within a study, the variable was coded at the study level as "negative and significant," "not significant," or "positive and significant" based on the plurality of regression-level codes for that variable within the study. In the case of ties between two regression-level codes, the variable was coded at the study level as "not significant."
To examine potential selection bias and publication bias, we compared results where a variable was the focus of a study vs. results of studies where that variable was included only as a control. We assumed that the second type of study was less likely to be biased by selection issues, though we recognize the possibility that the first type of study might be more careful in its design and thorough in its analytical methods with regard to that variable.
A variable was determined to be the focus of a study if the title or abstract of the study mentions inquiry into the effect of this variable on deforestation as a motivation for undertaking the study. Findings from generic inquiries into determinants of deforestation were not coded as the focus. For example, an abstract stating that "Many studies conclude that building and upgrading roads increases pressure on forests but some find that new and better roads may reduce the rate of deforestation…we tested whether the existence and size of roads in 1995 affected the level of forest cover in 2000" (Deng et al, 2011) resulted in roads being coded as the focus of the study, while an abstract stating "we assessed the effects of biophysical and anthropogenic predictors on deforestation in Brazilian Amazonia…trends suggest that deforestation is being largely determined by human population density, highways and dry season severity" (Laurance et al, 2002) did not result in these variables being coded as the focus. A study could have more than one variable, or no variables, coded as the focus.
To examine the issue of correlation vs. causation, we compared results from studies published in economics journals vs. in other journals, with the assumption that the peerreview process in economics journals might be tougher on unsubstantiated claims of causality. We assumed that the peer-review process in economics might also be more rigorous regarding other potential biases due to multicollinearity, omitted variables, and so
forth. An alternative approach to screening papers by review quality, journal impact factor, was considered but rejected due to observed disparities in citation rates across disciplines. To address the potential overweighting by findings from more commonly studied regions, we disaggregated our results by three major regions-Africa (n=11); Asia (n=27); and Latin America/Caribbean (n=70). Results from other regions (n=9) were not disaggregated. In addition we disaggregated our findings by regressions in which the dependent variable was forest cover from those in which the dependent variable was forest cover change.
Our database also compiled information on other variables reported by the included studies, including year of publication, size of study area, data source, data resolution, number of forest cover snapshots, average time interval between snapshots, unit of observation, size of unit of observation, sampling design, number of observations, regression results, variables and coefficients, functional form of regression, coefficient of determination and reported treatment of spatial correlation. These summary statistics are displayed in Table 3 .
Results
Potential drivers of deforestation varied widely in the direction of their relationship with deforestation, the degree of agreement across studies, and the size of the evidence base ( Figure 2 ). Variables related to biophysical characteristics of land (e.g. slope; elevation; wetness; temperature; soil suitability; soil class; erosion; forest type; distance to water) were included in most studies (n=97/117). These biophysical variables had a clear impact on deforestation. Deforestation was consistently lower at higher elevation (negative and significant: -160 | not significant: 98 | positive and significant: +42), on steeper slopes (-177|151|+60), and in wetter areas (-106|68|+78), while deforestation was consistently higher on soil that was more suitable for agriculture (-26|73|+54). Proximity to water (-23|47|+34) was not significantly associated with higher or lower deforestation. Biophysical characteristics influence the deforestation decision through accessibility, clearing costs, and agricultural productivity. Perhaps because biophysical variables are so unambiguously exogenous to the deforestation decision, and the causal pathways influencing deforestation so logical, exploration of biophysical variables was almost never the primary focus of a spatially explicit econometric study. The only exception was Chomitz and Thomas (2003) , which explicitly studied wetness, concluding that wetter areas saw less deforestation due to lower agricultural potential rather than lower accessibility. The associations between biophysical variables and deforestation were robust across level of analysis (regression-level vs. study level; Figure 3 Asia vs. Latin America/Caribbean; Figure 6 ), with the sole exception of wetness, which was associated with lower deforestation at the regression level (-106|68|+78) but higher deforestation at the study level (-16|12|+20), and lower deforestation in economics journals (-52|22|+7) but higher deforestation in other journals (-54|46|+71). Higher elevation and steeper slope were associated with both lower forest cover and lower rates of deforestation, while associations for all other metavariables were robust to the choice of independent variable (Figure 7 ).
Variables related to built infrastructure (e.g. proximity to roads; proximity to urban areas)
were among the first studied (Nelson and Hellerstein 1997) and the most studied (n= 88/117). Roads (-117|161|+270) and urban areas (-72|195|+170) are consistently associated with higher deforestation. Built infrastructure increases deforestation by lowering transportation costs to markets (Cropper 2001) , by making frontier land more accessible to new migrants (Mertens and Lambin 2000) ; and by enabling the transformation of remote economies from local subsistence agriculture to market oriented farming systems. The exogeneity of built infrastructure to the land-use decision is easy to assume for large cities and highways. At fine scale, the expansion of smaller local roads and settlements is likely endogenous to local clearing decisions. At intermediate scales, the expansion of roads and towns may occur as part of simultaneous agricultural rural expansion policy that affects deforestation. Proximity to roads and cities decreases forest cover consistently, but not universally. In contrast to natural forests, proximity to cities has been found to increase the presence of shade-grown coffee in Mexico (Blackman 2008) and El Salvador (Blackman 2012 ) and green space for urban residents in China (Gong 2013) . Getahun (2013) found that regions in Ethiopia that are more integrated with cities are less reliant on clearing for subsistence agriculture as they have more economic alternatives. And while the literature is in agreement that new roads in remote forested areas lead to deforestation, debate has persisted as to whether road improvement in regions with substantial prior clearing can attract development away from other regions with more forest remaining. (Pfaff 2007a; Weinhold and Reis 2008; Deng 2011) . The associations between built infrastructure variables and deforestation were robust across level of analysis, focus of study, discipline of journal, world region, and dependent variable.
Since most forest land is cleared for agriculture and pasture, it is not surprising that among the nine meta-variables consistently associated with higher deforestation are three related to agriculture (50/117): agricultural activity (-53|74|+99); agricultural prices (-8|96|+76); and proximity to agriculture (-10|13|+34). Pasture activity is associated with higher deforestation as well (-7|9|+12). Deforestation has been found to be higher with higher commodity prices in Indonesia (Gaveau 2009; Wheeler et al 2013) and Brazil (Hargrave and Kis-Katos 2012) , and on lands with greater potential agricultural revenue in Costa Rica (Pfaff 2007b ) and Indonesia (Busch et al 2012) . However, agriculture is not a monolith. Its effects have been found to vary across mechanized agriculture, small-scale agriculture, and cattle ranching in Bolivia (Muller et al 2012) . And indeed these different forms of agriculture can have complicated interactions. For example, the encroachment of mechanized agriculture on existing pastures has been found to displace pasture activity to the forest frontier in Brazil (Arima et al 2011) . The associations between agricultural variables and deforestation were robust across level of analysis, focus of study, discipline of journal, and world region. More agricultural activity and greater proximity to agriculture were associated with both higher forest cover and higher rates of deforestation.
One might expect timber to show the same consistent association with higher deforestation as agriculture, but in fact a different relationship emerges. Among the five meta-variables not consistently associated with either higher or lower deforestation, three are related to timber: timber prices (-27|32|+19); community forestry (-37|66|+29); and timber activity (-37|20|+40). The mixed relationship between timber variables and deforestation suggests that the economic returns that forests provide through timber harvest may be forestalling more rapid conversion of these forests to agriculture, even while logging activity is often associated with the construction of new roads in remote areas, which can lead to deforestation later. Findings related to timber variables come with several caveats. Satellites used to detect deforestation may not detect all the forest degradation caused by logging.
Plantation forests may be directly replacing more-biodiverse and carbon-rich natural forests.
Logging, like agriculture, is not monolithic, and logging practices vary in their sustainability as in Ecuador (Lopez 2010) . And the relationship between "working forests" and forest cover may be dynamic, with clearing slowing as a forest management association consolidates as in Ethiopia (Takahashi and Todo 2012) or rebounding after relative prices swing in favor of non-forest commodities as in Mexico (Ellis 2010) . The associations between timber variables and deforestation are sensitive to a variety of disaggregations.
Associations flip signs from the regression level to the study level for timber price (regression level: -27|32|+19; study level: -1|2|+2), timber activity (regression level: -37|20|+40; study level: -3|6|+2), and community forestry (regression level: -37|66|+29; study level: -9|19|+11). Community forestry is associated with lower deforestation in studies where this is the variable of interest (-15|24|+1), but is associated with higher deforestation in studies where this variable is a control only (-22|42|+28). Timber activity is associated with lower deforestation in economics journals (-4|6|+0) but is associated with higher deforestation in other journals (-33|14|+40). And both timber activity and timber price are associated with lower deforestation in Latin America (timber activity: -11|6|+7; timber price: -27|20|+1) but higher deforestation in Asia (timber activity: -26|14|+33; timber price: -0|12|+18).
One particular form of community forestry, the Mexican communal property arrangement known as an ejido, has been particularly well studied (e.g. Deininger and Minten 1999; Ellis (Gaveau et al 2012) , have shown that this effect is lower than would be suggested by inside-outside comparisons that don't control for land characteristics.
Protected areas' effect varies by management type. The apparent greater impacts of multiple-use managed areas than strict areas (Nelson and Chomitz 2012 ) may be reversed after controlling for the greater risk of these lands in the absence of intervention (Ferraro et al 2013) . The associations between protected areas and deforestation were robust across level of analysis, focus of study, discipline of journal, world region, and dependent variable.
Further reviews of the effectiveness of protected areas on stopping deforestation are found in Miteva (2012) and Nelson and Chomitz (2012) . Indigenous peoples are also consistently associated with lower deforestation (-16|72|+6). The frequency of outputs showing a not significant association with deforestation suggest that the influence of Indigenous peoples may often be to maintain low rates of deforestation in areas with low levels of baseline threat based on geographical characteristics (e.g. Deininger and Minten, 2002) , rather than to reduce rates of deforestation in areas with high levels of baseline threat (e.g. Muller et al 2012) . Law enforcement outside of protected areas is also consistently associated with lower deforestation (-38|9|+4).
Variables related to rural income (e.g. poverty; rural income support; off-farm employment; payments for ecosystem services) were studied in 42/117 studies. Greater poverty was consistently associated with lower rates of deforestation (-105|161|+57). Exploration of changes in rural income over time presented a mixed picture. Some studies have found evidence that rising incomes slowed and reversed the loss of forest cover, as in Vietnam (Muller and Zeller 2003) and China (Gong 2013) , but other studies have found that greater income led to greater deforestation in China (Li 2013) or had no effects on trends in forest cover in Brazil (Baptista and Rudel 2006) , Panama (Sloan 2008) , China (Zhao et al 2011) , and Mexico (Vaca 2012) . A broader meta-analysis and synthesis of studies of the so-called "Environmental Kuznets Curve for deforestation" found the evidence supporting the theory to be mixed and diminishing over time (Choumert et al 2013) . Though the consistent association between poverty and lower deforestation was robust across level of analysis, discipline of journal, world region, and dependent variable, it is nonetheless worth noting that findings diverged based on whether or not poverty was the focus of the study. In studies where poverty was the variable of interest, poverty was consistently associated with higher deforestation (-15|50|+32), while in studies where poverty was a control only, poverty was consistently associated with lower deforestation (-90|111|+25).
Of course, absent careful study design, the changes in deforestation that can be directly attributed to poverty or to changes in income or wealth are difficult to separate from concurrent geographical or temporal trends that also affect deforestation. Clearer evidence is provided where incomes are changed directly by rural income support programs in the form of public loans, subsidies or payments. Here a more consistent pattern emerges: increased income from rural support programs is consistently associated with increased rates of deforestation (-11|59|+34), as in Mexico (Klepeis and Vance 2003) . A quasiexperimental study by Alix-Garcia et al (2013) found that increased income from a rural support program in Mexico raised the consumption of land-intensive goods and increased deforestation, especially in more remote communities. The association between rural income support and deforestation is sensitive to a variety of disaggregations. Rural income support is associated with lower deforestation in studies where this is the variable of interest (-4|0|+0), but associated with higher deforestation in studies where this variable is a control only (-7|53|+34). Rural income support is associated with higher deforestation in economics journals (-2|40|+27) but is associated with lower deforestation in other journals (-9|19|+7). And rural income support is associated with lower levels of forest cover (-
2|40|+27) but lower rates of deforestation (-9|19|+7).
A different picture emerges when increases in income are tied directly to the maintenance of forest cover through payments for ecosystem services (PES) (-21|17|+6). While early research found little effect of PES on deforestation rates in Costa Rica (e.g. SanchezAzofeifa 2007), subsequent studies found PES in Costa Rica to have had a positive effect on total forest cover, which includes forest regrowth in addition to deforestation (Alix-Garcia et al 2012; Arriagada 2012). This finding is consistent with the fact that Costa Rica was experiencing forest regrowth rather than deforestation during the period studied. HoneyRoses (2011) found that PES combined with protected areas slowed deforestation in Mexico. On the whole the evidence base on PES is still limited (4/117), and the entire evidence base comes from studies where PES was the focus of study. Further reviews of the effectiveness of PES on stopping deforestation are found in Pattanayak et al (2010) and Miteva (2012) .
Variables related to community demographics such as age (-8|33|+3), education (-14|19|+14), gender (more females: -3|19|+7), or property size (-15|32|+7) had no consistent association with either higher or lower deforestation, as in Brazil (Van Wey 2007) and Mexico (Perez-Verdin 2009).
Population was included as a meta-variable in 50/117 studies. While there is a strong association between greater population and greater deforestation (-41|178|+136) that is robust across level of analysis, focus of study, discipline of journal, world region, and dependent variable, this relationship is difficult to interpret (Rosero-Bixby 1998). On one hand, population can increase deforestation by increasing the supply of labor and the local demand for agricultural products. On the other hand, population growth occurs simultaneously with other rural economic expansion that increases deforestation pressure, and an increase in cleared land can support a greater population. We did not find any study that attempted to disentangle the endogeneity between population growth and deforestation. Furthermore, the relationship between population growth and deforestation may not be straightforward. Pfaff (1999) found that the first migrants to a county had greater impact on deforestation than later immigrants in Brazil. Defries et al (2010) found that forest loss across forty-one countries was positively correlated with urban population growth and exports of agricultural products, rather than with rural population growth, suggesting the importance of urban-based and international demands for agricultural products as drivers of deforestation.
Finally, proximity to cleared land is consistently associated with greater deforestation (-62|60|+111). This result is robust across level of analysis, focus of study, discipline of journal, world region, and dependent variable. It is unclear the extent to which this result is a consequence of increased access and reduced clearing costs rather than omitted variables that are correlated with greater likelihood of deforestation.
Encouragingly, we did not find evidence that the studies in our database were persistently biased toward the publication of "more significant" results. In fact polarized variables that were the focus of a study were significant slightly less often (401/729; 55%) than polarized variables that were not the focus of a study (2477/4069; 61%). Furthermore the sign was the same between the two types for all but four of the meta-variables studied (Figure 4) . However, it is worth noting that all four of the meta-variables for which the sign diverged based on whether or not the variable was the focus of the study were related to somewhat controversial or ideologically charged topics for which publication bias might be more suspected: community forestry, land tenure security, poverty, and rural income support.
Except where specifically described in the text above, associations between meta-variables and deforestation were in agreement across levels, across journal disciplines, across world regions, and across focus of study.
Discussion What drives deforestation?
Competition for the use of land between forests and agriculture would have come as no surprise to Johann Heinrich von Thunen. Von Thunen devised the first quantitative spatial model of land use, in which land is allocated to the use that provides people with the highest economic return (von Thunen, 1826) . This return is diminished as transportation costs increase, such that economic activities with relatively high transportation costs (e.g. dairy in von Thunen's original model) would locate near cities while activities with lower costs (e.g. livestock grazing) would occur farther away.
Von Thunen's two-centuries-old theory that the spatial allocation of land use will be determined by economic returns remains strong today as an explanation for present-day patterns of deforestation. In particular, forests are more likely to be cleared where the economic returns to agriculture and pasture are higher, either due to more favorable climatological and topographic conditions, or due to lower costs of clearing forest and transporting products to market. Where forests can produce economic returns through products, services, or amenities, economic exploitation of forests may forestall more rapid conversion to agricultural use, even while potentially degrading the forest and opening up greater access for clearing later. Rival explanatory theories of the pattern of deforestation based on land tenure security and community demographics are not as consistently supported by econometric results. Furthermore, it is frequently difficult to disentangle the effect of some variables such as population or poverty on deforestation from the effects of concurrent geographical or temporal trends.
What stops deforestation?
For decision makers seeking to curtail deforestation, this meta-analysis suggests a number of promising approaches. Road networks can be planned to minimize their intrusion into remote forest areas. Protected areas can be targeted to highly threatened areas. While rural income support generally increases deforestation, with some sensitivity to disaggregation, income support that is tied to the maintenance of the forest resource (e.g. PES) appears promising from limited published research to date. Policies that insulate the forest frontier from the price effects of demand for agricultural commodities have potential for success, though it is beyond the scope of this paper to assess which policies are able to do so effectively. As an overarching policy, international payments for reducing emissions from deforestation and forest degradation (REDD+) would increase the rewards for successfully undertaking any of the above interventions.
Some commonly suggested "win-win" approaches for stopping deforestation are not borne out by the econometric results of our meta-analysis. Securing land tenure, while potentially good for development outcomes, does not show a consistent relationship with lower deforestation outside of Indigenous territories. There is also not consistent evidence that higher income is sufficient on its own to slow and reverse deforestation without additional deliberate policy interventions.
Policies to support "working forests" (e.g. logging concessions; timber plantations; shadegrown coffee; agroforestry; community forestry) appear to have a mixed effect on forest cover. On the one hand, the economic returns that such activities provide may forestall more rapid conversion to agricultural land use. On the other hand, these activities can degrade forests and provide greater access for subsequent conversion. Thus policies to support working forests may be better suited to restoration of secondary forest cover rather than maintenance of more biodiverse primary forest.
Our findings are broadly in accord with those of previous reviews of drivers of deforestation (Angelsen and Kaimowitz 1999 , Geist and Lambin 2002 , Rudel 2009 , Angelsen and Rudel 2013 , Pfaff et al 2013 ; see Table 4 for a comparison of how our findings for the twenty most commonly studied meta-variables compare to those of previous studies. Our paper differs from previous reviews in that it restricts the scope of evidence to spatially explicit econometric studies of deforestation, is comprehensive within this scope, and is current.
Most importantly, our meta-analysis is quantitative where previous reviews have been qualitative. This quantitative analysis allows us to compare the relative influence of driver variables on deforestation and to assess the relative size of the evidence base for each driver.
Directions for future research
This meta-analysis suggests a number of gaps that could be usefully addressed through further research. The geographical evidence base on which our collective econometric understanding of deforestation rests is weighted heavily toward a few well studied countries.
More than half of the 117 studies were from just six countries: Mexico (n=22); Brazil (n=15); Costa Rica (n=8); China (n=5); Indonesia (n=5); and Thailand (n=5). This geographical emphasis has likely been due to the availability of data in many of these countries in addition to policy interest. Regions where spatially explicit econometric study of land-use change lags behind these regions' share of forest cover and deforestation include North America, Eastern and Northern Europe, West and Central Africa, and Australia and New Zealand (Table 5) . With the public release of annual globally consistent 30-m resolution data on forest cover change (Hansen 2013) , data availability gaps for other regions are closing. The gap in spatially explicit econometric analysis should close in these understudied regions as well. These new globally consistent data will also allow more multi-national analyses, which have been limited to four studies to date.
Nearly all studies to date have relied upon forest cover change data with time increments of five to ten years (mean increment=7.7 years; Table 1 ). The public availability of forest loss data at sub-monthly time intervals will allow the use of more sophisticated panel econometric techniques than can be applied to cross-sectional data (e.g. Wheeler et al 2012) . Almost all studies to date have explored drivers of deforestation rather than forest degradation. Improvements in remote sensing soon can be expected to enable exploration of forest degradation and its drivers as well.
For a number of topics, limited econometric evidence lags growing policy interest. Topics for which the evidence base would be usefully strengthened with further study include payments for environmental services, law enforcement, forest and commodity certification, mining, and gender.
Concluding thoughts
Spatially explicit econometric studies of deforestation have proliferated rapidly since their introduction two decades ago. Until now a fragmented literature has impeded the development of well-grounded conclusions regarding the relative influence of alternative driver variables on deforestation. By examining more than one hundred studies collectively, our meta-analysis shows the level of agreement across studies on the relationship of driver variables with deforestation, as well as the size of the evidence base. We have also identified drivers where findings diverge based on whether or not that driver was the focus of study.
We have solidified theory of what drives deforestation and have suggested promising strategies for stopping it. This knowledge can be put to use by public agencies seeking to conserve forests for their many public and private values. Figure 4 . Twenty most commonly studied metavariables' association with deforestation, organized by sign and significance of coefficients related to that meta-variable, disaggregated by focus of study (variable of interest vs. control variable). Meta-variables ordered by ratio of negative to positive association. Meta-variables with fewer than 55 regression results not displayed. Meta-variables that were never the focus of study not displayed. . Twenty most commonly studied metavariables' association with deforestation, organized by sign and significance of coefficients related to that meta-variable, disaggregated by world region (Africa, Asia, or Latin America/Caribbean). Meta-variables ordered by ratio of negative to positive association. Meta-variables with fewer than 55 regression results not displayed. Figure 7 . Twenty most commonly studied metavariables' association with deforestation, organized by sign and significance of coefficients related to that meta-variable, disaggregated by character of dependent variable (forest cover (sign inverted) or forest loss), ordered by ratio of negative to positive association. Meta-variables with fewer than 55 regression results not displayed. Meta-variables for which all dependent variables were related to forest loss rather than forest cover not displayed. 
