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Abstract
The article is dedicated to the area of an ensemble of classifiers, in particular, the issues related
to the rough set theory were used to define the base classifiers. The new proposed method for
defining base classifiers use the method of reducts search executed by a genetic algorithm. This
algorithm allows to define the number of reducts that will be used. Based on selected reducts
sub-tables are defined. For each sub-table a modified k-nearest neighbors algorithm is used and
the decision vector is determined. The majority voting method is used to fuse decision vectors.
Experimental results showed that the proposed approach, in most cases, gives better results than
other well-known ensembles of classifiers. Moreover, it was noticed that increasing the number
of base classifiers usually improves classification accuracy, but only to a certain level.
Keywords: Ensemble of classifiers, reduct, rough sets, k-nearest neighbors.

1. Introduction
Ensemble of classifiers domain has been studied by many researchers in recent years [7, 12, 9, 4,
10]. The approach based on multiple classifiers can be successfully used for multidimensional
data with a large number of conditional attributes or for data with a large number of objects.
In many cases, such data are too complex to other classical methods can not be applied for
them. For example, decision trees or decision rules that were generated in the classical rough
set approach, can not be directly used to large multidimensional data. This aspect of using
an ensemble of classifiers becomes extremely important due to the fact that increasingly we
deal with difficult, multidimensional and large data. In addition, ensemble methods have the
ability to generalize and reduces the overfitting in comparison when a single classifier is used.
Moreover, in the case of classifiers that perform local searches, the use of multiple classifiers
brings very good results. By comparing and aggregating the results generated many times, a
better approximation of the global optimum can be obtained. Numerous advantages caused
that ensemble methods have been used in many fields such as business [9], medicine [1], spam
review detection [12], biometrics [7].
In order to describe the approaches for building ensemble of classifiers, four main criteria
can be distinguished. The first criterion is the method of determining the subsets of data based on
which the base classifiers are trained. Multiple sub-tables can be created by determining subsets
of objects while keeping the set of attributes unchanged or by containing different subsets of
attributes while keeping the original set of objects. The last technique is a combination of the
two above methods. Another key aspect that distinguishes ensemble of classifiers is the types of
classifiers that are built based on sub-tables. A heterogeneous or homogeneous approach can be
mentioned here. The architecture of an ensemble of classifiers is the third main criterion. There
are three approaches: hierarchical, serial and parallel. The last important aspect is a fusion
method that is used to aggregate the results of classifiers’ predictions. Many different methods
can be mentioned here: the majority voting, the Borda count method, the sum, the product, the
maximum or the minimum method, the method that is based on the Dempster-Shafer theory and
many others.
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In the research described, an ensemble of classifiers is used in which the sub-tables are
defined by selecting subsets of the attributes, while the set of objects remains unchanged. In
the proposed method of defining subsets of attributes the rough sets theory (RST) [21] is used.
The basic concept in the RST is the indiscernibility relation. The classes of this relation define
subsets of objects having the same values on a given set of attributes. Such subsets are called
granules (atoms) of information. This theory provides the tool to compute a minimal subset of
attributes, which provides the same classification power as the original set of attributes. Such
subset of attributes is called a reduct. The task of determining the minimum reduct is NPhard. So determining all reducts is also a problem that for large, multidimensional data sets, is
impossible to perform in an acceptable time. The number
of all potential reducts that can be
m
computed for the table with m attributes is equal to m . Such a high complexity causes the
2
search for various approximate methods of determining a subset of reducts within an acceptable
time. Different approaches in the literature can be distinguished. For example, a concept of
α-reducts [20], a heuristic strategy for computing reducts using an ensemble strategy [32], the
concept of determining reducts based on an ant colony [25].
In this paper, an approximation method for determining reducts that is based on genetic algorithm is used [29]. It is known that the bagging method, which relies on the random selection
of attributes for sub-tables, improves the classification quality. Typically, decision trees are used
in the bagging method. In methods that are based on reducts, similarity or coverage concepts
are the most important. It was decided to use a similarity approach, more specifically a modified
k-nearest neighbors algorithm, since the coverage approach appears to be too restrictive (it has
been studied in the paper [31]). The first research question that is posed in this paper is whether
the method that used sub-tables created based on genetic reducts with the k-nearest neighbors
classifier gives better quality of classification than other well-known ensemble of classifiers approaches (Rotation Forest, Decorate, Random Subspace and Bagging). The second question is
whether increasing the number of sub-tables obtained based on a larger set of genetic reducts
results in improvement of classification quality. In other words, the question is whether increasing the number of sub-tables reduces the classification error. Therefore, in this paper, based on
the generated subset of reducts, sub-tables are defined, one for each reduct. One sub-table is
obtained by limiting the set of attributes to reduct and leaving the set of objects unchanged. In
the proposed ensemble of classifiers homogeneous classifiers are used. The modified k-nearest
neighbors algorithm is applied for each sub-table to generate a prediction vector. A parallel architecture of combining classifiers is used in the proposed system. The final result is generated
using the majority voting.
Different numbers of reducts generated by the genetic algorithm were considered in the article. From set containing only 3 reducts, by gradually increasing the number of reducts, to the set
containing up to 250 reducts were tested. The genetic algorithm can generate a different subset
of reducts with the same cardinality each time, therefore the calculations were repeated several times and the obtained results were averaged. The classification accuracy of the proposed
ensemble of classifiers approach was compared with other ensemble methods like Rotation Forest [26], Decorate [16], Random Subspace [10] and Bagging [4]. Encouraging results were
obtained. Significant improvement was obtained for majority of the analyzed data set.
The structure of the paper is organised as follows. Section 2 is dedicated to the rough set
theory. The definition of the reduct and the genetic algorithm for determining the reducts are
described there. Section 3 contains a brief description of the proposed ensemble of classifiers.
Section 4 addresses the data sets that are used. Section 5 presents the conducted experiments
and comments to the obtained results. Section 6 gives conclusions and future research plans.
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2. Rough set and genetic algorithm for determining reducts
The rough set theory was proposed by Z. Pawlak [21] as a method of dealing with incomplete
data and a way to determine the most important attributes that are necessary to maintain objects
discernibility. The basic concept is the indiscernibility relation, which is defined for the information system S = (U, A) where U is the universe, a set of objects, A is a set of attributes
and a : U → Va , Va is a set of values of attribute a. The indiscernibility relation is defined as
follows IN D(A) = {(x, y) ∈ U × U : ∀a∈A a(x) = a(y)}. This relation is an equivalence
relation (reflexive, symmetric, and transitive) therefore its abstraction classes form a division
of a set of objects. These classes are called granules (atoms) of information. The most important attributes in the system are those whose deletion from the set A causes changes in the
information granules compared to those obtained by using the original set of attributes. Another
important concept in the rough set theory is reduct. It is the smallest subset of attributes that
provides the same granules of information as the original set of attributes. This concept allows
to significantly reduce the multidimensionality of data without losing knowledge.
If in the information system, a decision attribute is distinguished, then we have a decision
table. More formally, S = (U, A ∪ {d}) is called a decision table, where A is a set of condition
attributes and d ∈
/ A is a decision attribute. In the decision table, a decision reduct is determined.
This is the smallest subset of the set of conditional attributes B ⊆ A, such that objects from
different decision classes are distinguishable IN D(B) ⊆ IN D({d}). One way of reducing
complexity for large and multidimensional data sets is to limit the set of conditional attributes
to the attributes occurring in one selected reduct. Information about objects classification is not
lost proceeding in this way. However, the question remains which reduct should be chosen, as
there can be many of them. Moreover, determining all reducts for multidimensional data is a
time consuming and sometimes even impossible task.
In the literature, various methods of determining the reducts can be found. There is a method
that is based on brute-force approach but it can only be applied to decision tables with a small
number of attributes. Also many heuristic algorithms that allow to determine reducts in an acceptable time have been proposed. Some of them are based on an ant colony [13] others are
based on fuzzy sets [5] or other methods [28, 27]. In this paper, a method that is based on a
genetic algorithm is used [29]. The genetic algorithm that is used in the experimental part of the
article was implemented in the program Rough Sets Exploration System [2] and it was described
in detail in the paper [30]. The goal of this algorithm is to find a specified number of shortest
reducts within a reasonable time even for multidimensional data. Each individual is represented
by bit strings and encodes one subset of attributes - a potential reduct. The population of individuals is generated using the following classic binary operators: mutation, crossover, and the
roulette wheel selection algorithm. In order to evaluate a subset of attributes R encoded in bit
2CR
R
string, the following fitness function F : 2A → R+ is used F (R) = n−L
n + m2 −m , where m is
the number of objects, m = card{U }, n is the number of attributes, n = card{A}, LR denotes
a number of 1’s in a bit string which is a representation of the subset R, and CR is the number of
object pairs from different decision classes that are discerned by the attribute from the subset R.
In the algorithm, the greatest complexity results from the calculation of the CR value. A
2
distinction table was used to optimize this process. This is a (n + 1) × (m 2−m) dimension
matrix. The matrix columns are for attributes, and the rows are for pairs of objects. If a pair of
objects has different values for the attribute, then the corresponding cell of the matrix contains
the value 1. A reduct is the smallest subset of columns that covers the matrix. In the experimental
part, the algorithm described above was used to generate various subsets of reducts. Based on
each subset of reducts a set of sub-tables for base classifiers were generated. Subsets containing
different number of reducts were considered, from 3 to 250 reducts in the set. In this way, the
influence of the number of base classifiers on inference accuracy of an ensemble of classifiers
was investigated. Moreover, the genetic algorithm may generate a different subset of reducts

M AŁGORZATA P RZYBYŁA -K ASPEREK

E NSEMBLE OF CLASSIFIERS BASED ON GENETIC REDUCTS . . .

each time, the algorithm is nondeterministic. Therefore, for each given size of the reducts set,
the genetic algorithm was run five times in order to generate five different subsets of reducts
having the same cardinality. The final results that are compered in this paper are the averaged
results obtained for this five different sets of reducts.

3. Ensemble of classifiers
Classifiers ensemble is an approach of using multiple classifiers simultaneously and combining
their results instead of relying on a single classifier. This method aims to improve the quality of
classification by enhancing weak classifiers. The classifiers ensemble can also be used for large
data. Various approaches to building ensemble of classifiers have been proposed in the literature.
There are approaches in which base classifiers are constructed based on data sets collected by
various sensors [17]. Other approaches consist of preparing subsets of data by manipulating
attributes or manipulating objects [11, 19]. There are also approaches in which for different test
cases classifiers specified for different tasks are selected [6].
In this paper, an approach in which subsets of data are prepared by manipulating attributes
is used. More precisely, based on one decision table, sub-tables are generated using a subset of
reducts. Each time a subset of reducts with a given cardinality is applied, because it is impossible
to apply an exhaustive reducts generation algorithm and to generate full set of reducts for the
data sets considered in this paper. For each reduct in the subset, one sub-table is generated by
limiting the attributes to the reduct and maintaining a complete set of objects. Based on the subtables generated in this way, base classifiers are built. In this paper, the homogeneous approach
is applied, i.e. only one type of classifier is considered. A modified k-nearest neighbors classifier
is used. In this classifier the general model is not built, calculations are performed when the test
object appears. The classifier has a low computational complexity because it is based on the
calculation of similarity between the test object and the objects from the decision table. For
each test object, a vector over decision classes is determined for each decision table. Vector’s
coordinate is equal to the mean of the similarity (Gower’s similarity measure is used [24]) of the
k-nearest neighbors from the given decision class to the test object. We use a similarity measure
instead of examining the coverage of a test object with rules generated based on reduced table
[11] for two reasons. First, it has been experimentally tested that the use of similarity measure
provides better results. Secondly, there may occurred a situation in which none of the rules
generated based on the reduced table covers the test object.
When the predictions are designated by the base classifiers, the method for fusion this results
is applied. Many different approaches were proposed in the literature. The methods are distinguished depending on the type of predictions generated by the classifiers. There are techniques
dedicated for predictions results from the abstract level, the rank level and the measurement
level [14]. These methods are also recognized as methods for the hard (the majority voting or
the Borda count method) or soft level (the sum rule or the max rule) of combinations [18]. We
distinguish methods that apply the same rule for all test cases (the Borda count method or the
sum rule). There are also methods with adaptive approach – depending on the received feedback
and previously classified objects the method adjust procedure to new cases (methods based on
neural networks or a genetic algorithm [3]).
In this paper, the majority voting method is used to fuse the predictions of the base classifiers. This method was chosen because it is the most popular one and many publications [15, 23]
show how surprisingly good results can be obtained when using it. Moreover, this is the first
study on the use of the genetic algorithm for generating reducts to classifiers ensemble. It is
planned to use other fusion methods in the future work.
Based on a graphical presentation, a review of the organization of the classifiers ensemble
will be conducted once again. Figure 1 was created for a better understanding of the ensemble
structure. It should be noted that the process of creation of a set of decision tables is a separate
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process, and it is performed only once for one classifiers ensemble. During the experiments,
different values of the N parameter were used to define the number of generated reducts. When
a new object for classification is given, based on each decision table, a vector over the decision
classes is generated using the k-nearest neighbors classifier. The final decision or a set of decisions is generated using majority voting. The decision set may arise when there is a tie. A
better approach in such a situation is to generate a small set of decisions than make the wrong
decision.

Fig. 1. Organization of the classifiers ensemble

The classification algorithm is as follows:
Input: Set of local decision tables Si = (U, Ai ∪ {d}), i ∈ {1, . . . , N } generated based on
reducts Ri of decision table S = (U, A ∪ {d}).
Test object x.
Output: Set of decision attribute values.
1. For each local decision table Si = (U, Ai ∪ {d}) generate one vector over the decision
classes in the following way. For each decision value, find the k-nearest objects to the
test object x (only the values on Ai attributes are used) and calculate the average distance
between these k-nearest neighbors and the test object.
2. For each vector, determine the decisions with the maximum value of the vector’s coordinates and vote for this decision.
3. Calculate final decision values using a voting technique.
The highest computational cost of the algorithm is the calculation of the distance between the
test object and all objects from the universe set of each local table. It is implemented in a time
linearly dependent on the number of objects, the maximum number of conditional attributes in
the local tables and the number of local tables O(card{U } · maxi card{Ai } · N ).

4. Description of the used data
The data that are used in the experiments were taken from the UC Irvine Machine Learning
Repository. Three data sets were selected: the Vehicle Silhouettes, the Landsat Satellite and
the Soybean (Large) data sets. Several conditions and properties of the data were taken into
account. First of all, multidimensional data were selected. Each of the sets has a large number
of conditional attributes, from 18 to 36 attributes - exact values are given in Figure 2. For this
reason, for the Landsat Satellite and the Soybean data sets, it is not possible to generate all
reducts, the exhaustive algorithm does not generate results within a reasonable time. It should

M AŁGORZATA P RZYBYŁA -K ASPEREK

E NSEMBLE OF CLASSIFIERS BASED ON GENETIC REDUCTS . . .

also be noted that data sets with different types of conditional attributes were selected. The
Vehicle and the Landsat Satellite data sets have quantitative conditional attributes, while the the
Soybean data set has qualitative conditional attributes. This is not a problem for the approach
that is proposed in this paper, because the Gower measure was used, which is dedicated for
data sets with various types of attributes. An important issue, which was taken into account
when choosing the data sets, was the availability of two independent data sets: a test set and a
training set. For the Landsat Satellite and the Soybean data sets such sets are available directly
in the repository. Based on previously published studies [22, 24] with the use of these data
sets, it is clearly visible that the use of the cross-validation method for these data sets gives
overestimated results. Worse results were obtained when applying the train and test method
with using independent test set that for the 10-cross-validation method. Only for the Vehicle
data set, the data form the repository was divided into two disjoint subsets, the training set (70%
of objects) and the test set (30% of objects). This was done in order to apply the same testing
strategy for all analysed data sets.
Another important condition of the used data sets is a large number of decision classes. Data
sets that have from 4 to 19 decision classes (exact values are given on Figure 2) were selected.
Such data can be consider as difficult data. It is obvious that the greater the number of possible
decisions, the more difficult it is to choose the correct decision class. In addition, the selected
data are unbalanced, i.e. there are different numbers of objects in decision classes. A detailed
comparison of the cardinality of decision classes for used data sets is presented in Figure 3. It
can be seen that especially for the Vehicle data set the participation of decision classes in the
training set and in the test set are significantly different. In order to emphasize this property for
the Vehicle data set, the figure shows the percentage of a given decision class in the entire set
(training set - blue bars, test set - red bars). As can be seen, the biggest difference is for the Opel
class. Objects of this class constitute 28 percent of the training set, and only 19 percent of the
test set.

Fig. 2. Characteristics of the used data

In one of the data sets - the Soybean data set - the missing values occur. Comparison of
cardinality of missing values for each conditional attribute in the training set and in the test set
is shown in Figure 4. In this paper, three different approaches were applied to the data set with
missing values. The first one assumes the use of the original training set. In this case, missing
values are marked with a special sign, which is then interpreted by the Gower measure when
similarity value is calculated [24] (this data set is called as the original Soybean data set). The
second approach assumes that the objects with missing values are completely removed from
the training set (266 objects remains). This data set is called as the Soybean data set without
missing values. The last approach assumes replacing missing values in the training set with a
dominant value for the corresponding conditional attribute for which the missing value occurs.
This data set is called the Soybean data set with dominant values. The results obtained using all
these approaches are compared in the next section.
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Fig. 3. Cardinality of decision classes, for: (a) the Vehicle data set (b) the Landsat Satellite data set
(c) the Soybean data set

Fig. 4. Cardinality of missing values in the Soybean data set

5. Experiments
The experiments were carried out according to the following scheme: search for reducts by the
genetic algorithm; construction of a set of decision tables based on the generated set of reducts.
For each reduct, the sub-table was generated by limiting the set of conditional attributes to
the reduct; evaluation of performance for ensemble of classifiers with test sets; comparison of
experimental results: the quality of classification in terms on the number of base classifiers, the
quality of classification of the proposed ensemble of classifiers vs. other ensemble of classifiers
(Rotation Forest [26], Decorate [16], Random Subspace [10] and Bagging [4]).

5.1.

Calculation of reducts’ sets and construction of decision tables

For all data sets (the Vehicle data set, the Landsat Satellite data set, the original Soybean data
set, the Soybean data set without missing values and the Soybean data set with dominant values)
we use the generic algorithm for generating a set of reducts, which was implemented in the
RSES program [2] with default settings. The only parameter that was changed was the one that
defined the cardinality of the generated set of reducts.
One of the experimental goals was to check the impact of the number of base classifiers
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on the quality of classification. Therefore sets containing different number of reducts were
analysed: 1, 3, 5, 7, 9, 11, 13, 15, 20, 30, 40, 50, 100, 150, 200, 250. Since each run of
the algorithm for a given cardinality generates a different result, for each of the cardinalities
the algorithm was run five times and five sets of reducts were obtained. However, it should
be noted that for the original Soybean data set and the set without missing values, the genetic
algorithm did not generate set containing the maximum (250) number of reducts. Although
the set’s cardinality was defined to 250, the algorithm generated smaller number of reducts,
respectively: for the original set 222, 222, 233, 222, 234; for the set without missing values 235,
249, 211, 214, 212.
By using the set of reducts, the set of sub-tables was generated based on the training set. For
example, for a set of ten reducts, ten sub-tables were generated. In one sub-table the conditional
attributes set was limited to a reduct, while the set of objects and the decision attribute remained
unchanged. The set of decision tables prepared in this way were then used to build an ensemble
of classifiers.

5.2.

Evaluation of performance for ensemble of classifiers with test set

The quality of classification was evaluated based on the test set. Two measures were analyzed.
The first measure is the estimator of classification error e. It is the fraction of the number of
misclassified objects by the total number of objects in the test set. The second measure is the
¯ In some cases, the majority voting method can
average number of generated decisions sets d.
generate ties and more than one decision value can be generated by the system. In order to estimate how often such a situation occurs and how large a set of generated decisions is, the second
measure was used. Due to the fact that the ensemble of classifiers uses the k-nearest neighbors
algorithm, the optimal value of the parameter k should be determined at first. Different values
of the parameter k (from 1 to 10) were analyzed. Then, the value that provided the smallest
classification error was selected.
It should be noted once again that all evaluations were performed five times, i.e. for each data
set and for each cardinality of the reducts’ set, the quality of classification of the ensemble was
determined five times - for each of the five versions of the generated set of reducts (five different
runs of the genetic algorithm were carried out and five different versions of the reducts’ set were
obtained). The results presented in Table 1 are the average of the values obtained for these five
different evaluations. In the table, the best results for each data set are marked in dark blue. Two
subsequent results for each data set are marked in light blue.
It can be noticed that the average number of decisions d¯ is very close to one. So based on
the presented results, it can be concluded that the proposed ensemble of classifiers very rarely
generates ties, although it is possible that several decisions are generated. Only for the Soybean
data sets (in all variants) and a small number of reducts ties occur more frequently.
Generally, it can be said that for the Vehicle, the Landsat Satellite and the Soybean with
dominant values data set, the greater the number of reducts in the set, the better the quality
of the classification is. The proposed approach does not generate good results for the original
Soybean data set and the Soybean data set without missing values. Much better results were
obtained when missing values have been replaced by dominant values.

5.3.

Comparison of experimental results

In the research there was also studied the influence of the number of base classifiers on the
quality of classification generated by the proposed ensemble of classifiers. Due to the fact that
each local sub-table is defined based on one reduct, the number of base classifiers is equal to the
number of reducts that were generated by the generic algorithm. The graph presenting the trend
of the classification error value in respect to an increasing number of base classifiers is shown
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Table 1. Classification error e and the average number of generated decisions d¯ observed for different number of reducts.

in Figure 5. Individual data sets are presented on separate graphs due to the different range of
values of the classification error.

Fig. 5. Comparison of classification error (e) versus the number of base classifiers (No. of reducts),
for: (a) the Vehicle data set (b) the Landsat Satellite data set (c) the Soybean data set

For the Vehicle and the Landsat Satellite data sets, there are clear trends in improving the
quality of classification along with the increase in the number of base classifiers. In the case of
the Vehicle data set, the minimum value of the classification error is achieved for 200 classifiers.
In the case of the Landsat Satellite data set, the minimum value is achieved for 40 classifiers,
however, similar results are obtained also for 100 and 150 classifiers. For the Soybean data
set such trend can not be identified. For the case with the original data set and the data set
without missing values, the lowest value of the classification error is generated for one base
classifier. Then the value of classification error increases rapidly and after a while starts to fall.
The decrease in the classification error starts for around 11 base classifiers. The line for the
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Table 2. Comparison of classification error (e) of the proposed ensemble of classifiers versus other
ensemble of classifiers.

Soybean data set with dominant values can be described in a similar way, with the difference
that the minimum value of the classification error is not achieved for one base classifier but for
250 base classifiers. Definitely, the approach with replacing the missing values with the dominant value gives much better results than the two other analyzed approaches to dealing with
missing values. In order to confirm the observations indicated above, statistical analysis was
performed. For this purpose, the data presented in Figure 1 were used and, separately for each
data set, the correlation between variables: the number of reducts and classification error was
examined. The Spearman’s rank correlation coefficient ρ and the test of significance for Spearman’s correlation were used for this purpose (as the variables are not normally distributed).
The following results were obtained: Vehicle ρ = −0.912(p = 0.000001), Landsat Satellite
ρ = −0.664(p = 0.005), original Soybean ρ = −0.402(p = 0.123), Soybean without missing
values ρ = −0.533(p = 0.034), Soybean with dominant values ρ = −0.771(p = 0.00047).
According to the analysis, a significant and strong negative correlation exists between the number of reducts and classification error for data sets: Vehicle, Landsat Satellite and Soybean with
dominant values.
The goal of the research was also to compare the quality of classification of the proposed
ensemble of classifiers with other approaches known from the literature. Table 2 compare the
best results obtained for the proposed approach (last line) with the results obtained using other
methods of constructing ensemble of classifiers: Rotation Forest [26], Decorate [16], Random
Subspace [10] and Bagging [4]. In order to apply the mentioned methods to the considered data
sets, the algorithms implemented in the WEKA [8] program were used.
Based on the obtained results, it can be concluded that the proposed approach gives the best
results for the Vehicle data set, the Landsat Satellite data set and the Soybean data set without
missing values. The results generated by the proposed approach are two or even three times
better than the results obtained for other methods from the literature. Moreover, in the paper
[31], the results that were obtained using an ensembles of classifiers based on approximate
reducts can be found. However, the k-nearest neighbors classifier was not used there. The results
presented in the paper [31] are worse than those obtained for the proposed approach (Vehicle:
e = 0.319; Landsat Satellite: e = 0.129; Soybean: U/A). For the original Soybean data set
and the Soybean data set with dominant values the best results are generated by the Rotation
Forest method. The proposed approach produces much worse results for these data sets. In
general, it can be concluded that for data sets with missing values, the proposed approach does
not generate good results. However, in the case of other difficult data sets (multidimensional,
with a large number of decision classes and with imbalanced decision classes) the proposed
approach provides very good results.
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6. Conclusions
In the case of large and multidimensional data set, it is impossible to generate all possible
reducts (or to generate the minimum reduct) due to the complexity of the calculations. One of
the approaches to deal with multidimensional data is to use an ensemble of classifiers. In this
paper a method of building ensemble classifiers based on subsets of reducts generated by the
genetic algorithm was proposed.
In the experimental study, difficult data sets containing a large number of conditional attributes, a large number of decision classes, unbalanced decision classes and missing values
were used. The experiments performed had two main goals. One goal was to compare the
quality of classification in terms on the number of base classifiers. It was shown that for some
analyzed data (without missing values) there is a visible trend that by increasing the number
of base classifiers we get improvement in the quality of classification. Another goal was to
compare the quality of classification of the proposed ensemble of classifiers with the results
generated by other ensemble of classifiers known from the literature. It was shown that for the
data set without missing values, the proposed approach works very well and provides much
better results than the other tested methods.
In future research instead of just the majority voting method, it is planned to apply other
fusion methods to the proposed approach of building ensemble of classifiers.
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