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compared their performance. They can capture subtle 
changes in the fundus image. Spectral regression discri-
minant analysis (SRDA) reduces feature dimension, and 
minimum redundancy maximum relevance method is used 
to rank the significant SRDA components. Ranked features 
are fed to various supervised classifiers, viz. Naive Bayes, 
AdaBoost and support vector machine, to discriminate No 
DME, NCSME and clinically significant macular edema 
classes. The performance of our system is evaluated using 
the publicly available MESSIDOR dataset (300 images) 
and also verified with a local dataset (300 images). Our 
results show that HOS cumulants and bispectrum magni-
tude obtained an average accuracy of 95.56 and 94.39 % 
Abstract Diabetic macular edema (DME) is one of the 
most common causes of visual loss among diabetes mel-
litus patients. Early detection and successive treatment 
may improve the visual acuity. DME is mainly graded 
into non-clinically significant macular edema (NCSME) 
and clinically significant macular edema according to the 
location of hard exudates in the macula region. DME can 
be identified by manual examination of fundus images. It 
is laborious and resource intensive. Hence, in this work, 
automated grading of DME is proposed using higher-
order spectra (HOS) of Radon transform projections of 
the fundus images. We have used third-order cumulants 
and bispectrum magnitude, in this work, as features, and 
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for MESSIDOR dataset and 95.93 and 93.33 % for local 
dataset, respectively.
Keywords Retina · Diabetic maculopathy · Higher-
order spectra · Spectral regression discriminant analysis · 
Computer-aided diagnosis
1 Introduction
Diabetes mellitus (DM) is a chronic condition caused due 
to lack of insulin (Type-I diabetes) or its resistance (Type-II 
diabetes) [25]. The global prevalence of diabetes is 8.3 % 
in the year 2013 and estimated to raise up to 10.1 % by 
2035 [27]. Moreover, 382 million people are living with 
diabetes worldwide, and it may increase up to 471 million 
by the year 2035 [27]. Long term and uncontrolled diabe-
tes damages the vital organs, namely heart, kidneys, feet, 
and also affects the blood vessels in the human retina caus-
ing diabetic retinopathy (DR) [2]. DR is mainly classified 
into five types, viz. mild non-proliferative diabetic retin-
opathy (NPDR), moderate NPDR, severe NPDR, prolifera-
tive diabetic retinopathy (PDR) and macular edema (ME) 
based on the presence of clinical features, namely microa-
neurysms (MA), hemorrhages (HA), cotton wool spots 
(CWS), venous beading (VB), neovascularization (NV) 
and exudates [23, 28, 36, 37]. The presence of exudates on 
or around the macula affects the central vision; this con-
dition is known as DME [25]. Macula is responsible for 
sharp and detailed vision (see Fig. 1a). The center part of 
the macula is called the fovea which is responsible for fine 
vision [36]. DME is one of the largest causes of visual acu-
ity loss among diabetes patients [36]. According to Early 
Treatment Diabetic Retinopathy Study (ETDRS) DME is 
defined as thickening of the macula or presence of hard 
exudates and blot HA [39]. It is mainly classified into two 
types NCSME (see Fig. 1b) and clinically significant mac-
ular edema (CSME) (see Fig. 1c) and is briefly explained in 
Table 1.
According to a survey conducted in 2010, among 92.6 
million adult, 17.2 million have PDR and 20.6 million are 
suffering from DME [50]. The report [39] reveals that 24 % 
of eyes with CSME and 33 % of eyes with center-involving 
CSME will have a moderate visual loss within 3 years if 
untreated [39].
DME is usually diagnosed using color fundus photo-
graphs, fluorescein angiography (FA), retinal thickness 
analyzer (RTA) and optical coherence tomography (OCT) 
[13]. Color fundus photography is much cheaper than OCT 
[14]. Hence, in this work, we have developed an auto-
mated DME detection system using color fundus images. 
The fundus imaging-based DME detection methods mainly 
use morphological features and location of exudates from 
the fovea [15]. Several authors have proposed methods for 
automated detection of DME using color fundus images 
which are summarized in Table 2.
Most of the aforementioned literatures (see Table 2) 
except [23, 26, 27] used HE segmentation and location of 
HE for DME detection. However, extraction of exudates 
and identification of fovea are tedious processes [29]. The 
work proposed in this paper uses HOS cumulants and 
bispectrum magnitude to perform automated DME grading 
Table 1  Types of DME [20, 
30] Types Presence of clinical features Location
NCSME Retinal thickening hard exudates >1 and ≤2 disk diameters from the center of the fovea [20]
CSME Retinal thickening blot HA HE ≤1 disk diameter from the center of the fovea [20]
Fig. 1  Typical non-stereo fundus images: a No DME; b NCSME; c CSME
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without HE segmentation and its location information. 
HOS is a nonlinear method which can detect fine changes 
in the image pixels [12, 35]. It is used in epilepsy detection 
[14], diagnosis of cardiac abnormalities [13] and detection 
of various eye diseases [35, 41]. The flow diagram of the 
proposed DME grading system is shown in Fig. 2. First, 
the retinal images are preprocessed using adaptive his-
togram equalization to enhance the contrast. Further, the 
2D image is transformed into 1D signal using radon trans-
form (RT). From the transformed image, we have extracted 
third-order cumulants and bispectrum magnitude as fea-
tures. Further, it is subjected to spectral regression discri-
minant analysis (SRDA) to reduce the feature dimension. 
Next, the features are ranked using minimum redundancy 
maximum relevance (mRMR) method. Finally, the fea-
tures are sequentially fed to a set of supervised classifiers 
such as Naive Bayes (NB), AdaBoost (AB) and support 
vector machine (SVM). The performance of these classi-
fiers is tested using tenfold cross-validation. The proposed 
framework is evaluated with public dataset (Méthodes 
d’Evaluation de Systèmes de Segmentation et d’Indexation 
Dédiées à ľOphtalmologie Rétinienne (MESSIDOR)) and a 
local dataset. The MESSIDOR dataset can be found in the 
following link (http://messidor.crihan.fr/download-en.php).
The paper is organized as follows: preprocessing, fea-
ture extraction, testing for Gaussianity, dimensionality 
reduction using SRDA, feature ranking using mRMR, 
classification, cross-validation technique and dataset used 
for this work are described in Sect. 2. The results of the 
proposed system are presented in Sect. 3. The obtained 
results are discussed in Sect. 4, and finally the paper con-
cludes in Sect. 5.
2  Methods
2.1  Preprocessing
Preprocessing is used to correct the possible distortions 
during image acquisition, differences in clinical settings, 
and enhance the image quality. A color fundus image 
appears as semicircular/circular area having dark back-
ground [48]. Generally, this background is not really black 
and also has patient information [48]. Feature extraction is 
performed on foreground pixels; hence, background color 
is changed to black to reduce the influence of the back-
ground [48]. The steps are explained as follows:
•	 Original image (Fig. 3a) has the size of 480× 384 pix-
els. It is padded with 20× 20 pixels, and hence the final 
image has a size of 520× 424 [48].
•	 Thresholding (t = 60) is performed on the red channel 
(Fig. 3b) of the original image.
Table 2  Summary and salient features of DME detection methods
Automated system Morphological features used Texture features used Location of exudates needed for DME detection Citation
  ×  [17]
    [18]
 ×   [19]
  ×  [20]
  ×  [21]
  ×  [22]
 ×  × [23]
  ×  [7]
   × [24]
  ×  [25]
 ×  × [26]
 ×  × [27]
   × [28]
Fig. 2  Proposed diabetic maculopathy grading system
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•	 Morphological operations, viz. opening, closing and 
erosion, are performed on the thresholded image 
[48].
•	 Pixels on the fundus region are labelled as one and rest 
as zero (Fig. 3c).
•	 The fundus mask is used to generate new image (Fig. 
3d) with background pixel value of zero [48].
•	 The green channel (Fig. 3e) of new image is sub-
jected to contrast enhancement using Contrast Limited 
Adaptive Histogram Equalization (CLAHE) [43]. The 
amount of contrast enhancement is proportional to the 
slope of the cumulative distribution function (CDF) [43] 
(Fig. 3f).
2.2  Feature extraction
Higher-order statistics features used in this work are 
the third-order spectrum and moments of radon projec-
tions. These radon projections are computed on grayscale 
lesions, viz. HE and blot HA. HE are bright regions in the 
image which forms outliers which changes the image his-
togram. RT captures these subtle variations in the image 
histogram, and directional features of the aforementioned 
lesions since location of HE are important in DME grad-
ing. Further, HOS enhance the texture characteristics, 
viz. edge, spot, wave, ridges and shape, of the RT projec-
tion which discriminates No DME, NCSME and CSME 
classes.
2.2.1  Radon transform
Radon transform has mathematical properties, viz. symme-
try, linearity, scaling, shift and rotational invariant, which 
can discriminate the objects [35]. This technique is gener-
ally used in computed tomography to construct an image 
from scattering data. It transforms 2D images with lines 
into possible line parameters (i.e., points in the Radon 
domain) for a given set of angles, viz. 10°, 20°, 30°,...,180° 
[35]. In this work, RT is computed on No DME, NCSME 
and CSME images at step size of θ = 10°; then HOS cumu-
lants and bispectrum magnitude are performed on these 
one-dimensional RT projections. These feature extraction 
methods are explained in the following Sects. 2.2.2 and 
2.2.3.
2.2.2  HOS cumulants
Higher-order cumulants are nonlinear combinations of 
higher-order moments [41]. Cumulants can capture the 
nonlinear and dynamic nature of the given signal. Let 
x(n) = {x1, x2, ..., xk} be the k dimensional vector of a given 
radon transformed fundus image; its first three moments 
[7–10, 40] m1x, m2x and m3x can be defined as
(1)m1x = E[x(n)]
(2)m2x(τ1) = E[x(n)x(n + τ1)]
Fig. 3  Preprocessing steps: a padded NCSME image; b red plane of (a); c fundus mask; d background subtracted image of (a); e green channel 
of (d); f contrast enhanced image of (e) (color figure online)
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
  
 
 
 
 
 
 
 
RE
VI
SE
D P
RO
OF
Journal : Large 11517 Dispatch : 4-4-2015 Pages : 13
Article No : 1278 ¨  LE ¨  TYPESET
MS Code : MBEC-D-14-00160 þ   CP þ   DISK
Med Biol Eng Comput 
1 3
where E[·] represents the statistical expectation operator 
and τ1 and τ2 are the time lag parameters. Further, the first 
three cumulants c1x, c2x and c3x of a zero mean process can 
be defined as
In this work, we have used third-order HOS cumulants 
of RT projections to detect fine changes in the image.
2.2.3  HOS bispectrum‑based features
Higher-order spectra are Fourier transforms of higher-order 
cumulants [7–10, 40]. They were originally defined for 
ergodic random processes and have been extended to deter-
ministic signals [7–10, 40]. The bispectrum magnitude or 
third-order HOS capture the third-order correlations of the 
data [7–10, 40] and can be written as
where X(f ) is the discrete-time Fourier transform and 
estimated using fast Fourier transform (FFT) and f1 and 
f2 are the frequency components that lie between 0 and 1 
which are normalized with Nyquist frequency. Assum-
ing that there is no bispectral aliasing, the bispectrum 
of a real signal is uniquely defined with the triangle 
0 ≤ f2 ≤ f1 ≤ f1+ ≤ f2 ≤ 1 [10]. One hundred and thirty‑
six third-order cumulants and bispectrum magnitudes are 
extracted from non-redundant region of contour plots of 
HOS cumulants (see Fig. 5) and bispectrum magnitude (see 
Fig. 7) at each 10° of RT projections. We have computed 
HOS cumulants and bispectrum magnitudes using the tool-
box [46] available in the following link: http://www.math-
works.com/matlabcentral/fileexchange/3013-hosa-higher-
order-spectral-analysis-toolbox.
2.3  Testing for Gaussianity
The distribution of the extracted features is evaluated using 
Chi-square goodness-of-fit test [24]. The test result rejects 
the following null hypothesis [24].
Null hypothesis H0: The extracted features are Gaussian 
distributed.
Alternative hypothesis H1: The extracted features are not 
Gaussian distributed.
We found that the features are not Gaussian distributed. 
Therefore, SRDA and mRMR methods are chosen for fea-
ture dimensionality reduction and ranking.
(3)m3x(τ1, τ2) = E[x(n)x(n + τ1)x(n + τ2)]
(4)c1x = m1x
(5)c2x(τ1) = m2x(τ1)
(6)c3x(τ1, τ2) = m3x(τ1, τ2)
(7)B(f1, f2) = E[X(f1)X(f2)X∗(f1 + f2)]
2.4  Dimensionality reduction using spectral regression 
discriminant analysis
Spectral regression discriminant analysis (SRDA) is used 
to reduce the dimensionality of the data when the number 
of features is larger than the number of samples [6]. The 
transformation vectors are obtained using a set of linear 
regression problems. Hence it performs well for features 
with non-Gaussian distribution [6]. SRDA maximizes the 
ratio of between-class variance to within-class variance by 
keeping maximal separation of the data [6]. In this work, 
we have implemented SRDA with class-dependent trans-
formation [6] to reduce the dimensionality of the data. 
Any L class problem that transforms the original data into 
L − 1 nonzero eigenvalues resulted two sets of SRDA 
components for each 10° of RT projections. SRDA is 
implemented using the code available in the following link 
http://www.cad.zju.edu.cn/home/dengcai/Data/SR.html. 
Further, SRDA components are ranked using mRMR 
method [42].
2.5  Feature ranking using mRMR
SRDA components (n = 36) are divided into three parts, 
viz. tune, train and test. Initially, tune dataset is used to 
obtain the feature rank index using mRMR method and the 
features in the train and test dataset are ranked using rank 
index. mRMR method is considering mutual relevance and 
redundancy between the features [42, 51]. For a given data-
set, maximum relevance is used to search features where 
mutual information (MI) values between each feature and 
target class should be maximized. However, two features 
may have high correlation and provides high discrimina-
tion on the target class. It is not suitable to include them on 
classification process [51]. Hence, minimum redundancy is 
used to search features without correlation [51]. Combining 
these two criteria resulted a method called mRMR [42]. To 
compute the MI between features, fuzzy entropy [29] based 
method is used. In this work, mRMR-Mutual Information 
Difference (MID) [42] method is used to rank the fea-
tures. Fuzzy MI and mRMR-MID are implemented using 
the code available in the following links http://www.rami-
khushaba.com/matlab-code.html and http://penglab.janelia.
org/proj/mRMR/#matlab. Finally, the ranked features are 
nested and fed sequentially to the various supervised clas-
sifiers (NB, AB and SVM) to get the classification perfor-
mance using tenfold cross-validation approach.
2.6  DME classification
Automated grading of diabetic maculopathy is performed 
using various classifiers, viz. NB, AB and SVM. The per-
formance of these classifiers is compared to select the best 
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
  
 
 
 
 
 
 
 
RE
VI
SE
D P
RO
OF
Journal : Large 11517 Dispatch : 4-4-2015 Pages : 13
Article No : 1278 ¨  LE ¨  TYPESET
MS Code : MBEC-D-14-00160 þ   CP þ   DISK
 Med Biol Eng Comput
1 3
classification model to discriminate No DME, NCSME and 
CSME classes with highest accuracy.
AB is an ensemble learning method which combines 
both negative correlation learning and boosting [22]. It 
is mainly used to solve data imbalance problem [46]. In 
this work, multi-class AB is implemented using tree weak 
learning algorithm.
NB is a simple probabilistic classifier which uses the 
principle of Bayes’ theorem [47]. Maximum likelihood 
algorithm is used to compute the class prior probability and 
feature probability, and posteriori decision rule is used to 
decide the class label of an unknown data [47].
SVM is a well-known reliable classification method, 
which uses the principle of statistical learning theory. The 
aim of the SVM is to find a hyperplane which separates 
the classes of data correctly by maximizing the distance 
between the classes [48]. Kernel functions, viz. quadratic, 
polynomial and radial basis function (RBF), transform the 
input feature space into higher-dimensional space where 
the feature can be easily separable. Also, the classifier 
parameter (σ) can be tuned to get optimum performance 
(see Tables 3 and 4).
2.7  Cross-validation technique
The data are divided in to three distinct parts, viz. tune 
(10 %), train (80 %) and test (10 %); then the perfor-
mance of NB, AB and SVM classifiers is evaluated using 
tenfold cross-validation strategy. Using this method, the 
dataset is separated into 10 distinct sets, nine sets are 
used to build the training model and the remaining set is 
used for testing. It is repeated 10 times to obtain average 
performance measures, viz. accuracy, sensitivity, speci-
ficity and area under receiver operator characteristics 
curve (AUC).
2.8  Dataset
2.8.1  MESSIDOR dataset
This dataset consists of macula centered color fundus 
images captured using TopCon TRC NW6 non-mydri-
atic fundus camera with 45° field of view and acquired at 
multiple resolutions, namely 1440× 960, 2240× 1488 
and 2304× 1536 with 8 bits per color plane (URL: http://
messidor.crihan.fr/download-en.php). It contains 1200 
images; however, in this work, we have used 300 images 
to validate our proposed method. Among these 300 images, 
115 are No DME, 75 are risk 1 (NCSME), and 110 are risk 
2 (CSME). All the abnormal images in the dataset were 
acquired at Service d’Ophtalmologie-Hopital Lariboisiere 
Paris. The No DME images are randomly selected from the 
dataset and chosen the image resolution of 1440× 960.
2.8.2  Local dataset
This local dataset consists of No DME (n = 100), NCSME 
(n = 100) and CSME (n = 100) images captured using 
TopCon TRC NW200 non-mydriatic fundus camera with 
45° field of view from healthy and diabetes subjects with 
an age group of 24–57 years and collected from Depart-
ment of Ophthalmology, Kasturba Medical College, Mani-
pal, India. The images were captured with a resolution of 
480× 384 and stored in a 24-bit uncompressed JPEG for-
mat. The clinicians in the ophthalmology department certi-
fied the image quality, and ethics committee has approved 
the images for this research.
3  Results
DME grading is usually performed by analyzing the pres-
ence of HE in the macula or fovea region of fundus images. 
In this work, nonlinear features are used to characterize No 
DME, NCSME and CSME. Third-order HOS cumulants 
and bispectrum magnitude features are extracted from digi-
tal fundus images. Figures 4, 5, 6 and 7 show the mesh and 
contour plot of third-order cumulants and bispectrum mag-
nitude for No DME, NCSME and CSME classes, respec-
tively. These plots (Figs. 4, 5, 6, 7) are unique for each 
class. One hundred and thirty‑six cumulants and bispec-
trum magnitudes are extracted from non-redundant region 
of contour plots (see Figs. 5, 7) for every 10° of RT pro-
jections. SRDA is applied on these 136 coefficients and 
reduced to two components. Hence 36 SRDA components 
are extracted for 18 angles (10°, 20°, 30°,...,180°) and 
ranked using mRMR method. The ranked 36 SRDA com-
ponents are fed sequentially to NB, AB and SVM classi-
fiers to identify No DME, NCSME and CSME classes. The 
performance measures are noted when optimum number of 
features achieves best average accuracy. In this work, we 
have utilized MATLAB R2012a to perform feature reduc-
tion, selection, classifier training and testing.
Average performance measures of third-order HOS 
bispectrum magnitude and cumulant methods using 
MESSIDOR and local dataset are shown in Tables 3 and 4, 
respectively. Table 3 depicts that the results of MESSIDOR 
dataset using first 19 optimum ranked SRDA components of 
bispectrum magnitude combined with SVM–RBF classifier 
yielded the highest classification accuracy (Mean (Range)) 
of 94.39 % (15.38 %), sensitivity of 99.38 % (6.25 %), 
specificity of 93.09 % (30 %) and AUC of 0.9559 (Fig. 8a) 
compared with all other classifiers. However, SRDA com-
ponents of cumulants (30 optimum features) combined with 
NB provided average accuracy (Mean (Range)) of 95.56 % 
(14.81 %), sensitivity of 96.43 % (17.65 %), specificity of 
96.09 % (10 %) and AUC of 0.9692 (Fig. 8b).
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It can be seen from Table 4 that using first 27 optimum 
ranked SRDA components of bispectrum magnitude com-
bined with AB classifier yielded the highest classification 
accuracy (Mean (Range)) of 93.33 % (14.81 %), sensitiv-
ity of 95.56 % (16.67 %), specificity of 96.67 % (11.11 %) 
and highest AUC of 0.95 using SVM classifier (RBF ker-
nel) (Fig. 9a). However, SRDA components of cumulants 
(15 optimum features) combined with SVM-linear provided 
average accuracy (Mean (Range)) of 95.93 % (11.11 %), 
sensitivity of 96.11 % (16.67 %) and specificity of 97.78 % 
(11.11 %), and NB obtained highest AUC of 0.9750 (Fig. 
9b). The results of other classifiers such as SVM-quadratic 
and polynomial, between these SVM-polynomial coupled 
with SRDA components (35 optimum features) of HOS 
bispectrum magnitude, provided highest classification accu-
racy (Mean (Range)) of 89.99 % (14.67 %) (see Table 3 for 
MESSIDOR dataset. In case of local dataset, SVM-quadratic 
combined with SRDA components (7 optimum features) of 
HOS cumulants method yielded highest classification accu-
racy (Mean (Range)) of 91.11 % (18.52 %) (see Table 4).
The proposed method is compared with FFT [49] 
method. The No DME, NCSME and CSME fundus images 
Fig. 4  Typical single projection (160°) third-order HOS cumulant magnitude plots of single image of a No DME; b NCSME; c CSME
Table 3  Performance measures of various classifiers for MESSIDOR dataset using SRDA components of HOS bispectrum magnitude and 
cumulants
Bi.Spec. bispectrum magnitude, Cum. cumulants
Classifier (tenfold) Number of features Accuracy (%) AUC Sensitivity (%) Specificity (%)
Bi.Spec. Cum. Bi.Spec. Cum. Bi.Spec. Cum. Bi.Spec. Cum. Bi.Spec. Cum.
NB 28 30 92.93 95.56 0.9588 0.9692 93.38 96.43 95 96.09
AB 17 34 91.10 92.59 0.9352 0.9528 94.56 94 92.27 92.27
SVM–RBF (σ = 3/3) 19 25 94.39 94.80 0.9559 0.9647 99.38 98.13 93.09 92.09
SVM-linear 36 36 93.29 94.44 0.9512 0.9499 95.77 95.15 94.18 96
SVM-quadratic 9 5 88.08 88.11 0.9117 0.8944 93.35 90.96 94.09 91.09
SVM-polynomial 29 35 88.80 89.99 0.9125 0.9285 96.32 92.13 89.36 95
Table 4  Performance measures of various classifiers for local dataset using SRDA components of HOS bisepctrum magnitude and cumulants
Bi.Spec. bispectrum magnitude, Cum. cumulants
Classifier (tenfold) Number of features Accuracy (%) AUC Sensitivity (%) Specificity (%)
Bi.Spec. Cum. Bi.Spec. Cum. Bi.Spec. Cum. Bi.Spec. Cum. Bi.Spec. Cum.
NB 33 26 87.41 95.56 0.9056 0.9750 92.78 98.89 94.44 94.44
AB 27 35 93.33 94.81 0.9417 0.9667 95.56 98.89 96.67 94.44
SVM–RBF (σ = 2/3) 33 16 92.96 93.70 0.95 0.9444 99.44 98.33 91.11 93.33
SVM-linear 35 15 91.48 95.93 0.9389 0.9472 93.89 96.11 96.67 97.78
SVM-quadratic 17 7 89.26 91.11 0.8778 0.8833 92.78 95 93.33 94.44
SVM-polynomial 35 26 87.78 90.37 0.8917 0.9167 89.44 96.67 92.22 88.89
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are subjected to RT. Further, 256 point FFT is computed on 
RT projections at every 10° with 128 point overlap [9]. For 
every 10° three features, viz. entropy 1, entropy 2 and mean 
magnitude, are extracted; hence, 18 projections yielded 54 
features [9]. Finally, these 54 features are reduced to two 
SRDA components and fed to NB, AB and SVM classifiers 
to discriminate No DME, NCSME and CSME classes. 
Among various classifiers, SVM–RBF (σ = 1) resulted an 
average classification accuracy (Mean (Range)) of 56.55 % 
(28.49 %), sensitivity of 59.71 % (34.19 %) and specific-
ity of 78.64 % (50 %) for MESSIDOR dataset. AB yielded 
an average accuracy (Mean (Range)) of 70 % (22.22 %), 
Fig. 5  Typical single projection (160°) third-order HOS cumulant contour plots of single image of a No DME; b NCSME; c CSME
Fig. 6  Typical single projection (160°) HOS bispectrum magnitude plots of single image of a No DME; b NCSME; c CSME
Fig. 7  Typical single projection (160°) HOS bispectrum magnitude contour plots of single image of a No DME; b NCSME; c CSME
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sensitivity of 84.44 % (22.22 %) and specificity of 83.33 % 
(33.33 %) for local dataset. However, SVM–RBF and RBF 
provide AUC of 0.6639 and 0.8389 for MESSIDOR and 
local dataset, respectively.
4  Discussion
Very few works are reported in the literature for automated 
DME grading. Most of the DME grading methods men-
tioned in the literature use morphological image processing 
methods, and few use texture features for DME grading. 
They are briefly tabulated in Table 5 and explained below.
4.1  Morphological image processing-based methods
Generally, mathematical morphology is used to segment 
the exudates. Tariq et al. [47] used mathematical mor-
phology and Gabor filter to segment exudates. Further, 
morphological features and location of exudates from the 
macula are used to grade DME. Hunter et al. [26] used 
shape, color and texture features of exudates and multilayer 
perceptron neural network (NN) for automated detection 
of referable maculopathy. Siddalingaswamy et al. [45] pre-
sented an automated DME grading system using unsuper-
vised clustering and location of exudates from fovea. Their 
approach used clustering and mathematical morphology 
to isolate exudates. In [4, 38], mathematical morphology-
based exudate segmentation and NN are used for automated 
DME grading. Fleming et al. [20] proposed an automated 
grading of NCSME and CSME using illumination correc-
tion and morphological filters. Exudate probability map 
and wavelet transform are used for automated DME grad-
ing in [33]. Lim et al. [32] presented an automated DME 
classification system using watershed-based exudate seg-
mentation, Sobel linear filter and distance criteria. Akram 
et al. [3] presented automated DME grading system using 
Gabor filter bank-based features to isolate exudates. The 
Fig. 8  ROC of various classifiers for MESSIDOR dataset using SRDA components a HOS bisepctrum magnitude; b HOS cumulants
Fig. 9  ROC of various classifiers for local dataset using SRDA components. a HOS bisepctrum magnitude; b HOS cumulants
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aforementioned morphological image processing meth-
ods require removal of optic disk (OD) and blood vessels 
as the initial step for exudate detection [47]. Further, DME 
grading requires the geometrical location of exudates from 
macula [47]. However, detection of macula is a difficult 
task where image illumination is relatively dark as macula 
and the presence of abnormal lesions on the macula [31].
4.2  Image and texture feature-based methods
Very few authors have proposed automated DME grading 
using image and texture features. Motion pattern analysis 
used in [17] for automated DME grading. Their method 
does not require either preprocessing or postprocess-
ing; however, macula and OD detection are a prerequi-
site. Chowriappa et al. [11] presented region-specific and 
global texture features to discriminate normal, NCSME 
and CSME classes. Chua et al. [16] used gray level co-
occurrence matrix (GLCM) texture features for automated 
grading of DME. The abnormal lesions resulted as con-
trast in the green channel and extracted as texture fea-
tures. However, the proposed approach used RT and HOS 
combination for feature extraction. The inherent property 
of RT is used to capture the directional features [44] and 
HOS used to quantify the sharp changes [34] due to DME 
progression. Hence, the proposed approach is better than 
texture-based DME grading methods. Chua et al. [13] 
have used HOS bispectrum invariants and fuzzy classi-
fier for automated DME grading. However, the accuracy 
(92.50 %) is less compared with proposed approach, 
and they did not compare their performance with HOS 
cumulants.
In this work, we have evaluated the application of 
higher-order statistics to characterize No DME and diabetic 
maculopathy classes without lesion segmentation. The pro-
posed system is evaluated using publicly available MESSI-
DOR dataset and local dataset. DME grading system is 
able to classify the No DME, NCSME and CSME with an 
average accuracy (Mean (Range)) of 95.56 % (14.81 %), 
sensitivity of 96.43 % (17.65 %), specificity of 96.09 % 
(10 %) and AUC of 0.9692 using the HOS cumulants fea-
tures and NB classifier for MESSIDOR dataset. However, 
SVM-linear yielded an average accuracy (Mean (Range)) 
of 95.93 % (11.11 %), sensitivity of 96.11 % (16.67 %) 
and specificity of 97.78 % (11.11 %), and NB obtained 
an AUC of 0.9750 for local dataset. Accuracies are almost 
same (difference is 0.37 %) for both datasets, which shows 
that HOS bispectrum magnitude and cumulant methods are 
equally efficient. Moreover, the obtained results are com-
pared with the RT-FFT-based feature extraction method. 
This method yielded an accuracy of 70 % using local data-
set which is significantly lower than HOS cumulants and 
bispectrum magnitudes.Ta
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The advantages of the proposed system are briefly sum-
marized below.
1. This system uses nonlinear features (HOS cumulants 
and bispectrum magnitudes) obtained from Radon 
transformed retinal images. Hence, this system does 
not require any lesion segmentation.
2. Application of these features to DME grading is novel.
3. The results are robust and reproducible due to nonlin-
ear features.
4. The specificity (Mean (Range)) of the system is 
97.78 % (11.11 %) which shows that it is able to detect 
No DME class more accurately. This will tremen-
dously reduce work load of clinicians.
5. HOS features can capture fine changes or variations in 
the fundus image pixels.
6. This system is developed using 600 images and 
obtained highest average accuracy (Mean (Range)) 
of 95.93 % (11.11 %) and AUC of 0.9750. Further, 
the performance of the system can be improved using 
robust features and large dataset with various lesions.
The proposed method is evaluated on MESSIDOR and local 
dataset individually. The proposed system is trained 
with MESSIDOR dataset and tested with local dataset, 
SRDA components of cumulants (32 optimum features) 
combined with NB yielded an average accuracy (Mean 
(Range)) of 83.43 % (7.67 %), and AB obtained highest 
AUC of 0.8892. It shows that performances of the clas-
sifier decreased. The reason may be that MESSIDOR 
(Image resolution 1440× 960 pixels) and local (Image 
resolution 480× 384 pixels) dataset have different reso-
lutions. Moreover, images are acquired from different 
race (see Sect. 2.8 Dataset). Hence, the reported accuracy 
may vary for different race and resolution of the retinal 
fundus image. This may be the limitation of this work.
5  Conclusion
This work proposes a new feature set, viz. HOS cumu-
lants and bispectrum magnitude, for automated grading of 
DME stages. The dimensionality of extracted features are 
reduced using SRDA. The SRDA components are ranked 
using mRMR and classified using NB, AB and SVM clas-
sifiers to identify the best classifier for the automated grad-
ing. The SRDA components of third-order HOS cumulants 
coupled with NB provided the highest average AUC of 
0.9692 and 0.9750 for both MESSIDOR and local datasets, 
respectively. Our results reveal that the proposed system is 
robust and can be used for mass eye screening of diabetic 
patients. The performance of the proposed system can be 
further improved by combining texture, wavelet transform 
features and morphological methods.
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