Abstract-This paper describes a new algorithm for obtaining time-domain sensitivity information of large linear networks via projection-based model-order reduction (MOR) techniques. The proposed algorithm enables adjoint-based time-domain sensitivity analysis techniques to be applied to a large network containing multiple linear multiport subnetworks. In addition, the proposed algorithm can also be used to obtain frequency-domain sensitivity information. The efficiency and accuracy of the proposed work is demonstrated through optimizing the time-domain waveforms of a high-speed interconnect circuit with nonlinear terminations.
I. INTRODUCTION
S ENSITIVITY analysis represents a key design-aid tool in various aspects of the design cycle of microwave circuits and systems. The capability to compute the sensitivity of design performance metrics with respect to designable parameters is an essential requirement in different tasks, such as evaluating the impact of process variability on design performance, statistical and yield analysis, and automatic optimization [6] . For instance, in a gradient-based optimization, the sensitivity of a given objective (or cost) function to variation in the design parameters is crucial in determining the next design iteration. One of the most widely used approaches to sensitivity analysis is based on the concept of adjoint variable method [7] . The main attractiveness of this approach results from the fact that sensitivity information can be obtained from at most two systems analyses regardless of the number of designable parameters [4] , [16] , [19] . The adjoint principle has been applied to both frequency-and time-domain sensitivity analyses.
One of the ideas that emerged in the past few years as an efficient analysis and modeling approach is based on the concept of model-order reduction (MOR). MOR approaches have also been applied to electromagnetic analysis techniques such as the finite-difference time-domain (FDTD) method and the finite-element method (FEM) to leverage the computational efficiency [5] , [12] sizes, such as a fine grid mesh or a large network of lumped passive components, with a macromodel characterized by a much smaller order [2] , [8] , [17] , [18] . In recent years, several approaches have been proposed to carry the advantage of computational efficiency pertinent to MOR techniques to the domain of sensitivity analysis. Some of the earlier approaches that aimed at benefiting from the computational efficiency of MOR in sensitivity analysis have addressed this problem by constructing an auxiliary basis [11] , [15] . The main motivation behind finding such a basis is to avoid computing the derivative of the original basis used in the simulation or the analysis phase. The main advantage of this scheme was that sensitivity information could be obtained from the generation of only two orthogonal bases regardless of the number of design parameters for which sensitivity calculation is desired. The range of applications of this approach, however, remained limited to frequency-domain sensitivity analysis. With that limitation, sensitivity analysis in the presence of nonlinear elements remains impractical since nonlinear elements can only be described in the time domain. Another frequency-domain approach for sensitivity analysis via MOR was presented in [9] , where a Lanczos-based MOR was utilized to calculate the frequency-domain sensitivity of small-signal response of linear circuits obtained from linearizing a circuit around its direct current (dc) operating point.
Time-domain sensitivity analysis, on the other hand, is essential in many applications where nonlinear elements and media are present. This paper demonstrates that performing time-domain adjoint-based sensitivity analysis via MOR, necessitates computing the derivative of the orthogonal basis with respect to the design parameters. In addition, if a network, for which sensitivity analysis is required, is embedded within a larger network, then it is mandatory to consider it as a multiport system.
In [3] , the authors have presented a technique that addressed this problem for the special case of a single port system. This paper presents a new algorithm to compute time-domain adjoint-based sensitivity information via MOR for large networks for the general case where the embedded systems are described by multiport networks. The proposed algorithm is Arnoldi based and, therefore, enables systems reduced by orthogonal projection techniques (such as PRIMA [17] ) to have their sensitivity evaluated with incremental computational cost. It has been shown that orthogonal projection provides the additional advantage of preserving the passivity of large passive structures 0018-9480/$20.00 © 2005 IEEE [17] . The proposed algorithm is based on finding the derivative of the orthogonal basis used in the analysis phase. Using an argument based on the idea of mathematical induction, it is shown that finding this derivative is feasible despite its complex dependence on the design parameters. Furthermore, this paper demonstrates that computing the derivative can be carried out using a simple procedure that can be implemented on top of the original basis construction algorithm. The proposed algorithm can also be employed to calculate both frequency-and time-domain sensitivity information. To show the efficiency of the proposed algorithm, the obtained sensitivity information was utilized to perform a time-domain optimization on an interconnect circuit with nonlinear termination inverters.
The rest of the paper is organized as follows. Section II describes the motivation behind the proposed approach by reviewing the basic concepts behind the adjoint sensitivity analysis in the time domain. Section III presents an outline for the derivations of the proposed algorithm. Section IV describes the implementation details of the proposed algorithm. Section V presents some numerical results.
II. TIME-DOMAIN ADJOINT SENSITIVITY ANALYSIS
Consider a network composed of linear subnetworks (denoted by , where ) and let be the subnetwork that contains all lumped nonlinear and linear components. We assume that each subnetwork is characterized by a large order, which typically arises from applying some finite discretization techniques (such as the FDTD method) on a microwave device or a distributed element such as a transmission line. Subnetwork contains nonlinear and linear components that could represent inverters, terminating buffers, or driver circuitry. Without loss of generality, we assume that network is represented by a large number of lumped components. Due to the presence of nonlinear elements in the network , the entire network can only be described in the time domain. Assuming that each linear subnetwork is represented by a reduced-order system obtained via a matrix projection technique, a time-domain representation for the network can be written as (1) where the matrices and contain the reduced representations for each subnetwork and can be described as in (2) . . .
The block matrices , and are the reduced-order representation for subnetwork , which are obtained using the orthogonal projection (3) in (3) is an orthonormal basis for the subspace defined by the columns , where and . Matrices , and are the large matrices describing the original system, while , with , , and representing, in respective order, the sizes of the reduced and original systems, and the number of ports pertinent to network .
is a mapping describing the nonlinear elements in the network , while are selector matrices with elements in {0, 1} that represent the mapping between ports of network and the rest of the network .
A. Time-Domain Adjoint Sensitivity Analysis
An efficient and widely used approach to sensitivity analysis, in both frequency and time domains, is based on the concept of adjoint network (or variable) method. The main advantage of this method stems from the fact that it enables computing the sensitivity information through at most two systems analyzes, regardless of the number of design parameters for which sensitivity information is desired. This subsection presents a brief review of the adjoint variable method in the time domain. To illustrate the adjoint-based approach in tackling this issue, we assume that sensitivity information is required to optimize some cost (objective) function with respect to a set of design parameters. To this end, we denote by a cost function associated with a set of designable parameters in the network during interval , and is given by , where is an instantaneous known objective function and refers to the set of all design parameters in the linear subnetworks . The theory of adjoint variable method shows that the derivatives of with respect to can be computed through time-domain analysis of only two systems. The first system is the original system described by (1); analysis of this system is part of the simulation phase, and its results are assumed to be available upon the termination of the time-stepping algorithm. The other system needed to obtain sensitivity information is known as the adjoint system and is given by (4) where is the gradient vector with respect to . It can be shown that is obtained from and the solution of (4) through (5) 
B. Difficulty in Combining MOR With the Time-Domain Adjoint Technique
The above discussion showed that the objective of combining the advantages of MOR with time-domain adjoint sensitivity analysis is premised on the ability to compute the derivative of this orthogonal basis with respect to . The main reason for that arises from having to compute the derivative of system matrices and with respect to the design parameters , as shown in the right-hand side of (5) . While this issue has been studied extensively in both circuit and electromagnetic theories [4] , it remains difficult as far as the theory of MOR is concerned.
The idea of computing the derivative of the orthogonal basis with respect to the design parameters seems to be the only route that enables a time-domain approach to sensitivity analysis, where reduced-order systems are present. In fact, Khazaka et al. [11] note that computing the sensitivity of the network variables involves "finding the derivative of the congruent transformation matrix with respect to (the design parameter), which is difficult and cumbersome to evaluate." The main goal of this paper is to address this issue.
III. OUTLINE OF THE PROPOSED APPROACH
From earlier discussion, it is obvious that the main hurdle which seems to hinder applying time-domain adjoint sensitivity analysis to systems described by reduced-order models is centered around computing . This section addresses this issue by first taking a closer look at the Arnoldi process used to compute as this facilitates explaining the key ideas in the proposed approach. Section III-B then presents an overview of the proposed approach to computing .
A. Computing the Orthogonal Basis
The main algorithmic procedure used to construct is based on the block form of the Arnoldi process. Figs. 1 and 2 depict a pseudocode representation for the Arnoldi process. The main algorithm in Fig. 1 runs the block version of the Arnoldi process, which calls the ORTHOGONALIZE procedure (shown Fig. 2 . Pseudocode description of the Arnoldi process (continuation). The ORTHOGONALIZE procedure is given based on the MGS process.
in Fig. 2 ) to perform an orthogonalization using the modified Gram Schmidt (MGS) process [10] on the input vectors.
B. Derivative Computation
The enabling idea behind the proposed approach lies mainly in the effect of the orthogonal basis after its generation. The key to achieve the derivative computation is found in the reduced system matrices for subnetwork obtained using , which are given by (3). Those matrices are known as the stamps of the subnetwork in the reduced domain. It is to be noted that computing the derivatives of any of those stamps with respect to represents the objective that enables applying the time-domain adjoint technique. For brevity, we consider the stamp of the reduced matrix and show how to obtain its derivative, where the results, thus established can be easily extended to computing the derivatives of and . We denote by the block entry of obtained from (6) where and are the block columns of generated after the th and th iteration of the outer loop in Fig. 1 , respectively. The derivative of the block can be obtained using the chain rule of differentiation (7) Our approach to demonstrate how to compute is based on the principle of mathematical induction, where we prove that can be computed if is readily available. We then proceed to show how to compute . We note from the descriptive pseudocode in Fig. 1 that the matrix is the output of the ORTHOGONALIZE procedure, with the matrix being the supplied input parameter. In that sense, ORTHOGONALIZE functions as a matrix-to-matrix mapping. This notion can be expressed formally by denoting this mapping by , where , and, therefore, (8) We partition the mapping into a set of column-wise mappings , where , defined by (9) and, hence, (10) with denoting the th column in . In fact, results from the th step in the outer loop of the MGS process (Fig. 2) , and it may be expressed in the following closed-form relation [using the notation in (9)]: (11) where and are the inner product and norm mappings defined on , respectively, and is the th column of , which is passed as the input parameter. We now seek to compute by computing the derivative of its columns, , individually through finding the derivative of . Note that can be cast as (12) where . Differentiating both sides of (12) with respect to yields (13) From (13), it is straightforward to conclude that it is possible to compute if is available. follows from (14)
Examining (13) and the right-hand side of (14) shows, as noted previously, that can be deduced from the knowledge of and previously calculated . Therefore, to complete this part, we only need to show how to evaluate the derivative of the first column , and postpone dealing with to the next subsection. Evaluating follows easily, by noting that results from step 1, and, hence can be described by (15) and, therefore, its derivative can be obtained from (16) From (10), (13), (14), and (16), it can be easily concluded that computing is possible if one can evaluate the columns of the matrix . This issue is discussed next.
1) Computing
: In Fig. 1 , recall that is the matrix argument passed to the ORTHOGONALIZE procedure, and is its th column. Note also that is sent to this procedure upon the completion of the th iteration. In fact, is the outcome of running a block version of the MGS procedure for times with starting matrix . Hence, one can use the MGS formulation to write the following closed-form expression for :
(17) Thus, differentiating both sides of (17) yields (18) where . Hence, can be obtained from (19) 2) Summary: The above derivations can be summed up as follows. Computing is feasible if and only if can be computed. To conclude the induction argument, we only need to show how to compute . This calculation follows directly by observing from step 3 in Fig. 1 that results from applying the mapping associated with the ORTHOGONALIZE procedure on . Based The main computational steps needed to find are those shown in (13), (14), and (18) . To show how these equations can be implemented, we first simplify the notation used therein to make the derivations easy to follow. We use to denote . We will also drop the subscript from and use in the subscript letter to denote its th block. With this new notation, (18) may be implemented by first using the initialization and then by using the update procedure shown in Fig. 3 . An alternative update procedure, however, can be derived by utilizing the initialization procedures, and , and the update procedure shown in Fig. 4 .
A proof of the equivalence between the two procedures in Figs. 3 and 4 is given in the Appendix. Although the two update procedures are equivalent, the one shown in Fig. 3 utilizes the technique of the classical Gram Schmidt (CGS) process in updating , while the one shown in Fig. 4 utilizes the MGS process in the updates. Numerically, it has been reported that MGS offers better numerical accuracy than the CGS [10] .
A. Procedural Description of the Proposed Algorithm
Based on the above derivations, it becomes possible to establish an algorithmic procedure to compute the derivative of the orthogonal basis. Figs. 5 and 6 show a procedural description of the proposed algorithm in the form of a pseudocode. Fig. 5 shows the main body of the proposed algorithm, which calls a modified version of the ORTHOGONALIZE procedure. This version is shown in Fig. 6 and is termed MODIFIED_ORTHOGONALIZE. It is worth noting that the implementation of the proposed derivative computation algorithm is cast as additional components added on top of the original basis computation algorithm of Figs. 1 and 2 .
The procedural description of the algorithm shows that the bulk of the computational cost needed to obtain the derivative of is incurred in the solution of linear system of equations, where the matrix is the coefficients matrix. This step can be done efficiently by taking advantage of the LU factorization done in the original basis construction algorithm.
B. Computational Complexity
This part presents a brief analysis for the extra computational cost needed to compute the derivative of the projection matrix. The main computational overhead can be seen in lines 4, 8, and 10 of Fig. 5 , in which a forward/backward (F/B) substitutions (using the LU factors of ) and nine matrix-matrix multiplications are performed per single iteration. Given that the matrices and (and their derivatives) are typically sparse with approximately nonzero entries, the total additional computations will be for the F/B subtitutions and for the matrix-matrix multiplications. This makes the additional cost approximately per single iteration of the modified Arnoldi process, or for the whole process. Therefore, the additional cost scales linearly with the large size of the original subnetwork and is performed only once. It is to be noted that in classical adjoint approaches to time-domain sensitivity analysis without MOR, the full size of the subnetwork will have to be incorporated in the formulation of (1), thus, requiring a computational cost of at least [20] at each time step during the time-stepping scheme.
V. NUMERICAL EXAMPLES
In this section, the validity of the proposed algorithm in computing both frequency-and time-domain sensitivities is demonstrated using two test cases. Fig. 7 shows a circuit with seven distributed elements (transmission lines). These elements are identical and each has cm, nH/cm, m cm, and pF/cm as per-unit-length (PUL) parameters. The length of each line is 20 cm. The distributed elements are each discretized using 70 equivalent lumped sections. The proposed algorithm was then run to compute the derivative of the orthogonal basis used in the reduction. The computed derivative was utilized to compute the frequency-domain sensitivity of with respect to the PUL inductance of line 7 (shown in Fig. 8 ). Also shown on the graph is a comparison with a perturbation approach used to calculate the sensitivity using a simulation program with integrated circuit emphasis (SPICE)-based simulation of the circuit.
A. Frequency-Domain Sensitivity

B. Time-Domain Sensitivity
In this example, computing the time-domain sensitivity of the nonlinear circuit shown in Fig. 9 is considered. The length of each transmission line is 4 cm and the PUL parameters are given as cm nH/cm pF/cm A lumped segmentation model was used to discretize the distributed elements, and MOR technique was applied to reduce the size of the resulting two linear subnetworks down to 50 Next, we proceeded to compute the sensitivity of far-end voltages and with respect to the parameter of the PUL capacitance matrix at the nominal design value of 1.1 pF/cm. Figs. 13-15 show the sensitivities obtained from the proposed algorithm and compare them with SPICE-based perturbation approach. It is to be noted that perturbation-based techniques can lead to inaccurate results (depending on the magnitude of the perturbation). In addition, the nonlinear differential equations representing the perturbed network must be solved separately for every parameter of interest. However, in the proposed approach, the sensitivity information with respect to all the parameters can be essentially obtained from the solution of the original and adjoint networks. 
C. Optimization of Time-Domain Waveforms
In this example, time-domain sensitivity information obtained by the proposed algorithm are utilized to perform optimization on the circuit shown in Fig. 16 . Physical parameters of distributed elements (interconnects) are to be optimized to achieve certain design specifications at different nodes. The circuit shown in Fig. 16 contains three interconnects of microstrip layout. Each interconnect consists of two coupled signal conductors. The layout of these interconnects is shown in Fig. 17 where the interconnect conductor width , the separation distance , the board thickness , and line lengths , , and are the interconnect parameters to be optimized. It is assumed that the three interconnects share the same value for , , and . The driving excitation is a unit step of peak 5 V and rise time of 1 ns, which drives the circuit. The nodal responses of interest are labeled , , , and where the waveforms are to be optimized. The unit step responses before 1) The delay time of is to be decreased to 5.5 ns based on 3 V threshold.
2) The delay time of is to be decreased to 5 ns based on 3 V threshold.
3) The response of is to be maintained greater than 4 V after 6.5 ns. 4) The response of is to be maintained greater than 4 V after 6 ns. 5) The magnitude of the responses at is to be strictly maintained less than 0.4 V all the time.
6) The magnitude of the responses at is to be strictly maintained less than 0.4 V all the time. . Additional constraints imposed on the design require that total wire lengths should be 1.35 m, the total of signal conductor widths and the separation between them is 2.5 mm. The minimum width allowed is 0.1 mm and should range between 0.5-2.5 mm. These constraints could be mathematically expressed as mm, m, mm, and mm mm. The initial value for is (m). It is seen in Figs. 18-21 that all of the design specifications were not met before optimization. The PUL parameters are computed using the LINPAR line modeling tool of Stanford University [1] . A grid of PUL parameters is generated and the intermediate values are interpolated using surface spline. This results in more accurate values for the line electrical parameters without invoking the modeling tool at every point of interest.
The distributed elements are discretized using equivalent 70
segments. An equivalent model is obtained such that it preserves the first 50 dominant poles of every discretized subnetwork. The optimization is conducted on the reduced size network. The optimization problem is linearized at every optimization step using the proposed algorithm. This enables us to use a comprehensive optimization technique that makes use of the availability of information about the first derivative. The value of after optimization is m . It could be seen in Figs. 18-21 that the response after optimization is strictly met for every design specification.
VI. CONCLUSION
This paper presented a new algorithm for computing time-domain sensitivity information of large linear subnetworks abstracted by reduced-order models. The reduced-order models considered in this paper are obtained via the matrix orthogonal projection techniques. The proposed algorithm enables applying the adjoint-based sensitivity analysis to computing sensitivity information of time-domain waveforms. Accuracy of the proposed algorithm is demonstrated through optimizing the time-domain waveforms of a high-speed circuit with transmission lines including nonlinear terminations. The proposed algorithm can also be used to obtain sensitivity information in the frequency domain.
APPENDIX
To show the equivalence between the two update procedures, we note that by the orthonormality of two matrices and , we have for and and, therefore,
At the beginning of the th step of the modified update procedure in Fig. 4 , it can be seen that both and are given in terms of the following linear combination: (22) where and are matrices of size . On the th step, both of and are operated on in the following inner products, , and . Using (21) and the orthonormality property between with , these inner products reduce to the following expressions:
From the above expressions for the inner products and using (21), it can be seen that the th update of Fig. 4 reduces to the right-hand side of (18) .
