The exact critical points for selected sample sizes and significance levels are tabulated for the two-sample test statistic which is a combination of the Wilcoxon and the Mood test statistic. This statistic serves for testing the null hypothesis that two sampled populations have the same location and scale parameters.
Introduction

S
uppose that the random variables X, Y have the distribution functions
where the real numbers µ X , µ Y denote the location parameters, σ X > 0, σ Y > 0 are scale parameters and F is a continuous distribution function defined on the real line. Assume that X 1 , . . . , X m is a random sample from the distribution of X, Y 1 , . . . , Y n is a random sample from the distribution of Y and these random samples are independent. Let (R 1 , . . . , R N ), N = m+n, denote the ranks of the pooled sample (X 1 , . . . , X m , Y 1 , . . . , Y n ). The hypothesis
is sometimes called also the null location-scale hypothesis.
If the populations X and Y differ in their location parameters only, then the tests designed for detecting this change (e.g. Wilcoxon-Mann-Whitney or van der Waerden test) can be used to detect this difference. Similarly, if X and Y differ in the scale parameter only, then the tests designed for detecting this change (e.g. Mood or Ansari-Bradley test) can be used. However, the tests designed for detecting difference of the location usually do not perform well when the change occurs in the scale parameter only. Similarly, the tests designed for detecting difference of the scale usually do not perform well when the change occurs in the location parameter only. But in the real situation it is not known which type of change will occur and if the experimenter is interested both in the difference of the location and also in the difference of scale, the use of the test statistics mentioned before will not be advantageous. This is due to the fact that such a difference cannot be simply detected in the one step, and the two step use of the mentioned tests would lead to the increase of the nominal level of significance (the probability of the error of type I). But what is even more important is the fact, that in practice the change in the location is very often accompanied by the change in scale, and in such a case the statistics constructed especially for testing the location-scale null hypothesis (2) usually yield better results than the statistics constructed especially for the one type change of location or constructed especially for the one type change of scale. Readers interested in further discussion of the need of testing the hypothesis (2) can found further arguments in Section 1 of [6] or in [3] . We shall deal with the test based on the ranks of the observations. As is well known, the advantage of such a test is that in the setting (1) with F continuous, the use of this rank test guarantees that the significance level will have the chosen value α. The null hypothesis (2) is against the alternative H 1 that at least one of the equalities (2) does not hold, tested usually by means of the Lepage test from [4] . Critical constants of this test for small sample sizes can be found in [5] , the Lepage test is included also into the monograph [2] . The Lepage test statistic is given by the formula
where 
). An analogous statistic has been formulated in the multisample setting in [7] , another test statistics for this problem have been studied in [8] , where also their non-centrality parameters for testing the null location-scale hypothesis are for some situations computed. As shown on p. 283 of [8] , the bounds for the asymptotic efficiency in the case of there considered sampled distributions and quadratic rank statistics do not depend on the number of sampled populations. As concluded ibidem, taking into account computed values of the asymptotic efficiencies, one sees that a combination of the multisample Kruskal-Wallis statistic (in the two-sample case the Wilcoxon test statistic) with the Mood test statistic appears to be a good choice when one considers symmetric distributions whose type of tail weight is unknown. The statistics in [8] are defined in the general multisample setting, but they can be used also in the two-sample setting for small sample sizes, when the tables of the critical constants can be computed. However, the only available tables of critical constants for testing the location scale-hypothesis are those published in [5] . The mentioned table is computed for m=2(1)30, n=2; m=3(1)26, n=3; m=4(1)18, n=4; m=5(1)13, n=5; m=6(1)10, n=6; m=7,8, n=7 and the significance levels α = 0.01, 0.02, 0.05, 0.10 and 0.2. In this paper also the significance level α = 0.005 is included, the extremely unbalanced sample sizes like m = 2, n = 30 are not considered and instead of these critical constants for some other small sample sizes for m = 7(1)10 are computed.
Basic formulas
The topic of this paper is the computation of the critical values for the two-sample test statistic (4) . In accordance with [8] label the combination of the Wilcoxon and the Mood statistic by T S Q . Thus in the notation from the previous section
Since according to the assumptions the distribution function F in (1) is continuous, the statistic T S Q is distribution-free whenever the null hypothesis (2) holds. The null hypothesis (2) is rejected whenever T S Q ≥ w α . Values of w α = w α (m, n) can be found in the table presented in the next section, for the sample sizes not included into the table instead of w α use the (1 − α)th quantile of the chi-square distribution with 2 degrees of freedom. In the computation of the tables of this paper the following lemma is useful. 
Lemma 1. Let J(m, n) denote the set of all m-tuples
If R = (R 1 , . . . , R N ) is a random vector which is uniformly distributed over the set of all permutations of the set {1, . . . , N}, then according to Theorem 1 on p. 167 of [1] for any set A ⊂ {1, . . . , N} consisting of m distinct integers
Combining this equality with Lemma 1 one can construct a program for computation of critical values of the statistic (4).
Tables of critical values
In this section we present the exact critical values of the statistic T S Q from (4), given in Table 2 . First we describe the output of the table.
Since the set V = V(m, n) of possible values of the statistic T S Q is finite for all sample sizes m, n, generally one cannot find exact critical values for arbitrary prescribed probability α of the type I error. In the following table the number on the intersection of the column for w with the row for significance level α denotes the quantity w = min{t ∈ V; P(T S Q ≥ t) ≤ α}, the entry corresponding to α and w is the quantity
Further, for given α,
denote the corresponding probabilities of the type I error. Thus p is the largest available significance level not exceeding α and p is the smallest available significance level greater than α. The value of critical constant yielding the significance level closer to the nominal level α is printed in boldface letter. If the difference in computed values exceeds the number of decimal places used to describe the result of computation, then the boldface symbol is used for the value corresponding to p.
Some simulation results
The aim of the simulation is to obtain a picture of the power of tests based on the statistics (3) and (4) for small sample sizes covered by Table 2 . To consider power of the concerned tests in the case of distributions with various tail behaviour, the sampling from normal, logistic and Cauchy distribution is employed, in each case µ X = 0, σ X = 1. The simulations are based in each case on 10000 trials. The critical constants w α of the statistic T S Q defined in (4) are taken from Table 2 , the critical constants t α of the statistic (3) are those computed in [5] . The results of simulations are in Table 1 .The power better of the two considered cases is emphasized by the boldface type.
Discussion and conclusions
As shown on p. 283 of [8] , the bounds for the asymptotic efficiency of the test statistics (3) and (4) in the case of there considered sampled distributions do not depend on the number of sampled populations, i.e., they are the same in the two-sample case and in the multisample case. As concluded in [8] , taking into account computed values of the asymptotic efficiencies, one sees that a combination of the multisample Kruskal-Wallis statistic (in the two-sample case the Wilcoxon test statistic) with the Mood test statistic appears to be a good choice when one considers symmetric distributions whose type of tail weight is unknown. However, these considerations are related to the asymptotic case, when both m and n tend to infinity. The simulation results, given in Table 1 do not contradict the mentioned asymptotic results. After inspecting Table 1 it can be said that for small sample sizes and α = 0.05 testing based on (4) is preferable to (3), but for α = 0.1 it is advisable to use the Lepage test. This suggests that the test based on (4) can be considerered as a useful competitor to the Lepage test. 
