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Abstract 
To improve quality, higher education must be able to demonstrate learning improvement. 
To do so, academic degree program leaders must assess learning, intervene, and then re-
assess to determine if the intervention was indeed an improvement (Fulcher, Good, 
Coleman, and Smith, 2014). This seemingly “simple model” is rarely enacted in higher 
education (Blaich & Wise, 2011). The purpose of this embedded mixed methods study 
was to investigate the effectiveness and experience of a faculty development program 
focused on a specific programmatic learning outcome. Specifically, the intervention was 
intended to increase students’ ethical reasoning skills aligned with a university-wide 
program. The results suggested that this experience did indeed improve student’s ethical 
reasoning skills. Likewise, the experience was positive for faculty participants. This study 
provides evidence supporting the connection of assessment and faculty development to 
improve student learning.  
CHAPTER 1 
Introduction 
The United States was once regarded as a global leader in higher education 
(Flannery, 2011). Surprisingly, our nation now places 12th worldwide (The White House, 
n.d.a).  This fact, along with a general concern about the value of college, primes higher 
education to improve. A commitment to improvement would produce stronger graduates 
who learned more than their predecessors. Likewise, such a commitment would benefit 
the United States’ position in global rankings.  
Three areas challenge higher education and need improvement: cost, access, and 
quality (Reindl, 2007). That is, the cost of higher education is rising which makes access 
more difficult for students of lower economic means. Quality refers to the quality of 
education provided to students and ultimately their success after graduation. At the heart 
of the quality concern is the question, “How well are students doing [in terms of 
learning]?” (Reindl, 2007, p. 3). 
Many current efforts are addressing the cost and access concerns. For example, 
President Obama’s College Scorecard makes an institution’s value and affordability 
transparent to prospective students and their families (The White House, n.d.b). Likewise, 
The Bill and Melinda Gates Foundation and The Lumina Foundation have dedicated 
resources to improve student access to higher education (Bill and Melinda Gates 
Foundation, n.d.; Lumina Foundation, 2013). While the federal government and private 
foundations are tackling access and affordability challenges, concerns of quality are the 
responsibility of regional accreditation. According to the United States Department of 
Education’s website, “The goal of accreditation is to ensure that education provided by 
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higher education institutions meets acceptable levels of quality” (U.S. Department of 
Education, 2013). 
Accreditation  
 Six regional accrediting agencies oversee a peer-review process of accreditation: 
Higher Learning Commission (HLC; 2014), Middle States Commission on Higher 
Education (MSCHE; 2011), Northwest Commission on Colleges and University 
(NWCCU; 2010), New England Association of Schools and Colleges- Commission on 
Institutions of Higher Education (NEASC-CIHE; 2011), Southern Association of 
Colleges and Schools- Commission on Colleges (SACSCOC, 2012), and WASC Senior 
College and University Commission (WASC-SCUC; 2013). Accreditation encourages 
institutions to create goals “for self-improvement of weaker programs and (stimulate) a 
general raising of standards among educational institutions” (U.S. Department of 
Education, 2013, “Accreditation in the U.S.”).  Further, institutions must be accredited in 
order for their students to receive federal financial aid (U.S. Department of Education, 
n.d.).   
To operationalize quality, each regional accreditor uses a set of evaluation criteria 
(e.g., graduation rates, fiscal responsibility, the role of governing boards).  A primary 
measure of quality in higher education is student learning. Therefore, each accreditor has 
at least one specific criterion pertaining to student learning.  Specifically, all regional 
accreditors require evidence of student learning improvement based on assessment results 
(HLC, 2014; MSCHE, 2011; NEASC-CIHE, 2011; NWCCU, 2010; SACSCOC, 2012; 
WASC-SCUC, 2013). For example, SACSCOC criteria 3.1.1.1 states, “The institution 
identifies expected outcomes, assesses the extent to which it achieves these outcomes, 
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and provides evidence of improvement [emphasis added] based on analysis of the results 
in each of the following areas: …educational programs, to include student learning 
outcomes…(SACSCOC, 2012, p. 27).”  
Thus, regional accreditors expect academic programs to assess student learning 
and use the results to evidence improvement. Although this expectation for quality is 
clear, very few examples of programmatic learning improvement exist (Blaich & Wise, 
2011).  In fact, Kuh and Ewell (2010) stated that using assessment data for learning 
improvement remains “the most important unaddressed challenge related to student 
learning outcomes assessment in our country” (p. 24).   
From Assessment to Learning Improvement  
 To meet accreditation standards, programs must assess student learning and use 
the assessment results to improve their programs. It is surprising that so few institutions 
can evidence learning improvement given that most are assessing student learning (Kuh 
and Ikenberry, 2009). One possible explanation is that there are ample resources available 
on assessment mechanics (e.g., Banta, Lund, Black & Oblander, 1996; Suskie, 2010), but 
until recently, scarce information has been available on how to use results.  
 Fulcher, Good, Coleman, & Smith (2014) provided a framework on how to 
evidence learning improvement: assess, intervene, re-assess. As a first step, a program 
must have a robust assessment process (i.e., the assessment mechanics must be strong). 
Following, a program must do something differently, or intervene. This might include 
adding courses, changing course sequences, or adjusting pedagogies. Finally, after new 
cohorts of students experience the revised curriculum, a program re-assesses student 
learning to determine if the programmatic “intervention” was in fact an improvement.  
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 As previously stated, there are many resources available on best practices in 
assessment. Nevertheless, there are few resources that focus on using assessment results. 
Fulcher et. al (2014) are among the first to discuss how a program might “intervene” by 
providing a four step process to improve student learning. Programs begin by selecting a 
target objective to improve, then faculty explore current program efforts, next the faculty 
propose learning modifications (e.g., changes to the curriculum, courses, sequencing), 
and finally, the program faculty produce an improvement timetable.  
Fulcher et al. (2014) note that this is a multiyear process because programs must 
wait for new cohorts of students to experience the revised curriculum. In their article, the 
authors recommended that assessment practitioners partner with faculty development 
experts on campus to support programs in these endeavors. However, the authors do not 
explain what such a partnership would entail.  
Statement of the Problem 
In the United States, higher education needs improved student learning to enhance 
overall quality. Currently, regional accreditors evaluate quality by requiring institutions 
to evidence learning improvement; however, examples of learning improvement are rare 
(Blaich & Wise, 2011). Fulcher et al. (2014) provided a conceptual framework on how to 
evidence learning improvement and suggested connecting assessment with faculty 
development, although, the authors did not detail what this partnership would look like. 
In this dissertation I demonstrate how learning improvement can be achieved by 
integrating efforts from assessment and faculty development offices.  In addition, this 
dissertation is among the first to provide a scholarly research contribution to evidencing 
learning improvement.  Thus, the purpose of this embedded mixed methods study is to 
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investigate the effectiveness and experience of a faculty development program focused 
on a specific programmatic learning outcome.  The faculty development program, or 
faculty “learning intervention,” is intended to improve student learning at the program 
level.    
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CHAPTER 2 
Literature Review 
Purpose of the Literature Review 
The purpose of this literature review is to provide a rationale for integrating 
assessment with faculty development programming to improve student learning. I begin 
by discussing how the aforementioned use of results problem is a validity issue.  Next, I 
anchor this study in the assessment literature, where authors have noted the learning 
improvement problem.  Because the use of assessment results, or “closing the loop,” is 
rare, I include extant literature on the topic.  Following, I explore the faculty development 
domain, where this dissertation’s learning intervention is situated.  Finally, I discuss 
ethical reasoning, the learning outcome of interest in this study.   
Construct Validity and Systemic Validity 
 In educational testing, validity is “…the degree to which evidence and theory 
support the interpretations of test scores entailed by proposed uses of tests (AERA, APA, 
& NCME, 1999, p. 9). This understanding of validity is often referred to as construct 
validity. According to Benson (1998), a construct “represents an abstract variable derived 
from observation or theory” (p. 10).  Thus, construct validation is a process by which test 
scores acquire meaning (Benson, 1998).  
Threats to validity are many times defined in terms of construct under-
representation and construct-irrelevant variance (Messick, 1995).  Construct 
underrepresentation occurs when a measurement instrument is too narrow and does not 
include important facets of the construct of interest, while construct-irrelevant variance 
arises when an instrument measures facets outside of the construct (Messick, 1995). 
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 Not all researchers limit their conceptualization of validity to test score 
inferences.  For example, Frederiksen and Collins (1989) explained that when a test is 
introduced into a dynamic educational system, the test can change the system by affecting 
instruction.  Instructional changes caused by the existence of a test are the basis for 
“systemic validity” (p.27). A researcher would have evidence of systemic validity if he 
could demonstrate that a test caused changes in learning.   
Frederiksen and Collins (1989) explained how traditional multiple-choice tests 
can threaten systemic validity using a geometry test example that required students to 
perform a geometric proof.  In this case, there were only 12 possible proofs a student 
could be asked to perform.  Rather than teaching students mathematical reasoning skills, 
students were taught to memorize the 12 proofs that could be on the test.  Thus, the 
educational system was compromised by the introduction of the high-stakes geometry 
test.   
A researcher pondering the validity of test scores would say the geometry 
example is a classic case of construct irrelevancy.  However, Frederiksen and Collins 
(1989) argued it is also a violation of systemic validity because the test changed how 
students were being taught.  The example is problematic because students received 
limited instruction on geometrical reasoning; rather, memorization skills were reinforced 
because of the narrow nature of the high stakes test.   
 As a solution, Frederiksen and Collins (1989) recommended performance 
assessments yield better systemic validity.  The idea is that teachers are going to teach to 
the test; however, this can be a positive outcome when a test measures higher order skills 
of interest.  The authors directed attention to the assessment system by stating, “The goal 
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of assessment has to be, above all, to support the improvement of learning and teaching” 
(p. 32).  
 Like Frederikson and Collins, education and measurement leaders have oft cited 
performance assessment as being authentic.  Nevertheless, performance assessments pose 
unique validity challenges.  To this issue, Messick (1994) reviewed three authors’ 
perspectives on performance assessment validity including Frederiksen and Collins’ 
(1989) article.  Messick did not wholly agree with Frederiksen and Collins’s view, 
pointing out that they wrongly assumed all other aspects of the educational system were 
working.  Messick believed that this notion of validity is too limited stating, “…the issue 
is not just the systemic validity of the tests but rather the validity of the system as a whole 
for improving teaching and learning (p.16).”  Messick drew attention to the validity of the 
system rather than just a test’s effect on a system.   
 This notion of systemic validity is similar to internal validity, which evaluates the 
cause-and-effect relationship between variables (Barron, Brown, Egan, Gesualdi, & 
Marchuk, 2008).  As demonstrated by the regional accreditation standards, assessment in 
higher education is intended to be a catalyst for learning improvement. Said another way, 
assessment should cause learning improvement.  However, if intended changes never 
occur, one may argue that the current systems are not valid in terms of internal validity or 
the systemic validity terms discussed by Messick (1994).  Thus, underuse of assessment 
results is a threat to the validity of assessment practice.  To understand assessment and its 
relationship to learning improvement, one must begin by exploring assessment 
mechanics.    
9 
 
 
 
Assessment of Student Learning 
The goal of student learning outcomes assessment is to gather reliable data about 
student learning that can be used to improve an academic program if undesirable results 
are discovered (Erwin, 1991; Pepin, 2014).  Since the initial 1980s call for assessment in 
higher education, institutions have slowly initiated assessment processes, although these 
processes vary in quality (Kuh et al., 2014).   
Traditional Assessment Process.  Program level (e.g., Biology, BA) assessment 
of student learning outcomes begins with programs clearly defining objectives by 
describing the knowledge, skills, and abilities expected of graduates. Once objectives are 
defined and articulated in student-centered, measurable, and specific terms, faculty must 
then provide a conceptual guide to where learning is thought to occur in the curriculum; a 
process called curriculum mapping, which aligns student learning outcomes with required 
courses and experiences in their curriculum (Palomba & Banta, 1999).  
Following objective-curriculum alignment, the program must either create or 
select measurement instruments that align with stated objectives before employing an 
appropriate research design to collect data. Regarding data collection, the program should 
consider issues of sampling and student motivation.  Representative sampling is 
necessary to make generalizable assertions about student learning. For example, sampling 
only honors students would lead to a biased representation of programmatic learning. 
Likewise, students should put forth their best performance on the assessment instrument; 
if they do not, perhaps because they lack motivation, they may rush through the test or 
answer randomly, yielding lower test scores (Wise & DeMars, 2005). 
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After data have been collected, reliability and other psychometric properties 
should be estimated.  Next, the program must interpret the assessment results in reference 
to the program objectives.  The hope is that programs will use this information to make 
systematic changes to the curriculum based on the assessment results (Erwin, 1991).  
This process is known as “closing the loop” (Banta & Blaich, 2011, p. 22).   
Unfortunately, programs can get stuck trying to perfect the assessment mechanics.  
An assessment coordinator may not be satisfied with a certain measure or data collection 
design and spend time changing assessment details.  A perfect assessment process does 
not exist, however.  While it is necessary for a program to have trustworthy data, at some 
point the program must realize that their process is “good enough” and begin a 
conversation about curricular and/or pedagogical changes (Blaich & Wise, 2010).  If a 
program strives for perfect assessment, student learning will never be affected.   
Assessment as a Process of Inquiry.  Jonson, Guetterman, and Thompson (2014) 
suggested approaching assessment as a process of inquiry, likening assessment to 
traditional research initiatives.  In this framework, the first step focuses on a student 
learning question of interest.  Second, faculty members gather student data that addresses 
their question.  Third, the faculty members interpret and evaluate the data by “engaging 
stakeholders in meaning making” (p.19); a process involving open dialogue.  Lastly, the 
fourth step is to use assessment results for improved teaching and learning.   
Although unstated by Jonson et al. (2014), the mechanics of the proposed 
approach are the same as the traditional approach (e.g., there are design considerations); 
the only difference is in the way in which assessment is described.  In Jonson et al.’s 
framework there is more intentional time spent discussing assessment results.  
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Unfortunately, like the traditional approach, the leap between making sense of 
assessment data and the use of results is undefined.  In fact, Jonson and colleagues (2014) 
acknowledged that “…intention does not guarantee that an improvement will occur, and 
often whether the learning improvement does occur is not determined” (p. 24).  In their 
paper, Jonson et al. investigated the use of results by evaluating assessment reports at a 
single institution using a program evaluation framework. However, Jonson and her 
colleagues found only a few cases (21%) of assessment reports with evidence of 
instrumental use or changes to a program based on assessment results.   
Closing the Loop   
Leading assessment authors almost always include “use of results” or “closing the 
loop” as a step in the assessment process (e.g., Huba & Freed, 2000; Walvoord, 2004).  
Discussions of the use of results are typically embedded within assessment books and are 
brief. Recently, Fulcher et al. (2014) provided a model for unpacking the term “use of 
results.”  The authors noted that some practitioners defined use of results as changes 
made to assessment mechanics or programmatic changes (e.g., changes to curricula or 
pedagogy).  However, they pointed out that a change is not an improvement.  Rather, “A 
change is only an improvement when one can demonstrate its positive effect on student 
learning” (Fulcher, et al., 2014, p. 4). Fulcher et al. (2014) stated that in order to evidence 
learning improvement, a program must assess, intervene, and then re-assess. Only when 
re-assessment reveals greater learning proficiency can a program state that learning 
improvement occurred. Figure 1 provides a visual depiction of Fulcher et al.’s (2014) 
simple model for learning improvement.  
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The notion of assess-intervene- re-assess looks like a traditional pre-post 
assessment design. A traditional pre-post assessment tests the same set of students at two 
different time points. However, it should be noted that in the simple model assessment is 
of graduating cohorts. Thus, the model is not a within-subjects design, but rather 
between-subjects (i.e., different cohorts of students).  
Suskie (2010) referred to “closing the loop” in the same way as Fulcher et al, 
(2014) describing a hypothetical situation where faculty members deemed students’ 
writing scores weak based on assessment results.  To address this issue, the faculty 
members introduced a new problem-based learning strategy across the curriculum.  The 
next time they assessed student writing, the instructors discovered that writing scores had 
improved.  Again, a program must re-assess; a pedagogical change alone is necessary, 
but is not sufficient, for program improvement.   
Frequency of Learning Improvement: Rare 
The simple model (Fulcher et al., 2014) boils down learning improvement to its 
most basic form, although the general idea is not new.  Blaich and Wise (2011) 
investigated the frequency of such evidenced improvement by investigating the national 
Wabash study findings.  The Wabash College Center of Inquiry developed a national 
longitudinal assessment study designed to “deepen our understanding of the teaching 
practices, student experiences, and institutional conditions that promote the development 
of students’ critical thinking, moral reasoning, leadership towards social justice, well-
being, interest in engagement with diversity and interest in deep intellectual work” 
(Blaich & Wise, 2011, p.7).  Many volunteer institutions participated in this longitudinal 
study where students were assessed when they entered college, after their first year, and 
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again during their senior year (Center of Inquiry: Wabash College, 2009).  Participating 
institutions adopted a common battery of quality instruments and Wabash Study 
researchers provided detailed assessment reports on the behalf of these institutions. Thus, 
participation in the Wabash Study yielded high quality assessment results for institutions 
to consider.  
When designing the study, the researchers operated on three core assumptions 
about what helps and hinders effective assessment.  First, they believed that a lack of 
high quality data impeded institutions from using assessment results to improve student 
learning.  Second, the researchers posited that detailed reports of assessment data would 
initiate campus conversations about improving student learning.  Finally, the researchers 
assumed that the intellectual approach that faculty use to engage with their scholarship 
would facilitate the creation of assessment projects that improved student learning 
(Blaich & Wise, 2011).  
 From the beginning, researchers emphasized gathering and analyzing quality 
data.  The researchers did not consider asking institutions what they would do after 
assessment reports were in hand.  To their dismay, institutions overwhelmingly did not 
use their assessment results to improve student learning.  Blaich and Wise (2011) 
concluded that their three core assumptions about closing the loop were wrong; they 
reflected that too much time was spent focusing on the data and too little time was spent 
on using assessment results.  The researchers postulated two major reasons for the 
stagnation: first, data collection easily became a routine; there was little attention paid to 
reviewing the data, and second, Blaich and Wise assumed that the data would “speak 
loudly enough” to warrant action (p.12). However, this assumption does not consider the 
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many demands on faculty members’ time; faculty have teaching, scholarship, and service 
responsibilities that often take precedence to interesting assessment findings that warrant 
additional research (which equals additional time).  Blaich and Wise also noted that it is 
far less risky to continually analyze data instead of acting on assessment results.   
 Blaich and Wise’s (2011) article is a critical contribution to the assessment 
domain.  Most work on assessment focuses on methods; this is one of the first articles to 
draw attention to the use of results dilemma.  In this piece, Blaich and Wise reported 
quantitative assessment results from the Wabash Study and reflected on their surprising 
finding: institutions rarely used assessment results.  Unfortunately, the authors did not 
follow up with institutions to ask why assessment data were not used.  Nevertheless, 
Blaich and Wise’s reflections advised leaders in the field to address this issue.   
 Soon after Blaich and Wise’s paper was published, the editor of Change magazine 
asked Trudy Banta, a leader in the assessment field, and Charles Blaich to co-write an 
article about how institutions have used their assessment results.  After thoroughly 
reviewing the literature and relying on personal consultation experiences, Banta and 
Blaich concluded that such examples were extremely rare (2011).   
 Instead of writing about how assessment results are used, Banta and Blaich (2011) 
focused on factors they perceived to impede assessment data use.  Like Blaich and Wise 
(2011), Banta and Blaich (2011) stated that gathering and analyzing data are not enough 
to demonstrate improved learning.  They conceded “… even the most beautifully 
collected and interpreted evidence will have no impact on students whatsoever unless it 
engages an institution’s faculty, staff, governance structures, faculty development 
programs, and leaders” (Banta & Blaich, 2011, p.23).   
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Banta and Blaich (2011) provided recommendations for solving the use issue: 
first, faculty members and other leaders on campus should engage with the assessment 
process.  Second, external mandates should facilitate campus engagement with 
assessment, although they currently do not do so.  Third, Banta and Blaich recommended 
using local measures or connecting measures to individual courses to facilitate 
understanding of assessment results.  Finally, the authors described turnover as an 
impediment to use of assessment results.  When faculty members, administrators, or 
assessment practitioners leave a position, predecessors will likely have different views on 
the assessment process and using results, thus sending different messages.   
 Additionally, Banta and Blaich (2011) recommended that institutions regularly 
evaluate whether or not 1) they are providing adequate resources for faculty to use 
results, 2) they are communicating the results effectively, and 3) student learning data is 
reaching potential users.  Of note, the authors recommended that institutions should 
spend more time and money on using assessment results rather than on gathering them.  
They stated, “If all of an assessment program’s resources are gobbled up gathering 
evidence, no change is likely to occur” (p. 26). Programs must invest in the activities that 
support programmatic changes based on assessment data. 
 Blaich and Wise (2011) successfully captured the state of affairs: everyone is 
doing assessment and almost no one is using the results to improve student learning.  
Banta and Blaich (2011) also recognized this issue and even provided a few insights 
about why institutions have trouble using results.  Unfortunately, the authors of both 
articles did not provide a concrete solution or “how to” guide for practitioners.  
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 Case Studies.  Albeit rare, some institutions are closing the loop.  Change 
magazine highlighted Kaplan University.  The National Institute on Learning Outcomes 
Assessment (NILOA) provided several other examples.   
 Reed, Levin, and Malandra (2011) described the process that the for-profit 
institution, Kaplan University, used to close the assessment loop.  In 2008, Kaplan 
transitioned from a program-level portfolio assessment system to a “course-level 
assessment system” (p.45) to create a tighter feedback loop for using assessment results 
to make curricular and pedagogical changes.  At Kaplan, it was difficult for faculty 
members to translate program assessment results to their specific classes.  By moving the 
level of assessment to individual courses, faculty could more readily understand and use 
the results.   
 The course-level assessment system is multi-tiered: each academic degree 
program has learning outcomes and each course within the program has course objectives 
that are tied to program outcomes.  Specific assignments are aligned with each outcome 
and rubrics with a common rating scale (1-5) are used to assess the outcomes.  Kaplan 
created teams of faculty, subject-matter experts, and curriculum-design experts to create 
the outcomes, assignments, and rubrics for each course.  Faculty members at Kaplan use 
a common database to enter their classroom assessment results.  The database system can 
generate feedback to individual faculty and create reports for administrators.  It is 
important to note that the performance of students is not used to evaluate the performance 
of faculty members (Reed et al., 2011).   
 The Kaplan database system also has a mechanism to record when faculty 
members make changes to their courses based on assessment data and subsequently these 
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systems can generate pre-post intervention comparison reports.  For example, Kaplan 
faculty members found a course, with many sections, that had low assessment scores 
regarding students’ ability to design a website.  The department head and faculty 
members decided to try four different course changes and measure the efficacy of each.  
This process not only allowed for an experimental approach to identify what worked, but 
it also gave the faculty an opportunity to engage in the Scholarship of Teaching and 
Learning (SoTL).  Subsequently, faculty members at Kaplan documented student growth 
and were able to identify the most effective change enacted. Thus, Kaplan University had 
evidence of closing the loop. 
 According to Reed et al. (2011), Kaplan University owes its success to a few key 
factors, including the availability of sufficient resources, champions of the cause from 
across the university, and planning for data usage from the beginning.  Because 
executives were on board with the assessment strategy, academic leadership was 
empowered to drive the changes, faculty members were engaged in the project, and 
institutional research and faculty development staff provided support.  Thus, all members 
of the university were champions of the cause.  However, it was not clear how the faculty 
development staff were involved.   
Reed et al (2011) also shared lessons learned along the way: institutions need a 
“safe haven” (p.52) for discussing the tensions between having a centralized curriculum 
and respecting individual teaching styles, and, discipline is required in order to stay 
focused on the information needed to make changes.  They explicitly avoided the 
temptation to collect more information just “because [they] can” (p.52).  Reed et al. 
(2011) ended the article with future goals, including the investigation of the psychometric 
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properties of their instruments and developing feedback loops of different lengths (e.g., 
immediate employment for students).   
Kaplan University created a unique assessment system with results-use in mind 
from the start.  The authors defined assessment appropriately (i.e., assess-intervene-re-
assess) and used teams of knowledgeable constituents to create a centralized curriculum.  
They also were among the few institutions with an example of improved learning based 
on assessment results.   
Although Kaplan University engaged in an outstanding process, there are a few 
areas of concern.  First, it must be recognized that there is value in program level 
assessment; it provides a snapshot of cumulative growth and development at the end of 
students’ coursework.  By only focusing on the course level, it is difficult to make 
inferences about what students know, think, or can do at the end of their program.  
Additionally, it appears that reliability and validity information is unknown.  Quality 
assessment should precede use of results so that changes are based on trustworthy data.  
Finally, non-profit universities cannot exert the same level of curricular control as for-
profit institutions such as Kaplan.  Faculty from non-profit institutions would 
theoretically disagree with a standardized curriculum arguing it infringes upon their 
academic freedom (Hara, 2010).   
 Following Blaich and Wise’s (2011) article, NILOA researchers (Baker, 
Jankowski, Provezis, & Kinzie, 2012) sought to identify and learn more about institutions 
that use assessment results to improve student learning.  To do so, NILOA researchers 
conducted nine case studies across institutions practicing high quality assessment.  After 
considering institution type and geographic location, they used the following selection 
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criteria: institutions recommended by NILOA’s National Advisory Panel member 
nominations, the Council for Higher Education Accreditation (CHEA) award winners, 
and institutions from NILOA’s prior research regarding assessment practice in the field 
(Baker et al., 2012).  This approach yielded the selection of nine very different 
institutions.   
Once institutions were selected, the researchers inquired about the individuals on 
campus most familiar with assessment (e.g., director of assessment), requested their 
participation in an interview, and conducted 60-minute phone interviews.  Each 
researcher also thoroughly read material on the institution’s website.  After the nine case 
studies were completed, the researchers collectively discussed themes among the cases 
and reported a summary of common themes in a single NILOA white paper (Baker et al., 
2012).   
 Across the nine case studies, Baker et al. (2012) found that the institutions 
sampled were universally focused on using assessment results to improve student 
learning.  Likewise, all case study site constituents felt that they still had room to improve 
and that they had not yet “arrived” (p.6) at their ultimate goal.  All case study sites were 
working to advance four common areas: focusing assessment efforts, harnessing 
accountability for internal improvement, communicating widely about assessment, and 
allowing time for internal stakeholders to make meaning of and to reflect on assessment 
results.  To supplement Baker and colleagues’ (2012) integration and summary, NILOA 
posted the nine case studies on their website, which provided more depth on assessment 
and results-use at each of the nine institutions.  Upon careful review of each study, three 
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case studies, summarized below, stood out as exemplars: Capella University, St. Olaf 
College, and Carnegie Mellon University.   
Capella University is a fully online for-profit institution, with tightly integrated 
curriculum, pedagogy, and assessment (Jankowski, 2011).  In fact, collaborative teams of 
faculty, curriculum specialists, instructional designers, course developers, and assessment 
specialists work together to embed assessment throughout the institution using a four-
phase backward design process: define, design, develop, and deliver.  Define refers to the 
creation of outcomes; that is, what is it that students should know, think, or do as a result 
of the program? The design phase includes curriculum and instructional designers 
creating the course.  Because Capella is fully online, the development phase includes the 
course integration into a learning management system.  Lastly, instructors review and 
deliver the course in the final stage (Jankowski, 2011).   
Capella reports assessment data to its governing board and is held accountable for 
improving the student experience.  The tight alignment of curriculum, pedagogy, and 
assessment makes it obvious where learning interventions should occur.  This alignment, 
coupled with administrative support, facilitates true loop closure.   
Capella has two examples of using results, one in business and one in psychology.  
In both examples, undesirable results were found for a specific learning outcome.  The 
department heads critically examined the alignment maps and course activities within 
their respective programs.  Each department head identified areas that could be 
strengthened.  After working with faculty to make changes, both programs saw growth 
(Jankowski, 2011).   
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Capella University is similar to Kaplan University in several ways.  Both are for-
profit online institutions with strong curricular control.  Unlike Kaplan, however, 
Capella’s assessment efforts are focused at the program level.  Both institutions designed 
their curricula with teams of experts and had continuous improvement in mind from the 
start.  
In contrast, St. Ola College is a small, private, liberal arts college in Minnestoa 
(Jankowski, 2012).  The institution operates on a five-year assessment cycle, where every 
fourth year is deemed a “reflection year” and no data are collected.  One faculty member 
described the Assessment Director as “more of a coach than anything else” (Jankowski, 
2012, p. 3). The Assessment Director regularly works with the faculty development 
office on campus, which emphasizes the Scholarship of Teaching and Learning.  
Together, these offices helped to create a culture of systematic inquiry into student 
learning.   
St. Olaf has a use-focused approach to assessment that permeates the academic 
culture.  The environment at St. Olaf is very supportive of scholarly inquiry into student 
learning.  However, within this case study, there was no evidence of true loop closure, 
although the college does have many unique structures (Jankowski, 2012).  The use-
focused approach and partnership with the faculty development office seem to have 
greatly contributed to faculty buy-in on campus.  Also, the embedded reflection time is 
unique and prevents the institution from routinely collecting data as an exercise, as Blaich 
and Wise (2011) warned against.   
Carnegie Mellon University (CMU) is a private research university in Pittsburgh, 
PA (Kinzie, 2012).  One of the hallmarks of CMU that advances its program level 
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assessment and efforts to improve student learning is that CMU has institutionalized data-
driven decision making by integrating assessment into the academic program review 
process (called the President’s Advisory Board, or PAB).  Of note, the President and 
upper administrators were involved with the recommendation process of the PAB.  
Assessment is a key data source in this process, which encourages continuous 
improvement on campus.   
Another CMU hallmark is the Eberly Center for Teaching Excellence. Not only 
does it promote evidence-based practice from the learning sciences literature, it is also the 
hub for assessment activities.  Thus, assessment support is housed in the faculty 
development center, which strengthens the relationship of and communication between 
assessment, teaching, and learning.  
At CMU, there is one reported example of true loop closure.  In the engineering 
department, assessment results highlighted that students lacked the experimental 
knowledge that the faculty expected. The NILOA report did not specify the definition of 
experimental knowledge or how it was deficient.  Nevertheless, faculty members 
collectively agreed to teach experimental knowledge in two new courses.  This endeavor 
was supported by the Eberly Center, which provided workshops and consultations to help 
make curricular changes that ultimately led to an increase in student learning.  CMU has 
a unique structure that incorporates assessment for improvement into university 
leadership conversations.  Likewise, CMU has housed assessment support within its 
faculty development office, a place already seen as a resource for teaching and learning.   
In higher education, institutions are rarely able to evidence improved learning 
after reflecting upon assessment results.  There are a few exceptions, however.  The two 
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for-profit institutions, Capella University and Kaplan University, created centralized 
program curricula with a tight alignment between objectives, course activities, and 
assessment.  This alignment facilitates the use of results by pinpointing areas in need of 
improvement.  In non-profit institutions, which are typically less flexible, this systematic 
approach is rare and often impractical.   
In these examples, a few key factors contributed to success.  At St. Olaf College, 
built-in reflection time for assessment helped to change academic culture.  At CMU, a 
key feature was assessment’s role in the academic governance structure.  Both 
approaches are novel.  Likewise, many of the case studies pointed to faculty development 
offices as being an important partner in learning improvement initiatives.   
Faculty Development  
Original forms of faculty development in higher education supported faculty 
members’ pursuit to stay abreast in their field.  However, in the 1970s, the higher 
education landscape began to change when the baby-boomers flooded colleges.  This 
surge in enrollment coupled with student protests about “irrelevant courses and 
uninspired teaching” spurred faculty development efforts with the focus on enhancing 
teaching (Gaff & Simpson, 1994, p.168).  By the 1980s, a new series of academic 
challenges arose; specifically, there was a call for increased quality and coherence in 
general education and majors.  Thus, faculty development became the vehicle for guiding 
curricular changes.  Once a new curriculum was approved, faculty developers hosted 
seminars and workshops on content, course design, and innovative instructional 
techniques (Gaff & Simpson, 1994). 
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Faculty development centers are now thriving on many campuses.  Purposes vary, 
but most centers aim to improve teaching and learning (Lee, 2010).  Steinert et al. (2006) 
sought to gauge the effectiveness of such programs.  These researchers systematically 
reviewed the faculty development literature for medical teachers, focusing on faculty 
development programs aimed to improve teaching effectiveness.  The criteria for 
inclusion in Steinert and colleagues’ review were the following: studies with a faculty 
development focus, studies targeting basic science and clinical faculty members in 
medicine, and studies that measured program effectiveness beyond satisfaction.  All 
reviewed articles were published between 1980 and 2002 in English, French, Spanish, or 
German.  The duration of the reviewed faculty development programs ranged from a 1.5 
hour workshop to a semester. 
Steinert et al.’s (2006) review of the effectiveness of such programs suggests that 
faculty development programs are beneficial.  Specifically, medical faculty members 
reported benefits such as satisfaction, positive changes in attitudes toward teaching, 
increased knowledge of education principles, gains in teaching skills, and positive 
changes in teaching behavior.  Only three of the studies investigated by Steinert et al. 
measured impact beyond the individual faculty member.   
 Faculty Development and Student Learning.  Steinert et al. (2006) identified 
three studies (out of 53) that were focused on “change among the participants’ students, 
residents, or colleagues” (p.501).  One of the three studies, conducted by Nathan and 
Smith (1992), evaluated the impact of teacher-training workshops on student evaluations 
of teaching for 12 medical faculty members by measuring the difference in evaluation 
scores before and after the training.  On average, student ratings of teaching increased 
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significantly following the workshop.  However, the researchers did not find statistically 
significant differences in student learning, measured by student exam scores. Details 
about the measures used in this study were not provided.   
 In the second study Marvel (1990) attempted to improve faculty clinical teaching 
skills by providing feedback in the same way students are provided feedback (i.e., 
parallel process).  Ten faculty members participated.  These 10 faculty members were 
videotaped during teaching sessions and evaluated on seven teaching skills prior to the 
intervention using a behaviorally anchored rubric.  The researcher installed a video 
camera into the classroom weeks prior to the study to desensitize faculty members to its 
presence.   
 After recording baseline data, Marvel (1990) scheduled a 45-minute feedback 
session with each of the 10 faculty members.  During this session, the video recording 
was shown and the faculty member was given the opportunity to evaluate herself using 
the behavioral rubric, which constituted the feedback session.  The author then re-
assessed the faculty member after five teaching sessions to determine if teaching skills 
had improved.   Additionally, the researcher gathered resident (i.e., student) perceptions 
of the faculty members’ teaching abilities before and after the intervention.  The 
researcher also gathered patient ratings of residents to determine if the faculty’s improved 
teaching techniques impacted their residents’ interviewing skills, thereby increasing 
patients’ perception of the residents.   
 On average, five of the seven teaching behaviors increased after the feedback 
intervention.  Residents rated faculty members high at both time points, although there 
were gains on only two of the seven teaching skill areas.  Patient ratings of residents were 
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slightly higher in five of the seven teaching areas, but these results were not statistically 
significant.   
 Marvel’s (1990) study provided some evidence of a faculty development 
experience’s impact on teaching skills.  Unfortunately, it is unclear from this study if 
students learned more as a result.  Students rated the faculty members higher in certain 
areas, but it is unknown if student learning and skills were improved.   
Skeff, Stratos, Campbell, Cooke, and Jones (1986) were the last group to be 
identified in Steinert et al.’s (2006) study as measuring change beyond the faculty 
member.  Unlike the previous two studies, Skeff et al. (1986) used an experimental 
design.  Like Marvel (1990), the purpose was to improve faculty members’ teaching 
skills.  Forty-six faculty members were assigned to either a control group (i.e., no 
intervention) or a seminar training session with other faculty members.  The researchers 
evaluated teaching before and after the intervention using four measures: videotaping, 
teaching evaluations completed by students, faculty questionnaire about their teaching, 
and a student questionnaire about the impact of the faculty member on the student’s 
knowledge, skills, and attitudes.  Levels of all dependent variables increased in the 
experimental group but not for the control group.  Student learning was not investigated.   
The three studies described above demonstrate evidence of the effectiveness of 
faculty development programs on faculty members’ teaching skills.  Likewise, they 
suggest that students feel positively about their professor’s teaching changes.  However, 
the ultimate dependent variable – student learning – was neglected in each design. 
 Steinert et al.’s (2006) review occurred within the medical field and the articles of 
interest took place over twenty years ago.  More recently, a study was published in 
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Change magazine about the relationship between faculty development and student 
learning.  Rutz, Condon, Iverson, Manduca, and Willett (2012) stated that the underlying 
assumption of faculty development programs “is that when faculty learn more about 
teaching, they teach better, which in turn improves student learning” (p. 41). To test this 
assumption, the researchers tracked the effects of faculty development on student 
learning at two institutions.  One institution was a moderately selective public university 
(Washington State University; WSU) and the other a small selective school (Carleton 
College). At both institutions, student learning was investigated by measuring institution-
wide initiatives.  Specifically, researchers studied critical thinking at WSU and student 
writing at Carleton College.   
 Frequency of attendance at faculty development programs served as an 
independent variable; faculty were categorized as being low users (attending an average 
of 2.2 events), high users (attending 1-3 additional events) or very high users (attending 
more than 3 additional events).  The researchers found that, on average at WSU, the more 
events a faculty member attended the higher that faculty members’ students’ critical 
thinking scores were.  However, these results were not statistically significant.  Likewise, 
the researchers did not find any improvement trends in student writing ability at Carleton 
College.   
 The logic of this study parallels the current study.  However, the faculty 
development experiences were not rooted in prior assessment data.  Also, the researchers 
were not interested in the effect of a particular type of faculty development experience 
(e.g., course design institutes), but rather, the cumulative effect of faculty attendance at 
any faculty development program on student learning.  Also, the study did not find 
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statistically significant results.  Focusing on an intensive faculty development experience, 
as opposed to uncoordinated, voluntary, faculty development programs, may yield more 
compelling results than the study presented by Rutz et al. (2012).  For example, if the 
faculty development opportunities focused on how to integrate critical thinking in the 
class – as opposed to any generic faculty development exercise – there should be a 
greater impact on students’ critical thinking skills. 
Course Design Institutes.  Within faculty development, teaching programs 
typically fall into two categories: those that focus on specific pedagogies (e.g., team-
based learning) and those that facilitate course design.  Fink’s (2003) popular integrated 
model walks faculty members through designing courses by first analyzing situational 
factors (e.g., class size, time of day, student characteristics).  Next, he encourages faculty 
members to create learning objectives for their course, considering the goals they hope 
students achieve beyond the course.  Following objective development, faculty members 
are encouraged to create formative and summative assessments that align directly with 
these objectives.  Finally, learning activities are developed that bridge the objective and 
assessments and help students achieve the learning outcomes.  This process is also called 
“backward course design” and is described by other faculty development authors as well 
(e.g., Hansen, 2011).  Interestingly, the backward design process is similar to 
programmatic assessment (i.e., begin by establishing outcomes, create assessments, then 
learning activities).   
 The key to the Fink (2003) model is alignment.  That is, objectives, assessments, 
and activities within a course must be aligned to create an optimal learning experience for 
students.  In higher education, many faculty become experts in a particular domain of 
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content; however, they do not necessarily learn how to create and teach aligned, 
integrated courses.  Hansen (2011) explained the traditional course design model: to 
begin, faculty members first create or adapt course content; next, they plan their 
assignments and tests; following, they determine their grading procedures; and lastly, 
they create course objectives (Hansen, 2011).  In this framework, planning is focused on 
the instructor and not the students, who are passive learners (Blumberg, 2009). 
Course design experiences help faculty align their courses and also adopt learner-
centered approaches to teaching (Blumberg, 2009).  Learner-centered teaching 
“…emphasizes a variety of different method types that shift the role of instructors from 
givers of information to facilitators of student learning or creators of an environment for 
learning” (p.3).  Within her chapter, Blumberg (2009) built a body of evidence supporting 
the benefits of learner-centered teaching including its impact on student learning and 
motivation. 
Level Problem  
 Generally, course design efforts help faculty members to design or redesign their 
individual course sections.  Most courses are a part of an academic program (Hansen, 
2011).  Within that program, there could be multiple faculty members teaching the same 
course; and, the course sections often vary drastically.  The syllabus frequently provides 
the only insight into learning that occurs within such course sections.  Syllabi from 
multiple sections associated with one course could vary in learning outcomes, assessment 
methods, textbooks, and even content.  Unfortunately, academic programs typically lack 
course blueprints causing problems with curricular cohesion (Hansen, 2011).   
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 While faculty development initiatives tend to focus on individual sections of 
courses, program assessment is focused at the academic program level.  There is a 
notable disjunction between the two.  Redesigns of individual courses are valuable for 
each professor who engages in the process and are likely beneficial for his or her students 
as well.  However, when a program-level weakness in student learning is discovered, 
rarely is the solution found in a single section.  Typically, multiple sections of the same 
course and/or sequences of courses are in question.   
 Therefore, communication across sections and courses would be beneficial 
(Hansen, 2011).  For example, if a program is concerned about graduates’ ability to 
analyze data, faculty members may need to coordinate an intervention involving a 
sequence of courses.  Departments rarely have the time, expertise, or motivation to 
coordinate such a complex effort.  Thus, an intervention that infuses sound faculty 
development principles (e.g., course design and learner-centered approaches) is needed at 
the program level to create systematic strategies that will improve student learning.   
 The idea of faculty developers assisting in curricular efforts is not new.  Indeed, in 
the 1980s, faculty development offices were called to help with general education and 
academic program reforms (Gaff & Simpson, 1994).  Currently, there are issues facing 
higher education that faculty developers can help address, such as “assessment of student 
learning and curricular innovations” (Ouellett, 2010, p.11).  Faculty developers could 
help by facilitating discussions, providing evidence of the impact of previous curricular 
change, and assisting in the review of existing programs. Faculty developers can also 
help by facilitating backward design institutes that focus on learner-centered practices.  
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Obstacles to True Loop Closure  
 Given the demand for improved learning by accrediting bodies and the short 
supply of its evidence, it is important to review the factors that may impede the process 
of closing the loop.  One such obstacle is fear. In particular, some faculty members fear 
that programmatic assessment will be used in personnel decisions, a practice now 
common in K-12 (Pepin, 2014).   
In addition, faculty members lack the time, space, or incentive to systematically 
improve their programs.  Faculty members are busy and undertaking a programmatic task 
of this magnitude is not in most academics’ purview.  Finally, many faculty lack the 
expertise to make systematic program changes since they are not necessarily trained to 
teach, though as previously discussed, they are experts in a particular content domain 
(Bok, 2013).  Once faculty members feel competent as professors, they are reluctant to 
change or admit that their practice is not as sound as it could be (Pepin, 2014).    
 “Learning Intervention” 
Course design institutes are offered at many institutions and take many forms 
(e.g., Cornell University, n.d.; Indiana University South Bend, n.d.; Stanford University, 
n.d.; Suffolk University, n.d.; Tufts University, n.d.).  Though literature on the nature of 
these programs is absent, it appears that all institutes span several days and are intense in 
nature.  Likewise, course design institutes tend to be voluntary and are designed for 
faculty members to design or redesign their individual courses.  
For the present study, a small group of faculty went through a course design 
institute (i.e., jmUDESIGN) focusing on similar learning outcomes (ethical reasoning). 
During this institute, faculty members worked to infuse learning outcomes from a campus 
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program, The Madison Collaborative: Ethical Reasoning in Action, into their courses. At 
the same time, the faculty members learned about backward course design (Fink, 2003). 
Rather than focusing on an individually selected aspect of their course, faculty 
participants dedicated their course design time to infusing programmatic ethical 
reasoning learning outcomes into their courses.  
 jmUDESIGN.  At our institution, the faculty development center facilitates an 
annual weeklong intensive course design institute called “jmUDESIGN” (James Madison 
University, n.d.).  This institute is fashioned after Fink’s (2003) backward design model, 
wherein faculty members develop significant learning outcomes that map to course 
assessments and activities.  About 20 faculty members participate each year.  Faculty 
members are divided into teams and have a group learning facilitator (GLF).  Over the 
course of five days, faculty learn to create meaningful student learning outcomes, to 
design formative and summative assessments to measure those activities, and finally, to 
create learning activities that aid students in achieving the outcomes. Throughout the 
institute, there is a great emphasis on the alignment between outcomes, assessments, and 
activities in the course. The process is very similar to program assessment, but is focused 
on the course level.  
On the first day of the institute, faculty members are encouraged to identify 
situational factors and create and articulate a “five-year dream.”   Situational factors refer 
to any contextual variable that a faculty member must consider when designing a course. 
For example, teaching via an online medium, teaching for the first time, teaching to 
students afraid of the subject, and teaching to a large classroom are all situational factors.  
Faculty must acknowledge these factors as they move forward. The five-year dream, on 
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the other hand, answers the question of what each faculty member would like students to 
know, think, or do five years after the course.  Often, faculty will focus on the detailed 
content within a particular course; the five-year dream exercise helps members to focus 
on the most impactful learning that will occur throughout the semester. 
On the second day of the institute, after defining their five year dreams, faculty 
generate course learning objectives that are specific and measurable.  The following day, 
participants create formative and summative assessments aligned with these objectives.  
On the fourth day, faculty are exposed to several evidence-based pedagogies and are 
encouraged to adopt learning experiences that align with their objectives and 
assessments.  On the final day, faculty members articulate their pedagogical choices 
made during the institute, share their work with others, and reflect on the experience. 
The jmUDESIGN institute follows a detailed curriculum created by JMU faculty 
developers. The institute is facilitated using a parallel process and backward design 
principles were used to develop the institute. Thus, jmUDESIGN has objectives, learning 
assessments, and both formative and summative assessments. Participants experience a 
tightly aligned “course” as they learn about how to design their own.  
While the main learning intervention is concentrated within a week, additional 
learning and work carries forward.  During the institute, faculty focus on designing a 
module or unit for an upcoming course, which tends to translate into faculty members 
creating learning objectives, assessments, and activities for a one- or two-week period of 
their course.  However, many faculty members opt to redesign their whole course, which 
takes additional time outside of the intensive week.  Faculty developers are available to 
support these efforts.   
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Faculty participants experience jmUDESIGN in a small group of 4-5 individuals. 
Typically, teams are multi-disciplinary and comprise of members who focus on very 
different student learning outcomes. However, the faculty participants in this dissertation 
all focused on the same learning outcomes (i.e., ethical reasoning outcomes articulated by 
the Madison Collaborative program).  Faculty members participating in course design 
with a common focus is a new idea.   
Literature Review Summary 
 In higher education, many programs assess student learning. However, the 
majority of programs do not use the results from their assessment efforts to improve 
student learning. This is largely due to a lack of faculty time and expertise. Faculty 
development centers provide support in a variety of ways for individual course sections. 
For example, if a faculty member were interested in learning about a new pedagogical 
technique, developers would support him or her via consultations, workshops, and the 
like. 
 In order to improve student learning at the program level, faculty need focused 
time and instruction. This experience should equip program faculty with the time and 
guidance necessary to make a systematic program change that would enhance student 
learning.  In this dissertation, five faculty members participated in jmUDESIGN focusing 
on a small, common set of learning outcomes on ethical reasoning skill development.  
The Madison Collaborative 
 The author’s institution is a member of SACSCOC, which requires a Quality 
Enhancement Plan (QEP).  Specifically, SACSCOC states that the QEP exists for 
“…engaging the wider academic community and addressing one or more issues that 
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contribute to institutional improvement the plan should …describe a carefully designed 
and focused course of action that addresses a well-defined topic… related to enhancing 
student learning” (SACSCOC, n.d.).  
 At James Madison University, the QEP is titled, “The Madison Collaborative: 
Ethical Reasoning in Action” (James Madison University, 2013).  The mission of the 
Madison Collaborative is to, “Prepare enlightened citizens who apply ethical reasoning in 
their personal, professional, and civic lives” (James Madison University, 2013, p. 22).  At 
the heart of The Madison Collaborative are the Eight Key Questions (8KQ), which 
provide a framework for students to use when faced with an ethical dilemma. 
Seven learning outcomes aligned with the 8KQ drive The Madison 
Collaborative’s programming; these outcomes are listed below in Table 1.  Five of the 
seven outcomes are cognitive and two are attitudinal. The Madison Collaborative is a 
systematic university-wide program, complete with an intervention plan.  Specifically, 
planned interventions include: 
1) A 75-minute session during freshmen orientation entitled, “It’s Complicated: 
Ethical Reasoning in Action.” 
2) An online interactive experience spanning eight weeks 
3) Programming in residence halls 
4) Curricular interventions for faculty including coverage of the Eight Key 
Question framework (James Madison University, 2013).   
The first intervention occurred for the first time during the summer of 2013, while 
the second intervention is being piloted with a small group of students during the 2014-
2015 academic year. Intervention three started occurring in 2013 and affects both 
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freshmen and sophomores.  The intent for the fourth intervention is for faculty to infuse 
ethical reasoning into their courses; this intervention consists of a program that spans one 
day of a weeklong university-wide professional development event hosted by the faculty 
development center. 
  While the Madison Collaborative is not a traditional academic program (e.g., 
Biology, B.A.), it is a program guided by student learning outcomes.  Also, there is 
assessment evidence that suggests students are not currently proficient at ethical 
reasoning.  Thus, there is a need to improve this area.  
Ethical Reasoning – the Eight Key Questions 
 The Madison Collaborative is based on a variety of traditional philosophical and 
psychological approaches to ethical reasoning.  Although philosophers and theorists tend 
to apply one philosophical approach to ethical reasoning, the Madison Collaborative uses 
casuistry, a method that integrates approaches (William Hawk, personal communication, 
June 20, 2013).  The Eight Key Questions (8KQ) encourage students to weigh eight 
considerations of ethical reasoning based on six philosophical perspectives.  The purpose 
of this endeavor is to help students to make better decisions by engaging in the ethical 
reasoning process. The 8KQ are described below.   
 Outcomes.  The outcomes question asks students to consider, “What are the 
short-term and long-term outcomes of possible actions?” (James Madison University, 
2013, p.19).  This utilitarian approach has roots in John Stuart Mill’s notion to promote 
the greatest good for the greatest number of people (Smith, 2014).  In addition to 
weighing outcomes as Mill described (i.e., greatest good for greatest number), students 
also are encouraged to evaluate both short-term and long-term outcomes prior to making 
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an ethical decision. This perspective can be interpreted in other ways as well (e.g., in 
terms of karma as an outcome).  
 Fairness.  The fairness question asks students to consider, “How can I act 
equitably and balance all interests?” (James Madison University, 2013, p.19).  This 
perspective is based on John Rawls’ A Theory of Justice (1971).  The idea of fairness is 
that everyone should be treated equally and is especially applicable to situations where 
societal inequalities arise (Smith, 2014).   
Authority.  The authority question asks students to consider, “What do legitimate 
authorities (e.g., experts, law, my god[s]) expect of me?” (James Madison University, 
2013, p.19).  The consideration of authority figures’ expectations when reasoning through 
an ethical dilemma is related to Piaget’s Theory of Cognitive Development (1932) and 
Kohlberg’s Theory of Moral Development (1969).  In the Madison Collaborative, 
students are encouraged to identify what constitutes a legitimate authority when 
considering this perspective.   
 Rights.  The rights question asks students to consider, “What rights (e.g., innate, 
legal, social) apply?” (James Madison University, 2013, p.19).  Students are encouraged 
to consider if any rights of any person are compromised during an ethical dilemma.  The 
rights perspective is grounded in Kant’s (1797) principles on duties of rights and virtues.  
Liberty.  The liberty question asks students to consider, “What principles of 
freedom and personal autonomy apply?” (James Madison University, 2013, p.19).  
Students are encouraged to consider if an ethical situation impedes on their own or 
others’ personal freedom or autonomy.  The liberty perspective is also grounded in 
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Kant’s (1797) principles.  Liberty is a right. Because liberty is a pronounced right in the 
United States, it stands alone in the 8KQ framework.   
 Responsibilities.  The responsibilities question asks students to consider, “What 
duties and obligations apply?” (James Madison University, 2013, p. 9). As with liberty 
and rights, the responsibilities consideration comes from Kant’s (1797) philosophy.  This 
perspective is often considered when the person in an ethical situation feels a 
responsibility to decide a certain way, or they experience a duty to others based on his or 
her role or perhaps profession.   
 Empathy.  The empathy question asks students to consider, “How would I 
respond if I cared deeply about those involved?” (James Madison University, 2013, p.19).  
The empathy perspective is based on Gilligan’s (1982) work.  Gilligan (1982) considered 
the perspective of women in moral reasoning and challenged Kohlberg’s justice-centric 
theory. 
 Character.  The character question asks students to consider, “What actions will 
help me become my ideal self?” (James Madison University, 2013, p.19).  This final 
question is grounded in Aristotle’s Nicomachean Ethics (Smith, 2014).  In this work, 
Aristotle defines character as something that sets one individual apart from another.  
One’s character is a result of the development of one’s virtues. This perspective 
encourages students to envision their ideal self and how they might respond to the ethical 
situation from that perspective.   
8KQ Example.  To reiterate, students are asked to learn the 8KQ, then to weigh 
different relevant questions when faced with an ethical decision. For example, a student 
may see a hungry child steal food from a vendor. The student must then decide whether 
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or not she will turn the child in to the police. In reasoning through this decision, the 
student may weigh all eight key questions or just the perspectives she deems most 
relevant. In this example, the student chooses to consider outcomes, authority, empathy, 
and character. 
Regarding outcomes, the student may predict the outcome of turning the child 
into the police (i.e., the child would be punished) or not (i.e., the child would not be 
punished and would be fed). Within this perspective, she may also consider long-term 
outcomes such as the impact of being identified as a criminal at an early age or the 
impact of stealing with no repercussions.  
In this scenario, the student is also considering the authority perspective. That is, 
in our country, the law (a legitimate authority, in this case) states that it is illegal to steal. 
If the student is religious, she might consider a religious text that advises against stealing. 
Also in this example, the student considers empathy and character. The student may feel 
empathy for the hungry child, which may influence her decision. Likewise, the student 
might consider what her ideal self would do in this situation. After reasoning through 
multiple perspectives, the student would then make a decision that is aligned with their 
reasoning. The intent of the 8KQ is for students to have a framework to guide their 
decision making instead of relying on snap judgments or only considering one 
perspective (e.g., authority).  
Assessment of Ethical Reasoning  
 There were two instruments used to assess students’ ethical reasoning skills, an 
Ethical Reasoning Identification Test (ERIT) and an Ethical Reasoning Rubric. These 
assessments are described below. 
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ERIT.  The first assessment, the Ethical Reasoning Identification Test (ERIT), 
was designed to assess the first two Madison Collaborative learning outcomes (i.e., 
identification and selection of the 8KQ).  On the ERIT, students are given a series of 
ethical situations and are asked to select the key question that best aligns with a given 
scenario.  The ERIT has strong psychometric properties.  There was support for the 
unidimensional structure of ERIT scores (Smith, 2014). Moreover, omega (Green & 
Yang, 2009) estimates of latent reliability were 0.79 (Smith, 2014).  There is also validity 
evidence for ERIT score inferences. ERIT scores are related to — but distinct from —
SAT Critical Reading scores.  Moreover, students who have had light exposure to ethical 
reasoning interventions perform slightly better than those who have had no exposure to 
ethical reasoning interventions (Smith, 2014).  
Ethical Reasoning Rubric.  The other instrument is the Ethical Reasoning 
Rubric, which is designed to measure the fifth and most complex outcome.  Students are 
given an essay prompt where they are instructed to 1) identify an ethical situation or 
dilemma that they have personally experienced, 2) apply (weighing, and if necessary, 
balancing) the considerations raised by the 8KQ, and 3) provide a decision after 
reasoning through the dilemma.  The Ethical Reasoning Rubric (see Appendix A) is 
applied to student essays. This rubric has five evaluation criteria: 1) ability to identify an 
ethical situation, 2) appropriate reference to key questions, 3) determination of key 
question applicability, 4) analysis of individual key questions, and 5) weighing the 
relevant factors and coming to a decision.  The rubric was intentionally aligned with the 
assessment instructions and also the fifth Madison Collaborative learning outcome (i.e., 
students will evaluate courses of action by applying [weighing and, if necessary, 
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balancing the considerations raised by Key Questions] to their own personal, 
professional, and civic ethical cases). This rubric has five scale points: 0) insufficient, 1) 
marginal, 2) good, 3) excellent, and 4) extraordinary and includes behavioral anchors.  
Raters using the rubric may assign half points.  
 Faculty members familiar with the 8KQ framework are recruited to evaluate the 
ethical reasoning essays. At a minimum, faculty raters must have attended a workshop on 
the 8KQ.  Faculty members who volunteer to rate essays are paid an honorarium to attend 
a rating session that occurs over one day and includes training and calibration 
(approximately 1.5 hours); more time is spent rating ethical reasoning essays.  
Two raters (i.e., a rater team) evaluate each essay so that inter-rater reliability may 
be calculated using generalizability theory (G-theory). G-theory allows researchers to 
analyze sources of error variance (e.g., error due to raters or elements of the rubric).  
Preliminary generalizability studies (g-studies) conducted after the first essay rating 
session from 2014 indicated that most unique variance associated with essay scores was 
attributed to essay differences, which is desirable. More detail about the reliability of 
scores will be reported in the Method and Results section. Each rater team evaluated 
about 20 essays; essays were de-identified to maintain students’ confidentiality.  
Within this study, the ERIT and the Ethical Reasoning Rubric were used to 
measure students’ ethical reasoning skills.  An emphasis was placed on the ethical 
reasoning essay scores, which measured a more complex application of ethical reasoning.   
Research Questions 
To date, the literature does not include methodologically sound quantitative or 
qualitative studies evidencing improved learning at the program level. The existing 
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examples tend to be anecdotal and short on details. Specifically, they do not provide a 
rich description of the faculty experience of going through an intense development 
learning intervention or of implementing new course components designed during said 
learning intervention.  A new process is needed; one that encourages the use of results 
and provides the time, space, and guidance to do so.  This process must integrate and 
infuse faculty development knowledge into program assessment frameworks. My 
proposed faculty development learning intervention was intended to meet this need.  To 
this end, the following questions guided this study: 
1. What is the effect of a program-level faculty development learning 
intervention on student’s ethical reasoning identification ability? (quantitative-
primary question) 
a. Hypothesis: Students enrolled in professors’ courses who experienced 
the faculty development learning intervention will have higher ethical 
reasoning scores on the ERIT than a control group.  
2. What is the effect of a program-level faculty development learning 
intervention on student’s ethical reasoning skills? (quantitative-primary 
question) 
a. Hypothesis: Students enrolled in professors’ courses who experienced 
the faculty development learning intervention will have higher ethical 
reasoning scores on the Ethical Reasoning Essay than a control group.  
3. What is the experience like for faculty who participate in the development 
learning intervention? (qualitative- secondary question) 
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4. What is the experience of teaching newly designed ethical reasoning 
components like for faculty members? (qualitative- secondary question). 
5. How could the faculty development learning intervention be improved? 
(qualitative- secondary question) 
6. What results emerge from comparing the faculty experience qualitative data 
with the student outcome quantitative data?  (mixed method- secondary 
question)  
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CHAPTER 3 
Method and Results 
Philosophical Foundation 
 As customary in mixed methods research, I begin with a discussion of my 
philosophical worldviews— beliefs and assumptions about knowledge that inform a 
mixed methods study (Creswell & Plano Clark, 2007). Creswell and Plano Clark (2007) 
posited four overarching worldviews: postpositivism, constructivism, participatory, and 
pragmatism. The postpositivist worldview tends to guide quantitative research, focusing 
on cause-and-effect relationships and testing pre-existing theories. The constructivist 
worldview guides qualitative research, building and constructing knowledge from data 
(e.g., interviews and observations). Participatory research advocates for participants to 
collaborate with them through the research process. Finally, pragmatism is focused on 
“what works” in applied settings and employs multiple methodologies (Creswell & Plano 
Clark, 2011, p. 41).  
 Mixed methods research combines quantitative and qualitative methods of 
inquiry.  These two approaches to inquiry differ and are thought by some to be 
incompatible. Howe (1988) summarized these critiques and coined the term 
“incompatibility thesis”: the belief that quantitative and qualitative methods should not be 
combined (Howe, 1988, p.10).  Howe (1988) and Onwuegbuzie and Leech (2005) argued 
against the incompatibility thesis by highlighting similarities in the two methodologies. 
For example, both approaches use observations to address research questions. Likewise, 
researchers in both frameworks build safeguards into the research process to minimize 
confirmation bias.  Because of such similarities, these authors argue that quantitative and 
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qualitative methodologies can and should be joined. Additionally, the two approaches can 
complement one another when combined (Feilzer, 2010).  
 Creswell and Plano Clark (2007) argued that it is acceptable and encouraged for 
mixed method researchers to have multiple worldviews.  Thus, it is not unusual in a 
mixed methods study to see a researcher shift in worldviews at different stages.  For the 
present study, I adopted an overarching worldview of pragmatism, which embraces a 
pluralism of methods (Onwuegbuzie, Johnson, & Collins, 2009). This choice is reflected 
in my decision to conduct a mixed methods study. I was interested in understanding how 
faculty experience jmUDESIGN and determining how to better the program in addition 
to measuring its impact.  
 While my primary stance was pragmatic, I shifted worldviews during different 
phases of the study. Specifically, I approached the quantitative data analysis as a 
postpositivist, the qualitative analysis as a constructivist, and during the study’s 
integration phase I applied my pragmatic worldview again.  I intentionally shifted 
paradigms at different stages to be true to each method’s philosophical underpinnings. 
For example, I used an array of quantitative analyses (e.g., generalizability theory, 
calculation of Cronbach’s alpha), all of which were created with the assumption that there 
is a truth in the population that can be inferred (i.e., a postpositivist assumption).  
Likewise, when analyzing the qualitative data I focused on describing the experience, not 
generalizing; a practice aligned with constructivism.  
 In sum, my overall research inquiry was pragmatic. I was interested in creating a 
new structure for higher education to facilitate learning improvement; in order to do so, I 
needed to know what works and how. Thus, my overall intent is to apply the results of 
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this inquiry, not to create new theories or generalize to a greater ‘truth.’ However, I 
wanted to stay true to each methodology’s philosophical underpinnings and so I switched 
worldviews within each strand of inquiry (i.e., quantitative/postpositivism, 
qualitative/constructivism). For study integration, I reconciled the two strands using my 
pragmatic perspective.  
Design 
 A mixed methods design was used, with an emphasis on the quantitative strand 
(i.e., student learning). The qualitative strand was also of interest because this was the 
first time faculty participated in jmUDESIGN focusing on a common set of learning 
outcomes. Specifically, I used an embedded mixed methods design; one methodology 
(i.e., qualitative) was embedded within another (i.e., quantitative; Creswell & Plano 
Clark, 2011)1. I refer to the quantitative strand as the “student impact study,” which 
addresses research questions one and two.  Research questions three, four, and five, were 
answered through qualitative inquiry; this strand is referred to as the “experience study.” 
The embedded design was chosen because, in addition to learning about the program 
impact (on students), the qualitative component allows the researcher to understand the 
intervention (i.e., jmUDESIGN) experience for faculty.  
Although useful, the embedded mixed method design is not without criticism.  
Plano Clark et al. (2013) summarized the critiques against embedded mixed method 
designs.  Historically, mixed methodologists have expressed concerns that the qualitative 
component is often not robust or well conceptualized from the beginning of the study.  
Plano Clark and colleagues (2013) suggested considering the following connection points 
                                                 
1 Creswell (2014) now calls this design an “intervention design.” 
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to ease critics’ concerns: development of the research questions; the data collection 
design; and data analysis, results, and interpretation.  
In this dissertation, I considered both quantitative and qualitative strands when 
developing the research questions. I also considered when each strand of data was 
collected.  A timeline of data collection that highlights both strands is depicted in Figure 
2. The white boxes indicate qualitative data collection points (i.e., observation, 
journaling, and interviews) and the black boxes indicate quantitative data collection (i.e., 
rating of student essays).  
Special attention was given to the timing, weighting, and mixing of the two 
approaches.  Regarding timing, the main phases of data collection were during and after 
jmUDESIGN.  As represented in Figure 2, qualitative data focusing on faculty were 
collected during and after the experience and quantitative student data were gathered 
during Week 13 of the fall 2014 semester.   
Weighting refers to how much emphasis is placed on each strand of inquiry.  In 
the current study, the most weight was given to the quantitative research question because 
the literature lacks evidence of learning improvement. Lastly, the data were strategically 
mixed at the interpretation phase (i.e., in answering research question six). Table 2 
displays a summary of research questions and data sources. 
Organization of Methods and Results  
 There were many data sources in this dissertation (i.e., ERIT scores, Essays 
Ratings, Observations, Interviews) and each data source was collected using a different 
methodology. Thus, for clarity, the methodology and results for each data source are 
presented in tandem and are organized by research question. The quantitative strand 
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methodology and results are presented first followed by the methodology and results of 
the qualitative strand. Study integration and a discussion of the study limitations follow.  
Quantitative Strand - Student Impact Study 
 The student impact study was the emphasis of this dissertation addressing the two 
primary research questions:  
1) What is the effect of a program-level faculty development learning intervention 
on students’ ethical reasoning identification ability (as measured by the ERIT)?  
2) What is the effect of a program-level faculty development learning intervention 
on students’ ethical reasoning skills (as measured by the Ethical Reasoning 
Essays)?  
Student Data Collection.  Five faculty members attended the program-level 
faculty development learning intervention, jmUDESIGN. During this experience, these 
faculty members infused ethical reasoning into their courses. Due to a programmatic 
scheduling error, one of the jmUDESIGN participants did not have the opportunity to 
teach their re-designed course, although the other four did. Thus, student data were 
collected from only four of the five participants.  
To answer research questions one and two, I invited students from the four faculty 
members’ courses to take an ethical reasoning assessment. I hypothesized that these 
students would perform better on the ERIT and the Ethical Reasoning Essays than a 
control group because they were enrolled in courses that intentionally taught the 8 Key 
Questions (8KQ) framework (James Madison University, 2013). Students recruited from 
the four faculty members’ courses were in the treatment group. Students who took ethical 
reasoning assessments during Assessment Day are referred to as the control group. Data 
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collection details for each group follow. All students were enrolled at James Madison 
University in Virginia.  
 Control Group. James Madison University holds two Assessment Days per year. 
On these days, classes are canceled and the university collects student learning data for 
accreditation purposes. All students are required to attend Assessment Day, both as 
entering freshmen and again when they are mid-way through their sophomore year.  On 
Assessment Day, students engage in 2.5 hours of testing on student learning measures 
used by General Education, Student Affairs, and university wide initiatives (e.g., the 
Madison Collaborative).  Students are randomly assigned to rooms with differing test 
configurations based on the last two digits of their student identification cards.  If 
students do not participate in Assessment Day, a hold is placed on their account and they 
cannot register for classes.   
Trained proctors monitored students as they worked on their assigned assessments 
to ensure they were on task. Each assessment was allotted a specific amount of time (e.g., 
60 minutes) and students were not allowed to progress to the next assessment until the 
duration of time ended. 
The random sample of students, who were assigned to take ethical reasoning 
assessments on Assessment Day, served as the control group. Freshmen in this sample 
had exposure to the 75-minute ethical reasoning session, It’s Complicated, during the 
university’s orientation (which occurred the day before they took the test). Sophomores 
in this sample did not experience It’s Complicated, although it is possible that they had 
exposure to Madison Collaborative programming through other means (e.g., through 
residence hall programming).  
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Treatment Group.  As previously mentioned, students in the treatment group 
were enrolled in one of the four jmUDESIGN faculty participants’ classes. Data 
collection for this group was held outside of the classroom, in the evenings of Week 13 of 
the fall semester. Three of the four faculty participants offered extra credit to students for 
attending a data collection session. For these three faculty members (i.e., Professors 1-3), 
students were invited to participate one week in advance of the sessions.  
To incentivize participation, pizza was provided after the one-hour data collection 
sessions. When students arrived at a session, they were given a consent form, which 
asked if they consented to participate in the research study and if they consented to 
release their SAT scores (to be used as a covariate).  Students could earn participation 
points as long as they remained for the entire session, regardless of whether or not they 
consented to the research. If a student did not consent, their data were discarded and not 
used. Students’ extra credit points were solely based on participation and not 
performance. This intentional configuration was designed to mirror the low-stakes 
environment of Assessment Day (i.e., students are only required to participate).  
 Data were collected in tow rooms: a computer lab and a traditional classroom. 
Students in the computer lab responded to the ethical reasoning essay prompt and 
students in the classroom completed the Ethical Reasoning Identification Test (ERIT). 
More students were randomly assigned to the ethical reasoning essay prompt than to the 
ERIT because it measures a higher cognitive ability. Recall the Ethical Reasoning Rubric 
measures reasoning abilities and the ERIT measures identification and selection of the 
8KQ. 
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 The fourth professor, who taught a small class, allowed me to administer the 
ERIT and Ethical Reasoning Essays during one hour of his/her class. The professor did 
not provide additional credit to students. Regardless of data collection setting, the test 
administration procedure mirrored that of Assessment Day. Table 3 displays student 
participation information by Professor. In total, 192 students participated in this study. 
The majority of participants were enrolled in courses taught by Professors 1 and 3 (85%). 
Likewise, more student data were gathered on the Ethical Reasoning Essays than the 
ERIT, by design. Finally, 88% of students who attended the testing session consented to 
participate in this study.  
Propensity Score Matching. To answer research questions one and two, I needed 
to make meaningful comparisons between the treatment and control group average 
scores.  An obstacle to such comparisons can be underlying differences in the groups due 
to factors other than the intervention. There is reason to believe that such pre-existing 
differences exist because students in the treatment group were not randomly assigned to 
courses—as students in the Assessment Day sample were randomly assigned to take 
ethical reasoning assessments. That is, students in the treatment group may have opted to 
take a certain professor’s course for a variety of reasons (e.g., reputation of the 
professor). In research design, random assignment into both the control and treatment 
group is desirable to balance out student differences on a variety of characteristics and 
reduce selection bias (Shadish, Cook, & Campbell, 2002).  
Selection bias occurs when one group systematically differs from another group 
on confounding variables.  It is good practice to attempt to balance sources of selection 
bias (Yanovitzky, Zanutto, & Hornik, 2005).  One way to reduce such bias is to use 
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propensity score methodology (Stuart & Rubin, 2007).  This approach allows researchers 
to adjust for selection bias effects in a more robust way than traditional methods (e.g., 
multiple regression; Yanovitzky et al., 2005).  Propensity score methodology matches 
individuals from a control group to a treatment group by balancing identified 
confounding variables.  
Stuart and Rubin (2007) defined a best practice in propensity score matching: 
researchers should first choose covariates, then select a distance measure, select matches, 
diagnose matches, and finally analyze the data. Thus, I organized my propensity score 
matching process in congruence with these guidelines. I used MatchIt (Ho, Imai, King, & 
Stuart, 2006) in R software version 3.1.2 to estimate all propensity scores (R Core Team, 
2014).  
Student Opinion Survey. Mostly demographic variables were used as covariates 
in this study. Additionally, students’ test-taking motivation scores, as measured by the 
Student Opinion Survey (SOS; Sundre, 2007), were used as covariates because data were 
collected in low-stake settings. That is, students had incentives to participate, but not to 
perform well.   Students in low-stakes testing environments tend not to do their best 
(Wise & DeMars, 2005). Thus, the SOS, which can be found in Appendix B, was 
administered after the ethical reasoning assessment to measure student test-taking 
motivation. The SOS measures students’ test-taking motivation via two subscales: Effort 
and Importance (Sundre, 2007). The five effort items were written to measure the self-
reported amount of effort students dedicated to the test at hand and the five importance 
items were written to measure students perceived importance of doing well on the tests. 
Both effort and importance scores were also used as covariates.  
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RQ1- ERIT. To answer research question one, “What is the effect of a program-
level faculty development learning intervention on students’ ethical reasoning 
identification ability (as measured by the ERIT)?” a comparison was made between the 
control and treatment group after matching said groups using propensity scores.  
Participants. In Fall 2013, 504 students took the ERIT on Assessment Day. 
Likewise, 794 students took the ERIT on Spring 2014 Assessment Day.  Thus, the 
control group contained 1,293 students. The treatment group contained 69 student 
responses.   
Data Characteristics. The ERIT consists of 50 items; scores range from 0-50, 
with 50 indicating a perfect score. Students responded to the SOS using a 5-point Likert 
scale where 1-Strongly Disagree and 5-Strongly Agree. Each subscale of the SOS 
consisted of five items, and thus the range for these measures was 5-25, with higher 
scores reflecting higher values on the construct (i.e., effort or importance). Of note, two 
items were reverse-scored prior to creating a total-score. Finally, there is support for a 
two-factor structure that is invariant across males/females and across computer-based and 
paper-pencil testing modalities (Thelk, Sundre, Horst, & Finney, 2009).  
Cronbach’s alpha (α) is a measure of reliability, or internal consistency, which 
ranges from 0 to 1, with higher values indicating higher reliability (Meyer, 2010). 
Cronbach’s alpha was calculated for the ERIT, SOS-Effort, and SOS-Importance. 
Reliability values for all data sources associated with the ERIT are presented in Table 4, 
along with descriptive statistics.  
Procedure. As Stuart and Rubin (2007) recommended, I began by selecting 
covariates that may be related to treatment assignment (i.e., students selecting a particular 
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class). I had access to the following variables: race, gender, SAT Math scores, SAT 
Critical Reading scores, students’ test-taking motivation (effort and importance), and 
whether or not students experienced It’s Complicated.  Of note, MatchIt (Ho, Imai, King, 
& Stuart, 2006) cannot handle missing data, therefore all missing data were deleted.  
Select Covariates. Recall that for the treatment group, students were asked to 
consent to the release of their SAT scores. For the ERIT, about half of the students did 
not release this information. Thus, if SAT scores were used as a covariate, the sample 
size for the treatment group would have reduced from 69 to 33. Because I did not want to 
lose half the sample, I decided against including SAT scores. Thus, for the ERIT, the 
following covariates were used: race, gender, students’ test-taking motivation (effort and 
importance), and whether or not students experienced It’s Complicated.  
 Select a Distance Measure.  After identifying the covariates, I selected a distance 
measure, which evaluates the extent to which cases are similar in covariate values (Stuart 
& Rubin, 2007). I used a logistic regression model to estimate propensity scores (i.e., 
distances). Using logistic regression, each case was assigned a propensity score that 
indicated the probability of that case being assigned to the treatment group, given the set 
of defined covariates (Yanovitzky, Zanutto, & Hornik, 2005). 
 Select Matches. Once propensity scores were estimated, I used the one-to-one 
greedy nearest neighbor matching algorithm with a 0.20 caliper to select matches. One-
to-one nearest neighbor matching selects a match for each treatment case from the control 
group based on the proximity of their propensity scores (Austin, 2011a). If several 
control group cases have equally close propensity scores the match is selected at random. 
The addition of a caliper specifies that the match must be within a specified distance of 
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the treatment case. I took Austin’s (2011b) recommendation of setting the caliper to 0.20, 
selecting cases within 0.20 standard deviations of the propensity score. During the 
matching process, two treatment cases were lost due to missing data and all but one case 
was matched to the control group resulting in 66 students in the treatment group and 66 
students in the control group.  
Diagnose the Match. After the matched samples were generated, I determined the 
quality of the match. Austin (2011a) recommended evaluating standardized mean 
differences on covariates and also evaluating the balance between the treatment and 
control group across the entire dataset. Table 5 includes descriptive statistics and the 
standardized mean differences for the matched samples. Standardized mean differences 
less than 0.10 have been regarded as negligible differences (Normand, et al., 2001).  A 
few covariates (i.e., Race, Gender, and SOS Importance) had standardized mean 
differences greater than 0.10, though only slightly. Density graphs for the two continuous 
covariates, effort and importance, are displayed in Figure 3. 
 To understand the overall balance, I first created a ratio of the treatment group 
propensity score variance compared to control group propensity score variance. Ideally, 
this value will yield a value near 1.0, indicating similar variances. For this match the ratio 
was 0.95. Recall that this ratio should be near 1.0, so this value suggests balance. 
Likewise, I also created graphs to depict the overall match. Visual inspection of the jitter 
plot in Figure 4 and the histograms in Figure 5 suggest balance in the matched groups.  
Results. An independent samples t-test was conducted to determine if the 
treatment group (M = 31.72, SD = 8.34) differed from the control group (M = 33.58, SD = 
8.28) on total ERIT scores. The two groups were not statistically significantly different 
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from one another, t(128) = 1.28, p = . 21. Likewise, the effect was in an unexpected 
direction with the control group scoring higher on the ERIT than the treatment group (d = 
-0.22).  
Interpretation. I hypothesized that the treatment group would score higher on the 
ERIT than the control group (i.e., students randomly assigned to take the ERIT on 
Assessment Day). However, the results suggest no statistical difference between the two 
groups.  
RQ2- Essays. Like with research question one, propensity score matching was 
conducted prior to comparing the treatment and control groups in order to answer 
research question two, “What is the effect of a program-level faculty development 
learning intervention on students’ ethical reasoning skills (as measured by the Ethical 
Reasoning Essay)?”  
Participants. In Fall 2013, 133 students wrote an ethical reasoning essay during 
Assessment Day that was evaluated using the Ethical Reasoning Rubric. Likewise, 42 
students wrote Ethical Reasoning Essays during Spring 2014 Assessment Day.  Thus, the 
control group consisted of 175 student essays and the treatment group consisted of 122 
student essays.   
Data Characteristics. Students were given the ethical reasoning essay prompt and 
were instructed to write a minimum of 250 words during 60 minutes. Faculty members 
rated the essays during one of two essay rating sessions (i.e., one session for the control 
and one session for the treatment group). Descriptive statistics on the average scores by 
element are reported in Table 6. Although element ratings are reported here for 
descriptive purposes, the overall average score was used to represent ethical reasoning 
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skills. The control group average score was close to marginal on the Ethical Reasoning 
Rubric (see Appendix A), and the treatment group average was between marginal and 
good.  
Rater Teams. Two raters are randomly assigned to a team. Five teams rated the 
control group essays during Summer 2014 and four rater teams evaluated the treatment 
group essays in January 2015. During the latter rating session, five teams were supposed 
to evaluate essays but one rater did not attend as planned and thus the other raters 
evaluated the 20 essays assigned to the fifth team after completing their assigned essay. 
Thus, reliability information is only presented for the four rater teams.  
 The overall ratings assigned by Team are graphed in Figure 6.  These average 
ratings can only be compared for relative purposes since each rater team scored different 
essays. To evaluate rater harshness, a common, or “anchor” essay, was rated by all teams 
in 2014 and 2015.  Ratings for the anchor essay are depicted in Figure 7. The 2014 raters 
gave this anchor essay an average of 3.3 (SD = 0.30) and the 2015 raters assigned an 
average of 3.4 (SD= 0.40). Thus, the 2015 raters may have been more lenient.  
Generalizability Theory. For the essay ratings, generalizability theory (g-theory) 
was used to parcel out sources of error (e.g., due to rater harshness). Conceptually, g-
theory is a statistical method that estimates the dependability of behavioral measurements 
(e.g., essay ratings; Shavelson & Webb, 1991).  That is, how well does a person’s score 
generalize to a universe of other possible scores they might have received under certain 
conditions?  
First, I defined the g-theory design. G-studies include facets, which are analogous 
to factors (independent variables) in traditional analyses (e.g., t-test, ANOVA). The 
58 
 
 
 
present study had four facets: person (i.e., the essay), rater, team, and items (i.e., the 
criteria used on the rubric). The design of the overall g-study is ((pxr):t x i).  Or, persons’ 
essays are crossed with the rater who evaluated the essay; this rater is nested within a 
rater team. Finally, these facets are crossed with “items”; thus, the same rubric criteria 
were used by all raters and were applied to all essays.  
The team facet could not be studied because only one team evaluated each essay. 
This is not problematic because raters were randomly assigned to teams and raters did not 
speak to their rater-teammate about the essays. Thus, on average, any effects due to teams 
should be 0. The overall design was not fully crossed,2 that is, every rater did not evaluate 
every essay (although every rater did use all rubric elements). Within teams, however, the 
design is fully crossed because both raters evaluated the same subset of essays using all 
rubric criteria. Thus, to determine the reliability of essay scores I conducted separate D-
studies3 for each team using GENOVA (Brennan, 2001).  All facets were treated as 
random and not fixed facets. 
In G-Theory, the G coefficient is akin to Cronbach’s alpha in classical test theory 
(Meyer, 2010).  In this case, the G coefficient is an estimate of how consistently two 
raters rank order student essays. As with alpha higher values reflecting higher reliability. 
Specifically, Hoyt (2010) offers that 0.80 and higher reflect “good dependability of 
scores” (p. 152) and 0.70-0.79 reflect “marginal dependability” (p. 152), although Hoyt 
(2010) notes that these are just rules of thumb and estimates must be interpreted in the 
                                                 
2 Fully crossed designs exist when each facet occurs with every other facet and the object 
of measurement (in this case essays).   
3 D-studies, or “Dependability Studies” estimate variance components and produce 
reliability coefficients.  
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context of the study. The G coefficient is used to determine reliability of relative 
decisions—that is, how well do students compare to one another? The G-coefficient is 
calculated using relative error, which includes all variance components that interact with 
the object of measurement (i.e., all variance components except for the item variance).  
The Phi (Φ) coefficient is a reliability estimate associated with making absolute 
decisions. That is, how well do students perform relative to a standard? The Phi 
coefficient is calculated using absolute error, which includes all variance components 
except for the object of measurement (i.e., the item variance is considered error). Because 
more terms are used in the absolute error calculation than the relative error, the Phi 
coefficient will usually be lower than the G coefficient.  
 Variance components, G and Phi Coefficients, and standard errors for the control 
group are reported in Table 7 and the same information for the treatment group is 
reported in Table 8. Figure 8 compares the reliability coefficients for the two groups. The 
person variance component in Tables 7 and 8 reflects the variability due to differences in 
essay ethical reasoning quality; this variance is desirable. Other variance components 
should be low. The rater variance reflects rater harshness and the item variance indicates 
that some rubric elements were more difficult to score well on than others.  The 
interactions reflect more complex sources of errors: some essays differed by item (i.e., 
person x item), some raters scored certain essays more harshly than others (i.e., person x 
rater), and some raters scored certain rubric elements differently than others (i.e., rater x 
items). The last variance component, “person x rater x item, error” (read person by rater 
by item confounded with error) is the last source of variance that contains all additional 
error variance that could not be parceled out.  
60 
 
 
 
For most rater teams, the person variance component contributed the most to the 
total variance (which is desirable). Most teams also have a sizable amount of variance 
due to person x rater interactions, meaning that raters evaluated different essays 
differently. Also of note, rater team 3 in 2015 had an unusually large proportion of 
variance (56%) due to the rubric criteria (i.e., some criteria were easier to obtain higher 
values than others).  
The G and Phi coefficients are around the acceptable range of 0.70 (Hoyt, 2010). 
Thus reliability of ratings is acceptable, although there was variability among teams and 
some were low. In addition to sources of error contributing to low reliability estimates, 
the low variability among essay scores is also causing these estimates to be low (i.e., 
most scores were low). Further, the rubric criteria (i.e., items) were treated as random.  
An argument could be made that the criteria are fixed given that the rubric was designed 
specifically for the Madison Collaborative’s ethical reasoning framework (i.e., the rubric 
elements might not be exchangeable). Thus, this facet was treated as random to be 
conservative.  Had it been fixed, the variability associated with the items would be pulled 
into the person variance increasing score dependability.  
Reliability. G-theory was used to estimate the dependability of ratings. 
Cronbach’s alpha was estimated to evaluate the internal consistency of student 
motivation scores. For the control group, effort (α = 0.77) and importance (α = 0.81) had 
high reliability estimates. Likewise, effort (α = 0.85) and importance (α = 0.82) reliability 
estimates were high for the treatment group.  
Procedure. As with the ERIT, I followed Stuart and Rubin’s (2007) guidelines for 
propensity score matching: choose covariates, select distance measures, select matches, 
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diagnose matches, and analyze the data. Likewise, I had the same covariates to choose 
from: race, gender, SAT Math scores, SAT Critical Reading scores, students’ test-taking 
motivation (effort and importance), and whether or not students experienced It’s 
Complicated. Again, missing data were deleted because MatchIt cannot process 
incomplete datasets.  
Select Covariates. Missing data for SAT scores in the treatment group was an 
issue. Like the ERIT, many students chose not to release their SAT scores. Including 
SAT scores would have reduced the treatment sample size from 122 to 69; thus to 
maintain statistical power, I decided against including SAT as a covariate. As with the 
ERIT, the final following set of covariates was used: race, gender, students’ test-taking 
motivation (effort and importance), and whether or not students experienced It’s 
Complicated. 
Select a Distance Measure. The distance measure indicates how similar cases are 
on a set of covariates (Stuart & Rubin, 2007). As with the ERIT analysis, I used a logistic 
regression model to estimate propensity scores.  
Select Matches. I used a one-to-one greedy nearest neighbor matching algorithm 
with a 0.20 caliper to select matches. The matches were created using MatchIt (Ho, Imai, 
King, & Stuart, 2006) in R software version 3.1.2 (R Core Team, 2014).  This process 
resulted in 107 matched cases. Twelve treatment cases were left unmatched due to the 
inclusion of the 0.2 caliper.  
Diagnose the Match. To determine the quality of the match, I created standardized 
mean differences on covariates, which are displayed in Table 9.  Standardized mean 
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differences were all less than 0.10. Density plots for effort and importance (i.e. the only 
continuous covariates) are in Figure 9.  
I evaluated overall balance by first creating a ratio of treatment group propensity 
score variance to compare to control group propensity score variance; this ratio was 1.10 
which is close to 1.0 (i.e., perfect balance). Finally, I created a jitter plot (see Figure 10) 
and histograms illustrating the distribution of propensity scores across the two groups 
(see Figure 11) for the overall dataset. A visual analysis of these plots jitter plot and 
histograms reveals that the essay data were well balanced on all covariates used.  
Results. Using the matched sample generated from propensity score matching, I 
conducted an independent samples t-test to see if the treatment group (M = 1.49, SD = 
0.63) differed from the control group (M = 1.07, SD = 0.40) on total ethical reasoning 
rubric scores.  The difference was statistically significant, t(212) = -4.70, p <.001. The 
effect size (d = 0.80) was large. Recall that a 1 on the rubric represents marginal and a 2 
represents good.  Therefore, interpreting the raw effect size reveals that the average 
control group essay scores were marginal and the treatment group essay scores were 
between marginal and good.  
Interpretation. As hypothesized, students in the treatment group scored higher on 
the Ethical Reasoning Rubric than students in the control group. The standardized effect 
between these two groups was large and the raw effect size is meaningful.  
Qualitative Strand –Experience Study 
The experience study is the secondary focus of this dissertation and addressed 
three research questions:  
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3. What is the experience like for faculty who participate in the faculty 
development learning intervention?  
4. What is the experience of teaching newly designed ethical reasoning 
components like for faculty members?  
5. How could the faculty development learning intervention be improved?  
Faculty Data Collection. To understand the faculty experience, I collected 
multiple forms of data.  Specifically, I observed participants during the five-day 
jmUDESIGN experience, I asked participants to journal daily, and lastly, I invited each 
faculty member to be interviewed: once after jmUDESIGN and once after infusing 
ethical reasoning into their course.  
Faculty Participant Characteristics. Five faculty members participated in 
jmUDESIGN, with the intent of infusing ethical reasoning content into their courses.  
Each participant was personally invited to attend jmUDESIGN by a Madison 
Collaborative representative.  Most of these faculty members were selected because they 
had previously attended a training session on the Madison Collaborative and the 8KQ; 
one faculty member did not receive prior training but was teaching a course on ethical 
reasoning.  Four of the five jmUDESIGN participants were provided an honorarium by 
the Madison Collaborative for their participation; however, one participant was affiliated 
with the Madison Collaborative and did not receive the honorarium.   
Two of the faculty participants were male and three female.  One participant was 
from the College of Business, two were from the College of Education, and the remaining 
two participants were from the College of Arts and Letters.  Only one of the five 
participants had previously attended the jmUDESIGN institute in the past.   
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Observations. Each day, I observed the five participants.  I assumed the role of an 
observer-participant.  That is, although I was there to observe the faculty participants, I 
shared their setting, at times even seating myself at their table.  Unlike the participants, I 
did not redesign a course during the program.  When conducting observations, Merriam 
(2009) suggested focusing on one of the following elements at a given time: the physical 
setting, the participants, activities and interactions, conversation, subtle factors, and your 
own behavior.  Because jmUDESIGN had a set curriculum I paid less attention to the 
setting and activities (these were determined by the program) and more attention to the 
participants, their interactions, conversations, and body language.  
 During the jmUDESIGN curriculum, there are times when participants are 
passive (i.e., listening to a presentation) and there are also highly interactive times when 
participants are encouraged to engage with their group. I captured observational data 
during both passive and active times.  I intently observed at different times of the day for 
1-2 hours, although I attended most of the entire institute.  
Daily Journals. In addition to observing participants during the day, I also asked 
the five participants to send me reflective journals at the end of each day.  The journal 
prompt included the same question each day: What was the jmUDESIGN experience like 
for you today?  I intentionally left this question open and focused on the experience.  The 
jmUDESIGN curriculum included full 8-hour days and faculty members had homework 
assignments each night to complete.  Thus, while all participants intended to journal, 
some were unable to or missed a few days due to the heavy workload and other life 
commitments.  Specifically, only two participants provided a journal response every day, 
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another participant provided four out of five, the fourth participant wrote a journal 
response three of the five days, and the last participant did not journal at all.  
Interviews.  Observation and journaling occurred during jmUDESIGN.  However, 
I was also interested in the sustaining or changing effect of the experience on faculty 
members.  Thus, I scheduled two interviews with each faculty participant after 
jmUDESIGN ended. The first interview was held within a month of the conclusion of 
jmUDESIGN and the second interview was held after the fall semester ended.  Because 
one faculty participant did not teach his/her course in the fall semester due to scheduling 
conflicts, only four of the participants were interviewed after the semester. All five 
participants consented to participate in this study.    
Instrumentation. The summer interview questions (see Appendix C) mainly 
focused on the jmUDESIGN experience and the fall interview questions (see Appendix 
D) focused mostly on the implementation experience. Each interview question was 
viewed as a data source and all data sources were aligned with one of the three qualitative 
research questions. Table 10 shows the alignment of qualitative data sources to research 
questions.  
Phenomenology. Phenomenology is a philosophical lens and a methodology. 
Edmund Husserl founded phenomenology in the early 20th century as a means to break 
away from philosophical abstractions and focus on actual lived experiences (Lichtman, 
2012). Thus, a phenomenological study asks, “…what is this or that kind of experience 
like?” (van Manen, 1990, p. 9).  The aim of such a study is to discover the “internal 
meaning structures” of lived experiences (van Manen, 1990, p.10). In other words, what 
is the essence of an experience? In phenomenology, one can never fully reduce the 
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human experience; rather, only apply a rich description of the experience. Unlike other 
methodologies (e.g., quantitative) the goal is not to generalize the experience of a few to 
that of many. The goal is to discover and describe a lived experience.  
There are no prescribed methodologies to conducting phenomenological studies. 
van Manen (1990) states that while there is no method, there is tradition that guides the 
phenomenologist that stretches back in history. Thus, the body of phenomenological 
scholarship serves as a set of guides for practice.  
Bracketing. In phenomenology, bracketing—or deliberately suspending one’s 
belief in order to study a phenomenon—is commonplace. However, Lichtman (2012) 
states that the idea of bracketing is overly simplified, as one can never truly remove bias. 
Although she does not believe one can fully set aside prior beliefs, she finds value in 
writing about one’s experience with the phenomenon. Thus, as opposed to bracketing, in 
the true sense, I positioned myself prior to data analysis. The practice of positioning is 
common in qualitative studies.  
Positioning.  I am familiar with jmUDESIGN and was a past participant.  My 
jmUDESIGN experience was very positive.  Further, I work at the university-wide 
faculty development center that developed jmUDESIGN. In this position, I assess 
faculty-learning outcomes, including the outcomes of the jmUDESIGN program.  Thus, I 
know the outcomes and curriculum of the program very well.  
My familiarity with this program had advantages and disadvantages. One 
advantage was that the program was familiar to me, so during observations I could focus 
on the participants rather than the setting. However, my familiarity with jmUDESIGN 
may also be a limitation as participants may hesitate to speak unfavorably about the 
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experience during the interview phase of this study. Such familiarity also plays into the 
intersubjective experience I had with participants.  
Intersubjectivity. Intersubjectivity theory suggests that experiences are mutually 
shaped (Stolorow & Atwood, 1996).  For the current study, I was part of the experience 
with participants (i.e., I experienced the program and the interviews with them). During 
these experiences, I naturally developed reactions that feed into the intersubjective nature 
of studying an experience. I tried to maintain awareness of possible points of bias due to 
intersubjectivity during the analysis phase. In phenomenology, intersubjectivity is 
necessary for the researcher to understand the experience (van Manen, 1990). Unlike in 
quantitative research, bias is not only a limitation but also a fundamental component of 
the experience.   
Analysis Stages. Using NVivo 10 for Mac (2014) I employed the following 
methodology for each research question. First, I open-coded the data for initial categories 
or themes. During this process, I kept the appropriate research question in mind (e.g., 
what is the jmUDESIGN experience like?). More weight was given to interviews; 
observations and journals were used to supplement the interview data source.  
Following this initial coding process, I re-organized the codes based on content 
(e.g., joining similar codes). During this second phase, I also ensured that at least two of 
the participants’ data were contributing to a code. I did not want any one persons’ 
experience to overpower the connection of experience across participants. Next, I applied 
horizontalization; that is, I laid out all codes within a particular research question “flat” 
disregarding the frequency of references within a code. During this process, I evaluated 
each code individually determining its contribution to the research question. This process 
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yielded my final set of themes for each research question. Finally, I delved within each 
theme to make meaning of each facet of the experience. 
Validity. In the quantitative paradigm, the term ‘validity’ has generally been 
agreed upon in the measurement framework (AERA, APA, NCME, 1999). However, 
there is debate within the qualitative paradigm over the term. In 1985, Lincoln and Guba 
presented the term trustworthiness to describe the reliability and validity of qualitative 
data. From this perspective, trustworthiness included data credibility, transferability, 
dependability, and confirmability. More recently, Morse, Barrett, Mayan, Olson, and 
Spiers (2008) criticized Lincoln and Guba’s perspectives on validity stating it focused too 
much on the outcome of the analysis rather than the process. Citing Kvale’s (1989) 
definition of validity as a process “… to investigate, to check, to question, and to 
theorize” Morse et al. argue that the term validity has a place in qualitative research (p. 
19). 
Morse et al. (2008) recommended shifting responsibility from external reviews 
(outcome based) to the researchers. Specifically, the authors recommended researchers 
employ verification strategies. In the current study, I strived for methodological 
coherence; the first verification strategy described by Morse et al. (2008). 
Methodological coherence ensures congruence between the research question and the 
method. I ensured coherence by 1) aligning interview questions to overarching research 
questions (see Table 10) and 2) constantly focusing on the experience.  
In addition to focusing on the validity of the process, I also adhered to Creswell’s 
(2013) recommendations.  Specifically, I clarified my bias as a researcher in the 
positioning section, and I included negative cases during the analysis.  Finally, because 
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this is a dissertation, I logged my steps throughout the process, which are susceptible to 
external audits by committee members.  
RQ3- jmUDESIGN Experience. Research question three is, “What is the 
experience like for faculty who participate in the faculty development learning 
intervention?” The following interview questions, all asked during the summer interview 
after jmUDESIGN, pertained to this research question (as outlined in Table 10): 
 What products did you create? 
 What was it like learning about course design while simultaneously 
trying to infuse Ethical Reasoning into your course structure? 
 Describe the best parts of the jmUDESIGN experience? 
 What was the jmUDESIGN experience like for you? 
Analysis Details. As outlined in the data analysis section, I began by open-coding 
the summer interviews, observations, and journal entries. This initial coding resulted in 
45 codes. Following the initial codes, I reorganized the data to include 33 codes.  Of 
these, 13 codes had adequate representation from at least two participants to be 
considered during horizontalization. During the horizontalization process, I considered all 
13 codes, regardless of weight (i.e., number of codes or data sources tied to the code) and 
focused on the codes that most reflected the research question. Five aspects of the 
experience were identified that best represent the jmUDESIGN experience. Figure 12 
depicts these themes. All themes reflect a triangulation of the three data sources.  
Results. I discovered five themes of the jmUDESIGN experience: it is a focusing 
experience, the group aspect is important, the program is a learning experience, overall it 
is positive, and it is overwhelming. Each aspect is described below.  
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Focusing Experience. Three participants mentioned how the jmUDESIGN 
experience was a focusing experience; specifically, there were three interview references 
and one journal reflection reference. Faculty participants indicated that they appreciated 
having the time and space to focus. Professor 2 said, “…it was… a valuable focusing 
activity for me. Focusing on what I consider to be more significant important things in 
terms of my teaching.” Likewise, Professor 3 stated, “It’s one of those things that you 
think, ‘it’ll be really good for me to redo things in my class or introduce this approach in 
my curriculum.’ But this [jmUDESIGN] really makes you stop and do it… otherwise 
time can just get away because other things are screaming more loudly.”  
Group Experience. This was the first jmUDESIGN group to focus on a common 
set of learning outcomes (i.e., ethical reasoning). During the summer interview and in 
their journals, four of the five participants mentioned the group aspect as one of the best 
parts of the jmUDESIGN experience. Interview data and journal responses revealed two 
facets to the experience: they enjoyed the group and they appreciated the opportunity to 
brainstorm since they were focused on common goals. Professor 1 said, “I did really 
enjoy our group. I think that because we were all working in the general [same] area, 
there was a fair amount of…. Camaraderie.”  Professor 3 stated that the common focus 
gave the group a special dynamic, which “…provided opportunities to brainstorm and 
inspire one another.” I also observed many positive interactions among participants; they 
often helped each other, joked, and worked together. I did observe one philosophical 
disagreement about grades that came up between two participants a few times, but 
generally all interactions were positive and the group appeared to get closer over the five 
days.  
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Learning Experience. All five participants mentioned at least one thing they 
learned from the jmUDESIGN experience during their interviews and in their journal 
responses (if they submitted them). Responses focused on specific content and skills 
taught during jmUDESIGN (e.g., the importance of course alignment, the distinction 
between summative and formative assessment). Professors 2 and 4 spoke about the 
importance of focusing on their “five year dream;” as one said, “The constant theme that 
kept this in front of us and kept reminding me of the real end… was the reference to the 
five year dream. How does the learning objective align with the five year dream?” A 
more general quotation captures the overall nature of learning from the experience, “I feel 
like I’ve learned more practical approaches in the past three days than I have in as many 
years.”  These quotes were from participant interviews.  
Positive Experience. All five participants, during interviews and through journals, 
said the overall experience of jmUDESIGN was positive. One participant said, 
“…positive….I never felt like, ‘Oh my God I have to go there tomorrow.’  I looked 
forward to going.” Professor 3 stated, “The entire week was excellent and I feel like I 
have been able to come up with some good methods to incorporate the 8KQ into my 
course.” Generally, participants discussed enjoying the institute because it was valuable, 
they were productive, the program was well designed, they enjoyed learning, and they 
liked the social aspects of the experience. During my observations, I saw participants 
frequently laughing and joking with one another. For the most part they were attentive 
and seemed relaxed.   
Overwhelming. All participants also described the jmUDESIGN experience as 
overwhelming. Through interviews, journals, and direct interaction with me during the 
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institute, four of the five participants described at least one life event that co-occurred 
with the institute making it difficult for them to complete their homework and give the 
institute their full attention. As such, the participants reported feeling overwhelmed. 
Specifically, one participant said, “The days are long and I’m tired when I get home!” 
Another said, “… life did happen for me and I didn’t feel that there was any room to 
accommodate … so in the middle I had to say, ‘Alright, you know I’m going to make my 
choices of my own.’” Participants found it especially difficult to fully engage with the 
institute, especially in the evenings, because of life factors that were competing for their 
time.  
RQ4- Teaching Experience. Research question four is, “What is the experience 
of teaching newly designed ethical reasoning components like for faculty members?” The 
following interview questions pertained to this research question (as outlined in Table 
10): 
 What challenges do you foresee in implementing the segment of your 
course that you redesigned?  
 Have you implemented the redesigned components of your course? If 
so, please describe the experience  
 What was the experience of teaching ethical reasoning like for you?  
 What were the challenges of teaching ethical reasoning? 
Analysis Details. Initial coding resulted in 24 codes. Following the initial codes, I 
reorganized the data to include 17 codes.  Many of these codes were sparse, and thus all 
17 were used for the horizontalization process, which resulted in two overarching aspects 
of the teaching experience.  
73 
 
 
 
Results. The participants discussed teaching ethical reasoning in many ways. 
Nevertheless, I identified one common theme among three of the faculty members who 
taught ethical reasoning: that the experience was fun.  
Fun. During the second interview, three participants described the implementation 
experience as “fun.” Two participants used the word “fun” and another said, “I really 
love doing it. I love discussing it, setting the stage, and, um, it set into motion this whole, 
uh, process which was unexpected…”  Thus, although I did not observe their teaching, 
participants described the experience in the classroom as being enjoyable.  
RQ5- Improvement. Research question five is, “How could the faculty 
development learning intervention be improved?” The following interview questions 
pertained to this research question (as outlined in Table 10): 
 How could your experience have been improved? 
 Recommendations for a jmUDESIGN totally dedicated to ethical 
reasoning?  
 Can you think of any support that would have made teaching ethical 
reasoning in your course easier 
Analysis Details. This pragmatic question was analyzed using the same coding 
procedure outlined previously. Initial coding of interviews resulted in 17 codes. All codes 
were unique and not re-organized. Many of these codes were reported by only one 
participant and thus were not considered during horizontalization.  
Results. Horizontalization resulted in three recommendations for jmUDESIGN 
improvement; all recommendations focused on the 8KQ and not course design (i.e., the 
current focus of jmUDESIGN). Specifically, participants wanted to learn from people 
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who had previously taught with the 8KQ framework, they wanted more 8KQ specific 
resources, and they wanted more time with the 8KQ content.  
Learn From Those Who Have Taught 8KQ. Four of the five participants indicated 
that they wanted to learn more from faculty members who had previously infused the 
8KQ into their courses. These faculty members knew a person who had taught a course 
infused with ethical reasoning and all suggested it would have been helpful to learn from 
this person. Professor 1 stated, “…first and foremost, it would have been really nice for 
[other professor] to… give us a bit more content related help.” 
More 8KQ Resources. Three participants recommended having resources about 
the 8KQ content infused into jmUDESIGN. Currently, the institute is focused on 
designing aligned courses, and not on the content of courses. However, these participants 
felt that such resources would be helpful for their particular situation given the common 
focus. Professor 3 noted he/she wanted “some resources for [our] particular table… For 
instance, the person who was leading our table wasn’t even trying to incorporate ethics.” 
Thus, this professor was also suggesting that it would be helpful to have a group lead 
facilitator who is familiar with the 8KQ framework.  
More Time for 8KQ. Finally, two participants suggested that the institute build in 
dedicated time to discuss the 8KQ. Thus, the learning experience would emphasize 
course design and the student learning outcome content. Professor 1 stated in an 
interview that, “…it would have been a little bit nicer if there was a little more ethics.” 
Such time could be used to fully grasp the content and then apply it to one’s course.  
Implementation Fidelity.  Implementation fidelity is a process whereby one 
evaluates the degree to which a planned intervention matches actual implementation 
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(Gerstner & Finney, 2013). In the context of this study, the examination of 
implementation fidelity addressed two questions: 1) did the faculty member implement 
the material they created during jmUDESIGN? 2) how much emphasis was placed on 
ethical reasoning in each class?  To answer the first question, I asked the four participants 
what they created at jmUDESIGN and whether or not they implemented it. All four 
participants told me they implemented the materials they created during jmUDESIGN, 
indicating fidelity.  
Regarding the second question, however, there was variability on the degree to 
which professors emphasized the 8KQ. Table 3 listed the four professors with the number 
of students enrolled in each of their classes. What follows is a description of ethical 
reasoning infusion in each course; this information came from Interview 2.  
Professor 1 did not have formal training in the 8 Key Question (8KQ) framework 
prior to attending jmUDESIGN. That being said, this professor did teach a course called 
Ethical Reasoning; thus, the course was about ethical reasoning and students learned a 
variety of philosophical perspectives (e.g., Mills, Kant), but they did not put the 
perspectives together as the 8KQ framework does. During jmUDESIGN this professor 
made changes to his/her syllabus and created more formative assessments; this professor 
implemented these products as planned.  
Professor 2 was intimately familiar with the 8KQ framework and also taught a 
course on ethical reasoning. This professor’s course was intentionally aligned with the 
8KQ. During jmUDESIGN, this professor created additional formative assessments, 
which were implemented.  
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Professor 3 developed ethical reasoning case studies and spent one class period 
discussing the 8KQ. Students also had virtual interactions with the 8KQ outside of class. 
An introduction to the 8KQ framework was early in the semester and the professor 
referenced the framework throughout the remainder of the semester. In fact, this 
professor always included at least one exam question that asked students to apply the 
8KQ.  
Professor 4 spent time during jmUDESIGN making room for the new content. 
Specifically, this professor added ethical reasoning case studies to the class. During 
implementation, the professor found that students voluntarily brought their own cases to 
class. Thus, students were regularly engaged with the 8KQ framework (more than the 
professor expected).  
Integration 
The last research question, a mixed methods secondary question, was “What 
results emerge from comparing the faculty experience qualitative data with the student 
outcome quantitative data?” Integration only occurred at the level of interpretation. Many 
mixed method studies will integrate the quantitative and qualitative data at the analysis 
level, creating joint displays (i.e., a visual display of how the two data types converge). 
However, because students were the focus of the quantitative study and faculty were the 
focus of the qualitative study, the only way to integrate the data sources would be to 
report the quantitative results by faculty member. This practice would violate my 
Institutional Review Board (IRB) approval, which assured faculty members that all data 
would be analyzed in the aggregate.  
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The quantitative results show that the treatment group performed better on the 
Ethical Reasoning Rubric than the control group, although this is not true for the ERIT 
comparison. Recall that the ERIT is aligned with the lowest level Madison Collaborative 
outcome (i.e., students will be able to state all 8KQ from memory). The Ethical 
Reasoning Rubric is aligned with the highest cognitive outcome—applying the 8KQ 
framework to situations in one’s own life. The quantitative results are counterintuitive 
because the Madison Collaborative outcomes were built with a sense of cognitive order, 
assuming that one must know the 8KQ before applying them.  
The qualitative results shed light on this odd finding. The jmUDESIGN 
curriculum began by asking faculty to focus on their five-year dream for students (i.e., 
what do you want students to know, think, or be able to do five years after taking your 
course?). The emphasis is on the higher-level, more sustaining skills that students will 
master as opposed to content particulars. jmUDESIGN also encourages participants to 
consider non-cognitive outcomes (e.g., values, motivation).  
All participants mentioned learning new skills during the institute and two 
participants perseverated on the five-year dream aspect of the institute.  Perhaps the focus 
on sustained learning worked, but at the expense of time spent on the foundational 
content knowledge (i.e., the 8KQ).  
Pragmatically, the qualitative results suggest that the jmUDESIGN experience 
was positive and that faculty members used the products they created during the 
experience. This finding provides reason to continue adapting this assessment-faculty 
development model. Likewise, specific recommendations for future institutes were 
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gathered from the qualitative results. Had that component not been embedded in the 
primary quantitative design, a major pragmatic component would have been lost.  
Limitations 
 In business, a proof of concept provides evidence that an idea is feasible (Proof of 
Concept, n.d.). This dissertation is a proof of concept that evidences that assessment and 
faculty development can be connected to improve programmatic student learning. Prior 
assessment results revealed that students were marginal at ethical reasoning. Thus, a 
group of faculty worked through jmUDESIGN together to infuse ethical reasoning into 
their courses. Subsequently, their students performed better on the Ethical Reasoning 
Rubric than students randomly assigned to take the same tests. Thus, connecting 
assessment with faculty development experiences to improve student learning is a viable 
solution to the use of assessment results problem. 
 However, this study has several limitations. First, although the Madison 
Collaborative is a program guided by student learning outcomes, it is not an academic 
degree program (e.g., Psychology, B.A.), which is the focus of traditional assessment 
efforts. In an academic program, the faculty group would certainly have a different 
dynamic than the current study given the social history they would have. Likewise, the 
content of focus would likely not be voluntary as it was with the Madison Collaborative. 
For example, if a psychology program wanted to improve students’ statistical skills, the 
faculty members teaching that course would attend the faculty development experience 
focusing on that outcome; they must teach that outcome because it is part of the 
curriculum.  
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A second limitation is that the data in this study were nested. That is, students 
(Level 1) were nested within their professor’s class (Level 2). Thus, students within one 
class may be more similar to one another than they are to students in another class. In an 
ideal design, hierarchical linear modeling would be used to account for this nested data 
structure (Raudenbush & Bryk, 2002).  Such an approach would allow one to examine 
student learning differences that are dependent on individual faculty members.  
Unfortunately, this approach is unfeasible due to practical restraints.  Specifically, 
the sample size at the highest level (i.e., professors) is lower than 10, the bare minimum 
for the highest-level unit (Snijders & Bosker, 1999).  Snijders and Bosker (1999) show 
that with ten units, fixed effects will be unbiased, but the standard errors for both fixed 
effects and variance components will be too small.  Snijders and Bosker (1999) 
recommend 30 level-2 units (in this case, professors).  Although hierarchical linear 
modeling cannot be conducted, the intraclass correlation coefficient (ICC) was calculated 
to determine the proportion of total variance that is due to between group variance (i.e., 
how much variance is due to students being nested within a particular professor’s class?). 
This indicates the extent of dependence in scores due to which professor a student had.  
The ICC for ERIT total scores was 0.04 and the ICC for Ethical Reasoning Essay 
scores was 0.02. Thus, 4% of the total variance in ERIT scores and 2% of Essay scores 
were due to the professor a student had. These proportions are quite small. Nevertheless, 
this variability could inflate alpha levels (Arceneaux & Nickerson, 2009).  
There were several additional limitations associated with the quantitative, 
qualitative, and integration phases of the study. Regarding the quantitative results, the 
rater teams that evaluated the intervention group’s ethical reasoning essays were slightly 
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more lenient than the control group’s rater teams.  Also, for propensity score matching, I 
used available covariates with sufficient data. Unfortunately, some students did not 
consent to release their SAT scores, which was a desirable covariate to use for balancing 
in propensity score matching.  
It was also puzzling to discover no statistical difference between the control and 
treatment groups, but to find such a difference between these groups for the Essays. The 
mixed method integration allowed me to produce a hypothesis about this finding: perhaps 
the emphasis on the five-year dream encouraged faculty to focus on the more robust 
skillset as opposed to the foundational content. Of course, there are additional alternative 
hypotheses. Although students in the treatment and control group were matched on 
whether or not they experienced It’s Complicated, there was a time difference for each 
group that might have caused a recency-effect. That is, the control group freshmen took 
the ERIT the day after receiving It’s Complicated and students in the treatment group 
received the training two months prior to taking the assessment. Thus, it is possible that 
the control group performed higher than the treatment group because the It’s Complicated 
training was likely fresh in their minds.  
It is also possible that students do not necessarily need to be able to identify the 8 
Key Questions prior to using them to reason through an ethical dilemma.  Perhaps 
students can apply the framework without full knowledge of each perspective within the 
8 Key Question framework. For example, a person may be able to drive a car and obey 
all rules on the road; however, the same person may not be able to pass a multiple-choice 
driver’s test. Perhaps students are learning to reason without fully understanding the 
foundational content.   
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Qualitatively, I could have delved deeper in my interviews. I had the richest data 
for the first qualitative research question (i.e., what was the jmUDESIGN experience 
like?) partly because I had multiple data sources (i.e., interviews, observations, and 
journals). However, for the second interview, which focused on the teaching experience, I 
only had the single source of information and could have probed more to gather richer 
data. Finally, if I were to replicate this study I would have asked faculty members if and 
why they perceived jmUDESIGN to be effective. 
Due to IRB restrictions, the data could not be disaggregated by professor’s class.  
Future studies should include IRBs that allow for such disaggregation and report results 
by class, keeping the professors’ identity anonymous. Disaggregation would allow mixed 
method integration to occur at the analysis phase (i.e., link qualitative and quantitative 
results by professor) in addition to the interpretation phase. Such information would be 
especially useful in the current study because faculty members had varying levels of prior 
experience with the 8 Key Questions. Likewise, professors varied in their implementation 
of the 8KQ (e.g., one faculty member taught an entire class on the framework and another 
introduced it and built upon the framework throughout the semester). Data disaggregation 
may have shed light on what, in particular, was effective about the jmUDESIGN 
experience.  
Ultimately, the results suggest jmUDESIGN is related to increased student 
learning. However, we cannot disentangle why jmUDESIGN made an impact. Notably, 
the qualitative study showed that faculty members learned about course design during the 
formal curriculum, brainstormed about ethical reasoning with the other participants at 
their table, and used the week as a focusing activity. Was it the cumulative experience 
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that impacted student learning or did one factor contribute more than others? This 
question is left unknown.  
Future Studies. Again, although there are a number of limitations to this study, 
there is evidence supporting that integration of faculty development with assessment is a 
worthwhile endeavor. Thus, future studies might apply this same model to an academic 
degree program, particularly a large one so that more faculty members participate and 
HLM can be used to appropriately model the data. ` 
Future studies might also attempt to disentangle the effect of the faculty learning 
intervention. Do faculty members just need time and space to develop curricula?  Does 
the course design experience help? What would happen if faculty members already knew 
each other and worked together? These questions are testable and would likely benefit 
from mixed method designs.  
Finally, future studies would benefit from data disaggregation and deeper 
exploration of implementation fidelity issues. Data disaggregation would allow for a 
clearer insight into what worked. Likewise, more targeted interview questions could be 
used to explore why certain classes performed higher than others. However, such 
exploration would come at the expense of faculty members’ comfort. Faculty members 
may feel uncomfortable having their particular class compared to others even if their 
identity is kept anonymous. Addressing the limitations of the current study and building 
stronger studies in the future could yield larger effect sizes.  
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CHAPTER 5 
Discussion 
Higher education has many reasons to improve: to rise in global rankings, to 
address criticism, and to meet regional accreditation standards. Although higher 
education can demonstrate, via assessment mechanisms, that students are learning, we 
cannot provide evidence of learning improvement (Blaich & Wise, 2011).  Such evidence 
is limited (Banta, Jones, & Black, 2010).  
To address this issue, Fulcher et al. (2014) provided a simple model for 
evidencing student learning improvement: assess, intervene, re-assess.  The authors noted 
that assessment professionals are trained to measure student learning, but rarely are they 
trained to support programs in making changes. Luckily, faculty developers are experts in 
facilitation, teaching, learning, and curriculum design and can assist programs and 
assessment practitioners in these efforts.  Thus, in the simple model, assessment 
professionals can handle the assessment component, but they need assistance from 
faculty developers to achieve the intervention piece. 
One reason faculty developers and assessment practitioners do not collaborate is 
because of the “Level Problem.” That is, assessment efforts occur at the program level 
and most faculty development interventions are designed for course instructors focusing 
on a particular course section. For the simple model to be successful, faculty 
development experiences must occur at the program level.  This dissertation provides a 
proof of concept for the assessment/faculty development partnership focusing on student 
learning outcomes. The particular program of focus was the Madison Collaborative: 
Ethical Reasoning in Action.  
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The Madison Collaborative 
The Madison Collaborative is the result of James Madison University’s Quality 
Enhancement Plan.  The program is guided by the outcomes listed in Table 1. Essentially, 
the goal is for students to first learn the 8 Key Questions (8KQ) framework, and then use 
this framework to reason through ethical dilemmas they face in their life.  Baseline 
assessment results suggested that students were adequate at identifying and applying the 
8KQ framework (as measured by the ERIT) but they were not facile using the 8KQ to 
reason through ethical dilemmas.  
This dissertation – through syncing of assessment and faculty development - 
sought to improve students’ ethical reasoning skills. Thus, following baseline assessment, 
the Madison Collaborative, assessment practitioners, and faculty developers formed a 
partnership to do something differently (i.e., intervene). Specifically, the Madison 
Collaborative paid faculty volunteers an honorarium to participate in jmUDESIGN to 
infuse ethical reasoning into their courses. The faculty participants’ students were invited 
to take an ethical reasoning assessment (either the ERIT or the ethical reasoning essay).  
These students comprised the treatment group and this assessment occasion constituted 
re-assessment.  
To determine if the change in Madison Collaborative programming (i.e., the 
inclusion of jmUDESIGN) was an improvement, the treatment group was compared to 
the baseline group. The results suggested that students in the treatment group were better 
at ethical reasoning than the control group. However, the treatment group was not 
superior at identifying the basic premises of the ethical reasoning framework.  This 
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finding was puzzling given that students should theoretically have command over the 
8KQ prior to using them to reason through ethical dilemmas.   
The qualitative strand of this dissertation explored the jmUDESIGN experience. 
This was the first time faculty members at JMU (and perhaps elsewhere) participated in 
course design while focusing on a common learning outcome. Thus, it was critical to 
understand this experience. The results suggested that while intense, the experience was 
positive and worthwhile. Faculty remarked that they learned many new things about 
teaching, and two participants perseverated on the ability to focus on one’s five-year 
dream. This emphasis may explain the puzzling quantitative results—perhaps faculty 
members focused on the highest cognitive student learning outcome of the Madison 
Collaborative, forgetting to emphasize the foundational piece.  
The Madison Collaborative has evidence suggesting that faculty members who 
infuse ethical reasoning into their courses during jmUDESIGN increased students’ ethical 
reasoning skills. Likewise, the experience for faculty participants was positive. This 
particular finding is key from a pragmatic perspective because faculty buy-in is critical to 
improvement efforts.  
Broader Implications 
 It is rare to encounter a program that can evidence learning improvement (Blaich 
& Wise, 2011). By applying Fulcher et al.’s (2014) simple model, this dissertation 
evidences learning improvement for the Madison Collaborative. The implications for the 
assessment field are vast. Currently, exhaustive efforts of assessment personnel are often 
placed on increasing assessment quality. Although assessment quality is important, it will 
not positively affect student learning – the goal of assessment. Thus, if higher education 
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is to shift from an assessment emphasis to one on learning improvement, then 
partnerships with professionals who can aid with the intervention component are essential 
(i.e., faculty developers). Assessment professionals must emphasize learning 
improvement and recognize that assessment is a necessary tool to achieve it—but not the 
answer in totality.  
 Learning improvement is not only beneficial to the assessment field, but also the 
faculty development domain. There have been recent calls for faculty development to 
employ more rigorous assessment methods (Chism & Szabo, 1997; Hines, 2009; Kucsera 
& Svinicki, 2010).  To date, most faculty development assessment efforts emphasize 
faculty outcomes (Steinhert et al., 2006). Yet, a core assumption of faculty development 
is that by honing faculty skills students will learn more (Rutz et al., 2012). Even so, few 
studies can show that faculty development affects student learning. This dissertation 
provides evidence suggesting that jmUDESIGN makes such an impact, although more 
research is needed to untangle why this is the case. Nevertheless, by partnering with 
assessment practitioners, faculty developers are poised to gather student learning 
evidence to help demonstrate their impact.   
Likewise, the qualitative results described the faculty experience of participating 
in a course design institute. These data are among the first to explore the course design 
experience, especially in this learning improvement context. The qualitative data 
supplemented the quantitative findings and provided direction for improving future 
course design institutes for programmatic learning improvement. Specifically, faculty 
participants suggested more time and resources for the student learning outcome content 
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be embedded into the experience.  The mixed methods approach provided a more holistic 
understanding of this proof of concept.  
Methodological Implications 
 This study used an embedded mixed method design to learn about the faculty 
experience in the learning intervention (i.e., jmUDESIGN) and determine its impact on 
student learning. Likewise, I used propensity score matching to create a balanced control 
group. Both methodological choices allowed for a robust understanding of learning 
improvement.   
 Often in assessment, quantitative methods are employed to directly measure 
student learning. Although this emphasis should not be devalued or replaced, assessment 
practitioners could benefit from incorporating qualitative strands into their inquiry. The 
integration of methods is especially helpful when studying learning improvement, a very 
new approach in higher education, which has much yet to be discovered.  
 Propensity score matching allowed me to balance the control and treatment 
groups on a set of covariates. A question that could easily be asked of learning 
improvement researchers is, “How do you know the treatment group wasn’t just different 
from the control group?” Propensity score matching allows the researcher to answer this 
question in light of the covariates. Likewise, propensity score matching is preferred to 
standard methods of statistical control (Yanovitzky et al., 2005). I recommend the use of 
both mixed method designs and propensity score matching in future improvement 
studies, which align well with the emerging improvement science paradigm.  
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Improvement Science  
 Improvement science is an emerging paradigm that emphasizes improvement as 
opposed to experimental theory testing (Lewis, 2015).  Plan-do-study-act (PDSA) cycles 
comprise the foundation of this science (Langley et al., 2009). These rapid cycles are 
guided by three questions: “What are we trying to accomplish? How will we know that a 
change is an improvement? What change can we make that will result in improvement?” 
(Lewis, 2015, p. 55). These three questions are similar to Fulcher et al.’s (2014) simple 
model; the parallels between the two models are presented in Table 11. The biggest 
difference between the guiding questions is the order of questions (i.e., the second and 
third questions are flipped).  
Although this dissertation was guided by Fulcher et al.’s (2014) model, it has a 
strong parallel with the improvement science paradigm, which Lewis (2015) 
recommended education researchers consider. Researchers interested in programmatic 
learning improvement may benefit from further exploration in this new paradigm as the 
field progresses.   
Conclusion 
 Assessment is a prevalent practice in higher education (Kuh & Ikenberry, 2009). 
Unfortunately, even the most interesting assessment findings do not prompt programs to 
change (Blaich & Wise, 2011). Therefore, assessment alone does not lead to learning 
improvement—something that would greatly benefit higher education. This dissertation 
explored learning improvement and provided a proof of concept for bridging assessment 
and faculty development—two offices that are rarely connected.  This lack of connection 
evidences a structural pitfall to learning improvement. Higher education institutions 
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should intentionally connect these offices to facilitate and support learning improvement. 
Institutions should also invest in these initiatives (Banta & Blaich, 2011).  
 Although more research is needed to refine the learning improvement process, the 
initial evidence in this study indicates learning improvement can be achieved. If learning 
improvement were to proliferate in higher education much like assessment has in the past 
20 years, the results would be profound for many stakeholders: students could learn 
more, faculty may engage in an enriching experience, assessment practitioners would 
provide due service to their learning improvement promise, faculty developers could 
demonstrate their impact, and institutions could champion improvements to regional 
accreditors. Finally, if the quality of higher education increased, the United States could 
regain its top position among global competitors.  
 There has been a great focus on assessment of student learning for the past two 
decades. With very few examples of learning improvement resulting from assessment, it 
is time to focus our energy on evidencing learning improvement – not just assessment. 
Learning improvement is the goal of assessment, after all. It’s time we truly fulfill that 
purpose.   
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Table 1  
Madison Collaborative Student Learning Outcomes  
Cognitive 
 
1.  Students will be able to state, from memory, all Eight Key 
Questions.   
 
2.  When given a specific decision and rationale on an ethical issue or 
dilemma, students will correctly identify the Key Question most 
consistent with the decision and rationale.   
 
3.  Given a specific scenario, students will identify appropriate 
considerations for each of the Eight Key Questions.  Alternate 
approach: Students will be able to provide the specific considerations 
raised or rationale implied when applying every Key Question to an 
ethical situation or dilemma.   
 
4.  For a specific ethical situation or dilemma, students will evaluate 
courses of action by applying (weighing and, if necessary, balancing) 
the considerations raised by Key Questions.   
 
5.  Students will apply SLO 4 to their own personal, professional, and 
civic ethical cases.  NOTE: Implied within this SLO is the students’ 
ability to identify an ethical situation, based on the belief that the 
process of ethical reasoning increases discriminatory capacities.  This 
will be addressed via the assessment rubric.   
 
Attitudinal 
 
6.  Students will report that they view ethical reasoning skills as 
important.   
 
7.  Students will report increased confidence in their ability to use the 
ethical reasoning process.   
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Table 2  
Matrix of Research Questions and Data Sources 
Data Sources 
RQ1-  
QUAN: ERIT 
Scores 
RQ2- 
QUAN: Ethical 
Reasoning Essay 
Ratings  
RQ3- 
qual: 
jmUDESIGN 
Experience 
RQ4-  
qual: Teaching 
Experience 
RQ5-  
qual: Program 
Improvement 
RQ6- mixed: 
Study 
Integration 
Student ERIT 
data 
 
X     X 
Student Essay 
data 
 
 X    X 
Observations 
 
  X   X 
Participant 
Journaling 
 
  X   X 
Facilitator 
Journaling 
 
  X   X 
Interview 1 
 
  X  X X 
Interview 2    X X X 
 
 
 
9
1
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Table 3 
Treatment Group Sample Sizes 
 Number 
Enrolled 
Number 
Participated 
Number 
Consented 
Number 
ERIT 
Number 
Essays 
Professor 1 75 65 57 14 43 
Professor 2  40 11 10 3 7 
Professor 3 159 122 107 43 64 
Professor 4 19 19 18 9 9 
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Table 4 
ERIT Data Characteristics 
 N Cronbach’s α  Mean SD Min Max 
Treatment       
     ERIT 69 0.89 31.67 8.77 3.00 46.00 
     SOS-Effort 67 0.87 19.58 4.23 6.00 25.00 
     SOS-
Import 
67 0.78 15.81 3.96 5.00 25.00 
Control       
     ERIT 1298 0.87 33.75 7.88 4.00 48.00 
     SOS-Effort 1271 0.83 19.22 3.73 5.00 25.00 
     SOS-
Import 
1279 0.83 13.94 4.46 5.00 25.00 
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Table 5 
Covariate Descriptives by Unmatched and Matched ERIT Groups 
 
 
Treatment 
(Unmatched) 
N=69 
Control 
(Unmatched
) 
N=1255 
Treatment 
(Matched) 
N=65 
Control 
(Matched) 
N=65 
Standardize
d Mean 
Differences 
 Mea
n 
SD Mean SD Mea
n 
SD Mea
n 
SD  
White 0.83 - 0.86 - 0.85 - 0.92 - -0.18 
Asian 0.07 - 0.06 - 0.05 - 0.03 - 0.10 
Black 0.01 - 0.05 - 0.02 - 0.02 - 0.00 
Hispanic 0.03 - 0.05 - 0.03 - 0.02 - 0.00 
American 
Indian 
0.00 - 0.01 - 0.00 - 0.00 - - 
Pacific 
Islander 
0.01 - 0.01 - 0.00 - 0.00 - - 
Gender 0.72 - 0.61 - 0.71 - 0.62 - 0.19 
It’s 
Complicate
d 
0.81 - 0.39 - 0.83 - 0.85 - -0.03 
SOS-Effort 19.58 4.28 19.22 3.72 19.58 4.2
7 
19.22 3.2
3 
0.08 
SOS-
Importance 
15.81 3.95 13.92 4.46 15.74 3.9
9 
16.17 4.0
6 
0.15 
Note. Proportions are displayed for dichotomous variables (i.e., 1= presence of that 
variable and 0=absence of that variable).  Gender was coded 1=Female, 0=Male. The 
SOS scores are continuous and include a mean and a standard deviation.  
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Table 6 
Average Essay Ratings by Rubric Element  
 Treatment 
(N=122) 
Control 
(N=175) 
Rubric Element Mean SD Mean SD 
A. Ethical Situation 2.36 0.87 1.94 1.16 
B. Key Question Reference  1.44 0.92 1.13 0.94 
C. Key Question Applicability 1.20 0.85 0.82 0.78 
D. Ethical Reasoning: Analyzing Individual 8 Key 
Questions 
1.23 0.90 0.86 0.82 
E. Ethical Reasoning: Weighing the Relevant 
Factors and Deciding 
1.15 0.89 0.90 0.83 
Overall Average 1.47 0.74 1.13 0.79 
Note. The scale is 0= Insufficient, 1=Marginal, 2=Good, 3=Excellent, and 
4=Extraordinary. 
  
96 
 
 
 
Table 7 
Control Group Variance Components in Ratings by Team   
 Team 1 Team 2  Team 3 Team 4 Team 5 
Person (%) 0.32 
(34%) 
0.43 
(42%) 
0.36 
(22%) 
0.52 
(39%) 
0.51 
(48%) 
 
Rater (%) 0.10 
(10%) 
0.00  
(0%) 
0.56 
(34%) 
0.04 
(3%) 
0.02 
(2%) 
 
Items (%) 0.09 
(9%) 
0.07 
(7%) 
0.14 
(9%) 
0.31 
(23%) 
0.20 
(19%) 
 
Person x Items (%)  0.04 
(4%) 
0.05 
(5%) 
0.09 
(5%) 
0.10 
(7%) 
0.05 
(4%) 
 
Person x Rater (%) 0.18 
(20%) 
0.21 
(21%) 
0.38 
(23%) 
0.12 
(9%) 
0.17 
(16%) 
 
Rater x Items (%) 0.01 
(1%) 
0.14 
(13%) 
0.00 
(0%) 
0.06 
(5%) 
0.00 
(0%) 
 
Person x Items x Rater, Error (%) 0.20 
(21%) 
0.11 
(11%) 
0.11 
(7%) 
0.20 
(15%) 
0.12 
(11%) 
 
G-Coefficient  
(Relative Standard Error) 
0.73 
(0.35) 
0.77 
(0.36) 
0.62 
(0.47) 
0.84 
(0.31) 
0.83 
(0.33) 
      
Phi- Coefficient 
 (Absolute Standard Error) 
0.63 
(0.43) 
0.73 
(0.39) 
0.40 
(0.47) 
0.73 
(0.32) 
0.77 
(0.39) 
Note. Percentages of variance explained for variance components presented in 
parentheses.  
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Table 8 
Treatment Group Variance Components in Ratings by Team   
 Team 1 Team 2  Team 3 Team 4 
Person (%) 0.51 
(46%) 
0.36 
(26%) 
0.18 
(17%) 
0.60 
(46%) 
 
Rater (%) 0.06 
(5%) 
0.33  
(24%) 
0.02 
(2%) 
0.14 
(11%) 
 
Items (%) 0.04 
(3%) 
0.19 
(14%) 
0.61 
(56%) 
0.20 
(16%) 
 
Person x Items (%)  0.08 
(8%) 
0.05 
(4%) 
0.08 
(7%) 
0.13 
(10%) 
 
Person x Rater (%) 0.25 
(23%) 
0.14 
(10%) 
0.07 
(6%) 
0.08 
(6%) 
 
Rater x Items (%) 0.02 
(2%) 
0.11 
(8%) 
0.02 
(2%) 
0.02 
(1%) 
 
Person x Items x Rater, Error (%) 0.15 
(14%) 
0.22 
(16%) 
0.11 
(10%) 
0.14 
(11%) 
 
G-Coefficient  0.76 
(0.40) 
0.78 
(0.32) 
0.75 
(0.24) 
0.88 
(0.28) 
     
Phi Coefficient 0.72 
(0.44) 
0.53 
(0.56) 
0.48 
(0.44) 
0.76 
(0.43) 
Note. Percentages of variance explained for variance components presented in 
parentheses.  
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Table 9 
Essay Covariate Descriptives by Unmatched and Matched Groups 
 
 
Treatment 
(Unmatched) 
N=122 
Control 
(Unmatched
) 
N=175 
Treatment 
(Matched) 
N=107 
Control 
(Matched) 
N=107 
Standardize
d Mean 
Differences 
  Mean SD Mea
n 
SD Mea
n 
SD  
White 0.76 - 0.85 - 0.84 - 0.84 - 0.00 
Asian 0.07 - 0.05 - 0.06 - 0.05 - 0.03 
Black 0.04 - 0.06 - 0.05 - 0.05 - 0.00 
Hispanic 0.02 - 0.06 - 0.03 - 0.04 - -0.04 
American 
Indian 
0.00 - 0.02 - 0.00 - 0.00 - - 
Pacific 
Islander 
0.02 - 0.02 - 0.02 - 0.02 - 0.00 
Gender 0.61 - 0.57 - 0.62 - 0.64 - -0.03 
It’s 
Complicate
d 
0.90 - 0.76 - 0.90 - 0.89 - 0.02 
SOS-Effort 20.4
1 
3.07 19.66 2.91 20.37 3.7
7 
20.19 2.9
0 
0.07 
SOS-
Importance 
16.1
8 
4.09 15.64 3.96 16.32 4.2
3 
16.05 4.1
1 
0.07 
Note. Proportions are displayed for dichotomous variables (i.e., 1= presence of that 
variable and 0=absence of that variable).  Gender was coded 1=Female, 0=Male. The 
SOS scores are continuous and include a mean and a standard deviation. 
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Table 10 
Matrix of Qualitative Questions and Data Sources Organized by Research Question  
Qualitative Questions 
Interviews 
(Summer) 
Observations Journals Interviews 
(Fall) 
Research Question 3 – jmUDESIGN Experience      
What products did you create? X X X  
What was it like learning about course design while simultaneously 
trying to infuse Ethical Reasoning into your course structure? 
X  
X 
 
Describe the best parts of the jmUDESIGN experience? X  X  
What was the jmUDESIGN experience like for you?  
 
X X 
X 
 
Research Question 4 – Teaching Experience      
What challenges do you foresee in implementing the segment of your 
course that you redesigned?  
X  
 
 
Have you implemented the redesigned components of your course? If 
so, please describe the experience 
  
 
X 
What was the experience of teaching ethical reasoning like for you?    X 
What were the challenges of teaching ethical reasoning? 
 
  
 
X 
Research Question 5 – Improvement     X 
How could your experience have been improved? X    
Recommendations for a jmUDESIGN totally dedicated to ethical 
reasoning?  
X  
 
 
Can you think of any support that would have made teaching ethical 
reasoning in your course easier?  
  
 
X 
     
9
9
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Table 11  
Comparison of Fulcher et al.’s (2014) model to Improvement Science  
Fulcher et al.’s (2014) 
Learning Improvement Model 
Langley et al.’s (2009) 
Improvement Science Paradigm 
1. Assess Learning Outcome of 
Interest 
1. What are we trying to accomplish? 
2. Intervene at the Program Level 3. What change can we make that will 
result in improvement? 
 
3.Re-Assess to Determine if Change is 
Improvement 
 
2. How will we know that a change is an 
improvement? 
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Figure 1.  The Simple Model for Learning Improvement  
 
 
 
Assessment of 
Learning 
Outcome  
(graduating 
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Systematic 
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Learning Outcome 
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Re-Assess Learning 
Outcome to Determine 
Effectiveness of Change 
(graduating cohort 2018; 
students have experienced 
new curriculum) 
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Figure 2.  Data Collection Timeline 
1
0
2
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Figure 3. Effort and Importance for Treatment and Control Groups- ERIT  
Note. N=65 for each group.  The graphs display the cumulative density function for the 
Effort and Importance covariates after matching.   
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Figure 4. ERIT Matched Sample Jitter Plot 
The jitter plot displays cases for the treatment and control groups prior to matching (i.e., 
unmatched) and for matched cases by propensity score, which is on the x-axis.  
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Figure 5. ERIT Matched Sample Histograms  
Each graph displays a histogram for the control and treatment group by propensity score 
before and after matching.  
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Figure 6. Differences Among Rater Teams in Overall Ethical Reasoning Essay Ratings 
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Figure 7. Anchor Essay Ratings by Rater Team  
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Figure 8. Essay Rating G and Phi Coefficients by Team  
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Figure 9. Effort and Importance for Treatment and Control Groups -Essays  
Note. N=107 for each group.  The graphs display the cumulative density function for the 
Effort and Importance covariates after matching. 
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Figure 10. Essay Matched Sample Jitter Plot 
The jitter plot displays cases for the treatment and control groups prior to matching (i.e., 
unmatched) and for matched cases by propensity score, which is on the x-axis.  
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Figure 11. Essay Matched Sample Histograms  
Each graph displays a histogram for the control and treatment group by propensity score 
before and after matching.  
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Figure 12.  The jmUDESIGN Experience  
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Appendix A- Ethical Reasoning Rubric 
1
1
3
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Appendix B- The Student Opinion Survey  
Please think about the test that you just completed. Mark the answer that best represents 
how you feel about statements 1 through 10 below.  
 
1= Strongly Disagree  
2=Disagree  
3=Neutral  
4=Agree  
5=Strongly Agree  
 
________ 1. Doing well on these tests was important to me.  
 
 ________2. I engaged in good effort throughout these tests.  
 
 ________3. I am not curious about how I did on these tests relative to others.  
 
 ________4. I am not concerned about the scores I receive on these tests.  
  
________ 5. These were important tests to me.  
 
 ________6. I gave my best effort on these tests.  
 
________7. While taking these examinations, I could have worked harder on them.  
 
________ 8. I would like to know how well I did on these tests.  
 
________ 9. I did not give these tests my full attention while completing them.  
 
________10. While taking these tests, I was able to persist to completion of the tasks. 
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Appendix C- Summer Interview Questions 
 
1. What products did you create during jmUDESIGN? How do they pertain to 
Ethical Reasoning?  
 
 
 
 
 
 
2. What was it like learning about course design while simultaneously trying to 
infuse Ethical Reasoning into your course structure? 
 
 
 
 
 
3. What challenges do you foresee in implementing the segment of your course that 
you redesigned?  
 
 
 
 
 
4. Describe the best parts of the jmUDESIGN experience. 
 
 
 
 
 
5. How could your experience have been improved?  
 
 
 
 
 
 
6. What was the jmUDESIGN experience like for you overall?  
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Appendix D- Fall Interview Questions 
 
1. Recall the jmUDESIGN experience and the product(s) you created. Have you 
implemented the redesigned components of your course yet? If so, please describe 
this experience.  
 
 
 
 
 
 
 
2. What was the experience of teaching ethical reasoning like for you  
 
 
 
 
 
 
 
3. What were the challenges of teaching ethical reasoning?  
 
 
 
 
 
 
 
 
4. Was there anything you didn’t expect that you experienced while teaching ethical 
reasoning?  
 
 
 
 
 
 
 
5. Can you think of any support that would have made teaching ethical reasoning in 
your course easier?  
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