The quantum measurement scheme is suggested in two resonant models of quantum electrodynamics. The first model is the brain, where, for the propagation of its action potentials, the free electron laser-like coherence mechanism recently investigated by the author is applied. The second model is assembly of the Preparata coherence domains, in which we incorporate the quantum field theory of memory advocated by Umezawa et al. These two models are remarkably analogous.
I. INTRODUCTION
Quantum electrodynamics (QED) of matter and radiation has various coherence mechanisms above the structure of its Hamiltonian due to long-range ordering and collective instability in a many-body system with a long-range wave-particle interaction. [1] [2] [3] [4] In this paper, we treat two resonant QED models of such a mechanism and discuss the quantum measurement scheme of these models based on the quantum coherence mechanism of each.
First is the free electron laser (FEL)-like model for the resonant systems of ion-solvated water and radiation photons which was recently investigated by the author. [5] We apply this model to the system for the propagation of an action potential mediated by the electric charge currents of water-solvated sodium ions Na + in the myelinated neuronal axons in the neural network of the brain. Second is the Preparata model of superradiance in a coherence domain. [6, 7] Preparata showed that the superradiant phase transition occurs with no cavity and no pump, if the number density of atoms or molecules resonantly interacting with the radiation in a domain that has the dimension of the resonance wavelength exceeds a threshold and the temperature is below a critical value. [1, [6] [7] [8] [9] Remarkably, the ground state after this phase transition is a nonperturbative one, and its energy is less than that of the perturbative ground state. We regard this Preparata coherence domain as an atomic spatial region of coherent evolution in terms of QED nature. Namely, we can construct the complete non-perturbative ground state, starting from a single coherence domain, by nucleating the appropriate number of coherence domains. In this picture, the nature of the QED is the aggregation of a myriad of fundamental coherence domains. [6] We apply this Preparata model to assembly of the coherence domains by incorporating the quantum field theory of memory advocated by Umezawa et al. [10] [11] [12] [13] [14] The fundamental processes of memory are written, retrieved and read.
The plan of this paper is as follows. In Secs. II and III, we study the quantum measurement scheme of the brain that occurs via the sensory organs and the scheme of the assembly of coherence domains. In Sec. IV, we explain how these two systems are analogous. In Appendix, we derive the decoherence mechanism invoked in the first model.
II. THE FIRST MODEL A. FEL-like resonant model
First, we briefly review the results in Ref. [5] . We consider a model for a resonant system of radiation photons and ion cluster-solvated ordered rotating water molecules, in which ions in the cluster are identical and have very low, non-relativistic velocities v ≪ c and direction of motion parallel to a static electric vector field E 0 induced in a single z-direction. Here, the bulk water molecules that screen the charges of ions do not form part of the following laser mechanism because thermal noise prevents ordered motion of the bulk water molecules.
In a seminal paper, Ref. [15] , it was shown that, due to the coherent and collective interaction of the water molecules with the selected modes of the radiation field, the static electric field that couples with the electric dipole moments of water molecules induces, in the limit cycle of the system, permanent electric polarization of water molecules in the z-direction. [15] Using this result, in Ref. [5] , we combined Dicke superradiation [1] for the water molecules solvating each ion with wave-particle interaction between the transverse electro-magnetic field radiated from the rotating water molecules and the ion-solvated water molecules. We obtained this wave-particle interaction as the minimal coupling of the transverse electro-magnetic field and the electric dipole current of the ion-solvated water molecules.
In our resonant system, to a good approximation, the radiation field exchanges energy with water molecules through the excitation and de-excitation of water molecules between only the two lowest levels of the internal rotation of the hydrogen atoms of each water molecule, considered as a rigid rotator around its electric dipole axis. The energy difference between these two levels is E w , such that E w /( c) ≈ 160 [cm −1 ]. In this two-level approximation of the rotational spectrum of water molecules, we describe water molecules by referring to their energy spin operators[37]
with the energy spinor in the two-dimensional energy state space spanned by the corresponding low-lying energy ground state |g and excited energy state |e . These energy spin operators obey an su(2) algebra [ s i , s j ] = iǫ ijk s k . We identify the quantization axis of energy spin with the third axis e 3 for an own Cartesian frame with basis (e 1 , e 2 , e 3 ) with respect to each water molecule. Then, for a single rotating water molecule, the electric dipole moment operator that has odd-parity, and thus has no finite diagonal matrix elements, is a linear combination of s 1 e 1 and s 2 e 2 . Its free Hamiltonian can be written as E w s 3 . In this model, the coherent and collective behavior of the x-y phase coordinates of water molecules follows. This mechanism consists of two interlocked parts in a positive feedback cycle. [5] The first part is the long-range collective ordering of dipole vectors of water molecules, permanently polarized in the z-direction, that solvate each ion moving along the z-axis. In this, the static electric field is induced towards the positive z-direction. As a consequence, the radiation from the clusters of ordered rotating water molecules is almost monochromatic, and the time-dependent process of the radiation field and order of water molecules approximates a coherent wave amplified along the z-axis. These approximations are improved by positive feedback in the second part of the mechanism. In this second part, exponential instability of the fluctuation around the dynamic equilibrium state, which is our ready state, accompanies both the magnification of the radiation intensity and the water molecule's XY -phase bunching that produces longrange ordering. [3, 16] Indeed, in this second part of the mechanism, the equations of motion of the XY -phase of the energy spin of the ion-solvated water in the superradiant state, with respect to each solvated ion, and the transverse electromagnetic field of the system are expressed in terms of a conventional FEL system. As a result, this positive feedback cycle leads to dynamical coherence over all ions and the radiation field, induced by collective instability in the wave-particle interaction, and the bunching process of the system will saturate according to the result in the steady state FEL model.
B. Action potentials
In the rest of this section, we consider the resonant QED system in the human brain. The fundamental ingredients of the neural network in the human brain are neurons (i.e., neural cells) of which there are ∼ 10 11 , and the associated synapses. Each synapse is a junctional structure between two neurons, and each neuron has about 10 3 -10 4 synapses. The activity of the synapses is controlled by electric or chemical signals. [17] The classical physical definite formulation of activities of neurons in the brain is based on the Hodgkin-Huxley model. [17] [18] [19] In this model, the cell membrane and the ion channels of a neuron are regarded as the condenser and the dynamical registers, respectively, in an electric circuit along the axial direction inside and outside of the neuron separated by the cell membrane. The voltage-dependent sodium (Na + ) and potassium (K + ) ion channels are embedded in neuronal cell membranes. Together with these and other ion channels and ion transporters, the neuronal cell membrane (the axon membrane) maintains an electric potential difference U 0 at ≈ −0.07 [V] across itself by adjusting the concentrations of ions (mainly, K + , Na + and Cl − ) inside and outside of the neuron. This electric potential difference arises from the equilibrium between the K + -concentration gradient diffusion force (from inside to outside of the neuron) and the electric gradient Coulomb force on K + (from outside to inside of the neuron) as a consequence of the diffusion of positive electric charges, K + , from inside to outside of the neuron. At the same time, there is more K + inside of the neuron than outside, and so potassium ions diffuse from inside of the neuron to outside through the K + -selective pores until the equilibrium is reached, and sodium ions are transported out of the neuron by the sodium-potassium exchange pump. We call this neural state the resting state. When the membrane electric potential exceeds a negative threshold value, the voltage-dependent sodium ion-channels in the axon membrane open up, which induces sodium ions to flow into the axon. This rapid depolarization of the membrane electric potential, called an action potential, propagates down the axon, as a chain reaction, changing the membrane electric potential difference to a value U 1 ≈ 0.03 [V] until it reaches the terminals of the neuron, that is, the pre-synaptic sites. We call this neural state the firing state. After generating an action potential, the membrane electric potential repolarizes and returns to the resting state by the inactivation of the sodium ion-channel and the activation of the potassium ion-channel. This occurs within a few milliseconds. This action potential, as an electrical signal, is then converted to the pulse form membrane electric potential inputs to the other neurons through neurotransmitters, that is, as an excitatory (inputs are positive) or inhibitory (inputs are negative) synaptic transmission from the original neuron to the other neurons. Due to the threshold structure (i.e., that the rule is all-or-nothing) for the accumulated membrane electric potential inputs (i.e., the accumulated changes in ion concentrations) to generate a new action potential, the neural network can be characterized as a non-linear many-body system. Now, we apply our FEL-like mechanism to the system for the propagation of an action potential mediated by the electric charge currents of water-solvated sodium ions Na + in typical myelinated (i.e., insulated by myelin sheathing) neuronal axons of the human brain. [17, 19, 20] [38] The typical diameter l a of central nervous system axons is 10 [µm] [21] , which falls within the characteristic length of the long-range order of water molecules l c ≡ hc/E w ≈ 400 [µm] . This characteristic length is the so-called coherence length (i.e., the wavelength of a resonant photon). The total number of sodium ions that migrate in during an action potential event is estimated to be N n ms ∼ 10 6 [22] , where n ms (estimated to be between 50 and 100 [17] ) is the number of myelin sheaths on one myelinated axon with an assumed length of 10 [cm] . The conduction velocity v of action potential propagation along a myelinated axon is up to 150 [m·s −1 ] . [19] When we approximate E 0,z to be uniform in the z-direction along each myelin sheath, with run length l r ∼ 1 [mm] [20] for the electric potential sloping toward the z-direction, it is estimated to be ∆U
between the neural firing and resting states. [21] The conclusive formulae for the steady state regime of the FEL-like mechanism are [5] 
Here, ρ = N/V (for the volume V of the system) is the sodium ion number concentration in the system and P z is the permanent electric polarization of water molecules under the static electric field E 0,z . The first formula gives the saturated value of transverse electro-magnetic field modulus A 0 in the radiation gauge, and the next formula gives the gain time. In this system, by setting V ≈ πl 2 a l r /4 and P z ≈ 9.1 · 10 −7 according to the formulae in Ref. [15] , we obtain
Here, the gain time is of the order of the dynamical time scale of an action potential propagation
[s], so the quantum coherence effect is relevant to this system.
C. Sensory organs and sensory transduction
Next, using the result from Sec. II.B, we model the quantum measurement process of the brain via the sensory organs. It is now generally accepted as fact that every external stimulus input to the human brain is coded by information processing in which the generation of an action potential plays the role of a bit (we call this the coding process). [17] As quantitatively described in Sec. II.B, an action potential is, in total, an event that occurs at classical mechanical scale. Thus, one cannot suppose a totally quantum coding process in the brain, in which the generation of an action potential would play the role of a qubit; the human brain is not a quantum computer. This no-go statement is reinforced by the short decoherence time t dec ∼ 10 −20 [s] of the spatial superposition of sodium ions in the neural firing state |F and resting state |R , calculated in Ref. [22] , such that
For this reason, in the measurement process occurring in the brain via the sensory organs, the decohered quantum entanglement with an external stimulus S, which is translated into neural firing states of neurons via processing by the sensory organs, is to be kept by the quantum states of the corresponding codes {F } themselves until the measurement is completed and the state reduction for the external stimulus S (light, sound, force, heat, etc.) occurs. We use |S 1 , |S 2 ,. . . to denote the non-degenerate eigenstates of an observable S in the state space H st of the system of the external stimulus S. The state space H br of the brain is the tensor product of the state space H so of the macroscopic sensory organ in question and the state spaces {H (ν) n } of neurons {ν}
Here, the state spaces {H
n } depend on the neural firing state and resting state. We use |A 0 to denote the quantum state of macroscopic sensory organ in H so that couples to the state |S to form an element of continuous superselection sectors (that is, eigenspaces of the continuous superselection rule observable) H st (P ) in
where we set H st (P ) ≡ H st . Here, P is a continuous superselection rule observable of the sensory organ which is defined by the property of commuting with all observables of the sensory organ. [23] Specifically, P consists of P Concretely, the pointer's coordinate Q in a sensory organ is constructed in the following way. Sensory organs have a layer structure of sensory cells for the process of sensory transduction. We denote by ℓ(≥ 1) the number of layers of the sensory organ in question. In the i-th layer (i = 1, . . . , ℓ), we assume N (i) number of sensory cells. The sensory transduction process in the i-th layer is simplified to be within a definite time interval
. For example, in the auditory sensory transduction (in this case, ℓ = 1),
is observed. [24] A huge number of sensory cells are present in each sensory organ. As examples, there are ∼ 7 · 10 6 cone cells and ∼ 10 8 rod cells that are the sensory receptor cells (i.e., the first layer) of the visual sensory organ; there are ∼ 2 · 10 4 hair cells that are the sensory receptor cells of the auditory sensory organ. In the auditory sensory transduction, the process is induced by the migration of potassium ions from outside to inside of the hair cells. However, in the visual sensory transduction, the process is induced by the migration of more than one type of ion. In the following model with one type of ion whose migration from outside to inside of the sensory receptor cells induces the sensory transduction, we basically recall the case of the auditory sensory transduction (in this case, potassium ions are referred to as ions). Now, we introduce the quantum field operator of the ion's mass concentration in the spatial region v 
. This operator acts in the quantum state space of the ion system in this cell. In each sensory cell, the membrane electric potential has two types of analog changes from the resting membrane electric potential-depolarization and hyperpolarization-as the consequence of changes in Q
j ) controlled via external stimuli. Depolarization of the membrane electric potential gives rise to release of neurotransmitters at the terminal of the corresponding sensory cell and subsequently excites the (i + 1)-th layer (the (ℓ + 1)-th layer is the afferent nerve). [19] From this fact, we define the observable Q by
where
is the summation of the ion concentrations inside the sensory cells over all sensory cells in the i-th layer. In this definition of Q as the pointer's coordinate, we simplify the sensory transduction by two points. First, we ignore the non-linear processing part that occurs between two adjacent layers and at the ℓ-th layer in the sensory organs.
(Particularly for the visual sensory transduction, this part is complicated.) Second, we ignore the distinction between sensory cells in the same layer (such as, between cone and rod cells in the visual sensory organ). Namely, we model a sensory organ as a linear filter for stimuli. This simplification is helpful in the present investigation because our aim is to examine the quantum measurement mechanism. The canonical conjugate P
j is defined by the negative of the ions's velocity potential. [25] Its quantum field operator P
Due to the quantum mechanical macroscopicity of the sensory organs, the observable P ≡ ℓ i=1
is regarded as a classical observable to a good approximation.
The kinetic Hamiltonian of a sensory organ is [25] 
Here, we drop the terms coming from vorticity in the fluid motion of the cluster of ions solvated by water. In addition to this kinetic structure, in the system of ions, Fick's first law of diffusion is assumed. Then, during the sensory transduction process in the i-th layer (i = 1, . . . , ℓ), the quick relaxation of the spatial variance of the ion concentration over v
occurs in the actual restricted state space by the diffusion of ions in the solution. Due to this relaxation, Q 
This models the diffusion process of ions from the outer ion reservoir into each sensory cell by opening the ion channels of the sensory cell. In Eq. 
Here, {Λ (i) } are time-independent positive constants. Second, functions {E j (S j )} are introduced and each of these translates external stimulus S j into its energy input E j (S j ) to the sensory receptor cell v
holds in the sensory cells for S ≡ {S j }, E(S) ≡
. Furthermore, we obtain the relations
Now, we consider the quantum mechanical uncertainties of Q 0 , respectively. By using these quantities and Eq. (22), we obtain a dimensionless quantity that is the degree of the progress of the decoherence mechanism due to the continuous superselection rule (see Appendix)
Here, the change δQ
This is a kind of Bohr's criterion n/∆n ≫ 1 on the classical mechanical object. [10] Now, this criterion is applied to the sensory organ as the complex system of the sensory cells, which are macroscopic bags of ion solution.
D. Quantum measurement scheme involving sensory organs
Now, we model the quantum measurement scheme via the sensory organs. This consists of three steps. In step 1, the term non-selective measurement of a pure state refers to the measurement step for which the resultant state is a statistical mixture of eigenstates of the observable in question, with the weights given by the Born rule. (In the equations, the right arrow indicates the change of the density matrix according to the corresponding process.)
1. The first step is non-selective measurement of S due to the von Neumann-type interaction Hamiltonian H v.N.
between the stimulus states |S and the quantum state |A 0 of the macroscopic sensory organs, assuming the existence of the continuous superselection rule observable P of the sensory organs, within the time interval
2. The second step is causal and continuous changes according to the von Neumann equation caused by an entangling interaction of the quantum feedback process occurring between the stimulus states |S and the neural firing states |{F } . This step is the result of the conversion of the changes of the value of Q, due to the external stimuli in step 1, into a neural firing pattern by the sensory organs:
3. The third step is the event reading subsequent to the non-selective measurement by supposing the state-reduction mechanism due to the existence of the coherence domain: [27] 
Here, as shown in Sec. II.B, the system {F } consists of coherence domains. [5] This measurement scheme of the human brain involving sensory organs is a type I measurement in the classification of the selective measurements proposed in Ref. [28] . Namely, the measuring system {F } that reads measurement events is independent of the measured system S = S 0 + A so (see Fig.1 ) on which the non-selective measurement process (step 1) acts. Therefore, due to the result in Ref. [28] , one event reading in the third process requires internal work (i.e., an energy transfer) from the measuring system {F } to the measured system S in amount k B T for the temperature T of the system S: the event reading in this scheme is a physical process.
Our quantum measurement scheme requires a macroscopically coherent quantum description of dynamical neural firing states that is compatible with the classical coding process. However, the quantum models of the brain proposed A so S S 0 n.s.m. e.r.
FIG. 1:
The proposed quantum measurement scheme in the human brain is schematically shown. The measured system S, which consists of the system of stimuli S0 and the sensory organ Aso as a macroscopic measurement apparatus, undergoes non-selective measurement (n.s.m.) due to the continuous superselection rule in Aso. After a non-selective measurement, an event reading (e.r.) is done by the measuring system, with a neural firing pattern {F}, that consists of coherence domains.
so far (e.g., Refs. [13, 14, 29] ) describe physical processes common to both neural firing and the resting states of all neurons; thus, these processes are not thought to be compatible with the classical coding process. However, due to our result, the quantum coherence structure of our quantum state of a neuron emerges only when an action potential is generated. Therefore, in a time-dependent process coupled over the whole neural network, it enables us to describe each dynamical neural firing state by a macroscopically coherent quantum state. This quantum state is compatible with the classical coding process. As the conclusion of this section, our numerical results Eqs. (8) and (9) offer a possible explanation for the role played by the human brain as a quantum measurement apparatus when we suppose a state-reduction mechanism in step 3 in the coherence domain. [27] III. THE SECOND MODEL This section consists of two parts. In subsection III.A, we briefly explain the fundamental properties of coherence domains. This is the minimum to account for the setups of subsection III.B. In subsection III.B, we will find that a quantum measurement scheme resembling the scheme of the first resonant model exists in the generic system of assembly of the Preparata coherence domains. (Note that the first resonant model is in coherence domains, with the dimension l c , which are not related to the superradiant phase transition.) The first resonant model is induced by dynamical instability, as in the FEL model, but the second resonant model is induced by the long-range order.
A. Preliminaries
Coherence domain
In QED with resonant interactions between matter (throughout this section, we assume that matter can be approximately described via a quantum two-level system) and radiation, there exists a non-perturbative coherent ground state if two conditions are satisfied. First, the effective coupling constant q √ n, enlarged by the factor √ n, for the electric charge q and the number density n/V of quasi-particles (which define the ground state of the system as their vacuum state) within a domain having a volume V exceeds a threshold that depends on the electric polarizability of the quasi-particles [40] . Second, the temperature is below a critical value to avoid boil-off of this domain due to thermal fluctuations. This non-perturbative coherent ground state is a solution of the equations of motion and three conservation laws (conserving the total number of quasi-particles, total momentum, and total energy of the system). This solution's electromagnetic field amplitude has evolved by running away from the solution in the gas-like perturbative QED ground state. In the non-perturbative ground state, bosons (not quasi-particles) are condensed with energy E < E 0 = 0, where E 0 is the energy of the perturbative ground state. [6, 7] Due to this fact, after the superradiant phase transition, to increase the energy gain −E > 0, the quasi-particle system is bound to assume the highest possible density. [30] A superradiant phase transition occurs in a domain with the spatial scale of the resonance wavelength of radiated photons (i.e., the coherence length). In this coherence domain, all quasi-particles are coupled to the electromagnetic field in the same way. Coherence domains were introduced by Ref. [6] and earlier research in that line (see Fig.2) . In the limit cycle of the system giving rise to the non-perturbative ground state, inside a coherence domain, the matter (atoms or molecules of the same type) system oscillates between two energy-level states in phase, and the coherent electromagnetic field oscillates too; its frequency gets shifted to a smaller value by interaction with the matter. Owing to such a negative shift of frequency, the coherent electromagnetic field is kept trapped inside the coherence domain by a mechanism completely analogous to the well-known total reflection that is experienced by light at the interface between two media of different refraction indices (see the cyan domain in Fig.2 ), and this negative shift plays the spontaneously created role of a cavity in laser physics. [31] As shown by the dotted domain in Fig.2 , an evanescent electromagnetic wave with an effective photon mass appears. This wave pulsates with the shifted frequency and dies off at a rate on the order of its wavelength, that is, the dimension of the coherence domain. Namely, the coherence domain emits no photons to outside, in contrast with a conventional laser system. [31] When different coherence domains overlap with each other through their tails, inside which evanescent electromagnetic fields are trapped, these coherence domains are mutually attracted in order to decrease the total energy of the system of coherence domains. More generally, in an ensemble of many coherence domains, when the component coherence domains come as close as possible, the energy of the ensemble is minimized. [30] Note that the superradiant phase transition is a spontaneous process (i.e., one with no cavity and no pump). As an illustration of Preparata's theory of the superradiant phase transition, under three approximations (the electric dipole approximation, the two-level approximation and the rotating-wave approximation), previous theoretical calculations have shown that pure liquid water is a two-phase system of water molecules in the coherent superradiant state and the incoherent normal state; in this case, the two phases coexist exactly like in Landau's two-fluid theory of superfluid 4 He [25] , and their fractions in pure liquid water depend on the temperature. [30] [31] [32] In this picture of pure liquid water, the coherence domain for the transitions between the electronic ground and first excited states (here, not the rotational ground and first excited states) of water molecules has a radius of 375 [Å] at 0 [K], and this decreases to 250 [Å] at room temperature (300 [K]). [32] Here, the fraction of the coherent state is 0.28 at room temperature. [32] 
The resonant system
In the following discussion, we consider a general Preparata superradiant system of n atoms or molecules of the same type (we call these elements), assuming a resonant radiation field, using the electric dipole approximation of each element within the coherence domain and using the two-level approximation of each element.
The Hamlitonian of the system of radiation and elements consists of three terms:
In the following, we explain each of the three terms of H in the radiation gauge. The first term, H em , is the electromagnetic free Hamiltonian in the coherence domain V :
for the electric field vector operators E that satisfy the canonical commutation relations with transverse ǫ 0 A. Here, ǫ 0 and µ 0 are the vacuum permittivity and the vacuum permeability, respectively. By using the mode expansions (in this, k = (k, λ) and ε k denote a composite of wavenumber vector k with polarization index λ = ± and a polarization vector, respectively[41])
where ω k is c|k|, this term H em can be written as
The second term, H spin , is the free Hamiltonian of electric dipoles of elements (i = 1, 2, . . . , n). As we did in the first model, we treat the electric dipole moment operators of elements in terms of their respective energy spin operators s a (a = 1, 2, 3). These energy spin operators obey an su(2) algebra, as in Eqs. (1) to (3), with the energy spinor in the two-dimensional energy state space spanned by their associated low-lying energy ground state |g and their associated excited energy state |e . We identify the quantization axis of energy spin with the third axis e 3 for an own Cartesian frame with basis (e 1 , e 2 , e 3 ) with respect to each element. Then, due to this two-level approximation, H spin takes the form
for the energy gap E spin = Ω between the two energy levels.
The third term, H int , is the interaction Hamiltonian for the minimal coupling between the transverse electromagnetic vector fields A and the electric dipole current density vector of elements j:
for S Ω = {k|ω k = Ω}, where we introduce
for the off-diagonal matrix element j i,10 (x) ≡ e| j i (x)|g of the electric dipole current density vector operator j i (x) of the i-th element (matrix indices 1 and 0 refer to the states |e and |g , respectively). Here, we remember that since the electric dipole moment operator has odd parity, its current density has no finite diagonal matrix elements; j i,11 (x) = j i,00 (x) = 0 and j i,10 (x) = −j i,01 (x) for i = 1, 2, . . . , n, and j(x) = 2i n i=1 j i,10 (x) s 2 i follow. The system H has proper U (1) symmetry under the simultaneous global transformations parameterized by 0 ≤ θ < 2π 
In the Heisenberg picture, these are the time-independent solution of the Heisenberg equations for k ∈ S Ω and i = 1, 2, . . . , n:˙
where the vacuum expectation values of all of lines are zero:
The classical fields A c (x) and s c -that is, the vacuum expectation values of the quantum field operators A(x, t) and s(x, t), respectively-satisfy
Here, the global U (1) symmetry is spontaneously broken. A remarkable property of this system H is that the ground state has a 'ferromagnetically' ordered energy spin ground state part such that all energy spin directions align in one direction (see Eqs. (58) and (59)). Due to this property, when the system of elements is around a ferroelectrics with an electric dipole moment S a b.c. that is directed strongly enough, the aligned direction in the energy spin ground state is the direction of this boundary condition S a b.c. (refer to Fig.3 ). Here, a crucial feature of this energy spin system is that even if the boundary condition S a b.c. disappears, when the energy of |0(A c , s c ) is less than the perturbative ground state energy E 0 , the system will not spontaneously recover to the state before the appearance of S a b.c. . Then, the 'memory' s a c , a macroscopically 'ferromagnetically' ordered energy spin configuration as an extended object with spontaneous spatial rotational symmetry (SRS) breaking, is written stably in the non-perturbative ground state |0(A c , s c ) . After the removal of the boundary condition S a b.c. , when a weak perturbation on the boundary condition ∆S a b.c. is added to the system, a gapless Goldstone mode of the spontaneously broken global SRS arises due to the Nambu-Goldstone theorem. In the case of this system, the boson of this mode is the polariton (i.e., the low-energy excitation of the electric dipole system). [33] 
b.c. , S
b.c. ) and (A
b.c. ) are entangled by their interactions due to linearity of the time evolution law, and the states of coherence domains with different vacuum expectation values (A Here, the Goldstone field is identified with a local (i.e., space-time dependent) U (1) phase fluctuation variable θ(x, t) of the energy spinor field, ψ(x, t), of the elements. This Goldstone field restores the broken global U (1) symmetry as a local U (1) symmetry under the transformation ψ(x, t) → ψ ′ (x, t) = e iθ(x,t)σ3/2 ψ(x, t). Such a local U (1) symmetry can be ensured by the corresponding gauge transformation of the classical radiation field, A(x, t) → A ′ (x, t) = A(x, t) − ∇θ(x, t). This means that the classical radiation field A(x, t) absorbs the Goldstone field θ(x, t) into its longitudinal wave component and the photons acquire an effective mass. This is the Anderson-Higgs mechanism. [10, 14] As the result, the effective photon mass term
which creates the evanescent photons, arises in H. Here, κ is the analogue of the reciprocal London penetration depth in the theory of superconductivity, and κ/c is the effective photon mass.
B. Quantum measurement scheme
The account of the setup of the system has now been completed. With this setup, according to the quantum field theory of memory advocated by Umezawa et al. [11] [12] [13] [14] , we combine the results from two different theories, Umezawa's theory of extended objects in quantum field theory [10, [34] [35] [36] ] and Preparata's theory of coherence domains in QED, to explain the universal memory function of nature.
To formulate this problem, we divide the QED world into two parts: coherence domains and their boundary conditions. Formally, the structure of the state space H W of the QED world is
for the state spaces H (Dc)
CD and H b.c. of the coherence domains {D c } and their boundary conditions {B} (the information sources, in other words, the measured objects for the measurements are the time-dependent boundary conditions {B}).
The physical processes in the memory function are schematically shown as Coherence Domains
for a non-local macroscopic ground state |0 = |0(A c , s c ) having a spontaneous symmetry breaking with the massive electromagnetic field A c and the electric dipole field s a c . The memory function of this absolutely open quantum system of coherence domains consists of three physical processes for the ground state |0(A c , s c ) : written, retrieved and read.
We explain these processes in four steps.
1. First, ordered patterns of extended objects are written by their boundary conditions B = A b.c. , S b.c. as stable memories in the ground state |0(A c , s c ) with infinitely many varieties via the condensation mechanism of bosons in the ground state, that is, the spontaneous symmetry breaking. This mechanism gives finite vacuum expectation values of quantum field operators Ψ = A, s:
Here, |0; 0 and |0; M indicate |0(0, 0) and |0(A c , s c ) , respectively. We use the term memory for vacuum expectation values M(x) due to the direct integral structure of the Hilbert space of the system Ψ over the subspaces labeled by M(x). In the limit → 0, M(x) obeys the same equations of motion of Ψ(x, t) and describes the classical mechanical behavior of the extended object. [10, 34] The quantum field system of the extended object has degrees of freedom of three kinds: quasi-particles, quantum mechanical degrees of freedom q and p of the zero-energy translation mode of the extended object, and the classical mechanical order parameter field M. [10, [34] [35] [36] The total Hilbert space H In this paper, we have investigated two resonant QED models for which a quantum measurement scheme exists. The first model is quantum measurement by the human brain involving sensory organs, which is reduced to a resonant QED system of photons and ion-solvated water [5] , compatible with information processing in the neuron-synapse nonlinear network. The second model is quantum measurement by an assembly of coherence domains with a memory function that consists of three physical processes: written, retrieved and read. In the second model, every assembly of coherence domains belongs to an entangled part of the QED world. In both models, the external world of the measuring system is measured by the measuring system (i.e., the system of coherence domains) and the quantum measurement scheme consists of three steps: non-selective measurement, reflecting stimuli to the measuring system and event reading.
These two models have a difference that results in event reading in the first model being a physical process and in the second model being an unphysical process. However, these two models are analogous to each other, with the following three correspondences. The first correspondence is between the quantum state |{F } of the neural network with a neural firing pattern {F } and the excited quantum state |Ψ; {M} of the assembly of coherence domains {D c } with a memory pattern {M} as the states of the measuring systems. The second correspondence is between the sensory organ in the brain and the non-perturbative QED ground state with a spontaneous symmetry breaking. Both of these induce non-selective measurements in their own respective model and translate the stimuli into the states |{F } (for the first model) and the states |Ψ; {M} (for the second model). The third correspondence is between the stimuli state |S and the boundary condition on coherence domains |{B} ; these are the information sources, in other words, the measured objects for the measurements in the two models.
Besides these correspondences, most significantly, both measuring systems consist of coherence domains. Due to this fact, the framework of Ref. [27] used to derive the state-reduction mechanism (i.e., the event reading process in the quantum measurement scheme) can be applied to these models. Now, for an arbitrarily given observable (i.e., an arbitrary polynomial of canonical variables and spin variables) of the system H st acting in H st ⊗ H so ,
Its expectation value by this density matrix is calculated by O = Ψ t (ℓ) (P )| O(P )|Ψ t (ℓ) (P ) dP 
We assume that the P I -uncertainty of |ϕ I (P I )| 2 is ∆P 
at t = t (ℓ) . This result Eq.(A13) leads to the non-selective measurement Eq. (25) .
