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Tensor products of strongly graded vertex
algebras and their modules
Jinwei Yang
Abstract
We study strongly graded vertex algebras and their strongly graded modules, which
are conformal vertex algebras and their modules with a second, compatible grading by
an abelian group satisfying certain grading restriction conditions. We consider a ten-
sor product of strongly graded vertex algebras and its tensor product strongly graded
modules. We prove that a tensor product of strongly graded irreducible modules for
a tensor product of strongly graded vertex algebras is irreducible, and that such irre-
ducible modules, up to equivalence, exhaust certain naturally defined strongly graded
irreducible modules for a tensor product of strongly graded vertex algebras. We also
prove that certain naturally defined strongly graded modules for the tensor product
strongly graded vertex algebra are completely reducible if and only if every strongly
graded module for each of the tensor product factors is completely reducible. These
results generalize the corresponding known results for vertex operator algebras and
their modules.
1 Introduction
We prove that a tensor product of strongly graded irreducible modules for a tensor product of
strongly graded vertex algebras is irreducible, and that conversely, such irreducible modules,
up to equivalence, exhaust certain naturally defined strongly graded irreducible modules for
a tensor product of strongly graded vertex algebras. (These terms are defined below.) As a
consequence, we determine all the strongly graded irreducible modules for the tensor product
of the moonshine module vertex operator algebra V ♮ with a vertex algebra associated with
a self-dual even lattice, in particular, the two-dimensional Lorentzian lattice.
The moonshine conjecture of Conway and Norton in [CN] included the conjecture that
there should exist an infinite-dimensional representation V of the (not yet constructed)
Fischer-Griess Monster sporadic finite simple groupM such that the McKay-Thompson series
Tg for g ∈M acting on V should have coefficients that are equal to the coefficients of the q-
series expansions of certain modular functions. In particular, this conjecture incorporated the
McKay-Thompson conjecture, which asserted that there should exist a (suitably nontrivial)
1
Z-graded M-module V =
∐
i≥−1 V−i with graded dimension equal to the elliptic modular
function j(τ) − 744 =
∑
i≥−1 c(i)q
i, where we write q for e2πiτ , τ in the upper half-plane.
Such an M-module, the “moonshine module,” denoted by V ♮, was constructed in [FLM], and
in fact, the construction of [FLM] gave a vertex operator algebra structure on V ♮ equipped
with an action of M. In [FLM], the authors also gave an explicit formula for the McKay-
Thompson series of any element of the centralizer of an involution of type 2B of M; the case
of the identity element of M proved the McKay-Thompson conjecture.
Borcherds then showed in [B] that the rest of the McKay-Thompson series for the elements
of M acting on V ♮ are the expected modular functions. He obtained recursion formulas for
the coefficients of McKay-Thompson series for V ♮ from the Euler-Poincare´ identity for certain
homology groups associated with a special Lie algebra, the “monster Lie algebra,” which he
constructed using the tensor product of the moonshine module vertex operator algebra V ♮
and a natural vertex algebra associated with the two-dimensional Lorentzian lattice. The
importance of this tensor product vertex algebra motivates the present paper.
The difference between the terminology “vertex operator algebra,” as defined in [FLM],
and “vertex algebra,” as defined in [B], is that a vertex operator algebra amounts to a vertex
algebra with a conformal vector such that the eigenspaces of the operator L(0) are all finite
dimensional with (integral) eigenvalues that are truncated from below (cf. [LL]). In [HLZ],
the authors use a notion of “conformal vertex algebra,” which is a vertex algebra with a con-
formal vector and with an L(0)-eigenspace decomposition, and a notion of “strongly graded
conformal vertex algebra,” which is a conformal vertex algebra with a second, compatible
grading by an abelian group satisfying certain grading restriction conditions.
In a series of papers ([HL1]–[HL4], [H]), the authors developed a tensor product theory for
modules for a vertex operator algebra under suitable conditions. A structure called “vertex
tensor category structure,” which is much richer than braided tensor category structure,
has thereby been established for many important categories of modules for classes of vertex
operator algebras (see [HL1]). It is expected that a vertex tensor category together with
certain additional structures determines uniquely (up to isomorphism) a vertex operator
algebra such that the vertex tensor category constructed from a suitable category of modules
for it is equivalent (in the sense of vertex tensor categories) to the original vertex tensor
category. In [HLZ], this tensor product theory is generalized to a larger family of categories of
“strongly graded modules” for a conformal vertex algebra, under suitably relaxed conditions.
We want to investigate the vertex tensor category in the sense of [HL1], but in the setting of
[HLZ], associated with the tensor product of the moonshine module vertex operator algebra
V ♮ and the vertex algebra associated with the two-dimensional Lorentzian lattice. The first
step in thinking about this is to determine the irreducible modules for this algebra.
For the vertex operator algebra case, it is proved in [FHL] that a tensor product module
W1⊗· · ·⊗Wp for a tensor product vertex algebra V1⊗· · ·⊗Vp (where Wi is a Vi-module) is
irreducible if and only if each Wi is irreducible. The proof uses a version of Schur’s Lemma
and also the density theorem [J]. It is also proved in [FHL] that these irreducible modules
W are (up to equivalence) exactly all the irreducible modules for the tensor product algebra
V1 ⊗ · · · ⊗ Vp. The proof uses the fact that each homogeneous subspace of W is finite
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dimensional. In this paper, we generalize the arguments in [FHL] to prove similar, more
general results for strongly graded modules for strongly graded conformal vertex algebras.
For the strongly graded conformal vertex algebra case, the homogeneous subspaces of a
strongly graded module are no longer finite dimensional. However, by using the fact that each
doubly homogeneous subspace (homogeneous with respect to both gradings) of a strongly
graded conformal vertex algebra is finite dimensional, we prove a suitable version of Schur’s
Lemma for strongly graded modules under the assumption that the abelian group that gives
the second grading of the strongly graded algebra is countable.
To avoid unwanted flexibility in the second grading such as a shifting of the grading
by an element of the abelian group, we suppose that the grading abelian groups A for a
strongly graded conformal vertex algebra and A˜ (which includes A as a subgroup) for its
strongly graded modules are always determined by a vector space, which we typically call h,
consisting of operators induced by V . We call this kind of strongly graded conformal vertex
algebra a “strongly (h, A)-graded conformal vertex algebra” and its strongly graded modules
“strongly (h, A˜)-graded modules.” Important examples of strongly (h, A)-graded conformal
vertex algebras and their strongly (h, A˜)-graded modules are the vertex algebras associated
with nondegenerate even lattices and their modules.
For strongly (hi, A˜i)-graded modules Wi for strongly (hi, Ai)-graded conformal vertex
algebras Vi, we construct a tensor product strongly (⊕
p
i=1hi,⊕
p
i=1A˜i)-graded module W1 ⊗
· · ·⊗Wp for the tensor product strongly graded conformal vertex algebra V1⊗· · ·⊗Vp. Then
we prove that this tensor product module W1⊗· · ·⊗Wp is irreducible if and only if each Wi
is irreducible, under the assumption that each grading abelian group Ai for Vi is a countable
group.
To determine all the irreducible strongly graded modules (up to equivalence) for the tensor
product strongly graded conformal vertex algebra V1 ⊗ · · · ⊗ Vp, the main difficulty is that
we need to deal with the second grading by the abelian groups. For the strongly (⊕pi=1hi, A˜)-
graded modules W for the tensor product strongly (⊕pi=1hi,⊕
p
i=1Ai)-graded vertex algebra
V1 ⊗ · · · ⊗ Vp, we assume there is a decomposition A˜ = A˜1 ⊕ · · · ⊕ A˜p, such that W is an
(hi, A˜i)-graded module (that is, a strongly graded module except for the grading restriction
conditions) when viewed as a Vi-module. We call this kind of strongly (⊕
p
i=1hi, A˜)-graded
module a strongly ((h1, A˜1), . . . , (hp, A˜p))-graded module. In the main theorem, we prove
that if such a module is irreducible, then it is a tensor product of strongly graded irreducible
modules. Then, as a corollary of the main theorem, we classify the strongly graded modules
for the tensor product strongly graded conformal vertex algebra V ♮⊗VL, where L is an even
lattice, and in particular, where L is the (self-dual) two-dimensional Lorentzian lattice.
It is proved in [DMZ] that every module for the tensor product vertex operator algebra
V1 ⊗ · · · ⊗ Vp is completely reducible if and only if every module for each vertex operator
algebra Vi is completely reducible. We also generalize the argument in [DMZ] to prove a
similar result for tensor product strongly (h, A)-graded conformal vertex algebras.
This paper is organized as follows: In Section 2, we introduce the definitions and some ba-
sic properties of strongly graded vertex algebras and their strongly graded modules. Then we
construct a tensor product of strongly graded vertex algebras and its tensor product strongly
3
graded modules in Section 3. In Section 4, we introduce the definition of strongly (h, A)-
graded vertex algebra and strongly (h, A˜)-graded module. In Section 5, we prove the main
theorem, which classifies the irreducible strongly ((h1, A˜1), . . . , (hp, A˜p))-graded V1⊗· · ·⊗Vp-
modules. Then we use the main theorem to determine all the strongly graded modules for
V ♮⊗VL. In Section 6, we consider strongly graded conformal vertex algebras whose strongly
graded modules are all completely reducible and prove that every strongly ((h1, A˜1), . . . ,
(hp, A˜p))-graded module for the tensor product strongly graded algebra V1⊗· · ·⊗Vp is com-
pletely reducible if and only if every strongly (hi, A˜i)-graded module for each Vi is completely
reducible.
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2 Strongly graded vertex algebras and their modules
We recall the following four definitions from [HLZ].
Definition 2.1 A conformal vertex algebra is a Z-graded vector space
V =
∐
n∈Z
V(n) (2.1)
(for v ∈ V(n), we say the weight of v is n and we write wt v = n) equipped with a linear map
V ⊗ V → V [[x, x−1]], or equivalently,
V → (End V )[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ End V ), (2.2)
Y (v, x) denoting the vertex operator associated with v, and equipped also with two distin-
guished vectors 1 ∈ V(0) (the vacuum vector) and ω ∈ V(2) (the conformal vector), satisfying
the following conditions for u, v ∈ V : the lower truncation condition:
unv = 0 for n sufficiently large (2.3)
(or equivalently, Y (u, x)v ∈ V ((x))); the vacuum property:
Y (1, x) = 1V ; (2.4)
the creation property:
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v (2.5)
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(that is, Y (v, x)1 involves only nonnegative integral powers of x and the constant term is
v); the Jacobi identity (the main axiom):
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (2.6)
(note that when each expression in (2.6) is applied to any element of V , the coefficient of
each monomial in the formal variables is a finite sum; on the right-hand side, the notation
Y (·, x2) is understood to be extended in the obvious way to V [[x0, x
−1
0 ]]); the Virasoro algebra
relations:
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δn+m,0c (2.7)
for m,n ∈ Z, where
L(n) = ωn+1 for n ∈ Z, i.e., Y (ω, x) =
∑
n∈Z
L(n)x−n−2, (2.8)
c ∈ C (2.9)
(the central charge or rank of V );
d
dx
Y (v, x) = Y (L(−1)v, x) (2.10)
(the L(−1)-derivative property); and
L(0)v = nv = (wt v)v for n ∈ Z and v ∈ V(n). (2.11)
This completes the definition of the notion of conformal vertex algebra. We will denote
such a conformal vertex algebra by (V, Y, 1, ω).
Definition 2.2 Given a conformal vertex algebra (V, Y, 1, ω), a module for V is a C-graded
vector space
W =
∐
n∈C
W(n) (2.12)
(graded by weights) equipped with a linear map V ⊗W →W [[x, x−1]], or equivalently,
V → (End W )[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ End W ) (2.13)
(note that the sum is over Z, not C), Y (v, x) denoting the vertex operator on W associated
with v, such that all the defining properties of a conformal vertex algebra that make sense
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hold. That is, the following conditions are satisfied: the lower truncation condition: for
v ∈ V and w ∈ W ,
vnw = 0 for n sufficiently large (2.14)
(or equivalently, Y (v, x)w ∈ W ((x))); the vacuum property:
Y (1, x) = 1W ; (2.15)
the Jacobi identity for vertex operators on W : for u, v ∈ V ,
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (2.16)
(note that on the right-hand side, Y (u, x0) is the operator on V associated with u); the
Virasoro algebra relations on W with scalar c equal to the central charge of V :
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δn+m,0c (2.17)
for m,n ∈ Z, where
L(n) = ωn+1 for n ∈ Z, i.e., Y (ω, x) =
∑
n∈Z
L(n)x−n−2; (2.18)
d
dx
Y (v, x) = Y (L(−1)v, x) (2.19)
(the L(−1)-derivative property); and
(L(0)− n)w = 0 for n ∈ C and w ∈ W(n), (2.20)
where n = wt w.
This completes the definition of the notion of module for a conformal vertex algebra.
Definition 2.3 Let A be an abelian group. A conformal vertex algebra
V =
∐
n∈Z
V(n)
is said to be strongly graded with respect to A (or strongly A-graded, or just strongly graded
if the abelian group A is understood) if it is equipped with a second gradation, by A,
V =
∐
α∈A
V (α),
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such that the following conditions are satisfied: the two gradations are compatible, that is,
V (α) =
∐
n∈Z
V
(α)
(n) (where V
(α)
(n) = V(n) ∩ V
(α)) for any α ∈ A;
for any α, β ∈ A and n ∈ Z,
V
(α)
(n) = 0 for n sufficiently negative; (2.21)
dimV
(α)
(n) <∞; (2.22)
1 ∈ V
(0)
(0) ; (2.23)
ω ∈ V
(0)
(2) ; (2.24)
vlV
(β) ⊂ V (α+β) for any v ∈ V (α), l ∈ Z. (2.25)
This completes the definition of the notion of strongly A-graded conformal vertex algebra.
For modules for a strongly graded algebra we will also have a second grading by an
abelian group, and it is natural to allow this group to be larger than the second grading
group A for the algebra. (Note that this already occurs for the first grading group, which is
Z for algebras and C for modules.)
Definition 2.4 Let A be an abelian group and V a strongly A-graded conformal vertex
algebra. Let A˜ be an abelian group containing A as a subgroup. A V -module
W =
∐
n∈C
W(n)
is said to be strongly graded with respect to A˜ (or strongly A˜-graded, or just strongly graded
if the abelian group A˜ is understood) if it is equipped with a second gradation, by A˜,
W =
∐
β∈A˜
W (β), (2.26)
such that the following conditions are satisfied: the two gradations are compatible, that is,
for any β ∈ A˜,
W (β) =
∐
n∈C
W
(β)
(n) (where W
(β)
(n) =W(n) ∩W
(β))
for any α ∈ A, β ∈ A˜ and n ∈ C,
W
(β)
(n+k) = 0 for k ∈ Z sufficiently negative; (2.27)
dimW
(β)
(n) <∞ (2.28)
vlW
(β) ⊂W (α+β) for any v ∈ V (α), l ∈ Z. (2.29)
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This completes the definition of the notion of strongly A˜-graded module for a strongly
A-graded conformal vertex algebra.
Remark 2.5 It is always possible that there are different gradings on W by A˜, such as by
shifting by an element in A˜. However, in this paper, we shall fix one particular A˜-grading
on W .
In order to study strongly graded V -modules for tensor product algebras, we shall need
the following generalization:
Definition 2.6 In the setting of Definition 2.4 (the definition of “strongly graded module”),
a V -module (not necessarily strongly graded, of course) is doubly graded with respect to A˜ if
it satisfies all the conditions in Definition 2.4 except perhaps for (2.27) and (2.28).
Example 2.7 Note that the notion of conformal vertex algebra strongly graded with respect
to the trivial group is exactly the notion of vertex operator algebra. Let V be a vertex
operator algebra, viewed (equivalently) as a conformal vertex algebra strongly graded with
respect to the trivial group. Then the V -modules that are strongly graded with respect to
the trivial group (in the sense of Definition 2.4) are exactly the (C-graded) modules for V
as a vertex operator algebra, with the grading restrictions as follows: For n ∈ C,
W(n+k) = 0 for k ∈ Z sufficiently negative (2.30)
and
dimW(n) <∞. (2.31)
Example 2.8 An important source of examples of strongly graded conformal vertex alge-
bras and modules comes from the vertex algebras and modules associated with even lattices.
We recall the following construction from [FLM]. Let L be an even lattice, i.e., a finite-rank
free abelian group equipped with a nondegenerate symmetric bilinear form 〈·, ·〉, not neces-
sarily positive definite, such that 〈α, α〉 ∈ 2Z for all α ∈ L. Let h = L ⊗Z C. Then h is a
vector space with a nonsingular bilinear form 〈·, ·〉, extended from L. We form a Heisenberg
algebra
ĥZ =
∐
n∈Z, n 6=0
h⊗ tn ⊕ Cc.
Let (L̂,¯ ) be a central extension of L by a finite cyclic group 〈κ | κs = 1〉. Fix a primitive
sth root of unity, say ω, and define the faithful character
χ : 〈κ〉 → C∗
by the condition
χ(κ) = ω.
Denote by Cχ the one-dimensional space C viewed as a 〈κ〉-module on which 〈κ〉 acts ac-
cording to χ:
κ · 1 = ω,
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and denote by C{L} the induced L̂-module
C{L} = IndL̂〈κ〉Cχ = C[L̂]⊗C[〈κ〉] Cχ.
Then
VL = S(ĥ
−
Z
)⊗ C{L}
has a natural structure of conformal vertex algebra; see [B] and Chapter 8 of [FLM]. For
α ∈ L, choose an a ∈ L̂ such that a¯ = α. Define
ι(a) = a⊗ 1 ∈ C{L}
and
V
(α)
L = span {h1(−n1) · · ·hk(−nk)⊗ ι(a)},
where h1, . . . , hk ∈ h, n1, . . . , nk > 0, and where h(n) is the operator associated with h⊗ t
n
via the hˆZ-module structure of VL. Then VL is equipped with a natural second grading given
by L itself. Also for n ∈ Z, we have
(VL)
(α)
(n) = span {h1(−n1) · · ·hk(−nk)⊗ ι(a)| a¯ = α,
k∑
i=1
ni +
1
2
〈α, α〉 = n},
making VL a strongly L-graded conformal vertex algebra in the sense of Definition 2.3. When
the form 〈·, ·〉 on L is also positive definite, then VL is a vertex operator algebra, that is, as
in Example 2.7, VL is a strongly A-graded conformal vertex algebra for A the trivial group.
In general, a conformal vertex algebra may be strongly graded for several choices of A.
Any sublattice M of the “dual lattice” L◦ of L containing L gives rise to a strongly
M-graded module for the strongly L-graded conformal vertex algebra (see Chapter 8 of
[FLM]; cf. [LL]). In fact, any irreducible VL-module is equivalent to a VL-module of the
form VL+β ⊂ VL◦ for some β ∈ L
◦ and any VL-module W is equivalent to a direct sum of
irreducible VL-modules, i.e.,
W =
∐
γi∈L◦, i=1,...,n
Vγi+L,
where γi’s are arbitrary elements of L
◦, and n ∈ N (see [D1], [DLM]; cf. [LL]). In general,
a module for a strongly graded vertex algebra may be strongly graded for several choices of
A˜.
Notation 2.9 In the remainder of this section, without further assumption, we will let A
be an abelian group and V be a strongly A-graded conformal vertex algebra. Also, we will
let A˜ be an abelian group containing A and W be a doubly graded V -module with respect
to A˜. When we need W to be strongly graded, we will say it explicitly.
Definition 2.10 The subspaces V
(α)
(n) for n ∈ Z, α ∈ A in Definition 2.6 are called the doubly
homogeneous subspaces of V . The elements in V
(α)
(n) are called doubly homogeneous elements.
Similar definitions can be used for W
(β)
(n) in the module W .
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Notation 2.11 Let v be a doubly homogeneous element of V . Let wt vn, n ∈ Z, refer to
the weight of vn as an operator acting on W , and let A-wt vn refer to the A-weight of vn on
W .
Lemma 2.12 Let v ∈ V
(α)
(n) , for n ∈ Z, α ∈ A. Then for m ∈ Z, wt vm = n −m − 1 and
A-wt vm = α.
Proof The first equation is standard from the theory of graded conformal vertex algebras
and the second follows easily from the definitions. 
Definition 2.13 The algebra A(V ;W ) associated with V andW is defined to be the algebra
of operators on W induced by V , i.e., the algebra generated by the set
{vn | v ∈ V, n ∈ Z}.
For a subspace V
′
of V , we use A(V
′
;W ) to denote the subalgebra of A(V ;W ) generated by
the set
{vn | v ∈ V
′
, n ∈ Z}.
For a subspace W
′
of W , we use A(V ;W
′
) to denote the subalgebra of A(V ;W ) preserving
W
′
. Similarly for V
′
and W
′
, we use A(V
′
;W
′
) to denote the subalgebra of A(V ;W )
generated by the operators on W
′
induced by V
′
.
Remark 2.14 WhenW
′
is a submodule ofW , there are two possible definitions forA(V ;W
′
)
in Definition 2.13. One is as an algebra associated with V and W
′
, the other is as a subal-
gebra of A(V ;W ). But it does not matter because they are both algebras of operators on
W
′
generated by the set
{vn | v ∈ V, n ∈ Z}.
Similar comments hold for V
′
a subalgebra of V .
The following lemma follows easily from Lemma 2.12:
Lemma 2.15 The algebra A(V ;W ) is doubly graded by Z and A. Moreover for n ∈ Z,
A(V ;W )(n) = span {(v1)j1 · · · (vm)jm |
m∑
i=1
wt (vi)ji = n,
where m ∈ N, vi ∈ V, ji ∈ Z, for i = 1, . . . , m}
and for α ∈ A,
A(V ;W )(α) = span {(v1)j1 · · · (vm)jm |
m∑
i=1
A-wt (vi)ji = α,
where m ∈ N, vi ∈ V, ji ∈ Z, for i = 1, . . . , m}.
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Proposition 2.16 Let W be an irreducible doubly graded V -module with respect to A˜. Then
we have the following results:
(a) Each weight subspace W(h) (h ∈ C) is irreducible under the algebra A(V ;W(h)).
(b) Each A˜-homogeneous subspaceW (β) (β ∈ A˜) is irreducible under the algebra A(V ;W (β)).
(c) Each doubly homogeneous subspace W
(β)
(h) (h ∈ C, β ∈ A˜) is irreducible under the
algebra A(V ;W
(β)
(h) ).
Proof . We only prove statement (a), the proofs of statements (b) and (c) being similar.
If W(h) is not irreducible, we can find a nontrivial proper submodule U of W(h) under the
algebra A(V ;W(h)). This submodule cannot generate all W under the action by the algebra
A(V ;W ), since by Lemma 2.15,
A(V ;W )U =
∐
n∈Z
A(V ;W )(n)U ⊂ U ⊕
∐
m∈Z,m6=h
W(m).
This contradicts the irreducibility of W . 
Remark 2.17 A V -module W decomposes into submodules corresponding to the congru-
ence classes of its weights modulo Z: For µ ∈ C/Z, let
W(µ) =
∐
n¯=µ
W(n), (2.32)
where n¯ denotes the equivalence class of n ∈ C in C/Z. Then
W =
∐
µ∈C/Z
W(µ) (2.33)
and eachW(µ) is a V -submodule ofW . Thus if a moduleW is indecomposable (in particular,
if it is irreducible), then all complex numbers n for which W(n) 6= 0 are congruent modulo Z
to each other.
Definition 2.18 Let W1 and W2 be doubly graded V -modules with respect to A˜. A module
homomorphism from W1 to W2 is a linear map ψ such that
ψ(Y (v, x)w) = Y (v, x)ψ(w) for v ∈ V, w ∈ W1,
and such that ψ preserves the grading by A˜. An isomorphism is a bijective homomorphism.
An endomorphism is a homomorphism from W to itself, we denote the endomorphism ring
by EndA˜V (W ).
11
Remark 2.19 Suppose V , W1, W2, ψ are as in Definition 2.18. Then ψ is compatible with
both gradings:
ψ((W1)
(β)
(h)) ⊂ (W2)
(β)
(h), h ∈ C,
because ψ commutes with L(0) (see Section 4.5 of [LL]), and because ψ preserves the grading
by A˜.
Remark 2.20 The endomorphism ring EndA˜V (W ) is a subring of the commuting ring
EndV (W ) := {linear maps ψ :W →W | ψ(Y (v, x)w) = Y (v, x)ψ(w), for v ∈ V, w ∈ W}.
Proposition 2.21 SupposeW is an irreducible strongly A˜-graded V -module. Then EndA˜V (W )
= C.
Proof . For any λ ∈ C, ψ ∈ EndA˜V (W ), let W
ψ
λ be the λ-eigenspace of ψ. Then W
ψ
λ
is a V -submodule of W . Because W is irreducible, W ψλ = 0 or W . We still need to show
W ψλ 6= 0, for some λ ∈ C.
Choose h ∈ C, β ∈ A˜ such that W
(β)
(h) 6= 0. Then by Remark 2.19, ψ preserves W
(β)
(h) .
Since dim W
(β)
(h) < ∞ and we are working over C, ψ has an eigenvector in W
(β)
(h) . Therefore
W ψλ 6= 0 for some λ ∈ C. 
Proposition 2.22 Suppose A is a countable abelian group. Then EndV (W ) = C.
Proof . From Definition 2.3, V(n) =
∐
α∈A V
(α)
(n) , where each doubly homogeneous subspace
V
(α)
(n) has finite dimension. Since A is a countable group, there are countably many such
doubly homogeneous subspaces V
(α)
(n) , and hence V has countable dimension. Since W is
irreducible, from Proposition 4.5.6 of [LL], we know
W = span{vnw | v ∈ V, n ∈ Z},
for any nonzero element w in W . Since V has countable dimension, so does W . Then the
result follows from Dixmier’s Lemma, which says that if S is an irreducible set of operators
on a vector space W of countable dimension over C, then the commuting ring of S on W
consists of the scalars (cf. Lemma 2.2 in [L], and [W], p.11), where we take S to be A(V ;W ).

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3 Tensor product of strongly graded vertex algebras
and their modules
In this section, we are going to introduce the notion of tensor product of finitely many
strongly graded conformal vertex algebras and their modules.
Let A1, . . . , Ap be abelian groups, and let V1, . . . , Vp be strongly A1, . . . , Ap-graded con-
formal vertex algebras with conformal vectors ω1, . . . , ωp, respectively.
Let
A = A1 ⊕ · · · ⊕Ap.
Then the vector space
V = V1 ⊗ · · · ⊗ Vp
becomes a strongly A-graded conformal vertex algebra, which we shall call the tensor product
strongly A-graded conformal vertex algebra, with the following structure:
Y (v(1) ⊗ · · · ⊗ v(p), x) = Y (v(1), x)⊗ · · · ⊗ Y (v(p), x)
for v(i) ∈ Vi and the vacuum vector is
1 = 1⊗ · · · ⊗ 1.
(Here we use the notation 1 for the vacuum vectors of V and each Vi.) The conformal vector
is
ω = ω1 ⊗ 1⊗ · · · ⊗ 1+ · · ·+ 1⊗ · · · ⊗ 1⊗ωp.
Then
L(n) = L1(n)⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ Lp(n)
or n ∈ Z. (Here we use the notation Li(n) for the operators on Vi associated with ω
i,
i = 1, . . . , p.) The A-grading of V is given by
V =
∐
α∈A
V (α),
with
V (α) = V
(α1)
1 ⊗ · · · ⊗ V
(αp)
p ,
where αi ∈ Ai, i = 1, . . . , p, are such that α1+ · · ·+αp = α. The Z-grading of V is given by
V =
∐
n∈Z
V(n),
where
V(n) =
∐
n1+···+np=n
(V1)(n1) ⊗ · · · ⊗ (Vp)(np).
(It follows that the Z-grading is given by L(0) defined above.)
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Proposition 3.1 The tensor product of finitely many strongly graded conformal vertex al-
gebras is a strongly graded conformal vertex algebra whose central charge is the sum of the
central charges of the tensor factors.
Proof. The grading restrictions (2.21) and (2.22) clearly hold. The Jacobi identity follows
from the weak commutativity and weak associativity properties, as in Section 3.4 of [LL].

Notation 3.2 For each i = 1, . . . , p, we identify Vi with the subspace 1⊗· · ·⊗1⊗Vi⊗1⊗· · ·⊗1
of V . The strongly graded conformal vertex algebra Vi is a vertex subalgebra of V . However,
it is not a conformal vertex subalgebra of V because the conformal vector of V and Vi do
not match.
Remark 3.3 From the definition of tensor product strongly graded conformal vertex alge-
bra, we see that
Y ((1⊗ · · · ⊗ 1⊗ v(i) ⊗ 1⊗ · · · ⊗ 1, x) = 1V1 ⊗ · · · ⊗ 1Vi−1 ⊗ Y (v
(i), x)⊗ 1Vi+1 ⊗ · · · ⊗ 1Vp,
for v(i) ∈ Vi. In particular, we have
[Y (Vi, x1), Y (Vj , x2)] = 0,
for i, j = 1, . . . , p and i 6= j.
Lemma 3.4 For all n ∈ Z, (v(1) ⊗ · · · ⊗ v(p))n can be expressed as a linear combination,
finite on any given vector, of operators of the form (v(1)⊗1⊗· · ·⊗1)i1 · · · (1⊗· · ·⊗1⊗v
(p))ip.
Proof. We prove the result as in [FHL] by induction. When p = 2, taking Resx1 and the
constant term in x0 of the Jacobi identity, we find that
Y (v(1) ⊗ v(2), x2) = Resx0x
−1
0 Y (Y (v
(1) ⊗ 1, x0)(1⊗ v
(2)), x2)
= Resx1(x1 − x2)
−1Y (v(1) ⊗ 1, x1)Y (1⊗ v
(2), x2)
− Resx1(−x2 + x1)
−1Y (1⊗ v(2), x2)Y (v
(1) ⊗ 1, x1),
so that for all n ∈ Z, (v(1) ⊗ v(2))n can be expressed as a linear combination, finite on
any given vector, of operators of the form (v(1) ⊗ 1)n1(1 ⊗ v
(2))n2.(Note that we don’t need
operators of the form (1⊗ v(2))n2(v
(1) ⊗ 1)n1 because of the Remark 3.3.)
For general p, taking Resx1 and the constant term in x0 of the Jacobi identity, we have
Y (v(1) ⊗ · · · ⊗ v(p), x2)
= Resx0x
−1
0 Y (Y (v
(1) ⊗ · · · ⊗ v(p−1) ⊗ 1, x0)(1⊗ · · · ⊗ 1⊗ v
(p)), x2)
= Resx1(x1 − x2)
−1Y (v(1) ⊗ · · · ⊗ v(p−1) ⊗ 1, x1)Y (1⊗ · · · ⊗ 1⊗ v
(p), x2)
− Resx1(−x2 + x1)
−1Y (1⊗ · · · ⊗ 1⊗ v(p), x2)Y (v
(1) ⊗ · · · ⊗ v(p−1) ⊗ 1, x1).
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It follows that (v(1)⊗· · ·⊗v(p))n is a linear combination of the operators (v
(1)⊗· · ·⊗v(p−1)⊗
1)n1 · (1⊗ · · · ⊗ 1⊗ v
(p))n2. Thus the lemma holds by the induction hypothesis. 
Now we define the notion of tensor product module for tensor product strongly A =
A1 ⊕ · · · ⊕ Ap-graded conformal vertex algebra V = V1 ⊗ · · · ⊗ Vp with the notions above.
Let A˜1, . . . , A˜p be abelian groups containing A1, . . . , Ap as subgroups, respectively, and let
W1, . . . ,Wp be strongly A˜1, . . . , A˜p-graded modules for V1, . . . , Vp, respectively.
Let
A˜ = A˜1 ⊕ · · · ⊕ A˜p,
Then we can construct the tensor product strongly A˜-graded module
W = W1 ⊗ · · · ⊗Wp
for the tensor product strongly A-graded algebra V by means of the definition
Y (v(1) ⊗ · · · ⊗ v(p), x) = Y (v(1), x)⊗ · · · ⊗ Y (v(p), x) for v(i) ∈ Vi, i = 1, . . . , p,
L(n) = L1(n)⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ Lp(n) for n ∈ Z.
(Here we use the notation Li(n) for the operators associated with ω
i on Wi, i = 1, . . . , p.)
The A˜-grading of W is defined as
W =
∐
β∈A˜
W (β),
with
W (β) =W
(β1)
1 ⊗ · · · ⊗W
(βp)
p ,
where βi ∈ A˜i, i = 1, . . . , p, are such that β1 + · · ·+ βp = β. The C-grading of W is defined
as
W =
∐
n∈C
W(n),
where
W(n) =
∑
n1+···+np=n
(W1)(n1) ⊗ · · · ⊗ (Wp)(np).
It follows that the C-grading is given by the operator L(0) on W defined above. It is clear
that the algebra V is also a module for itself.
Proposition 3.5 The structure W constructed above is a strongly A˜-graded module for the
tensor product strongly A-graded conformal vertex algebra V .
Assumption 3.6 In the remainder of this paper, we always assume that A, and that each
Ai (i = 1, · · · , p) is a countable abelian group.
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Using Proposition 2.22, we now prove:
Theorem 3.7 Let W = W1 ⊗ · · · ⊗Wp be a strongly A˜ = A˜1 ⊕ · · · ⊕ A˜p-graded V -module,
with the notations as above. Then W is irreducible if and only if each Wi is irreducible.
Proof . The “only if” part is trivial. For the “if” part, for simplicity of notation, we take
p = 2 without losing any essential content. Take a nonzero submodule W ⊂ W1 ⊗W2, let
w
(1)
1 , . . . , w
(1)
n ∈ W1 and w
(2)
1 , . . . , w
(2)
n ∈ W2 be linearly independent such that Σ
n
j=1aj(w
(1)
j ⊗
w
(2)
j ) ∈ W , where each aj 6= 0. Take any w
(1) ∈ W1, w
(2) ∈ W2. By Proposition 2.22, the
commuting ring consists of the scalars for W1 and W2. Thus by the density theorem (see for
example Section 5.8 of [J]), there are b1 ∈ A(V1;W1 ⊗W2), b2 ∈ A(V2;W1 ⊗W2) such that
b1 · w
(1)
1 = w
(1), b1 · w
(1)
i = 0, for i = 2, . . . , n.
b2 · w
(2)
1 = w
(2), b2 · w
(2)
i = 0, for i = 2, . . . , n.
Then
(b1b2) · Σ
n
j=1 aj(w
(1)
j ⊗ w
(2)
j ) = a1(w
(1) ⊗ w(2)) ∈ W.
Hence w(1) ⊗ w(2) ∈ W , and so W =W1 ⊗W2. 
4 Strongly (h, A)-graded vertex algebras and their strongly
(h, A˜)-graded modules
For some strongly A-graded vertex algebras V , there is a vector space h consisting of mutually
commuting operators induced by V such that the A-grading of V is given by h in the following
way: for α ∈ A, V (α) is the weight space of h of weight α. Here is an example:
Example 4.1 Consider the strongly L-graded conformal vertex algebra VL in Example 2.8.
For h ∈ h, there is an operator h(0) on VL such that
h(0) · V
(α)
L = 〈h, α〉V
(α)
L .
We identify h with the set of operators
{h(0) = (h(−1) · 1)0 | h ∈ h}
(see Chapter 8 of [FLM]). Since the symmetric bilinear form 〈·, ·〉 is nondegenerate, V
(α)
L is
characterized as the weight space of h of weight α.
Consider the tensor algebra T (V [t, t−1]) over the vector space V [t, t−1]. Then any V -
module W , in particular, V itself, can be regarded as a T (V [t, t−1])-module uniquely deter-
mined by the condition that for v ∈ V , n ∈ Z, v ⊗ tn acts on W as vn. In the following
definitions, we consider a particular subspace of T (V [t, t−1]) acting on V and W .
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Definition 4.2 A strongly A-graded vertex algebra equipped with a vector subspace
h ⊂ T (V [t, t−1])
is called strongly (h, A)-graded if there is a nondegenerate pairing
〈·, ·〉 : h× A −→ C
(h, α) 7−→ 〈h, α〉
linear in the first variable and additive in the second variable, such that h acts commutatively
on V and
V (α) = {v ∈ V | h · v = 〈h, α〉v, for all h ∈ h}.
By Definition 4.2, the strongly graded conformal vertex algebra VL in Example 4.1 is
strongly (h, L)-graded, where h is the set of operators {(h(−1) · 1)0 | h ∈ L⊗Z C}.
For a strongly (h, A)-graded vertex algebra V , a natural module category is the category
of strongly A˜-graded V -modules W with an action of h, such that the A˜-grading on W is
given by weight spaces of h. Here is an example:
Example 4.3 As in Example 2.8, any sublattice M of L◦ containing L gives rise to a
strongly M-graded VL-module VM . Take h = L ⊗Z C and identify h as the set of operators
{(h(−1) · 1)0 | h ∈ h} as in Example 4.1. Then for β ∈M ,
V
(β)
M = {w ∈ VM | h · w = 〈h, β〉w, for all h ∈ h}.
so that we have examples of the following:
Definition 4.4 A strongly A˜-graded module for a strongly (h, A)-graded vertex algebra is
said to be strongly (h, A˜)-graded if there is a nondegenerate pairing
〈·, ·〉 : h× A˜ −→ C
(h, β) 7−→ 〈h, β〉
linear in the first variable and additive in the second variable, such that the operators in h
act commutatively on W and
W (β) = {w ∈ W | h · w = 〈h, β〉w, for all h ∈ h}.
Remark 4.5 Submodules and quotient modules of strongly (h, A˜)-graded conformal mod-
ules are also strongly (h, A˜)-graded modules. Irreducible strongly (h, A˜)-graded modules are
strongly (h, A˜)-graded modules without nontrivial submodules. Strongly (h, A˜)-graded mod-
ule homomorphisms are strongly A˜-graded module homomorphisms which commute with the
actions of h.
The following propositions are natural analogues of Proposition 3.1 and Proposition 3.5.
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Proposition 4.6 Let V1, . . . , Vp be strongly (h1, A1), . . . , (hp, Ap)-graded conformal vertex al-
gebras, respectively. Let A = A1⊕· · ·⊕Ap, h = h1⊕· · ·⊕hp, and let 〈·, ·〉i denote the pairing
between hi and Ai, for i = 1, . . . , p. Then the tensor product algebra V = V1 ⊗ · · · ⊗ Vp
becomes a strongly (h, A)-graded conformal vertex algebra, where the nondegenerate pairing
is given by:
〈·, ·〉 : h×A −→ C
(h, α) 7−→
p∑
i=1
〈hi, αi〉i,
where h = h1 + · · ·+ hp, α = α1 + · · ·+ αp, for hi ∈ hi, αi ∈ Ai, i = 1, . . . , p, and
V (α) = V
(α1)
1 ⊗ · · · ⊗ V
(αp)
p = {v ∈ V1 ⊗ · · · ⊗ Vp | h · v = 〈h, α〉v, for all h ∈ h}.
Proof. It is easy to see that the pairing defined above is nondegenerate, and V (α) is
characterized uniquely as the eigenspace of h. 
Proposition 4.7 Let W1, . . . ,Wp be strongly (h1, A˜1), . . . , (hp, A˜p)-graded conformal mod-
ules for strongly (h1, A1), . . . , (hp, Ap)-graded conformal vertex algebras V1, . . . , Vp, respec-
tively. Let A˜ = A˜1 ⊕ · · · ⊕ A˜p, h = h1 ⊕ · · · ⊕ hp, and let 〈·, ·〉i denote the pairing between
hi and A˜i, for i = 1, . . . , p. Then the tensor product module W = W1 ⊗ · · · ⊗Wp becomes a
strongly (h, A˜)-graded module for the strongly graded vertex algebra V , where the nondegen-
erate pairing is given by:
〈·, ·〉 : h× A˜ −→ C
(h, β) 7−→
p∑
i=1
〈hi, βi〉i,
where h = h1 + · · ·+ hp, β = β1 + · · ·+ βp, for hi ∈ hi, βi ∈ A˜i, i = 1, . . . , p, and
W (β) =W
(β1)
1 ⊗ · · · ⊗W
(βp)
p = {w ∈ W1 ⊗ · · · ⊗Wp | h · w = 〈h, β〉w, for all h ∈ h}. 
The following proposition is an analogue and consequence of Theorem 3.7.
Theorem 4.8 Let W = W1 ⊗ · · · ⊗Wp be a strongly (h, A˜)-graded module constructed in
Proposition 4.7. Then W is irreducible if and only if each Wi is irreducible.
5 Irreducible modules for tensor product strongly graded
algebra
Our goal is to determine all the strongly (h, A˜)-graded irreducible modules for the tensor
product strongly (h, A)-graded conformal vertex algebra constructed in Proposition 4.6. To
do this, we need to define a more specific kind of strongly (h, A˜)-graded modules as follows:
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Definition 5.1 Let V1, . . . , Vp, V be strongly (h1, A1), . . . , (hp, Ap), (h, A)-graded conformal
vertex algebras, respectively, as in the setting of Proposition 4.6. Let W be a strongly
(h, A˜)-graded V -module, where A˜ is an abelian group containing A as a subgroup, so that
in particular, for β ∈ A˜,
W (β) = {w ∈ W | h · w = 〈h, β〉w, for all h ∈ h}.
Assume that there exists an abelian subgroup A˜i of A˜ containing Ai as a subgroup for each
i = 1, . . . , p such that
A˜ = A˜1 ⊕ · · · ⊕ A˜p,
〈hi, A˜j〉 = 0 if i 6= j
and such that W is a doubly graded Vi-module with respect to A˜i and the A˜i-grading is
given by hi in the following way: For βi ∈ A˜i,
W (βi) = {w ∈ W | hi · w = 〈hi, βi〉w, for all hi ∈ hi}.
Then W is called a strongly ((h1, A˜1), . . . , (hp, A˜p))-graded V -module.
Remark 5.2 Submodules and quotient modules of strongly ((h1, A˜1), . . . , (hp, A˜p))-graded
V -modules are also strongly ((h1, A˜1), . . . , (hp, A˜p))-graded modules. Irreducible strongly
((h1, A˜1), . . . , (hp, A˜p))-graded modules are strongly ((h1, A˜1), . . . , (hp, A˜p))-graded modules
without nontrivial submodules. Strongly ((h1, A˜1), . . . , (hp, A˜p))-graded module homomor-
phisms are strongly (h, A˜)-graded V -module homomorphisms.
Example 5.3 The strongly (h, A˜)-graded tensor product module W1⊗· · ·⊗Wp constructed
in Proposition 4.7 is a strongly ((h1, A˜1), . . . , (hp, A˜p))-graded V1 ⊗ · · · ⊗ Vp-module.
From Example 2.8, we can see that any VL-module is a strongly L
◦-graded module. Based
on this fact, it is easy to show that the following example satisfies the conditions in Definition
5.1.
Example 5.4 Let V ♮ be the moonshine module constructed in [FLM], which is a strongly
(〈0〉, 〈0〉)-graded conformal vertex algebra as in Example 2.7; let VL be the conformal vertex
algebra associated with the even 2-dimensional unimodular Lorentzian lattice L, which is a
strongly (h, L)-graded conformal vertex algebra as constructed in Example 2.8. Then any
strongly (h, L)-graded module for V ♮ ⊗ VL is strongly ((〈0〉, 〈0〉), (h, L))-graded (note that L
is a self-dual lattice, i.e., L◦ = L).
Notation 5.5 For β1 ∈ A˜1, . . . , βp ∈ A˜p, we let W
(β1,...,βp) denote the following common
weight space of h1, . . . , hp, i.e.,
W (β1,...,βp) := {w ∈ W | hi · w = 〈hi, βi〉w, for all hi ∈ hi, i = 1, . . . , p}.
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Next we assume W to be a strongly ((h1, A˜1), . . . , (hp, A˜p))-graded V1⊗· · ·⊗Vp-module,
with the notation as in Definition 5.1.
Proposition 5.6 Suppose that W is irreducible. Then for β1 ∈ A˜1, . . . , βp ∈ A˜p, W
(β1,...,βp)
is irreducible under the algebra of operators A(V1 ⊗ · · · ⊗ Vp;W
(β1,...,βp)).
Proof. The proof is similar to the proof of Proposition 2.16. 
Lemma 5.7 For β ∈ A˜, we have
W (β) = W (β1,...,βp),
where β = β1 + · · ·+ βp.
Proof. This is a consequence of Definition 5.1. 
Theorem 5.8 Let W be a strongly ((h1, A˜1), . . . , (hp, A˜p))-graded irreducible V1⊗ · · ·⊗ Vp-
module, with the notions as in Definition 5.1. Then W is a tensor product of irreducible
strongly (hi, A˜i)-graded Vi-modules, for i = 1, . . . , p.
Proof . For simplicity of notation, we take p = 2, as above. Since W is irreducible, by
Remark 2.17, W =
∐
n¯=µW(n) for some µ ∈ C/Z, where n¯ denotes the equivalent class of
n ∈ C in C/Z. Choose β ∈ A˜ such that W (β) 6= 0. Then there exists n0 ∈ C such that W
(β)
(n0)
is the lowest weight space of W (β). Since W
(β)
(n0)
is finite dimensional and we are working over
C, there exists a simultaneous eigenvector w0 ∈ W
(β)
(n0)
for the commuting operators Li(0)
and the operators in hi, i = 1, 2. Denote by n1, n2 ∈ Z the corresponding eigenvalues for
L1(0), L2(0). Then we have n0 = n1 + n2. Denote by β1 ∈ A˜1, β2 ∈ A˜2 the corresponding
weights for h1, h2. By Lemma 5.7, we have W
(β) = W (β1,β2), and β = β1 + β2.
Now the L(−1)-derivative condition and the L(0)-bracket formula imply that
[L1(0), Y (v
(1) ⊗ 1, x)] = Y (L1(0)(v
(1) ⊗ 1), x) + x
d
dx
Y (v(1) ⊗ 1, x)
for v(1) ∈ V1. Thus for doubly homogeneous vector v
(1) and n ∈ Z,
wt1(v
(1) ⊗ 1)n = wt1(v
(1) ⊗ 1)− n− 1,
where wt1 refers to L1(0)-eigenvalue on both V1 ⊗ V2 and the space of operators on W . In
particular, (v(1) ⊗ 1)n permutes L1(0)-eigenspaces. Moreover, since (1⊗ v
(2))n, for v
(2) ∈ V2,
commutes with L1(0), it preserves L1(0)-eigenspaces. Of course, similar statements hold for
L2(0), h1(0), h2(0).
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By Lemma 5.6,W (β1,β2) is irreducible under the algebra of the operatorsA(V1⊗V2;W
(β1,β2)).
Then W (β1,β2) is generated by w0 by the irreducibility, and is spanned by elements of the
form
(v
(1)
1 ⊗ 1)m1 · · · (v
(1)
k ⊗ 1)mk(1⊗ v
(2)
1 )n1 · · · (1⊗ v
(2)
l )nlw0
where v
(1)
i ∈ V1 and v
(2)
j ∈ V2, v
(1)
i , v
(2)
j are doubly homogeneous, and the A-weights of∑m
i=1 v
(1)
i and
∑n
j=1 v
(2)
j are 0.
Hence W (β1,β2) is the direct sum of its simultaneous eigenspaces for Li(0) and hi, for
i = 1, 2, and the L1(0), L2(0)-eigenvalues are bounded below by n1, n2, respectively. It
follows that the lowest weight space W
(β1,β2)
(n0)
is filled up by the simultaneous eigenspace for
the operators Li(0) with eigenvalues ni. To be more precise, we use W
(β1,β2)
(n1,n2)
to denote the
subspace W
(β1,β2)
(n0)
. By a similar argument as in Proposition 5.6, W
(β1,β2)
(n1,n2)
is irreducible under
the algebra of operators A(V1 ⊗ V2;W
(β1,β2)
(n1,n2)
).
By the density theorem, the algebra A(V1 ⊗ V2;W
(β1,β2)
(n1,n2)
) fills up End W
(β1,β2)
(n1,n2)
. Be-
cause A(V1;W
(β1,β2)
(n1,n2)
) and A(V2;W
(β1,β2)
(n1,n2)
) are commuting algebras of operators and A(V1 ⊗
V2;W
(β1,β2)
(n1,n2)
) is generated by A(V1;W
(β1,β2)
(n1,n2)
) and A(V2;W
(β1,β2)
(n1,n2)
), we see that
End W
(β1,β2)
(n1,n2)
= A(V1;W
(β1,β2)
(n1,n2)
)A(V2;W
(β1,β2)
(n1,n2)
).
Choose an irreducible A(V1;W
(β1,β2)
(n1,n2)
)-submodule M1 of W
(β1,β2)
(n1,n2)
. Then A(V1;W
(β1,β2)
(n1,n2)
) acts
faithfully on M1 since any element of A(V1;W
(β1,β2)
(n1,n2)
) which annihilates M1 annihilates
A(V2;W
(β1,β2)
(n1,n2)
) ·M1 = A(V2;W
(β1,β2)
(n1,n2)
)A(V1;W
(β1,β2)
(n1,n2)
) ·M1 = (End W
(β1,β2)
(n1,n2)
)M1 = W
(β1,β2)
(n1,n2)
.
Thus A(V1;W
(β1,β2)
(n1,n2)
) restricts faithfully to End M1 and hence is isomorphic to a full matrix
algebra. Similarly, A(V2;W
(β1,β2)
(n1,n2)
) is isomorphic to a full matrix algebra. It follows that
End W
(β1,β2)
(n1,n2)
= A(V1;W
(β1,β2)
(n1,n2)
)⊗ A(V2;W
(β1,β2)
(n1,n2)
).
Then W
(β1,β2)
(n1,n2)
has the structure
W
(β1,β2)
(n1,n2)
=M1 ⊗M2
as an irreducible A(V1;W
(β1,β2)
(n1,n2)
)⊗A(V2;W
(β1,β2)
(n1,n2)
)-module. Here, as an irreducible A(Vi;W
(β1,β2)
(n1,n2)
)-
submodule of W
(β1,β2)
(n1,n2)
, Mi has A˜i-grading βi induced by hi, and has C-grading ni induced
by Li(0), respectively, for i = 1, 2.
Let
w0 = y1 ⊗ y2
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(where yi ∈ Mi, for i = 1, 2) be a nonzero decomposable tensor in W
(β1,β2)
(n1,n2)
. Let Wi be the
doubly graded Vi-submodule of W generated by w
0. Then the module W1 has a strongly
(h1, A˜1)-graded V1-module structure such that
W1 =
∐
n∈C, γ∈A˜
(W1)
(γ)
(n),
where
(W1)
(γ)
(n) = span{(v
(1)
1 ⊗ 1)s1 · · · (v
(1)
p ⊗ 1)spw
0|wt v
(1)
1 − s1 − 1 + · · ·+ wt v
(1)
p − sp − 1 = n− n1,
A-wt v
(1)
1 + · · ·+ A-wt v
(1)
p = γ − β1, v
(1)
1 , . . . , v
(1)
p ∈ V1, s1, . . . , sp ∈ Z}.
This module we constructed satisfies the grading restrictions (2.27) and (2.28) in Def-
inition 2.4, which follows from the fact that W is a strongly graded V1 ⊗ V2-module and
each doubly homogeneous subspace of W1 lies in the doubly homogeneous subspace of W .
Also, W
(γ)
1 is the weight space of h1 with weight γ, hence by Definition 4.4, W1 is a strongly
(h1, A˜1)-graded V1-module.
We claim that W1 is V1-irreducible (and similarly for W2). In fact, consideration of
the abelian group grading shows that any nonzero V1-submodule of W1 not intersecting
W (β1,β2) will give rise to a nonzero V1 ⊗ V2-submodule of W not intersecting W
(β1,β2). Thus
any nonzero V1-submodule of W1 must intersect W
(β1,β2). Then consideration of the weight
shows that the (β1, β2)-subspace of any nonzero V1-submodule ofW1 not intersectingW
(β1,β2)
(n1,n2)
would give rise to a nonzero A(V1 ⊗ V2;W
(β1,β2))-submodule of W (β1,β2) not intersecting
W
(β1,β2)
(n1,n2)
. Thus any nonzero V1-submodule of W1 must intersect W
(β1,β2)
(n1,n2)
. But the irreducible
A(V1;W
(β1,β2)
(n1,n2)
)-module A(V1;W
(β1,β2)
(n1,n2)
) ·w0 is the full intersection of W1 and W
(β1,β2)
(n1,n2)
, so that
the V1-submodule must contain w
0 and hence be all of W1. This proves the V1-irreducibility
of W1.
Finally, to show that W is isomorphic to W1 ⊗W2, consider the abstract tensor product
V1 ⊗ V2-module W1 ⊗W2, where Wi is the strongly A˜i-graded Vi-module defined above, for
i = 1, 2. Define a linear map
ϕ :W1 ⊗W2 →W
b1 · w
0 ⊗ b2 · w
0 7→ b1b2 · w
0,
where bi is any operator induced by Vi. Then ϕ is well defined and is a V1 ⊗ V2-module
homomorphism. Since W1 ⊗W2 is irreducible by Theorem 3.7, ϕ is a module isomorphism.

Example 5.9 Let VLi be the conformal vertex algebra associated with an even lattice Li as
in Example 2.8, where i = 1, . . . , p. Let VL1⊗· · ·⊗VLp be the tensor product strongly graded
vertex algebra of VL1 , . . . , VLp. By the construction of a lattice vertex algebra in Example
2.8, we have
VL1 ⊗ · · · ⊗ VLp = VL1⊕···⊕Lp,
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and every irreducible VL1⊕···⊕Lp-module is equivalent to a module of the form
VL1+γ1⊕···⊕Lp+γp = VL1+γ1 ⊗ · · · ⊗ VLp+γp ,
for some γi ∈ L
◦
i , i = 1, . . . , p. This example illustrates Theorem 5.8.
Now we can describe our main examples:
Corollary 5.10 The only irreducible strongly (h, L)-graded module of V ♮⊗VL, where L is the
unique even 2-dimensional unimodular Lorentzian lattice and h = {(h(−1)·1)0 | h ∈ L⊗ZC},
up to equivalence, is itself.
Proof . Let W be an irreducible strongly (h, L)-graded module of V ♮ ⊗ VL. Then by
Example 5.4, W is a strongly ((〈0〉, 〈0〉), (h, L))-graded module of V ♮ ⊗ VL. By Theorem
5.8, it is a tensor product of an irreducible strongly (〈0〉, 〈0〉)-graded V ♮-module with an
irreducible strongly (h, L)-graded VL-module. By [D2], V
♮ is its only irreducible module,
up to equivalence. Also, by [D1] (cf. [LL], Example 2.8), VL is its only irreducible module
because L is self-dual. Therefore
W = V ♮ ⊗ VL
as claimed. 
Remark 5.11 In Corollary 5.10, the 2-dimensional self-dual Lorentzian lattice can of course
be generalized to any self-dual nondegenerate even lattice.
6 Complete reducibility
Definition 6.1 Let V be a strongly (h, A)-graded conformal vertex algebra. Then a strongly
(h, A˜)-graded V -module is called completely reducible if it is a direct sum of irreducible
strongly (h, A˜)-graded V -modules.
Notation 6.2 In the remainder of this section, we will always let A = A1 ⊕ · · · ⊕ Ap,
h = h1 ⊕ · · · ⊕ hp, and V = V1 ⊗ · · · ⊗ Vp.
Definition 6.3 A strongly ((h1, A˜1), . . . , (hp, A˜p))-graded module for the tensor product
conformal vertex algebra V is called completely reducible if it is a direct sum of irreducible
strongly ((h1, A˜1), . . . , (hp, A˜p))-graded V -modules.
Theorem 6.4 Let V1, . . . , Vp be strongly (h1, A1), . . . , (hp, Ap)-graded conformal vertex alge-
bras, respectively, and let V be their tensor product strongly (h, A)-graded conformal vertex
algebra. Then every strongly ((h1, A˜1), . . . , (hp, A˜p))-graded V -module is completely reducible
if and only if every strongly (hi, A˜i)-graded Vi-module is completely reducible.
23
Proof. It suffices to prove the result for n = 2. LetW be a strongly ((h1, A˜1), (h2, A˜2))-graded
V = V1 ⊗ V2-module. Then by Proposition 5.7, we can take w ∈ W
(β1,β2)
(n1,n2)
, where βi ∈ A˜i,
ni ∈ C, for i = 1, 2.
Let M be the strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-submodule of W generated by
w, i.e., M is spanned by elements of the form
(v
(1)
1 ⊗ 1)s1 · · · (v
(1)
p ⊗ 1)sp(1⊗ v
(2)
1 )t1 · · · (1⊗ v
(2)
q )tqw
where v
(1)
1 , . . . , v
(1)
p are doubly homogeneous elements in V1 and v
(2)
1 , . . . , v
(2)
q are doubly ho-
mogeneous elements in V2, respectively, and s1, . . . , sp, t1, . . . , tq ∈ Z. Let Mi be the doubly
graded Vi-submodule ofM generated by w. ThenMi is a strongly (hi, A˜i)-graded Vi-module,
respectively, for i = 1, 2, in an obvious way as in the proof of Theorem 5.8.
By Proposition 4.7 and Example 5.3, M1 ⊗ M2 is strongly ((h1, A˜1), (h2, A˜2))-graded.
Moreover, we have a strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-module epimorphism from
M1 ⊗M2 to M by sending b1w ⊗ b2w 7→ b1b2w, where bi is an operator induced by Vi, for
i = 1, 2. If every strongly (hi, A˜i)-graded Vi-module is completely reducible, then Mi is
a direct sum of irreducible strongly (hi, A˜i)-graded Vi-modules and therefore M1 ⊗ M2 is
a direct sum of irreducible strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-modules (see Theo-
rem 4.8). Then as a quotient module of M1 ⊗ M2, M is also a direct sum of irreducible
strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-modules, and consequently, W is a direct sum of
irreducible strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-modules.
Conversely, assume that every strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-module W is
completely reducible. We first observe that V1 ⊗ V2 is strongly ((h1, A1), (h2, A2))-graded,
hence a ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-module itself by Proposition 4.6 and Example
5.3, and hence is a direct sum of irreducible strongly ((h1, A˜1), (h2, A˜2))-graded modules.
Let W be an irreducible strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-module. Then W is a
tensor product of an irreducible strongly (h1, A˜1)-graded module for V1 and an irreducible
strongly (h2, A˜2)-graded module for V2 by Theorem 5.8. In particular, V1 has irreducible
strongly (h1, A˜1)-graded modules and V2 has irreducible strongly (h2, A˜2)-graded modules,
respectively.
Let W1 be a strongly (h1, A˜1)-graded V1-module and W2 be an irreducible strongly
(h2, A˜2)-graded V2-module. Since every strongly ((h1, A˜1), (h2, A˜2))-graded V1 ⊗ V2-module
is completely reducible, W1 ⊗W2 is a direct sum of irreducible strongly ((h1, A˜1), (h2, A˜2))-
graded modules:
W1 ⊗W2 =
∐
i
Mi
where eachMi is an irreducible strongly ((h1, A˜1), (h2, A˜2))-graded V1⊗V2-module. Fix i and
let x
(i)
1 , . . . , x
(i)
n ∈ W1 and y
(i)
1 , . . . , y
(i)
n ∈ W2 be linearly independent doubly homogeneous
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elements such that
∑
j cjx
(i)
j ⊗y
(i)
j ∈Mi, where cj ∈ C, cj 6= 0. By the density theorem (as in
the proof of Theorem 3.7), each x
(i)
j ⊗y
(i)
j ∈Mi. LetWi1 be the doubly graded V1-submodule
of W1 generated by x
(i)
j0
, for some j0 ∈ {1, 2, . . . , n}. Then Wi1 is a strongly (h1, A˜1)-graded
V1-submodule as in the proof of Theorem 5.8. By the irreducibility of Mi, we see that
Mi = Wi1⊗W2 and that Wi1 is an irreducible strongly (h1, A˜1)-graded V1-submodule of W1.
Therefore, W1 ⊗W2 = (
∐
iWi1) ⊗W2. By the density theorem, for any nonzero w2 ∈ W2,
W1⊗w2 = (
∐
iWi1)⊗w2. Hence as a V1-module, W1
∼= (
∐
iWi1), and thus W1 is completely
reducible. Similarly for V2. 
Example 6.5 Let VLi be the conformal vertex algebra associated with an even lattice Li
as in Example 2.8, where i = 1, . . . , p. Let VL1 ⊗ · · · ⊗ VLp be the tensor product strongly
graded vertex algebra of VL1 , . . . , VLp. By the construction of a lattice vertex algebra as in
Example 2.8, we have
VL1 ⊗ · · · ⊗ VLp = VL1⊕···⊕Lp.
As in Example 2.8, every module for VL1⊕···⊕Lp, hence for VL1 ⊗ · · · ⊗ VLp, is completely
reducible. This example illustrates Theorem 6.4.
Corollary 6.6 Every strongly (h, L)-graded module for the strongly (h, L)-graded conformal
vertex algebra V ♮ ⊗ VL, where L is the unique even 2-dimensional unimodular Lorentzian
lattice and h = {(h(−1) · 1)0 | h ∈ L⊗Z C}, is completely reducible.
REFERENCES
[B] R. E. Borcherds, Vertex algebras, Kac-Moody algebras, and the Monster, Proc. Natl.
Acad. Sci. USA 83 (1986), 3068–3071.
[CN] J. H. Conway and S. P. Norton, Monstrous Moonshine, Bull. London Math. Soc., 11
(1979), 308-339.
[D1] C. Dong, Vertex algebras associated with even lattices, J. of Algebra 161 (1993), 245–
265.
[D2] C. Dong, Representations of the moonshine module vertex operator algebra, in: Math-
ematical Aspects of Conformal and Topological Field Theories and Quantum Groups,
South Hadley, MA, 1992, Contemporary Math., Vol. 175, Amer. Math. Soc., Providence,
RI, 1994, 27–36.
[DLM] C. Dong, H. Li and G. Mason, Regularity of rational vertex operator algebras, Adv.
Math. 132 (1997), 148–166.
[DMZ] C. Dong, G. Mason and Y. Zhu, Discrete series of the Virasoro algebra and the moon-
shine module, in: Algebraic Groups and their Generalizations: Quantum and Infinite-
dimensional Methods, University Park, PA, 1991, Proc. Sympos. Pure Math., Vol. 56,
Amer. Math. Soc., Providence, RI, 1994, 295–316.
25
[FHL] I. B. Frenkel, Y.-Z. Huang and J. Lepowsky, On axiomatic approaches to vertex oper-
ator algebras and modules, Mem. Amer. Math. Soc. 104, Amer. Math. Soc., Providence,
1993, no. 494 (preprint, 1989).
[FLM] I. B. Frenkel, J. Lepowsky and A. Meurman, Vertex Operator Algebras and the Mon-
ster, Pure and Appl. Math., Vol. 134, Academic Press, Boston, 1988.
[H] Y.-Z. Huang, A theory of tensor products for module categories for a vertex operator
algebra, IV, J. Pure Appl. Alg. 100 (1995), 173–216.
[HL1] Y.-Z. Huang and J. Lepowsky, Tensor products of modules for a vertex operator
algebras and vertex tensor categories, in: Lie Theory and Geometry, in honor of Bertram
Kostant, ed. R. Brylinski, J.-L. Brylinski, V. Guillemin, V. Kac, Birkha¨user, Boston,
1994, 349–383.
[HL2] Y.-Z. Huang and J. Lepowsky, A theory of tensor products for module categories for
a vertex operator algebra, I, Selecta Mathematica (New Series) 1 (1995), 699–756.
[HL3] Y.-Z. Huang and J. Lepowsky, A theory of tensor products for module categories for
a vertex operator algebra, II, Selecta Mathematica (New Series) 1 (1995), 757–786.
[HL4] Y.-Z. Huang and J. Lepowsky, A theory of tensor products for module categories for
a vertex operator algebra, III, J. Pure Appl. Alg. 100 (1995) 141–171.
[HLZ] Y.-Z. Huang, J. Lepowsky and L. Zhang, Logarithmic tensor category theory for
generalized modules for a conformal vertex algebra, Parts I - VIII, arXiv:1012.4193,
arXiv:1012.4196, arXiv:1012.4197, arXiv:1012.4198, arXiv:1012.4199, arXiv:1012.4202,
arXiv:1110.1929, arXiv:1110.1931.
[J] N. Jacobson, Structure of Rings, American Math. Soc. Colloquium. Publ. Vol. 37, Amer.
Math. Soc., Providence, RI, 1964.
[L] J. Lepowsky, Algebraic results on representations of semisimple Lie groups, Transactions
of the Amer. Math. Soc., 176 (1973), 1-44.
[LL] J. Lepowsky and H. Li, Introduction to Vertex Operator Algebras and Their Represen-
tations, Progress in Math., Vol. 227, Birkha¨user, Boston, 2003.
[W] N. R. Wallach, Real Reductive Groups, Vol. 1, Academic Press, 1988.
Department of Mathematics, Rutgers University, 110 Frelinghuysen Rd., Piscat-
away, NJ 08854-8019
E-mail address: yookinwi@math.rutgers.edu
26
