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На основе теории статистических решений рассмотрена задача обнаружения детерминированного сигнала, наблюдаемо-
го на фоне аддитивного гауссова шума, с использованием тестовой статистики третьего порядка и критерия Неймана-Пирсона. 
Предложено формирование тестовой статистики обнаружения в виде пиковой оценки моментной функции третьего порядка выхо-
да согласованного фильтра. Приведены результаты статистического моделирования, демонстрирующие преимущества использова-
ния статистик третьего порядка по сравнению с традиционными статистиками второго порядка. Ил. 6. Библиогр.: 8 назв. 
Ключевые слова: согласованный фильтр, моментная функция третьего порядка, отношение правдоподобия. 
 
Метод согласованной фильтрации широ-
ко используется на практике в современных сис-
темах связи [1] и радиолокации [2] при решении 
задач обнаружения детерминированных сигналов 
известной формы на фоне аддитивной гауссовой 
помехи. В условиях воздействия аддитивного 
белого гауссова шума или известной спектраль-
ной плотности мощности помехи, необходимой 
для реализации процедуры «отбеливания», а так-
же при обеспечении синхронизации приемника 
согласованный фильтр (СФ) является оптималь-
ным устройством. Согласованная фильтрация 
обеспечивает получение максимального отноше-
ния сигнал/шум на выходе СФ и, следовательно, 
минимизирует вероятность ошибки обнаружения 
детерминированного сигнала. Оптимальная обра-
ботка сводится к вычислению и сравнению с по-
рогом простейшей достаточной статистики вто-
рого порядка – пикового значения корреляцион-
ного интеграла принятого и опорного сигнала, 
форма и параметры которого точно соответству-
ют ожидаемому сигналу [2]. Решение о присутст-
вии сигнала в наблюдении принимают с помо-
щью оценки превышения величины отношения 
правдоподобия фиксированного порога при за-
данной вероятности ложной тревоги. 
В статье рассматривается подход к реше-
нию задачи обнаружения детерминированного 
сигнала известной формы, наблюдаемого на фоне 
аддитивной гауссовой помехи с использованием 
кумулянтных статистик третьего порядка [3, 4]. 
К достоинствам обработки сигналов с использова-
нием кумулянтных функций указанного порядка – 
оценки биспектральной плотности и корреляцион-
ной функции третьего порядка – следует отнести, 
прежде всего, высокую помехоустойчивость по 
отношению к аддитивной помехе с симметричной 
функцией плотности вероятности, а также инвари-
антность к случайным временным сдвигам сигна-
ла. Данный подход обладает рядом ценных и при-
влекательных преимуществ по сравнению с под-
ходом, основанным на оценивании статистик вто-
рого порядка. Отмеченные достоинства момент-
ных функций третьего порядка успешно исполь-
зуют для решения задач обнаружения и восстанов-
ления сигналов в условиях априорной неопреде-
ленности относительно параметров сигнальной 
составляющей и характеристик помехи [5, 6]. 
1. Тестовая статистика – моментная 
функция третьего порядка. Предположим, что 
на вход СФ поступает дискретный процесс, на-
блюдаемый в виде ансамбля из М реализаций, 
каждая из которых задана следующей последова-
тельностью вещественных временных отсчетов 
1
0
)( )}({ −=Iim ix , m = 1, 2,…, M вида 
)()()( )()()( inisix mmm +−= τ ,     (1) 
где s(i) – известный детерминированный сигнал; 
i = 0, 1,…, I-1 – индекс временного отсчета; τ(m) 
сдвиг сигнала, меняющийся по случайному закону 
от реализации к реализации; n(m)(i) – m-я реализация 
гауссова шума с нулевым средним значением. Фор-
ма сигнала s(i) полагается неизменной для всей на-
блюдаемой выборки из М реализаций. Сигнал и 
шум полагаются статистически независимыми. 
Выход СФ при поступлении на его вход 
произвольной m-й реализации (1) равен 
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где s(I-i) – зеркальное отображение сигнала s(i). 
Рассмотрим задачу двухальтернативного 
обнаружения детерминированного сигнала на 
фоне шума по критерию Неймана-Пирсона. 
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Для решения задачи обнаружения из-
вестного детерминированного сигнала s(i), на-
блюдаемого в смеси с аддитивным гауссовым 
шумом, воспользуемся предлагаемой в статье 
новой тестовой статистикой обнаружения, задан-
ной с помощью моментной функции и рассчиты-
ваемой в виде пикового значения оценки авто-
корреляционной функции третьего порядка 
(АФТП) процесса на выходе СФ. Предлагаемая 
выборочная, т. е. оцениваемая для произвольной 
m-й реализации, тестовая статистика обнаруже-
ния )(ˆ mysR  равна 
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Воспользуемся подходом, широко приме-
няемым в практике обнаружения сигнала и осно-
ванном на сравнении с некоторым порогом отно-
шения правдоподобия [7]. Для этого необходимо 
записать отношение правдоподобия для предла-
гаемых тестовых статистик обнаружения вида (3). 
2. Отношение правдоподобия в задаче 
обнаружения сигналов с использованием ста-
тистик третьего порядка. Предположим, что 
предлагаемая тестовая статистика )(ˆ mysR  – это слу-
чайная величина, статистическое распределение 
которой асимптотически стремится к нормально-
му закону при М → ∞. Тогда условные плотности 
вероятности, соответствующие наличию 
)ˆ( 1HRp sy  и отсутствию )
ˆ( 0HRp sy  сигнала, мо-
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где Н1 и Н0 – гипотеза присутствия и отсутствия 
сигнала соответственно; 
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ковое значение АФТП выхода СФ при условии 
отсутствия помехи на его входе;  
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– осредненная  
по М реализациям статистика, рассчитываемая 
при отсутствии сигнала на входе СФ; 
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порядка, рассчитываемая при поступлении на 
вход СФ аддитивной смеси сигнала и гауссова 
шума;  
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оценки тестовой статистики третьего порядка, 
вычисляемая в отсутствие сигнала на входе СФ – 
в наблюдении присутствует только гауссов шум;  
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Отношение правдоподобия в рассматри-
ваемой задаче двухальтернативного обнаружения 
сигнала определим следующим условием: 
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где LR – порог, величина которого выбирается 
согласно критерию Неймана-Пирсона по задан-
ной вероятности ложной тревоги Pa. 
Подставив в условие (6) выражения для 
условных плотностей вероятности (4) и (5) и вы-
полнив несложные преобразования, получим 
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Условие (7) позволяет рассчитать вероят-
ности обнаружения сигнала в присутствии гауссо-
ва шума по совокупности m = 1, 2,…, M реализа-
ций, наблюдаемых на входе СФ, с использованием 
предлагаемой статистики третьего порядка. 
Для сравнения показателей изложенного 
выше подхода, в котором при решении задачи 
обнаружения детерминированного сигнала в га-
уссовом шуме применяются статистики третьего 
порядка, далее рассмотрим подход к решению 
задачи обнаружения сигнала с использованием 
статистики второго порядка, рассчитываемой в 
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виде пикового значения оценки автокорреляци-
онной функции процесса на выходе СФ. 
3. Отношение правдоподобия в задаче 
обнаружения сигналов с использованием ста-
тистик второго порядка. Статистики второго 
порядка, вычисляемые на выходе СФ, в отличие 
от выше рассмотренных оценок АФТП (3) обо-
значим символом r. 
Условные плотности вероятности, соот-
ветствующие присутствию )ˆ( 1Hrp sy  и отсутст-
вию )ˆ( 0Hrp sy  сигнала на входе СФ, представим 
в виде выражений 
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ковое значение выборочной оценки автокорреля-
ционной функции выхода СФ, рассчитываемое 
при поступлении на его вход произвольной реа-
лизации x(m)(i) – аддитивной смеси сигнала и га-
уссова шума (1); 2
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пиковое значение сигнальной автокорреляцион-
ной функции выхода СФ, рассчитываемое при 
отсутствии шума на входе СФ; 
 
∑ ∑−
=
−
=
+−=
1
0
2
1
0
)()( )]()([ˆ
I
i
i
J
mm
y jiIsjnr n  – пиковое зна-
чение автокорреляционной функции выхода СФ, 
оцениваемое при отсутствии сигнала, т. е. когда 
на вход СФ поступает только реализация шума 
n(m)(i);  
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– дис-
персия оценки тестовой статистики второго по-
рядка, вычисляемая при поступлении на вход СФ 
смеси сигнала и гауссова шума; 
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оценки тестовой статистики второго порядка, 
рассчитываемая при отсутствии сигнала (в на-
блюдении присутствует только шум). 
Отношение правдоподобия в рассматри-
ваемой задаче двухальтернативного обнаружения 
с использованием тестовой статистики второго 
порядка определяется условием 
r
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где Lr – порог, величина которого выбирается 
согласно критерию Неймана-Пирсона по задан-
ной вероятности ложной тревоги Pa. 
Подставив в (10) выражения для услов-
ных плотностей вероятности (8) и (9) и выполнив 
необходимые преобразования, получим 
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Условие (11) позволяет рассчитать веро-
ятности обнаружения сигнала на фоне шума по 
m = 1, 2,…, M реализациям с использованием ста-
тистики второго порядка – оценки пикового значе-
ния автокорреляционной функции процесса на 
выходе СФ. 
Важную роль при решении задачи обна-
ружения сигнала на фоне шума играет порог, на 
выбор величины которого следует обязательно 
обратить внимание. Величина порога LR в (7) и 
величина порога Lr в (11) при заданной вероятно-
сти ложной тревоги Pa определяются соответст-
венно выражениями вида 
)1)1(2(erfinv)ˆ(2 −−= ayR PRL nσ ;       (12) 
)1)1(2(erfinv)ˆ(2 −−= ayr PrL nσ ,         (13) 
где erfinv (…) – функция, обратная функции оши-
бок 1)(2)
2
(erf −Φ= xx  и dtex
x t
∫
∞−
−=Φ 2
2
)(  [8]. 
Изложенный подход дает возможность 
рассчитать и сравнить между собой кривые обна-
ружения – зависимости вероятности правильного 
обнаружения от отношения сигнал/шум на входе 
СФ при фиксированной вероятности ложной тре-
воги для статистик третьего и второго порядка. 
4. Статистическое компьютерное мо-
делирование. Для сравнения показателей обна-
ружения детерминированного сигнала на фоне 
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шума с использованием статистик третьего и вто-
рого порядков исследовались следующие типо-
вые модели сигналов, широко применяемые на 
практике в системах радиолокации (см. рис. 1): 
–  одиночный видеоимпульс; 
–  два импульса треугольной формы разной 
амплитуды – простейшая модель дальностного 
портрета, наблюдаемая в радиолокационной стан-
ции (РЛС) с высоким разрешением по дальности; 
–  линейно-частотно-модулированный сигнал 
(ЛЧМ), равный s(i) = Аcos[2π(fmin+ βi)i], β = (fmax – 
fmin)/I. 
 
 
а) 
 
б) 
 
в) 
 
Рис. 1. Исследуемые сигналы: а) – одиночный видеоимпульс;       
б) – два импульса треугольной формы разной амплитуды;             
в) – ЛЧМ сигнал 
 
Интервал наблюдения I исследуемых тес-
товых сигналов равен 256 отсчетам. 
Для оценки поведения функций 
)ˆ( 1HRp sy  (4) и )
ˆ( 0HRp sy  (5), а также функций 
)ˆ( 1Hrp sy  (8) и )ˆ( 0Hrp sy  (9) были построены 
гистограммы.  
На рис. 2 и 3 представлены примеры гра-
фиков гистограмм, которые построены для вы-
борки из М = 10000 реализаций. Исходные рас-
четные данные: амплитуда А1 = 1 и длительность 
одиночного видеоимпульса Δt = 7 отсчетов. Дис-
персия шума на входе согласованного фильтра 
равна 2nσ  = 1. 
Рис. 2. Гистограммы распределений условных плотностей веро-
ятности, построенные для статистик третьего порядка:               
––■–– – )ˆ( 1HRp sy  и  ---□--- – )
ˆ( 0HRp sy  
 
 
 
Рис. 3. Гистограммы распределений условных плотностей 
вероятности, построенные для статистик второго порядка:      
––■–– – )ˆ( 1Hrp sy  и  ---□--- – )ˆ( 0Hrp sy  
 
Анализ поведения кривых на рис. 2 и 3 
позволяет отметить следующие особенности: 
–  закон распределения тестовых статистик 
третьего )(ˆ mysR  и второго 
)(ˆ mysr порядка (см. форму-
лы (4, 5) и (8, 9) соответственно) асимптотически 
стремится к нормальному; 
–  различие формы кривых (различие величин 
математического ожидания и среднеквадратиче-
ского отклонения) на рис. 2 вызвано отличием 
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величин )ˆ(
syRσ  и syR  в формуле (4) от величин 
)ˆ(
nyRσ  и nyR  в формуле (5) для тестовых стати-
стик третьего порядка, и на рис. 3 – отличием 
)ˆ(
syrσ  и syr  в формуле (8) от величин )ˆ( nyrσ  и 
nyr  в формуле (9). 
Особый интерес при статистическом мо-
делировании представляет исследование вероят-
ности обнаружения сигнала при малых отноше-
ниях сигнал/шум, так как с уменьшением послед-
ней величины вероятность правильного обнару-
жения сигнала на фоне шума снижается.  
На рис. 4–6 приведены графики кривых 
обнаружения – зависимости вероятности пра-
вильного обнаружения сигнала от отношения 
сигнал/шум на входе СФ при фиксированной ве-
роятности ложной тревоги Pa. Количество реали-
заций, участвующих в статистическом моделиро-
вании равно М = 1000 реализаций. Величина слу-
чайного сдвига сигнала τ(m) в (1) менялась в ши-
роких пределах. 
 
 
Рис. 4. Кривые обнаружения: одиночный видеоимпульс пря-
моугольной формы длительностью Δt = 6 отсчетов и амплиту-
дой А1 = 10 
 
Сплошными линиями на графиках 
рис. 4–6 показаны зависимости, полученные для 
тестовых статистик третьего порядка, а пунктир-
ными линиями – для статистик второго порядка. 
На кривых, которые приведены на графиках 
рис. 4–6, использованы следующие обозначения: 
––■–– и ---□--- вероятность ложной тревоги 
Pa = 10-2; ––●–– и ---○--- вероятность ложной тре-
воги Pa = 10-5; ––▲–– и ---Δ--- вероятность лож-
ной тревоги Pa = 10-7.  
Отношение сигнал/шум (SNR) по мощно-
сти на входе СФ рассчитывалось как 
 
)lg(10 2
n
sPSNR σ= ,  (14) 
где ∑−
=
=
1
0
2)]([1
T
i
s isT
P ; Т – длительность сигнала; 
2
nσ  – дисперсия гауссова шума на входе СФ. 
 
 
Рис. 5. Кривые обнаружения: два импульса треугольной формы 
одинаковой длительности Δt = 9 отсчетов и различными ампли-
тудами А1 = 5 и А2 = 10, разнос импульсов dt = 7 отсчетов 
 
 
 
Рис. 6. Кривые обнаружения: - сигнал амплитудой А = 4, fmin = 
10 Гц, fmax = 1000 Гц 
 
Анализ результатов компьютерного мо-
делирования, представленных графиками на 
рис. 4–6, позволяет отметить следующее: 
–  использование тестовой статистики третьего 
порядка обеспечивает лучшие показатели обнару-
жения сигнала в гауссовом шуме по сравнению с 
тестовой статистикой второго порядка для трех 
типов исследуемых сигналов. Этот важный ре-
зультат обусловлен свойством стремления к нулю 
моментной функции третьего порядка помехи с 
симметричной плотностью вероятности. Данное 
свойство обеспечивает робастность предлагаемого 
подхода к обнаружению детерминированного сиг-
нала на фоне гауссова шума;  
–  вероятность обнаружения сигнала слабо за-
висит от вероятности ложной тревоги; 
–  выигрыш, достигаемый по величине отно-
шения сигнал/шум на входе согласованного 
фильтра для обеспечения требуемой величины 
вероятности правильного обнаружения при фик-
сированной вероятности ложной тревоги, равен 
приблизительно 4 дБ при использовании тестовой 
статистики третьего порядка по сравнению со 
статистикой второго порядка. С практической 
точки зрения, важно отметить, что достигаемый 
выигрыш проявляется при малых отношениях 
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сигнал/шум, наблюдаемых на входе согласован-
ного фильтра; 
–  поведение кривых обнаружения не меняется 
при вариациях случайного сдвига принимаемого 
сигнала.  
Выводы. Таким образом, предложен и 
исследован на основе теории статистических ре-
шений подход к улучшению вероятности пра-
вильного обнаружения детерминированного сиг-
нала на фоне аддитивного гауссова шума. Резуль-
таты компьютерного моделирования показывают, 
что помехоустойчивость предложенной тестовой 
статистики обнаружения третьего порядка лучше 
по сравнению с тестовой статистикой второго 
порядка. Преимущество предлагаемой процедуры 
обнаружения сигнала наилучшим образом прояв-
ляется в практически важных условиях малых 
отношений сигнал/шум на входе согласованного 
фильтра. Предлагаемые тестовые статистики не-
чувствительны к случайным сдвигам сигнала на 
входе СФ, т. е. при обнаружении сигнала не тре-
буется обеспечение жестких требований к син-
хронизации, предъявляемых для надежной рабо-
ты традиционного согласованного фильтра. 
В заключение отметим, что результаты работы 
могут быть полезны для использования в систе-
мах цифровой связи и радиолокации, работаю-
щих в условиях малых отношений сигнал/шум на 
входе согласованного фильтра.  
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SIGNAL DETECTION IN GAUSSIAN NOISE BY 
USING THIRD-ORDER TEST STATISTICS  
 
А. V. Тоtsky 
 
The detection problem is considered for deterministic 
signal observed in additive mixture with Gaussian noise by using 
test third-order statistic on the basis of Neyman-Pearson criterion 
and theory of statistical decisions. The forming of detection statis-
tic in the form of peak estimate of third-order moment function at 
the matched filter output has been suggested. Results of computer 
simulation demonstrating the benefits of third-order statistics com-
paring with conventional second-order statistics are represented. 
Key words: matched filter, third-order moment func-
tion, likelihood ratio. 
 
ВИЯВЛЕННЯ СИГНАЛІВ У ГАУССОВІМ ШУМІ 
З ВИКОРИСТАННЯМ ТЕСТОВИХ  
СТАТИСТИК ТРЕТЬОГО ПОРЯДКУ  
 
О. В. Тоцький 
 
На основі теорії статистичних рішень розглянуто 
задачу виявлення детермінованого сигналу, який спостережу-
ють в адитивній суміші з гаусовим шумом, з використанням 
статистики третього порядку і критерія Неймана-Пірсона. 
Запропоновано формування тестової статистики виявлення у 
вигляді пікової оцінки моментної функції третього порядку 
виходу узгодженого фільтра. Приведені результати статисти-
чного моделювання, які демонструють переваги використання 
статистик третього порядку у порівнянні з традиційними ста-
тистиками другого порядку. 
Ключові слова: узгоджений фільтр, моментна функ-
ція третього порядку, відношення правдоподібності. 
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