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ABSTRAK
Sasirangan adalah kain adat suku Banjar di Kalimantan Selatan yang dibuat dengan
teknik tusuk jelujur. Penelitian menggunakan uji algoritma Naive Bayes Klasifikasi
terhadap citra kain sasirangan yang diekstrak dengan metode berbasis color histogram
dan GLCM data terdiri dari 30 citra digital kain sasirangan terdiri dari 10 data citra
motif Hiris Gagatas dengan label g class 0, 10 data citra motif Kulat Kurikit diberi
label k class 1, dan 10 data citra motif Absrak diberi label a class 2. Pengujian data
menggunakan X-Validation dengan ketentuan Number Validaton uji 10 sampai dengan
2, type validasi yang diuji mulai dari Stratified Sampling, Shuffled Sampling dan Linier
Sampling. Kesimpulan dari penelitian yang dilakukan diperoleh hasil accuracy
Stratified Sampling Color Histogram dengan nilai validasi 5 miliki nilai tertinggi
dibandingkan Shuffled Sampling dan Linier Sampling dengan accuracy 63.33%. Hasil
accuracy Stratified Sampling GLCM 0°, GLCM 45°, dan GLCMRata-rata dengan nilai
validasi 3 miliki nilai tertinggi dengan accuracy 80.00%. Sedangkan hasil accuracy
Stratified Sampling GLCM 90° dengan nilai validasi 3 dan Accuracy Linier Sampling
nilai validasi 10 miliki nilai tertinggi dengan accuracy 73.33%. Hasil accuracy
Stratified Sampling GLCM 135° dengan nilai validasi 3 miliki accuracy 76.67%.
Kata Kunci : Sasirangan, Naive Bayes, Klasifikasi, Color Histogram, Grey Level
Coocurrence Matrix (GLCM)
PENDAHULUAN
Sasirangan adalah kain adat suku Banjar
di Kalimantan Selatan yang dibuat
dengan teknik tusuk jelujur. Sejak tahun
2007, industri sasirangan ditetapkan
sebagai salah satu dari sepuluh
komoditi/produk/jenis usaha (KPJU)
unggulan Kalimantan Selatan.
Berdasarkan ragam hiasnya, sasirangan
memiliki bermacam-macam motif, motif
yang telah dikreasikan sesuai permintaan
pemesan ataupun kreasi dari pengrajin
sendiri. Karena nilai budaya dan nilai
seninya, maka sasirangan menjadi
produk yang bernilai ekonomis tinggi di
era modern ini. Namun, selain sebagai
produk ekonomi, sasirangan memiliki
karakteristik pada motifnya. Motif -
motif dan ragam hiasnya, yang lahir dan
dibangun dari proses kognitif manusia
yang diperoleh dari sekitarnya. Sekarang
ini motif sasirangan beragam dan masih
ada beberapa yang belum dikenal
masyarakat. Hal inilah dianggap sebagai
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salah satu aspek yang menarik untuk
diteliti menggunakan sains dan
teknologi. Pada penelitian ini,
mengadopsi tentang bagaimana
pemrosesan citra dapat digunakan untuk
mengenali fitur dari citra sasirangan.
Istilah fitur dari motif sasirangan adalah
menyatakan representasi suatu fungsi
citra kain sasirangan yang digunakan
dalam pemrosesan visual lebih lanjut.
Ektraksi fitur dari citra sasirangan
merupakan proses untuk mendapatkan
ciri dari dari persepsi visualnya.
Salah satu cara untuk mengatasi hal
tersebut dengan melakukan klasifikasi
kain. Sebenarnya terdapat banyak
algoritma yang dapat dipergunakan
untuk klasifikasi berdasarkan motif.
Namun belum diketahui manakah
algoritma yang lebih akurat untuk proses
klasifikasinya. Penerapan algoritma
Naïve Bayes diharapkan juga sebagai
model yang tepat untuk menangani
masalah klasifikasi sasirangan.
RUMUSAN MASALAH
Dari latar belakang masalah di atas,
dapat disimpulkan bahwa terdapat
banyak algoritma yang dapat
dipergunakan untuk klasifikasi
berdasarkan motif. Namun belum
diketahui manakah algoritma yang lebih
akurat untuk proses klasifikasinya.
Sedangkan pertanyaan penelitian
(research questions) pada penelitian ini
adalah: “Bagaimana akurasi algoritma
Naive Bayes dengan menggukan fitur
ekstraksi color histogram dan GLCM
untuk klasifikasi motif sasirangan?”
TUJUAN PENELITIAN
Berdasarkan  latar  belakang  dan
rumusan  masalah diatas,  maka
penelitian  ini bertujuan untuk Tujuan
penelitian ini yaitu :
1. Menerapkan algoritma Naïve Bayes
pada proses klasifikasi motif
sasirangan.
2. Mengukur kinerja klasifikasi motif
sasirangan dengan naïve bayes.
TARGET LUARAN DAN MANFAAT
PENELITIAN
Target luaran dalam pembuatan laporan
penelitian ini diharapkan dapat
memberikan kontribusi positif sebagai
media mengenalkan potensi daerah
secara universal. Target luaran wajib dan
tambahan dalampembuatan penelitian ini
adalah :
a. Publikasi ilmiah dalam jurnal
lokal yang mempunyai ISSN atau
jurnal nasional terakreditasi
seperti jurnal Al ‘Ulum
Universitas Islam Kalimantan
(UNISKA)
b. Proseding pada seminar ilmiah
baik yang berskala lokal,
regional maupun nasional.
c. Pengayaan bahan ajar/diktat.
.
Manfaat dari penelitian ini adalah
:
1. Manfaat praktis
Algoritma Naïve Bayes
dapat digunakan pada
proses klasifikasi motif
sasirangan.
2. Manfaat teoritis
Diharapkan Naïve Bayes
dapat menghasilkan
kinerja yang maksimal
pada proses klasifikasi
motif sasirangan.
3. Manfaat kebijakan
Klasifikasi motif
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sasirangan diharapkan
dapat membantu
masyarakat atau pihak pihak terkait
untuk mengenali motif kain sasirangan.
METODE PENELITIAN
1. Pengumpulan Data
Metode penelitian yang dilakukan adalah
metode penelitian eksperimen, dengan
tahapan penelitian seperti berikut:
1. Pengumpulan Data (Data Gathering)
Data primer yang diperoleh peneliti
adalah data hasil foto sasirangan.
2. Pengolahan Awal Data (Data Pre-
processing)
Merupakan  tahap pengolahan awal
data dalam mempersiapkan data
yang telah diperoleh dari tahap
pengumpulan data sebelumnya untuk
dilakukan proses selanjutnya.
3. Model/Metode Yang Diusulkan
(Proposed Model/Method)
Metode yang diusulkan adalah
metode perbandingan tingkat akurasi
dari masing-masing fitur yang diuji
dengan Naïve klasifikasi.
4. Eksperimen dan Pengujian Metode
(Method Test and Experiment)
Eksperimen dan pengujian metode
merupakan perhitungan dan simulasi
pengujian metode yang digunakan
pada penelitian ini.
5. Evaluasi dan Validasi Hasil (Result
Evaluation and Validation)
Pada tahapan ini dilakukan evaluasi
terhadap kesimpulan atau informasi
yang diperoleh dari tiga kelas data
yang diperoses hasil diperoleh yaitu
tingkat akurasi.
Gambar 1 Persiapan Pengumpulan Data
Gambar 2 Ukuran Frame Pigura Foto
Kain
Gambar 3 Ukuran Jarak Frame Foto
dengan Tripod/Kamera
Gambar 4 Pengambilan Citra Kain
Sasirangan Menggunakan Kamera
Digital
2. Pengolahan Awal Data (Data Pre-
processing)
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Langkah-langkah yang dilakukan dalam
tahap preprocessing :
1. Melakukan cropping bagian tepi
frame foto tujuannya
menghilangkan background foto
sehingga hanya ada bagian kain
sasirangan dengan ukuran
800x444 piksel siap sebagai
dataset dan proses lanjutan yaitu
ekstraksi.
2. Melakukan proses ekstraksi fitur
bebasis color histogram dan
Greey Level Coocurence Matrix
(GLCM)  Atribut yang
digunakan dari masing-masing
metode berbeda. Penggunaan
atribut yang dipakai pada
penelitian berdasarkan tabel
dibawah ini hanya beberapa
besaran yang diusulkan Haralick,
Newsam dan Kammath (2005)
hanya menggunakan lima
besaran untuk GLCM, berupa
angular second moment (ASM),
contrast, inverse different
moment (IDM), entropi, dan
korelasi.
3. Model/Metode Yang Diusulkan
(Proposed Model/Method)
Terdapat banyak algotrima yang dapat
dipakai untuk klasifikasi namun belum
diketahui algoritma manakah  yang
memiliki kinerja lebih akurat. Metode
yang diusulkan adalah metode
perbandingan tingkat akurasi hasil
ekstraksi color histogram dengan GLCM
yang diuji dengan Naïve Bayes
klasifikasi.
4. Eksperimen dan Pengujian
Metode (Method Test and
Experiment)
Eksperimen dan pengujian metode
merupakan perhitungan dan simulasi
pengujian dalam menentukan class yang
relevan dan jumlah citra yang relevan.
Citra relevan disini berarti citra hasil
pencarian yang memiliki kelas sama
dengan citra query. Dengan demikian
menghasilkan keluaran akurasi terbesar
dari klasifikasi sasirangan. Pengujian
pada tahap ini menggunakan tabel hasil
ekstraksi color histogram dan GLCM
digunakan sebagai model pada Tools
Rapidminer.
5. Evaluasi dan Validasi Hasil
Analisa kebutuhan dilakukan untu
mengetahui semua kebutuhan sistem,
baik  pada saat perancangan ataupun
pada saat sistem diimplementasikan.
Dengan mengetahui kebutuhan sistem
maka proses pengembangan software
dan implementasi dapat dikerjakan
dengan lebih efisien.
Hardware yang diperlukan yakni
kamera, jenis kamera digunakan penulis
pada penelitian ini adalah kamera digital
(saku) dengan lensa 33mm-96mm
(Equivalent) 14MP.
Laptop yang digunakan untuk
melakukan penelitian ini dengan
spesifikasi Processor intel i5 1.7Ghz,
VGA NVIDIA Geforce 820 2GB. RAM
4GB DDR3
Penerapan metode–metode yang akan
digunakan diimplementasi dengan
software MatLab 2010a dengan antar
muka Graphical User Interface (GUI).
Software matlab banyak digunakan
untuk penelitian pattern recognition,
voice recognition dan teori-teori lain,
pembuatan aplikasi dapat dilakukan
dengan cepat dengan bantuan fungsi-
fungsi yang sudah tersedia. Pengujian
data dan algoritma serta validasi
menentukan akurasi menggunakan
RapidMiner 5. Operating System yang
digunakan Windows 7 64 bit.
6. Eksperimen dan Pengujian
Model/Metode
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1. Ekstraksi Fitur Berbasis
Histogram
Ekstraksi fitur berbasis color histogram
ini menganalisa berdasarkan 6 atribut
yakni rerata intensitas (Mu), Deviasi,
Skewness, Energi, Entropi, Smoothness.
Sistem ekstraksi fitur berbasis color
histogram menampilkan analisis tekstur
kain sasirangan dengan bahasa
pemprograman untuk membuat aplikasi
ini adalah MatLab 2010a.
Gambar 5  Bagan Alir tahap analisa
Hasil proses ekstraksi color histogram
dengan 6 atribut dari 30 citra digital kain
sasirangan terdiri dari 10 data citra motif
Hiris Gagatas dengan label g menjadi
class 0, 10 data citra motif Kulat Kurikit
diberi label k mejadi class 1, dan 10 data
citra motif Absrak diberi label a menjadi
class 2. Hasil ekstraksi tersebut
kemudian akan digunakan sebagai file
repository pada aplikasi RapidMiner 5
untuk melanjutkan ke tahap selanjutnya.
2. Ekstraksi Fitur GLCM
Ekstraksi fitur GLCM ini menganalisa
berdasarkan 5 atribut berupa angular
second moment (ASM), contrast, inverse
different moment (IDM), entropi, dan
korelasi.
Gambar 6  Diagram Alir Ekstraksi GLCM
3. Validasi Hasil
Gambar 7 Validasi Operator
Membuat model menentukan jenis
validasi dan algoritma naive bayes
klasifikasi. Tahap selanjutnya adalah
pengujian data menggunakan X-
Validation dengan ketentuan Number
Validation uji 10 sampai dengan 2, type
validasi yang diuji mulai dari Stratified
Sampling, Shuffled Sampling dan Linier
Sampling.
Gambar 7 Algoritma Naive Beyes
Skenario pengujian yang dilakukan
adalah dengan mengunakan data training
sebagai pelatihan terhadap sistem. Hasil
klasifikasi data uji oleh sistem
dibandingkan dengan klasifikasi data uji
yang sesungguhnya. Analisis dilakukan
dengan membandingkan antara data uji
yang berhasil diklasifikasi dengan benar
dengan semua data uji, maka didapatkan
akurasi sistem klasifikasi motif tersebut
berdasarkan tekstur kain.
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PENUTUP
Kesimpulan
Berdasarkan hasil penelitian dan
pengukuran, dapat disimpulkan:
1. Accuracy Stratified Sampling
Histogram dengan nilai validasi 5
miliki nilai tertinggi diantara
kedua sampling dengan accuracy
63.33%. Recall 70.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
abstrak, 50.00%  pengambilan
data yang berhasil dilakukan
terhadap bagian data yang
relevan dengan query motif
gagatas, dan 70.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan bagian
data yang di ambil sesuai dengan
informasi yang dibutuhkan
(precision) 77.78% untuk motif
abstrak, 71.43% untuk motif
gagatas, dan 50.00% untuk motif
kulat kurikit.
2. Accuracy Stratified Sampling
GLCM sudut 0° dengan nilai
validasi 3 miliki nilai tertinggi
diantara kedua sampling dengan
accuracy 80.00%. Recall 80.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
abstrak, 70.00%  pengambilan
data yang berhasil dilakukan
terhadap bagian data yang
relevan dengan query motif
gagatas, dan 90.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan 66.67%
bagian data yang di ambil sesuai
dengan informasi yang
dibutuhkan (precision) untuk
motif abstrak, 77,78% untuk
motif gagatas, dan 100% untuk
motif kulat kurikit.
3. Accuracy Stratified Sampling
GLCM sudut 45° dengan nilai
validasi 3 miliki nilai tertinggi
diantara kedua sampling dengan
accuracy 80.00%. Recall 80.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
abstrak, 70.00%  pengambilan
data yang berhasil dilakukan
terhadap bagian data yang
relevan dengan query motif
gagatas, dan 90.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan 66.67%
bagian data yang di ambil sesuai
dengan informasi yang
dibutuhkan (precision) untuk
motif abstrak, 77,78% untuk
motif gagatas, dan 100% untuk
motif kulat kurikit.
4. Accuracy Stratified Sampling
GLCM sudut 90° dengan nilai
validasi 3 miliki nilai tertinggi
dengan accuracy 73.33%. Recall
80.00% pengambilan data yang
berhasil dilakukan terhadap
bagian data yang relevan dengan
query motif abstrak, 70.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
gagatas, dan 70.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan 72.73%
bagian data yang di ambil sesuai
dengan informasi yang
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dibutuhkan (precision) untuk
motif abstrak, 58,33% untuk
motif gagatas, dan 100% untuk
motif kulat kurikit.
5. Accuracy Linier Sampling
GLCM sudut 90° dengan nilai
validasi 10 miliki nilai accuracy
73.33%. Recall 80.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
abstrak, 50.00%  pengambilan
data yang berhasil dilakukan
terhadap bagian data yang
relevan dengan query motif
gagatas, dan 90.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan 61.54%
bagian data yang di ambil sesuai
dengan informasi yang
dibutuhkan (precision) untuk
motif abstrak, 71,43% untuk
motif gagatas, dan 90.00% untuk
motif kulat kurikit.
6. Accuracy Stratified Sampling
GLCM sudut 135° dengan nilai
validasi 3 miliki nilai tertinggi
diantara kedua sampling dengan
accuracy 76.67%. Recall 80.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
abstrak, 60.00%  pengambilan
data yang berhasil dilakukan
terhadap bagian data yang
relevan dengan query motif
gagatas, dan 90.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan 61.54%
bagian data yang di ambil sesuai
dengan informasi yang
dibutuhkan (precision) untuk
motif abstrak, 75,00% untuk
motif gagatas, dan 100.00%
untuk motif kulat kurikit.
7. Accuracy Stratified Sampling
GLCM Rata-Rata dengan nilai
validasi 3 miliki nilai tertinggi
diantara kedua sampling dengan
accuracy 80.00%. Recall 80.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
abstrak, 70.00%  pengambilan
data yang berhasil dilakukan
terhadap bagian data yang
relevan dengan query motif
gagatas, dan 90.00%
pengambilan data yang berhasil
dilakukan terhadap bagian data
yang relevan dengan query motif
kulat kurikit. Sedangkan bagian
data yang di ambil sesuai dengan
informasi yang dibutuhkan
(precision) 66.67% untuk motif
abstrak, 77,78% untuk motif
gagatas, dan 100.00% untuk
motif kulat kurikit.
Dengan demikian metode GLCM lebih
baik digunakan sebagai ekstraksi fitur
dan memiliki akurasi tertinggi 80.00%
dibandingkan dengan metode color
histogram yang hanya mencapai
accuracy 63.33%. Nilai precision dengan
metode GLCM diperoleh motif kulat
kurikit mendominasi bernilai 100.00%.
Saran
Agar penelitian ini bisa ditingkatkan,
berikut ini adalah saran-saran yang
diusulkan;
1. Menambahkan jumlah jenis motif
kain sasirangan, menambah
jumlah data yang lebih besar
sehingga data pengukuran yang
idapat lebih baik lagi.
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2. Menggunakan metode yang
berbeda sehingga diperoleh
algoritma yang terbaik untuk
klasifikasi kain sasirangan.
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