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Abstract
We generalize the multiplication algorithm of D.V. and G.V. Chudnovsky. Using the new
algorithm, we improve the upper bounds of the bilinear complexity of multiplication in all extensions
of a finite field of characteristic 2. On the other hand, we also improve in characteristic 2 the
asymptotic upper bounds of this complexity.
 2004 Elsevier Inc. All rights reserved.
Keywords: Bilinear complexity; Finite field; Algebraic function field
1. Introduction–notations
1.1. Bilinear complexity of multiplication
Let Fq be a finite field with q elements where q is a prime power and let Fqn be a degree
n extension of Fq . We denote by m the ordinary multiplication in the finite field Fqn . This
field will be considered as a Fq -vector space. The multiplication m is a bilinear map from
Fqn×Fqn into Fqn , thus it corresponds to a linear mapM from the tensor productFqn⊗Fqn
over Fq into Fqn . One can also represent M by a tensor tM ∈ F∗qn ⊗ F∗qn ⊗ Fqn where F∗qn
denotes the dual of Fqn over Fq . Hence the product of two elements x and y of Fqn is the
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tM =
λ∑
l=1
al ⊗ bl ⊗ cl, (1)
where al ∈ F∗qn , bl ∈ F∗qn , cl ∈ Fqn , then
x.y =
λ∑
l=1
al(x)bl(y)cl. (2)
Every expression (2) is called a bilinear multiplication algorithm U . The integer λ is called
the multiplicative complexity µ(U) of U .
Let us set
µq(n)=minU µ(U),
where U is running over all bilinear multiplication algorithms in Fqn over Fq . Then µq(n)
is called the bilinear complexity of multiplication in Fqn over Fq , and it corresponds to the
minimum possible number of summands in any tensor decomposition of type (1).
In the paper we will denote by F/Fq an algebraic function field in one variable over the
finite field Fq . We will denote by g(F ) the genus of F/Fq and by Nk(F ) the number of
the degree k places of F/Fq .
1.2. Known results
The bilinear complexity µq(n) of multiplication in the n-degree extension of a finite
field Fq with q elements is exactly known for certain values of n. In particular, S. Winograd
[12] and H. de Groote [6] have shown that this complexity is  2n − 1, with equality
holding if and only if n q/2+ 1. Shparlinski, Tsfasman, and Vladut in [10] have studied
the algorithm of D.V. and G.V. Chudnovsky [4] and have found asymptotic bounds. More
precisely, they have proved that for any prime power q  3, Mq  6(1 + 1/(q − 2)),
Mq2  2(1 + 1/(q − 2)) and M2  27 where Mq = lim supn→∞µq(n)/n. Using the
principle of the D.V. and G.V. Chudnovsky algorithm [4] applied to elliptic curves,
M.A. Shokrollahi has shown in [9] that the bilinear complexity of multiplication is equal
to 2n for q/2+ 1 < n< (q + 1+ (q))/2 where  is the function defined by
(q)=
{
greatest integer 2√q prime to q , if q is not a perfect square,
2√q, if q is a perfect square.
Recently in [1–3], S. Ballet has generalized to algebraic function fields of genus g the
study made by M.A. Shokrollahi. He mainly proved in [3] that the bilinear complexity
µq(n) of multiplication in any finite extension Fqn of the finite field Fq where q is an
arbitrary prime power verifies
µq(n) Cqn,
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Cq =


6
(
1+ p/(q − 3)) if q > 3,
2
(
1+ p/(√q − 3)) if q > 9 and q is a perfect square,
27 if q = 3,
54 if q = 2.
The later bounds are obtained from the existence (cf. [3]) of a tower of algebraic function
fields satisfying the conditions of the following theorem proved in [2].
Theorem 1.1. Let q be a prime power and n > 1 be an integer. If there exists an
algebraic function field F/Fq of genus g(F ) with 2g(F ) + 1  q(n−1)/2(q1/2 − 1) such
that N1(F ) > 2n+ 2g(F )− 2, then
µq(n) 2n+ g(F )− 1.
Note that this result is valid for all n, not merely asymptotically as the result of
Shparlinski, Tsfasman, and Vladut [10] recalled above and also that the curves used are
constructible in contrast to curves used in [10]. However for the asymptotic bound they
obtain a better result because they use a tower which is more dense than the tower of
Garcia–Stichtenoth [5] completed by intermediate steps [3]. More precisely, the sequence
of function fields used by Shparlinski, Tsfasman, and Vladut verifies limk→∞ gk+1/gk = 1.
The tower of Garcia–Stichtenoth satisfies limk→∞ gk+1/gk = q , and the tower of Garcia–
Stichtenoth completed by S. Ballet satisfies limk→∞ gk+1/gk = p. This explains the
numerator p in the bound.
1.3. New results established in this paper
In Section 2 we generalize the D.V. and G.V. Chudnovsky multiplication algorithm, by
interpolating on degree one and degree two places instead of degree one places only. This
algorithm and the conditions of application are described in Theorem 2.1.
From this new algorithm we prove two theorems which give upper bounds for µq(n)
under the assumption of the existence of an algebraic function field having some good
properties. The first one, Theorem 2.2, gives a better result, but needs the existence of a
non-special divisor of degree g(F )− 1. When we are not able to prove such an existence
we can use the second one, Theorem 2.3.
In Section 3 we suppose that p = 2 and we perform the reduction of the Garcia–
Stichtenoth’s tower and of the intermediate steps of S. Ballet over the constant field Fq .
In Section 4 we also suppose that p = 2 and that q = 2r  16. We prove that the bilinear
complexity µq(n) of multiplication in any finite field Fqn satisfies
µq(n) 3
(
1+ 4p
q − 5
)
n.
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In this section, we establish general results which ensure the existence of an algorithm
of good complexity whenever there exists an algebraic function field of genus g over Fq
having some good properties.
Theorem 2.1. Let F/Fq be an algebraic function field and n an integer > 1. If there are
a degree n place Q, a divisor D, and a set P of N1 degree 1 places P1, . . . ,PN1 and N2
degree 2 places Q1, . . . ,QN2 such that
(1) the places Q,P1, . . . ,PN1 ,Q1, . . . ,QN2 are not in the support of the divisor D,
(2) the evaluation map EvQ from L(D) into the residual class field FQ =OQ/Q where
OQ is the valuation ring of the place Q, is onto,
(3) the map TP from L(2D) into FN1q × FN2q2 defined by
TP (h)=
(
h(P1), . . . , h(PN1), h(Q1), . . . , h(QN2 )
)
is injective,
then there exists a bilinear multiplication algorithm in Fqn of bilinear complexity
N1 + 3N2. So the bilinear complexity of the multiplication in the finite field Fqn verifies
µq(n)N1 + 3N2.
Proof. Let x, y be two elements of Fqn . Since the place Q has degree n, its residual class
field is isomorphic to Fqn . Hence we can consider that x and y are in FQ. But the evaluation
map EvQ is onto, hence we can find f and g in L(D) such that x = f (Q) and y = g(Q).
We compute now
(
f (P1), . . . , f (PN1), f (Q1), . . . , f (QN2)
)
,
(
g(P1), . . . , g(PN1 ), g(Q1), . . . , g(QN2 )
)
, and
TP (fg)=
(
f (P1)g(P1), . . . , f (PN1)g(PN1 ), f (Q1)g(Q1), . . . , f (QN2)f (QN2)
)
.
Since TP is injective, this uniquely determines fg. It remains now to evaluate fg on Q
to get fg(Q)= f (Q)g(Q)= xy .
The bilinear multiplications occur only in the computation of the pointwise product
(
f (P1)g(P1), . . . , f (PN1)g(PN1), f (Q1)g(Q1), . . . , f (QN2)f (QN2)
)
.
We have N1 bilinear multiplications in Fq and N2 multiplications in Fq2 where the bilinear
complexity of multiplication is µq(2)= 3 (cf. [10]). Consequently, the bilinear complexity
of this algorithm is N1 + 3N2. ✷
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F/Fq of genus g(F ) such that
(1) there is a non-special divisor of degree g(F )− 1,
(2) 2g(F )+ 1 q(n−1)/2(q1/2 − 1),
(3) N1(F )+ 2N2(F ) > 2n+ 2g(F )− 2,
then
µq(n) 3n+ 3g(F ).
Proof. Since 2g(F ) + 1  q(n−1)/2(q1/2 − 1), we know that there exists a place Q of
degree n by [11, Corollary v.2.10c, p. 179]. Let R be a non-special divisor of degree
g(F ) − 1. Then we choose a divisor D1 such that D1 = R + Q. Let [D1] be the class
of D1, then by [7, Lecture 14, Lemme 1], [D1] contains a divisor D defined over Fq such
that ordP D= 0 for all places P of degree one and two and ordQD = 0. Since ordQD = 0,
L(D) is contained in the valuation ring OQ of Q. Hence EvQ is a restriction of the residue
class mapping, and defines an Fq -algebra homomorphism. The kernel of EvQ is L(D−Q).
But D −Q is non-special divisor of degree g(F ) − 1, then l(D −Q) = deg(D −Q) −
g(F )+1= 0 and EvQ is injective with degD= n+g(F )−1. Moreover, ifK is a canonical
divisor, we have l(D) = l(K −D)+ n by the Riemann–Roch theorem. Hence, l(D)  n
and as EvQ is injective, we obtain l(D)= n. We conclude that EvQ is an isomorphism. The
map TP is well-defined because L(2D) is contained in the valuation ring of every place of
degree one and two. The kernel of TP is L(2D− (P1 + · · · + PN1(F ) +Q1, . . . ,QN2(F )))
which is trivial becauseN1(F )+2N2(F ) > 2n+2g(F )−2. Therefore TP is injective with
rank dimL(2D)= 2n+g(F )−1. Thus, we can extract a subset P ′ of P , constituted of N ′1
places of degree 1 and N ′2 places of degree 2 such that 2n+ g(F )− 1N ′(1)+ 2N ′(2)
2n+ 2g(F ) and TP ′ is injective. We deduce the result from Theorem 2.1. ✷
Remark. If N1(F ) g(F )+ 1 then the condition (1) of the previous theorem is satisfied
(cf. [2, Lemma 2.1]).
Theorem 2.3. Let q be a prime power and n > 1 integer. If there exists a function field
F/Fq of genus g(F ) such that
(1) 2g(F )+ 1 q(n−1)/2(q1/2 − 1),
(2) N1(F )+ 2N2(F ) > 2n+ 4g(F )− 2,
then
µq(n) 3n+ 6g(F ).
Proof. As in the previous theorem there exists a place Q of degree n. Let us choose
a divisor D1 of degree n+ 2g(F )− 1. Let [D1] be the class of D1, then by [7, Lecture 14,
Lemme 1], [D1] contains a divisor D defined over Fq such that ordP D = 0 for all places
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valuation ringOQ ofQ. Hence EvQ is a restriction of the residue class mapping and defines
an Fq -algebra homomorphism. The kernel of EvQ is L(D−Q) and deg(K− (D−Q))=
−1 < 0. Thus l(D − Q) = g(F ). Moreover, l(D) = n + g(F ) by the Riemann–Roch
theorem. Hence, the quotient vector-space L(D)/L(D −Q) is isomorphic to the residue
class field FQ of Q and so EvQ is a surjection. The map TP is well-defined because
L(2D) is contained in the valuation ring of every place of degree one and two. The
kernel of TP is L(2D − (P1 + · · · + PN1(F ) +Q1, . . . ,QN2(F ))) which is trivial because
N1(F ) + 2N2(F ) > 2n + 4g(F ) − 2. Therefore T is injective with rank dimL(2D) =
2n+ 3g(F )− 1. Thus, we can extract a subset P ′ of P , constituted of N ′1 places of degree
1 and N ′2 places of degree 2 such that 2n+ 3g(F )− 1N ′1 + 2N ′2  2n+ 4g(F ) and TP ′
is injective. We deduce the result from Theorem 2.1. ✷
3. Existence of good algebraic function fields towers
In this section we use a modified Garcia–Stichtenoth’s tower (cf. [5]) completed by
intermediate steps (cf. [3]). This tower enable us to obtain for any q = 2r  16 and any
integer n an algebraic function field satisfying the conditions of Theorems 2.2 or 2.3.
3.1. Reduction of the Garcia–Stichtenoth’s tower over Fq
In this section q = pr > 3 is an arbitrary prime power. We are going to build simultane-
ously two towers. One of them is the Garcia–Stichtenoth’s tower defined over the constant
field Fq2 by
F1 ⊆ F2 ⊆ F3 ⊆ · · · .
The second one
G1 ⊆G2 ⊆G3 ⊆ · · ·
is defined over the constant field Fq and is related to the first one by
Fk = Fq2Gk for all k.
Namely Fk/Fq2 is the constant field extension of Gk/Fq .
Definition 3.1. Let G1 := Fq(x1) be the rational function field over Fq and F1 := Fq2(x1).
For k  1, we set
Gk+1 :=Gk(zk+1), Fk+1 := Fk(zk+1)
where zk+1 satisfies the equation
z
q + zk+1 = xq+1k+1 k
S. Ballet, R. Rolland / Journal of Algebra 272 (2004) 173–185 179with
xk := zk/xk−1 is in Gk and also in Fk (for k  2).
Note that for all k the field Gk is included in the field Fk . Moreover, by definition in [5]
the tower constituted by the fields Fk is the Garcia–Stichtenoth’s tower. Then for each k,
the polynomial zqk+1+zk+1−xq+1k is irreducible overFk and consequently overGk . Hence
Gk+1 is a degree q extension of Gk . It is straightforward to prove that for all k the field
Fk/Fq2 is the constant field extension of Gk/Fq .
Theorem 3.1. Let q = pr be an arbitrary prime power with p prime and r an integer. The
genus gk = g(Gk) is given by the following formula:
gk =


qk + qk−1 − q(k+1)/2 − 2q(k−1)/2 + 1, if k ≡ 1 mod 2,
qk + qk−1 − 1
2
qk/2+1 − 3
2
qk/2 − qk/2−1 + 1, if k ≡ 0 mod 2.
For any k  3,
N1(Gk)+ 2N2(Gk)
(
q2 − 1)qk−1 + 2q,
where N1(Gk) and N2(Gk) are respectively the number of degree one places and the
number of degree two places of Gk over Fq .
Proof. The field Fk/Fq2 is the constant field extension of Gk/Fq . Thus, by [11, Theo-
rem III.6.3] we have g(Gk)= g(Fk) where g(Fk) is given in [5].
We know that N1(Fk)=N1(Gk)+2N2(Gk) (cf. [11, Eq. (2.23), p. 178]) and N1(Fk)
(q2 − 1)qk−1 + 2q by [5] thus the proof is complete. ✷
3.2. Construction of intermediate steps in characteristic 2
Now on we suppose p = 2 and q = 2r  8. We are going to apply the completion
method introduced in [3] to the tower
G1 ⊆G2 ⊆G3 ⊆ · · ·
defined over the constant field Fq .
Theorem 3.2. Let q = 2r . For any integer k  1, for any integer s such that s = 0, . . . , r ,
there exists an algebraic function field Gk,s/Fq of genus g(Gk,s) with N1(Gk,s) places of
degree one and N2(Gk,s) places of degree two such that:
(1) Gk ⊆Gk,s ⊆Gk+1 with Gk,0 =Gk and Gk,r =Gk+1;
(2) g(Gk,s) (g(Gk+1))/pr−s + 1;
(3) N1(Gk,s)+ 2N2(Gk,s) (q2 − 1)qk−1ps.
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Proposition III.7.10] the extension Gk+1/Gk is Galois with [Gk+1 : Gk] = q = 2r .
Hence, for any integer s = 1, . . . , r , there exists a Galois extension Gk,s/Gk of degree
[Gk,s :Gk] = 2s with Gk,0 =Gk and Gk,r =Gk+1 such that
Gk =Gk,0 ⊆Gk,1 ⊆ · · · ⊆Gk,r =Gk+1.
Let us denote by Fk,s/Fq2 the constant field extension of Gk,s/Fq . The fields Fk,s over
the constant field Fq2 are the intermediate steps introduced in [3]. We conclude, using the
results of [3, Theorem 2.2]. ✷
4. Bounds on the multiplication complexity in characteristic p= 2
We suppose in this section that p = 2 and q = 2r  16. We use the tower constituted by
the algebraic function fields Gk,s with k  3 described in the previous section.
Lemma 4.1. The genus of Gk verifies
g(Gk)= gk  qk−1(q + 1)−√q qk/2.
The genus of Gk,s verifies
g(Gk,s)= gk,s  q
k(q + 1)− (q − 1)qk/2
pr−s
.
Proof. For odd k we have
gk = qk + qk−1 − q(k+1)/2 − 2q(k−1)/2 + 1,
and since −2q(k−1)/2 + 1 0,
gk  qk−1(q + 1)−√q qk/2.
For even k we have
gk = qk + qk−1 − 12q
k/2+1 − 3
2
qk/2 − qk/2−1 + 1,
and since − 32qk/2 − qk/2−1 + 1 0 and (1/2)q 
√
q ,
gk  qk−1(q + 1)−√q qk/2.
Now, we know that gk,s  gk+1/pr−s + 1, so that
gk,s 
qk(q + 1)− qqk/2 + pr−s
r−s ,p
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gk,s 
qk(q + 1)− (q − 1)qk/2
pr−s
. ✷
When we want to use a function field Gk,s to multiply in a degree n extension of Fq , we
have to take in account two constraints. On the one hand, the number of places of degree
one and two must be large enough. More precisely,
N1(Gk,s)+ 2N2(Gk,s) > 2n+ 4gk,s − 2.
On the other hand, it must exist a place of degree n, and a sufficient condition is
2gk,s + 1 q(n−1)/2(q1/2 − 1).
So we introduce the following definition.
Definition 4.1. Let us set
Rq,k,s = sup
{
n
∣∣ 2n <N1(Gk,s)+ 2N2(Gk,s)− 4gk,s + 2}
and
Γq,k,s = inf
{
n
∣∣ 2gk,s + 1 q(n−1)/2(q1/2 − 1)}.
Now we define
Iq,k,s = [Γq,k,s,Rq,k,s].
Then for n ∈ Iq,k,s we can use the algebraic function field Gk,s to multiply in Fqn
over Fq .
Lemma 4.2. Let us set
Aq,k = 2k + 5 and Bq,k = 12 (q + 1)q
k−1(q − 5).
Then
Rq,k,s 
1
2
(q + 1)qk−1ps(q − 5) Bq,k and Γq,k,s Aq,k.
Proof. Successive sufficient conditions for having nRq,k,s are
2n <N1(Gk,s)+ 2N2(Gk,s)− 4gk,s + 2,
2n < (q2 − 1)qk−1ps − 4q
k(q + 1)− (q − 1)qk/2
r−s + 2,p
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q
qk/2 + 2,
n 1
2
(q + 1)qk−1ps(q − 5)+ 2ps q − 1
q
qk/2.
Then we obtain the first inequality.
Successive sufficient conditions for having n Γq,k,s are
2
qk(q + 1)− (q − 1)qk/2
pr−s
+ 1 q(n−1)/2(q1/2 − 1),
2ps
(
qk−1(q + 1)− q − 1
q
qk/2
)
+ ps  q(n−1)/2(q1/2 − 1),
2psqk−1(q + 1) q(n−1)/2,
n 2k + 2 logq
(
ps
)+ 2 logq(2)− 1+ 2 logq (q + 1),
and since 2 logq(2)− 1 < 0 and 2 logq(q + 1) 3, a sufficient condition is
n 2k + 3+ 2 logq
(
ps
)
.
Then we obtain the second inequality. ✷
Lemma 4.3. For all k  3 and all 0 s < r ,
(a) the set Iq,k,s is not empty;
(b) the intersection of two consecutive sets Iq,k,s ∩ Iq,k,s+1 is not empty;
(c) limk→∞Rq,k,s =∞;
(d) the sets Iq,k,s constitute a covering of [Γq,3,0,∞[, namely
⋃
k3, 0s<r
Iq,k,s = [Γq,3,0,∞[.
Proof. A simple computation shows that Ak < Bk . Then Iq,k,s is not empty. Moreover,
[Ak,Bk] ⊂ Iq,k,s ∩ Iq,k,s+1, then we have (b). The minoration of Rq,k,s obtained in the
Lemma 4.2 proves (c). Now (d) is a direct consequence of (a)–(c). ✷
Theorem 4.1. Let q = 2r  16. Then for any n (q + 1+ (q))/2 where  is the function
defined by
(q)=
{
greatest integer 2√q prime to q , if q is not a perfect square,
2√q, if q is a perfect square,
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such that 2gk,s + 1  q(n−1)/2(q1/2 − 1) and having more than 2n+ 4gk,s − 2 places of
degree one and two.
Proof. It is sufficient to verify that for all q
Γq,3,0 
1
2
(
q + 1+ (q)).
By Lemma 4.2 we know that Γq,3,0  11. On the other hand,
1
2
(
q + 1+ (q)) 1
2
(
16+ 1+ (16))= 12.5. ✷
Theorem 4.2. Let q  8 be a power of 2 and n  1 an integer. The bilinear complexity
µqs(n) of the multiplication in Fqn over Fq satisfies
µq(n) 3
(
1+ 4p
q − 5
)
n.
Proof. Let us remark than for n < (q + 1+ (q))/2 the result is given by the Winograd’s
bound (µq(n)= 2n− 1) or by the Shokrollahi’s bound (µq(n) = 2n). Hence we suppose
now that n (q + 1+ (q))/2.
For q = 8, the result in [3],
µq(n) 6
(
1+ p
q − 3
)
n,
gives a better bound than those of the theorem.
For q  16, by Theorem 4.1 we know that there exists an algebraic function
field Gk,s/Fq of genus gk,s with k  3 and s = 0, . . . , r − 1 such that 2gk,s + 1 
q(n−1)/2(q1/2 − 1) and having more than 2n + 4gk,s − 2 places of degree one and two.
Let (k, s) a minimal couple, namely n ∈ Iq,k,s with s > 0, but n /∈ Iq,k,s−1. We have
2n 2Rq,k,s−1  (q + 1)qk−1ps−1(q − 5).
Moreover, we can write,
gk,s 
qk(q + 1)− (q − 1)qk/2
pr−s
 qk−1(q + 1)ps  2pn
q − 5 .
Now, by Theorem 2.3,
µq(n) 3(n+ 2gk,s) 3
(
1+ 4p
)
n. ✷q − 5
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3
(
1+ 8
q − 5
)
< 6.
Then when q is not a square, this bound improves the n-uniform bound obtained by
S. Ballet in [3].
Theorem 4.2 results also when q is not a square in a better asymptotic bound than the
one obtained by Shparlinski, Tsfasman, and Vladut in [10]. More precisely,
Corollary 4.1. Let p = 2 and q = pr  16 then
Mq = lim sup
n→∞
µq(n)/n 3
(
1+ 4p
q − 5
)
.
5. Open problems, conjecture
At the moment, we restrict the study of the bounds to the case p = 2 because for an odd
prime p we cannot apply in [11, Proposition III.7.10] to build the intermediate steps of the
tower over Fq (the linear polynomial T q + T has not its roots in Fq ).
Question 1. Is it possible to build a “good” tower with constant field Fq and generalize our
result to an arbitrary prime p?
Let us remark now that under the conjecture that there exists a non-special divisor of
degree g− 1 in all the steps of a the tower constituted by the algebraic function fields Gk,s
over Fq , we obtain the following better result:
for p = 2 and q = 2r  16, µq(n) 3
(
1+ p
q − 3
)
n.
Indeed, in this case we can apply Theorem 2.2 instead of Theorem 2.3. Then in the
computation we replace 4gk,s by 2gk,s and we obtain the previous estimate.
Question 2. Is there a non-special divisor of degree g − 1 in all the Gk,s? A related result
is given in [8, Proposition 2].
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