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Random Fields: CRF）と、文字単位の GRU（Gated Recurrent Unit）[1] を双
方向に用いた Bi-GRU（Bi-directional GRU）を使用した。ベースライン（ルール
ベース）の適合率 94.34%・再現率 34.81%・F 値 50.85 ポイントの精度と比較し
て、CRFを用いた手法では適合率 83.75%・再現率 73.68%・F値 78.40ポイント、





















要を述べる。第 2章 では文境界推定に関する関連研究について述べる。第 3章 で
は機械学習を用いた文境界推定についての設定や使用する素性について述べる。第
4章 では近代語に対する文境界推定実験について、データ、手法、実験結果、考察、





Machine Learning-based Sentence Boundary
Detection for Modern Japanese Texts∗
Shirai Ryosuke
Abstract
In this study, we propose a method to detect sentence boundaries for modern
Japanese texts using machine learning. For modern Japanese texts, sentence
boundaries are not explicitly marked so that human annotation is inevitable,
but the annotation process is far from complete due to enormous number of
materials. Therefore, we propose a method to detect sentence boundaries us-
ing machine learning. The main contribution of this study is that this method
can support the annotation task as a primary annotation. We also show that
the accuracy of morphological analysis can be improved by performing sen-
tence boundary detection. Moreover, this is the first work to detect sentence
boundaries by machine learning targeting modern historical materials.
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本研究で文境界推定を行う資料は、1895 年（明治 28 年）から 1928 年（昭和 3
年）に博文館より発行された総合雑誌『太陽』を対象とし、データは『太陽コーパ
ス』[3]の文語コアデータを用いた。“。”で文境界を付与するルールベースのもの





き確率場（Conditional Random Fields: CRF）[4]と、文字単位の GRU（Gated
Recurrent Unit）[1]を双方向に用いた Bi-GRU（Bi-directional GRU）を使用し
た。ベースライン（ルールベース）の適合率 94.34%・再現率 34.81%・F値 50.85
ポイントの精度と比較して、『太陽』に 3種類の近代文語コーパスを加えて学習し
2
た CRF を用いた手法では適合率 83.75%・再現率 73.68%・F 値 78.40 ポイント、














要を述べる。 第 2章 では文境界推定に関する関連研究について述べる。第 3章 で
は機械学習を用いた文境界推定についての設定や使用する素性について述べる。第
4 章 では近代語に対する文境界推定実験 について、データ、手法、実験結果、考
察、エラー分析を述べる。第 5章 では推定した文境界を用いた形態素解析の改善に
ついて、データ、手法、実験結果、考察、エラー分析と、推定した文境界を使った












文境界推定の方法には主に機械学習が用いられている。福岡ら [6] はWeb 及び
ニュースグループから集めたテキストに対して SVM（Support Vector Machine）




語やヒンドゥー語で書かれた Twitter の Tweet や Facebook のメッセージを対象
として、CRF、ナイーブベイズ、SVMを用いて文境界推定を行った。話し言葉の
書き起こしでは、下岡ら [9] は日本語話し言葉コーパス（CSJ）[10] を対象にして
SVMを用いた文境界推定を行った。文境界推定をテキストチャンキングの問題と






は、Strakaら [12]が開発しているUDPipe ∗ というソフトウェアがある。これは文
































機械学習の手法として CRFを用いる。実装には CRF++ ∗を使用した。素性に
は近代文語 UniDic [15]†で定義される素性のうち、1. 書字形出現形 (orth)、2. 品
詞 (pos)、3. 活用形 (cForm)、4. 語彙素表記 (lemma) の 4 種類を用いた。それぞ






表 3.1: 近代の歴史的資料における 4つの文パターン
パターンと例文（文境界を"|"で示す）
“。”・“、” 混合パターン: “、” と “。” が現代語の書き言葉と同じように付与されている
例: | 一は歐羅巴の海岸線が甚だ複雜なる事にして、一は其上に位する國民の種類の甚
だ夥多なる事なり。|
“。” パターン: “。” を “、” の役割としても付与している全 “。” パターン
例: | おや。二個貰ツたのか。 |
“、” パターン: “、” を “。” の役割としても付与している全 “、” パターン
段落終わりのみ “。” を付与している例外パターンも存在する
例 1: | 記者曰、君は徳太郎と稱し、慶應三年十二月を以て江戸芝神明町に生る、|
例 2: | 豈に戒めざる可けんや、 | 豈に懼れざる可けんや。 | （段落終）
“。”・“、” なしパターン: そもそも “、” と “。” が付与されていない
例: | 請ふ其の昨年度の形勢を觀察せん | 今昨年五月末日に於ける船舶の統計は左の如
し |
表 3.2: 各近代語コーパスにおける文パターンの割合と統計情報
コーパス 混合 “。” “、” “。”・“、”なし 短単位数 文書数 文数
『太陽』文語 30.8% 3文のみ 35.7% 33.4% 71,850 33 3,686
『明六雑誌』 0.0% 0.0% 3.3% 96.7% 179,522 198 9,563
『国民之友』 11.0% 1文のみ 21.8% 67.1% 32,154 24 1,479
『女性雑誌』文語 30.2% 2文のみ 31.7% 38.7% 39,779 64 2,148
表 3.3: 素性テンプレート
N-gram 観測するトークン
uni-gram xt−2, xt−1, xt, xt+1, xt+2
bi-gram xt−2xt−1, xt−1xt, xtxt+1, xt+1xt+2
tri-gram xt−2xt−1xt, xt−1xtxt+1, xtxt+1xt+2
3.3 Bi-GRU
機械学習のもう 1 の手法として Bi-GRU を用いる。文字単位の GRU を双方


































表 4.1: 文境界推定 実験結果
文境界推定の手法名 単語分割手法 文分割手法 学習データ 適合率 再現率 F 値
“。” ルール MeCab “。” － 94.34% 34.81% 50.85
“。”・“、” ルール MeCab “。”・“、” － 42.92% 61.89% 50.67
UDPipe UDPipe UDPipe 『太陽』のみ 72.90% 63.94% 68.13
UDPipe UDPipe UDPipe 『太陽』+ 3 コーパス 75.41% 66.68% 70.82
“。”・“、” ルール + CRF MeCab CRF 『太陽』のみ 95.00% 34.51% 50.63
“。”・“、” ルール + CRF MeCab CRF 『太陽』+ 3 コーパス 82.87% 73.76% 78.05
UDPipe + CRF UDPipe CRF 『太陽』のみ 95.00% 34.51% 50.63







ベースラインとして “。”を文境界とする 1つめのルールベース手法 (“。” ルー
ル) と、“。”・“、”を文境界とする 2つめのルールベース手法 (“。”・“、” ルー
ル) 、UDPipeによる文字単位の Bi-GRUを使用した手法 (UDPipe)を用意した。







がより高かった “。” ルール手法と比較して『太陽コーパス』に 3種のコーパスを
追加した “。” ルール + CRF手法の実験では 27.20ポイント高い F値を得ること
9
図 4.1: UDPipe+CRFモデルにまず『太陽』のデータを加え、順次 3コーパスを
加えていった場合の文境界推定の学習曲線
表 4.2: BCCWJ ルールベース適用結果
文書 適合率 再現率 F値
OC（知恵袋） 81.06% 86.39% 83.64
OW（白書） 97.69% 63.18% 76.74
OY（ブログ） 80.98% 60.63% 69.35
PB（書籍） 97.64% 87.29% 92.18
PM（雑誌） 97.62% 73.91% 84.12
PN（新聞） 99.56% 71.99% 83.56
ができ、『太陽コーパス』に 3種のコーパスを追加した UDPipe + CRF手法の実
験では 27.53ポイント高い F値を得ることができた。
10
図 4.2: UDPipe+CRFモデルの PR曲線



































図 4.2に一番精度が高かった UDPipe+CRF 手法の PR 曲線を示す。適合率を
“。”・“、” ルール手法と同じ 42.92%になるように調整した（閾値=0.02）ところ、
UDPipe+CRF 手法の再現率は 85.11%となり、“。”・“、” ルール手法の再現率を
23.22%上回った。また、F値が最大（閾値=0.89）となるように閾値を調整しなく
ても、デフォルトの閾値でもルール手法より大きく適合率と再現率が向上している
ことからも、UDPipe+CRF 手法 が “。”・“、” ルール手法に対して精度的に優れ
ていることが確認できる。なお、閾値には CRFの解析の周辺確率を用いた。
12
もっとも精度が高い『太陽コーパス』に 3 種のコーパスを追加した UDPipe +
CRF手法の実験結果の中で生じた全エラー 1,522個のうち、false negativeが 927
個（60.91%）、false positiveが 595個（39.09%）であった。再現率を高くするため
に改善が必要な false negative（FN）の中から割合の高いものを表 4.3に示す。エ
ラーについて考察を述べる際に、“|”で文境界を表す。
個別のトークンとして最も割合の高い、“と” は、“夫れは君の意見に任せる | と
言ひます”のように直前が文境界となり “と”が Bラベルになる場合と、“波蘭統監

































現在、ノンコアデータには “。”・“、”ルールベースによる “。”・“、” ルール手
法の文境界が付与されているため、ルールベースには “。” ルールベースの “。”
ルールではなく “。”・“、” ルールを使用した。それに加えて “。”・“、” ルール











表 5.1: 形態素解析 実験結果
文境界推定の手法名 単語分割手法 文分割手法 学習データ 適合率 再現率 F 値
“。”・“、” ルール MeCab “。”・“、” － 94.85% 94.88% 94.86
“。”・“、” ルール + CRF MeCab CRF 『太陽』+ 3 コーパス *94.88% *94.89% *94.88
UDPipe + CRF UDPipe CRF 『太陽』+ 3 コーパス *94.87% *94.88% *94.88








助動詞 + 終止形-一般 + ず 助動詞 + 連用形-一般 + ず 80 70 80
助動詞 + 連用形-ニ + なり-断定 助詞-格助詞 +*+ に 59 60 60
名詞-普通名詞-一般 +*+ 者 名詞-普通名詞-サ変可能 +*+ 物 55 55 55
助詞-格助詞 +*+ に 助動詞 + 連用形-ニ + なり-断定 51 52 52
動詞-非自立可能 + 終止形-一般 + 有る 動詞-非自立可能 + 連用形-一般 + 有る 35 29 35
助詞-接続助詞 +*+ も 助詞-係助詞 +*+ も 35 35 35
副詞 +*+ 又 接続詞 +*+ 又 28 28 28
動詞-一般 + 連用形-一般 + つく 動詞-非自立可能 + 連用形-一般 + 付く 26 26 26
助動詞 + 連用形-ニ + だ 助動詞 + 連用形-ニ + なり-断定 22 22 22
接頭辞 +*+ 低 形容詞-一般 + 語幹-一般 + 低い 21 21 21
表 5.3: 助動詞 “ず”・動詞 “あり”活用表
未然形 連用形 終止形 連体形 已然形 命令形
助動詞 “ず” ず（ざら） ず（ざり） ず ぬ（ざる） ね（ざれ） ざれ






インの “。”・“、” ルール手法と比較して UDPipe + CRFによる文境界推定実験








記 (lemma)を使用した。表 5.2に “。”・“、” ルール手法、“。”・“、” ルール +




“、” ルール + CRF手法では “。”・“、” ルールと比べて精度は向上しているも
のの、頻出のエラーについては同程度しか対応できていないことがわかった。
近代語の中で特に活用を間違いやすいものとして、表 5.2の上から 1番目と 7番
目に見られる助動詞 “ず”と動詞 “あり”がある。表 5.3に活用表を示す。括弧内は
助動詞に接続する際の特殊な活用である。どちらも連用形と終止形が同じ形をして
おり、前後の形態素情報が判別の重要な手がかりとなる。提案手法により文境界が
決まると EOS が分かるので、後ろの形態素情報が EOS であると分かることが終
止形である手かがりとなるため、連体形と終止形の区別ができるようになる。その
ため UDPipe + CRF手法において形態素解析精度を向上させたと考えられる。4

















W Ar → Bm → Cr → Dm
X Ar→ Bm → Cr → Dm
Y Am → Br → Cm → Dr
Z Am→ Br → Cm → Dr
5.2.1 データ
表 5.4にそれぞれのデータの詳細を示す。“。”・“、”の有無については、出現し




4人の協力者に “。”・“、” ルール手法もしくは UDPipe + CRF手法で文境界
が付与された 4つの文書を与えて、それぞれの文書に対して文境界の修正を行わせ
た。表 5.5に 4人がそれぞれどのデータを対象に実験を行ったか示す。データ名の





実験協力者 Ar Bm Cr Dm
W 4分 41秒 1分 49秒 2分 26秒 1分 11秒
X 6分 41秒 4分 50秒 4分 04秒 3分 20秒
合計 11分 22秒 6分 39秒 6分 30秒 4分 33秒
実験協力者 Am Br Cm Dr
Y 4分 41秒 7分 08秒 4分 02秒 3分 22秒
Z 5分 36秒 5分 35秒 3分 51秒 3分 00秒
合計 10分 17秒 12分 43秒 7分 53秒 6分 22秒
表 5.7: 提案手法–ルールベース間で短縮できた時間
A B C D 合計











提案手法を用いた結果をデータ別に見ていくと、“。”・“、” がない A・B の両方
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本研究では、近代語の歴史的資料に対する CRF と Bi-GRU を用いた機械学習
による文境界推定を行った。専門家によるアノテーションを待っている膨大な量の
データに付与することができる一次的な文境界としての活用が期待される。エラー
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