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1 Introduction
Young’s lattice Stanley [9] differential poset prototypical
. Young’s lattice Robinson , standard Young tableaux
– , Fomin [3]
differential poset – dual graphs .
, Young’s lattice Robinson-Schensted-Knuth semi-
standard Young tableaux – Fomin
[4] generarized Schur operators , dual graph Robinson
Robinson-Schensted-Knuth , generalized Schur
operators Schur polynomials – .
, - Young diagram Schur .
$i$ $h_{i}$ – Schur $s_{\lambda}$ Pieri’s formula
. Pieri’s formula :
$\sum_{\mu}s_{\mu}(t_{1}, \ldots, t_{n}.)=h_{i}(t_{1}, \ldots,t_{n})s_{\lambda}(t_{1}, \ldots,t_{n})$
,
, $\mu$ $\mu/\lambda$ $i$ horizontal strip Young diagram
.
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, 2 . - Schur Polynomials –
(Definition 2.3) , (Definition 2.6)
.
2.1 Generalized Schur Operators
, Schur polynomials – , Fomin [4]
generalized Schur operators . general-
ized Schur operators .
$K$ $0$ . $K$ $t,$ $t’,$ $t_{1},$ $t_{2},$ $\ldots$ .
$i\in \mathbb{Z}$ , $K$- . fix .
$V=\oplus_{i}V_{i},$ $\mathrm{Y}=\bigcup_{i}\mathrm{Y}_{i}$ .
$i<0$ , $\mathrm{Y}_{i}=\emptyset$ , $\mathrm{Y}_{0}=\{\emptyset\}$ , $\mathrm{Y}$ $\emptyset$
.
$\langle$ , $\rangle$ $\langle\sum_{\lambda\in Y}c_{\lambda}\lambda, \sum_{\lambda\in Y}c_{\lambda}’\lambda\rangle=\sum_{\lambda\in Y}c_{\lambda}c_{\lambda}’$ .
$i>0$ , $D_{i},$ $U_{j}$ $V$ $j$ $D,(V_{j})$ $\subset V_{j-i}$ ,
$U_{i}(V_{j})\subset V_{j+i}$ . $\{a_{i}\}$ $K$ . $\{A_{i}\}$ $x$
, $A(x)$ $\sum_{i\geq 0}A_{i}x^{i}$ .
Definition 2.1 (generalized Schur operators). $D(t’)U(t)=a(tt’)U(t)D(t’)$
, $D(t_{1})\cdots D(t_{n})$ $U(t_{n})\cdots U(t_{1})$ , generalized Schur operators
with $\{a_{m}\}$ .
Remark 2.2. $D(t_{1})\cdots D(t_{n})\text{ }U(t_{n})\cdots U(t_{1})$ & generalized Schur operators with
$\{a_{\mathfrak{i}}\}$ $\langle$ , $\rangle$ conjugate $*$ . ,
$U^{*}(t_{n})\cdots U^{*}(t_{1})$ $D^{*}(t_{1})\cdots D^{*}(t_{n})$ $U^{*}(t’)D^{*}(t)=a(tt’)D^{*}(t)U^{*}(t’)$
generalized Schur operators with $\{a_{m}\}$ .
Definition 2.3 (generalized Schur polynomials). $D(t_{1})\cdots D(t_{n}),$ $U(t_{n})\cdots U(t_{1})$
generalized Schur operators . $\lambda\in V$ $\mu\in \mathrm{Y}$ , $s_{\lambda,\mu}^{D}(t_{1}, \ldots, t_{n})$
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$s_{U}^{\mu,\lambda}(t_{1},$
$\ldots$ , t , $D(t_{1})\cdots D(t_{n})\lambda$ $U(t_{n}.)\cdots U(t_{1})\lambda$ $\mu$
generalized Schur polynomials .
Generalized Schur polynomials $s_{\lambda,\mu}^{D}(t_{1}, \ldots, t_{n})$ , $D(t)$ $D(t’)$ ,
$D(t.)D(t’)=D(t’)D(t)$ .
, $\lambda,$ $\mu\in \mathrm{Y}$
$s_{\lambda,\mu}^{D}(t_{1}, \ldots, t_{n})=\langle D(t_{1})\cdots D(t_{n})\lambda, \mu\rangle$
$=\langle\lambda, D^{*}(t_{n})\cdots D^{*}(t_{1})\mu\rangle$
$=s_{D}^{\lambda,\mu}$. $(t_{1}, \ldots, t_{n})$
.
Example 2.4. Prototypical example Young’s lattice $\mathrm{Y}$ . $\mathrm{Y}_{i}$ $i$ Young
diagram $\mathrm{Y}_{i}$ , $V_{i}$ basis $K$- . \llcorner \check .
Young’s lattice $\mathrm{Y}$ $0$ Young diagram $\emptyset$ .
$\lambda,$ $\mu\in \mathrm{Y}$ , skew Young diagram $\lambda/\mu$ pJ 1 ,
$\lambda/\mu$ horizontal $st7\dot{\tau}p$ , $\lambda/\mu$ 1 ,
$\lambda/\mu$ vertical st p .
$D_{i}$ $D_{i} \mu=\sum_{\lambda}\lambda$ , , $\lambda$ $\mu/\lambda$ $i$ horizontal strip
Young diagram , .
, $U_{i}( \mu)=\sum_{\lambda}\lambda$ , , $\lambda$ $\lambda/\mu$ $\mathrm{i}$ horizontal strip
Young diagram , .
, $\{a_{m}=1\}$ , $D(t’)U(t)=a(tt’)U(t)D(t’)$ ,
$D(t_{1})\cdots D(t_{n})\text{ }U(t_{n})\cdots U(t_{1})l\mathrm{h}$ generalized Schur operators with $\{1, 1, 1, \ldots\}\text{ ^{}\backslash }$
.
, $\lambda,$ $\mu\in \mathrm{Y}$ , $s_{\lambda,\mu}^{D}(t_{1}, \ldots, t_{n})$ $s_{U}^{\lambda,\mu}(t_{1}, \ldots,t_{n})$ skew
Schur polynomial $s_{\lambda/\mu}(t_{1}, \ldots, t_{n}.)$ .
ample 2.5. $K[x]$ $K$-vector space $V$ . $V_{i}$ $i$
. , $V_{i}$ 1 , basis $\mathrm{Y}_{i}$ $\{x^{i}\}$
. , $1=x^{0}$ .
$D_{i}$ $U_{i}$ , $\frac{\partial^{l}}{i!}$ $\underline{x^{i}}$ , $\partial$ $x$ .$i!$
$D(t)$ $U(t)$ $\exp(t\partial)$ $\exp(tx)$ . $D(t)$ $U(t)$ $D(t)U(t’)=$
$\exp(tt’)D(t)U(t’)$ , $D(t_{1})\cdots D(t_{n})$ $U(t_{n})\cdots U(t_{1})$ generalized Schur
operators with $\{a_{m}=\frac{1}{m!}\}$ .
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, $\partial$ ( $x$ ) , ;








2.2 Weighted Complete Symmetric Polynomials
, – .
.
Definition 2.6. $\{a_{m}\}$ $K$ i-th weighted complete symmetric Poly-
nomial $h_{i}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})\text{ }$
$\{$
$h_{i}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})=\sum_{j=0}^{i}h_{j}^{\{a_{m}\}}(t_{1}, \ldots, t_{n-1})h_{i-j}^{\{a_{m}\}}(t_{n})$ , (for $n>1$ )
$h_{i}^{\{a_{m}\}}(t_{1})=a_{i}t_{1}^{i}$ (for $n=1$ )
.
i-th weighted complete symmetric polynomial $h_{i}^{\{a_{r\mathrm{n}}\}}(t_{1}, \ldots, t_{n})$
.
, $\sum_{i}h_{i}^{\{a_{m}\}}(t)$ $a(t)= \sum a_{i}t^{i}$ .
,
$a(t_{1}) \cdots a(t_{n})=\sum_{i}h_{i}^{\{a_{m}\}}(t_{1}, \ldots, t_{n}.)$
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.Example 2.7. $a_{m}$ 1 , $h_{i}^{\{1,1,\ldots\}}(t_{1}, \ldots, t_{n})$
$h_{i}(t_{1}, \ldots, t_{n})$ . $\sum_{i}h_{i}(t)=a(t)=\sum_{i}t^{i}=\frac{1}{1-t}$ .
Example 2.8. $m$ , $a_{m}= \frac{1}{m!}$ , $h_{i}^{\mathrm{t}_{m}.\}}\neg 1$ $(t_{1}, \ldots, t_{n})=\frac{1}{i!}(t_{1}+\cdots+$
$t_{n})^{i}$ $\sum_{i}h_{i}^{\{\neq\}}m(t)=a(t)=\exp(t)$ .
3 Main Results
, generalized Schur polynomials weighted complete symmetric polyno-
mials : , weighted complete symmetric
polynomials generalized Schur polyno als
(Proposition 3.2) , , generalized Schur
polynomials Pieri’s formula (Theorem 3.5) ,
(Teorem 3.10) , generalized Schur polynomials Pieri’s
formula , Pieri’s formula (Corollary 3.6)
.
3.1 Pieri’s Formula
, $U_{i}$ $D(t_{1})$ . . $.D(t_{n})$ .
generalized Schur polynomials Pieri’s formula (Theorem 3.5)
. , $V$ weighted $\mathrm{c}o$mplete symmetric polynomials
generalized Schur polynomials (Proposition 3.2)
.
Proposition 8.1. $D(t_{1})\cdots D(t_{n}.)\text{ }U(t_{n})\cdots U(t_{1})\text{ }$ generalized Schur operators
$\tau\dot{m}th\{a_{m}\}$ $i$
$D(t_{1}) \cdots D(t_{n})U_{i}=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}’(t_{1}, \ldots,t_{n})U_{j}D(t_{1})\cdots D(t_{n})$
.
Proof. Generlized Schur operators with $\{a_{m}\}$
$D(t)U(t’)=a(tt’)U(t’)D(t)$
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, $D(t)U_{i}= \sum_{j=0}^{i}a_{j}t^{j}U_{i-j}D(t)$ . ,
$D(t_{1}) \cdots D(t_{n})U_{i}=\sum_{j=0}^{i}H_{i,j}(t_{1}, \ldots,t_{n})U_{j}D(t_{1})\cdots D(t_{n})$
, $H_{i,j}(t_{1}, \ldots, t_{n})$ $h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})$ ,
Proposition
Proposition , $\emptyset$ , weighted complete symmetric poly-
nomials Proposition 3.2 generalized Schur polynomials
.
Proposition 3.2. $\emptyset$ , $D(t_{1})\cdots D(t_{n})$ $U(t_{n})\cdots U(t_{1})$ generalized
Schur operators th $\{a_{m}\}$ , $i\geq 0$ :
$s_{U_{l}\emptyset,\emptyset}^{D}(t_{1}, \ldots,t_{n}.)=h_{\mathrm{t}}^{\{a_{m}\}},(t_{1}, \ldots,t_{n})\theta_{0}u_{0}$ ,
, $u\mathit{0}\in K$ $d0\in K$ $U_{0}\emptyset=u_{0\emptyset},$ $D_{0}\emptyset=d_{0\emptyset}$ .
Proof. . $D(t_{1})\cdots D(t_{n})U_{i}\emptyset$ $\emptyset$
Proposition 3.1 .
Example 3.3. Young’s lattice $\mathrm{Y}$ , Proposition 3.2 1 Young diagram
Schur polynomial $s_{(i)}$ $h_{i}$, .
Example 3.4. $K[x]$ , Proposition 3.2 $\exp(\partial(t_{1}+\cdots+t_{n}.))\cdot\frac{x:}{i!}$ $x^{0}$
$\frac{(t_{1}+\cdots+t_{n})^{i}}{i!}$ .
( ) . Proposition 3.1 , $\lambda\in V$
$\mu\in \mathrm{Y}$
$\langle D(t_{1})\cdots D(t_{n})U_{i}\lambda, \mu\rangle=\langle\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})U_{j}D(t_{1})\cdots D(t_{n})\lambda,\mu\rangle$
. Theorem 35 .
Theorem 3.5 (Pieri’s formula). $\mu\in$ $\lambda\in V$ , generalized Schur
operators X
$s_{U_{:}\lambda,\mu}^{D}(t_{1}, \ldots, t_{n})=\sum_{j=0}^{\acute{t}}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots, t_{n}.)\sum_{\nu(\in Y_{k-j})}\langle U_{j}\nu, \mu\rangle s_{\lambda,\nu}^{D}(t_{1}, \ldots,t_{n})$
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.$\emptyset$ , .
Corollary 3.6. $\lambda\in V$ , ;
$s_{U_{1}\lambda,\emptyset}^{D}(t_{1}, \ldots,t_{n})=h_{i}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})u_{0}s_{\lambda,\emptyset}^{D}(t_{1}, \ldots,t_{n})$
$=s_{U}^{D}:\emptyset,\emptyset(t_{1}, \ldots,t_{n})u_{0}s_{\lambda,\emptyset}^{D}(t_{1}, \ldots, t_{n})$ ,
, $u_{0}\in K$ $U_{0}\emptyset=u_{0}\emptyset$ .
Example 3.7. Young’s lattice $\mathrm{Y}$ , Young diagram $\lambda\in \mathrm{Y}$ , $U_{i}\lambda$ $\kappa/\lambda$
$i$ horizontal strip Young diagrams $\kappa$ .
$s_{U_{1}\lambda,\emptyset}^{D}(t_{1}, \ldots, t_{n})=\sum_{\kappa}s_{\kappa}(t_{1}, \ldots, t_{n})$ , $\kappa/\lambda$ $\mathrm{i}$ horizontal
strip Young diagrams $\kappa$ - $u\mathit{0}=1,$ $h_{i}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})=$
$h_{i}(t_{1}, \ldots, t_{n})$ , Corollary 3.6 $h_{i}$ ($t_{1},$ . . . , tn)s\mbox{\boldmath $\lambda$}(tl, . . . , t ,
Corollary 3.6 Pieri’s formula Theorem 3.5 skew
Schur polynomials Pieri’s formula : , skew Young diagram $\lambda/\mu$
$i\in \mathrm{N}$ ,
$\sum_{\kappa}s_{\kappa/\mu}(t_{1}, \ldots, t_{n})=\sum_{j=0}^{i}\sum_{\nu}h_{i-j}(t_{1}, \ldots,t_{n})s_{\lambda/\nu}(t_{1}, \ldots,t_{n})$ ,
$\kappa/\lambda b^{\mathrm{S}}i$ horizontal strip $\kappa$ ; $\mu/\nu$
$b\backslash _{j}$ horizontal strip $\nu$ .
3.2 Some Variations of Pieri’s Formula
, generalized Schur polynomials Pieri’s formula
.
Proposition Proposition3.1 $*$ .
Proposition 3.8. $D(t_{1})\cdots D(t_{n})\text{ }U(t_{n})\cdots U(t_{1})$ ve generalized Schur operators
with $\{a_{i}\}$ . :
$D_{i}U(t_{n}) \cdots U(t_{1})=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})U(t_{n},)\cdots U(t_{1})D_{j}$ ,
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$U_{i}^{*}D(t_{n})^{*} \cdots D^{*}(t_{1})=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})D^{*}(t_{n})\cdots D^{*}(t_{1})U_{j}^{*}$ ,
$U^{*}(t_{1}) \cdots U^{*}(t_{n})D_{i}^{*}=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})D_{j}^{*}U^{*}(t_{1})\cdots U^{*}(t_{n})$ .
proposition Corollary 3.2, Theorem 3.5, Corollary 3.6
. Corollary 3.2, Theorem 3.5, Corollary 3.6 .
Proposition 3.9. $D(t_{1})\cdots D(t_{n})\text{ }U(t_{n})\cdots U(t_{1})$ & generalized Schur operators
vrith $\{a_{i}\}$ , $\emptyset$ . , :
$s_{D}^{U}::\emptyset,\emptyset(t_{1}, \ldots,t_{n})=h_{i}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})u_{0}^{n}d_{0}$ ,
, $u\mathit{0}\in K$ $d_{0}\in K$ $U0\emptyset=u0\emptyset,$ $D_{0}\emptyset=d0\emptyset$ .
Theorem 3.10 (variations of Pieri’s formula). $\mu\in \mathrm{Y}_{k}$ $\lambda\in V$
, generalized Schur polynomia :
$\sum_{\kappa\in \mathrm{Y}}\langle D_{i^{\hslash}}, \mu\rangle s_{U}^{\kappa,\lambda}(t_{1}, \ldots, t_{n})=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots,t_{n})s_{U}^{\mu,D_{j}\lambda}(t_{1}, \ldots ,t_{n})$ ,
$s_{D_{i}^{*}\lambda,\mu}^{U}.(t_{1}, \ldots, t_{n})=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})\sum_{\nu(\in \mathrm{Y}_{k-j})}\langle D_{j}^{*}\nu,\mu\rangle s_{\lambda,\nu}^{U}.(t_{1},’ . . . , t_{n})$ ,
$\sum_{\kappa\in \mathrm{Y}}\langle U_{1}^{*}\kappa,\mu\rangle s_{D}^{\kappa,\lambda}.(t_{1}, \ldots, t_{n})=\sum_{j=0}^{i}h_{i-j}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})s_{D}^{\mu,U_{j}^{*}\lambda}.(t_{1}, \ldots, t_{n})$ .
Corollary 3.11. $\lambda\in V$ , :
$s_{D}^{U}*_{\lambda,\emptyset}\cdot.(t_{1}, \ldots, t_{n})=h_{i}^{\{a_{m}\}}(t_{1}, \ldots, t_{n})d0s_{\lambda,\emptyset}^{U^{*}}(t_{1}, \ldots,t_{n})$
$=s_{D}^{U^{*}}:\emptyset,\emptyset(t_{1}, \ldots,t_{n})d_{0}s_{\lambda,\emptyset}^{U}.(t_{1}, \ldots, t_{n})$ ,
, $d_{0}\in K$ $D_{\mathit{0}\emptyset=}$ \emptyset .
4 More Examples
, generalized Schur operators .
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4.1 Shifted Shapes
Fomin [4, Example 2.1] . $\mathrm{Y}$ shifted shapes
. (i.e., $\mathrm{Y}$ $\{\{(i,j)|i\leq j<\lambda_{i}+i\}|\lambda=(\lambda_{1}>\lambda_{2}>\cdots),$ $\lambda_{i}\in \mathbb{Z}\geq 0\}$ )
$D_{i}$ $\lambda\in \mathrm{Y}$ ,
$D_{i} \lambda=\sum_{\nu}2^{cc\mathrm{o}(\lambda/\nu)}\nu$
,
( $cc_{0}(\lambda/\nu)$ main diagonal $\lambda/\nu$ component ,






( $c\mathrm{c}(\lambda\backslash \mu)$ $\lambda/\mu$ component , $\mu/\lambda$ $i$
horizontal strip $\mu$ ) .
$D(t)$ $U(t)$
$D(t’)U(t)= \frac{1+tt’}{1-tt},U(t)D(t^{t})$
, $D(t_{1})\cdots D(t_{n})$ $U(t_{n})\cdots U(t_{1})$ generalized Schur operators
with $\{1, 2, 2, 2, \ldots\}$ , $\lambda,$ $\mu\in \mathrm{Y}$ , generalized Schur polynomials
$s_{\lambda,\mu}^{D}\text{ }s_{U}^{\lambda,\mu}$ $Q_{\lambda/\mu}(t_{1}, \ldots, t_{n})$ $P_{\lambda/\mu}(t_{1}, \ldots, t_{n})$ , $P\cdots$









$h_{i}^{\{1,2,2,2,\ldots\}}Q_{\lambda}(t_{1}, \ldots, t_{n})=\sum_{\mu}2^{c\mathrm{c}(\lambda\backslash \mu)}Q_{\mu}(t_{1}, \ldots, t_{n})$
,
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ta $\lambda/\mu$, $i$ horizontal strip $\mu$ )
4.2 Young’s Lattice: Dual ldentities
Fomin [4, Example 2.4] . $\mathrm{Y}$ , Young’s lattice .
$U_{i}$ Example 24 , (i.e., $U_{i} \lambda=\sum_{\mu}\mu$ , $\mu$ $\mu/\lambda\hslash^{1}i$
horizontal strip )




, $D’(t_{1})\cdots D’(t_{n}.)$ $U(t_{n})\cdots U(t_{1})$ generalized Schur operators with
{1, 1,0,0,0, . . .} $\lambda,$ $\mu\in \mathrm{Y}$ , generalized Schur polyno-
mials $s_{\lambda,\mu}^{D’}$ $s_{\lambda’/\mu’}(t_{1}, \ldots, t_{n})$ , $\lambda’$ $\mu’$ $\lambda$ $\mu$ ,
$s_{\lambda’/\mu’}(t_{1}, \ldots, t_{n})$ shifted Schur polynomials .
, Corollary 3.2 :
$h_{i}^{\{1,1,0,0,0,\ldots\}}(t_{1}, \ldots, t_{n})=s_{(1)}:(t_{1}, \ldots, t_{n})=e_{i}(t_{1}, \ldots,t_{n})$ ,
$e_{i}(t_{1}, \ldots, t_{n})\#\mathrm{h}i$ .
Cororally 3.6 :
$\sum_{\mu}s_{\mu}(t_{1}, \ldots, t_{n})=e_{i}(t_{1}, \ldots, t_{n})s_{\lambda}(t_{1}, \ldots, t_{n})$,
$\mu$ $\lambda/\mu$ s vertical strip .
Skew Young diagram $\lambda/\mu$ , Theorem 3.10 :
$\sum_{\kappa}s_{n/\mu}(t_{1}, \ldots, t_{n})=\sum_{j=0}^{i}\sum_{\nu}e_{i-j}(t_{1}, \ldots, t_{n}.)s_{\lambda/\nu}(t_{1}, \ldots, t_{n})$ ,
$\kappa$ $\kappa/\lambda$ $i$ vertical strip , $\nu$ $\mu/\nu$ $i$ vertical strip
.
4.3 PIanar Binary Trees
$F$ alphabet {1, 2} word $0$
$0$ . $v,$ $w\in F$ $v\leq vw$ $F$ poset Poset $F$
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ideal $T$ (i.e., $v\in T$ $w\in F$ $w\in v$ $w\in T$ ) tree
. Tree $T$ $w\in T$ tree node . $Y_{i}$ $i$ node
tree . $V$ basis $Y$ K- .
$T\in \mathrm{Y},$ $v\in F$ , $T_{v}=\{w\in T|v\leq w\}$ .
Definition 4.1. $T$ tree, $m$ $\varphi$ : $Tarrow\{1, \ldots , m\}$
$\bullet$ $\varphi(w)<\varphi(v)$ for $w\in T$ and $v\in T_{w1}$
$\bullet$ $\varphi(w)\leq\varphi(v)$ for $w\in T$ and $v\in T_{w2}$
, $\varphi$ lefl-strictly-increasing labeling .
$\bullet$ $\varphi(w)\leq\varphi(v)$ for $w\in T$ and $v\in T_{w1}$
$\bullet$ $\varphi(w)<\varphi(v)$ for $w\in T$ and $v\in T_{w2}$
, $7\dot{\tau}ght- st\gamma\dot{\eta}ctly$-increasing labeling .
,
$\bullet$ $\varphi(w)\geq\varphi(v)$ for $w\in T$ and $v\in T_{w1}$
$\bullet$ $\varphi(w)<\varphi(v)$ for $w\in T$ and $v\in T_{w2}$
binary-searching labeling .
, increasing labeling trees .
$T\in Y$ , node $w\in T$ $T_{w}\subset\{w1^{n}|n\in \mathrm{N}\}$ , $w$ $T$
$l$-node $\subset\{w2^{n}|n\in \mathrm{N}\}$ , $r$-node .
Increasing labeling $\varphi$ , $n$ , $\varphi^{-1}(\{1, \ldots, n\})$ troe
. Right-strictly-increasing labeling $\varphi$ , $\varphi^{-1}(\{1, \ldots, n+1\})\backslash \varphi^{-1}(\{1, \ldots, n\})$
$\text{ }\varphi^{-1}(\{1, \ldots, \mathrm{n}+1\})\text{ }1$ -node lefl-strictly-increasing labeling\mbox{\boldmath $\varphi$}
, $\varphi^{-1}(\{1, \ldots, n+1\})\backslash \varphi^{-1}(\{1, \ldots, n\})$ $\varphi^{-1}(\{1, \ldots, n+1\})$ r-nodes
.
, right-strictly-increasing labeling $T^{i+1}\backslash T^{i}$ $T^{i+1}$ 1-nodes
$m+1$ trees $(\emptyset=T^{0}, T^{1}, \ldots, T^{n})$ – . ,
left-strictly-increasing labelings $T^{i+1}\backslash \tau$: $T^{i+1}$ $\mathrm{r}$-nodes $m+1$
trees $(\emptyset=T^{0}, T^{1}, \ldots, T^{n})$ – .
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$V$ $D$ $D’$
$DT=$ $\sum$ $T’$ ,
$T’\subset T;T\backslash T’$ consists of some l-nodes
$D’T=$ $\sum$ $T’$ .
$T’\subset T;T\backslash T’$ consists of some r-nodes
.
binary-searching trees .
$\mathrm{b}\mathrm{e}\mathrm{e}T$ , $s\tau$ $\{w\in T|w=v1w’\Rightarrow v2\not\in T. w2\not\in T.\}$ . $s\tau$
chain . $s\tau$ ideal $s$ , tree $T\ominus s$
$T\ominus s=\{$
$T$ $(s=\emptyset)$
$(T- \max(s))\ominus(s\backslash \{\max(s)\})(s\neq\emptyset)$ ,
$w2\not\in T$ $w\in T$
$T-w=(T\backslash T_{w})\cup\{wv|w1v\in T_{w}\}$
. $T-w$ $T$ inclusion $\overline{\nu}$ .
$\overline{\nu}(v’)=\{$
$w1v$ $v’=wv\in T_{w}$
$v’$ $v’\not\in T_{w}$ .
inclusion $\overline{\nu}$ , inclusion $\nu$ : $T\ominus sarrow T$ .
Tree $T$ $\{1, \ldots, m\}$ Binary-searching labeling $\varphi$ , ,
$\varphi^{-1}(\{m\})$ $s\tau$ ideal Inclusion $\nu$ : $T\ominus\varphi^{-1}(\{m\}\ranglearrow T$ $\varphi$
$\varphi\circ\nu$ , $T\ominus\varphi^{-1}(\{m\})$ $\{1, \ldots, m-1\}$ binary-searching
labeling .
, binary-searching labelings $\varphi$ , $m+1$ trees $(\emptyset=$
$T^{0},$ $T^{1},$
$\ldots,$
$T^{m})$ $i$ $T^{i}=T^{i+1}\ominus s$ $s\tau:+1$ ideals
– .
$V$ $U$
$UT=$ $\sum$ $T\ominus s$
$\epsilon js\tau^{\sigma)\mathrm{i}\mathrm{d}}\mathrm{e}\mathrm{a}\mathrm{l}$
.




operator generalized Schur polynomials Young’s
lattice Pieri’s formula .






, $s_{\{0,1,12\},\emptyset}^{U^{*}}(t_{1}, t_{2})=s_{U}^{\{0,,12\},\emptyset}(t_{1}, t_{2})=t_{1}t_{2}^{2}$ .




$t_{n})=$ $\sum$ $t^{\varphi}$ ,
$\varphi$ ; a binary-searching labeling
$s_{T,\emptyset}^{D}(t_{1},$
$\ldots,$
$t_{n})=$ $\sum$ $t^{\varphi}$ ,
$\varphi$ ; a $\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{t}-\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{c}\mathrm{t}\mathrm{l}\mathrm{y}$ -increasing labeling
$s_{T,\emptyset}^{D’}(t_{1},$ $\ldots)t_{n})=$ $\sum$ $t^{\varphi}$
$\varphi$ ; a left-strictly-increasing labeling
.
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