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Sind Nanoantennen einfach sehr, sehr kleine Antennen? Obwohl der Name
dies vermuten lässt, lösen Nanoantennen andere Aufgaben als klassische Anten-
nen, haben andere Herausforderungen und andere wichtige Eigenschaften als
herkömmliche Antennen. Trotzdem kann die Welt der resonanten Metallnanopar-
tikel viel aus der Welt der klassischen Antennentheorie mit ihrem Jahrhunderte
alten Erfahrungsschatz lernen und viele wichtige Konzepte können übertragen
werden.
Gemeinsam haben beide zunächst, dass Antennen stets ein möglichst effizientes
Koppelelement zwischen Nah- und Fernfeld sind. Herkömmliche Antennen haben
jedoch die Hauptanwendung Informationen, die über weite Strecken in Form von
speziell kodierten elektromagnetischen Wellen übertragen werden, zu senden und
zu empfangen. Im Gegensatz dazu gibt es im Bereich der optischen Technologien
eine Vielzahl anderer Anwendungen, bei denen resonante Antennen hilfreich
sein können. Viele von ihnen hängen mit der begrenzten räumlichen Auflösung
in der klassischen Optik zusammen. Das Diffraktionslimit stellt eine von der
Wellenlänge abhängige Grenze dar, unterhalb derer es nicht mehr möglich ist
Licht mit klassischen optischen Bauelementen (Linsen etc.) zu fokussieren.
Die Forschung im Bereich der Nanoantennen hat erst im letzten Jahrzehnt einen
richtigen Aufschwung erlebt. Ursache hierfür ist hauptsächlich, dass die Herstel-
lungsmethoden für nanometerskalige Strukturen zuvor nicht verfügbar oder von
zu schlechter Qualität waren. Die Fortschritte hierbei – in Kombination mit immer
vielversprechenderen Anwendungen – haben zu einem immensen Anstieg an
wissenschaftlichen Veröffentlichungen in diesem Bereich geführt. Eine weitere
Entwicklung, die sich vorteilhaft auf die Forschungsaktivitäten im Bereich der
2 1. Einleitung
Nanoantennen auswirkte, war die Verbesserung der numerischen Methoden und
vor allem der hierfür benötigten Hardware. Die elektromagnetischen Eigenschaf-
ten von Nanoantennen können inzwischen viel schneller und präziser berechnet
werden ohne auf bestimmte Vereinfachungen zurückgreifen zu müssen. Da die
extrem kleinen Strukturen der Nanoantennen und ihr recht komplexes Verhalten
es mit sich bringen, dass rein auf Experimenten beruhende Untersuchungen und
Interpretationen nicht ausreichen, sind diese Fortschritte essentiell wichtig. Die
Forschung an Nanoantennen wurde daher zu jedem Entwicklungsschritt intensiv
von numerischen Berechnungen begleitet.
Zwei zentrale Herausforderungen der numerischen Untersuchungen von Nanoan-
tennen sind zum einen, die Simulationen so zu optimieren und zu erweitern, dass
die experimentellen Ergebnisse möglichst gut nachvollzogen werden können und
zum anderen, trotzdem möglichst verständliche Interpretationsansätze zu liefern.
Diese sind Voraussetzung für die Entwicklung neuartiger Antennenstrukturen.
Diese Herausforderungen werden in der vorliegenden Arbeit angegangen.
Bei den hier untersuchten Nanostrukturen handelt es sich um optische Antennen,
die Resonanzen bei einer oder mehreren Wellenlängen aufweisen. Die genauen
Eigenschaften der Resonanzen (Resonanzwellenlänge und Intensität) sind von
entscheidender Bedeutung. Sie zu verstehen und zu optimieren steht im Fokus
dieser Arbeit.
1.1. Gliederung der Arbeit
Zu Beginn wird in Kapitel 2 ein Überblick über die für diese Arbeit relevanten
Grundlagen mit einem Schwerpunkt auf resonanten Metallnanopartikeln gegeben.
Im darauf folgenden Kapitel werden die verschiedenen Modellierungsansätze
vorgestellt und die Simulationsmodelle mit ihren wichtigsten Parametern ge-
zeigt. Außerdem werden die untersuchten Eigenschaften anhand eines konkreten
Beispiels erläutert.
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Das erste Ergebniskapitel (Kapitel 4) befasst sich mit dem Skalierungsverhalten
der Resonanzen von gekoppelten Dipolnanoantennen – eine der häufigsten Na-
noantennenstrukturen – und leitet dieses über einen schrittweisen Aufbau des
Simulationsmodells her. Am Ende dieses Kapitel wird auf die in Nanoantennen
vorhandene Querresonanz eingegangen. Kapitel 5 beschäftigt sich mit bimodalen
Antennenstrukturen und stellt gekoppelte T-Antennen als optimale Struktur vor,
um ein solches Verhalten zu erreichen. Als Nächstes wird in Kapitel 6 untersucht,
wie sich Abweichungen in der Antennengeometrie auf die optischen Eigenschaf-
ten der Nanoantennen auswirken und wie diese in der Simulation berücksichtigt
werden können. Im letzten Ergebniskapitel werden Aluminiumantennen mit einer
wenige Nanometer dicken Oxidschicht als ideale Kandidaten für den hochfre-
quenteren Anteil des sichtbaren Spektrums vorgestellt. Am Ende werden die




Nanoantennen verbinden die Themenbereiche Antennentheorie und Nanotechno-
logie. Einerseits kann hierbei auf einen immensen, jahrhundertealten Erfahrungs-
schatz aus beiden Welten zurückgegriffen werden. Andererseits haben diese zwei
Themengebiete ihre eigenen Denkweisen, Schwerpunkte, Vereinfachungen und
Begriffe. Dies bringt einige Schwierigkeiten beim Austausch dieser Erfahrungen
und der Interpretation von Ergebnissen mit sich. In diesem Grundlagenkapitel
werden die grundsätzlichen Konzepte aus beiden Bereichen vorgestellt.
Als Ausgangspunkt für beide Gebiete dient die Elektrodynamik, die in Kapi-
tel 2.1 kurz eingeführt wird. Danach wird in Kapitel 2.2 eine kurze Einfüh-
rung in die klassische Antennentheorie gegeben. Im folgenden Kapitel 2.3 wird
dann das Themengebiet der Plasmonik vorgestellt und hierbei insbesondere das
Absorptions- und Streuverhalten von Metallnanopartikeln erklärt. Schließlich
wird in Kapitel 2.4 auf die Nanoantennen-Grundlagen und Besonderheiten sowie
die Gemeinsamkeiten und Unterschiede bezüglich der beiden vorherigen Kapitel
eingegangen.
2.1. Elektrodynamik
Eine klassische elektrodynamische Betrachtung bildet die Basis und die gemein-
same Sprache für die Bereiche der Antennentheorie, der Nanotechnologie und
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der Plasmonik. Obwohl der Name „Plasmon” die Partikeleigenschaft in der Plas-
monik betont, kann auch ein Großteil der Zusammenhänge in der Plasmonik und
somit in Nanoantennen mit dieser, auf den Maxwell-Gleichungen basierenden,
klassischen Betrachtung verstanden werden. Ziel dieses Kapitels ist es, einen
kurzen Überblick über die für diese Arbeit relevanten Gleichungen zu geben,
die verwendeten Notationen vorzustellen und eine knappe Einführung zu geben.
Ausführlichst wird die Elektrodynamik beispielsweise in Ref. [1] und Ref. [2]
eingeführt.
2.1.1. Maxwell-Gleichungen
Die Maxwell-Gleichungen bilden die Grundlage für die Ausbreitung von elek-
tromagnetischen Feldern und Wellen sowie für ihre Interaktion mit Materie. Die
Maxwell-Gleichungen lauten:
~∇ ·~D(~r) = ρ(~r), (2.1.1)









Hierbei ist ~D die elektrische Flussdichte, ρ die Ladungsträgerdichte, ~B die ma-
gnetische Flussdichte, ~E die elektrische Feldstärke, ~H die magnetische Feldstärke
und ~j die Leitungsstromdichte, jeweils am Ort~r.
2.1.2. Weitere Beziehungen
Für eine vollständige Beschreibung der elektrodynamischen Vorgänge in Mate-












Hier ist ε0 die elektrische Feldkonstante, ~P die elektrische Polarisation, µ0 die
magnetische Feldkonstante und ~M die Magnetisierung.
Für isotrope, lineare Materialien vereinfachen sich diese beiden Gleichungen
zu:





In dieser Darstellung werden die elektrodynamischen Materialeigenschaften in
der (reellen) dielektrischen Funktion ε ′r und der relativen Permeabilität µr
1
zusammengefasst. Diese sind im Allgemeinen frequenzabhängig.
Leitungsstromdichte und elektrisches Feld hängen über die (reelle) Leitfähigkeit
σ ′ zusammen:
~j(~r) = σ ′(~r)~E(~r). (2.1.10)
2.1.3. Weitere grundlegende Größen
Zusammenhang zwischen Brechungsindex, dielektrischer Funktion, Leit-
fähigkeit und Polarisierbarkeit. Betrachtet man die Vorgänge (statt wie bis-
her im Zeitbereich) nun im Frequenzbereich, so kann man von einigen vereinfa-
chenden Zusammenhängen profitieren. Dabei ist es wichtig, dass hier stets ebene
1Wie später für die dielektrische Funktion ε ′r diskutiert werden wird, kann es unter bestimmten
Umständen auch hilfreich sein, eine komplexe relative Permeabilität µr zu betrachten. Die
magnetischen Eigenschaften der Strukturen und Materialien wurden in dieser Arbeit jedoch nicht
untersucht, daher spielt dies hier keine Rolle.
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Wellen mit eikx−iωt als Orts- und Zeitabhängigkeit (hier speziell für Propagation
in x-Richtung, ω = 2π f ist die Kreisfrequenz, f die Frequenz) angenommen
werden. Zeitabhängige Signale können als eine Superposition von ebenen Wellen
mit unterschiedlichen Frequenzen zusammengesetzt werden. Mittels Fourier-
transformation kann zwischen Zeit- und Frequenzbereich umgerechnet werden.
In solchen zeitharmonischen Fällen kommen nun komplexe Größen vor. Hier
können die vier Größen komplexer Brechungsindex ñ, komplexe dielektrische
Funktion εr, komplexe Hochfrequenzleitfähigkeit σ̃ und komplexe Polarisierbar-
keit α verwendet werden. Sie sind allesamt Materialeigenschaften, die ineinander
umgerechnet werden können.
Der komplexe Brechungsindex ist gegeben als ñ = n+ iκ . Für Materialien mit
µr = 1 (dies gilt für alle in dieser Arbeit untersuchten Materialien) ist der Zusam-
menhang zwischen Brechungsindex und dielektrischer Funktion:
ñ2 = (n+ iκ)2 = εr = ε ′r + iε
′′
r . (2.1.11)
Des Weiteren gilt für den Zusammenhang zwischen dielektrischer Funktion und
Leitfähigkeit [3]:
σ̃ = σ ′+ iσ ′′ =−iωε0εr. (2.1.12)
Da bei Untersuchungen der Leitfähigkeit fast nie die komplexe Leitfähigkeit






Die Polarisierbarkeit ist zunächst eine Eigenschaft von kleinsten Partikeln, kann
aber für makroskopische Materialien auch mit der dielektrischen Funktion von
Materialien in Verbindung gebracht werden. Die Polarisierbarkeit gibt das Dipol-
moment an, welches ein elektrisches Feld an einem Ort in einem Molekül, Atom
oder sonstigen Partikel erzeugt:
~p = α~E. (2.1.14)
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wobei N die Teilchendichte beschreibt. Die Polarisierbarkeit von Nanopartikeln
und Nanoantennen ist jedoch im Allgemeinen ein komplexerer Zusammenhang
und wird in Kapitel 3.2.2 genauer beschrieben.
Der Poyntingvektor. Mittels des Poyntingvektors können Aussagen über
den Energiefluss getroffen werden. Seine Richtung entspricht der Richtung des
Energieflusses und seine Länge (sein Betrag) entspricht der Intensität. Er ist
definiert als:
~S = ~E× ~H. (2.1.16)




















In diesem Kapitel wird ein Überblick über die Grundlagen von Antennen gegeben.
Eine weiterführende, detailliertere Betrachtung findet sich in den Referenzen
[4–6]. Dieses Kapitel wird sich auf diejenigen Grundlagen konzentrieren, die für
das Verständnis von optischen Antennen relevant sind.
Eine Antenne ist ein Bauteil, welches elektromagnetische Strahlung empfangen
und/oder absenden kann. Sie dient als Koppelelement zwischen frei propagie-
10 2. Grundlagen
render Strahlung und stark lokalisierten Nahfeldern. Herkömmliche Antennen
arbeiten in einem Frequenzbereich zwischen 10 kHz und mehreren hundert GHz.
Antennen werden klassischerweise in folgende Gruppen unterteilt [6]:




Bei den in dieser Arbeit betrachteten Antennen handelt es sich um resonante
Antennen.
Zur einfacheren Betrachtung des Verhaltens von Antennen haben sich einige
vereinfachte Annahmen etabliert, die im Hochfrequenzbereich (HF-Bereich)
auch gut zutreffen:
• Die Metalle, aus denen die Antennen hergestellt sind, werden als perfekter
elektrischer Leiter betrachtet.
• Die Eindringtiefe ist gegenüber dem Leiterdurchmesser vernachlässigbar
klein. Es kann deshalb von Oberflächenströmen ausgegangen werden.
• Bei vielen Betrachtungen ist der Durchmesser des Leiters gegenüber der
Leiterlänge vernachlässigbar.
• Für Antennen mit einem Antennenspalt (weiter unten erläutert) kann ange-
nommen werden, dass dieser Spalt unendlich klein ist und die Antennen-
eigenschaften nicht weiter beeinflusst, sondern lediglich als Speisepunkt
dient.
Aus dem Reziprozitätstheorem [5] folgt, dass ein und dieselbe Antenne als
Sendeantenne und Empfangsantenne eingesetzt werden kann und dass die Richt-
charakteristiken sowohl im Empfangs- als auch im Sendefall identisch sind.
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2.2.1. Nah- und Fernfeld von Antennen
Obwohl der Übergang zwischen dem Nah- und dem Fernfeld einer Antenne flie-
ßend ist, ist es trotzdem wichtig zwischen beiden Bereichen zu unterscheiden, da
beide ihre eigenen Gesetzmäßigkeiten haben. Es gibt unterschiedliche Definitio-
nen, wo das Nahfeld endet und wo das Fernfeld anfängt, sie hängen aber alle von
der Wellenlänge ab. Bei den meisten Definitionen wird zwischen dem Nah- und
Fernfeld noch ein Übergangsbereich definiert. Am weitesten verbreitet sind zum
einen die Definition für sehr kleine Antennen bzw. Hertz’sche Dipolemitter (siehe
Kapitel 2.2.4) und zum anderen die Definition für Antennen, deren Dimension
größer als λ/2 (mit der Wellenlänge λ ) ist.
Für Hertz’sche Dipole und kleine Antennen ist das Nahfeld der Bereich in dem
gilt: r < λ2π (wobei r der Abstand zur Antenne ist). Im Nahfeld liegt hauptsächlich
gespeicherte, also imaginäre Energie vor. Daran schließt sich der Übergangsbe-
reich an, der Anfang des Fernfelds ist weniger exakt definiert, wird aber häufig
als r λ2π angegeben. Im Fernfeld ist der größte Teil der Energie strahlend bzw.
reell [5].
Für elektromagnetisch große Antennen wird das Nahfeld in das reaktive Nahfeld
und das strahlende Nahfeld (auch Fresnel-Zone genannt) unterteilt. Das reak-
tive Nahfeld ist der Bereich für den gilt 0,62
√
l3/λ > r, wobei l bei den hier
untersuchten Antennen die Antennenlänge ist. Der Übergangsbereich, also die
Fresnel-Zone, ist begrenzt durch 0,62
√
l3/λ < r < 2l2/λ . Jenseits davon, also
für r > 2l2/λ , beginnt das Fernfeld, auch Fraunhofer-Region genannt [5].
Unabhängig von der genauen Definition ist das Nahfeld der Bereich nahe um die
Antennenstruktur, in dem die Felder noch stark an die Antenne gebunden sind.
Hier können evaneszente Felder existieren und das elektrische und magnetische
Feld können stark voneinander abweichen. Bei elektrischen Dipolen nehmen die
Felder im Nahfeld proportional zu 1/r3 ab.
Im Fernfeld dagegen können nur nicht evaneszente, propagierende Wellen exis-
tieren. Die Felder sind hier nicht mehr an eine Antennenstruktur gebunden. Das
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elektrische Feld und das magnetische Feld erzeugen sich stets gegenseitig neu.
Im Fernfeld nehmen die Felder proportional zu 1/r ab.
Für die vorliegende Arbeit ist die Unterscheidung auch deshalb wichtig, weil ver-
einfacht gesagt das Nahfeld das ist, was simuliert werden kann und das Fernfeld
das ist, was gemessen wurde. Zwischen diesen beiden Bereichen muss deshalb ei-
ne Verbindung gefunden werden um sie vergleichen zu können. Aus dem Nahfeld
einer Antenne in Luft lässt sich mit Hilfe der Stratton-Chu-Formel das Fernfeld
berechnen [7]. Benötigt man jedoch keine winkelaufgelösten Informationen, so
genügt es teilweise auch nur die Leistungsbilanz anzuschauen. Leistung die aus
dem Fernfeld ins Nahfeld transportiert und nicht wieder abgestrahlt wird, wurde
folglich dort absorbiert.
2.2.2. Impedanz und Impedanzanpassung
Eine sehr hilfreiche Denkweise in der Antennentheorie ist die Impedanzbetrach-
tung. Wie weiter unten erläutert, ist es jedoch nicht ganz einfach diese Denkweise
auch auf den Bereich der Nanoantennen zu übertragen. Klassische Antennen
können meist als diskrete Bauelemente dargestellt werden. Diese besitzen wohlde-
finierte Anschlusspunkte, an denen sie mit anderen Bauteilen verbunden werden
und an denen ihnen eine konkrete Impedanz zugeordnet werden kann. Vergleicht
man beispielsweise die Impedanz der Zuleitung mit der Eingangsimpedanz der
Antenne, so kann man ohne weitere Informationen über die genaue Beschaffen-
heit der Bauteile zu haben, Aussagen darüber treffen, wie viel Leistung aus der
Leitung an die Antenne übertragen werden kann und umgekehrt. Bei perfekter
Impedanzanpassung wird die maximal mögliche Leistung übertragen. Durch
diese Betrachtung lassen sich einfache Ersatzschaltbilder erstellen. Dies ist sche-
matisch in Abb. 2.2.1 gezeigt, wo eine Sendeantenne (Impedanz ZAnt) über eine
Übertragungsleitung (mit der Impedanz ZTrans) an einen Generator (ZGen) ange-
schlossen ist. Ein typischer Wert für die Wellenimpedanz eines Koaxialkabels
ist beispielsweise 50 Ω. Auch dem freien Raum kann ein Wellenwiderstand von





Abbildung 2.2.1.: Ersatzschaltbild einer Sendeantenne mit Generator und Über-
tragungsleitung.
2.2.3. λ/2-Dipolantennen
Die wohl einfachste Antenne ist eine Dipolantenne, ein Stab der Länge λ/2.
Auch dies ist eine hilfreiche Vereinfachung bei klassischen Antennen. Ohne
Informationen über die genauen Materialeigenschaften oder den Querschnitt der
Antennen kann direkt von der Länge auf die Resonanzwellenlänge geschlossen
werden. Oft wird ein λ/2-Dipol in zwei λ/4-Stücke mit einem kleinen Spalt in
der Mitte geteilt. Dieser Spalt wird dann Speisepunkt genannt und hier kann eine
Übertragungsleitung angebracht werden. Der Speisepunkt weist eine Impedanz
auf, die besser zu typischen Übertagungsleitungen passt als eines der Enden des
Stabs. Das „Durchschneiden” der Antenne in der Mitte ändert ansonsten die wei-
teren Antenneneigenschaften nicht signifikant. Man kann sich eine Dipolantenne
als zwei abgeknickte Enden einer Übertragungsleitung vorstellen [5]. Verlaufen
die beiden Leiter der Übertragungsleitung wie in Abb 2.2.2(a) dargestellt parallel,
so wird keine Leistung ins Fernfeld abgestrahlt, da sich dort die Felder von beiden
Leitern destruktiv überlagern. Wird nun jeweils ein Ende der passenden Länge
abgeknickt (Abb 2.2.2(b)), so kann Leistung effizient abgestrahlt werden. Der
Speisepunkt ist bei klassischen Antennen nur insofern von Bedeutung, dass er
an die Quellenimpedanz angepasst ist und somit die geeignete Impedanz zum
Speisen der Antenne hat. Bei Nanoantennen ist der Antennenspalt jedoch, wie







Abbildung 2.2.2.: Eine klassische Hochfrequenzdipolantenne wird über ei-
ne Übertragungsleitung (engl. transmission line) gespeist. (a) Im Fernfeld der
Übertragungsleitung überlagern sich die Felder der beiden Leitungen destruktiv.
(b) Am Ende der Übertragungsleitung sind jeweils Enden der Länge λ/4 abge-
knickt, welche die Dipolantenne bilden, die effizient ins Fernfeld abstrahlen kann
(adaptiert aus Ref. [5]).
2.2.4. Hertz’scher Dipol
Ein Hertz’scher Dipol ist eine punktförmige Quelle mit einem Dipolmoment ~p.
Die Abstrahlcharakteristik des elektrischen Feldes hat die Form eines Donuts, der
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Der Hertz’sche Dipol bildet zwar die theoretische Grundlage der Antennen, ist
aber keine real herstellbare und verwendete Antennengeometrie. Für diese Arbeit
ist er allerdings von doppelter Bedeutung, da zum einen Quantenemitter (eine
der Anwendungen von Nanoantennen ist die Kopplung mit Quantenemittern)
näherungsweise sehr gut als Hertz’sche Dipole beschrieben werden können und
zum anderen einige Eigenschaften von Nanodipolantennen über den Hertz’schen
Dipol verstanden werden können.
2.3. Plasmonik und Nanophotonik
Nanometerskalige Strukturen können Licht und Licht-Materie-Interaktionen in
vielfältiger Art und Weise beeinflussen [8]. Hierbei spielen Oberflächenplas-
monen eine entscheidende Rolle [9–11]. Plasmonik und Nanophotonik bieten
eine Vielzahl von Möglichkeiten für neuartige Anwendungen, wie beispielsweise
plasmonische Schaltkreise, die Informationen so schnell wie Licht und auf so klei-
nem Raum wie Elektronik übertragen können [12], verbesserte photovoltaische
Bauteile [13], Sensorik [14] oder nichtlineare optische Anwendungen [15]. Die
meisten plasmonischen Anwendungen basieren auf den speziellen Eigenschaften,
die bestimmte Metalle bei optischen Frequenzen aufweisen können.
2.3.1. Verhalten von Metallen bei optischen Frequenzen
Im HF-Bereich können Metalle gut als perfekte elektrische Leiter angesehen wer-
den. Die genauen Materialeigenschaften oder auch nur welches Metall verwendet
wurde spielt eine untergeordnete Rolle. Für plasmonische Resonanzen sind je-




Die einfachste Beschreibung eines Metalls stellt das Drude-Modell dar. Hier
werden die Elektronen als frei bewegliche Elektronengaswolken vor einem fest
sitzenden Gitter aus Atomrümpfen betrachtet. Durch Stöße mit den Atomrümpfen
kommt es zu Dämpfung. Das Verhalten der Schwingung der Elektronengaswolke
gegenüber den Atomrümpfen kann über einen harmonischen Oszillator genähert
werden. Da im Drude-Modell die Elektronen nicht an die Atomrümpfe gebunden
sind, gibt es hier jedoch keine Rückstellkraft und auch keine Resonanz. Die
anregende Kraft ist hierbei ein externes elektrisches Feld, beispielsweise Licht,
das auf die Metalloberfläche fällt. Die frequenzabhängige, dielektrische Funktion











mit der Elementarladung e, der Elektronendichte N und der Elektronenmasse
m. Das Modell wurde von Sommerfeld insoweit erweitert, dass das Elektronen-
gas als Fermi-Gas und nicht als freies Gas betrachtet wird. Hierfür wird die
Elektronenmasse m durch die effektive Elektronenmasse me f f ersetzt. Im Drude-
Sommerfeld-Modell wird die Interbandabsorption von Materialien vernachlässigt.
Diese wird im nachfolgend beschriebenen Lorentz-Drude-Modell berücksichtigt
[16].
2.3.1.2. Das Lorentz-Modell
Das Lorentz-Modell wird typischerweise verwendet um Dielektrika zu beschrei-
ben. Hierbei werden die Elektronen als an den Atomkern gebunden angesehen
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und das Material kann als gedämpfter harmonischer Oszillator beschrieben wer-






Die Plasmafrequenz ωp,Lorentz unterscheidet sich von der im Drude-Modell ver-
wendeten Plasmafrequenz (Gleichung 2.3.2) insofern, dass die Dichte der freien
Elektronen N durch die Dichte der gebundenen Elektronen NGebunden ersetzt wird.
In der Realität haben Materialien meist nicht eine sondern viele Resonanzen.







Das Lorentz-Drude-Modell kombiniert die beiden bisher vorgestellten Model-










So ist es nun möglich das Verhalten von Metallen recht gut mit diesem einfachen
Modell zu beschreiben. Dieses Modell kann jedoch trotz allem die tatsächliche
dielektrische Funktion nicht perfekt wiedergeben. Gleichzeitig hängt die optische
Antwort von plasmonischen Strukturen extrem sensibel von der dielektrischen
Funktion des Metalls ab. Da eine gute Übereinstimmung mit Messungen hier im
Fokus stand, wurde in dieser Arbeit auf experimentell bestimmte dielektrische
Funktionen für Gold [17] und Aluminium [18] zurückgegriffen.
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2.3.1.4. Die Eindringtiefe
Die Eindringtiefe δ eines Materials ist definiert als die Tiefe, bei der das Feld der
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. (2.3.7)
Aus dem Verhältnis von ε ′r und ε
′′
r ergeben sich zwei verschiedene Grenzbereiche.
Bei verhältnismäßig niedrigen Frequenzen, bei denen Metalle eine hohe Leitfä-
higkeit haben und |ε ′′r |  |ε ′r | mit (ε ′′r = σ
′
ωε0




















Bei den hier betrachteten optischen Frequenzen haben Metalle jedoch einen stark
negativen Realteil der dielektrischen Funktion ε ′r < 0 und |ε ′r |  |ε ′′r |. Daher ist
κ ≈
√







Gold hat im betrachteten Wellenlängenbereich zwischen 400 nm und 1000 nm
eine Eindringtiefe zwischen 25 nm und 45 nm. Die Eindringtiefe von Aluminium
ist etwas geringer und liegt im selben Wellenlängenbereich zwischen 13 nm
2Teilweise wird zwischen der Tiefe unterschieden, bei der die einfallende Intensität auf 1/e abgefal-
len ist (δp) und der Tiefe, bei der die einfallende Welle auf 1/e und somit die einfallende Intensität
auf 1/e2 abgefallen ist (δ ). Wobei gilt: 2δp = δ . Im Englischen wird teilweise δp als „penetration
depth” und δ als „skin depth” bezeichnet. Die hier verwendete Eindringtiefe entspricht daher der
englischen „skin depth” und nicht der direkten Übersetzung „penetration depth”.
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und 18 nm. Für Nanoantennen ist die Eindringtiefe insofern von Bedeutung, als
dass sie gegenüber dem Antennenquerschnitt nicht mehr vernachlässigt werden
kann und keine entsprechenden Näherungen wie in der Hochfrequenztechnik
üblich ermöglicht. Es ist allerdings nicht möglich mit Hilfe der Eindringtiefe die
Felder in Nanoantennen zu berechnen oder auch nur abzuschätzen. Wie auch
die Felder um die Nanoantenne herum hängen die Felder in der Nanoantenne
auch stark vom Resonanzverhalten ab und können durchaus die Feldstärke des
einfallenden Feldes übersteigen. Die Formeln für die Eindringtiefe können für
ausgedehnte Metalloberflächen verwendet werden. Für Nanopartikel gelten aber
andere Gesetzmäßigkeiten.
2.3.2. Plasmonen und Oberflächenplasmonen
Der Name „Plasmon” rührt von der Betrachtungsweise freier Ladungsträgern
in Festkörpern als freie Ladungsträgerwolke (einem Plasma) her. Hierbei unter-
scheiden sich Volumenplasmomen und Oberflächenplasmonen.
Volumenplasmonen sind quantisierte, longitudinale Ladungsträgerdichteoszilla-
tionen im Volumen eines Festkörpers [19]. Die Energie von Volumenplasmonen
beträgt h̄ωp. h̄ ist das reduzierte Planck’sche Wirkungsquantum.
Eine viel größere Bedeutung haben jedoch Oberflächenplasmonen. Häufig sind
Oberflächenplasmonen als etwas Negatives bekannt: die Effizienz von fluores-
zierenden Emittern nahe einer metallischen Struktur (Partikel, Oberfläche) ist
signifikant schwächer als ohne diese Struktur. Dieser Effekt wird als „Quenching”
bezeichnet und ist zu einem Großteil auf die Anregung von plasmonischen Zu-
ständen in den Metallstrukturen zurückzuführen, die dann meist nichtstrahlend
relaxieren. Mit Hilfe der Plasmonik können aber auch unter Verwendung unter-
schiedlicher Nanostrukuren elektromagnetische Felder in einer, zwei oder drei
Dimensionen lokalisiert werden [20] und somit komplett neuartige Möglich-




Oberflächenplasmonen sind Ladungsträgerdichteoszillationen, die sich an der
Oberfläche (von zumeist Metallen) befinden (Abb. 2.3.1(a)). Senkrecht zur Metall-
oberfläche haben sie in beide Richtungen ein sehr stark exponentiell abklingendes
Feld. Daher ist ihre Energie auf einen sehr kleinen Bereich nahe der Metalloberflä-
che konzentriert und somit sind die entsprechenden Felder stark überhöht. Entlang
der Metalloberfläche können Oberflächenplasmonen einige Mikrometer propa-
gieren [21, 22]. Propagierende Oberflächenplasmonen stellen einen gekoppelten
Zustand aus dem einfallendem Licht und der Ladungsträgerdichteoszillationen
dar. Deshalb werden sie auch Oberflächenplasmonpolaritonen (engl. „surface
plasmon polaritons”, SPPs) genannt. Oberflächenplasmonen unterscheiden sich
von Licht unter anderem dadurch, dass sie bei gleicher Energie (bzw. Frequenz ω)
eine deutlich kürzere Wellenlänge (bzw. eine deutlich größeren Wellenzahl k) ha-
ben (Abb. 2.3.1(b)). Dies ist vorteilhaft für die Umgehung des Diffraktionslimits,
macht jedoch das Anregen von SPPs schwierig. Generell können propagierende
Oberflächenplasmonen nicht ohne Weiteres mit frei propagierendem Licht ange-
regt werden. Zum Anregen von Oberflächenplasmonen müssen sowohl Energie
als auch Wellenlänge übereinstimmen. Dies ist aufgrund der unterschiedlichen
Dispersionsrelation nicht möglich (siehe Abb. 2.3.1 (b)). Die Dispersionsrelation









Eine Resonanz tritt auf, falls:
εMetall =−εMedium. (2.3.11)
Da die dielektrische Funktion von Metallen einen Imaginärteil besitzt, die des
umgebenden Mediums aber meist nicht, wird Gleichung 2.3.11 im Allgemeinen
für reelle Frequenzen nicht erfüllt. Als Resonanzfrequenz kann man jedoch die
Frequenz bezeichnen, bei der εMetall + εMedium minimal wird. Man sieht, dass der
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Realteil der dielektrischen Funktion des Metalls hierfür negativ sein muss, was
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Abbildung 2.3.1.: Propagierende Oberflächenplasmonen: (a) Schematische
Skizze der Feldverteilung an einer Metalloberfläche. (b) Dispersionsrelation von
Licht und Oberflächenplasmonen. Adaptiert aus Ref. [21].
Es gibt verschiedene Möglichkeiten SPPs trotz des unterschiedlichen Wellen-
vektors anzuregen. Zunächst kann ein Prisma verwendet werden um Oberflä-
chenplasmonen über evaneszente Wellen anzuregen. Hierbei wird ausgenutzt,
dass über die evaneszenten Wellen Oberflächenplasmonen an der Metall-Luft
Grenzfläche mit Licht des Wellenvektors aus dem Glassubstrat angeregt werden
können. Hierbei ist das Prisma nötig um die passenden Winkel an der Grenz-
fläche zu realisieren. Es gibt zwei verschiedene Konfigurationen, bei denen
entweder der Metallfilm direkt auf das Prisma aufgebracht wird (Kretschmann-
Konfiguration) oder ein winziger Spalt zwischen Prisma und Metallfilm besteht
(Otto-Konfiguration) [16, 22]. Eine alternative Möglichkeit ist ein Gitter zu be-
nutzen [19]. Ein periodisches Bragg-Gitter besitzt verschiedene Moden, die für
unterschiedliche Richtungen Wellenvektoren aufweisen, die deutlich von dem
Wellenvektor des einfallenden Lichts abweichen. Auch hierdurch lassen sich
Oberflächenplasmonen anregen.
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Eine spezielle Klasse von Oberflächenplasmonen stellen die Partikelplasmonen






Abbildung 2.3.2.: Bei einem Partikelplasmon verschiebt sich die Elektronen-
wolke zum Nanopartikel und folgt dabei dem anregenden elektrischen Feld
(adaptiert aus Ref. [23]).
Partikelplasmonen, auch lokalisierte Oberflächenplasmonen genannt, sind auf
Nanopartikeln lokalisierte Resonanzen, bei denen sich die Elektronenwolke im
gesamten Partikel relativ zum Nanopartikel verschiebt (Abb. 2.3.2). Insbesondere
Partikelplasmonen können Licht in nanometerskalige Volumina konzentrieren
[24]. Von besonderem Interesse sind plasmonische Resonanzen in Metallpartikeln
[25]. Die Resonanzbedingung hängt von der genauen Geometrie des Partikels ab
und weicht von der in Gl. 2.3.11 ab. Für Kugeln und Ellipsoide, die klein gegen-
über der Wellenlänge sind, kann die Resonanzbedingung näherungsweise über die
quasistatische Approximation bestimmt werden (eine ausführliche Beschreibung
der quasistatischen Approximation ist in Kapitel 3.2.2 zu finden). Beispielsweise
ist die Resonanzbedingung für Kugeln in der quasistatischen Approximation
εPartikel = −2εMedium (siehe auch Gl. 3.2.7). Generell erfordert eine bestimmte
Nanopartikelgeometrie stets eine bestimmte Kombination aus dielektrischer Funk-
tion des Partikels und des umgebenden Mediums, die zur Resonanz führen. Wie
auch bei den propagierenden Oberflächenplasmonen (Gl. 2.3.11) muss hierfür der
Realteil der dielektrischen Funktion negativ sein. Wie oben beschrieben wurde,
ist eines der Hauptprobleme bei propagierenden Oberflächenplasmonen, dass
der Impuls der Tangentialkomponente des einfallenden Lichts an den Impuls
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des Oberflächenplasmons angepasst werden muss. Diese Problematik gibt es bei
Partikelplasmonen in dieser Form nicht, da Partikelplasmonen lokalisiert sind
und keinen Nettoimpuls haben.
2.3.3. Streuung und Absorption
Streuung ist eine der häufigsten und wichtigsten Wechselwirkungen von Licht mit
Materie und findet eigentlich immer statt [26, 27]. Wichtige optische Phänomene
wie Reflexion, Brechung und Beugung lassen sich auf Streuung zurückführen.
Eine elektromagnetische Welle, die auf ein Molekül trifft, regt dieses gleich einem
Dipol zu Schwingungen an. Dieser Dipol sendet dann wiederum eine elektroma-
gnetische Welle aus, die sogenannte Sekundärstrahlung. Die Sekundärstrahlung
von vielen Dipolen in dem Material sowie die einfallende Strahlung überlagern
sich und bilden die tatsächlich vorhandenen elektromagnetischen Wellen. Hierbei
ist die Phasenbeziehung zwischen den einzelnen Wellen von entscheidender Be-
deutung. Dadurch entsteht auch die Winkelabhängigkeit der abgestrahlten Wellen
[27]. Diese Arbeit konzentriert sich auf Streuung und Absorption von kleinen
Partikeln. Ein allgemeines Streuproblem wird in Abb. 2.3.3 gezeigt [28]. Hierbei
fällt auf einen Partikel eine ebene Welle mit den Feldern EEin und HEin. Diese
werden an dem Streupartikel gestreut und dieser sendet die gestreuten Felder
EStreu und HStreu aus. Die Gesamtfelder ergeben sich zu EGes = EEin +EStreu
und entsprechend für die magnetischen Felder. So gesehen ist Streuung jegliche
Abweichung vom einfallenden Feld.
2.3.3.1. Streu-, Absorptions- und Extinktionsquerschnitt
In den hier untersuchten Simulationen fällt eine ebene Welle mit einer bestimm-
ten Intensität auf die Nanoantenne ein. Im Prinzip kann die einfallende ebene
Welle sich (ab einer gewissen räumlichen Ausdehnung) beliebig weit um die
Antennenstruktur ausdehnen ohne das physikalische Problem dabei zu beein-
flussen. Daher ist es nicht sinnvoll die einfallende Welle durch ihre Leistung zu












Abbildung 2.3.3.: Eine ebene Welle EEin fällt auf einen Streupartikel der
gestreute Felder (EStreu) aussendet. Die Gesamtfelder ergeben sich zu EGes =
EEin +EStreu (adaptiert aus Ref. [28]).
sowieso nicht möglich ist). Vielmehr ist die Intensität, also die Leistung pro
Fläche, für das beschriebene Problem entscheidend. In Abhängigkeit von der
einfallenden Intensität wird von der Antenne eine bestimmte Leistung absorbiert
und eine bestimmte Leistung gestreut. Da der Zusammenhang zwischen einfal-
lender Intensität und absorbierter bzw. gestreuter Leistung in weiten Bereichen
linear ist, kann man diese Leistungen auf die einfallende Intensität normieren
und erhält somit eine Größe, die unabhängig von der einfallenden Intensität die
Antennenstruktur charakterisiert. Diese Größe hat die Einheit m² und stellt den
Absorptions- bzw. Streuquerschnitt dar. Anschaulich kann man sich den Streu-
bzw. Absorptionsquerschnitt als die Fläche der einfallenden Welle vorstellen,
aus welcher der betrachtete Partikel für den entsprechenden physikalischen Pro-
zess (Streuung oder Absorption) Leistung entnimmt [16, 27]. Diese Fläche kann
den geometrischen Querschnitt der Antenne um ein Vielfaches übersteigen. In
diesem Fall sind die Feldlinien um die Nanostruktur so abgelenkt, dass Leis-
tung aus einer viel größeren Fläche auf die Antenne einfällt. Dies wird für den
Absorptionsquerschnitt anschaulich in Abbildung 2.3.4 gezeigt.
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Hierbei ist I0 die einfallende Intensität, S eine Hüllfläche, welche das streuende
Objekt vollständig umschließt,~n der nach außen zeigende Normalenvektor und
~SStreu,Ges,Ext sind die zeitlich gemittelten Poyntingvektoren für Streuung, gesamte
Felder und Extinktion.
Das optische Theorem besagt, dass Leistung, die der einfallenden Welle entnom-
men wird (Extinktion), entweder zu Streuung oder Absorption führt:
CExt =CAbs +CStreu. (2.3.15)
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Abbildung 2.3.4.: Schematische Darstellung des Absorptionsquerschnitts eines
Partikels in Resonanz. Durch den resonanten Partikel werden die Feldlinien des
Poynting-Vektors der einfallenden Welle so beeinflusst, dass sie in Richtung des
Partikels abgelenkt sind. Der Partikel absorbiert mehr Leistung als ohne Einfluss
auf ihn einfallen würde. Der Absorptionsquerschnitt (am linken Rand skizziert) ist
deutlich größer als der geometrische Querschnitt. (Reproduced with permission




Ein zentrales Problem bei der optischen Untersuchung von diversen Materiali-
en und Strukturen ist der extreme Größenunterschied zwischen der optischen
Anregung und den Atomen, Molekülen oder Struktureinheiten, aus denen das
entsprechende Material aufgebaut ist. Entscheidend hierbei ist das sogenannte
Diffraktionslimit.
Licht kann mit herkömmlichen optischen Bauteilen nicht wesentlich kleiner als
auf die halbe Wellenlänge fokussiert werden [16, 30]. Da die zu untersuchenden
Strukturen Größen von einigen wenigen Nanometern haben, verteilt sich die zur
Verfügung stehende Leistung auf eine Fläche, die die Struktur um mehrere Grö-
ßenordnungen übersteigt. Außerdem ist auch keine ausreichende Auflösung dieser
Strukturen möglich. Optische Antennen sind speziell optimierte Nanopartikel,
auf denen sich Partikelplasmonen ausbilden, und stellen eine mögliche Lösung
für diese Problematik dar. Da die Oberflächenplasmonen auf diesen Antennen
eine völlig andere Wellenlänge besitzen, können eine viel stärkere Fokussierung
und somit auch höhere Leistungsdichten und eine höhere Auflösung erreicht
werden [31–36].
Auf Nanoantennen bilden sich stehende Wellen senkrecht zur Ausbreitungsrich-
tung des einfallenden Lichts, also auch senkrecht zum Wellenvektor und entlang
des ~E-Feldvektors aus (siehe Abb. 2.4.1). Diese stehenden Wellen können als
zwei Ladungsträgerdichteoszillationen mit entgegengesetzter Richtung und sich
daher aufhebenden Impulsen betrachtet werden. Auslöser für die stehende Welle
ist das oszillierende elektrische Feld, dessen Frequenz zu Material und Geometrie
der Nanoantenne passen muss. Die genaue Geometrie ermöglicht eine diskrete
Anzahl an möglichen Resonanzen. Die diskreten Resonanzen sind jedoch durch










Abbildung 2.4.1.: Ladungsträgerdichteoszillation auf einer Nanoantenne (ad-
aptiert aus Ref. [37]).
2.4.1. Charakteristische Besonderheiten von
Nanoantennen
Obwohl viel über Nanoantennen aus der klassischen Antennentheorie gelernt
werden kann, so bestehen doch entscheidende Unterschiede zwischen beiden.
Viele dieser Unterschiede führen auch zu starken Herausforderungen, die zusam-
men mit der Schwierigkeit so kleine Strukturen herzustellen dafür verantwortlich
sind, dass Nanoantennen erst in der kürzeren Vergangenheit anfingen Verbreitung
zu finden.
Anders als im HF-Bereich können Metalle bei optischen Frequenzen nicht mehr
als perfekte Leiter angesehen werden. Die Elektronen im Metall können den
extrem schnellen optischen Frequenzen des einfallenden Lichts nicht mehr fol-
gen. Die Oberflächenelektronen schirmen das einfallende Feld daher nicht mehr
perfekt ab. Die einlaufende Welle kann in das Metall eindringen und dort kommt
es zu Verlusten. Dies zeigt sich auch daran, dass die Eindringtiefe von Metallen
bei optischen Frequenzen und die Antennenstruktur in derselben Größenordnung
liegen (siehe Kapitel 2.3.1.4). Deshalb heizen sich resonante optische Antennen
stark auf und es besteht die Gefahr, dass sie schmelzen. Des Weiteren sind opti-
sche Antennen im Gegensatz zu HF-Antennen von Verschiebungsströmen und
nicht von Leitungsströmen dominiert [36]. Optische Antennen können auch nicht
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mehr als unendlich dünne Leiter betrachtet werden. Ihr Verhalten wird maßgeb-
lich durch die bereits beschriebenen plasmonischen Resonanzen dominiert und
erschwert eine einfache Interpretation durch klassische Antennenmodelle. Bei
optischen Antennen ist es auch nicht mehr ohne Weiteres möglich aus diskreten
Bauelementen zusammengesetzte Ersatzschaltkreise zu finden, die ihr Verhalten
(wie in Kapitel 2.2.2 beschrieben) einfach vorhersagen. Es gibt jedoch gegenwär-
tig eine große Anzahl von Arbeiten, die sich damit beschäftigen die Konzepte von
Impedanz und Impedanzanpassung trotzdem auf optische Antennen zu übertragen
[38–41].
Antennen gleicher Geometrie aber aus unterschiedlichen Metallen besitzen deut-
lich unterschiedliche Resonanzwellenlängen. Somit können verschiedene Spek-
tralbereiche abgedeckt werden [42–46]. Während Silber und Aluminium gut für
den höherfrequenten Anteil des sichtbaren Spektrums geeignet sind, decken Gold
und Kupfer besser den niederfrequenten Anteil ab. Das Verhalten der Nanoanten-
nen hängt ebenfalls sehr stark vom umgebenden Material ab.
2.4.1.1. Blitzableitereffekt
Der Blitzableitereffekt spielt eine wichtige Rolle in vielen plasmonischen Bautei-
len [47, 48], so auch in Nanoantennen. Generell tritt er an spitzen Metallenden
auf. Hierbei werden Oberflächenladungen aufgrund der Kontinuitätsbedingungen
für elektrisches und magnetisches Feld in kleinen Metallvolumina lokalisiert. Es
treten also wie bei der Anregung von Oberflächenplasmonen Feldüberhöhungen
auf. Anders als die Feldverstärkung durch plasmonische Resonanzen tritt der
Blitzableitereffekt auch bei statischen Feldern auf. Es handelt sich hierbei um
keinen resonanten Effekt. Bei der Untersuchung von Nanoantennen ist es wichtig
die beiden Ursachen von Feldüberhöhungen getrennt voneinander zu untersuchen
und zu verstehen. Je nach Design kann es aber von Vorteil sein beide miteinander
zu kombinieren und somit noch höhere Feldverstärkungen zu erreichen.
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2.4.2. Gütefaktor
Der Gütefaktor wird auch Q-Faktor (englisch Q-factor, quality factor) genannt








Hierbei ist ωres die Resonanzkreisfrequenz, U die gespeicherte Energie und
P der zeitlich gemittelte Leistungsverlust. Pabs ist der absorbierte und Prad der
abgestrahlte Leistungsverlust [49]. Nanoantennen mit einem hohen Q-Faktor
speichern viel Energie im Nahfeld. Ist der Q-Faktor gering, so wird entweder viel
Leistung abgestrahlt oder absorbiert.





ausdrücken ( fres ist die Resonanzfrequenz und FWHM die spektrale Halbwerts-
breite (engl. „full width at half maximum”)).
In seiner klassischen Verwendung als Gütemaß für Resonatoren ist ein höherer
Q-Faktor stets wünschenswert. Aus dieser Sichtweise sind die Q-Faktoren von
Nanoantennen, die in der Größenordnung von 10-50 liegen, sehr schlecht. Bei
Nanoantennen ist jedoch nicht zwangsläufig ein höherer Gütefaktor besser, da
beispielsweise eine sehr schmale Bandbreite nicht immer wünschenswert ist.
Auch ist entscheidend, dass das Modenvolumen bei optischen Antennen viel
geringer ist als bei herkömmlichen optischen Kavitäten.
2.4.3. Nanodipolantennen
Die nächstliegende und eine häufig verwendete Nanoantennenstruktur ist die Di-
polantenne, wie sie in Kapitel 2.2.3 vorgestellt wurde. Obwohl es einige Ansätze
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gibt, die Nanoantennen mit einer elektrischen Zuleitung ähnlich der Hochfre-
quenzübertragungsleitungen zu verbinden, bestehen die meisten bisher realisier-
ten Nanodipolantennen nur aus der eigentlichen Antennenstruktur. Hierbei gibt es
sowohl einzelne Dipolantennen [50, 51] als auch gekoppelte Dipolantennen mit
einem wenige Nanometer großen Spalt [31, 52–54]. Diese Strukturen sind auch
Ausgangspunkt für die meisten in dieser Arbeit durchgeführten Untersuchungen.
Nanoantennen lassen sich jedoch nicht so einfach wie HF-Antennen über das Ver-
hältnis von Antennenarmlänge und Wellenlänge charakterisieren. Das qualitative
und quantitative Verhalten von Nanodipolantennen ist deutlich komplexer und
schwieriger vorherzusagen als das von herkömmlichen HF-Dipolantennen.
Detailliert wird auf die verschiedenen bisherigen Ansätze zur genauen Beschrei-
bung des Skalierungsverhaltens von Nanodipolantennen in Kapitel 4.1.1 einge-
gangen. Ein Ansatz, der es ermöglicht ein möglichst intuitives Verständnis von
Nanodipolantennen trotz ihrer charakteristischen Besonderheiten zu behalten, ist
das Skalieren der Wellenlänge auf eine sogenannte effektive Wellenlänge [37].
In diese effektive Wellenlänge (welche deutlich kürzer ist als die ursprüngliche
Wellenlänge) gehen alle materialspezifischen Eigenschaften ein. Insbesondere
wird auch der Phasensprung an den Antennenenden berücksichtigt, der bei Na-
noantennen von entscheidender Bedeutung ist. Die effektive Wellenlänge ergibt
sich dann zu:




Hier ist λp die Plasmawellenlänge und n1 und n2 sind Faktoren, die von den
Geometrieeigenschaften sowie von den dielektrischen Eigenschaften der Antenne
abhängen. Die so berechnete effektive Wellenlänge kann nun beispielsweise für
die Berechnung der Länge einer λ /2-Antenne verwendet werden. Zur Berechnung
der Faktoren ist jedoch eine numerische Lösung notwendig.
Alternativ zur Beschreibung von Nanodipolantennen analog zur klassischen
Antennentheorie können diese als elongierte Nanopartikel mit plasmonischen Re-
sonanzen betrachtet werden (siehe quasistatische Approximation in Kapitel 3.2.2
sowie das einleitende Kapitel 4.1.1). Eine längere Nanoantenne entspricht hierbei
zunächst einem stärker elongierten Nanopartikel. Abhängig von der genauen
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Partikelgeometrie verschiebt sich die dielektrische Funktion, für welche die Reso-
nanz auftritt (vgl. Gl. 3.2.10) und somit auch die Resonanzfrequenz. Im Grenzfall
können diese beiden Betrachtungsweisen ineinander überführt werden [55].
2.4.4. Plasmonenhybridisierung
In Nanoantennen werden häufig die herausragenden Eigenschaften von gekop-
pelten Nanostrukturen ausgenutzt. Koppeln zwei Nanopartikel miteinander so
kommt es zur Plasmonenhybridisierung und neue Moden entstehen [56]. Bei
dieser Betrachtungsweise besteht eine starke Analogie zur Betrachtung von
Atomorbitalen. Genau wie dort entstehen bindende und antibindende Zustände
[57]. Die beiden Nanopartikel (bzw. Nanoantennenstrukturen) können hierbei
als gekoppelte harmonische Oszillatoren betrachtet werden (Abb. 2.4.2(a)) [35].
Abb. 2.4.2(b) zeigt wie durch die Kopplung zwei Hybridzustände entstehen, wo-
bei der bindende Zustand bei niedrigeren Energien/Frequenzen (Rotverschiebung
der Wellenlänge) und der antibindende Zustand bei höheren Energien/Frequenzen
(Blauverschiebung der Wellenlänge) liegt. Bringt man die beiden Nanopartikel
noch näher aneinander, so wird die Aufspaltung stärker und die beiden Moden
entfernen sich noch weiter voneinander. Für sehr kleine Abstände spielen höhere
Ordnungen (Multipoloszillationen) eine wichtige Rolle und das Verhalten weicht
von dem gekoppelter Dipole ab.
Nur der bindende Zustand kann durch eine ebene Welle aus dem Fernfeld ange-
regt werden. Der antibindende Zustand benötigt eine Asymmetrie um angeregt
zu werden. Dies kann beispielsweise durch Nahfeldanregung mit einem Quanten-
emitter oder durch ein Gauß-förmiges Anregeprofil aus dem Fernfeld, welches
bezüglich der Nanoantenne räumlich leicht versetzt ist, erreicht werden [54].
Generell entstehen vor allem im bindenden Zustand starke Feldüberhöhungen
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Abbildung 2.4.2.: Schematische Darstellung der Plasmonenhybridisierung in
Nanoantennen. (a) die Kopplung zweier Nanopartikel kann als Kopplung zweier
harmonischer Oszillatoren dargestellt werden. (b) Durch die Kopplung entstehen
zwei Hybridzustände, wobei einer zu höheren (antibindende Mode) und einer zu
niedrigeren Energien (bindende Mode) verschoben ist. Die Verschiebung nimmt
zu, wenn der Abstand zwischen den beiden Partikeln abnimmt (adaptiert aus
Ref. [35]).
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2.4.5. Herstellung und Vermessung von Nanoantennen
Die simulativen Ergebnisse in dieser Arbeit werden auch mit experimentellen
Daten verglichen und in Kapitel 6 werden die Konturen von real hergestellten
Antennen aus Mikroskopiebildern extrahiert. Hier wird daher ein kurzer Über-
blick über die Grundlagen der Herstellung und der Messtechnik gegeben. Die
in dieser Arbeit vorgestellten experimentellen Daten basieren auf von Matthias
Wissert, Katja Dopf und Patrick Schwab hergestellten und vermessenen Nanoan-
tennenstrukturen.
Herstellung. Die Herstellung von maßgeschneiderten, reproduzierbaren ein-
zelnen Nanoantennen stellt eine große Herausforderung dar [58]. Insbesondere
ein kontrolliertes Herstellen von Nanospalten ist anspruchsvoll. Eine der am
häufigsten verwendeten Methoden ist die Elektronenstrahllithographie. Diese
wurde auch für die Herstellung aller Strukturen, deren experimentellen Mes-
sungen in dieser Arbeit zum Vergleich herangezogen wurden, verwendet (siehe
Abb. 2.4.3).
Bei der Elektronenstrahllithographie wird auf ein mit einem leitfähigen Material
(hier Indiumzinnoxid (ITO)) beschichtetes Glassubstrat zunächst ein Lithogra-
phielack aufgebracht. Danach wird das Substrat mit einem Elektronenstrahllitho-
graphiesystem abgerastert und beschrieben. Daraufhin wird die Probe entwickelt,
so dass nur an den Stellen, an denen sich später die Nanoantenne befinden soll
das ITO-beschichtete Substrat frei liegt und ansonsten der Lithographielack ste-
hen bleibt. Als Nächstes wird die komplette Probe in einer Aufdampfanlage mit
Gold bedampft. In einem sogenannten „Lift-Off-Prozess” wird nun der Lithogra-
phielack und somit auch das sich darauf befindliche Gold entfernt. Nur an den
beschriebenen Stellen, an denen das Gold direkt auf das Substrat aufgedampft










Abbildung 2.4.3.: Herstellungsprozess von Nanoantennen mittels Elektronen-
strahllithographie.
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Charakterisierung. Es gibt verschiedene Methoden die Antennengeometrie
zu vermessen. Dies kann beispielsweise mit Rasterkraftmikroskopie (engl. atomic
force microscopy, kurz AFM) [59] oder Rasterelektronenmikroskopie (kurz REM)
geschehen [60] .
Bei der Rasterkraftmikroskopie wird die zu vermessende Struktur mit der wenige
Nanometer großen Spitze eines Cantilevers abgerastert. Es sind verschiedene
Betriebsmodi möglich um Höheninformationen des Profils zu gewinnen. Die Hö-
heninformation kann mittels eines Lasers der Ablenkungen detektiert sehr genau
bestimmt werden. Die Auflösung in der Ebene ist jedoch durch die Spitzengröße
beschränkt. Es kommt hierbei zu einer Faltung der Spitzengeometrie mit der
eigentlichen Struktur.
Für die Rasterelektronenmikroskopie kann dasselbe System verwendet werden
wie für die Elektronenstrahllithographie. Hierbei wird jedoch kein Lithographie-
lack beschrieben, sondern die Elektronenrückstreuung wird mit Elektronendetek-
toren detektiert. REM ermöglicht eine sehr hohe Auflösung der Struktur in der
Ebene, bietet aber keine Höheninformation.
Neben der reinen Vermessung der Nanoantennengeometrie gibt es verschiedene
Möglichkeiten die spektralen Eigenschaften von Nanoantennen zu untersuchen.
Ein oft verwendetes lineares Verfahren ist die Dunkelfeldmikroskopie. Hierbei
wird inkohärentes Weißlicht an der Struktur gestreut. Der Strahlengang wird so
gelenkt, dass der anregende Strahl am Detektor vorbeigeht und nur gestreutes
Licht detektiert wird.
Ein nichtlineares Verfahren ist die zweiphotoneninduzierte Photolumineszenz.
Hierbei wird die Antennenstruktur durch einen intensiven, gepulsten Laserstrahl
angeregt, der nichtlineare optische Prozesse, unter anderem Zweiphotonenabsorp-
tion, in der Nanostruktur anregt. Diese Anregung kann dann (neben anderem)
über die Anregung eines Partikelplasmons und dessen strahlende Rekombination
emittieren. Die emittierte Strahlung enthält die komplette spektrale Information
des Partikelplasmons.
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2.4.6. Nanoantennen und Quantenemitter
Optische Antennen können mit Quantenemittern im Nahfeld koppeln und ihre
Lumineszenz verstärken [36, 51, 61–66]. Dies stellt eine der attraktivsten, aber
auch herausforderndsten Anwendungen dar. Die vier häufigsten optischen Emit-
ter können in die Gruppen (i) Atome und Ionen, (ii) organische, fluoreszierende
Emitter, (iii) halbleitende Quantenpunkte und (iv) plasmonische Nanokristalle
unterteilt werden [67]. Nanoantennen können bei passendem Design die sponta-
nen Emissionsraten von Quantenemittern erhöhen [68]. Generell können optische
Antennen helfen, dass Emitter effizienter angeregt werden und/oder effizienter
emittieren.
Einzelphotonenquelle. Einzelphotonenquellen werden für Quantencomputer
und Quantenkryptographie benötigt. Da in diesem Fall der Quantenemitter zuver-
lässig genau ein Photon emittieren oder absorbieren soll, ist ein optimiertes Kop-
pelelement zu frei propagierendem Licht notwendig. Nanoantennen sind hierfür
die idealen Kandidaten. Insbesondere für ihren Einsatz in Einzelphotonenquellen
ist es wichtig, dass die Nanoantennen eine gute Richtcharakteristik aufweisen.
Hier gibt es eine Vielzahl von Forschungsaktivitäten, die darauf abzielen stark
gerichtete Nanoantennen zu realisieren. Dies ist beispielsweise durch Verwenden
des aus dem HF-Bereich bekannten Yagi-Uda-Designs möglich [69, 70].
Quenching. Zwar können optische Antennen die Emission von Emittern signi-
fikant steigern, allerdings ist hierbei der Abstand zwischen Emitter und Antenne
extrem wichtig. Zum einen muss der Emitter sehr nahe an der Antenne sein, da
die überhöhten Felder nur im Nahfeld der Antenne existieren und sehr schnell ex-
ponentiell abklingen. Auf der anderen Seite ist aber ein minimaler Abstand nötig,
da es sonst zu sogenanntem Quenching kommt. Quenching ist ein Überbegriff für
mehrere nichtstrahlende Rekombinationsmechanismen, die bevorzugt bei extrem
kleinen Abständen bis hin zu einem Berühren auftreten. Es ist daher wichtig sich
genaue Gedanken über das Design des Nanoantennen-Quantenemittersystems
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zu machen um somit zu erreichen, dass die Verstärkung über das Quenching
dominiert und es zu einer Nettoerhöhung kommt [67].
Purcell-Faktor und Purcell-Effekt. Der Purcell-Faktor beschreibt die Ver-
stärkung der spontanen Emission eines Emitters in einer bestimmten Umgebung
im Vergleich zu einem freistehenden Emitter [71]. Für den Einfluss der Umgebung
auf die Emission des Emitters ist vor allem die lokale Zustandsdichte (engl. local
density of states; LDOS) ausschlaggebend. Ursprünglich wurde das Konzept des
Purcell-Faktors auf Kavitäten mit einer sehr hohen Güte angewendet. Inzwischen
wird es aber auch verwendet, um die Fluoreszenzverstärkung in der Nähe von
optischen Antennen zu beschreiben [72].
Schwache und starke Kopplung. Bei der Kopplung von Quantenemittern
mit Nanoantennen kann man generell zwei Bereiche unterscheiden. Den Bereich
der schwachen Kopplung und den Bereich der starken Kopplung. Im Bereich
der schwachen Kopplung ändert sich die Frequenz der spontanen Emission des
Quantenemitters nur wenig durch die Interaktion mit beispielsweise der optischen
Antenne. Der Einfluss der optischen Antenne beschränkt sich auf eine Verstärkung
der Effizienz. Anders bei starker Kopplung, die auch erst bei kleineren Abständen
auftritt. Hier kommt es zu Hybridzuständen. [36]
2.4.7. Weitere Anwendungen von Nanoantennen
Nanoantennen können in vielen unterschiedlichen Bereichen eingesetzt werden.
Beispielsweise können eine Vielzahl von periodisch oder unsystematisch an-
geordneten Nanoantennen helfen die Effizienzen von Solarzellen zu steigern
[73]. Wie auch bei herkömmlichen Antennen können Nanoantennen als Arrays
realisiert werden [74]. Darüber hinaus können Nanoantennen optische Sensoren
und Photodetektoren verbessern [75] und neuartige Technologien zur Photodetek-
tion ermöglichen [76, 77]. Analog zum Einsatz in lichtabsorbierenden Bauteilen
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können Nanoantennen in lichtemittierenden Bauteilen wie herkömmliche Leucht-
dioden [78] oder auch organische Leuchtdioden verwendet werden [79].
Durch die hohen Nahfeldverstärkungen, die insbesondere in gekoppelten Nano-
antennenstrukturen auftreten, sind sie ideale Kandidaten für nichtlineare optische
Anwendungen [15] wie etwa Frequenzverdoppelung [80], Frequenzverdreifa-
chung [81] oder zweiphotoneninduzierte Lumineszenz [82, 83].
Ein fundamental neues Konzept stellen plasmonische Schaltkreise dar, in denen
Informationen mit der Geschwindigkeit von Licht, aber der räumlichen Ausdeh-
nung von Elektronik, verarbeitet werden können [12,84]. Für dieses Konzept sind
Schnittstellen mit frei propagierendem Licht notwendig, wobei Nanoantennen
hier die idealen Kandidaten sind. Hierfür werden Nanoantennen an plasmonische
Wellenleiter gekoppelt [41, 85, 86].
Einen großen Anwendungsbereich stellen biologische und chemische Mikroskopie-
und Spektroskopieanwendungen dar [87]. Hierbei wird vor allem die deutlich
höhere räumliche Auflösung, die mit Nanoantennen erreicht werden kann, aus-
genutzt. Die Raman-Spektroskopie, durch die verschiedenste Materialien über
charakteristische vibronische Resonanzen eindeutig identifiziert werden können,
hat intrinsisch eine sehr schlechte Effizienz. Daher wird fast immer die soge-
nannte oberflächenverstärkte Ramanstreuung (engl. surface enhanced Raman
scattering, SERS) verwendet. Diese Oberflächenverstärkung rührt zu einem Groß-
teil von plasmonischen Effekten. Mit Nanoantennen kann hierbei gleichzeitig
eine hohe räumliche Auflösung erreicht werden [88].
Ein viel diskutiertes Konzept ist die Verwendung von Nanoantennen in soge-
nannten optischen „Rectennas” [89–91]. Das Wort ist aus den beiden englischen
Wörtern „rectifying” (Gleichrichten) und „antenna” zusammengesetzt und be-
schreibt ein Bauteil aus einer Antenne und einer Gleichrichterdiode, bei der
elektromagnetische Strahlung direkt und ohne Verwendung eines Halbleiters in
Strom umgewandelt werden kann. Rectennas wurden bereits in den 1960ziger
Jahren für den HF-Bereich realisiert [92]. Im optischen Wellenlängenbereich ist
das Konzept insofern besonders attraktiv, als dass es potentiell hocheffiziente
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Solarzellen ermöglicht, die nicht von dem Shockley-Queisser-Limit3 betroffen
sind. Es bestehen jedoch extrem hohe Herausforderungen bezüglich der Realisie-
rung von Nanoantennen, aber vor allem auch von Gleichrichterdioden, die bei so
hohen Frequenzen effizient funktionieren [93]. Bisher wurden lediglich einige
„Proof-of-Principle”-Bauteile mit sehr schlechter Effizienz realisiert [90].
Alternativ können optische Antennen auch zur Energiegewinnung eingesetzt wer-
den, indem sie helfen photokatalytisch Solarenergie in chemische, speicherbare
Energie umzuwandeln [73].
Eine weitere Anwendung ist die Brechungsindexsensorik („plasmonische Li-
neale”), bei der die starke Empfindlichkeit von plasmonischen Resonanzen in
Nanoantennen gegenüber Änderungen im Brechungsindex des umgebenden Me-
diums ausgenutzt wird [94–97]. Nanoantennen werden ferner verwendet um
Fanoresonanzen zu realisieren, bei denen eine breitbandige Mode (oder ein Kon-
tinuum) mit einer schmalbandigen Mode gekoppelt werden muss [98–100].
3Das Shockley-Queisser-Limit beschreibt das Problem, dass bei halbleiterbasierten Solarzellen stets
nur ein Teil der Leistung des einfallenden Spektrums verwendet werden kann. Photonen mit
einer Energie kleiner als die Bandlücke können nicht absorbiert werden und Photonen mit einer
Energie oberhalb der Bandlücke relaxieren zur Bandlücke und verlieren somit einen Teil ihrer
Energie. Für klassische Solarzellen mit nur einer aktiven Schicht können daher maximal 31% der
einfallenden Leistung verwendet werden. Durch die Verwendung von mehreren Schichten mit
unterschiedlichen Bandlücken kann diese Effizienz gesteigert werden.
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In diesem Kapitel wird vorgestellt, welche Modelle und mit welchen Methoden in
dieser Arbeit simuliert wurden. Des Weiteren werden die Simulationseinstellungen
und die untersuchten Parameter genauer erläutert. Das Ganze wird kurz in
den Gesamtzusammenhang der am häufigsten verbreiteten Simulationsmethoden
eingeordnet. Für den Großteil dieser Arbeit wurden numerische Simulationen mit
der FDTD-Methode (Finite-Differenzen-Methode im Zeitbereich) verwendet. Hier
wird auch gezeigt, in welchen Fällen und weshalb weitere Methoden hinzugezogen
wurden.
In Kapitel 3.1 wird ein kurzer Überblick über mögliche Simulationsmethoden für
Nanoantennen gegeben. In Kapitel 3.2 wird auf die verwendeten analytischen Ver-
fahren – die Mie-Theorie und die quasistatische Approximation – eingegangen.
Daraufhin werden in Kapitel 3.3 die hier verwendeten numerischen Berech-
nungsmethoden – die FDTD-Methode und die Finite-Elemente-Methode (FEM) –
vorgestellt und die für die jeweilige Simulationsmethode spezifischen Parameter
erläutert. Danach wird in Kapitel 3.4 auf die numerisch untersuchten Antennen-
geometrien eingegangen. Als Nächstes wird in Kapitel 3.5 die Berücksichtigung
der verschiedenen Materialparameter der Metallantennen und Substrate gezeigt.
Zum Schluss werden in Kapitel 3.6 anhand einer typischen exemplarischen Anten-
nenstruktur die wichtigsten in dieser Arbeit untersuchten Parameter vorgestellt.
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3.1. Überblick über Berechnungsmethoden
Für die Modellierung der Interaktionen zwischen elektromagnetischen Wellen
und einzelnen Nanostrukturen wird eine Vielzahl von unterschiedlichen numeri-
schen, aber auch analytischen und semianalytischen Methoden verwendet.
Analytische Methoden existieren nur für eine sehr beschränkte Anzahl an ein-
fachen Problemen mit einfachen Geometrien. Die bekannteste analytische Me-
thode ist die Mie-Theorie (Kapitel 3.2). Diese wurde verallgemeinert, um auch
Gauß-Strahlen berücksichtigen zu können (generalisierte Lorenz-Mie-Theorie,
GLMT).
Von den semianalytischen Methoden ist die Mehrfach-Multipol-Methode (MMP)
[101] die am weitesten verbreitete. Die MMP ist insofern semianalytisch, als das
der Raum in einzelne Domänen unterteilt wird, wobei in den Domänen analy-
tische Lösungen gefunden werden und lediglich an den Domänengrenzen eine
numerische Lösung nötig ist. Daher müssen auch nur die Grenzflächen und nicht
das ganze Volumen diskretisiert werden. Domänengrenzen sind meistens (aber
nicht zwangsläufig) tatsächliche physikalische Grenzen, also solche, an denen
sich das Material ändert [16]. Nichtlineare Materialien sind bei dieser Methode
jedoch nicht ohne Weiteres möglich. Ein weiteres semianalytisches Verfahren ist
die T-Matrix-Methode (auch Nullfeldmethode genannt) [102, 103]. Ähnlich wie
bei der Mie-Theorie werden die Felder (einfallendes Feld und gestreutes Feld)
hier als Reihe von Kugelflächenfunktionen dargestellt. Sie kann jedoch auch für
nichtsphärische Partikel verwendet werden. Die T-Matrix verbindet hierbei die
Koeffizienten des einfallenden und gestreuten Feldes.
Bei den numerischen Methoden kann man zwischen Methoden unterscheiden,
welche die Maxwell-Gleichungen (Gl. 2.1.1 - Gl. 2.1.4) in differentieller Form
lösen (Differentialgleichungsmethoden) und solchen, die auf der Diskretisie-
rung von Integralgleichungen basieren (Integralgleichungsmethoden) [104]. Ein
Vergleich von kommerziellen Softwareprogrammen basierend auf den unter-
schiedlichen numerischen Methoden für die Simulation von Nanoantennen kann
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in Ref. [105] gefunden werden. Die beiden hier verwendeten numerischen Metho-
den, die FDTD-Methode (Kapitel 3.3.2) und die Finite-Elemente-Methode – in
der hier verwendeten Form – (Kapitel 3.3.3), sind Differentialgleichungsmetho-
den und diskretisieren den gesamten Raum (sowohl den Streupartikel als auch die
Umgebung). Häufig verwendete numerische Integralgleichungsmethoden sind
die Randelementmethode (englisch „boundary element method” (BEM) oder
„method of moments” (MoM)1), die diskrete Dipolapproximation (DDA) und die
Oberflächenintegralmethode (engl. „surface integral equation method”, SIE). Der
große Vorteil der auf Green’schen Funktionen basierenden BEM ist, dass nur
die Oberfläche diskretisiert werden muss [106]. Hierbei wird nach den äquiva-
lenten Oberflächenströmen gelöst. Die Einschränkung hierbei ist jedoch, dass
die Umgebung homogen und isotrop sein muss2. Ferner sind die entstehenden
Matrizen dicht besetzt, so dass die BEM nicht in allen Fällen weniger Ressourcen
benötigt, als Methoden, die das ganze Volumen diskretisieren. In der DDA wird
der Streupartikel über ein würfelförmiges Gitter aus Dipolquellen diskretisiert
[23]. Hierbei wird für jeden Dipol zunächst die komplexe Polarisierbarkeit αi
berechnet. Das lokale elektrische Feld in einem Würfelelement wird als Sum-
me aus allen Dipolbeiträgen berechnet, wobei alle Interaktionen zwischen den
einzelnen Dipolen berücksichtigt werden. Aus lokalem elektrischem Feld und
Polarisierbarkeit kann dann die Polarisation berechnet werden. Bei der SIE wird
zunächst die Oberflächenstromverteilung berechnet und daraus wird dann das
gestreute Feld bestimmt.
Wie oben aufgeführt gibt es eine große Vielfalt an unterschiedlichen möglichen
Berechnungsmethoden. Für den größten Teil dieser Dissertation wurde die FDTD-
Methode gewählt, da es sich hierbei um eine verlässliche, etablierte Methode
handelt, die – durch die Berechnung im Zeitbereich – mit nur einer Berechnung
den kompletten untersuchten Frequenzbereich abdecken kann. In Kapitel 6 wur-
de die Finite-Elemente-Methode verwendet, da hier eine feinere Auflösung der
1In den meisten Fällen können BEM und MoM als Synonyme verwendet werden, wobei in der
Elektrotechnik der Begriff MoM geläufiger ist. Es existieren aber auch Implementierungen der
MoM, wo eine Volumendiskretisierung vorliegt.
2Es existieren auch Implementierungen der BEM für Partikel auf Substrat und Partikel in Schicht-
systemen (z.B. Ref. [107]).
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unregelmäßigen Geometrie nötig war. Die hergeleiteten Skalierungszusammen-
hänge aus Kapitel 4 werden teilweise anhand der quasistatischen Approximation




Mit Hilfe der Mie-Theorie (teilweise auch Lorenz-Mie-Theorie genannt) können
für Kugeln exakte analytische Werte für den Streu- und Extinktionsquerschnitt
berechnet werden. Eine Herleitung dieser Formeln findet sich in Ref. [27]. Bei
der Mie-Theorie wird zunächst durch einige mathematische Umformungen das
Problem, eine Lösung für die vektorielle Wellengleichung zu finden, auf die Lö-
sung der skalaren Wellengleichung vereinfacht. Die Lösung für eine ebene Welle,
die auf eine Kugel fällt, wird in Kugelkoordinaten berechnet. Dafür muss die
ebene Welle in eine Darstellung transformiert werden, die in Kugelkoordinaten
separabel ist. Dies geschieht, indem sie in eine Reihe aus Kugelflächenfunktionen
umgeformt wird. Hiermit können nun die internen und gestreuten Felder exakt be-
rechnet werden. Mit Hilfe von Gleichung 2.3.12 und Gleichung 2.3.14 erhält man



















mit der Wellenzahl k = 2πnMedium
λ
im umgebenden Medium, wobei λ die Vakuum-
wellenlänge der einfallenden ebenen Welle ist. Der Absorptionsquerschnitt ergibt
sich nach dem optischen Theorem zu CAbs =CExt−CStreu








ψ(m̃x)ψ ′n(x)− m̃ψn(x)ψ ′n(m̃x)
ψn(m̃x)ξ ′n(x)− m̃ξn(x)ψ ′n(m̃x)
(3.2.4)
mit dem komplexen relativen Brechungsindex m̃ = ñPartikelnMedium und dem Größenpara-
meter x = ka, wobei a der Radius der Kugel ist. Die Ricatti-Bessel-Funktionen
ψn (ρ) = ρ jn (ρ) und ξn (ρ) = ρh
(1)
n (ρ) basieren auf den sphärischen Bessel-
Funktionen jn (ρ) und yn (ρ) sowie den aus diesen abgeleiteten Hankel-Funktionen
h(1)n . n ist hierbei die Ordnung und muss somit einen ganzzahligen positiven Wert
haben. ψ ′n (ρ) =
∂ψn(ρ)
∂ρ
und ξ ′n (ρ) =
∂ξn(ρ)
∂ρ
sind die entsprechenden Ableitungen.
Mit den komplexen, frequenzabhängigen Brechungsindizes des Partikels und dem
Radius der Kugel lassen sich nun mit wenig Aufwand und in kurzer Rechenzeit
die entsprechenden Querschnitte für Kugeln beliebig genau bestimmen. Was die
Mie-Theorie jedoch nicht liefern kann ist ein direktes, einfaches Verständnis über
die physikalischen Vorgänge in einem solchen Partikel.
3.2.2. Quasistatische Approximation
Die quasistatische Approximation enthält Näherungen, die für Partikel gültig sind,
die klein im Vergleich zur Wellenlänge sind. Sie basiert auf der Annahme, dass
der Partikel so klein ist, dass sich die Phase der elektromagnetischen Welle inner-
halb des Partikels nicht ändert und dass somit von homogenen Feldern im Partikel
ausgegangen werden kann. Die quasistatische Approximation wird auch Rayleigh-
Approximation genannt und beschreibt den Bereich der Rayleigh-Streuung. Diese
Näherung ist hilfreich um weitere Erkenntnisse über die grundlegenden Effek-
te, die zur Resonanz beitragen, zu lernen. Hierbei kann eine elektrostatische
Berechnung (ohne magnetische Felder) durchgeführt werden. Die Materialpa-
rameter werden hierbei jedoch nicht für den statischen Fall gewählt, sondern
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bei den entsprechenden untersuchten Frequenzen ausgewertet. Danach wird mit
der zeitlichen Variation e−iωt multipliziert. Für das elektrostatische Potential Φ
gilt:
~E(r) =−~∇Φ(r). (3.2.5)
Hierfür muss die Laplace-Gleichung gelöst werden:
∆Φ = 0. (3.2.6)
Gelöst wird zunächst nach dem Potential Φ. Als Randbedingung müssen sowohl
Φ auf der Metalloberfläche als auch die Normalkomponente von ~D kontinuierlich
sein. Die Rotationssymmetrie wird ausgenutzt und weit weg von der Kugel muss
das elektrische Feld dem einfallenden elektrischen Feld ohne Störung gleichen.
Als Lösung erhält man, dass sich die Felder außerhalb der Kugel genauso ver-
halten, wie dies durch eine Überlagerung aus dem einfallenden Feld und einem
Dipol exakt in der Mitte der Kugel mit einem bestimmten Dipolmoment ~p der
Fall ist. Mittels Gleichung 2.1.14 kann nun die Polarisierbarkeit bestimmt werden.
Wie bereits erwähnt ist die Polarisierbarkeit die Größe, die das Verhältnis zwi-
schen anregendem elektrischen Feld und induziertem Dipolmoment angibt. Sie ist
somit eine Eigenschaft des Partikels und unabhängig vom konkret vorhandenen
einfallenden Feld.
3.2.2.1. Kugeln
Für die Polarisierbarkeit (dipolare Resonanz) einer Kugel erhält man hiermit:




Streu- und Absorptionsquerschnitt ergeben sich zu:









Im(α (ω)) . (3.2.9)
Alternativ zur Herleitung aus dem statischen Fall lassen sich die Gleichungen
3.2.7, 3.2.8 und 3.2.9 auch aus der Mie-Theorie durch Abbruch der Reihenent-
wicklung nach dem ersten Term herleiten. Hierfür müssen auch die Summen
der Bessel-Funktionen entsprechend abgebrochen werden. Das Übereinstimmen
der Gleichungen nach unterschiedlichen Herleitungen zeigt, dass in der Tat ei-
ne zunächst statische Betrachtung das Verhalten von Kugeln, die im Vergleich
zur Wellenlänge klein sind, hinreichend gut beschreibt. Besondere Beachtung
braucht jedoch Gleichung 3.2.9. Nur über die Herleitung aus der Mie-Theorie
gibt diese Gleichung den Absorptionsquerschnitt CAbs an. Bei der korrekten qua-
sistatischen Herleitung kommt man zur selben Gleichung, jedoch zunächst für
den Extinktionsquerschnitt CExt. Die jeweils andere Größe muss dann über das
optische Theorem bestimmt werden (Gl. 2.3.15). Da beide Näherungen nur in
einem Bereich, in dem der Streuquerschnitt deutlich kleiner als der Absorptions-
querschnitt ist, gelten, ist der Unterschied zwischen beiden Definitionen gering
[27]. Die Herleitung über die statische Approximation ist anschaulicher, aber die
Herleitung über die Mie-Theorie entspricht eher dem tatsächlich vorhandenen
physikalischen Problem. Daher wird Gleichung 3.2.9 für den Absorptionsquer-
schnitt verwendet.
3.2.2.2. Ellipsoide
In der quasistatischen Approximation gelingt der Übergang vom Spezialfall einer
Kugel (mit Radius a) zu einem allgemeinen Ellipsoid (mit den Halbachsen a1, a2,
a3) durch die Einführung von Geometriefaktoren L1,2,3 in die Polarisierbarkeit
α . Die Formeln für die Berechnung von Absorptions- (Gl. 3.2.8) und Streuquer-
schnitt (Gl. 3.2.9) bleiben ansonsten gleich. Die Polarisierbarkeit ist nun auch
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abhängig von der entsprechenden Raumrichtung. Die Indizes 1-3 entsprechen
den Raumrichtungen der drei Halbachsen a1, a2, a3. Die Polarisierbarkeit entlang





























Die Gleichungen ergeben sich entsprechend für die beiden anderen Polarisations-
richtungen α2 und α3. Der Spezialfall der Kugel ergibt sich für L1 = L2 = L3 =
1
3 .
3.2.2.3. Erweiterung der quasistatischen Approximation durch
Berücksichtigung von Phasenverzögerung und
Strahlungsdämpfung
Die quasistatische Näherung gilt, wie oben erwähnt, nur für Partikel, die im
Vergleich zur Wellenlänge sehr klein sind. Für etwas größere Partikel kann die
Näherung aber angepasst werden, indem Phasenverzögerung und Strahlungs-
dämpfung3 berücksichtigt werden. Die Polarisierbarkeit ergibt sich dann für
Kugeln zu [108, 109]:
α(ω) =




3Die Strahlungsdämpfung berücksichtigt den direkten Übergang der Elektronenoszillation in Photo-
nen.




















Wobei x = ka der bereits in 3.2.1 eingeführte Größenfaktor ist. Der zweite Term
(B) im Nenner berücksichtigt die Phasenverzögerung und der dritte, imaginäre
Term (C) die Strahlungsdämpfung.
Für Ellipsoide lässt sich folgende allgemeinere Formel (die allerdings zwei















Hierbei wurden die beiden Fitparameter in [109] empirisch bestimmt zu A(L) =
−0,4865L−1,046L2 +0,8481L3 und B(L) = 0,01909L−0,1999L2 +0,6077L3.
Der Strahlungsdämpfungsterm ist unabhängig von der Partikelform und somit
identisch zu dem Spezialfall einer Kugel.
3.3. Verwendete numerische
Berechnungsmethoden
3.3.1. „Perfectly Matched Layers” in der FDTD- und der
Finite-Elemente-Methode
In beiden verwendeten numerischen Simulationsmethoden ist das simulierte
Volumen von offenen Randbereichen, sogenannte „Perfectly Matched Layers”
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(PMLs) umgeben [110]. Da diese in beiden Methoden prinzipiell auf den gleichen
Grundlagen basieren, werden PMLs hier kurz allgemein eingeführt, bevor auf die
beiden Simulationsmethoden genauer eingegangen wird.
Mittels PMLs wird versucht einen möglichst perfekt absorbierenden künstlichen
Randbereich zu schaffen, der den natürlichen, offenen Raum imitiert. Dieser
ist nötig, da, mit der beschränkten zur Verfügung stehenden Rechenleistung,
nur ein beschränktes Volumen simuliert werden kann. In der Realität kommt es
aber natürlich vor, dass Licht in eine bestimmte Richtung abgestrahlt wird und
nicht wieder in die Nähe der untersuchten Struktur zurückreflektiert wird. Nimmt
man am Rand des Simulationsvolumens real mögliche Randbedingungen an, so
kommt es stets zu Reflexionen. Volumina oder gar Randflächen, welche – für alle
Frequenzen und alle Winkel – nur absorbieren, aber nichts reflektieren, existieren
in der Realität nicht. Daher sind mathematische Tricks nötig um solche für die
Simulationen nötigen Bereiche zu realisieren. Grundsätzlich basieren PMLs auf
dem Prinzip der Impedanzanpassung. Es handelt sich nicht um Randbedingungen
sondern um den Simulationsbereich umgebende Bereiche mit ausgedehntem
Volumen. Sie bestehen aus mehreren Schichten mit zunehmender Absorption.
So können die Felder hier exponentiell abklingen. Mit Hilfe von PMLs ist es
möglich die Reflexion für alle Frequenzen und alle Winkel gleichzeitig auf
näherungsweise null zu bringen.
Mathematisch wird eine sogenannte PML-Transformation angewendet, bei der
die räumlichen Ableitungen ersetzt werden [111]. Oszillierende Wellen können
hierdurch in exponentiell abklingende Wellen umgewandelt werden.
Generell ist darauf zu achten, dass diese perfekt absorbierenden Randbereiche
weit genug von der untersuchten Struktur entfernt sind, damit keine real vorhan-
denen Nahfelder abgeschnitten werden. Ferner muss die Schicht dick genug sein,
um auch wirklich die komplette einfallende Leistung zu absorbieren.












Abbildung 3.3.1.: Das Yee-Gitter, in dem die Gitter für das elektrische und das
magnetische Feld räumlich versetzt sind, bildet die Grundlage für die FDTD-
Methode. Adaptiert aus Ref. [112].
3.3.2. FDTD-Methode
FDTD steht für Finite-Difference Time-Domain (deutsch: Finite-Differenzen-
Methode im Zeitbereich). Diese numerische Methode löst die Maxwell-Gleichun-
gen im Zeitbereich. Die optische Antwort auf einen einlaufenden Puls wird so
lange berechnet, bis der Zustand sich nicht mehr signifikant ändert („Steady-
State”). Dies liefert den Vorteil gegenüber Simulationen im Frequenzbereich,
wie beispielsweise der FEM4 (Kapitel 3.3.3), dass mit einer Rechnung (mittels
Fourier-Transformation) das komplette untersuchte Spektrum berechnet werden
kann [112, 113]. Zur Berechnung mit der FDTD-Methode findet eine Diskreti-
sierung der zeitlichen und räumlichen Ableitungen statt. Obwohl in der Realität
4Es gibt auch Ansätze bei der die FEM im Zeitbereich realisiert wird.
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der Einfluss des magnetischen auf das elektrische Feld und der umgekehrte
Prozess zeitgleich stattfinden, wird dies in der FDTD-Methode zur einfacheren
Berechenbarkeit nacheinander durchgeführt. Zeitlich werden daher abwechselnd
das elektrische und das magnetische Feld aktualisiert („leapfrog scheme”). Die
zeitlichen Ableitungen werden hierbei durch finite Differenzen approximiert
(~F ′(t +4/2) = ~F(t+4t)−~F(t)4t ). Wobei ~F hier eine der beiden Feldgrößen ~E oder
~H ist. Der jeweilige Ableitungswert ~F ′(t +4/2) wird dem Zeitpunkt auf der
Hälfte zwischen den beiden ausgewerteten Zeitpunkten t und t +4t zugeordnet.
Aus Stabilitätsgründen sollen alle in einer Gleichung vorkommenden Größen
zum selben Zeitpunkt ausgewertet werden. Um dies zu erreichen, werden die Zeit-
punkte, an denen das elektrische und das magnetische Feld aktualisiert werden,
um jeweils einen Halbschritt4t/2 zueinander verschoben.
Ebenso findet eine räumliche Diskretisierung statt. Hierfür werden die Maxwell-
Gleichungen Gl. 2.1.3 und Gl. 2.1.4 mit den Materialgleichungen Gl. 2.1.8 und


















Die Diskretisierung geschieht auf zwei Gittern – eines für das elektrische und
eines für das magnetische Feld –, die so versetzt sind, dass der Mittelpunkt einer
Zelle aus dem einen Gitter stets auf die Ecke einer Zelle des andern Gitters trifft.
Dieses Gitter wird Yee-Gitter genannt [112]. Wie in Abb. 3.3.1 zu sehen ist,
werden alle sechs Komponenten (Ex, Ey, Ez, Hx, Hy, Hz) an anderen Punkten
im Raum berechnet, die jeweils in den verschiedenen Dimensionen um 4x/2,
4y/2, bzw.4z/2 versetzt zueinander sind.
Die Verwendung eines solchen Yee-Gitters bietet mehrere Vorteile. Zunächst
wird bei der räumlichen Diskretisierung (in Analogie zur zeitlichen Diskreti-
sierung) erreicht, dass jede Gleichung am selben Punkt im Raum ausgewertet
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wird. Des Weiteren ergibt sich die Kontinuität der transversalen Komponenten
des elektrischen und magnetischen Felds an Grenzflächen automatisch. Aus
Gl. 3.3.1 und Gl. 3.3.2 ergeben sich dann sechs diskretisierte Gleichungen jeweils
für die drei Raumrichtungen. Der diskrete Charakter der Felder wird dadurch
verdeutlicht, dass von der Notation für die kontinuierlichen Felder (~F(t,x,y,z))
zu einer diskreten Notation übergegangen wird: ~F
∣∣∣n
i, j,k
(mit t = n∆t, x = i∆x,
y = j∆y, z = k∆z). Das E-Feld wird immer zu vollen n-Schritten ausgewertet



















































Die Gleichungen für die y- und z-Komponenten ergeben sich analog.
Löst man diese sechs Gleichungen nach dem jeweils aktuellen Zeitschritt auf
(~E
∣∣∣n, ~H∣∣∣n+0,5), so erhält man Gleichungen mit Hilfe derer man die jeweiligen
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Felder um einen Zeitschritt aktualisieren kann, also ~E
∣∣∣n−1⇒ ~E∣∣∣n und ~H∣∣∣n−0,5⇒
~H
∣∣∣n+0,5 (engl. „Update Equations”).
Ein Nachteil der FDTD-Methode ist, dass zunächst nur ein rechteckiges Netz
(Gitter) zur Verfügung steht, was das korrekte Darstellen von komplexeren Geo-
metrien schwierig macht. Es gibt jedoch eine Vielzahl von Ansätzen, eine subgit-
terzellengenaue Auflösung der Geometrie in der FDTD-Methode zu erreichen
[114] oder entsprechende Erweiterungen oder Variationen der Methode mit fle-
xiblerem Gitter zu ermöglichen [115].
3.3.2.1. FDTD-Simulationen in Lumerical
Für die FDTD-Simulationen wurde hier das Simulationsprogramm „FDTD Solu-
tions” der Firma Lumerical verwendet [116]. Im Folgenden wird dieses Simulati-
onsprogramm kurz Lumerical genannt.
Eine Skizze der in Lumerical realisierten Struktur mit Simulationsumgebung ist
in Abb. 3.3.2 gezeigt. Die Simulationsumgebung in Lumerical ist rechteckig wie
auch das Simulationsnetz. Das Simulationsnetz (hier nicht dargestellt) durch-
dringt das ganze simulierte Volumen. Als Quelle für die einfallende ebene Welle
wurde eine spezielle „Total-Field Scattered-Field”-Quelle (kurz TFSF-Quelle)
verwendet, die es ermöglicht das gesamte und das gestreute Feld getrennt vonein-
ander zu untersuchen (siehe unten). Die Ausbreitungsrichtung der ebenen Welle
(Richtung des k-Vektors) war für alle Simulationen stets senkrecht zum Substrat,
während die Polarisationsrichtung (Richtung des E-Feld-Vektors) variiert wurde
(siehe Abb. 3.3.2(a)). Für die Berechnung der Streu- und Absorptionsquerschnitte
wurden entsprechende Leistungsmonitore verwendet. Wurden Simulationen auf
einem Substrat durchgeführt, so war das Substrat stets auch über den Randbereich
des simulierten Bereichs hinaus ausgedehnt. Die Simulationsumgebung wurde
durch einen Randbereich aus offenen Randbedingungen („Perfectly Matched
Layers”, PMLs) begrenzt (siehe Kapitel 3.3.1).










Abbildung 3.3.2.: (a) Ausbreitungsrichtung (~k) und Polarisationsrichtung (~E);
(b) Skizze der Simulationsumgebung in Lumerical mit Struktur, unterschiedlichen
Bereichen des Simulationsnetzes sowie verwendeten Monitoren und Quelle.
Perfectly Matched Layers in Lumerical. In Tabelle 3.3.1 sind die verwen-
deten Simulationsparameter für die Simulationsumgebung und die Anzahl der
PMLs in Lumerical angegeben.
Parameter Wert/Einstellung
Anzahl der PMLs 24
Größe des Simulationsbereichesa 800 nm x 800 nm x 800 nm
Tabelle 3.3.1.: Parameter der Simulationsumgebung für Simulationen mit Lu-
merical.
aFür einige Simulationen, insbesondere mit sehr langen Resonanzwellenlängen, wurde eine größere
Simulationsumgebung von bis zu 1200 nm x 1200 nm x 1200 nm gewählt.
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„Total-Field Scattered-Field”-Quelle in Lumerical. Eine besondere simu-
lationstechnische Herausforderung ist, die gestreuten Felder – und zwar explizit
nur die an der Nanostruktur gestreuten Felder – aus den berechneten Gesamt-
feldern herauszulesen. Hierfür steht in Lumerical die „Total-Field Scattered-
Field”-Quelle zur Verfügung. Hierbei wird in die Simulationsumgebung eine
Box eingebracht. Diese stellt keine physikalische Randbedingung dar, es kann
aber innerhalb und außerhalb dieser Box auf unterschiedliche Felder zugegriffen
werden. Die Anregung ist hier stets eine ebene Welle. Innerhalb der Box hat
man Zugriff auf die „gesamten” Felder, also sowohl von der anregenden Welle
als auch von den gestreuten Beiträgen. Außerhalb der Box wird die anregende
Welle abgezogen. Die Besonderheit hierbei ist, dass Substratschichten, die durch
diese Box komplett durchgehen, ebenfalls mit berücksichtigt werden. Es wird
also nicht die Welle in Luft abgezogen, sondern die Welle wie sie durch diesen
Schichtstapel propagieren würde. Somit erhält man außerhalb der Box nur die
Felder, die an der Nanostruktur gestreut wurden.
Um den Absorptions- und Streuquerschnitt zu berechnen, werden nun zwei wei-
tere Hilfsboxen verwendet (siehe Abb. 3.3.2 „Absorptionsmonitor” und „Streu-
monitor”). Für den Absorptionsquerschnitt wird der Leistungsfluss durch die
Oberfläche der Hilfsbox innerhalb der Quellenbox integriert. Alle Leistung, die
in diese Box hineinfließt und nicht wieder herauskommt, wird dort absorbiert.
Um den Absorptionsquerschnitt zu erhalten, wird diese Größe auf die einfallende
Intensität normiert. Um den Streuquerschnitt zu erhalten wird nun der Leistungs-
fluss durch die Hilfsbox außerhalb der Quellenbox integriert. Da hier nur die
gestreuten Felder zur Verfügung stehen, erhält man die gestreute Leistung. Diese
wird nun ebenfalls auf die einfallende Intensität normiert.
Simulationsnetz. Das Simulationsnetz bestimmt wie fein die räumliche Dis-
kretisierung ist. Die Parameter des Simulationsnetzes müssen so gewählt werden,
dass einerseits die Simulationszeit nicht zu lang ist, aber andererseits stabile,
genaue Ergebnisse erzielt werden. Bei der FDTD-Methode ist es nicht möglich,
das Netz an beliebigen Stellen feiner zu wählen als an anderen. Allerdings kann
man einen graduellen Wachstumsfaktor angeben. Das Netz kann nun so gewählt
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werden, dass es in der Mitte der Simulationsumgebung, wo sich die Nanostruktur
befindet, viel feiner ist als am Rand der Simulationsumgebung. Der Wachstums-
faktor gibt an, wie schnell das Netz nach außen hin gröber wird. Innerhalb der
„Total-Field Scattered-Field”-Quelle wurde das Netz jedoch auf einen konstanten,
sehr feinen Wert gezwungen (siehe Tabelle 3.3.2). Der Grund hierfür ist vor allem,
dass die Quelle mit einem konstanten Netz deutlich stabiler funktioniert. Wie
bereits erwähnt, ist eines der größten Probleme der FDTD-Methode, dass nur ein
rechteckiges Netz möglich ist und dieses auch nicht flexibel verfeinert werden
kann. In Lumerical ist es prinzipiell möglich durch spezielle Vernetzungsarten
Auflösungen der Geometrien zu erreichen, die feiner sind als die Netzauflösung.
Es zeigte sich jedoch, dass bei den verwendeten Materialien und den untersuchten
Frequenzen für die Verwendung dieser Vernetzungsarten eine so feine Netzauflö-
sung nötig war um stabile Ergebnisse zu erreichen, dass die Rechenzeit effektiv
länger wurde, als dies für stabile Ergebnisse ohne diese Vernetzungsarten der Fall
war. Daher wurde hier stets die Vernetzungsart „Staircase” gewählt, bei der pro
Netzelementzelle nur ein Material möglich ist. Die verwendeten Parameter sind
in Tabelle 3.3.2 gegeben.
Parameter Wert/Einstellung
Art der Vernetzung „Staircase”




Netzelementgröße nahe Antenneb 0,625 nm x 0,625 nm x 0,625 nm
Tabelle 3.3.2.: Simulationsnetz für Simulationen mit Lumerical.
aFür einige Simulationen wurde eine geringere maximale Größe der Netzelemente von 8 nm gewählt.
bFür Simulationen, bei denen Geometrieparameter kein Vielfaches von 5 nm waren, wurde eine
Netzelementgröße von 0,5 nm x 0,5 nm x 0,5 nm gewählt
Ausnutzen von Symmetrien. Durch geeignete Wahl der Randbedingungen
können die Spiegelsymmetrien der vorgestellten Strukturen ausgenutzt werden.
Für viele der untersuchten Geometrien genügt es dann ein Viertel der Geometrie
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zu simulieren. Entsprechende Randbedingungen können hierbei wie ein Spiegel
wirken. Hierfür muss entlang der betrachteten Achse allerdings nicht nur die
Antennengeometrie symmetrisch sein, sondern das gesamte numerische Problem.
Dies ist entlang der Achse in der das Licht einfällt nicht der Fall. Auch ist
dies nur möglich, wenn das einfallende Licht entlang der Länge l der Antenne
oder entlang der Breite b der Antenne polarisiert ist. Zum Verwenden dieser
spiegelnden Randbedingungen durchschneiden künstliche Simulationsgrenzen
den gesamten Simulationsbereich und somit auch die Antennengeometrie mittig
in zwei der drei Dimensionen. Entlang der Richtung, in die das elektrische Feld
polarisiert ist, werden symmetrische Randbedingungen angenommen, während
senkrecht dazu antisymmetrische Randbedingungen verwendet werden.
Weitere Simulationsparameter. In Tabelle 3.3.3 sind weitere Simulations-
parameter für die FDTD-Simulationen angegeben.
Parameter Wert/Einstellung
Aktiv simulierter Bereicha 1/4
Automatisches Abbruchkriteriumb Felder auf 1e-5 abgefallen
Anregung Ebene Welle ggf. aus Substrat
Richtung senkrechter Lichteinfall
Tabelle 3.3.3.: Weitere Simulationsparameter Lumerical.
aFür nicht spiegelsymmetrische Strukturen (insbesondere die „T”- und „L”-förmigen Strukturen)
wurde die vollständige Struktur simuliert.
bFür einige Simulationen wurde ein strengeres Kriterium von einem Abfall auf bis zu 1e-7 angesetzt.
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LGS mit Gewichtung 














Abbildung 3.3.3.: Schritte einer Simulation nach der Finite-Elemente-Methode
(adaptiert aus Ref. [119]).
3.3.3. Finite-Elemente-Methode
Die Finite-Elemente-Methode (FEM) ist eine sehr flexible numerische Methode.
Sie kann für die Lösung unterschiedlichster partieller Differentialgleichungen
(DGL) eingesetzt werden. Die grundsätzliche Idee der FEM ist es, die Lösungen
von partiellen DGLs durch eine Superposition von einer großen Anzahl von
Testfunktionen darzustellen. Die Testfunktionen sind einfache Funktionen, die
nur für wenige bestimmte Elemente ungleich null sind. Gelöst wird nach der
Gewichtung dieser unterschiedlichen Testfunktionen. Am Ende steht ein lineares
Gleichungssystem mit einer dünn besetzten Matrix, das gelöst werden muss.
Hier werden die Maxwell-Gleichungen mittels FEM im Frequenzbereich gelöst
[117]. Die folgende Herleitung basiert in Teilen auf der Herleitung aus Ref. [118].
Für den Ansatz im Frequenzbereich wird angenommen, dass alle Quellen und
Felder dieselbe harmonische Zeitabhängigkeit e−iωt aufweisen. Die Maxwell-
Gleichungen im Frequenzbereich weisen nur noch Ableitungen bezüglich des
Raumes und keine Ableitungen bezüglich der Zeit mehr auf.
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Abb. 3.3.3 zeigt die unterschiedlichen Schritte, die für die Durchführung einer
FEM-Simulation nötig sind [119]. Im Folgenden werden diese Schritte für den
Fall der zeitharmonischen Maxwell-Gleichungen dargestellt.
Problem als partielle DGL formulieren. Aus den Maxwell-Gleichungen







−ω2ε0εr~E = iω~j. (3.3.5)
Hinzu kommen entsprechende Kontinuitäts- und Randbedingungen [117]. Die
Kontinuitätsbedingungen zwischen Bereichen aus unterschiedlichen Materialien
sind die Stetigkeit der Tangentialkomponenten von ~E und ~H sowie die Stetigkeit
der Normalkomponenten von ~j und ~B [118]. Der Simulationsbereich wird durch
„Perfectly Matched Layers” beschränkt. Der äußere Rand des PML-Bereichs
wiederum wird von Randbedingungen abgeschlossen. Diese spielen hier keine
so bedeutende Rolle. Beispielsweise können hier streuende Randbedingungen
verwendet werden [120].
Umwandlung in schwache Formulierung. Bevor dieses Randwertproblem
gelöst wird, wird es jedoch erst in eine Variationsformulierung (schwache Formu-
lierung) umgewandelt. Bei der schwachen Formulierung muss für die Gleichheit
zwischen zwei Größen x und y lediglich gelten, dass ihr Skalarprodukt mit belie-
bigen Testfunktionen φ identisch ist: 〈x,φ〉= 〈y,φ〉. Nach einigen Umformungen
































die für alle Testfunktionen ~φ aus einem Funktionsraum W gelten muss. Hierbei
ist ~φ ∗ das komplex Konjugierte von ~φ , Ω ist das Simulationsvolumen mit einem
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infinitesimalen Intervall dV und ∂Ω dessen Rand mit einem infinitesimalen
Intervall dR [118]. Ansatzfunktionen sind hier zunächst alle möglichen Lösungen
für ~E aus einem Funktionsraum U .
Diskretisierung: Volumen in finite Elemente unterteilen. Im Gegensatz
zur FDTD-Methode bestehen bei der FEM die Gitterzellen (hier Elemente ge-
nannt) aus Tetraedern und Hexaedern. Die Auflösung kann hierbei über den Simu-
lationsraum hinweg je nach Bedarf unterschiedlich fein sein. Somit ist eine viel
genauere Auflösung von auch komplizierteren, unregelmäßigen 3D-Strukturen
möglich.
Basisfunktionen ~φi festlegen. Basierend auf der Volumendiskretisierung
werden bei der Finite-Elemente-Methode auch die Funktionsräume diskretisiert:





Die Basisfunktionen werden so gewählt, dass sie nur in wenigen Volumenelemen-
ten ungleich null sind (Formfunktionen). Beliebt sind polynominale Basisfunk-
tionen, beispielsweise für eindimensionale Probleme einfache Hutfunktionen.
Dies führt später zu einem linearen Gleichungssystem (LGS) mit einer dünn
besetzen Matrix, die sich numerisch einfacher lösen lässt. Es genügt nun, dass
Gleichung 3.3.6 für alle Basisfunktionen ~φi gilt.
LGS mit Gewichtungskoeffizienten ei der Basisfunktionen als Unbe-
kannte. Für die Koeffizienten ei ergibt sich nun ein lineares Gleichungssystem,
welches gelöst werden muss.
Numerische Lösung. Für die Lösung der diskretisierten Probleme können
hierbei unterschiedliche direkte oder iterative Gleichungslöser (engl. „solver” )
verwendet werden [121].
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Generell benötigen direkte Gleichungslöser mehr Arbeitsspeicher, sind aber
robuster. Beispiele für direkte Gleichungslöser sind „MUMPS” („multifrontal
massively parallel sparce direct solver”), „PARADISO” („parallel direct sol-
ver”) oder „SPOOLES” („sparse object oriented linear equation solver”). Diese
Gleichungslöser basieren alle auf einer LU-Zerlegung5.
Wie der Name schon sagt nähern sich die iterativen Gleichungslöser der Lö-
sung schrittweise. Gleichzeitig reduziert sich der Fehler schrittweise, bis er unter
einen einstellbaren Schwellwert sinkt und die Berechnung abgebrochen werden
kann. Häufig werden sogenannte (direkte) Vorkonditionierer verwendet. Iterative
Methoden sind beispielsweise das Verfahren der konjugierten Gradienten (eng-
lisch: „conjugated gradient method”), „GMRES” („generalized minimal residual
method”) oder „BiCGStab” („biconjugate gradient stabilized method”) [122].
3.3.3.1. Finite-Elemente-Simulationen in COMSOL
Die in dieser Arbeit vorgestellten FEM-Simulationen wurden mit dem Software-
Paket „COMSOL Multiphysics” (im folgenden COMSOL genannt) durchgeführt
[121].
Im Gegensatz zu den FDTD-Simulationen wurde bei den FEM-Simulationen
eine kugelförmige Simulationsumgebung gewählt. Dies hat mehrere Gründe. Zu-
nächst ist das Simulationsnetz bei der Finite-Elemente-Methode nicht rechteckig
sondern flexibler und gibt somit keine rechteckige Simulationsumgebung vor.
Außerdem wurden in dieser Arbeit keine Simulationen mit Substrat mit der Finite-
Elemente-Methode durchgeführt (was ebenfalls besser mit einer rechteckigen
Simulationsumgebung realisiert werden kann). Ein einzelner Streupartikel in Luft
kann in einer kugelförmigen Simulationsumgebung gut berechnet werden. Dar-
über hinaus ist eine kugelförmige Simulationsumgebung in COMSOL technisch
etwas leichter zu realisieren als eine rechteckige. Ferner ergibt sich somit ein
geringeres Gesamtvolumen, was auch den Simulationsaufwand reduziert.
5Die LU-Zerlegung ist ein Lösungsverfahren für quadratische lineare Gleichungssysteme, bei dem
eine Matrix in ein Produkt aus zwei Matrizen (L und U) zerlegt wird. In der L-Matrix ist dann nur
das linke untere und in der U-Matrix das rechte obere Dreieck besetzt.
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„Perfectly Matched Layers” in COMSOL. Mathematisch können in der
Finite-Elemente-Methode dieselben PMLs eingesetzt werden wie in den FDTD-
Simulationen (Kapitel 3.3.1). Technisch wird der perfekt absorbierende Randbe-
reich durch ein Hüllvolumen, welches um den Simulationsbereich gelegt wird,
realisiert. Dieser wird ebenso mit einem Simulationsnetz versehen wie der restli-
che Simulationsbereich. Anders als in den anderen Simlationsbereichen ist das
Netz hier jedoch in konzentrischen Schichten aufgebaut, da vor allem in radialer
Richtung eine feine Auflösung nötig ist. In Tabelle 3.3.4 sind die Parameter für
die in COMSOL verwendeten PMLs und den Simulationsbereich aufgeführt.
Parameter Wert/Einstellung
Dicke des PML-Bereichsa 100 nm oder größer
Anzahl Netzelementschichten im PML-Bereich 5
Durchmesser Simulationsbereich 800 nm
Tabelle 3.3.4.: Simulationsumgebung für Simulationen mit COMSOL.
aIn COMSOL Version 3.5 wurde die PML mit streuenden Randbedingungen kombiniert. So genügte
eine relativ dünne Dicke der PML. Bei neueren Versionen wurde die PML-Dicke deutlich größer
(bis zur Hälfte der Wellenlänge) gewählt.
Simulationsnetz. Neben den absorbierenden Randbereichen sind die Einstel-
lungen für das Simulationsnetz am wichtigsten. Auf der einen Seite ist ein feines
Simulationsnetz nötig, um die Struktur genau genug aufzulösen. Auf der anderen
Seite ist die Auflösung durch die limitierte Simulationszeit und Rechenleistung
beschränkt. COMSOL verwendet automatisch an Stellen mit einer komplizier-
teren, sich schneller ändernden Geometrie eine feinere Netzauflösung als an
anderen Stellen. Daher muss dies bei den Einstellungen nicht speziell berück-
sichtigt werden. Das Erzeugen des Netzes kann schrittweise erfolgen. Zunächst
wurde ein sehr feines Netz innerhalb der Antenne erzeugt. Da die exakte Feld-
verteilung nahe der Antennenstruktur von besonderem Interesse ist, wurde eine
fiktive Hüllfläche nahe um die Antennenstruktur erzeugt, in der das Netz ebenfalls
sehr fein gewählt wurde. Erst danach wurde der restliche Simulationsbereich
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mit einem Netz versehen. Wie auch bei den FDTD-Simulationen war es hierbei
möglich ein Netz zu erzeugen, das zum Simulationsrand hin graduell gröber
wurde. Tabelle 3.3.5 zeigt die für das Simulationsnetz verwendeten Parameter.
Parameter Wert/Einstellung
Maximale Netzelementgröße in der Antenne 6 nm
Maximale Netzelementgröße nahe der Antenne 10 nm
Maximale Netzelementgröße insgesamt 80 nm
Tabelle 3.3.5.: Netz-Parameter für Simulationen mit COMSOL.
Streufeldformulierung. In COMSOL steht mit der Streufeldformulierung
(engl. scattered field formulation) eine Möglichkeit zur Verfügung, um das ge-
streute Feld getrennt zu untersuchen und für Streuprobleme auch genauer zu
berechnen. Bei den vorliegenden Simulationen wurde die Nanostruktur stets mit
einer ebenen Welle angeregt. Deren Verlauf ist bekannt und muss daher nicht
extra berechnet werden. In COMSOL wird diese einfallende ebene Welle als
„Hintergrundfeld” betrachtet und es wird nur nach der Abweichung von diesem
gelöst. Der große Vorteil beispielsweise gegenüber der in Lumerical verwendeten
TFSF-Quelle ist, dass das gestreute Feld im kompletten 3D-Simulationsraum zur
Verfügung steht. Auch das Gesamtfeld ist überall verfügbar und wird als Summe
aus dem einfallenden und dem gestreuten Feld berechnet.
Komplizierter wird es, sobald die Umgebung nicht mehr aus einem Material mit
konstantem Brechungsindex sondern beispielsweise einem Substratschichtstapel
besteht. Wie bereits erwähnt, wurden für die vorliegende Arbeit in COMSOL nur
Simulationen in Luft durchgeführt. Der Vollständigkeit halber wird hier jedoch
trotzdem kurz das Vorgehen für Simulationen auf Substrat erläutert. Will man
weiterhin mittels der Streufeldformulierung auf die gestreuten Felder zugreifen
können, so muss man als Hintergrundfeld den Verlauf der Felder eingeben, wie er
in dem Schichtstapel ohne Nanostruktur vorherrschen würde. Dies ist nicht trivial,
da es allgemein zwischen den Schichten auch zu Mehrfachreflexionen kommt.
Um dies zu berechnen kann man entweder eine eigene COMSOL-Simulation
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ohne die Nanostruktur durchführen und die gespeicherte Lösung dann als Hin-
tergrundfeld verwenden oder man kann eine getrennte Rechnung beispielsweise
mittels der Transfer-Matrix-Methode [123] durchführen.
3.4. Geometrie von Antenne und Umgebung
Für die analytischen Untersuchungen mittels Mie-Theorie bzw. der quasistati-
schen Approximation wurden ausschließlich Kugeln bzw. Ellipsoide verwendet,
daher werden diese hier nicht weiter besprochen. Auf die numerisch untersuchten
Antennenstrukturen soll nun weiter eingegangen werden.
3.4.1. Quaderförmige Einarm- und Zweiarmantennen
Bei den meisten in dieser Arbeit untersuchten Antennenstrukturen handelt es sich
um quaderförmige Antennen. Hierbei wurden sowohl Antennen, die aus einem
einzigen Quader bestehen (Einarmantennen), als auch Antennen aus zwei mitein-
ander gekoppelten Antennen (Zweiarmantennen) untersucht (siehe Abb. 3.4.1).
Die zwei Arme der Zweiarmantenne sind durch einen schmalen Spalt vonein-
ander getrennt. Dieser Spalt hat einen großen Einfluss auf das Verhalten der
Antennen.





Abbildung 3.4.1.: Schematische Skizze von Einarm- und Zweiarmantennen in
Luft; (a) Einarmantenne (b) Zweiarmantenne.
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Parameter Wert/Einstellung
Antennenarmlänge l 65 nm
Antennenbreite w 20 nm
Antennenhöhe h 30 nm
Radius Ecken r 3 nm
Breite Antennenspalt d 20 nm
Tabelle 3.4.1.: Ausgangsparameter der Antennengeometrie für Simulationen
mit der FDTD-Methode und der FEM.
Alle Ecken und Kanten der Antennenstrukturen wurden mit einem Radius r
abgerundet. Dies verhindert unrealistisch hohe Feldverstärkungen an den Ecken
und Kanten und gegebenenfalls numerische Instabilitäten.
In Tabelle 3.4.1 sind nun die Geometriewerte für eine typische, häufig verwendete
Nanoantenne angegeben.
3.4.2. Erstellen von CAD-Modellen
Für komplexere Antennengeometrien wurde erst ein CAD-Modell [124] erstellt.
COMSOL ermöglicht den Import von diesen CAD-Modellen. Das Abrunden von
Innen- und Außenkanten ist somit einfacher als direkt im Simulationsprogramm.
Auch die in Kapitel 6 verwendeten, aus REM-Bildern extrahierten Konturen
konnten direkt in das CAD-Programm importiert und hier extrudiert und in ein
3D-Modell gewandelt werden. Mit dem zweiten verwendeten Simulationspro-
gramm Lumerical ist es nicht möglich CAD-Strukturen zu importieren. Da diese
numerische Methode jedoch nur rechteckige Simulationsgitter ermöglicht, ist
eine genaue Untersuchung von sehr komplizierten Geometrien sowieso schwieri-
ger. Für solche Strukturen wurde daher nur das COMSOL-Simulationsprogramm
verwendet.
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Glas
ITO
Abbildung 3.4.2.: Skizze einer Zweiarmantenne auf einem ITO-beschichteten
Glassubstrat.
3.4.3. Substratschichten
Viele der in dieser Arbeit vorgestellten Simulationen wurden für Nanostrukturen
in einer Luftumgebung durchgeführt, aber auch der Einfluss der Substratschichten
wurde untersucht. Für den Vergleich mit experimentellen Ergebnissen wurden
stets ebenfalls Simulationen von Nanostrukturen auf einem Substratstapel verwen-
det. Die Herausforderung bei der Berechnung von einzelnen Nanopartikeln auf
Substrat liegt zum einen darin, dass die Substratschicht aus Sicht der Simulation
in der Ebene senkrecht zum Lichteinfall „unendlich” ausgedehnt ist, zum anderen
interessiert lediglich die Streuung an der Nanostruktur, nicht aber die Streuung an
den Substratübergängen. Wie diese Unterscheidung in den beiden verwendeten
Simulationsprogrammen realisiert wurde, wurde bereits in Kapitel 3.3.2.1 und
3.3.3.1 diskutiert. Bei Simulationen auf dem Substrat wurden die Substratschich-
ten in der Ebene senkrecht zum Lichteinfall stets so groß gewählt, dass sie die
komplette Simulationsumgebung inklusive der PML-Schichten durchdrangen. In
der Realität hat das Substrat eine Dicke, die im Vergleich zur Antennenstruktur
so groß ist (einige Millimeter), dass sie nicht mit simuliert werden kann. Daher
startete die einfallende Welle stets im Substratmedium. Für die Vergleiche mit
den Experimenten wurden Glassubstrate mit einer dünnen Indiumzinnoxidschicht
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simuliert (siehe Abb. 3.4.2). Die Indiumzinnoxidschichtdicke betrug entweder
0 nm, 30 nm oder 50 nm (stets angegeben).
3.5. Antennen- und Substratmaterialien
Einer der Hauptvorteile von plasmonischen Bauteilen und insbesondere Nano-
antennen ist ihre hohe Empfindlichkeit bezüglich Materialparameteränderungen.
Dies gilt sowohl für das Antennenmaterial als auch das umgebende Medium.
Dieser Vorteil stellt jedoch für simulative Betrachtungen insofern eine Heraus-
forderung dar, dass leichte Abweichungen von einer akkuraten Abbildung der
Materialparameter sich stark auf das Ergebnis auswirken können und somit auch
das Erreichen von stabilen Lösungen schwierig ist. Für die hier durchgeführten
elektromagnetischen Berechnungen genügt der komplexe frequenzabhängige Bre-
chungsindex bzw. die komplexe dielektrische Funktion (siehe Gleichung 2.1.11)
als Materialparameter.
Es gibt für die hier betrachteten Materialien (Gold, Aluminium und Indiumzinn-
oxid) verschiedene Quellen, in denen der komplexe Brechungsindex experimen-
tell bestimmt wurde. Die Unterschiede zwischen den verschiedenen berichteten
Werten sind bereits in einer Größenordnung, die sich auf die Simulationsergeb-
nisse auswirken können [36]. Auch wurde teilweise diskutiert, inwieweit die an
makroskopischen Strukturen gemessenen Materialparameter für die nur wenige
Nanometer großen Antennenstrukturen, die auch ein deutlich kleineres Volumen-
zu-Oberfläche-Verhältnis haben, noch gelten [125–127]. In COMSOL kann für
jede Berechnung bei einer bestimmten Wellenlänge ein konkreter komplexer
Brechungsindex angegeben werden. Es ist auch möglich den Brechungsindex für
einen gewissen Wellenlängenbereich als Tabelle einzulesen und zwischen den
einzelnen Messpunkten zu interpolieren. Im Gegensatz dazu muss für die im Zeit-
bereich durchgeführte Berechnung in Lumerical stets ein Materialparameterfit
erfolgen. Dies ist in Lumerical über ein Multi-Koeffizienten-Modell realisiert.
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3.5.1. Gold
Die Goldsimulationen in dieser Arbeit basieren auf den von Johnson und Chri-
sty gemessenen Materialparametern für Gold [17]. Der Verlauf des Real- und
Imaginärteils der dielektrischen Funktion in Abhängigkeit der Wellenlänge ist in
Abb. 3.5.1 dargestellt.
3.5.2. Aluminium
Die dielektrische Funktion von Aluminium wurde nach den in Ref. [18] angege-
benen Materialwerten gewählt (siehe Abb. 7.1.1) und sind in Abb. 3.5.2 gezeigt.
Die Besonderheit hierbei ist, dass in der angegebenen Referenz im untersuchten
Wellenlängenbereich zwei Messreihen mit leicht abweichenden dielektrischen
Funktionen angegeben wurden. Für den verwendeten Fit wurde über beide Sets ge-
mittelt. Die gezeigte dielektrische Funktion enthält bereits diese Mittelung. Auch
die Materialwerte für die Aluminiumdioxidschicht (Al2O3), welche Aluminium
bei Luftkontakt ausbildet (siehe Kapitel 7) wurden aus Ref. [18] übernommen.
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Abbildung 3.5.1.: Dielektrische Funktion von Gold nach Johnson und Christy
[17].





















Abbildung 3.5.2.: Dielektrische Funktion von Aluminium nach Palik [18].
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3.5.3. Substratmaterialien
Für die Substratmaterialien wurden sowohl Materialien mit einem konstanten
Brechungsindex als auch Substrate aus Schichten mit frequenzabhängigem Bre-
chungsindex untersucht. Ein typischer Schichtstapel besteht aus einem Glassub-
strat mit einer darauf aufgebrachten Schicht Indiumzinnoxid (siehe Abb. 3.4.2).
Die dielektrische Funktion von Indiumzinnoxid wurde nach am Lichttechnischen
Institut vermessenen Ellipsometriewerten modelliert (siehe Anhang Abb. A.2.1).
Das Glassubstrat weist im untersuchten Wellenlängenbereich keinen signifikanten
Gradienten im Brechungsindex auf und wurde deshalb mit einem konstanten
Brechungsindex von n = 1,5 angenommen.
3.6. Untersuchte Eigenschaften von
Nanoantennen an einem Beispiel
In diesem Unterkapitel werden alle Ergebnisparameter anhand einer Beispielan-
tenne eingeführt und diskutiert. Die verwendete Beispielantenne besitzt genau
die Ausgangsgeometrieparameter aus Tabelle 3.4.1. Die Simulationen für dieses
Beispiel wurden für eine Antennenstruktur in Luftumgebung durchgeführt.
3.6.1. Absorptions-, Streu- und Extinktionsquerschnitt
In Kapitel 2.3.3.1 wurde das Konzept der Verwendung von Querschnitten zur
Charakterisierung von Absorption, Streuung und Extinktion eingeführt.
Der Absorptions-, Streu- sowie Extinktionsquerschnitt für die hier untersuch-
te Beispielantenne ist in Abbildung 3.6.1 in Abhängigkeit von der Wellen-
länge dargestellt. Der Extinktionsquerschnitt wird hier aus der Summe des
Absorptions- und des Streuquerschnitts berechnet. Die Resonanzwellenlänge
(aus dem Streuquerschnitt bestimmt) ist λRes,Ff = 629 nm. Bereits aus dieser
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Abbildung 3.6.1.: Absorptions-, Streu- und Extinktionsquerschnitt für eine
Zweiarmantenne mit Länge l = 65nm, Breite w = 20nm, Höhe h = 30nm, An-
tennenspalt d = 20nm.
Graphik sieht man, dass die Spektren der optischen Antennen sehr breitban-
dig sind. Die Q-Faktoren sind: QAbs = 13,1, QStreu = 14, QExt = 13,4. Weite-
re Größen, die für die folgenden Untersuchungen verwendet werden, sind die
jeweiligen Querschnitte in Resonanz. Diese betragen für die hier untersuch-
te Struktur Cmax,Abs = 0,04µm2, Cmax,Streu = 0,017µm2, Cmax,Ext = 0,0564µm2.
Der geometrische Querschnitt der Antenne beträgt (unter Vernachlässigung der
Eckenabrundung) 65nm∗20nm∗2 = 2600nm2 = 0,0026 µm2.
Aus Abbildung 3.6.1 sieht man ferner, dass die Absorption (und somit auch die
Extinktion) für Wellenlängen kleiner als die Resonanzwellenlänge nicht wieder
auf null zurückgeht. Dies liegt an der Interbandabsorption von Gold. Diese drückt
sich vor allem in einem höheren Imaginärteil der dielektrischen Funktion aus.
Dieser ist in Abbildung 3.5.1 zu sehen.
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Abbildung 3.6.2.: Nahfeldverstärkung (quadriert) in der Mitte des Antennen-
spalts für eine Zweiarmantenne mit Länge l = 65nm, Breite w = 20nm, Höhe
h = 30nm, Antennenspalt d = 20nm.
3.6.2. Nahfeldverteilung
Die bisher vorgestellten Größen geben an, wie stark die Antenne mit dem Fern-
feld wechselwirkt und wie viel Leistung sie aus dem Fernfeld „einfängt”. Inter-
essant ist nun, inwieweit diese Leistung im Nahfeld zu einer Feldverstärkung im
Antennenspalt führt. Hierfür wird zunächst der Punkt in der Mitte des Antennen-
spalts (Mitte bezüglich Höhe, Breite und Länge) gewählt und dort die spektrale
Nahfeldverstärkung (Abb. 3.6.2) untersucht. Die Resonanzwellenlänge beträgt
λRes,Nf = 631,6 nm. Der leichte Unterschied in der Resonanzwellenlänge von
Fern- und Nahfeld ist in der Literatur bereits ausführlich bekannt und diskutiert





Gütefaktor ist QNf = 13,3.
Es fällt auf, dass im Gegensatz zum Absorptionsquerschnitt, die Nahfeldver-
stärkung bei längeren Wellenlängen langsamer abfällt als bei niedrigeren Wel-
lenlängen. Dies liegt an dem sogenannten quasistatischen Blitzableitereffekt
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Abbildung 3.6.3.: Räumliche Verteilung der Nahfeldverstärkung ( E2
E20
); Schnitt
auf halber Höhe einer resonanten Antenne; Wellenlänge λRes,Nf = 631,6 nm,
Antennenhöhe h = 30nm.
(Kapitel 2.4.1.1). Bei Frequenzen bzw. Energien oberhalb der Resonanz können
die freien Elektronen dem elektrischen Feld nicht mehr folgen. Es gibt daher
keine Feldverstärkung.
In Abb. 3.6.3 wird die räumliche Verteilung der Nahfeldverstärkung bei der
Resonanzwellenlänge von λRes,Nf = 631,6 nm dargestellt.
Die Feldverstärkung ist sehr stark im Antennenspalt lokalisiert. Auch an den
Antennenenden sind die Felder überhöht, jedoch weniger stark.
Bei Simulationen auf dem Substrat ist es wichtig zu berücksichtigen, dass die
einfallende Welle im Substrat startet. Daher wird auch das Nahfeld nahe der Na-
noantenne auf die Feldstärke im Substrat normiert. In einem Schichtsystem ohne
Nanoantenne ist bereits das E-Feld in Luft entsprechend größer als das im Sub-
strat gestartete E-Feld. Daher ist der Nahfeldverstärkungseffekt hier kein reiner
Antenneneffekt und es wäre irreführend mit dieser Normierung beispielsweise
die Nahfeldverstärkungen von Nanoantennen auf unterschiedlichen Substratma-
terialien zu vergleichen. Der Substrateffekt kann aber einfach herausgerechnet
werden.
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Abbildung 3.6.4.: Räumliche Verteilung der Stromdichte (A/m²); Schnitt auf
halber Höhe einer resonanten Antenne; Wellenlänge λRes,Nf = 631,6 nm, Anten-
nenhöhe h = 30nm.
3.6.3. Stromverteilung
Abb. 3.6.4 zeigt die Verteilung der Stromdichte in der Antenne. Man sieht hier
sehr deutlich, dass die Stromdichte an beiden Enden der Antennenarme ein Mini-
mum hat. Dies ist ein signifikanter Unterschied zu klassischen Hochfrequenzan-
tennen. Bei diesen hat die Stromdichte am infinitesimal kleinen Antennenspalt ein
absolutes Maximum. Wie in Ref. [35] beschrieben ist die Ursache hierfür die Fehl-
anpassung der Impedanz des Antennenspalts an die Antenne. Die Stromdichte
hat hier auf beiden Antennen jeweils ein Maximum nahe der Mitte des Anten-
nenarms. Das Maximum ist jedoch leicht in Richtung Antennenspalt verschoben.
Die Stromdichte fällt am Antennenspalt auch nicht so stark ab wie am anderen
Ende des Antennenarms. Dies zeigt, dass die beiden Antennenarme miteinander
wechselwirken und dass Ladungen an der einen Seite des Antennenspalts durch
Ladungen auf der anderen Seite des Spalts abgeschirmt werden.
Somit sind alle in dieser Arbeit definierten Simulationsparameter sowie die
untersuchten Ausgangsparameter bekannt und es kann im nächsten Kapitel mit









Dieses Kapitel beschäftigt sich mit einer detaillierten Untersuchung der verschie-
denen Einflüsse auf das Resonanzverhalten von Nanoantennen. Im Gegensatz zu
herkömmlichen Antennen gelten bei Nanoantennen einfache Skalierungsgesetze
nicht mehr. Ihr Resonanzverhalten hängt sowohl von den genauen Geometriepara-
metern als auch von den Materialeigenschaften bei den jeweiligen Wellenlängen
ab. Mit numerischen Simulationsmodellen können die optischen Eigenschaften
von gekoppelten Dipolantennen auf einem Substrat inzwischen recht gut vor-
hergesagt werden und Ursachen von Abweichungen zwischen Experiment und
Simulation gut zugeordnet werden (siehe Kapitel 6). Hierbei genügen erstaunlich
wenige Eingangsparameter um die gewünschten Ergebnisse zu erhalten. Sieht
man von den simulationstechnischen Aspekten ab, so genügen die Geometrie
sowie die komplexe, frequenzabhängige dielektrische Funktion aller Materiali-
en. Was hierbei jedoch häufig zu kurz kommt, ist ein intuitives Verständnis, wie
diese wenigen Eingangsparameter zu den beobachteten Resonanzeigenschaften
beitragen. In diesem Kapitel wird sich dem Problem einer gekoppelten Dipol-
antenne auf Substrat durch mehrere Zwischenschritte genähert und somit ein
umfassenderes Verständnis der einzelnen Aspekte ermöglicht.
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Es zeigt sich, dass im ersten Schritt eine vereinfachte, quasistatische Berechnung
von Ellipsoiden die Skalierungstrends in quaderförmigen Nanoantennen erstaun-
lich gut vorhersagen kann. Ausgangspunkt ist die einfachste „optische Antenne“
– eine Kugel in Luft. Streuung und Absorption an Kugeln ist ein gut untersuchter
und verstandener Forschungsbereich. Deshalb beschränkt sich dieses Kapitel auf
eine kurze Darstellung, in der die wichtigsten für die weiteren Untersuchungen
relevanten Aspekte herausgestellt werden (Kapitel 4.1.2). Dem gegenübergestellt
wird ein einfacher numerisch simulierter Würfel. Der nächste Schritt ist der
Übergang zu einem Ellipsoid. Dieses lässt sich immernoch analytisch berechnen
und berücksichtigt bereits den wichtigen Einfluss des Aspektverhältnisses mit
(Kapitel 4.1.3). Ab dem nächsten Schritt, dem Übergang von einem Ellipsoid
zu einem Quader, werden numerische Simulationen nötig. Es werden einzelne
Goldquader untersucht, wobei insbesondere auf den Einfluss der Länge, des
Aspektverhältnisses sowie der Höhe und Breite eingegangen wird. Als Nächstes
wird die Kopplung zweier solcher Goldnanoquader über einen nanometerskali-
gen Spalt untersucht und zusammengefasst, wie sich die Resonanzeigenschaften
dadurch ändern (Kapitel 4.2). Zum Schluss wird der Einfluss der umgebenden
Materialien in Kapitel 4.3 untersucht. Durch diese schrittweise Analyse kann nun
das Verhalten von experimentell hergestellten und vermessenen Antennen besser
verstanden werden. Dies wird exemplarisch in Kapitel 4.5 für die Queranregung
von gekoppelten Antennenstrukturen gezeigt. 1
Wie oben beschrieben wird für die Untersuchung des Resonanzverhaltens der
Nanoantennen die verwendete Struktur schrittweise aufgebaut und untersucht,
um bei jedem Zwischenschritt die vorhandenen Einflüsse und Ursachen zu ver-
stehen. Abb. 4.0.1 zeigt schematisch, welche Strukturen in den verschiedenen
Abschnitten untersucht werden.
In Kapitel 3.2 wurde erläutert, dass Nanoantennen mehrere Resonanzen auf-
weisen können. Sie weisen sowohl unterschiedliche Resonanzen entlang der
1Teile der hier vorgestellten Ergebnisse wurden in Ref. [83] veröffentlicht.
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verschiedenen Geometrieachsen auf als auch – neben den fundamentalen Mo-
den – Moden höherer Ordnung. Falls nicht anders erwähnt, wird hier an allen
Stellen, an denen nur von einer Resonanz die Rede ist, von der fundamentalen,
longitudinalen Resonanz ausgegangen.
Abbildung 4.0.1.: Schematische Skizze der in den Simulationen verwendeten
Geometrien. Um das Resonanzverhalten von Nanoantennen zu verstehen, werden
zunächst Kugeln (Kapitel 4.1.2), dann Ellipsoide (Kapitel 4.1.3), dann Qua-
der, daraufhin gekoppelte Antennen (Kapitel 4.2) und zum Schluss gekoppelte
Antennen auf Substrat untersucht (Kapitel 4.3).
4.1. Von der analytischen Untersuchung einer
Kugel bis zur numerischen Berechnung
einer quaderförmigen Antenne
4.1.1. Stand der Forschung
In Kapitel 3.2 wurde gezeigt, wie Metallnanokugeln und -ellipsen analytisch
mittels der Mie-Theorie und näherungsweise mittels der quasistatischen Appro-
ximation berechnet werden können. Auch neuere Veröffentlichungen untersu-
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chen hiermit das Skalierungsverhalten von kugelförmigen und ellipsoidförmigen
Nanopartikeln [23, 131–133]. Der Kern dieses Unterkapitels ist es jedoch zu
untersuchen, inwieweit die quasistatische Approximation helfen kann verein-
fachte Skalierungsgesetze für einzelne quaderförmige Nanopartikel zu finden.
Hierbei handelt es sich um einzelne Einarmantennen wie sie in Kapitel 2.4.3
eingeführt wurden. Obwohl fast jede etwas ausführlichere Veröffentlichung über
Nanoantennen die quasistatische Approximation als Einstieg verwendet, gibt es
erstaunlich wenige Arbeiten, die versuchen aus dieser einfachen Betrachtung ein
Verständnis für das Resonanzverhalten von Nanoantennen mit unterschiedlicher
Geometrie zu finden. Kelly et al. zeigen, dass die quasistatische Approximation
für stark elongierte Nanopartikel länger ihre Gültigkeit behält als für sphärische
Partikel [23]. Die Grenzen der quasistatischen Approximation werden beispiels-
weise in Ref. [134] aufgezeigt, wo für konstante kleine Aspektverhältnisse ab
einer gewissen Größe eine starke Abhängigkeit von der Breite gezeigt wird. In
Ref. [25] wird ebenfalls darauf verwiesen, dass bei konstantem Aspektverhältnis
aber unterschiedlichen Größen keineswegs konstante Ergebnisse herauskommen,
wie dies bei der quasistatischen Näherung der Fall ist.
Alternativ zur quasistatischen Approximation gibt es andere Ansätze um Nanoan-
tennen mit einem einfach verständlichen Modell zu beschreiben. Am weitesten
verbreitet ist hierbei eine Beschreibung durch einen Resonator [36] oder einen
harmonischen Oszillator [35]. Ein Vergleich von numerischen Simulationen mit
einem einfachen analytischen Ansatz, der ebenfalls auf Fabry-Pérot-Resonanzen
beruht, wird in [135] gezeigt. Es ist bekannt, dass insbesondere das Aspekt-
verhältnis (auch bei gleichbleibender Elektronenanzahl und Resonanzfrequenz)
einen starken Einfluss auf die spektrale Breite der Resonanz hat [136]. Dies
wird an dem Modell eines harmonischen Oszillators mit Berücksichtigung von
Phasenverzögerung anschaulich.
Darüber hinaus gibt es eine Vielzahl an Untersuchungen, die direkt aus numeri-
schen Simulationen oder experimentellen Untersuchungen Skalierungsgesetze
ableiten. In Ref. [137] wird die Resonanzwellenlänge in Abhängigkeit von Höhe,
Achsenlängen und genauer Geometrie untersucht. Hierbei wurde insbesondere auf
den Einfluss des Depolarisationsfaktors, der Phasenverzögerung und der Krüm-
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mung sowie auf den statischen und dynamischen Einfluss der weiteren Geometrie
eingegangen. In Ref. [138] werden analytische Ausdrücke für das Skalierungs-
verhalten von quaderförmigen Nanoantennen hergeleitet, wobei hierbei nicht nur
auf die Resonanzwellenlänge, sondern auch auf den Extinktionsquerschnitt in
Resonanz und den Q-Faktor eingegangen wird.
Eine Vielzahl von bisherigen Arbeiten bestätigt, dass eine größere Antennenarm-
länge zu größeren Resonanzwellenlängen führt [53, 128, 129] und dass dieser
Zusammenhang meist näherungsweise linear ist [50, 139]. Begründungen hierfür
sind der größere Abstand der Ladungen und die daraus folgenden geringeren
Rückstellkräfte. Eine Abweichung von diesem linearen Verhalten wird für kleine
Armlängen bzw. nahe der Interbandabsorption der entsprechenden Materialien
gefunden [35, 50]. Die Steigung der Geraden, die den linearen Zusammenhang
beschreibt, hängt unter anderem stark vom Radius der Nanoantenne (Aspektver-
hältnis) ab [50].
Des Weiteren ist bekannt, dass die Resonanz der Nahfeldverstärkung stets bei
einer etwas längeren Wellenlänge als die Fernfeldresonanzen liegt [128–130].
Im Gegensatz zur vorliegenden Arbeit wurden in vielen bisherigen Arbeiten zylin-
derförmige Nanoantennen mit Halbkugeln an den Enden und Luft als umgebendes
Material angenommen [37, 128].
Die meisten bisherigen Arbeiten konzentrieren sich auf die Änderung der Reso-
nanzwellenlänge in Abhängigkeit der Antennenarmlänge. Es gibt verhältnismäßig
wenige Arbeiten darüber, wie sich die Resonanznahfeldverstärkung, der Reso-
nanzabsorptionsquerschnitt, der Resonanzstreuquerschnitt und andere Größen in
Abhängigkeit der Antennenarmlänge verhalten.
4.1.2. Kugeln und Würfel
Um die systematische Untersuchung zu beginnen, werden als Ausgangspunkt
nichtelongierte Strukturen betrachtet, also Strukturen bei denen Höhe, Breite
und Länge gleich lang gewählt wurden, um Einflüsse durch das Aspektverhältnis
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auszuschließen. Kugeln wurden gewählt, da diese analytisch berechnet werden
können (Kapitel 3.2) und Würfel, da diese den verwendeten Quaderantennen am
nächsten kommen.
4.1.2.1. Kugel: Mie-Theorie































Abbildung 4.1.1.: Streuquerschnitt für Goldkugeln nach Mie mit Durchmessern
zwischen 30 nm und 80 nm.
Wie in Kapitel 3.2 beschrieben können Kugeln mittels der Mie-Theorie analytisch
berechnet werden. Dies ermöglicht eine schnelle und genaue Bestimmung der
unterschiedlichen Parameter. Abb. 4.1.1 zeigt Streuquerschnitte für Goldkugeln
mit Durchmessern zwischen 30 nm und 80 nm, berechnet nach Gleichung 3.2.1.
Die Resonanzwellenlänge verschiebt sich mit zunehmendem Durchmesser leicht
zu längeren Wellenlängen verschiebt.
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4.1.2.2. Kugel: Quasistatische Approximation





























Abbildung 4.1.2.: Streuquerschnitt von Kugeln in der quasistatischen Näherung
mit Durchmessern zwischen 30 nm und 80 nm.
Mit Hilfe der Mie-Theorie lassen sich die Resonanzen zwar genau und ohne
große Rechenleistung und Simulationszeit bestimmen, ein einfaches Verständnis,
warum es in diesen Strukturen zu einem solchen resonanten Verhalten kommt,
fehlt jedoch. Daher ist die quasistatische Approximation (Kapitel 3.2.2) auch in
Zeiten von hoher Computerleistung noch hilfreich. In Abb. 4.1.2 ist der Streu-
querschnitt für Kugeln mit Durchmessern zwischen 30 nm und 80 nm gemäß
der quasistatischen Approximation dargestellt. Zunächst ist zu sehen, dass die
Ergebnisse aus Abb. 4.1.1 und Abb. 4.1.2 qualitativ denselben Verlauf zeigen und
auch die Resonanzwellenlänge recht gut passt. Quantitativ kommt es jedoch zu
Abweichungen. Trotzdem lässt sich aus den Ergebnissen Wichtiges lernen. Zu-
nächst ist sofort ersichtlich, dass die Resonanzwellenlänge in der quasistatischen
Approximation nicht mehr vom Durchmesser der Kugel abhängt. Betrachtet man
nun erneut die Gleichung für die quasistatische Polarisierbarkeit von Kugeln, so
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bekommt man ein erstes Verständnis dafür, warum es überhaupt zu Resonanzen
in optischen Antennen kommt:




• Die Resonanz kann als Polstelle des Nenners aus Gleichung 4.1.1 interpre-
tiert werden.
Das umgebende Medium wird zunächst als dielektrisches Medium mit frequen-
zunabhängiger, reeller dielektrischer Funktion εMedium (hier zunächst Luft) ange-
nommen. Dies bedeutet, dass die Frequenz, für die der Nenner von Gl. 4.1.1 null
wird, komplex ist. Anders ausgedrückt kann der Nenner für reelle Frequenzen
nur minimal, aber nicht null werden. Daher lässt sich auch direkt aus Gleichung
4.1.1 erkennen:
• eine Resonanz tritt bei Wellenlängen auf, bei denen der Realteil der di-
elektrischen Funktion möglichst genau -2 εMedium und der Imaginärteil
möglichst klein ist.
In den Vorfaktoren der Polarisierbarkeit steckt das Volumen der Kugel. Da die
Polarisierbarkeit in der Formel für den Streuquerschnitt quadriert und in der
Formel für den Absorptionsquerschnitt nur der Imaginärteil betrachtet wird, kann
man daraus schließen:
• In der quasistatischen Näherung von Kugeln skaliert der Absorptionsquer-
schnitt linear mit dem Volumen und der Streuquerschnitt quadratisch.
• In der quasistatischen Näherung von Kugeln ist die Resonanzwellenlänge
unabhängig vom Durchmesser der Kugel.
4.1.2.3. Würfel: FDTD-Simulation
In der hier vorliegenden Arbeit werden hauptsächlich quaderförmige Struktu-
ren untersucht. Daher ist es wichtig zu wissen, inwieweit sich die Erkenntnisse
von Ellipsoiden auf Quader übertragen lassen. Daher werden hier zunächst die
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analytisch berechneten Streuquerschnitte für Kugeln mit numerisch berechne-
ten Streuquerschnitten für Würfel verglichen. Es wurde sichergestellt, dass die
numerischen Berechnungen von Kugeln gut mit der analytischen Berechnung
übereinstimmen. Dies ist im Anhang (Kapitel A.1) zu sehen.
In Abb. 4.1.3 werden nun die Streuquerschnitte in Abhängigkeit der Wellenlänge
für Würfel mit verschiedenen Kantenlängen gezeigt.



























Abbildung 4.1.3.: Streuquerschnitte von Würfeln mit unterschiedlichen Kan-
tenlängen zwischen 30 nm und 80 nm.
Es fällt auf, dass die Streuquerschnitte für Würfel deutlich größer sind als für
Kugeln. Das lässt sich vor allem dadurch erklären, dass Würfel ein ca. doppelt
so großes Volumen haben wie Kugeln, deren Durchmesser der Kantenlänge des
Würfels entspricht. Aus Gleichung 3.2.8 sieht man, dass das Volumen quadratisch
in den Streuquerschnitt eingeht. Darüber hinaus ist ein Würfel ein etwas besserer
Resonator als eine Kugel. Es zeigt sich aber auch, dass die Resonanzwellenlängen
trotzdem sehr gut übereinstimmen. Das stimmt auch mit Erkenntnissen aus der
Literatur überein [140].
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4.1.3. Längenvariation von Ellipsoiden und Quadern
Um nun das Skalieren der Resonanzeigenschaften in Abhängigkeit von Geome-
trieparametern näher zu untersuchen, werden als Nächstes elongierte Strukturen
mit unterschiedlichen Aspektverhältnissen untersucht. Die häufigste Geometrie-
variation ist eine Längenvariation. In den meisten Arbeiten wird ausschließlich
die Länge variiert, um die Resonanzwellenlänge einzustellen. Hier werden direkt
quasistatische Berechnungen von Ellipsoiden und numerische Simulationen von
Quadern verglichen.
4.1.3.1. Resonanzwellenlänge
Zunächst wird nochmals die Gleichung für die Polarisierbarkeit von Ellipsoiden






εMedium +L1 (εPartikel (ω)− εMedium)
. (4.1.2)
Aus Gleichung 4.1.2 erkennt man, wie in der quasistatischen Approximation die
Materialeigenschaften und Geometrieeigenschaften gemeinsam die Resonanz
beeinflussen. Von entscheidender Bedeutung ist hierbei der Geometriefaktor
L1 (Gleichung 3.2.11), der sich aus dem Aspektverhältnis (Verhältnis aller drei
Achsen eines Ellipsoids) bestimmen lässt.
• Der Nenner der Polarisierbarkeit ist weiterhin für die Resonanzwellenlän-
ge verantwortlich. Diese hängt jetzt aber nicht mehr nur vom Material,
sondern auch von der genauen Geometrie ab, d.h. hier von dem genauen
Aspektverhältnis zwischen den drei Halbachsen2 a1, a2 und a3.
• Für ein konstantes Aspektverhältnis ist die Resonanzwellenlänge konstant.
2Damit die Gleichungen in ihrer bekannten Form geschrieben werden können werden die Variablen
a1, a2 und a3 weiterhin für die Halbachsen verwendet. Für den Vergleich mit numerischen
Simulationen von Quadern wird daher 2a1 mit der Länge l, 2a2 mit der Breite w und 2a3 mit der
Höhe h verglichen.
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• Absorptions- und Streuquerschnitt sind hier nicht mehr direkt proportional
zum Volumen bzw. Volumen², da sich die Resonanzwellenlänge ändert,
wenn sich die Geometrie ändert und somit auch der gesamte Wert der
Polarisierbarkeit.
Die Resonanzwellenlängen für Rotationsellipsen in der quasistatischen Appro-
ximation in Abhängigkeit der langen Achsenlänge wurden in Abb. 4.1.4 unter-
sucht.



























Abbildung 4.1.4.: Resonanzwellenlänge von Rotationsellipsen aus Gold in
Abhängigkeit von der Länge der langen Achse 2a1 (kurze Achsenlänge 2a2 = 2a3
siehe Legende). Durchgezogen: Streuung; gestrichelt: Absorption.
In Analogie zu den oben betrachteten Ellipsoiden werden nun die Eigenschaften
von Nanoquadern (hier Einarmantennenstruktur genannt) numerisch berechnet,
bei denen die Höhe h gleich der Breite w ist. Für unterschiedliche Breiten/ Höhen
wurde nun die Armlänge variiert. In Abb. 4.1.5 ist die Resonanzwellenlänge
in Abhängigkeit der Antennenarmlänge für unterschiedliche Breiten/ Höhen
dargestellt.
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Abbildung 4.1.5.: Resonanzwellenlänge für Streuung (durchgezogen) und Ab-
sorption (gestrichelt) von Einarmantennen mit unterschiedlicher Antennenarm-
länge und unterschiedlicher Breite/Höhe (w = h siehe Legende).
Vergleicht man Abb. 4.1.4 und Abb. 4.1.5 so können einige interessante Beobach-
tungen gemacht werden:
• Die Resonanzwellenlänge nimmt mit zunehmender Antennenlänge nahezu
linear zu.
• Auch die Höhe/Breite hat einen Einfluss: Bei konstanter Länge nimmt die
Resonanzwellenlänge mit zunehmendem Aspektverhältnis zu.
• Die Steigung der Geraden nimmt mit zunehmendem Aspektverhältnis zu.
• Die Resonanzwellenlänge der Streuung ist stets bei etwas größeren Wel-
lenlängen als die der Absorption.
• Der geringe Unterschied nimmt mit zunehmender Antennenlänge noch
weiter ab.
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All diese Erkenntnisse gelten auch für die numerisch berechneten Einarmantennen
und können aufgrund der einfachen Berechnung gut anhand der quasistatischen
Approximation verstanden werden.
Die lineare Rotverschiebung mit zunehmender Antennenlänge stimmt mit dem
Verhalten von klassischen Antennen überein und kann für optische Antennen
beispielsweise analog zu [37] bestimmt werden. Das zugrundeliegende Konzept
ist bei der klassischen Antennentheorie und der quasistatischen Approximation
jedoch grundsätzlich anders. In der klassischen Antennentheorie entsteht eine
Resonanz, wenn die elektromagnetische Welle sich wie in einem Resonator nach
einem „Rundlauf” konstruktiv mit sich selbst überlagert, wenn also die gesamte
Phasenverschiebung ein Vielfaches von 2π ist. In der quasistatischen Approxi-
mation haben aber alle Punkte genau dieselbe Phasenlage. In der quasistatischen
Approximation wird die Partikelgeometrie über einen Geometriefaktor L reprä-
sentiert und zu jedem L-Faktor existiert eine optimale dielektrische Funktion
(Formel 3.2.10). Es stellt sich stets die Resonanzwellenlänge ein, bei der die
dielektrische Funktion und der L-Faktor am besten zueinander passen.
Das Skalieren der Resonanzwellenlänge mit der Antennenlänge hängt daher
maßgeblich vom genauen Verlauf der dielektrischen Funktion ab und ist nicht
zwangsläufig eine lineare Rotverschiebung. In Ref. [55] wurde der Zusammen-
hang bzw. der Übergang zwischen diesen beiden doch sehr unterschiedlichen
Konzepten erläutert. Entscheidend ist hierfür der Phasensprung an den Enden der
Antenne. Dieser Phasensprung ist bei optischen Antennen deutlich komplexer und
hängt von Geometrie und Material ab. Somit kann eine optische Antenne in der
quasistatischen Approximation als unendlich kurze Antenne betrachtet werden,
die die Phasenbedingung für konstruktive Interferenz durch die Phasensprünge
an den Enden der Antenne erfüllt.
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4.1.3.2. Resonanzstärke und Gütefaktor
In Abb. 4.1.6 sind aus den numerischen Simulationen von Einarmantennen, die
Absorptions- und Streuquerschnitte bei der Resonanzwellenlänge in Abhängigkeit
der Antennenlänge dargestellt. Hieraus kann man sehen:
• Für kleine Partikel dominiert die Absorption, für große Partikel dominiert
die Streuung.
• Der Streuquerschnitt steigt im Resonanzfall deutlich schneller an als der
Absorptionsquerschnitt.
Darüber hinaus sieht es so aus, als wäre der Einfluss der Antennenbreite/ -höhe
auf den maximalen Querschnitt in diesem speziellen Fall sehr gering. Das wirkt
jedoch nur auf den ersten Blick so, da man berücksichtigen muss, dass die unter-
schiedlichen Antennenbreiten/ -höhen zu unterschiedlichen Volumina führen und
gleichzeitig die Resonanzwellenlängen (vergleiche Abb. 4.1.5) und somit nach
Abb. 3.5.1 auch die entsprechende dielektrische Funktionen stark unterschied-
lich sind. Daher handelt es sich vielmehr um gegenläufige Trends, die sich hier
annähernd ausgleichen.
Vieles am Skalierungsverhalten ist nicht intuitiv verständlich. Dies ist jedoch
mit Hilfe der quasistatischen Approximation möglich. Sie zeigt, wie wichtig
die genaue dielektrische Funktion bei der Resonanzwellenlänge für die Stärke
der Resonanz und somit auch für den maximalen Streu- und Absorptionsquer-
schnitt ist. Um die Ursachen weiter voneinander zu trennen, wird im Folgenden
nicht mehr über die Antennenarmlänge sondern über die Resonanzwellenlänge
aufgetragen.
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Abbildung 4.1.6.: Maximum von Streuquerschnitt (durchgezogen) und Absorp-
tionsquerschnitt (gestrichelt) in Abhängigkeit der Antennenlänge für verschiedene
Breiten/ Höhen (w = h siehe Legende).



















Abbildung 4.1.7.: Q-Faktor (Streuung durchgezogen, Absorption gestrichelt)
von Gold-Rotationsellipsen mit unterschiedlichen kurzen (2a2 = 2a3) Achsenlän-
gen (siehe Legende) sowie unterschiedlichen langen Achsenlängen 2a1, die mit
zunehmender Länge zu zunehmender Resonanzwellenlänge führen. Die Kurven
für die unterschiedlichen kurzen Achsen liegen exakt übereinander.
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(b) Streu−QS (λres)/V 2
Abbildung 4.1.8.: Normierte Absorptions- und Streuquerschnitte von Gold-
Rotationsellipsen mit unterschiedlichen kurzen (2a2 = 2a3) Achsenlängen (siehe
Legende) sowie unterschiedlichen langen Achsenlängen 2a1, die mit zunehmen-
der Länge zu zunehmender Resonanzwellenlänge führen. Die Kurven für die
unterschiedlichen kurzen Achsen liegen exakt übereinander.
4.1. Kugeln und einzelne quaderförmige Antennen 93
Zunächst gibt es im Bereich der quasistatischen Approximation drei charakteristi-
sche Größen, die nur noch von der genauen dielektrischen Funktion der Materia-
lien bei der entsprechenden Resonanzwellenlänge abhängen: der Q-Faktor, sowie
die Größen Absorptions−QS (λres)/V und Streu−QS (λres)/V 2. Diese sind in
Abb. 4.1.7 und Abb. 4.1.8 für Ellipsoide mit unterschiedlichen kurzen Achsen-
längen 2a2 = 2a3 (siehe Legende) und unterschiedlichen langen Achsenlängen
2a1, die entsprechend zu anderen Resonanzwellenlängen führen, dargestellt. Man
sieht, dass hier die Kurven für unterschiedliche kurze Achsenlängen exakt über-
einander liegen und einen materialspezifischen Verlauf zeigen. Die numerischen
Simulationen zeigen jedoch, dass hier ein Bereich erreicht ist, in dem die quasista-
tische Approximation die Trends nicht mehr gut genug wiedergeben kann. Dies
ist genau der Bereich, in dem es nötig wird auf die in Kapitel 3.2.2.3 eingeführte
Erweiterung der quasistatischen Absorption – basierend auf Phasenverzögerung
und Strahlungsdämpfung – zurückzugreifen. In Abb. 4.1.9 werden die mittels
FDTD simulierten Streu- und Absorptionsquerschnitte jeweils normiert auf das
Volumen2 bzw. auf das Volumen sowie der Q-Faktor jeweils über die Resonanz-
wellenlänge aufgetragen dargestellt und eine entsprechende Berechnung aus
der quasistatischen Approximation mit Korrekturtermen (Gl. 3.2.17) für höhere
Ordnungen wird gegenüber gestellt.





















































































(c) Q-Faktor (Streuung durchgezogen, Absorption gestrichelt)
Abbildung 4.1.9.: Normierte Streu- und Absorptionsquerschnitte sowie Q-
Faktoren von Nanoquadern (FDTD, linke Spalte) und Ellipsoiden in der quasista-
tischen Approximation mit Korrekturtermen (rechte Spalte) in Abhängigkeit der
Resonanzwellenlänge.
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Es zeigt sich eine gute Übereinstimmung der Trends. Aus diesen Untersuchungen
lassen sich folgende weitere Schlussfolgerungen ziehen:
• Die quasistatische Approximation kann auch helfen den Verlauf von Reso-
nanzstärke und Gütefaktor vorherzusagen und zu verstehen.
• Einen dominierenden Einfluss hat hierbei die dielektrische Funktion bei
der Resonanzwellenlänge.
• Darüber hinaus geht das Volumen weiterhin linear in den Absorptions- und
quadratisch in den Streuquerschnitt ein.
• Um zu überprüfen, ob man in einem Bereich ist, in dem die quasistatische
Approximation ausreichend gültig ist um Trends vorherzusagen, kann man
überprüfen, ob der Gütefaktor bei gleicher Resonanzwellenlänge konstant
ist.
• In Bereichen, in denen die quasistatische Approximation zur Trendvorhersa-
ge nicht mehr ausreicht, kann man eine einfache Erweiterung basierend auf
Phasenverzögerung und Strahlungsdämpfung verwenden (Kapitel 3.2.2.3).
• In diesem Bereich nehmen dann Q-Faktor, Absorptions- und Streuquer-
schnitt mit zunehmender Breite zusätzlich ab.
4.1.4. Breiten- und Höhenvariation von Ellipsoiden und
Quadern
Bisher wurden nur Strukturen untersucht, bei denen Breite und Höhe stets iden-
tisch gewählt wurden. Nun werden Höhe und Breite getrennt voneinander un-
tersucht und die Skalierungseigenschaften der Resonanz in Abhängigkeit dieser
beiden Parameter stehen im Fokus. In der Literatur kam diesen Parametern bisher
nur wenig Beachtung zu. In den meisten Fällen wurde der Fokus auf die Län-
ge oder auf das Aspektverhältnis, also Länge im Verhältnis zum Durchmesser,
gesetzt. Die Höhe und die Breite sind jedoch zwei sehr sensible Parameter. Sie
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sind die kleinsten Dimensionen der Struktur und somit am stärksten von herstel-
lungstechnischen Schwankungen betroffen. Außerdem stellen sie einen häufig
übersehenen Freiheitsgrad zur Einstellung von optimalen Resonanzeigenschaften
dar. Auch ist die Vereinfachung Höhe und Breite gleich groß zu wählen eine
unnötige und häufig auch unrealistische Annahme. Beispielsweise beeinflussen
bei der Herstellung mittels Elektronenstrahllithographie ganz andere Faktoren
diese beiden Parameter und ein quadratischer Querschnitt ist ein seltener Son-
derfall. Daher werden beide Größen hier sowohl getrennt voneinander als auch
gemeinsam variiert und untersucht.
4.1.4.1. Rotationsellipsen mit variabler kurzer Achse
In Kapitel 3.2.2.2 und Kapitel 4.1.3 wurde bereits erklärt, dass bei Ellipsoiden
nicht mehr nur die Materialeigenschaften, sondern die Materialeigenschaften in
Kombination mit den Geometrieeigenschaften entscheidend sind. Die Geometrie-
eigenschaften werden jeweils für die drei Polarisationsrichtungen entlang der drei
Achsen des Ellipsoids in einem einzigen Geometriefaktor L zusammengefasst.
Hier wird nun genauer untersucht, wie Geometrie- und Materialeigenschaften
die Resonanz beeinflussen. Wie bereits erwähnt, kann man die Resonanz als
Polstelle von Gleichung 4.1.2 auffassen. Man erkennt, dass in dem Bereich in
dem der Betrag des Imaginärteils von εPartikel deutlich kleiner als der Betrag
des Realteils ist und außerdem die Steigung des Imaginärteils in Abhängigkeit
von der Wellenlänge kleiner als die Steigung des Realteils ist, die Resonanzwel-
lenlänge maßgeblich vom Realteil von εPartikel abhängt. Setzt man den Realteil
des Nenners von Gleichung 4.1.2 zu null so erhält man in Luft die Resonanz-
bedingung Re(εPartikel) = L−1L [131]. Setzt man diese Resonanzbedingung in








Für die Rechnungen aus Abb. 4.1.10 und Abb. 4.1.11 wurden Ellipsoide mit kon-
stanter langer Achsenlänge (2a1 = 65 nm) in der quasistatischen Approximation
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berechnet. Hierbei wurden einmal beide kürzeren Achsen variiert (2a2 = 2a3)
und einmal eine kurze Achse konstant auf 2a3 = 20nm gelassen und die andere
(2a2) variiert.


































Abbildung 4.1.10.: Resonanzwellenlängen und Geometriefaktoren L−1L von
Rotationsellipsen mit konstanter langer Achse von 2a1 = 65nm und variabler
kurzer Achse 2a2. Durchgezogene Linie: 2a3 = 2a2; gestrichelte Linie: 2a3 =
20nm.
Aus diesen Untersuchungen können folgende Erkenntnisse gezogen werden, die
auch für die numerische Berechnung von optischen Antennen ihre Gültigkeit
behalten:
• Je größer das Aspektverhältnis eines Partikels wird, desto weiter verschiebt
sich die Resonanzwellenlänge zu längeren Wellenlängen (Abb. 4.1.10).
• Die Verschiebung wird stärker, je kleiner die kurzen Achsen der Rotations-
ellipse werden.
• Der Verlauf der Resonanzwellenlänge wird (in weiten Bereichen) durch
den Verlauf des Geometriefaktors L−1L dominiert. Die starke Zunahme
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Abbildung 4.1.11.: Maximaler Absorptions- und Streuquerschnitt sowie Ima-
ginärteil der dielektrischen Funktion in Resonanz für Rotationsellipsen mit kon-
stanter langer Achse von 2a1 = 65nm und variabler kurzer Achse 2a2. Durchge-
zogene Linie: 2a3 = 2a2; gestrichelte Linie: 2a3 = 20nm.
der Resonanzwellenlänge bei kurzen Achsenlängen hängt mit der großen
Steigung des Geometriefaktors zusammen.
• Für kleinere Aspektverhältnisse laufen die Resonanzwellenlängen für Ab-
sorption und Streuung leicht auseinander.
• Der Absorptions- und Streuquerschnitt in Resonanz wird maßgeblich vom
Imaginärteil der dielektrischen Funktion beeinflusst (Abb. 4.1.11), aller-
dings auf eine zunächst unerwartete Weise. Da der Imaginärteil der dielek-
trischen Funktion normalerweise mit Absorptionsverlusten assoziiert wird,
würde man erwarten, dass ein hoher Imaginärteil von Epsilon zu einer
hohen Absorption führt und umgekehrt. Der Zusammenhang ist aber genau
invers. Aus Gleichung 3.2.9 erkennt man, dass für den Absorptionsquer-
schnitt der Imaginärteil der Polarisierbarkeit und nicht der dielektrischen
Funktion maßgeblich ist. Allerdings stimmt der Zusammenhang insoweit
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schon, dass nur eine komplexe Dielektrizitätskonstante zu einer komple-
xen Polarisierbarkeit und somit zu Absorptionsverlusten führen kann. Der
Zusammenhang zwischen beiden ist allerdings komplizierter [131].
• In der quasistatischen Approximation kann man die beiden Dimensionen
Höhe und Breite (bzw. a2 und a3) vertauschen, ohne die Ergebnisse zu
beeinflussen. Dies wird im nächsten Abschnitt zu den Eigenschaften einer
vollständigen numerischen Simulation abgegrenzt.
4.1.4.2. Breiten- und Höhenvariation von Quadern (FDTD)
Anders als in der quasistatischen Approximation sind in den numerischen Simu-
lationen Höhe und Breite generell unterschiedliche Parameter, auch bei Simula-
tionen in Luft. Sie sind insofern unterschiedlich, da die Höhe die Dimension in
Richtung des k-Vektor der anregenden ebenen Welle ist. Vor allem für Höhen,
die größer als die Eindringtiefe sind, wird erwartet, dass eine weitere Zunahme
an Höhe an Einfluss verliert, während es bei der Breite der Antenne kein ent-
sprechendes Limit gibt. Abb. 4.1.12 zeigt, wie sich die Resonanzwellenlänge für
Einarmantennen und Zweiarmantennen der Längen 55 nm, 60 nm und 65 nm
verhält. Wird die Höhe variiert, so ist die Breite konstant bei 20 nm und umge-
kehrt. Generell sieht man wieder den Trend, dass die Resonanzwellenlänge sich
schneller zu längeren Wellenlängen hin verschiebt, je kleiner die entsprechende
Dimension wird. Ob die Breite oder die Höhe variiert wird, macht im Rahmen der
hier verwendeten Auflösung keinen Unterschied. Mit zunehmender Höhe bzw.
Breite tritt wieder der schon zuvor diskutierte Unterschied zwischen Streuung
und Absorption auf, der größer wird je größer die entsprechende Dimension
wird.
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Abbildung 4.1.12.: Resonanzwellenlänge der Streuung für Nanoantennen der
Längen 55 nm, 60 nm und 65 nm mit unterschiedlichen Höhen bzw. unterschied-
lichen Breiten. Die jeweils andere Größe wurde konstant auf 20 nm gehalten.
Die Ergebnisse für die jeweilige Breiten- und Höhenvariation liegen so genau
übereinander, dass jeweils nur eine Kurve zu sehen ist.
In Abb. 4.1.13 sind nun sowohl der maximale Streu- als auch Absorptionsquer-
schnitt für verschiedene Höhen bzw. Breiten für die unterschiedlichen Längen
aufgetragen.
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(a) Absorption (Legende siehe (b)).


































Abbildung 4.1.13.: Maximaler Absorptions- bzw. Streuquerschnitt in Abhän-
gigkeit der Höhe bzw. der Breite für Einarmantennen der Längen 55 nm, 60 nm
und 65 nm.
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Zunächst ist zu sehen, dass auch bei den numerischen Simulationen der charakte-
ristische Verlauf weiterhin maßgeblich von dem Imaginärteil der dielektrischen
Funktion des Goldes bei der Resonanzwellenlänge dominiert ist. Hierauf lässt
sich beispielsweise das klare Maximum bei einer Breite/Höhe von gut 10 nm
zurückführen (Abb. 4.1.13(a)). Außerdem ist hier nun zu sehen, dass, wie zu
erwarten, ab einer Breite bzw. Höhe von ca. 30 nm die entsprechenden Streu-
bzw. Absorptionsquerschnitte leicht auseinanderlaufen. Hierbei ist stets der Quer-
schnitt für die Breitenvariation höher. In Abb. 4.1.14 ist der Q-Faktor wieder
über die Resonanzwellenlänge aufgetragen. Wie auch die Erfahrungen mit der
Längenvariation zeigen, hängt der Q-Faktor hauptsächlich von der genauen di-
elektrischen Funktion bei der Resonanzwellenlänge ab, wird aber bei gleicher
Resonanzwellenlänge mit zunehmendem Volumen leicht schwächer.
























Abbildung 4.1.14.: Q-Faktor in Abhängigkeit der Höhe bzw. der Breite für
Einarm- bzw. Zweiarmantennen der Längen 55 nm, 60 nm und 65 nm.
• Die Resonanzwellenlänge verschiebt sich zu längeren Wellenlängen, wenn
die Höhe oder die Breite kleiner wird.
• Die Verschiebung wird stärker, je kleiner die Höhe oder die Breite ist.
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• Maximaler Streu- und Absorptionsquerschnitt haben einen charakteristi-
schen Verlauf für unterschiedliche Höhen bzw. Breiten für den mehrere
Effekte verantwortlich sind. Einen entscheidenden Einfluss hat weiterhin
der Imaginärteil der dielektrischen Funktion bei der Resonanzwellenlänge.
• Mit zunehmender Höhe oder Breite nimmt der Q-Faktor leicht ab, hängt
aber weiterhin ebenfalls maßgeblich von der dielektrischen Funktion bei
der Resonanzwellenlänge ab.
• Solange die Höhe bzw. Breite kleiner ist als die Eindringtiefe, haben sie
denselben Einfluss auf den maximalen Streu- und Absorptionsquerschnitt.
Danach hat ein Erhöhen der Breite einen etwas stärkeren Einfluss als ein
Erhöhen der Höhe.
Unter bestimmten Rahmenbedingungen (quasistatische Approximation und Ein-
schränkungen an die dielektrische Funktion, die für die hier betrachteten Materia-
lien außerhalb der Interbandabsorption gegeben sind) lässt sich das Resonanzver-
halten sehr gut verstehen: Das Aspektverhältnis führt zu einem Geometriefaktor,
der zusammen mit dem Realteil der dielektrischen Funktion die Resonanzwel-
lenlänge festlegt. Über die Stärke des Absorptions- und Streuquerschnitts in
Resonanz für eine gegebene Geometrie entscheidet dann der Imaginärteil der
dielektrischen Funktion. Der Zusammenhang zwischen Querschnitt und Ima-
ginärteil der dielektrischen Funktion ist in Resonanz antiproportional. Dieses
phänomenologische Verhalten lässt sich auch bei den hier numerisch untersuchten
Strukturen wiederfinden.
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4.2. Kopplung / Antennenspalt
4.2.1. Stand der Forschung
Es gibt eine große Anzahl an Arbeiten, die sich mit der Kopplung zweier re-
sonanter Nanopartikel beschäftigen [141, 142]. Meist wird die Kopplung im
Rahmen des Plasmonenhybridisierungsmodells erklärt [56, 143, 144] (siehe auch
Kapitel 2.4.4). In Ref.[145] wird für gekoppelte Spreizdipolantennen mit zuneh-
mender Spaltbreite erst eine Blauverschiebung und danach eine Rotverschiebung
der Resonanzwellenlänge gefunden. Auch die Querresonanz in Abhängigkeit der
Spaltbreite wurde untersucht. Fischer et al. berechnen in Ref. [52] unter anderem
die optische Antwort von quaderförmigen, goldenen Zweiarmantennen auf einem
Substrat. Einige Arbeiten beschäftigen sich mit der Nahfeldverstärkung in Ab-
hängigkeit der Spaltbreite [146]. Auch unterschiedliche Anordnungen von zwei
oder mehr Nanopartikeln wurden untersucht [147]. Besonders intensiv wurde
die Abhängigkeit der Resonanzwellenlänge vom Abstand zweier Nanopartikel
im Zusammenhang mit sogenannten plasmonischen Linealen (engl. plasmonic
rulers) diskutiert [94, 148]. Hierbei wurde gezeigt, dass die relative Resonanzver-
schiebung ∆λ/λ in Abhängigkeit des Abstandes zwischen Nanopartikeln einem
universellen, exponentiellen Zusammenhang folgt [149]. Auch der Übergang
zu sich berührenden und verbundenen Nanopartikeln wurde untersucht [150].
In Ref. [151] wurde gezeigt, dass sich auch Nanopartikel über eine größere
Entfernung durch Fernfeldkopplung beeinflussen können.
4.2.2. FDTD-Simulationen
Der Grad der Kopplung zwischen den Antennenarmen hängt sehr stark von dem
Abstand zwischen den Antennenarmen ab. Auch die erreichbare Feldverstärkung
im Antennenspalt wird hiervon sehr stark beeinflusst.
Im Folgenden wurde die Spaltbreite für unterschiedliche Antennenarmlängen
variiert. Die Breite und Höhe war jeweils konstant 30 nm.
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Abbildung 4.2.1.: Resonanzwellenlänge der Streuung in Abhängigkeit der
Spaltbreite für verschieden Antennenarmlängen. Die Breite und Höhe der Anten-
ne betragen jeweils 30 nm.
Aus Abb. 4.2.1 - Abb. 4.2.3 können direkt einige generelle Trends erkannt werden.
In Abb. 4.2.1 ist die Resonanzwellenlänge für die unterschiedlichen Spaltbreiten
geplottet.
• Die Kopplung sorgt für eine Rotverschiebung der Resonanzwellenlänge.
• Die Rotverschiebung ist stärker, je kleiner der Antennenspalt ist.
• Die Rotverschiebung ist stärker, je größer das Verhältnis aus Antennenlänge
und Spaltbreite ist.
Nicht nur die Resonanzwellenlänge sondern auch die maximalen Querschnitte
und die Feldverstärkung in Resonanz hängen stark von dem Verhältnis aus Anten-
nenlänge und Spaltbreite ab. Dies kann gut aus der 3D-Darstellung in Abb. 4.2.2
und Abb. 4.2.3 erkannt werden.



























































Abbildung 4.2.2.: Streu- und Absorptionsquerschnitt von Zweiarmantennen in
Resonanz in Abhängigkeit der Spaltbreite und Antennenlänge. Die Breite und
Höhe der Antenne betragen jeweils 30 nm.































Abbildung 4.2.3.: Nahfeldverstärkung (quadriert) in Resonanz in Abhängigkeit
der Spaltbreite und Antennenlänge. Die Breite und Höhe der Antenne betragen
jeweils 30 nm.
• Streu- und Absorptionsquerschnitt nehmen zu, wenn der Spalt kleiner wird.
• Die Zunahme ist stärker, je kleiner der Spalt ist.
• Den größten Einfluss hat die Spaltbreitenvariation auf die Nahfeldverstär-
kung. Sie nimmt sehr stark zu, wenn der Spalt kleiner wird.
• Für die Nahfeldverstärkung ist das Verhältnis aus Armlänge zu Spaltbreite
ausschlaggebend, deshalb ist für gleiche Spaltbreite die Nahfeldverstärkung
bei längeren Armlängen um ein Vielfaches höher.






































Abbildung 4.2.4.: Q-Faktoren in Abhängigkeit der Spaltbreite (Legende siehe
Abb. 4.2.1).
In Abb. 4.2.4 sind nun, wie in den vorangegangen Kapiteln, wieder die Q-Faktoren
über die Resonanzwellenlänge dargestellt.
• Der Q-Faktor wird hauptsächlich durch die Materialparameter bei der
entsprechenden Resonanzwellenlänge bestimmt.
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• Bei kleineren Spaltbreiten aber gleicher Resonanzwellenlänge ist der Q-
Faktor etwas größer.
4.2.3. Einfluss der Kopplung auf die bisher untersuchten
Antenneneigenschaften
Die Kopplung von zwei Antennenarmen wurde in Kapitel 4.2.2 ausführlich
untersucht. Nun ist die Frage, ob die zuvor gewonnenen Erkenntnisse über das
Skalieren der Resonanzeigenschaften in Abhängigkeit von Höhe, Breite und
Länge einer Nanodipolantenne auch für gekoppelte Strukturen ihre Gültigkeit
behalten. Da die Spaltbreite in derselben Dimension wie die Antennenlänge
liegt, ist insbesondere interessant, ob sich hier Einflüsse auf die Längenvariation
ergeben.


























Abbildung 4.2.5.: Resonanzwellenlänge aus Streuspektren (durchgezogen)
Absorptionsspektren (gestrichelt) und Nahfeldverstärkungsbildern (gepunktet)
von Zweiarmantennen gegenüber Antennenarmlänge aufgetragen. Breite/Höhe
w = h siehe Legende; Antennenspalt d = 20nm.
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In Abb. 4.2.5 ist nun die Resonanzwellenlänge verschiedener Antennenkonfigura-
tionen (jeweils unterschiedliche Breite/Höhe mit w = h) über der Antennenarm-
länge dargestellt. Man sieht deutlich, dass weiterhin ein linearer Zusammenhang
zwischen Resonanzwellenlänge und Antennenlänge besteht. Dies ist in Überein-
stimmung mit den meisten oben erwähnten bisherigen Arbeiten. Die wichtigsten
Eigenschaften, die sich aus folgender Darstellung erkennen lassen, sind:
• Resonanzwellenlängen für Nahfeld λRes,Nahfeld, Absorption λRes,Abs und
Streuung λRes,Streu sind leicht unterschiedlich:
λRes,Nahfeld >λRes,Streu >λRes,Abs.
• Der Abstand nimmt mit zunehmender Antennenarmlänge ab.




Alle bisherigen Simulationen wurden in Luftumgebung berechnet. Plasmonische
Resonanzen hängen jedoch sehr sensibel vom Brechungsindex der Umgebung
ab. Dies lässt sich bereits aus den Formeln für die quasistatische Approximation
erkennen (Gleichung 3.2.7). Allerdings wird hier von einer konstanten dielektri-
schen Funktion für die Umgebung ausgegangen. In der Realität sind die Nano-
antennen jedoch auf einem Substrat aufgebracht, weshalb sich die dielektrische
Funktion der Umgebung aus simulationstechnischer Sicht in zwei Halbräume
(Substrat und Luft oder Deckschicht) unterteilt. Im konkreten Fall kann die
Umgebung auch aus mehreren Schichten mit unterschiedlichen dielektrischen
Funktionen, die auch teilweise absorbierende Eigenschaften haben, bestehen.
Daher genügt die einfache Betrachtung eines effektiven, reellen Brechungsindex
für die Umgebung nicht.
4.3.1. Stand der Forschung
Zahlreiche Arbeiten untersuchen den Einfluss des Substrates auf die Eigenschaf-
ten von Nanoantennen, allen voran auf die Resonanzwellenlänge [23, 103]. In
Ref. [152] wird ein vereinfachtes Modell aufgestellt, um den Einfluss des Sub-
strats schneller und intuitiver verstehen zu können als dies mit numerischen
Methoden möglich ist.
Der Einfluss des Brechungsindexes der Umgebung auf die Resonanz wird in
zahlreichen Arbeiten dafür verwendet, von der Resonanzverschiebung auf den
Brechungsindex eines bestimmten Materials zu schließen [95]. Hierbei wird
allerdings meist nicht der Brechungsindex des Trägersubstrats, sondern von
wenigen, teilweise einzelnen Partikeln gesucht.
Um den Einfluss des Substrats, auf dem die Nanoantennen aufgebracht sind, zu
berücksichtigen, wird oft vereinfacht eine effektive dielektrische Funktion für die
Umgebung angenommen, die zwischen der dielektrischen Funktion des Substrats
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und der dielektrischen Funktion von Luft liegt [109]. Somit können auch verein-
fachte Betrachtungen wie beispielsweise die quasistatische Approximation weiter
verwendet werden. Es ist aber nicht immer einfach diese effektive dielektrische
Funktion genau zu bestimmen.
4.3.2. Simulationen
Hier wird der Einfluss des Brechungsindexes der Substratschicht untersucht. Es
wird zunächst davon ausgegangen, dass das Substrat nur aus einem Material
besteht und sich unendlich im Halbraum unterhalb der Antenne ausdehnt. Der
Einfall der ebenen Welle geschieht hierbei von der Substratseite. Die Resonanz-
wellenlänge in Abhängigkeit des Substratbrechungsindexes ist für verschiedene
Geometrieparameterkombinationen in Abb. 4.3.1 dargestellt.
























Abbildung 4.3.1.: Resonanzwellenlänge (Vakuumwellenlänge) in Abhängigkeit
des Brechungsindexes der Umgebung für eine gekoppelte Zweiarmantenne mit
einem 20 nm Spalt (Streuung: durchgezogen, Absorption gestrichelt, Nahfeld
gepunktet). Alle weiteren Geometrieparameter siehe Legende.
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Hieraus ergeben sich folgende Schlussfolgerungen:
• Die Resonanzfrequenz ändert sich sehr stark mit dem Brechungsindex des
Substrats: je höher der Brechungsindex desto länger die Resonanzwellen-
länge.
• Der Zusammenhang ist näherungsweise linear.
• Die Steigung ist auch für unterschiedliche Geometriekonfigurationen nähe-
rungsweise gleich.
4.3.3. Gekoppelte Zweiarmantennen auf ITO-Glas
Substrat
Abschließend zu den bisherigen schrittweisen Untersuchungen werden hier nun
Simulationen von gekoppelten Zweiarmantennen auf einem mit ITO beschichte-
ten Glassubstrat gezeigt (Abb. 4.3.2).


























Abbildung 4.3.2.: Streuquerschnitte von gekoppelten Zweiarmantennen auf
ITO-Glas Substrat. Breite w = 20nm, Höhe h = 30nm, ITO-Dicke: 30 nm, Arm-
länge siehe Legende.
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Hierbei war die Breite stets w = 20nm, die Höhe h = 30nm und die ITO-
Schichtdicke ebenfalls 30 nm. Dies entspricht den experimentell in der Arbeits-
gruppe am LTI am häufigsten verwendeten Parametern [153].
4.4. Erkenntnisse
Ausgehend von den einzelnen kugelförmigen Strukturen in Luft können die
bisherigen Erkenntnisse nun das Verhalten dieser Nanoantennen erklären:
1. Für eine kleine Kugel (im Bereich in dem die quasistatische Approximation
gilt) in Luft ergibt sich eine bestimmte materialspezifische Resonanzwel-
lenlänge (Abb. 4.1.2).
2. Für größere Kugeln kommt es zu einer leichten Rotverschiebung mit zu-
nehmender Resonanzwellenlänge (Abb. 4.1.1).
3. Würfel streuen bei gleichem Durchmesser deutlich mehr als Kugeln, wei-
sen aber eine ähnliche Resonanzwellenlänge auf (Abb. 4.1.3).
4. Das Elongieren der Struktur führt zu einer Rotverschiebung der Reso-
nanzwellenlänge. Die Resonanzwellenlänge ist abhängig vom genauen
Aspektverhältnis und vornehmlich dem Realteil der dielektrischen Funkti-
on.
5. Die Stärke der Streuung bzw. Absorption wird maßgeblich vom Volumen
und dem Imaginärteil der dielektrischen Funktion dominiert (Kapitel 4.1.4).
6. Die Kopplung von zwei Antennenarmen über einen Nanospalt führt zu
einer Rotverschiebung der Resonanzwellenlänge und verstärkt alle unter-
suchten Größen: Streuquerschnitt, Absorptionsquerschnitt und Nahfeldver-
stärkung (Kapitel 4.2).
7. Das Aufbringen der Struktur auf ein Substrat führt zu einer weiteren Rotver-
schiebung der Resonanzwellenlänge. Die Stärke der untersuchten Größen
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hängt neben dem Volumen maßgeblich von den dielektrischen Funktionen
des Metalls und des Substrats bei der neuen Resonanzwellenlänge ab.
Diese schrittweise Herleitung liefert ein intuitives Verständnis des Verhaltens der
in Abb. 4.3.2 untersuchten Strukturen.
116 4. Skalierungsverhalten von Nanoantennen
4.5. Queranregung
Wird eine Nanoantenne nicht mit dem E-Feldvektor parallel zu ihrer langen Achse
sondern parallel zu ihrer kurzen Achse angeregt, so ergeben sich interessante
Fragestellungen bezüglich ihrer optischen Antwort. Die bisherigen Erkenntnisse
aus diesem Kapitel können helfen diese zu beantworten. In der Näherung, die für
klassische Antennen verwendet wird, ist die Antenne „unendlich dünn”, daher
wird keine Anregung bei einem elektrischen Feld mit E-Feldvektor senkrecht
zur Antenne erwartet. Wie man aber aus den bisherigen Untersuchungen weiß,
hat eine Nanoantenne im Allgemeinen drei Resonanzen: entlang ihrer Länge,
Höhe und Breite. In Kapitel 4.1.4 wurde der Einfluss der Breite untersucht,
aber trotzdem für eine Polarisationsrichtung entlang der Länge (longitudinale
Mode). Es wurde gezeigt, dass der Einfluss der Breite bzw. Höhe kleiner wird,
je höher/ breiter die Antenne ist. Eine querangeregte Antenne kann man sich
auch als extrem kurze und extrem breite Antenne vorstellen. Daher erwartet man,
dass eine Änderung der Länge bei Queranregung nur geringe Einflüsse auf die
Quermode hat.
Hier wurden nun unterschiedlich lange Einarm- und Zweiarmantennen in Quer-
anregung untersucht. Wie in Abb. 4.5.1 zu sehen ist wird der Streuquerschnitt
der Querresonanz mit zunehmender Länge größer, wie dies durch die Zunah-
me des Volumens zu erwarten ist. Die Resonanzwellenlänge ändert sich jedoch
nicht signifikant. Die Simulationen wurden für Antennenstrukturen auf einem
Glassubstrat mit einer 30 nm dicken ITO-Schicht durchgeführt.
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Abbildung 4.5.1.: Normierter Streuquerschnitt bei Queranregung für Einarm-
und Zweiarmantennen unterschiedlicher Armlängen (siehe Legende). Breite:
w = 20nm, Spaltbreite bei Zweiarmantennen: d = 20nm, Höhe h = 30nm.
4.5.1. Vergleich mit Experimenten
Die Untersuchung der Querresonanz ist besonders interessant für den Vergleich
mit experimentellen zweiphotoneninduzierten Lumineszenzmessungen (siehe
hierzu Kapitel 2.4.5). Diese Messmethode ermöglicht eine sensitivere Messung
der Antennenresonanzen als dies mit Dunkelfeldmessungen möglich ist [82]. Bei
Anregung entlang der langen Antennenachse kann nun bei einer Ausgangspolari-
sation ebenfalls entlang der langen Antennenachse die longitudinale Antennenmo-
de beobachtet werden. Diese ist in guter Übereinstimmung mit Dunkelfeldmes-
sungen. Bei Anregung entlang der langen Antennenachse aber einer Ausgangspo-
larisation entlang der kurzen Antennenachse wird eine weitere Antennenmode bei
deutlich kürzeren Wellenlängen detektiert. Mit Dunkelfeldmessungen ist es nicht
möglich eine transversale Mode bei den hier untersuchten optischen Antennen
zu messen, da das Signal-zu-Rausch-Verhältnis zu schlecht ist. Daher gibt es
für diese zweiphotoneninduzierte Lumineszenzmessung keine entsprechende
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Vergleichsmessung. Um zu überprüfen, ob es sich bei der gemessenen Resonanz
tatsächlich um die Querresonanz handelt, können die Messungen mit den oben
beschriebenen Simulationen der Streuantwort von Antennen bei Queranregung
verglichen werden.
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Abbildung 4.5.2.: Gemessene Spektren bei zweiphotoneninduzierter Anregung
und Polarisation entlang der kurzen Antennenachse in der Detektion [154]. Ge-
punktete Linien: für eine bessere Lesbarkeit verschobene Nulllinien der einzelnen
Spektren.
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Abb. 4.5.2 zeigt die von Matthias Wissert während seiner Doktorarbeit gemesse-
nen Querresonanzspektren [83,154]. Man erkennt eine gute Übereinstimmung mit
den Simulationen und hat somit die Bestätigung, dass in der Tat die Querresonanz
der Antennen beobachtet wurde.
4.6. Zusammenfassung
In diesem Kapitel wurde ein ausführliches Verständnis des Skalierungsverhaltens
von Resonanzen in Nanoantennen geliefert. Um das komplexe Problem zu verein-
fachen, wurde es in mehrere Schritte zerlegt. Zunächst wurden Einarmstrukturen
untersucht. Diese wurden mit der quasistatischen Approximation verglichen. Es
zeigte sich, dass sogar in Fällen, in denen die quasistatische Approximation keine
quantitative Gültigkeit mehr hat, trotzdem noch prinzipielle Skalierungsgesetz-
mäßigkeiten aus eben dieser Näherung gelernt werden können. Der Vorteil dieser
Näherung ist, dass sie auf wenigen, intuitiv verständlichen Formeln beruht, die im
Gegensatz zur komplexen numerischen 3D-Berechnungen einfache Erklärungen
liefern können. Insbesondere wurde die Wichtigkeit des Aspektverhältnisses
hervorgehoben und der Einfluss des Real- und Imaginärteils der dielektrischen
Funktion untersucht.
Als Nächstes wurde dann der Einfluss der Kopplung auf das bisher beschriebene
Resonanzverhalten genauer betrachtet. Hierbei ist insbesondere das Hybridisie-
rungsmodell sehr hilfreich, um das Verschieben der Resonanzwellenlänge durch
Kopplung zu erklären. Gekoppelte Nanoantennen weisen gegenüber Einarmanten-
nen einige Vorteile auf. Sie haben beispielsweise eine sehr hohe Feldverstärkung
im Antennenspalt. Es wurde ferner untersucht, wie sich der Brechungsindex
des umgebenden Materials auf die bisher untersuchten Eigenschaften auswirkt.
Hierbei ist vor allem die sehr starke Verschiebung zu größeren Wellenlängen
bei höherem Brechungsindex des umgebenden Materials wichtig. Zum Schluss
wurde gezeigt, dass Nanoantennen eine Querresonanz aufweisen, die durch Po-
larisation senkrecht zur langen Antennenachse angeregt werden kann. Diese
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Querresonanz ändert sich nicht sehr stark in Abhängigkeit der Antennenlänge
oder der Kopplung.
Diese Ergebnisse sind im Einklang mit experimentellen zweiphotoneninduzierten
Lumineszenzmessungen und halfen diese zu erklären.
Die vorliegenden Untersuchungen ermöglichen es Nanoantennen jeweils an die
unterschiedlichen Anwendungen individuell optimal anzupassen. Durch Ausnut-
zen der untersuchten Zusammenhänge können Nanoantennen nicht nur bezüglich
der Resonanzwellenlänge eingestellt werden, sondern auch daraufhin optimiert
werden möglichst viel Licht zu streuen, zu absorbieren oder eine möglichst hohe
Nahfeldverstärkung zu liefern. Auch die Breite der Resonanz (der Gütefaktor)




In Kapitel 4 wurde das Verhalten bekannter Nanoantennenstrukturen mit ei-
ner Hauptresonanz detailliert untersucht. Eine Vielzahl optischer Anwendungen
würde jedoch von mehrfachen Resonanzen profitieren. Als Hauptanwendung sei
hierbei die Kopplung mit fluoreszierenden Quantenemittern genannt. Für all diese
Anwendungen wird in diesem Kapitel eine neuartige Antennenstruktur vorgestellt,
die zwei individuell einstellbare Resonanzwellenlängen aufweist, welche sich
außerdem über die Polarisationsrichtung des einfallenden Lichtes voneinander
trennen lassen.
Es wird zunächst in Kapitel 5.1 ein Überblick über den momentanen Stand
der Forschung an Antennen mit mehreren Resonanzen gegeben. Danach, in Ka-
pitel 5.2, werden gekoppelte T-Antennen vorgestellt und hierbei wird auf die
Modentrennung durch unterschiedliche Fernfeldpolarisationen genauer einge-
gangen. Ferner wird gezeigt, wie man durch einfache Änderung an der Geometrie
die beiden Antennenmoden unabhängig voneinander einstellen kann. Der Ver-
gleich mit Experimenten zeigt, dass eine gute Übereinstimmung möglich ist, wenn
die herstellungstechnisch bedingt abgeschrägten Innenkanten berücksichtigt wer-
den. Als Nächstes werden einzelne T-Antennen vorgestellt (Kapitel 5.3), die als
Ausgangspunkt für die bereits präsentierten gekoppelten T-Antennenstrukturen
dienen. Am Schluss wird genau auf den Zusammenhang zwischen Kopplung,
Basisposition und Polarisationswinkel von gekoppelten T-Antennen eingegangen
(Kapitel 5.4).1
1Teile der hier vorgestellten Ergebnisse wurden in Ref. [153] veröffentlicht.
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5.1. Stand der Forschung
Viele optische Anwendungen beinhalten zwei oder mehrere Resonanzen und
profitieren somit von mehrfachresonanten optischen Antennen.
Es gibt bereits einige Antennendesigns für Nanoantennen mit mehreren Reso-
nanzen. Die einfachste Struktur ist eine klassische Zweiarm-Dipolantenne mit
unterschiedlich langen Antennenarmen [80,155,156]. Auf der einen Seite ist dies
ein einfaches und intuitiv verständliches Design. Man verliert hierbei jedoch die
starke resonante Kopplung der zwei Antennenarme, die auftritt, wenn beide Arme
bei derselben Frequenz resonant sind. Eine häufig verwendete Struktur ist die ge-
kreuzte Dipolantenne [157–161]. Hierbei werden zwei Zweiarm-Dipolantennen
senkrecht zueinander so angeordnet, dass sie ein Kreuz bilden und einen gemein-
samen nanometergroßen Antennenspalt in der Mitte haben. Die Resonanzwellen-
längen beider Dipolantennen können unabhängig voneinander eingestellt werden,
wobei sie Feldverstärkungen in dem gleichen Nanospaltvolumen aufweisen. Hier-
bei sind jedoch stärkere design- und herstellungstechnische Einschränkungen
für den Antennenspalt vorhanden. Dies führt dazu, dass der Antennenspalt meist
deutlich größer und somit weniger effizient gewählt werden muss. Weitere Anten-
nenstrukturen mit Mehrfachresonanzen sind einzelne [162–165] und gekoppelte
[166] L- und V-förmige Antennen. Auch einzelne T-Antennen wurden bereits
realisiert [99, 162, 164, 167–169]. Deutlich komplexer sind fraktale Antennengeo-
metrien [170–172]. Eine speziell für Frequenzverdoppelung optimierte Struktur
koppelt eine V-Antenne über einen Nanospalt mit einem Nanostab [173]. Mit
Strukturen aus zwei verschiedenen Metallen ist es ebenfalls möglich doppelre-
sonantes Verhalten zu erzeugen [174]. Die in dieser Arbeit vorgestellte Struktur
ähnelt der von Prangsma, Kern et al. vorgeschlagenen Geometrie [175, 176]. Die-
se wurde jedoch nicht im Kontext von bimodalen Frequenzspektren verwendet,
sondern wurde als monomodale Antenne mit elektrischen Kontakten genutzt.
Nanoantennen mit mehreren Resonanzen sind in verschiedenen Anwendungen
wichtig. Besonders entscheidend ist hierbei die Kopplung mit fluoreszierenden
Quantenemittern [177]. Hierbei tritt zwischen Anregung und Emission eine
