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Abstract 
Michael Peters 
The Development of a Semantic Model for the Interpretation of Mathematics 
including the use of Technology 
The semantic model developed in this research was in response to the difficulty a 
group of mathematics learners had with conventional mathematical language and 
their interpretation of mathematical constaicts. In order to develop the model ideas 
from linguistics, psychoiinguistJcs, cognitive psychology, formal languages and 
natural language processing were investigated. This investigation led to the 
identification of four main processes: the parsing process, syntactic processing, 
semantic processing and conceptual processing. The model showed the complex 
interdependency between these four processes and provided a theoretical 
framework in which the behaviour of the mathematics learner could be analysed. 
The model was then extended to include the use of technological artefacts into the 
leaming process. To facilitate this aspect of the research, the theory of 
instrumentation was incorporated into the semantic model. The conclusion of this 
research was that although the cognitive processes were interdependent, they 
could develop at different rates until mastery of a topic was achieved. It also found 
that the introduction of a technological artefact into the learning environment 
introduced another layer of complexity, both in terms of the leaming process and 
the underlying relationship between the four cognitive processes. 
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Chapter 1 Introduction 
1.1 Motivation for this Research 
I have always viewed mathematics as a fascinating subject. The idea that a few 
symbols could contain a wealth of Information and possibly give you an insight 
into a world not always available to your perceptions was intriguing. However, 
learning and feeling confident and competent with mathematics was another 
matter. In some instances, it was not until I had learned a 'higher' concept that 
some of the more fundamental aspects made sense. Looking back and even 
now when I have a new mathematical topic to learn, the language and 
symbolism used sometimes seems to obscure the underiying mathematical 
concepts and structures. This experience led me to hypothesise that the 
language used in mathematics education presented a barrier to many learners 
and subsequently, in the opinions of those learners, to the idea that 
mathematics was a difficult and obscure subject to learn. This hypothesis was 
confirmed anecdotally by many years of attempting to assist learners to become 
competent and confident viflth mathematics. On more than one occasion a 
learner had written down a mathematical expression vi^iich would be considered 
to be incorrect but, when asked to explain their reasoning were able to do so 
and subsequently provide the correct solution. The learners' standard response 
to being told that the written answer was incorrect was 'you know what 1 mean". 
This situation highlights the distinction between being able to do mathematics 
and being able to communicate mathematics. 
The difficulties learners have with mathematics are eloquently summed up by 
Davis and Jones (1990): 
To put it in a simple form that highlights the students' dilemma: they need to know the 
language of mathematics in order to know what mathematics Is about; conversely, they 
need to know what mathematics is atjout In order to know how to use the language'. 
P117 
In order to confirm the idea that language could be a barrier to the learning of 
mathematics, I decided to investigate the validity of this assertion. One of the 
first problems was the actual definition of language. It was evident the teaching 
and learning of mathematics involved numerous communication systems. 
Natural language, in this case English as used in the United Kingdom, was used 
to convey a mathematical idea which in itself relied upon signs to describe the 
process or phenomena being investigated. This situation was further 
compounded when technological artefacts were introduced with the aim of 
assisting the process of learning. In essence the learner had to be competent 
in the use of a natural language, mathematical language, the technological 
artefact's language and, on many occasions, a combination of all three. To be 
able to perform any useful analysis a framework was required which would 
enable the investigation to proceed. The required framework was found in 
what has been termed the science of signs; semiotics. The research question 
could now be framed more precisely as: what is the impact of using multiple 
semiotic systems in the learning of mathematics? In the context of this 
research a semiotic system was defined to be any form of communication that 
involved the use of signs or symbols. The semiotic systems investigated 
included natural language, mathematical language and the language used by 
technological artefacts. 
The frameworl< of semiotics enabled the analysis of the communication media 
but it could not account for how learners interpreted what was being 
communicated. Subsequently the original research question had to be modified 
to incorporate how learners interpreted the mathematics being presented. The 
inclusion of interpretation enabled a more complete picture of the mechanisms 
being used in the learning of mathematics to be formed. 
1.2 Research Participants 
The students selected for the initial research were studying for a Foundation 
Degree in Computer Networking, Mathematics was a small part of the 
curriculum but was not perceived as an important topic by the students. They 
tended to view it as a subject they had to do which had no real relevance to 
their studies in computer networking. The programme of study consisted of two 
mathematics modules delivered in sequence. The first module, delivered in the 
first year of study, consisted of topics which were fundamental to any 
mathematics programme; the study effractions, indices, linear and quadratic 
equations. The second module, delivered in year two, introduced the learners 
to the calculus. It covered such introductory topics as simple differentiation, 
maxima and minima, simple integration and numeric integration. 
These learners were presented with the CDT {Chelsea Diagnostic Test) for 
Algebra questions to act as the vehicle to test and analyse their mathematical 
competency. The classroom theory sessions delivered to this group were 
supplemented by sessions using the CAS (Computer Algebra System) Derive. 
These computer sessions were designed to reinforce the theory and provide the 
opportunity for the learners to investigate the mathematical concepts they had 
been taught. The original semantic model was derived from the analysis of the 
responses of this group. 
A different set of learners and a different question were used to validate the 
model. These learners were stud^ng for a variety of qualifications. Two were 
undertaking a MEC (Mathematics Enhancement Programme) and the remaining 
partlcipante were enrolled on undergraduate mathematics programmes. The 
researcher did not have any Involvement with the teaching of these students. In 
addition to learners being used to validate the model, mathematics support 
tutors were also involved. The selected tutors had many years of teaching and 
supporting learners In mathematics at a different Institution to the one where the 
original research was performed. 
The question chosen for this process of validating the model was based on a 
practical problem involving Newton's Thinj Law of Motion. 
1.3 The Refined Research Question and Outline of the Thesis 
Could a semantic model for the interpretation of mathematics be developed 
which was able to account for learner behaviour when they attempted to learn 
mathematics with or without the use of a technological artefact? 
In order to answer this question it was necessary to consider many aspects of 
mathematics. The first section, 2.2, of chapter 2 introduces the use of language 
in the learning of mathematic:s. Language is the medium used to convey and 
teach mathematical ideas, but Vkrtiat precisely is meant by the word 
mathematics? It is very difficult to precisely define what mathematics actually 
is, since it is not only used to describe natural phenomena but also used to 
investigate concepts which by their very nature are abstract and recxjndite. The 
nature of mathematics can in some respects be epitomised by numbers. 
Numbers are not only used to count objects and perform arithmetic but they are 
a fascinating concept in themselves. For example, there are the triangular 
numbers, number chains, prime numbers, and so on. As was discussed earlier 
in this chapter, a framework had to be found that could be used to perform a 
meaningful investigation. Semiotics is discussed in section 2.3. The most 
common semiotic system used in the learning and teaching of mathematics is 
natural language. A detailed discussion of language and how it is composed, 
acquired and regulated can be found in sections 2.4 to 2.6. The ideas 
developed from these sections are then used to analyse mathematical 
language, section 2.7. Sections 2.8 and 2.9 form the basis of the development 
of the semantic model. It discusses current theories of mind and proceeds to 
outline existing models developed to explain how the brain processes numbers 
and performs arithmetic. Section 2.10 extends the ideas developed so far to 
incorporate the use of technological artefacts into the learning of mathematics. 
The final section, 2.11 summarises the ideas investigated in this literature 
review, draws conclusions and discusses a theoretical framework which is 
subsequently used along with the findings from this research to development a 
semantic model of how learners interpret mathematics. 
By the end of chapter 2 the reader will have a good theoretical basis to follow 
the development of the semantic model arising from this research. 
Chapter 3 discusses various research methodologies and gives the rationale for 
the choice of methodology and methods used in this investigation. 
Chapter 4 analyses the student answers to the research instruments using the 
theoretical framework developed in section 2.11.1 as a frame of reference. 
The process of developing the semantic model is detailed in chapter 5. It 
describes each phase of the development and explains why particular 
processes were included in the model. To validate the semantic model a 
different set of questions were used with a different group of people. Chapter 6 
discusses this new approach and answers the question; can the model be used 
to predict how a range of learners would interpret a practical mathematics 
problem? 
Chapter 7 investigates the impact of the introduction of a technological artefact 
into the teaching and learning environment. It uses the semantic model as a 
basis for learner behaviour when using technology but, as will be seen, 
modifications to the model were necessary to account for the incorporation of 
an external calculating mechanism. The thesis ends with chapter 8 which 
summarises the research, dravre conclusions, discusses the implications for the 
teaching of mathematics and provides recommendations for future work. 
Chapter 2 Literature Review 
2.1 Introduction 
The purpose of this chapter is to provide the theoretical underpinning 
knowledge for this research. Sections 2.2 and 2.3 discuss how language and a 
system of signs impinge on the learning of mathematics. Sections, 2.4 to 2.7, 
discuss how the acquisition of language and the development of grammars can 
be applied to the interpretation of mathematics. In order to provide a framework 
for the development of a semantic model, existing cognitive models are 
discussed in section, 2.8. Since the aim of providing mathematics education is 
to assist the learner to become proficient in mathematics, the road to 
mathematical expertise and how the developed model relates to this journey is 
discussed in section 2.9. Section 2.10 discusses how the introduction of 
technology into the mathematics classroom impacts on the learning of 
mathematics. The final section. 2.11 summarises this research, draws 
conclusions and discusses a theoretical framework which is used to develop a 
semantic model for the learning of mathematics. 
2.2 The Learning of Mathematics 
The learning of mathematical language is similar to the process of natural 
language acquisition. The early stage of mathematics education is dominated 
by utilitarian mathematics and tends to be firmly grounded in concrete 
operations (e.g. counting, ordering). It is at this stage the number names are 
learned and how they relate to quantities of objects. Children learn the number 
names and closely associate them with objects. In order to communicate 
mathematically, a mathematics language has evolved enabling the sharing of 
knowledge, ideas and skills. What is meant by a 'mathematical' language? In 
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order to answer this question, it is necessary to define some terms used within 
linguistics. 
The term register is used to identify a set of meanings that is appropriate to a 
particular function of language, together with the words and structures which 
express these meanings (Haliiday, 1978). The mathematics register is the 
meanings attached to the mathematical use of natural language, not the 
mathematics itself, and to the meanings that must be expressed if it Is being 
used for specific purposes (ibid). 
The development of the mathematics register involves the introduction of new 
names for objects, processes, properties, functions and relations. These new 
names can be created by reinterpreting existing words, creating new words out 
of the native stock, borrowing words from another language, creating new 
words in imitation of another language (calquing), inventing totally new words, 
creating 'locutions' or creating new words out of non-native stock (Halliday, 
1978). Historically, new words are rarely created; bomawing words from an 
existing language has been the most favoured in technical English, In some 
instances, words that originally were used in a technical context have been 
adopted by 'everyday' communications (e.g. feedback, input). 
The re interpretation of existing words can cause misunderstandings for the 
learner. For example; the word 'average' in everyday usage is generally 
interpreted to mean the most common outcome from a series of events, 
whereas in mathematics there are three precisely defined averages. The whole 
process of mathematics education involves the learner adapting, adopting and 
therefore extending their mathematics register. Halliday (1978) suggested that 
the register is also dependent upon the situation i.e. in a non-mathematical 
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conversation or activity the word average is used in its everyday meaning 
whereas in a mathematics related activity, one of the more precise 
mathematical meanings would be used. Modern mathematics has also tended 
to redefine simple words and impose a precise definition upon them (e.g. set) 
which can obscure the underlying complexities of the mathematical operation. 
This process of situational communication (i.e. selection of an appropriate 
register) was analysed by Anderson (1997) in his investigation of human 
computer interaction. He observed two work environments; a garage and a 
postal service. The conclusion from this study was that meaning attached to 
symbols was highly contextualised in terms of temporal and spatial location. 
The implication of this for learners of mathematics is they may adopt an 
appropriate register only when they are working within a mathematics context 
e.g. a mathematics lesson. This could account for the well documented 
problems of some learners not transfen-ing knowledge and skills from one 
context to another. 
2.2.1 Learning the Mathematics Register 
The learner extends their register as they progress through the educational 
system. At a young age the learner is exposed to concepts such as number, 
counting, classifying etc and therefore develops an understanding of meanings 
associated with the names of the symbols used. The concepts that can be 
directly related to physical objects are gradually extended to include abstract 
ideas. The young child is taught how to represent these concepts using signs 
and symbols and soon does not require the object to be present (c.f. Piagetian 
levels of cognitive development, Slavin, 1994). This written mathematical 
language is used to demonstrate and convey the learner's understanding of 
mathematics. 
By the time the learner has reached the final year of their secondary education 
they should have developed quite a comprehensive register. This register is 
then extended if the leamer goes on to study at a higher level. There is an 
explicit commonality of the register during the secondary education phase, but 
dependent upon the discipline studied at a higher level there could be different 
symbols used to convey similar meanings (e.g. mathematics students would be 
exposed to functional notation. f{x) whereas other disciplines may use what 
are perceived as conceptually easier symbols y =). Also at a higher level the 
leamer may have to 'unlearn' some of the terminology and procedures learnt 
previously, since their studies would expose the deeper meanings of the 
concepts taught to them during their secondary schooling. The leamer would 
be expected to adopt these, seemingly new meanings, and incorporate them 
into their partially developed mathematics register with the resultant impact on 
their existing schemas. In some instances this can cause a 'cognitive conflict' 
while the old meaning is being unlearnt and the new one adopted. Skemp 
(1986) emphasised the importance of the schema as a learning tool and 
commented that the learning of inappropriate schemas would make the 
assimilation of later concepts much more difficult and in some instances 
impossible. He gave an example of a learner solving equations by using the 
metaphor of a pair of scales. The algorithm is based upon the idea of balancing 
the scales by finding a weight to balance the unknown weight, or as it is 
normally put in natural language 'what you do to one side you must do to the 
other'. The major disadvantage of this technique is that it does not convey the 
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concept of a variable but associates a letter with a specific number. Although 
he referred to schemas. the way in which the learner develops concepts and 
schemas especially within higher education, is via semiotic systems and not 
always by direct experience. This mode of learning relies heavily on the use of 
appropriate language from the natural language register and the mathematics 
register. Within education the natural language of a particular culture is used to 
communicate with the learners. Boero, Douek and Ferrari (2002) investigated 
the use of the natural language register and its role within mathematics 
education. They considered and investigated the following functions of natural 
language: 
• As a mediator between mental processes, specific symbolic systems, and 
logical organisations in mathematical activities; in particular they considered the 
interplay t)etween natural language and algebraic language and the natural 
language side of the mastery of connectives and quantifiers in mathematics. 
• As a flexitile tool, the mastery of which can help students manage specific 
languages ("command function") and wrtiich is the natural environment to 
develop metalinguistic awareness. 
• As a mediator in the dialectic between experience, the emergence of 
mathematical objects and properties (i.e. concepts), and thetr development into 
embryonic theoretical systems 
• As a tool in activities concerning validation of statements (finding counter 
examples, producing and managing suitable arguments for validity, etc.) 
(Boero, Douek and Fen^ri, 2002, p243) 
They found in many cases algebraic expressions are not semantically 
congruent to the verbal expressions they translate due to the limited size of the 
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set of primitive predicates employed by algebraic symbolism (e.g. the predicate 
"x is odd" does not have a symbolic counterpart and requires a complex 
mathematical statement to express it). This lack of semantic congruence can 
lead to such errors as the reversal error (Pawley et al., 2005). They also found 
the use of indexical expressions used within the natural language register, 
which are updated according to context, problematic for learners since they do 
not exist within the mathematics register. Their research found a significant 
correlation between learners' algebraic problem solving skills and their natural 
language skills. They also found learner failure could result from the conflict 
between the superficial use of the natural language register in mathematics and 
the mathematics register. They concluded, since learners often lose contact 
with meaning, that natural language can act as a mediator between everyday 
experiences and the specific needs of mathematical thinking. Similarly, they 
concluded the need to develop mastery of the natural language register in 
mathematical activities was vital for learners to be successful in algebraic 
problem-solving processes. 
In their investigation of language as a tool used in the construction of validity 
statements, they used Vergnaud's (1990) definition of a concept: '...a concept 
consists of three components: the reference situations, the operational 
invariants (in partiojlar, theorems in actions), and the symbolic representations'. 
They defined argumentation to be a structure consisting of logically connected 
arguments. In discussing experiences, reference situations and argumentation, 
they considered an experience to be a reference situation when it is used to 
explain, justify, or contrast in an argumentation a particular concept. The role of 
argumentation and its relationship v^th mathematics learning and particulariy 
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the learning of concepts was considered to be vital. Since argumentation relies 
upon the use of a semiotic system (e.g. language) leamere need to have a good 
command of the relevant registers. 
2.3 Semiotics and Mathematics 
The following discussion looks at how a socially constructed system of symbols, 
commonly referred to as mathematics, is used to describe, analyse and predict 
events in the world. In order to do this it is necessary to use an analytical 
framework that is capable of providing the tools to produce meaningful results. 
This discussion uses the theories of semiotics as proposed by Saussure and 
Peirce. Even though the adoption of semiotic techniques was used for the 
analysis; these techniques are themselves socially mediated and hence still 
present problems in interpreting learners' responses and trying to understand 
the difficulties inherent in learning mathematics. As with any socially mediated 
system of using symbols to communicate (e.g. language, art etc) mathematical 
symbolism is personally interpreted and each individual constructs their own 
meaning. Godino and Bantero (1999) comment that personal meanings are 
constructed by individuals and these meanings are not just dependant on 
cognitive factors, but are also influenced by semiotic-anthropological contexts 
(c.f. earlier discussion of inner language). The situation is further exasperated 
by the fact that not everything can be included into a given system or explained 
by a certain theory or have meaning within a given context (Otte, 2006). Otte 
concludes that semiotic activity forms the basis of creativity, communication and 
knowledge since it deals with both symbolic and non-symbolic signs. He 
believes our relations to reality are mediated by signs or semiotic processes 
and therefore knowledge is a living process. 
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2.3.1 Origins of Semiotics 
The origins of semiotics as a discipline it its own right can be attributed to the 
American philosopher Charies Sanders Peirce and the Swiss linguist Ferdinand 
de Saussaure; both had a vision of a comprehensive 'science of signs' (Culler, 
1981). Their backgrounds were very different; Saussaure was a successful and 
respected professor in the field of linguistics and Peirce was an 
unacknowledged philosopher who lived in poverty. Saussaure outlined his 
ideas in lectures, but did not publish on the subject whereas Peirce wrote 
extensively and produced a very complex system of analysis (ibid). The system 
outlined by Saussaure was reproduced using the lecture notes of his former 
students. 
Saussaure envisaged a science where: 
the semotician would make explicit the system (langue) which underlies and 
makes possible meaningful events (parole). He is concerned with the system 
as a functioning totality (synchronic analysis), not with the historical provenance 
of its various elements (diachronic analysis), and he must describe two kinds of 
relationships: contrasts or oppositions between signs (paradigmatic relations) 
and possibilities of combination through which signs create larger units 
{syntagmatic relations). 
(Culler, 1981. p25) 
Peirce believed the entire universe consisted of signs and subsequently 
developed a complex taxonomy which consisted of ten trichotomies yielding 59 
049 dasses of signs. This was eventually reduced to sixty six due to 
dependencies and overiaps, but remained an unworkable system. The only 
really influential trichotomy was the one which distinguished between index, 
sign and symbol. 
Peirce's best known definition of sign is: 
A sign, or representamen, is something which stands to somebody for 
something in some respect or capacity. It addresses somebody, that is, it 
creates in the mind of that person an equivalent sign, or perhaps a more 
developed sign. That sign which it creates I call the mterpretant of the first sign. 
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The sign stands for something, its object. It stands for that object, not In all 
respects, but in reference to a sort of idea, which I have somelimes called the 
ground of the represetitamen. 
(Hartshome & Weiss, 1932 p135, as cited in Smith, 1997) 
A more accessible definition is given by Smith (1997) who describes semiotics 
as the study of all systems of signs and symbols, as well as the study of how 
signs are used in making meanings and messages. 
Peirce proposed an irreducible sign triad of object, sign and interpretant. The 
interpretation of this definition has and still is the subject of debate. Smith 
(1997) interpreted it to mean that from an immediate object a process of 
semiosis occurs until a final interpretant is reached in a socio-cultural context. 
He illustrated this idea by providing an example of how learners could view a 
metre stick. Depending on past experiences, it could be viewed as a weapon, a 
flat cane, a measuring unit, or a form of numerical representation but, with 
increased exposure to using it as a measuring stick, a final interpretant is 
achieved i.e. a measuring stick. This example also serves to illustrate the 
dynamic and evolutionary nature of signs. The object in the first instance 
determines the sign which in turn determines the interpretant. The interpretant 
now represents the object, but as a more developed sign acts as the sign on the 
next occurrence. This dialectic process of the relationship between signs, 
objects and interpretants is known as semiosis. Semiosis was defined by 
Peirce as: 
By "semiosis" I mean ... an action, or influence, which is, or involves, a cooperation of 
three subjects, such as a sign, its object, and its interpretant. this tri-retative influence 
not being in any way resolvable into actions between pairs. 
(Pierce, 1998, p411) 
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Peirce gave a detailed description of this series of trichotomies of relationships 
within the sign elements. The relationship of the sign with itself is described as 
qualisign, sinsign and legisign to represent firstness, of the sign with its object 
i£X)n, index and symbol to represent secondness and of the sign with its 
interpretant rheme, dicisign and argument to represent thirdness. A more 
accessible description of these trichotomies is provided by Smith (1997) who 
stated that firstness relates to feelings or sensations, secondness to the facts of 
experience or encounters with reality and thirdness lo the rational thoughts that 
are neither the qualities of firstness or the facts of secondness but which 
incorporated both prior elements of phenomena. 
The definition of signs provides a unit of analysis, but as was stated eariier, the 
learning of 'sign systems' is not independent of cultural and societal influences. 
2.3.2 Semiotics and the Teaching and Learning of Mathematics 
The paradox virith semiotics is that in order to describe or explain a semiotic 
system, a semiotic system is used i.e. language must be employed. This raises 
the issue, in relation to education, of which semiotic system causes confusion. 
Mathematicians would argue that mathematics is a very precise system of signs 
and symbols with little room for misinterpretation, so therefore it must be the 
exposition or the learner's interpretation that causes problems. Arguably this is 
true in some cases, but there are some significant instances where it is not true. 
For example the meaning of dyfdx which looks like a fraction but, in reality 
represents a concept i.e. the rate of change of one variable with respect to 
another. From a learner's perspective, having formed an interpretent (or 
schema in Skemp's terms) of fractions as a concept related to the division of 
numbers, this symbolism appears contradictory. This situation is further 
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exasperated when the metaphor of simplifying fractions is used to explain how 
the chain rule in differentiation works. A similar situation arises when learners 
are taught factorials. The formula for a factorial (n x ( n - 1 ) x ( n - 2 ) ...) 
gives a value to the sign n!. If n is given the value of one the value of 1! is one, 
yet in order to avoid division by zero, the value of 0! is also one. Learners are 
therefore expected to alter their interpretant of a mathematical concept 
dependent upon its context. 
This raises a question as to the nature of mathematics. It is too simplistic to say 
that it is purely about the manipulation of signs (cf formalism) although there is 
an argument, especially with the more abstract areas of mathematics {e.g. 
number theory, topology etc) that this is precisely what mathematics is (cf 
Brouwer's division). A broad definition given by Lemke (2001) states that 
'mathematics is a system of related social practices, a system of ways of doing 
things... and that it is characterised by ways of calculating, symbolising, 
deriving, analysing etc' (p 1). Lemke goes on to argue that the two forms of 
meaning-making i.e meaning-by-kind and meaning-by-degree are integral to the 
process of mathematical meaning. Meaning-by-kind (typological meaning) is a 
specialism of natural language, whereas meaning-by-degree (topological 
meaning) is more easily presented by means of visual figures and gestures. In 
human communication both typological and topological resources are utilised to 
convey meaning. For example an imperative form of words (typological 
meaning) can be given more force by shouting (topological). Within the 
teaching and learning environment the role of topological meaning and its 
interpretation can have a profound effect upon learners. Topological meaning is 
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not just conveyed by language, it can be conveyed by many forms of 
representation. 
Smith (2000) in his discussion of semiosis talks about the various modes of 
representation, called signways. and their role for both individuals and cultures. 
He interprets cognition to consist of 'different ways of knowing through signways 
that are situated in a personal Innenwelt, or internal individual cognitive 
representation or schema, and biocultural Lebenswelt, which is the human 
sociocultural and environmental personal world or Umwelt'. These signways 
are used to form bhdges between individual and collective minds but are distinct 
from cultural activities (domains) and cultural institutions (fields) since the latter 
(domains and fields) are grounded within a particular society. The seven 
signways and their representation are: 
1) Linguistic, concerning all kinds of written or spoken verba! language 
2) Musical, rnvolving the conventions, sounds, rhythms, and skills of music 
3) Logical-inathematical. concerning linear and sequential knowledge and operations 
4) Spatial, referring to visual-spatial arrays 
5) Bodily-klnaesthetic, invdving the use of the body and its parts 
6) Social-personal, concerning the signs of knowing about others and oneself 
7) Naturalistic, involving the recognition of patterns in the natural and cultural worlds and 
the classification of objects and events. 
(Smith, 2000. p 9) 
Although interesting in themselves, for the purposes of this research they are 
included to illustrate how phenomena such as gestures and body language 
(semiotic systems) can effect learners. Topological meaning, as stated earlier, 
can provide emphasis which learners interpret correctly or incorrectly. This 
emphasis does not necessarily have to be verbal; the tutors body language, 
attitude towards learners, cultural background etc can all have an implicit affect 
on the learning process. To Illustrate the use of multiple semiotic systems, 
Lemke (2001) analysed a video based on a student's perception of the 
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classroom. At the beginning of the analysis he focussed on the information 
channels presented to the leamer. 
'In every few minutes of his work in these science classes, John was listening to tfie 
teacher's spoken words, but also looking at diagrams and lists and tables and 
calculations and equations written both on the chalkboard and displayed on an 
overhead projector screen. He was listening to his classmate's answers to the teachers 
questions, and to her evaluations of those answers (for only the three together make a 
complete meaning). He was consulting a copy of the textbook and relating what he 
found there to statements, to questions, and answers, to the tables on the board and 
screen. As he followed the explanation of a method of problem-solvfng, he was getting 
ahead of the teacher by using his own calculator, and then comparing his result with 
hers. He was writing in his notebook, sometimes copying from board or screen, 
sometimes copying from texttraok, sometimes transcribing teacher talk, sometimes 
fonnulating his own version of a conclusion of a question-answer-evaluation discussion. 
His notes integrates all these sources into a reasonably coherent exposition, and they 
too contain not just words, but also the tables, the diagrams, the equations and 
calculations. John's version of these, not identical to the teacher's, sometimes more 
correct than hers, sometimes less." 
p g 
This example illustrates the linguistic, logical-mathematical, spatial, social-
personal and naturalistic signways. He goes on to give an example of the same 
student in a physics dass where the teacher did a '...visual pantomime of 
coherent emission and amplification in an imaginary laser crystal...' (p 9). Most 
of the students were able to follow his musical, bodily-kinaesthetic technique of 
teaching this topic successftjily. Although these different semiotic systems have 
a role to play, the primai7 communication medium is language. The follov^ring 
section looks in detail at how a language is constructed from a set of symbols 
and a set of rules. 
2.4 Language and Grammar 
Grune and Jacobs (1998) in their discussion of language as an infinite set, 
describe the formal-linguist view of a language to be a '.."sef of sentences, and 
each sentence is a "sequence" of "symbols". Each language contains a finite 
number of unique symbols known as the alphabet. These symbols are 
arranged in a sequence which cannot be arbitrarily changed. In tum these 
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sequences are arranged into a set with all duplicates removed. For example, 
the linguist would consider the following to be a language: {a,b,ab,ba}. 
Originally grammars were defined to be any exact, finite sized complete 
description of the language. This abstract definition has been abandoned for 
one that reflects the generative capabilities of language: a generative grammar 
is an exact, fixed sized algorithm for constructing sentences. 
Chomsky (2006) defined a grammar as '... a system of rules that generates an 
infinite class of "potential precepts," each with its phonetic, semantic, and 
syntactic aspects, the class of structures that constitute the language in 
question.' (p 150). 
In order to facilitate the study of grammars and language it is use^l to introduce 
some formal notation used to describe them. 
A language is comprised of a finite set of symbols which is termed the alphabet 
of the language. This alphabet is usually denoted by I . A very simple 
language can be constructed from any number of symbols. For example, from 
the alphabet I={a,b} the language {,a,b,aa,ab,ba,bb,aaa....bbb...} can be 
generated. This illustrates the idea of a finite set of symbols generating an 
infinite number of sentences. The empty word (a space in the previous 
example) is normally denoted by £ and the language by Z (known as the 
Kleene star). The language 1 has the property that all languages using the 
same alphabet are subsets of it. A rule could be imposed on a language stating 
that the language could only comprise of an equal number of a's and b's and 
the empty word was not allowed. This language would therefore be a subset of 
Z". The Kleene star means the language can have zero or more words. 
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In order to make a language sensible a senes of rules need to be defined which 
are known as the grammar of the language. 
2.4.1 Semantics 
When a learner of mathematics uses a technological artefact, such as a 
calculator, the semantics of the calculation is derived from the learner. The 
calculator is restricted by its programmed-in grammar and the only semantic 
information can be gleaned from the structure of the expression which in turn is 
governed by the rules of the grammar. This leads to the situation of the famous 
computer acronym 'gigo', garbage in garbage out. The calculator cannot 
understand what the operator is trying to work out; it can only check the 
syntactic information and compare this to the final form it expects. In the 
discussion on grammars, it was shown that the final form (sentence) can be 
dictated by a rule e.g. in English the Subject Verb Object formulation, but this in 
itself does not guarantee the output will make 'sense'; this is left to the operator 
of the tool. It can be argued that the meaning of a sentence is derived from the 
meanings of its constituent words and the way in which they are combined 
(Davies, 2006). This notion of compositionality enables us to make sense of 
novel sentences provided they are composed of familiar words. In the case of 
natural language, meaning can also be dehved from the overall context of the 
sentence and/or from the environment in which it is used (see earlier discussion 
in previous chapter on language in the workplace). The meaning attached to 
the constituent words of a sentence rely upon a process of recognition (see 
lexical concepts discussed in the first section). Understanding a sentence is 
much more difficult and relies upon a process known as parsing. 
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2.5 Parsing 
Parsing is the process of taking a word and deducing its grammatical or 
syntactic role in the current sentence. This can be stated in a more formal way 
by saying that parsing a string (sentence) means to reconstruct the syntactic 
tree(s) that indicates how the string can be produced from the given grammar. 
This prot^ss does not recover the meaning of the sentence but facilitates a 
thematic role assignment for the sentence i.e. identifying the subject, verb and 
object (Gaskell, 2005). The difficulty with parsing natural language is that words 
can be assigned different grammatical roles. For instance in one context a 
word could be a verb yet in another it could be used as an adjective. Overall 
parsing can be divided into two types; top-down and bottom-up. The top-down 
approach involves attempting to derive the sentence from the start symbol i.e. 
the syntactic graph is reconstructed from the top downwards. Grune and 
Jacobs (1998) demonstrate top-down parsing using the grammar (given below) 
for the language a"b^c^, 
Ss - > aSQ 
S —> abc 
bQc —> bbcc 
cQ - > Qc 
letting the input sentence to be aabbcc. 
Step 1, Starting from the start symbol Ss. 
Step 2. Choice of 2 mles: Ss-> aSQ and S ~> abc. The input sentence does 
not start with ab, therefore rule 2 is not applicable, which results in: 
S 
S 
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Q 
step 3. Again the 2 njles could apply: Ss-> aSQ and S --> abc. The choice is 
not dear cut: If S is replaced by aSQ, this would lead eventually to a sentence 
aaaaa... 
Applying the second rule gives: 
S 
S. 
a a b c Q 
Step 4. Use njle cQ - > Qc to give: 
4 / K i 
a a b c Q 
i ii X 
a a b Q c 
Steps, Apply rule bQc-> bbcc 
S 
) / I N 1 
a a b c Q 
Mi X 
a a b Q c 
a a b b c c 
In a similar way bottom-up parsing can be demonstrated. In this form of parsing 
the parser needs to recognise that the final step must still be visible in the string 
(sentence). 
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a a b Q c 
a a b b c c 
Step 1. The parser can recognise the ruie cQ - > Qc. 
a a b c Q 
I X 
b Q c 
a a b b c c 
Step 2. The parser recognises abc as a substring and therefore uses rule S - > 
abc: 
a S Q /i\ i 
a b c Q 
i X 
b Q c 
a a b b c c 
Step 3. The final step uses the rule Ss--> aSQ to give: 
As the diagrams show, bottom-up parser is more or less the reverse of top-
down parsing. The grammar could be revised so the original left-hand side 
becomes the right-hand side and vice-versa. The rules of the grammar would 
need to be augmented by a rule that tells the parser the original start symbol is 
now a terminal symbol. 
2.5.1 Human Parsing 
In his discussion of language processing, Gaskell (2005) asks the question: 
does human parsing involve the process of identifying major syntactic 
boundaries and then assign a syntactic structure or does it use a process of 
incremental parsing? This really Is a question of whether top-down parsing, 
where a word sequence is hypothesized to be a sentence which conforms to a 
phrase structure or bottom-up parsing, where words are grouped into phrases 
until a plausible sentence is possibly achieved. Evidence suggests (Cooper et 
al, 2002) that both top-down and bottom-up parsing are employed at different 
stages of human sentence processing. In a study by Tyler and Marslen-Wilson 
(1977) designed to explore the role of context in parsing they demonstrated by 
using ambiguous phrases such as 'landing planes' that context did make a 
difference. For example, when the phrase was preceded by 'If you walk too 
near the runway,...' landing' was interpreted as an adjective (e.g. landing 
planes are dangerous) whereas if it was preceded by 'if you are trained as a 
pilot,...'the interpretation was more likely to be a verb (e.g. landing planes is 
easy). Their conclusion was that parsing was an incremental process and did 
not rely upon reaching syntactic boundaries, since the preceding context did 
have an influence on word expectation, whereas if parsing relied upon the 
identification of syntactic boundaries word expectation would not be an issue. 
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This incremental processing model seemed to demonstrate that a sentence is 
constructed from a process of refining the set of plausible structures which in 
turn has an effect on word expectation. 
Frazier (1979) proposed a model of pareing that become known as the garden 
paUi model of parsing. This model assumed an incremental parser which 
implies that as each word is perceived, a syntactic role is assigned to it. As has 
been shown, due to the flexibility in the syntactic role of English words this can 
lead to the situation where the parser makes a wrong choice as to the role of 
the word in the sentence. In these ambiguous situations the listener is led 
'down the garden path' and, unless as the sentence proceeds the listener 
derives a sensible interpretation, a misconception is achieved. In a 
teaching/learning environment the learner's misconception can only be clarified 
by a discourse initiated by the learner. It is worth noting that the unconfident 
learner, i.e. afraid to question the tutor, is at a distinct disadvantage. This also 
raises issues of depth of knowledge of the tutor. If the tutor is not confident and 
competent in the subject area, misconceptions can be passed on unwittingly. 
The garden path model assumes the parser works in a serial fashion and 
therefore only one potential parse of a sentence is maintained based on the 
syntactic role of autonomous words. This model also implies if an incorrect 
parse is obtained the whole sentence needs to be re-parsed. If parallel parsing 
is assumed where multiple syntactic structures are maintained at the point of 
ambiguity, the whole sentence does not require reanalysis (Wanner, 1988). 
Evidence also suggests, as the following example illustrates, that the system 
employed to make sense of sentences does not function in this way (sometimes 
known as the Human Sentence Processing Mechanism (HSPM)). Ambiguous 
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sentences such as The horse raced past the barn fell" would not be 
problematic since ail possible interpretations would be considered and 'garden 
path' ones rejected. Gasltell (2005) suggests that the final word, 'fell' gives rise 
to the ambiguity since there seems to be words missing. If, for instance, the 
conjunction 'and' is injected before 'the bam fell' or a comma is inserted after 
'past' the sentence makes sense. In actual fact the phrase could be a reduced 
form of 'The horse that was raced past the bam fell'. One suggestion why this 
sentence is not selected is the word "raced' is not perceived, when it is first 
read, to be the cause of the ambiguity since the phrase 'the horse raced past..' 
makes sense when parsed. 
Other models of human parsing have focused on the parallel and interactive 
nature of the activity and are commonly referred to as constraint-based models 
(e.g. MacDonald, Pearlmutter & Seidenberg, 1994). They suggest that more 
than one potential parse of a sentence is evaluated simultaneously and other 
factors are involved in the parsing process. Semantic plausibility, lexical 
frequency, prosody are examples of factors which could influence the human 
parsing process. For example, 'the boy hit the girl with the ball' could be 
interpreted differently depending upon which part of the sentence is 
emphasised (topological meaning). Also the expenence and expectation of the 
listener can have an influence. In the previous example if the expectation is 
that boys hit girls, then the interpretation is likely to be the act of hitting was 
deliberate and that the girl with the ball was hit. 
2.6. Theories of Language Acquisition 
Before discussing how language is acquired, it is worthwhile to broaden the role 
of language to include social and personal functions. Language use can be 
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divided into two functions; a sodal/communicative one and an 
Individual/cognitive one. The firet of these functions is the most obvious since it 
is evident in the day to day interactions between humans. In this role language 
is used to communicate in various ways, such as providing information, making 
requests and the expression of emotions. In the role as a communicative 
device language has been described by Cangelosi (2007) as an autonomous 
distributed cognitive system, partially independent from the individuals who 
initially produced it. This idea is also reflected within the context of education 
where the teacher and the students along with any supporting teaching aids 
(books, presentations, ICT etc) all participate in a distributed cognitive system. 
Laurillard (2002) illustrated a snapshot of this model in the development of her 
conversational framework. 
In the context of a social function; language within social groups is an important 
one. From a very early age humans are exposed to the intricacies of social 
groups which normally start with a family unit and continue throughout life, with 
each stage contributing to the development of the person and their use of 
language. For the purposes of this research the important social groupings are 
the ones developed within an educational environment and the role the 
distributed cognitive system plays. 
The second function, individual/cognitive aspects of language, were discussed 
in an eariier section (2.2) where Vygotsky's (1978) and Wittegstein's (1994) 
ideas of learners using language internally to develop cognitively were 
discussed. In day-to-day situations the notion of an internal dialogue is 
embodied in expressions such as 'mulling things over', 'thinking things through'. 
Also by combining the dual nature of language via its associated 
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transformational rules, a mechanism is provided v '^hich can be used to make 
sense of the world by facilitating a process of internal representation which is 
used to generate new concepts and enable participation within a distributed 
cognitive system. 
2.6.1 Natural language acquisition 
The task of acquiring a means to make sense of the environment and to be able 
to communicate is a phenomenal one. In onder to become fluent in a language, 
a child must also master other concepts related to understanding their 
environment in general. For example, in order to use the past tense, the child 
must understand the idea that something has occurred and similarly must be 
able to project into the future to make speculations about events that may 
occur. As children constantly refine their knowledge of their grammar and add 
more words to their lexicon, their communicative structures become more 
a)mplex. Rubin and McNeil (1987) gave examples of how a two year old 
might say 'see the ball' whereas a three year old may say 'see the red ball' to 
demonstrate this increase in sophistication. In their introduction Hirsch-Pasek 
and Golinkoff (1996) state an argument put forward by Gold (1967) that it would 
take more than a lifetime for an unbiased learner to acquire language. Ingram 
(1989) showed that by the age of three, children have acquired most of their 
grammar and by the age of four or five children are able to speak fluently (Rubin 
& McNeil, 1987). In some respects this is an unfair comparison since Gold's 
unbiased learner was a simulation run on a computer and was only provided 
with syntactic information whereas the child would receive extraneous input 
from their environment (e.g. context, prosody, interaction etc). This distinction 
does reveal a generally accepted important feature of the human cognitive 
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system; it's sensitivity to information available from the environment. This view 
is in contrast to early studies in language acquisition, such as B.F.Skinner and 
other Behaviourists, who believed language was acquired due to imitation and 
reinforcement. The arguments are now centred on two positions: 
(1) Children construct language from extracting data from their environment; 
(2) Children have unique innate structures which enable them to discover their 
natural language grammar. 
Hirsch-Pasek and Golinkoff (1996) classify these two positions as (1) outside-in 
theories and (2) as inside-out theories. Although they do acknowledge the 
relative immaturity of language acquisition theories and go on to show how 
current theories reside on a spectaim rather than being diametrically opposed. 
The following sections give an overview of their discussion of the most 
prominent theories. 
The outside-in proponents, although it is not homogenous, maintain that the 
acquisition of language is a product of the environment of the learner. It 
contends that the learner constructs the language based on the stimuli 
impinging upon them. The learner constructs the language using innate 
cognitive abilities not specific to language acquisition. This can be construed as 
a 'bottom-up' theory where the learner has to learn the rules (grammar) and 
syntax from the degenerate data presented to them, Hirsch- Pasek and 
Golinkoff (1996) subdivide this broad grouping into two subgroups: social-
interaction and cognitive. 
The fundamental tenet of the social-interaction group is that social-interaction 
provides the route to language acquisition. This puts this grouping firmly in the 
constructivist camp, where knovi/ledge is constructed from external stimuli. The 
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task of the learner is to construct a sensible language developed from the 
situations in which a social interaction has taken place. This process invokes a 
trial and improvement technique whereby the learner makes corrections to their 
language knowledge based on these interactions. 
Proponents of cognitive theories (Schlesinger, 1971, 1977 and Braine, 1976) 
argue that the acquisition of language is achieved through the learner 
Interpreting their environment in terms of cognitive categories. These 
categories encompass such notions as agents, patients and causality. A model 
proposed by Bates and MacWhinney (1989) is based on connectionist ideas of 
learning mechanisms. The acquisition of language is achieved through the 
learner looking for form-function mappings. These cues enable the learner to 
decide on the devices a language uses to mark meanings. In addition to this 
process the cues are also weighted (as in connectionist networks); the higher 
the validity of a cue, the higher it's weighting. Language acquisition therefore 
becomes a case of pattern recognition which relies solely on generic cognitive 
abilities. 
The fundamental tenets of the inside-out model of language acquisition are that 
humans are endowed with an innate ability to learn language and that grammar 
is discovered rather than constructed. The role of the social environment in 
language acquisition is not considered as important compared to the outside-in 
theorists' emphasis of it. As is the case with any form of grouping, inside-out 
theorists can be subdivided into two categories: structure-oriented theories and 
process-oriented theories. 
Structure-oriented theories of language propose that acquisition of language is 
achieved by the learner having a 'Language Acquisition Device' which acted as 
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a repository for all the linguistic generalisations that could not be derived from 
linguistic experience. This view was later modified, since the number of these 
njles and transformations became unwieldy and could not account for 
generalised language acquisition i.e. the differences between Italian and 
English, into Chomsky's (1981) 'Principles and Parameters' theory. Chomsky 
viewed principles as universal statements about how language works and 
parameters as being specific to a particular language. This theory suggested 
that language acquisition relied upon the child setting a number of 'switches' 
con-esponding to the language they were immersed in. This theory proposed 
that the child is imbued with explicit, domain-specific linguistic knowledge and is 
therefore able to recognise and segment the linguistic stream, conduct phrase 
structural analysis etc. In other words, language acquisition is very much 
dependent upon biological processes and the environment provides the 
stimulus for language growth. 
Process oriented theories of language acquisition, as with the structure oriented 
ones, depend upon the inbuilt disposition for language acquisition. The two 
categories differ in that process oriented theories concentrate on the 
relationship between function and form. They believe the child possesses 
knowledge such as how to parse sentences, potential sentence stnjctures etc 
and the problem of language acquisition becomes one of the child deriving this 
knowledge for their particular language. Theorists in this area are concerned 
with how initial linguistic representations are formed and how the process of 
acquisition continues after the initial stages. 
The above section very briefly discussed several approaches researchers have 
adopted for grammar acquisition research. The model which this research uses 
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is based on the inside-out theories and particulariy the process oriented ones. 
The adopted model also, since it is dealing with adult learners acquiring a 
mathematical grammar, acknowledges the influence of the prevalent 
mathematical culture found within institutions. This culture includes the notion 
of exploring mathematics and learners discovering for themselves mathematical 
'truths'. The rationale for adopting this approach is based on the findings of 
Hirsch-Pasek and Golinkoff (1996). Their experimental approach to 
investigating the idea of children having an inbuilt sensitivity to acquiring 
language demonstrated a uniquely human attribute. They found that children, 
in order to acquire a grammar, must know how to package words together to 
formulate a meaning from a sequence of words. They showed children were 
able to identify the relationships between word units in order to derive an 
interpretation based on semantic plausibility. Their investigation went on to 
focus on how children learn about, what is considered to be the cornerstone of 
the English sentence, verbs. Verbs represent a class of words which by their 
very nature are abstract and cannot be learnt from the depiction of concrete 
artefacts. One explanation of how verbs are learnt is known as the 'semantic 
bootstrapping hypothesis' (Pinker, 1984). This hypothesis proposes that the 
first basic discoveries about grammar come when children pair concrete objects 
with the grammatical category of nouns and actions with verbs. They pair 
actions observed in a particular context with syntax i.e. they associate meaning 
with the action and pair it with a word that is In a particular location within a 
sentence e.g. if they see a scene where someone is running, they are able to 
classify the iinguistic stream associated with the scene and put the noun and 
verb in the con-ect sequence. An alternative theory to the semantic 
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bootstrapping hypothesis is known as the 'syntactic bootstrapping hypothesis' 
(Landau & Gleitman, 1985). This hypothesis argues that verb learning cannot 
be achieved by observation alone since the search space of potential verbs for 
a scene is too large to be of use. The proposed solution to this is the child not 
only inspects the world but also uses the syntactic context to predict the 
meaning of the verb. 
2.7 Mathematical Language and Linguistics 
In a similar way to English, mathematics is built from atomic structures i.e. its 
basis are single elements. These elements can then be combined to form 
'sentences' or mathematical stnjctures. These 'sentences' are further 
combined to form arguments (analogous to a paragraph) and eventually a 
resolution or a solution is obtained (the author transmitting his thoughts to the 
reader). In essence this seems a perfectly feasible way of constructing 
mathematical 'documents'. The experience of communication of the learner 
prior to exposure to formal mathematics (i.e. mathematics taught as a subject) 
is mainly based on the oral/written traditions of their particular culture. It is 
therefore realistic for the learner to apply their knowledge and word skills in an 
attempt to understand and learn mathematics within this cultural framework. 
The previous section (2.6) discussed in some detail how languages, in 
particular English, are constructed. It showed how meaning can be derived 
from the syntactic component as wrell as relying upon a mental lexiojn built from 
experience. It also demonstrated the evolutionary aspect of language and how 
its flexibility enables communication to take place between and within social 
groups. 
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The aim of this section is to show the relationship between mathematical 
language and natural language and to investigate some of the difficulties that 
seem peculiar to the learning of mathematics. It will also attempt to answer the 
following questions: 
(1) Do the processes involved with natural language acquisition and use 
impede the learning of mathematics? 
(2) Can the language of mathematics be described by a particular grammar? 
(3) Is there a conflict between a mathematical language grammar and the 
natural language grammar? 
(4) How does a mathematical construct derive its meaning? 
The most obvious difference between natural language and mathematical 
language is the way in which words and numbers are composed. In the UK the 
written word is read, starting at the top left, from left to right whereas numbers 
are enumerated from right to left i.e. the standard system of assigning values to 
numbers starts with the unit value on the far right. Mathematical expressions 
and equations are read in a similar way to reading text i.e. from left to right. The 
parsing of the mathematical construct therefore relies upon the reader being 
able to 'remember' the sub-expressions contained within the construct and 
apply the correct processing technique at a later time. A simple example which 
relies upon correct parsing is the use of the equals sign; it's position within the 
expression has an effect on how it should be interpreted. The syntactic 
meaning of the expression can be dramatically altered by its position and can 
potentially cause a problem for learners trying to make sense of an expression. 
Although to an experienced mathematician the following two expressions can 
be considered the same, strictly speaking the second one is different. 
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89 - 29 = 60 60 = 89 - 29 
The first expression says that if you subtract 29 from 89 the result is 60, 
whereas the second one says that 60 is the symbol that represents the 
assigned value of the difference between 89 and 29. The first one is congnjent 
with the way the expression would be read ("eighty nine minus twenty nine 
equals sixty") and intuitively seems correct. The second one, on the other 
hand, in some respects does not make logical sense since the result is given 
before the operation is performed. It is also treating 60 as a pseudo-variable In 
that it is assigning to an object 60 the result of the difference between 89 and 
29, Syntactically and logically this does not make sense since the object 60 
already possesses the numerical value of 60. This problem with syntax is not 
quite so evident with algebra. The two following expressions, written in the 
same format as the arithmetic ones given above, seem to make sense: 
a — b — c c = a — b 
The first expression gives the result of the subtraction operation whereas the 
second is an identity relation i.e. defines the variable c in terms of a and b. 
2.7.1 The Power of Mathematics through the use of Symbols 
The power of mathematics is derived from the way in which the use of a few 
symbols can convey very complicated phenomena. For example, the concept 
of the acceleration due to gravity can be encapsulated in a single symbol 'g'. In 
the context of mechanics, this symbol immediately conveys the idea of an 
acceleration (depending upon the conceptual maturity of the learner whether 
acceleration Is described as a vector quantity with a normally assigned value of 
9.81m/s^ at sea level and an arrow indicating direction or as a scaler quantity) 
linked to a force (again possibly described as vector quantity). This example 
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also highlights other symbolic notation problems. The way in which the units 
are written can also be different. The acceleration due to gravity could be 
signified by 9.81ms~^ and verbally expressed as 9.81 metres per second per 
second or 9.81 metres per second squared. The symbol 'g' therefore invokes 
the following concepts: acceleration, force, vectors, fractions, indices, 
displacement and time. If the idea of a mental lexicon is correct, the learner 
would use the symbol 'g' or the word 'gravity' as a key to recall from the mental 
lexicon several different concepts (these concepts would be the 'value' in the 
'key/value' pairing). Once 'g', for example, is used the recalled concepts in 
themselves act as keys to further concepts. In terms of semiotics, g not only 
acts as a symbol but also as an index. This process could continue until the 
value reaches a terminal symbol. Inherent within this structure is an initial 
decision on which definition to use. This decision is not necessarily a conscious 
one and will depend upon several factors including the level of knowledge of the 
learner and the context in which the key is being used. Once a particular 
key/value route is chosen it does not preclude switching between scientific and 
pseudo-scientific concepts. Figure 2.8 illustrates this scenario. 
KEY 
•g' 
N 
v 
VALUE/KEY 
Scientific 
interpretation 
Folk 
VALUE/KEY 
Mat hematic 
concepts 
1 V 
VALUE/KEY 
Intuitive/popular 
r'seuao-
concept 
bu i t ; n iM iu 
Figure 2. 1. Relationship between Keys and KeyA/alue Pairs 
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The experience of the novice learner is that gravity is a force that causes things 
to fall to the ground. It is not considered to t>e a force between two masses yet 
alone a warping of space-time. The initial meaning of the word gravity becomes 
so ingrained that learners on university science and mathematics courses have 
difficulty in the resolution of forces, particularly the application of Nevrton's third 
law of motion. Llaurillard (2002) found that the following problem was not 
correctly resolved by some first year undergraduate students on a Physics 
course. 
(a) (b) 
Figure 2. 2. Applying Newton's Third Law 
The students were shovm the tvra diagrams in Figure 2.9 and asked to explain 
the application of the law for the (a) box on the table, and (b) the box falling to 
the ground. If they coutd not recall the law they were given It in its canonical 
form; 'every force has an equal and opposite reaction'. An analysis of their 
answers revealed a misconception amongst some students which could have 
been resolved If the law was stated in a more explicit form: 'When one object 
exerts a force on a second object, the second object exerts an equal and 
opposite force on the first' which when translated to mean: 'All forces occur in 
pairs, and these two forces are equal in magnitude and opposite in direction.' 
makes the meaning more transparent. 
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2.7.2 Symbols and Concepts 
Once more using simple arithmetic as an example: the use of five symbols 
(2 + 3 = 5) conveys the process of the concept of twoness when combined with 
the concept of threeness gives a result of the form of fiveness. This is an 
abstraction of combining different quantities of objects to form a combined 
quantity. What is not obvious is the inherent notion of classes (or 
categorisations of objects). The mathematical sentence 2 + 3 = 5 is deemed to 
be correct (when using with counting objects) providing the objects belong to 
the same class. For instance, two apples plus three apples gives five apples as 
the result, but two apples plus three pears results in five 'somethings'. In other 
words the result of the process gives an unacceptable answer if the members of 
the class are incompatible. This problem is overcome if a more general class of 
fruit is intnDduced. The example of apples and pears is obvious, but when 
x->ry = z is used and the signs (in this case used as variables) are not ' 
necessarily grounded in concrete discrete objects, the underlying concept of 
classes is not evident. Whorf (1939) when comparing the language of a 
Western culture with a Native American Indian (the Hopi tribe of Arizona) canre 
to the conclusion that this process of objectification was an inherent structure 
within our language. He reasoned that this was the case since in the Western 
culture the language did not differentiate between counting in its abstract form 
and counting in its concrete form (cf the Greeit debate concerning this issue of 
numbers as abstract entities. Russell, 1946, Klein, 1992). He implied when 
counting abstractly, abstract entities are reified and assume the roles of 
concrete objects and therefore become countable. 
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The process of differentiation is nonnaHy introduced using the concept of a 
gradient. Differentiation from first principles normally uses the following 
description: 
Imagine two points on a curve if(x) = :c^  is a common example) joined by a 
chord. The points are labelled A and B. As point B approaches point ,4, but 
does not reach point A the gradient is given by the tangent at that point. 
2.7.3 Ambiguity in Mathematical Language 
In computer terminology mathematics could be described as a reduced 
instruction set system. As stated above this minimalistic register provides 
mathematics with its power to convey very complex concepts and processes 
using a limited number of symbols. In theory mathematics can be divided into 
concepts and processes where a process is taken to mean a mathematical or 
cognitive process or both (Gray & Tall, 1994). In some instances the concept 
and the process are conveyed within the same structure. Gray and Tall (1994) 
introduced the term "procept" to describe this notion of a process combined with 
a concept and to resolve what seemed to be an ambiguity within mathematics. 
They conducted a study on this aspect of mathematics using simple arithmetic 
as a vehicle. To illustrate their point about the ambiguity inherent in 
mathematical symbolism they also gave the following examples: 
• The symbol 5 + 4 represents both the process of adding through 
counting all or counting on and the concept of sum 
• The symbol 4 x 3 stands for the process of repeated addition "four 
multiplied by three" which must be carried out to produce the product of 
four and three. 
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• The symbol - stands for both the process of division and the concept of a 
fraction. 
• The symbol +4 stands for both the process of "add four" or shift four units 
along the number line, and the concept of positive four. 
• The symbol -7 stands for both the process of "subtract seven", or shift 
seven units to the left along the number line, and the concept of negative 
seven. 
• The algebraic symbol 3x + 2 stands for both the process of "add three 
multiplied by x and two" and for the product of that process. 
• The trigonometric ratio sine = -°^^°^"^ - represents both the process for 
hypoteneuse 
calculating the sine of an angle and its value. 
• The function notation f(x) - x^ —3 simultaneously tells both how to 
calculate the value of the function for a particular value of x and 
encapsulates the complete concept of the function for a general value of 
X. 
• An infinite decimal representation TT = 3.14159... is both a process of 
approximating n by calculating ever more decimal places and the specific 
numerical limit of that process. 
• The notation lim;(_ i^ f(x) represents both the process of tending to a limit 
and the concept of the value of the limit, as does limn_.i„ s^, 
Iimn_o<,Sfc=ittk and \imsx^oI.x^af(.x)Sx. 
2.7.4 Reading and Parsing Mathematics 
As an example of the idea of a procept consider the mathematical sentence 
2 + 3 = 5. It not only conveys a process but also indicates the necessary 
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procedure to perform the process. The person performing the calculation could 
use the concept of 2 being a position to the right of zero on the number line and 
the 3 indicating the procedure to traverse 3 steps in a positive direction i.e. to 
the right. Theendpointof this'journey'being a position labelled 5. This 5 
indicating the result of the process of addition and also the concept of fiveness'. 
In a previous section (2.6.2) the comment was made, in the process of 
communicating using a socially mediated language, people often employ 
strategies to enable them to understand something without necessarily 
interpreting every symbol. Mathematics differs considerably in this aspect to 
language. It is often necessary for the reader especially when learning a new 
'piece' of mathematics to read every sign, consider its syntactic meaning, 
search their mental lexicon for a semantic meaning, and then relate the symbols 
to provide a meaningful result. This in itself can be problematic; many signs 
within mathematics have multiple meanings. For example, the equals sign is 
often used to indicate assignment, the result of a process or equivalence. In 
some respects this is similar to the multiple meanings that can be attached to 
some words. The difference being with words the context makes the meaning 
reasonably obvious, for example: he went to 'post a letter' and the 'post she 
was offered', both use the word post but assign entirely different meanings to 
the word post due to their role within the sentence. Within mathematics, the 
context and hence the interpretation of the symbols is not always as straight 
forward. In many instances this does not create problems for the learner when 
they are using a particular aspect of mathematics but, due to the hierarchical 
nature of mathematics, when the learner progresses onto a more advanced 
level this 'fuzzy' understanding of a basic concept or process can create major 
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problems. Making sense within mathematics is a much more complicated and 
involved structure. 
2.7.5 Using Mathematical Language 
Historically mathematics was performed using words. For example in a public 
contest between Fiore and Taraglia in 1535 (Mazur, 2003) the following 
problem was given: find the quantity that has the property that its cube is equal 
to six times itself plus forty. It was commonplace in mediaeval times to use 
pronouns in mathematical texts which resulted in comprehension difficulties due 
to the convoluted structure of the sentences (Davis & Jones 1990). In 
contemporary times, the above problem would be written as: x^ ~ 6x + 40. The 
use of signs and symbols eases on the one hand the cognitive load on working 
memory but relies on the use of learned processes and concepts which reside 
in long term memory. 
Mazur (2003) also comments on the power of symbolism (notation). He gives 
the example of finding roots. In sixteenth century Italian mathematics the word 
"lato" (which meant "side") was sometimes used to signify a square root. This 
derived from the idea that the number whose square root was being taken 
signified the area of a square, and its square root (lato) was the length of the 
side of that square. Similariy a cube root was referred to as "lato cubico" using 
volume as a reference. Mathematicians would also use "R" (radix) to indicate 
roots. A square root would be denoted R.q. (radice quadrata) so the square 
root of two would be written R.q.2 and a cube root denoted R.c. (radice cubica). 
Mazur hypothesised that the modern symbol may have derived from the letter 
"r" written cursively. The point is that by changing the terms or symbols 
associated with a particularly operation, the original link (in this case to 
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geometry) was broken. This, in effect, allows a 'black box' approach to the 
process of finding roots and allows it to be applied in novel situations not linked 
to geometry. This process enables mathematics to be a very powerful tool in 
understanding our world, but at the cost of making the leaming of mathematics 
harder. Sfard {1991) illustrated this with the following task; 
Definition; Promenade is the set P of all natural numbers from 1 to 25 together 
with the following four functions: 
S(x) = Jr + 5, allowed only if x € P. x< 20 
N(,x) = X - S, allowed only if X € P,x >S 
EM = x + 1. allowed only if x e P,x mod 5 * 0 
W(_x) = x - tallowed only if X e P,x mod 5 ^ 1 
Any combination of the above functions is called a stroll We may say that stroll 
s leads from a to b iff s(a) = b 
Example: the stroll S°W^°S^ leads from 5 to 17 
C5=W3°S2)(5) = (W3''5==)(10) = {W^''S^){9) ...5^(7) = 5(12) = 17 
Tasks: 
Give an example of a stroll which would lead from 11 to 3 
Find all the numbers which can be reached by strolls from 9 without using the 
steps W and W. 
Without looking into the answer you gave to question 1 above, give an example 
of a stroll from 11 to 3 once again. 
She then went on to give a different description of a stroll; 
Definition; Promenade P is the graph presented below. 
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8 10 
11- 12 13 •15 
16—-17 -18 -19 20 
21 2^2 2^3 24- -25 
If x is a node in P then S(.x),N(x).W(x)and E(x) are the adjacent nodes, placed 
south, north, west and east to x, respectively. A stroll is defined as above. 
She went on to say that the different representations, although essentially the 
same problem, either make the problem difficult to understand (the first 
representation, functional notation) or easy (the graph representation). The 
point at this juncture is to show the power of mathematical language but, 
sometimes at the cost of transparency. The graph representation aids the 
understanding of the problem but is dearly impracticable for a large set of 
numbers (e.g. a stroll from 5 to 567), whereas the functional notational although 
harder to understand is expandable to any stroll and hence more powerful. 
Sfard's interpretation of this example highlighted the relationship between the 
operational and structural aspects of mathematics. She maintained in order for 
the learner to progress to higher levels of structural conceptions, a hierarchy of 
conceptions must be created. In other words a basic concept is leamt and a 
higher one is derived by (x>mbining different base level conceptions. This 
45 
hierarchy forms a schemata in the sense meant by Skemp (1986). This use of 
schemata facilitates the operations of mathematical problem solving sinc» it 
reduces the cognitive load. It is generally accepted that working memory can 
deal with 7 ± 2 chunks of information at any one time. To illustrate the use of 
schemata and its organisational structure Sfard presented the following 
diagrams. Figures 2.3 and 2.4; 
Figure 2.3, Novice Learners flat' Structure of Concept Organisation. 
1 ^ 2 3 
4 
/ 
6 
/ r 
7 
\ \ 
8 
Figure 2.4, Mature Learners Hierarchical Concept Structure 
Figure 2.3 represents the learner's first encounter with a mathematical concept 
and shows how the concepts form a flat structure with the consequential load 
on working memory. Figure 2.4 shows how after a period of assimilation the 
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concepts become organised in a hierarchical structure. Figure 2.4 represents 
one possibility for one learner, a different leamer may organise the concepts in 
a different fashion and be able to short-cut intermediate 'complex concepts'. 
One conclusion from this analysis of concept formation could be the expert is 
capable of combining lots of concepts and hence reduce cognitive load allowing 
more efficient processing. The process of combining concepts in itself can be 
problematic; if the learner learned a concept at a young age and as he/she 
matures mathematically the unlearning of simple concepts may be required. 
For example, consider the use of functional notation. In early stages of learning 
mathematics it is not uncommon for learners to be exposed to an equation of 
the form y = 2x + S. At a later stage this could be replaced with 
/ ( x ) = 2x + 5 which combines a more complex process and a more complex 
concept (cf Gray and Tail's notion of a procept). It is interesting to note that the 
term 'function' was first used by Leibniz in 1692 (Sfard. 1991) and finally 
became a mathematical object when Bourbaki proposed a definition (a set of 
ordered pairs) which did not refer to a computational process or the concept of 
variable. 
2.7.6 The Construction of a Mathematical Grammar 
The discussion so far as centred on the notion of mathematical constructs being 
based upon the formation of concepts and a combinatorial process of procepts. 
This section offers an alternative interpretation based upon the construction of a 
mathematical grammar. It also suggests a parsing model based upon how 
natural language is parsed. 
The primary question that requires an answer before a mathematical grammar 
can be constructed is: what form should the grammar take? 
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Pierce (1961) who wrote in regards to communication theory stated that 
mathematics and its notation should not be viewed as one and ttie same thing. 
Mathematical notation is used to represent and communicate the phenomenon 
and, depending on the philosophical interpretation of mathematics ie. formalism, 
intuitism or Platonism (Rotman, 2000), is independent of mathematical ideas. 
2.7.7 Mathematical Language Acquisition 
Although there is a plethora of conflicting research on how humans parse 
language, there is very little on the parsing of mathematical expressions. In 
recognition of the lack of empirical evidence the following section is theoretical 
in the sense it is relying on ideas developed in the previous sections and makes 
the assumption that mathematical parsing is performed in a similar way to 
sentence parsing. 
D^browska (2005) quotes research conducted by Cameron-Faulkner, Lieven 
and Tomasello (2003), Gordon and Chafetz (1990) and Diessel and Tomasello 
(2000) which estimated a child between the ages of one and four years would 
nomially be exposed to approximately 6 570 000 utterances; including about 
1 000 000 WH (what, where etc) questions,1 000 000 yes/no questions, 660 
000 instances of the full transitive construction (in English: SVO Subject Verb 
Object), about 440 000 relative clauses, and almost 7 000 passives. Although it 
is acknowledged exposure to language does not lead automatically to language 
acquisition (see previous section), it does lead to competency. If this figure is 
compared to the exposure of a learner to mathematical language there is a 
huge disparity between them. !t is extremely difficult to quantify the exposure to 
mathematical language (in the sense of formal mathematics), but if it is 
assumed the child 'learns' mathematics for approximately 3 hours per week 
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throughout their secondary education (in the UK age five to sixteen years) over 
thirty weeks for a total of eleven years, the child's exposure to mathematics 
amounts to 990 hours. Comparison of the two statistics reveals the immense 
task of acquiring competency within mathematics. 
Once more referring to previous sections; it is generally accepted amongst 
psycholinguisties and cognitive scientists that the human brain has an innate 
ability to develop language. The precise nature of the regions of the brain 
responsible for language acquisition and use is still controversial (Dqbrowska, 
2005). This raises the question: is the human brain endowed with sensitivity to 
learning mathematics? Or, in the sense of language acquisition, is mathematics 
an artificial construction reliant solely upon exposure? fMRI (functional 
Magnetic Resonance Imaging) has been recently used in two studies 
(Swaminathan, 2007a) in which investigators were interested in how numbers 
were represented within the brain. Both studies suggested that the left parietal 
lobe part of the parietal cortex (a higher-order processing region) was more 
finely tuned to the symbolic representation of numbers. A study of monkeys 
(Swaminathan, 2007b) revealed how the parietal cortex appears to integrate 
and sum up the total quantity of individual items. Although not overwhelming, 
these studies along with ones looking at reduced cognitive functionality in brain 
damaged humans, do suggest that certain regions of the brain are concerned 
with some form of mathematical processing. This does not infer these regions 
are responsible for all mathematical activities; since mathematics is not limited 
to the processing of numbers, but also involves logical, sequencing and 
interpretation skills and processes. 
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2.7.8 Natural Language Sentences and Mathematical Expressions 
In English a basic sentence has a definite syntactic structure. A very simple 
sentence can be constructed by the rule SVO: for example, Bill goes home. In 
mathematics the construction of 'sentences' is more problematic, for example, 
2+3=5 gives the same result as 2-(-3)=5. If a simple grammar was constructed 
for 2+3=5 it could be the following: 
Sums :;= Digit 
Sum ::= Sum+Digit 
Digit ::= [0...9] 
And 2-{-3) by: 
Sums ::= Digit 
Sum ::= Sum-Digi t 
Digit ::= [-9...+9] 
The first grammar is explicit: the operation is contained within the grammar. 
The second one does not explicitly state the rule that a 'minus and a minus 
make a plus' and therefore the semantic interpretation based on syntactic 
knowledge fails. A rule, based on the first example, could be: to perform the 
process of addition, start with a digit followed by the addition operator, followed 
by a digit. This rule is very specific and does not generalise to the second 
example. A second iteration oDuld be: to calculate the sum of two digits, start 
with a digit, insert an addition or subtraction operator, followed by a digit. Again 
this is too simplistic and cannot account for the minus sign in front of the second 
digit. This process could be continued until a grammar could account for 
arithmetic operations. Figure 2.5 shows a flow chart of a possible outline of 
how simple integer arithmetic could be performed. 
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It is apparent that the construction of an integer arithmetic grammar would be a 
complex task. If this process was continued to encompass the whole of 
arithmetic it would be a monumental task given the different rules which can 
apply to the different number types (e.g. reals, integers, imaginary numbers 
etc). 
Number 
Check rules: 
[+ and +) 
(+ and -) 
,(- and *} 
(- and -) 
Assume 
(+ and +) combine 
signs and perform 
addition 
(+ and -) combine 
igns and perfam 
subtraction 
{- and +) combine 
signs and perform 
subtraction 
(- and -) combine 
and perfomi 
additicm 
Figure 2. 5. Flow Chart for a Simple Integer Arithmetic Grammar 
It seems that a general form of a mathematical 'sentence' analogous to an 
English sentence does not exist. This could present a problem in the learning 
of mathematics in that the cognitive processes the human brain uses to make 
sense of verbal and codified forms of words (i.e. using a phrase structure 
grammar, a mental lexicon, syntactic rules etc) is not applicable to mathematical 
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stnjctures. The innate and learned aspects of natural language could be 
expecting to find similar forms in mathematical language. The subjects of this 
research demonstrated this behaviour by such phrases as 'you know what I 
mean' when verbally articulating their written work. The written form of their 
resolutions made perfect mathematical sense to them. 
2.7.9 The Formation of a Mathematical Grammar 
In his discussion of a universal grammar, Chomsky (2006) discussed the issue 
of how a child acquires competency in the use of natural language. In the earfy 
stages the child constructs a grammar on the data presented and, as time 
progresses through a process of trial and improvement, this grammar is refined. 
This is analogous to the conversational framework proposed by Launllard 
(2002); it indicates a process of feedback used to amend and update the 
current state of the grammar. In trying to address the more general problem of 
acquisition of knowledge of language, Chomsky (2006) supported the view of 
an internal innate structure peculiar to humans. He argued against the notion of 
language evolution. He argued that language is more than a form of 
communication, it can be used to "...inform or mislead, to clarify one's own 
thoughts or to display one's cleverness, or simply for play" (p61), wrtiereas the 
primary ftjnction of 'sounds' in the animal kingdom are communicative e.g. to 
attract a mate, to warn an intruder etc. He believed that the possession of 
human language is associated with a specific type of mental organisation, not 
simply a higher degree of intelligence. 
This innate property assigned to the mind, the general theory of language 
staicture, he called the 'universal grammar". He defined it as the conditions 
that must be rrret by all grammars of human languages including the semantics 
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and phonetics of the language. Any grammar used must also be a generative 
grammar since it must have the ability to generate an infinite number of 
constructs from a finite resource. The universal grammar consists of a 
subsystem of rules that provide a skeletal structure for any language and a 
variety of conditions which must be met if any further elaboration of the 
grammar is to be carried out. In order for a grammar to be recognised it must 
conform to the schema provided by the universal grammar. The restrictions 
imposed by the schema makes the task of acquiring a language one of 
selecting a grammar not rejected by the data presented to the learner. This 
approach nullifies the idea of developing a highly abstract and intricate structure 
based on degenerate data. The language learner has the much easier task of 
determining whether the presented data matches a set of restricted languages. 
The discussion of a universal grammar implied a hierarchical structure, where a 
particular grammar inherited and extended the properties of the universal 
grammar. In the domain of object oriented programming, this principle is 
applied in the development of software. For example: in the Java programming 
language a construct termed Object is at the highest level. Subsequent classes 
inherit the properties of Object and extend its capabilities. When the 
programmer constructs a program classes are written to provide functionality. 
Many software solutions use similar procedures (e.g. printing, retrieving data 
etc) which in the past had to be written each time they were required. In the 
object oriented paradigm, the emphasis is on code reuse and therefore the 
programmer can construct a class which provides a schemata for a particular 
piece of code to use. Each time this code is required the program instantiates 
the schema and if necessary extends it or overwrites it. 
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Applying these ideas to the acquisition of mathematical knowledge becomes an 
interesting proposal. In the learning of mathematics does the learner develop a 
mathematical grammar? Is this grammar derived from the universal grammar 
and therefore must conform to the same structure? If this is the case it could 
explain why some learners experience difficulties in learning mathematics. If 
this universal grammar is a deep structure and relies upon the use of tokens, 
then the mathematical tokens are significantly different from the ones 
associated with natural language. From this point of view one could argue that 
the acquisition of a mathematical grammar is unnatural and therefore counter-
intuitive. In order for the learner to be successful at mathematics, these innate 
stmctures must be overwritten or extended and replaced with ones that make 
mathematical sense. This could also account for the conflict of meaning 
associated with similar words used in natural language and mathematics. 
Earlier sections (2.7.2 to 2.7.5) in this chapter discussed the notion of concepts. 
The evidence suggested the mind is very adept at using minimal resources to 
accomplish a task. This is evident when the calculations of learners are 
analysed. They employ, unconsciously, strategies to reduce cognitive load e.g 
2 + 3 x 4 + 5 = 
Some learners pair the numbers (2 + 3,4 + 5) calculate the subtotals and then 
perform the final calculation. In some cases the learner violates the arithmetic 
grammar by ignoring the order of precedence. 
The idea of concept and grouping concepts to improve efficiency could be 
linked to the idea of a universal grammar where the learner has developed a 
mathematical grammar and attempts to use it in order to learn mathematics. 
The process of developing the mathematical grammar foHovre the same path 
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has language acquisition in that a process of refinement is performed. This 
process can be problematic, since as was mentioned earlier, within 
mathematics a sign can either indicate a concept or a process i.e. the sign can 
act as a symbol or as index. The context of the sign would dictate the position 
and/or token to be replaced within the mathematics grammar. Clearly if the 
learner is confused as to the meaning of the sign, the wrong token could be 
replaced hence producing an incorrect resolution. 
2.7.10 Parsing of Mathematical Expressions 
Using the example of an expression containing brackets, this section discusses 
ways in which humans possibly parse mathematical constructs. Given that 
there is not a general mathematical sentence, and reading mathematics is not 
like reading a book or a story (Davis and Jones, 1990), each mathematical 
expression has to be deliberately parsed. This is especially true in the novice 
learner (this applies to any mathematical field e.g. arithmetic, quantum physics 
etc) whereas the competent practitioner can take advantage of the ability to 
predict successor operators or operations. For example: 
2x(3y + 5x - 7) 
In order to make sense of this expression the following process could be used: 
Operators need to be identified. 
Operands need to be identified. 
Operations need to be identified. 
Rules of arithmetic (arithmetic grammar) need to recalled. 
Rules of algebra (algebraic grammar) need to be recalled. 
Mathematical conventions need to be recalled. 
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Parsing from left to right I.e. following English language: 
The expression has a line extending the whoie length of the 'top' expression. 
There is an expression beneath the line, the line indicates a concept and a 
process, therefore the construct must be a fraction. 
Return to the start of the 'top' expression. 
The number two is first encountered. The symbol embodies the concept of 
'twoness'. Immediately adjacent is a x. 
There is not an operator between them, therefore assume the operation of 
multiplication is depicted. 
The next symbol is an opening bracket, therefore look for a closing bracket 
which signifies the end of the sub-expression. 
Identify the sub-expression. 
The numeral three is encountered with a y immediately adjacent, therefore 
assume the adjacent symbol is to be multiplied by the three. 
Repeat the last step until the final symbol of the sub-expression is identified. 
Simplify the sub-expression if possible. 
Record its final form. 
The 2x encountered first in the 'top' expression is immediately adjacent to the 
bracketed sub-expression, therefore multiplication is implied. 
Simplify the 'top' expression. 
A fraction object was identified. 
Simplify the 'bottom' expression if possible. 
The line extended the whole length of the 'top' expression therefore divide the 
'top' expression by the 'bottom' one. 
Record the final result. 
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Similarly Bie problem discussed earlier of children performing incorrect 
groupings of sub-expressions could be attnbuted to incorrect parsing. When 
the novice learner sees expressions such as: 
2 + 3 x 4 + 5 = 
They perform a literal parse without regard for the rules of arithmetic, 
specifically in this case the rules of order of precedence. Since the first symbol 
encountered is the one for addition, a familiar operation, the mental lexicon is 
accessed for this symbol. The multiplication symbol could possibly represent a 
point of ambiguity since it is not normally encountered in this position and, there 
could be a partial recall of the order of precedence rule. At this point the learner 
could be uncertain and therefore proceeds to the next familiar sub-expression 
(4 + 5). Again this is a familiar operation and therefore the learner could then 
possibly treat the whole expression has a conjunction of the two sub 
expressions. 
The above process implies a serial left-to-right parsing technique. It is possible 
that a concurrent process occurs in which a first pass identifies the 'whole' 
structure and the necessary procedures are recalled. Once the overall structure 
has been identified and the subsequent procedures recalled, the expression 
may be parsed in more detail. 
2.7.11 Mathematical Processes 
The formation of a grammar along with the associated cognitive infrastructure 
does not really account for how operations and in particular procepts are dealt 
with. The answer may lie in the evolutionary development of the dominance of 
cortical control in humans. D^browska (2004) compares the communicative 
sounds performed by non-human primates and the communicative abilities of 
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humans. Her conclusions are that non-human primate communication is the 
result of an innate response to an emotional stale. This involuntary reaction is 
controlled by the viscera-motor system which is the automatic response system 
connected writh emotional states. In humans this system Is evident in situations 
where such reactions as spontaneous laughter or crying occurs which we have 
no contnal over. Speech is an activity which is very much under the control of 
the person. People make conscious decisions when to talk or not to talk. 
D^browska suggested that cortical control of speech also had two other 
implications: (1) the ability to learn new vocalisations and, (2) it made it possible 
to harness other motor control systems. She went on to suggest that the 
development of cortical control of motor systems may be a factor in the 
development of syntax. To give weight to her argument she gave examples of 
imaging studies performed on the human brain that show how Broca's region 
plays a major role in syntax, speech motor control, and the programming of 
manual movement. To illustrate the point she compared the activity of throwing 
in non-human primates and humans, tt seems non-human primates are only 
able to program each stage of the process whereas humans are able to plan 
the whole complex process before execution. Quoting research (Calvin 1983, 
1993) the conclusion is reached that the ability to program and execute a series 
of actions as one unit may be an adaptation of the activity of throwing. The act 
of throwing an object requires the precise timing and coordination of many 
muscles and, due to the speed of execution; the brain does not have the 
opportunity to respond quick enough to feedback. Again quoting Calvin (1993), 
who stated that neurons are not accurate time-keepers and, in order to hit a 
target precise timing is necessary, therefore the output from a large number of 
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neurons must be averaged to facilitate the planning mechanism. This 
evolutionary aspect of survival may have led to the development of larger brains 
in humans. The development of the ability to group a series of actions into one 
unit has ramifications in the development of language. The ability to construct a 
hierarchical syntax (I.e. incorporating phrases into sentences etc) is a uniquely 
human characteristic. If this supposition is true for language development it 
could also possibly be tnje for the learning of mathematics. The creation of a 
complex hierarchical stmcture of concepts can be seen to fit the idea of creating 
a super concept v f^hich incorporates sub-concepts. It also helps to explain hov^ 
in mathematics a learner can learn how to perform a calculation which makes 
use of precepts (Gray & Tall, 1994). 
2.8 Cognitive Models 
Mathematics, as an intellectual discipline, can be divided into two sections: the 
language element and the computational aspect. The previous sections 
discussed the acquisition, development and use of language in mathematics 
and purposely ignored the underlying cognitive processes. The following 
sections discuss various models which attempt to account for how humans use 
cognitive resources to perform the computational aspects of mathematics. 
2.8.1 Modularity of mind 
There is an ongoing, heated debate as to the way the brain processes 
information. The arguments tend to be centred on whether the brain processes 
information using specialist modules in the sense that particular processes are 
domain specific and encapsulated or the opposite view which maintains that 
mental activity is not domain specific or encapsulated, but is distributed across 
the brain and cannot be decomposed into modules. The first of these 
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viewpoints, domain specificity, can be described as a vertical process since 
each module is specific to a particular function e.g. language processing tasks 
are separate and different from visual discrimination. The second is considered 
to be a horizontal process in that, for example, the processing required for 
visual discrimination uses the same cognitive faculties as the processes for 
language comprehension. 
Fodor (1983) suggested that modular systems must fulfil certain properties to a 
lesser or greater degree: they must be domain specific, they can use 
encapsulated information i.e. that do not have to use ottier psychological 
systems in order to operate, they are activated without conscious control (Fodor 
called them mandatory, similar to reflexes), their outputs are shallow, they are 
quick to process pertinent data, they have characteristic breakdown patterns 
and the neural architecture is fixed. Fodor himself recognised that this was too 
rigid a definition since K>me processes, to a greater or lesser extent, may not 
adhere to the criteria he set for a process to be considered modular. Pinker 
(1997) suggested that a module should be defined by the specific operations 
they perform on the information they receive. Two of the key criteria suggested 
by Fodor (1983) were domain specificity and encapsulation. Domain specificity 
can be defined as the class of information that the module is designed to accept 
or operate upon. Encapsulation refers to the notion that modules are not 
influenced by information or processes external to it. An analogy given by 
Barrett and Kurzban (2006) is that of a pipe. The inputs are fed into one end of 
the pipe and, since the information is protected by the structure of the pipe, 
cannot be influenced. Fodor's idea of encapsulation therefore prohibits the 
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influence of other modules, such as memory or other higher cognitive functions, 
having an effect. 
The amount of information presented to the input side of the module can be 
enormous. One has only to think of the amount of visual or auditory information 
encountered in a classroom. Barrett and Kurzban (2006) make the point that no 
one computational mechanism is capable of processing any information in any 
way. To overcome this problem of information overload they suggest that some 
cognitive mechanisms may have access to large amounts of information, but 
only process the information which meets its input criteria. This implies some 
form of parsing process where relevant data is extracted from the information 
stream and the modules designed to deal with that particular form are activated; 
in other words, a cognitive pathway is set. This makes sense in terms of 
cognitive efficiency, since to reparse every time, say, mathematical equations of 
a similar form, would be time consuming and would require the use of large 
amounts of cognitive resources over a sustained period of time. Barrett and 
Kurzan (2006) conclude that 'processing is modulated by context' {p637) after 
reviewing the arguments about automaticity of modules. They also discuss the 
issue of evolutionary pressures for the development of cognitive modules. 
Evolutionary theory suggests that survival of the humans as a species 
depended on their ability to adapt. Dqbrowska (2004) suggested that the ability 
to plan complex operations led to the development of other skills. Nowak, 
Komarova and Niyogi (2001), in their discussion of cognitive development in 
humans, make a similar suggestion regarding the development of the brain as a 
modular system. They give the example of reading as an adaptation of object 
recognition. The skill of reading is relatively new in an evolutionary time scale 
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whereas coarse grained object recognition would be required from eariy on in 
order to survive. They suggest that skills like reading and other more 
sophisticated object recognition processes that are constantly being used, 
develop their own modules based on ones in which similar processes already 
exist. This raises an interesting question: Does a mathematical module exist? 
The answer to this question would be extremely difficult to find but, it is 
plausible since mathematics is a very sophisticated amalgam of many cognitive 
functions. Unlike reading a novel, where the reader doesn't necessarily analyse 
every word to extract a meaning, mathematics involves an intricate process of 
attaching a meaning to a particular sign, analysing the sign within a particular 
context (either a concept or a process see section 2.7.3), deciding whether a 
calculation is required and knowing whether the resolution or solution is 
feasible. 
The above discussion convinced the author that to develop a semantic model of 
interpreting mathematics, it would of necessity involve the notion of modularity. 
Therefore the general model adopted for this research was based upon 
modularity but, not In a strict Fodorian sense; since the interpretation of 
mathematics is highly dependent upon multiple processes, vifhich cannot be 
accounted for in Fodor's original model. 
2.8.2 Arithmetic models 
There has been considerable research in the processing of numerical and 
arithmetical information. Notable amongst these is the work of McCloskey, 
Caramazza and Basili, (1985) and Cohen & Dehaene (1995). 
McCloskey, Caramazza and Basili (1985) suggested the model shovi/n in 
Figure 2.6. 
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Figure 2, 6, McCloskey, Caramazza and Basili (1985) model for Calculation and Number 
Processing 
This model was derived from their analysis of their work with brain-damaged 
patients. Their model made a distinction between the comprehension and 
production modules for Arabic and verbal formats. Both of these modules 
contained different lexicons for graphemes (written representations) and 
phonemes (spoken numbers) with a link to the syntatic requirements. The 
semantic representation module takes the output from these modules and 
extracts the associated meanings. They postulated that numbers were 
semantically represented using a base 10 format, for example, 5000 would be 
represented as 5 x 10exp3. They also proposed a transcoding process; where 
transcoding is the process of translating a number from one format into another 
one. For example, a number could be read and transcoded (involving the 
semantic realisation of the number) into a phonological output. 
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This model has been described as a providing a general frameworit that allows 
the interpretation of number processing disorders, but does not account for the 
fact that the lexicon might contain more than just lexical primitives; it could also 
contain highly familiar numbers such as famous dates, brands of cars etc 
( Cohen, Dehaene & Verstichet. 1994). This may not be a probiem if the notion 
of contextualisation is used (Ban-ett & Kurzan, 2006) as was discussed in 
section 2.7.1. If the parsing process is influenced by contextualisation then a 
lini^ to the appropriate lexicon would be made. This suggests that the numbers 
used within a mathematical context would be treated differently than, say, 
historical dates. 
Cohen and Dehaene (1995) proposed a new model for numerical cognition 
called the triple code model (Figure 2.7). 
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Figure 2.7, Cohen and Dehaene(1995) Triple Code Model. 
Cohen and Dehaene termed this the triple code model since it assumes the 
existence of three representations of numbers: Two of them are format 
dependent; a visual Arabic word representation and a verbal word frame, and 
one format is independent; an analogue magnitude representation. The visual 
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Arabic word representation of numbers assumes the numbers are represented 
as strings of digits on an internal visual-spatial sketchpad and the verbal word 
frames represent the numbers as syntactically organised sequences of words. 
The analogue magnitude representation is assumed to be the real semantic 
representation of quantity. The triple code model differs from the one proposed 
by McCloskey, Caramazza and Basili (1985) In three main ways; (1) the 
semantic representation is assumed to be an analogue representation of 
magnitude, (2) the precision of the representation of small numbers is greater 
than that for large numbers and, (3) semantic processing was not required for 
ail numerical operations. 
Dehaene (1992) argued for the existence of a transcoding mechanism that did 
not require the generation of a semantic representation of the corresponding 
quantity. This other transcoding mechanism is referred to as asemantic 
transcoding and implies the existence of mechanisnns to retrieve numerical 
information directly from memory. This asemantic mechanism would be 
activated to retrieve known facts or mathematical concepts that may have at 
one time required semantic processing but through constant use have become 
implicit. This process, in cognitive terms, is much faster since the requirement to 
extract and process meaning is not required. 
2.9 The Road to Mathematical Expertise 
Dreyfus and Dreyfus (1986) proposed a five stage model outlining the route to 
the acquisition of expert status. The model is shown in Table 2.1. 
The novice learner in mathematics is normally taught the grammar of 
mathematics i.e. the rules associated with performing calculations. Particulariy 
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in the early stages each rule is explicitly defined and illustrated with examples 
demonstrating how to use the rule(s) to solve problems. 
Skill Level 
Novice 
Advanced 
begtnner 
Competent 
Proficient 
Expert 
Components 
Context-free 
Context-free and 
situational 
Context-free and 
situational 
Context-free and 
situational 
Context-free and 
situational 
Perspective 
None 
None 
Chosen 
Experienced 
Experienced 
Decision 
Analytical 
Analytical 
Analytical 
Analytical 
Intuitive 
Cominitinent 
Detactied 
Detached 
Detached 
understanding 
and deciding. 
Involved in 
outcome. 
Involved 
understanding. 
Detached 
deciding 
Involved 
Table 2 .1 , The Rve Stages of Skill Acquisition 
Dreyftis and Dreyfus (1986) p50 
The learner, to a certain extent, is unaware of the overall context of the problem 
(perspective) and how this new rule could be applied as part of the resolution of 
more complicated problems. Dreyfus and Dreyfus term this situation as 
'context-free'. In other words the problem is treated with a bottom-up parsing 
approach where each component of the problem is compared to the newly 
acquired lexical entry. This is analogous to a regular expression grammar since 
there must be a precise match of the type of sign used. The learner can 
manipulate the signs without necessarily having a dear understanding of what 
they mean. For example when working with fractions, learners are often taught 
the process of canceltation. They can perform the procedure wflthout having to 
necessarily understand the underlying mathematical process. The decisions 
made in the resolving of a problem follow an analytic paradigm. The decision 
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making process follows a hierarchical stnjcture in that a plan is first chosen and 
then only a small set of, vk'hat the leamer considers to be important, factors are 
chosen. The learner view/s the problem as an isolated, independent structure 
and therefore does not feel part of the process {detached commitment). 
The novice progresses to the advanced beginner stage via a process of gaining 
experience through the application of the leamed rules to different problems. 
The learner's lexicon increases in size as a result of the accumulation of solved 
problems. The lexicon can therefore form more connections with the grammar 
thus allowing the rules to be applied to new scenarios. It is at this stage the 
learner is able to recognise that the learned njles can be applied to situations 
(situational) where they are not explicitly called for. This enables the learner to 
begin to see the bigger picture and start to move towards a more top-down 
parsing strategy. Using the example of the fraction again, the learner not only 
recalls that the notation indicates a process of division but also that the fraction 
is an entity in its own right. 
The progression from advanced beginner to competence involves the learner 
recognising the fact that there is not necessarily a strict algorithm to follow to 
reach a resolution. Up until this point the learner focuses upon following a set 
procedure; to solve the problem do step 1 first, then step 2 and so on. The 
leamer is making the transition from this algorithmic approach to a more goal 
oriented method. The emphasis shifts from strictly following the rules to one 
where the rules are used as a guide. In essence this means the learner is 
capable of combining concepts into a super concept and is able to bypass some 
of the intermediate steps. It also means the learner is able to deal with 
unclosed forms and therefore see that such expressions as x = y — 2 could be 
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the solution toy - x = 2. Also unlike the novice and advanced beginner where 
the behaviour is analytical in the sense of if you do step 1, then step 2 you will 
arrive at the correct solution (similar to a syllogism in prepositional logic) and, if 
they arrive at an incon-ect solution they don't feel responsible for the outcome 
(this is indicated by statements such as '( don't know why the answer is wrong, I 
followed the con^ect procedure'), the competent leamer consciously decides on 
a solution plan and therefore feels responsible for the outcome. Although the 
plan is chosen in a detached manner the leamer becomes involved in the 
outcome. If the solution goes well, there is a sense of achievement but 
conversely if it goes wrong there is a sense of failure. The sense of 
achievement strengthens the lexicon grammar pathways whereas consistent 
failures will undermine these connections and could result in the competent 
learner regressing to either an advanced beginner stage or even to a novice 
level. The progression towards top-down parsing would therefore be halted and 
the leamer would revert to a bottom-up parsing strategy with the concomitant 
increase in cognitive load. The leamer is also beginning to use a more 
generative grammar (not in the sense of a universal grammar) rather than a 
regular expression grammar since there does not have to be a precise one-to-
one correspondence between the atomic elements of the problem and the 
grammar. The learner is able to generate resolutions by combining the 
concepts in ways that have not been explicitly taught and therefore is able to 
resolve many more problems. 
The proficient learner does not rely upon a set of rules to follow; he or she just 
'knows' what to do. The leamer does not make any detached choices or has to 
spend time on formulating a resolution strategy; the relevant features of the 
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problem will be unconsciously recognised. By this time the learner has built an 
extensive lexicon with numerous connections to the grammar and therefore will 
unconsciously recognise similar problems that have been solved in the past. 
This vast database allows the learner to solve problems quickly and easily 
without having to commit large amounts of cognitive resources. By this stage 
the learner uses a generative grammar in that the rules that were used to solve 
a similar problem are adapted to solve the present one. 
The expert has reached a stage where the reliance upon rules and having to 
analyse a problem in fine detail does not occur; in a sense the resolutions 
become intuitive. The expert is able to view the problem has a whole and 
therefore employ top-down parsing strategies. The links between the lexicon 
and grammar are such that the expert is able to apply rules from one grammar 
to solve a problem which is not obviously associated with that grammar. To a 
certain degree this is what has happened generally within mathematics when, 
for example, a set of rules associated with solving an algebraic problem have 
been used to solve a geometric one. 
Using the equations developed by Nowak, Komarova and Niyogi {2001) it can 
be demonstrated that the learner or indeed mathematician can solve an infinite 
variety of problems when a generative mathematical grammar is employed. 
Once the learner reaches the proficient stage and utilises a generative 
grammar, the number and scope of mathematical problems that can be solved 
are only constrained by the ability to formulate the problem. These equations 
also show that it is inevitable that mathematics in general will continue to evolve 
as more mathematical grammars are applied to problems outside of the original 
domain of the grammar. This in turn exasperates the learning of mathematics 
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since, as more grammars are developed, the problem of finding symbols to 
represent the different entities becomes extremely difficult. Unlike natural 
language where the alphabet, in theory, can be used to osnstruct approximately 
15 600 three letter words, 358 800 four letter words and so on plus an infinite 
number of sentences, mathematical language tends to use single letters to 
denote variables and other constnjcts. The pressure on sign use led to the 
introduction of using subscripts to depict different related symbols. It has also 
led to using other alphabets, such as the Hebrew alphabet, in conjunction to the 
original Greek one. This has led to the use of signs having different meanings in 
different mathematical grammars which results in learners having to read the 
signs and associate meaning In context to the area of mathematics they're 
vrarking in. The limitation on the number of signs also answers the question; is 
it possible to have one mathematical grammar? The answer seems to be no 
since the formulation of a grammar relies upon the uniqueness of the class of 
the signs used. For example; In English the words classed as nouns have a 
particular place in a sentence whereas in mathematics the sign could represent 
a concept, a process or a relationship and its interpretation and placement is 
decided within tfie context of a particular problem. 
2.10 Using Technology to Assist in the Learning of Mathematics 
The use of technology within mathematics education has become ubiquitous. 
The impact of these devices has changed the relationship of the 
learner/mathematician with symbols and the way in which they are used (Pimm. 
1995). Technological artefacts have always been a part of the practice of 'doing' 
mathematics. A technological artefact could be counters, an abacus, slide rule 
or, in more contemporary times a computer. The earlier types of technology 
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were specific to calculating and their physical form or layout afforded this use. 
They were also limited in use to particular forms of calculation; mainly 
arithmetic. In more recent times the advent of the digital, electronic calculator in 
its first iteration (arithmetic device) provided the same level of affordance. As 
the device developed and programmable devices (home computers, personal 
computere, programmable calculators) became available the same level of 
affordance was obscured by the range of tasks the artefact could perform. 
Pimm (1995) made an important distinction between 'computational devices' 
and 'pedagogical' devices. Computational devices are designed with 
automation and fluency of calculations in mind whereas pedagogical devices 
are used to assist in the process of learning. The rationale put forward by 
software houses for learners spending time learning their particular program is 
that once they are competent users, the program can be used to perform 
repetitive calculations and learners can concentrate on learning concepts 
(Kutzler & Kokol-Voljc, 2003). This view became known as the 'technical-
conceptual cut' (Artigue, 2002) where the technical activity was understood to 
be something mechanical, not requiring the learner to think and meaningfijl 
learning was associated with the conceptual dimension. A study by Kendal and 
Stacey (2001) investigated how two teachers used technology in their 
mathematics lessons and how their own conceptions of mathematics influenced 
the way in which the technology was used. One teacher, who favoured 
conceptual understanding, eventually moved away from using technology 
whereas the other teacher who stressed the njles of mathematics adopted it 
more. Although this was just one study, it does illustrate the considerable 
influence teacher's can have on how learners view the use of technology. 
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In order to investigate tfie use of technology for teaching and learning, in this 
research, the theory of instrumentation was used. Instrumentation is the 
process a learner goes through when using a new technological artefact for the 
first time (Drijvers, 2003). Its basic tenant is the separation of the physical 
device, its design goals and the mental models individual users constnjct. 
Rabardel {1995 cited in Mariotti, 2002) defined an Instrument as the mental 
construction of an artefact wrhich means that the instrument is an internal mental 
construction of the physical device. Similarly, Dhjvers (2003) defined the 
instrumentation process or instrumental genesis as the development of 
utilisation schemes and instrumented activities. He went on to say that a 
utilisation scheme integrates the technical skills necessary to use the 
technological artefact, the conceptual meaning attached to the mathematics, an 
understanding of the manipulations performed by the artefact as well as an 
insight into how the mathematics are dealt with by the technology. The end 
result of this process is an instrument that the learner can use to perform 
meaningful calculations (Artique, 2002). 
Instrumented techniques are automated actions that the learner has developed 
over a period of time that do not require an analysis of the situation. Drijvers 
{2003) gave an example of the cut and paste operation in a document. The 
expert doesn't have to think about the operation and 'just knows' (cf Dreyfus & 
Dreyfus 1986 definition of an expert) which key presses are required whereas 
the novice has to analyse the requirements and make conscious decisions as to 
the necessary key presses (Mackrell & Johnston-Wilder, 2005). 
The learner's utilisation schemes are a subset of possible operations afforded 
by the device therefore, at different times the same artefact can be a different 
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instrument further, the development of utilisation schemes is not guaranteed to 
be consistent with the intended purpose of the artefact. In the eaiiy days of 
pocket calculators the users conception of the device matched that of the 
designer's i.e. the device was designed to perform arithmetic and it was used to 
perform arithmetic. The situation has degenerated into one where the overall 
design goals and user goals for choosing a particular device coincide but, the 
actual implementation of the functionality of the device can be conceived 
differently. This led Pimm (1995) to suggest that once the device exists, it is not 
necessary to understand the mathematical understanding that created it. In 
some instances having some knovi^edge of the underlying computational 
algorithms may assist learners in interpreting and making sense of the output 
since the software algonthms selected by the designer do not necessarily 
coincide with the ones a user would select to resolve a problem. In a similar 
way the device is capable of performing multiple operations in one step for 
which the user would possibly, using pencil and paper, take several. This can 
result in the device being treated as a 'black box'; the user leams that certain 
inputs result in certain outputs but the actual calculations are opaque. This 
scenario can result in the user not being able to sensibly interpret the output 
from the device and having to rely upon the answer given by the artefact being 
the correct solution to the problem. 
The incorporation of technology into mathematics was and still is driven by the 
needs of mathematicians. The use of such technology within mathematics 
education has been secondary resulting In the teacher having to devise novel 
ways of facilitating their use (Pimm & Johnston-Wilder, 2005). 
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Merle (2000 cited in Trouche, 1995) identified three main changes linked to the 
development of computer science in mathematics: 
- The computer has permitted, through its power of computation, the 
treatment of certain objects in a new light(...); 
- Computerised processing raises new questions and allows certain 
domains to be re-examined(...); 
- [the computer induces] the expansion of discrete mathematics, 
applied logic and algorithms. 
This rapid development has, to a certain extent, left mathematics education 
fighting a rearguard action. The majority of teachers were trained in an era 
where technology was evolving and therefore not established in the dassroom. 
They were probably taught in a traditional way, pen and paper, which can result 
in technology not being integral to their teaching practice. From an institutional 
perspective the incorporation of technology into mathematics education is 
expected but resourcing, in terms of artefacts, time and training, has not been 
addressed (Butler, 2005). In a survey conducted by Faure and Goarin (2001 
cited in Trouche, 1995) investigating the relationship between learners and their 
calculators they found that the process of appropriating the calculator as a tool 
was mainly based on explorationndiscovery. The teacher was found not to be 
very involved in this process. The data also indicated little change had occurred 
in ten years. One of the interesting outcomes from this survey was that the 
learners would like to have more involvement from the teacher in the process of 
appropriation. 
Hembree and Dessart (1986) performed a meta-analysis of the effects of 
calculators on student achievement and attitude. They concluded that for all 
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grades except grade four the use of calculators in concert with traditional 
mathematics instruction improved the average student's skills with paper and 
pencil exercises. They also found that sustained use of a calculator at grade 
four hindered the development of basic skills. A large-scale study of US 
teachers surveyed by Hadley and Sheingold (1993) concluded that for many 
teachers the integration of computer technology led to classrooms becoming 
more student-centred with the teacher acting as a facilitator rather than a 
'dispenser of knowfledge'. In another study (Means & Olson, 1997 cited in 
Ruthven. Hennessy & Brindley, 2004) they reported the use of computers 
drastically improved learner motivation and self-esteem. Ruthven, Hennessy 
and Brindley (2004) concluded that '...more grounded and situationally adapted 
concepts may also be needed to achieve the understanding necessary to 
support practitioners in integrating technology into their classroom practice' 
(p274). He commented that a fair comparison with the US studies cannot be 
made since the contexts of the studies were significantly different. They do 
suggest the integration of technology into the classroom requires careful 
planning and implementation with an emphasis on what the particular lesson is 
meant to achieve in terms of learning outcomes. 
2.10.1 Using Technological Artefacts to Learn Mathematics 
The use of technology in mathematics education presents a unique challenge 
since the interaction between the learner and the computer is based upon the 
interpretation and computation of symbols (Balacheff & Kaput, 1996). Ritter et 
al (2007) in his discussion of the computer implementation of ACT-R (Adaptive 
Control of Thought - Rational), a theory of cognition, commented the view that 
emerged from ACT-R is that learning is a process of encoding, strengthening 
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and proceduralising knowledge. This viewpoint is derived from three tenets; (1) 
there are two basic types of knowledge; procedural and declarative, (2) 
knowledge required to accomplish a task can be described as the set of 
declarative and procedural knowledge components and, (3) both declarative 
and procedural knowledge become strengthened with use and weakened with 
disuse. 
In terms of "mathematical linguistics', declarative knowledge is contained within 
the lexicon/grammar and procedural knowledge is the cognitive pathways 
constructed from learners learning. The lexicon acts as the key to activate the 
appropriate cognitive pathway. If there, as there can be, a difference between 
the mathematical grammar and lexicon of the learner and the external 
lexicon/grammar, the learner has to perform a cognitive process of transcoding. 
The problem of different or even conflicting lexicons is further compounded by 
the cxintinuous development of the artefacts. Learners get used to using a 
certain calculator, a particular computer program or even a particular screen 
layout only to find, in a relatively short period of time, a new model or an 
updated version becomes available. 
2.10.2 The Relationship between the Learner, Mathematics and 
Technology 
The fundamental relationship between the learner and mathematics changes 
once technology is introduced. In the case of CAS (Computer Algebra Systems) 
such as Derive, the notion of abstract objects becomes questionable. It has 
been suggested that the use of CAS reifies the mathematical concepts (Mariotti, 
2002) and subsequenUy mathematical concepts become '...'concrete 
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abstractions" because they reflect and reconstmct the systemic and 
interconnected nature of real objects' (Mariotti, 2002 p698). 
In his theory of didactical situations Brousseau (1997 cited in Mariotti, 2002) 
recognised the existence of potential conflicts between socially constructed 
knowledge and the learner's own knowledge construction. An interesting point 
raised by Mariotti is the process of constructing meanings is not directly related 
to practice. She gives an example of the concept of 'base'; although most 
people are familiar with counting, they do not necessarily understand the 
theoretical underpinnings of any counting system. This resonates with 
Wittengstein (1994) observations concerning natural language and the fact it is 
used by the majority of people who do not necessarily understand the rules. 
The conclusion from this is although practice is important it cannot be assumed 
mathematical meaning will automatically follow. 
The artefact, in an educational context, can be used in a number of ways. In 
one instance the learner constructs utilisation schemes therefore creating an 
instrument from the artefact and, the artefact can be used by the teacher as a 
communication tool to direct the learner to discover mathematical meanings 
(Mariotti, 2002). In both instances the artefact acts as a semiotic mediator since 
the learner's mathematical conceptions are formed through the use of the 
artefact. The learner has access to the lexicon/grammar of the artefact but the 
development of mathematical meaning is contingent on specific activities and 
guidance by the teacher. 
This led Mariotti to hypothesise: 
'Meanings are rooted in the phenomenologicai experience (actions of the user and 
feedback of the environment, of which the artefact is a component), but their evolution 
is achieved by means of social constmction in the classroom, under the guidance of the 
teacher.' 
p.708 
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The use of technology as a mediator is related to the possibility of creating a 
communication channel, using a shared language, between the teacher and the 
learner (Noss & Hoyles, 1996). An additional consideration which must be 
taken into account for mathematics education is the relationships between the 
meanings that emerge from using the instrument and the meanings that are 
accepted within the mathematics community (Mariotti, 2002). 
The function of an artefact is twofold; their external function is aimed at 
accomplishing a task i.e. a tool and, their internal function is aimed at controlling 
the action. Vygotsky (1978) used the phrase 'semiotic mediation' to describe 
the process of transforming the external pnDcess into the internal one. In this 
sense he did not make a categorical distinction between signs and tools since 
both perform ftjnctions of mediation. In the case of pre-automated (i.e. 
electronic calculators, mechanical adding machines etc) devices such as the 
abacus, the movements of the learner are linked to physical devices thus 
providing a mental image of the device. Pimm (1995) gave an example of 
Japanese schoolchildren who were skilled in using a soroban (a Japanese 
abacus). These children were able to perform six-digit mental ariUimetic by 
visualising the soroban in front of them. The physicality of the device provided 
a strong mental iniage, whereas visualising a calculator or a computer keyboard 
does not provide the same level of mental affordance. 
The learner's constmction of utilisation schemes can be hindered or in the worst 
case degenerate, due to the learner's inability to interpret the output from the 
artefact, Ruthven (2002) gave an example of the use of the 'simplify' command. 
The learners input a mathematical expression which they were required to 
simplify. The CAS did not perform as they expected compared to the way they 
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would have performed the simplification process with paper and pencil. 
Ruthven explained this by comparing the learner's notion of simplification which 
was situated ie within the context of the problem, and the CAS which was 
unable to take account of the wider situation. Drijvers and Gravemeijer (2005) 
found the same problem occurring with the 'solve' command. The learner's 
intuitive understanding of the word 'solve' was to find a solution. The command 
when executed within a CAS environment yielded an answer which the learner 
did not consider to be a solution (the tasl^ was to find a solution to x + y ~ 31. 
The CAS displayed y ~ 21- x which some of the learners did not view as a 
solution. This problem was in the context of finding the length of the side of a 
triangle. Drijvers and Gravemeijer speculated that probably the learners were 
expecting a rancrete numerical result since the context was a concrete 
geometrical one. Again this highlights the relevance of situated learning and 
the effect it has on the relationship between learners and technology. 
The multiplicity of commands available to the learner can also have a 
detrimental effect of the genesis of instnjmentation. Trouche (1995) coined the 
phrase 'automatic transportation' to describe the phenomenon where learners 
enter all the available data and then search for a command which could give the 
solution directly. Lagrange (2005) commented that CAS was developed to ease 
the simplification of the most common symbolic expressions. He termed the 
process of using the artefact for even simple expressions, rather than the more 
arduous process of reasoning, "push button' techniques. He gave an example 
of a learner having to find the limits of lim .^.,™ — . It was easier for the learner 
to 'push a button' on a calculator rather than think of the graphical 
representation or of the bounds. The danger with this is the learner associates 
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the concept of limits with the corresponding calculator technique and does not 
develop an understanding of limits. Lagrange went on to comment about the 
dilemma 'push button' techniques create. Because of the ease of using push 
button techniques the learner would avoid the more tedious and cognitively 
demanding route of reasoning with paper and pencil. The dilemma for 
mathematics educators is that although traditional techniques could become 
obsolete in the conceptualisation process, 'push button' techniques cannot 
replace them since the actual process is hidden from the learner. 
Artigue (1999) highlighted the constraints on the interface between learners and 
the computer which imposed constraints on the present generation of CAS to 
scaffold mathematical thinking and learning. In another study, Artigue (1997 
cited in Ruthven, 2002) reported on an episode in which relatively 
inexperienced learners using CAS were working on a task designed to engage 
them with work on 'bracketing and the writing of functions'. The learners were 
asked to write algebraic expressions written using conventional mathematics 
notation into the corresponding notation suitable for entry into the CAS 
software. She gave thefollowing example: a + - - f ^ ^ V She noted that some 
learners tried to reproduce the exact bracketing of the original expression on the 
screen by entering: 'a + 2/5 - (a + 2)/5 and a + 2/5 - {{a+2)/5). The screen 
displayed both of these equivalent expressions but with the brackets removed. 
Others entered: a + 2/5 - [a+2]/5 which produced a-\ iS±A These 
expressions, although the learners interpreted them the same, were interpreted 
differently by the software. This was evident when the learners attempted to 
use the 'simplify' command. The first two expressions produced —, the second 
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produced [-^] +a+^ which meant the simplification process expected by the 
learners had not occurred. As Ruthven (2002) commented, this example 
serves to illustrate some of the complexities surrounding the instrumentation of 
mathematical activities by using CAS. 
Symbolic manipulators, such as Derive, require the user to interpret the output 
since they are not specifically designed to be pedagogical devices (Pimm, 
1995). Their initial conception was to provide a means of performing 
calculations and consequently reducing the cognitive load of the user. The 
adoption of such artefacts by the education community has created a number of 
problems. An example of one such problem given by Pimm (1995) is the role of 
the graph. In traditional forms of teaching the graph is created within a temporal 
framework. This provides the illusion of the graph developing over a period of 
time and it is clear it is composed of a series of points. In the case of graphic 
calculators and some mathematics software the graphs appear instantaneously 
leading learners to treat them as a single object rather than a composite. Kaput 
(1989) suggested that graphs were normally used for display purposes rather 
than objects to be directly manipulated. The phenomenon of graphs appearing 
almost instantaneously has led learners to treat them as the primary information 
source whereas traditionally the manipulation of variables was performed on the 
equation(s) represented by the curve. 
2.11 Summary and Conclusions 
This chapter has reviewed the literature pertinent to this research. It has 
endeavoured to lay the theoretical foundations necessary to interpret and 
analyse the learners' behaviour studied in this project. The chapter has shown 
the importance of language acquisition and how complex this process is. It has 
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also highlighted the difficulty In the construction of a set of rules, a mathematical 
grammar that is capable of being applied consistently to the whole of 
mathematics. The conclusion from this is that, in order to make sense of 
mathematics, the learner has to construct different grammars for the different 
topics within mathematics. The development of a mathematical lexicon has 
also been shown to be problematic. In one instance a mark on the page' can 
be a symbol yet in another it can be an index pointing to a process. Fraction 
notation Identifies the operation required (indexical sign) but also acts to 
indicate a concept (in a sense an arbitrary icon since it has to be learnt). The 
majority of signs used within mathematics have similar constraints. 
The tutor's philosophy (Ernest, 1989) of mathematics also has a considerable 
impact on how the subject is taught. Similarly, the learner's philosophy on the 
purpose of mathematics is very influential. For example, the majority of 
engineering students prefer to work with mathematics grounded in the 'real 
world' whereas some mathematics students are quite happy to work with 
abstractions in a formalistic framework. 
The sections which discussed the modularity of mind, arithmetic models and the 
road to mathematical expertise provided the foundations for the development of 
a theoretical model from which a semantic nradel can be developed. 
2.11.1 Theoretical Framework 
The review of the literatijre pertaining to the development of achieving 
mathematical competency, highlighted the following major features which must 
be accounted for: 
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1. The initial information stream (aural, orthographic or diagrammatic) 
needs to be 'broken' down into segments from which information can 
extracted. This process is known as parsing. 
2. Within the parsed information stream meaningful units need to be 
identified (identification of concepts). 
3. The identified meaningful units need to have a meaning attached (access 
to a lexicon). 
4. The lexical entry needs to be associated with a set of processing rules 
(the grammar). 
5. The resultant resolution may need to be transcoded into conventional 
mathematics notation and language ie. the process of transfemng one 
symbolic system into another. 
The parsing process can be very complex. On the initial reading of a 
mathematical construct, a decision has to be made as to the nature of the 
information input stream. For example, if it is a mathematical equation the 
parser has to be able to distinguish between the various components of the 
equation. In the case of a quadratic equation, the squared term, the linear term 
and the constant term have all got to be identified as individual units of 
information (atomic structures). The process of dealing with a mathematical 
problem written in natural language involves the recruitment of even more 
cognitive resources. The extraction of pertinent information from the text can be 
problematic, especially for the novice learner. Similarly the non-essential 
infomiation must be discarded. Usually a mathematical problem written within 
the context of natural language requires the learner to transcode the words into 
algebraic symbols. Concomitant with this is the correct interpretation of the 
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symbols. For example, the reversal error discussed in section 2.3.1 where the 
symbol is misinterpreted and the wrong meaning attached. 
Natural word problems also tend to require a lot of cognitive resources in terms 
of demands on working memory {short term memory). The learner has to parse 
the natural language structure and assign a symbol to the relevant information 
and ultimately remember this 'tokenisation' process. Once all the pertinent 
information has been recognised and tokenised, the learner then has to 
formulate a mathematical construction. This construction could take the form of 
an equation, an expression or a partial, intermediate construct to be used at a 
later time. 
In order to perform any type of calculation, the identified information units must 
have a corresponding entry in the leamer's lexicon. If one does not exist the 
learner has to look at appropriate learning materials, for example a text book or 
lecture notes, and create a lexical entry. Once the entry in the lexicon has been 
accessed the associated rules (grammar) need to be linked to the concept so 
that sensible calculations can be performed. This stage of the process can be 
problematic especially where learners have been taught in an algorithmic way 
and they have only partially assimilated the procedure. This can lead to 
learners attempting to apply partially remembered algorithms and not having 
enough knowledge to realise their mistake. In a similar way, when learners 
experience a conflict with virtiat seems intuitive, for example the analysis of 
forces on a ball thrown upwards, and the mathematical formulation, they can 
revert to their intuitive interpretation (pseudoscientific/folk definitions) and either 
ignore the mathematical formulation or become very confused. 
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The lexical entry need not be a single symbol. In some cases the combination 
of symbols can form a single entity. Using the example of a quadratic equation 
again; the notion of an equation being quadratic in nature relies upon the 
relationship between a vanable and its index. In order for the learner to 
understand a quadratic equation she has to recognise a variable, have 
knowledge of indices and know that when the index is a 2 the equation is 
deemed to be quadratic. Once this has been established the lexicon can point 
to the various techniques for solving this type of equation. Implicit within this 
process is the amount of semantic processing that needs to occur. In the initial 
stages of learning how to solve quadratic equations, the learner has to perform 
a lot of semantic processing ie. the atomic structures have to processed 
individually and the relationship between them identified and acted upon. With 
time and practice the amount of semantic processing reduces until eventually 
the learner is able to recognise a quadratic equation and recall the associated 
solution techniques more or less instantaneously. This automisation (or 
asemantic processing) process can lead to learners making uncharacteristic 
errors. At this stage, the learner has the ability to parse the mathematical 
construct quickly which could result in a vital piece of information either being 
missed or misinterpreted. For example, when learners are given a series of 
equations to solve and the first few are all identical the learner could assume 
that all subsequent questions will be of the same format. This behaviour can 
result in the learner not carefully parsing the subsequent equations and 
therefore present incorrect resolutions. 
Mathematical constructs, especially at a more advanced level, rarely depend 
upon one form of a mathematical construction. For example, in the solving of 
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differential equations the learner has to be competent at algebraic manipulation, 
competent with various simplification techniques {eg. converting to logarithms, 
using indices) and be able to integrate different types of functions (eg. 
trigonometrical, hyperbolic). In these cases, ftie learner must be able to recall 
the pertinent lexical entry and use a multitude of interdependent grammars in 
order to produce a sensible resolution. 
The final stage of demonstrating competency at mathematics involves the 
learning being able to communicate their resolutions. The initial problem may 
have been given in the form of a series of equations and the required solution in 
the form of a graph. In this case the learner would, once again, invoke a 
transcoding process to ensure the graph was a true representation of the 
solution. 
The above discussion provides a theoretical framework from which a semantic 
model of how learners interpret mathematics can be achieved. The model must 
be able to account for the highlighted processes and be robust enough to be 
applicable to situations which were not used in its development. 
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Chapter 3 Research Methodology and Methods 
3.1 Introduction 
This chapter discusses three research paradigms, their associated research 
methods and the tools used to collect the data for this research. The selection 
of a particular paradigm and its methods was driven by the need to investigate 
the impact of multiple semiotic systems on students' ability to learn mathematics 
and to use this data to develop a semantic model based upon the theoretical 
framework discussed in section 2.11.1. 
The first part of this chapter discusses the different paradigms, followed by a 
discussion of the data requirements of the study and finally a detailed 
discussion of the selected paradigm along with the associated relevant research 
methods and tools. 
3.2 Research Paradigms 
The purpose of this research was to gain an insight into the effects on learners 
using multiple semiotic systems to learn mathematics and to develop a 
semantic model to account for these effects. In order to gain this insight some 
form of metric was required and the one chosen was behaviour. Behaviour can 
be interpreted to mean many things, but for the purpose of this research, it will 
be used to mean an observable and measurable activity which underlies and 
demonstrates the learning of a mathematical concept or skill. 
To obtain the valid data required, a systematic and reliable methodology 
needed to be used and in order to make an informed decision various ones 
were investigated. The following section outlines three methodologies used 
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within educational research and categorised by Ernest (1998) as the Scientific, 
Interpretative and Critical Theoretical paradigms. 
3.2.1 The Scientific Paradigm 
This paradigm is often employed in the physical sciences and is concerned with 
objectivity, prediction, replicability and generalisabiiity. The underiying 
philosophy of this paradigm Is the belief that science is necessarily empirical 
and that any procedures used to obtain the data must not only show how the 
findings have been achieved, but be replicable by other scientists who may wish 
to verify the results. Within mathematics this approach comes from a logical 
positivism perspective founded by Compte who held that knovi/ledge of the 
worid arises from observation (Fumerton, 1999) and claimed that the goal of 
science is prediction, to be accomplished using laws of succession. A model 
suggested by Hitchcock and Hughes (1995) summarises this approach: 
Stage 1: Hypotheses, hunches and guesses 
Stage 2: Experiment designed; samples taken; variables isolated 
Stage 3: Correlations observed; patterns identified 
Stage 4: Hypotheses fonned to explain regularities 
Stage 5: Explanations and predictions tested; falstfiabiUty 
Stage 6: Laws developed or disconfimiation (hypotheses rejected) 
Stage 7; Generalisations made 
Stage 8: New theories 
One criticism made against this approach has been the acknowledgement that 
human behaviour cannot be easily categorised. Positivism, hence the scientific 
paradigm, does not account for the individualism exhibited by people. 
Individuals tend to interpret their experiences with their own unique form of 
representation (Cohen, Manion & Morrison, 2007). 
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Human discourse, especially in the field of education, uses many semlotic 
systems to convey meaning. If every student interpreted the signs and symbols 
used within mathematics in the same way, then the problems associated with 
learning mathematics would be greatly reduced. The tutor would not have to 
employ multiple strategies to try and convey the meaning associated with the 
signs and symbols used. For this, and similar reasons, the scientific paradigm 
was rejected for this research project. The focus of the research was on the 
interpretation and use of semiotic systems, so therefore generating a precise 
hypothesis to encapsulate the research question would have been extremely 
difficult. 
3.2.2 The Interpretative Paradigm 
This paradigm has its roots in sociological and social science research and 
uses methods developed from such disciplines as ethnography and 
anthropology (Emest, 1998). This approach to research recognises the 
uniqueness of individuals and how they react within their particular domain. It 
emphasises the need to have a contextual base so the researcher can, as it 
were, enter the world of the individual and attempt to understand it. This 
paradigm makes extensive use of the case study as a means to extract the data 
associated with individual experiences. This is not the only approach used in 
an interpretative paradigm since in many instances quantitative data is required, 
and tools such as questionnaires, can be usefully employed. 
Cohen, Manion and Morrison (2007) suggest that a case study provides a 
means of capturing data about a single instance within a bounded system. It 
provides the opportunity to observe, in this case, a group of students working 
within a system designed to enable them to achieve a high level qualification. 
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By adopting this approach it is possible to account for the interaction between 
the learner, the subject, the technology and the tutor. In this sense a dialogue 
is created which would be difficult to capture using nonobservational 
approaches. Cohen, Manion and Morrison (2007) also suggest that the case 
study is similar to a documentary in that the events and situations are allowed to 
unfold as they occur and not judged by the researcher. Another interpretation 
given by Ernest (1998), suggests Uiat this approach could be classified as 
'bottom up' in that it looks at the particular to illuminate the general. 
It could be argued that if only a particular situation is being investigated, how 
can it be generalised? Flyvbjerg (2006) in his discussion of the five 
misunderstandings of case studies refutes misunderstanding number two which 
states that you cannot generalise from a case study. He contends that 
providing the right case is selected it is perfectly acceptable to generalise from a 
case study. Although each educational encounter, be it in the classroom or in a 
workshop, is unique; there are many shared diaracteristics which fellow 
educators can identify with, and since all mathematical teaching and learning 
involves the use of multiple semiotic systems, the output from this research will 
be applicable to many encounters. 
The important factor vflthin this approach is for the researcher to ignore 
preconceived notions and, as in the case of a book, let the namative unfold. It is 
incumbent upon the researcher to observe, and not to influence the events 
taking place. Hitchcock and Hughes (1995) suggest that a case study has 
several important features: 
1. It is concerned with a rich and vivid description of events relevant to the case. 
2. It provides a chnDnological narrative of events relating to the case. 
3. It Wends a description of events with the analysis of them. 
4. It focuses on individual actors or gnaups of actors, and seeks to understand their 
perceptions of events. 
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5. It highlights specific events thai are relevant to the case. 
6. The researcher is integrally involved in the case. 
7. An attempt is made to portray the richness of the case in writing up the report. 
Simons (1996) has argued that the case study needs to address the following 
paradoxes: 
1. reject the subject-object dichotomy, regarding all participants equally; 
2. recognise the contribution that a genuine creative encounter can make to new foims of 
understanding education; 
3. regard different ways of seeing as new ways of knowing; 
4. approximate the ways of the artist; 
5. free the mmd of traditional ways of analysis; 
6. embrace these paradoxes, with an overriding interest in people. 
Since the students and their use of multiple semiotic systems were the focus of 
this study, a case study approach was considered appropriate. It afforded the 
opportunity for the researcher to observe how the students Interpreted the 
teacher's use of signs and symbols, how they interpreted their records of the 
lesson and how they translated the ones used by Derive. Although the case 
study was considered appropriate for this project there are drawbacks and 
temptations which, if the researcher is not aware of, can invalidate any data. In 
particular this approach does not mean an unsystematic or non-rigorous 
approach to data collection is acceptable; methods should be valid and reliable. 
There are various pitfalls that the researcher adopting this approach should 
avoid; journalism, selective reporting, an anecdotal style, pomposity and 
blandness (Nisbet & Watt, 1984). The first two pitfalls are ones that can be 
difficult to avoid, since the researcher is interested in investigating a certain 
situation and may already have some notion as to the outcome. For the 
purposes of this research it was decided to make video tape recordings of the 
output from the students" monitors. The data collected by this means was 
independent of the researcher since the camcorder was left to record 
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unattended, reducing the possibility of the researcher influencing the data 
collection. This does not exclude the potential for misinterpretation of the 
recorded data when it is analysed at a later date (Hammersley, 2008). There is 
also the potential for one particular episode to be given an inappropriate amount 
of attention especially if it highlights the researcher's preconceived notions of 
how the learners should react in certain situations. The recording of the 
computer screen data presented a problem of interpretation. For example, an 
assumption was made (based on anecdotal evidence) that when the cursor was 
left to 'hover' the learner was trying to resolve a cognitive dilemma. These 
issues are discussed In more detail within the analysis chapter. 
3.2.3 Critical Theoretical Paradigm 
This paradigm resembles the interpretative paradigm in that there is a desire to 
investigate certain phenomena. It differs in that it also engages in social critique 
and the emancipation of the disempowered, to redress inequality and to 
promote individual freedoms within a democratic society (Cohen, Manion & 
Morrison, 2007). Two particular research methodologies associated with this 
paradigm are ideological critique and action research. The ideological critique 
uses as a starting point the view that systems, groups and individuals operate in 
particular ways to promote their own interests at the expense of other groups. 
Habennas (1972) suggested that ideological critique through reflective practice 
could be addressed in four stages: 
1. A description and interpretation of the existing situation. 
2. A critical investigation into the reasons that brought the existing situation into existence. 
3. An agenda for transforming the existing situation. 
4. An evaluation of the achievement of the situation in practice. 
(Adapted from Cohen, Manion & Morrison. 2007) 
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This research project was not about implementing a social change within H.E. 
so therefore this paradigm was not considered appropriate. 
3.3 Validity and Reliability 
Validity has multiple definitions and therefore its meaning and interpretation is 
dependent upon the context. For example, in Formal Logic, classical validity is 
defined as: "an inference is valid if and only If there is no possible situation in 
which the premisses are true and the conclusion false" (Smith, 2003). Whereas 
in educational research, validity is not so well defined and relies upon the 
researcher adhering to the principles of the chosen research paradigm. 
Hammersley (1992) suggests that within qualitative research validity replaces 
certainty with confidence in results since the researcher is interpreting another's 
reality and not reproducing it. The common factor in all definitions of validity is 
that the instruments employed actually measure what they are intended to 
measure. A useful breakdovim of validity and its application to qualitative 
research was given by Maxwell (1992) who argued for five kinds of validity: 
• descriptive validity the factual accuracy of the account, that it is not made up, 
selective, or distorted; 
• interpretive validity the ability of the research to catch the meaning, interpretations, 
terms, intentions that situations and events, i.e. data, have for the participants/subjects 
themselves, in their terms; 
• theoretical validity the theoretical constructions that the researcher brings to the 
research (including those of the researched); 
• generalisability the view that the theory generated may be useful in understanding 
Other similar situations; 
• evaluative validity the application of an evaluative framework, judgemental of that 
which is being researched, rather than a descriptive, explanatory or interpretive one. 
Adapted from (Cohen, Manion & Momson, 2007, p135) 
The confidence in the results can be dramatically increased by recognising 
invalidity threats at the design stage. Cohen, Manion and Morrison (2007) list 
the following areas 
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' choosing an appropriate time scats; 
' ensuring that there are adequate resources for the required research to t>e 
undertaken; 
' selecting an appropriate methodology for answering the research questions; 
' selec^ng appropriate instrumentation for gathering the type of data required; 
using an appropriate sample; 
demonstrating internal, external, content, concurrent and construct validity; 
• ensuring reliability in terms of stability; 
selecting appropriate foci to answer the research questions: 
devising and using appn^priate instruments. 
(Adapted from Cohen, Manion and Morrison. 2007, p144) 
Similarly at the data gathering stage, steps can be tal<en to increase validity: 
• reducing the Hawthorne effect; 
• minimizing reactivity effects; 
• trying to avoid dropout rates amongst respondents; 
• avoiding having too long or too short an interval between pretests and post-tests; 
• ensuring standardised procedures for gathering data or for administering tests; 
• building on the motivations of the respondents; 
• tailoring the instruments to the concentration span of the respondents and addressing 
other situational factors; 
• addressing factore concerning the researcher 
(Adapted from Cohen, Manion & Morrison. 2007, p144) 
The data analysis stage is particularly prone to invalidity problems, which can 
be reduced by: 
• using respondent validation; 
• avoiding subjective interpretation of data; 
• reducing the halo effect; 
• using appropriate statistical treatments for the level of data; 
• recognising spurious correlations and extraneous factors which may be affecting the 
data: 
• avoiding poor coding of qualitative data; 
• avoiding making inferences and generalizations tjeyond ttie capability of the data to 
support such statements; 
• avoiding the equating of congelations and causes; 
• avoiding selective use of data 
• avoiding unfair aggregation of data; 
• avoiding unfair telescoping of data; 
(Adapted from Cohen, Manion and Morrison, 2007, p144) 
At the data reporting stage, invalidity can be minimised by being aware of the 
following: 
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I avoiding using data very selectively and unrepresentatively; 
I indicating the context and parameters of the research in the data collection and 
treatment, the degree of confidence which can be placed in the results, the degree of 
context-freedom or context-boundedness of the data; 
' presenting the data without misrepresenting their message; 
' making claims which are sustainable by the data; 
' avoiding inaccurate or wrong reporting of data; 
ensuring that the research questions are answered. 
{Adapted from Cohen, Manion & Morrison, 2007. p145) 
Reliability is defined to be a measure of the replicability of the research and 
since this was mainly a qualitative research pnDject concerned with a particular 
situation, it could be argued that the project was unreliable. This is not to say 
that a similar group of learners in similar circumstances would not provide 
similar responses, but the uniqueness of the context makes the reliability issue 
a contentious one. 
3.4 Issues with Insider Research 
This research was carried out with students who were known to the tutor. In 
this context the researcher could be said to be an insider as opposed to an 
outsider looking in on a particular community. These terms originate from 
anthropology where Griffith (1998) defined an insider as someone whose 
attributes give a lived familiarity with the group being researched and an 
outsider as someone who does not have a detailed knowledge of the group 
being studied prior to the commencement of the study. In terms of educational 
research where the researcher is in a position of authority in relation to the 
subjects of the research, the situation is not dichotomous. How the learners 
view the tutor can be very fluid in the sense that in a teaching and learning 
context the tutor is perceived as an authority figure, whereas in a less formal 
setting their reactions suggest the relationship is a mixture of familiarity and 
respect. Griffith (ibid) describes this relationship as one that moves 'back and 
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forth across different boundaries' (p 368). In terms of the spectrum, with the 
insider at one end and the outsider at the other, the tutor/researcher's position 
tends to be more towards the outsider end thus enabling a boundary to be 
defined between the learners and the tutor. This boundary is one that is 
implicitly negotiated in that its definition relies upon the existence of mutual 
respect and the recognition of the roles each party plays in the teaching and 
learning process. Fnam a tutor's point of view this invisible barrier has to exist 
to ensure accusations of favouritism are not contemplated and assessment 
decisions are based upon a dispassionate view of the student's work. In a 
similar way, the students require their tutors to be outsiders in relation to the 
intimacy of their learning community but also must have a degree of insidemess 
in order to empathise with their situation. Thus the student-tutor relationship 
becomes a very complex one subject to variability in very short time frames of 
reference. This situation is further compounded if the learning environment is 
viewed as an autonomous distributed cognitive system in the sense of 
Cangelosi (2007). In this situation the physical space, presence of learning 
artefacts, the learner conception of the tutor and mode of learning all impinge 
on the insider/outsider relationship between the learners and the tutor. If the 
learners perceive this learning environment as a place where they are 
respected and safe, then the tutor's position moves more towards the insider 
end of the continuum. On the other hand, if the learner feels threatened and not 
taken seriously, then the Ujtor becomes more of an outsider. 
From the above discussion it is evident that the tutor acting as a researcher 
must be aware of any situation that could jeopardise the objectivity of the 
research. A delicate balance needs to be achieved between being perceived as 
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an insider in order to obtain the inner thoughts of the students and an outsider 
to maintain a degree of objectivity. In reality, the overarching caveat is that the 
students are aware of the role the tutor plays in determining their future 
academic success. This factor probably has a strong influence in an interview 
scenario, be it structured or semi-structured, on the responses given by the 
students. In this context the insidemess of the tutor can be advantageous in 
that the answers given by the students can be analysed based on the tutor's 
knowledge of their characters. This in itself does not promote objectivity but 
used with other measures, such as written work, answers to questionnaires, can 
offer the tutor/researcher a degree of confidence in the reliability of the 
outcomes. 
Cohen, Manion and Morrison (2007) in their discussion of the problems with 
ethnographic and naturalistic research approaches, highlight the issue of 
reactivity. This is more commonly known as the Hawthorne effect. This is 
where the presence of the researcher alters the situation as the research 
participants may wish to 'avoid, impress, direct, deny, or influence the 
researcher' (p 189). This situation is further compounded in education research 
by the emphasis on assessment. Learners in any given situation are conscious 
of the fact that they have to pass examinations, produce coursework to a 
required standard in order to achieve a qualification. The role of the 
tutor/researcher as the interviewer needs to discriminate between the answers 
that the interviewees are giving to make themselves appear knowledgeable and 
genuine answers to the interview questions. In this research, it was decided to 
interview the learners in pairs. The reason for adopting this approach was (1) 
the learners would be able to react to one another and, (2) the learners could 
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use the answer given fay one of them to stimulate further answers. An 
additional benefit of this approach was that the learners became somewhat 
engrossed in the interview; they not only responded to the interviewer but also 
to the each other's answers. This was evident in the way that at times, one of 
the learners would interject before the other had finished what they were saying. 
This situation could have easily been missed except for the fact the interviews 
were videotaped. The tutor/researcher had an inclination that this was 
occurring at the time of the interview, but it was not until the interviews were 
reviewed and transcribed that this behaviour became overtly noticeable. From 
a tutor's perspective, the answers given by the learners were a reflection of how 
well they understood the topic. When teaching a topic a tutor assesses how 
well the learners have understood it. This is a very subjective assessment and 
may be influenced by many factors such as how the tutor perceives their role. If 
they believe they are the knowledge giver in the classroom and the learners are 
the receptacles of learning and the way in which they deliver the topic makes it 
'obvious', then their egos can easily be damaged. On the other hand, if the 
tutor has respect for the learners and realises that they could have different 
conceptions from their own, then the outcome from analysing the learners' 
responses can be a valuable aid in improving the tutors approach to engaging 
the learners in a more proactive learning environment. 
The use of a camcorder to record the on-screen activities of the learners vA)en 
using Derive provided the tutor/researcher with a non-judgemental, non-
interfering way of observing the learning activity. The act of making judgements 
could then be deferred until the tutor/researcher had compiled his field notes. 
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transcribed the interviews and reviewed the interviews. This approach provided 
a mechanism in which the reliability of the learners' answers could be assessed. 
The above discussion focussed on some of the issues concerning the role of 
the tutor as a researcher. One of the conclusions that can be drawn from this is 
that the tutor/researcher must take advantage of as many mechanisms as 
possible in order to reduce any bias in the analysis of the results from their 
research. The answer to the question of whether the tutor/re searcher is one 
hundred percent objective is contentious. This is why measures of reliability 
and validity are important characteristics any researcher needs to account for. 
The true test of reliability and validity rests with the mathematical education 
community in that the conclusions from any research should either be replicable 
or be supported by similar research. This does not mean that a novel research 
method should be rejected because it countermands existing wisdom. Any 
novel research method should be judged against how the research was 
conducted ie. what methods were employed, and by its internal consistency. 
3.4 Data Requirements 
The data required from this study had to illustrate how learners interacted with 
different semiotic systems. This data could then be used to develop a semantic 
model illustrating how learners interpreted the symbol systems they 
encountered. To achieve this, the following requirements were necessary: 
(1) A valid and reliable research instrument able to illustrate different leamer 
approaches to solving mathematical problems. These problems could be 
presented using mathematical notation, using natural language (UK 
English), a graphical representation or a combination of the preceding 
categories. 
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(2) A way of recording learner interactions with a technological artefact. 
(3) A method or methods of collecting qualitative data. 
(4) A method of validating both the conclusions. 
3.5 Research Subjects 
The group of students chosen for this research were engaged in a two year 
Foundation Degree in Computer Networi<ing. The dass consisted of five 
students with different experiences of learning mathematics. Three of the group 
had recently graduated from their secondary education, one had studied for a 
National BTEC qualification in computing some years ago and the final member 
did not have any formal qualifications. Their motivations for embarking on the 
course were diverse. One of the younger students, instead of going to 
University, was treating it as the first two years of an undergraduate programme 
leading to a BSc (Bachelor of Science) in ICT (Information and Communications 
Technology) with the view of completing the study at the awarding HEI (Higher 
Education Institute). One other moved to the county specifically to study the 
course. The remaining younger student lived locally. In both these cases they 
had not had a good learning experience of mathematics during their secondary 
education and had developed the belief shared by many young people that they 
'couldn't do maths'. The student returning to study after a break of some years, 
had decided it was time 'to do something with his life' and had therefore decided 
to continue in the career he had chosen when he first left secondary education. 
He had successfully studied for a National Diploma in Computing. The final 
member of the group had not had a good experience of secondary education, 
which he had found to be tedious and just went through the motions. His first 
contact with the college had tieen via his social worker. At the time he had 
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been studying for an AVCE (Advanced Vocational Certificate in Education) in 
ICT, but later It was discovered that he had not completed the qualification, 
although it was a pre-requlsite for joining the FdSc Computer Networking. As a 
group of learners they were socially well adjusted and willing to learn. Initially, 
with some of the members, there were issues of confidence which were evident 
in their lack of participation in whole class discussions. One member in 
particular, who worked hard, had various personal problems throughout the 
course. Although this had an adverse effect on his performance in 
assessments, It did not diminish his motivation to complete the course. 
The main study was conducted with the following year's cohort of students on 
the same course. There were a similar number of students, five, with similar 
heterogeneous profiles. 
The programme of study included two mathematics modules; Mathematics with 
Applications 1 and Mathematics with Applications 2. The former module 
covered fundamental topics such as transposition of formulae, algebra, 
simultaneous and quadratic equations. The second module covered 
introductory calculus, with topics such as basic differentiation, maxima and 
minima, and simple integration. These modules are studied in the first year of 
the programme and are designated as level four within the United Kingdom's 
National Qualifications Framework. Module one was studied in semester one 
with an allocation of thirty six hours of study, and module two was studied in 
semester two with the same number of guided learning hours (36 hours). In 
both semesters this allocation was divided into three components on a weekly 
basis; one hour whole class lecture/activity, one hour in the computer laboratory 
and one hour tutorial. 
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Once the semantic model had been developed a totally different group of 
learners were chosen in an attempt to validate the model. The learners were 
selected from different courses: three were training to be mathematics teachers 
(two were studying for the Mathematics Enhancement Course and one was 
studying mathematics and education) and one had just completed his advanced 
level certificate in mechanics. Working with these learners would provide a 
picture of how the semantic model could account for the different strategies of 
immature mathematicians In the interpretation of mathematical problems but 
could not accxjunt for how mature mathematicians interpreted the problems, 
because there were no mature mathematicians In the sample. To verify that the 
model could account for all mathematical abilities, experienced tutors were also 
given the same problems and subsequently interviewed. 
The questions were based on Laurillard's (2002) work with physics students In 
their first year of university. Her original question, which was specific to 
Newton's third law of motion, was modified in order to gain an Insight into the 
pareing and semantic processing processes. The learners were asked to 
articulate their thoughts in a written forniat and then were interviewed 
immediately after they had attempted the questions. 
3.6 Research Context 
This research was potentially complicated by the fact that the researcher was 
also the tutor. In some Instances this could cause a conflict of interest where 
the researcher was attempting to obtain data when the learners required 
attention. To partially ameliorate this situation a video recorder was used to 
record the computer based sessions without human intervention. This 
approach also reduced any influence the researcher had on what data was 
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recorded (Plowman & Stephen, 2008). The validation phase of the research 
was different in that the researcher was unknown to the learners. 
In order to obtain an idea of how different semiotic systems influenced the 
students' learning of mathematics. It was necessary to have some indication of 
their existing knowledge and skills. To this end a pre-test was administered to 
gather data about any increase or decrease in knowledge and skills and the 
same test was used after the programme of study in order to see if any change 
had occurred. Since part of this research was concerned with the influence of 
technology on their Interpretation of mathematics, their work with a software 
package, Derive, was recorded using a camcorder. To give a more complete 
picture of the influence of technology, natural language and mathematical 
language, videoed semi-structured interviews were used. The subsequent 
analysis of the tests, vtdeoed screens and interviews were then compared to 
the field notes (Appendix C) taken during the course of the programme of study. 
This cross-referencing provided a means to validate the researcher's 
interpretation of their actions and provide a rich 'picture' of their underiying 
leaming processes. 
3.7 Computer Software 
The software package chosen for this research was Derive, a CAS (computer 
algebra software). Derive has been used within education for quite some time 
and has been continuously updated. Since its first release, many educators 
have been involved in the development of resources covering a vast range of 
mathematical topics (for example Graham, Berry & Watkins, 1997; Townend & 
Pountney, 1995). The graphing facilities, although not unique to Derive, are 
powerful and accessible and do not require a lengthy initialisation process. The 
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benefit of this to both educators and learners is that visual representations can 
quickly be constiucted to illuminate a parUcular point. The interface for the 
program is reasonably intuitive and takes a relatively short time to learn, it uses 
the familiar desk-top metaphor with a clear and uncluttered work space. The 
symbols used within mathematics are readily available, and it is a 
straightforward operation to incorporate them into expressions and equations. It 
is relatively inexpensive for an institution to purchase a site licence, and has the 
additional benefit of students being able to purchase a private copy at a vastiy 
reduced rate. This second benefit meant students were able to buy copies and 
hence not be reliant on using the college's ICT provision. They were able to 
use the software at a time and place convenient to themselves. 
3.8 Programme Delivery 
The study of a topic would typically follow the following format: a lecture/class 
activity, Derive used and a tutorial session where problematic issues were 
discussed. The lesson would be used to either introduce a new topic or 
introduce an element of a new topic. The tutor would give and explain the 
necessary mathematical language, define any new terms and contextualise the 
topic. Content delivery followed a 'traditional' approach where illustrative 
examples were worked through on a white board with students actively involved 
in finding solutions. In order to develop the learners' knowledge/skills at a 
comfortable pace, the eariier examples were straight forward and only utilised 
techniques peculiar to the topic being covered. As the examples progressed, 
more complex expressions were introduced with the expectation the learners 
would be comfortable with the new techniques and therefore would not be 
challenged by the reliance on previously learned operations. The programme of 
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study was designed to provide the necessary knovtrfedge/ski!Is to solve 
contrived problems and to allow time to discuss and reflect upon resolutions. 
The students were expected to attend lessons, make notes and in the first 
instance solve problems using 'pen and paper". Once they had attempted to 
solve the problems, they were encouraged to use Derive to compare and reflect 
upon their resolutions. 
3.9 Research Methodology 
In order to provide the necessary answers to the question of how multiple 
semiotic systems impact on students learning of mathematics, a research 
methodology had to incorporate methods capable of producing quantitative and 
qualitative data. The quantitative data would be used to judge if there had 
been any change in the knowledge and skills of the learners, The results from 
the analysis of the quantitative data were also used to inform the development 
of the semantic model based on the assumption that an increase or decrease in 
knowledge was the result of a change in the associated cognitive process. The 
qualitative data was used to discover the strategies employed by the learners in 
the interpretation of the mathematics presented to them. 
The size of the group being studied also suggested that any meaningfijl data 
regarding the strategies employed by the learners would best be ixillected by 
direct observation and other such qualitative methods. Although a 
questionnaire would be feasible, any statistical analysis performed on the data 
would be meaningless, since twenty percent of the sample would equate to one 
student. This would produce a significant skew in the interpretation of the 
results, leading to possible false conclusions. In this situation and within the 
context of the research, it was decided to treat the project as a case study. The 
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group was representative of students who have studied for this qualilication in 
the past and therefore, although the results are not necessarily generalisable, 
they would provide reasonable indicator for the future development of the 
course. 
The selected research instrument was the Chelsea Diagnostic Test for Algebra 
used in the Concepts in Secondary Mathematics and Science (CSMS) project. 
The rationale for choosing this test, rather than using exam or previous grades 
vras driven by the necessity to have some form of metric from which inferences 
could be made as to the level of algebraic skills and knowledge of the learners. 
The test was originally used by Kuchemann (1981) in a longitudinal study of 
secondary age pupils as part of the CSMS project. The test was a 51-item 
paper-and-pencii test administered to 3000 pupils, aged 13, 14, and 15 years 
old. He indicated that the test was also relevant to older learners, and since 
there is not necessarily a correlation between chronological age and 'maturity' 
in mathematics knowledge and skills It was deemed appropriate to use. 
The tests' authors (Hart 1985) established reliability with large samples of 
students and found the following coefficients of reproducibility and scalability: 
0.99 for reproducibility and 0.99 scalability (Mines, Khoury & Klanderman, 
2001). 
It was administered as a pre and post test with the first cohort, with the intention 
of providing an indication of the levels of a priori knowledge/skills and a postori 
knowledge/skills; the aim being that some form of value added could be inferred 
from comparing the scores on completion of the course of study. 
In the original test, the following criteria were used to make decisions about the 
learners' levels of knowledge/skills. 
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Letter evaluated : At the outset of a problem the learner assigns the letter a 
numerical value, without first operating on the unknown. For example, when 
presented vi^ th problem, x + 3 ^ 11, the learner might recall any number or 
might recall the number fact, 8 + 3 = 11. 
Letter not used : The learner ignores the letter or at best acknowledges it but 
does not give it any meaning. For example, if asked to find the value of 
a + b + 2 when a + b = 27, the learner responds "29" without ever thinking 
about the a, the 6, or a + b. 
Letter used as an object: The learner regards the letter as a shorthand for an 
object or as an object in its own right (e.g., "3a" is interpreted as "3 apples."} 
Letter used as a specific unknown or constant : Learners perceive the letter 
as a specific but unknown number and can operate on it even though its value 
Is not known. For example, Kuchemann (1981) asked children to find rwhen the 
following conditions were stated: r = s + t and +s + £ = 30 . A substantial 
number of children responded with r equals 10, evidently evaluating r directly 
from the second equation. Replacing s + t by r in the second equation and 
then evaluating rfrom the expression, r -i- r = 30. is a more complex process 
for the child involving a system mapping. Here, students failed to realize that 
s + t in the second equation should be replaced by r. 
Learners were also willing to manipulate the expressions despite the lack of 
closure that this involves. For example: questions 4(c) and 5(c) could be 
answered with 7n and 16 rather than 3n + 4 and S + g respectively. 
Letter used as a generalised number: At this level the student perceives the 
letter as representing, or at least being able to adopt, several values rather than 
just one. For example, if learners are asked to list all the values of x when 
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X + y = 12, they will list more than one of the whole numbers that satisfy the 
conditions rather than only one such number. However they tend not to realize 
that all numbers that satisfy the conditions are required. 
Letter used as a variable : In this final stage, the learner sees the letter as 
representing a range of unspecified values and understands that a variable is 
defined by its relation to other terms in the expression (English & Halford, 
1995). 
In order to facilitate the process of providing an evaluation of learner ability 
levels, a matrix was produced. This matrix mapped selected learner responses 
to one of the criteria therefore enabling scares and hence leveis to be assigned 
to individual learners. 
3.9.1 Explanation of levels 
At level one the learner can solve the questions without having to operate on 
letters representing numbers or the letter can be Ignored. The learner can treat 
the items as being purely numerical. 
Level two learners tend to treat the letters as objects. Many items can be 
solved effectively in this way but sometimes it is totally inappropriate. For 
example: 
For every Packard machine in a particular office, there are four Canon machines Using 
the letter P to represent the number of Packard machines in the office, and the letter C 
to represent the number nf Canon machines, write a simple equation corresponding to 
the above statement 
{PawleyetaJ, 2005) 
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A common response to this was found to be P = 4C rather than C - 4P. The 
learners used the letters as abbreviations for the names of the machines rather 
than use letters to represent quantities. 
At level three the learners are able to treat the letter as a specific unknown or as 
a generalised number. 
Level four learners were able to deal with the concept of a variable. 
3.9.2 Criticisms of the Chelsea Diagnostic Test 
One of the major criticisms of the test was that it assumed a hierarchical 
structure to the learning of algebra in a Piagetian sense. Learners were 
assumed not to be able to deal with such things as the concept of a variable 
until they could deal with the concept of a letter as a specific unknown. This 
viewpoint was criticised by Weinberg et al (2004) who made the comment that it 
did not take into account the role of experience. They offered alternative 
models, such as the one proposed by Trigueros and Ursini (2003) who explicitly 
divide letter use into three structural categories: "unknown number", 
"generalised number" and "functional relationship". Again this model is 
criticised by Weinberg et al (2004) for its reliance on the notion of the 
hierarchical nature of learning and the lack of credence given to a priori 
experience. 
3.10 Using Video for Collecting Data 
This part of the research involved using a video camcorder to record the 
learner's computer screen. The physical setup was not ideal, since the camera 
was positioned just behind the learner's shoulder and therefore intruded into 
their personal space. The researcher considered this to be a problem, but after 
a short period of time the learner soon forgot about the presence of the 
109 
camcorder and worked as normal. This behaviour was noted to extend to all 
members of the group who had all agreed to have their screens filmed. 
This method of data collection was chosen since it provided the opportunity for 
the researcher to record how the learner inputted the expressions and how 
subsequent responses from Derive were dealt with. The camcorder was set up 
before the commencement of the lesson and a volunteer's screen filmed 
throughout. Once the camcorder had been set to record, it was left unattended 
until the end of the lesson. This enabled the researcher to attend to other 
members of the group, but also meant the recording of data was not selective. 
The use of video technology allows researchers to capture and reflect complex 
phenomena (Spiers, 2004) from a variety of perspectives. Spiers (2004) gave 
various examples of where video recording had been successfully used in 
research. In one example she gave teenagers diagnosed with diabetes a 
camcorder and asked them to record what it was like living with the illness. 
Powell, Francisco and Maher (2003) cite Pirie (1996) who observed that video-
taping in the mathematics classroom is likely to be "the least intrusive, yet most 
inclusive, way of studying the phenomenon" {p 554). Advantages of using video 
recording of data include; the ability to re-examine data for instances which 
were not considered significant at the start of the research, the capturing of 
moment-by-moment of the unfolding narrative {Martin, 1999) cited in (Powell, 
Francisco & Maher, 2003), and the fact the camera does not edit or make 
judgements as to the validity of phenomenon. The use of video for gathering 
data does raise some problematic issues. These can be grouped into three 
categories: technical issues methodological issues and ethical issues. 
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Technical issues include problems such as camera location, discernment of 
data, recording time, quality of video and the use of analysis software to 
transcribe the data. For the purposes of this research, camera location and 
recording times were not an issue. The quality of the video, particularly when 
recording from the computer monitor was initially problematic. It was found the 
default size of the font used by Derive was too small to discern the characters 
on the screen easily when playing back the recordings. This problem was 
easily rectified by using a bold large font. 
This enabled the data to be recorded, but in one sense introduced an unnatural 
working environment for the learner. Another problem with the clarity of the 
data was found to be related to the software used to create the 'computer 
movie'. Initially Microsoft's Moviemaker was used, but unfortunately the images 
were not clear. To rectify this problem Microsoft Encoder was used which 
produced clear images but at the expense of processing time. Moviemaker 
took approximately one hour to process the video whereas Encoder took three. 
A similar technical problem existed with the analysis software. The program 
used, Transana 2, would not recognise Microsoft Movie files (.wmf) so the video 
had to be converted to a compatible format (the one chosen was .avi). 
Methodological issues: Although the use of video recording appears to be 
objective and theory neutral. Hall (2000) warns against this attitude since the 
possibilities and constraints of the technology along with the researcher's 
perepective can have an implicit affect on the data collection process and the 
subsequent analysis. The interpretation of the captured screens relied on 
several assumptions since the researcher was not present with the particular 
learner all of the time. One assumption made was that when the cursor 
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appeared stationary or hovered over a particular line, the learner was faced with 
a cognitive conflict. Either he did not understand the output from Derive or the 
answer he found by a 'pen and paper' method differed from the answer on the 
screen. This situation was ameliorated somewhat by the fact that the 
researcher was familiar with the learners and was aware of their mathematical 
skills and knowledge. Even so there was potentially room for misinterpretation. 
The video recording of the Interviews at the end of the programme of study also 
presented several potentially misleading scenarios. The learners were aware of 
being recorded and therefore knew whatever they said would be a permanent 
record. There was the potential for the leamer not to express his own view, but 
reply in such a way as to give an 'expected' answer. 
Ethical issues: The use of video recordings can go beyond the normal 
interpretation of informed consent {Powell, Francisco & Maher, 2003). A nx)del 
suggested by Roschelle (2000) is one of obtaining "progressive levels of 
consent" as they are needed. These include consent for "research group use 
only", "conferences and meetings" and "general broadcast via TV, CD-ROM or 
computer networks". Powell, Francisco and Maher (2003) also make the 
observation that informed consent does guarantee the learners protection from 
a number of problematic situations. They gave various situations that could 
arise. For example, inappropriate behaviour or potentially slanderous remarks 
may be inadvertently retxirded. Hall (2000) cited in, Powell, Francisco and 
Maher (2003) points out the dilemma of using public funds for research thus 
making any materials prciduced available in the public domain. This is 
especially pertinent when the World Wide Web is used to publish materials, 
since the accessibility is uncontrolled and materials can be used by anyone 
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which could potentially undermine the original research. These issues also 
have an impact on the validity of the study. Inevitably for other researchers to 
use the data Wfithin the context of the original research, they require access to 
the original data and in the case of research using video access to the 
recordings. The learners, although having given their consent to be recorded 
cannot be fully aware of how the data could be used and by whom. The access 
to video data and its transcript also raises issues of confidentiality. Before this 
research was undertaken ethical approval was obtained from the university's 
ethics committee. Conditions of the approval included the data would only be 
used for this research and would only be seen by named people. If the 
occasion arose where it was necessary for it to be viewed by others then the 
learners consent would be sought prior to any action being taken. 
3.10.1 Methods of Video Data Analysis 
Data analysis of video recorded data offers many advantages. The main one 
being permanence {Bottorff, 1994). This permanent record can be reviewed at 
anytime and as frequently as required. It also makes possible the comparison 
of different episodes if, for example, a theme constantly occurs in one set of 
data, the researcher can revisit other episodes and make comparisons. This 
may present a dilemma for the researcher especially if the new theme was not 
included in the original research question. Roschelle (2000) observed that the 
permanent record could be reviewed from multiple perepectives and could also 
be used to provide queued interviews with the participants. This latter point 
enables the researcher to clarify points made by the participants and provide 
the opportunity for explanations of what may initially appear to be ambiguous 
behaviours. 
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The use of video data along with other data collection techniques provides the 
opportunity to triangulate the data. The idea of a "video portfolio" was 
developed by Maher and Martino (1996) as a means of providing triangulation. 
This portfolio contained (a) the different episodes, (b) documented episodes 
developed from the analysis, (c) the associated written work of the learners, and 
(d) the field notes of the researcher. In the case of this research, triangulation 
was provided by: (a) the video episodes of the screen activities of the learners, 
(b) the continuous assessment of their written work, (o) the results of the 
diagnostic tests, and (d) the analysis of the recorded interviews. The 
researcher was also the tutor so informal and formal feedback on the learners' 
development was obtained via classroom sessions and tutorials. 
Powell, Francisco and Maher (2003) raised an interesting point concerning the 
primacy of data. Many researchers, this one included, transcribe the video 
data. In order to retain the richness of the data it is important to transcribe the 
non-verbal activity of the participants since this provides an insight into their 
belief system. In many instances the non-verbal activities provide clues as to 
the genuineness of the responses. A participant may verbally agree to a certain 
premise, but in actual fact be uncomfortable with the concept. This can be 
indicated by loss of eye contact, restlessness etc. These non-verbal activities 
need to be recorded in the transcription so that at the analysis stage the 
researcher can make informed decisions on ttie validity and quality of the data. 
Once again this provides a powerful argument in ttie support of using video to 
record learner activity since the researcher is able to revisit the original video 
data. Systems have been developed to record the sound and sequential 
positioning of talk (Jefferson, 1984), The researcher in the case of this study 
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also recorded many of the participants behaviours not included in the 
aforementioned system. For instance, in the intervievk' conducted with two of 
the learners present, there were occasions when one participant was speaking 
and the other interrupted. Since the participant who made the intenuption must 
have considered their point to be important, the researcher recorded the fact by 
inserting a note in the transcription to that effect. 
3.10.2 Models for the Analysis of Video Data 
Powell, Francisco and Maher (2003) make the observation that there is very 
little in the literature relating to research methodologies concerning the analysis 
of video data in mathematics education. Over a period of neariy two decades of 
a study investigating the development of mathematical thinking they developed 
a sequence of seven interacting, non-linear phases: 
1. Viewing attentively the video data 
2. Describing the video data 
3. Identifying the critical events 
4. Transcribing 
5. Coding 
6. Constmcting storyline 
7. Composing narrative 
(p413) 
Viewing attentively the video data. In this initial stage of the analysis the aim 
is to gain an overview of the recorded session. The researchers view the 
session without looking for any specific episodes or behaviours. This stage 
may highlight the need to modify the research questions or the need to use 
alternative or complimentary methods of data collection. It can also be used to 
inform future activities designed to elucidate the research. 
Describing the video data. The amount of information generated from video 
data can be enormous. This quantity of information presents the problem of not 
only being familiar with the content but also knowing the fine detail. The use of 
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time coding to signify transitions of behaviour or to highlight particular themes 
enables the researcher to deconstnjct the session into a series of episodes thus 
enabling the fine detail to be described. The overall aim is to provide an 
objective view of each episode and subsequently an objective view of the whole 
session. 
Identifying critical events. In this phase of the method the researcher is 
looking for and identifying significant moments in the session. This activity is 
very much dependent upon the context of the research and the questions being 
investigated. In the case of this study the researcher used not only the video 
data from the screen recordings and the interviews, but also his awareness of 
the sifills and l^ nowrtedge of the learners to identify key moments in their 
mathematical development. Once these key moments were identified the data 
was organised into themes. 
Transcribing. The transcription of the video data enabled a detailed picture of 
the leaner activity to be developed. By focussing on the verbal and non-verbal 
behaviours the researcher was able to review the critical events generated in 
the previous stage and get a much better insight into the learners' view of 
mathematics. The transcription of the screen recording sessions entailed the 
researcher commenting on the activify of the learner inputting equations and 
responding to the output generated by Derive. This activify enabled the 
researcher to identify problematic areas which could be disojssed in the 
classroom sessions. From a research perspective the transcription highlighted 
the conflicts generated by the use of multiple semiotic systems. 
Coding. This stage of the model is crucial to the analysis of the data. In this 
research the coding of the screenshot recordings was minimal since the 
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participants were not explicitly filmed. The coding took the form based on 
assumptions concerning the mental state at particular instances in time. The 
assumption stated earlier concerning the hovering of the cursor as an indicator 
of uncertainty and confusion was recorded in the transcript. Sources of error 
were also noted and subsequently recorded as either individual or common to 
the group. 
Constructing storyline. This research was not primarily concemed with the 
cognitive development of the learners but on the influence of multiple semiotic 
systems in their interpretation of mathematics. An example of constructing a 
story line is the study by Powell, Francisco and Maher (2003). They were 
conducting a longitudinal study of mathematical development and filmed 
learners engaged in various activities which included group work. The group 
work necessitated discussion amongst the participants and therefore a storyline 
of the learners' development could be undertaken. 
Composing narrative. The final stage of this model in actual fact is a 
composition of the whole research process from inception to publication. As 
Powell, Francisco and Maher (2003) point out the whole research process is 
guided by decisions made by the researchers. These decisions are informed by 
the researchers own theoretical and methodological bias. 
The model used in this research was therefore one modified from the above. 
The stages were identical except for the production of a storyline. Also due to 
the temporal nature of the video recordings, the stages were first applied to the 
screen recordings and then to the interviews at the end of the programme of 
study. The screen recordings informed the choice of interview questions and it 
was found the participants' interview responses necessitated the revisitation of 
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the screen recordings. The final narrative was arrived at through a cyclic 
process of reflection on the screen recordings, the interviews, field notes and 
the final diagnostic test. Figure 3.1 shows the complete model developed for 
this study. 
Post study Chelsea 
Diagnostic Test 
• 1 ' 
Analysis of results 
with reference to the 
ttieor ©tical framew rark 
Pre-study Chelsea 
Diagnostic Test 
, 
Screen recordings _^ W^ 
' 
Description of learner 
interaction 
' 
Coding and identification of key 
events 
Generation of interview questions 
• t 
Videoed interviews 
' 
Companson to 
field notes 
1 
• 
Description 
' t 
Identification of key events 
A 
W 
' 
Transcription 
i 
Coding 
• 
/sis 
^ . 
Comparison to 
field notes 
Development of 
ine 5cp 
moi del 
Figure 3.1, Research Model 
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3.11 Validation of the Semantic Model 
Once the study had been completed and the data analysed, a semantic model 
was developed based around the theoretical framework developed in chapter 2, 
section 2.11.1. In order to validate this model a series of questions (Appendix 
A) were developed based upon work earned out by Laurillard (2002). The 
learners were presented with four questions each of which posed the same 
problem but articulated in a slightly different way. The questions involved the 
analysis of the forces acting on a box; firstly on a table and secondly shown to 
be suspended in mid-air. The learners were not given any information about 
either situation (e.g. in the case of the suspended box, they were not told it was 
falling or otherwise). This was a deliberate act on the part of the researcher 
since one of the requirements of the validation process was to investigate the 
parsing process. They were given the opportunity to write down any 
assumptions concerning the presented scenarios. 
This method was criticised since the suspended box presented an 'unnatural' 
situation. 
3.12 Data Collection Method for the Validation of the Semantic Model. 
The questions were presented in order of the amount of information given in the 
question i.e. the question with the least amount of information was administered 
first. The written answers were then collected and the learners interviewed. 
The interviews were recorded for later analysis. On completion of the interview, 
the learners were then given the next question and interviewed once more. The 
learners' answers were collected prior to the interview so they could not be 
amended by the learner during the interview. This method was also used with 
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some tutors so that both ends of the spectaim of abilities could be used to 
validate the model. 
3.13 Summary 
This chapter discussed the rationale and the evolution of a research model to 
be used in this study. The lessons learned from the study with the first cohort 
were: 
1. The importance of cataloguing data. 
2. The importance of ensuring that technical aspects do not impinge on the 
collection of data. 
3. Ensuring compatibility issues are resolved prior to the study. 
4. The use of a common coding method. 
These lessons were used to refine the model and ensured the data collected 
from the second cohort addressed the question of how multiple semiotic 
systems impact on the interpretation of mathematics and how this data could be 
used to develop a semantic model of how learners interpret mathematics. This 
study with the first cohort confirmed that a case study approach was appropriate 
and how using video data enhanced the research process. The use of video 
also highlighted how the researcher could influence a participants' behaviour. 
This is discussed in detail in the analysis section of this thesis. It is apparent 
that the researcher's influence can be quite significant depending on the 
assumptions made at the start of a programme of study. This researcher, 
before meeting the teamers assumed they would have a reasonable grasp of 
the fundamental topics of mathematics e.g. fractions, decimal notation etc. 
Another assumption made based on the one above was that Derive would be a 
suitable tool to use in the development of their mathematical knowledge and 
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skills. It was soon noted, since the majority of the learners' had difficulties with 
the fundamentals, using Derive imposed an advanced semiotic system which 
they had to learn how to use. In an ideal world these learners' would benefit 
from having time to explore some of the mathematical concepts using suitable 
software. Unfortunately with time constraints and the task of finding age 
appropriate materials and software this is virtually an impossible task. The first 
study indicated that more support had to be devoted to the 'translation' of the 
alternative notational systems, particularly in the context of using technology. 
Since the methods discussed above fulfilled the criteria, it was decided to use 
the same format with the second cohort. The only major difference was not to 
use the Chelsea Diagnostic Test for Algebra to measure student learning. The 
test was still used but interpreted to be an indication of the learner's mental 
processes. 
The use of a different question to validate the model allowed the findings to be 
expanded beyond mathematically contextualised problems. The validation 
scenario presented to the learners and the tutors was open to interpretation as 
to whether or not it was a mathematical problem. It presented an opportunity to 
interpret it in the context of their everyday experiences of phenomena along 
with the necessity to make assumptions. The making of assumptions is an 
intrinsic process within mathematical modelling and therefore constitutes an 
important element in the interpretation of problems. 
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Chapter 4 Analysis of Student Answers Using the Theoretical 
Framework 
4.1 Introduction 
The purpose of this chapter is to present the findings from this research, 
discuss how they were analysed and relate them to the theoretical fT-ameworl< 
developed at the end of chapter 2. In order to facilitate this analysis, the results 
from the CDT (Chelsea Diagnostic Test) for Algebra are presented, the data 
collected from the analysis of the computer monitor recordings and the 
information obtained from the semi-structured intervievre. 
As a means of performing an initial analysis of the CDT for Algebra, the 
categories defined by Kuchemann (1981) previously discussed in the Research 
Methodologies, chapter 3, of this thesis are used. The semi-structured 
interviews conducted at the end of the programme of study are analysed based 
on the questions presented to the learners' during the interviews and using the 
data from the computer monitor recordings. Finally an overall discussion brings 
together the information derived from the above sub-sections along with the 
field notes the researcher took during the course of the investigation. This data 
is then used to develop the semantic nrodel. 
4.2 The Chelsea Diagnostic Test for Algebra Results 
The Chelsea Diagnostic Test for Algebra was administered as t>oth a pre and 
post test in relation to the programme of study. The learners' test papers are 
included in Appendix B. The coding of their answers is given in Table 4.1 and 
the coding convention in Table 4.2. 
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Question 
1a 
lb 
1C 
2 
3 
4a 
4b 
4c 
4d 
4e 
4f 
5a 
5b 
5c 
6a 
etj 
7a 
7b 
7c 
7d 
B 
ga 
9b 
9c 
9d 
10a 
10b 
11a 
l i b 
12 
Level 
4 
3 
4 
1 
3 
1 
1 
2 
4 
1 
1 
2 
2 
3 
2 
2 
Q 
1 
1 
UJ 
1 
1 
1 
1 
! 
1 
o 
• 
1 
1 
0 
0 
9 
1 
0 
0 
0 
0 
0 
1 
0 
0 
1 
1 
0 
1 
0 
0 
1 
1 
1 
9 
0 
g 
5 
1 
1 
1 
_£ .1 
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13a 
13b 
13c 
13d 
13e 
13f 
i3g 
13h 
13i 
14 
15a 
15b 
16 
17a 
17b 
18a 
18b 
19a 
19b 
20 
21 
22 
23 
1 
3 
2 
4 
3 
3 
2 
3 
3 
4 
4 
4 
4 
4 
1 
1 
1 
1 
1 
0 
1 
1 
0 
9 
1 
1 
1 
5 
9 
1 
1 
9 
9 
1 
• 
9 
9 
9 
1 
1 
1 
2 
1 
1 
8 
1 
9 
9 
1 
5 
0 
1 
9 
9 
1 
9 
g 
9 
9 
9 
9 
1 
3 
8 
5 
1 
1 
8 
9 
9 
5 
1 
5 
1 
0 
0 
0 
Q 
0 
0 
0 
0 
0 
3 
1 
0 
1 
5 
1 
0 
0 
1 
1 
5 
0 
0 
6 
Table 4,1, Coding of the Questions 
The codes used for each question are given in Table 4.2. 
In order achieve a level the learner had to fulfil the following criteria: 
Level 0 Less than four out of six at level 1. 
Level 1 four correct items out of 5(a). 6(b), 7(b), 8, 9(a), 13(a). 
Level 2 five correct items out of 7(c), 9(b). 9(c). 11 (a). 11 (b), 13(d), 15(a). 
Levels five correct items out of 4(c), 5(c). 9(d), 13(b). 13(h). 14. 15(b), 16. 
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Level 4 six correct items out of 3, 4(c), 7(d). 13(e), 17(a), 18(b), 20, 21, 22. 
code 0 
Code 1 
Code 2 
codes 
Code 4 
Codes 
Code 6 
Code 7 
Code 8 
Code 9 
Not attempted 
Correct answer 
Ambiguous 
Letter evaluated 
Letter evaluated 
Letter as object 
Letter as object 
Letter not used 
Premature closure 
None of above 
Table 4.2, Coding Convention 
Table 4.3 summarises the coded responses of each learner. 
Learner D 
Learner E 
Learner F 
Learner G 
Con-ect 
answers at 
level 1 
5 
6 
5 
4 
Correct 
answers at 
level 2 
6 
7 
6 
4 
Correct 
answers at 
level 3 
7 
7 
1 
1 
Correct 
answers at 
level 4 
4 
3 
1 
0 
Table 4.3, Coded Responses of the Learners 
This indicated that the follovi/ing levels applied to the learners: 
Level 0 None. 
Level 1 
Level 2 
Level 3 
Level 4 
Learner G. 
Learner F. 
Learners C 
None. 
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4.2.1 Analysis of Level 1 Questions. 
Learners D and E correctly answered all the level 1 questions. Learner F 
correctly answered 5 out of the six questions and learner G answered 4 
correctly. This section focuses on learners F and G, particularly learner G. The 
assessment part of the question is stated first, but the other parts are looked at 
since they provide an Insight into how the learners attempted to answer the 
questions. 
Question 5(a) Ifa + 6 = 43, a + fc + 2 = . 
As stated in the explanation of levels in the Research Methodology chapter 
(chapter 3), leamers could answer this question without having to consider the 
algebraic symbols. It also relies upon how the learners parse the question in 
terms of the theoretical framework. It can be answered by replacing a + b with 
the value 43 and then adding 2. it is not necessary to consider the individual 
values of a or b; they can be viewed as one item (concept formation). This is 
highlighted by learner G who only answered the first part of the question; he did 
not answer parts two and three. Part (b) of the question asked: 
If n - 246 = 762, n - 247 = . 
The learner could have had problems with subtraction, but it is more likely that 
the n was not given a specific value and therefore he was unable to do a 
'complete' calculation. This condition is also shown in part (c) (designated a 
level 3 question): \fe+f = S, e + f + g=. The learner seemed to be 
unable to deal with the algebraic symbols and realise that an answer of the form 
S + g was an acceptable answer. Learner F evaluated the letter to 8 and gave 
an answer of 16. This was a comnnon response found by Hart (1985), where 
leamers evaluated the letter and gave numeric answers such as 9, 12 and 15. 
126 
Question 6(a} What can you say about a if a + 5 = 8. 
Learner F responded with less than 5 and learner G responded with the correct 
answer. Learner F recognised that the answer had to be less than 5, but was 
unable either to transpose the equation or recall such topics as number bonds. 
He also gave an ambiguous answer to the second part of the question: 
(b) What can you say about 6 if 6 + 2 is equal to 2b. 
His answer was 6 > 2. This could be attributed to the lack of an explicit 
multiplication symbol or he could have decided that since the first part of the 
question had the positive numeral two. the values of b had to be at least equal 
but the one required for the answer was probably greater. It is interesting to 
note that he recalled the symbol for equal or greater than which seemed to 
indicate the partial recall of previously learnt concepts. This indicates an 
individual lexical entry for this particular symbol without a strong link to the 
grammar of arithmetic and algebra. 
Question 7(b) What are the areas of these shapes (all rectangular). 
The first shape given was a rectangle divided into squares. Learner G did not 
answer this, but managed to answer the second part of the question which gave 
a rectangle with the dimensions given as numeric values. This indicated that he 
knew how to calculate the area of a rectangle but probably did not understand 
why the procedure worked. In the context of the theoretical framework, the 
learner probably learnt the procedure for finding the area of a regular shape in 
an algorithmic way. He was unable to answer parts three and four. Learner F 
correctly answered parts one, two and three, but answered part four 
(designated a level four question) incorrectly. Part three gave the lengths of the 
sides as n and m without any numeric values, whereas part four gave the 
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dimensions as 5 and e + 2. His answer was 5 + e2. It appears he knew an 
addition operation was required, but was unable to deal with the combination of 
numerals and letters correctly. Learner D placed a superscript 2 on each of his 
answers. This indicated that he knew that areas were stated in terms of square 
units, but since a unit was not given in the question, he decided to include the 
superscript 2 to show the answer applied to an area. These answers 
demonstrated how the learners, on some occasions, recall previously learned 
facts and misapply them. This is indicative of a weak association between the 
lexical entry and appropriate grammar. It is interesting to note that for part one 
he did not form an expression, he mentally computed the answer and simply 
wrote it down; yet for parts three and four he wrote down an expression 
showing the process of calculating the respective areas. This could be due to 
the fact that parts one and two contain purely numeric values and therefore the 
need to show the process was not deemed to be important, whereas in parts 
three and four letters were used to represent the length of the sides. The 
learner viewed algebraic expressions as 'incomplete' and therefore required 
'completion'. His answer to part four was 5 x (e +2 ) = / ^ . Although from a 
mathematical point of view the left hand side is not v^ rrong it is does not adhere 
to convention (the multiplication sign is implicit), but it does indicate a 
misunderstanding associated with the mathematics register. He does not know 
or has forgotten the fact that with brackets there is an implicit multiplication of 
the contents of the brackets with the numeral immediately adjacent to them. 
This rule would reside in the algebraic grammar, which cleariy is not well 
formed. He is using the natural language register written in mathematical 
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notation to state his answer rather than the more refined mathematical notation 
indicating that there is an error with the transcoding process. 
Question 8 Two irregular polygons were given; the first showed how to 
calculate the perimeter and the learners were expected to calculate the 
perimeter of the second. Both learners correctly answered this question. The 
responses to this question do not necessarily indicate an understanding of the 
concept of perimeter since it could have been answered merely by mimicking 
the calculation given in the example, hence reducing the problem to one of 
arithmetic. 
Question 9(a) An example calculation of the perimeter of a square in algebraic 
symbols was given. 
The learners were expected to calculate the perimeters of the other polygons. 
Both the learners, F and G, correctly answered the first part which was an 
equilateral triangle. Strictly speaking, in the mathematics register, learner G 
answered the second part incorrectly. His answer was 4h + T whereas the 
correct answer was 4/i + t. This is an example where in the natural language 
register the case of the letter is irrelevant to the spelling or meaning of a word, 
but within the mathematics register they are completely different entities and 
mean different things. Learner F con-ectly answered the third part where a mix 
of algebraic symbols and numerals was given. The final part of this question 
gave an incomplete irregular polygon with a description which stated: "...There 
are n sides altogether, all of length 2". Learner F attempted to complete the 
polygon using the lengths of the drawn sides as a reference. His response was 
a numeric value indicating once more the difficulty faced by some learners 
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when faced with a situation in which there appears to be no oincrete answer. 
Learner G did not attempt the question. 
Question 13 a + 3a can be written more simply as 4a. Write these more 
simply where possible; 
2a + 5a = 2a + Sb = (a + b) + a = 2a + 5b + a = (a- b) + b = 
3a- (b + a)= a + 4 + a - 4 = 3a- b + a ^ (a + b) + (a- b) = 
Learner F correctly answered the first and second parts. His answer to the 
second part was 2a x 56. LeamerG did not attempt this question. This 
seems to indicate a conflict in that he did not think the answer could be the 
same as the question. He recalled the fact that he could not combine a and b 
and therefore decided the only thing to change was the operator symbol. 
Learner D did not answer this part of the question which indicated a similar 
dilemma to learner F, in that he thought that an answer which was different from 
the question was required. He did not answer the question since he was unable 
to find a sensible solution to this conflict. Learner's F response to the third part 
was ab + a, whereas as the correct answer was 2a -t- b. It appears that he 
decided to multiple together the algebraic symbols contained within the 
brackets. This could be because he partially recalled a procedure involving the 
use of brackets and multiplication, and en^oneously applied it to this problem. 
His answer to the fifth part was: a- 2b wtiereas the correct answer was a. It 
seemed he did not associate the two b's and did not know how to perform the 
operations implicit in the symbols used i.e. he did not realise that the symbol for 
subtraction (-) is also used to indicate the position on the number line of the 
associated numeral. Once again the brevity of the matherrjatics register seems 
to cause problems which in terms of the theoretical framework, there is a 
130 
disassociation between the lexicon and grammar. For example, when the 
numeral 4 is written it is implicit that it has a positive value so the expression 
2 + 2 written "long hand' is C+)2 + (+)2 which means take a positive value of 
two and add to it another positive value of two. His answer to the sixth part was 
4a - b. The correct answer was 2a - b. Once more the semiotic system 
employed in the mathematics register seems to have been misunderstood. He 
did not follow the rule whereby when a positive value inside a bracket is 
subtracted from a positive value outside the bracket the symbols are combined 
according to the rules: + and + means +, + and - means - , - and - means +. 
His answers to the remaining parts indicate the lack of an assimilated grammar 
for arithmetic. Learner D did not answer the sixth and ninth parts. The common 
factor between these two questions is the inclusion of brackets with a 
subtraction operation. One reason for his lack of response could be that he 
partially recalled the relationship between the operator symbols ( e.g. a minus 
and a minus equals a plus etc) but could not remember how to apply them to 
expressions containing brackets. This indicates the brevity of the mathematics 
register where in some instances rules peculiar to mathematics are developed 
but do not have a natural language register equivalent. 
4.2.2 Analysis of Level 2 Questions. 
This section looks at the responses to the parts of the question which were 
used in the analysis. Where it is useful in terms of the analysis, other parts of 
the question are discussed. 
Question 7(c) Both learners gave ambiguous answers to this part of question 
seven (this question was discussed above). 
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Question 9(b) Learner D gave an ambiguous answer, which was discussed 
above. Learner E gave a mathematically correct but inefficient answer to the 
question. Learner's E response, 4ft + I t , indicates a misunderstanding of the 
mathematics register. He does not realise the 1 is unnecessary; since within 
mathematics if a numeric coefficient preceding the letter is not present, then it is 
assumed the letter represents one entity. 
Question 11 All of the leamers correctly answered this question. 
Question 13(d) Learners D, E and F correctly answered this question. Learner 
G did not give an answer. 
Question 15(a) All of the learners correctly answered this part of the question. 
Learners D and E correcUy answered the second part as well (designated a 
level three question). 
4.2.3 Analysis of Level 3 Questions. 
Question 4(c) Discussed above. 
Question 5(c) Discussed above. 
Question 9(d) Discussed above. 
Question 13(b) Discussed above. 
Question 13(h) Discussed above. 
Question 14 What can you say about r if r = s + t and r + s + t - 30. 
The correct answer could take various forms: 15, r < 30, r = 30 - s - t. 
Learner F gave a tautologic answer (i.e. s + t = r ) . Learner G gave 10 as the 
answer. His reasoning seemed to be that r, s and t must have the same values 
since 30 can be divided into 3 equal parts. Learner D's answer was similar, 
except that he attributed the value 20 to r. This could be because the first part 
stated that r = s + t therefore he assigned s and t the value 10. He failed to 
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substitute these values into the second part to verify his answer which, if he had 
done would have realised it was incorrect. Learner E answered with 30. 
Question 15(b) In a shape like this (example given) you can work out the 
number of diagonals by taking 3 away from the number of sides. A shape with 
/f sides has diagonals. 
Learner F gave h as the answer. This shows that he could not calculate a 
numeric answer; therefore the answer is unknown and since h is commonly 
used to denote an unknown quantity in geometry this is what he provided. 
Learners D and E correctly answered this question. 
Question 16 What can you say about c if c + rf = 10 and c is less than d. 
The correct answer was c < 5, ora systematiclist Learner F provided the 
answer 4. This suggested that he thought that a letter can have only one value 
and not represent a range of values which indicates an immature entry In the 
lexicon for the concept of a variable. Learner G provided a systematic list i.e. 
either 1,2,3 or 4. Learner D responded with c < 5 and learner E with c <= 4. 
Learner E's answer shows a misunderstanding of the < symbol. Once again he 
relies upon the natural language register, albeit converted to mathematical 
symbols, to express himself (i.e. < = can be literally read as 'less than or equal 
to'). The combination of < - is also commonly used within computer 
programming to denote 'less than or equal to'. Therefore he could be relying on 
notation that he is comfortable with and is easier to interpret with natural 
language. 
4.2.4 Analysis of Level 4 Questions. 
Question 17(a) The answers given by learners indicate that they have all 
treated the letter as an object. It is worth noting that, in the context of this 
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analysis, the phrase 'ietter as object' does not mean the letter as a 
mathematical object but as an abbreviation for something e.g.i? for banana etc. 
In this question they have not attributed the number of hours of overtime to the 
symbol h nor the symbol w to the amount of wages she receives. Instead they 
have used h to represent overtime and iv to represent wages which is the result 
of incorrectly parsing the question. 
Question 18(b) Learner D correctly answered this question. Both learners E 
and F answered 'never* without justification. One reason why both of these 
leamers gave the same answer could be they guessed, and 'never' being the 
middle response chose it. Learner G did not provide an answer. 
Question 20 Learners F and G interpreted the question to be one of 
interpretation i.e. what does 4c and 3b mean? Their answers consisted of 
writing down 4 x c + 3 x b. Logically they are not incorrect, since 4c + 3b, if 
interpreted in natural language terms, literally does mean 4 x c + 3 x b. He 
interpreted the atomic structure and failed to realise the individual components 
could be combined to mean a single entity. This indicates, once again, that the 
difficulty experienced with this question was the result of incorrectly parsing the 
question. Learner E treated the letters as objects and learner D answered 
correctly. 
Question 21 Leamers D and G did not give an answer. Leamers E and F 
correctly answered this question. 
Question 22 Leamers E and F answered with 6 + r = 90. The connect 
answer was the total cost of the pencils. The question stated that b represented 
the number of blue pencils and r the number of red pendls with a cost given for 
each. The learners seemed to have combined the number of each type of 
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pencil with its cost and reassigned the symbols to represent this entity. Learner 
D introduced two new symbols, n and m, which seem to represent the cost. His 
answer was nb + mr = 90. 
4.3 Post Programme of Study Test 
The same coding of learner answers was performed on the post test. The 
results are shown in Table 4.4. 
Question 
1s 
10 
10 
2 
3 
4a 
4b 
4c 
4d 
4e 
4f 
5a 
5b 
5c 
6a 
6b 
7a 
7b 
7c 
7d 
8 
9a 
9b 
Level 
4 
3 
4 
1 
3 
1 
1 
2 
4 
1 
1 
2 
O 
1 
1 
1 
1 
6 
1 
1 
1 
1 
1 
9 
1 
1 
1 
1 
1 
2 
2 
2 
2 
1 
1 
1 
1 
u. 
1 
o 
e c 
5 
1 
1 
1 
1 
9 
1 
1 
1 
1 
1 
9 
1 
1 
1 
1 
g 
1 
1 
1 
1 
1 
1 
1 
1 .1 
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9c 
9d 
10a 
10b 
11a 
11b 
12 
13a 
13b 
13c 
13d 
13e 
13f 
I3g 
13h 
13i 
14 
15a 
15b 
16 
17a 
17b 
18a 
18b 
19a 
19b 
20 
21 
22 
23 
2 
3 
2 
2 
1 
3 
2 
4 
3 
3 
2 
3 
3 
4 
4 
4 
4 
4 
1 
9 
5 
5 
2 
9 
1 
1 
2 
3 
1 
1 
2 
9 
2 
1 
9 
6 
9 
1 
1 
5 
5 
1 
1 
9 
1 
1 
9 
1 
g 
0 
9 
1 
9 
9 
1 
1 
1 
2 
1 
1 
1 
0 
0 
2 
9 
1 
0 
1 
3 
5 
5 
1 
1 
1 
1 
1 
9 
1 
9 
9 
1 
9 
9 
1 
1 
1 
9 
9 
9 
1 
9 
1 
9 
5 
9 
5 
9 
1 
1 
2 
5 
1 
1 
1 
1 
0 
0 
0 
0 
D 
0 
0 
0 
0 
1 
9 
8 
5 
1 
1 
2 
1 
9 
1 
0 
9 
0 
Table 4.4, Post Programme of Study Results 
136 
Table 4.5 shows the level achieved by each learner. The change, if there is 
one, is indicated in the brackets. 
Comparing the pre- and post- test results if can be seen that there have been 
some changes, and in the cases of learners F and G significant ones. It is 
interesting to observe that learner D's scores for the level 1 and level 2 
questions remained unchanged, but his level 3 and 4 scores decreased. 
Learner D 
Learner E 
Learner F 
Leamer G 
Con-ect 
answers at 
level 1 
5 
6 
6(+1} 
6 ^ 2 ) 
Correct 
answers at 
level 2 
6 
7 
6 
6 (+2) 
Correct 
answers at 
level 3 
5 (-2) 
7 
6 (+5) 
3 (+2) 
Correct 
answers at 
level 4 
3(-1) 
3 
0(-1) 
3 (+3) 
Table 4.5, Coded Responses of the Learners. 
According to Kijchemann (1978) level 3 learners are able to treat an algebraic 
symbol as a specific unknown or as a generalised number and at level 4 
learners are able to deal with the concept of a variable. The level 3 question 
that he got wrong in the post- test was 9(d). His answer in the pre-test was n2 
(not mathematically written correctly according to the mathematics register) but 
in the post-test he wrote 2". He knew which symbols were required and 
realised that n was a specific unknown, but perhaps did not know the 
significance of it's position i.e. the difference between multiplying a number by a 
variable and raising the number to a power. One phenomenon observed during 
the programme of study was the difficulty the learners had dealing with indices 
and understanding what they meant. Leamere Fs score remained unchanged. 
Learner F's score at level 3 showed a dramatic increase. This indicates that he 
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had mathematically progressed from knowing letters could represent quantities 
to recognising they could represent a spedfic unknown or a generalised 
number. Learner G's knowledge also showed a significant increase. Also by 
comparing the papers it can be seen that in the post-test he attempted to 
answer more of the questions; indicating an increase in confidence. 
Although a negative change indicates a decrease in ODrrect answers, it should 
not be simply interpreted to mean a decrease in knowledge. It could represent 
a transitional phase for the leamer where new knowledge is still being 
assimilated but has not reached a finalised fonri. Prior to the exposure to the 
new knowledge the learner would be in a state of 'comfort' with his existing 
knowledge, but once introduced to new concepts he would have to modify 
existing schemas in an attempt to restore the cognitive balance. 
One of the significant problems experienced by the learners, which was 
demonstrated by the pre- and post-test results, was the treatment of an 
algebraic symbol as an abbreviation i.e. treating a letter as an object. This 
could indicate various misconceptions or misunderstandings. For example, it 
could indicate a lack of skifl in the use of the mathematics register compared to 
the use of the natural language register where abbreviations are commonly 
employed as an efficient way of communicating. This efficiency in 
communication is especially evident in the ubiquitous use of acronyms and 
abbreviations within modern communications technology. 
4.4 Analysis of Screen Recordings and Interviews 
The purpose of this section is to look at and analyse how the students used 
Derive in the process of their mathematical development. The transcripts and a 
summary of the field notes and observations are given in appendices two and 
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three respectively. Derive introduced another semiotic system to the learners. 
In order for them to benefit mathematically from its use they had to become 
familiar and comfortable with the way the program expected expressions and 
equations to be entered and how it displayed the answers. The analysis of the 
recordings of the leamers' screens, alongside researcher observations and 
excerpts from the interviews demonstrate the confusion that arose from the 
introduction of yet another semiotic system. It was apparent, however, how 
quickly the learners were able to modify the way in which they wrote 
mathematical entities on paper to a form acceptable to Derive. For example: on 
paper the learners would record a fraction with the numerals separated by a 
horizontal bar, whereas Derive used a fonward slash (/) as the separator. Once 
the fraction had been entered it was displayed with the horizontal bar separating 
the numerals. In terms of the theoretical framework, the learners experienced a 
transcoding conflict between the two representational syatems. The following 
excerpt from the vJdeoed interviews illustrates this point: 
(Note: the numbers encased in the hairpins {< >) are the line numbers in the 
transcripts which can be found in Appendix D) 
n<26>M such things as when you put in, for instance, fractions did that cause any 
problems having to put in iil^e, say, for a half then you put 1 the fonward slash 2. Then 
wtien it come up on the screen it was different. 
D<28>S Yeah I found when it gets to slightiy more complicated fractions and stuff. Stuff 
like to the power of a third, you had to put them in brackets, otherwise it would do the 
whole lot over a third. 
n<30>J getting used to a different way of working putting it in, once you get through 
thai, it's alright. But sometimes it can be confusing, but, overall if you get used to the 
way it works, it's ok. Definitely 
n<32>S The only thing I didnt really like was the way it displayed differentiation. I found 
that really confusing. 
n<34>M That was the sort of the function notation 
B<36>S Yeah 
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n<38>M Yeah 
n<42>S I think that was just me, well 
D<44>j [interrupts] I think I speak for the group here, weVe all said, it would be good if 
...if when you differentiate, it would break down the steps it goes straight to it and we're 
sat there quite confused (?) you look at it, and you've got to work back. Which is good, 
handy to working back, but so I think differentiation, comparing can't...there aren't very 
many broken steps are tfiere? 
a<46>S No, if you enter one thing it will go straight to the end result, it would simplify it 
as standard practice and everything rather than showing a half way, a half way point. 
n<48>J But vwth the more basic stuff, its great, fantastic. 
•<50>M Was that a problem the way it displayed it's answers compared to the vray you 
had written it down, you're written answers, were just written differently from the way 
Derive..did that cause any problems? 
n<52>S It confused me, tiecause when I saw it on Derive I thought well if 1 put write this 
down on paper, it just won't... I wrote it down on paper for me it just didn't make any 
sense so when I wrote it down I sort of, tried to sort of go back to the way I would do it, 
trying to, trying to sort of decode it. Sometimes it feels like I was trying to decode the 
DaVinci Code. 
n<54>j But basic diff is fine like x to the 4, it just does that but, but the more complex 
like the chain rule product rule I didnl really use Derive at all, I just used the process. 
n<56>M Why was that? 
n<58>J cause I found it too confusing..I just went through the process for basic 
arithmetic more... I think, I think Ifs just the way it explained [difficult] just getting my 
ahead around that was too tximplex...yeah 
B<60>M If, now I want to talk about the educational value of using Derive, how would 
you descritM it? 
o<62>S tfs really useful, because..if you're stuck with a question like, what I used to do 
was I'd put the question into Derive and have a look at it and v^en it gave me the 
answer see [??] it helped break down it gave me a sort of guidir^... 
a<64>J no way [??] how would you understand what the question was asking, perhaps. 
•<66>M So, when it gave the answer in different form, did that umm made you think 
well 1 need to investigate this or did you think hang on I'm wrong or Derive is wrong. 
n<68>J Definately not, definately not. When I saw that, I thought, right I'm going to 
investigate it. If it's ju.st written a different way then once you figure out how Derive 
displays things you find out yes ! was right, it's just displaying it different. 
n<70>M Was that useful to you, did it help you to team if you like the maths more? 
n<72>J 'I'eah it did, it did...cause., it presented it in a more advanced wray 
sometimes..like a further step..and yeah yeah so it did, it did definitely 
D<74>s 1... 
B<76>J A bit confusing there sometimes admittedly 
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n<7a>S With me I found that...like even the maths isnt my strongest..one of my biggest 
weaknesses, when I, when I wrote it down, wrote down what I thought the answer was 
and Derive displayed it completely differently, it threw like a major curve ball at my 
processes. I just sorted said well,.what does that mean, how does that relate to what I 
have got, and am I wrong [J interrupts] 
To illustrate this problem of Derive using different notation, Figure 4.1 showrea 
simple example of how Derive displays the roots of quadratic equations. The 
learners were used to using the natural language word 'or' rather than the logic 
operator vel, 'v'. 
t) Derive 6 • [Algebrii 2] 
i ^ H e &*: Insert Authof S'fMy SoS* O^aiut QpOon Vf«Jw t«lp 
D jg a # X % @ y B D t»-. [;:•] =; \^y^ ®^\ im 3 f XU ^ St.' ^ 
# 1 : X + 3 = 7 
#2 : 
Figure 4.1. Derive Screen Capture. 
The concept of using brackets to order the way in which an expression was 
evaluated caused difficulty with the learners. Derive adheres strictly to the rules 
of precedence whereas when the learners used 'pen and paper' to perform 
calculations they did not. This did not cause them to miscalculate since they 
knew what they meant although they did not express this in a way that 
conformed with mathematical conventions; therefore in one sense they 
developed their own grammar. This phenomenon was highlighted when they 
used Derive to check their calculations and found the answers were different. 
The use of brackets was discussed with one of the learners during the interview 
with him at the end of the programme of study: 
n<57>U What were the difficult bits of Derive, I know you touched on a few things. 
n<59>S uhh..using it like a calculator, you know wrtien you're inputting in,., if youVe got 
certain formulas, you just put brackets in places and sometimes its not obvious where 
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they go, but then...you leam it all the time dont you. And umm...!'ve forgotten what you 
asked me now.. 
n<61>M the difficult bits of Derive. 
n<63>S ..yeah just going back from the answer it gives you really or understanding the 
answer that it gives you in relation to what you've got.at least you can't cheat. 
His approach to resolving this problem was interesting because, rather than 
consult a text and learn the rules of precedence, he adopted a 'trial and 
improvement' technique. The cognitive load of learning the njles (grammar) 
was deemed to be higher than the load associated with continuously using the 
method of trial and improvement. This technique involved guessing where to 
put the brackets in the first instance, checking Derive's answer with his own and 
then repeating the process until the answers agreed. 
n<97>M ..did you have any problems like with fractions, when you input it, you had to 
put in one fon^vard slash tvro for a half for instance 
n<99>S ugh No 
n<l01>M and then displayed it as we nomnally write it. 
n<103>S No not really. I'll go back to using brackets again and sometimes you have to 
put bits and bobs in brackets...figure out where they all are. Cause you type it in, it 
comes up on the screen, it's not what I've got here and hang on [gestures indicate 
comparing writing on desk to looking at a screen] you think..put all that in brackets and 
put all that in brackets and it comes out wflth [unclear][gestures indicate a difference 
between the written answers and screen answers. 
a<105>M when you put the brackets was it a case of I'll try a bracket here or did you 
have a good idea where to put the bracket. 
a<107>S Um. At first it was., try it there and..it might work and then by the end of it, a 
hour or half an hour of using it bang that there, bang that there, keep these two bits 
separate [gestures indicate placing brackets|[unclear] what you get used to. 
o<109>M So are you saying then, so by doing that process of trial and improvement in 
the end you worked out where the brackets should go 
D<111>S yeah, yeah [nods affimatrvetyl 
The use of brackets also illustrates a point concerning the transfer of skills. 
Although this learner developed this technique when using Derive, he did not 
transfer the skill to his 'pen and paper' work. Although he eventually learnt witti 
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Derive wrfiere the brackets should go, he still did not employ brackets or order of 
precedence in his written work. One conclusion from this could be that he knew 
that with Derive he had to follow particular oiies to obtain the correct answers, 
whereas with his written work he interpreted the signs and symbols according to 
his own internal mathematics register. 
These incidents also highlight the different attitudes learners have about the use 
of technology and their need to achieve correct answers. One of the major 
factors in the decision to introduce a computer based mathematics program 
was to enable the learners to develop a system where they could become 
autonomous in their learning and not rely upon the tutor for guidance. The 
rationale was that they would resolve the given problems manually (i.e. that is 
with pen and paper), use Derive to check their solutions, compare the answers 
and reflect upon the difference. This process was designed to get them to look 
at the solutions and make decisions as to the correct answer. Although it 
sounds a relatively straight forward procedure it does involve the learners 
having to go through a process of analysis. Figure 4.2 demonstrates this 
process. 
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Solve problem 
on paper 
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Decide on correcf answer i.e. 
own or Derives Compare answers 
Own 
answer 
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Derive 
answer 
correct 
Ccxrect sdirtion 
Figure 4.2. Flow Chart of the Learner Feedback Cyde. 
It was interesting to observe the different strategies adopted by the learners 
when they had a dilemma to solve. A conflict arose between their mathematical 
confidence and their faith in technology. One of the learners had complete faith 
in Derive and therefore doubted his ability whenever the results disagreed. He 
did not question the way he had input the expression into Derive: 
a<78>S With me I found that...like even the maths isnt my strongest..one of my biggest 
weaknesses, when I, when I wrote it down, wrote down what I thought the answer was 
and Derive displayed it completely differently, it threw like a major curve ball at my 
processes. I just sorted said well..what does that mean, how does that relate to what I 
have got, and am I wrong [J intenupts] 
Another learner commented: 
n<73>M So how did you use Derive in account from the educational point of view? 
n<75>S Um I tended to avoid it. Cause... I don't really know why. I know a other 
people in the class used it a lot, but...I didnt really feel the need to go and do it, cause 
like I said I don't cancel mine..after that all the way down..I might do it a little [uses 
hand gestures to indicate a little] tiny bit. But, I dont know I didn't really use it. I cant 
really comment. 
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His response"...! tended to avoid it." Was linked to an earlier question about 
how Derive displayed answers: 
n<25>M So was that a problem in the way that Derive displayed results at times? 
n<27>S Yeah, Cause obviously, I dont think like a computer. Cause I can just jump 
from one thing to another and yeah allsorts of bits that sometimes you write down one 
thing and then you got to, and it don't seem right, you'll do it again and get a different 
answer and its scribble the last one out, and then you go through it and it still might not 
come out as Derive had it. Cause ..people show things in different ways. I dont 
particularly bother cancelling down cause its not particularly necessary, the answer is 
there, but Derive goes right, cancels it down to the smallest possible thing whereas...I 
don't,..it doesn't happen 
n<29>M So when Derive displays it differently, what was your initial reaction? who did 
you question, yourself, Denve, the way you put stuff in or.. 
n<3i>S I just moved avray from the computer, and did them by hand cause it was 
easier for me to do it in my head and writing it and all the processes down and just 
jumping from one to the next, even like skipping out just one little bit. You might 
do...-finding the area under the curve yeah..if you go through you've got Y equals blah 
blah blah, and then...three or four steps in between, if you go straight to the last bit, rt 
just like how do you know that's right, you know, cause the. Derive might display a 
minus figure or it might ignore that, just give you atxive the X axis whereas you're 
looking for something underneath, and...that's probably not the best explanation, but.. 
it's a bit awkward like that 
Even though this learner refen-ed to Derive it is in the context of displaying the 
final answer. He did not question whether the answer given by Derive was 
correct within the context of the expression entered, which may have been 
incorrect, but since there is a conflict between the way he worked and Derive he 
used the system he was most comfortable with i.e. his own. The comment "I 
don't think like a computer." illustrates how he views the learning of 
mathematics. It seems he did not think it necessary for him to demonstrate his 
thought processes when solving a problem, yet criticises Derive for not showing 
how it arrived at a solution. His reasoning for criticising Derive is based on his 
need to check how Derive anived at the displayed solution. 
The topic of Derive displaying intermediate steps was discussed in both 
intervievi/s. 
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a<21 >M was it a waste of time, was it good, vwis it pfflntfess.. 
n<23>S it wasn't a waste of time, but..it didn't really display..wtiat we would perceive as 
the answer. It'll go straight from, it doesn't show the steps. Just put it in, click a button, it 
gives you an answer Where's it not showing any workings. Where if you're, using it for 
a guide that would help with coursewori< or just practicing, stuff like, then you need to 
see those steps tiecause.., you know the one we went tfirough on the computer came 
out an obscure thing, and we had to go thnDugh it on the board and everything like that 
but if it just gave you the process even a couple of steps, yeah then it would have 
been a lot, it would have made a lot more sense. To me anyvray. 
And in the other interview; 
n<44>j [interrupts] I think I speak for the group here, we've all said, it would be good if 
...if when you differentiate, it would break down the steps it goes straight to it and we're 
sat there quite confused (?) you look at it. and you've got to work back. Which is good, 
handy to working back, but so I think differentiation, comparing cani,,.there aren't very 
many broken steps are there? 
n<46>S No, if you enter one thing it will go straight to the end result, it would simplify it 
as standard practice and everything rather than showing a half way, a half way point. 
On the question of entering expressions into Derive incon^ectiy, one of the 
learners did realise this was a possibility: 
n<82>M When, going back again to this thing atxDut Derive displaying ttie answers 
differently, what was your immediate reaction, did you doubi yourself, or did you doubt 
Derive or..anything 
n<84>S Um I think I doubted myself [J intenupts] 
n<86>J A bit of both maybe 
n<88>S more than I doubted Derive, because...! dont know, it might have been the way 
I put the answer, the question in, which is..user en^or really, so it's not really Derive's 
fault, like fault for displaying it you just put it in wrong,Umm., but I just felt, when I, vrfien 
it came, when I checked it over and put it in correctly it displayed it wrong, I was like, 
well..what do I do [J internjpls] 
But this learner would not entertain the possibility that the technology could 
have been wrong. 
4.5 Visual Representations using Derive 
One of the aspects the researcher was interested in was how the learners 
viewed mathematics. The learners were asked how they viewed mathematics. 
Their responses indicated a need to be able to relate the mathematical 
expressions to an entity they understood. When they were presented with an 
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expression or an equation they adopted an algorithmic approach and used the 
processes and procedures they had learned to solve the problem. Once they 
had found an answer the only way of knowing if it was correct was to refer to 
the solution given by the tutor or by Derive. They could not estimate whether 
the answer was reasonable within the context of the problem. This attitude 
demonstrated a formalist view of mathematics where the signs and symbols 
used are entities in their own right and do not necessarily nnean anything. This 
is not to say the learners were formalists but probably reflects the way in which 
mathematics had been taught to them and how they learned to solve problems. 
In terms of the theoretical framework, the associations between the lexical entry 
and the appropriate grammar were tenuous and therefore easily broken. The 
use of the graphing features within Derive reified the equations and expressions 
and assisted the learners in forming a 'mental picture' of the entities they were 
dealing with. The use of less abstract semiotic system (from the learners 
viewpoint) to explain concepts developed in another more abstract system 
assisted the learners in their mathematical development. 
a<90>J going back to the interface, I found it to be great, the um graph, that was great. 
You can..3d version of the graph, that was brilliant.. 
n<92>M it was good fun wasn't it 
n<94>J I actually understand the graph as well, you can you can, fully plot the points, 
enter the points you can fully see it with your simultaneous equations as well. You can 
see it. So you're not just working out something for the sake of it. you can actually see 
what you're doing. Which I found great. The graph bit is fantastic in relation to the.. 
D<96>M So, the visual side is important [J talks over] 
a<98>j yeah yeah definitely I could really understand simultaneous equations I really 
struggled with them seeing the visual guide really helped me. Definitely. 
Similariy; 
n<llO>S Yes um it helped it helps you understand because, with the graphs it helps 
you visualise how it how things are plotted and..and the gradient and stuff.Um... 
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0<112>M Did it make the equations mean something to you.. 
n<114>J Yes that's exactly right. Yeah you're not just doing something for the sake 
it..you're understanding what you're doing and how it relates to something else Yeah 
for sure. 
a<i i6>S I think. I think that's probably..one of my letdowns, I that it's a lot easier for 
me to apply something if I have something to look at rather than just numbers and 
equations on.a bit of paper. To me they're just numbers, they don't mean anything to 
me. um...but,.when they're like applied tea graph, you can sort of relate them to..like 
the numbers and the fractions and stuff with, .a point on the graph, rather than just 
having to look at just numt}ers and think where does this go. 
n<i 18>M So. when you say, look at an equation, it doesn't mean anything to you.. 
a<120>J Oh I wouldn't say that, but.. 
n<l22>Slmeanl . . 
D<124>M I know I'm going to extremes, is it oh em. what am I trying to say. Is it just just 
like marks on paper, this, symbols like hieroglyphs-
ti<126>J I wouldn't say that. There is an understanding there, just furthers it. 
a<128>M Right. So by doing a visual representation, it kinda of.. 
ci<130>S It reinforces 
a<l32>J I do have an idea of what is going on. for sure. 
a<134>M That's ok, thafs cool. 
n<136>S Although to me.. 
Q<138>M Cause some people view maths as just symbols on paper. 
n<140>J No no 
o<i42>S That's the way I see maths. 
o<144>J I think, I think, I sort of, I think coming I think kinda GCSE-but actually doing it 
here, it um, that's what, that's w/hat how I furthered I think actually seeing how it relates 
to stuff-..! didnt really have that understanding before. It took me a while, but especially 
this semester I think has been very good having implanted something. 
n<i46>M Up until coming here Maths was just symbols on paper then, and just a 
process to go through. 
n<l48>J Kinda of. I'm seeing an overall picture and how it applies to things, which Is 
amazing.-reaily.-.l've just watched that Beautiful Mind Film, have you see that? 
The learner In the other interview viewed the graphing capabilities as interesting 
but not really relevant. 
n<37>M What about the graphing side of it? 
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n<39>S ..the 3D graphs. Yeah 1 haveni really used it for anything, so..it was good fun 
to play with 
•<41>M So when we had classroom sessions where I used Derive and put.you know 
put the equation in and shovred the graphs, was that useful or... 
D<43>S It was informative, yeah to show what the programme could do and what maths 
can do...with itself really. You don't think that numbers can go 3D...swirty thing... 
Their need to be able to relate mathematics to their studies was also considered 
important: 
n<i84>M So the maths itself that we covered-
n<l86>S I think..some of it was relevant, I mean., some of it obviously has to be 
covered because of the syllabus., 
a<190>S But to me I cant see how working out the area under a curve will help me do 
anything to do with networking in a way, I mean plug a cable it doesn't tell me that I 
need to work out the area under a curve. 
n<192>M True, true. Did that kinda of make the maths harder for you to learn? not, you 
know, saying you dont... 
n<194>S I found it hard to ...because trying to apply it to something that I'm going to be 
doing, like as a job urn..some of it I can't see..obviously.band.the stuff to do with 
bandwidth I could see how it was really relevant. But I mean lo.,to work out.. 
similarly from the other interview: 
n<45>M Does maths actually mean anything to you or is just it say a collection of 
symbols? 
[S hesitates, not sure what to say] 
<49i'M Say what you think, dont I can see you just sit there grinning... 
o<51>S No, no I thinking that's the thing,, umm, well...sometimes its I dont see how it 
applies and I don't see the point but in other ways, like simultaneous equations, what do 
you use them for? why? what purpose do they have? but then other things., a wire and 
you want to see how much lag you get, so it could be useful...a bit of both. 
o<53>M is it important for you to see the relevance of what you are doing? 
n<55>S Yeah,I like to know what is going on before we do it, ,,doing this.,I cant even 
remember why we do it, and its...a chore, like doing the dishes...[gestures indicating 
pointlessness] ..I think having background knowledge, what it's used for when you put 
in applications, what certain maths things are used for, yeah its good. 
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4.6 Summary and Conclusions 
The first study started with a cohort of ten students who took the pre-
programme of study CDT for Algebra. As can be seen from the results 
discussed in this chapter, the number of students who took the post-programme 
of study test was reduced to 4. Although they have not been explicitJy 
mentioned, their answers to the pre-programme test had an influence on the 
interpretation of the results of the remaining 4 students. 
The first study confirmed that using the CDT for Algebra, video recording of 
computer monitors and using semi-structured interviews would enable the 
development of a semantic model based on the theoretical framework 
developed at the end of chapter 2. It also indicated that administering a post-
programme of study CDT for Algebra would not be beneficial in the sense that 
the results did not provide any new data. 
The CDT for Algebra highlighted the difficulties the learners had with algebra. 
To a certain extent this difficulty should not have been unexpected, since the 
subjects for this research were tCT students vjho were constantly exposed to 
abbreviations and acronyms. Their constant use of abbreviations and 
acronyms is also symptomatic of the 'world' they live in with the ubiquitous 
presence of text based communications technology. The counter to this 
argument and the evidence provided by these tests concerning the lack of 
understanding of variables also relies on the fact they are ICT students. Their 
programme of study included computer programming, database design and 
implementation, and using spreadsheets where letters are constantly used as 
variables. The problem therefore may not be one of not understanding the 
concept of a variable, but one of transference or of dissimilar systems. 
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The difficulties experienced by the learners, in most cases, can be attributed to 
the lack of understanding of the mathematics semiotic system and its 
associated language register. The learners demonstrated their reliance on the 
natural language register when they were exposed to situations in which they 
were cognitively uncomfortable. The screen recordings reinforced this 
observation and the interviews highlighted the strategies they employed to deal 
with these situations. 
The interviews also demonstrated their need to have some form of reference in 
order for the mathematics to make sense. The use of a visual semiotic system, 
graphs, helped some of them to see the context of the mathematical problem. It 
is debatable as to whether this improved their understanding of the problem 
itself. It is more likely the graphs provided a representation which was easier to 
assimilate compared to the mathematical language employed in the equations 
and expressions. Graphs are unique to mathematics and therefore do not 
cause a conflict between the natural language register and the mathematics 
register therefore the learners were able to work in a purely mathematical 
context. 
The introduction of another semiotic system i.e. Derive, caused less difficulties 
than expected. The learners were quick to adapt to the system and soon 
reached a functional knowledge of how to use Derive. One of the interesting 
points that arose from their use of Derive was the lack of influence the 
exploratory work carried out within that medium had on their written work. They 
were quite prepared to explore mathematical expressions within the confines of 
a rule based system, i.e Derive, but when they were in complete control of the 
calculations they adopted their own interpretations of mathematical rules. The 
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observations from classroom based activities indicated this lack of precision 
even though the tutor provided constant guidance and advice. When they 
solved problems on paper their work tended to be unsystematic which, again 
was in contrast to the work carried out using Derive. One condusion from this 
could be they considered Derive infallible and its rules nonnegotiable and 
therefore they had to adhere to its way of working. The tutor, on the other hand, 
was human and they were able to explain using the natural language register 
what their calculations were supposed to mean. In other wonjs they were able 
to interpret for the benefit of the tutor the mathematics developed in their 
personal semiotic system. 
An interesting point which is not directly related to this research concerning the 
fallibility of the tutor, relates to the human element of teaching. The fact the 
tutor made mistakes in front of them demonstrated that he was human and 
therefore fallible helped to increase their confidence. Anecdotal evidence 
suggests in many cases that learners perceive mathematical problem solving as 
a clinical procedure. The problem is normally contrived to provide a 'clean' 
answer, and providing the teacher follows a set procedure nothing can go 
wrong and the correct answer is produced at the end. This perception is 
exemplified by the learners in this study with their obsession of learning 
procedures to solve problems. The leamers are protected from the reality of the 
research mathematician's worid where blind alleys', red herrings' and 
miscalculations are normal. 
An important point regarding the use of technology for educational purposes is 
the limitations of a rule based system. Most programmes follow a set of rules 
and are therefore unable to deviate from them to respond to specific learner 
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needs, whereas the tutor is able to use metaphors and examples familiar to the 
learners to illustrate or clarify a concept. Chapter 7 discusses this and other 
issues related to using technology in more detail. 
The next chapter, chapter 5, uses selected questions from the CDT for Algebra 
to develop a semantic model of how learners interpret mathematics. Although 
only the questions are explicitly given, the learners' responses are interpreted 
within a framework comprising of their answers, answers to the interview 
questions and the informal discussions and observations made by the 
researcher which were recorded in his field notes. 
The interpretation and analysis of the learners' answers in terms of the 
theoretical framework developed in section 2.11.1., provided a basis to develop 
a semantic model of how the learners in this research interpreted mathematics. 
The next chapter builds upon this analysis by deconstructing the learners' 
answers and associating them with specific cognitive processes. The semantic 
model itself can then be used to identify the more abstract, general processes 
that influence the way learners interpret and learn mathematics. 
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Chapter 5 The Development of the Semantic Model 
5.1 Introduction 
The aim of this chapter is to report on the development of a semantic model to 
account for the cognitive processes a mathematics learner accesses when 
solving mathematical problems; a problem defined as solving mathematical 
expressions, equations and natural language problems. 
The model is based on ones developed for arithmetic (e.g. McCloskey, 
Caramazza & Basili, 1985, Cohen & Dehaene, 1995), natural language 
processing (Fodor, 1975, Chomsky, 1981) and work by the author on how 
learners parse mathematical structures. The arithmetic and natural language 
processing models were developed either from observation and analysis or by 
using data gathered from patients with some form of aphasia or other cognitive 
disorder. The model developed in this research, although based on these 
rrxjdels, was developed from data gathered from observation of leamers, semi-
structured interviews and analysis of learners' answers to the Chelsea 
Diagnostic Test (CDT) for Algebra. This method of developing a model involves 
speculating the processes being followed in the learner's cognitive structure. 
This is true of any cognitive model developed since it is not possible to actually 
see the processes being performed. To a certain extent, the cognitive system is 
similar to a 'black box'; the inputs can be controlled and the outputs recorded 
but what happens in between is largely unknown. 
The model was developed iteratively starting with, what could be termed as 
simple mathematical problems progressing to more complex problems with a 
concomitant increase in cognitive load. The questions (taken from the CDT) 
had been selected on the basis of highlighting the concepts and processes 
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involved in answering the question and the subsequent use of cognitive 
resources. The data gathered from the observations and from the interviews 
was used to put the learners' answers into context. If a question indicated a 
deficit with regard to cognitive resources in its current iteration, the model was 
updated to account for the new processes the learner had to use or access in 
order to solve the problem. 
The chapter starts with a basic model derived from models used in linguistics, 
cognitive psychology, neurolinguistlcs and neuropsychology. This basic model 
is based on assumptions about the way in which data is parsed and transcoded 
mentally and presents, what could be classed as a simplistic, naive 
interpretation of these processes. The model does not attempt to portray the 
complex underlying neurological processes associated with learning. Also it 
should not be interpreted as following an infonnation processing model since it 
does not attempt to associate processes with specific regions of the brain. 
Although the model presents these processes in a serial, hierarchical structure, 
in reality the human brain is so complex that the processing may not be done in 
this way. It could utilise a parallel approach with many processes occumng 
concomitantly or a combination of serial and parallel approaches. 
5.2 Question 1. 
4 added to n can be written as n + 4. Add 4 onto each of these; 8, n + 5, 3n. 
Although this question did not present any problems to the learners, it is a 
useful starting point for the development of the cognitive model. The initial 
parse of the natural language part of the question would require the learner to 
transcode the words, 4 added to n. into the mathematical form: n+4. Once the 
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question had been parsed, Figure 5.1, the learner would have created a mental 
model to use as a reference. 
4 added to n 
Figure 5,1. Initial Parse of 4 Added to n 
Once the transcoding process is complete the learner needs to attach meanings 
to the signs used. The learner's mental dictionary or lexicon would be the 
cognitive device to facilitate this. Once the signs had meanings attached, now 
classed as symbols, the rules for processing the mathematical constnjct would 
have to be accessed. Figure 5.2 shows the initial proposed model designed to 
account for these processes. 
0 
Input parser 
Orthographic: 
English/Mathematics 
Transcoder 
— ^ 
Lexicon 
i t 
Grammar 
' ' 
Semantic Processor 
^ 
I 1 
Figure 5,2, Proposed Initial Model 
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Figure 5.3 shows the application of this model to the example, 4 added to n. 
input Parser 
4 added to n 
Transcoder 
n+4 
Lexicon 
n:placeholder 
•^•-addition 
operation 
4:countable 
integer 
n.+.4 
Grammar 
^.addition operation 
for countable integers 
Meanings 
attached 
Semantic Processor 
Signs to symbols:* means addition operation. 
n:placeholder. 4:countable Integer 
Count on. number bonds 
Figure 5.3, Cognitive Pathway for 4 added to n 
In the case of adding 4 to 8, the lexicon would be able to offer a direct link to the 
arithmetic grammar where the appropriate rule would be accessed. The 
parsing process would have identified the numerals as single digit values, 
therefore the lexicon would indicate to the grammar the need of the simple rule 
for single digit addition. There would not be a need for the semantic processor 
to become involved to decode the numerals taking into account any multipliers 
due to positioning (the Arabic number system is syntactically strict on the 
position a number occupies e.g. 15 would be decoded as 1 x 10^ + 5 x 10"). 
Noel (2001) reported on issues involving impaired syntactic mechanisms related 
to numeral position within the Arabic numbering system with cognitively 
deficient patients. If the learner had learnt the corresponding number bond 
access to the semantic processor would be minimal, just a simple retrieval 
process without the need of any processing. In the case of n+5, the lexicon 
would have to indicate the role of n as a specific unknown value, which would 
involve the lexicon indicating the need to access the algebra grammar in 
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conjunction with the arithmetic one. The algebraic grammar would have a rule 
stating the 4 could be added to the 5, but not the n due to dass definitions. 3n 
is a slightly more complicated calculation in that the cognitive process could 
follow twra paths: (1) if the learner is not confident with the notation and what it 
represents, the semantic processor would be accessed and 3n would have to 
be reparsed. Figure 5,4, and (2) in the case of the confident learner, the lexicon 
would have an entry for 3n indicating it could be treated as an entity in its own 
right. 
3n reparsed as 
3 n 
Figure 5.4, Reparsing of 3n 
The question also indicates the role of the addition sign. Once the whole 
expression has been parsed the role of the sign attributed to it by the lexicon 
{this information would have been gleaned from the context of the '+' sign) 
would be the process: 'sum the two numerals either side of the +'. If the learner 
vrere confident with addition, the njle for addition of two singled valued 
numerals would have been passed from the grammar to the lexicon thus 
enabling quick access. In the case of a child first learning addition, the mle 
would reside within the arithmetic grammar and vrould require explicit access by 
the lexicon with reference to the semantic processor. 
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5.3 Question 2. 
l fn-246 = 762, n - 2 4 7 = 
The question: Ifn- 246 = 762, n-247 = lean interesting one from a 
cognitive point of view. The initial parse of the question would identify n has a 
specific unknown. The n would be identified as a token, which would normally 
be assigned a value or would require further processing at a later stage. The 
next sign encountered by the parser is the minus. In order to arrive at a 
sensible interpretation of the sign, the parser employs a look ahead process to 
check for another sign in front of the numeral. If a sign is not identified the 
parser can indicate to the lexicon that a 'subtraction process' is required. The 
lexicon in tum can select the appropriate rule in the arithmetic grammar, which 
does not include a reference to the rules detailing how differently signed 
numerals are processed. The value of the numeral 246 is processed i.e. its 
semantic interpretation and stored. On encountering the equals sign, the parser 
again has to provide information to the lexicon indicating its role. In the case of 
the example, a value is given after the sign indicating an equality operation and 
confirming the role of n as a specific unknown. At this stage, the lexicon could 
prime the grammar to expect to use algebraic njles to rearrange the equation in 
order to calculate the value of n. The example has now been fully parsed and 
the projected cognitive process requirements primed and ready for use. This 
generates an expectation and can lead to leamer's interpreting the actual 
question part to fit their mental model. The effect of priming has been 
researched in natural language processing (Shaffer & LaBerge, 1979). They 
found people responded quicker to word recognition (lexical decision task) tasks 
if the target word was first 'primed' by a word with shared semantic properties 
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{e.g. if the target word wfas 'doctor' the patients responded quicker if it vi^ as 
preceded by 'nurse'). I! seems that priming could be a means of improving 
cognitive efficiency. It could be speculated the cognitive system initiates 
connections in the expectation that successive tasks will require the same 
mental resources. The next stage involves the parsing the second expression; 
n - 247 =... . The learner would quickly parse the expression based on the 
information attached to the parsed example. Once the parser reached the 
equals sign It may be expecting to find a value (as in the example) after it. This 
'took ahead' feature would tje annulled once the whole question had been 
parsed and the blank space encountered after the equals sign. At this point the 
learner could encounter a point of ambiguity; especially if their experience 
indicated a process for calculating n had always been available in previous 
examples. In this case, there are a few dots that the author of the question 
used as a placeholder expecting the learner to provide the value. At this stage 
the learner is likely to revisit ^eir mental interpretation of the example and 
attempt to discern clues on how to find a solution. This revisiting would also 
highlight the value of the subtrahend given in the example and compare it to the 
one in the question. Once again, this could be a point of ambiguity since the 
value of the number in the question is greater than the one given in the 
example, could lead to the learner increasing the value of the answer by one. 
This point of ambiguity could arise from the learner seeing the increased value 
of the subtrahend and this taking precedence over the role of the minus sign. 
Depending on the experience of the learner, tfie priority weighting assigned to 
different processes would affect the order of precedence of operations. The 
weighting fac t^or would be composed of the learner's competence and 
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confidence with the different processes i.e. if the learner finds subtraction 
uncomfortable the priority weighting would be low and alternative strategies 
employed. In the original test Kuchemann (1981) reported 13% of fourteen year 
olds provided an answer of 763. The learners in this research did not 
experience any difficulties and all answered the question correctly. 
Figure 5.5 shows the necessary amendments to account for context semantic 
processing and Figure 5.6 shows this operation within the context of this 
problem. 
Input parser 
Orthographic: 
English/Mathematics 
, Internal 
] Parser 
Transcoder 
'Look-ahead' 
Processor 
Lexicon 
Context 
Semantic 
I Processor 
Grammar 
"> 
Semantic Processor 
Figure 5.5, Addition of Features to the Basic Model. 
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"> 
Input parser 
If n-246 = 762' 
n:token 
-: goto look ahead 
246, 762: numerical 
values 
'Look-ahead' 
Processor 
Transcoder 
Context 
Semantic 
Processor 
No sign in front of 
second numeral 
Internal 
Parser 
I 
Lexicon 
Subtraction 
Grammar 
Algebra 
Arithmetic 
Semantic Processor 
Subtraction calculation 
required-
AltemativGs: calculate value 
forn. 
^ 
Figure 5.6, Priming of the Cognitive Pathvray. 
5.4 Question 3. 
This square has sides of length g. So, for its perimeter, we can write P = 4g. 
What can we write for the perimeter of each of these shapes? 
(a) (b) 
6 
P=. . . 
(C) 
\ 2 Part of this 
figure is not 
drawn. There 
are n sides 
altugetliei, d l 
of length 2. 
P=.. 
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This question presents mathematical information in the form of diagrams. The 
process involved in extracting the information for part (a) is shown in Table 5.1. 
Step 
1 
2 
Input to the 
parser 
Visual data 
in ttie fonn 
of a triangle 
What can 
we write for 
the 
perimeter of 
this shape?' 
Transcoder 
pnacesses 
3 straight 
lines 
identified 
Continuous 
path 
Lines of the 
same length 
Identify key 
temis: 
'what can we 
write' 
Perimeter 
Shape 
Output from 
the 
transcoder 
Equilateral 
triangle 
Calculate 
perimeter of 
triangle 
Level 1 
Semantic 
Processor 
properties 
Calculation 
required 
Lexicon 
Equilateral 
triangle 
Perimeter: 
algebra 
grammar 
arithmetic 
grammar 
Mathematical 
grammars 
Geometry: 
Internal 
angles = 
180° 
Sides of 
equal length 
Table 5.1, Possible Infomiation Extraction Process 
The table suggests a sequential form of input processing i.e. the diagram is 
parsed first then the natural language statement whereas in reality this could be 
a concurrent process dependant upon the cognitive maturity of the learner. 
Figure 5.7 shows how the semantic model accounts for this problem. 
The use of a diagram presents a lot of data without the need to parse a written 
description. It is well known that learners find dealing with images/diagrams 
easier than having to extract relevant and appropriate information fnam written 
text (e.g. Sfard's 1991 promenade problem). The process does rely on the 
parser and transcoder being able to make sense of the image. The transcoder 
in particular, must be able to present to the lexicon a meaningful 'description' of 
the artefact. It could be in the case of the learner not recognising a particular 
form that the lexicon performs a 'best fit' operation on Vne data supplied by the 
transcoder. Although not related to this question, it could be this process that 
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accounts for the attempted interpretation of optical illusions such as Escher's 
'Waterfall' and how it seems to make sense. 
^ 
Input parser 
Visual data 
'What can we write for 
the perimeter of this 
shape?' 
Transcoder 
3 str lines, 
continuous, 
same 
'ength. 
Calculate 
perimeter of 
triangle' 
'Look-ahead' 
Processor 
Context Semantic 
Processor 
Internal 
Parser 
Lexicon 
Equilateral 
f Triangle 
Perimeter 
Grammar 
Geometry 
Mgebra 
Arithmetic 
Semantic Processor 
Addition calculation required 
^ 
Figure 5.7, Cognitive Processing of an Equilateral Triangle. 
Part (a) did not present any problems to the learners being investigated in this 
study. Ambiguous or incorrect mathematical language answers were the 
reasons for the leamers not getting parts (b), (c) and (d) correct. The answers 
supplied (e.g. h+h+h+h+t) showed the correct semantic Interpretation of the 
question but, indicated a failure within the process of reparsing the answer and 
converting it into an acceptable mathematical form. Figure 5.8 shows the 
amendment to the input parser. It now requires the parser to be able to parse 
graphical information in the form of a diagram. 
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Internal 
Parser 
Input parser 
Orthographic: 
English/Mathematics 
Graphical 
*• Transcoder 
'Look-ahead' 
Processor 
Lexicon 
Context 
Semantic 
Processor 
Grammar 
Level 1 Semantic Processor 
Figure 5.8, Amendment to the Input Parser. 
Part (d) of the question was found difficult by all learners and those who did 
provide a correct semantic answer were either unsure or gave the answer in 
incorrect mathematical language form (e.g. n2, n x 2). These answers, n2, n x 
2, suggest either there is an output orthographic lexicon or the construct is 
reparsed by the intemal parser; in which case, the learner is unaware of the 
accepted mathematical form and has therefore not activated the intemal parser. 
By the time the learner had reached this part of the question, they had been 
using a letter to represent the length of a particular side. Those who gave the 
wrong answer seemed to be unable to redesignate the role of the letter to one 
of representing the number of sides, not the length. This could be attributed to 
the 'learned' lexical entry for the role of the letter from the previous parts or a 
residual effect of the priming process. In an earlier section it was proposed that 
cognitive mechanisms were primed in order to provide an efficient pathway. In 
the case of this question, the learner has been using a particular configuration 
of the lexicon/grammar where the letter has been interpreted to represent the 
unknown lengths of sides of the given figures. The expectation is that the final 
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diagram would be the same therefore the same cognitive pathway should be 
used. Rather than reparsing the question to rediscover the role of the letter, it 
was assumed the role had not changed. 
5.5 Question 4. 
What can you say about u if u = v + 3 and v=1 
The wording of this question is not precise. Once the text had been parsed, a 
point of ambiguity for the learner could be generated. None of the learners in 
this study experienced any difficulties vw'th this question. One explanation for 
this could be that the 'look-ahead' and 'context semantic processor' were 
employed and infomied the transcoder to transcode the text with a 
mathematical bias. Figure 5.9 shows this additional connection from the 
context semantic processor to the transcoder. It is possible that this connection 
is the cause of learners 'pigeon-holing' different topics and using a vocabulary 
appropriate to the immediate lesson. !t was shown how in the workplace 
workers were able to use a reduced vocabulary yet still convey the intended 
meaning (Anderson, 1997). In the case of mathematics, the conflict between 
the natural language interpretation of mathematical terms and their precise 
mathematical meaning (e.g. the term average) can be resolved if the context 
semantic processor is able to weight the temi in favour of context. !n other 
words, if the term is to be interpreted in a mathematical sense, the lexicon can 
be informed of the context by the context semantic processor thus ensuring that 
an appropriate definition of the term is supplied to the grammar. In cases where 
the learner does not possess a clear, distinct definition of the term, the lexicon 
is likely to supply a 'best-fit' solution that can result in the learner using 'folk 
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definitions' when a more precise one is required (for example, see Figures 5.15 
and 5.16). 
Internal 
Parser 
> 
Input parser 
Orthographic: 
English/Mathematics 
Graphical -HTranscoder 
'Look-ahead' 
Processor 
Lexicon 
Context Semantic 
Processor 
Grammar 
Level 1 Semantic Processor 
^ 
Figure 5.9, Context Semantic Connection to the Transcoder, 
The initial parse of the question would indicate there were two letters, whose 
role at this stage is unknown. If the learner was confident with variables (a 
variable being defined as a second order relationship), a point of ambiguity 
could be reached since both u and v could represent a range of values I.e. 
acting as variables. It is not until the statement 'and v = r is parsed that this 
ambiguity is resolved and the roles of u and v are set to being specific 
unknowns. 
5.6 Question 5. 
What can you say about m if m = 3n + 1 and n~4. 
The mathematical language used for this question implies an assignment 
operation i.e. a letter m will be given a value after the operation of 3n +1 is 
completed. In one sense this statement is imprecise in relation to which 
construct is the 'subject' of the calculation. If the question had been worded: '3n 
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+ 1 = m and n-4, calculate m' it is clear that the question is about calculating a 
value for m. It is possible that the learner would perform this rewording of the 
question after the initial parsing with the concomitant increase in cognitive load 
and subsequent decrease in processing speed. Table 5.2 shows a possible 
processing procedure for a learner and Figure 5.10 shows a flow diagram 
illustrating this process. 
Step No. 
1 
1a 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
Process 
Parse sentence. 
Optional - reparse into equation form (3n + 1 = m) 
Store m as a token to be assigned the result. 
Store n asa token. 
Recognise n asa generalisednun^ber. 
Semantically interpret 3n as 3 multiplied by n. 
Reparse replacing n with the value 4. 
Resolve ambiguity of calculating result with 2 unknowns. 
Perform calculation 3x4. 
Perform calculation 12 + 1. 
Associate result with m. 
Recall result. 
Table 5.2, Possible Procedure for Solving Problem 
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Figure 5.10. Simplified Flow Diagrams for Evaluating m=3n+1 
5.7 Question 6. 
What can you say about r if r = s + ( and r + s + t = 30. 
Two possible parsing processes, required to resolve this question, are shown in 
figure (6). 
Parse A: Once the paraing process has been completed It is evident that there 
is an equal, even number of s's and t's (figure 11 (d)), also the result of the 
calculation is an even number and therefore divisible by two (figurei 1 (e)). The 
learner who has difficulty in dealing with generalised anthmetic could quite 
easily fall into the trap of allocating the value 15 to both the s's and the fs. 
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Parse A Parse B 
Parsing Tree Result of Parse Parsing Tree Result of 
Paree 
r-*-s*t r + s*t 
s 
(a) 
s t 
(ai) 
/
•, / •. Replace r with s + 
\ / \ to give (s + t)* (s t s 
(b) 
t s 
(e) 
Group similar 
classes to give 
(s+s; + (M) 
T r 
X 
Replace s + t with r 
to give r +r 
(d) 
Replace r+r with 2r 
2 s 
(rf) 
+ 
(s+s) and (t+t) 
replaced with 2s 
and 2/ 
t respectivejy 
Result 2s*2t 
2r 30 
(di) 
Evident r = 15 
25 2t 
(e) 
Final result 2s + 2t= 30 
30 
2s (fj 2t 
Figure 5.11, Parse Trees for Question 14, 
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One of learner's responded with the statement r=2s + 2t=30 ? indicating he 
knew a substitution had to be made but, decided to replace rwith s + t rather 
than replacing s + t with r in the final equation. This process is alluded to in the 
way the question is presented. The initial statement r = s •*• t indicates an 
assignment operation, therefore implying r should be replaced by s + ^ It would 
be interesting to see if this statement had been written as an equation i.e. s + ( 
= r, if the learner would have then made the more cognitively efficient 
substitution of replacing s +1 with r in the final equation. This problem 
illustrates how the parsing process is guided by the way in which the data is 
read. The learner has parsed the question in the familiar form of reading a 
natural language sentence i.e. left to right. This phenomenon can be accounted 
for by the parser informing the lexicon that r is a token and will be replaced by 
s + f at some future time whereas as if it had been written s + t = r, s + t would 
have been the token to be replaced by r (Figure 11 (bi)). The more advanced 
learner would be able to mentally reparse the equation making the more 
efficient substitution and produce the con-ect final answer (Parse B)). 
5.8 Question 7. 
Mary's basic wage is £20 per week. 
She is also paid another £2 for each hour of overtime that she works. 
If h stands for the number of hours of overtime that she works, and if IVstands 
for her total wage (in £s). 
Write down an equation connecting tVand h: 
The first parse of this question would potentially overwhelm the learner with the 
amount of information contained within the natural language statements. In the 
first instance the learner has to extract the mathematical information from the 
natural language statements and store it; not knowing at this stage how much of 
it is relevant or if any relationships exist between the various elements. This 
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process would involve a 'deeper" level of semantic processing compared to the 
questions encountered so far. The parser has to tag the various components of 
the natural language statements {e.g. noun phrase, proper noun etc.) and pass 
this information to the lexicon. The lexicon in turn has to alert the grammar that 
natural language 'words', as opposed to 'mathematical words' need to be 
processed, also at the lexical processing stage, an appropriate entry for the 
word has to be found. The concept of a 'basic wage' to an adult is fairly clear, 
but to a child this may appear to be an abstract concept. The word 'wage' could 
have an entry something lil<e 'money paid to a person for working' but by 
placing the word "basic' in front could cause some confusion. In research 
reported on by Hillis (2001), patients with cognitive deficits were found to have 
difficulty in retrieving the meaning of abstract words. One conclusion from this 
was that concrete words had limited lexical entries, whereas abstract terms 
shared semantic features with many more abstract concepts. In the case of this 
question, 'wage' has limited shared semantic features cx)mpared to "basic' 
(•wage': three definitions, 'basic': eight definitions, Collins English Dictionary 3"" 
Ed 1991) Mathematics in general relies heavily upon the use of concepts that 
are highly abstract and precepts, which by their very nature are removed from 
the concreteness of everyday experience. For example, the majority of people 
have limited difficulty vwth the use of numbers, especially the lower valued ones. 
They find such tasks as basic arithmetic with low valued numerals (addition and 
subtraction) quite straightforward. An explanation for this phenomenon could 
be the single lexical entry for a numeral e.g. the numeral 5 would have an entry 
such as 'a numeral designated for a certain number of countable objects'. The 
learner would be familiar with the process of counting and would be able to 
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envisage counting to 5, so would therefore not experience any difficulty in 
'understanding' the lexical entry. In the case of a large valued numeral, e.g. five 
million, the lexical entry would omit the word 'countable' and leave a definition 
detached from the 'concreteness' of the reality of the learner. The situation is 
worse in the case of letters used to represent artefacts. The parser has to 
indicate to ttie lexicon that a symbol has been encountered which cannot be 
attributed any meaning and therefore not to bother to find an entry for it. The 
letter has to be tagged as a representative of some unknown artefact. The 
look-ahead processor has to attempt to find a value to associate with the tag. 
The tag-value pair, if found, is then stored in preparation to be retrieved by the 
semantic processor in an attempt to make sense of the mathematics. The 
phenomena of 'letter used as object', 'letter used as specific unknown', 'letter 
evaluated' and letter ignored' can be explained by the above discussion. The 
category 'letter used as object' relates to the learner's lexicon attempting to 
associate a concrete value with a letter. In the case of this question; 'If h stands 
for the number of hours of overtime that she works' the learner whose lexicon 
was not sufficiently developed to allow unvalued tags would attempt to 
associate it with something meaningful. The parsing of the statement would 
reveal the word 'hours' and that it had an '/?' as the first letter. The best fit 
solution for the lexicon would therefore be to associate 'h' with 'hours' not the 
number of hours. 
In the case for 'a letter used as a specific unknown' the lexicon is able to accept 
a letter and associate it with a tag for future processing but the level 2 semantic 
processing required to treat the letter as a variable is not available. This could 
be due to the experience of the learner who, in the past has only been exposed 
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to examples where it is appropriate for the letter to be treated as a specific 
unknown. The lexical entry could also have been constructed from degenerate 
data i.e. it is common practice to use the metaphor of a pair of scales to 
demonstrate the balancing of equafions. This metaphor, if used inappropriately, 
can result in the lexical entries not including a link to the necessary level two 
semantic processing necessary for dealing with 'true' variables (using the 
definition of a variable being a second order relationship). Other reasons for 
inappropriate lexical entries include the inexact use of the term variable both in 
text books and in the classroom. The category 'letter ignored' indicates a 
learner whose lexicon is unable to associate a tag with the letter, with the 
expectation of a value being appended at some future time. 
The wording "write down an equation connecting IVand h:" could present a 
problem due to the use of the word 'connecting'. It is arguable whether the 
word is an appropriate mathematical term and after parsing the leamer could 
have difficulty in associating an appropriate mathematical lexical entry with the 
term. The lexical entries for this temi could be numerous depending upon the 
experiences of the learner and, in the case of its use in this context, the leamer 
would have to extract the semantic features of the entries and attempt to apply 
the resulting definition in a mathematical sense. This situation would be 
particulariy true for the leamer who was not aware of the concept of 
relationships between mathematical entities and would therefore not have a set 
of common semantic features between 'relationship' and 'connection'. 
The instructions only explicitly mention IVand h; the learner has to recall the 
first statement 'Mary's basic wage is £20 per week', and associate the 
processed information with the expected equation. This information should 
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indicate that 'basic wage', in a mathematical sense, refers to a constant value, 
and therefore should not be associated with a tetter. 
In order to give the expected answer the learner must have a lexical entry for 
the term 'equation'. Associated with this entry must be a link to the relevant 
grammar so that the learner has access to the appropriate rules and therefore 
able to construct a sensible equation. The grammatical entry for equations 
would be recursive in nature, so that the different forms an equation can take 
(e.g. linear, two variables, three variables, quadratic etc.), can be 
accommodated. The alternative to this would be a 'look-up' grammar i.e. each 
form of an equation having a unique entry in the lexicon, which has been shown 
not to be evolutionary efficient (see 2.6.11). The learner also has to associate 
the initial statement "Mary's basic wage.." with a constant term within the 
equation and, that her total wage is dependent upon her basic wage plus any 
overtime payments. 
The expected equation combines two distinct entities: time and money, which 
could possibly seem incompatible to the learner, especially if h was treated as 
an object (i.e. hours not number of hours). The point of ambiguity does not 
arise if the learner treats h as representing the number of hours since, when it is 
multiplied by the monetary rate for overtime, a term is created which belongs to 
the same class as IVand the conflict is resolved. Figure 5.12 shows the 
amendment to the semantic processor (note: the different levels are used to 
convey depth of processing, not separate processors). 
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Figure 5.12, Amendment to Semantic Processor. 
5.9 Continuation of Question 7. 
What would Mary's total wage be if she worked 4 hours of overtime? 
It is interesting to see that for some of the learners who provided an incorrect 
equation (e.g. W = h + 20, w + ?) for the first part of this question, still managed 
to supply the con-ect numerical answer. It seems evident that their 
interpretation of the role of the letters they assigned to their equations is 
acceptable. From observations of the students working in the classroom, a 
common phrase was 'you know what I mean', when asked to explained their 
calculations. It would appear that their mathematical lexicon contains a 
degenerate entry, which they believe to be corect In other words, the socially 
mediated semantic interpretation of algebraic formulations has become 
corrupted or an incorrect association was formed in the initial phase of learning 
algebra (generalised arithmetic). 
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5.10 Questions. 
Cakes cost c pence each and buns b pence each. 
If I buy 4 cakes and 3 buns. 
what does 4c + 3b stand for? 
As was the case with the previous question, the learner is encouraged to treat 
the letters as objects. This may be a deliberate ploy by the author of the 
question to test the learner's competence and confidence when using letters to 
represent artefacts. The cognitively immature mathematics student would no 
doubt fall into this trap (which many did, including learners from the original 
research and the research for this project). Using the discussion given above, 
the lexicon would attempt to associate the letters with artefacts and would 
probably, in the case of the cognitively immature mathematics learner, perform 
a best-fit operation and associate the letter c with cakes and b with buns. The 
natural language statements, 'If I buy 4 cakes and 3 buns' and 'what does 4c + 
3b stand for?' could be interpreted as saying the same thing. It is common 
practice to use the addition sign, '+'. as a shorthand way of saying 'and' which. 
could result in a lexical entry for'+' having the English word 'and' associated 
with it. The typographic layout of the question could also be an influencing 
factor. For the learner who is not very competent or confident with 
mathematics, the parser could indicate an association between '4 cakes and 3 
buns' and '4c + 3b' due to their near vertical alignment in the question. This 
may seem a little pedantic, but the level 1 semantic processing of the question 
would indicate an answer is required and so the majority of learners would 
attempt to provide an answer of some sort. 
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5.11 Questions. 
Blue pena'ts cost 5 pence each and red pencils cost 6 pence each. 
I buy some blue and some red pencils and all together it costs me 90 pence. 
If 6 is the number of blue pencils bought, and if r is the number of red pencils 
bought, 
what can you write down about b and r? 
This question is similar to the previous one in that the learner has to perfomi a 
natural language parse of the question. This parse has to identify and extract 
the relevant data and prepare the cognitive pathways necessary to provide a 
resolution to the question. The question Informs the learner that the total cost of 
buying the pencils is 90 pence based on inexact data regarding the number of 
each type of pencil bought. It is not possible for the lexicon to provide a specific 
nnathematical tag associated with the total number of pencils, since this quantity 
is still associated with the word 'some'. The first possible candidate for a tag is 
the letter 'b\ which should be used to represent the number of blue pencils. In 
theory the learner should realise the specific role of this tetter and the 
requirement to attach the unit price as a multiplier to give a total price for the 
number of blue pencils bought. The learners who gave answers such as 
'b + r- 90'either associated b'as this total cost of the blue pencils or the initial 
parse did not mark the information regarding the cost of the pencil as important, 
so when the 'if...' statement was parsed a link between the data was not 
created. Without this important link the only associative option available for the 
letter 'b'would be as a blue pencil (i.e. letter as object). This scenario would be 
repeated for the red pencil, since the cognitive pathway would have been 
primed when dealing with the blue pencils. At this stage the important data 
flagged by the parser would be'90 pence', 'b'andV'. The actual question, 
'what can you write down about b and r?' does not give any dues or hints as to 
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what the expected answer should be. The learner, who considers only 90, b 
and r as significant, produces a best fit answer of b + r= 90. If the learner 
attempted to make sense of this equation, a point of ambiguity would arise 
since b + r-OO is meaningless. The only way to resolve this ambiguity is to 
assign the letters an inclusive role encompassing both the cost and the number 
of pencils (i.e. b = 5xb: which is clearly mathematical nonsense). 
The majority of learners used for this study treated the letters as objects. 
Kijchemann (1981) compared the strategies used by the children in the original 
study to resolve this problem. He noted that there exists a hierarchy of solution 
methods depending upon the cognitive abilities of the children. At the lowest 
level the learners could treat b and /"as specific unknowns and therefore 
recognise the validity of the equation for one pair of values. As Kuchemann 
stated this is very much a static relationship. In terms of the proposed semantic 
model, this approach requires minimal level 2 semantic processing and would 
be the expected method adopted by a learner whose lexicon was not sufficiently 
developed to cope with multiple entries linked to the notion of a mathematical 
relationship. The approach of treafing the letters as generalised numbers 
requires a deeper level of processing since the lexicon must contain a definition, 
which states letters can have a range of values dictated by the relationship 
given in the equation. The treatment of letters as variables requires the deepest 
level of semantic processing (depicted as level 3 in Figure 5.13). This depth of 
processing is brought atrout by the realisation of a dynamic relationship 
between the letters which Kuchemann termed a second order relationship and 
defines it as 'letters are used as variables when a second (or higher}- order 
relationship is established' (p111). He suggested one such relationship could 
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be 'the Increase In r is greater than the (corresponding) decrease in b' {pi 1^. 
The Idea of a mathematical relationship is explored In the next question. 
Figure 5.13 shows the additional requirements required to facilitate these 
processes. 
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Figure 5.13, Inclusion of "cognitive pathway generation", "best fit processor" and 'level 3 
semantic processing' functions. 
5.12 Question 10. 
Which is the larger, 2n or n + 2? 
Explain:..,.. 
The idea behind this question was to explore learners 'understanding' of 
variables. A common response was 2n. One plausible reason for this would be 
the parser notices the 2n and immediately informs the lexicon of a multiplicative 
operation and when it parses the n + 2 an additive operation is flagged. The 
lexical entry for multiplication could have an entry such as, "when two numbers 
are multiplied together, they produce a larger number" or 'multiplication is a 
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quick way of performing repeated addition'. The parser could possibly highlight 
the operations as more significant than the context. On an initial parse the 
question appears to be straightforward i.e. multiplication and addition operations 
required. The semantic context of the question, determining a relationship, 
would be given less weight due to the strength of the relationship between 
multiplication and addition operations, which would result in the expressions 
being semantically processed to level 1 not to level 3. The parser/lexicon would 
indicate a cognitive pathway that would not include a more thorough 
investigation of the relationship between the two expressions. The learner 
would be unlikely to adopt an experimental approach i.e. trying different values, 
since it would increase the cognitive load unnecessarily, based on the choice of 
cognitive pathway. This is exemplified by one learners answer, '2n is 
multiplication, while n + 2 is addition' and supported by the results of the original 
test (71% of 14 year olds responded with 2n). 
The wording of the question implicitly asks for a definitive answer i.e. the learner 
could interpret it to mean that either 2n is larger or smaller all the time. In the 
case of one learner, the wording did create a point of ambiguity: he answered 
with 'a is likely to be 2n, however ifn = 0 then n + 2 will be greater. Therefore I 
cannot answer'. Another learner responded with, '2n but depends on value of 
N, ie if N = 0.5 then n + 2 is greater but if N = 100 then 2n is greater'. The latter 
answer is interesting from two points: firstly, it is evident the learner initially 
thinks that 2n is greater but is not confident about his answer. This lack of 
confidence could be due to the lexical entry for multiplication and/or addition, in 
conjunction with the entry for 'larger,' having a caveat attached such as 
'dependent upon size of numbers'. In this case the weighting attached to the 
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caveat would appear to be low, since his initial response was 2n. This 
weighting factor highlights the second point: the numbers the learner chose are 
not close in value. If the weighting factor was appropriate then the learner 
would probably chosen values such as 0,1 and 2. 
5.13 Higher Mathematical Functions 
This discussion so far has highlighted the difference betvreen mathematical 
language and mathematics per se. The evidence has shown, in some cases, 
the learners know how to 'do the maths' but find it difficult to express what they 
are doing in mathematical language. The role of natural language is central to 
the everyday functioning of any society and in a similar way the role of 
mathematical language is central to the learning and teaching of mathematics. 
The importance of mathematical language becomes more significant as 
learners progress through the hierarchical structure of acquiring mathematical 
knowledge and si<ills. At the introductory level of leaming mathematics 
teachers tend to give learners considerable leeway in the codification of their 
mathematical structures especially in the avoidance of using strict mathematical 
language (Shuard & Rothery, 1984). This research has shown the major 
problem viflth this approach is learners develop lexical entries that do not always 
have precise mathematical meanings. For example, to illustrate students 
misconceptions in physics Laurillard (2002) reported on research undertaken 
with first year undergraduate students who were shown the two diagrams in 
Figure 5.14 and asked to explain how Newton's third law of motion applied to 
the (a) box on the table, and (b) the box in mid-air. 
182 
(a) (b) 
Figure 5.14. The Two Situations requiring an Explanation using Newton's 3^ ^ Law. 
If they could not recall the law they were given it in its canonical form: 'every 
force has an equal and opposite reaction'. An analysis of their answers 
revealed a misconception amongst some students which could have been 
resolved if the law was stated in this form: 'When one object exerts a force on a 
second object, the second object exerts an equal and opposite force on the 
first'. The following diagrams. Figure 5.15 and Figure 5.16, demonstrate how 
the cognitive model can be applied to examples of misconceptions of Newton's 
third law of motion. 
Lauhllard reported on three common misconceptions: 
(1) Some students thought the forces cancelled out: 
'[The forces in the second case] are just the weight of the box acting down and 
there's air resistance acting up..The force acting down is bigger so that's why it 
falls to the ground." 
p34 
(2) Some thought the law only applied in certain circumstances: 
'It [the taw] applies to when they're in equilibrium and at rest, but when the 
system is trying to reach equilibrium it doesn't apply.' 
p34 
(3) Some explained the situations with the idea of unbalanced forces: 
'The second one, no table, so. ah. the box has still got gravity acting on it,.and 
seeing there's no [other] forces coming from anywhere...it's just going to fail 
towards the ground with constant acceleration.' 
p35 
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This situation, in many instances, arises from their mathematical experience at 
primary and secondary levels of education where teachers try to make 
mathematics as accessible as possible. As Austin and Howson (1979) state: 
"In England the tradition is to rely on the fonnal definition in higher education and 
infomial or ostensive definitions In primary and secondary schools", (p 163) 
This comment is not meant to be a criticism of teachers at primary or 
secondary level since they face the dilemma of attempting to teach children 
mathematics in such a way that the children are able to leam mathematics. This 
is an arduous task since many mathematical words have their origin in Greek or 
Latin and therefore do not have a natural language equivalent. Learners are 
then expected to progress through the educational system using a lexicon 
which constantly needs to be updated. In some respects, the learners' lexicon 
is similar to a socially constructed encyclopaedia; submitted entries are not 
always correct and sometimes it is down to chance whether the entry is 
corrected. The learner may not even realise their misuse or misinterpretation of 
mathematical language, because according to their internal model the words or 
syntax make perfect sense. 
Once learners reach Higher Education, where the expectation is for them to 
take responsibility for their own learning, the situation of a poor lexicon puts 
them in a disadvantaged position. The constant use and reinforcement of their 
existing entries gives a strong weighting to, what could be, degenerate data. 
The learner who has to constantly overwrite these entries can find the process 
extremely difficult and may find their confidence challenged resulting In feelings 
of 'not being able to do mathematics'. The case of using fractions is particulariy 
pertinent since it Is normally assumed learners on entry to H.E. courses are 
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confident with the use of these consfructs. The lexical entry for a fraction relies 
upon the orthographic parse of the construct. Fractions tend to be written in 
mathematical texts in the correct format i.e. the numerator is separated from the 
denominator by a horizontal line, whereas since most word processors do not 
have this functionality a forward slash tends to be used. The lexicon on 
receiving notification from the parse that a particular form of fraction (e.g. 
proper, improper, vulgar etc.) has been read in has to have links from the 
fraction entry to the operations required. The learners' experience of fractional 
notation may be one effractions being a separate construct from the process of 
division and therefore not form a link between the two with the consequential 
link to the arithmetic grammar, where the rules of division reside, not being 
made. From observing the learners involved with this research, a prevalent 
behaviour is to use a calculator and therefore avoid working with fractions. In 
many cases this does not present a problem, apart from learning how to deal 
with fractions, but in the case of values such as a third, many learners do not 
realise that the decimal value is an approximation. This strategy of using a 
calculator reduces the need for semantic processing and the need to recall the 
grammatical rules associated with fractions, Figure 5.17. In this sense it is, 
from the viewpoint of the learner, a nrore efficient way of processing due to the 
consequential reduction in cognitive load. This scenario is especially true of Uie 
learner who is not confident working with fractions since the calculator is an 
artefact that most learners trust more so than their own calculations. The 
calculator and technology in general, provide an external parser, lexicon and 
grammar which means, providing the learner is able to operate the device or 
software, the cognitive pathway required is much simpler. It seems their lexical 
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entry could be, rather than exert cognitive effort in dealing with the operations 
involved with tasks such as dividing two fractions or if uncertain, convert the 
values to a decimal representation and use a technology-based tool. 
Cognitive pathway 
generation. 
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Figure 5.17, Inclusion of Pathway to External Grammar/Lexicon. 
The reality of higher-level mathematics is the departure from a concrete 
environment to one that is highly abstract. Referring once more to observations 
of learners, the topic of calculus provides a prime example of the difficulty they 
have dealing with abstract ideas. Differentiation is normally introduced from first 
principles where two points converge until they are just an infinitely small 
distance apart (to avoid division by zero). This topic alone exposes the learner 
to a host of new concepts. They are expected to develop lexical entries for 
terms such as 'infinitisimal', 'in the limit', 'continuous' etc. and develop a 
grammar based on terms whose definition could appear to be at best vague if 
not meaningless. 
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5.14 Summary 
This chapter has developed a theoretical semantic model based on learner 
answers to the C.D.T. for Algebra, observations and linguistic models. The 
mode! is not intended to be interpreted as the elemental cognitive processes, 
but to give an overall picture of the processing involved with solving 
mathematical questions. As was said in the introduction to this chapter, the 
actual workings of the brain and in particular higher cognitive processing is still 
very much a mystery. Models are built from monitoring outputs associated with 
controlled inputs. Ingram (1989) likens this to chocolate factories, where it is 
assumed production systems are the same and complex machinery Is involved 
with the production of cocoa powder and chocolate bars. By monitoring the 
output of chocolate bars and cocoa powder a model of the internal workings can 
be developed. The model can be enhanced by observation of break down 
scenarios, e.g. if the factory stops producing chocolate bars and not cocoa 
powder. 
The model developed in this chapter demonstrates a relationship between the 
parser, lexicon and grammars and suggests the most efficient cognitive 
pathway for a particular learner is initiated on the first parse of a mathematical 
statement. It is proposed that these pathways are also established by the 
cognitive system when a learner first encounters a new mathematical 
construction. The weightings attached to each point of cognitive processing, 
especially lexical entries, are either increased by repeated use or 
reduced/eliminated when shown to be incorrect. The replacement of learned' 
cognitive pathways can be a difficult process, since it is possible that remnants 
of the 'old' weightings still exist. An analogy might be the elimination of viruses 
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in a computer system. Anti-virus software can eliminate the majority of vinjses 
but cannot always repair damaged system files etc. In some cases remnants of 
the virus still exist and can cause unpredictable behaviour. 
In a previous chapter (2.6.5) the processes of bottom-up and top-down parsing 
were discussed in relation to natural language acquisition. Learning 
mathematical language is similar to the learning of a natural language. There 
are major differences such as lack of 'practice time", no inherent 'sympathy' for 
mathematical language acquisition etc. but the process of parsing follows 
similar rules. The child learning their natural language initially adopts a bottom-
up approach to natural language acquisition i.e. each word is considered in turn. 
The child concentrates so much on the individual words it often does not grasp 
the overall meaning of tiie phrase or sentence. It is not until a later stage, once 
the syntax and semantic constructions are familiar, that the language learner 
knows what to expect within a phrase or sentence. Referring once more to a 
previous chapter where it was shown how when a sentence is read (2.6.5), 
quite often many words (especially connectives) are omitted from the initial 
parse. 
The route to mathematical competence is similar. In the initial stages of 
learning mathematics, learners tend to focus on the atomic structures and have 
to explicitly access the lexicon to discover the meaning of a particular 
construction. This bottom-up approach is cognitively demanding and, as with 
language learning, the learner fails to grasp the overall meaning of the 
'mathematical sentence'. Each stage of the parse requires mental effort to 
recall and retrieve the lexical entry and to find the associated grammar. It also 
requires an implicit feedback process, especially if the learner is not confident, 
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whereby the concepts and processes are checked to see If they are the correct 
ones. In the case of multiple lexical entries for a particular construct the learner 
has to select one from a list, form a link to the appropriate grammar and then 
rely upon experience (i.e. constructions stored in memory) to determine the 
'goodness-of-fit'. This is a recursive process and continues until the best 
selection is made. In a typical classroom environment leamere are first 
presented with simple examples. The teacher then increases the difficulty of 
the problems under the assumption the learner has made the correct lexical 
entry and formed the correct cognitive pathway. A common comment made by 
learners observed by the author was: 'the examples were easy, but the 
questions are a lot harder'. The writer of the problem, normally a competent 
mathematician and/or teacher, had developed the cognitive pathway required to 
'see' the relationship between the simple example and the harder problem 
designed to 'stretch' the learner. The leamer, who is at the bottom-up stage of 
parsing, would find the step up difficult since the focus of the parsing process is 
the atomic structures. It is not until the learner has progressed to a top-down 
approach to parsing that the semantic content of a mathematical construction is 
realised and the common form between examples is revealed. The leamer or 
mathematician who is at this stage is able to focus more on the overall 
semantics and does not need to expend 'mental energy' analysing individual 
components of the mathematical construct. 
There is an inherent problem with the progression from bottom-up to top-down 
parsing. Although it is a far more efficient mental process it relies upon 
prediction and hence expectation. The learner who has correctly assimilated 
the mathematics and can understand the mathematical language is able to use 
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top-down parsing effectively. In the case of the learner who is not confident or 
competent, top-down parsing can be problematic. The prediction and 
expectation elements of top-down parsing rely upon the correct cognitive 
pathways being in place. If this is not case, the learner will produce erroneous 
answers and will not be able to analyse their answer to see why it is wrong. 
The learner, in order to progress, would have to return to a bottom-up parsing 
approach and 'reroute' the cognitive pathway. 
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Chapter 6 Validation of the Semantic Model using an Applied 
Mathematics Problem 
6.1 Introduction 
The previous chapters mapped the development of the semantic model using 
learners' solutions to algebraic problems. This chapter discusses how the 
semantic model described in chapter 5 was validated using an applied 
mathematics problem (see Appendix A for the question sheets). The questions 
were based on Laurillard's (2002) work with physics students in their first year 
of university. Her original question, which was specific to Newton's third taw of 
modon, was modified in order to gain an insight into the parsing and semantic 
processing of the learnere. The validation process consisted of asking some 
learners and tutors these modified questions. The learners and tutors were 
asked to articulate their thoughts in a written format and then interviewed in 
pairs immediately after they had attempted the questions. The interviews were 
audio recorded and transcribed. The transcriptions can be found in Appendix E. 
The learners were selected from three different courses: three were training to 
be mathematics teachers (two were enrolled on the Mathematics Enhancement 
Course and one was studying a Bachelor's degree in Mathematics with 
Education) and one had just completed his advanced level certificates in 
Mathematics and Further Mathematics, having studied some modules in 
mechanics. The five tutors worked at a different university where they were 
employed to pnavide mathematical support for students. Only two of the tutors 
were interviewed due to time constraints. The other three tutors discussed the 
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problem in an informal setting and were quite happy for the researcher to use 
their comments in the analysis of the semantic model. 
6.2 Validation Process 
Laurillard's (2002) original question asked first year undergraduate students to 
explain how Newton's third law of motion applied to the (a) box on the table, 
and (b) the box in mid-air. They were shown the two diagrams in Figure 6.1. 
(a) A box resting on a table (b) A box in mid-air 
Figure 6.1, The Tvro Situations requiring an Explanation using Newton's 3"^  Law. 
If they could not recall the law during the interview they were given it in its 
canonical form: 'every force has an equal and opposite reaction'. In order to 
assess how the parsing process impacted upon the learners' interpretation of 
the problem it was decided to break this question into four separate questions. 
All the questions presented to the learner were the same problem but gave 
different amounts of information relating to the question. The first question, 
question A, was deliberately vague with respect to which law should be used. 
Question B specified the third law and questions C and D gave the third law in 
different forms. A criticism of the questions was that the learners were not told 
about the motion of the box in mid air (Figure 6.1(b)). This was a deliberate 
omission since one of the aims of asking the questions was to gain an insight 
into how the parsing process linked to the lexical entnes. In order to resolve the 
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situation of the box in mid-air, the learners would have to make and state their 
assumptions. 
6.3 Expected Process based on the Semantic Model 
Input parser 
English 
Mathematics 
Graphical 
Key 
Newton's 
Laws of 
Motion 
\ 
Lexicon Entries 
l "Law 
2"" Law 
3"^ Law 
\ Assumptions <^ 
Figure 6.2, Expeded Parsing Process 
Figure 6.2 shows the expected parsing process the leamer should employ to 
resolve the given problem. In the original semantic model assumptions were 
not explicitly shown since the problems were given in a mathematical context. 
Since the resolution of the applied problem used to validate the semantic model 
in this chapter required the learner to make assumptions, particularly for the box 
in mid-air, these assumptions were made explicit. The relationship between 
assumptions and the other components of the semantic model are shown in 
subsequent diagrams. 
The learners could use two approaches to parsing the problem: they could 
either read and process the text first, then look at the diagram or they could look 
at the diagram first and then read and process the text. It is assumed, for the 
rest of this explanation that the text was parsed first. Once the text had been 
parsed the key words should have been extracted. These extracted words 
would then act as a key for the lexical entries. Linked to the parsing process 
would be the making of assumptions. These assumptions would then be 
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checked for relevancy against the selected lexical entry and if the assumption 
was irrelevant it would be discarded. 
Cognitive pathway 
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Figure 6.3, The Semantic Model 
Figure 6.3 shows the semantic model. In the resolution of the given problem, 
the learners should have employed the input parser, the cognitive pathway 
generator, the lexicon and the semantic processor. 
6.4 Analysis of learner answers 
Question A: 
Explain how Newton's Laws of Motion apply to the two situations shown in 
Figure 1. 
(a) A box resting on a table (b) A box in mid-air 
Figure 1, The Two Scenarios. 
^ 
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Only one of the learners stated the use of Newton's third law. The others stated 
'gravity or equal and opposite reaction'. In the interviews, the learners in 
response to being asked their initial reaction, replied with 'panic, unable to recall 
the appropriate law, I didn't think of Newton's laws'. Only one learner used the 
third law after analysing the information given in the diagram. It was interesting 
to note that when one of them (A level student) was explaining his thought 
processes he responded with a form of words reminiscent of a text book. Their 
written answers and their verbal answers indicated for three of the leamers that 
the initial parse of the question created problems. The learner who replied with 
'panic' effectively blocked any cognitive processing because of her emotional 
state (Immordino-Yang & Damasio, 2008). The learners who were unable to 
recall the laws indicated a failure between the parser and the lexicon. Their 
parsing of the question failed to identify the appropriate lexical entry, since the 
information gathered in the parsing process both graphical and orthographic, 
did not provide them with the necessary key information to facilitate the link 
between the parser and the lexicon. The learner who did not consider Newton's 
laws focussed on the diagram rather than the text. His explanation, for which 
he did not state any assumptions, was that the box in mid-air must have been 
filled with a gas in order for it to float. Other learners stated assumptions such 
as; ignoring air resistance, the box was falling, model the box as a particle. In 
their written explanations all of the leamers stated the box would fall due to 
gravity. None of them mentioned the force that the box exerts on the Earth, 
with the box in mid-air, but, in all cases, the notion of equal and opposite fortes 
was mentioned in conjunction with the box resting on the table. 
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When asked what they interpreted to be the key words, the answers included 
'explain, Newton's laws'. As stated earlier one of the learners focussed on the 
diagram and his interview response for doing this was that he did not consider it 
to be a mathematics problem. He contextualised the problem as a 'real life' 
situation and therefore tried to explain it in tenns that fitted his folk definition of 
the scenario i.e. an object cannot just float in mid-air without being filled with a 
lighter than air gas to make it float. The learner who initially responded with 
'explain', after further prompting, also said Newton's law of motion. This 
indicated that her initial parse, where she said 'explain'was the key word, 
focussed her attention on obtaining an explanation for the given scenario. This 
behaviour indicated her main concern was her ability to provide an explanation. 
Another learner in the interview stated that once she had read the question her 
main worry was trying to remember Newton's laws of motion. This behaviour 
resulted in her having committed cognitive resources to searching her lexicon 
for the laws. It seemed her expectation was that once she found the 
appropriate law, she would be able to give a precise mathematical solution. 
Again this behaviour demonstrated how the learner was expecting a 'clinical, 
text book' solution to the problem where she could use an algorithmic approach 
to solving it. She also said that she thought she should have interpreted the 
situation in an 'everyday' context but did not do this because 7 was totally 
fixated on the maths, because that's what we've been doing'. This indicated 
that she had taken into account the environment of the question (the interviewer 
explained before the start that it was to do with mathematics education 
research) and for this reason decided a mathematical answer was required. 
Her belief that she should have used an everyday explanation indicated that 
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outside of an obviously mathematical context she probably would not have 
considered using mathematics to explain physical phenomena. 
When asked if they could recall or if they had a vague idea of what they wanted, 
one of the learners responded with 
"yes I had a vague idea of what I wanted and I was cross with myself that I didn 't know 
the topic well enough to be specific, because we've done it relatively recently'. 
The other learner agreed with her. This vagueness indicated that the lexical 
entries were not well defined and once again that the emotional reaction 
probably, due to its demand for cognitive resources, increased the likelihood of 
not being able to 'reason through' the problem. In this situation the 'best fit' 
solution was the reliance upon folk definitions. Both of these learners 
considered that they should be experts since they had recently covered this 
topic in class. Their expectation and failure to meet it, resulted in them feeling 
frustrated with themselves. As before this emotional reaction would have 
required cognitive resources. 
The learner who decided the third law was appropriate gave a good explanation 
of the relationship between the forces in the box resting on the table. When it 
came to the box in mid-air, he could not identify a similar relationship. He knew 
gravity was 'pulling' the box towards the Earth and for the law to apply he 
needed to be able to identify another force which he was unable to do. In the 
end he decided that air resistance provided the other force even though in his 
assumptions he opted to ignore air resistance. 
Figure 6.4 summarises the responses of the learners. 
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Figure 6.4, Learner Process for Question A. 
It is evident from the learners' responses that a bottom up parsing strategy was 
used. Within this strategy they would have to find a definition for each key word 
in the wording of the problem. Figure 6.5 shows a possible parse of the 
question. The italicised text are the possible lexical entries selected by the 
learner. By looking at Figure 6.5 it can be seen how cognitively demanding a 
bottom up parsing strategy can be. Not only would the learner have to find the 
definition of word(s) in their lexicon but also have to remember the attached 
meaning and where the word(s) appeared in the syntactic structure of the 
question. While this process is going on, they would also have to validate their 
assumptions against the semantic interpretation of the problem statement. 
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Explain how Newton's Laws of Motion apply to the two situations shown in figure 1 
Figure 6.5. Possible Learner Parse of Question A. 
Question B 
Explain how Newton's Third Law of Motion applies to the two situations shown 
in Figure 1. 
(a) A box resting on a table 
Figure 1. 
(b) A box in mid-air 
Question B gave the learners more information. The fact the question told them 
specifically to use the third law should have acted as a trigger for their lexicons. 
One of the learners underiined Third Law of Motion' in the question but then in 
the assumptions gave the formula {F=ma, F=mg) for the second law. In her 
explanation she wrote 'Sox on table exerting same force down as table exerts 
up ?3^ law'. In the interview, when asked her immediate thoughts, she 
responded with 'What is the third law of motion. Is it the one I described in the 
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last piece of paper and I don't know'. The other learner, in this pair, replied with 
'...they've told me It's the third law of motion... I hope my explanation relates to 
that law'. These responses indicated they recognised the importance of the 
words (the key), '3"* law of motion', but a strong cognitive link had not be formed 
between the parsed words and the lexicon. Similarly one of the learners in the 
other pair responded with What's Newton's third law and that scared me, 
because I just didn't really know'. He went on to say: 
'...although it's the same question and I've already been innuenced by question sheet 
A...but because it said third law, Its just like well I don't even know if I know the third 
law'. 
This response indicated a cognitive pathway had been set when question A was 
first parsed. Question B, therefore, caused him problems since it was more 
specific and caused a metacognitive point of ambiguity since he did not know if 
he knew the third law. In an attempt to resolve this point of ambiguity he 
attempted to reason his way through the problem: 
'...and then I was thinking well, if the table was removed would the box just stay there, is 
it the same box. in which case the table is irrelevant...'. 
This learner also stated that once he read 'the 3"^ law", he started panicking. 
When asked to explain what effect this panicking had on him, he stated: 
'...that's why I went into like freefall. that's when I Parted thinking atyout the table and 
things like that, cause it takes my mind off my stumbling block and I'm just trying to see 
if I can get around, there's another pathway to the answer that I want and I couldn't find 
it'. 
The learner who wrote down the formula for the second law thought she might 
have 'muddled' the two laws. She could not recall the third law and therefore, in 
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typical exam behaviour, wrote down what she could recall hoping that it was 
correct. Similarly one of the other learners adopted an exam approach to 
explaining the scenario. He analysed how many marks he would have got in an 
exam if (a) he used the stated law and, (b) if he used a different 'method'. 
Figure 6.6 shows a summary of possible learner processes. 
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Newton's 
3'° Law of 
Mation 
-K Lexicon Entries 
3 " Law of 
Motion ? 
F=fna? 
Equal and 
opposite forces 
Cognitive pathway set from A - conflict 
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Box on table: Same as question A - could apply equal and opposite 
forces based on everyday experience. 
Box In mid-air: Unable to resolve - no assumption made as to the state 
of the box. 
Focussed on trying to remember 3"^  Law 
Figure 6.6, Learner Process for Question B 
Question C 
Explain how Newton's Third Law of Motion which states: 'every force has an 
equal and opposite reaction', applies to the two sihjations shown In Figure 1. 
(a) A box resting on a table (b) A box in mid-air 
Figure 1 
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Question C gave the learners a prepared statement of the third law in its 
canonical form. This question provided a more specific key for the learner's 
lexicon. If the words 'Nevrton's third law of motion', did not enable the learnere 
to access their lexical entry, as in question B, the canonical statement provided 
in this question should, since it provided a more detailed key to the third law. It 
was expected that the learners would have lexical entries for 'force, equal, 
opposite and reaction' thus enabling them to construct Newton's third law. 
The learners written answers to this question were far more detailed. They 
included words such as 'force, reaction, equilibrium, at rest, forces cancel' 
whereas in question A and B they used 'force, equal, opposite, gravity'. This 
change in vocabulary indicated that they did have lexical entries for the more 
mathematical terms used in question C. It also indicated that they relied upon 
the statement of the third law, rather than its name, to access the necessary 
information to analyse the given scenario. The problem with this wording of the 
third law is that it omits any reference to the fact that the definition of the law 
requires the existence of two bodies (in this instance) exerting an equal force on 
each other. As Laurillard pointed out the phrase 'equal and opposite' implies 
that the forces cancel out to give equilibrium which gives rise to the learners' 
misconception about the third law. For example, one learner in her written 
answer to scenario (a) stated: 
The box on the table stays at rest because the downwards force exerted on by the box 
on the table is equal and opposite to the reaction force exerted upwards on the box by 
the table. The forces are in equilibrium so nothing moves'. 
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Another answered: 
• If farce downwards by box was greater than force upwards of table, table would break 
and box would fall. As at rest Table force = box force in opposite direction'. 
One learner gave a succinct answer: 'Gravity pulls box down. Table pushes 
box up. Forces cancel and box stays still.' Another answer was: 'Normal 
reaction of the table balances the weight of the box'. Their answers to scenario 
(b), the box in mid air, remained in essence the same as their previous answers 
except that the word 'force' was now used. For example, one learner stated: 
'if box is stationary must 6e some sort of upwards force to counterbalance box force 
downwards otherwise this will not last long in mid-air'. 
Another responded with: Gravity pulls box down. Force inside box pushing up 
- assume lighter than air gas. Forces cancel and box stays still'. 
One learner attempted to answer the two possible situations: the box moving 
towards the Earth and the box 'floating' in mid-air. His answers were: 
'Gravity is the only force acting on the box' and 'if the box is in mid-air (floating) tiien lift 
should equal mg'. 
Another learner in an attempt to resolve the point of ambiguity resulting from her 
interpretation of diagram (b) suggested: 
'If we assume the box is in mid-air is in a vacuum it will have no forces acting on it so 
will stay where it is'. 
Figure 6.7 shows how a bottom up parsing strategy would identify and use each 
word has a lexical key. 
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Figure 6.7, Learner Process for Question C 
Question D 
Explain how Newton's Third Law of Motion which states; 'When one object 
exerts a force on a second object, the second object exerts an equal and 
opposite force on the first', applies to the two situations shown in figure 1. 
(a) A box resting on a table 
Figurel. 
(b)A box in mid-air 
This final question gave Newton's third law using an explicit form of words. The 
definition of the law provided all of the information necessary to apply the law 
correctly to the given scenario. It should have directed the learners to realise 
that with, in this case, two objects the application of the third law was 
straightforward. The keywords in this definition of the law were: 'one object, 
exerts, force, second object, equal, opposite'. The semantic key, which is 
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derived from the form of the sentence, is that a relationship in the form of an 
interaction defines the forces. 
The problem with this question for the learners was the word 'object'. In part (a) 
they could explicitly see the objects involved whereas in part (b) only one is 
shown. Their answers, both written and oral, supported the view that there was 
only one object present in part (b) i.e. the box. 
One learner in the interview stated in response to being asked if the question 
was different: 
' Yes very different, because you put the word objects in. So you said one object is 
exerting a force on a second object and going back to my poor box in mid-air it has no 
other objects..'. 
The other learner in this pair con-ectly identified the Earth as the other object 
but, this just created a point of ambiguity. 
'...I got confused and couldnt decide whether H was relating to this law c^median or 
another taw of motion which would account for situations...as you were saying (referring 
to other interviewee) the Earth is a factor that should t)e fa/cen into consideration...I'm 
trying to trawl through all the laws and try and work out that there's other thirigs that are 
equal and opfjosite but they don't happen to have objects in them.' 
This pair of interviewees then had a debate in which they were trying to resolve 
this point of ambiguity. One of them correctly stated the application of the third 
law to situation (b) but failed to consider the respective masses of the objects 
involved: 
'...if you take the box in mid-air and the Earth or the ground as your two otyecfs. then 
obviously the Earth is exerting a greater fonx on the small box than the box is exerting 
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on the Earth so we havent got our equal and opposite situation. Does that make sense 
or am I talking rubbish? (question directed at other interviewee). 
In their written explanations one of them wrote: 'Hadn't considered objects so 
important but I suppose other motion laws account for ott\er situations'. The 
other wrote '...stil!not happy with the box in mid-air, there's no second object...'. 
The notion that the Earth can be considered as an object seemed difficult for 
them to grasp. In some respects this is not surprising since the everyday 
definition of an object relates to an artefact that tends to be obviously visible 
and tangible. The Collins English Dictionary {1991) gives eight definitions of the 
word as a noun and two as a verb. The definition that the leamers probably had 
in their lexicon would be similar to the one given first in the dictionary: 'a 
tangible and visible thing'. Since the Earth, although tangible and visible, tends 
not to be thought of as object since it is so common to our everyday experience 
that it goes unnoticed. Two of the learners confirmed this when asked what 
they considered to be the problematic words: 
B: The key word is object, different word...makes you think in a different way'. 
A: 7 think you immediately think of an object as something... (B interrupts).' 
B: 'Something tangible, three dimensional you can see and feel... it was almost 
superfluous because when we looked at question C we almost assumed that...we did 
not really need to be told they were objects as well...and we're thinking of the Earth and 
gravity and sorvehow you don't think of them as objects in the same way (referring to 
question D).' 
The A level student reclassified the word 'object' as a 'particle'. This change in 
the word, which is used extensively in mechanics education, has even stronger 
implications for the size of the artefacts involved. 
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It seems also from their responses that they considered gravity to be a unique 
force and which therefore could not be classified as a force which was 
generated by the interaction of the objects. They viewed gravity as a force that 
'pulled' objects towards the Earth and that its existence was independent of 
other objects. They did not question the origins of gravity. 
One of the learners had difficulty vtnth the overall stmcture of the formulation of 
the third law. When asked about the question in general, he replied: 
Too wordy. I struggled to read it. too many objects within a sentence and Newton's 
third law the way it was explained in the question was just too wordy and it took me too 
long to try and work out what the third law was, even though I already knew from the 
previous question.' 
It can be deduced from this response that this learner was still at the stage of 
bottom-up parsing. In trying to understand the third law from this formulation, 
he had to read, parse and find the lexical entry for the key words. Since his 
attention was focussed on trying to understand the atomic structures of the 
formulation, he missed the overall meaning. If he had been at the stage of top-
down parsing then he would not have needed to commit so many cognitive 
resources in attempting to understand the third law. 
Figure 6.8 shows the learner processes for question D and Figure 6.9 shows 
the Identification of the key. 
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second object, the 
second object exerts 
an equal and 
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F igure 6.8, Learner Process fo r Ques t i on D 
Lexicon 
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Key 
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Explain how Newton's Third Law of Motion which states: Wtien one object exerts 
a force on a second object, the second object exerts an equal and opposite force 
on the first', applies to the two situations shown in figure 1 
Figure 6.9. Key for Question D. 
In this instance the l^ ey was not linked to an accessible definition in the learner's 
lexicon. In an attempt to make sense of the problem, the learner would reparse 
the question and focus on the statement of the 3"* law. This process would 
involve analysing the syntax of the statement, finding definitions for the 
individual words and finally attaching a meaning within the context of the 
problem. As can be seen from Figure 6,10, the natural language definition of 
some of the words does not convey the mathematical meaning. For example. 
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the word 'force' in an everyday context can be associated with strength and 
power whereas the mathematical interpretation of the word is more about 
relationships between bodies. 
THing, Art ide, 
Devkx. Body Sirengih. power 
An ififluence that Purpose. Arm 
Target, v id im. ' ° '^^' 
tocus 
a state ot rest to one 
of rnonon ot chaTges 
Its rate of m<^Kin 
Other side. 
caolrary 
Identical in sue. auedions. 
quantity or intensity corr^ielely 
different 
/ 
When one object exerts a l o r c e o n a second objecl. the second oOject exerts an equal and opposite force on the l i rsf . 
Figure 6.10, Parsing of the Statement of 3"^  law. 
6.5 Analysis of the Tutor Answers 
Initially the tutors could not see the point of the question since it was obvious to 
them how the scenario should be resolved. This indicates that their lexical 
entry, not necessarily for Newton's Third Law, but for the situation depicted by 
the diagrams was very well developed. Although they parsed the question, the 
diagram was used as the main source for obtaining the necessary information. 
This was indicated by one of the responses to question A: 
'My firrf impression was. I couldn 't remember whether it was Newtori 's first or second or 
third... The firsf one is statics and the second dynamics.' 
And in response to question B: 
'...But I can't recall which one we call the first and which one we call the second...! 
dont think, to be honest. I dont thinl< it really makes any difference when you come to 
analyse a problem as long as you know those two concepts.' 
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The tutors did not even question the situation of the box in mid-air; they 
immediately assumed the diagram was a 'snap-shot' and consequently the box 
was accelerating towards the Earth, There was not any debate of how the box 
could be suspended in mid-air. This was clarified in response to question C 
when asked what assumptions they made: 
Well I'm assuming it's moving. It's a sort of snap-shot' 
and 
'Well, if it's in mid-air. It's gotta move. If it's in a gravitational field of any kind.' 
It seems as a part of their parsing process, assumptions were automatically 
generated and any unrealistic situation was immediately discounted. They 
assumed implicitly that the scenario was Earth based and that a gravitational 
force existed. 
An indication of how simply they viewed the problem was given by one of the 
tutors in response to being asked about the wording of question D: 
7 find it difficult to commerit really because I know so mucfi about it. I don't mean that in 
a boasting way at all.. .Again it depends on how much you know about Newton's laws.' 
Another tutor, who commenting on the wording of the questions, stated that he 
thought that the wording of question D would be more helpful. This indicated 
that he had a well developed lexicon for this type of problem and was therefore 
able to perform a top-down approach to solving the questions. Figure 6.11 
shows how straightforward and unambiguous the process is when the key and 
its associated assumptions are well defined. This indicates how much quicker 
the cognitive pathway is utilised to resolve the problem. If the tutor was asked 
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to be introspective about the process he went through, it is unlikely that he 
would be able to articulate it since the resolution was 'obvious'. 
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Figure 6.11. Tutor Processing of Question D. 
Figure 6,12 shows a possible interpretation of the statement of the problem 
from the parsing of the diagram. This would make sense in light of the tutor's 
response to question B where he stated It really did not make much difference 
what the law was named as long as the concepts they represented were 
understood. 
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Figure 6,12,Tutor Parsing of Question D, 
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6.6 Summary 
The responses from the learners who participated in this exercise highlighted 
the difficulties that arise from underdeveloped lexicons and the parsing process. 
In terms of my semantic model it seems that when they parsed question A the 
cognitive pathways were initialised. Question A was not specific and did not 
mention the third law which enabled the learners to use their existing 
conceptions. As the questions progressively became more specific, these 
conceptions were challenged resulting in the creation of points of ambiguity 
which needed to be resolved. When asked, if they were in an exam, which 
question they would be most comfortable with, they replied question C. The 
formulation of the third law in this question was probably one they were familiar 
with and therefore they considered they underetood it. It was interesting to note 
that one of the learners could not see how the two formulations related to the 
same law even though he knew the the law is the law and you can't change 
that'. 
The questions also highlighted the difficulty learners have relating everyday 
experience to the mathematical interpretation of phenomena. It was apparent 
from this study that once the learners had reinforced the cognitive pathways 
initially set on parsing question A {reinforced by question B since it did not 
challenge their conception of the third law) they had immense difficulty in 
resolving the scenario in a mathematical context. The impression given was 
that they attempted to make the mathematics fit their conceptions rather than 
reparse and reset their cognitive pathways. 
This study also highlighted the importance of wording questions in terms that 
are understood by the learner. There is a danger, which this study showed, in 
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making assumptions about the quality of the lexical entries that learners 
possess. For example, in this study it vras assumed the learners would know 
what was meant by 'object' in question D and that they l^ new that the weight or 
gravitational attraction was a force the same as any other. This particular 
problem concerning the nature of gravity might have been due to the fact the 
forc^ has been named, unlike 'general' forces, and therefore had become 
reified in the lexicons of the learners. In order for learners to avoid emotional 
'blockages', it is imperative that teachers ensure they have well defined lexical 
entries for words that can have multiple meanings; especially words that have a 
mathematical definition and a 'folk' or everyday meaning. Once these lexical 
entries are well defined learners can begin to progress from bottom-up parsing 
to a more efficient and beneficial top-down parsing strategy. Once they are 
able to use a top-dovm parsing approach, facilitated by the combining of "small' 
concepts to form 'super' concepts, learners are able to appreciate the 
semantics of the question. 
If the learners' conceptions are compared to the tutors it is apparent that the 
bottom-up parsing approach adopted by the learners created difficultaes. They 
tended to focus upon the atomic structures of the questions and in a way lost 
sight of the problem. On the other hand the tutors, who were very familiar with 
this type of ODntrived problem, parsed the questions in a top-down fashion and 
hence did not focus on the wording of the question. They were in some respects 
at a loss to see what the problem was; to them the solution was obvious. 
It seems from this validation process that when a problem is parsed any 
preconceived notions, including assumptions, are linked to the lexical entry. In 
the case above, the tutors naturally assumed the box was in a gravitational field 
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and therefore could not remain suspended in mid-air. The learners did not 
make this assumption automatically and therefore spent time trying to justify 
how the box could remain in mid-air. The implications of this on their cognitive 
load are enormous. If the learner has to spend time and hence cognitive 
resources trying to find a resolution that Is unreasonable then it is no w/onder 
that they become frustrated and rely upon 'folk definitions' of mathematical 
concepts. 
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Chapter 7 Modification of the Semantic Model to account for an 
External Lexicon/Grammar 
7.1 Introduction 
The process of enabling a learner to use technology to learn and perform 
mathematics requires the semantic model developed In chapter 5 to be 
modified in order to accxjunt for the additional cognitive processing involved. 
These modifications must also account for the substantial body of knowledge 
built around the use of technology as an educational artefact. Section 2.10 of 
chapter 2, reviewed the literature pertinent to the present discussion. 
In one sense these modifications already exist in some learners who have been 
exposed to technology in their everyday lives. This group would 
characteristically be younger learners who are accustomed to using technology 
in their secondary school education and in their personal lives. More mature 
learners, especially ones studying for a non-scientific based qualification, may 
find the use of technology challenging, due to their lack of exposure to 
technological tools. Irrespective of the type of learner, becoming familiar and 
developing competency and confidence with CAS does present a new 
challenge. The differences between their mathematical lexicon and the lexicon 
of the technology are not always overt and the different interpretations of words 
and symbols can be subtle. For example; the word simplify in its normal 
mathematical context is usually used to indicate that an expression or equation 
needs to be reduced to a form where no further reduction operations can be 
performed on it. In the case of CAS, the command 'simplify' invokes an 
algorithm which follows a predetermined path and is incapable of taking into 
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account the overall context of the problem (Ruthven, 2002). In this sense the 
CAS provides a 'local' solution based on the immediate information available. 
How the CAS performs such operations is outside of the cxjntrol of the learner. 
The semantic model developed up to this point accounts for the internal mental 
processes of the learner interpreting mathematics. These internal processes 
incorporate how the learner interprets information, makes decisions on how to 
proceed and what response is required. Contingent with this are other 
emotional factors which, although not directly concerned with leaming or solving 
of a problem, do influence how the learner reacts {Immordino-Yang & Damasio, 
2008). The introduction of technology into the learning environment requires 
the learners' cognitive system to interface with the artefact. The original 
semantic model, as shown in Figure 7.1, requires additional transcoding steps 
to be introduced to show where the learner attempts to translate the 
mathematical problem into a form suitable for entry into the technological 
artefact. Once the computation has been completed the learner has to interpret 
the output. The initial stage, transcoding into an artefact 'friendly' form, relies 
extensively on the learners' instaimented version of the artefact. In other 
words, the learner has formed a cognitive image of the calculating capabilities 
of the artefact (Artique, 2002). In order to use this instrumented version the 
learner has to know how to type in the mathematics in order for the device to 
correctly process the input. This issue is discussed in section 7.2.1. and 7.2.2. 
The discussion of the interviews with the learners, section 7.2.3, shows the 
strategies and thought processes the learners in this research adopted to 
overcome some of the pitfalls of using technology to learn mathematics. 
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Figure 7.1 The Original Semantic Model 
7.2 Discussion of Research Findings. 
This section discusses the learners' behaviour when using Derive to solve 
simple mathematical questions. The selected questions were taken from the 
LTSN (Learning and Teaching Support Network) booklet. An Algebra Refresher 
(LTSN, 2002). In each of the following questions the learners were supposed to 
have worked out a 'pen and paper' solution prior to using Derive to check their 
answers. It was observed that some of the learnere attempted to short circuit 
this process by using Derive to solve the questions without attempting a pen 
and paper solution. 
The learners also used Derive to solve questions which have not been 
discussed in this chapter. The specific questions which are discussed In this 
chapter serve to illustrate the problems the learners had initially when using 
Derive. As they became more confident, the difficulties they encountered in the 
first instance diminished. 
^ 
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7.2.1 Arithmetic of fractions. 
Question 1. 
Express each of the following as a fraction in its simplest form — , — , — — , 
-—. Forexample —can be written as :^ . 
The learners used various strategies to tackle this question. The learners found 
that inputting the expressions into Derive was straightforward i.e. they could 
enter 20/45 as shown in Figure 7.2. Derive displayed it in standard mathematical 
notation and gave the simplified result as a fraction. This simple example 
enabled the learners to become familiar with how Derive dealt with fractions. 
Since Derive produced the answer they expected, the cognitive pathway from 
the initial parse was initialised. Part (c) - — caused some problems for the 
learners. The leamers were unsure where to place the minus sign in the input 
to Derive. For example, one learner inputted -42/21 which produced the result 
-2. The leamer did not conceive this to be the correct answer and therefore 
went on to try different combinations. His final approach was to enter -42/-21, 
which produced a positive result. He accepted this answer and moved on to the 
next problem. He had similar problems with the 'pen and paper' solution; he 
thought the minus sign should be attached to only one of the numerals. The 
notion that the sign could be attached to either one or to the whole fraction did 
not seem possible. This was probably due to the fact in arithmetic signs, 
especially 'minus' signs are always associated with one numeral. This new 
conception produced a point of ambiguity in the parsing process and therefore 
he used a 'best fit' strategy based upon his previous experience to resolve it. 
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49 The problem produced similar conflicts. Tutor intervention was required to 
enable the learner to correct his misconception and proceed with confidence. 
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Figure 7.2, Derive Screen showing Learner Input for 20/45 
Question 2. 
Calculate: {a ) l + l ( b ) i - l 
2 3 2 3 
1 . 1 Initially - + - caused the learner to be hesitant in inputting this expression into 
Derive. Eventually he entered 1/2 + 1/3 and Derive reproduced the original 
expression in a fractional form which confirmed his expectations. The Derive 
answer and his 'pen and paper' answer agreed. His subsequent inputting of 
expressions was much quicker since now his confidence in his interpretation 
and use of Derive had been increased (i.e. the weighting factor for busting 
Derive had improved). Part (b) did not present any difficulties to the learners. 
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Question 3. 
Evaluate the following, expressing each answer in Its simplest form. 
(a) - X - (b) 2 x 3 x i ( C ) - x ^ ( f ) 2 x i x ^ 
The previous question had been concerned with the addition and subtraction of 
fractions. This question moved on to the multiplication of fractions. One of the 
learners continued to treat the expressions as addition problems. When he 
parsed the expression, ^  x — he did not notice the change in the operator 
5 16 
symbol and therefore assumed the same operation was required i.e. the 
cognitive pathway for dealing with two contiguous fractions had been set 
incorrectly and a complete reparse of the expression was required. A different 
learner inputting the expression - x — as 4/5 x 3/16. Derive displayed this as 
^ - The learner could not resolve this point of ambiguity and therefore ignored it 
16 
without recording an answer and moved on to the next part of the question. 
Part (b) 2 x 3 X i was entered by the learner as 2x3x1/4 which Derive 
displayed as . This created a point of ambiguity for the learner but, as 
previously he was unable to resolve it, therefore he moved on to the next 
question. Here - x - was entered into Derive as 3/4/3/4 which was displayed 
as ^— as shown in Figure 7.3. He continued with this behaviour until he 
4 
attempted the final problem: - x - x — . He entered this as 9/5x1/3x15/27 and 
Derive displayed it as ~— . This expression looked so complicated to the 
leamer that he eventually asl<ed for assistance. 
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Figure 7.3, Derive Screen showing Learner Input for 3/4*3/4 and 9/5'1/3'15/27 
Question 4. 
1 1 , , 6 16 Evaluate (a) 3 ^ ^ (b) ^^;^ (c) ^ - ^ (d) ^ (e) 5 ^ 1£ 
g 
The learner entered 3 -^  - as 3/1/2 and Derive displayed it as -^  . Once again the 
learner reached a point of ambiguity since the displayed fraction did not 
correspond to his expectations. When the learner used Derive to simplify the 
expression it returned - . His experience with the next problem, - -^ -
produced similar results and therefore reinforced the cognitive pathway for 
inputting. It was not until he applied a similar procedure to part (c) - -^  — which 
produced a more complicated looking answer, in Derive, that he realised that 
the procedure he was using could be wrong. Part (c) - -^  — produces a more 
complicated looking answer since the numerals are all different. The learner, 
although unsure, continued to enter the remaining expressions in a similar 
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fashion with a concomitant increase in his uncertainty. It was not until he asked 
for help with parts (c) and (d), were the ambiguities resolved correctly. When 
he was asked what form he expected the learner was very vague. His answer 
can be summarised as "I'm not sure but, that (Derive's display) does not look 
right". This response possibly illustrates the fact that his cognitive pathways 
had been set by the previous questions where the answers produced by Derive 
consisted of simple fractions i.e. one numeral as the numerator and one has the 
denominator; in this instance Derive displayed a fraction as the numerator. 
7.2.2 Manipulation of Expressions involving Indices. 
Simplify the following: 
10^ x^y« iabcy 
"^TH?' S)-f-E> h) 2 106' »'y7x^' 'iabc} 
Note: Parts (b) through to (f) have been omitted since they did not present any 
problems to the learners. Problems only started to surface when they reached 
part (g) which involved multiple operations. 
Part (g) ~-^ in particular was problematic. One of the learners entered 
y * 
x^Gy'^S/yVx^e into Derive. Derive interpreted this to mean ^—-x^ . In 
discussion with the learner it was clear that he understood what the question 
was asking in terms of the overall operation. What he had failed to do was to 
interpret how to enter the expression in the question using the lexicon/grammar 
of Derive, Subsequent discussion also highlighted his immaturity in the use of 
mathematical language where he would articulate x^ squared as x two. He 
found the concept of x^ to mean x y.x difficult to grasp and consistently 
interpreted it to mean x + x. 
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7.3 Interviews with Learners concerning the use of Derive. 
All leamers found Derive difficult to use initially and had to spend considerable 
time in learning to use its interface and become familiar with its lexicon and 
grammar. In response to being asked about the inputting of expressions and 
how Derive displayed their input, one learner replied "...Stuff like to the power of 
a third, you had to put them in brackets, otherwise it would do the whole lot over 
a third". Another learner responded with: 
"...Cause obviously I don't think like a computer cause I can just jump from one thing to 
another. You write down one thing and it don't seem quite right, you'll do it again and 
get a different answer and scribble the last one out and then you go through it and it still 
might not come out the same as Derive, because people show things in different ways. 
I don't particularly bother cancelling down cause it's not particularly necessary but, 
Derive cancels it down to the smallest possible thing..." 
This leamer's solution to getting Derive to display their input correctly was to 
use brackets. He adopted a trial and improvement approach: 
"...you type rt in, it comes up on the screen, it's not what I've got here...you thinl< put all 
that in brackets and put all that in brackets...a hour or half an hour of using it, bang that 
there (referring to bradtets), bang that there, keep these two bits separate...". 
The learner did not refer to the order of precedence rules but, once he had 
discovered using brackets was a safe, reliable way to get the expected results 
he tended to over use them. It was noticeable that when he came across a 
reasonably complex expression one the first things he would do was to sub-
divide the problem into 'bracketable' chunks. 
At a later stage Derive was used in calculus lessons. In class the notation ^ 
vras used for differentiation vi/hereas Derive when simplifying would use ^ . So 
224 
for example when asked to differentiate x^ + 5x + 4\n class this would be 
written as y ^ x^ + 5x + 4 and the learner asked to find — . 
dx 
Derive would display —(x^ + 5x + 4 ) once the differentiate function had been 
selected. Learners found this difference in notation confusing at first. 
When asked specifically about the way in which Derive displayed the answers 
one learner replied: 
"It confused me because when I saw it on Derive 1 thought well if 1 write this down on 
paper it just won't malte sense so when I wrote it down I would go bacl< to the way I 
would do it trying to decode it. Sometimes I felt I was trying to decode the DaVinci 
code". 
Another learner responded with: 
"Getting around how it displays some equations...1 found Derive to be sort of pointless 
because it didn't help...you'd enter it right and it vrould look fine and then you'd dick 
'solve' and it would completely change everything and it would display something 1 
couldn't relate to..." 
On the Issue of how the displayed answer affected their confidence, one learner 
said: 
". ..it threw like a major curve ball at my processes. I just sorted said well, what does this 
mean, how does it relate to what 1 have got, am 1 wrong". 
When asked to explain which they doubted, one learner replied with 
"1 think 1 doubted myself more than Derive, because,,.1 don't know, it might have been 
the way I put the question in...when I checked it over and put it in correctly it displayed it 
wrong, 1 was like, well what do I now". 
Others said a "bit of both", A characteristic of their discussion was the 
anthropomorphization of Derive. It was as if they thought Derive should be able 
to understand their input and consequently provide the expected answer. 
When asked their opinion about using Derive as a learning tool a common 
response was the need for the software to show intermediate steps. One 
learner stated; 
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'...it really displays what we would perceive as the answer. ...just put it in, dick a button 
and it gives you the answer It doesn't show any of the workings. If you're using it for a 
guide that would help with coursework or just practicing stuff then you need to see the 
steps in between...'. 
Even though the creators of Derive describe it as a tool for learning, the above 
quotations illustrate Pimm's point about the difference between a too! for doing 
mathematics and a pedagogical one (Pimm, 1995). 
When asked about the benefits of using Derive, the learners were generally 
positive about the experience, but saw the use of Derive as limited to relatively 
simple problems and for checking their answers. This comment must be 
understood within the context of the level of mathematics these learners were 
engaged with. The mathematics they had learned was at a relatively low level, 
for example, they had studied quadratic equations, linear equations, fractions, 
basic calculus etc. Their confidence in their mathematical ability was quite low 
therefore the notion of exploring mathematical topics was difficult for them to 
grasp. They viewed the mathematics they had to study as something they had 
to get through to achieve the necessary credits to pass the course, but did not 
see that it would be of benefit to future careers. 
The learners were asked whether they considered Derive as a tool they could 
use to learn mathematics without direct tutor support. 
The learners did not consider this to be impossible but thought it would be 
extremely difficult. 
One learner said 
"Derive would t>e a bit overv^elming (r^ening to the interface)'. 
One aspect of Derive that all the learners liked was the option of being able to 
produce graphical representations of equations and expressions. As one 
learner put it: 
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"I actually understand the graph bit...enter the points you can fully see it (the solution) 
with your simultaneous equations as well. So you're not just working out something for 
the sake of it, you can actually see what you're doing. Which I found great,". 
The learners considered the graphing capabilities to be of huge benefit. To a 
certain extent they considered the graphs as the mathematical objects to be 
investigated as Kaput (1989) suggested. When asked if the graphs gave 
meaning to the equations, one learner replied: 
"...you're not just doing something for the sake of doing it, you're understanding what 
you're doing and how it relates to something else". 
Another learner responded: 
"...I think it's a lot easier for me to apply something if I have something to look at rather 
than just numbers and equations on a bit of paper. To me they're just numbers, they 
don't mean anything, but when they're like applied to a graph, you can sort of relate 
them...". 
7.4 Modifications to the Semantic Model 
The evidence collated from the observations and interviews with the learners 
suggested the following process when they were using a technological artefact 
during a mathematics lesson: 
1. The problem is read. 
2. The problem is parsed (2a), transcoded (2b). 
3. The mathematical lexicon is used to define the problem internally 
(learner's deep structures). 
4. Mathematical grammar accessed. Form of the resolution (expected 
output) generated. Problem not necessarily resolved. 
5. Learner's interpretations of the syntactic rules of the instrument are 
accessed (grammar). 
6. Problem reformulated into the instrument's lexicon. 
7. Key presses planned and executed. 
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8. The output from the instnjment is read, parsed and transcoded. 
9. Comparison made with internal resolution (from internal 
lexicon/grammar). 
10. If the answers agree-there is no conflict. 
I l . l f answers disagree-there Is a point of ambiguity. 
Although step one superficially does not appear to be a problem, it can in 
fact present a major challenge to some learners. As the original semantic 
model showed, it is at this stage in conjunction with the parser, that the 
learner makes initial assumptions about the formulation of the problem. The 
learner has to decide how to interpret the problem. If the problem is written 
using explicit mathematical notation the decision is reasonably 
straightforward. Problems with interpretation start to surface when natural 
language is used. In this situation the learner has to discriminate betvi/een 
the language used to describe the problem and the mathematically relevant 
components. The outcome from this step (step two) invokes the use of the 
learner's Internal mathematical lexicon. At this stage the learner has to 
choose an entry which con-esponds to the interpretation of the parsed sign 
(possibly a natural language word, mathematical word or mathematical 
sign). Step three is where the decision to interpret the sign is made. For 
example, the sign could be the word 'average', in this case the learner's 
lexicon could have various entries for the word 'average'. One possibility is 
the folk definition' of average used in the context of natural language 
convereation (e.g. 'he's of average ability'). Cleariy in this context the 
meaning is not well defined, but it probably conforms loosely to the 
mathematical concept of the 'arithmetic mean'. In order to clarify the 
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meaning the context of the word must be examined in more detail. In this 
way the process of matching the sign to the learner's lexical entries become 
more refined. Once a selection has been made, which could be a 'best fit' 
relationship, the expected form of the resolution can be identified in 
conjunction with the necessary grammar. 
Steps five and six require the learner to have some knowledge of the 
technical artefact's lexicon and how to input any data. It is at this point a 
decision is made on the usefulness of using the technical artefact. The 
learner who is comfortable and confident with the technological artefact 
would probably opt to use it on the premise that it would make a resolution 
to the problem easier by reducing the cognitive load. The learner, who is 
unsure about how to do this, would probably attempt to refer back to similar 
problems encountered in the past and opt for a 'step-by-step' pen and paper 
technique possibly using the artefact to provide solutions to parts of the 
problem, thereby using it in more of a support role. 
If the learner opts to use the artefact, in most cases, the problem has to be 
syntactically reformulated and transcoded into a series of key presses or 
menu selections compatible with the device. 
The process of planning the key presses (step seven) also involves in the 
case of menu driven systems knowng where to find the relevant commands. 
The learners involved with this research often displayed what appeared to 
be random behaviour (Trouche's 1995 idea of 'automatic transportation'). 
They would, in the first instance click on the menu title which they thought 
contained the command they were looking for. If they were unsure of which 
command to use {e.g. in the case of Derive deciding whether to use 
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'simplify' or "solve") they would click on the command that was a 'good fit' to 
their preconceived idea of the process involved. At this point they had 
committed themselves to a particular path and would follow it until they 
reach a point of ambiguity which they could not resolve, in reality they quite 
often chose the correct command but did not possess the necessary 
mathematical knowledge to make informed decisions about the options 
which each screen offered. Figure 7.4 shows a typical example of the 
options available to solve the equation. 
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Figure 7.4, Option Screen from Derive 
The outcomes of this situation tended to be either that the learner 'back 
tracked" in order to try anotiier menu or accepted the default settings; hoping 
to arrive at the correct solution. This behaviour of trusting the default 
settings (i.e. the learner's instnjmented activity) proved fruitful in many 
instances and the learner obtained an answer. During the classroom 
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observations, none of the learners asked what the different options meant 
(e.g. real or complex roots). If the artefact produced an answer which they 
recognised as being feasible, it was accepted. In other words a comparison 
was made between the internally expected answer (step four of this 
process) and the one displayed by the artefact. They did not attempt to 
explore the other options and learn from the experience, they were focussed 
on obtaining an answer they could recognise. If they did not recognise the 
answer, some learners repeated the process they had just been through in 
order to verify that the answer was correct. What they did not realise was 
the process they went through may have been incorrect but, because the 
same answer was produced each time, they assumed it was correct. This 
feedback mechanism can result in an increase in the trust weighting 
associated with the artefact and a particular operation. When the artefact is 
used as a different instrument this process is repeated and, depending upon 
the experience of the learner, the trust weighting is adjusted accordingly. 
Repeated negative experiences reinforce to the learner the perceived 
inadequacy of the instrument. The majority of learners do not challenge 
their preconceived notions of the processes involved when using the 
instrument. It is often necessary for the tutor to utilise an intervention 
strategy whereby the relationship between the learner and the instnjment is 
restored to one where the learner feels the instrument can be trusted. It is 
often assumed that once an introduction to the artefact has been 
successfully completed the learner is in a strong position to develop 
utilisation schemes. The evidence from this research shows that this is not 
always the case, and in order to empower learners each instrument needs to 
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be careftjily managed. For example, an assumption was made in this 
research that once the learners were reasonably comfortable with the menu 
system and interface of Derive, they would be able to use it without difficulty 
(i.e. the process of instrumented learning Mackrell & Johnston-Wilder, 
2005). This assumption was proven to be incorrect. In one lesson Derive 
was used to differentiate simple expressions with the expectation that once 
the learners could successfully perform this procedure they would be able to 
perform associated procedures such as integration. It was discovered, even 
though in the classroom when calculus had been discussed and the 
relationship between differentiation and integration highlighted, virtien it came 
to using Derive the learners treated them as independent procedures. They 
seemed to have 'compartmentalised' the classroom activities (pen and 
paper based problems) and activities involving the use of Derive. 
In the situations where the learner could not interpret the answer, sometimes 
due to an unfamiliar notation, the learners questioned the way in which they 
had input the problem into the computer. The exhibited behaviours, virhich 
demonstrated how their lack of mathematical knowledge inhibited the 
learning process. The learners became convinced that the problem was 
either with the instnjment or their utilisation scheme. They did not consider 
the possibility that mathematics can be written using different 'dialects'. In 
nfx)st cases the learners had only been exposed to one form of notation and 
had been told how precise mathematics was. Their conception of the 
precision of mathematics resulted in them associating precision with 'only 
one correct way of doing mathematics, using a particular notation'. This was 
evident from the observation of the learners using Derive to solve quadratic 
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equations In this research. The learners v^ere observed inputting the 
mathematical problem, instructing the program to simplify or solve the 
problem and the screen displaying the answer using formal logic notation 
rather than English (eg v for inclusive OR). In a similar way the learner's 
interpretation of certain words associated with procedures were different 
from its implementation in Derive. This was probably one of the biggest 
problem encountered by the learners when working with the software. The 
word simplify could have multiple lexical entries in the learner's lexicon: 
(1) make easier (natural language), (2) reduce complexity (natural 
language), (3) make clearer (natural language), (4) reduce to a form which 
cannot be simplified any further (mathematics) (5) remove brackets, expand 
expression etc, change how the expression looks (learner's interpretation 
built upon following mathematical procedures), (6) reduce the expression as 
much as my knowledge/skills allow (learner's implicit interpretation of the 
mathematical process of simplification), (7) use the Simplify commands to 
simplify, expand, factor, approximate, or substitute in mathematical 
expressions (Derive), (8) apply simplification mles to an expression (Maple 
11). Entry (4) is particularly interesting in that it is in essence a circular 
reference; the word 'simplified' is used to explain 'simplify'. If the learner 
does not have a clear lexical entry for simplify and an associated route to the 
relevant grammar, the process of 'simplification' becomes meaningless. 
One possible result from this is that the learnere develop lexical entries (5) 
and (6). Lexical entry (5) is a technique used by unconfident learners to 
convince themselves and hopefully their tutor that they are not incompetent. 
Lexical entry (6) tends to be the norm. A learner can only follow a process 
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as far has their knowledge/slcills will allow. Derive's definition (lexical entry 
7) can seem counterintuitive. The natural language lexical entries all imply a 
process of reduction whereas words like 'expand' imply the opposite. The 
process of factorisation can produce an expression that looks far more 
complicated than the original and may not be associated by the learner with 
the idea of simplification. The learners involved with this research certainly 
did associate 'substitute' and 'approximate' with simplification. The lexical 
entry (8) suffers from the same fate as entry number (4) in that it is circular. 
The learner's lexical entries (7) and (8) would be derived from the external 
lexicon provided by the relevant artefacts, in this case Derive and Maple 11. 
Figure 7.5 shows the modifications to the semantic model necessary to 
account for the inclusion of an external lexicon/grammar in the learning 
process. Table 7.1 is a reproduction of the steps discussed in the previous 
section. 
step 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
Process 
The problem is read. 
The problem is parsed (2a), transcoded {2b). 
The mathematical lexicon is used to define the problem internally (learner's deep 
structures). 
Mathematical grammar accessed. Fonn of the resolution (expected output) 
generated. Problem not necessarily resolved. 
Learner's interpretation of the syntactic rules of the instrument are accessed 
(grammar). 
Problem refomiulated into instnjment lexicon. 
Key presses planned and executed. 
The output from the instnjment is read, parsed and transcoded. 
Comparison made with internal resolution (from internal lexicon/grammar). 
If the answers agree-no conflict. 
If answers disagree - point of ambigurty. 
TaWe 7.1, Proposed Process fc«" a Learner using a Technological Artefact. 
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Figure 7.5. Inclusion of External Lexicon/Grammar 
7.5 The Semantic Model and Instrumentation 
Instrumentation was defined in chapter 2 section 2.8, to be the relationship 
between the physical device and how the learner constructs a mental 
representation of the device. It also defined utilisation schemes to be a subset 
of possible operations afforded by the device. The previous section 7.4, 
reported on how the learner's behaviour and attitude can be influenced by using 
technology to teach and learn mathematics. The semantic model has been 
modified to take into account the inclusion of the external lexicon/grammar 
programmed into the device. One question that requires an answer is: can the 
modified semantic model account for the theory of instrumentation? 
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The semantic model has shown that a relationship exists between the internal 
lexicon/grammar of the learner and the technological artefacfs 
lexicon/grammar. In terms of the semantic model the utilisation schemes are 
represented by the cognitive pathways initialised when the learner parses the 
mathematics question. 
The introduction of a new technological artefact can result in the learner having 
to perform a complete or partial reformulation of all or some of their existing 
utilisation schemes. This situation is also evident with technology such as 
Derive, where the software is capable of performing many mathematical tasks. 
Although the basic layout of the interi^ce does not change, the various options 
presented to the leamer do. These options are offered in the form of *pop-up' 
windows where the leamer is expected to make choices. For example, Figure 
7.6 shows the options presented to the learner when they select 'factor' from 
the 'Simplify' menu. 
Figure 7.6, Derive Pop-Up for the Factor Command. 
There are several possible scenarios for a learner: (1) the learner has only a 
partial understanding of what the mathematical term factor' means e.g. the 
leamer believes a factor is only one of the real roots of a quadratic equation, (2) 
the learner has a more advanced understanding and is able to recognise some 
of the options presented or (3) the user is a competent mathematician and 
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knows precisely the required option. In the case of scenario (1), the learner is 
quite likely to ignore the options and rely upon the default setting and hope it is 
correct. This behaviour would be reinforced if the default setting provided the 
correct solution. Once a different problem is encountered and, the default 
setting is not appropriate, the learner would have to modify his existing 
utilisation scheme to accommodate this new option. In this case the learner's 
utilisation scheme for'factor'would be expanded. If the learner was unable to 
reformulate the appropriate utilisation scheme, the trust factor in the technology 
would be reduced. This could possibly result in the learner avoiding its use. 
The learner in scenario (2) would either know which option to select or by a 
process of elimination arrive at the correct option. This behaviour is similar to 
what Trouche (1995) termed 'automatic transportation'. The learner would 
enter a mathematical expression and then try to find an operation which would 
give them the answer. If the selected option produced the correct answer, the 
learner's utilisation scheme would be reinforced and expanded. The competent 
mathematician given in scenario (3) would be able to develop appropriate 
utilisation schemes very quickly. 
In terms of the semantic model, the above utilisation schemes can be attributed 
to the cognitive pathway generated when the question is first parsed. These 
pathways are subject to modification depending on the experience of the user. 
If the learner perceives a successful outcome from using the artefact the 
cognitive pathway is reinforced and would be used again for a similar operation. 
For example; when a learner used Derive to calculate 1/2 + 1 /3, Derive gave 
the expected answer and the learner continued to enter expressions in the 
same way. But in the case of 9/5x1/3x15/27 Derive gave, what the learner 
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perceived to be, an unintelligible answer and the learner was left in a state of 
confusion. In order to restore the confidence of the leamer in Derive, tutor 
intervention was necessary. The intervention of the tutor and the subsequent 
discussion about why Derive was giving a different answer enabled the learner 
to modify the cognitive pathway and hence his utilisation scheme. He was then 
able to proceed with more confidence using Derive. 
In a similar way, when the learner is initially exposed to a technological artefact 
tentative cognitive pathways are set which include an entry in the Internal 
lexicon to indicate that the problem can be resolved efficiently by using the 
device. The strength of this entry will either be reinforced or diminished 
depending on how successful the leamer views using the device. If the learner 
perceives a successful outcome, in temis of ease of use, he is more likely to 
use the device for similar questions. 
7.6 Summary 
This research has shown that the introduction of technology into the teadiing 
and learning environment must be carefully managed if it is to achieve a 
positive Impact on the leamer's conception and learning of mathematics. The 
use of technological artefacts also requires the tutor to have a clear, well 
defined purpose for their introduction. For example if the purpose of the lesson 
is to explore some mathematical idea, the learners would have to have a good 
understanding of the artefact's interface, the various options presented to them 
and some knowledge of the artefacts lexicon (Artique, 1999). It is very easy for 
learners to have to commit cognitive real estate to working out how to use the 
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artefact. The cost of which is the subsequent reduction in available resources 
necessary for them to benefit from the intended purpose of the lesson. 
It is also very easy for the lesson to degenerate into one where the tutor adopts 
a 'push button' (Lagrange, 2005) approach to using the technology assuming 
the necessary mathematical understanding is already in place. The constraints 
of time can sometimes mean, particularly for the struggling learner, that the 
tutor ends up unintentionally reducing the learner's use of technology to 
following a series of key presses or menu selections i.e. select 'Author", 
'expression' and so. The learner derives minimal benefit from this approach 
and again the focus shifts from the mathematics to the use of the technology. 
Perhaps one of the most important implications of using technological artefacts 
is that learners must be aware of the true nature of mathematics. In most cases 
mathematics has been presented as a clinical process, using one 'dialect' and 
achieving the intended result. It is worth introducing learners to the notion that 
mathematics was developed over centuries and many 'red herrings', 'blind 
allies' were encountered and different notations were used at different times. 
Technological artefacts present an opportunity for learners to explore and 
develop their mathematical ideas but they have to be given the time, resources 
and support to develop confidence and competency in its use. In a similar vein, 
it would no doubt benefit mathematics tutors to be given the time to develop 
their own confidence and competency in a formal training environment where 
they could learn the constraints involving the use of technology. Anecdotal 
evidence suggests that the adoption of technology within the learning 
environment depends very much on the tutor's attitude towards technology and 
their confidence and competency with its use (Kendal & Stacey, 2001). 
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The development of the original semantic mode) to include an external 
lexicon/grammar highlighted the additional steps required to process 
mathematical expressions using technology. Not only do these additional steps 
exist on the input side but also more processing is required within the feedback 
process. It is not until the learner has become confident with the use of the 
technology, in this research Derive, that the cognitive load is reduced. This 
reduction is also dependent upon how much the learner 'taists' the technology, 
which again is reflected in the competency and confidence levels of the learner. 
The symbiotic relationship tietween the learning of mathematics and using the 
technology is reflected in the level of instrumentation achieved by the learner 
(Drijvers, 2003). The maturity of the learner's utilisation schemes will also have 
a direct impact on cognitive load. Well developed utilisation schemes enable 
the learner to automate many of the processes (instrumented activity) involved 
vjhen using a familiar technological artefact. The confident/competent learner 
would be able to switch between utilisation schemes effortlessly and therefore 
focus on the mathematics. 
As the discussion above demonstrated some learners are averse to using 
technology since they conceive it as lime consuming and difficult to use. The 
initial process of learning how to use the artefact demands a high cognitive load 
but, once the learner becomes confident with using the technology and can 
conceive a t»enefit from using it, the cognitive pathway is set and the process 
becomes virtually automatic without the learner having to explicitly decide on 
what action to take. In other virards, the use of technology becomes 
incorporated into the learner's conceptual structures and becomes an option 
available to the learner if the technology is available. 
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Chapter 8 Summary and Conclusions 
8.1 Introduction 
The primary task of this final chapter is to critically evaluate the research 
documented in this thesis in relation to the research question it endeavoured to 
answer. Subsequently, section 1 restates the research question and why it was 
deemed important enough to be researched. Section 2 summarises the 
research and section 3 provides the condusions. The final section, section 4 
suggests some areas for further research and in particular the areas I intend to 
investigate further. 
8.2 The Research Question. 
At the beginning of this thesis, chapter 1, section 1.1, a statement was given for 
the motivation behind this research and a quotation from Davis and Jones 
(1990). This quotation summarised the dilemma faced by many learners of 
mathematics. 
To put It in a simple form that highlights the students' dilemma: they need to know the 
language of mathematics in order to know what mathematics is about; conversely, they 
need to know what mathematics is about in order to know how to use the language'. 
Davis and Jones (1990) pi 17 
My own position regarding the learning of mathematics sensitized me to the 
state of many students found themselves to be in. The combination of personal 
mathematics anxiety and an empathy for learners of mathematics led to the 
development of the research question: 'Could a semantic model for the 
interpretation of mathematics be developed which was able to account for 
learner behaviour when they attempted to leam mathematics with or without the 
use of a technological artefect? 
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In answering this question it was hoped a semantic model could be developed 
which would enable the learning of mathematics to be a much more accessible 
process for students. 
8.3 Summary of the Research 
The literature review chapter of this thesis, chapter 2, started by looking at 
natural language and cognitive development and discussed how people learn to 
communicate and interact within a mathematical environment. It gave an 
example of a young child first learning to count and the difficulties encountered 
when the counting process became more abstract. This led on to a discussion 
of three views of mathematics: Platonism, intuitism and formalism and how 
each of these philosophies impacted upon the development of mathematics. 
This section might have seemed somewhat arbitrary but the reason for 
including it was to facilitate the subsequent discussion of the use of signs and 
symbols within mathematics (semiotics). Further sections used the ideas 
developed in semiotics as a basis for discussing language acquisition, use of 
natural language and the basis this formed for the learning of mathematics. 
Although ostensively mathematics seems to be about the use of a language to 
describe our world, one has only got to delve into the philosophy of 
mathematics to realise that it is much more than this. To some it is very 
practical and only useful as a tool in a 'concrete' world and yet to others it 
verges on a religion with a whole spectrum of attitudes in between. It is hoped 
that this thesis does not give the impression that mathematics is 'just a 
language'. The objective of the sections describing the acquisition of language 
and the development of grammars was to recognise the importance of language 
in the teaching and learning environment and how language is recruited to 
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interpret the signs, symbols and the structure of mathematical constructs. Also 
in order to communicate mathematically a standardised system is vital in order 
to avoid misconceptions and misinterpretations of mathematics. It is this 
socially negotiated language, albeit within the mathematics community, and the 
use of symbols that can contrive to make life difficult for the learner. As this 
research has shown, many learners know precisely what their mathematical 
formulations mean, but unfortunately they do not adhere to the accepted 
conventions. 
The development of the semantic model was discussed in chapter 4. Questions 
from a reliable, valid source (CDT for Algebra) were used to tease out the 
underiying thought processes of the learners. Their written answers in 
conjunction with video recordings of their work with Derive and semi-structured 
interviews provided the necessary data to facilitate the development of the 
semantic model. By cross correlating the data. I was able to suggest a model 
which accounted for the resolutions provided by the learners. This model was 
developed from previous work (chapter 2, section 2.8) on cognitive models, how 
natural language is acquired and used (chapter 2, section 2.6) and how 
mathematics is parsed (chapter 2, section 2.7). The final section before 
discussing the influence of technology on the teaching and leaming of 
mathematics, investigates the relationship between the model proposed by 
Dreyfuss and Dreyfuss (1986) and this research. The Dreyfuss and Dreyfuss 
model proposed stages a learner goes through from being a novice in a 
particular field to becoming an expert. It showed that the novice learner is 
detached from the problem space and has to make analytical decisions 
whereas the expert intuitively knows what to do and takes ownership of the 
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problem. In terms of the semantic model, this equates to the process of bottom 
up parsing where the learner focuses upon the atomic structures of the 
mathematical construct. As the leamer passes through the various stages of 
skill acquisition, knowledge becomes more intuitive until eventually a stage is 
reached where the learner 'just knows' (asemantic processing) what processes 
and procedures to use without having to analyse the problem in depth. Again 
equating this to the semantic model; the learner has reached a stage where top 
down parsing is feasible and is able to appreciate the wider implications of the 
problem space. 
The final sections of the literature review discussed how technological artefacts 
impact on the teaching and learning of mathematics. These sections lay the 
foundations for chapter 7 where the theory of instrumentation is used as the 
vehicle to analyse leamer behaviour when using technology to learn 
mathematics. It Is interesting to relate the theory of instrumented learning and 
instrumented activity to Dreyfuss and Dreyfusses' model (1986) and to the 
semantic model proposed by this research. In all cases it can be seen that as 
the learner's skills and knowledge increase, processes and procedures become 
embedded into the conceptual structures of the learner. As the learner 
develops more robust utilisation schemes and mathematical competence the 
amount of semantic processing reduces with the concomitant reduction in 
cognitive load. Once this mature state is achieved the learner is able to 
investigate new applications of known constructs and new areas of 
mathematics with confidence. 
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8.4 Conclusions 
This research has used Ideas from linguistics, psycholinguisties, cognitive 
psychology, semiotics and natural language processing models to develop a 
semantic model of how leamers interpret mathematics with and without the aid 
of technology. The model provides a tiieoretical basis from which the 
relationships between the various cognitive processes can be investigated and 
discussed. In this sense the model provides a framework where different areas 
of research have been correlated to provide a more holistic view of some of the 
processes a learner must use in order to learn mathematics. The learning of 
mathematics is a complex process, and when compared to natural language 
acquisition, can be a much nx>re difficult one. The literature review described in 
some detail how we acquire our natural language and the language required to 
communicate mathematically. If the semantic nuances alongside the knowledge 
of syntactic boundaries are taken into consideration and the ability to make 
sense of such paragraphs as the following (Davis, 2009) are taken into 
consideration, it is evident the language acquisition process is very complex. 
"Aoccdmig to rscheearch at Cmabrigde Uinervtisy, it deosnt mttaer in waht oredrthe 
Itteers in a wrod are, the olny ipmoatnt tihng is taht the frist and Isat Itteer be at the rghit 
pclae. The rset can t>e a toatl mses and you can sitll raed it wouthit a portjelm. Tihs is 
bcuseae the huamn mnid deos not raed ervey Iteter by istlef, but the wrod as a wlohe." 
The atrave paragraph illustrates how we can make sense of, what in reality are 
nonsense words. It illustrates our ability to perform a top down parsing process 
using our natural language. It also demonstrates how the brain requires a 
minimal amount of Information to reconstruct sensible words providing they 
conform to the syntax of the language and do not present any potential garden 
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path points of ambiguity. It must be realised that to reach this stage where 
expectation plays such an important role (where expectation relies upon there 
being enough information to construct a semantically plausible word based on 
the first and last letter) requires many hours of immersion in the appropriate 
social groups. 
Mathematical language is much more concise than natural language and gains 
some of its analytical power from its ability to use a symbol to represent a 
concept. This power is greatly enhanced when individual concepts can be 
combined to form super concepts. Once a sign is attached to these super 
concepts the analytical power is increased again. It could be said that the 
symbol reifies the concept in the sense that it can be manipulated. From the 
learners' perspective, the interpretation of the symbols can be a difficult and 
cognitively demanding process. The interpretation relies upon the learner being 
able to employ an effective parsing strategy along with syntactic and semantic 
processing which in turn relies upon lexical entries in the form of concepts. 
These four processes and how they relate to the competency of the learner are 
illustrated in Figure 8.1. 
Although the diagram shows four separate paths it is evident from this research 
that these paths are interdependent. If a group of learners were mapped to this 
diagram and assuming they all started at the extreme novice level, they would 
all progress at different rates. For example if one learner was a proficient 
reader of natural language, the syntactic processing element of the model 
would probably be accomplished far easier compared to a learner who had 
difficulty with literacy. This would not necessarily imply that the proficient reader 
was a more competent mathematician; in fact this proficiency could be 
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detrimental in respect of the tutor - student relationship. The fact of proficiency 
in reading could mask the lack of skills/knovi/ledge in mathematics. 
Novice Advanced 
Beginner 
Competent Proficient Expert 
Parsing 
Strategy 
Semantic 
Processing 
Syntactic 
Processing 
Conceptual 
Structures 
Bottom Up 
Intensive 
Atomic 
Constructs 
Individual 
Concepts 
Top 
Down 
Asemantic 
Holistic 
Super 
Concepts 
Figure 8.1, The Mathematical Development Continuum. 
Due to the interdependency between the four cognitive processes it is unlikely 
that a learner would reach, for example, the competent stage but still use a 
bottom up parsing strategy. The learner at the novice end of the continuum 
could advance firstly in linking concepts virtiich in turn would act as a driver for 
developing the syntactic and semantic processing which would Influence the 
parsing strategy. As the learner approaches expert status the distinction 
between the four processes would become less evident. The above discussion 
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assumes that the learner approaches a topic without a priori knowledge. In 
reality learners, especially by the time they reach an H.E. learning environment, 
have had many years of mathematical tuition. There would be a significant 
probability that the learners would have been taught using different notations; in 
essence similar to the notion of progressing from child language to adult 
language. This situation can have an impact on the parsing process and the 
syntactic processing. The underlying semantics and conceptual structures 
would be the same, but the learner would have to assign a different symbol (for 
example, using the word 'sum' instead of 'add up') to the concept. In terms of 
the semantic model, this equates to the learner having reached a level, for 
example, of being classed as competent with a particular dialect of mathematics 
having to revert to processes employed by a novice. This would only be a 
temporary situation since the cognitive demands upon the learner would be 
reduced due to the fact that only the relationship between the sign and the 
concept would be changed. Once the new sign had been assimilated into the 
conceptual structures of the learner, the learner would once more operate at the 
level of being classed as competent. One en-oneous assumption often made is 
that once a learner is competent in one topic they should be competent in a 
related one. The semantic rrradel has shown that this is not necessarily true 
since the four cognitive processes highlighted in Figure 1 demonstrate the 
interdependency required for the learner to achieve competency. The research 
reported in this thesis showed that once a learner had developed a more 
advanced parsing strategy in one topic and attempted to apply that to new or 
different situations, there was the possibility of generating syntactic and/or 
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semantic ambiguities. To resolve this situation the learner would have to revert 
back to more fundamental strategies. 
The above discussion raises an interesting question; is there a process that 
must precede the others? This is similar to the bootstrapping problem 
investigated in linguistics (see section 2.6.12). Mathematics education in the 
U.K. begins with the process of assigning signs to concrete objects that is the 
process of learning to count. It rapidly advances from these concrete 
operations to abstract representations where the symbols seem to be devoid 
from reality. In a formal educational system a learner can go from learning the 
procedures for dealing with concrete objects (for example counting) to using 
mathematics to describe how an atom functions (quantum mechanics). This is 
analogous with natural language acquisition where initially infants learn nouns 
(names of concrete objects) and progress to learning more abstract entities 
such as verbs. In order to do this the child must utilise the cognitive processes 
discussed above. The advantage of learning mathematics is that the cognitive 
mechanisms used for language and literacy acquisition are already available to 
the learner and therefore the mathematics learner only has to accommodate 
these processes. This accommodation process is not necessarily 
straightforward and can result in the learner developing misconceptions. The 
answer to the question concerning precedence of cognitive processes therefore 
is difficult to answer. The question could be rephrased to ask which cognitive 
process dominates when it comes to learning abstract mathematics. By the 
inclusion of the word abstract, the suggestion is that conceptual structures play 
a dominant role since, by definition, a concrete representation does not exist. 
Yet In order to semantically process the mathematics the learner has to parse 
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the mathematical construct, syntactically process it and form links between the 
signs and concepts. The proficiency in using the individual cognitive processes 
differs between learners and can therefore account for the difference in 
achievement in mathematical competency. An outcome from this could be that 
rather than focussing on different learning styles a more worthwhile challenge 
may be to focus on developing learning materials appropriate for "syntactic 
sensitive learners', 'semantic sensitive learners' and 'conceptual stnjcture 
learners'. By developing these cognitive areas it would be possible to enhance 
the parsing strategies of the learners and therefore aid their development as 
mathematicians. 
Figure 8.2 represents the modification to the cognitive processes due to the 
inclusion of a technological artefact into the mathematical learning process. 
The pathways for learning mathematics without technology are essentially 
unchanged except for the relationship that must exist in order to use the 
technological artefact effectively. In the case of parsing strategies a learner 
could be a proficient mathematician but a novice when it comes to using 
technology and would therefore have to employ a bottom up strategy when 
using the artefact; conversely a proficient user of technology could be a novice 
mathematician. For example; a learner who was proficient at using a 
spreadsheet for statistical analysis could be a novice at using calculus to solve 
mathematical problems. The learner would be able to input the mathematical 
constructs into the spreadsheet but would have to consider the atomic 
structures of the constructs, and therefore may not appreciate the semantics of 
the expression or equations. This same learner when considering the semantic 
aspect of using technology to learn mathematics would not necessarily know 
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the appropriate stage to employ the artefact to solve a problem and possibly 
would not be able to interpret the results of ftie calculations. 
The inclusion of technology also impacts on the syntactic processing of a 
mathematical construct. The competent mathematician would have to, in one 
sense, revert to a bottom up parsing strategy in order to identify the atomic 
structures of the construct. This would then enable the process of transcoding 
the mathematical structures into ones appropriate for the particular technology. 
The fonnation of the complex conceptual stnjctures encx)mpassing the 
mathematical concepts and technological ones are dependent on the 
competency of the learner with regard to both the mathematics and the use of 
the artefact. This process of developing utilisation schemes starts with the 
learner using what Trouche (1995) described as automatic transportation. The 
learner parses the nriathematlcal construct but is unsure how to use the 
technology effectively. This difficulty results in the learner searching the 
available commands until one is found that will give the required solution. Over 
a period of time this process becximes more refined and eventually the leamer 
develops efficient and effective instrumented activities. 
The introduction of technology also adds another level of complewty into the 
learning process. As can be seen In Figure 8.2 where the interdependency 
between the various processes becomes much more involved. 
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This complexity of the relationship between the cognitive processes is 
dependent upon the type of technology used. In the case of a basic calculator 
the affordances provided by the instrument are limited to the functionality of the 
physical device. The complexity of the relationship increases as the learners 
progress to graphing calculators, spreadsheets and CAS software. Figure 8.3 
depicts this increase in complexity. 
Baste Scientific Graphing ^readsheet CAS 
calculator calculator calculalor 
Complexity of relationship between learner, mathematics and technology 
Figure 8,3, Relative Complexity of Learning to use Technological Artefacts 
The increase in complexity is not a linear one. The cognitive distance between 
learning how to use a scientific calculator from a basic calculator is less than the 
step up to a graphing calculator. Similarly the move to learning how to use a 
CAS program from a spreadsheet is a considerable cognitive challenge. This 
map of relative complexity seems to suggest that the learner should be 
competent in the use of less complex artefacts before being expected to be able 
to use the more complicated ones effectively. In this sense Figure 8.3 could 
also be said to illustrate the increasing cognitive demands placed upon learners 
when they are expected to incorporate more advanced technological artefacts 
into their learning of mathematics. 
This research has provided a theoretical framework in which the cognitive 
behaviour of a learner of mathematics can be analysed. The semantic model 
enables the learning process to be divided up into the different cognitive 
processes a learner must utilise in order to become a competent and confident 
user of mathematics. This model represents a first step in providing a holistic 
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viewpoint of the demands placed upon the learner of mathematics. It is 
recognised that the model is simplistic in the sense that the division between 
the cognitive processes is not a clear one and the relationship between them is 
complex. The challenge is to develop this model (see future work) to provide 
teachers, researchers and authors with an accessible theoretical framework in 
order to enable many more people to experience and appreciate the satisfaction 
to be gained from the fascinating world of mathematics. 
8.5 Implications for Teachers 
This section aims to demonstrate how the semantic model developed in this 
thesis can be interpreted and used in the teaching of mathematics. The 
technicalities of language acquisition, grammars and cognitive processes have 
been omitted and the use of technical language has been kept to a minimum. 
Before exploring how the model could be used to influence classroom practice, 
it is necessary to define some technical terms which could not be avoided. 
Parsing is the process of extracting information, which could be in the form of 
written text, a graph, an equation etc, into units that are meaningful to the 
learner. This process is very dependent upon the learner's knowledge of 
mathematics. In the early stages the learner would break the information up 
into familiar small units. For example, if an equation contained an index the 
learner would have to make a conscious effort to recall the meaning of the index 
based upon its position and value. As the learner becomes more experienced, 
these smaller structures are combined 
into bigger units (super concepts), for example x" enabling the learner to 
assimilate more information at a faster rate. 
255 
• J i r W 
The lexicon can be analogous to a dictionary or encydopaedia in some 
Instances but, it also creates a link to the rules (the grammar) used to 
understand and resolve problems. To a certain extent the lexicon is 
ODntinuously in a process of development. As the learner encounters new 
concepts which rety upon previously learned ones the lexical entries are 
modified. 
The grammar is the set of rules which are applicable to a particular topic within 
mathematics, for example BODMAS. In the early stages of learning 
mathematics there can be a one-to-one correspondence between the grammar 
and the mathematical topic. As the learner progresses onto more complex 
mathematics this congruency can tie lost and many grammars have to be 
utilised in order to make sense of the mathematical constructs. A good 
example of this is learning how to solve equations. Depending upon the type of 
equation the learner has to recall many facts and procedures, along with 
different representational systems. The learner would need to be familiar with 
the rules of arithmetic, algebra and geometry. 
The process of learning mathematics, both in terms of language and performing 
calculations seems to follow the evolutionary development of natural language: 
the learner encounters a new concept, assigns a name to it, develops an 
understanding of it, and learns how to use it within a mathematical context. 
Figure 8.1 summarises this process. 
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Figure 8.4, The Novice Learning Process. 
This process does not account for the way in which mathematics is taught 
within a spiral curriculum. Mathematics is not only inferential ie. the learner 
infers a meaning from the teacher's exposition, but also hierarchical in nature. 
Once the initial ideas, such as number and counting have been learnt, the 
learner is exposed to ideas that rely upon previous ones. For example, 
arithmetic relies upon the fact that the learner knows the number names and 
knows the njjes (grammar) for arithmetic. In order to learn more complex 
concepts the learner has to adapt the ones already learnt. For example, 
learning to multiple two numbers together can be an abstract process where the 
learner learns the multiplication tables, therefore forming an independent 
structure or an alternative is to learn that multiplication is an efficient way of 
doing addition. In the first instance the learner would follow the route depicted 
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in Figure 8.1 and in the second instance would follow the process outlined in 
Figure 8.2. It seems evident that it is more efficient from a cognitive perspective 
and hence a learning perspective to build upon existing concepts rather than 
having to develop a lexicon with multiple Independent entries. 
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Figure 8.5, Modification of existing Knowledge/Skills 
The next section looks at several studies that examined the way in which expert 
mathematicians introspectively reported how they thought about mathematics 
when solving problems. 
8.5.1 Syntactic, Semantic and Conceptual Reasoning 
Burton (2004) in her study of 70 research mathematicians identified three 
modes of reasoning: conceptual, visual and symbolic. The conceptual 
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reasoners would think in ideas, attempt to classify these ideas and generally 
form links between different concepts. One of the mathematicians summarised 
their approach: 
So there is a space in my head that has ideas that I am vwirking with positioned and I 
can play wth those Ideas, re-position them, relate them, and so on. It is certainly partly 
visual but maybe conceptual is a belter word. 
(P 57) 
The syntactic thinkers thought within the representational system they were 
working in. One mathematician said: 
When I think about a problem, I see it in my mind as equations...I manipulate these 
equations on my mental screen. 
The visual thinkers in contrast to the previous styles, when thinking about a 
mathematical problem, saw the mathematics in the form of pictures. One of 
them reported: 
I largely think of it as a picture. A lot of things I think about are represented as pictures. 
{p56) 
In a study of two successful mathematics research students, Alcock & Inglis 
(2008) investigated approaches to proving conjectures within number theory. 
They focussed on how the mathematicians used examples to prove or disprove 
the conjecture. They defined the representational system to consist of 
'generalised symbolic statements which can be combined into permitted 
configurations via the njles of, for example, predicate calculus, propositional 
logic and acceptable proof frameworks' (p 114). They found that one of the 
mathematicians used the representational system associated with the topic of 
mathematics, and therefore classified this approach as syntactic reasoning. 
The other mathematician used a more 'informal' approach. This semantic mode 
of reasoning was summarised by Alcock and Inglis as the use of different 
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representational systems to explore the problem space with the caveat that 
aspects of the original problem were accurately translated into the new 
representational system-
Weber (2009) investigated a mathematician who used a syntactic reasoning 
style to evaluate conjectures, and generate counter examples. The 
mathematician would test his understanding of a concept by attempting to write 
it formally in terms of logical statements. Weber also recognised the 
consistency between the syntactic reasoning style and Burton's (2004) symbolic 
style and, similariy between semantic reasoning and visual reasoning. Having 
identified the three modes of reasoning, the question remains how can they be 
applied in a classroom setting? 
8.5.2 Applying 'reasoning styles' and parsing strategies in the Classroom 
An important first point to realise is that most learners will use a combination of 
the reasoning styles along with different parsing strategies to extract information 
from mathematical statements. The interdependency between thinking styles 
could vary tretween mathematical topics or within mathematical topics. In one 
instance the learner could follow an algorithm but for clarity perform some 
mathematical 'doodling'. For example when learning simple probability theory, 
some learners will be comfortable with applying the rules, whereas others may 
like to use Venn diagrams, others may prefer to develop their own 
representational system based on wrfiat they 'see' in their heads. It is highly 
likely that most learners would use a combination of either two of the styles or a 
combination of all three. It would be a useful exercise to get learners to explain 
to their peers a mathematical topic they are comfortable with. This would 
illustrate, provided it was explained to them that they are free to use any 
260 
method, formal or informal to explain the topic, the way in which they think 
about mathematics. 
It cannot be emphasised enough the importance of parsing strategies. In order 
for the learner to be a confident and competent mathematician they must be 
able to parse mathematical constructs in the most efficient way. In other words, 
they must be encouraged to develop lexicons where the entries mainly 
comprise of 'super concepts' ie. individual concepts that have been combined to 
form a bigger one. By using super concepts the cognitive load is reduced in 
that the demands on short term (working memory) are minimised. In the 
formation of super concepts it is also important that the teacher has a clear idea 
where a particular mathematical topic will lead. For example when teaching 
arithmetic the teacher should know that at some future point the learner will be 
exposed to algebra and will undoubtedly, in the first instance, rely upon the 
rules learnt for arithmetic to make sense of the new material. In some cases 
subtle changes in notation, based on assumptions, can cause problems. 
Experienced mathematicians know intuitively that 2x means 2 multiplied by 
some unknown amount, but since there is not a similar stmcture in arithmetic ie. 
22 does not mean 2 multiplied by 2, the learner has to learn a new rule and 
know that this rule does not apply to the arithmetic of numbers. Conversely, if 
the teacher wanted to explain the constnjct 2x by substituting in a value for x , 
the interpretation of 2x must be made explicit. In a similar way, the links 
between concepts can be developed by exploring different aspects of 
mathematics which to the learner seem unrelated, yet by using suitable 
mathematical constnjcts the link becomes evident. Also the learners 
themselves should be encouraged to make conjectures. These conjectures, to 
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the experienced mathematician, could be obviously wrong but the learner can 
learn a lot of mathematics by discovering why their conjecture is wrong. Also 
the learner, from these types of experiences, will discover the true nature of 
mathematics and realise that mathematics is not a dinical, algorithmic machine 
where you follow a set of procedures and amve at a single solution. In some of 
my lessons I deliberately asit the learners to find alternative ways of solving a 
problem. It is gratifying to see that after being exposed to this style of teaching 
that the learners actively look for alternative resolution strategies. An example 
of this is the quotient rule for differentiation. One of the learners suggested that 
the problem could be converted into one where the product njle could be used. 
The conversion process did rely upon some algebraic manipulation, but this in 
itself demonstrated to the learners the usefulness of learning about indices and 
logarithms. 
When I introduce a new topic, I explicitly state what a mathematical symbol 
means. For example when introdudng differentiation, rather than say 'dy by dx 
', the rather convoluted statement 'the rate of change of the variable y is 
dependent upon the variable x' is used until the leamere have a lexical entry 
that inteiprets ^ as a symbol that signifies a rate of change. At this point the 
less complex statement 'dy by dx' is used and occasional checks made to 
ensure the learners still know what the symbol means. 
The combination of ensuring accurate mathematical lexical entries, a clear 
knowledge of the njles (grammar) and when to apply them to particular 
mathematical constructs will ensure that the learners are able to develop into 
confident and competent mathematicians. If this process is used within a 
mathematics classroom culture where learners are not afraid to make 
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suggestions, try their own resolution strategies, allowed to get 'stuck' or make 
mistakes, I am convinced they will begin to enjoy mathematics in the way it 
should be enjoyed with lots of personal 'eureka' moments as they discover, 
what is to them, a new piece of mathematics. 
8.6 Future Work 
This research has been very much a starting point for research into the 
processes humans go through in the acquisition of skills and knowledge. It has 
focussed on mathematics since this a subject which is unique in that it has its 
own language and also contained within this language is a set of symbols which 
can be used to analyse and predict natural phenomena. 
It is my intention to followed this work with further project which will gather 
empirical evidence In order to facilitate a more detailed analysts of how learners 
parse mathematical constmcts. A series of experiments involving the use of 
eye tracking equipment will be carried out. The first experiment will look in 
detail at how learners parse mathematical constructs. The data to be analysed 
will include fixation times and gaze paths. This data vAW enable a congelation to 
be proposed between the amount of cognitive processing taking place and 
syntactic processing. The semantic model developed in this research will 
provide the theoretical foundation needed to discuss sensibly the results. In 
order to distinguish between competent and confident learners, two groups will 
be used: mathematics students and students where mathematics is not a strong 
requirement of their studies. 
The effects of priming and the subsequent move to top-down parsing will be 
investigated by analysing the parafoveal vision of the students. Parafoveal 
vision is used when natural language structures are read. For readers of 
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English, approximately 14 characters to the right are scanned in advance. This 
experiment will be designed to see if the same phenomenon exists for leamers 
of mathematics. The effects of lexical entries and semantic processing will also 
be investigated. A series of experiments will be used where leamers are 
presented with words used in natural language, in an implied mathematical 
context and in an explicit mathematical context. By using the eye tracking 
equipment it will be possible to measure the fixation times and hence make a 
comparison between the cognitive processing times. 
The analysis of these experiments in combination with the theoretical 
framework provided by the semantic model developed in this thesis will result in 
a better understanding of how learners paree and interpret mathematics. This 
information could then be used to inform how mathematics is presented to 
leamers. 
Finally, I hope sometime in the future to be able to use brain scanning 
technology to investigate the areas used by our brains to process mathematical 
constructs. It is well known (Dehaene, 1997, Butterworth, 1999) that the inferior 
parietal lobe is highly influential in numerosity. The question I would endeavour 
to answer is: do we use this area along with the language centres (Broca's 
region and Wernicke's area) and regions in the prefrontal cortex (used in 
decision making) to resolve algebraic problems? 
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Appendix A Validation Questions 
Question Sheet A. 
Name: 
Course:. 
Explain how Newton's Laws of Motion apply to the two situations shown in 
figure 1. 
(a) A box resting on a table (b) A box in mid-air 
Figure 1. 
Assumptions: 
Law(s) used: 
Explanation (use back of sheet if necessary): 
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Question Sheet B. 
Name:. 
Course:. 
Explain how Newton's Third Law of Motion applies to the two situations shown 
in figure 1 
(a) A box resting on a table (b) A box in mid-air 
Figure 1. 
Assumptions: 
Explanation {use back of sheet if necessary): 
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Question Sheet C. 
Name:. 
Course:. 
Explain how Newton's Third Law of Motion which states: 'every force has an 
equal and opposite reaction', applies to the two situations shown in figure 1. 
(a) A box resting on a table (b) A box in mid-air 
Figure 1. 
Assumptions: 
Explanation (use back of sheet if necessary): 
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Question Sheet D. 
Name: 
Course: 
Explain how Newton's Third Law of Motion which states: When one object 
exerts a force on a second object, the second object exerts an equal and 
opposite force on the first", applies to the two situations shown in figure 1. 
(a) A box resting on a table (b) A box in mid-air 
Figure 1. 
Assumptions: 
Explanation (use back of sheet if necessary): 
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Appendix C Field Notes 
Arithmetic of Fractions 
The learners had some knowledge regarding the meaning of the notation. They 
were comfortable with fractions which represented one operation (e.g. —) but 
when it came to more complex operations, such as addition and multiplication, 
they tried to apply partially remembered algorithms. These topics were 
discussed in the classroom so the learners were able to successfully perform 
the necessary operations. When they came to use Derive 6, the input notation 
required by the program did not cause any problems with the simple cases, but 
when the more complex operations were attempted their input was interpreted 
differently. For example, the learner would input 4/5 * 3/16 (question 3a) 
4 3 ^""^ 
meaning - x - but Derive 6 would interpret this to mean ^ — . In some cases 
the learner did not realise the error and continued to find a solution. The two 
answers, their 'paper and pen' answer and Derive's, did not agree but the 
learner ignored this conflict and carried on to the next question. On a second 
occasion this particular learner enters 2x3x1/4 (question 3b) which Derive 6 
2x3x1 
interprets to mean which gives the con^ct answer, but the learner was 
4 
not aware of the underiying process v\rfiich could be used to get this answer. A 
further example of this conflict between the semiotic systems is question 3f; the 
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' x , 
^ — x I 5 
learner enters 9/5* 1/3* 15/27 which Derive 6 interprets as — . The 
resultant answer looks reasonable to the learner so he continues onto the next 
question. The learner did hesitate when entering the numerals indicating some 
form of discomfort. He entered question 4b — -5-— as 1/2/1/4 which Derive 6 
J. 
1 
displayed as -L which resulted in a simplified answer as 0.125. The learner 
realised something was wrong, so re-entered the question using the same 
notafeon. Derive 6 gave the same answer, so the learner moved on to the next 
problem. 
The learner filmed for this episode worked the questions out by hand, and then 
used Derive 6 to check his answers. If the answer given by Derive 6 seemed 
reasonable he accepted it and moved onto the next question. In some 
instances he just ignored the conflict between the answers. He did not try to 
enter the expressions in a different form to try and resolve the conflict nor did he 
attempt to find out if both answers were correct but displayed differently. 
Generally the learners would opt for a decimal representation of the answer 
rather than a fractional one. 
Manipulation of expressions involving indices 
The topic of indices was found to be quite difficult by the learners. In class the 
meaning of an index was discussed along with the rules governing the 
manipulation of them. Confusion arose especially with the assumptions made 
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within the mathematics register. For example; x could be written as x' with the 
same meaning and — could be written as x '. The learner was unsure on how 
X 
to enter negative indices and at first Derive 6 displayed an unexpected answer. 
Other errors included not checking the computer screen to see if Derive 6 was 
displaying what he meant v f^hich resulted in the learner operating on the wrong 
variable. This learner attempted question 3c. On paper he did the following: 
—— = jc*' '''* = X •' Derive 6 displayed the answer as ^ - . The tutor went tinrough 
X X 
the process with him but he was still unsure. He made the comment '...this is 
why I hate maths...too manydifferent ways of doing things...just confuses me.' 
The language used by the learners also indicates immaturity in the use of the 
mathematics register. For example; a- vrould be expressed as 'a 2'. 
Question 3f indicated the lack of understanding of how indexicat notation is 
used as a short hand for large numbers. When he used Derive 6 to verify his 
answer, the response was 387420489. He had difficulty in realising that 
although the question used small valued numbers (i.e. 9 and 10) the fact they 
had an index attached increased their value. He was expecting an answer of 
similar degree to the question. 
The overall impression from this episode was that the learners were beginning 
to experiment with different ways of entering the expressions. Their confidence 
was beginning to grow. They were comfortable with dealing with positive 
indices but unsure of how to deal with negative ones. A similar conflict anase 
with the use of fractional index values. Such things as — did not cause too 
t -
many problems but, improper fractions did. For example; entering x ^ caused 
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confusion since they were unsure of where the 1 should be. They were reticent 
to use the more convenient 
notation of an improper fraction. 
There was some confusion about which rule to apply with questions involving 
the use of brackets (e.g. question 10g). 
Removing brackets and factorisation 
The main difficulty the learners found with this topic and using Derive 6 was 
selecting the correct operation from the menu. For example: question 1 m which 
asks the learning to write the expression lix + y) without using brackets. The 
leamer entered the expression correctly, then selects simplify. The screen 
output is no different from the entered expression. This confused the leamer, 
so he consulted with one of his peers and realised he should have selected 
expand. When the pop up screen appeared he selected OK and Derive 6 
displayed the following: EXPAND(7(x + y). Rational, x) which confused him 
even more. He eventually selected the correct button and got the expected 
answer. 
There was some confusion over the terminology used with some operations. 
For example: factorising ab+3ci+2b + 6 was interpreted to mean simplify the 
expression. When the leamer used Derive's simplify command he got an 
unexpected answer i.e. a(b + 3) + 2 b + 6) when he was expecting (a + 2)(b + 
3). 
Question 3h proved challenging. Up until this point all the questions either did 
not have coefficients or only one in front of the variable. This question 
(3j: + l)(2jr + l) had coefficients in both brackets. The leamer treated the 
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coefficients separate from the variables i.e. he multiplied the 3 by 2, then x and 
then 1. he repeated this for 2x as well. 
Question 4b (x + yf also presented problems. The learners found it difficult to 
multiply three sets of brackets. They did not develop a sb^ategy of reducing the 
expression to a quadratic equation multiplied by a linear one. Other solutions 
indicated the partial recall of the rules governing indices but wrongly applying 
them (i.e. 
answer given x' +>•'). 
Solving Simultaneous Equations 
By the time the learners came to this topic they were, in the majority of cases, 
comfortable with using brackets. This topic was delivered via two semiotic 
systems i.e. afgebraic and graphical representations. The learners were initially 
shown how to solve linear simultaneous equations and the relationship between 
the algebraic solution and the graphical one. As in the previous topics they then 
used Derive 6 to check their answers. Derive 6 uses the term system' to 
indicate there is more than one equation to be solved. This term was not used 
in the classroom when the topic was being taught. The learners had to be told 
and shovim how to use Derive 6 to find a solution to more than one equation. 
One of the learners successfully entered the equations into Derive 6 and found 
the algebraic solution. He then used the '2D-plot' facility to plot the curves from 
his equations. Initially the plots were not viewable on the screen. This caused 
a problem and the learner had to be shown how to use the zoom feature to find 
the curves. This was not an isolated incident, which seems to indicate some of 
the learners did not form a link between the algebraic solution and the graphical 
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one. They were comfortable with the idea of seeing how the solution from the 
graph gave the co-ordinates which they were able to relate to the algebraic 
solution. Relating the algebraic solution to the graphical one was more 
problematic. The learners did not use the information from the algebraic 
solution to estimate the size of the graph. They tended to use the default 
settings for the axes which resulted in some of the curves not being displayed. 
One of the learners successfully entered and solved the equations algebraically 
and plotted the curves. He had difficulty in relating the two and continually 
swapped between the algebraic and 2D-plot windows. Eventually he deleted the 
algebraic solution and left the graphical one. The reason he gave for this was 
'...the graph is easier to understand...'. 
Other problems related to using the 2D-plot window had to do with correctly 
selecting the appropriate axis for the dependant and independent variables. In 
some instances the learners inverted them resulting in an unexpected set of 
curves. They seemed to have difficulty with using multiple skills i.e. plotting 
appropriate curves, solving a set of equations and recognising the relationship 
between them. 
Their skill level in using Derive 6 had improved significantly. They were now 
beginning to reflect upon their solutions (i.e. comparing their solutions and 
Derlve's) and attempting to sort out any problems before asking for help. It 
seems both their mathematical confidence and confidence in using Derive 6 
had improved. 
Calculus 
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By the time this stage of the course was delivered the learners had developed 
competent skills in the use of Derive 6. initially the problems were due to 
notational differences between the classroom work and the laboratory work with 
Derive 6. The most significant one being the use of the sign used for 
differentiation; in the classroom -^ was used and Derive 6 used — ( ) . 
dx dx 
Integration did not prove to be too problematic since the symbols used by 
Derive 6 were the same as the ones used in the classroom sessions. The 
learners did find the Idea of 'negative' area challenging. In the topic where the 
area bounded by a curve was discussed, some of the plots (e.g. sini") which 
were regular about one of the axes, produced a result of zero when integrated 
(eg. J sin i9.t/i9). They were unable to estimate from the equations the 
distribution of the curve and relied upon an actual plot to see the curve. 
318 
Appendix D 
Transcripts of Interviews 
Transcript of first interview 
n<2>M you what my research has been about using Derive for learning 
mathematics, what I'm interested in is your thoughts about Derive. From a 
technical point of view and from a learning point of view. I've got 6 questions 
here and what I need you to is be honest give your opinions; what you really 
thought about it. So the first question really is: what do you think about Derive's 
interface, from a technical point of view usability, those sorts of things. 
o<4>S some things I find are like less obvious umm it's like when you go to 
differentiate stuff um I think it would be useful if they had like a, like a tutorial at 
the beginning um like in MS Word you have like, you have like that um that help 
thing that comes up, I think that would be quite helpful.[PADSE]I think it's quite 
annoying that if sometimes it doesn't load the fonts property, you have to close it 
down and then reload it. 
n<:6>M Yeah that's a fault with our system. 
n<8>J But nah I find it really like simple to use sort of a big white space which is 
given at the bottom. 
n<lO>Myeah 
o<l2>J everything you really need like pi and square roots. I find that 
everything I can need It for I can find really clear especially when you enter it on 
the screen.I like the way it says 1. 2, 3, 4 and then you can just double click on 
something you've previously done instead of entering it again. Simple stuff like 
that 
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a<14>S mostly like common functions uh like everything is there 
n<:l6>M would you say It took time to leam how to use it? 
n<:l8>S yes just a bit of time. 
n<20>J yes surprisingly fast. When I first, when I first saw ahh 
n<:22>S yeah a bit overwhelming [interrupts] 
n<:24>J You see so much, at first, but I think that's a good thing as you get used 
to it, there is so much on the front bit ..going through the menus, and going 
through...yah quite fast really 
n<26>M such things as when you put in, for instance, fractions did that cause 
any problems having to put in like, say, for a half then you put 1 the forward 
slash 2. Then when it come up on the screen it was different. 
n<28>S Yeah I found when it gets to slightly more complicated fractions and 
stuff. Stuff like to the power of a third, you had to put them in brackets, 
othenwse it would do the whole lot over a third. 
•<30>J getting used to a different way of working putting it in, once you get 
through that, ifs alright. But sometimes it can be confusing, but, overall if you 
get used to the way it works, it's ok. Definitely 
a<32>S The only thing I didn't really like was the way it displayed differentiation. 
i found that really confusing. 
n<34>M That was the sort of the function notation 
n<36>S Yeah 
n<38>M Yeah 
<40>J Yeah 
n-<:42>S I think that was just me, well 
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n<44>J [interrupts] I think I speak for the group here, we've all said, it would be 
. good if ...if when you differentiate, it would break down the steps it goes straight 
to it and we're sat there quite complex(??) you look at it, and you've got to work 
back. Which is good, handy to working back, but so I think differentiation, 
comparing can't...there aren't very many broken steps are there? 
n<46>S No, if you enter one thing it will go straight to the end result, it would 
simplify it as standard practice and everything rather than showing a half way, a 
halfway point. 
n<48>J But with the more basic stuff, it's great, fantastic. 
n<50>f\1 Was that a problem the way it displayed it's answers compared to the 
way you had written it down, you're written answers, were just written differently 
from the way Derive..did that cause any problems? 
n<52>S It confused me, because when I saw it on Derive I thought well if I put 
write this down on paper, it just won't...I wrote it down on paper for me it just 
didn'tmake any sense so when I wrote it down I sort of, tried to sort of go back 
to the way I would do it, trying to, trying to sort of decode it. Sometimes it feels 
like I was trying to decode the DaVinci Code. 
a<54>J But basic diff is fine like x to the 4, it just does that but, but the more 
complex like the chain njle product rule I didn't really use Derive at all, I just 
used the process. 
a<56>M Why was that? 
n<58>J cause I found it too confusing..I just when through the process for basic 
arithmetic more... I think, I think It's just the way it explained [difficult] just getting 
my ahead around that was too complex...yeah 
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n<60>M If, now I want to talk about the educational value of using Derive, how 
would you describe it? 
a<62>S It's really useful, because..if you're stuck with a question like, what I 
used to do was I'd put the question into Derive and have a look at It and when it 
gave me the answer see [??] it helped break down it gave me a sort of 
guiding... 
n<64>J no way [??] how would you understand what the question was asking, 
perhaps. 
n<66>M So, when it gave the answer in different form, did that umm made you 
think well I need to investigate this or did you think hang on I'm wrong or Derive 
is wrong. 
a<68>J Definitely not, definitely not. When I saw that, I thought, right I'm going 
to investigate it. If it's just written a different way then once you figure out how 
Derive displays things you find out yes I was right, ifs just displaying it different. 
a<70>M Was that useful to you, did it help you to learn if you like the maths 
more? 
n<72>J Yeah it did, it did—cause., it presented it in a more advanced way 
sometimes,. I ike a further step..and yeah yeah so it did, it did definately 
a<74>S I... 
n<76>J A bit confijsing there sometimes admittedly 
a<78>S With me I found that...like even the maths isn't my strongest..one of my 
biggest weaknesses, when I, when I wrote it down, vwote down what I thought 
the answer was and Derive deisptayed it completely differently, it threw like a 
major curve ball at my processes. I just sorted said well, what does that mean, 
how does that relate to what I have got, and am I wrong fJ internjpts] 
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a<80>J It goes through the steps as well I don't know, how it could happen the 
actual steps, even..even two or three steps in between, intermediate steps, 
would be fantastic. As a group I think I speak for the group. 
o<82>M When, going back again to this thing about Derive displaying the 
answers differently, what was your immediate reaction, did you doubt yourself, 
or did you doubt Derive or..anything 
a<84>S Urn I think I doubted myself [J interrupts] 
n<86>J A bit of both maybe 
a<88>S more than I doubted Derive, because...! don't know, it might have been 
the way I put the answer, the question in, which is..user error really, so it's not 
really Derive's fault, like fault for displaying it you just put it in wrong.Umm.. but I 
just felt, when I, when it came, when I checked it over and put it in correctly it 
displayed it wrong, I vi/as like, well..what do I do [J interrupts] 
a<90>J going back to the interface, I found it to be great, the um graph, that 
was great. You can..3d version of the graph, that was brilliant.. 
n<92>M it was good fun wouldn't it 
n<94>J I actually understand the graph as well, you can you can, fully plot the 
points, enter the points you can fully see it with your simultaneous equations as 
well. You can see it. So you're not just working out something for the sake of it, 
you can actually see what you're doing. Which I found great. The graph bit is 
fantastic in relation to the.. 
a<96>M So, the visual side is important [J talks over] 
a<98>J yeah yeah definitely I could really understand simultaneous equations I 
really struggled with them seeing the visual guide really helped me. Definitely. 
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a"=100>M OK..um...to summarise, what not summarise, but if you had to give 
some of the points of the benefits of using Derive, what would they be? 
n<l02>S It could help you understand..how to get..how the process 
works..um..with simple equations simple sort of medium, intermediate 
equations, um.. 
n*;l04>M Would you say that's the first semesters work, where we worked at 
that sort of level 
n<:i06>S and J yeah yeah 
a<:108>J great great really helpful, specially, you know, checking answers but 
not too complex at that stage. 
n<:l 10>S Yes um it helped it helps you understand because, with the graphs it 
helps you visualise how it how things are plotted and,and the gradient and 
stuff.Um... 
n<:112>M Did it make the equations mean something to you.. 
a<^ 14>J Yes thaf s exactly right. Yeah you're not just doing something for the 
sake it. you're understanding what you're doing and how it relates to something 
else. Yeah for sure. 
n<^ 16>S 1 think, I think thafs probably, .one of my let downs, I that it's a lot 
easier for me to apply something if I have something to look at rather than just 
numbers and equations on..a bit of paper. To me they're just numbers, they 
don't mean anything to me. um...but..when they're like applied to a graph, you 
can sort of relate them to. .like the numbers and the fractions and stuff with..a 
point on the graph, rather than just having to look at just numbers and think 
where does this go. 
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n<118>M So, when you say, look at an equation, it doesn't mean anything to 
you.. 
a<120>J Oh I wouldn't say that, but.. 
n<122>S I nrrean I.. 
n<i24>M I know I'm going to extremes, is it oh em, what am I trying to say, is it 
just just like marks on paper, this, symbols like hieroglyphs. 
n<l26>J I wouldn't say that. There is an understanding there, just furthers it. 
n<128>M Right. So by doing a visual representation, it kinda of.. 
n<130>S It reinforces 
n<l32>J I do have an idea of what is going on, for sure. 
n<i34>M That's ok, that's cool. 
n<136>S Although to me.. 
a<138>M Cause some people view maths as just symbols on paper. 
n<140>J No no 
n<i42>S That's the way I see maths. 
n<144>J I think, I think, I sort of, I think coming I think kinda GCSE...but actually 
doing it here, it um, that's what, that's what how I furthered I think actuallly 
seeing how it relates to stuff...I didn't really have that understanding before. It 
took me a while, but especially this semester I think has been very good having 
implanted something. 
a<146>M Up until coming here Maths was just symbols on paper then, and just 
a process to go through. 
n<i48>J Kinda of. I'm seeing an overall picture and how it applies to things, 
which is amazing..really...I've just watched that Beautiful Mind Film, have you 
see that? 
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n<150>M Yeah 
='<152>J Isn't that amazing, I love it. 
D<154>M OK, so we've talked about the benefits, what about the difficult 
aspects of Derive? 
n<156>S Getting around how it displays some equations. Like some of the 
more complex equations, I found Derive to be sort of..pointiess, because it 
didn't help me..um..simply because it would display something and then and 
you press, .you'd enter it right, and it would look fine and you then you'd dick like 
solve and it would completely change everything and it would display 
something, that I couldn't relate to. (...) um...and sometimes the way you have 
to put things in can be a bit.time consuming. If ifs a big equation and um if 
you've made a mistake then, which usually happens, with like the way you've 
input something it'll all, it'll all take a while to figure out where you've gone 
wffong, even though the steps, even though it numbers all the steps. 
n<158>J I think like, ifs great the way it how saves your session. From the very 
very start to the very end, you can go back, say, you were thinking how this 
particular question relates to another question, you go can scroll up and see 
wrfiat you've done before..logging your progress..great and ah... 
a<160>S ...something like a..history 
n<162>J Yeah ifs great, ifs good. I think the positives definitely outweigh the 
negatives. Yeah by a long way. 
D<164>M So bits like, being able to break the question dovm... 
Q<166>J That IS an issue, but I think overall its ah...its good- Its very good. 
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n<168>M That covers Derive, lets talk about the maths in general, do you see it 
has relevant to your Foundation Degree? I need you to be honest here, I know 
I'm your tutor, it's difficult no but, no please be honest... 
n<170>J I definitely got more out of the classes, obviously and um, you know 
Derive is hard...it can display it but you wanna ask what, but what does that 
mean. I think with your additional overview with, you doing that, that was great. 
On its own I think it was..I think on its own its quite..good on basic levels but the 
advanced levels were quite difficult to grasp sometimes..but if you're about I 
think that's great...combined. 
D<172>M Just following that through then, if you had to do, say, a distance 
learning course in maths, then just using Derive without tutor input... 
n<l74>S No ...I think it would be a lot...[J inten-upts] 
n<l 76>J Maybe with., remember the sheets you gave us at the beginning, they 
were great, but yeah so..that sort of introduction...so obviously have that. So 
yeah...but I think..[S interrupts] 
n<i78>S Derive would be a bit overwhelming 
a<180>M There is a lot there isn't there..interface and stuff, we use a small 
part.. 
n<1B2>J I think a week or so or ..some time before an introductory thing but 
definitely not good. Yeah but, after that great. 
n<l84>M So the maths itself that we covered.. 
n<l 86>S I think..some of it was relevant, I mean., sonne of it obviously has to be 
covered because of the syllabus.. 
<188>section not clear 
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n<190>S But to me I can't see how working out the area under a curve will help 
me do anything to do with networking in a way, I mean plug a cable It doesn't 
tell me that I need to work out the area under a curve. 
n<192>M True, true. Did that kinda of make the maths harder for you to learn? 
not, you know, saying you don't... 
o<194>S I found it hard to ...because trying to apply it to something that I'm 
going to be doing, like as a job um..some of it 1 can't see..obviously..band.the 
stuff to do with bandwidth I could see how it was really relevant. But I mean 
to..to workout.. 
n<196>M Quadratic equations? 
n<198>SYeah.. 
n<200>J It does something to your mind though.. 
n<202>IVI Really? 
a<204>J I don't know it makes you see things differently, doing math I feel. I 
dunna know it does something to your..l dunna know..) can't quite explain it. It's 
good though. 
n<206>S It helps you understand what's actually going on, and how... 
n<208>J It flushes your mind, in a way, I can't explain 
n<210>S It think its helped me work out subnetting and binary and that will 
probably help me the most 
n<212>J I loved um really enjoyed calculus. When I was first presented with..I 
thought... 
n<214>M You've got into it... 
o<216>J I've really really got into it, I really do like it. I think my appreciation for 
it, for maths as really..really increased... 
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n<218>M Just going with your comment about it did something to you, do you 
think then, it kinda off umm..helped you in your logical thought processes and 
sequencing things, something like that. 
o<220>J Yeah, Definitely definitely. Actually not having too much other 
irrelevant stuff just the actual, actual core whats, whats you know what I mean. 
Obviously In problem solving development as well, the actual whats needed ... 
°<222>S Where, what, you can see what's going on.., 
n<224>J It does something to your mind... 
n<226>S But I mean.I think for me the..,the problems that I have with maths, is 
that I always struggled with it when I was doing it alone . 
a<228>M Yeah. We've noticed that in the class you do it, and you're fine... 
a<230>S I'm fine in the group, but it's like..trying to ugh...do it on my own I think 
when it comes to coursework and stuff, and exams especially that's where I 
probably fall down, because I'm trying to ugh think through it logically. But when 
I get stuck, it just there's no one to really ask but... 
n<232>J I think, I struggled with maths, S said this before, when you're stuck on 
a problem and then sometimes some maths teachers would just go through the 
same thing again, and not actually explain it, this is it that's how you do it or this. 
With you, you gave other examples and a different slant on one particular..I 
think you appreciate um students different ways of learning and you did do that, 
you put different, different slants on the questions, which really, really..was 
great great benefit. 
n<234>M Anything else you want to..any different points about it? 
n<236>General chat for a few seconds. 
n<238>J Overall thanks, for your patience really. 
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n<240>M That's fine because in a way, because I love maths, as you probably 
guessed, but 1 struggle with it.. 
n<242>J But that, that's the thing that was really good though you could see 
you really had a great passion and you had this human element, like this 
element that, you know..you sometimes get stuff wrong which is quite 
nice...aagh..like you know, you're a real person...you're one with the students... 
D<244>S Yeah. That's helped me a lot, because it kinda given me more 
confidence its like...cause when I was doing, like when we did GCSE maths, the 
maths teacher that I had, it was like a big class, it was like 30 and um everytime 
you put your hand up to ask him.,about..he'd write the answer, he'd like to an 
equation, well I don't understand how do you get from there to there. He would 
just write exactly the same thing out on the board, so well I don't understand 
that, so he would just continually write the same thing down... 1 come to realise 
there are sort of two kinds of teachers. Teachers that know their subject and 
there are teachers that know there subject and can apply it outside, pull outside 
experiences into it..and actually teach you a method of doing it. Which helps a 
lot. Because there is no point in being able to teach if nobody learns from you. 
n<246>M This is true. Anything else? 
n<248>S No not really, i think I suppose I found it a lot harder this semester.. 
n<250>M Well we have stepped up a level... 
n<252>S I mean, I mean... 
13<254>J I've enjoyed this semester a lot more. 
n<256>S I've enjoyed it, even though we've stepped up a level, I found that I've 
stnjggled a bit nrare because I haven't been able to, like come to you, because 
you haven't been here as often. 
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n<258>M Yeah, I know that's been a problem. Well thanks for your time. 
End of interview. 
Transcript of Second Interview 
n<1>M No no just be yourself. You know the research I've been doing has 
been looking at using Derive in mathematics education in order to learn 
maths., so what I'm interested in today your thoughts about Derive...so, from the 
technical point of view, what did you think about the interface, Derive's 
interface? 
n<3>S aagh it was alright 
n<5>M could you descnbe it a bit more 
n<7>S ..it could have been, like the differentiate, you have to go through 
[unclear]...through the houses, you could just have a little button that does it all 
for you, save a little bit of time. Other than that, it was fine. I didn't really have a 
problem with it. ..made the learning of the Greek alphabet.. 
Q<9>M did it take you long to get to learn how to use the program? 
n<11>S No not really. That was pretty simple. Stuff like [unclear] .. go out and 
physically search for things input into it, then yes, a pain in the ass, but with 
Derive you just throw anything in and it throws something bck at you or gives 
you a simple answer 
n<13>M So, from an educational point of view, if you had to describe Derive, 
what would you say? 
n<15>S -in layman's terms? 
n<i7>M yeah yeah, in your terms, I need you to be honest, just ted me what 
you really think, because 1 need to know 
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n<l9>Sagghh 
n<21>M was it a waste of time, was it good, was it pointless.. 
n<23>S it wasn't a waste of time, but..it didn't really display..what we would 
perceive as the answer. It'll go straight from, it doesn't show the steps. Just put 
it in, click a button, it gives you an answer. Where's it not showing any workings. 
Where if you're, using it for a guide that would help with coursework or just 
praticing, stuff like, then you need to see those steps because.., you know the 
one we went through on the computer came out an obscure thing, and we had 
to go through it on the board and everything like that but if it just gave you the 
process even a couple of steps, yeah then it would have been a lot, it would 
have made a lot more sense. To me anyway. 
n<25>M So was that a problem in the way that Derive displayed results at 
times? 
n<27>S Yeah. Cause obviously, I don't think like a computer. Cause I can just 
jump from one thing to another and yeah allsorts of bits that sometimes you 
write down one thing and then you got to. and it don't seem right, you'll do it 
again and get a different answer and its scribble the last one out, and then you 
go through it and it still might not come out as Derive had it. Cause ..people 
show things in different ways. I dont particulariy bother cancelling down cause 
its not particulariy necessary, the answer is there, but Derive goes right, cancels 
it down to the smallest possible tiling whereas...I don't., it doesn't happen 
a<29>M So when Derive displays it differentiy, what was your initial reaction? 
who did you question, youreelf, Derive, the way you put shjff in or.. 
n<31>S I just moved away from the computer, and did them by hand cause it 
was easier for me to do It in my head and writing it and all the processes down 
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and just jumping from one to the next, even like skipping out just one little bit. 
You might do...-finding the area under the curve yeah..if you go through you've 
got Y equals blah blah blah, and then., three or four steps in between, if you go 
straight to the last bit, it just like how do you know that's right, you know, cause 
the. Derive might display a minus figure or it might ignore that, just give you 
above the X axis whereas you're looking for something underneath, and...that's 
probably not the best explanation, but., it's a bit ackward like that 
n<33>M What about the benefits of using Derive? 
n<35>S Checking answers, yeah, it's good, again if you can't drill it down all the 
way, but you can sort of work backwards from what it gives you, to see if ..yours 
is..in there somewhere. But sometimes, it just to hard.I..I don't do that 
transposing jazz. 
n<37>M What about the graphing side of it? 
n<39>S ..the 3D graphs. Yeah I haven't really used it for anything, so..it was 
good fun to play with 
a<41>M So when we had classroom sessions where I used Derive and put..you 
know put the equation in and showed the graphs, was that useful or... 
«<43>S It was informative, yeah to show what the programme could do and 
what maths can do...with itself really. You don't think that numbers can go 
3D...swiriy thing... 
n<45>M Does maths actually mean anything to you or is just it say a collection 
of symbols? 
<47>[S hesitates, not sure what to say] 
<49>M Say what you think, don't I can see you just sit there grinning... 
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a<51>S No, no I thinking thafs the thing., umm, well...sometimes its I don't see 
how it applies and I don't see the point but in other ways, like simultaneous 
equations, what do you use them for? why? what purpose do they have? t)ut 
then other things., a wire and you want to see how much lag you get, so It could 
be useful...a bit of both. 
n-«;53>M Is it important for you to see the relevance of what you are doing? 
n<:55>S Yeah..I like to know what is going on before we do it ..doing this..I can't 
even remember why we do it, and its...a chore, like doing the dishes...[gestures 
indicating pointlessness] ..I think having background knowledge, what ifs used 
for when you put in applications, what certain maths things are used for, yeah 
its good. 
n<;57>M What were the difficult bits of Derive, I know you touched on a few 
things. 
n<;59>S uhh..using It like a calculator, you know when you're inputing in,., if 
you've got certain formulas, you just put brackets in places and sometimes its 
not obvious where they go, but then...you leam it all the time don't you. And 
umm...I've forgotten what you asked me now.. 
a<61>M the difficult bits of Derive. 
n<:63>S ..yeah just going back from the answer it gives you really or 
understanding the answer that it gives you in relation to what you've got.at 
least you can't cheat. 
n<:65>M umm I can't remember if I asked you this; if you had to describe the 
educational use of Derive what would you say? 
n<67>S you asked me to describe Derive 
n'£69>M about the interface. 
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n<71>Syeah 
n<73>M So how did you use Derive in account from the educational point of 
view? 
a<75>S Um I tended to avoid it. Cause... I don't really know why. I know a 
other people in the class used it a lot, but...I didn't really fee! the need to go and 
do it, cause like I said I don't cancel mine..after that all the way down..I might 
do it a little [uses hand gestures to indicate a little] tiny bit. But, I don't know I 
didn't really use it. I can't really comment. 
Q<77>M No, that's fair enough, that's fine. That's ok. Just talk about maths in 
general then, the maths that we covered, and again I need you to be honest 
here, do you feel that it was relevant to your foundation degree? 
n<79>S [long pause] yeah..I suppose um some of it was, but then, the later 
stuff, but then I suppose you've got to learn before you...[trails off] One thing I 
didn't know why we didn't do matrices and ...I did it when I was doing the BTEC 
but, it was with [gives name of member of staff] I didnt really see the point of 
any that, when I was doing that, but now I'm here and we're doing other bits and 
bobs...can see the point...lots of strange stuff. I can't think of any examples 
right now cause I'm tired. 
n<81>M That's fine. No that's fine...Anything else, you want to add to it. 
a<83>S What on Derive? or.. 
n<85>M in general on Derive or in genera! 
n<87>S Um...don't know just [undearjthe only thing is having the background 
on what it is, what applications it could be used for and um maybe [long pause] 
doing a bit of um..sort of more obscure questions. Yeah it's like I struggle with 
the transposing stuff, so I would like to have obscure things or you could take a 
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certain question and completely screw it up and then you'd have to work 
backwards, just get that or if there's a way you could do the process of 
integration and differentiation or whatever on it, in the state Its in and still get the 
same answer or maybe transpose It to a different form. 
n<:89>M So are you saying then if you could see the actual steps Derive went 
through, through to the answer that would be useful or... 
n<:91>S Yeah. If s like if you've got..for differentiation say if you've you got one 
over the square root of two to the power of four then yeah. You could spend ten 
minutes doing that, I would any way, doing it on a bit of paper..do it in Derive 
where..there's the answer..[arm gestures] what you'd do? yeah so I think it 
would be better to show steps and all sorts of things like that..more user 
friendly. 
n<93>M in which way..in that sort of answer [S interrupts] 
n<95>S vision friendly. 
n<97>M ..did you have any problems like with fractions, when you input it, you 
had to put in one forward slash two for a half for instance 
n<:99>S ugh No 
n<l01>M and then displayed it as we normally write it. 
a<:103>S No not really. HI go back to using brackets again and sometimes you 
have to put bits and bobs in brackets...figure out where they all are. Cause you 
type it in, it comes up on the screen, it's not what I've got here and hang on 
[gestures indicate comparing writing on desk to looking at a screen] you 
think..put all that in brackets and put all that in brackets and it comes out with 
[unciear][gestures indicate a difference between the written answers and screen 
answers. 
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n<105>M when you put the brackets was it a case of I'll try a bracket here or 
did you have a good idea where to put the bracket. 
n<107>S Um. Atfirst it was...try it there and..it might work and then by the end 
of it, a hour or half an hour of using it bang that there, bang that there, keep 
these two bits separate [gestures indicate placing brackets][unclear] what you 
get used to. 
n<109>M So are you saying then, so by doing that process of trial and 
improvement in the end you worked out where the brackets should go 
n<l 11 >S yeah, yeah [nods affirmatively] End of interview. 
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Appendix E Transcript of Validation Interviews 
Question A 
M First question ... 
C In part a you should consider the box as a particle. You can use Newton's 
3rd law use the normal reaction equals weight uhh then you know we have to 
ignore the..the normal reaction from the 2 legs of the table, we have to ignore 
them and I think part b I felt was gravity was only force acting on the box and air 
resistance is ignored. 
D I thought box b must be filled with a gas its lighter than air so it would float 
and..I didn't really think of Newton's laws, I was just looking at the pictures and 
then I read the question and I thought ouu gravity and that was it really. 
M No that's fine. 
D didn't look at it as a maths problem or anything like that, its well the box 
resting on the table is being pulled down by gravity, the box is stopping it or the 
table's stopping it [meant table] and then a box b well it must be filled with gas 
to make it float, there's nothing else affecting it, sideways or anything tike that. 
M When you read the question were there any particular words that stood out? 
D Newton's laws of motion. 
C ?????? the question requires you to explain how Newton's laws of motion 
apply to the 2 situations, that means they need an answer which requires an 
application of Nevi/ton's laws so..you know..I did it because I considered it so..all 
the boxes are the same ???????? different situations one is reacting on the 
table and one is in mid air. 
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M So, as soon as you read Newton's law s of motion what did you immediately 
think of? 
C ah of the 3 laws ????? the obvious one being the first question the a part 
was actually the Nevirton's 3rd law because every action has an opposite 
reaction, so i said, you know the box is not falling or going up or down so it has 
to follow Newfton's 3rd law, so that's the only law acting, aaa the second one 
which I will say ???? box is moving so gravity is the only force acting on it 
????? so ignore air resistance still there should be some force acting up to 
actually keep it constant and I know gravity is acting down...air resistance.. 
M What about the word 'explain', did that trigger any thoughts? 
D It was more you assumed that I knew what Newton's laws of motion are, 
which I thought was quite a big assumption umm explain didnt scare me, 
nothing scared me about it..it was like,.well..just say what you think is 
happening. 
M That's great thanks. 
Question B 
M Same sort of questions really..again what were your initial thoughts. 
D What's Newton's 3rd law, and that scared me, because I just didn't really 
know. The difference..although it's the same question and I've already been 
influenced by question sheet A, cause I've already seen it, but because it said 
3rd taw it's just like well I don't even know if I know the 3rd law, I know I've done 
it, and I'm trying to think back to what it all was and it's to hazy I can't remember 
and it's like I don't know how the answer that then, umm and then I was 
thinking well..if the table was removed would that box just stay there, is it the 
same box in which case the table is irrelevant and then..you know..if it was an 
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exam question or anything like that, I'd answer the same as what I've already 
answered in the other one and that's all I thought and as just I've ended up 
thinking about the table and the box and... is the table actually relevant anymore 
and I started going off on a tangent like that in my head. 
M that's fine, that's good 
D The panic set in when I saw the 3rd law, it's more specific on it, the question. 
M When you started panicking did that kinda block any ..????.more thinking 
about it, ways of analysing it? 
*D umm yeah that's why I went into like into freefall, then that's when I started 
thinking about the table and things like that, cause it takes my mind off my 
stumbling block and I'm just trying to see if I can get round, there's another 
pathway to the answer that I want, and 1 couldn't find it. But I know I've studied 
these laws cause I've done it this year but..it's ...yeah I can remember sitting 
there you know, DM standing up there and he's saying things about it but, 
that's all 1 know. 
M What about you C? 
C Part a is the same as part a sheet A. I mean even for part b I will say the 
question asks how Newton's 3rd law of motion applies to this situation, yet we 
have to apply Newton's 3rd law to actually answer these questions. Part b my 
answer would be that um, you know, if the box a certain amount of mass is 
falling down um gravity is the only force acting on it. ..that was my first reaction 
too. 
M What were the key words? 
C I mean to me to ask you to solve this question, I mean the key words was 
Newton's 3rd law. And once I saw Newton's 3rd law that means they actually 
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required an answer involving Newton's 3rd law. Because um in an exam, a 
mechanics exam ???? I'll uh there was only one question in my Mechanics 2, 
that I did last year now I could have obviously done the same question with a 
different method, but he question specifically said to use one method so, if you 
can do it by other methods you still get your mark you know for a 4 mark 
question, if you do it by some other method you would get only 1 mark you'd 
lose the other 3 marks solely because you haven't done the method which they 
have used. 
M So the fact the question states use the 3rd law..was that useful or was it a 
hindrance? 
C I would say it was useful, it was a vital hint. To state that, explain it was the 
way to go forward 
D No it's just..I saw Newton's 3rd law, just saw that and, it's like yeah... 
QUESTION C 
M Same question again. What were your initial thoughts? 
D Could have done with knowing that on the last sheet, that was my initial 
thought. It's like oh that's quite nice I now know what Newton's 3rd law is. So 
it's like I can easily explain that, without even knowing any of the maths, 
mechanics or anything, anything like that it's all the information I need there 
and then, .it was just like answer it. 
M So what were the key words to you in that question? 
D Umm the key words to me were Newton's 3rd law and then what the law is 
'every force as an equal and opposite reaction' the I assume I've got to explain 
it ???? it's just an assumption that I've gotta do. The key words to me is 
Nevirton's 3rd law and what the law actually is. 
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M You actually focussed on the mechanics part. 
D Umm..if that's the mechanics part yeah [referring to 3"* law] 
M Fine. How about you C? 
C Reading the first question, the normal reaction of the table is equal to the 
weight this means ...you know...that will be Newton's 3rd law. I mean with the 
part b ah there was a slight difference which I thought of now. If the box was in 
mid-air... if it was just floating around, let's say the weight is obviously acting 
downward and so the air resistance was acting upward but then normally in 
mechanics you ignore air resistance. Also there might be lift, acting on the box 
to actually keep it up. But then if...there will be a time when the box will come 
down from mid air the box...gravity is the only force, and if we imagine as a 
straight line it will come down. 
M Did it make any difference having one form of Newton's 3rd law stated in the 
question? 
C Slight. 
M Were there any key words in the question... 
C No 
M ...you focussed on. 
C No, Because I was familiar with Nevrton's 3rd law, so...the only word in part 
b...l oauld think of 2 situations..you know the box was actually going down 
completely the other just floating in the air and ??? it has to every action has an 
opposite reaction, so to balance the weight of the box. 
M Which one of those twro; the floating or falling down, would you think is most 
likely, which one would you consider sensible if you like. 
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C Well....you know every object as a mass so obviously would require the 
going down ie the...because it has to go that way othenvise it needs to have 
external force to actually keep it floating sensible one is to fall down to the 
ground. 
M anything else before I stop recording? 
D Each sheet I think of different things, with my assumptions and whatever ?? 
three basically the same assumptions because I've already made assumptions 
and I've followed them through so it's like on this one I've now assumed the 
boxes are on Earth because, it..my last thought was 'I wonder how many marks 
is this question actually worth ?'and its..its like how much detail should I put 
down..you know..if its worth more marks, I'll try and write more rubbish and just 
hope to get marks out of it but..if its worth just 2 marks it's just like well I've 
probably written far too much and I'd move on but..I've started thinking about it 
like that these are questions I'd be asked how much is it worth and that's the 
only thing I can't see I've got so..it's trying to tick the boxes. 
M yeah that's good 
Question D 
M Same questions... 
D To wordy. I struggled to read it, too many 'objects' within a sentence and 
...Newton's 3rd law the way it was explained in the question and what it was, it 
was Just to wordy and it took me too long to try and work out what the 3rd law 
was, even though I already knew from the previous question, t still then 
struggled to work out what law..what the question was trying to do and how I 
needed to answer it. 
M The one on sheet C because it was quite concise...[D interjects] 
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D It was easier to read, there was to many objects it's like 'one object exerts a 
force on a second object' well it's like well we've got two objects and then it 
mentions objects again, it's just like which object is that the first one or the 
second. It was just to much and try and handle ??? I was starting to really 
panic then because it's trying to understand what the question is asking me and 
in an exam situation where I'm panicking already it would probably tip me over. 
So-
M So the fact there was the length of the information given you was just too 
much, you just couldn't... 
D It was the way it was worded , ifs not..I could handle more information but it 
was..because some of the words were being...object was being used more than 
on(»...it was which object are you now talking about and that was starting to 
throw me. I found the question was too wordy, I couldn't extract what I needed 
to extract quick enough. 
M Was that the part of the question you focussed on? 
D Yeah, it was..read the 3rd law and I was expecting that to come up and then 
that's the bit that's different from the previous ones but that was the bit I was 
struggling on to try and read and focus on ..oh and what's that telling me. I 
knew what the law vras but, I couldn't work out what the law was from that 
question I was struggling to.. 
M So It was a case of relating the words of that question to your, and I assume 
from sheet C and that point in time you had a conception what the 3rd law was, 
and you find with too many words kinda of, not challenged that but...[D 
interrupts] 
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D It didn't challenge it, it's like well the law is the law and that's not going to 
change however you dress it up but it was too wordy and I couldn't extract what 
I needed to extract from it quick enough. So I struggled with that as a question 
and it wasn't a nice one, I didn't like it. 
M C? 
C Looking at the last sheet where it says one body exert an equal and opposite 
force second body,.part a was fine, you have the box and the table as well, so 
yes, you'd have the weight w^ich is..hum..the box exerting on the table and the 
table is exerting a normal reaction that means ??? the second part which was 
confusing because well you'd have one force and which would be opposite 
force because I am assuming to neglect air resistance and..so I would say 
gravity is the only force acting on the box..the constant velocity is..if it was to fall 
down writh constant velocity. 
M What about the wording of sheet D that question? 
C Part B I found the wording um possibly a bit confusing but part A it was fine. 
You have the 2 bodies, I can see the table and the box. Part B I couldn't find 
the other [object ] 
M Was the word object, did that cause any problems? 
C No..cause I would say because you have ...I am actually creating it as a 
particle, same as object so, it didn't.. 
D 1 did answer my part B different to my previous ones because 1 stated what I 
thought the second object was, and it's air so..I've always assumed that the 
boxes are moving not just staying there so the same is acting on the box is 
acting on the box to keep it up in the air. So..that was the only one where I've 
actually said the second object is air so you've got the box pushing down on the 
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air and the air pushing up against the box, so it's only because it said that 
there's 2 objects and..I've got to make sure I identify the 2 objects there is to get 
the ticks and hopefully get all the marks. 
M So if you were given this in an exam and you and you had a choice of A, B, 
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D, which one would you choose? 
D C 
C The equal and opposite reaction C. The other thing is ah I mean..the 
mechanics module that I have done we have the main question we have always 
ignored air resistance so um if we took air resistance into oDnsideration you can 
actually say that you know there would be another force acting but, air 
resistance which is balancing up force but then you are regularly neglecting air 
resistance. 
M Thafs great.. 
D The one I disliked the most was D. C was my first choice, my last choice 
would be B because it just says the 3rd law and it's well what is it and then A 
and D would be ..I'm not to sure which one I'd like. Although D is wordy it gives 
me information or just A whether i can..[M interjects] 
M Put what you like 
D Yeah 
M Thanks etc 
Transcript of Interview with two Students. 
Question A 
M As soon as you read the question what were your immediate thoughts? 
A Panic. 
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B umm...no I think the immediate thought was that this is fairly straightforward. 
But I couldn't remember which laws of motion applied to the situation. 
M So which were the key words in the question that you focussed on? 
A Explain, long pause. 
B Yeah. 
M Any others? 
A Right, .suppose Newton's laws of motion. Yeah. You had to know what they 
were. 
M So the ones you focussed on were: explain and N's laws of motion? 
B I think the problem was that I was more worried about trying to remember his 
laws of motion and which one applied to the situation rather than just explaining 
the situation in straightforward everyday terms. 
A Definitely, yeah. 
M When you read it. is that what you thought 'everyday terms' looking at the 
diagrams for instance 
8 Yes I wanted to look at things and just think what happens ... if I am just 
seeing that in real life, how can I explain why one box is staying still and another 
is probably going to fall. 
A Better than me. 
M So what would you have said then? 
A I didn't think of everyday terms at all. 
M No that's fine. 
A I was totally fixated on the maths. Yeah. Because that's what we've been 
doing. I'd forgotten everyday, I've lost it. 
M that's fine. 
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B You thought because ifs a maths problem, you should approach it 
mathematically? 
A Yes. 
M So ummm.-.when you were trying to &iink of the maths side of it, could you 
actually recall or did you have a vague - sort off idea of what you wanted. 
B Yes I had a vague Idea of what I wanted and I was cross with myself that I 
didn't know the topic well enough to be specific. Because we've done it 
relatively recently. 
A Yeah I would go along with that. Yeah. 
B And if I'd known you were going to ask me specific questions I would have 
looked through my notes. 
A Revised. 
M And that's what I didn't want you to do. 
Laughter 
B I can imagine. 
A Don't show T. 
B Yes but you're always cross aren't you, if you feel you've let yourself down as 
well. 
A Yes definitely 
B If you feel you have got the knowledge there (A interrupts)... 
A But you can't bring it to the front of your head. 
B...but you couldnt...um..when someone has asked you the question you 
couldn't immediately say..you couldn't immediately give them the explanation 
without having to go and check first and I think it is wanting to have that 
confidence that whatever anybody asks you about the situation, whether its 
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mechanics or anything else that you can immediately bring it to the front of your 
head and give them an explanation. And I think that's you want and you strive 
for and ifs frustrating...(A interrupts) 
A when you can't do it 
B ...when you can't do it. Because t know we've leamt this, and I'm cross with 
myself that I couldn't just immediately say 'oh yes of course that"s it, whichever 
law and the mathematical explanation as well as the everyday explanation. 
QUESTION b 
M Very interesting. Ready for the next one (note this is question B). 
B Yes. 
Irrelevant chat 
B Oh right. 
M I'm going to ask you the same set of questions ... 
M same sort of questions..what were you're immediate thoughts as soon as you 
read it. 
A What is the 3rd law of motion. Is that the one I described in the last piece of 
paper and I don't know. 
B No my thought was they've told me it's 3rd law of motion ...and...l hope my 
explanation relates to that...that law. 
A affimation. 
M What were the key words in the question? 
A 3rd law of motion [answered if uncertain, as if being tested]... 
B Yes definately they told me which law of motion it is, but I can't actually again 
remember..(A intenupts) 
A Which one. 
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B ...which??? 
M Yes that good. OK? 
A urn (sounds uneasy, deep in thought) 
M Is there anything else? I'm interested in words actually stand out (B 
interrupts) 
B OK the other ...yeah 
M ...the first word you said explain then 3rd law of motion, I'm looking to see if 
thereVe any triggers. 
A Don't know. But the other words that..what you've asked for, and I'm not 
sure that I've put assumptions down. 
M That's alright, that's fine. 
A I don't know what I've put down as assumptions or whether, I don't know 
M I'm not worried about that, it's just me trying to think of words..(A inten-upts) 
A And t haven't explained, I've asked questions., because I don't know. 
M that's fine. 
B I think I've muddled 2 lavre...but that's my lack of knowledge..rather 
than...rather than, rather than not understanding what the question would like 
me to answer..ifs again because I can't recall which of those, which of his laws, 
what the 3rd law of motion states, and because I can't remember that I'm sure 
I've muddled two. And so I've given a little more detail about forces, but I'm not 
sure whether they're the relevant ones. 
M That's fine. 
QUESTION C 
B I think you're going to give us the 3rd law of nrration now. 
A I hope so. 
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B And expect us to relate it to the pictures. Oh and I've remembered it for one 
of them. Quite nice 
M ...as soon as you read It, what was the first thing you thought of? 
A That's what I wrote on the first sheet. So I was chuffed with myself...even 
though I couldn't write the 3rd law. 
M So did the fact that it says...gives you what the 3rd law of motion states, in 
one form did that help? 
A yes 
B Definately because you're not having to explain why it's happening, you're 
told that the forces are there and you've just got to relate the situation to the 
picture. You haven't actually got to create the situation. 
A It increases your confidence to know what you're thinking is what the sheet 
asked. 
B Box in mid air though. (A interjects) 
A No still throwing me. 
B It is a difficult one. You, even though you've told us that every force as an 
opposite an equal reaction..(A interrupts) 
A There must be a wind machine under it or something. (B interjects) 
B Or in a vacuum of course. Because you look at that and you say...even 
though you know that every force has an equal an opposite reaction, you'd 
say...well if it has got to stay in mid air, there can't be any force acting on it. 
A Or it's a very temporary situation. 
M Could be moving. It doesn't actually say that it's stuck in mid air. 
B That's that's why..(A interrupts) 
A for a split second of time.. 
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B then it still as the forces acting on it. 
A Yes, but it's falling, but... you can't see it 
B yeah I mean the box in mid air just as to fall and then I find that less easy to 
relate to Newton's 3rd law of motion. 
A Why no 
B Because I've only got one force acting on it which is pulling it down and i 
haven't got anything against that apart from a little bit of air resistance which is 
not equal and opposite. 
A But that's why it's not at rest..but that must be an extension then, must it? 
B Yeah but what's going to happen to the box? 
A (A reads from sheet) Every force has an equal (B intemjpts) 
B But the box just does not hang in mid air ever.so in a way that 3rd law of 
motion...isn't applying to the box. 
A Except we do say don't we, and maybe that's what we should be writing in 
the assumptions, is Oiat..things do...because we have things stopping when 
they get to the top of...{B interjects) 
B Parabola 
A ...parabola or if they're going up and down they stop and then come down, 
but they don't really..they just changing direction but when they change 
direction they're ...aren't they ???? could be a change of direction 
situation..don't know. 
B No. I can only see one force acting on it and no other equal or opposite one. 
A You can't actually see a force you just assume gravity's acting on i t 
B Yeah. 
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B I don't like Newton's 3rd law of motion on my box in mid air. But I can relate 
it easily to my table. 
A There could be something on the ground giving off a magnetic force to a 
metal box to push it away or air blowing up to counter balance the gravity 
pushing down. So that would be your other force. But you can't see either. 
You can't see gravity, you can't see.. 
B I just took gravity away and then I was happy.. 
A Just the maths? 
B Yeah. So I just had it in a vacuum, then I was happy because I had no forces 
acting on it. 
A I didn't. 
B I could not apply Newrton's law 3rd law of motion to my box in mid air, 
because I've only got gravity pulling it down and I can't see an equal and 
opposite reaction however I look at that picture. But I didn't want to apply his 
3rd law of motion to my box in mid air. 
QUESTION D 
M Was it any different that question? 
B Yes very different. Because you put the word objects in. So you said one 
object is exerting a force on a second object and going back to my poor box in 
mid air it has no other objects..that umm...it's relating to although it has forces 
acting on it they're not the forces., well yes..unn...now I'm getting myself into 
muddle now because we were taught that., gravity is a force exerted by the 
Earth and other objects exert a pull on the Earth.. 
A ????showed an object in mid air the other object is Earth. I started by saying 
there wasn't any difference [referring to her answer to question C] but then as I 
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sat and thought about it...I got confused and couldn't decide whether it was 
relating to this law of motion or another law of motion which would account for 
situations but then it might just be, as you were saying the Earth is a ..factor that 
should be taken into consideration ..I'm trying to trawl trough alt the laws and try 
and work out..that there's other things that are equal and opposite but they don't 
happen to have objects in them. 
B Do they not? 
M Can you think of an example? 
A No, no I couldn't that's why I was trying to trawl through and I was trying to 
think of all the examples we've done ... 
B But if you see if you take the box in mid air and the Earth or the ground..urn 
as your 2 objects, then obviously the Earth is exerting a greater force on the 
small box then the box is exerting on the Earth so we haven't got our opposite 
and equal situation. Does that make sense or am I...talking out my..njbbish. 
A I was thinking of situations where things are being pulled, and I couldn't 
decide then whether you'd then count...you see if we were pulling something up 
a hill you would say whatever the up was the same as down, so where's your 2 
objects ...{B interrupts) 
B The tension in the...(A interrupts) 
A Tension isn't an object. Is the string the object (thinking out loud?)but then 
we don't pay any real attention to the string. 
B I think you got to have 2 objects in contact with one another for the 3rd law of 
motion to apply. 
A Lorry on the road 
B Box in mid air still? 
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A Don't know 
B The motion is what is going to happen to the box there has to be a resultant 
force and that's what gravity will give. So I think by interpreting your word 
object...and. .um..comparing one object to a second...! think that just makes 
the..Just describes the table picture..entirely, but it doesn't help with the box in 
mid air picture. 
M Would you say question D explained it more than question C or the other 
way around? 
B No I was quite happy with C... 
A I think D confuses me slightly. 
B Because you're thinking of your box as being one object and where is the 
other object, do you think?...! was quite happy with C. I didn't know whether this 
actually..gave me any more information that helped me explain..my answer or 
improve my answer. 
A No. cause with the table I assumed...! viewed box, table so ! ??????! haven't 
used the word 'object' but I've used...{B interjects) 
B Two physical...things 
A So it doesn't make it any clearer for the table and it doesn't solve the box in 
mid air. 
M So what were the problematic words in that question D? what were the key 
words again? 
B The key word is object, different word. ???make you think it in a different 
way. 
A I think you immediately think of object as something...(B interrupts) 
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B Something tangible, 3 dimensional you can see and feel..um..but It was 
almost superfluous because when we looked at C.we almost assumed 
that..because we were told ?? the box ?? the table so we did not really need to 
be told they were objects as well, we know they're objects and then the 
annoying thing is that we know we've got a box here but we haven't got another 
object...and we're thinking of the Earth and gravity and somehow you don't think 
of them as objects in quite \he same way. 
A I'mnot sure..(B talks over) 
B So I found that even a bit more confusing. 
A I don't think, I'm not sure thafs what Newton's about, you're talking about 
gravity, we are talking about the Earth, then you're talking about more than one 
thing aren't you? 
B Cause if you're going to put the Earth into the box in mid air (referring to 
diagram), then you've got to put the Earth in ????? 
A You've got box, table and Earth. So you've got the reaction of the box on the 
table and the table to the Earth. 
Long pause ... 
A maybe more accurate. 
B Because I was looking for something tangible to relate the box in mid air to. 
A Yeah ifs not very tangible. 
B Well it's not in the picture 
A No it's not in the picture . 
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The Development of a Semantic Model for learning Mathematics 
Michael Peters^ and Ted Graham^ 
^Centre for Teaching Mathematics, University ofPlymouffj; "Centre for Teaching 
Mathematics, University of Plymouth 
The semantic model described in this paper is based on ones developed for 
arithmetic (e.g. McCIoskey et al 1985, Cohene and Dehaene 1995), natural 
language processing (Fodor 1975, Chomsky 1981) and work by the author on 
how learners parse mathematical structures. The semantic model highlights the 
importance of the parsing process and the relationship between this process 
and the mathematical lexicon/grammar. It concludes by demonstrating that for 
a learner to become an efficient, competent mathematician a process of top-
down parsing is essential. 
Keywords: Parsing, Lexicon, Grammar. 
Introduction 
In order to make sense of our environment we use language to communicate 
our thoughts, feelings and ideas. Words are used to convey the idea that 
thoughts contain concepts and concepts are about categories. The terms 
concept and category are used in the sense defined by Braisby (2005); concept 
refers to something in the mind and category to those things in the external 
world which the concept refers too. Within a particular community a socially 
mediated set of rules (grammar) and definitions (lexicon) evolve over time. In 
order for a person to become a member of such a community the grammar and 
the lexicon have to be learnt. A person born into the community naturally 
acquires the lexicon and grammar as they mature, going through a process of 
refinement until they reach a point where they are deemed to be competent. 
Mathematical language comprises of natural language, technical language and 
symbols. In order for learners to learn mathematics they must acquire the 
lexicon and grammars associated with the different operations and procedures 
associated with mathematics. Language acquisition raises such questions as: 
how is language acquired? Do humans have a predisposition for language 
acquisition? These topics have been well researched (e.g. Chomsky (2006 ), 
Pinker (1994), Hirsh-Pasek and Golinkoff (1996)) in terms of natural language 
but not so much in terms of mathematical language and the learning of 
mathematics. 
The arithmetic and natural language processing models of McCIoskey et al 
(1985), Cohen and Dehaene (1995). Fodor (1975) and Chomsky (1981)were 
developed either from observation and analysis or by using data gathered from 
patients with some form of cognitive disorder. The model developed in this 
paper, although based on these models, was further developed from data 
gathered from the observation of learners, semi-structured interviews and 
analysis of learners' answers to the Chelsea Diagnostic Test (COT) for Algebra. 
Research Methodology 
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A qualitative, case study approach was adopted for this research. The rationale 
for this approach was based upon the need to collect data on learners' thoughts 
and actions concerning the learning of mathematics. A manageable size of the 
learner groups selected to participate in this research was considered to be 
approximately fifteen. Essentially three formal methods were used to gather 
data: the Chelsea Diagnostic Test for Algebra (CDT), videoed semi-staictured 
interviews and observations of the learners. The observations also included the 
video recording of the learners' computer monitors when they were engaged 
with using a mathematics computer program (Derive 6). The CDT results were 
tabulated and categorised according to the four levels used by the original 
research team (Kuchemann, 1981). The levels were only used as a reference 
to indicate the mathematical maturity of the learner and provide a measure of 
the change in the learners' knowledge and skills. Of more interest were the 
formulations of their answers. These gave an insight into how they transcoded 
the questions, interpreted and subsequently answered them. The data from the 
interviews and observations provided the necessary context in which the 
learners' answers could be interpreted. 
Theoretical Background 
Analysis of the English language reveals how complicated the process of 
communication is. In order to try and understand language as a communicative 
medium it is necessary to introduce some terminology which in itself is the 
subject of debate. The terms concept and category are used in the following 
discussion; concept refers to something in the mind and category to those 
things in the external world which the concept is about (Braisby 2005). 
To make sense of language, concepts and categories are used to interpret and 
to understand phenomena. Words are used to convey the idea that thoughts 
contain concepts, and the concepts are about categories. The use of concepts 
to classify (semantic classification) can be viewed as a further kind of 
recognition. Concepts can also be viewed as the basic units of semantic 
memory, where long term facts are stored, Braisby (2005) used the idea of a 
'mental lexicon' to describe where 'lexical concepts' (defined as single word 
concepts) are stored. It is thought that the process of understanding language 
involves retrieving lexical concepts and selecting the appropriate one. As 
Braisby (2005) points out, if someone was asked to describe a cat they would 
most probably infer properties from the class of animals (warm blooded, has 
eyes, legs etc). This aspect of using concepts reduces the cognitive load, since 
it is not necessary to remember all the inherited properties a class has from a 
superclass. 
It can be argued that the meaning of a sentence is derived from the meanings 
of its constituent words and the way in which they are combined (Davies 2006). 
This notion of compositionality enables us to make sense of novel sentences 
provided they are composed of familiar words. In the case of natural language, 
meaning can also be derived from the overall context of the sentence and/or 
from the environment in which it is used (see Anderson (1997) on use of 
language in the workplace). The meanings attached to the constituent words of 
a sentence rely upon a process of recognition. Understanding a sentence is 
much more difficult and relies upon a process known as parsing. 
Parsing 
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Parsing is the process of taking a word and deducing its grammatical or 
syntactic role in the current sentence. This can be stated in a more formal way 
by saying that parsing a string (sentence) means to reconstruct the syntactic 
tree(s) that indicates how the string can be produced from the given grammar. 
This process does not recover the meaning of the sentence but facilitates a 
thematic role assignment for the sentence i.e. identifying the subject, verb and 
object (Gaskell 2005). 
In his discussion of language processing, Gasketl (2005) asks the question: 
does human parsing involve the process of identifying major syntactic 
boundaries and then assign a syntactic structure or does it use a process of 
incremental parsing? This really is a question of whether top-down parsing, 
where a word sequence is hypothesized to be a sentence which conforms to a 
phrase structure or bottom-up parsing, where words are grouped into phrases 
until a plausible sentence is possibly achieved. Evidence suggests (Cooper 
2002) that both top-down and bottom-up parsing are employed at different 
stages of human sentence processing. In a study by Tyler and Marslen-Wilson 
(1977), designed to explore the role of context in parsing, they demonstrated by 
using ambiguous phrases such as 'landing planes' that context did make a 
difference. For example, when the phrase was preceded by 'If you walk too 
near the runway,...' 'landing' was interpreted as an adjective (e.g. landing 
planes are dangerous) whereas if it was preceded by 'if you are trained as a 
pilot,...' the interpretation was more likely to t>e a verb (e.g. landing planes is 
easy). Their conclusion was that parsing was an incremental process and did 
not rely upon reaching syntactic boundaries, since the preceding context did 
have an influence on word expectation, whereas if parsing relied upon the 
identification of syntactic boundaries word expectation would not be an issue. 
This incremental processing model seemed to demonstrate that a sentence is 
constructed from a process of refining the set of plausible structures w^ich in 
turn has an effect on word expectation. 
Frazier (1979) proposed a model of parsing that become known as the garden 
path model of parsing. This model assumed an incremental parser which 
implies that as each word is perceived, a syntactic role is assigned to it. Due to 
the flexibility in the syntactic role of English words this can lead to the situation 
where the parser makes a wrong choice as to the role of the word in the 
sentence. In these ambiguous situations the listener is led 'down the garden 
path' and. unless as the sentence proceeds the listener derives a sensible 
interpretation, a misconception is achieved. The garden path model assumes 
the parser works in a serial fashion and therefore only one potential parse of a 
sentence is maintained based on the syntactic rote of autonomous words. This 
model also implies if an incon"ect parse is obtained the whole sentence needs to 
be re-parsed. Other models of human parsing have focused on the parallel and 
interactive nature of the activity and are commonly referred to as constraint-
based models (eg MacDonald and Pearimutter, 1994). They suggest that more 
than one potential parse of a sentence is evaluated simultaneously and ottier 
factors are involved in the parsing process. 
Reading and Parsing Mathematics 
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People often employ strategies with natural language to enable them to 
understand something without necessarily interpreting every symbol. 
Mathematics differs considerably in this aspect to language. It is often 
necessary for the reader especially when learning a new 'piece' of mathematics 
to read every sign, consider its syntactic meaning, search their mental lexicon 
for a semantic meaning, and then relate the symbols to provide a meaningful 
result. This in itself can be problematic; many signs within mathematics have 
multiple meanings. For example, the equals sign is often used to indicate 
assignment, the result of a process or equivalence. Within mathematics, the 
context and hence the interpretation of the symbols is not always as straight 
forward. In many instances this does not create problems for the learner when 
they are using a particular aspect of mathematics but, due to the hierarchical 
nature of mathematics, when the learner progresses onto a more advanced 
level this 'fuzzy' understanding of a basic concept or process can create major 
problems. Making sense within mathematics is a much more complicated and 
involved structure. This process of reducing descriptions of operations etc to 
symbols enables mathematics to be a very powerful tool in understanding our 
world, but at the cost of making the learning of mathematics harder. 
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Figure 1,The Semantic Model 
The model developed demonstrates a relationship between the parser, lexicon 
and grammars and suggests the most efficient cognitive pathway for a particular 
learner is initiated on the first parse of a mathematical statement. It is possible 
that these pathways are initially established when the learner first encounters a 
new mathematical construction. Depending upon the source of this new 
information, the lexical/grammatical entry is given a 'trustworthy' rating i.e. the 
more the source is tnjsted the higher the weighting. These weightings are 
subsequently amended when the entries are confirmed to be correct or 
decreased if the learner encounters a situation where the lexicon or the 
grammar entry is conceived to be 'not fit for purpose'. In some instances where 
the learner cannot find an entry that precisely matches the parsed entry a point 
of ambiguity is reached which must be resolved. The resolution could be 
finding an entry that is a 'best fit' which is possibly a 'folk' definition and not the 
correct mathematical one. 
Mathematical expressions make use of a plethora of signs and implications. 
For example, in a simple addition problem the absence of a sign in front of a 
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numeral implies a positive value. The leamer has to initiate a 'look ahead' 
process to determine the purpose of the sign and, with reference to its context, 
form a symbol. This infornnation is used in conjunction with the lexicon and 
grammar and is used to initiate the cognitive pathway and hence form a 
resolution. 
The model depicts that semantic processing is performed at different levels, 
level one to level three, in reality this is a dynamic process. In the early stages 
of learning a mathematical topic the learner has to semantically process every 
detail of the construction. This is the stage where the leamer is still working in a 
bottom-up parsing mode. Once the leamer becomes competent and hence 
confident a top-down approach to parsing is used with a consequential 
decrease in semantic processing. The problem which required level three 
semantic processing becomes a level one with the concomitant decrease in 
cognitive load. 
Summary 
The learning of mathematical language is similar to the acquisition of natural 
language. Major differences such as lack of 'practice time', no inherent 
'sympathy' for mathematical language acquisition exist but the process of 
parsing follows similar rules. The child learning their natural language initially 
adopts a bottom-up approach to natural language acquisition i.e. each word is 
considered in turn. The route to mathematical language competence is similar. 
In the initial stages of learning mathematics, learners tend to focus on the 
atomic structures and have to explicitly access the lexicon to discover the 
meaning of each part of a construction. This bottom-up approach is cognitively 
demanding and, as with language learning, the learner fails to grasp the overall 
meaning of the 'mathematical sentence'. Each stage of the parse requires 
mental effort to recall and retrieve the lexical entry and to find the associated 
grammar. It also requires an implicit feedback process, especially if the learner 
is not confident, whereby the concepts and processes are checked to see if 
they are the correct ones. In the case of multiple lexical entries for a particular 
construct the learner has to select one from a list, form a link to the appropriate 
grammar and then rely upon experience (i.e. constructions stored in memory) to 
determine the 'goodness-of-fit'. There is an inherent problem with the 
progression from bottom-up to top-dow/n parsing. Although it is a far more 
efficient mental process it relies upon prediction and hence expectation. The 
prediction and expectation elements of top-down parsing rely upon the correct 
cognitive pathways being in place. If this is not case, the learner will produce 
erroneous answers and will not be able to analyse their answer to see why it is 
wrong. The learner, in order to progress, would have to return to a bottom-up 
parsing approach and 'reroute' the cognitive pathway. 
Conclusions 
In order for a leamer of mathematics to appreciate the overall sense of a 
mathematical problem a top-down parsing process must be used. If the leamer 
remains at the stage of bottom-up parsing and focuses on the atomic structures, 
a considerable amount of cognitive resources are employed and the leamer 
fails to see the overall significance of the mathematical expression. 
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A common comment made by [earners observed by the author was: 'the 
examples were easy, but the questions are a lot harder'. The writer of the 
problem, normally a competent mathematician and/or teacher, has developed 
sufficiently to employ top-down parsing strategies and is therefore able to 'see' 
the relationship between the simple example and the harder problem designed 
to 'stretch' the learner. To facilitate top-down parsing the learner has to 
combine individual mathematical concepts to form 'super' concepts and 
consequently be able to predict the content of expressions. Once this stage is 
reached the learner as reached a level of competency and is at the stage where 
more complex constructions are capable of being dealt writh. It is often the case 
where the learner seems to have reached this point in their mathematical 
development but, in reality they are still moving towards a top-down parsing 
strategy and have not quite reached the level of competency required to apply it 
reliably. 
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The Validation of a Semantic Model for the InterprelatiOD of Mathematics in an 
Applied Mathematics Problem 
Michael Peters' and Ted Graham'' 
^Learning Development Centre, Aston University: Centre for Teaching Mathematics, 
University of Plymouth. 
The semantic model proposed by Peters (2008) was developed whilst working with 
learners of mathematics solving algebraic problems. In order to investigate in more 
detail the role of the parsing process and its relationship to the lexicon, a different set of 
questions were devised based on Laurillard's (2002) work with undergraduate students. 
These same questions were also given to a set of mathematics tutors so that a 
comparison could be made between the two groups and to see if their behaviour could 
be explained using the semantic model The analysis of these sets of data indeed show 
the importance of the parsing process and as predicted by the model, a coiiq)etent 
mathematician employs a top-down parsing strategy. 
Keywords: Parsing, Lexicon, Cognitive Pathway. 
Introduction 
The algebraic problems from the Chelsea Diagnostic Test (CDT) used in research that 
led to the development of a semantic model of the processing of mathematics (Peters, 
2008) were all situated in a mathenratical context. They were abstract in the sense that 
any interpretation using 'real world' experiences would be rare. In order to validate the 
semantic model and investigate the role of the parsing process and its relationship with 
the lexicon, it was necessary to utilise a problem which could be represented in a form 
of words, as a diagram and be interpreted using experiences of'everyday' life. Tbe 
problem presented to undergraduate students by Laurillard (2002) fulfilled these 
criteria. The original problem presented the students with two scenarios: (1) a box 
resting on a table and, (2) a box in mid-air- They were then asked to explain the 
scenarios using Newton's Third Law of Motion. For the purpose of this investigation 
this problem was broken down into four separate questions. The rationale behind this 
approach was to present the questions in a form that required the learner to parse the 
orthographic form, the graphical form, access their lexicons and retrieve the appropriate 
entry. 
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Figure 1, The Semantic Model 
Figure 1 shows the semantic model developed by Peters (2008). This model was based 
on ones developed for arithmetic (e.g. McCloskey et al 1985, Cohene and Dehaene 
1995), natural language processing (Fodor 1975. Chomsky 1981) and work by the 
author on how learners parse mathematical structures. It models the processes a learner 
of mathematics uses to interpret and hence make sense of mathematical problems. The 
process starts at the left hand side where the learner reads the problem. The input parser 
is used in the initial stage to analyse the syntax of the problem and start the process of 
deriving the semantic content. If the problem is in a mathematical form i.e 
mathematical equations or expressions, the lexicon can be accessed directly but, if it 
uses a graph or natural language to set out the problem, a process of transcoding is used 
to alter the input into a form suitable to access the lexicon. The output from the lexicon 
works with the grammar to select the appropriate rules to resolve the problem. The 
initial parse of the problem also highlights the need to scan ahead and determine the 
context of the sign and ensure an appropriate semantic interpretation is attached. The 
cognitive pathway generation is the process where, if the problem is a familiar one. the 
relationship between the lexicon and grammar is known and a reduction in cognitive 
load can be achieved. Lf the form of the problem has not been encoLintered before a 
cognitive pathway has to be initiated. This pathway takes the form of developing the 
links between the cognitive modules. The semantic processing is depicted has having 
three levels. These levels are arbitrary in the sense of a problem that was difficult to 
solve initially by the learner requires careful semantic interpretation whereas once the 
learner is confident with such problems the amount of semantic processing is reduced. 
Research Methodology 
The learners and the tutors were presented with the questions in a written format and in 
a specific order: vague to more detailed. Once a question had been presented and the 
answers given, the scripts were collected and the participants interviewed. This method 
was adopted so the more detailed formulation of later questions would not influence 
their responses to previous answers when interviewed. The interviews were conducted 
in pairs so that the discussion between both participants could be observed and 
analysed. The interviews were recorded and later transcribed for iliture analysis. 
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ValidatioD of the Semantic Model 
Question A: Explain how Newton's Laws of Motion apply to the two situations shown 
in Figure 2. 
Figure 2, (a) A box resting on a table. (b) A box in mid-air. 
This question was deliberately vague in respect to which law(s) of motion could be 
applied. 
The written and verbal answers of the learners indicated that the initial parse of the 
question created problems. TTie learners who were unable to recall the laws indicated a 
failure between the parser and the lexicon. Their parsing of the question failed to 
identiiy the appropriate lexical entry, since the information gathered in the parsing 
process, did not provide them with the necessary key information to facilitate the link 
between the parser and the lexicon. One learner's explanation, for which he did not 
state any assumptions, was that the box in mid-air must have been filled with a gas in 
order for it to float. Other learners stated assumptions such as; ignoring air resistance, 
the box was falling, model the box as a particle. In their written explanations all 
learners stated the box would fall due to gravity. None of them mentioned the force of 
the box on the Earth, but the notion of equal and opposite forces was mentioned in 
conjunction with the box resting on the table. 
When asked what they interpreted to be the key words, the answers included ' explain', 
'Newton's laws'. One learner in the interview stated that once she had read the 
question her main worry was trying to remember Newton's laws of motion. She said 
that she thought she should have interpreted it in an 'everyday' context but did not do 
this because "/ was totally fixated on the maths, because that's what we 've been 
doing." 
When asked if they could recall or if they had a vague idea of what they wanted, one of 
the learners responded with 
"yes I had a vague idea of what I wanted and 1 was cross mlfi myself that I didn 'l know the topic 
well enough to be specific, because we 've done it relatively recently. " 
One learner decided the third law was appropriate and gave a good explanation of the 
relationship between the forces in the box resting on the table. When it came to the box 
in mid-air, he could not identify a similar relationship. He knew gravity was 'pulling' 
the box towards the Earth and for the law to apply, he needed to be able to identify 
another force which he was unable to do. In the end he decided that air resistance 
provided the other force even though in his assumptions he opted to ignore air 
resistance. 
Question B: Explain how Newton's Third Law of Motion applies to the two situations 
shown in figure 2. 
Question B gave the learners more information. The fact the question told thera 
specifically to use the third law should have acted as a trigger for their lexicons. One of 
the learners underlined Third Law of Motion' in the question and in her explanation 
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wrote "Box on table exerting same force down as fable exerts up ?3"' law. " In the 
interview, when asked her immediate thoughts, responded with "What is the third taw 
of motion. Is it the one I described in the last piece of paper and I don't know. " This 
response indicated they recognised the importance of the words (the key), '3"^ law of 
iDotion', but a strong cognitive link had not be formed between the parsed words and 
the lexicon. Similarly one of the learners in the other pair responded with "What's 
Newton 's third law and that scared me. because Ijust didn 7 really know. " He went on 
to say: 
"...although it's fhe same question and I've already been influenced by question sheet A...but 
because U said third law. it's just like well I don't even know if I know the third la^^^...and ihen I 
was thinking well, if the table was removed would the box just stay there, is it the same box, in 
which case the table is irrelevant... " 
This learner also stated that once he read 'the 3"* law', he started panicking. When 
asked to explain what effect this panicking had on him, he stated: 
"...that's why } went into like freefall. that's when I started thinking about the table and things 
like thai, cause, ii takes my mind ojf my stumbling block and I'm just trying to .lee if I can gel 
around, there',? another pathway to the answer that I wiw:/ and I couldn tfind it. " 
Question C: Explain how Newton's Third I^w of Motion which states: 'every force 
has an equal and opposite reaction', applies to the two situations shown in figure 1. 
Question C gave the learners a prepared statement of the third law in its canonical form. 
The learners written answers to this question included words such as 'force, reaction, 
equilibrium, at rest, forces cancel' whereas in question A and B ihey used 'force, equal, 
opposite, gravity'. This change in vocabulary indicated that they did have lexical 
entries for the more mathematical terms used in question C. The problem with the 
wording of the third law is that it omits any reference to the fact that the definition of 
the law requires that there exist two bodies exerting forces of equal magnitude on each 
other. As Laurillard (2002) pointed out the phrase 'equal and opposite' implies that the 
forces cancel out to give equilibrium which gives rise to the learners' misconception 
about the third law. 
One learner gave a succinct answer: "Gravity pulls box down. Table pushes box up. 
Forces cancel and box sta\'s still. " Another answer was: "Normal reaction of the table 
balances the weight of the bo. ". Their answers to scenario (b), the box in mid air, 
remained in essence the same as their previous answers except that the word 'force' was 
now used. For example, one learner stated: 
"If box if stationary must be some sort of upwards force la counter balance box force 
downwards otherwise this nill not last long in mid-air. " 
Another responded with: "Gravity pulls box down. Force inside box pushing up -
assume lighter than air gas. Forces cancel and box stays still. 
One learner anempted to answer the two possible situations: the box moving towards 
the Earth and the box 'floating' in mid-air. His answers were: 
"Gravity is the only force acting on the box' and 'if the box is in mid-air (floating) then lift 
should equal mg." 
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Another learner in an attempt to resolve the point of ambiguity resulting from her 
interpretation of diagram (b) suggested: 
"If we assume the box is in mid-air is in a vacuum it ytill have no forces acting on if so will stay 
where it is." 
Question D: Explain how Newton's Third Law of Motion which states: 'When one 
object exerts a force on a second object, the second object exerts an equal and opposite 
force on the first', applies to the two situations shown in figure !. 
The problem with this question for the learners was the word 'object'. In part (a) they 
could explicitly see the objects involved whereas in part (b) only one is shown. Their 
answers, both written and oral, supported the view that there was only one object 
present in part (b) i.e. the box. 
One learner in the interview stated in response to being asked if the question was 
different: 
'^Yes very different, because you pul the word objects in. So you said one object is exerting a 
force on a second object and going back to my poor box in mid-air it has no other objects.-- " 
The other learner in this pair correctly identified the EartJi as the other object but, this 
just created a point of ambiguity. 
" . . . / ^ / confused and couldn 'l decide whether il was relating to this law of motion or another 
law of motion which would account for situations...as you were saying (referring to other 
interviewee) (he Earth is a factor that should be taken into consideration...I'm trying to trawl 
through all the laws and try and work out that there's other thin^ that are equal and opposite 
but they don V happen to have objects in them. " 
In their written explanations one of them wrote: 'Hadn 't considered objects so 
important but I suppose other motion laws account for other situations '. The other 
wrote \..still not happy with the box in mid-air. there's no second object...'. The notion 
that the Earth can be considered as an object seemed difficult for them to grasp. Two of 
the learners confirmed this when asked what they considered to be the problematic 
words: 
"B: The key word is object, different word...makesyou think in a different way. 
A; / think you immediately think of an object as something... (B interrupts). 
B: Something tangible, three dimensiortal you can see and feel...it was almost superfluous 
because when we looked at question C we almost assumed that... ^ ^v did not realty need to be 
told ifiey were objects as well...and we're thinking of the Earth and groi'ity and somehow you 
don't think of them as objects in the .lame way (referring to question D). " 
One of the learners had difficulty in the overall structure of the formulation of the third 
law. When asked about the question in general, he rephed: 
"Too wordy. 1 struggled to read it, loo many objects within a sentence and Newton's third law 
the way it was explained in the question was just loo wordy and il took me too long to try and 
work out what the third law was. even though I already knew from the previous question. " 
Analysis of Tutor Answers 
Initially the tutors could not see the point of the question since it was obvious to them 
how the scenario should be resolved. This indicated that their lexical entry for the 
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situation depicted by the diagrams was very well developed. Although they parsed the 
question, the diagram was used as the main source of obtaining the necessary 
information. 
In response to question B: 
"...Bui Jean'i recall which one we call the first and which one we call the second...! don't think. 
to be honest, I don 'i think it really makes any difference when you come to analyse a problem as 
long as you know those two concepts." 
The tutors did not even question the situation of the box in mid-air; they immediately 
assumed the diagram was a 'snap-shot' and consequently the box was accelerating 
towards the Earth. There was not any debate of how the box could be suspended in 
mid-air. This was clarified in response to question C when asked what assumptions 
they made: 
"Well, if it's in mid-air. it's gotta move. If it's in a gravitational field of any kind." 
It seems as a part of their parsing process, assumptions were automatically generated 
and any uoreahstic situation was immediately discounted. They assumed implicitly that 
the scenario was Earth based and a gravitational force existed. 
Summary' 
The responses from the learners who participated in this exercise highlight the 
diffiiculties that arise from underdeveloped lexicons and the parsing process. In terms of 
my semantic model it seems that when they parsed question A the cognitive pathways 
were initialised. Question A was not specific and did not mention the third law which 
enabled the learners to use their existing conceptions. As the questions progressively 
became more specific, these conceptions were challenged resulting in points of 
ambiguity which needed to be resolved. When asked, if they were in an exam, which 
question they would be most comfortable with, they replied question C. The 
formulation of the third law in this question was probably one they were familiar with 
and therefore they considered they understood it. The questions also highlight the 
difficulty learners have relating everyday experience with the mathematical 
interpretation of phenomena. It was apparent from this study that once the learners had 
reinforced the cognitive pathways initially set on parsing question A (reinforced by 
question B since it did not challenge their conception of the third law) they had 
immense difficulty in resolving the scenario in a mathematical context. The impression 
given was that they attempted to make the mathematics fit their conceptions rather than 
reparse and reset their cognitive pathways. 
This study also highlighted the importance of wording questions in terms that are 
understood by the learner. For example, in this study it was assumed the learners would 
know what was meant by 'object' in question D and that they knew that gravity was a 
force the same as any other. Tliis particular problem concerning the nature of gravity 
might have been due to the fact the force has been named, unlike 'general' forces, and 
therefore had become reified in the lexicons of the learners. If the lexical entry was 
missing the learners adopted a 'best-fit' approach; they attempted to analyse the 
problem using 'folk definitions' and use their everyday experience to explain the 
scenarios. 
Once the lexical entries are well defined the learners can begin to progress from bottom-
up parsing to a more efficient and beneficial top-down parsing strategy. Once they are 
able to use a top-dowTi parsing approach, facilitated by the combining of 'small' 
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concepts to form 'super' concepts, learners are able to appreciate the semantics of the 
question. 
If the learners' conceptions are compared to the tutors, it is apparent that the bottom-up 
parsing approach adopted by the learners created difficulties. They tended to focus 
upon the atomic structures of the questions and in a way lost sight of the problem. On 
the other hand the tutors, who were very femiliar with this type of contrived problem, 
parsed the questions in a top-down feshion and hence did not focus on the wording of 
the questioiL They were in some respects at a loss to see what the problem was; to them 
the solution was obvious. 
It seems from this validation process that when a problem is parsed any preconceived 
notions, including assumptions, are linked to the lexical entry. In the case above, the 
tutors naturally assumed the box was in a gravitational field and therefore could not 
remain suspended in mid-air. The learners did not make th^ assumption automatically 
and theretbre spent time trying to justify how the box could remain in mid-air. The 
implications of this on their cognitive load are enormous. If the learner has to spend 
time and hence cognitive resources trying to find a resolution that is unreasonable then 
it is no wonder they become frustrated and rely upon 'folk definitions' of mathematical 
concepts. 
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The Development of a Semantic Model for Interpreting Mathematics with the Aid 
of Technology 
Michael Peters', Centre for Teaching Mathematics, University of Plymouth. 
Abstract 
At a superficial level the relationship between mathematical knowledge and the 
proficiency in the use of some technological artefact may seem tenuous. This research 
has shown that in order for the learner to derive mathematical benefit from the use of 
technology, an interdependent relationship must exist between mathematical knowledge 
and competency in the use of the artefact. This symbiotic relationship is realised 
through the inclusion of a cognitive mechanism which forms an internal interface 
between the learner's mathematical knowledge and skills and the external 
lexicon/grammar of the technology. The original semantic model developed by Peters 
(2008) requires additional components m order to account for these extra processes. 
Keywords: Parsing, lexicon, technology. 
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Introduction 
This paper evolved from a research project on the development of a semantic model of a 
mathematics learner (Peters 2008). The original model was developed from ones used 
in linguistics (Fodor 1975, Chomsky 2006), neurocognitive psychology (Cohene and 
Dehaene 1995) and work by the author on how learners parse mathematical structures. 
The use of an external lexicon/grammar was only mentioned briefly in the final 
development of this model Yet the ubiquitous use of technology within mathematics 
education has a concomitant impact on how learners develop mathematically and 
therefore a more detailed investigation of the impact of technological artefects on the 
cognitive processes of mathematics learners is warranted. 
There has been considerable research on the use of technology within the mathematics 
classroom environment (e.g. Noss and Hoyles 1996. Hembree and Dessart 1986. 
Ruthven et al 2004) and its effect upon learning and learners. Some of this research has 
highlighted the differences between the learners' conception of mathematical terms and 
the terms used to describe the implementation of mathematical processes by technology. 
The understanding of this relationship between the learner's lexicon/grammar and the 
technology's lexicon/grammar is vital in order for learners to benefit from its use. 
The learners who participated in this research were studying for a Foundation Degree 
(Fd) in computer networking based in a predominantly Further Education (FE) college. 
Mathematics was not considered by them to be of particular importance; in feet, they 
held the contrary view that the mathematics they had to study was irrelevant to their 
qualification. They adopted strategies indicative of surfece learning (Biggs 2003) and 
were not motivated by the challenges of learning mathematics. Their motivation was 
driven by the need to pass the mathematics module to enable them to complete the 
foundation degree. This attitude was exemplified in their use of the technology 
introduced to enable them to perform more investigative mathematical tasks. As this 
paper shows the learner's use of the technology was not to extend their knowledge by 
investigation but to provide answers to the problems. This use of the technology led to 
the author's speculation of the existence of an internal cognitive mechanism designed to 
reduce the cognitive load of the learner. This mechanism would be activated once the 
mathematical problem had been parsed and the resulting cognitive load calculated. If 
the conception of the learner was that technology could be used to reduce the cognitive 
load then the artefect was used. In some cases this was a misconception since their 
skills in the use of the technology were not sufficiently developed to provide an 
efficient cognitive pathway and the technology proved to be a hindrance. 
Theoretical Backgronnd 
The use of technology within mathematics education has become ubiquitous. The 
impact of these devices has changed the relationship of the learner/mathematician with 
symbols and the way in which they are used (Pimm 1995). Technological artefacts have 
always been a part of the practice of 'doing' mathematics. The earlier types of 
technology were specific to calculating and their physical form or layout afforded this 
use. They were also limited in use to particular forms of calculation; mainly arithmetic 
but, still required the user to have some mathematical knowledge. In this sense the 
artefact was the same instrument to all users since there was little room for deviation of 
use. In more recent times the advent of the digital, electronic calculator in its first 
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iteration (arithmetic device) provided the same level of afFordance. As the device 
developed and programmable devices became more available the same level of 
afFordance was obscured by the range of tasks the artefact could perform. The 
divergence between the physical layout of the device and its purpose has resulted in 
artefacts becoming different instruments for different people. 
Instrumentation provides a framework in which the use of technology can be analysed. 
Its basic tenant is the separation of the physical device, its design goals and how it is 
used by individual users. Rabardel (1995 cited in Mariotti 2002) defmes an instrument 
as the mental construction of an arte&ct which means the instrument is an internal 
construction of the physical device. The learner constructs a set of utihsation schemes 
which are a subset of possible operations afforded by the device therefore, at different 
times the same artefact can be a different instrument. The development of utilisation 
schemes is not guaranteed to be consistent with the intended purpose of the artefact. In 
a similar way the device is capable of performing multiple operations in one step for 
which the user would possibly, using pencil and paper, take several. This can result in 
the device being treated as a 'black box"; the user learns that certain mputs result in 
certain outputs but the actual calculations are opaque. This scenario can result in the 
user not being able to interpret the output from the device. 
The incorporation of technology into mathematics was and still is driven by the needs of 
mathematicians. When technology was first introduced into the mathematics classroom 
teachers had to devise novel ways of facilitating their use. Although this situation has 
improved, certain technological artefacts (particularly CAS) are predominantly 
computational devices. Pimm (1995) makes an important distinction between 
'computational devices' and 'pedagogical' devices. Computational devices are 
designed with automation and fluency of calculations whereas pedagogical devices are 
used to assist in the process of learning. 
In a survey conducted by Faure and Goarin (2001 cited in Trouche 2005) investigating 
the relationship between learners and their calculators they found that the process of 
appropriating the calculator as a tool was mainly based on exploration-discovery. The 
teacher was found not to be very involved in this process. The data also indicated little 
change had occurred over a ten year period. One of the interesting outcomes from this 
survey was that the learners would like to have more involvement from the teacher in 
the process of appropriation. 
Using Technological Artefacts to Learn Mathematics 
The use of technology in mathematics education presents a unique challenge since the 
interaction between the learner and the computer is based upon the interpretation and 
computation of symbols (Balacheff and Kaput 1996). Ritter et al (2007) in their 
discussion of the computer implementation of ACT-R (Adaptive Control of Thought -
Rational), a theory of cognition, comments: the view that emerges from ACT-R is that 
learning is a process of encoding, strengthening and procedurahsing knowledge. This 
viewpoint is derived from three tenets: (1) there are two basic types of knowledge: 
procedural and declarative, (2) knowledge required to accomplish a task can be 
described as the set of declarative and procedural knowledge components and, (3) both 
declarative and procedural knowledge become strengthened with use and weakened 
with disuse. In terms of the semantic model developed in this research, declarative 
knowledge is contained within the lexicon/grammar and procedural knowledge is the 
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cognitive pathways constructed from learners learning. The lexicon acts as the key to 
activate the appropriate cognitive pathway. If there, as there can be, a difference 
between the mathematical grammar and lexicon of the learner and the external 
lexicon/grammar, the learner has to perform a cognitive process of transcoding. The 
problem of different or even conflicting lexicons is iurther compounded by the 
continuous development of the artefacts. Learners get used to using a certain calculator, 
a particular computer program or even a particular screen layout only to find, in a 
relatively short period of time, a new model or an updated version becomes available. 
The RelaHoDship between the learner, the mathematics and the technology 
The fundamental relationship between the learner and mathematics changes once 
technology is introduced. In the case of CAS (Computer Algebra Systems) .such as 
Derive, the notion of abstract objects becomes questionable. It has been suggested that 
the use of CAS reifies the mathematical concepts (Mariotti 2002) and subsequently 
mathematical concepts become '..."concrete abstractions" because they reflect and 
reconstruct the systemic and interconnected nature of real objects (Mariotti 2002 p698). 
In his theory of didactical situations Brousseau (1997 cited in Mariotti 2002) recognises 
the existence of potential conflicts between socially constructed knowledge and the 
learner's own knowledge construction. An interesting point raised by Mariotti is that 
the process of constructmg meanings is not directly related to practice. She gives an 
example of the concept of 'base*; although most people are iamiliar with counting, they 
do not necessarily understand the theoretical underpinnings of any counting system. 
This resonates with Wittengstein (1994) observations concerning natural language and 
the fact it is used by the majority of people who do not necessarily understand the rules. 
The artefact, in an educational context, can be used in a number of ways. In one 
instance the learner constructs utilisation schemes therefore creatmg an instrument from 
the artefect and, the artefect can be used by the teacher as a communication tool to 
direct the learner to discover mathematical meanings (Mariotti 2002). In both instances 
the artefact acts as a semiotic mediator since the learner's mathematical conceptions are 
formed through the use of the artefact. The learner has access to the lexicon/grammar 
of the artefect but the development of mathematical meaning is contingent on specific 
activities and guidance by the teacher. This led Mariotti to hypothesise: 
'Meanings are rooled in the phenomenoiogical experience (actions of ihe user and feedback of 
the environment, of which the artefact is a component), but Ibeir evolution is achieved by means 
of .social constnictitm in the classroom, under the guidance of the teacher.' 
p.708 
The use of technology as a mediator is related to the possibility of creatu^ a 
communication channel, using a shared language, between the teacher and the learner 
(Noss and Hoyles 1996). An additional consideration which must be taken into account 
for mathematics education is the relationships between the meanings that emerge from 
using the instrument and the meanings that are accepted withui the mathematics 
community (Mariotti 2002). 
The fiinction of an arte&ct is twofold: their external fimction is aimed at accomplishing 
a task i.e. a tool and, their internal fiinction is aimed at controlling the action. Vygotsky 
(1978) used the phrase 'semiotic mediation' to describe the process of transforming the 
external process into the internal one. In this sense he did not make a categorical 
distinction between signs and tools since both perform ftmctions of mediatioiL In the 
case of pre-automated devices such as the abacus, the movements of the learner are 
linked to physical devices thus providing a mental image of the device. Pimm (1995) 
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gives an example of Japanese schoolchildren who were skilled in using a soroban (a 
Japanese abacus). These children were able to perform six-digit mental arithmetic by 
visualising the soroban in front of them. The physicallity of the device provided a 
strong mental image, whereas visualising a calculator or a computer keyboard does not 
provide the same level of mental affordance. 
The learner's construction of utilisation schemes can be hindered or in the worst case 
degenerate, due to the learner's inabihty to interpret the output from the artefact. This 
was evident from the observation of the learners using Derive 6 to solve quadratic 
equations in this research. The learners were observed inputting the mathematical 
problem, instructing the program to simplify or solve the problem and the screen 
displaying the answer using formal logic notation rather than English (eg v for inclusive 
OR). In a similar way the learner's interpretation of certain words associated with 
procedures was different from its implementation in Derive. 
Artigue {1999) highlighted the limitations on the interface between learners and the 
computer which impose constraints on the present generation of CAS to scaffold 
mathematical thinking and learning. Symbohc manipulators, such as Derive 6, require 
the user to interpret the output since they are not specifically designed to be pedagogical 
devices (Pimm 1995), Their initial conception was to provide a means of performing 
calculations and consequently reducing the cognitive load of the user. The adoption of 
such artefacts by the education community has created a number of problems. An 
example of one such problem given by Pimm is the role of the graph. In traditional 
forms of teaching the graph is created within a temporal framework. This provides the 
illusion of the graph developing over a period of time and it is clear it is composed of a 
series of points. In the case of graphic calculators and some mathematics software the 
graphs appear instantaneously leading learners to treat them as a single object rather 
than a composite. Kaput (1989) suggested that graphs were normally used for display 
purposes rather than objects to be directly manipulated. The phenomenon of graphs 
appearing almost instantaneously has led learners to treat them as the primary 
information source whereas traditionally the manipulation of variables was performed 
on the equation(s) represented by the curve. 
Research Methodology 
A qualitative, case study approach was adopted for this research. The rationale for this 
approach was based upon the need to collect data on learners" thoughts and actions 
concerning the learning of mathematics. A manageable size for the groups of learners 
selected to participate in this research was considered to be approximately fifteen. 
Essentially three formal methods were used to gather data; the Chelsea Diagnostic Test 
for Algebra (CDT), videoed semi-structured interviews and observations of the learners 
working on mathematical problems. The observations also included the video recording 
of the learners' computer monitors when they were involved with using a mathematics 
computer program (Derive 6). The data from the interviews and observations provided 
the necessary context in which the learners" answers could be interpreted. 
Extensions to the Semantic Model 
The process of a learner using technology to learn and perform mathematics requires the 
semantic model (Peters 2008) to be modified in order to account for the additional 
cognitive processing required. Irrespective of the type of learner, becoming familiar 
and developing competency and confidence with CAS does present a challenge. The 
differences between their mathematical lexicon and the technology are not always overt 
and the different interpretations of words and symbols can be subtle. For exanqile, the 
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word simpliiy in its normal mathematical context is usually used to indicate that the 
expression or equation needs to be reduced to a form where no further reduction 
operations can be performed on it. In the case of CAS, the command "simplify" invokes 
an algorithm which follows a predetermined path and is incapable of taking into account 
the overall context of the problem. In this sense the CAS provides a 'local' solution 
based on the immediate information available. How the CAS perfonns such operations 
is outside of the control of the learner. 
The semantic model developed up to this point accounts for the internal mental 
processes of the learner interpreting mathematics. These internal processes incorporate 
how the learner interprets intbrmation, makes decisions on its use and what response is 
required. The introduction of technology into the learning environment requires the 
learners' cognitive system to interface with the artefact. The original semantic model 
(figure 1) requires additional transcoding steps where the learner is required to translate 
the mathematical problem into a form which can be entered into the technology and has 
to interpret the output of the technology in the context of the mathematical problem 
being undertaken. The initial stage, transcoding into an artefect 'friendly' form, rehes 
extensively on the learners' instrumented version of the artefecl. 
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Interpretation of learner behaviour 
The mathematical problems used in this research were taken from the LTSN (Learning 
and Teaching Support Network) booklet. An Algebra Refresher (LTSN 2002). For each 
of the questions used the learners had previously worked out a 'pen and paper' solution 
and were using Derive 6 to check and explore their answers. It was observed that some 
of the learners attempted to short circuit this process by using Derive 6 to solve the 
problem without first attempting a 'pen and paper' solution. 
When a learner uses an instrument to solve a problem: 
12. The problem is read. 
13. The problem is parsed (2a), transcoded (2b). 
14. The mathematical lexicon is used to define the problem internally (learner's 
deep structures). 
15. Mathematical grammar accessed. Form of the resolution (expected output) 
generated. Problem not necessarily resolved. 
16. The learner's interpretation of the syntactic rules of the instrument are accessed 
(grammar). 
17. The problem is reformulated into instrument lexicon. 
18. Key presses are planned and executed. 
19. The output from the instrument is read, parsed and transcoded. 
20. Conparison made with internal resolution (from internal lexicon/grammar). 
21. If the answers agree there is no conflict. 
22. If answers disagree there is a point of ambiguity. 
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Step one although superficially does not appear to be a problem can in fact present a 
major challenge to some learners. As the original semantic model showed, it is at this 
stage in conjunction with the parser, the learner makes initial assumptions about the 
formulation of the problem. The learner has to decide how to interpret the problem. If 
the problem is written using explicit mathematical notation the decision is reasonably 
straightforward. 
Question 1: Express the following as a fraction in its simplest form — ,~~^-~. 
The learners found the input to Derive was straightforward i.e. they could enter 20/45. 
Derive displayed (see figure 2) it in standard fractional notation and gave the result as a 
fraction- This simple example enabled the learners to become familiar with how Derive 
dealt with fractions. Since Derive produced the answer they expected, the cognitive 
pathway from the initial parse was set up. 
The outcome from step two invokes the use of the learner's internal mathematical 
lexicon. At this stage the learner has to choose an entry which corresponds to the 
interpretation of the parsed sign (possibly a natural language word, mathematical word 
or mathematical sign). Step three is where the decision to interpret the sign is made. In 
order to clarify the meaning the context of the word or sign must be examined in more 
detail. In this way the process of matching the sign to the learner's lexical entries 
become more refined. Once a selection has been made, which could be a 'best fit' 
relationship, the expected form of the resolution can be identified in conjunction with 
the necessary grammar. 
The fraction — caused some problems. The learners were unsure where to place the 
minus sign in the input to Derive. For example, one learner inputted -42/21 which 
produced the result -2. The learner did not conceive this to be the correct answer and 
therefore went on to try different combinations. His solution was to enter -42/-21 which 
produced a positive result. He accepted this incorrect answer and moved on to the next 
problem. He had similar problems with the 'pen and paper" sohition; he thought the 
minus sign should be attached to one of the numerals. The notion that the sign could be 
attached lo either one did not seem possible. This is probably due to that fact in 
arithmetic; signs are always associated with a numeral This new conception produced 
a point of ambiguity in the parsing process and therefore he used a 'best fit' strategy 
based upon previous experience to resolve it. The problem - — produced similar 
conflicts. 
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Figure 2, Derive screen showing learner input for 20/45 
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Question 2: Calculate: (a)J + ^  (*»)5 5 
Initially the question ^ + ^  caused the learner to be hesitant in inputting this expression 
into Derive. Eventually he entered 1/2+1/3 and Derive reproduced the original 
expression in fractional form which conformed to his expectations. The Derive answer 
and his 'pen and paper' answer agreed. His subsequent inputting of expressions was 
much quicker since now his confidence in his interpretation and use of Derive in the 
context of fractions had been increased (i.e. the weighting factor for trusting Derive had 
improved). 
Steps five and six require the learner to have sonae knowledge of the technical artefect's 
lexicon and how to iiqjut any data. It is at this point a decision is made on the 
usefubiess of using the technical artefect. 
Question 3: Evaluate the foUowing, expressing each answer in its simplest form. 
( a ) l x ± ( b ) 2 x 3 x i ( c ) l x 2 ( f ) 2 x l x g 
The previous question had been concerned with the addition and subtraction of 
fractions. This question moved on to the multiplication of fractions. One of the 
learners continued to treat the expressions as addition problems. When he parsed the 
expression, * x — he did not notice the change in the op}erator symbol and therefore 
assumed the same operation was required i.e. the cognitive pathway for dealing with 
two contiguous fractions had been set and a complete reparse of the expression was 
required. The learner finally inputted the expression as 4/5x3/16; Derive displayed this 
as ^ . 
16 
Part (b) 2 X 3 X - was entered by the learner as 2=<3'< 1/4 which Derive displayed as - ^ . 
This created a point of ambiguity for the learner but, as previously he was unable to 
resolve it. 
- X - was entered into Derive as y**V4 which displayed as ^ . He continued with this 
behaviour until he attempted the final problem: - x - x ^^  . He entered this as Z7 
IS 9/5x1/3x15/27 and Derive displayed it as-^— , figure 3. This expression looked so 27 
comphcated to the learner that he eventually asked for assistance. 
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Figure 3, Derive screen showing learner 
uipu! for %*3/4 and 9/5* 1/3* 15/27 
Question 4: Evaluate (a) 3 ^ ^ (b) i ^ i (c) l ^ g (d) f (e) 5 - ^ ^ 
The learner entered this as 3/1/2 and Derive displayed it as - . Once again the learner 
had reached a point of ambiguity i.e. the displayed flection did not correspond to his 
expectations. When the learner used Derive to simplify the expression it returned -
which did conform with the answer he had worked out using a calculator. His 
experience with the next problem, - ^ - produced similar results and therefore 
confirmed his misconception concerning the use of Derive. It was not until he applied a 
similar procedure to part (c) 7 -^  ^  which produced an incorrect answer in Derive, did 
he realise that the procedure he was using could be wrong. 
Question 5: Simplify ^~ 
One of the learners entered x'-9y^8/y^7x^6 into Derive. Derive interpreted this to mean 
~- • or*. In discussion with the learner it was clear that he understood what the question 
was asking in terms of the overall operation. What he foiled to do was to interpret the 
question using the lexicon/grdmrnar of Derive. Subsequent discussion also highlighted 
his immaturity in the use of mathematical language where he would articulate x squared 
as X two. He found the concept of JC^  to meanxxx difficult to grasp and consistently 
interpreted it to mean x + x. 
The process of planning the key presses (step seven) also includes the case of menu 
driven systems: knowing where to find the relevant commands. The learners involved 
with this research often displayed what appeared to be random behaviour (Trouche's 
(2005) idea of'automatic transportation'). They would, in the first instance click on the 
menu title which they thought contained the command they were looking for. If they 
were unsure of which command to use (e.g. in the case of Derive 'simplify' or 'solve') 
they would click on the command that was a 'good fit' to their preconceived idea of the 
process involved. At this point they had committed themselves to a particular path and 
would follow it until they reached a point of ambiguity which they could not resolve. In 
reality they quite often chose the correct command but did not possess the necessary 
mathematical knowledge to make informed decisions about the options each screen 
offered. The outcomes of this situation tended to be either the learner 'back tracked' in 
order to try another menu or accepted the default settings hoping to arrive at the correct 
solution. This behaviour of trusting the default settings in many instances proved 
fruitful and the learner had an answer. If the artefact produced an answer which they 
recognised as being feasible, it was accepted. In other words a comparison was made 
between the internally expected answer (step four of this process) and the one displayed 
by the artefact. They did not attempt to explore the other options and learn fi-om the 
experience, they were focussed on obtaining an answer they could recognise. If they 
did not recognise the answer, some learners repeated the process they had just been 
through in order to verify the answer was correct. In the situations where the learner 
could not interpret the answer, sometimes due to unfamiliar notation, the learners 
questioned the way in which they had input the problem. The exhibited behaviour 
demonstrated how the lack of mathematical knowledge inhibited the learning process. 
Tlie learner became convinced the problem was either with the instrument or their 
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utilisation scheme. They did not consider the possibility that mathematics can be 
written using different dialects'. In most cases the learners had only been exposed to 
one form of notation and had been told how precise mathematics was. Their conception 
of the precision of mathematics resulted in them associating precision with "only one 
correct way of doing mathematics, using a particular notation". 
Modifications to the Semantic Model 
Figure 2 shows the required modifications to the semantic model to account for the 
inclusion of an external lexicon/grammar in the learning process. Table I is a 
reproduction of the steps discussed in the previous section. 
Slep ProceVi 
The problem s^ read. 
The prohleni is parsed l2ai, tranMioded !2b) 
The mathcmancal lexicon is us^ d^ tu di^ fine the problem mlcmBJly [learner's deep slrucluresl 
Matbemnliciil gnuiunar accessed. FiHiiiofllieresolution (expected output) goncraled. Problem nu neeeaaarily 
TESolved. 
Learner's inierpfetatjiin of llie synBctic rules uf the in^nimeni are accessed (^ammar). 
Problem rcFomuiUted inloin.'imiineiii lexicon. 
Key presses planned and executed. 
The output Rum the inslrunienl is read, parsed and Oanscodai. 
ConiparisfT tnade ^vith internal resolution {from internal Iesi<:on/'grammar). 
If the answers agree-no .^onnicL 
If answers disagree - point ofaiiifaiguily. 
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Figure 2, Inclusion of External Lexicim/Graminar 
Summary of interviews with learners concerning the use of Derive. 
All learners found Derive difficult to use initially and had to spend considerable time in 
learning to use its interface and become femiliar with its lexicon and grammar. In 
response to being asked about the inputting of expressions and how Derive displayed 
their input, one learner replied "...Stuff like to the powerof a third, you had to put them 
in brackets, otherwise it would do the whole lot over a third". Another learner 
responded with: 
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"...Cause obviously 1 don't think like a computer cause I can just jump from one thing to 
another. You write down one thing and it don'l seem quite right, you'll do il again and get a 
different answer and scribble ihe lasi one out and then you go through il and it still mi^ t not 
come oul the same as Derive, because people show things in diifereni ways. 1 don'l particularly 
bother cancelling down cause it's not particularly necessary but. Derive cancels il down to the 
smallest possible thing..." 
This learner's solution to getting Derive to display their input correctly was to use 
brackets. He adopted a trial and improvement approach: 
"...you type it in, if comes up on the screen, it's not what Tve got herc.you think put all thai in 
brackets and pul all thai in brackets...a hour or half an hour of using it, bang that tb^e (referring 
to brackets), bang thai ihere, keep these iwo bits separate...". 
The learner did not refer to the order of precedence rules but. once he had discovered 
using brackets was a safe, reliable way to get the expected results he tended to over use 
them It was noticeable that when he came across a reasonably complex expression one 
the first things he would do was to sub-divide the problem into 'bracketable" chunks. 
At a later stage Derive was used in calculus lessons. In class the notation — was used 
for differentiation whereas Derive when simplifying would use — So for example 
when asked to differentiate a:^  + 5r + 4 in class this would be written as — ar^  + 5x + 4.dx 
dx 
but Derive would display — (_x^+5x + 4-). Learners fotind this confusing at first. 
When asked specifically about the way in which Derive displayed the answers one 
learner replied: 
"It confused me because wien T saw it on Derive I thought well if I write this down on paper it 
jusl won't make soise so when I wrote it down I would go back to the way I would do it trying 
to decode it. Sometimes 1 felt I was trying to decode the Da Vinci code". 
Another learner responded with: 
"Getting around how ti displays some equations...! found Derive to be sort of pointless because 
it didn"I help...you'd enierit righi and ii would look fine and then you'd click 'solve' audit 
would completely change everything and it would display something I couldn't relate to..." 
On the issue of how the displayed answered affected their confidence, one learner said: 
"...it threw like a major curve ball at my processes. 1 jusl sorted said welK what does this mean, 
how does it relate to what I have got. am I wrong". 
When asked to explain which they doubted, one learner replied with 
"I think 1 doubled myself more than Derive, because...! don't know, ii might have been the way I 
pul the question in...when 1 checked it over and put it in correctly it displayed it wrong. I was 
like, well what do I now". 
Others said a "l>it of both". A characteristic of their discussion was the 
anthropomorphization of Derive. It was as if they thought Derive should be able to 
understand their input and consequently provide the expected answer. 
One aspect of Derive that all the learners liked was the option of being able to produce 
graphical representations of equations and expressions. As one learner put it: 
"T actually understand die graph bit...enter the points you can fiilly sec it (the solution) with your 
simultaneous equations as well. So you're no! just working out something forihe sakeof it, you 
can actually see what you're doing. Which I found great." 
The learners considered the graphing capabilities to be of huge benefit. To a certain 
extent they considered the graphs as the mathematical objects to be investigated as 
Kaput (1989) suggested. Wlien asked if the graphs gave meaning to the equations, one 
learner replied "...you're not just doing something for the sake of doing it, you're 
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understanding what you're doing and how it relates to something else". Another learner 
responded: 
",..1 diink it's a lot easier for me to apply something if! have something lo look at rather than 
jusl numbers and equations OD a bit of paper. Tome they're just number.s. they don't mean 
anything, but when they're Lke applied to a graph, you can sort of relate them...". 
Summary 
This research has shown the introduction of technology into the teaching and learning 
environment must be caretully managed if it is to achieve a positive impact on the 
learner's conception and learning of mathematics. The use of technological artefacts 
also requires the tutor to have a clear, well defined purpose for their introduction It is 
very easy for learners to have to commit cognitive "real estate' to working out how to 
use the artefect rather than focus on the mathematics. It is also very easy for the lesson 
to degenerate into one where the tutor adopts a 'push button" (Lagrange 2005) approach 
to using the technology a-ssuming the necessary mathematical understanding is already 
in place. The constraints of time can sometimes mean, particularly for the struggling 
learner, that the tutor ends up unintentionally reducing the learner's use of technology to 
following a series of key presses or menu selections i.e. select 'Author', 'expression'. 
The learner derives minimal benefit from this approach and again the focus shifts from 
the mathematics to the use of the technology. 
The rationale put forward by software houses for learners spending time learning their 
particular program is that once they are competent users, the program can be used to 
perform repetitive calculations and learners can concentrate on learning concepts 
(ICutzler and Kokol-Voljc 2003). The constraints of timetabling means, in order for 
learners to benefit from the use of technology, the time spent developing the necessary 
skills and knowledge with the technology should be developed concurrently with the 
learning of mathematics. This would enable the development of the mathematical 
lexicon/grammar to proceed in parallel with the development of a lexicon necessary to 
operate the technology effectively. This caveat places additional pressure on the lecturer 
to develop appropriate material capable of fulfilling the dual role of developing the 
learners mathematical knowledge and skills and developing their competency in the use 
of a particular technological artefect. 
Teehnological artefacts present an opportunity for learners to explore and develop their 
mathematical ideas but they have to be given the time, resources and support to develop 
confidence and competency in its use. In a similar vein, it would no doubt benefit 
mathematics tutors to be given the time to develop their own confidence and 
competency in a formal training environment where they could learn the advantages and 
constraints involved with the use of technology. 
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