The recently developed auxiliary field diffusion Monte Carlo method is applied to compute the equation of state and the compressibility of neutron matter. By combining diffusion Monte Carlo method for the spatial degrees of freedom and auxiliary field Monte Carlo method to separate the spin-isospin operators, quantum Monte Carlo can be used to simulate the ground state of many-nucleon systems (AՇ100). We use a path constraint to control the fermion sign problem. We have made simulations for realistic interactions, which include tensor and spin-orbit two-body potentials as well as three-nucleon forces. The Argonne v 8 Ј and v 6 Ј two-nucleon potentials plus the Urbana or Illinois three-nucleon potentials have been used in our calculations. We compare with fermion hypernetted chain results. We report on the results of a periodic box fermi hypernetted chain calculation, which is also used to estimate the finite size corrections to our quantum Monte Carlo simulations. Our auxiliary field diffusion Monte Carlo ͑AFDMC͒ results for v 6 models of pure neutron matter are in reasonably good agreement with equivalent correlated basis function ͑CBF͒ calculations, providing energies per particle which are slightly lower than the CBF ones. However, the inclusion of the spin-orbit force leads to quite different results particularly at relatively high densities. The resulting equation of state from AFDMC calculations is harder than the one from previous Fermi hypernetted chain studies commonly used to determine the neutron star structure.
I. INTRODUCTION
The important role played by nucleon-nucleon (N-N) correlations on several properties of dense and cold hadronic matter is a well-established fact ͓1͔. Less established are quantitative studies performed with realistic nuclear interactions derived from N-N data and the spectra of light nuclei. The strong repulsion at short range accompanied with the strong spin-isospin dependence, make ab initio calculations of the nuclear matter equation of state one of the most challenging problems in strongly correlated many-body theory.
A theoretical calculation of the nuclear matter energy per particle, as a function of the number density , the temperature T, and the neutron-proton asymmetry ␣ϭ(NϪZ)/(N ϩZ), with an uncertainty of less than an MeV has become a fundamental issue. On one hand, one would like to use the observational data from neutron stars and supernovae, as well as from heavy-ion collisions, to get information on the many-body nature of the nucleon interaction. On the other hand, it is of interest to understand the effect of N-N correlations, and particularly of those induced by the tensor force, on the structure and the evolution of compact astrophysical objects ͓2-6͔.
In this paper we limit ourselves to nonrelativistic model Hamiltonians. Modern two-body potentials ͓7-9͔ fit the Nijmegen N-N data ͓10͔ below 350 MeV at a confidence level of 2 /N data ϳ1, and to a large extent give equivalent results for several nuclear and neutron matter properties ͓11͔. However, it has become evident that a two-body potential alone is not sufficient to reproduce the experimental data of nuclei other than the deuteron (Aϭ2). In the past few years, the Urbana-Argonne collaboration has produced three-body force models which, when added to the two-body potential, provide a satisfactory fit to the binding energies and the lowlying states of light nuclei with Aр10 ͓12-14͔.
It would be desirable to have microscopic calculations of the equation of state of nuclear matter with an accuracy comparable to that of light nuclei or, at least, on the order of the experimental uncertainties of the equilibrium density 0 , binding energy per particle at 0 , and compressibility. This can be considered as the minimal requirement to attempt the study of hadronic matter at densities larger than 0 , and/or with large asymmetries (␣ close to 1) in a realistic way. Such calculations have to deal necessarily with potentials which are strongly spin-isospin dependent and which include a three-body force.
Most of the microscopic calculations of the nuclear matter equation of state carried out in the past decades have been performed by using perturbation theories based either on ladder diagram summation, such as Brueckner or Green's func-tion theories ͓11,15͔, or correlated basis function theories, based on Fermi hypernetted chain techniques ͓16 -18͔. In spite of the important advances made in recent years in the above theories, the required accuracy for the equation of state has not yet been reached.
Quantum Monte Carlo methods have been very successful in calculating the properties of strongly interacting systems in condensed matter physics. They are substantially exact, apart from statistical errors, finite size effects, and the wellknown sign problem ͓19͔ for Fermi systems. They have been recently used to perform quantum simulations of light nuclei ͓20,21,14͔ with modern nonrelativistic Hamiltonians of the type discussed above. However, the exponential growth in the number of spin-isospin states with the number of nucleons A, has kept this method from being applied to larger nuclear systems.
Auxiliary field diffusion Monte Carlo ͓22͔ ͑AFDMC͒ method has been especially developed to tackle the problem of computing the binding energy of a relatively large nuclear system at the required accuracy. In this approach the particle coordinates are propagated as in standard diffusion Monte Carlo. Auxiliary fields are introduced to uncouple the spindependent interaction between particles by means of a Hubbard-Stratonovich transformation. The particle spins only interact with the auxiliary fields which, when integrated, produce the original interaction. The method consists of calculating the auxiliary field integrations by Monte Carlo sampling and then propagating the spin variables. This propagation results in a rotation of each particle's spinor governed by the sampled values of the auxiliary variables. The result is a sampling of the spin variables, which should have less variance than a direct approach where the spins are flipped.
The tensor force couples the spin configurations with the orbital angular momentum so that the wave function becomes complex. The resulting fermion phase problem is handled by applying a path-constraint approximation analogous to the fixed-node approximation. The AFDMC method for the spin-isospin calculations can be viewed as a generalization of the method of Zhang et al. ͓23,24͔ used in condensed matter lattice systems to the spin-isospin states of nucleon systems, while retaining standard diffusion Monte Carlo method for the spatial degrees of freedom. The AFDMC method has proved to be efficient in dealing with large nucleon systems interacting via semirealistic potentials ͓22,25,26͔ and spin-polarized neutron systems ͓27͔.
The aim of this paper is to give a detailed description of the AFDMC method and to report on the results for the equation of state of pure neutron matter (␣ϭ1) with a fully realistic nuclear interaction, at zero temperature. It presents results of AFDMC simulations of 14, 38, 66, and 114 neutrons in a periodic box, interacting via a realistic potential that includes two-body tensor and spin-orbit components, as well as three-body forces. Particular attention is paid to the 14-neutron system, which may serve as a homework problem for different many-body techniques. It is small enough to be handled by traditional quantum Monte Carlo methods ͓28͔. However, it will be shown that the finite size effects of 14 neutron systems are hard to estimate in a realistic way. Actually, results obtained with larger systems ͑66 or 114 neutrons͒ show that the equation of state of neutron matter cannot be simulated starting from 14 neutrons in a box, particularly in the high density region. Finite size effects for the larger systems considered here can be fairly well estimated by the recently developed periodic box fermi hypernetted chain ͑PBFHNC͒ theory ͓29͔. We have also performed AFDMC calculations of the binding energy of symmetric and asymmetric nuclear matter. A few results obtained with semirealistic spin-dependent central potentials are presented and discussed.
The plan of the paper is the following. The Hamiltonian used in this work is shown in the following section. In Sec. III the problem of the spin degrees of freedom in quantum Monte Carlo simulations is discussed. Section IV is devoted to the description of the AFDMC method, including the calculation of the spin-orbit and the three-body terms of the Hamiltonian. A discussion of the finite size effects along with the periodic box FHNC method is given in Sec. V. The results for the neutron matter equation of state are presented and discussed in Sec. VI. The conclusions and perspectives for the present work are in Sec. VII.
II. THE HAMILTONIAN
We use a nonrelativistic Hamiltonian of the form
͑1͒
containing the kinetic term, where we have used ប 2 /2m ϭ20.735 54 MeV fm 2 ͑which corresponds to the nϪp reduced mass͒, and two-and three-body potentials. The twobody potential belongs to the Urbana-Argonne v ᐉ type,
where j and k label the two nucleons, r jk is the distance separating the two nucleons, and the spin-isospin-dependent
where
tensor operator, and L ជ jk and S ជ jk are the relative angular momentum and the total spin, given by
The full Argonne v 18 potential consists of ᐉϭ18 components. Besides the eight components given in Eq. ͑3͒, it in-
independent ones, as well as four other charge-symmetrybreaking and charge-dependent terms. We use a simplified isoscalar version of the v 18 potential, the so-called v 8 Ј two-body potential ͓20,30͔. This potential contains only the first eight spin-dependent operators in Eq. ͑3͒, and equals the isoscalar part of v 18 in all S and P waves as well as in the 3 D 1 wave and its coupling to the 3 S 1 . It has been used in a number of Green's function Monte Carlo ͑GFMC͒ calculations in light nuclei ͓20͔, as well as fermi hypernetted chain at the single operator chain approximation ͑FHNC/SOC͒ calculations in nuclear matter ͓17͔; differences with the v 18 potential give small contributions that can be safely estimated perturbatively or from FHNC/SOC calculations. In the case of pure neutron matter ͑PNM͒, the isospin exchange operators are replaced by the identity.
We denote by v 6 Ј the two-body potential model obtained by restricting the v 8 Ј potential to the first six ͑three for neutron matter͒ components. Note that this truncation of the Argonne v 8 Ј should not be confused with the recently produced Argonne AV6Ј potential ͓31͔.
The three-body interaction used in our calculations of the equation of state is the Urbana IX potential ͓20͔. For neutrons, the Urbana-IX interaction is given by the sum of a spin-independent and a spin-dependent part,
and the operator X jk is given by
Notice that in some of our earlier AFDMC calculations we have used c 3 ϭ2.0 fm Ϫ2 and ϭ0.7 fm Ϫ1 , as given in the original papers proposing the Urbana-IX potential ͓32͔ and the v 8 Ј model interaction ͓12͔. Changing c 3 from 2.0 to 2.1 leads to a ϳ10% additional increase of the three-body force contribution in neutron matter. In the following, we will denote with AU8Ј the v 8 Ј plus Urbana-IX interaction, with AU6Ј the v 6 Ј plus Urbana-IX interaction.
We have also considered the recently developed Illinois three-body potentials, which include two ⌬ intermediate state diagrams ͓13͔, and denoted with IL1, . . . ,IL4.
III. SPIN DEGREES OF FREEDOM
Standard Green's function or diffusion Monte Carlo methods for central potentials sample only the particle positions since the spin or isospin of the particles can be fixed. The Green's function Monte Carlo method used in light nuclei also samples the particle positions, but a complete description of the spin degrees of freedom is kept for each sample position leading to an exponential growth of the number of spin-isospin states with particle number A. This exponential behavior can be removed by sampling rather than summing the spin-isospin degrees of freedom.
We define a walker to be the 3A coordinates of the A particles and A spinors each giving the four amplitudes for a particle to be in the proton-up, proton-down, neutron-up, and neutron-down states. For the special case where walkers are sampled from the usual neutron-proton up-down basis, the spinors would be one of (1,0,0,0), (0,1,0,0), (0,0,1,0), and (0,0,0,1) for each particle. Our auxiliary field method requires the more general definition as shown below.
As usual, the overlap of the walker bra with the trial ket is the wave function amplitude,
͑9͒
Direct sampling of the spin-isospin in the usual spin-up/-down basis requires a good trial function that can be evaluated efficiently. This can be most easily seen for the variational formalism, but the same analysis applies to Green's function or diffusion Monte Carlo formalism. A variational Monte Carlo calculation can be formulated by minimizing the expectation value of the Hamiltonian,
where for a v 6 interaction we would have
with a straightforward generalization for spin-orbit terms. Variational Monte Carlo calculation can be implemented with either spin sums
or spin samples ͓36͔,
͑13͒
In these equations, P is the probability density to be sampled and E L is the local energy. A typical variational calculation would use the Metropolis algorithm to sample either R or R and S from P, and average the value of the local energy over these samples.
Notice that for an eigenstate of H, both E L (R,S) and E L (R) are constant. So, as for central potentials, the variance will be low if the trial function is accurate. Also note that the spin sum SЈ in the definition of E L (R,S) is polynomial rather than exponential in A. For example, a pair potential will have only order A 2 terms where two particles have different spin-isospins.
The variance per sample for complete spin sums will be lower than for spin samples. However, since the spin sums grow exponentially with particle number, spin sampling should be more efficient for large particle number if the trial function can be evaluated efficiently for a single manyparticle spin state S.
Unfortunately, all of the good trial wave functions currently used for large numbers of particles cannot be evaluated efficiently for a single many-particle spin state S. For example light nuclei variational Monte Carlo calculations are typically done using a pair product ͑or more complicated͒ wave function,
where S symmetrizes the operator products, and ͉⌽͘ is the antisymmetric model state. While the symmetrizer produces all possible orderings of the operators and therefore gives O(A 2 !) terms, normally the commutator terms are fairly small and the ordering of the operators is sampled. However, even within a fixed ordering, each operator in the product term when operating on a single many-particle spin-isospin state will produce four or eight new states depending on whether isospin exchange gives a new state. O(A) operators out of the O(A 2 ) total acting on a single state are enough to populate all the states. Therefore a straightforward evaluation of ͗RS͉⌿ P ͘ for this wave function will have the same computational complexity as evaluating a complete set of spinisospin states at the position R. Since computing all the states have the same cost as a single state, full spin sums are used for these calculations.
If good trial functions for spin-isospin-dependent interactions can be devised which can be evaluated or sampled efficiently at a single many-particle space position and spinisospin state, straightforward generalizations of standard central potential Monte Carlo methods, both variational and Green's function, with spin-state sampling will solve the nuclear many-particle Hamiltonian.
IV. THE AFDMC METHOD
Since direct evaluation of the pair product wave function is not computationally feasible for large numbers of particles, and so far we have no good methods of sampling these wave functions, we instead drop the operator terms altogether and sample the spin-isospin variables using a rather poor, but easy to evaluate, wave function. Since this wave function does not contain amplitudes of the spin states of the correct solution, we cannot use it to sample the spins. Instead, we rewrite the propagator as an integral over auxiliary fields using the Hubbard-Stratonovich transformation,
where O can be a one-body operator. To make use of this transformation we write our propagator as the left-hand side of Eq. ͑15͒, so that the integrand of the right-hand side is a product of one-body terms. The integrand has a form such that propagating a walker at ͉R,S͘ results in another walker of the same form at ͉RЈ,SЈ͘.
For N neutrons, the v 6 two-body interaction can be split into two parts,
where roman subscripts j and k are particle labels while greek subscripts ␣ and ␤ are cartesian components. The matrix A and the scalar B are functions of the particle positions,
A j,␣;k,␤ is taken to be zero when jϭk. A can be viewed as a 3N by 3N real symmetric matrix. It therefore has real eigenvalues and eigenvectors defined by
The potential can be written as
Each of the O n is a sum of one-body operators as required above.
After applying the Hubbard-Stratonovich transformation, the short time approximation for the propagator can be written as
Ϫx n 2 /2 e x n ͱϪ n ⌬tO n . ͑21͒
The O n do not commute, so we need to keep the time steps small so that the commutator terms can be ignored.
We sample a value of x for each of the 3A auxiliary field variables. Once these values are known, the propagation reduces to a rotation in the spin space, and, therefore, to multiplying the current spinor value for each particle by the set of matrices given by the transformation above. For a given eigenvalue n р0 in Eq. ͑19͒, the spin states of particle k, ͉ k Ј͘ϭa k Ј͉↑͘ϩb k Ј͉↓͘, will be rotated to the new one ͉ k ͘ having the following components:
and x n is the sampled Hubbard-Stratonovich value. For positive values of n , one has a similar set of equations, in which sinh(␣ n ) is substituted with ı sin(Ϫ␣ n ). Finally, it is worth mentioning here that importance sampling has been used for the integral in the HubbardStratonovich ͑HS͒ variables. The value of the overlap of the walker with the trial function will not be peaked around x n ϭ0, but will be shifted. Rather than sampling from the gaussian we preferentially sample values where we predict the trial function will be larger. One way is to shift the sampled Gaussian, values with a drift term analogous to the drift term in diffusion Monte Carlo one by replacing the operators by their expectation value at the current R,S value and taking the real part. That is, we write
Ϫ2x n x n ϩx n 2 /2 ,
and sample the shifted Gaussian; the last correction term is included in the weight. With this real shift and the compensating weight, only the efficiency of the algorithm is changed. We have tried other schemes using a discretized Gaussian integration with altered probabilities and compensating weights with very little difference in the overall efficiency. In Ref.
͓37͔ a complex drift rather than the real drift in Eq. ͑24͒ has been used. Unlike our real drift above, this can change based on how the path constraint is applied.
A. Three-body potential
For a neutron system, the spin-dependent part of Urbana-IX potential, given in Eqs. ͑6͒ and ͑7͒, reduces to a sum of terms containing only two-body spin operators but with a form and strength that depends on the positions of three particles. As will be seen below, for a fixed position of the particles, the inclusion of three-body potentials of the Urbana-IX type in the Hamiltonian does not add any additional complications. It simply changes the strength of the coefficients of the terms in the potential and can be trivially incorporated in the AFDMC calculations.
The anticommutator in Eq. ͑7͒ can be written as The spin-dependent ͑SD͒ part of the three-body interaction V 3 SD can then be easily incorporated in the matrix A j,␣,k,␤ of Eq. ͑17͒, by the following substitution:
Similarly, the new terms in the Illinois potentials can be included into this matrix.
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B. The spin-orbit propagator
A first-order approximation ͓21͔ to the spin-orbit contribution to the propagator can be obtained by operating the derivative appearing in the L ជ jk •S ជ jk operator on the free propagator G 0 ,
and substituting this expression back into the propagator. As a result, the spin-orbit part P LS of the propagator is factored out and is finally written as
However, a careful analysis of the above expressions show that they include some spurious contributions linear in ⌬t. In order to see this the wave function is expanded, as usual, in the integral form of the imaginary time Schrödinger equation keeping only linear terms,
At this point, P LS is expanded by using the second form of this propagator given in Eq. ͑30͒ keeping both linear and quadratic terms in ⌬r ជ . The integral in RЈ can be done by taking into account that ͑i͒ the Gaussian factor integrates to 1 if there are no powers of ⌬r ជ , ͑ii͒ terms containing only one power of a ⌬r ជ integrate to zero, ͑iii͒ quadratic terms containing powers of different components of ⌬RЈ integrate to zero, and ͑iv͒ terms like (⌬x j Ј) 2 integrate to ⌬tប 2 /m. We first consider the part coming from the linear terms in ⌬r ជ in both the wave function and P LS . These terms after integration give
The expression above can be further simplified by interchanging the dummy indices j and k,
which is the spin-orbit contribution to the Hamiltonian multiplied by Ϫ⌬t. However, the P LS propagator includes other terms which are of the same order in ⌬t. They come from the quadratic ⌬r ជ terms of the expansion of P LS ,
The terms with kϭ p give rise to a two-body additional effective potential V 2 add ϭϪV 2 ,
͑35͒
The terms with k p lead to a three-body additional effective potential V 3 add ϭϪV 3 , given by
͑36͒
Therefore in the actual propagation it is necessary to include explicitly these terms with opposite sign if one is using P LS as given by Eq. ͑30͒.
An alternative method that we have also used comes from realizing that the counterterms are produced by the next order term in the series expansion of the exponential. These terms either average to zero, or are higher order in the time step or give incorrect contributions. Subtracting them gives the propagator,
͑37͒
with the second exponential giving the required counter terms to include. The two forms are equivalent to first order in ⌬t.
C. Trial wave function
In our calculations we use the simple trial function given by a Slater determinant of one-body space-spin orbitals multiplied by a central Jastrow correlation,
where A is the antisymmetrizer of A particles. The overlap of a walker with this wave function is the determinant of the space-spin orbitals, evaluated at the walker position and spinor for each particle ͑for nuclear matter the spinor also includes the isospin͒, and multiplied by a central Jastrow product.
For unpolarized neutron matter in a box of side L, the orbitals are plane waves that fit in the box times up and down spinors. The usual closed shells are 2, 14, 38, 54, 66, 114, . . . for neutrons and 4, 28, 76, . . . for nucleons.
The Jastrow correlation function f (r) has been taken as the first component of the FHNC/SOC correlation operator F i j , which minimizes the energy per particle of either neutron or nuclear matter at the desired density ͓16͔ ͑see also Sec. V͒.
As noted in Sec. III, a trial function with spin exchange and tensor correlations requires exponentially increasing computational work as the number of particles increases. The advantages of our trial function is that it is totally antisymmetric, and for A particles requires order A 3 operations to evaluate. However, it does not contain any amplitude generated by the tensor force where spins are flipped with a compensating orbital angular momentum. It is left to the AFDMC method to generate these missing components.
Other forms of a trial wave function can be used. For example, including a linear combination of Slater determinants is possible as is modifying the orbitals to include spin correlations of backflow form ͓38͔. Both of these avoid the exponential computational complexity, but may not capture the essential physics of the tensor force ͓39͔.
D. Path constraint
As in standard fermion diffusion Monte Carlo method, the AFDMC method has a fermion sign problem. The overlap of our walkers with the trial function will be complex in general, so the usual fermion sign problem becomes a phase problem.
To deal with this problem, we constrain the path of the walkers to regions where the real part of the overlap with our trial function is positive as in the original AFDMC paper ͓22͔. We have also tried constraining the phase to that of the trial function as in the fixed phase approximation ͓40͔. Both give about the same results, within error bars, and we report on the values where the real part is positive. For spinindependent time reversal invariant potentials, both reduce to the fixed-node approximation. It is straightforward to show that if the sign of the real part is that of the correct ground state, we will get the correct answer, and small deviations give second-order corrections to the energy. We have not been able to prove that this constraint always gives an upper bound to the ground-state energy although it appears to do so for the calculations we have done to date. It seems likely that there is not an upper bound theorem for the mixed estimate of the energy. A similar constraint used in GFMC calculations with full spin sums ͓41͔ was found to give an energy less than the ground-state value. While the operation of the constraint is somewhat different in the auxiliary field method, this further suggests that constraints of this sort do not give strict upper bounds. If forward walking or a path integral ground-state technique ͓42,43͔ is used, the method simply produces a better trial function, and the energy must be an upper bound.
In the fixed-node method ͓19͔ the nodal structure of the trial function is determined by the Slater determinant. Similarly, our path constraint is fully determined by the space spin Slater determinant of Eq. ͑38͒. The Jastrow function therefore affects only the variance and not our final results.
If perfect importance sampling with the correct propagator for our constraint were used, the walkers would never cross into a region with negative weight. However, with our short time approximations, we do get a small fraction of walkers that become negative and violate the constraint. These walkers are discarded as described below in Sec. IV F. The mistake made by discarding these walkers contributes to the time step error, and goes to zero as the time step error goes to zero. For a sample run, we found that for times steps of 1ϫ10 Ϫ5 MeV Ϫ1 , 2ϫ10 Ϫ5 MeV Ϫ1 , and 4 ϫ10 Ϫ5 MeV Ϫ1 the absolute value of the ratio of the weight of the discarded walkers to the total weight is (1.3Ϯ0.3) ϫ10 Ϫ5 , (4Ϯ1)ϫ10 Ϫ5 , and (10Ϯ1)ϫ10 Ϫ5 . Controlling the time step error therefore automatically controls this error. It should also be possible to modify the propagator in the vicinity of the constraint to properly go to zero as is often done in fixed-node calculations, but we have not done that here.
E. Tail corrections
Monte Carlo calculations are generally performed within the sphere of radius L/2, where L is the length of the box side. Usually, tail corrections are estimated by integrating out the spin-independent part of the two-body potential from L/2 up to infinity. We have made our calculations within the full simulation box, and, in order to also include the contribution from the neighboring cells, we have tabulated the Jastrow factor f (r) and the components v p (r) of the two-body potential in the following form:
F͑x,y,z ͒ϭ ͟ mno f "͉͑xϩmL x ͒x ϩ͑ yϩnL y ͒ŷ ϩ͑zϩoL z ͒ẑ͉…,
͑39͒
For the calculations shown, we found it adequate to include only the 26 additional neighbor cells corresponding to m, n, and o taking the values Ϫ1, 0, and 1.
Our results are therefore already tail corrected. We found that the standard way of treating tail corrections leads to results very close to ours, except when we consider model interactions which contain tensor forces, which are relatively long range forces.
The three-body potential is not treated as the two-body one. Here we have estimated the tail corrections to the threebody potential from the PBFHC variational results described in Sec. V. This analysis shows that such corrections are already very small for systems with 66 nucleons.
F. The algorithm
Finally, in this section we give the schematic structure of the AFDMC algorithm.
͑1͒ Sample ͉R,S͘ initial walkers from ͉͗⌿ T ͉R,S͉͘ 2 using Metropolis Monte Carlo method.
͑2͒ Propagate the spatial degrees of freedom in the usual diffusion Monte Carlo way with a drifted Gaussian for half a time step.
͑3͒ For each walker, diagonalize the potential matrix ͑two-and three-body terms͒.
͑4͒ Loop over the eigenvectors, sampling the corresponding Hubbard-Stratonovich variable, and update the spinors for half a time step. Introduce approximate importance sampling of the Hubbard-Stratonovich variables, as discussed at the beginning of Sec. IV.
͑5͒ Propagate the spin orbit, using importance sampling. ͑6͒ Repeat steps ͑2͒ -͑4͒ in the opposite order to produce a reversible propagator to lower the time step error.
͑7͒ Combine all weight factors and evaluate the new value of ͗⌿ T ͉R,S͘. If the real part is less than 0, include the walker in the evaluation of the mixed and the growth energies, and then enforce constrained path by dropping the walker. In general, the importance sampling makes the number of dropped walkers small.
͑8͒ Evaluate the averages of ͗⌿ T ͉R,S͘ and ͗⌿ T ͉H͉R,S͘
to calculate the mixed energy. ͑9͒ Repeat as necessary. Note that with our choices for importance sampling and the auxiliary field breakup, we need to diagonalize the potential matrix and calculate the derivatives at each step. The additional computations to give the energy cost very little. To calculate error bars, block averages are calculated and the results combined over different block sizes until the blocks become uncorrelated and the error bars become independent of block size within statistics.
V. FHNC AND PBFHNC CALCULATIONS
In this section we present the method that we have used to estimate the finite size effects in AFDMC simulations. Such a method is made necessary by the fact that simulations with more than 100 nucleons are computationally very demanding. A many-body theory, such as FHNC, based on integral equation techniques, in which the number of particles in the simulation box has no practical limitation seems to be the best candidate to do this.
FHNC theory was originally developed ͓44 -46͔ to treat fermionic systems in the thermodynamic limit. However, FHNC has been recently reformulated to deal with a finite number of fermions in a periodic box, as those used for the Monte Carlo calculations ͓29͔. Such a theory, denoted as PBFHNC, is based upon the fundamental property of the FHNC cluster expansion to be valid at all 1/A orders ͓44 -47͔, and it has been developed for Jastrow-correlated wave functions. In the cases of a nucleonic system interacting via a central potential, it has been shown that finite size effects are ͑i͒ not limited to the kinetic energy expectation value, and ͑ii͒ rather accurately estimated by PBFHNC calculations ͓25͔.
However, realistic correlations F (i j) are spin dependent and have an operational structure similar to that of the twobody potential, as in Eq. ͑2͒ ͑where the component pϭ1 corresponds to the Jastrow correlation͒. Therefore the PBF-HNC developed in Ref.
͓29͔ cannot be used as such, but has to be generalized to treat spin-dependent correlations. The main problem is that the spin operators involved do not commute, namely, ͓F (i j),F (ik)͔ 0. This feature makes a full FHNC summation impossible, and one has to resort to reasonable approximations for the spin-dependent correlations.
Such approximations are characterized by the fact that, whereas the cluster diagrams containing scalar correlations only are summed up with FHNC technique, only a limited set of cluster diagrams containing spin-dependent correla- pϭ5,6) , and the quencher a s of the spin-isospin-dependent correlation. The other variational parameters, such as the spin-independent potential quencher and the correlation quenchers, have been kept fixed at unity.
The optimal values of such variational parameters for pure neutron matter are shown in Table I . They have been obtained by minimizing the average energy E av ϭ(1/2)(E JF ϩE PB ), where the two energy expectation values E JF and E PB refer to the Jackson-Feenberg and Pandharipande-Bethe kinetic energy expressions, respectively ͓48͔. The usual constraint ͉E JF ϪE PB ͉/E av Շ0.005 has been imposed in order to limit the range of variability of the free parameters in a region of reliability of the FHNC/SOC approximation. We have verified that in such region the normalization condition is fulfilled within a few percent. The variational energies for the case of the AU6Ј interaction are reported in Table II. The table also reports on the second-order CBF perturbative corrections ⌬E 2 ͓49͔ and the contribution from the lowest order elementary diagram ⌬E elem , as discussed in Ref. ͓25͔. The non-negligible value of ⌬E elem indicates that the effect from elementary diagrams is larger than has been assumed in all the past FHNC/SOC calculations of the nuclear matter equation of state ͓25,28͔. In recent FHNC/SOC calculations of the equation of symmetric nuclear matter and pure neutron matter ͓50,18͔ extra cluster diagrams with respect to the approximation used here have been included. Differences between the various FHNC/ SOC calculations are within the predictive accuracy of the approximation.
In Table III we compare the results of two different FHNC/SOC calculations of the equation of state of neutron matter, carried out for the AU8Ј potential. In the first one ͓AU8Ј( f 6 )͔ the spin-orbit correlation is set equal to zero, whereas, in the second one ͓AU8Ј( f 8 )͔, it is included. One can see that the introduction of the spin-orbit correlation leads to a large lowering in the energy. As it will be shown, we do not find such a lowering when the spin-orbit interaction is included in the AFDMC simulations. In the FHNC/ SOC approximation the cluster contributions from spin-orbit correlations are correctly included only at the lowest order level. The many-body cluster contributions are essentially neglected. The large and attractive spin-orbit contribution found in the AU8Ј( f 8 ) calculation may be due to this inaccuracy. On the other hand it might be possible that nodal surface induced by the spin-orbit part of the interaction is not accurately described by our trial function.
In order to compute the finite size effects in a realistic way, one should first generalize the PBFHNC theory to include SOC diagrams like in FHNC/SOC approximation. Work in this direction is in progress ͓51͔. In this paper we limit ourselves to including only the two-body cluster diagrams for the two-body potential and the kinetic energy and the leading three-body cluster diagrams for the three-body potential ͓51͔ in the PBFHNC scheme. Such leading terms correspond to include up to two correlation operators in the three-body cluster diagrams. We will show that this approximation, hereafter denoted as PBFHNC/L, can already be used to roughly estimate the finite size effects. The performance of the two-body cluster approximation to account for finite size effects is studied in Table IV . There, for a purely central correlation without three-body force, PBFHNC/L and PBFHNC energies are compared at ϭ0.16 fm Ϫ3 for the range of particle numbers used in our quantum Monte Carlo simulations. Tables V and VI give the PBFHNC/L results for the AU6Ј interaction at two different densities for a number of neutron systems. Note that the energy differences between the cases with 66 and 114 neutrons are very close to those obtained in the AFDMC simulations, given in Tables VIII and IX. Previous work ͓29͔ has shown that the PBFHNC results with 1030 particles are equal to the infinite system results to the accuracy shown. Systems with 14 and 38 neutrons are too small to be included easily in our simple finite size effects analysis. It may be possible to extrapolate from these very small simulations if sufficient care is taken. For example, the potentials may need to be more carefully cut off or summed, and the use of alternative boundary conditions is likely to be helpful ͓52͔. Since larger system sizes are readily calculated with AFDMC, we simply increased the number of particles until the extrapolation became easier.
VI. RESULTS

A. AFDMC results for neutron matter
Extensive neutron matter calculations have been carried out for the AU6Ј and AU8Ј interactions by considering 14, 38, 66, and 114 neutrons in a periodic box at various densities ranging from 0.75 0 up to 2.5 0 .
In Fig. 1 we show a typical behavior of the mixed and growth energy as a function the time step for 14 neutrons in a periodic box at ϭ0.32 fm Ϫ1 interacting via AU8Ј. At ⌬ϭ5ϫ10 Ϫ5 MeV Ϫ1 , we have found that the statistical error is smaller than the extrapolation ones, irrespective of the density and number of particles. All the calculations reported here have been obtained by using that value for the time step.
The 14-neutron system is interesting because it is small enough to be studied by using other many-body methods which become inefficient for larger systems. In order to provide a full set of results for this system in Table VII , we report on the energies at several densities calculated with the v 6 Ј and v 8 Ј interactions.
Diffusion Monte Carlo calculations using a pair-product wave function for 14-neutron systems have just been reported ͓28͔. They, however, set the potential discontinuously to zero at distances greater than L/2, while we use either the nearest image convention or a lattice sum giving a continuous potential. We expect better extrapolation to large system sizes with the continuous potential as well as smaller time step errors. The time step errors will affect our AFDMC calculations more because we currently use the primitive approximation rather than building the Green's function from a product of exact two-body Green's functions. In principle, we could use the Hubbard-Stratonovich breakup for the pairproduct Green's function. In any case, we have carried out a (11) and 17.00(27). The larger difference when the spin-orbit term is included in the Hamiltonian may be due to the different trial wave functions used.
In Tables VIII and IX we report on the results obtained with the AFDMC method of this work for neutron matter at the different densities considered for various system sizes. The extrapolation to infinite number of particles is carried out by using the PBFHNC/L results for a given number of neutrons and for the infinite system.
The spin-orbit contribution is rather small at all of the densities considered. This contrasts with previous FHNC/ SOC calculations. In Fig. 2 This difference in the effect of the spin-orbit potential in FHNC methods and AFDMC is quite different for the two techniques. We have tried including orbitals with spin-orbit correlations of a backflow form ͓39͔ which, while giving a lowering in the energy, does not resolve the discrepancy. Neither transient estimates nor these spin-backflow orbitals reduce the energy by more than roughly 5%. However, there is still a possibility that our constraining wave functions do not contain enough overlap with the correct spin-orbit induced states, and the transient estimates may not have been run for sufficient time to buildup the correct state. Like all transient methods, they are limited by the exponential buildup of noise.
The three-body potential gives a large contribution to the energy per particle at high densities. Therefore the search for a realistic three-body potential is a very fundamental problem for the study of dense and cold hadronic matter. A considerable amount of work has been done to find, in a semiphenomenological way, three-body potentials to describe ordinary matter. However, whether such potentials are also valid in the high density regime is still an open and debated issue. In Table X we report on AFDMC results performed with the two body v 6 Ј interaction and five different threebody potentials including the Urbana-IX ͓12,20͔ ͑UIX͒ and the recent Illinois 1 through four ͓13͔ three-body interactions. One can see that already at twice the nuclear matter density, the energy contributions from the three-body poten- tials are large and very different from each other, in spite of the fact that all of them provide a satisfactory fit to the ground state and the low energy spectrum of nuclei with A р8.
In Fig. 3 The compressibility K, given by
can be estimated from the equation of state by taking E 0 ϭE/A. For a Fermi gas the compressibility is K F ϭ9 2 m/(k f 5 ប 2 ). The AFDMC results for K/K F obtained from the extrapolated energies with AU8Ј are shown in Fig.   4 . They are compared with the compressibility calculated from the variational energies of Refs. ͓18,50͔.
B. AFDMC results for nuclear matter
The AFDMC can deal with N Z systems, and we have applied it to compute the asymmetry coefficient of the mass formula for the semirealistic two-body potential MS3 which is spin-isospin dependent but has no tensor force ͓54,55͔.
The resulting values of E/A at 0 for symmetrical nuclear matter are given in Table XI , where they are also compared with the FHNC/SOC and PBFHNC results. The finite size correction is estimated from the corresponding PBFHNC results.
In Fig. 5 we plot the AFDMC energy per particle as a function of the asymmetry parameter, ␣ϭ(NϪZ)/(NϩZ), of nuclear matter. The FHNC/SOC curve corresponds to a quadratic fit of nuclear matter (␣ϭ0) and pure neutron matter (␣ϭ1).
FHNC/SOC can only be used to study NϭZ or NϭA matter. The symmetry energy obtained from FHNC/SOC is 41.59 MeV. The function E/A(␣) provided by the AFDMC results is not fully quadratic in ␣, and corresponds to a symmetry energy of ϳ36.4 MeV.
VII. OUTLOOK AND CONCLUSIONS
We have described a quantum Monte Carlo method specially suited to perform calculations on nucleon systems with noncentral interactions. It has been applied here to calculate the equation of state of pure neutron matter with fully realistic interactions by approximating it with up to 114 neutrons in a simulation box. Finite size effects have been estimated by performing two-plus three-body cluster diagrams calculations based on PBFHNC method with spin-dependent correlations. The results obtained show an overall agreement with Brueckner-Hartree-Fock calculations and with a recent two-plus three-body cluster diagram variational calculation ͓18͔ with the exception of the spin-orbit effects in these latter calculations. Our results indicate that there is a very small contribution coming from the spin-orbit component of the two-body interaction while the effect from the three-body potential is quite large, particularly at high densities. The large differences obtained for the equation of state for different phenomenological three-body potentials point out a three-body potential problem in the study of dense and cold hadronic matter.
Work in progress is to validate the present results using trial wave functions, other than the simple Slater determinant given in Eq. ͑38͒, which can also be calculated efficiently ͓39͔. This will allow us to both lower the variance of our calculations, as is usual when better guiding functions are used in the importance sampling of the random walk, as well as to obtain a better path constraint.
We believe that our method should be able to produce accurate Monte Carlo calculations of a wide variety of nuclear systems. While previous Monte Carlo calculations have been severely restricted on the particle number by the spin-isospin sum, this restriction is lifted by using the auxiliary field breakup of the spin-isospin part of the Hamiltonian, while using standard diffusion Monte Carlo for the spatial degrees of freedom. A pressing need is simulating nuclear matter with fully realistic interactions as already done for pure neutron matter, calculating the properties of light nuclei to compare with exact GFMC calculations, and investigating pion condensation. In addition, including explicit meson degrees of freedom can also be attempted. In the language of this paper, each meson field mode corresponds to an auxiliary field ͓22͔.
