This paper develops, analyzes and tests a discretization scheme for jump-diffusion processes with general state-dependent drift, volatility, jump intensity, and jump size. The scheme allows for an unbounded jump intensity, a feature of many standard jump-diffusion models in finance, economics, and other disciplines. It constructs the jump times as time-changed Poisson arrival times, and generates the process between the jump epochs using Euler discretization. Under technical conditions on the coefficient functions of the jump-diffusion, the convergence of the discretization error is proved to be of weak order one. The use of higher-order methods between jumps does generally not improve the weak order of convergence. Extensions to point processes driven by jump-diffusions are provided. Numerical experiments illustrate the results.
Introduction
Jump-diffusion processes are widely used in finance, economics, and other areas. They serve as models for asset, commodity and energy prices, interest and exchange rates, and the timing of corporate and sovereign defaults. The distributions of jump-diffusions are rarely analytically tractable, so Monte Carlo simulation methods are often used to treat the pricing, risk management, and statistical estimation problems arising in applications of jump-diffusion models. This paper addresses the numerical solution of these models. It develops, analyzes and tests a discretization scheme for multi-dimensional jump-diffusion processes with general state-dependent drift, volatility, jump intensity, and jump size. The weak order of convergence results we prove have important implications for simulation efficiency. They allow us to determine the asymptotically optimal allocation of computational resources between the number of simulation trials and the number of discretization time steps using the results of Duffie & Glynn (1995) .
The discretization scheme we analyze is based on the representation of the jump times of the process as time-changed Poisson arrival times, an important result that goes back to Meyer (1971) . This representation facilitates the construction of the jump times as the hitting times of the time-integrated jump intensity (i.e., the compensator of the jump counting process). Between the jump epochs, the process is constructed using Euler discretization. We provide regularity conditions on the coefficient functions of the jumpdiffusion process under which this scheme is proved to have weak order of convergence one for functions with polynomial growth. The proof proceeds by determining the error at the first jump time using techniques developed for diffusion processes. An induction argument is then used to show that the same error applies to all the jump times. We utilize the error at each of these jump times together with a result from Bally & Talay (1995) to obtain the weak order of convergence of our scheme. We also show that, except for degenerate cases, simulating the dynamics between jumps with a higher-order method does not improve the order of convergence. Moreover, we show that our scheme has weak order of convergence one when simulating the marked point process associated with the jumps. Numerical tests for affine jump-diffusion models of the short rate and of default timing illustrate our theoretical results.
Prior work has studied the numerical solution of SDEs. While the literature on the discretization of diffusion processes is substantial, there is far less work treating jumpdiffusion SDEs. Mikulevicius & Platen (1988) propose a hierarchy of schemes for jumpdiffusions with constant jump intensities (i.e., Poisson jumps) which are shown to have arbitrarily high weak order of convergence. In particular, the Euler scheme converges weakly with order one. See Platen & Bruti-Liberati (2010) for a review. Maghsoodi (1998) considers the case of non-homogenous Poisson jumps. Assuming a state-dependent but bounded jump intensity function, Glasserman & Merener (2003) construct the jump times of the process by thinning a Poisson random measure using state-dependent acceptance probabilities. The continuous part of the process is constructed using a standard discretization scheme. Glasserman & Merener (2004) show that under regularity conditions, this method inherits the same weak order of convergence as the discretization scheme used between the jumps. In contrast to this approach, we construct the jump times from a Poisson process by time change rather than thinning. Unlike the thinning construction, the time-change construction does not require a bound on the jump intensity. Therefore, our schemes and our convergence results are also valid for SDEs with unbounded state-dependent jump intensities. Jump-diffusion models with this feature are common in finance. Examples include the affine jump-diffusions of Duffie, Pan & Singleton (2000) , the linear-quadratic jump-diffusions of Cheng & Scaillet (2007) , the local volatility model of Carr & Madan (2010) , the parametric convertible bond model of Andersen & Buffum (2003) , the nonparametric short rate model of Johannes (2004) , the CEV jump-to-default model of Carr & Linetsky (2006) , as well as many others. Protter & Talay (1997) prove that the Euler scheme for Lévy-driven jump-diffusion SDEs has weak order of convergence one, while Platen & Bruti-Liberati (2010) prove convergence results for a series of higher-order schemes. Their results require smoothness conditions on the coefficients of the SDE which basically exclude jump-diffusions with state-dependent intensities.
The discretization scheme we propose and study is an alternative to the exact scheme of Giesecke & Smelov (2013) . The exact scheme generates samples from the true distribution of a one-dimensional jump-diffusion SDE with general state-dependent drift, volatility, jump intensity, and jump size using rejection sampling. It leads to unbiased simulation estimators. In contrast to the exact scheme, the discretization scheme also applies in multiple dimensions.
The rest of this paper is organized as follows. Section 2 formulates the problem. Section 3 describes the discretization scheme. Section 4 states and outlines the proof of the main convergence result. Section 5 details extensions. Section 6 provides numerical results. Section 7 concludes. An Appendix contains the proofs.
Problem Formulation

Jump-diffusion
Fix a complete probability space (Ω * , F * , P * ) and a filtration F * = (F counting measure on M × (0, ∞) with M a subset of Euclidean space. We assume that p * (dz, dt) has an intensity measure λ Example 2.2. Choosing d = m = 1 and
with r > 0, a > 0, b ≥ 0, c ≥ 1/2, β < 0 gives the jump-to-default extended CEV model of Carr & Linetsky (2006) .
Example 2.3. The choice of parameters with d, m ≥ 1,
gives the affine jump-diffusion model of Duffie et al. (2000) .
Example 2.4. Selecting d = m = 1 and non-parametric µ, σ and Λ while having lognormal jumps of the form ∆(x, z) = x(e z − 1) with ν(dz) =
exp(
)dz, yields the non-parametric short rate model of Johannes (2004) .
Objective
Our goal is to compute the expectation E * [g(X *
T )] for a fixed T > 0 and a suitable class of functions g : D → R. If P * is a risk-neutral measure, the expectation represents the undiscounted price of a contingent claim paying g(X *
+ for the payoff of a European call option on a stock with price S * = exp(X * ), state process X * and strike K. The direct computation of E * [g(X *
T )] has limited scope since the distribution of X * is known only in special cases, such as the models in Example 2.1. Semi-analytic transform techniques have a wider scope, and apply when the transform of X * is known, as in the case of Example 2.3. A more general approach is to formulate the Kolmogorov backward
and solve the resulting partial integro-differential equation numerically. However, this may be computationally challenging, especially in higher dimensions. The most general approach of computing E * [g(X *
T )] is via Monte Carlo methods, where we use the estimator
The performance of the estimator is evaluated based on the root-mean-squared error RMSE = Bias 2 + SE 2 , where Bias = E * g(X *
If the simulation method used is exact (i.e., if a replication X * T,k has the same law as X * T ), then the bias is zero and the RMSE converges to zero at rate N −1/2 sim . Exact simulation methods have been developed by Beskos & Roberts (2005) and Chen & Huang (2013) for diffusions and by Giesecke & Smelov (2013) for jump-diffusions. However, these techniques are currently limited to one-dimensional processes.
An alternative to the exact methods are approximate methods of generating replications of X * T based on a discretization of the time interval with step size h. Discretization methods are relatively simple and easily applicable to multi-dimensional problems. However, unlike exact methods they are generally biased. In order to evaluate the performance of a discretization method it is important to understand how the simulation bias depends on h. Adopting the convergence criterion given in Kloeden & Platen (1999) , a discretization X h defined on a probability space (Ω, F, P) is said to have weak order of convergence β for g belonging to a suitable class of functions if
where the notation O(h β ) denotes the existence of a constant C not depending on h such that the LHS of (5) is bounded above by Ch β . Once β is known we can determine the optimal allocation of computational resources between N sim and h. Duffie & Glynn (1995) prove that with a fixed simulation budget B and an approximation with weak order of convergence β, setting N sim ∝ h −2β gives the asymptotically optimal error convergence rate of RMSE ∝ B − β 1+2β . Determining the weak order of convergence for a discretization scheme β thus has important practical consequences for simulation efficiency.
Discretization and thinning
One approach to discretizing certain jump-diffusions is to apply a standard discretization scheme to the state process between the jumps while simulating the jumps separately. If the jump intensity is deterministic, the jump times are those of a Poisson process and can be generated exactly by a thinning scheme, for example. If the jump intensity is statedependent but bounded, a thinning scheme can again be used to generate the jumps. This scheme is based on the following result of Glasserman & Merener (2003) .
Suppose (H t ) t≥0 is a non-negative F * -adapted process that is almost surely uniformly bounded above by a constantΛ. Letp(dz × du, dt) be a Poisson random measure with mark space M × (0, 1) and intensity measureΛν(dz)U (du), where U is the standard Lebesgue measure. Define a family of thinning processes (θ t (u)) t≥0 indexed by u ∈ (0, 1) with θ t (u) = 1 u<H t− /Λ . Glasserman & Merener (2003) show that
is a local martingale for all measurable sets M ⊂ M. If Λ is bounded above byΛ, setting H t = Λ(X can be sampled exactly and independently of X * , the samples of p * are only exact if the thinning process θ(u) is generated exactly. Glasserman & Merener (2004) utilize (6) to simulate (1) if Λ is bounded by thinning the jump times ofp while discretizing X * as a continuous diffusion process between these times. Glasserman & Merener (2004) prove by extending the results of Mikulevicius & Platen (1988) that the discontinuous nature of the thinning procedure does not affect the overall rate of convergence, so that their method has the same weak order of convergence as the discretization scheme used between the jumps. The proof assumes some mild regularity conditions on the µ, σ and the expected jump size, as well as a bound on the jump intensity. However, a number of important financial models such as those in Examples 2.2 -2.4 do not have bounded intensity, motivating the development of alternative methods.
Discretization scheme
We develop a method of discretizing (1) which does not require the boundedness of the intensity. Rather than thin a Poisson random measure we instead construct the jump times by a stochastic time-change of a standard Poisson process. We then approximate the process between the jump times using a standard Euler discretization. We first give an explicit construction of the jump-diffusion (1) via time-change followed by a description of the discretization scheme.
Jump-diffusion construction using time-scaling
Let (Ω W , F W , P W ) be the canonical probability space of W with (F W t ) t≥0 the filtration generated by W . Let {(E n , Z n )} n≥1 be an i.i.d. sequence of random variables defined on a probability space (Ω 0 , F 0 , P 0 ) with the E n standard exponentials and the Z n distributed according to ν. On the product space (Ω,
, define a process X with X 0 = x 0 and an increasing sequence of jump times 0 = τ 0 < τ 1 < τ 2 < . . . recursively according to
for t ∈ [τ n , τ n+1 ), with
and the jump update
Let p(dz, dt) be the random counting measure on M × (0, ∞) associated with the marked point process {(τ n , Z n )} n≥1 and (H t ) t≥0 the right-continuous and complete filtration gen-erated by p. Let F = (F t ) t≥0 be the right continuous and complete filtration generated by the union of the sigma-fields F W t and H t .
Proof. The process A defined by
starts at 0, is F-adapted, and has continuous and strictly increasing sample paths. The inverse process A −1 s = inf{t : A t ≥ s} is thus well-defined for all s > 0 and is both continuous and increasing. It follows that A −1 defines a stochastic change of time. Defining E n = k≤n E k , we can consider {(E n , Z n )} n≥1 as a unit intensity P 0 -marked Poisson process with respect to a filtration (H En and the events {τ n ≤ t} = {E n ≤ A t }. It follows that the counting process N associated with p can be represented as a time-changed Poisson process:
Proposition A.1 of Giesecke & Tomecek (2005) proves that the process defined by
is a P-local martingale with respect to (H 0 At ) t≥0 . Moreover, Proposition A.10 of Giesecke & Tomecek (2005) proves F is a subfiltration of (H 0 At ) t≥0 , so that (12) is also a (P, F)-local martingale. Thus, Λ(X t )ν(dz) is the intensity measure of p(dz, dt), as claimed.
From the construction (7), we see that X has the same drift and volatility as X * between the jump times, so from Proposition 3.1 we conclude that X and X * are equivalent models in the sense that
Hence,
T )] and we can focus on approximating X.
Discretization
We discretize X. Let X h and A h be the continuous Euler approximations of X and A, respectively, with initial conditions X h 0 = x 0 , A h 0 = 0 and step size h = T /N step . We choose the discretization times {t i } to be a superposition of fixed grid points jh, j = 0, 1, . . . , N step and approximate jump times τ h n , n ≥ 1. The approximations are given by
at the discretization times t i and
The nth approximate jump time is given by
where we recall that E n = k≤n E k and E k , k = 1, 2, . . . are the i.i.d. standard exponential random variables introduced in Section 3.1. Since the approximate compensator in (15b) is linearly increasing, it is trivial to invert (16) to give
where
is the last discretization time before the jump. At τ h n we apply the jump update according to
We then form the discretization times as the sequence t 0 = 0, t i+1 = inf jh,τ h n >t i {jh, τ h n , T }. We note that the approximation described above is one of many possible choices. In Section 5 below, we will discuss alternatives to (14), (15) and (16), as well as their convergence properties and implementation details.
Algorithm
Let {N j , j = 1, 2, . . .} and {E n , n = 1, 2, . . .} be sequences of i.i.d. standard normal and standard exponential random variables, respectively. Let {Z n , n = 1, 2, . . .} be an i.i.d. sequence of random variables with distribution ν. We summarize the complete discretization algorithm as follows.
temp ≥ E, a jump has occurred between s and (i + 1)h, so
.
•
else no jump has occurred between s and (i + 1)h, so
4. Set j ← j + 1. If s = T then the simulation has finished, otherwise go to 2.
Main convergence result
Having shown that X and X * are equivalent in law, in this section we focus on the behavior of the approximation of X by X h . We provide conditions guaranteeing that the discretization scheme (14) - (18) has weak order of convergence one. The proofs of the results stated below are given in the Appendix.
Assumptions
We begin by discussing several technical hypotheses. Fix T > 0. We adopt some smoothness conditions used by Bally & Talay (1995) and Kusuoka & Stroock (1985) . For two vector fields U, V :
, where ∇U is the Jacobian of U . Define the multiindex α = (α 1 , . . . , α k ) ∈ {0, 1, . . . , m} k and the vectors
with σ j the jth column of σ for j = 1, . . . , m. For i = 1, 2, . . . , m define by induction the vector fields
Define the quantity
where the angled brackets denotes the inner product. We suppose the following condition, which is known as uniform hypoellipticity, holds:
Assumption 4.1 is sufficient to guarantee that the process (Y, B) given by
has a smooth transition density p t (dx, da; y, b) = P{Y t ∈ dx, B t ∈ da|Y 0 = y, B 0 = b} (see Kusuoka & Stroock (1985) for details). It is satisfied for many standard models. One important model which does not satisfy this assumption is the Feller diffusion (CIR process). 1 Another case is when the jump intensity is deterministic. However, this case is of little interest as the jumps can be simulated exactly independently of X, thus making the discretization scheme unnecessary. This condition is somewhat restrictive, but is typical of the assumptions required in the literature in order to prove similar convergence results for approximating jumpdiffusions. For some models it may be possible to satisfy Assumption 4.2 using a suitable transformation or by uniformly approximating µ, σ and Λ with sufficiently smooth functions. If this condition is violated the discretization scheme can still be applied, however care must be taken as the convergence results may no longer hold.
Under Assumptions 4.1 and 4.2, Kusuoka & Stroock (1985) give an exponential bound for the smoothness of p t (dx, da; y, b). They show that for any integers j, k and multiindices α such that j + |α| ≤ k there exist constants C, K, P, Q > 0 such that
We assume also that the jump sizes are well behaved:
Assumption 4.3. For each z ∈ M, ∆(x, z) is measurable and has polynomial growth
Finally, we require that the tail probability for the number of jumps in [0, T ] is sufficiently well behaved:
for n sufficiently large.
Assumption 4.4 is sufficient to ensure the distribution of N T is not heavy-tailed. It is also sufficient for N T < ∞ almost surely (i.e., N is non-explosive), as well as E[N T ] < ∞. A sufficient condition for Assumption 4.4 is the existence of an exponential bound on the inter-arrival times, i.e., there exists constants C, k > 0 such that P{τ n+1 − τ n > t} < Ce −kt for n = 1, 2, . . .. The assumption then follows since P{N T > n} < CP N T > n for n sufficiently large, whereN T ∼ Poisson(kT ), while Glynn (1987) proves thatN T satisfies Assumption 4.4. The exponential bound is obvious if the intensity Λ is bounded from above. For unbounded intensities such as affine jump-diffusions it may be possible to construct a bound by determining the distribution of inter-arrival times analytically or semi-analytically via transform methods.
Main result
Our goal is to prove the following convergence result:
Theorem 4.5. Let g : D → R be a measurable function with polynomial growth and X be as given in (7) -(9). Under Assumptions 4.1, 4.2, 4.3 and 4.4, we have
i.e., the approximation X h given in (14) -(18) has weak order of convergence one.
The proof of Theorem 4.5 is given in the Appendix and follows several steps outlined below. We first establish smoothness of the solution of a backwards Kolmogorov equation associated with the first jump time of the process. We then compute the weak error at the first jump time using techniques developed for continuous diffusion processes. We next show inductively that the same error can be extended to all the jump times. Finally, we use the errors at the individual jump times to prove the main convergence result 3 . Our discretization scheme generates biased estimates for the jump times of the counting measure. This means the approximate and exact jump times have different (joint) distributions, so we cannot easily condition on the jump times. We instead apply joint conditioning on the standard jump times associated with the approximate and exact jump times via time-scaling. We then compute the total weak error by partitioning the state space by the number of jumps in [0, T ].
We begin by defining a family of functions u(y, b, t; a, f ) indexed by a ∈ R + , f :
3 The convergence result can be strengthened to an equality statement of the form E g(X
for some constant C T ∈ R by carefully accounting for the error terms.
From the Feynman-Kac formula u(y, b, t; a, f ) satisfies the Kolmogorov backwards equation
whereL is the infinitesimal generator of (Y, B) given by
Let C p be the set of measurable functions f : D × R + → R with polynomial growth. We first prove a result bounding the spatial derivatives of u.
We now use the bounds on the spatial derivatives of u to prove the Euler approximation of (Y, B) gives a weak error of order one when computing functionals at stopping times of the form given in (24). 
for j = 0, 1, . . . , N step and
i.e. the continuous Euler approximation (Y h , B h ) of (Y, B) has weak error of order one when computing functionals at stopping times of the form (24).
We next use the convergence result derived for the continuous diffusion process (Y, B) to determine the error at each of the jump times. 
Corollary 4.9. Using (30) and choosing the appropriate f , under Assumptions 4.1, 4.2 and 4.3, for n = 1, 2, . . . we have
Remark 4.10. The weak error in the state at the jump times from (33) is similar to the scheme of Glasserman & Merener (2004) , who show in Part 2 of their proof that the error of their scheme at the jump times has the same weak order of convergence as the discretization method used.
Lemma 4.11. Let f : D × R + → R be in C p . Under Assumptions 4.1, 4.2 and 4.3 there exists constants C, q > 0 not depending on n or h such that for n = 1, 2, . . .,
The proof of Theorem 4.5, which is given in the Appendix along with the proofs of the other results stated above, proceeds by partitioning the state spaces of X and X h by the number of jumps in [0, T ] and applying Lemma 4.11 to the solution of a backwards Kolmogorov equation evaluated at the last jump time before T .
Extensions
Higher-order methods
One possible extension is to use a higher-order scheme instead of the Euler approximation for simulating X between the jumps. The scheme developed by Milstein (1973) is particularly well-known and demonstrates weak order of convergence two. Another set of schemes studied by Kloeden & Platen (1999) can be extended to give weak order of convergence to any desired order. Finally, it is often possible to simulate X t exactly for any fixed t between jump times using the rejection sampling methods of Beskos & Roberts (2005) , Chen & Huang (2013) , or Giesecke & Smelov (2013) . This has the additional benefits of completely avoiding discretization bias as well as ensuring the simulated values of X lie within the specified domain D. However, simulating X between the jumps with a higherorder or exact method does not necessarily improve the overall weak order of convergence, as the next result shows.
Proposition 5.1. LetX h be the scheme where the Euler approximation of X h in (14a) and (15a) is replaced with a higher-order or exact scheme. Suppose that ∆ is nondegenerate in the sense that ∆ ≡ 0. Under Assumptions 4.1, 4.2, 4.3 and 4.4,X h has the same convergence properties as X h .
Remark 5.2. In the degenerate case ∆ ≡ 0 the counting measure does not affect the state process andX h clearly inherits the convergence properties of the simulation method used between the jumps. However, the weak error ofX h at the approximate jump times is still of order one, i.e., the analogue of Proposition 4.8 applies toX h when ∆ ≡ 0.
Remark 5.3. While using a higher-order or exact scheme may not improve the overall order of convergence it may still improve the simulation bias relative to the simple Euler scheme. However, any improvement in bias should be evaluated against the additional computational cost to determine whether the tradeoff is worthwhile in practice. See Section 6 for numerical results illustrating this tradeoff.
Higher-order methods for the compensator
We see from Proposition 5.1 that simulating the state process between the jumps using higher-order or exact schemes does not improve the order of convergence. The reason for this is the approximate compensator A h is still simulated using the Euler scheme, leading to overall weak order of convergence one. This suggests that in order to improve the rate of convergence we should simulate the joint process (X, A) using a higher-order method. By recursively applying Ito-Taylor expansions, we find the second order analogue of (14b) for the approximate compensatorÂ h is given bŷ
W s ds. However, there are a number of complications that arise from using higher-order schemes to approximate the compensator.
The first issue is that unlike the Euler scheme, the higher-order compensatorÂ h is no longer guaranteed to be non-decreasing due to the Brownian integral. Although this can be resolved numerically (by imposing an absorbing or reflecting boundary on the Brownian motion, for example), the proof of Theorem 4.5 relies on this assumption.
Another issue is then computing the approximate stopping time from the higherorder compensator. One approach would be to simulateÂ h t at each grid point t = jh and determine whetherτ h n ∈ [jh, (j + 1)h) by checking ifÂ h (j+1)h > E n . We must then determine jointly (X ĥ τ h n ,τ h n ) conditioned onÂ h jh andÂ h (j+1)h . This is equivalent to sampling the hitting time and point of a Brownian bridge, which can be challenging (particularly in multiple dimensions; see Buchmann & Petersen (2006) for details 4 ). Moreover, the proof of Proposition 4.7 uses the fact that sup{jh : jh ≤ τ n } is a stopping time for all n = 1, 2, . . . (see Remark A.1). This is not the case for a stopping time calculated using a higher-order approximation, so it is not trivial to extend the proof of Theorem 4.5 to cover these schemes. By comparison the continuous Euler scheme avoids all of these complexities and is both significantly simpler to implement, and easier to analyze theoretically than other higher-order schemes.
The discrete Euler scheme
Another modification is to use a discrete Euler approximation. The discrete approximation (X h ,Ã h ) is the same as the continuous Euler approximation except instead of (17) we compute the nth approximate jump time as
Using (35) to calculate the approximate jump times means we only have to simulate (X h ,Ã h ) at the grid points jh, j = 1, . . . , N step , leading to a simulation algorithm that is slightly faster than the continuous Euler scheme.
Proposition 5.4. LetX h be the method where the discrete Euler approximation (35) is used instead of (16). Under Assumptions 4.1, 4.2, 4.3, 4.4 and the additional assumption that ∆(·, z) is C ∞ for all z ∈ M, the discrete approximationX h has weak order of convergence one.
Remark 5.5. The weak order of convergence one for the discrete Euler approximation again relies on the fact thatτ h n is a stopping time. For a general stopping time problem the discrete Euler approximation only achieves weak order of convergence 1/2 (see Gobet (2000) or Dzougoutov, Moon, Schwerin, Szepessy & Tempone (2005) for details).
Remark 5.6. While Proposition 5.4 shows the discrete Euler scheme has the same weak order of convergence as the continuous Euler scheme, in practice the bias may be greater so that the faster simulation speed may not be worthwhile. See Section 6 for numerical results illustrating this.
Point processes
An important class of models are point processes of the form
where f : D × M → R is a suitable function. (36) is useful for modeling the arrival of discrete events such as corporate defaults. We are interested in estimating expectations of the form E * [g(L *
T )] for suitable functions g : R → R. Between the jump times L * is constant and hence does not have a smooth transition density. This implies that the model (1) where L * is included as an element of X * does not satisfy Assumption 4.1. We therefore cannot directly apply Theorem 4.5 to this formulation. We provide an additional convergence result for the special case of simulating functionals of a point process constructed from (36). From the analysis in Section 3.1, the process L * is equal in law to the process L defined by
We approximate L by L h , which is given by
where N h is the counting process of the approximate jump times τ h n .
Proposition 5.7. Suppose X * satisfies Assumptions 4.1, 4.2, 4.3 and 4.4. Let f : D × M → R be a measurable function with polynomial growth and L * be as defined in (36).
Numerical results
This section provides numerical results that illustrate our discretization schemes and support our convergence results.
Cap pricing
We analyze an affine jump-diffusion model of the short-term interest rate studied by Chacko & Das (2002) . Suppose X * represents the short rate under a risk-neutral measure P * , satisfying the dynamics
for constants κ, θ, σ ∈ R + , where p * (dz, dt) has intensity measure Λ(X * t )ν(dz) with Λ(x) = 1 2 (Λ 0 + Λ 1 x + ε 2 + (Λ 0 + Λ 1 x) 2 ) for Λ 0 , Λ 1 , ε ∈ R + and ν(dz) = αe −αz dz the exponential distribution with parameter α ∈ R + . (38) satisfies Assumptions (4.1) -(4.4). We estimate E * [max(X * T − K, 0)], the undiscounted price of a cap exercised at time T = 1 year. The parameters used in the simulation are x 0 = θ = 0.1, κ = 2, σ = 0.02, Λ 0 = 5, Λ 1 = 50, ε = 10 −30 , α = 0.02 and K = 0.1. The "true" cap value is computed semi-analytically 5 using the transform results of Duffie et al. (2000) . The parameters except for Λ 1 and ε are taken from Chacko & Das (2002) . We test the discretization method using both Euler and exact simulation of the state process between the jumps, as well as both continuous and discrete Euler approximations of the compensator given in (16) and (35) respectively. We increase the number of steps by a factor of two each time while setting the number of simulations proportional to the square of the number of steps, in accordance with the optimal allocation given by Duffie & Glynn (1995) . The bias values are computed from the average of 10 9 trials. The simulations were performed on a 2.7GHz Opteron 2384 server with 32GB of RAM. The code was written in C++ and was compiled with the g++ compiler version 4.6.1 linked to the GNU Scientific Library.
The results are given in Table 1 with the convergence of the RMSE error shown in Figure 6 .1. We observe that all four variations of the discretization scheme give a RMSE proportional to the inverse cube root of the simulation time, consistent with the theoretical results. For the continuous scheme both the Euler and exact methods give similar simulation bias and efficiency. The discrete schemes give significantly worse simulation bias relative to their continuous versions at similar computational cost.
Estimating expected loss
We next estimate the expected loss from default when the default arrival times are modeled by the jumps of a self-exciting affine jump-diffusion process. We consider a one-dimensional process X * satisfying the SDE
5 While the intensity Λ(x) in model (38) is not strictly affine, it can approximate the function max(Λ 0 + Λ 1 x, 0) arbitrarily closely by the choice of ε. Moreover, for the parameters chosen the set {X * < 0}, which is a superset of {Λ(X * ) < 0} occurs with negligible probability, as is typical of short rate models. This implies the "true" cap price computed using transform methods is sufficiently accurate for the purpose of computing the bias of the discretization methods. (38) where κ, θ, σ ∈ R + and p * (dz, dt) has intensity measure Λ(X * t )ν(dz) with Λ(x) = x and ν the uniform measure on the points {U 1 , U 2 }. The model in (39) does not satisfy Assumption (4.1), so that the weak order of convergence is not guaranteed to be one; despite this the discretization scheme can still be applied.
We fix the parameter set κ = 2.62, θ = 1.61, x 0 = 0.7, σ = 0.62, δ = 2.99, U 1 = 0.24 and U 2 = 0.96. These parameters are taken from Giesecke & Kim (2007) and were determined by fitting the model to credit derivatives referenced to the CDX High-Yield index in May 2007. The loss process is represented by the point process (36) and takes the form L *
, where p * counts defaults and a mark represents the loss at the a default. We are interested in the expected loss E * [L * T ] for a fixed horizon T = 5 years. The "true" value of the expected loss is computed analytically using the results of Errais, Giesecke & Goldberg (2010) .
We investigate the four variants of the discretization scheme already analyzed in Section 6.1 above. Table 2 summarizes the results with the convergence of the RMSE plotted in Figure 6 .2. We again see all four methods giving RMSE convergence proportional to the inverse cube root of the simulation time. This is consistent with the prediction of Propo- Table 1. sition 5.7, despite the assumptions being violated. We also observe that exact simulation gives greater simulation bias while also being more computationally expensive, and hence has significantly worse simulation efficiency. The explanation for this counterintuitive result is that exact discretization gives a worse estimate of the approximate compensator compared to the Euler discretization. Moreover, the Euler discretization error of the state process does not directly affect the loss process, which only depends on the jump arrival times, thus giving overall smaller bias. The bias discrepancy is compounded further due to the self-exciting nature of the loss process.
Conclusion
We have developed, analyzed and tested a discretization scheme for simulating multidimensional jump-diffusion SDEs with general drift, volatility, jump intensity, and jump size function. The scheme uses a continuous Euler approximation for the state process and jump compensator while approximating the jump times by time-changed Poisson arrival times. We proved that under regularity conditions the scheme has weak order of convergence one. Higher-order simulation of the state process between the jumps and discrete modifications also have weak order of convergence one. Numerical experiments illustrate the results. 
A Proofs
Proof of Proposition 4.6. Let q(x, s; y, b, t, a)dxds = P{Y τ ∈ dx, τ ∈ ds|Y t = y, B t = b} be the joint conditional density function of (Y τ , τ ) for s > t, b ∈ [0, a). From the definition of u we have
Since B is continuous and non-decreasing we note that {Y τ ∈ dx, τ ∈ ds|Y t = y, B t = b} = {Y s ∈ dx, B s ∈ da|Y t = y, B t = b} for s > t and b ∈ [0, a), so we have q(x, s; y, b, t, a) = p s−t (x, a; y, b). Taking the spatial derivatives of (40) after substituting for the density gives Table 2. for any integer j and multiindex α. Using the fact that |f (x, s)| ≤ C(1 + ||x|| k + T k ) for x ∈ D, s ∈ [0, T ] and some C, k > 0 and the bound given in (21) for some k > k , we have
The first integral with respect to dx is bounded; applying the substitution s = 1 s−t we see the second integral is bounded by Γ P − 1,
is the incomplete gamma function. Since Γ(·, z) is bounded for all z > 0 the second integral is also bounded, so the spatial derivatives of u(y, b, t; a) to all orders are bounded.
Proof of Proposition 4.7. The proof relies on results derived by Bally & Talay (1995) and Gobet (2000) using the Malliavin calculus. Letτ h = τ h ∧ T , ϕ(t) = sup{jh : jh ≤ t} and t h = ϕ(τ h ). From (17) we see that t h is a stopping time with respect to the filtration generated by (Y h , B h ). Using the definition of u in (23) (suppressing the parameters a and f for convenience) we have
We first consider C 1 . Clearly C 1 = 0 for t h = T so we suppose that t h < T . Defining
for some constant Q and non-decreasing function K. We now consider C 2 . Applying Ito's formula and using the fact that ∂u ∂t = −Lu from (25a), we have
whereL z is the differential operator given by
is the infinitesimal generator of (Y h , B h ) for t ∈ [jh, (j + 1)h). Applying Ito's formula again on the set {ϕ(s) < t h } = {s < t h } and using the fact thatL z u(z, b, t) = Lu(z, b, t), we have
We now compute bounds on the inner expectation of (46). From Assumption 4.2 and Proposition 4.6 the expectation is bounded for t ≤ T /2, while using a similar argument 6 to Section 4.2 from Gobet (2000) proves the expectation is also bounded for t > T /2. Integrating (46) we then have |C 2 | = O(h). Combining this result with (43) proves (29).
Remark A.1. The proof of Proposition 4.7 uses the fact that t h is a stopping time due to the simplicity of B h as a linear increasing process. However, for a generic diffusion process Z, set D and exit time τ D = inf{t :
is not a stopping time and the result may not hold.
Proof of Proposition 4.8. We first condition on a realization of the sequence {(E n , Z n )} n≥1 . We then apply proof by induction. Setting τ n = τ h n = 0 the result is trivial for n = 0. Now suppose the result is true for n = i. Since X has no jumps in the interval [τ i , τ i+1 ), definingf i (y, t) = f (y + ∆(y, Z i ), t) and using the definition of u in (23), we have
where u i (y, b, t) = u(y, b, t; E i ,f i ) and we use the fact that {τ i < T } ⊂ {τ i+1 < T }. We then have
Since f and ∆(·, Z i+1 ) are assumed to have polynomial growth we conclude thatf i+1 is in C p . Since the moments of Y are finite we also conclude that u i+1 (·, E i , ·) is in C p . Using the induction hypothesis we then have
We now analyze C 4 . Since X h has no jumps in the interval [τ h i , τ h i+1 ), applying conditioning and using the definition of u i+1 we have
Using Proposition 4.7 the term inside the brackets is O(h), so we conclude that C 4 = O(h).
Combining these results we see the LHS of (47) is O(h), so that (30) is true for n = i + 1 and hence n = 1, 2, . . . by induction. The result remains true after taking expectations over the joint distribution of {(E n , Z n )} n≥1 .
Proof of Lemma 4.11. Since f and ∆ have polynomial growth and the moments of Y are bounded, we have
by repeating the argument n times. Applying conditioning we then have
Similarly we have E 1 τ h n <T f (X Proof of Theorem 4.5. The proof is similar to Proposition 4.8 while using the main theorem of Bally & Talay (1995) . We have
where 1 n (x) = 1 x=n . Since {N T = n} = {τ n < T } ∩ {τ n+1 > T }, applying conditioning we have 
by integrating with respect to the exponential distribution of E n+1 . We then have
(55)
Equation 4.9 of Bally & Talay (1995) shows that v has polynomial growth in y and t, so by Lemma 4.11 we have C 5 ≤ CP{τ n < T } (1 + ||x|| qn )h. Applying a similar argument to C 6 , using the definition of v and conditioning we have
Theorem 3.1 of Bally & Talay (1995) guarantees the term inside the inner brackets of (57) is O(h), and applying the same method used to prove Lemma 4.11 gives C 6 ≤ CP{τ n < T } (1 + ||x|| qn )h. Substituting the bounds for C 5 and C 6 into (52) and (54) we conclude that the
P{τ n < T } (1 + ||x|| qn )
Assumption 4.4 guarantees that the sum converges, so that E g(X
Remark A.2. The use of the indicator function 1 n to partition the state space by the number of jumps in X is similar to the technique used by Glasserman & Merener (2004) to prove their convergence result, where they integrate over the joint distribution of the jump times after explicitly conditioning on N T . However, this approach cannot be used with the time-scaling scheme because the approximate and exact jump times have different distributions.
Proof of Proposition 5.1. We prove only the case where X is simulated exactly. We follow the same steps used to prove Theorem 4.5 replacing the generatorL z in (45) for t ∈ [jh, (j + 1)h). The remainder of the proof is the same.
Proof of Proposition 5.4. We show the weak error between the discrete and continuous Euler approximations is order one; Theorem 4.5 then implies the result. We prove an analogous result to Proposition 4.8 with f : D × R + → R in C p E 1τh n <T f (X wheref (y, t) = f (y + ∆(y, z), t). Applying a deterministic Taylor expansion tof and the facts that τ h i+1 −τ h i+1 < h and E||X h τ h
