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Abstract
We study the multiplicity of positive solutions for a class of fourth-order boundary value problems with non-homogeneous
boundary conditions. For this, we use a fixed point theorem of cone expansion/compression type and we establish a general
theorem for a type of systems of second-order ordinary differential equations involving parameters. In addition, we apply our result
to the study of the existence of solutions for semilinear elliptic systems in bounded annular domains.
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1. Introduction
This work focuses on the multiplicity of positive solutions of fourth-order boundary value problems with non-
homogeneous boundary conditions that are of the formu
(4) = λh(t, u, u′′) in (0, 1),
u(0) = u′′(0) = 0,
u(1) = a, u′′(1) = −b.
(Fa,b,λ)
It is well known that fourth-order, two-point boundary value problems are essential to describing a vast class of
elastic deflections. Owing to its importance in physics, the existence of positive solutions of this class of fourth-order
boundary value problems has been studied by many authors. (See, for example, [1,5,8,13] and the references therein.)
It is not difficult to see that taking v = −u′′, g(t, u, v) = v and f (t, u, v) = h(t, u,−v), there is a one-to-one
correspondence between the solutions of Problem (Fa,b,λ) and those of the system of second-order ordinary differential
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equations
−u′′ = g(t, u, v) in (0, 1),
−v′′ = λ f (t, u, v) in (0, 1),
u(0) = v(0) = 0,
u(1) = a, v(1) = b
(1)
where the parameters a, b, and λ are non-negative constants.
In this work we show a multiplicity result of positive solutions for System (1). We use a fixed point theorem of
cone expansion/compression type under certain conditions on the nonlinearities f and g. These conditions include, in
particular, the case g(t, u, v) = v.We therefore obtain a multiplicity result for Problem (Fa,b,λ).
In order to obtain our results, we assume that the nonlinearities f and g satisfy the following six hypotheses:
(H0) f, g : [0, 1]×[0,+∞)2 −→ [0,+∞) are continuous functions that are non-decreasing in the last two variables.
In other words,
f (t, u1, v1) ≤ f (t, u2, v2) and g(t, u1, v1) ≤ g(t, u2, v2)
whenever (u1, v1) ≤ (u2, v2), where the inequality is understood inside every component.
(H1) There exist α1, β1 ∈ (0, 1), with α1 < β1, such that, given (u, v) > (0, 0), there exists c1 = c1(u, v) > 0 so
that
f (t, u, v) > c1, for each t ∈ [α1, β1], (2)
and there exist α2, β2 ∈ (0, 1), with α2 < β2, such that, given v > 0, there exists c2 = c2(v) > 0 so that
g(t, 0, v) > c2, for each t ∈ [α2, β2]. (3)
(H2) limu+v→0+ f (t,u,v)u+v = 0 uniformly for t in [0, 1].
(H3) limu+v→+∞ f (t,u,v)u+v = 0 uniformly for t in [0, 1].
(H4) There exist 0 < δ1 < 8 and R¯ > 0 such that, for all (u, v) ∈ [0,+∞)2 with u + v > R¯, we have
g(t, u, v) ≤ δ1(u + v), for each t ∈ [0, 1]. (4)
(H5) There exist 0 < δ2 < 8 and ρ¯ > 0 such that, for all (u, v) ∈ [0,+∞)2 with 0 ≤ u + v < ρ¯, we have
g(t, u, v) ≤ δ2(u + v), for each t ∈ [0, 1]. (5)
We next state our main result which will be proved in Section 3.
Theorem 1. Suppose the functions f (t, u, v) and g(t, u, v) satisfy hypotheses (H0) through (H5). Then there exists
Λ so that, given λ > Λ, there exists δ > 0 such that System (1) has at least three positive solutions for all
(a, b) ∈ [0,+∞)2 \ {(0, 0)} with 0 < |(a, b)| < δ.
Consequently, we have a multiplicity result of positive solutions for Problem (Fa,b,λ) under suitable conditions on
the nonlinearity h.
Another important consequence of Theorem 1 is a multiplicity result of positive radial solutions for the semilinear
elliptic system in annular domains
−∆u = h(|x |, u, v) in r1 < |x | < r2,
−∆v = λk(|x |, u, v) in r1 < |x | < r2,
(u, v) = (0, 0) on |x | = r1,
(u, v) = (a, b) on |x | = r2
(Ea,b,λ)
where the parameters a, b, and λ are non-negative, and the functions h and k satisfy certain properties. (For details,
see Section 4.)
The study of (Ea,b,λ) was motivated in part by several recent works on elliptic problems involving radial symmetry.
Among others we mention [2,8,12,15] with references therein. We mention the work of D.R. Dunninger and
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H. Wang on systems with homogeneous Dirichlet boundary conditions (see [9,10].) For systems with non-
homogeneous Dirichlet boundary conditions, see for example [6,7,14]. Our results are more closely related to those
of [6]. Indeed, there the authors who consider hypotheses (H0) through (H3) and
lim
(u,v)→(0,0)
g(t, u, v)
u + v = lim(u,v)→∞
g(t, u, v)
u + v = 0 (6)
uniformly for t in a compact set of the interval (0, 1) to show the existence of at least three positive solutions of
System (1) when λ is large and |(a, b)| is small. As a matter of fact, our results complement those of [6], since we are
considering a class of nonlinearities that includes, for example, the nonlinearity g(t, u, v) = v which, of course, does
not satisfy (6), and so it does not consider the fourth-order equation (Fa,b,λ).
The work is organized as follows. Section 2 contains preliminary results. Section 3 is devoted to proving Theorem 1.
In Section 4, we give an example of the semilinear elliptic system (Ea,b,λ).
2. Preliminaries
It is not difficult to show that we can transform System (1) into the system of second-order ordinary differential
equations
−u′′ = g(t, u + ta, v + tb) in (0, 1),
−v′′ = λ f (t, u + ta, v + tb) in (0, 1),
u(0) = u(1) = 0,
v(0) = v(1) = 0.
(Ra,b,λ)
Integrating (Ra,b,λ) and using the boundary conditions, for all t ∈ [0, 1], we obtain
u(t) =
∫ 1
0
K (t, τ )g(τ, u(τ )+ τa, v(τ )+ τb)dτ,
v(t) = λ
∫ 1
0
K (t, τ ) f (τ, u(τ )+ τa, v(τ )+ τb)dτ,
(7)
where K (t, τ ) is the Green’s function
K (t, s) =
{
t (1− s) if t ≤ s,
s(1− t) if t > s. (8)
Note that
max
t∈[0,1]
∫ 1
0
K (t, τ )dτ = 1/8. (9)
Consider the usual Banach space
X = C([0, 1];R)× C([0, 1];R)
endowed with the norm ‖(u, v)‖ = ‖u‖∞ + ‖v‖∞, where ‖w‖∞ = supt∈[0,1] |w(t)|.
Define the operator F : X → X by
F(u, v) = (A(u, v), B(u, v))
where
A(u, v)(t) =
∫ 1
0
K (t, τ )g(τ, u(τ ), v(τ ))dτ and
B(u, v)(t) =
∫ 1
0
K (t, τ ) f (τ, u(τ ), v(τ ))dτ.
(10)
It is easy to see that System (Ra,b,λ) is equivalent to the fixed point equation
F(u, v) = (u, v).
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We consider the cone
C = {(u, v) ∈ X : (u, v)(0) = (u, v)(1) = 0 and u, v are concave} .
We have that F is an operator that leaves the cone invariant.
Lemma 2.1. The operator F : X → X is completely continuous, and F(C) ⊂ C.
Proof Outline. According to the Arzela´–Ascoli Theorem, the operator F : X → X is completely continuous. It is not
difficult to see that the functions A(u, v)(t) and B(u, v)(t) are twice differentiable in (0, 1) with (A(u, v))′′(t) ≤ 0
and (B(u, v))′′(t) ≤ 0. Consequently, A(u, v)(t) and B(u, v)(t) are concave functions, and therefore F(C) ⊂ C .

We state the following well known lemma without proof. We refer the reader to [3,4,11] for proofs and further
discussion of fixed point theory.
Lemma 2.2. Let X be a Banach space with norm | · |, and let C ⊂ X be a cone in X. For R > 0, define
CR = C ∩ B[0, R], where B[0, R] denotes the closed ball of radius R centered at the origin of X. Assume that
the operator F : CR → C is compact and that there exists 0 < r < R such that
|Fx | ≤ |x | for all x ∈ ∂Cr , and |Fx | ≥ |x | for all x ∈ ∂CR, or
|Fx | ≥ |x | for all x ∈ ∂Cr , and |Fx | ≤ |x | for all x ∈ ∂CR,
where ∂CR = {x ∈ C : |x | = R}. Then F has a fixed point u ∈ C, with r < |u| < R.
Finally, using concavity properties of real functions, it is not hard to show the following.
Lemma 2.3. Assume that u(t) is a non-negative, concave, continuous function. Then, for all α, β ∈ (0, 1), we have
inf
t∈[α,β] u(t) ≥ α(1− β)‖u‖∞.
3. Proof of Theorem 1
We first present four lemmata which lead to the proof of Theorem 1.
Lemma 3.1. Assume conditions (H0) and (H1). Given R > 0, there exists Λ > 0 such that, for all (a, b) ∈ [0,+∞)2
and λ ≥ Λ, we have
‖F(u, v)‖ > ‖(u, v)‖, for each (u, v) ∈ ∂CR, (11)
where the constant Λ does not depend on the parameters a, b.
Proof. It follows from Lemma 2.3 and assumption (H0) that, given R > 0 and (u, v) ∈ CR , if we set c¯ = α1(1−β1),
then
‖B(u, v)‖∞ ≥ λ
∫ β1
α1
K (1/2, τ ) f (τ, u(τ )+ τa, v(τ )+ τb)dτ
≥ λ
∫ β1
α1
K (1/2, τ ) f (τ, c¯‖u‖∞, c¯‖v‖∞)dτ
≥ λ
∫ β1
α1
K (1/2, τ )
f (τ, c¯‖u‖∞, c¯‖v‖∞)
‖u‖∞ + ‖v‖∞ dτ(‖u‖∞ + ‖v‖∞)
≥ λ
∫ β1
α1
K (1/2, τ )dτMR c¯(‖u‖∞ + ‖v‖∞)
where MR = inf{ f (τ, c¯s, c¯t)/c¯(s + t) : τ ∈ [α1, β1], s, t ∈ (0,+∞), and c¯(s + t) = R} is a positive real number.
Hence there exists a positive constant Λ that depends on R such that, for all (a, b) ∈ [0,+∞)2 and λ ≥ Λ, we have
that inequality (11) holds. 
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Lemma 3.2. Assume hypotheses (H0), (H2) and (H5). Fix R > 0. Given λ > 0, there exist R2 ∈ (0, R) and δ > 0
such that, for all (a, b) ∈ [0,+∞)2 with a + b < δ, we have
‖F(u, v)‖ < ‖(u, v)‖, for each (u, v) ∈ ∂CR2 , (12)
where R2 and δ depend on λ.
Proof. According to assumptions (H0) and (H2),
lim|(u,v,a,b)|→0
f (t, u + a, v + b)
|(u, v, a, b)| = 0 uniformly for t in [0, 1].
Thus, given ε > 0, there exists R2 ∈ (0, R) such that, for all (u, v, a, b) with u + v = R2 and a + b ≤ R2, we obtain
f (t, u + a, v + b) ≤ ε|(u, v, a, b)| uniformly for t in [0, 1].
Let (u, v) ∈ CR2 and a + b ≤ R2. By the above estimate,
B(u, v)(t) = λ
∫ 1
0
K (t, τ ) f (τ, u(τ )+ τa, v(τ )+ τb)dτ
≤ ελ(‖(u, v)‖ + a + b)
∫ 1
0
K (t, τ )dτ
≤ ελ2R2
∫ 1
0
K (t, τ )dτ.
Then
‖B(u, v)‖∞ ≤ ελ‖(u, v)‖, for each (u, v) ∈ ∂CR2 . (13)
On the other hand, choosing 2 R2 < ρ¯ in (5), we have
g(τ, u + a, v + b) ≤ δ2|(u, v, a, b)|, for each τ ∈ [0, 1]. (14)
Let δ = δ′R2, with δ′ < 1. For (u, v) ∈ CR2 , a + b ≤ δ, and t ∈ [0, 1] we obtain
A(u, v)(t) =
∫ 1
0
K (t, τ )g(τ, u(τ )+ τa, v(τ )+ τb)dτ
≤ δ2(‖(u, v)‖ + a + b)
∫ 1
0
K (t, τ )dτ
≤ δ2(1+ δ′)‖(u, v)‖.
Therefore,
‖A(u, v)‖∞ ≤ δ2(1+ δ′)‖(u, v)‖, (15)
for each (u, v) ∈ ∂CR2 .
By (13) and (15),
‖F(u, v)‖ ≤ (δ2(1+ δ′)+ ελ)‖(u, v)‖, for each (u, v) ∈ ∂CR2 .
The result follows taking δ′ and ε sufficiently small. 
Lemma 3.3. Fix Λ > 0 and assume hypotheses (H0) and (H1). Then, for all (a, b) ∈ [0,+∞)2 \ {(0, 0)} and all
λ > Λ, there exists R1 = R1(Λ, a, b) such that, for all R ≤ R1, we have
‖F(u, v)‖ > ‖(u, v)‖, for each (u, v) ∈ ∂CR .
Proof. By (H0) and (2) of (H1),
f (t, u + ta, v + tb) ≥ f (t, α1 a, α1b) > c1 > 0, for all t ∈ [α1, β1].
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Therefore, for all (u, v) ∈ C , we have
‖F(u, v)‖ ≥ ‖B(u, v)‖∞
≥ λ
∫ 1
0
K (1/2, τ ) f (τ, u(τ )+ τa, v(τ )+ τb)dτ
≥ Λ c1
∫ β1
α1
K (1/2, τ )dτ.
Taking R1 > 0 sufficiently small completes the proof. 
Lemma 3.4. Assume 0 < a + b < δ, as well as hypotheses (H0), (H3), and (H4). Then, for all λ > 0, there exists
R3 = R3(δ, λ) such that, for all R ≥ R3, we have
‖F(u, v)‖ < ‖(u, v)‖, for each (u, v) ∈ ∂CR .
Proof. It follows easily from assumptions (H0) and (H4) that, given  > 0, there exists R′ > R¯ sufficiently large that,
for all u + v ≥ R′, we have
g(τ, u + ta, v + tb) ≤ δ1(u + a + v + b) ≤ (δ1 + )(u + v).
Thus, for all (u, v) ∈ CR′ , we obtain
A(u, v)(t) =
∫ 1
0
K (t, τ )g(τ, u(τ )+ τa, v(τ )+ τb)dτ
≤
∫ 1
0
K (t, τ )(δ1 + )(u(τ )+ v(τ))dτ
≤ (δ1 + )
∫ 1
0
K (t, τ )dτ‖(u, v)‖
≤ (δ1 + )
2
‖(u, v)‖.
On the other hand, according to assumptions (H0) and (H3), it is not hard to see that given δ′ > 0, there exists
R′′ > 0 sufficiently large such that, for all u + v ≥ R′′, we have
f (τ, u + ta, v + tb) ≤ δ′(u + a + v + b) ≤ 2δ′(u + v).
Since δ1 < 2, taking  + 2δ′ > 0 sufficiently small and (u, v) ∈ ∂CR3 with R3 = max{R′, R′′}, we have
‖F(u, v)‖ = ‖A(u, v)‖∞ + ‖B(u, v)‖∞ ≤ δ1 +  + 2δ
′
2
‖(u, v)‖ < ‖(u, v)‖,
which completes the proof. 
Proof of Theorem 1. Suppose that the functions f and g satisfy hypotheses (H0) through (H5). Fix R > 0. Apply
Lemma 3.1 to obtain Λ > 0 such that, for all (a, b) ∈ [0,+∞)2 and λ ≥ Λ, we have that (11) holds. Next fix λ ≥ Λ.
According to Lemmas 3.2–3.4, there exist δ > 0 and R1, R2, R3 > 0 so that
R1 < R2 < R¯ < R3 and
‖F(u, v)‖ > ‖(u, v)‖, for each (u, v) ∈ ∂CR1 ,
‖F(u, v)‖ < ‖(u, v)‖, for each (u, v) ∈ ∂CR2 ,
‖F(u, v)‖ > ‖(u, v)‖, for each (u, v) ∈ ∂CR3 .
(16)
It follows, according to Lemma 2.2 (using inequalities (11) and (16)), that there exist three positive solutions
(u1, v1), (u2, v2), and (u3, v3) of System (Ra,b,λ) satisfying
R1 < ‖(u1, v1)‖ < R2 < ‖(u2, v2)‖ < R < ‖(u3, v3)‖ < R3. 
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4. Concluding remarks and examples
Suppose the functions a(t), b(t), c(t) and d(t) are non-negative continuous functions such that b(t) 6= 0,
c(t)d(t) 6= 0 and ‖a‖∞, ‖b‖∞ < 8. Consider the non-decreasing continuous functions f1, f2 : [0,+∞) −→
[0,+∞) such that fi (u) > 0 for u > 0 and i = 1, 2. In addition suppose that for i = 1, 2 we have
lim
u→0+
fi (u)
u
= lim
u→∞+
fi (u)
u
= 0.
Then we may apply Theorem 1 for the nonlinearities given by
g(t, u, v) = a(t)u + b(t)v and f (t, u, v) = c(t) f1(u)+ d(t) f2(v).
We notice that if a(t) ≡ 0 and b(t) ≡ 1 we obtain an application of Theorem 1 to the fourth-order boundary value
problem (Fa,b,λ).
On the other hand, we observe that the change of variable t = Ar2−N+B where A = (r1r2)N−2/(r N22 −r N−21 ) and
B = r N−22 /(r N22 − r N−21 ) transforms System (Ea,b,λ) in annular domains into the second-order ordinary differential
system (1), where the nonlinearities f and g are given by
g(t, u, v) = d(t)h
((
A
B − t
)1/(N−2)
, u, v
)
,
f (t, u, v) = d(t)k
((
A
B − t
)1/(N−2)
, u, v
)
,
d(t) = (1− N )2 A
2/(N−2)
(B − t)2(N−1)/(N−2) ·
Thus assuming hypotheses similar to assumptions (H1) through (H5) for the functions h and k, we may apply
Theorem 1 to obtain a multiplicity result for System (Ea,b,λ).
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