This paper analyze the global error of the fast multipole method(FMM) for two-dimensional Helmholtz equation. We first propose the global error of the FMM for the discretized boundary integral operator. The error is caused by truncating Graf's addition theorem, according to the limiting forms of Bessel and Neumann functions, we provide sharper and more precise estimates for the truncations of Graf's addition theorem. Finally, using the estimates we derive the explicit bound and convergence rate for the global error of the FMM for Helmholtz equation, numerical experiments show that the results are valid. The method in this paper can also be applied to the FMM for other problems such as potential problems, elastostatic problems, Stokes flow problems and so on.
Introduction
The fast multipole method(FMM) propsed by Rokhlin [1] that has been widely applied in sovling particle interaction problems and boundary integral equations. For solving a dense linear system with N unknowns by an iterative method, it will require O(N 2 ) operations for storing the matrix and computing the matrix-vector product. FMM can reduce the computing time and memory requirement to O(N ). Some applications of the FMM for solving the Helmholtz equations can be found in [2] - [8] .
Few studies were devoted so far to a serious estimation of the error of the FMM, especially for the global error. Most of the existing works only focused on the estimation of the truncation error of the multipole and local expansions, see [1] - [3] , [5] , [9] - [11] , some of them got the bounds which involve unknown constants. In addition, some predictions and control methods for the global errors of FMM were proposed, see [4] , [7] and [12] , those articles give empirical formulas to determine the truncation numbers of the multipole and local expansions.
However, in FMM for solving the Helmholtz equations, the errors are produced in each step of the algorithm, not only multipole and local expansions, but also M2M, M2L and L2L translations.
For such a complex algorithm, one expect to study its global error by theoretical method. The most interesting and important two problems are: how to describe the global error, and how to estimate its bound.
In the FMM for Helmholtz equation, the multipole and local expansions, M2L translations are based on Graf's addition theorem for H (1) m , whereas M2M and L2L translations are based on Graf's addition theorem for J m . Graf's addition theorem is [13, 14] : B m+n (|x|)e ±i(m+n)θx J n (|y|)e ∓inθy , |y| < |x|,
an alternative form is:
B m (|x + y|)e ±imθx+y = ∞ n=−∞ B m−n (|x|)e ±i(m−n)θx J n (|y|)e ±inθy , |y| < |x|,
where m ∈ Z, B denotes J, Y, H (1) , H (2) or any linear combination of these functions. When B = J, the restriction |y| < |x| is unnecessary. In FMM solver, the infinite sums (1) and (2) were truncated, we denote the remainder term of (1) 
Error of FMM for Helmholtz equation
Let Ω ⊂ R 2 be a bounded domain with a connected boundary ∂Ω, the solution of Helmholtz equation 
0 (k|x − y|), x = y.
Let the potentials satisfy boundary conditions, the integral equations about (Sϕ)(x) and (Kϕ)(x) for
x ∈ ∂Ω are obtained.
Assume that the boundary curve ∂Ω is analytic, with a regular parametric representation of the form y(t) = (x 1 (t), x 2 (t)), 0 ≤ t ≤ 2π.
Choose an equidistant set of knots y j = y(t j ), j = 1, . . . , 2N , and use the quadrature rule, we have (Sϕ)(x) = 2 ∂Ω Φ(x, y)ϕ(y)ds(y) ≈ iπ 2N
0 (k|x − y j |)ϕ(y j )s(y j ),
where s(y j ) = x ′2 1 (t j ) + x ′2 2 (t j ). For x i ∈ ∂Ω(i = 1, . . . , 2N ), the discretized integral can be written as the product of matrix 
and vector
0 (k|x i − y j |) has logarithmic singularity, the proper numerical treatment can be found in [16] . Since A is a dense matrix, it will require O(N 2 ) operation for computing the product Az.
FMM can accelerate the computation of Az. In FMM, the node-to-node interactions are replaced with cell-to-cell interactions by a hierarchical tree structure (quadtree for 2-D) of cells containing groups of nodes, which can be accomplished by the multipole and local expansions of the integrals and some translations. The FMM algorithm is described briefly below. Final product For a field point x, compute the contributions from the source points close to
Construct the quadtree
x by direct integrations, and the contributions from other source points are computed by using the local expansions.
In this section, based on the expansions and translations of the fast multipole method for the single-layer potential (Sϕ)(x), we analyze the local truncation error of each step of the algorithm, and then derive the global error of the FMM. In the following analysis, both the expansions and translations are truncated from −p to p.
Errors of the multipole moments
Suppose D is a cell that covers the field point x, C L is a well separated cell of D and located in the L level of the tree structure, the centroid of C L is O CL . By Graf's addition theorem (1), for each x ∈ D and all y j ∈ C L , when |y j − O CL | < |x − O CL |, we obtain the following multipole expansion:
where
are the multipole moments about C L .
y j+4 y j+3 y j+2
is the centroid of C L+1,i , and n S is the number of C L+1,i . For a quadtree, it is obvious that 1 ≤ n S ≤ 4. By Graf's addition theorem (2), we have the following M2M translation:
is the truncation error of M2M translation. See Fig.1 for the M2M translations. Suppose
Thus, we have
are the errors of the multipole moments M n (O CL ). We have the following theorem.
In particular, if C L is a leaf cell, then
It is obvious that the multipole moments for a leaf cell are calculated by (4) directly, then they are exact.
Errors of the expansions and translations
Suppose the field point 
is the truncation error of the multipole expansion.
is the error produced by the M2M translation.
In addition, for the main part of (8), by Graf's addition theorem (2), when |x − O DL | < |O DL − O DI i |, we obtain the following local expansion:
is the M2L translation and
is the error of the M2L translation. We call 
is the L2L translation and
is the error of the L2L translation. We call Fig.2 for the M2L and L2L translations. (11) and (14), we obtain
Errors of the local moments
In addition, since there are no L2L translation in the level 2, it follows that LL m (O D2 , p) = 0 and
What are the exact values of the local moments L m (O DL )? From the M2L translation and Graf's addition theorem, for each m ∈ Z and 2 ≤ L ≤ L max , we have
In addition,
Now, by the L2L translation
and Graf's addition theorem, we have
and
The formulas (18) and (19) can be easily derived by the mathematical induction.
are the errors of the local moments. We have the following theorem.
where (4), (11) and (16), we have
we let
In addition, from (14), (17) and (19), we have
we write
, we complete the proof of Theorem 2. ✷
Error of the final product
Suppose DA is the set of adjacent cells of D Lmax , then we can write the final product as
Since the part for y j ∈ DA is directly calculated, it is exact. The part for y j / ∈ DA is calculated by FMM. By the analysis in Section 2.1 and 2.2, we can derive the error of final product as follows:
the error E S (x, p) can be described as
,
are the centroid of D L and DI i respectively.
Proof. From the multipole expansion (6), (8) and M2L translation (10), we have
in addition, from the L2L translation (14) ,
From (20) and (21), we conclude that
By (7), (9), (12), (15), we prove the conclusion. ✷
In fact, we can derive another description of E S (x, p). Since the final product is computed by using the local expansion, it follows that
thus we have
Fig .3 . The case of unconvergent multipole expansion.
It is worth pointing out that, by Graf's addition theorem, the multipole expansion (6) is divergent
For domain Ω with corners, a uniform mesh yields poor convergence and has to be replaced by a graded mesh. In this case, the cell D L and its well separated cell DI i may be in different level. If DI i is a leaf cell and in the level Fig.3 ), it follows that the multipole expansion is either poor convergence or not convergence. Thus, in order to ensure the convergence of
We first estimate the bounds for R B m,p (x, y) in this section. Since B −n = (−1) n B n , it follows that
thus, we have
For simplicity, we let
It is obvious that B We first give the monotonicity of J n and |H n | in the following lemmas.
Proof. By Lemma 1, when n ≥ y > 0, J n (y) is a positive and increasing function of y. Hence, when p ≥ y and 0 < y ≤ b, we have
By Lemma 2, |H n (x)| is a strictly decreasing function of x. Thus, when 0 < y ≤ b < a ≤ x and p ≥ y,
The proof is complete. ✷ We study the upper bounds for J n (z) and Y n (z) below. For each n ∈ N and real number z ≥ 0, the following upper bounds for J n (z) hold [13, 14] :
We now study the bound for Y n (z) by its limiting form [13, 14] :
where n is a positive integer.
Proof. From [14] , when n ≥ 0 and 0 < z < y n,1 , Y n (z) < 0, where y n,1 is the first positive zero of Y n (z). In addition, when n ≥ 0, n < y n,1 . Thus Y n (z) < 0 when 0 < z ≤ n. ✷ Lemma 5 Suppose n ∈ N + , z ∈ R and z > 0. Let C n (z) be defined by
When n ≥ z + 1, C n (z) > 1 and
• For fixed n, C n (z) is a strictly increasing function of z, and as z → 0, C n (z) → 1;
• For fixed z, C n (z) is a strictly decreasing function of n, and as n → ∞, C n (z) → 1.
Proof. First, by the definition of C n (z), we have
In addition, the recurrence relations [14]
hold. Now, adding (24) and (25), by (23), we have
By Lemma 4, when 0
In addition, by the limiting form of Y n (z) as z → 0, for each n ≥ 1, C n (z) → 1(z → 0). Thus,
Next, by (24) and the definition of C n (z), we have
by Lemma 4, when 0 < z ≤ n − 1, Y n−1 (z) < 0, thus
From Stirling's approximation [17] ,
it follows that
By asymptotic expansion of Y n (z) [14] , we have C n (z) → 1 as n → ∞. ✷ From the upper bounds for J n and Y n given in this section, we derive some bounds for B B m,p (x, y) in the following lemmas.
Lemma 6 Suppose m, p ∈ N, x, y ∈ R with x, y ≥ 0. When p ≥ max{ex/2, ey/2},
when p ≥ max{ex/2, ey/2, m},
Proof. The proof can be found in [20] .
where r = y/x and
the function C n (x) is defined in Lemmas 5.
Proof. From the upper bound of J n and Lemma 5, when p + m ≥ x,
where r = y/x < 1. When m = 0,
.
The proof is complete. ✷
In the next lemma, we will give a more concise bound for the infinite sum in Lemma 7. However, the conclusion only hold for the case 0 ≤ r < 1/2.
where r = y/x and the function C n (x) is defined in Lemmas 5.
Proof. From the proof of Lemma 7, when p ≥ x and m ≥ 1,
We define 
From (26) and (27), we see that
Thus, when m ≥ 1,
When m = 0, the conclusion obviously holds. ✷ For the bound of B H m,p (x, y), by the monotonicity of |H n | (Lemma 2), we have
In addition, by Lemma 5, when n + m ≥ x + 1,
In fact, by Lemma 5 and the Stirling's inequality [17] :
we can give another upper bound for |H n (z)|. When n ≥ z + 1, it follows that
At the end of this section, we performed some numerical experiments to test the bounds given in Lemma 7 and 8. Since the exact value of the infinite sum
is unknown, we approximate it by the finite sum:
Therefore, the relative truncation error can be approximated by It is obvious that the approximations of s m (x, y) and ǫ m,p (x, y) are all less than their exact values.
In Fig.4 , fix x = 3, y = 1 and m = 10, the approximation and bounds for ǫ m,p (x, y) are plotted as functions of p. In Fig.5 , fix p = 40, the approximation and bounds are plotted as functions of m.
From the results, we see that the bounds given in Lemma 7 and 8 are all sharper than those from [20] . In addition, the bound in Lemma 7 is sharper for larger p and smaller m, the bound in Lemma 8 is extremely sharp for each p and m.
In Fig.6 , the approximation and bounds for ǫ p,p (x, y) are plotted as functions of p. From the results, we see that the bound in Lemma 8 is in close agreement with the approximation.
From the above analysis, when 0 ≤ r < 1/2, the result in Lemma 8 is more satisfactory, but when 1/2 ≤ r < 1, the result in Lemma 7 is useful.
Bound for E S (x, p)
We will estimate the bound and convergence rate for E S (x, p) in this section. Assume the boundary curve ∂Ω is divided into 2N points and covered by a square with length d. For
where O CL+1,i is the centroid of C L+1,i , and C L+1,i is the child of C L . It is obvious that
In addition, for each source point y ∈ C L+1,i , the inequality |y − O CL+1,i | ≤ d L hold (See Fig.7 ). From Fig.8 , we see that Let DI i be the well separated cell of D L , which is located in the L DI i level of the tree structure and 0 ≤ L − L DIi ≤ 2. From Fig.9 , we have
Suppose the field point
and for each source point y ∈ DI i ,
where O DIi is the centroid of DI i . The values of ε L−LDI i , ζ L−LDI i and η L−LDI i are shown in the following Table 1 .
If DI i covers M DI i source points y, then for x ∈ D L , we write
In fact, N i (x) is the number of the source points far away from x.
In addition, since Ω is a bounded domain and ϕ(y) is a continuous function on ∂Ω, we let
We will estimate the bound for E S (x, p) in the following sections.
Bounds for errors of the moments
To estimate the bound for E S (x, p), we should first give the bounds for errors of the multipole moments.
is a leaf cell and
, from Theorem 1 and
where C L+1,i is the child of C L . In addition, for the leaf cell
By Lemma 6, when p ≥ ekd L /2, we have (31) and (32), we have
where M CL+1,i is the number of source points in
By this method, we can induce that
The proof is complete. ✷ We also want to estimate the bound for EL m (O DL , p). However, since the formula of EL m (O DL , p) is a very complex recurrence relation, it is very difficult to give a sharp bound. Thus, it is almost impossible to estimate the bound for E S (x, p) by (22). From Section 2.3, we see that
it follows that EL m (O DL , p) → 0(p → ∞).
Bound for E S (x, p)
In this section, we will estimate the bound for E S (x, p) proposed in Theorem 3. For simplicity of presentation, we denote the four parts of E S (x, p) briefly by
We will give the bounds for E S,1 (x, p), E S,2 (x, p), E S,3 (x, p), E S,4 (x, p) in the following theorems.
Theorem 4
Suppose the boundary curve ∂Ω is divided into 2N points and covered by a square with length d. For each field point x ∈ ∂Ω, when p ≥ ε I ekd/16,
and C p is defined in Lemmas 5.
by Lemma 3, when p ≥ kη I d 2 , we have
in addtion, by Lemma 6 and 7, when p ≥
where I = max{i|N i (x) = 0} and
which proves the theorem. ✷ Theorem 5 For each field point x ∈ ∂Ω, when p ≥ 3kd/8 + 1,
where A = ϕ(y)s(y) ∞ and ς 2 is defined in Lemma 9.
Proof. If L DIi < L, then DI i is a leaf cell and
by Lemma 2 and 9, when p ≥ ekd 2 /2,
Since M L,0 (x) ≤ N 0 (x) < 2N , and from (30), it follows that
This proves the theorem. ✷
We will give the bound for
Theorem 6 For each field point x ∈ ∂Ω, when p ≥ ζ I ekd/16,
substituting the multipole moment (4) into the above formula, and by |J 0 (z)| ≤ 1, we obtain (28) and the upper bounds of J n (z), for each 1 ≤ n ≤ p, 
by Lemma 5, we have
Now, by the inequality
we obtain
where η i = 2 i+1 . For simplicity of notation, we let
an easy computation shows that
From (33) and (34), we prove the theorem. ✷ Theorem 7 For each field point x ∈ ∂Ω, when p ≥ kd/2,
where γ 0 and ς 2 are defined in Theorem 6 and Lemma 9 respectively. and (29), when p ≥ 4 √ 2kd 2 , we have
This proves the theorem. ✷ Theorem 8 For each field point x ∈ ∂Ω, when p ≥ 3kd/8 + 1,
where c is a constant and
by Lemma 2, for each m ∈ Z, it follows that
where c m is a positive constant, which is independent of O DL , p and y j . In addition, for each L,
where c = max{c n | − p ≤ n ≤ p}. From Lemma 6 and (30), when p ≥ 3 √ 2kd 2 + 1,
which completes the proof. ✷ From Theorem 4 to 8, we can give the bound for E S (x, p) by
Furthermore, we can also derive the estimate for the 2-norm of the vector
as follows.
Theorem 9
Suppose the boundary curve ∂Ω is divided into 2N points and covered by a square with
Proof. We only give the proof for E S,31 (x, p). From Theorem 6, for each x j ∈ ∂Ω, when p ≥ ζ I ekd/16,
which proves the conclusion. ✷ From Theorem 9, we can derive the convergence rate of E S (x, p) 2 in Table 2 . Table 2 . Convergence rate of E S (x, p) 2 and the errors are:
The multipole expansion:
in which
It follows that
The local moments about D L are:
The lemmas in Section 3 can also be used to estimate the bound for E K (x, p). Suppose B denotes J, Y or H, by the recurrence relations [14] We can give the bound for E K (x, p) in the following theorem.
Theorem 10
Suppose the boundary curve ∂Ω is divided into 2N points and covered by a square with length d. For the field point x j ∈ ∂Ω(1 ≤ j ≤ 2N ), when p ≥ max{3kd/8 + 1, ζ I ekd/16 + 1},
Consider the boundary integral operator (Sϕ)(x) = ∂Ω Φ(x, y)ϕ(y)ds(y), x ∈ ∂Ω, the boundary curve ∂Ω is kite-shaped, with the parametric representation ∂Ω : (cos t + 0.65 cos 2t − 0.65, 1.5 sin t). 0 ≤ t ≤ 2π.
We choose a square with length d = 4 covering ∂Ω, see Fig.10 for the geometry.
d Fig.10 . The kite-shaped domain.
The boundary is divided into 2N = 1000 points, and the leaf cells of the tree structure cover up to ln N = 6 points. Thus, an adaptive quadtree structure is constructed. In addition, we fixed the wave number k = 5 and the density function ϕ(y) ≡ 1. An easy computation shows that A = ϕ(y)s(y) ∞ ≈ 2.2718.
We first test E S (x, p) and its bound for the fixed field point x. From Theorem 4 and 6, the bounds for E S,1 (x, p) and E S,31 (x, p) are dependent on I and N i (x), thus we choose three representative points x 1 , x 32 and x 94 , see Table 3 for details. Table 3 . Three representative points In what follows, the exact values of E S (x, p) are computed by the formula given in Theorem 2, and we fix the unknown constant c = 1.2 in the bound of E S,4 (x, p). In Fig.11, 12 and 13, the four parts of |E S (x 1 , p)|, |E S (x 32 , p)|, |E S (x 94 , p)| and also their bounds are plotted as functions of p respectively.
From the results, we see that the bounds and exact values are in good agreement. More concretely, when I = 0 (Fig.11) , |E S,3 (x, p)| and its bound are all larger than the other three, when I = 1 (Fig.12) and 2( Fig.13) , |E S,1 (x, p)| is the largest. 
Conclusions
This article focuses on the global error of fast multipole method for Helmholtz equation. Explicit bounds and convergence rates of the global errors were derived. From those results, we see that the two main parts of the global errors are E 1 and E 3 , that is, the errors of multipole expansion and M2L
translation. Thus, for fixed error ε, we can estimate the smallest truncation number p by the bounds for E 1 and E 3 .
In FMM, two kinds of tree structures are available, namely symmetric and asymmetric tree structures. It is well known that the asymmetry tree structure is more compact and efficient than the symmetric one. However, in the symmetric tree, all the leaves are in the same level, it follows that
Our results show that the FMM with symmetric tree has higher convergence rate than that with asymmetric one.
In this paper, the global error of the FMM for Helmholtz equation was described as the expression of R B m,p , and we estimate the bounds for R B m,p by the limiting forms of Y n (z) and J n (z) as z → 0, which have the same forms with those in potential problems. Thus, the proposed method and results can be easily applied to study the global errors of the FMM for potential problems, elastostatic problems and Stokes flow problems.
