A loglinear item response theory (IRT) model is proposed that relates polytomously scored item responses to a multidimensional latent space. Each item may have a different response function where each item response may be explained by one or more latent traits. Item response functions may follow a partial credit model (D. Andrich, 1978; and G. N. Masters, 1982), a multidimensional Rasch model (G. Rasch, 1961; and E. B. Andersen, 1973, 1983), or other forms of response functions to be defined by the user. Conditional maximum likelihood estimates are derived, and the models may be tested generally or against alternative loglinear models. The latter tests are sensitive to deviations from local independence subgroup invariance or assumptions about the form of the operating characteristic curves. The model was illustrated through application to data from a test to identify learning problems in Dutch children from 4 to 6.5 years of age. Fifteen items were administered to 66 children aged 4 to 5 years, 132 children aged 5 to 5.5 years, and 65 children aged 5.5 to 6 years. Three appendices illustrate the dichotomous Rasch model, the partial credit model, and Rasch's multidimensional model.
or other :orms of response functions to be defined by the user.
Conditional maximum likelihood estimates are derived and the models may be tested generally or against Loglinear models have been used for the estimation and testing of IRT models (Cressie and Holland, 1983; Duncan, 1984; Kelderman, 1984; Tjur, 1982) . They have proved useful in the solution of practical psychometric problems such as item bias detection (Kelderman, 1985) and equating (Kelderman, 1986 (Rasch, 1961; Andersen, 1973 Andersen, , 1983 or to a graded response model (Andrich, 1978; Masters, 1982) requires ability Oil and 0i2 each once.
Producing the formula '1(15-6)' requires only Oil.
Let Bjq(x) be the number of times that a person has to apply latent trait q to produce a response x on item j and let 4i(x) be a parameter describing the easiness of response x of item j. The probability that subject i has a response x on item j can now be written as: are both right responses involving one successful application of the latent trait. Both responses, however, may not be equally likely as the parameters j(1) and j(2) may differ. ISF (c) describes the partial credit model (Andrich, 1978; Masters, 1982 )(see Appendix II). The response x=2 has the score 2 indicating that the latent trait has to be applied twice to obtain the correct answer. The response x=1
corresponds to a partial answer, for which the latent trait has to be applied only once.
In ISF (d) through (h) two latent traits are involved.
In ISF (d) the response x=1 and x=2 each depend on a different latent trait. This is the multidimensional Rasch model described by Rasch (1961) Obviously a combination of (c) and ( 
which does no longer depend on Oi.
If it is assumed that individuals respond independently cf one another. model are considered random parameters.
Model (7) is a quasiloglinear model for an incomplete item 1 x item 2 x x item k x score 1 x x score s contingency (Bishop. Fienberg and Holland, 1975; see 5.4; Haberman, 1979, see 7. 3).
Unless further restrictions will be set on the 0 parameters they will not be identifiable. To formulate identifiability conditions for model (7) first rewrite it as (8) log mt = at + Dt.. If D does not satisfy these identifiability conditions certain columns must be removed, which is equivalent to setting the corresponding parameters to zero. To derive the likelihood equations, it is assumed that the identifiability conditions are met.
Poly ,tomously Scored Items
The conditional likelihood of model (7) is ( for $ and setting them to zero. This yields the equations (Andersen. 1980; Haberman. 1975) 
V t .
Solving (12) for the parameters 0j(xj) yields maximum likelihood estimates of the parameters.
The system (12) can be solved iteratively by a Newton
Raphson Algorithm (Adbey and Dempster. 1974) to small, however, the approximation of the distribution of X2 and G2 by a chisquare distribution becomes inappropriate (Lancaster, 1961; Koehler, 1977 Koehler, , 1986 Larnz, 1978) . Although the distribution of X2 is generally closer to chisquare than G2 (Cox and Plackett, 1980; Larnz, 1978) . The traditional criterion for the size of ths expected counts is five but if the distribution is smooth the minimum expected count could be as small as one (Cochran, 1952 violations of the local independence assumption and models that are sensitive to deviation of subgroup invariance.
In the first type of the model, parameters describing an interaction between one or more sum scores tq and an item response xj may be added to model (7). For example, the model (17) Log mxt = at + E Si(xj) + $qj(tqxj) j=1 contains a model term $qj(tqxj) describing the interaction of the score tq and item response xj comparing (17) against (7) using the likelihood-ratio test (16) given and was correctly applied (e.g. shorter rather than longer). Small children may be unable to produce the correct specific concept (e.g. longshort) but use the general size concept 'big-small' instead. If 'big-small' is correctly applied (e.g. the shirt is smaller) the answer is rated partially correct. All other answers are rated incorrect.
Three ISF are applied to this data: the one dimensional partial credit model (1PC, Figure 1c) , the two dimensional partial credit model (2PC, Figure lf ) and the two dimensional Rasch model (2RM, Figure 1d ). In the 1PC it is hypothesized that one spatial ability has to be applied twice to obtain the correct answer: once to know the extensiveness of the objects (e.g. small or large) and once to identify the correct dimension (e.g. short-long).
In the 2PC model both processes are supposed to depend on distinct abilities, an extensiveness ability and a specific concept ability. To produce the correct answer both abilities have to be applied once. To produce the partially correct answer (small) only the first ability is needed.
Finally in the 2RM model two latent abilities are conjectured: a general extensiveness and a specific extensiveness ability. The general extensiveness ability is applied to get the partially correct answer and the specific extensiveness ability is sufficient to produce the correct answer. The difference between the 2PC and the 2RM model is that 2RM does not require an application of a general extensiveness ability to produce the correct answer but the 2PC does.
For all three ISF's two models are fitted: model (7) where the item response parameters are invariant over subgroups: where Sj = (.j(0) ,j (1)). This is identical to the dichotomous Rasch model. Kelderman.
H.
(1986). 
