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                            ABSTRACT
. System analysis and synthesis by Markov renewal
     processes (which include renewal processes and discrete
   • time Markov chains as special cases) are discussed in
     this thesis. . '
                                            tt
          ReliabUity analysis of redundant systems of repair-
     abLe units are considered and the Lapaiace-Stieltjes
                                                       '
     transforms of the time distributions to first syStem
     down are obtained. Signai f'lo.w graph rnethod of obtain-
     ing the Lapaice--Stieltjes trabsforms by usi,ng Masbn's
     gain formuia is aiso presented. A standby redundant
     repairable system with preventive maintenance is also
                  '
     presented.
                                 '
         Markovian decision processeMs" and Markov renewal
              '
     pnograrns are diseussed as system sYnthesis. In
     MarkQvian decision processes the )dliey iteration 'and
     iinear Pnogrammi.ng a.lgorithms for the discounted and
, the nondis6ounted modeis ave discussed and the relation-
    ship betueen the two qlgorithms is also diseussed. ''X' A
    new a.lgorithm is proposed fi?om the relationship. '
    Numerical e'xampies and'comparison tiiith the three algo-
    rithms just mentioned above are presented for Markovian
     deeision proeesses. The similar diseussions are made
    for Markov renewai pnograms.
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   eq••!lx9!21g!pE-gtli.-SxE!iggLAI}jzl!ixEl,g.-.{g}El.-E}xfStAnaiy dSynthesis
    ' The remarkable pr.ogress of e,ngineeri.ng technigues
yields various kind of systems. The systems are from
a simple system of a. mqchine-tooi to a iarge-, .
scale system such as the Manned Spacecraft Center in
Houston. As a simple example of systems, we conSider
a systern of a. machine tool. We shall below
desevibe the problems of systern analysis and system
                              isynthesis by demonstTating the system of a Tnachine
     First we consider the p.roblems of systern analysis.
For a system of a machine tooi, the perferniance of
the system is assumed to b6 defined as that the machine
is operabie. If the machine is down, we celnnot perform
its funetion. Then we should consider the maintenanee
problem of the maehine. Before the diseussion of the '
,
maintenance problem, we should know the failure law of
the maehine. That is, pse shouid investigate the faiiure
time distribution of thb'hachine. The random variabies
oceurri.ng in such problems are a21 nonn.egative. One
of the simplest exanrpies is a random f"avl.lure law, i.e.,
the exponential failure time distribution. Some of
failure time distributions can be further considered:
The. gamma, the Weibuil, the extrerne vaiue, the trun-
cated normal, the log normal, and the regular (constant
time) distributions. In this thesis, we shall discuss
                           ..-•Kt•
                            ,A7
                       • -.l-,
x
1      the failure' time distributions as the exponential ones
     •ov the arbitfoary ones. The analysis of systerns with
      the exponential distributions is easy because of the
    " 'tmemoryless property."
           Te•maintain the system, we can consider the
                                                    '
      foilowi,ng three policies:
           (O The machine is repairable.
          (ii) The redundant machines are provided.
         (iii) The inspection or the preventive repair is
      made before failure.
           The fiTst policy is that we have repair facili-
      ties of the machine. If the machine fails, then the
      repair of the faiied machine is rnade. The repair time
      is aiso randem. The repair time distributions can be
      similarZy eonsidered as described in the failure tirne
      distributions. After the repair cornpletion the machine
      recovers itsi fungtion, i.e., 'the machine ean be
      operable. '
   . The second policy is the redundaney technique.
• That is, if tuo or more machines are provided, we rnay
L-
 use the provided machine inst' ead of the faiied rnachine.
      We can further gonsiqer the redundant repairable.
      system, i.e., the system in which the repair of the
      failed machine is made when any of the other machines
      are operable. This is a simple redundar}t repairable
      model. !f the tuo machines are provided and they are
      used aiteunatively, this systern is called a tuo-unit
      standby redundant model which wiii be discussed in
      this the'sis. We will further discuss some redundant
'
 '
                                     '
                                ..2-•
 models.
      The thind poiiey is the preventive maintenance one.
 If'the failure time distribution of the rnachine has
 !ncreasi.ng Failure Rate (IFR) [5, p. 12], i.e., the
 p?obability of the faiiure increases as the eiapsed
  --
 'time xs lo.nger, we should make the inspection or the
        -{ preventive repair before failume since the inspection
 or the preventive repair is easier and shorter in time
 than that of the usual repair.
      Systerns eonsidered in this thesis are redundant
 systems of rnuitiple units (or 'sul)systems) each of whieh
 is repairable. The "unit" refers to a maehine, a
 computer, a. generatov, and bthers. . Systems
                ,with preventive maintenance are also eohsider'ed.
 ' !n this thesis, we shaU consi.der th6 'situations
where the totai system failure is a catastrophe. The
Tecent lqrge-scale and complicated systerns have such
  --
situ4txons. Then our concern of the systems is the
time to first system down starti.ng in an initial r
state. We shalZ diseuss the time to system down
thro.ughout ChaPters !-V.
iS!lzESsgLEzRSAgg!sLstSMth •
  , Second we consider the problems of systern synthesis.
In this thesis we shall discuss Markovian deeision
proeesses and Markov renewal programs as the problems
of system synthesis. A Markovian decision process is
a stoehastic sequential decision process based .pn.a
discvete time Markov chain. Demonstrating a system.
     T.ef a machine .tooi just mentioned above, we desc•ribe
                     .t/
                     '
                      '1)
                       ,
                                         .




a simple example of Markovian decis.iop processes or
Markov renewaZ programs.
     Consider a systern of a machine tool. The
machine can be operated synchronously, say once an
houn. At each period there are tuo states; one is
operati.ng (state i), and the other is a condition of
faiiure (state 2). If the machine faUs, the machine
can be restored to perfect functioning by repair. At
any period, if the machine is running, we are assurned
to eann the return of $3.00 per period; the probability
of being in state 1 at next step is O.7, the probability
of moving to state 2 is O.3. rf the machine is in
failvre.eondition, we have tuo actions to repair the
failed machine; one is a rapid repair which reguires
a cost of $2.00 (i•e., a return of L$2.00) with '
the probability of movi,ng to state l of o.6, another is
a usual repair which yields the cost of $l.OO (i.e.,
q return of.." -$1.00) with the probabiiity'of rnovi.ng
to state l of O.4. Fbr the model considered, there
are two e}.lternatives availa])le in each state. The
state transition di.agrams of the alternatives are .




      O. 6 ,,
Rapid repair
      Fig. O.Z Transition diagrams
      rriaintenanee problem.
                         '
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Usuat Repair
 for the thaehine
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      Undev these situations, what strat',egies we rnay
 cheose to maximize the total expected return starting
 - e-- m some imtzal state? We now consider a time planning
 horizon. Zf a time planning horizon is finite, then
we call the case a "finite horizon problem." A finite
hOrizon problem can be direetly formulated by Dynamic
Pr.ogramming and an optimai strategy which is a sequence
of decisions for each state can be obtained by means
                                                    'of.a recurrenee reiation. On t.he other hand, if a tirne
          'pianning horizon is infinite, then we eall the case
an "infinite horizon problem."'
 In this case, we can
not appiy either the dynamic programming approaeh or
the divect enumeration approach since the number of
the strat.egies considered is infinite. Furthermove,
the totaL expected return is not necessari!y eonvergent.
Then, we consider two approaches for the infinite
horizon problem. One is an introdqction of a descount
factor and the other is an introduetion of average
retum pet period; .•aproblem of the former type is "
caUed a "diseounted problem" or a "probZem with dis-'
counti,ng." If we introduce a discount factor 3 (O-ÅqBÅql)'
,
a unit retutn at the n peviod is worth oniy Bn, and
the totai expected return is always convergent. For
the discounted problem we may consider t.he total
expected Teturn ascour objeetive function. On the
other hand, we may consider a "problem with no dis-
counti.ng" or a "nondiscounted probiem." For the non-
discounted problem we may consider the average return
per period in the steady state as our objectiv'e
-5-,
Y
'   function, if the total expected return is divergent.
  We can aiso consider a case where the total expected
   return is conve.rgent for a nondiscounted problem.
   ' Oum main concerns are to find a strategy for
  maximizi.ng the. given objective function, and to
   determine its maximum value. Such proeesses are
   called•Markovian Deeision Proeesses.
       Markovian decision processes are based on discrete
  'time Markov chains. We can extend a discrete time
  process to a continuous time process. Let us consider
   an exarnple similar to the preceding one. In the pre-
   ceding example, we have considered that the maehine is
   operated in diserete time. We ean also consider a
                           v
   machthe which ean be operated continuously in time.
   If the machine fails, it is repiared.by either usual
   or rapid.repair action. The distribution of the
            t
          '
   running time is F12(t) (tZ.O), while Åíhe tuo distribu-
   tions of compieti,ng a repai]? .al?e F21 (t) (t-ÅrQ), k = l
   and 2, respectively, where k denotes any action in
t state 2..Furthgrmore, vÅëe may consider returns which
   dqpend on the duration of the 'elapsed time in any
   state. Such a process is based on a Ma]pkov ]?enewal
   proeess or a semi-Markov procesS; we eali it a '
  MazTkov RenewaZ PTogrcun or a Semi-Mavekovian Decisaon
  Process. As a planning horizon we can consider either
   a. finite or an infinite horizon. Here we shall
   consider only an infinite horizon problem for Markov
   renewal pr.ograrns.
        ,
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'          • O. 2. Review of the Literature "
      We review the literatuTe on system analysis and
 synthesis in this section. The bTacketed number stands
 for the reference listed in the end of this thesis.
      Many contributions to the reiiability theory have
been written and a ia.rge number of recent papers will
be' published in technical articles. Ba]7iow and
Prosehan [5] summarized an excellent book ernphasizing
 the mathematical theory in i965. In i965, the Russian
                               'mathematicians Gnedenko et al. summarized a book of
the reiiability theory and it was translated in
English [35] in 1969. '
     The rneasures of reliability have begn defined by
rnany authors and summarized by Barlow and Prosehan
[5, pp. 5-8]. The measures of reliability are:
Reliabiiity, Pointwise availabiiity, lnterval avail-
ability, Limiti,ng interval avaiiabiiity, Interval
reliabUity, and so on. Hosford [39] has defined "'
three measures of dependability of the system.
     The reliability analysis of two-unit redundant
systems has been discussed by Epstein and Hosfovd [26].
Gaver [32, 33] and Liebowitz [49] have discussed a
 'two-unit paraileled (or standl)y) redunda.nt system.
Harris [37] has also discussed a two-unit paralleled
redundant sys' tem in which the two units are correlated
eaeh other. Gnedenko et ai. [35] and Srinivasan [58]
have discussed a tuo-unit standby redundant system
under the most. generalized assumptions. Srinivasan [60]
-,7-
    '
has discussed the same system with noninstantaneous
     Muitiple unit redundant systems have been dis-
cussed by Barlow [1], Halperin [36], and Srin;vasan
[59]. Downton [23] has discussed m-out-of-n systems.
The reliability analysis for the multiple unit redun-
dant systems by the int.egral eguations of the renewal
type has been discussed by Gnedenko [34].
     The. graphic representation of systems plays an
important role in the system theory. In particular,
signal flow. graphs are applicable to the reliability
analysis. The signal flow graphs have been first
discussed by Mason [51, 52]. The appiications of
signal flow graphs are found in H.uggins [42, 43].
The relatioriship between Markov processes and signal
flov graphs in the reliability theory has been inves-
t.igated by Dolazza [22] and Tin Htun [62].
     The preventive rnaintenance theory has been dis-
eussed as the heplacement prbblerns by Barlow and
Hunter [3], Barlow and Proschan [4, 5], and others.
Flehinger [12, l3] has discussed some interesting
preventive maintenance policies as the marginal
checking and ma.rginai testi,ng.
            '
     A Markovian deeision proeess was first introduced
in 1957 by Bellrnan [6]. In l960 Howard [4Q] published
an excellent book in which he discussed some types of
Mar'kovian decision proeesses and gave the policy itera-
tion a.lgorithms for some types of the processes. For
-8-
the ' discounted process Blaekv(ell [9] has studied
nigorously the process and shown that there exists a
B-optimal stationary strat,egy. Linear programming
formulation of the discounted process has been first
given by D'Epenoux [21]. De Ghellinck-Eppen [i7] have
aiso discussed linear programTning'formulation. Inte-
resti,ng numerical examples such as the taxieab problem
and the automobiie repiaeement problem are found in
Howard [40].
     Markovian deeision processes with no discounting
have been also discussed by Hokard [40]. Howard [40]
has. given the policy iteration algorithm for the
aompletel-y -ergodic Markovian decision process and the
multichain Markovian decision process. The Rigorous
discussions for these proc' esse$. have been studied by
Black,weU [9]. BlackweU [9] has aiso defined a
1-optimal strat.egy. Veinott [63] .has further. given
the poiicy iteration qlgorithm for findi.ng l-optimal
strategies. Optimality of stationary strat.egies has
been. given by Derman [20], BlaekweU [9], and others.
Linear pnogrammi,ng formulation has been, given by
Manne [50], Woifd-Dantzig [65], apd others. Fo]7 the
nondiscounted model the terminati,ng pvocess has been
discussed by Howard [40] and Eaton-Zadeh [25].
     Markov renewal p]7ograms have been fiTst discussed
by JeweU [44, 45]. Howard [41] and De Cani [l6] have
al'so studied the policy iteration algorithm for the
proeesses. Optimality of stationary strategies has
beeq given by Denardo [18] foT the discounted model
-9-
and by Fox [31] for the nondiscounted model. Denardo-
Fox [19] have further studied the rnultichain Markov
renev(al pr,ograms.
     ThQugh we omit in this thesis, the following
models are of interest: Markovian decision processes
with state and action spaces having nonempty Borel
sets have been discussed by Blackwell [IO], Strauch [61],
and others. Brown [ll] has considered Ma]?kovian
decision processes fvom the viewpoint of dynamic pro-
gramrning [7, 8]. Contraction mappi,ngs in sequential
decision processes have been discussed by Denardo [l8].
Stochastie, garnes are also of interest (see Shapley [55]
and Hoffman-Kaxp [38]). Applications of Markovian
decision processes are fgund in Klein [48] and others.
    .In the final part of this section we review
mathernatical tools used in this thesis. Renewal pro-
cesses are ef irnportance throughout this thesis. The
theory of renewal processes are summarized in Srnith
[57], Cox [14], and Feiler [28]. Discrete time Markov
chains are summarized in Kemeny-SneU [47] and Feller
                                                   •-[27]. Markov renewal processes, which are extensions
of renewal processes and Markov pvoc'esses, play an
important role thrQughout this thesis. For Markov
renewal processes, Smith [56], Pyke [53, 54], and
Barlow [2] have discussed' 1'n' detail. Linear pr.ogram-
mi,ng theory is found in Dantz,ig [l5].
                 '
-IG-
             O. 3. 0utline of the Thesis
     [[his thesis is devided into Introduction, Chapters
r-V!XI, Conclusion, and References. Here we describe
the outiine of each chapter.
     Chapter ! discusses the reliability analysis for
two-unit redundant systems by int.egral equations of
renewal theory. The three types of two-unit standby
(or paralleled) redundant systems will be investigated.
Applyi.ng thb integrai equations of renewal theory, we
                                                 'shaU analyse each of the three systems.
     Chapter II discusses the reiiability analysis for
redundant systems by integral equations of the renewal
type. This chapter studies relichility qnalysis for
multiple unit redundant systems of dissimiiap units by
using integral equations of the renewal type. Some
special rnodeis are also discussed.
     Chapter !U discusses the signal flow. g,raph analysis
for'systems.' The relationship betueen Markov renewai
processes and signal •fiow, graphs is investigated and '
some examples of the stgnat'
 flow Jgraph analysis for .
pedundant systems ave present'ed.
                                            '
     Chapter rV discusses a two-unit'standby redundant
system with standby faiXure. Taki.ng account of the
faUure .of a standby unit, we shall deriye the Laplaee-
Stieltjes transform of the tirne distribution to first
system down ahd its mean time. .The analysis is made
by usilpg the signal flow. graph method obtained in the
preceding ehapter. '
     Chapter V discusses a two-unit standby redundant
                         -u-
system with repair and preventive maintenance. Consi-
deri.hg the repair and preventive maintenance policies
                                                     'for a two-unit standny redundant systern, we shall
obtain the Lap4ace-Stieltjes transform of the time
distribution to first system down and its mean time.
The analysis is a!so made by using the signal flow graph
rnethod obtained in Chapter 1!!.
     Chapter VI discusses Markovian decision processes
with discounting. Definitions and notations of
Mapkovian decision processes are introduced. The
policy iteration algorithm is discussed and the linear
                               'programmi.ng formulation is studied. The relationship
between the above two ql &orithms is discussed and
numerical examples are presenteq.
                                    '
     Chapter VXr discusses Markovian decision processes
with.no discounti,ng. Some properties of the pvocesses
are provided and the poliey iteration algorithm is
discussed for the gornpletely e.rgodic process. Linear
pnograrnmi.ng formulation is also presented for the com-
ple!.ely e.rgodic proeess. The reLationship between the
above tuo a.lgorithms are discussed and a new a.lgorithm
is proposed. Comparison among the above three aigorithrns
is dernonstrated for the automobile ,;eplacement problem.
The tevminati.ng process is also discussed. Linear
pr.ogramming considerations for the multiehain ' process
is finaily presented.
     Chapter VIIr discusses Markov renewal pr.ograrns.
Markov renewal proeesses are defined and sorne useful
properties are provided for the preliminaries. Markov
-Z2-
'                                    '
      '
                        'renewal processes with returns are also discussed for
the discounted case, the nondiscounted case, and the
     --termxnatz,ng case. Markov renev(al programs are intro-
duced. For the nondiscounted model the policy iteration
and the linear programmi,ng algorithms are discussed and
'the reiationship between the above two qlgonithms is
investigated. We shail alsq discuss the two qlgorithms
for the nondiscounted model and the tqrminating model.
     eonciusion summarizes the results of this thesis
and describes further problerns of system analysis and
                              'synthesis. Pubiications iist of the author are
                     'presented.
     References are provided in the end of this thesis.
-l3-
                      CHAPTER I
 REL,IABILITY' ANALYSIS FOR TWO-UNIT REDUNDA/NT SYSTEvlS
       BY INTI]GRAL E([l!I.IATIONS OF RENEWAL THEORY
                  1. 1. Introduction
     Reliability analysis for a redundant repairal)le
system is important and basic in the theory of relia-
   'bility. Many contributions to the reliabUity analysis
for such a system have been made by Gaver [32, 33],
Downton [23],Gnedenko [3g], Srinivasan [58, 59, 60],
and others. In this chapter, we shail only discuss
two-unit redundant repairable models. A tvifo-unit
redUndant repairable modei is basic and applical)le to
many practical fie2ds. ÅqWe shall analyse the foilowing
                                   'three models:
    '
       (i) A two-unit paraiieied redundant system.
      (ii) A two-unit standby redundant system.
     (iii) A two-unit standby redundant system with
              --
            PMomty. . .
Here we assume that the switchover.time is instantaneous
         'foin models (i), (ii), and (iii). !n this chapter, we
shall analyse these rnodeis systematically and elegantiy
by using the integral eguation of renewal theory [14]•
     Consider a system eomposed of two units as a
general model described above.. Appropriately labeling
the number of units, we may call unit l and unit 2.
We assgme that unit i (i = 1, 2) obeys its failure
time distribution FTi(t) (t ;) O) and its repair time
                          -l4-
distribution eq(t)(t2 O). These distributions are
mutually independent. We fixrther assume that the repair
of a unit recovers its function perfectly. The switch-
over time from the failure to the repair, from the
repair completion to the operating state (or standby
state), or from the standby state to the operating state
is supposie.d to be instantaneous. Necessary assumptions
shaU be imposed for each model therein. Our concern
is the first time to a state that tuo units are under
failure or repair simultaneously starting the initial
state that two units are operating (or standby) at
 t= O. We shali show in tbis chapter that the analysis
for the above mode,ls can be made systematicqlly and
eiegantly by usi.ng the integral eguation of renewal
theory, and we obtain easily the Laplaee-S.tieitjes (LS)
transform of the first time distfib'ution to system down
and i#s• mean tirne for each model.
     The reRewal theovetic method described in this
chapter may be easier than the earlier conventional
methods. [[his rnethod is applicabie to other modified
systems.
      Ie2e!tl!!iggx2I!,--liigy{!!lg!Lg!i--!lgngb!gl.k:[!}ggE!znt1]]qt fR ITh
     This preliminary section describes the integral
eguation of renewal theory by introducing' the 'eoncept
"cycle." A cyele is the duration of time and the cycle
is conrpleted by the realization of an event. An event
is defined for each model. For example, a two-unit,
paralleled redundant system has the cycle which is
-15-
1 -
                        '
    defined by the tirne duration
    - one unit failune -- repair
    it is free from systern down.
    of the cycle for model (i).
 t-tttm nv-ttt--N TN.. .t 1 t t.t
,2 units operating
   '
 1 unit repair ,
i'
            e- from two unlts operatlng
to repair completion and
  Fig. I.l shows an example
-As soon .gs thg. girst. -cycle .
           ttt
         -ptmt pt
 t Eth etl l ••-• -:• l
                 b-.-'
                t iZ.;Ol."lst eyclg r--Årl(r- 2nd eyeiest ,
                     .. t
   ' ..... ..- ,r . -, 1 T t, -, t
  Fig. I. 1. The behcuior of modei (i).
  is completed, the second cycle b.egins and so on. For
  each cycie, the probabiiity of the occurrence of system
  down exists.. Thus we have two possibilities for each
      ,
  cycle: One is the completion of the cycle, and anqther
  is the occurrence of system down. These two events are
  mutually exeluseve. The former proceeds in the next
  cyele, and the iatter stops the system behavior.
       Let B(t)('t2O) define the probability that
  {the time duration of each eycle is s; t and it is
  free from system down}. Let A("t)(t;z o) define the
  probabUity that {the time duration to system down for
  each cycle is St}. Vlhen each cycle is'eompleted, we
. assume that the sy$tern is the sarne state at the initial
  time t=O. Let Q(`t) ('t ? O) denote the distribution
  of the first time to system down up to time 't. Then
 we can consider two cases for M(t): One is the
                            -16--
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t
occurrence of system down for the first cycZe, and
another is the completion of the first cycle, which
proceeds in the seeond cycle. Assuming that the second
cycle also obeys Q(t), we have
   (i.i) Q(t)= A(t)+ B(t)*i(t),
where * denoted the eonvolution operation. Eguation
(1.1) can also be written by
                    ab
   (i.2) Q(t) =X [B (t)on '] *A(t),
                   mao
                               ;
                      ,-•-----•--------•A----------.
                     B(t)*B(t)*-•tsB(t) . (y{21)
   (i.3) B(t)n`={H(t) (H...i,ide step finction;'rt=O)'
Eguation (i.2) ean be interpreted that the oc' currence
of system down is the first cyeie (A('t )), the se'eond
eycie ( B(`t )* A(t )), ttie third cycle ( B('t )* B('t )* A(`t ))
or so on. and these events are rnutually exclus•ive.
     Let the LS transformst of A('t ')', BY( 't ), 'a'nd
di(t) denote the corresponding smail ietters. For
example, we define
   (ie4) ep (S) = S,"e'S" dQ (t).
Applying the LS transforms for (1.l) (or (l.2)), we
have .
         .
xt
?
t The Laplace-Stieitjes (LS) transform is not the same
  as the Lapiace (L) transform. Where both exist,
  LS{Åë(t}}= L{dO/dt}• •
                          -l7.-
'      (i.s) ' 9(s) = ct(s)/[1 -- e(s)].
   To verify that {]År('t) is a proper distribution [28,
   p. I29] (i.e., Q(Oe) = i), we have from (l.5) the
   foUowing condition:
      a.6) te (O) = oÅq (O)/ [1 - B(o))= 1.
                '
      (i.7) ot(O) + P(O)= 1.
       Applying the resuits just mentioned above, we shail
  obt.ain the LS transform of the first time distribution
                       )
' -to system down. That is, definding the cycle and finding
   cK(s) and C3(s) for each model, we can obtain 9(5 )
   from (1.5), Then we should verify that (1.7) hoids so
  that'Åë(t) is a proper distribution.
                                      '
   /t
      • 1. 3. A TX-ro--IInit Paralleled Redundant System
     This seetion describes a two-unit paraileled
redundant system. Since this model depends on the
history of the faiiume time, we assume that the failure
time distribution has "memoryless" property [27, p• 411].
That is, we assume
   (i.s) Fi Ct)=1- exp (-ALt). ((= 1, 2)
we can consider an arbitrary distribution GL(-e)(C = l, 2).
The behavior of the model can be interpreted in detail
by Gaver [32, 33] and Liebowitz [49].
                          -i8-
     As we have mentioned in the preceding section, the
rnodel has the cycle which is defined by the time
dumation frorn two units operating - one unit failuee
- repair conrpletion and it is free from system down
(see Fig. 1.1), where we assume that two units are
operati,ng simuitaneously at t = O.
' Let's determine oÅq(S). For ok(S), by using
           --that unit 'C (t = l, 2) faiis with probability
 Ai/( Ai + X2 ) and its distribution 1 - e'(A'+A2)t
(i.e., the LS transform ( Ai + Az )/(S + At + A2 ))
                                 .ar;d then the remaining unit jl (a fL ) faiis before
                                          .the repair completion of the failed unit t , we have
                            '
   (i•9) oÅq(S)=,:.,A,ttpu--gt-l,!3ili};l), ;,l7,.S,OQe'S"o(t[S,t(r;t(t)A6eae'b(q
               =ti2, s+o7,t,`.t.A,'dg'IClx;t 'j ''t1- 2'- (s+Aj)], C}ttt)
where
   (1.IO) GiT, (t)=t- G, Ct). (C= 1, 2)
For P(S ), by using rhat the repair of the failed
unit 'L is completed before the rernaining unit 1` (2 :t)
fails, we have
   (i•ii) (i;(s) =t?, f),,l)ikA,- s+Aa".t.Art. Il ?e`-Stdt r'S: e-"jtdE},., (t)]
               =tl., ,.i.:l+A. sk (s+Aa)• (j st)
-19-
 Noting that the failure time distributions are memoryless,
 we have the same state at tirne t=O when the first
 cycle is cornpleted.
      Frorn (1.5), we have the LS transform of the first
 tirne distribution to system down:
                  1., ,A""AAtl [a- ?.L(s+Aa)] . .
    (i.i2) (P(S)= s+A,+A. -- ,jg, Ai8i(S+Ad) '
                                            (7 Sz)
 To verify that Åë(t) is a pToper distribution, we have
    (i. L3) eÅq(o) l- {3(o) =l,il2i, AililA, 6A(Ad)l-Åí., AillP'p,, [1-8LCAd)1=1•
 ror the mean time to system down, we have
(i'
"'`i'=-'i\9:IE)('is.,-"''II/.;,t3'-",ii'?ll'-(i?i.,,i.i]`AdÅr)'(2'`'
 These results (l.i2) and (1.14) have been given by
 Gaver [33].
• Gaver [33] has further considered the overloadi,ng
 situation. That is, when unit 't (1 = l, 2) faiis, the
 remaini,ng unit cl (d #t) may be overloaded. We
 have two situations on. overloading. One is the probabil-
 ity O(j that the system immediately fails because the
 rernaining unit d2 is overloqded when unit i is under
 repair. Another is the proba])ility Sj(t')=l -- Ss(t)
 that the remaining unit 7' can perform its function
 without system down for the tirne duration at least lb
                                                   ,
 starti.ng from the instant that the remaining unit 0P is
                       L
                           -2Q-
operati,ng. This modified model can be easily obtained
in the same fashion. For oÅq(S ) and C3(5 ), we have
   (1•l5) oC(s) --, , ,.ilk,, goCe + (1-o(d)S,""e-S"Ade'`ljtill.(t)iSiaCt)dt
          + (t-ofJ)i:,le'Ste-Aaten(e dSa (tÅr], ( ti f i)
and
   (i•i6) P(s) =',ciEIL, s+AftiA. (i--dd)S,"e-S"e-AatSe7Ct)da7.(t).( ? f t )
Substituting (l. 15) and (1.16), into (1.5), we can
obtain (?(S). We further can. obtain its mean time.
Here we omit these results (see equations (24) and
                           '
                                           tt
                                            '
   1•4•ALL!t[!)!g:!JIU,!i.-S!igpsll2xJlgglypslgn!L,SxfiSguoUtStdbRddtSt
     This section describes.a tuo-unit standby redundant
system, wheve the switchover time is instantaneous.
The.model ean be analysed under the most generalized
assurxption that the failure and rgpair time di.stribu. .
tions are arbitrary. 'x-.x
     Initially at' t = O, unit 1 is operating and unit
                                     tt2 is in standby. As soon as unit l faii's,'unit 2 is
operating and unit 1 undergoes repair. wrien the repair
of unit 1 is eompleted befor unit 2 faiJs•, unit l is
in standby and then as soon as unit 2 fails, unit 1 in
standby begins to be operating. While we consider
another ease that unit 2 faiis before the repair cornple-














behaves frorn the operatthg unit 2 to the operating unit
1 and so on if it is free frorn system down.
     To use the "cycle" mentioned above, we should
change the initial tirne. That is, the initial time is
the instant that unit 2 begins to be operating and
unit l undergoes repair in the first time. The time
distribution from the old initiel1 time to the new has
 FTi(t). The desired LS transform ip(S) can be given
by
   (1.l7) te(S) = fi(S) tet (S).
wh ere Si (s ) is the LS trans fo rm of F7i ('t ) and tet(S )
is. the LS transform under the new initial tirne.
          '
   - For (Pt(S), we ddfine the cycie as foliows: The
eycle is the time duration frorn the instant that unit 2
        ,b.egins to be operating (unit l begins to repair) to the
instant that unit 2 begins again to be operating via
failure-repair-standby of unit 2 and failure-repair-
s!a!;.Åq!b.y..Qf. unit i (see Fig. 1.2). The occurrence of
                                                            .. .. t.tLv-t.
                       .unit i
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. 2. The behavior of model (ii)
                         -22-
cyele .-----Årl
               '
             '
         ttt
 - t tel
          tt
         tt
           '
       :
            '
           ''
       'LtT- t(for ig,(S)).
       L
        J
      .
           tt
'i
' t
         -t




system down has two cases for each eycie: The first is
that unit 2 faUs before the repair completion of unit
l, whose distribution is S],SeE,(t)dFi(t) in the sarne
way of (1.9). The seeond is that the repair of unit i
is completed (and thereon unit 1 undergoes standby
state) before unit 2 faUs, after the,faUure of unit 2,
unit i in standby begins to be operating and unit 1
fails before the repair compietion of unit 2. •
     Let's consider the probability that the repair of
unit 1 is eoapieted (and thereon unit l undergoes
standby state) up to time t with et(t) and unit 2
N
fai is in the in terval ( t, t + dt ) with dF-( t ).
Thus we have S,Å}Gi(t)dE2('t)•
     These two cases are mutually exelusive and the
second case has the convolution of the distributions
(i.e., the product of the LS transforms) of
 S,tGili(t ) d F2( -t ) and S,t a'-.( lt ) dFri (t ). For of (s ),
   (l.is) ot(s) = S:,'i5"d,[S,t-q(t)dF.(t)] xH,
                 +Si,rle-Std, [S.tq (t)dF.(t)] Il.Ie-Std, [S 'q-.ct)dFr,(e]
           ' =Se-`tGFtCt)dFa(t)-t- pt,e-stGitCt)dF.Ct)S,cae-S"GE2Ct)dK(t)•
For B(s ), the cycle is the tirne du]?atipn fvom the
instant that ul}it 2 begins to be operating to the
instant that unit 2 begins again •to be operating. Thus •
we have
   a. ig) p(s) =S,:e e'`t E}, (t) dF. (t) S,coe- St (liT, (t) dF, Ct). -
-23-
,
     Usi.ng (1.18) and (i.19), we have
   (1.2o) le,(s) == ct(s)/[1-B(S)]•
Frcm (l.17), we have
   (i.2i) (P(S)= f,(S) fo,(S)
                    f,(s) J:, :e'`"G-i;, (t)dF,7 (t) + fcs) II,e'`tg (t)dF,(t)L[,3S'e (t) dF;, ct) .
                 "' 1 --- S:,le'S`Gii(t)olf.T(t)S,coedStert)dF;(Å})
We can easiZy verify that (i.l7) holds for the model.
     The mean time is given by
           +=-JÅqpa,
   (i.22)
                    s=o
.,... ' =-ili''.S'-"ds:,rlli,)dSEOco.IlitX,d,}F,il)d,,,,),
            1/A,= I:,!t di Fr, (t). (t= i, 2)
   (l.23)
These resuits (l.21) and (l.22) have been found in
Srinivasan [58].
     As a speciaZ case, we consider that
   (1. 24) FF. (t) ==1- exP (-A X). ' (t = i, 2)
Zn this case (1.21) and (l.22) become
                       .
                s l:'A, - s A+.AX. [i- z t ( s -t-A2)] i- sli)k, - sf.t',t;a,t. fl}•, cs +)tzÅrs Af t,t,[ i -e.cs +-?t o]
   (l.25) te(S)=
                    1 - s;.7t.taA. 3,(s+JN,L) sAt-{A, ?.cg-t-At)
                          -24-
'
                                                      .
and
    (i'26' '=t'i4;,ctlszl'Åqili"
 Gaver [32] has given these results (1.25) and (1.26),
wheTe two units are identical, i.e., At = C)tz = A
 and eq(t)= G.(t)= (GL(t) ( 7t(S)= 72(S)= 7(S))•
io5•ALNin!t!)!g:!lnl!i.-S!iggg!lex--Bgslyl}ggpSMSxElgguti!LII]:2R!1!IIxoUmtStandbRedundantSt thP ty
      This section describes a two-unit standby redundant
ssystem with priority. This system is composed of two
units. InitiaUy at t= O, unit 1 begins to be operat-
ing and unit 2 is in stanchy. When unit i fails, unit
2 in stan(iby begins to be operating and unir 1 under-
goes repair iTnmediately. When the repair of. unit i is
completed before unit 2 fails. unit Z b,egins to be
operating again and unit 2 undergoes standby state
inmediateiy. WhUe, when unit 2 fa' ils before the
compietion of the repair of unit 1, system down occurs.
                                                         xFor the rnodel, we want to use unit l if it is available.
So we give the priority for unit l. Then we have no
repair faciiity for unit 2 because unit 2 stops its
operati.ng state on the way and it is free from faUure.
     For the model, we assume that unit L has pviority.
Unit 1 has its failure time distribution ' Fl('t )
(arbitrary) and its repair time distribution GTi(t)
(arbitvary). Unit 2 has its failure time distribution
 F2(t)=l- exp(-A2t) and no repair faeility. We





property for the convenience of analysis because unit
2 stops its operating state.
     For the modei, we define the cycie as foliows:
The cycle is the tirne duration from the instant that
unit l begins ,to be operating (unit 2 is in standby)
to the instant that unit 1 begins again to be operating
via failure-repair of unit l.
     For o((S ), we can consider that when unit i fails,
unit 2 begins to be operating and unit 2 fails before
the repair completion of unit 1. The faiZure tirne of
unit l obeys FTt(t) (its LS t)?ansform fi(s )) and
the distribution that unit 2 fails before the repair
completion of unit 1 at least t obeys Sot -G-ii (t)A2e-Aatdt.
'Thus we have
               .
      '(i.27) eÅq(s)= -ir,(sÅr S:IE!'Stck, [ S,'C:t(t)A.e-AatdLt]
                =+tCS) s?;Z7,,, [1-?I (S+A.))c •
     For e(S), we can consider that when unit i fails,
unit 2 begins to be operating and the repair of unit 1
is eornpieted before unit 2 fails. The distribution that
the repair of unit 1 is compieted before unit 2 faiis
at least t obeys S,tedA-tctq,(t ). Thus we have
   (i. 2s) (3 (s) =' f, (s) S,coe'St d, [ g: e-"va (llr, (t)]
               =f, (S) e, (S +A.) .
From (i.5), we have .
                           -26-•
N('
1.2g) (?(s)= SlitS) sllk (1-?,cs+A.)] .
                   - ft (s) ei (s+Aa)
    1
It is evident that (i.7) holds for the modei.
     The rnean time is given by
(i.3o) `?'=-bt/!lllltEÅr) ,.,= -Ni. -t' Nt [ile,aa)] '
where
                                '
ae3i) i/A, = i.oo-taF:, (t) =: -- gXit}C2}) ,., •
The mean tine (1.30) coincides with (1.26) of a tVgo-unit
standby redundant system with no priority, where we
assume that Ai =- Aa =7L and G{(:t)= e.(t)= G(t
( Si(S)= 6z(S)= Er(s)). This fact is interesting.
But we can understand that the mean time = i= in (i.26)
has exponential failure time distributions and thus
"memoryless" property is independent of "priority".
                   1. 6. Conclusion
     Reliability analysis for two-unit redundant
systems has been diseussed by using the integral egua-
tion of renewal theory and its associated "cyelett. '
The LS transform of the first time distribution to
                          .
system down for each rnodel and its mean time have been
                             a






given by defining the cycle, finding of(S) and 6(S ),
and using (1.5). The method mentioned in this chapter
is elegant and applicable to other modified systems.
     The conventionql anaiysis for such systems will
be used. As an example we consider the supplernentary
variable rnethod (see e.g., Gaver [32] and Liebowitz[4g]).
The supplementary variable method for model (i) is
tedious and complicated for calculation. The method
described in this chapter seems to be elegant and
easy.
     Renewal theoretid argument will occur in the
field of reliability and in the other areas of systems
anaiysis. The basic eoncept of integral equation of
renewal theory Lis applicable to many systems and the





                       CHAPTER I!
REL!ABILITY ANALYSIS FOR SYSTEMS BY INTEGRAL'EQUATIONS
                                                 ..
              ''
'
                 OF 'IHE RENEWAL TYPE
                   2. 1. Introduction
     In this chapter, we consider a system which is
composed of seveTal repairabie units. We find the
mean time to systern failure and the faUure time
distribution for the system, according to a particular
criterion of system failure.
     We treat the multiple unit system, where each
unit is dissimilar. This has two advantages. 1) In
practical situations, the units are not identidai;' '- ''
2) Oum ?esuZts for dissimilar units impiy mapy earlier
ones as speeial eases (as shown " ttn'Section '2.4). Thus,
                                                 'the results are praeticai 'and use'ful.'
     Many studies have been made for multiple-unit
systems with repair. Epstgin-fosford [26], Barlow [2],
and Halperin [.36] have diseussed such systems with
exponentiai failure and exponential repair. Further,
Gaver [32, 33], Downton [23],and Liebowitz [49] have
discussed such systems with exponential failure and
general repair. In this chapter, we discuss a system
witb e;rponential failure and generai repair.
     In Sectien 2.2, we consider a 2-out--of-7t system
in whieh the failuve time distribution of each unit is
exponential and the repair time distribution of each
unit is general.'




down if and only if two or more units are simultaneously
in a faiied state. Then, the Mean Time to System Failure
(MTSF) is derived. Further, we derive the MTSF for
the system under the overioading condition. !n
Seetion 2.3, we show that the failure time distribution
for the system is derived from an integral equation of
the renewai type. The failure time distribution for
the system under the overloading condition is denived
in a similqr way. !n Section 2.4, we show that our
results imply rnany earlier results, e.g., Gaver,
Downton and others, as special cases.
            '
        '
         2. 2. Mean Failure Times
               .
   . In this section, we derive the MTSF for a 2-out--
of-7Z system of dissimilar units without first getting
the failuTe-time distribution. It is also derived in
the next section from the failure--time distribution.
'
     'Consider a system of n units numbered consecutively:
i= 1, 2, ...,'n. (The indext wiU always go from i
to n; where used as an index for summation, the sum
is from 1 to n.) Assume that
      (1) the faiiure tirne of the ith unit is distributed
         exponentially with parameter A{:
                         -A;t
 (2.1) K(t) iEi1q-e , tZO,
      (2) faiiures of the units are mutually 2itESgRg!!slg!!de endent,
      (3) the repair time of the ith unit obeys an
          arbitrary distribution G4(t), where the
                                  '
                           -30-
          opevation of each unit is fuliy restored upon
  , repair
     We now define
(2e 2) A i!ii ]E iC7Lk 7
              i
                                              '
and
(2e3) )tT :-:-"-: A' C)ki ;
whereA denotes the parameter of the exponential distri-
bution when one of n operabie units fails, and At
denotes the parameter of the exponentiai distribution
             .when a unit 1 is under repair and one of the remaining
(M-l) operabie unitS fails. •
     We define the states of the system as follows:
          state O: n units are operable,
          s.tate L: a unit i is under repair and the
                    Temaini,ng (nt - 1) units are
                . operable, '
                          '
          state 7t + l: two units are down (system
                        failure).
     The MTSF for a 2-out--of-n system when the system
starts with aU n operable units is equivalent to the
mean firstpassage time from state O to state et+ l.
Let •rt (d = O, l, 2, ..., 7v) denote the mean first
passage time from state t to state 7Z+ 1. Sinee the
systern fails with the parameter A. and the conditional
probability that a unit i fails is Ai/A, we have
(2.4) r, = 1/A + 2; (Ak/A)Ti.
                       4
                        .-qi- ,
                                                     -tt
 Than there are two possibie transitions frorn state 'L .
 These are: (l) transition to state O, i.e., a ]?epair
 is compieted before the remaining ('rL - 1) units fail
'in the intervai t, and (2) transition to state n+ l,
              '
 i.e., at least one of the remaining (n - 1) units
 faiis before a repair is completed in that interval.
 These. two events ane mutually exelusive. Thus we have
 (2-s) T4 = S,:"Ct+T,) edAf'tdGi(t) + S,cat 'ql,(t)xl e-Al tat,
 where 'eli(`t)i l- Ga('t ), the complementary distri-
 bution. !nt,egrating by parts and rearranging (2.5), we
                                     '
 have
 (2-6) lr. - [t- si (Af• )]/ Al + T, ai (Al ))
 wheve
 (2-7) ?; (AD =- S,ooe-A tdqi(t),
 i.e., the Laplace-Stieltjes (LS) transform of Gx(-t )
 evaluated at S = Ar' . Soiving (2.4) and (2.6) for
(2•s) T,-{1+;.:-li\1[1-8,(Af)]}/{.:A,[1-ai(Af)]•
-32-
                                 '
.
whidh is the MTSF for a 2-out-of-71 systern when the
systern starts with all r operabie units.
     Zn the above model, though one of n units is
under repair, the system is assurned to be able to
perform its function perfectly. In practical situations,
if one unit is under repair, the systern may faiZ because
the remaining (crZ - 1) units are ovevloaded. So let
 Ax('t ) denote, the probability that the system fails
up to time t beeau'se of overloading when a unit L is
un der rep air. Then, 7Xi( -t ) =d 1 - Ax( -t ) deno#es the
                              Jprobability that the system can perform its function
at time .t.
  ' For the system under the overioading condition',
eguation (2.4) also holds. But we have to consider the
                                - ...overloading eondition for state t. There are three
possible transitions from state t : (i) a transition
to state O without overloading, (2) a transition to
state n + l because of overloqdirig,. and (3) a tran-
sition to state n+ 1because of a failure of the
remaining 7Z- 1 units. These three events are
mutuaily exciusive. Thus, we have •
     '
(2•g) T, == S,co (t +'F) e`Al `A, (t) dEi,,(t)+ S,Ote e61 tei}.(t) dA,(t)
          + g',cat q. ct) A,ct) •Aj e'Aj tdt .
Integrating by parts and rearranging (2.9), we have
t(2.lo) T.
             '
Solving (2.4)
(2•Jl) To=
           '
 '
 T6 is the
ovgrioading ,
M operabXe
           2.




          .an extenszon
and elegant.





= '{'T, S,co'A',(t) e-Altd Ee, (t) -F SI,oozg, (t) -qT, (t) e-Al 'dt .
  and (2.10) for To ,we have
   1 + :i.; AN S,oo -A-, (t) -e-.(t) e-Af' 'dt
                               •l
      ;i.;Ak Åí1 - S,ab-A,ct) e-AE'tdft,(t)}
    MTSF for a 2rout-of-n system under the
     condition when the system starts with all
     units.
       3. Failure Time Distributions
     preceding section, the MTSF for a 2-out-of-n
    been derived. In this section, we shail
    failure time distribution for that system
      and with overloading. The method used is
      of that gf Gnedenko [34], which is simple
     we considera 2-out-of-n system. Let R('t)
probabiUty that the systern is operable up to
      , i - R(`t ) is a distribution for the
failure, R(o) = 1, R(oQ)= o. Since R(t)
    probability that the systern is operable
                   -34-
Iup to time dt, there are three possibiiities, viz.,
(l) all n units are operabie up to time t; (2) one
unit fails up to tirne 'K (O :g 'LL Åqt ), and the remaining
units are operabie, but the repair is not cornpleted
during the baiance of time `t -- ZL; and (3) one unit
failg up to time tt (O S 'bC Åqt), the vepair is eompleted
during a time interval V(O S IL +'V Åqt ), and
                                          'eonsequentiy the system returns to state l. These
three events are rnutualiy exclusive. Thus we have
            '(2. i2) R(t) = e- At + \. Ii\'` st A e-' N" e-" L'(t- ") G, (Å} - u) du
              + \. ilX fl Ae-"" e-A] Vd Ei, (tv) R(t- ttdv) g(tt •
                     ,untÅqt
This is an integral equation of the renewal type, and
the derivation resembles th.at of the integral eguation
in renewal theory [14, p.54]. To soZve (2.i2) for
R('t ), we apply the LS transforms. Let
(2•i3) qÅr(s)=- S,coe-std[t-- R(t)] =-- S,eQe-sto{R(t)
                   '
by the LS transform of 1 - R('t ). Applying the LS
transforms to Åq12), and soiVing for te(S ), we have
(see Appendix) '
        .s            • \. . ,Ai A,'k. Cl - ?N (s+Al ))
S + ii [ 7t x' (1 -- 7i (s -t-AI• )]
    --
       ''
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which is the
bution for a
     The MTSF
   '
LS transform of the
2-out-of-7Z system.




    Ji,
[1- 21i, (A b]/A.'•





     For
eondition
equation:
   .
(2.I6)
the same as (2
a 2-out-of-n
, we have the
R(t) =e-At -l- Åí









u) At (t- u)da
  r---v+z
   {
ft• ff Ae
A" e- AtVA-





tp(S ), we have
transforms to
(see Appendix)





i S,cee' (S'Af' )`G. (t) Ai(t) dt + Ii,:li(S+Af)tCF,cLt)dA,Ct)]
s+ XA
K
i [1 - I),ree- (sf2f )t A,Co d q, (t)]
'
-• 36-
whi.ch is the LS transform
bution for a 2-out-of-n
condition.









as in (2.l5), is the
                 2•4.StRggigL!;Ailg21Cases
     Zn this seetion we show that the results of the
preceding two sections include many earlier results as
special cases.
     A. •Cons ider 'n = 2. Then' At* =' A2 , A2* E AI.
For this case, (P(S) in (2.l4) and MTSF (To ) in
(2.l5) become
(2.18) ip(s)=
)s,A2 fl - ,(s+A,)
S +Az
+ 1 - , ,{l X(ii"{`)ll




   At1+TXS[1- Z`(Aa)]   k+-
  Al
[1- ?, (A,)]












t redundant system of dissimilar units (see (1.i2) and
 (i.14) in Section l.3).
      B. Consider the case in which the units are
 identicai. Then A=- N, G(t)=- qL(t) and
  '){f' =('rt - 1) .' Then (2.l4) and (2.l5) become
             '
                                        '
                      .
 (2.2o) ip(s)=,,".XA sC.nk)-2DA ii--. ,?et.X.SA+t?"i,i].A[)n-.gA)'
 and
' (2e2L)' MTSF =cnli)py +xnA{t-ia([n--ijx)} '
 which correspond to (5.17a)aand (5.l9a) of Downton [23].
      e. Consider the special case where n=2 in the
 above. Then
                            '
                          .
 (2.22) g(s)=-s`2zL-t2A-sA+A-il.fikec;li21siilli$il -l2A?(,IA),
 and
 (2.23) MTsF =-ilt- + 2),[i-•?oL)] '
                                          '
                                  .
 which have been given by GaveT [32] and Liebowitz [4g].
 This case is a two-unit paraileled redundant systern
                           -38-
of.identical units
     D. Consider
A =- O, Af= Ar




 =A , G-(t
beeome
= 2, and set ALL! A,




[1 -- ?(s -t-A)]
S+A[1- 8 (s+A)] '
and
(2.25) MTSF=f' 1C)t [1 - 8(A)]
which correspond to (4) and
Gaver [32]. This case,is a
system (see Section 1.4).
     E. Consider the case
X i!5 Aa (j = 2, ..., 71
 JFS=triA (2 = i, .•.., vt
a system which is composed
standby unit. Then (2.l4)
(5), respectively, of
two-unit stanaby redundant
n--.mz, Atl= Al, .
+ l), q(t) =- ej(t) and
+ i). That is, we consider
of n units pius one
and (2.15) become
(2.26) fp ($) =
(trt A -t fNi) [1 - ? Cs + ?1A)]
Cs -t- irtA) {s+ (rrlA+Ai) [1 --- S(s -t-nA)j} '
and
(2.27) MTSF =
trNA -t- ('nA+Ai) [1-2(llA))
•nA (O17L+At) [1 -- a(tyNA)] .
-39--
.                   '
            +
      !n casesD and E, we did not use equatidn (2.3)
 (Af' :-= A. -- Ai)since the calculation for te(s) does
 not require it.
                    2. 5. Conclusion
      We have discussed a system of dissimilar units.
 The method of the integral equations for obtaining the
 failure time distribution is simple and elegant. The
 generalization to a system under an overloading con-
 dition is aiso simple and may be applied to other
 rnodified s.ystems.
      Other methods of handling this problem are, e.g.,
' the supplementary variable technique, or the applica-
 tion of semi-Markov processes. But the supplementary
 variable technique requires that the distribution be
 absoluteZy consinuous, and the caleulation is compli-
 cated. Our method does not reguire the absolute conti-
 nuity of the distribution, and is simpler to calculate.
                           .
N
-.4Q-"
     " ALY2}29!!Edi!E!2S.
     Zn this appendix we show only the derivation of
te(S ) in (2.17) because te(S) in (2.l4) is immediately
obtained by setting Ai('t ) E O.
     Applying the Laplace transforms to (2.l6), we havet:
         L.H.S. = [1 - fo(S )]IS.
         The first term of R.H.S. = 11[s + A. ].
         'The second term of R.H.S.
         . z AK(boe'st e'At`dt ft ed(A-AA")"a-, (t-")X, (t-iK)alu
                Jo /o
.zA,sri (A.-•A .'•)UdU S.oo e-(s+Af•)t Gt, ct-u)Ai (t-u) dv
= x •jN, goo ,- (A-
      JO
Af) ii e- CS M: )Udu S,oo'd cs+Abt -q.•ct)X, (tÅrdt
t
=EslAiv goro e- (s+A r• )t
-G.•(t)7Sl, (t)dt.
The third term of R.H•Se
= : 7tiS,ca e' S"clt Sj e-Af' 'V'7SCs Cv) Ck G},(tv) Si-E
A" RÅqt-u- v) du
t R.H.S.











= ZILftt' S,coe-stdt I]ge-Afv- A,(tv) otEt,c!tr) [Fr(tmv)*R(t-v)]
(where F'(t ) =- 1 - e- Kt and FT (t )X R( -fr )
denotes the convolution of F(t ) and R('t ).)
=z",`'  S,co e-" '"'  Alk' (v) deq (v) S,oo7e-St [F(t-ax) * R (t-v)] dt
=Z ftk rf,e- cs+Ai )'VK, civr) dff,(v)      'l:e- St [ F(t) * RctÅr] clt
'
   Ak
=zr




     Ak
=z
    s+A






H.S = R.H.S and solving for 9(s ),
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1                      CHAPTER III
         SIGNAL FLOW GRAPH maYSIS FOR SYSTEMS
                   3. 1. Introduction
     Markov chains are well-known as a mathematicai tool
foti system analysis. Renewal processes are also used
to analyze sytems (in particular, maintainable systems).
A Markov renewal process (oT semi-Ma.rkov proeess), which
   tis a marriage of Markov chains and Tenewal processes,
was first discussed by L6vy and Smith, independently,
in 1954. A Markov renewai process is one of the most
important mathematical toois for system analysis. We
shall discuss Markov renewal processes as a mathematical
tool thro.ughout this chapter• ---L •
     Graphical representations''f'or systems are of great
importance in system science. Especially, block dia-
grams, signal flow graphs, and wiring diagrams are gener-
aliy used to represent systerns, graphically. Biock diar
                                                        Hgrams are used for control engineering, signal flow
graphs are used for electrical engineering (in partieular,
electrical cireuit theory), and wiring diagrarns are
used for anaiogue computation (or simulation). The
relationships among the above three graphs (or diagrams) /
are well-known (see, e.g., Huggins [42, 43]). HeTe we
shall diseuss the relationship between Markov renewal
processes and signal fiow graphs, and show that deriving
the Lapiace--Stieltjes (LS) transfo]om of the first passage
time distribution from one state to another in a Markov
renewal process is obtaining the system gain by defining
                          ..43-
 that a starti,ng state is a source and an ending state is
 a sink in the signai flow graph.
      Using the relationship betueen Markov renewal pro-
 cesses and signal flow graphs, we shall finally obtain
 system reliability for some systems, e.g., a two-unit
 standby redundant system, a two-unit standby redundant
 systern with noninstantaneous switch'over, and m-out-of-n
 systems. The use of signai flow graphs for system
 analysis makes the system clear, and obtaining the
 system gain impiies our desired result, which is an
 easy meehanical procedure.
             3. 2. Markov Renewal Processes
' A Markov renewal process [53, 54], roughly
 speaking, is a stochastic pTocess in which the state
 transitions obey the given transition probabilities
 and the sojourn tine in a state is a random varial)le
 with any distribution depending on that state and the
 next visiting state, where the number of states may be
                                  '
 denurnerable. In this paper we restrict our attention
 to Markov renewal processes with finiteiy many states
 sinee our modeis ean be usually represented by Maykov
 renewai proces$es with finitely many states. The
 detaiied discussion of Markov renewal processes with
 finitlly many states ean be found in Pyke [54].
      Here we shali describe the necessary definitions
 and properties ,of these processes. We denote the
 states of a Markov renewal process by the symbols
  Sa , 5i , ...,' Snt. We define the transition proba-
'bility P2i from state sz to state sa for al2
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(,2 = O, l, 2, ..., N. We also define the distri-
bution F7?(-t)(t ) O) of the sojourn time in state
 Si and the next visiting state Sa' . We define
                               s(3•i) Qii (t)c= }?.a F.ild(t). (i,2 =o,. 1, ..., iv')
Defining the states of the process, we can find the
Qxj('t) for all { and 2. Then we have all infor-
mation on the process considered. Xn this chapter we
restrict ogr attention to the first passage time distri-
bution frorn one state to another s:ate. So, define an
absorbi.ng state SA/. Then the remaining states
 L= O, 1, 2, ..., IV -Z are transient. We define the
first passage tirne distribution Åëi(t) ( i'= O, 1, 2,
..., IV' -- l) starting from state Sz at t =O to the
absorbing state 8A! up to time `t. We can eonsider'
two cases for the Åëk(t):,One is the immediate
transition to the absorbing state SN. Another is the
transition to any transient state Sd' (2 = O, l, ...,'
                                      ,
 IV ---1). These tuo events are mutuaily exclusive. Ip
the iatter case, the process after the transition Fo
state Si obeys the Åëa(t). Thus we have
                                         tt
                          N-1(3.2) ÅëA (t) = QiM(t) + "Z..,Q`a (t) * CPd (t) 7
           .' (Åq=o,. l, 2, ..., M- l)
where * denotes the convolution. The srnall letters
 (Pi( •S ) and ?}ia(s ) denote the corresponding Ls
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 transforms of the 9K(t) and Q;a(t), respectively.
 Defini.ng the iVX l vector (?(S ) with cornponent (PL(5 )
 (C = O, 1, ..., At - i) and taking the LS transforms
 for (3.2), we have in matrix form
 (3e3) (P(S) = 8iv($) + 8(S) `P(S)•
 where the ltw(S) is the iV.År( 1 vector with component
  7z"(S)(L = O, 1, ..., IV - 1) and the Z(s) is the
  tVxA/ matrlx with element Zaa(s)(i, 2 = O, l, •••,
  N- 1). Solving (3.3) for 9(S), we have
'(3. L,) (P(s) == [I- `il (s)]-i 3T" (s), '
where r is the MxV identity rnatrix. Our concern
is to find the fo(s)(in particular, 9o(s)) for the
models discussed below. The .general first passage
time distribution from one state to another has been
given by Pyke [s4]. Using the general result, we can
also obtain (3.4). We, however, derived (3.4) by
using the intuitive method.
                      '
               3•3•StigngL!iELgbL{l]:gPUE-iFiGh
     rn this section we shaii eonsidep an algorithm
for deriving the joi(S)(t = O, l, 2, eee, N- 1)
by using signal flow graphs. The definitions and





     Consider a system whose states are defined and
their associated ' fiYi}(s )'s are given. For the system,
using the states and the trza(S ), we can construct a
state transition di.agram which becomes a signal flow
graph of the system. In the graph eaeh node corres-
popds to each state of the system and"each branch gain
to the Zia(S). We shaU consider an a2gorithm for
derivi,ng the ig,(S) by using the signal flow graph.
As is antieipated, the teo(S) given in (3.4) is derived
by using Mason's gain formuia, [i3, p.63] in the signal
                                   'fiow gTaph, vghere we define that node So is a source
and node sN is asink. We shaii below verify the
al)ove fact by usi.ng the results of signal fiow
graphs [13].
     Since the source So in the graph has both incoming
and outeorning branches, we define a new souvce Sq
which has an outcoming branch to node So with its
branch gain unity (see Fig. 3.i). From eguation (A.5)
in referenee l3, p.l36, we have .
              - xM tasoN(3•5) TNa= x.=-A '
                                   '
     '
where the (A/ + 1)X(N+ l) deterninant
                                        '
             ' qoo ao, --- -- q ,N
           '
              qto a,t ----•q,ij -(3.6) A:-.•: '''
               t.
                   -t       ,
              aNO aNi'''-- aNN











Fig. 3.i. Signal flow graph with the source connected
           only to one node of the system.
and' 't• he AoN is the (O, N) cofactor of the A. Each
element qaN of the A can be represented by
(3.7) ad,= 8xd -- Zzd(s)•
                              (t, jP = O, i, 2, e••,
Heye 5t•- denotes the lfronecker delta.' We note that
the subscripts t and J in the adA and Zia(S) are
interchanged. In the system considered, we have that
3ptjÅq s) = O (f = o, 1, 2, ..., N - i) and Z.,( s) = 1
siuce node SAt is a])sorbing. !f we set 8NAKS)= 1,
the determinant A is singular. So we set 3NKS)=O
( GNN = 1) for the convenience of analysis. D'efining
 '


















 Åé( s )' I =
denotes the
defined in
the above fact. We also note that
 IT - }(s )1, where the super-
 transpose of the matrix and the

























       N-1
   `= -jll.I, 7dN (s)A
'od is the (O, t )
!
oj ,
cofactor of the A/. Thus
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+         TNa =-4oN/ A- (3.il)
               'N-1
                           -
      'fi•--, ZaN (S) Aoa' /Ai
             ={XN(s)' [I - x(sÅr'r]" li.,
             ={ [I-- fi}(s)]'i (iyN(s)}t=, '
where{ }x denotes the ith component of the vector.
Therefore, we show that equation (3.U) coincides with
(3.4). For the other tei(S)(t = 1, 2, ..., IV - l),
we can show the same result. In the above discussion
we defined a new souree Sq. In practice, we define
that a starti,ng state is a source and an ending state'
is a sink, and by using "!ason's gain formula we ean
obtain the system gain which is the LS transforrn of
the first passage time distribution.
                                      '
               3. 4. System Reliability
     In the preceding section we discussed the relation-
ship between Mavkov renewai processes and signal flow
graphs.
                      '
     Markov renevgai processes are of great use for
system analysis. In particuiar, the processes are
used in the reiiability theory. We eneounter a
probiem that the totai failure of a system yields a
catastrophe. Our concern in the problem is the first
pasSage time distribution to system down. For the
-50-
'
problem we can apply the signal flow graph method to
obtain the LS transform of the first passage time
distribution. We shall show sorne examples of systerns.
The systems have been investigated by 'i ave]? [.32, 33],
Srinivasan [58, 6o], Downton[•23], and others. However,
the signa! flow graph method discussed in this chapter
is sirnple and el,egant.
                                         .
        !t!-X!l9:Y!!i!-ESg!}sll2z-!TUtStdbRdundantSstems
       A two-unit standby redundant system with instan-
  taneous switchover has been investigated by Gnedenko
  et al. [3s], and Srinivasan [6o] under the.most genera-
  iized assumption that both the faiiure and repaiT tirne
  distributions are arbitra]?y. Appropriately labeling
  the number of the two units, we may call them units Z
  and 2. The faUure tirne of unit ( (tC = 1, 2) is a
  random variable with an arbitrary distribution FF.('t )
  and the repair time of unit L is also a random varial)les
  with an arbitrary distribution Gtx(t). These random
  variables are nonnegative and murually ipdependent.
       !nitiaUy at t = O, unit lbegins to be operating
  and unit 2 is in standby (state So)•. As soon as unit
  1 fails, unit 2 begins to be operating and unit 1
  undergoes repair (state Si). When the r.epair of-unit
  l is completed before unit 2 fails, unit l is in stanc]by
  and then as soon as unit 2 fails, unit 1 in standny
  begins to be operatlng and unit 2 undergoes repair
- (state Sa). While in state slwe consider another case
  t.hat unit 2 fails befove the repair completion of unit 1,
  which implies the systdm down (state S3 ). In state
                           -51-
.
,two cases: One is the repair completion of unit 2
before unit i fails, which goes to state Si. Another
is the failure of unit 1 before the repair compietion
of unit 2, which goes to state S3. The system behaves
from the operating unit 2 to the operating unit 1 and
so on until the recurrence of the system down. In the



















             S2
 '
      t.
             '
 Signal fiow graph of a tuo-unit standby
 Tedundant system.
3.2 shows the signai fiow graph of the system.
branch gain is easily obtained from the
 just mentioned above as foUows:
Zot (S) =S,coe-St dFi (t)sf{s) .
    x
         co e -Zi2 (s) := !, e-SÅí (li7,(t)dF, (t),
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                   oo
           g,, (s) = S, e'5" qT.ct) dF, ct),(3ei4)
           Zt3 (S) = !,ooe'S" et(t) dF2 (t),
(3.15)
                    oo
           X23 (s) = S, e-St liF.(tÅr ofKct),(3.16)
                                                .
where qi(t ) = 1 - qi( t ) is the survival prob abili ty
function. In the graph in Fig. 3.2, node So is a
source and node S3 is asink. Thus,we have from
Mason's gain formula [13]the following system gain
                                             '
               `i}o, (S) `}{2(S) Z2,(S) + Zot(S) 21L13(sÅr
                   1 - (},,($.) Cil•,,Åqs)
whieh is the LS transform of the'first- passage time'
distribution from state So to state 53. The mean
time is given by
(3• ls) ?= - ddipsO (Sl,.o
           =: zil[, ' ti/"-2. ,'.3,igii',,/,?L •
where '




        Here we shall discuss a two-unit standby redundant
    system with noninstantaneous swltchover, which has
   been discussed by Srinivasan [6o]. He ctiscussed a
   simple case that two units qre identical, but we
   shall discuss the more generalized system that tuo
   units are dissimilar. In the sinilar way of the pre-
    ceding systern, the two units are denoted by t = i, 2.
   The faUure time of un!t t is a random variabie with
   distribution Fri(t)= l- exp(- AX ) and the repair
   tirne of unit t is a random variable with an arbitrary
  ' distribution GiTL('t ). Here vÅëe assume the memoryiess
   property of the failure time distribution. Whenever
   unit L('C = 1, 2) is active and the other (1 (tr fC)
   in stanabY, action is initiated on the latter of Ta
   unit of time in order to bring it to the operating
   standby state. The switehover time from the action
   to the operating stand])y state of unit 2 is a randorn
   varial)le with an arbitrary distril)ution T7j('t ).
   These random variables are,nonnegative and mutual!y
   independent. The five states of each unit are active,
   repair, standby, switehover, and operating stan(iby,
   and are denoted by the symbols O, 1, 2, 3, and 4,
   respectively. The state of the system wiil' be
' specified by thg states of unit 1 and unit 2
   together. The possible state of the system are
   enumerated in Table 3.l, where states Ss, Sfl , Sio,
    Stt, and Sn denote the system down and these states
-54-
Tab le 3o 1• Possibie states of the system.
State of


























































 the signal flow





(3.20) tOi (S)   -(s+At)T.== e
,
Xts (s) . e- Cs +A,)Tt
(3.21) Xoa CsÅr  Al
s +A,
[1- e-CS+A,)'r2 ], X4a Cs)  A.
s +Az
[1. e- CS +A.)T, ]
(3.22) CG.t, Cs) = r. (s +A,) , t56(S) = ?frt (S+Aa)
,
(3.23) g,. (g)  At
s rt'Ai
[1- ?f, Cs +A,)] , }Sq(5)  A.
S -f-A,
[1 -)f, Cs +M]
(3.24) G,, (s) = At
'
k{q (s)= A.
s -t- A, +A, St At+A.
(3.25) X2tr (S) = 36, (s) , X63(S) == Zas (s)






        2zgBcN (S)-- stA, [1 -
       x
L( s ) and Tx(s
  qi(t ) and K






= l, 2) are the
respectively.






  that ngde So is a souree and sa is a sink in the
  system. From Mason's gain formula the system gain is
  given by
                          '
  (3.2s) teo (S) = A/ /(1-- Gotgt2 Z2n Zgo 'X`,E; Zs6Z63Z34) '
  (3.29). N=: goa+ Soigtq+XotZtie23?3q+gotinZ2vZna
                  '
               t
                 + So{ Zn X23 e3 4X 4q - 8oa ]4s 2s6 763 Z3s
                                           '       + lo, x,, g,, z34 g4$ g,. - g,,zt, g4sz,6 z6,x34 'e
  Here we use the abbreviated notation gi} instead of
   }4a(S )• We further riote that tbe.results (3.28) and
  (3.29) are simplified by using the relations (3.20)-
  (3.27). We have obtaine.d the 9i(S), which is the
                                                         '
  LS transfQrm of the first' passage tine distribution
  to system down frorn state So. We can obtain the
   '(?x(S)(L = l, ..., 7) by defining a source Sz in
  the similar fashion.
       Srinivasan [60] considered a specia2 case of the
  above system. That is, he considered''a simple case
  that two units 'are identieal. Zn this ease we assume
                                                           '
  that the failure tine distribution is Fr(t) = 1 - exp(-At),
  the' repair tirne distribution G(t ), the switchover
' time distribution T'(t), and the reguited tirne to
                              '
                   '
                    .
                                                          '
                             -5'7-
.,
.
bring a standby unit to the operating standby state T
Then each branch gain is given in (3.20)-(3.27), where
the two branch gains for the right and left equations
are identical. Noting that states So and S4, St
and Ss, Sa and S6, and S3 and S7 are identieal,
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     [
that node
have the
flow graph of the
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of identical








tea -k- goi gta + 2 Zo, &2g23 Åé3a •





1 - 2 g,, 3i,T.rr ggo
is given by
a[i+ 12 t1 -- rc(A)aoo e'Al 'ir a) e"A' l •
                   mLzLg}ul!slzl-RÅr!gEg!Ltf7ZSstem
                                                     ,
     An m-•out-of-n system is a redundant system cornposed
ofn paraUeled units (71z7rt). When'M units are simal-
taneousiy under fai!ure or• repair, the system down
occurs [23]. We assume that the system considered has
one Tepair facility and the faUed unit may be waiting
                                    '
                                                       'for the repair if the repair facility is busy. We
also assume that each switchover tirne is instantaneous.
     First, we shall consider a 2-out-of-7t system of
dissimiiar units. Appropriate!y la])e!ing the number
of units, we Tnay call them units 1, 2, ..., 7Z - l,- and
7Z. The failure tirne of unit i(C = l, 2, ...,7!) is
a random variable with exponentiai distribution
 Fs'('t ) = 1 - exp(-AKt) and the repair tirne of the
failed unit i is a random vaviable with an arbitrary
distribUtion (Iirx(t ), where w'e assume. the
t
-59d.
'mewtoryless property of failure time distribution for
tke convenience of analysis. These random variables
are nonnegative and mutually independent. In the
system state So denotes one tha' t all 7Z units are
operating, state Si (C = 1, 2, ...,'n) denotes one
that unit t is under repair and the remaining upits
are operating, and state Son+i denotes one that at
least two units are under repair or failure (i.e.,
st,ate S"n denotes the system down). Fig. 3.5 shows
the signal flow graph of the system. For the system




               n
                 '
-S,ignal flow. gvaph of a
 of dissimilar units.
    x
easily each branch. gain
3oi (s) = Ak / (s+A.) ,
Sn+!
2-out-of-n system
     '
as foUows:
   (i= 1, 2, ...,n)
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( 3. 33) G,, Cs) =S[i' e'S" e-Al t ct G}:, (-t)
              =7i (s+fU')7 (i = l, 2, ...,n)
(3'34) fiILi,n+i(S)=S,coe'`t (:l;.i(t)Aj e"PL3'tcktTt
                   A!•
                = ,.A. Cl- 3, Cs 1- 7{: )] ,
                            (i = 1, 2, ...,n)
                               i
where
(3.3s) A. =: iith l-i.,Ak 7
(3.36) CNI = IY-AN. ({ = i, 2, ..., n)
                        '
                                   'Assuming that node So is a source and node Sn+t is a
sink, we have from Mason's gain formula x.,
(3. 37) ig, Cs) =,4, 3,i (s) Zk,.,, (s) / [1 --• 2";i., 3,i Cs) ZN,Cs)) •
The mean time can be immediately obtained from (3.37),
but we onit the Tesult (gee Section 2.3). As a
speciai case of the above system, we consider 7Z= 2.
In this ease the system is a two-unit paralleled
redundant system, which is used in rnany fields.
L Second, we shall consider a 3-out-of-n system.
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./
t
     '
     [.     '
 .t t /..
          ttt ''t "V M-tt -. . Jt .t .. V-
                                      .Fig. 3 Signal flow graph of a 3-out-of-n system
           of identieal units.
                         '
time distribution. Fig. 3.6 shows the signal flow
graph the system. Eaeh braneh gain is given by
             -'
                                t'/(3•38) B,, (s) = 'rt 7t /(s+'nA),
(3.3g) gto (s) == S,co e-St e- (M-O"tctG(t) = ? (s+ ctrt-a N),
         &tt (s) = ('nT1) S,pae-`t "- e'At) e'`M'2)AtdG-(t)(3.40)
               --- Åq'Vl - 1) { ? (s + [r -2] A) - 2• (s + ['rZ.-1]A)} ,
In the systern,we shall only consider a simple case
that all units are identical. The failure time distr
bution of each unit is F(t)=1- exp(-Xt) and the
repair time distribution of each unit is Ge('t ). The
state Si( t = O, l, 3) of the system denotes the
corresponding number of the faUed units. !n the
sys.tem we need not to consider a state S- since we
take notice of the regeneration point of the repair
     11 so '' 7 • s. '
       .x
i-
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( 3 • 41) Zi, (S) == (Mi t) S,eeenySt -G (t) e- (ca '- 3)Atd [" - e-At )- ]
            =ww'.n&k-in,)x)[1-?Åqs+[tvt--a]A)]-,trrtc-,,i)-(IP);2t)[1-acs+[in-•"L)].
Assuming that node so is asource and node s3 is a
sink, we have from Mason's gain formula
                      get (s) EB (s)(3•42) L?o(S)= 1- s}.,,(s)zi,(s)- Zit(sÅr ' h
                                         '
The mean time can be immediately obtained from (3.42)
     As the third model we shali consider a 4-out-of-n
system. In the system we shall also consider a
sirnple case that all units are identical. The state
      .
 Sx (L = O, i, 2, 4) of the system denotes the corres-
ponding number of the failed units. In the same
reason of the preceding model we need not to eonsider
a state S3. Fig. 3.7 shows the signal flow graph of
                                        '
Fig. 3.7. Signal fiow. .graph of a 4-out-of-7z system
 F
          of identical units.
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the system. We shall derive each branch gain. For
 ioi(S), gio(S ), and ln(S), we have obtained in
(3.38), (3.39), and (3.40), respectively, of a 3-out-
ofM system. For the other &a(S), we have by
focussing on the regeneration point of the repair time
distribution









gt4 (s)- ill!l'iiX'-IM)i2 [1 -- 7(s+ [in-2JA)1)
             -2(,M?in/ET,d,2' [1-s(s+ [r-oA)) ,
g2t CS) = ? (S + [irt -•2)A) )
Z2a (S) = Åqca'2) [? (s+ [nt-3]A) - ? (s + [on-2]A)],
`il24 (s)=. II"l"i iiiilA,)A, [1 --- E} (s+ [in-2]7t)] •
that node So is a source and node S4 is a
                 'have from Masion's gain fommula
              '
          goigi2C,4 + 3,i g- (1- Z,.)(PO (S)= 1 --• ze,7,,-3,- g.g,l -- g,,-t XotZ`oZ22+3" Z22 '
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-  where we also use the abbreviated notation &i instead
  of filsi(s). The mean time can be immediately obtained
  from (3.48). .
       In general, we can consider an m-out-of"n system,
  where we assume that ail units are identical. The
  similar signal flow graph can be demonstrated and each
  branch gain ean be obtained. Thus we ean obtain the
  LS tTansform of the first passage time distribution to
  systern down for an 2n-out--ofM system. Here we omit
  the detailed results. '
                                 t
                       3. 5. Conclusion
       The relationship between continuous tirne Ma]ekov
  processes and signai flow graphs have been discussed
  by Tin Htun [62] and Dolazza [22]• So far as we know,
  we have found no paper describi.ng the relationship
  between Markov renewal processes and signal flow
  graphs. Markov renewai p]pocesses are of gTeat use
  for the analysis in system science since the processes
  are generalizations of Markov proeesses and renewai
  processes, and have the fruitful results [53, 54].
  We believe that the results obtained in this chapter
  are of great use and rnay be appiicable to many other
,
                                   '
                                           -
                                           '
       The signal flow gTaph approaeh is intuitive and
  obtaining the bequired guantity is an easy mechanical
  proeedure fovm Mason's gain forrnula. Thus, the LS
  transforms 6fthe first passage time distribution can
  be automatically obtained if we can give the signal
    2
  flow graph and its assoeiated branch gains.
                                            '
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                      CHAPTER IV
           '
           A rwO-UNIT STANDBY REDUNDANT SYSTEvl
                  WITH STANDBY FAILURE
                   4. 1. rntroduction
     We have discussed some redundant repairable rnodels
in the preceding .chapters. In this ehapter we shall
also consider a two-unit standby redundant system.
The anaZysis for the model in Sections 1. 4 and 3. 4
has been rnade with the.assumption that a standby unit
never fails in the interval of standby state. In this
ehapter we should, however, consider the failure of
standby units in that interval.
     In the first analysis for the model we shall
discuss the system with exponentiai failure, general
repair, and general standby failu]?e. Then we sha!1
give the.Laplaee-Stieltjes (LS) transform of each
transition time distribution fTom one state to another,
where 'a state is the time instant of the system. Using
the LS transfopm of each transition time distribution
(which is a branch gain of the signal flow graph
eonsidered), and applying Mason's gain formuia, we
shall derive the LS transform of the time distribution '
to first systern down. As special cases we shaU
discuss a two-unit pavalle!ed redundant system with
exponential failure and generai repair, and a two-unit
standby redundant system with exponential failure and
     In the seeond analysis for the modeL we shall
            '
                                       .
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discuss the system with all, general failure, repair,
and standby faiiure. Focussing on the regene]pation
point of the faiiure time distribution, we shall
derive the LS transform of the time distribution to
first system down. In the analysis we cannot obtain
ali one step transition time distributions. The
similar special eases of the first analysis will be
discussed.
          4. 2. Model with onential Failure
     We consider a two-unit standl)y redundant system
of two dissimilar units, which is eonsidered to be
the rnost generalized model. Appropriately labeUing
the nuniber of two units, we may call unit l ('t = l, 2).
The failure tirne of the operative unit t is subject
to the exponentiai distribution Fi(t) = 1 - exp(-Axt)
(t ÅrO), the nepair tirne of unit i is subject to an
arbitra]?y distribution CTs(t)(Å} ? O), and the faUure
time of the standby unit i in the standby interval is'
subject to an arbitrary distribution Hx('t )('t 2 o).
Here we assume that. the failure time of an operative
unit has the "memoryless property," i.e., the failure
time distribution is exponential. We use the memory-
less property for the analysis as it is shown below.
We shall, however, show the genera2 failure case in
Section 4.5. ' We define the survival distribution
'i rx(Å} ) =- i - Hx( t ), which de notes the prob ab ility
that the standl)y unit t does n6t faii up to time 't
in the standby interval. We a!so define the similar
 x
                        '
                              c
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survival distributions i!fa(t)=-- 1- Fi(t) and
q,(t) =- 1 - eq(t ).
     We assume that the switchover times from the
operative state to the repazr, from the repair comple-
tion to the standby state, and from the standby state
to the operative state are instantaneous. We further
assume that the repair completion of a unit recovers
its functioning perfectly. We note that, when the
standby unitt is put into operation, the faUute time
                       .of the operative unit t aiso obeys K(-t ), which is
independent of the standby time.
                       .
         '
          4. 3. Derivation of the LS Transform
'
     We shaii apply the signai flow graph method of
anaiysing the rnodel just mentioned above. Our eoncern
is the tirne distribution to first system down, where
we assurne that initially at t =O unit l begins to
be operative and at that time unit 2 begins to be
standby.
     In our model, we define the foliowing five states,
where a state is the time instant (ov the epoch) of
     State So; unit l begins to be operative and unit 2
begins to be standby.
• State St; unit l begins to be standby and unit 2
begins tq be operative. '
     State S2; unit l begins to get repaired and unit
2 begins to be operative.
     s
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     State Sb; unit i b.egins to be operative and unit
begins to, get repaired.
     State S4; two units are under repair or faiiure,
which denotes the system down.
     Using the above states, we obtain the signal flow
graph of the system in Fig. 4.i• We shali give each
braneh gain.
                     '
                                                     '
                              t.- -.- --- t- ---
                     i{                                        '
                  . -I
                 .. S2 .i
                         .I
                                             l
                                             l
    ;l
     '
                                             1
                                             i
                                            Ntr
         ••. •. si3 . ,l
                                             L
      -i -,     -t ..ttt .tt...tt.L+t.-t .. -J ..t. -tt Jtt t.tttL..-IFig. 4.1. Signal flow graph of the systern.
     In sta.te So we can consider the followi.ng two
(exclusivg .and exhaustive) eases:
     (i) The operative unit 1 fails before the standby
unit 2 fails.
    (ii) The staridby unit 2 fails befbre the operative






     In the first case the system goes to state S2.
rts branch gain is
(4•i) l,,(s)=S,caedS" Fil,(o dFt (t)== sliA, [1- {2 (s+Ai)1,
where we denote the LS t]?ansforrns of E}a(t) and Hz(-e
by the corresponding small letters ?A(S) and &(S)
respectively. In the second ease, noting that the
failure tirne of unit 1 has the mernoryless property, we
                        .
obtain
                     '
(4. 2) 3,, (s) == S,oo e-St l:7, (t) d H, (t) = a, (s +lti) •
     In state Si we obtain each branch gain from the
similar discussion of state So as follows:
    '
("'3) &3(SÅr =S,ooe-St Rt (t)dF2 (t)=sZ)Ik. [1 -Rt (S +A2)]'
(4•4) `i}t2 (s) =S,coe'S' Fi.: (t)dHi(t) = -A4 Cs+A2)•
     ln state S2 we can consider the foliowing tuo
(exclusive and exhaustive) cases:
     (i) The operative unit 2 fails before the vepaii?
completion of unit 1.
    (ii) The repair of unit l is completed before the
operative unit 2 fails.
      '
    At
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)
,
      rn the first case the system goes to state S4
 (i.e., the system down). Its bpanch gain is
 (4. s) g,4. (s) :i:,e ed S` l:F, (t) dF. Ct) = s? XA, [1 - ?, (s +A.)]`
 In the second case, noting that the failure time of
 unit 2 has the rnemo]?yless property, we obtain
                               '
 ( Lt.6) (i}., Cs) = !,coe-`t iir, (t)dE?7, (t) == 8, Cs +A2) •
      Frorn the similar discussion we obtain two branch
 gains in state S3.:
'(4•7) 33"(sÅr =S,cae""' l:E.(t)dFiT Ct)--- $,A.At, [1-?2cs+At)],
 (4. s) (iy,, (s) = S,ooe'St C (t) dG, (t) = a, ($ +A,) •
                                   '
      We define (Po(S), the LS transform of the time
 distvibution to first systern down startipg from state
 So at t = O. Using the results diseussed in the
 preeeding chapter, and defining that state Se is a
 source and state S4 is a sink, we obtain immediately
 from Masonts. gain formula
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(4.9) fpo (s) =
go2g24+ `li•o, Zi,, 3E3 `il34 +Xo3Z3tiv (1-ZT,i &2)
1 -- e,, S. --• 2},3 g3, -z,, z!,i g,, z,,-I- g,, zi, 2,, cZr3, 7
where we use the abbreviated notation Zij instead of
 Xi}(S) and each branch gain 31d is given in (4.1)-
(4.8). The mean time is given by
o.io) ?=--adlft;(S)lps ,.,'
                  4•4•StRgsl,glLggisE-1Cass
     !n this section we shall eonsider the three special
eases of the results obtained in the preceding section.
Thetfirst is the same system of identical units. The
seeond is a two-unit standby redundant system without
stan(iby failure. The third is a two-unit pai?alleled
redundant system.
     The fi]?st special case is the sarne system of
identieal units. We assurne that the failure time
distribution of each operative unit is
F(t) = l - exp(-At), the repair time distribution
is Gt(Å} ), and the failure time distribution of each
standby unit is H(t ).
     The states of the system ave defined as follows:
     State So ; a unit b,egins to be operative and the
other remaining unit begins to be standby.
     State Si ; a unit begins to be operative and the
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,other remaining unit, begins to, get repaired.
     State S- ; two units are under repair or failure,
whieh denotes the system down.
     The signal flow graph of the system is given in
          , Sl
     -. .L ---nL. .-. . .--.. i ..J ,. I- .tt-J
                      '
Fig. 4.2. Signal flow graph of the system of identicai
           units.
Fig. 4.2. Eaeh branch gain is given by
(4•ll) e,,cs) =S:,ee-StFCt)dFct.) =S,coe"`t1=(t)dH(t)
                   A
               =s+A. [1 -- ACs +A )]+ -9t (S +A), ,
                  oo(4• i2) `}lo (s) == S, e'St ii7 (t) d GY (t) = 6 Cs +A)7
(4•i3) `Grii(s) -= S,os e-S' (:F(t)dF(t)= sA.A [1-Z(s+A))•
                            '
             +Defini,ng that state So is asource and state sz is.a
sink, yte obtain immediately from Mason's gain formula
(4.l4) g, (s) = },, cs) ei,(s) / [1 -• e,,(s) gl, (s)1 •
                 .








                              '
    'These results have been given in (i.25) and (1.26) of
Seetion 1.4. However, in the mode! we need not the
rnemoryless property of the operative unit, i.e., the
failure time distribution of the operative unit
 t ( t = l, 2) is an arb itrary one Fx( t ). In the
most generalized model, we have given the LS transform
The mean time is given by
(,.,,) -tiL==kfA[1---.;cCAAI]• '
These results can be also obtained by assuming that
two units are identical in (4.9) and (4.iO).
     The seeond special case is a two-unit standby
redundant system, where we assume that the failure of
the standby unit never occurs in the standby interval.
For the model, we should set Hk(t ) =- O ( Hx(t ) E l)
in (4•1)-(4.8). In thi•s ease we obtain
(4.16)
     s l' ,,, ' sllti)I. ' s-Ai. ;'L, i}rt (s 't`CN2År (1' 32 (s+'ALi)]+ sllll l[, - sll)ik,. [1-?i Cs-tA2)]
'
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by usi,ng the signai flow. graph rnethod in Section 3.4.
     The thiTd speciaL case is a two--unit paralleled
redundant system. In the resuits of Section 4.3, we
assume that the faiiure time of the standby unit t
  .(t = l, 2) has also the same distribution
 HA(t ) = FA ('t ) = 1 - exp(- 7t xt) as unit al is
operative. For the model we obtain
                  ekL,fN. [S-3iÅ}'llS.'A2) + 1 s'-.?A21(s+ Lt)]
( Li•e l8) (Po (S)= s + )t, [1 - g, (s+A2)] + Ai [1 -- EiT2 (SM`)) '
and
(,.,,) -?-.. 1+ ,l,illilll?l,(ili,IAi)]-i-+.A#,-1[-li,?,2,()A]t)] ,
                                     '
which have been given in Section i.3.
     !n the seeond and third special cases we can also
obtain the LS tra'nsforms for the same systems of
identieai units and their mean times by setting
H(t) S O for the second case and by setting
H( `t ) = 1 - exp(-• A't- ) ( a( s ) = A/( S..'+:A)) in (4. L4)
and (4.i5).








         -75--
 the model we assume




exponentiai. rn this section we assume that the failure
tiane distribution of the operative unit t (t = 1, 2)
is an arbitrary Fi(t)(t 2 O). We shall anaiyse
ttse model by focussing on the regeneration point of
tke failure time dist]?ibution. FiTst, we shall consi-
der a simple system of identicai units. The system of
dissimilar units will be discussed in the following
seÅítion. ,
     Fov the sirnple system of identical unit we define
tbe following three states of the system:
     State So; one unit b,egins to be operative and
                      -akother unit begins to be in stan(iby.
     State Si; one unit begins to be operative and
acother unit b,egins to get repaired.
     State S2; tuo units are under repair or faiiure
sSiaultaneously. This state denotes the system down.
     We note that these states denote the time instants
(Q]p epochs) of the model. The state transition diagram
                                          'of the model is demonst?ated in Fig. 4.3.
--. -- -- --- -- - --  •---
                          ,
           '
                     -
                '






                              S2 '
              Sl
       '
state transition di,agram of the model
dentical units.
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     We shall consider the state transitions from state
 So. rn state So two transitions can be considered;
one is to state Si, and another is to state S2.
     In the first p.laee we shall consider the state
transition from state Se to state Si. We consider
the tirne interval (O, t). The probability that the
              toperative unit fails fiTst in the time interval
(Å} , tf olt) is dF(t ). In the time intervai (o, Å}),
the probabilities that another unit is in standby up
to timd dt are F('t ), H(t)le G('t )i'c -H-(Å}),
H('t )}kli Gt(t)}k H( 't )ee (!t('t );'t -H(-t ),and So on, where }'c
denotes the eonvolution operation. We note that H(t)
means that another unit nevep fails in (O, t),
H('t )ÅÄ• Gb('t )Se - H-( 't ) means that another unit is in
standby up to t;me `t via the unit's faiiuee and
repair, H(t )". Gt( -t );'c H(t )}'c G(Å})}'t ` R(t) means that
another unit is in standby up to time 't via two times
of the unit's faUure and repair, and so on. These
eventS are mutualiy exciusive. Thgs, the one step i',
distribution (which may be improper) from state So
to state Sl is '
( 4. 2o ) Qot (t) ==S,t [F(t)+Htt) *q{l ) *'Frct) + H (t)g q-ct) * HctÅr*qct) *7i ict)
             - ' +'-•- •] dF(t).
          '
Introduce the notation
                      oe M*(4.2i) (1.Act))C-')..Åí[A(t)] ,
                     m=o




(4.23) Q,, (t) =S,
      '
The LS transform
(4.24) &oiÅqS) =S,oo
     !n the
transition from
                  t
-
               of
                 e'st
            second
                state
consider the time interval
that the operative
interval (t, t +
val (O, 't), the pTo
under repair up to
 H(t )itt GV( -t );•c H( -t )
 H(t )k Et( 't )}'c H(t
Thus, the LS transform
from state So to state
         '
(4•25) ?oa(S) = S,oo e-St
       tlrt.
A (tÅr*ACt) *--- *A (t) - (trt ]z 1)
1• (n= o; a Heaviside step function)
(4.21), (4.20) can be rewritten
x
[i r(t) * q-H ct)* q(t))C-i']dF (t).
 Qei(t ) becornes
 [Fr(t) * (1 -- H (tÅr * qÅqt))e "1 dF(t).
place we shall consider the state
    So'to state S2. We also
        (o, `t). The probability
unit fails first in the time
cit) is dF(-t). In the time inter-
 babilities that another unit is
time t are H('t ):'c Ee(t),
 ;,g q( Å} ),
                 L);'t GÅr(t )}'c H(-t )}'c' q('t ), and so on.
    of the one step distribution
      S2 is given by
   (H(t)* 'c-ecÅ})x (1- H(tÅr* ct ct))C"i)] dF(t).
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     We shali consider the state transitions from
state Sl. In state St two transitions can be
considered; one is coming back to state St, and
another is to state S2.
     In the first place we shaii consider the state
transition from state Si to state Sl. again. In this
case we can consider that the operative unit fails
in the tirne interval (t, t + dr ) and another unit
is in stan(!by up to time tt. The probabilities that
another unit is in standby up to time t are G('t )}': H(t ),
 G"('t )ee H(-t );'c G( -t )}'c H(t ), and so on. Thus we have
(4• 26) ?,, (s) == S,oo e-S' [ G- ctÅr *g ct)* (1-- H(t) * q(t))(-')] dFv(t).
                                              '
                                           '
                                        ttt
                               '
     rn the second plaee we shaU eonsider the state
transition from state Si to statg Si. In the
similar way we shail consider that the operative unit
fails in the time interval (t, t + dt ) and another
unit is under repair up to time 't. Thus we have
Åq4. 27) `i9t2 c$) =S,oo e-St [l:F (t) * (1 -- H (t) * Gt (t))C':)] dF(tÅr.
                         .
     We define Åqei(S)(t = O, 1), the LS transform
of the time distribution to first system down starting
from state Sk at t= O. Fo]? ipo(S), we have by
using }ij(S) •
(4.28) 9,CS) = 3o,(S) + ],i(S) lei(S)•
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For (Pi(s ), we have simiiarly
(L,-.2g) (Pi (S) = 3t2(S) + Z"(S) (Pi(S)•
Solvi.ng for fpo(S ) in (4.28) and (4.29), we obtain
(4. 3o) (eo ($) = `i}o2 (s) + Xo, (s) &2 Cs)/C1- `6 t, Cs)] .
                       '
which is our desived result. The mean time is immedi-
ately given by -
(4. 3i) iL= -- ddlesO (S) ,., :
          4. 6. Dissimilar Unit Case
     We have derived the LS transform for the sirnple
model that the two units are identieal. In this section
we shall extend the model to one of dissiniiar units.
     We define the following four states of the model:
   ', State So; unit 1 begins to be operative and
unitx2 begins to be in standby. .
     State Si; unit l b.egins to get repaired and
unit 2 begins to be operative.
     State S2; upit 1 begins to be 'operative and
unit 2 begins to get repaired.
     State S3 ; tuo unit are under repair or failure




       , S2
Fig. 4.4. The state transition diagram of the rnodel
           of dissimilar units.
     The state transition diagram is demonstrated in
Fig. 4.4. Each LS transform &}(S)of the one step
distribution fvom state Sx to Sfr is simUarly given by
                                    '(4. 32) i,, (s) == Sl,la e'St [F, (t)*(1-- H,Ct)* q. (t))("'] dE (t),
( 4• 33) 3o, (s) = S,ca e'St [H.Ct) *11E (t) * (1- H. Ct) * G. Ct))`- ')] dE (t) ,
        3:,(s) =: S: e-St [eq (t)*'Fr, ct)* (1-H,(t) veq (t))(-')] dF. (t),(4.34)
        Gt3 Cs) = g: e- St [ (i;1, (t) * (1- H, ct) * q, ct))`-O] dF. (t),(LFe35)
         X2i (s) = : st,1 e-'St [q, (t)*'Fr. (t) * (1 - H,ct) * q.Ct))C-t)] dF, Ct ),
( 4. 36)
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'
.
.(4•37) t2, (s) =S,ooe'5t CeF.(t)* (1- H,(t)* q.(t))C-t']dF,(t).
    We also de fine (?L( 5 ) ( JC = O, 1, 2), the LS
transform of the first time distribution to system down
starting from state (L.. For each (?x(s), we have
( Ll . 3s) (Po (S) = `}o3 (S) + `ijrot (S) (Pt (S) ,
(4.39) C?{(S) == (iri3CS) + (liFi2(S) fo2(S),
(4.t,LO) (S?.CS) == CiY,,(S) + `li2i(S)(?i(S).
Solving for Qb(S), we have . .
(4.4o (p,cs)==G,,(s)+-gg-g=:"!!lt:i!-;iltg!gii-il!:1-lgs-!u-g-z)tt-o •'(S)gi3(S).-+zl,tc(sS))3zt,2,iS,IXi3(S)
and the mean time can be derived frorn (4.31) by using
fpo(S ) in (4.4i).
     Two special cases can be easily obtained. The
first ease is a two-unit standby redundant system in
no c)nsideration of standby failu]7e by setting
H i( t) i O (H i(t) :' i), the results of whieh have
been given in Section l.4. The second case is a
tuo-unit paralleled redundant system by setting
Fi(t)i Ht(t) :- z- exp (-xit), the results of




                      CHAPTER V
         A TLgo-Unit Staiidby Redundant System
       WITH REPAIR AND PREVENTIVE MAINTENANCE
                  5. 1. Introduction
     !t is an important problem to operate a systern in
a specified long tirne without faUure. We have known
some poiicies to maintain a system. In particular,
the following two policies aDe well-known:
     (i) We make the system redundant.
    (ii) We make the system R!tzg]lglSEIilg!xv t 1 maintainable.
     For the models using (i), a two-unit stqnc!by (or
paralleled) vedundant system is found in many fields
and is well-known. The detailed discussion of such a
system has been described in the precedi.ng ehapters.
For the modeis using (ii), Barlovg and Proschan [4, 5]
have discussed as replaeement problems. They have
studied in detaii a random replacement, an age
replaeement, a bÅ}ock repiaeement, and other replace-
ment models.
     In this chapter we shall consider a system which
combines the above tuo poiicies. As a redundant
mqdel, we shall consider a two-unit standby redundant
system with repair maintenance. As a p;.eventive main-
tenance policy, we shall adopt a random one for an
operative unit of the system. That is, an operative
unit stops its operation aftev a tzme duration for
the preventive maintenance. Combini.ng the two policies
just rnentioned above, we cail the system a two-unit
t
-83-
standb redundant s stem with re air and reventive
maintenance. Our eoncern for the system is the time
to first system down.
     First, we shaU consider a system of two identical
units. That is, we consider a system of two units in
whieh the two units have the same statistical properties.
Defining the states of the system, and focussing on
the regeneration point of the failure or inspection
time, we shail derive the Laplace-Stie!tjes (LS)
transform of the time distribution to first system
down. The mean time will be also derived from it.
We shaU further show that the rnean time derived here
is, greater than that of a tuo-unit standby redundant
systern with only repair rnaintenanee under the suitable
conditions.
     Seeond, we sha!1 consider a systern of two dis-
similar units. That is, we consider a system in which
the statistical properties of the two units are differ-
ent. In the same way we shail analyse the system by
       Å~
using the signal flow graph method.
                     5. 2. Model
     Consider a system of tuo identical unit (or
subsystems). The failure time distribution of each
unit is an arbitrary F(t) and the nepair time distri-
bution is also an arbitrary Gi-('t ). We assume that
after the repair eompletion a unit recovers its func-
tion perfectly. We also assume that the switehover
times from the failure to the repair, from the repair
•- 84-
completion to the standby state, and from the standby
state to the operative state of each unit are all
instantaneous. The behavior of the system obeys the
usual two-unit standby redundant system (see Gnedenko
et aX. [35, p. 329] and Srinivasan [58].
     Next we shall consider the preventive maintenance
policy. When an operative unit goes to a specified
time 't and it is free from failure in that inteTval,
the unit undergoes inspection as the preventive main-
tenance policy. We assume that the time distribution
to the inspection is an arbitrary A(t). The tirne
distribution frorn the inspection to the inspection
completion (or the preventive repair completion) is.
assumed to be an arbitraxy B('t). We assume that
after the inspection completiQ.n a unit rec,o'vers its..
funetion perfectly. We also assume that,Gi(t )- -K B(t.)
for ali t so as to make the preventive maintenanee
poZicy effective. We shall furtheT consider a special
situation: When an operative unit, goes to the inspee-
tion time before the repair compietion of the other
                                                     'failed unit (or the inspeetion completion of the other
unit under inspection), vife make no inspection for an
operative unit sinee the inspection of the operative
unit yields the systern down. That is,'the inspection
of an operat;ve unit is only made if the other u"it is
in standby. we assume that the switchoveb times
oeeurring in the inspection ave all instantaneous. We
aiso assume that all randorn variables are mutuaily
independent and nonnegative. We should naturally
-85-
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assume that the failure time distribution of an operative
unit has IFR (see Barlow and Proschan [5, p. I2]) so
as to rnake the preventive maintenance policy effective.
     Ouv concern for the system is the LS transform of
the time distribution to first systern down. We shall
derive' the LS transform.
                    5` 3. Analysis
     Consider the time instants of the failure or
inspection of the units for the analysis of the system.
We shaU consider the following four states (which are
the time instants of the systern):
     State So: One unit begins to be operative and
                 the other is in standby.
                                                         '
     State st: One unit begins to be operative instead
                 of the other failed unit and the failed
                 unit b,egins to get ?epaired.
     State S2: One unit begins to be operative instead
                 of the inspection of the other unit and
       Å~
                 the inspection of the other unit begins.
     State S3: The two unit a]pe under failure, inspec-
                 tion, or repair simul"aneousiy, which
               ' state denotes the system down.
     We shall eonsider the time distribution to first
system down (i.e., state S3 ) starting from state So
at t = O. Then we shall consider each transition time
distribution from one state to another.
     !n state So , we can consider the following two.
(exclusive and exhaustive) cases: '
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     (i) An operative unit fails before the inspection
tirne comes.
    (ii) The inspection time of an operative unit comes
before an operative unit fails. -
     In ease (i) the system goes to state Si . Its
distribUtion becornes
(5.i) Q,,(t)=S:'A'(t)dF(t).
                                               '
where -A( 't ) = l - A(t ) denotes the sur vival prob a-
bility function. In general, the upper bar of the
distribution denotes. the su?viva! probability function
throughout this chapter. Applyi.ng the LS transofTms for
(5.l), we have
(s• 2) 7,, (s) =Se, e- st dQ,, (v : S,oo e.st 7g (t)dFr(t).
                      '
   .-
     In case (ii) the system goes to state S2. The •
                                                      xLS transform of thg time distribution from state So
                                        .to state S2 beeomes •
(s. 3) fi},. Åqs) =Sl,ee- St li7(t) c{A(t). .
     In state St, we consider the foilowi,ng three
(exclusive.and exhaustive) cases:
     (i) After !he repair completion of a failed, unit,
an operative unit fails.
    (ii) After the repair completion of a failed unit,
-- 87-
,the inspection time comes.
   (iii) An operative unit fails before the repair
completion of a failed unit.
     In case (i) we can further consider the following
tuo (exclusive and exhaustive) cases: (A) After the
repair completion of a failed unit, an operative unit
fails and that the inspection tirne does Rot come in
that interval. Then its distribution becomes
S,t -A("t ) C}('t)dFr( 'C ). (B) The inspection time comes
before the repair completion•of a failed unit. !n this
case the inspection is not made as we have described
in Seetion 5e2•Then the probability that the ?epai]? of
a failed unit is completed up to time Z after the
inspection time comes is S,XA(Åé)dG(? ). The time
distribution that an operative unit fails after the
repair completion (and that the inspection is not made)
becomes S.+[ S,X A( lt )d (Il-( li )] ct F( x ). Thus vge have the
LS transform of the time distribution from state .Si
to state Si as foilows:
           x
(s.4) z,,(s)=g,ooe'S`7gct)qÅqvdFct)+S:e`"[gt,Acz)ctq(s)]dFct).
                                   '
                      '
     In case (ii), after the repair completion of a
failed unit, the inspection time comes and it is free
from faiiure of an operative unit in that interval.
Then the system goes to state S2. Xts LS transform
-88--.
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becomes
(s•s) 2}.Åqs) = S,co e-St l7ct) Ce(t) dAÅqt).
     In ease (iii) the system goes to state S3. Zts
LS transform becomes
(s•6) X,(s) =S,co e'St,llF(t)dF(t).
     rn stelte S2, we can consider the following three
(exclusive apd exhaustive) cases:
     (i) After the inspection is completed, the inspec-
tion tSme of an operative unit cornes.
                                                 '
                           '
    (ii) After the inspection' is;cornpleted, an operative
                                 ttunit fails. i -
   (iii) An operat•ive unit faUs before the inspection
                                                      i
                                               '
     In case (i), after the inspection is completed,
the inspeetion time of an operatiye unit comes and it
is free from failure of an operative unit in that
inteTval. Then the system goes to state S2. rts LS
transform beeomes -
                 oo(s. 7) 3,,(s) = g,
                 e'St l7(t) B(t) dA(t)•
-89-,
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     In case (ii) we can further consider the following
two (exclusive and exhaustive) cases; (A) An operative
unit fails after the inspection completion and that
the inspection time does not come in that interval.
(B) The inspection time of an operative unit comes
before the inspeetion completion. In this case the
inspection is not made so as to avoid the system down.
Then the inspection is completed before an operative
unit fails. In both cases (A) and (B), the system
goes to state Sl . In the similar way of deriving
(5.4), we have
(s•s) G.,Åqs)=S,ooe-St'N(t)B(t)dF(t)+S,ooe'St[g',A(M)dB(?IdFr(tÅr.
     In case (iii), the system. goes to state S3(i.e.,
the system down). Its LS transfovm becomes
(5.9) Z,, (S) = stco e'St g(t)dF(t) .
     Thus we have all branch gains of the signal flow
graph of the system. 'We show the signal flow graph of
the system in Fig. 5.l, where each branch gain is
given by (5.2)-(5.9). Defining that state So is a
source and state S3 is a sink in Fig. 5.1, and
applyi,ng Mason's gain formula [l3], we have
(s.Io) le,(s)-
                     1 - 3tt(s) --• iil,,(s) + Z,,Åqs) Z,,(s) --- g)t2(s) Z2t(s)
So,(S) filf3 (S)[ l "' 2}2,Cs)) + Go,(s) S[2Cs) Br23Cs) + eo2cs)Z•23 Cs) Cl -- `g" Cs)] + Zo2Ls) `G2tcs) 3B Cs) ,
--
9Q-
             t' ''
             :r Si
                                            t'
               8o: s3t
             ,; •: t
                  tt
             i
                        g2
             :, ..
             v '-
             I
              .- t.t..t -t t
Fig. 5.1. .Signal flow graph of the systeTn of identieal
           units.
which is the LS tTansform of the time distribution to
first system down starting frorn state So at t = O.
     To prove that the above distribution is a prope]?
one [28, p. I29], we should prove (Po(O) = l. Then wg
should verify
(5. ll) e,, (O) + T,,(O) = :1,
                                  '(5.l2) g,, (OÅr + gl. (O) + &3(D) ==1,
    '
(5. i3) Åé,i (O) + Z,, (O) + Z,. (O) =1.
As we have described in deriving Gz2(s ), vife have
considered all the possibi!itles in state SL(t = O,




           s.







We ean also verify analytically that (5.
.13) hold, but we omit the proof.
4. Mean Time and Discussions
ll)
       ection we shail denive the mean time to
                . We shail further discuss some
           concerning the mean time. To simpiify the
             introduce the notations
                                    t-
               }? (O), i (C,7=O, 1, 2, 3)
                -di?Od(S) .- pm
                   elS s=o ofS s=o'
(s• }6) viE-7,i.igd!tf}ase!l,(S)- (i=l,2)
     Using the above notations (5.l4), (5.15), and (5.16)
we have the mean time to first system down
                                      '(s.17) +==- acifese(s) s.,
                   (`}•oi ii, + G,,) "•{i +(1 --• &,-3,i ?,,) Y2 .
              Vo +
                      Q -- g") 3i,+ i2,ei3
     We have discussed a random preventive maintenance
poliay. We further consider an age preventive main-
tenance po!icy. In practicaL situations we should





suitable for t'he actual policy. Then we assume that
(s.ls) A(.t).{O for tÅqto
                            `1 for tZto.
In this case we introduce the'foÅ}lowing notations
(5•i9) e,--:S,co-GF(t)dF(t), 9.:-=Sf,eg(t)dF(t),
(s.2o) PiiF(t,). P.iEF(ts), '
                              s
(s.2i) T =- SiO F=(t)dt,
(5'22) 1/A ii! S,oo F(t)elt =S,ttdF(t), ''
(5•23) CF Ei (ii'(to). BEB(to).
Using the above notations (5.19)-(5.23), we have tor
an age preventive maintenanee poiicy
(s.24) `i--i,t,9t + Åqei ",E,"{)g,etiÅ}Tis.; ((e,.i&i '-3Ba,ek))}/A};
where the first term of the above equation denotes the
rnean time without' the preventive maintenance and the
second term denotes the effect of the preventive




The results (5.29) is eguaJ to the first term of the
right-hand side of eguation (5.24) as is shown above.
Thus the second term of eguation (5.24) denotes the
effect of the preventive maintenance policy.
     We shail finally discuss the following theorem
that the preventive maintenance policy is effective in
                       .the sense of the mean tzme.
Theorem 5.l. The mean time (5.24) for the system with
repair and preventive maintenance is, greater than that
of (5.29) for the systern with only repair maintenance
on the assumptions that the failure rate r('t) of the
failure time distpibution is strictly increasing and
thepe exists a to* such that
(5. 30) Y(te*) =Aei/ (ei-e2 ).
and that we adopxt a suitable inspection interval .
Proof. To prove the theorem, we should verify that
the second term of the right--hand side of equation
(5.24) is positive on the a])ove assumptions. We
should only consider the second term of the right-hand
side of equation (5.24). We shall only show that the
denominator and the numerator of the second term are
both positive on the a])ove assumptions. It is evident
from (5.19) and (5.23) that el and el+ Gi are both
.positive. The brackets of the denominator become
                                    '(s. 31) ei+ P. (Ct e.- Bei) .
         = Åq1- F?(t,) B(t, År) e, + l: 7cto) Gt(t,) et År o.
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     As a special case of the system discussed in this
9hapte?, we shaU consider a two-unit stan.aby redundant
system with only repair maintenance. In this case we
may only conside]r the states So, sL, and S3 which
are defined in Section 5.3. We need not to corisider
state Sa since the inspeetion is not made. Each LS
transform of the transidion time distTibution from one
state to another is given by
(5• 25) Z,, (s) = S,co e'6t dF(t).
                               i
(5•26) },, (s) == !,l e-St q(t)dF(t),
(5•27) Gi3(s) = S,oo e'$t 'GKt) dFctÅrl''
                                                     '
These results can also be obtained by setting
 A(t -) !i o (7X(Tt ) =-' l) for au t in (s.2)-(5.g). .
                                                        'The LS transform of the tine distribution to first
system down is, given by '
                    ZOi (S) Zt3 (S)(5•28) (?o (S) == 1-.. ztt (s) ' .-
where each }ia(S) is defined in (5.25)-(5.27). The
mean time to first system down is given by
(s•2g) 'f-= 1,'e9`' '
                            '
from Fr( to ) Åq 1 and B( 'tre ). .Åq 1. De fine P( to ) by the
brackets of the numerator, which is a function of to.
(5.32) P(t,)= 9t rc - Åqet e, + P. e2)/A
             = e, Sie li7(t)dt -{ (e,- r(t,)) ei + r =(to) e.}/ A
                                   oo
            =Åqe,-- e.) iif(t,)/A + e, g,,rif(t)d-t.
For P(-to), we have r)(O) = - e2/cN Åqo, ?(eQ) = o.
Differentiating 1)(to) with vespect to 'to, we have
(s.33) d dPt(te)=--(s,-e,)gct,)/A+gi'F-r-(toÅr
             = F=Cte) {e, - Åqe,--- e,)Nr(t,)/A} ,
                                                    '
where f( to) = dF(to )l dto and r( to) = f(to )1 -F-( to ).
By using the assumptions that V'(to) is an increasing
function of to(i.e., r(to)T as t,t ,we can show
that there exists a to* such that dP(to)/ato = O,
that is
(s.34) Y(to')= g3-9 `g.'
where et - 9. År O if B( 't ) -År.- C}- (t ) and G(t ) \I B( 't
for all t. Using also P(O)ÅqO, P(cK)) =O, and
17(2fo) is a unimodal function of to År O, there exists
a to sueh that jb(--t"o)= O. Thus, if we choose a
 to År Eo,we have )b(to)Åro. That is, the second
term of the right-hand side of eguation (5.24) is




               5. 5. Dissimilar Case
     In this section we shall further consider a two-
unit standby Tedundant system with repair and preventive
maintenance in which the two units are different in
their statistical properties. We shail simply describe
the necessary definitions of the system.
     The two units can be labeled by the integers t =
                                             --1, 2. The failure time distribution of unit 'L(t =
1, 2) is an arbitrary F;(t) and the repair time dis-
tribution of unit t is also an arbitrary C}x('t ). The
tine distribution from the beginning of the operation
to the inspection of the operative unit i is also an
arbitrary AL('t ). The time distribution from the
inspection to the inspeetion eompletion (or the preven-
tive repair completion) of unit t under in'spection is
                          ttan arbitrary Bl(t). We also assume that all random
variabies are mutually independent and nonnegative.
The same assumptions of the system are imposed as des-
                                                     'cribed in Section 5. 2. For example, we should assume
that E.(`t)(•L =l, 2) has IFR, Bz('Åq )Z (!tN('t)('Ct=
ls 2), and so on.
     Consider the time instants of the failure or inspec-
tion of the units fo? the anaÅ}ysis of the system. We
shaU consider the foUowing six states ..(which are the
time instants of the system):
     State Se: Unit l begins to be operative and unit
   ' 2b,egins to be in standsy.
     State Sl: Unit 2 begins to be operative instead
               of the failed unit i and the faUed



















(i],," (s) = !1,lq
 Unit 1 begins to be opevative instead
 of the faUed unit 2 and the failed
 unit 2 begins to get repaired.
 Unit 2 begins tQ be opei?ative instead
 of the other unit l and the inspection
 of unit 1 begins.
 Unit 1 begins to be operative instead
 of the other unit 2 and the inspection
 of unit 2 begins.
 The two units are under failure, in-
 spection, or repair simultaneously,
 which state denotes the system down.
        each LS transform of the transi-
' from one state to another. Each
                 l
  derived in the simUar way of the
      units. Then we have
 g,co e-St -A,(t) dE (t) ,
   co
=: e-S" il:il'(t)o(Ai(t)7
   e
 ,e'S'A,(t) q, Ct)dF.Ct)+S,abe-S` [ S,' AaCld)diEi7i(e]dF. (t)













       to8ls (s) = S, e'S` iE (t)dF. (t) ,
X,, Cs) -l: eSt7X, Ct) Gi,.(t)dF7, ct) + g,coe-5t [S,`A,(ta)dG.Cld] dF, (t)
3.3(s) =S,pae-St Fi (t) (liTi (t) ctAa(t),
?,s ($) = Si,iOe'St CF.(t)dF, Ct),
X,"s) = gge e-St -F-;.(t) B,(t)dA.(t),
},,(s) =: [: e-S`7\,(t)B,(t) dF.(t) + l,ooe'SÅí[ !", A,(e)d B, (Mi] dE".ct),
3,, (sÅr == Sl,le-st e.ct) dF, (t) ,
eB (s) == !l,Oe-st iiC (t) B.(t) dA,(t),
{i}`,(s) =8,coe'St7Ilt(t) B,(t)dec) +S,coe-St[ stA,cz)dB,ts)]dE (t),
k4s (s) = Si e"S" gi (t) dF. (t),
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Fig. 5.2. Signal flow
dissimilar
 graph of







is a sink, and
 immediately
 that state So is
applying Mason's




(5e 49) teo (s) -N/D,
where
(5. 50) D = 1-- l,,Cs) Z,,(s) - &, (s) X,, (s) - ?,4Cs) 3,, Cs) - S,, ($) 332 (s)
    +`il'i2(s) 32L Cs) 21-3g(s)Z" (s) +g-ig(s) `}" (s) ll23(s)?32(S),
-iOQ-
( s•sl) N= e,,(s)z,,cs) z,, (s) [1-z34cs)z,,(s)] +},,(s) gtKs) ?,,(s)g,`,(s)?s,cs)
         +Zo, (S) 31sCS) (1 - 83,i{s) g4,Cs) -S,,(s) 3,,(s)) +X,, (S) Zm(5) g,,(S) Z3s (S)
         +3o` (s) g`4(s) Z4s (s) [1 - i,3(s) Z32 (s)]
         +go3 (s) r3gcs) gc,(s) [1 - 3,.(s)7. (s)] + 3,,(s) 2,,cs) Zl,(s) z, 2(s) 2,,(s)
         +3,3 Cs) Z3s(s) [1 --- &,(s) Z., (s) -3,c,(s) k, (s)] + GL,,(s) Cl,4 (s) Z" (s) 3,,(s))
         +3o3Cs) Z32 (s) Z3s ($) [1 --Ztg(s) 74} (s)),
We have obtained teo(S ), the LS transform of the time
distribution to first system down. The mean time
can be easily obtained fl6m it. The similar result
of Theorern 5.l will hold for the' sys' tem, but we omit
                           '
     '
                                       'the form of the.theorem he're.'
                   5. 6. Conclnsion
     We have considered a tuo-unit stan(iby redundant
system with repair and preventive maintenance. For
the system we have obtained the LS transfoTm of the
time distribution to first systern.down and its mean
time. We have further shown that the preventive
maintenance poiicy is effective in the sense of the
                                        '
                                      .tmean time on the suitable assumptions. For the fail-
ure, repair, ' and inspeetion time distributions, we have
assumed arbitrary distributions.. Thus, our resuits




     In a recent paper, Mine and AsalÅqurat have discussed
a multiple unit standby redundant system with repair and
preventive maintenance. They have derived the LS trans-
          'form of the time distribution to the first emptiness and
its rnean time on the assumptions that the failure and
inspection time distributions are exponential. In this
chapter, we have derived the LS transform on the assump-
tions that ali distributions are arbitrary, where we have
considered a two-unit standby redundant system.
     In many fields we use a two-unit standby redundant
system. Zn this situations, if the failure time dis-
triT5ution has IFR, we should adopt the preventive main-
tenance poliey. Then Theorem 5.l states that the pre-
ventive maintenance policy is effeetive on the suitable
assumptions. In the actual situations, these assum-
tions may be satisfied. In Theorem 5.i, we have adopted
an age preventive maintenance policy. However, we
beiieve that a random preventivb maintenance poliey
(which includes an age one) is effective on the suitable
assumption of the random inspection distribution.
t Mine, H. and Asakura, T., "The effect of an age
  vepiaeement to a standby redundant system," meJ A l.
  Prob., voi. 6 (l969), no. 4, to appear.
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                      CHAPTER VI
    MARKOVIAN DECISION PRocESSES WI[[H DISCOUNTING
                   6. 1. Introduction
     Consider a system whose E:tgsggHERsÅí2.ate sDace has finitely
rnany states as we have described in the Intyoduction.
Let a state space S be a.,set of states labeled by the
int.egers {= l, 2, ..., iV'. That is,S= {1, 2, ...,
 /V}. For each teS,we have aset Ki of finite
aetions (or alternatives) labeled by the integers A=
l, 2, ..., kx. The ust c is denoted by the
cartesian product of each action set, i.e., k= ktx k2x
...xkiv. Then we consider a seg.uential deci$ign pro-
biem, i.e., we observe periodicaUy one of states at
time n= O, 1, 2, ..., asd bave.to makg a\ action at
                                      '
             ... t                         ..
     When the system is in state kS and that we make
an aetion kGkk, the following two things happen:
     (i) We have the return rf.
    (ii) The system obeys the probability laz} 1?xC'
          (tieS) at the next time, where PiS is the
          :tUlggatsiR!Lp!2gl2gll!l,ILSF\ransztionprobablt thatthesysteniisin
         F'state 2 at the next time given that the system
          is in state i at that time and an action Åí
          is'made. • -
                       'Here we assuine that the return Uk is bounded for all
ZeS, fteku It is clear from the finiteness of state
spaee that
(6'l) aiZ,s Pij' "1, Paak' 2o. (`•a'CS, AekD
                        -IQ3-
'
     rn this chapter, we consider a discounted process.
Let l3 (OSPÅql) be a discount factor. That is, unit
return becomes Bn after al times (e.g., Tl days).
The discount factor is considered as the reciprocal of
1 plus the interest rate. The inti?oduction of the
discount factor is mathematically to avoid the divergence
of the total expected return.
     We also give an initial distribution
(6.2) q=(qs, a.,.... GN),
        N
where ' .
(6.3) ny z ai =1, aL2 o. (ies)
         xcs
   1•Then the system is a nonstationary Markov chain with
returns. Our problem is to find strategies which
maxinizes the discounted total expected return over
a finite or an infinite time horizon, where a strategy
is a seguenee pf decisions in each time and each state.
     !n this chapter we shall focus our attention on a
discounted decision process over an infinite time hori-
zon. We consider a maximization problem (if we eonsider
a minization problem, we may change the sign of the
                  '
             6. 2. Policy Iteration Algorithm
     In this section we shall give the so-ealled EtlglEl,gÅrLol c
Iteration ALgo]?ithm for a discounted Markovian decision .
                         -log-
'
process. The policy iteration algorithn has been given
by Howa?d [40]. So it is sometimes called Howavd's
policy iteration algorithm. The policy iteration
algbrithm has the cltose relation to linear programming
discussed afterwards.
     Since we consider a sequential decision process,
we have the compiete information of all states and times.
Let F be a set of functions from the state spaee S
to the policy space K. Since S and its associated K
are both finite sets, F is a finite set. Let f or
2 be a function in F. Then a EsE!zgElggÅrLtrateg IZ is defined
by a sequence {fnt, 'n= 1, 2, ...}. So, we may write
a strategy 'rC= ( f!, f2, ..., fm, ...), whe]oe fn is the
decision vector for each state at time 7L, i.e., g"t(L),
the ith element of fu, is an aetion of sitate ,(.G$ at
time 11.
     A strategy ( 3•, +,, f2, ...) is denoted by ( 3,'TC),
where ?eFr and 'rC=(Si, S2, ...). A strategy (f,f,
...,f, ...) is denoted by Spa, where fe F, and we '
cali it a stationary strategy. That is, g stationary
strategy {oo is onR which is independent of time 77.
A strategy ( ?'- ,--inA'"-----'?, ...,?, Å}i, f2, ...) is denoted by
( 2M,`VC), where 2EF and eK= (fi, f2, •••)•
     For any strategy `rc, we have a nor}$tationary Markov
ehain. .Then we write n step t]?ansition probability
matrix as
(6•4) P"(nc)=P(")P(fa)'''P(fn)• ('n= i, 2, ...)
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where P(fn) is the IVXIVtransition matrix whose i-1 th
elernent is P#•,A= fn(L)(lÅqi. For 71=o, we define
Po("TC)=I (the iVXiV identity matrix). For any feF-,
we may write the IVxl return vector r(f) whose ith
element is rf, k=f(,L)elÅqN. Under the notation
defined.above, we have the IVxl discounted total
expected return vector starting in each state tES:
                  co(6•s) vp(ff[) = .X.., 6on P. (cru) r(S..i )•
To shopti the finiteness of the above veeto]p, setting
 rU=ce.iftx Uft and rL= .m.,i{an. rkft,we have
                                 ru
              rL(6.6) 1-6 grslll vp(ff)K1-pg,
                                         '
 1
wheTe 1 is the /Vxl vector with ail elements unity.
     While we have
               ec
        Vp (ir) .--.Z., B" Pon ('T:) r(fuD(6.7)
             == yc +,) + :2t (3C't P. ("Tc) y(f..,)
                      m=t
             -= rcS,År + p P(S) .2oo:., eca P. (Trc)r(tma)-
              --Y(sc + pP(") Vp Criv),
where TK=(f2, k, ...) is a strat,egy delayed one step
for eaeh time. Then, for any NX1 vector W we define
a funcvion L(f) which maps W into L(+)'VJ= f(f)+
  e P(f)W. we may consider that a function L(f)
                             '
                         -IQ6-.
is one step retu]?n under the preceding return W when
we use the decision {cF. Thus, Vp( l,"fi )=
 L(f) Vp('rc).
     We define the vector inequality as foliows. For
any tuo eoiumn vectors 'Url, 'W72, we write 'W7,21Ar2if every
element of 'la7Ti is not iess than the corresponding element
of 'L(72, andiJ7iÅrW2ifWt2W2and 'tiri; 4iJT2. This notation
of vector ineguality is used throughout this thesis.
Definition 6. I. A strategy Tt* is called moB otml
if Vp(sc*)) Vp(K) for all 'TU, where P (OSPÅq1) is fixed.
This definition means that an optimal strategy is attained
simultaneouslv for eaeh initial state. But this fact
is nontrivial, and wiil be shown below. If an optimal
strategy 1ÅíS is attained simultaneously for each initial
state, we have a Vp(sc*)]) qV,3(r) for any sc and any
initial distribution a, i.e., an optimal strategy is
independent of the initial distribution a. Conversely,
if an optimai strategy which maximizes Ck Vp(fe) is
independent of the initial distvibution a, we have
 VF(IC*)? Vp(t{1 ). .
Lemma 6. 2. L( Åí ) is mono tone, i.e., •U7i }I WT2 imp li es
 L(S)iza7T,2i L(f)ul2. ''
          'Proof. L(f) aAri - L(f)'"r2= p P(S)(txAri - tu72) }i o if
uttÅrttVCr2, whieh completes the proof•
-iO7--
     Under the above preparation, we have the following
three theo]?ems which have been given by Blackwe!1 [9].
     '
Theorem 6. 3. Vp(efi*) !z Vas(Åé, TCX) for all zcFr
implies that Il* is 3-optimal. '
Theorem 6. 4• Vfi( + , 'rc )År Vp('[l ) implies Vp(loo)År
 Vp(`TC).
     Now we have ou? main theorem.
     'TheoreTriis. 5. Take any f(?F. For each KES,
denote G(L,f) the set of all fi(Kk for which
   . Y,a +! j{, Pf• !L7d År iVL,
where "V7; is the lth element of Vp(foo). !f q'(t,f)
is empty for all .LGS, then fOO is (3-optimai. For
     (a) Z(k ) (f q-( i, 5L) foT some Åq. and
     (b) ?(L) = S( iL ) whenever 7(X) di Ct' ( i• ,f ),
we have Vp(6oo) År Vp(fco).
                                          ,
                      '
                                '




     These theorems describe a method for finding an
-IQ8-
           ,
optimal stationary strategy, which is caUed (Howard's)
Policy Iteration Algorithm. The algorithm has two
parts as follows:
                 Value Determination Operation
     Take any fEFr. Solve
            'vf. = r,ft+ Bj,s PAi Va'
     for VL (i GS ), where ft = f(C ) correspo ds to the
     chosen strategy fto.
                    Policy Improvement Routine
     Usi.ng the values V.-(iCS), find the element of
      Gi"(,C,f) for eaeh IES such that
                di +Pj{s PLi iv2 År v,
     for all 't4ElÅqk. !f G('t-,f) is empty for all -
      t (S , fco is (3 -- op timal and Vp( fco) = [ 'Vx ] is the
     discounted total expected return. If al least
      itr(L) (E GV( )i,f) for sorne i, make an improved
     strategy 6ce sueh that ?(L)e GKt,f) for
     some { and 2( 4) = f(( ) for G"(L ,f) emp ty
     and retui?n to Value Determination Operation.
     As an initial strategy f"O, we may take, for
example, Åím6aKxi'
 rxaL for each aeS.
     This poliey iteration algorithrn is simple and'ele-
gant. The numerical examples using this algorithm
will be p]?esented in Section 6. 6. The conve,i?gence
-- iO9-
to an optimal strategy is fairiy rapid. rn section
6. 4 we shall discuss the setup of this algorithm from
the viewpoint of iinear programming.
           6•3•lttEiiggg!z2E!gg!elggg!}g-Alggl2!l}IumearProgramminAigorthm
     In this section we shall consider the linea.r pro-
gramming formulation of the discounted Markovian deci-
sion processes. The ]?eiation between the policy itera-
tion algorithm and a linear programming algorithrn will
be described in the next section. In this section we
formulate a linear programming algorithm and discuss
some interesting properties of this problem.
     It is more convenient for the lattep discussion
to extend the range of decisions to include randomized
(Ora nixed) stvategies. Thus fo]? any 'Vl, we define .
 AN(n), the joint probabUity of being in state L(S
and making decision A(Ki. Our problem then is to
find an optimal stvategy whieh maximizes the discounted
total expected return. Here we consider the rnaximi-
zation problem undeT the initial distribution (6.2)
beeause an optimai ' strategy is attained simultaneously
for each state.
     Since AftK 'Yl) obeys the probability law Pz2, we
may write
(6•9) a{,j A] (M) == As (O) =aa (•rt= o)

















6. 7• Any nonnegative solution Al'i('rt) of
     probability distribution and the eorresponding
     total expected return is bounded.
Proof. Sinee .Z
ees
 a?id = l,












("= 1, 2, ...)
distribution
(6.Il) xkES Åí-fteKk
Al ('rt) =t. (,Vl = i, 2,  x.e•L)
This plus the fact that Aff•('YL) is assumed to be non-
negative, which proves thd fivst part of Lemma. The
second part has been proved in (6.6). These complete •
the proof.




this lemma, we have the following
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(6.i2) Max {liL (3"z E r,vajtg(trt)
                     4eS        fteKLth=o
under the constraints (6.9) and Aft•(trL) ?r O for all
'rt= O, l, ... ; i(S , and {(Kk. As it stands,
tkis problem, say problem ( Po ), is similar to a
standard linear programming probiem; however, it
centains an infinite number of constraints and variables
aRd thus the c!assical theory of linear programming
cannot be used to analyze it in this form. Using the
faet that the sequences Akd at) are bounded, and
ospÅq1, wxe define a set of new variables xaA by
(6•i3)- J(aa ==.2,Z, (s'" cN3• (in). (a'eS, aEka-)
.,...2Y.de{,i2iEi2".3.gh,g.:gW.;a:sue.:..X.at.ga",i 2,, ,
evaluated at Z= (3. Using these varig.bles Xf, we
hawe the following standard linear programming problem,
say problem ( PT );
 '
(6.l4) Max il.Ecs AXtKj rtift Xjft .
     subject to
(6"i5) Aia. Zd{ +P,iis kL-,,, Ra{Xi{ == aj (tiES)
(6a6) xj 2o. (2eS, kekj)
-ll2-
     Problem ( Pr ) is now a standavd linear programming
problem. In the following discussion, we take advantage
of the special strueture of this problem to prove that
its solution has several interesting properties. We.
shall then use these properties to show that there is
always an optimal solution for this problem and that
for any basic optimal solution there is a corresponding
optimal solution to problem ( Po )•
     We shall derive a stationary stvategy as a func-
tion that for each tES selects exaetiy one va]?iable
 Xi where AEkL. This definition ofstationary
strategies wi!i coincide with that of the preceding
section. For any stationa]?y st!?ategy, we shaU now
prove the following theorem which has been given by
                        'De Ghellinck and Eppen [l7]. '
                           'Theorern 6. 8. If the system of equations (6.15) is
restrieted to the variables xk• seleeteq by any
stationary strategy then: . . '.
     (i) The corvesponding subsystem has a unigue
         solution.
    (ii) !f qj zo ( ti GS ) th en xi ]z.O ( ti eS ).
   (iii) lf qa ÅrO ( 2 eS) then XaftÅr O ( a' CS )•
     We shall now use Theorem 6. 8 to prove an
important relationship between stationary strategies
and the basic feasible solutions of (6.l5) when
 qjÅrO( jES ). The following two theorerns have also
been given ])y De Ghellinck and Eppen [i7].
                         -l13-
Theorem 6. 9. . Whenever aa År O ( j ES ), there exists
a one-to-one eorrespondence between stationary strate-
gies and basic feasible solutions of (6.l5). Moreove]?,
any basic feasible solution is nondegenerate.
Proof. Theorem 6. 8 actually states that when ajÅrO
( 2 eS ), a stationary strategy has a corresponding
unique solution of (6.l7) which has N positive
va]?iables. This is, by definition, a basic nondegene-
rate fe as ib le solu ti on of (6 i- i5). Con ve rsely, if XS•
is a feasiblre solution of (6.15), we have
(6•i7) ft{i,Ia X3a =aa +P,ks &1{I,, P#• XkftÅr.. aaÅrO, (2ES)
and thus, at least one variable Xaa has to be positive;
hence, theTe is exactly one )(kÅrO fo? each state a' .
This uniguely defines a stationary sti?ategy. These
complete the proof.
                                      '
     Any strategy which is associated in this way with
an optimal basic solution will be called an optimal
stationary strategy.. !n the next theorem we shall show
that although an optimal stationary strategy is derived
with a specific set of values aj År O, this strategy
remains optimal for any nonnegative right-hand side CLa.
Theorem 6. IO. Whenever the right-hand side qa of
-l14-
(6.l5) is strictly positive, the problem ( PT ) has an
optirnal basic solution and its dual has a unique
optirnal solution. Any optimal stationa?y strategy
assoeiated with it remains optimal for any nonnegative
right-hand side of aj.
Proof. From Theorem 6. 8 it is clear that there are
feasible solutions, and we also know from Lemma 6. 7
that the objeetive function is bounded. This guarantees
the existence of an optimal solution for both the
problem and its dual. By Theorem 6. 9 any basic
soiution wUi be nondegenerate and by the compiementary
slaekness conditions, any optimaX solution of the dual
should satisfy the corresponding system of IV dual
egualities (whieh is nonsingular), and therefere the
duaX solution is unique. The discussion of the dual
problem wUl be stated in detail in the next section.
     To prove the second part of the theorem, we note
that the optima!ity of a given basic feasible so2ution
of a linear programming problem depends on the
objeetive funetion and not on the right-hand side.
Changing the latter can only affect the feasibility
for any nonnegative value of a2. These complete the
proof.
                             '
              '
     The followi,ng eoi?ollary is useful in the next
section.
Corollary 6. U. For all positive ]pight-hand side
-IZ5-
, a}ÅrO (say qa= 11N), there exists any basic solu-
tion with property such that for each {ES , there is
only one fo such that "Åro and XkA= o for a other-
wzse.
Proof. This is a diipect consequence of Theorems 6. 9
and 6. 10.
     From a series of the theorems, we know the speeial
structures of this linear programming problem. Then
undeT the suitable initial distribution (say aa= llAt),
           Å~we can get.an optimal basic solution which corresponds
to an optimal stationary strategy. We have seen two
algorithms; one is the Poliey Iteration Algorithm
discussed in the preceding section and another is a
Linear Programming Aigorithm discussed in this section.
Howevei?, we cannot answer which of these is rnore
advantage to compute an optimal strategy. In the
next seetion we shall discuss a relation between the
two algorithms.
      6. 4. Relation between the Two Algorithms
     In section 6. 2 we have derived the Policy Ite-
ration A!gorithm, which may be eonsidered to be a
successive approximation method in poliey space of
Dynamic Programming. In Seetion 6. 3 we have foymulated
the sarne problem by Linear Programming. In this
section we shall show that these two algorithms are
eguivalent in rnathematical programming. .
-li6-
       We now rewrite a iinear programming problem
  discussed in the preceding section as the primal problem.
                            'Primal problem:
           '
. (6•l8) Max };s A?2iKIJ ra-kxt'EL
         subject to
                                      J
  (6'i9) .,2t:a1j'li-+ (3,lks kl2I,, 'l?ifXiS =: ad, (2CS)
  (6.2o) xjkzo. (2eS, fo(ks)
                                '
                     '
                          '
  The dual problem of the al)ove one is signÅ}ficant as
  diseussed in the precediRg section.
       Dual problem:
                    ies
         subjeet to . '
  (6.22) tvL År-- T,a + pjZe:s }?,li• 'ttTi, (JeeS, ft(ki)
                              '
                                        .t
                                                ,
  (6.23) VL ; unconstrained in s,ign for 4(S.
            '
                       '
  This dual problem ean be immediately devived from the
  discussion of Section 6.. 2 as follows. For an optimal
  stationary strat.egy Tl =Spa, we have
                       t
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 (6.24) vp (foo) 2 L(s) vp (sat) = r(z) +p P(a) vp (soo)
 for aU ?EF-. Writing the above equation elementwise,
 we have the constraints (6.22). While, the objective
i
 funetion is .the discounted total expected return
 starting in the initial distribution a;
 (6.2s) qVF ({ua) =j?s q,vk,
 whieh implies the dual problem. It is more compre-
 hensive to write the Tuckei? Diagram in Fig. 6. I for
 the primal and dual problems.
      We shail eonsider to solve the primal probiem.
 Since the constraints of the problem are equalities,
 we must use Two Phase Method or Composite Algorithms
                                       '
 to obtain an initial basic feaslble solution. But,
                                  '
 eorollary 6. U implies that eaeh 2(S there is one
 such that )(j ÅrO and XaÅí= O otherwise. So, we omit
 phase r and ean obtain a basic feasible solution. In
 order to obtain an initial basic feasible solution,
 we use the usua! simplex criterion for each 2(S.
 For exampie, we rnay apply
                          '
 (6•26) . -rj'= mÅítnKe. f-raK], '(26S)
 or
 (6.27) Y}'={mEaKxu. rl•'e:`. (}ES)
-l19-
whach corresponds to an initial strategy
Section 6. 2. We note that the asterisk
the data of a basic solution throughout
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where we add the ( N+ 1) X 1 unit vecto' r with the first
element unity to the first eolumn. From the preceding
s•ection, B is nonsingular (T.heorem 6. 8), so is g.
Thus, let g't be the inverse matrix of El. we have
(6.3o) e-i=[5 ,F-,]•
It is clear that liB-i=I (identity matrix). so, we
have
(6.31) t,k =y#' B-t,
                       '
.
(6.32) BrrlxT -- r*. •
where the superscript T denotes the tTanspose of the
matyix. From its definition (6.30), y is the vectov .,
of the simplex multipliers for the primal problem, and
                                                     'that M is also the vector of the dual vavial)les.
Thus, we have M= ( 'VTi, 'V2,...., 'VTnt). Rewriting
(6.32) elementwise, we have
                              +(6.33) }f,= vi'+pi{s ?Aa*• !V2, (ZeS)
           '
vifhich eorresponds to Value Determination Operation in
the Policy Iteration Algorithm diseussed in Section
6. 2. In other words, solving the system of iV linear
-i21-
leguations (6.33) is to find the simplex multipliers
(and also the dual variables) for the primal problem.
(This de]oivation is straightfoward from the complementary
siackness principle.)
     Next, we consider the simplex criterion for the
next step using these simplex multipliers. Let the
simplex multiplier for the objective function be 1 and
     .we wmte
(6.34) tA- = (1, V7. XLr.,...,tJIN).
The coefficients of the corDesponding linear programming
problem can be written by
(6. 3s) A =
         '
.The simplex
(6.36) [A
  -"CtS -r,L ' • • • s - -SNt e•` -TNk'"
  1-p'Pt} l-eTR3• '• ` • • e -p`t7,l•-- -(3TP/l?,"
  d(3'Pn -C!t'P,;' ' ` ' e ' -(3?;a''' -P"PNIfr`
            '
                '
                                        ,
  -p?,k -e?,k••`t`• i-p?N',-••i-dp?Srl"
criterion of the next step is;
l]= y-A
   = [-Yik - pd{k, ?sS• V2 + VL 1•
-l22-
s.
It is evident that for the basic variables
(6.37) A:. ---- -r.X• - Bl, Plj'• rVj +tU, -O (Åqcs)
If for all teS and kekL,
(6.3s) A,k=-r] -




?Aak' Va' + Vx l2r O,
all tES and ft e.Kk
(6.3g) f.i +Pjli, ?v'Va 2
we have an optimal solution
linear progvamming [l5].
     While, if there is at







least one pair iES and
(6.40) A] -: -y,a -pj{,; ?iS'vj +!vx Åqo.
or by using (2.38)
(6•4i) Yf+P21{s 7i' Vg Åq rxa+ Pai, Pif Va")
there exists an improved solution, or an improved
strategy,whichcorrespondstoPLgtUg\-I!IPE29Y9III9II!lzc IMprOVeMent
Routine in the Policy Iteration A,lgorithm.
     Conseguently, Po!icy Iteration Algorithm is only
a special extension of lineav programming such that
-123-
/pivot opevations for many (at most IV ) variabies are
performed simultaneously. We have already seen in
Section 6. 2 that the substitutions for many variables
imply an inproved strategy. But, even if there is only
one pai]? {ES and aGKi satisfying (6.41), we must
solve the system of iV linear equations (6.33). It is
a disadvantage to perform its computation. These
questions arising in computing an optimal stpategy
wiU be discussed in Section 7. 5.
               6. 5. Return Structures
     ln the preceding discussion we assume that we
                                                'receive the return when the system is in state t.
     We extend the return structures as follows:
When the system is in state t, two things happen:
     (i) We receive the retuvn rx'.
    (ii) If the system rnoves to state a at next time,
         we receive the return rxi.
     Under the above return structures, "L(on ), the n
   step total expected return is;
(6•42) 'Vx (on) = rN'  +a.2E:s ?aa [ri}'+ P 'LTd (ca-1)]
        li ---" rLi+ Z?Aa YAi + 6jZ,:s ?is 'L7e (an-1)'
Substituting
(6.43) rz = Y;/  +a{s ?zd raai 7
-l24-
we have the same return structures treated in the
preceding discussion. Thus, in the seguel we consider
only the return th for the discrete time models.
                    6. 6. Examples
     This seetion. gives two nurnerical examples and
their solutions by using two algorithms, i.e., the
poiicy iteration algorithm and a linear programming
algorithm.
     Examp!e i. The first exarnple has been given in
the Introduction. Now we define F= {fi, l2},
where fa( l) = 1, fa( 2) = ft. .
               '
        p(f,)=[glg ,olfi), -.r(f,).[-i), •
        p(f.)=[glz glg], ,(f.,.m L •
         'where A denotes a strategy of a rapid repair and F
a strategy of a usual repair. We now shall solve
this problem setting a diseQunt faetor (3= O.9.
     First we applY the policy ite?atio.n.qlgorithm.
Take an initigl strategy fi. F]?om Value Determination
Operation we have
               iVt=1380191 V.= 880191
                                            '
By usi.ng the values obtained above and Policy Improvement
   '
                         '
                        -i25-.
t1
Routine, we obtain
              Upt+ 6og,?,a2 Vj = 881/gl År sso/gl = 'Lf.,
which implies an improved strategy S2. Returning to
Value Determination Operation we have
              V7t == illO/73 V,=710/73
which concludes with a O.9-optimal f2•
     Second we apply the linear programming approach.
Under an initial distribution
                q=( o.s, o.s ),
               '
we have the following linear programming problem:
               Max 3xl -2xl - );
     subject to •
                '
               o.37 xl - o.sg xl - o.36 x; = o.s
              -O.27J(l +O.6Ll• (]i + O.Li-6 (: = O.5
                      Xl, Xi, X.X 2O
Thus the optimal solution is
        '- Xl= 410/73 X:= 320173
and the ob.]'ective fungtion is 910173. The value of
our objeerive function coincides with
         qVp
     Exarnple
Consider the
(Sec) = [ O.s o.s ]
2. (Howard's Taxieab








    .termtory
                           '
                    'encompasses three towns, A, B, and C. If he is in
town A, he has th]?ee actions:
     l. He can cruise in the hope of picking up a
passenger by being hailed.
     2. He can drive to the nearest cab stand and
wait in li.ne.
     3. He can pull over and wait for a radio car.
     If he is in town C, he has the sarne three actions,
but if he is in town B, the last action is not present
because there is no radio cal) service in that town.
For a given town and given action, there is a p]?obabi-
lity that the next trip will go to each on the towns
A, B, and C and a eorresponding return in moneta]ey
units associated with eaeh such t]rip. This veturn
presents the income from the trip after all necessary
expences have deducted. For example, in the case of
aetions lahd 2, the cost of cvuising and of driving to
the nearest s.trand must be included in calculating the
returns. The pro])abilities of transition and the
returns depend upon the action because different
eustomer polulation will be eneountered under each
     Zf we identify being in towns A, B, and C with
states l, 2, and 3, respeetively, then we have Table
6. 2.
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  Value Det-ermination Operation
  Policy !mprovement Routine
. 3. Solution of the taxicab problem














which is derived from max Yge for each tCS.
                             A
                       -k eKx
     Policy Zteration Algorithm yields an optimal
strategy. The calculations of Poliey Iteration Algorithm
are given in Table 6. 3.
     We can also solve this problem by iinear programming.
Here we omit the solution.
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                     CHAPTen VII
                              '
   MARKOVIAN DECISION PROCESSES WITH NO DISCOUNTING
                  7. 1. Introduction
     We shall consider Markovian decision processeS
with no discounting in this chaptep. We shall treat
only the proeess over an infinite planning horizon.
In this process, the total expected return wiil be
usually divergent. (In Seetion 7. 6 we consider a
special case in which the total expeeted return is
.finite . )
     So, we shall not expeet the elegant discussion as
we have done in the preceding chapteip sinee Markov
ehain under consideration may ehange its state
ciassification structure from strategy to strategy.
     First, we shall discuss the special st]?ucture
proces' ses, i.e., the completely ergodie process and
the terminating process (see the definitions below).
Seeond, we shail discuss the genera! process that the
state cXassification may ehange from strategy to
          h
strategy.
     Two approaches have been considered for Ma]pkovian
deeision processes with no discounting. One is treating
 (3 = l as a limiting ease of (!S Åq 1, where we can use
the discussion of the preceding chapter. Anoter is
treating directly the long-run average return per
unit time. We shall mainly treat the first approach,
       "but we shall partially tveat the second approach.
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           7.2.policyXteratjstaAlgg![2,!!}IgAl thm
     This section provides the preliminaries on the
theory of Markov chains. This section furthe]? states
the poliey iteration algorithm for the completely
ergodic process, which has been given by Howard [40].
     First, we sha12 shovg the well-known faet of
matrices.
Lemma 7. 1. For any NxlV matrix A, if An tends to
O(zero matrix) as n tends to infinity, then (r -A)
is nonsingular, and
               -1 oQ .
                  :El AN.(7.1) (I-A)
                   i=o
               '
The proof of this lemma wiU be found, e.g., in Kemeny
and Snell [47, p. 22].
     Next we shal! show
                                                     x
Lemma 7. 2. ro' i qny IVx/V MaTkov matrix P, if
M-`1 •i-,P7'rt tends to ti as n tends to infinity, then
(1 - {3 ) ,lilro c3L PL tends to P" as e -) l - o.
         '
         The hypothesis asserts Ce'saro sgmmal)ility ofProof.
{P"} to P*. Thus c6sa?o summabiUty of{PM} to P*
implies Abel summability of {PM} to P', i.e.,
(7.2) (1-p).ill eNpi -År p'C as p-s)1--o,
                k=O
-13i-
'whieh completes the proof.
     The next iemrna will be important for the latter
discussion. The p]?oQf of the lemma is found in
Blackwell [9] and others.
Lemma 7. 3. Let P be any NxAt Markov matrix.
     (a) The sequence 1:PYn converggs as on"ou
to a Markov rnatrix P* such that
          P pt - ptP- P' pt- P*.(7.3)
     (b) 1- (P - PS) is nonsingular, and
(7•4) H(6) =tfl.l2,pk(pi- p*) -ÅrH= (i-p+ p*)-"t. px
       '
as P "År 1- O.
      ' H(p) Pt=P*H(e) ==HPX=P'H=O, .(7.5)
and
          (I- P) H- H (I-P) == I-P',(7.6)
(7. 7) (e) rank (T - P ) + rank P* = N.
      (d) For every IVXl column vector e, the system
                     '(7.s) Px =x , ptX= P*C
                 '
has a unique soiution X.
                        -}32-
                                                     '.
     Followi.ng"the notation of the preceding chapter,
the total expected return up to time t starting in
eaeh state is
            m--t(7•9) ,,Åí,.-, P,, (`rVÅr X'(SL+t)
foT any strategy `TC=( 'S,a, S2, ...). Thus the limit
infimum of the average return per unit time as rL tends
to infinity is
(7.io) r(sc) = ikm-i.n.f -ft-2.;.i;,' PL (ge) r(SL+i)•
Our probXem is then to find a strategy which maxirnizes
(7.IO) unde' r-
 all strategies `fii:, i.e., an optimal
strategy lt such that
           - [•- -- -- -- - - --(7.ll) V(ffCX) 21 r(sc) .
                                                      .tt
     Derman [20] has shown that there is an optimal
stvategy whieh is stationary, where an optimal stTategy
is considered under the ave]page retuvn criterion. The
same result has also been proved by BiaekweU [9] and
others.
Theorem 7. 4. There is an optimal strategy which is
         ---
                                             '
                                                   '
     This theorem shows that there is an optimal
stationaxly stgategy •undev the avevage cpiterion, where
                                             '
                         -133-
               '
                         '
'
an optimql strategy is attained simultaneously for all
initial states. Thus, an optimal strategy remains
optimal for any initial distribution q.
     In the sequel (up to Section 7. 5), we shall
discuss a special structure problern, i.e., the so-called
eompletely ergodic process.
Definition 7. 5. For a Ma]?kovian deeision process,
Markov chain under consideration is always ergodic
whatever strategies we ehoose. Then the process is
caiied the completely ergodic process.
     Examples presented in Section 6. 6 are all
completely ergodic processes. Though there really
are many examples which are not completely ergodic, we
sha.U discuss only the completely ergodic pwocesses up
to Section 7. 5. The general case that there a]?e
     ,several ergodic sets plus some transient states wili be
shown in Sec\ions 7. 7 and 7. 8.
     Note that the process, which extends the range of
deeisions to include vandomized strategies, is also
completely ergodic f?om its definition.
     For any stationary strategy fco of the completely
ergodic process,,we have
(7•i2) ii m,l6nf]il :tllii,' R(sc) Y(fkt,)= .ti.m, iV[!X Pi(S)r(f) == P*(f)YCS),
                         -i34-
where P' is the limiting matrix which is composed of
aU identical rows TU(f)=[IC}(f )]. That is,
(7. I3) P`(D =a tTC CS ).
where g is the A/Xl column vector with all elements
1. Then, the NX1 row vector "rc(S) is a unique solu-
                                       'tion of
(7. i4) "rc (l) = sc (S) P(f),
(7.ls) 'rCa(f)ÅrO, (kS)
(7. l6) fK Åqf) fi =1.
     Thus an average return per unit time for a
stationary strategy starting in each state is
(7. i7) P'(vr(fÅr =1 "rLcS) r(S) = {' is e{Ca (f) TaÅë) 1,
where 'la = +(} ). This rneans that the average ]?eturn
per unit time is the weighted sum of raA over the
limiting probal)ilities 'Ka(f), and is identieal for
any initial state •d($. That is, the average return
is independent of any initial distribution.
     We have known from the precedi,ng discussion that
our problem is to find an optimal strategy within the
finite set of stationa?y strategies because there is
an optimal stationa]fy strategy. That is, our problern
is a combinatorial one and we can apply the direct
enumeyation method. (This fact is valid not only fov
the completely ergodic proeess but also for the general
-i35-
  process in Sections 7. 7 and 7. 8. !n most cases, how-
  ever, the direct enumeration approach seems to be im-
  possible beeause the number of stationary stratigies,
  Kt Å~ IK2 X'''xkM , is too numerous to compute each
  guantity. Thus we shall need efficient algorithms to
  find an optirnal strategy.
       Foi? any stationary st]pategy fOg, Vnt( S ), the total
  expected return vectoy up to time Tt, satisfies the
  following recursive relation:
  (7.ig) V"(f) =Y(S)+P(f)Van-'(S), (n= 1, 2, ...)
 where
  (7.20) VOCf)=O.
 Throughout this chapter, we restrict our attention to
 stationary st]pategies, then we may write a stationary
 strate.gy f instead of Sco. We have the following
                 'Lemma 7. 6. X If P"(f) tends to P'(f) as n tends to
 infinity, i.e., P(f ) is regular, then we have
  (7.21) V"t(+) == an 9 fl + 'U(f) +ÅíCn.S)
                                     7
                       '
 where e(n,f) tends tg zero as n tends to infinity,
   9= sc (f ) Y(f ), and 'V(f) = H(f ) r(f ).
      The proof of the above lemma is easily obtained
 by using Lemma 7. 3. Using the above lemmas, we have
• the poliey iteration algorithm for the completeiy
-i36-
ergodic process. Here we shali only give the algorithm.
The heiupistic derivation of the algorithm and the proof
of the convergence to an optimal strategy are found in
Howard [40].
            Va!ue Deteriminatlon Operation
     Take any stationary Sca. Solve
                          N-t
           9+ 'V. == "+t...-, ?i# iLrti . '
     for 9, th, V2, ..., VN-i (setting VN= O),
     where the superscript {l is determined by the
     ehosen strategy fed. .
            . Poliey Improvernent Routine
     Using the values UN and 9, find the dLement
     of Gif( ,C,S ).for each teS such thaF
           , ,M:-.•" r-}r i2I:..",li 1?ta- )tiaT.'.År g +'vTi
     for all Il C Kx. If G"( L, f ) is empty for
     all .CES, Sco is optimal and 9 is the average
     retui?n per unit time, 'VTI, ..., VN-i are the
     relative bias terms. If at least
      ?(N)e q( L,f ) for some •C, make an
     imp roved strategy ?co such that ?( vL. )e q-( L, f )
     for some t and ?(L)= f(4) for Gi"( t, f)
     empty, and return to Value Determination
     Operation.
!n Poiicy Improvement Routine, if there are two or
                     '
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mo re actions satis fying Gt( L, f ) for some t e S , we
should app!y an improved st]?ategy ?(L) such that
(7•22) :e,Å~, CYS + ,ti:ll P4S'Va7]•
The reason of this ch6ice will be p]eesented in Section
7. 4 from the viewpoint of linear programming.
          7. 3. Linear Prgtg]:EglggiEamm[ Al rthm
               '
     We shall shovg that the completely ergodic Markovian
decision process is also formulated by a linear program-
rning problem. For any stationary strategy of the com-
pletely ergodic process, the avevage "eturn per unit
time is
(7.23) 9C{) ="K(f)r(f),
where "rC(f) is the limiting vector of P(8), which
saisffes (7.l4)-(7.26). Thus our problem is to find
an optimaX strategy {i such that
(7.24) "T[(f`) Y(S') =max "ru(f)ycf).
                             SCF
     Mt is more convenient to extend the range of
decisions to include randomized strategies. Note that
the assumption of complete evgodicity also holds for
the extension to randomized st]?ategies. Then, let
 ck3• ( }cS , i( E Kt ) be the joint prob ability th at the
system is in state t and the decision ft is make, .
where dik is independent of time 'n because we restvict
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ourselves to stati"d'hary strategies. Xt is evident that
(7• 25) fiIE,ld dtrk = 1, Os; di (s: D. ( 2es, ft csÅqti )
Then the objective function of our pvoblem is
(7e26) a?s A)Ii,i:a rfri (i) ttrftciel
from (7.24) and the definition of ctdi{ . Whiie, the
constraints using dek' are
(7•27) "((3(f) -- ,;F$ aill,I,"iru'(f)'P#• d.1 =O, (jcs)
(7.28) ,•Z,:s `'TVj (S) =1,
(7. 29) 'TC3 (f) ÅrO (2 ES)
                                                     tt
Setting
(7.3o) ]caA = Trd(f)daa :}r o
                                    ftand using the fact that rK}(f)=ft{Kj Xa . for 2ES ,
we have the following iinear progvamming
                                     p oblem:
            '
                                 '
(7•3i) Max ollls i,ki rekXift
-i39-
subject to
(7.32) ,{i,l, Xea -,l7I, l,,, Pae• xl =O, ( ies )
(7.33) a['es{liKj Xda=1,
(7.34) xl 2 o. (?Gs, aekj )
     For the cornpleteiy ergodic process, rank(1 - P)
=N - l because rank Pt= 1. So, one of the const)?aints
(7.32) is redundant. We onit one constraint, e.g., for
  .
 g= At of (7.32). Then the eonsti?aints are (7.32) for
 ti= l, 2, ..., N -- 1, and (7.33).
Ttaeorem 7. !-,. There exists any basic feasible solu-
tbon with property such that for each ieS, there is
oaly onE & such that xi Åro and xl =o for k
othetwise.
!lgtmpgZ,of. Our linear pr.ogramming problem has tV const-
vaants, where one ?edundant constraint ls omitted.
Sinee rank of the constraints is N, there are rv posi-
tive variables x.k• and zero otherwise for any basic
feasible solution from the basic properties of linear
pgogramming. For the coefficients of the constraints,
- ea2( i f 2 ) is nonpositive, (l - Pft•t ) is positive
et"d X] is nonnegative, so there is at least one term
-IUO-
                    .lr."]')/
(1- BCi) in whieh tf is positive for each t. That
is, for each t 'there is at least one x] År o. If
there are tuo xikÅro for any one 2,there is somet
without the term (l - rf; ) somewhere because any basic
feasible solutlon has N positive va'riables Xtrd and
zero otherwise. This contradicts that the right-hand
side is zero or unity. Therefore, for each t the]?e
is only one Xl ÅrO and zero otherwise, which cornpletes
the proof.
CoroUary 7. 8. Any basic feasible solution of the
linear programning problem (7.31)--(7.34) yields a pure
stationary strategy.
         From (7.30) and 'Tr}(f)=ft;Ka XiK ,we haveProof.
(7.35) a,i =Xei /iig X:'
Thus dak• = o or l from Theorem 7. 7, which cgmpletes
the proof.
     From the above discussion, an optimal solution of
the linear programming problem (7.31)-(7.34) yields an
gR:t!!}g!IL.ugE--fi[!gSlgRsllÅr1-s[!!zg!ggÅr!iMalpurestationarystrategyfoo` Alsotheprimal
variable xjkÅro gives
 rr9( f )År O for state d
          '





     We have shown in Section 6• 4 that Peolicy
Iteration and Linear Programming Aigorithms are
"41-
eguivalent in mathematical programming for the dis-
counted Markovian decision process. In this section
we shall also show the similar relation for the
completely ergodic process.
     We now vewrite a linear prograrnming problem dis-
cussed in the preceding section as a primal problem.
     Primal Problem:
(7.36) MaX jg/ ftZt'Ks rd Xf
     subjeet to
(7'37) k-tlg'rKa \ft
 -
i{sl KE,K.1TA(]' )(i'Il`=O, (8' -- 1, 2, •••,
         iz,s i,K6 (i•a =l,(7e38)
           x,1 }). O. (a`es, Aeki)(7.39)
Here we qmit a redundant const]?aint for 2=N in
(7•37)e
     The dual problem of the al)ove one is significant
 'sinee any basic feasible solution eorvesponds to the
/V dual equalities (wbich is nonsingular) from Theorem
7. 7 and its proof. Let dual variables be ( 'Vi, "LJ2,
.ee, 'VN ).
     Dual Problem:
(7.40) . Min VN
     subject to
(7eLFI) 'VN+ 'Vx 2r T.G•t+aNX."- i-P/•e'Lr6, (yLeS, 'llGKk)
-142-
N- l)
(7.42) V" uneonstrained in s,ign for tCS.
Since the pvimal problem has an optimal solution and
its value is 9, we may write the dual problem using
duality theorem (see, e.g., Dantzig [15]) as foUows.
                            '
     Dual Problem:
(7.43) Max 9
     subject to
           9+'VL }l "+tf.ill ]Pili• 'Va, (LeS. Keki )( 7e Li'4)
                               '(7.45) 9,abx; unconst"aintd in sign for t= l, 2,
                   .", N- 1.
where we suppose 'JN= O in (7.44).
     The dual probleTn is iTnrnediately derived from the
discussion of Section 7. 2. The rnethod of de]?iVing the
duaX problem is almost similar to Shat of Section 6. 2.
So, we omit here the derivation.
     Xt is more comprehensive to write the Tucker .
Diagvarn in Fig. 7. I foi? primal and dual problems.
Zn the dual problem, setting VN= O co]?responds to
omitting a redundant constraint for 2=N in (7.37)
of the primal problem.
     As the similan discussion of Section 6. 4, we can
onit Phase I 'and can irntuediately obtain a basic feasible
solution uging Theorem 7. 7. As an initial basic
variable, we may, for exarnple, apply








































































































































where P}l is the transition probabUity corresponding
to a basic solution. Frorn the similar discussion of
Section 6. 4, defining the simplex multipliers (also
dual variables) F=' ( 'N)t, 02, ...., 'N)N-i, 9), we have
(7. 4s) BrvT ---- \*,
                                                 '
                                  'where Y* is the NXI row veetor whose ith element
is rx*, and the supevseript T denotes the transpose.
Rewriting (7.48) eiementwise, and supposing 'ON= O,
we have
                         N-1(7.Lt9) 9+ •x)i == Tk'
 +}X.-i P,;. Vti , (•iL GS)
whieh eorresponds to Value Determination Operation in
the Poliey rteration Algorithm discussed in Section.
7. 2.
     The sirnplex criterion of the next step is
                       N-t(7.50) [IXI(.It]-[-Yl -}X.,, Ptk•tOe +9 -!7 iVNI.
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!t is evident that for the basic vaniables, we have
                 N-t(7•51) Al = -rxX -all, e13Vd + 9+ 'D. =O. ( ZES)
     If for all ic'S and {Q(K;,
(7.s2) Aff.=-y.i --tr.` ptGvi -g-vi Åri o,
op using (7.51), fo]p all t(S and fiEKk,
(7.s3) r,'+jtL,i ?/•d% 2 yi"+tri ?#• oe,
we have an optimal solution from the basie theory of
linear programming.
     While, if there is at ieast one pair t(S and
 ft ( KX such that
(7.s4) Al =-y,k-r/,zii ?k-eva +g+ v; Åq o.
       ,
or
(7.ss) ri` +jZ/]--i Pii va Åq rxK+tr.,` rfa- Vd)
there exists an improved solution, or an improved
strat,egy, whieh eorresponds to Policy Xmprovement
Routine. Fvom the viewpoint of linear programming,
we may apply S(N)={}L such that
(7•56) Arn,aKx,, [VKk+,Xi` P.a,'Oa] (År Yi+dX}/g'Vd)





tutions for many variables imply an improved strategy.
     Consequently, we have the equivalence between
Policy Zteration and Linear Programming AÅ}gorithms.
That is, Policy Iteratoon A,lgorithm is a special exten-
                                     --sion of linear programTning such that pivot operations
for many (at most N ) variables are performed sirnulta-
neously.
                    7. S. ,E! x2!{2gm,l,les
     The examples described in Section 6. 6 are
completely ergodic. in this section we shall solve
two examples, i.e., the taxica]) problem and the auto-
mobile replacement problem by using the poiicy iteration
and linear programming algorithms. We further sha!l
propose a new aLgorithm which is a mexture of the above
                                    'two algorithms.
                                    '
     Taxicab Pi?obÅ}em (Howard [40, p. 44]): The data
of the problem weTe given in Table 6. 2. Starting with
an initial st)pategy we have an optimal strategy with
three iterations. The caleulations are summarized in
Table 7. 2. We also show the linear p?.ogramming solu-
tion starting with the same initial strat' egy (i.e., the
initial basie feasible Solution of the policy iteration
aigorithm. Then we get an optimal solution with 6
steps, where we suppose that 3 steps reQuire to get an
initial basic feasible solution.
     Now we shall consider a new algorithm which is a
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V.R.O.: Value Deternination Operation
      N
                               .P.X.V.: Policy Zmprovement Routme
Table 7. 2. Solution of the taxicab
pol.icy iteration algorithm. (Frorn• R. A
Programming and• Markov Processes, M. I
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the relation between the two a.lgorithms. As we have
pointed out in Section 6.4, the policy iteration algo-
rithm has a disadvantage to perform its computation.
That is, even if there is only one pair t(S and aeKx
satisfying (7.55) we rnust solve the system of N linear
equations. While the standard linear programming ap-
proach alsohas 'a disadvantage, especia!ly, for a large-
scale problern. That is, the simplex criteria are
always reguired in each step. But the basic feasible
solution may be ehanged for one varia])le in each step
by using the standard linear programming code. From
Policy lmprovement Routine we have seen that an impvoved
strategy malÅqes the increase of the average return 9 .'
!n other wopds, the pivot operations Åíor m-a..ny-variab!es
yield an improved strategy. Thus we .come to a new
algorithm. We apply the linear proggamming approach
except that the simplex criteria are used in the same ..-t.
fashion of the ppiicy iteration algorithm. The new
                                                       talgorithm is summarized as follows:' ',
     (a) Take an initia2 strategy and calculate an
          initiaZ basic feasibie solution by using
          Theorern 7. 7.
     (b) Caleulate
            -AG•= -yl -- ;Xl pth• va +g+vz
          for each {eS and ftEKx, where we suppose
          •'1,)N = O.
                        N'
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     (c) If Af• 2iO for all {ES and aGk;, we get an
         optima solution. Or, if Aft• ÅqO for some
          iGS and A(KL, perforrn pivot operations
          (change the basic variables) for each tES
         and its associated one aCKk satisfying Aff' Åqo
         by using the simplex tableau, and return to (b)
     This new algorithm can be appiied to the discounted
Markovian deeision rnodel in Chapter 6 by doing the suit-
able rnodification. Here we omit the algorithm.
                                                   Ii,
                                  '
                 .
                           Iterations
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     Fig. 7. 3. shows the results of the threee algo-
rithms, wheTe we assume that l iteration corresponds to
3 (= tV) steps of lineav programming. Fig. 7. 3. asserts
that the new algorithm is most efficient among the three.
              '
     In general the new algorithrn is more
effecient than the policy iteration one because the
calculation of pivot operations such that A3• Åqo for
each iES and its associated one AeKi is iess than
that of solving the systern of tV iinear equations.
We cannot, however, answer which of the new algorithm
or the linear pv.ogramming algorithm is more efficient.
     Automobile Repiacement Problem (Howard [4o, p. 54]).
Let us consider the problem of autornobile Teplacement
over a time interval of ten years. We agree to revlew
our current situation every three months and to make a
decision on keepi,ng our present car ov trading it in at
that tirne. The state of the system, d , is described
by the age of the caT in three-rnonth p6riods; t may
run from i to 40. Zn order to keep the number of
state finite, a car ef age 40 remains a car on age 40
forever (it is considered to be essentiaUy worn out).
The aetion$ avaiiable in each state are these: The
first action, Åí= 1, is to keep the p?esent car for
another guarter. The other aetions, V! År 1, are to buy
a car of age ft- 2, where -k -2 may be as large as
39. We have then 40 states with 41 actions in each
                                       40state, with the resuit that the?e are 41
                                       possible
statlonary strateg:es.
-151-
.     The data supplied are the follov"ing:
     Cx; the cost of buying a car of age t,
     T.; the trade-in value of a car of age t,
     Ei; the expected cost of operating a car of age
unt-1 it reaches age t+ l,
     p; the probability that a car of age t will
survive to be t+ 1 without incurring a prohibitively
expensive repair.
     The probability defined here is necessary to limit
the nuruber of states. A car of any age that has a
hopeless brealÅqdown is immediately sent to state 40.
naturally, Pgo= O.
     The data r3 and af by using the teTms of our
eapX'ier notation can be written as
           Y.i=-EK for k= l,
          -\S= T` -- Cft-.-E&-. • for AÅr1,
        . ?is•=[i`-?z .lti-.io '
                      i-     tf, . {k,k2d p.,.1,/L.io '
      The actual data used in
Table 7. 4 and g]paphed in Fig.
nuities in the cost and
dueed in order to characterize
                    . -l52-
1
1
      the
       7.
trade-in
      typical
              N
        fo ti k= 1,
        for AÅr l.
             :
 problem are listed in
 5• Tiie disconti-
functions were intro
     model yeav





vqrd o .rlga, moxaNo
l

















.H' cpqatV .HbA Mdi xnmo
t







a ct ct or co co co co co ts rN pt o in ut t di dr -
-----ee----s------toooooooooooooooooooo
•m co Hnoo tN H ut o u) o cN ut ov omomoel H Cv rv ov o cn ct tm ut oo tN co c" o ov o utHHHHHH t-t rl rl HH r-{ H t-"l iH r'l cu rv e" rvth
o ut ooooooomo ut oomom ut cs ott rv el oo oo Åro ut tr tr an o ov rl el oo co co
ov ov ov ov HH ,"'l ri H rl H ,-l r-l t-"l HHH
ca
mo Ln ooonooooooooooooo#oHOo co OM# ro ov do or co -ps me cDO O. ro O rv ov rv.rv ov rv rv ov rv H el el H-H-
co
H rv ro tr ut O t-. co or OH ov re tr ut O C-. oo pt O
ov rv rv rv rv rv rv rv rv o ro co ooo rc ooo tr
o or co es o tt H co ut oO tn oMo ut o ut o an O /
o or o or o or or oo co co co eb. ts ro if) ut m#=o ptO u) or cr) e) cD cD o e) cn m c" o) cn c" u) or a) o) c" cD
 ee-ee--------t--"----
-oooooooooooooooooooott . ;-. t t...=.t .t .t E-.tH. t..z
o cD co c" ov u) co el ut co Ht rs o ro oo cr) o c" cvO ut ut ut OOO vN ts ts co co co O C" cr OOOOH
t-
ooooooooooooeooooooo ut o't n co H tr ri m m c  o oo cD Ho eN mo e n rv o o or co trh o o ut t e co " re ro rv ou rvHHt--{HHto
ooooooooooooooooooooo-e co oo ov n co ot co re oo rv c  t rv  c  o
o co o u) o rv Ho cr co ts pt O ut u) tt =' ttn cOCY ,- ANHf-l r'l t"'{ .co
oH rv o it mo tr-- co or o i-l ov pt e ut to ab. co pt o














 .pzqOes cooÅëU cant ca •HOcu ooogg
 p.,Åë
-År
.H OAMogfi aso=gpt vas q
 oos anFq
 .H'gEo fit- o





















 - -'Wmv -.e HYlt-- ,
Å~
-Å~
      •x










o 1 2 3
    Yea rs
16 20 24










































   4















     The policy iteration algorithm yields an optimal
strategy with seven iterations. The linear pTogramming
aXgorithm yields an optimal strategy with 84 steps,
where we suppose that the caiculation of finishing phase
r (obtaini.ng an basic feasible solution) needs LtO (= N)
steps. The new algorithm yields an optimal stvategy
with l74 steps. Here we apply the same strgtegy as an
initial one. Fig. 7. 6 shows the results of the above
three aÅ}gorithms.
     The new qlgorithm is rnore efficient than the poiicy
iteration one. That is, the new algorithm requires the
same size criteria, but fov the pivot operations we can
save the computing time i74/280 (about 620-o). Comparing
with the iinear programming is generally an open guestion
                7. 6. Terminating Process
     Zn this section we shalU discuss a Markovian
deeision process of speciaÅ} type. That is, we assume
that the system has a eommon absorbing state whatever
decisions we make. Her we denote the absorbing state
by state l. Then we suppose that state i is reaehable
from any other state.. This assumption is described
   .preciseiy as foilows: '
Terminating Assumption. The common absorbing state is
reaehal)le with probat)iiity l from any state in a finite
number of' transitions whateveT decisions we make.
.
-i55-
     In other words, this assumption asserts that state
l is absorbing and state 2, ..., and N are transient
whatever decisions we make.
     Now our problem is to find a sequence of decisions,
nameiy a st?ategy of maximizing the total expected return
before absorption and its maximum value. This problem
is appeared in a Shapiey's [55] stochastic game in which
the second player is a dummy. This problern is in
general a terminating stochastic game. And Shapley's
                          Nge.:mg:s`ggg.:,s2um,.:tl.g".ls,/L'--g,//S1.g.fzS,i:,ai;..`,g:g,4'
and its assoeiated all actions Ae;Åqi. Then the system
may not move to state l in a transition from some tran-.
sient state. But state 1 is reachable f]pom any tran-
sient state in a finite nuruber of transitions with
probability l.
     The objeetive function of our problem is finite
because tlite system is absorbed in a finite numl)e? of
transitions with probability l. This is an example
in which the.total expected return is finite for the
nondiscounted model.
     The total expected return sta]pting in eaeh state
usmg any strategy rL.ls' -
                  oo(7.s7) V(rt)=E. RCsc)Y(Sz,,),
                 L=o.
                                '
wheve `rc=( +t, f2, ..., +x, ... ) and V('rc), r(SD
are the (N- l)x1 column vectors and R("[V) is the
-( N - 1)X( N - l) matrix elimating the first row and
                 '
                                             '
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eolumn. For this problem we have the following theorems.
The proof is almost similav to that of Section 6. 2.
HeTe we omit the proof.
Lemma 7. 9. V(`i(') -ÅrV(f,IC') for ail SeF' implies
:gg:.ng"rt$.Trj#SwiO.Pthti??1, Where (f, iC*) is a strategy pre"
                                        '
Theorem 7. IO. Exact one of the following has to occur
for each ?GF. .
     (i) V(fca)2) V(?, fco) for' all ?cF- implies that
 fco is optimal.
    (ii) V(fto) ÅqV( z, fce) for some ?EF" implie's that
v( fec) Åqv( e , soo) Åq v( ?oo).
Theoiem 7• 11. There is anrroptimal strategy which is'
                                              '
                                                      'xTheorem 7. iO gives the foUowing poliey iteration '
aigorithm:
               Vaiue Determination Operation
 . Take any FeF. Solve
           Vi= YLA +alll;,I Ptj Va ''
     for 'Vi(t= 2, ..., N ), where the superscript '' '
     k corresponds to the chogen strategy foo.
-l57-
,
                 Policy Improvement Routine
      Using the values Vc( C= 2, ..., N ), find the
      element of (!t(t,S) for each i= 2, ..,N such
      that
        ' aN
              U +,]'[.. PI'`'-L'j År Dk
      for all aeKi. If G'(i,f) is empty for all
       'C = 2, .., Ar, f"O is optimal and V(foo) = [VL]
      is the total expected retUrn. If at least
      ?( L ) e Glr( L , f ) for some 'L , rnake an imp ro ved
    . strat,egy aco such that ?t(N)e Gt(k,8) for some
      .C and 9t( iL ) = f( L) for G"( iL ,f) emp ty, and
     return to Value Determination Operation.
          '
     We have also the foilowing linear progyamming
probiem foT the terminating process:
                    N
              Max j., ii,i,jsfil (l.1
     subject to
(7'59) stlll,;tXj 'tV..liii,i,,Pirek- xl'F == aa, (2=2, •••,At)
(7•60) Xei 20• (i= 2, -••, N; keka)
where a =( ai, ai, ..., aN) is an initial distribu-
tion of the process.
   . This derivation of the above linear pvogramming
problem is almost similar to that of Section 6. 3.
Thus the same properties discussed in Section 6. 3 are





Further we can show the relation
tuo algo]?ithms. These faets can be
We don't state here in detail.
!Plgllg!-S!g!:gi!2E&Algg]:E!!bgi--gi9EUil}g-.Sigug]:s!L!9gssioiicyitertionAiothmfthG iC
      In the pvecediRg sections we have discussed the
 special struetuve processes, i.e., the completely
 ergodic process and the terminating process. In this
 and the next sections we shall consider the general
process that there may be several ergodic sets and some
transient states, and these sets may vary from strategy
to strategy.
     In this section we shali derive the poUey iteration
qigorithm for the. general process. Here we use the
results of the pTocesses with diseounting ln the pre-
ceding chapter.
     We shali treat (3=l as a limiting case of (3 Åqi.
For the discounted model, the discounted total expected
                    ee .return is Vp("K) =,i., Q` PL(tt)Y( Sx+i), where OsPÅq1.
Let rfC( C3) be 3-optimal and U(P)= V6(rru(P)).
Definition 7. 12. A strategy ICS is !t,:g2SEIg}g!,o tml if
(7• 6i) 6i3,m., [Vs CffC") -- U(3)]= O•
        '
            -
     it wiii be shown that 1-optimal strategies are
important Cor our problem. Now we shall show the
foilowing theorem, which corresponds to Lemma 7. 6.
The proof is fotmd in BlackweU [9].
-159-
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 [ifineo]?em 7. I3. For any stationary strategy f"e, let
         = ml.,i,rn, Mt2.iioi Pi(S )1!rL,which has been defined in
  Px(f )
 Isemma 7. 3. Then
 (7.62) VB(fco) =- 1"Sf} + .(f) +.es,f),
where U(f) is a unique soiution of
 (7. 63) (I - P(f)) u=O , P`( f) u-- pt (f) r(f),
 W(+) is a unigUe soituion of
(7.64) Åqr-p(f))v=r(f)-u(i), pt(s)v-o,
eacd e( B,f )--Åro as P --=, l - o.
     The solutions aX(f) and 'V(+) of (7.63) and (7.64)
may be written by •
(7. 65) XC (f) = P*(f) r(f) ,
            '( 7. 66) v (f) =H (f) r(f) == [ ÅqI --P(f) + p'(s ))-`- P*Cf)] r(f).
The above equations state that, specifying {eF-, we
ean determine pt(S) and also obtain M(f) and "D(f ).
Thus our problem is to find a strategy which maximizes
'za(f) (and also V(f )) within all stationary strategies.
That is, our problem is a combinatorial one. We then
-l60-
.
shall need the efficient qigorithm for this problem.
     As we have seen in Theorem 7. 4. that there exists
an optirnai stationary strategy under the average return
criterion, we define the set of strategies sueh that
(7.67) FL-{" +GF .u (OÅr uc?} for an scF},
That is, Fr' is the set of ali ÅíeF- having maximal
st!ygllggg-LIE!y!2I}-Rg!=}gASSI!!gverageretuv ruttm. FuTther,,wedefinethe
set of strategies such that
            ,
(7.68) F!'={+i+GF:v(f) :?'vC?) for all ?GF'}.
It is evident that Fr'! is a subset of Fiand is the set
of all feFi having maximal bias term V(f).
     For the diseounted model, Vp( ek,fbo) is computed
by usi,ng (7.62) as foUows: '
(7.69) Ve Åq?,Sco) = rC$) +PP(?) Vp Åqfou)
             = BIPEel,Wf) + v(?)+ep(?)v(f) +pP(ta)Åí((3,S)
             = ?(.t..)p"(S) +rc?) - Pc?)Mcf)+ P(?)'vÅqf)
                      - Åq1 - p) P(6)'v (f) + B P(?) Åí(e .S )
             =-iP(IS\5Si2S e Cf) +\(?) -P(?)Mcf) +P(?)vcs) +eiC p, 8, 7År,
where Et( 3,+,?) = - (l -p) P(? )'[r(S) +'
(3 P(?)E(P,S)so as .i- o.
,,.,,g?Megrk'g?,:2e,:lg:glhg?d.2,ig.g.gf.Ro.xh,k62) and
                        -161-'
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(7.70) (}'Ci•f)={{lkek4,i][,:s R2 ordiÅr 'UA, ora[,:sP#Ua=U;
                and "' +aX ?#DaÅr Uz+'V'14 l,
where 2Zi and VL a]pe the tth elements of IX(f ) and
'})(f ), respectively. Further we define
                  N(7. n) G(S)=X                   CT(L.f).
                 ist
Using the above results and notations, we have the fol-
lowing theorem which has been given by Blackwell [9].
Theorern 7. I4. Take any SGFr.
     (a) If Gf(f) is empty, then SEF'Åq
     (b) Zf ?(i )•G G(i,f) for some LES and
          ?(L) = 5(•L ) whenever fi(7L )di C"( 'L,S ),
          then Ve(eco)År Ve(5de) for all P (Åq1)
                                    'sufficiently near l•
     This theorem describes the Policy Ite]r,ation Algo-
rithm, which yields an optimal stationary strategy
ÅíEF/with a finite number of iterations. '
               '
                     '
   ' 7.8.Ittlgg{!!.-!II!gl!ggglgAg-ggpglslglglll,gl}E-narProrammi Considerations
                 on the General Case
     In this section we shaU develop a linear program-
ming a!gorithm for the general Markovian deeision proc-
ess with no discounting. In this seetion we apply an
approach of treating directly the long-run average
-162- +
return per unit time. From Theorem 7. 4, we restrict
our attention to stationary strategies and wirte a sta-
tionary strategy f instead of fco.
     From (7.10) we have for any l
(7.72) qrÅqf)=qP'(S)r(S) :isi.,sa4Pv'(f)reCf).
which is the average return per unit time stavting in
an initial distribution q, where P'(f)=[ ?.tS-(S)].
Note that an opti.mal strategy under the average retuvn
criterion is independent of the initiai distribution
sinee an optimal strategy is attained simultaneously
for eaeh initial state. So, we consider a problem .
for finding a stationary strategy which maximizes (7.72)
under all feF. That is, our problem is to find an
optimal strategy f such that •
                                  't-- t(7.73) , mfca.x ,].i..aiPi"j•(f)rj(f)• :
     Zt is convenient to extend of deeisions to inclu.de
randomized strategies. So, let da denote the joint
probabUity that the system is in state 2eSand an '
acrion kGk} is made. It is evident that
           • . -- .---------
                      '
                                       '(7.74) djk -ÅrO (1'ES,kEKD, Z ddte == 1.
             ' skafks
          '
   -tt -- .
We consider any fixed nonrandomized strategy for the
l.atter discussion.
     Setting
                         ..163-
                       .--(7.75) x,k == 2a,p:•,(f) d,k (jES,kE KD,
                 ieS
and
(7. 76) Yik = ,2.. .aihii(f) dik (i'Gs, k6 K,),
whe're
(7- 77) ;. .[his'if)] == ll(f) = (J -'P(f) +P'(f))-i -LP*(f),
and using the relations FS"(I- P)= O (from (7.3))
and P`+ H(l- P)=I (from (7.6)), we have
(7.78) Z 2 (6. .-..pS,) .,k==O (IES),
             jesk,K{
and
(7"79) , k2, lll, xik +,E. :. sheZ,., (8dt -ny pli•i) vjk = ai (ie s),
wheme 5de is the Kronec2er's deita. it is evident
frova (6.3), (7.74), and (7.77) that
                  '
                     t.-
        '(7• 80) xik =: i.lls aig,'•,(f) djk År- O (iE S, ke Kd)• ,
        .L.- " -. t -Whiae the sign of af is not clear and we shall show
afterwards t.hat yiQzo for any transient state.
     ThuswehaveafollowingEtLili!!gg2EL-REegg!2S!IIur!iAglnear rogramm
prob lem:
                        --164-, .
                 t.t(7. 81) Max ÅíZ rikxjk
                   feS keKi
     subject to
          '
                                        .(7.82) IZ 2 (s,, --X.,) x,k=o , (leS),
             kS kEKs .
           --(7. 83) xik År-O (iE S, k6 KD,
              ttt
            E xik+Åí 2 (Sii-p,k•t)yik== a, (les).(7.84)
           ,kEKt kS keKi .
We shail afterwards show that ut20 for any transient
                 .
     Fcr a fixed strategy f, Markov matrix P(f) has .
sorne ergodic'
 s6'ts pius' a transient set. App]?opriately
relabeiing the number of states, we have the following

















where Ptt, ..., Pvv are submatviees associated with each
ergodic set EF( tk = 1, .., V ), respectively, and the
                                     '
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remaini.ng states specify a set T of •transient states.
     Next tuo lernmas are useful to elimiRate redundant
constr}aints in (7.82) and (7.84). In the discussiQn
of these iemmas (containing Lemma 7.l7) we have to .
restrict ourselves to any fixed nonrandomized strategy
since we cannot consider simultaneouly state classifi-
eation for randomized strategies. Thus we omit the
summation on k beiow.
Lemma 7. 15. Take any ÅíeF". For any 2E EF ( if= 1,
..., Y), constraints (7.84) become '
                             '(7• 86) Åri] x,k + 2 2 (8,, - pft•,) ydk = Z ai (ILL = 1, 2,•••, v)•
          iEE. ifi.iil. ieT iEE.
Proof. Using llemrna 7. 3 (c), we combine const?aints
                                             vEIIS,IS"'.2.XS"eMiLk",f,8S.-EEtr,.Wx':i,,,e,,f's/t'Eskv')X':E:',aj,i'licgfu
(7.85)) irpplies (7.86), which completes the pvoof.
                                                    '
                                  '
Lemma 7. 16. For any ergodie set EF(M= l, ..,V),
one of constraints (7.82) associated with ' Er is redundant.
                                               '
                    '
Proof. It is obvious from the property of Markov chains
and the fact that Pw (F= l, ..., V) is a Markov
matrix, which completes the proof.
                                       '
         '
     The al)ove two lemmas give the necessary constraints
for any ergodic set. Next lemma also gives a constraint
-l66- .
for any transient state.
Lemma 7. I7. Take any g(F. For any state a'ET,
a eonstraint (7.84) becomes
(7. 87) Z (6ii -p,k•i) yik= at (le T),
            ier
                                                  `
where
             y`k År- O' (IE T, k = f(l)).
(7.88)
!il'i?2igiS-8f6,.;rZM.,(,Pz'/','f'g.ie,s•jc;l.=.[Df]E'issiffa":.g7"g5As.gehave
.;'L',s (`SILa -' }7k3 )'Yl = ,lil.,il ({5Tid - Pvk' ) efK{ + ,\. (ÅqS7v' r Zx7a`l') 21a:{i'
,:flil.iT,C/l'%.-P"'ec,,'h,,:g.-=',;h-iec8,?,{',2sx.:vff,,:,Åé--(J,'s7'
.CgAi CG)]i-2\ " [.Eco:., (Pth($År -P'r(S)]s',e.T=[O]igT.and (7•76), we have
                                (IET,k=f(l)), '(7. 89) thk =: Åí aih.(f) dik År-O
                iss ..:
                                            '
                  ..'t. -t
whieh completes the proof.
      From (7.88), we suppose that Ui 20 for any ?' (-S.
 kEki, since 7ei'! disappears for any ergodic state a'.
     Thus we also conside'r a dual.problem of the linear
programmrni.ng problem (7.81), (7.82), (7.83), (7.84),
and (7.88). Let the IVXI eolumn vectors 'LC(f) and
!V(S) be the eorresponding dua2 variables. Then
 '
      s
                        --167-
.
its duai problem is:
(7.go) Max ,2..aiui(f)
     subject to
(7-91) u,(f) År- ZpEu,(f) (ieS, kE Ki),
                   jES
(7•92) u,(f) + v,(f) År- r,k +2p}v,(f) (ieS, ke Ki),
                            j'ES
          '
               ''
(7.g3) ui(.f), v,(f); unconstrained in sign (iE S),
         '
                                    '
       t-t
whey,e ai, `Vx are the lth elements of tt({), 'V(f),
respeetively. We know that this dual problern corre-
sponds to the policy iteration algorithm, i.e, this
dual problern is immediately derived from the policy
iterpation aigorithm. We also note that the dual
variables q(S) and O(f) are unique solutions of
                            '
             '
                                             '
      .- ... .... . -( 7.gu) 1'-  '
 u(f) -=Pep u(f), u(f) + v(f) - r(f) +R (f) v(f),
                      '
wheme from (7.7) we set the value of one Vz in each
ergBdic set to zero, which refers to (7.86). Then
V(S) is a relative solution and the difference be
tween the exaet soiution pf (7.64) and 'V(l ) in (7.94)
isaconstaht. '
     Now,we have a linear programming algorithm for
         k
                • . . -168-
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the generai Markovian decision processes. The algopithm
is made by using Lemmas 7. 3, 7. I5, 7. I6, and 7. I7.
Further we note that the dua! vaviables (aX(f), 'L)(+))
are also simplex multipliers. Using these simplex
rnuitipliers, we have the simplex criterion, which cor-
responds to Policy Improvement Routine in the policy
itei?ation algorithrn. The direct proof of increasing
the average return by its simplex criterion without
iinear prpgramming properties can be made. k is con-
venient to consider the foilowing set of aetions which
corresponds to the .simplex criterion of the primal pro-
blem using sirnplex multipliers (Z((f), 'V(+)): •
(7'gs)
lÅ}' I"(i•)')- il IIG'-lllii,2L..'p.':'iu'j(f) J'ui(f),'6Ili.p:•,uj(.?i - h' ,(f) and '1
               s. - .       z' - '1-I '•-.T . ' 'r`k+i;i;.p}vj(f) År ui(f) + vi(f)l• ,
           . wu-. -.
                 -
                  tt                         t.t tThen we have the following proposition of describing the
linear programning-algorithm without proof.
Proposition 7. I8. Taking any SCF and determining
the constraints for each state according to the state
classifieation (using Lernmas 7. I5, 7. Å}6, and 7. 17),
we can obtain a basic feasible solution which corre--
sponds to a strategy f and gives its dual variables
 'U(l) and 'D(f) (simplex multipliers). Using these
siiTrplex multipliers, we have the simplex criterion. .
That is, CF(i,{) is empty for aU Åq'ES,then we have
an optimal stationary stvategy. Otherwise, select a
new strategy ? such that ?(L)Ee(K,f) and S(L)=
                   '
                              k
                         -169-
 g(N) ec G-(1 ,f). Returning to the first part of this
proposition, repeat until an optimal strategy is obtained.
     Note that Proposition 7. I8 describes a special
structure linear pvogramming a,lgorithm such that pivot
operations for rnany variables are performed simultaneous-
iy if there are two or more states such that GV(L,f)
is nonempty.
     Proposition 7. I8 and primal and dual problerns
iTTrply the following coroilary.
CoroUa]?y 7. I9.
.eguivalent to the
 The policy iteration algorithm is
linear programmong one.
.
Proof. Finding a basic feasible solution (i.e., the
dual variables) corresponds to Value Determination
Operation, and the simplex criterion of the next step
corresponds to Policy Improvement Routine. But in the
poiiey iteration algorithm pivot opepations are performs
simultaneously for many varial)les. The facts complete
the proof.
                                       -
Next corollary is clear if we consider the policy
iteration aigorithm.
ECR!zgl,t,ll 7 20. An optimal strategy is independent
of the initial dist?ibution a.
-l70-,
     Here we shall show the linear programrning algorithrn
and the poiicy iteration aigorithm fo? Howard's example
[40, p. 65]. The data of the problem a]?e given in
Tal)ie 7. 7. Let an initial strategy denote by 8, its
associated Markov inatrix by P(8) and the return vector
by r(S). Then
       .,...[l], ,,,,..[g, g• i], r(f)-k]. ,
                   .
Primal and duai probXerns are written by the following
tableau (reduced Tueker Diagram), where only the data
associated with a basic feasible solution are given.
And the superscripts of its chosen strategy are omitted.
       ' qx2 x3 "' -[
          ''ti O-1 =O .
                                                     -
        . u!O O == a2                                    '(V2 = O)
          zh == ig O == ai+a3 (v3 =: O) ,
                wo VlM . ',
       ' 348 •
                     Dual Variables
          ' ajf){ll`/Ii]• v(f)=[-s512].
             tt
                --Usi,ng the simpiex criterion (or equivalently Policy
!mprovement Routine), we have a next improved stDategy
? and its data.
'







































































Tab le 7. 7.
     '
Data for a multichain example. (From R. A.
Howard, Dynamic ProgTamming and Markov







Zlt = U2 = U3
                  '
          '
         r' .Uig)
 . . -...
               .ttUsing the simplex cTitemon
 2 since q( L, ?) is
   Yl Y2 X3
 vi 1 O O == ai
 v2O1O=a2
    1 l 1 == a3
   Vl Vl NA
   357
   Dua! Variables
==
[il• .,,..[
   ' , we have











                      CHAP [IIR VIII
               MARKOV RENELVAL PROGRAiNMIING
                   8. 1. Introduction
     In the preceding chapters we have discussed the
decision processes in which the decisions are made syn-
chronously in each time period. In this chapter we
shaU diseuss the decision processes in which the sojourn
time in each state is random and thus the decisions are
made asynchronousiy. That is, our preceding modeis are
based on a discrete time Markov chain. But in this
ehapter we shali consider a decision proeess based on a
continuous time stochastic process.
     An extension of a discrete time Markov chain is a
continuous time Markov process. A decision process
based on a continuous timb Markov process has been .
studied by Hovffard [40]. But in this chapte]p we shall
treat a decision prgcess based on a Markov renewal pr6-
cess which ineludes a continuous time Markov process as
                                                     Na special case.
     A!Mug!z!sg)c-:gggg,!-E{]2gggEE-a]?kovreneal ofaEts}I!l,:!!gptsgil.inRzgÅíg{}sl-emlMarkovroc
 'is a marriage of Markov processes and renewal processes.
A Markov renewal process, roughly speaking, is a sto-
chastic process which moves from one state to another
with given probal)ility iaws, but the sojourn time in a
state is a random varial)le with distribution depending
on that state and the next visiting state. Markov
renewal pTocesses ineiude a renewal process, a discrete
                         -l74- ,
  time Markov chain and a continuous time Markov process
  as special cas.es. That is, a renewa! pipocess is a
  Markov renewal process with one state. A discrete
  tiine Markov ehain is a Ma]?kov renewal p]pocess in which
  every sojou]?n time distribution is degeneTate at
                                            '
  unit time, and a continuous time Markov process is a
                                                    '
  Markov renewal process in which all distributions are
  exponential.
       In this chapter we shail treat a deeision pTocess
  based on a Markov renewal process or a semi-Markov
  process,i.e.,asMsl!sgMMJ2ggg!sE-RIIgg!E!!Ek walr ,oraserni--
  Et!sE!lsgilSes!AgsltslglLR!gÅíggsarkovlandeeionrc .
       rn 'Section 8. 2 we shall study the properties of
                                                    .
  Markov renewal processes, and further consideT Markov
  rene"al processes with veturns in Seetion 8. 3. In
  tlye, syccessive sections we shaU introduce the decisions
  t3. i(bea!kov renewal processes with returns and show the
  simUar results that Markov renewal programs are formu--
 •lated by linear prograrnming problems•for discounted ,.
  and nondtscounted rnodels. In the diseussion we shall
  derive the corresponding policy iteration algorithms
  from these linear programming problerns.
              8. 2. Markov Renewal Processes
     - In this section we shall show the'khown facts about
  Markov renewal pvocesses or semi-MaTkov processes which
  will be useful or suggestive fo? the Xatter diseussion.
• Semi-Markov processes were first diseussed by L6vy,
  Snith, and Takacs, independently, in X954.
       Consider a system that moves from state to state.
  We de fine a sto ch as tic pro cess i zts t )z O } , where
-l75-
 '2;t= i denotes that the system is in state C at
time 't. The states are denoted by integers
 `C = 1, 2, ..., AX ES and in general the state space
S is countal)le,but we consider only the case that S
is finite throughout this chapter. In the diseussion
below a part of results is valid for the countal)le
ease, but we shall state nothing for these facts.
Note that we shall introduce the concept of regularity
for each state afterwards.
     The probability laws of state transitions obey an
 At XN Markov rnatrix P= [ Pza ] whi ch is called an
imbedded Markov chain, where P2d is the probability
from state t to state (f. Further, the sojourn time
              ,in any state t is a random variable with distribution
 K2(t) which depends both on that state and on the
next visiting state a. We define
         (ZINa (t)=Pij Fzd (t), (i,2CS)(8.1)
       QiG( -t ) satisfieswhere
        (i) Q,ti(o)=O, (t,2(S)(8.2)
(8•3) (ii) tllls QLj (oe) =jjis PLe =1. (tES)
We define an NxlV rnatrix Q with element Qia(t),
which is cailed a matrix of transition distributions.
Further, we define
(8•4) Hk (t) = aX. ,s Qia (t), (te S)
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which is a distribution of the sojourn time in state t
disregarding next designating state. So, it is called
a distribution of unconditioRal sojourn time, or an
unconditiona! distribution. Let a be an initial
distpibution (l xN row vector);
(8.5) q=(9t, ai,..., qN),
where
(8•6) iXs qi=1, a;2O. • ((es)
      t
     Tt}en,the stochastic process {Zt; -t2 O} ,is called
     'a semi'-'Markov process deteTmined by
      '(8.7) ÅqN. a, Q). --
               '
WhUe, we are concerned with an N-diTnensional'renewa2
quantity
                                                      xx(s. s) lrt (t) = (vt, (t), yt. ct), ..., ?rTN (t)),
                       tt
then the stochastic process {)rt (O; tÅr.--O} is
eaiied a Markov renewal process. A semi-Markov
pro.eess is srgs!,s!ILul if each state is entered only a
'finite number of times within a finite time with
probability l, i.e., Prob[Vtk(t)Åq oo]= l for each
 .CeS and t20. Thus a regular semi-Markov process
has always a finite nuniber of transitions within a
finite time. We cbnsider only a regular semi-Markov




state is defined such that the semi-Markov process is
regular.
     We define
(8•9) P,2 (t)= Pr [2:Å}=:a'IEZb=t], ( t, g' ES)
which denotes the probability that the system is in
state 2 at time t given that the system is in state
 .
't at time zero. Further we define
Åq8• 10) G7ia (-t) = Pr [ifta Ct)ÅrO i Zo "L] , ( 'Zi , }• ES)
(8. 11) tVl ia (tÅr =E [XNe.d (t) IZe=i ]. ( t, ti ES)
where E[•] denotes the expeetation. Here Gij('t)
is the first passage time distribution from state L
to state j, and Mia(Å}) is the mean numbeT of visits
to state 2 up to tirne t starting in state t, which
refers to a renewal function in the renewal theory.
     From renewal-theoretic considerations we have
imrnediately
         Rt (-t) =: (1- Hi Ct)) 5Aa +.X,,Qi{ (Å}) * Pfte(t)(8.i2)
              = (1 -HkcÅ}År) &a + Gi6 (t) * Pj2Ct),
         (liT`j (t) == Qij (t) +ftY, Qift (t)* GaaCt),(8.l3)
                      &iji
         Mij (t) = Gri6 Ct) + G.ca Ct) * Maa Ct)(8.14)
               =Qia (t) +k7s Qiff (t) * Mfla (t),
                           '
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wheve * denotes the convol{ition. To solve the above
equations with respect to Pxi(t), Gij(t) and
 Mit(t),weapplytheLLgtRELggg:SSI,glLl!j!gll!2gl}gliggpE.lac Stxelt]estTansfoms•
Let the smaU letter with argument S denote the
Lap!ace-Stieltjes transform of the corresponding
quantity, e.g., 1?xa(S ) is the Laplace-Stieltjes
transform of PLa(t). Fur,ther,, let fi}(S) and '17t(S)
be NxA/ matrices with elernents ?za(S) and 777id(S),
respectiveÅ}y.
     Taking the Laplace-Stieltjes transfovms for (8.12),
(8.l3) and (8.l4), and soiving to eaeh guantity, we
have
(s.Is) mcs) == [I-xcs)J'!g(s)=[r--}cs)it-!,
(8• l6) 2ia (s) = 7nAj (s) /[1+ 'Maa (b].
                                '(8.17) Pzj(s) =Pa•(s) 8iti(s), (tSj)
                                                    xt,t(s.Is) Pjt (s) :[1 - aj Cs)) /[1- ?j}(s))..
Thus, inverting the above equations successively, we
have the required quantities, Mi2(t), GNa(t) and
 P,j(t ). .
     Then we can give the state classification for a
semi-Markov process. We fir.st define that two states
 t and 2 are.said to communieate if CTij(cxO) Gtdk'(oc)ÅrO.
Since the eommunication relation is an eguivalent one,
we may appiy the usual state classifieation for finite
Markov chains, which obeys that of Kemeny-SneU [47].
                        -179- i
,
'     Let
                m(8• 19) bie =S, -t dFFAa (t), (t, 2E S)
aiad
(8• 20) 7Zk == S,cot dH4 (t) =eZ,sPLa S,abt dF;Aa' Ct) =2jiisl Pv bxa', ( 'deS )
be mean values of F.a('t) and HL( 't ), respectively.
All these mean values are assumed to be finite.
?urther we shall give the additioanl assumptions if
necessarry .
     Let tLia and vi•:) be the first and second moments
of GtisÅq't ). From the mean-theoretic considerations,
we have .
(s•2i) Yia =R,s PikFgg +"Zx•
             &#a
(s.22) l"lti`a2) = fi,s 'Pik [ M!S' + 2 bAe, Maa] + '7iCa),
              &\a,
(s. 23) 71fa' ==S,cot2d H. (t). (t es)
                                         '
     If the iTnbedded Markov chain is ergodie and let
`gCe be the limiting probability of the imbedded
Markov ehain, we have
(s•24) Ma?• :Aill,iis'aftvfl/ "Iuj, -
                            '
                                           '
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'
(s.2s) r•sS '=[.Qi[llstTtft',?E2'+2 fi=,s 'KN big Fka ] +rara. .
                          kTV3
where M}} and Ma(t2) are the first and second moments
of the reccurrenee tirne in state l.
     We consider the limiting (or steady state)
probability . RJ(oo). Zn general, we have
(s. 26) Pit(oo)= G7ia (ooÅr 7j/Mi} •
rn particular, if the semi-Markov process is ergodic,
from Gez2(oQ)=! for all Åq, }ES and (8.24), vge
(s. 27) P;a (oQ)= '71i/Mdj =CrCa na /QX,,lrft OZk ,
whieh is independent of any initial distribution. In
general we can obtain Cti6(oe) and. Mii foy any
 .
 '{,, 2 E S, and thus we can bbtain the limiti,ng pro-
bability Pza(oe) for aT}y t, a' E S. Here we ornit
     Let nL be the mean time to absorption, starting
'in any transient state aleT. Here the word "absor-
ption" means the entrance of some ergodie state. We
have
(8•28) ni= i;eTkG bAa +aE,:. ?ia (bAd +na')
           ==ni+aZ• },r P`a'na''
Let .71 and ? be column vectoTs with 71i and `7i,
                    .. -l81-
x
.
Tespectively, where t' eT. Then we have
(8.29) n=n+ P.n,
or
(s. 3o) n == [I- p.i'?, .
where PT is asubmatrix of P eliminating all ergodic
states.
     Finally we shaU show the asymptotic behavior
about the generalized renewal quantities M?( t ).
From (8.l6), we have
(s.31) 'rrILj(s) = ?ia (s) [1+ 'Mj3' (S)]
               .,,,?,j(s)[1+ 1gi,jii.i(,)]•
!f states i and a are in the same ergodic set, ex-
pandi.ng 2zj(S) at a srnall S, we have, for a small S-,
                                                     {(8'32) Mij (S)= skjt + 2cMfi`ail,)z- MMa/aEd' +Oci)•
Thus from a Tauberian' theorem we have
           '
                          C2)(s.33) M.j(e----illi, -2(//l.}). - MM3ill ,
which is an anal,ogous result of an extension of the
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Lso-called eieTnenta]ry renewal theorern. We note that
if the semi-Markov .process considered is periodic,
limit of (8.26), (8.27), (8.30) and (8.31) means
C6saTo limit, conversely if it is nonperiodic, the
linit is the usUal one.
     8. 3. Markov Renewal Process with Returns
,
the
      Zn this section we shall consider the returns
 associated with Markov renewal processes. In the
 discrete time case we have considered the return
 per time period, but in the continuous time case we
 may consider the returns ri ( tES ). That is, when
 th.e system is in state t during a unit tirne, we
 receive the return U. Thus when the system is in
 s'tate C duri,ng a time duration t, we receive the
     First, we shali consider the discounted ease.
 Since the process is continuous in time, we use a
"diseount factor o((cl ÅrO) of exponenti'al type. That
 is, if we have a unit return at anY time, we have the
 return e-oft after a time duration t from that time.
 Then, if we have the retuvn ri, the accumulated
 return between O and t is '
 (8•34) S,` ri e-di=dc =-Ei [1-- e'dt]. '
 Let VL(t) be the diseounted total expected veturn
 up to time t starting in state ze at time zero.
 Then we have simiLarly the followi,ng equation of
-i83- /
i
renewal type with respect to VL(t) (e.g., confer
(8.12)):
(8.3s) 'oi(t)==[i-H.(t)]l' v-e'at] .
            +tis S,t {-l[L' "- e-"CJ + e- ciC Vti (t-'c)} dQ.6 (c).
                                       (AfS)
Since the discounted total expected .return Vx(t)
converges as t-År oo 'to a finite value, we set
(8.36) tV,(ci)=lim Vi(O, ( iCES )
                    t- oo
(note that Va(ct) is a function of d) and lettring
 t-iÅr oo in (8.35), we have
(s. 37) v, cct)= -l'L [1 -- a, Åqd)] + )?s z,j (s) Vj (ot), ( te s )
where ak(vC ) and `}ia(S) are the Lapiace-Stieltjes
transforms of Hx(t) and Qia(t) evaluated at s= ci ,
respeetively. Setting
(s• 3s) f?. cdi)= -illL' [1 - ,a, (d)], . ' ( •dEs )







      "Ot(oc)
        .
v.(ot)'=• ' ,
        '
      tDN (d)
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,
      '
we have
(s.uo) v(et)= g(d) +e(d)v(of),
or
          v(d) = [I-g(of)]-ig(d),(8.41)
since we have known that T - fi}(ct ) is nonsingula]?
for oÅqÅr O. Thus we have the discounted total expected
   'return starti,ng in each state (eS. If the system
starts in an initial distribution a in (8.5), we have
(8. 42) qV (of) = a [I -Z(di)it 9(of).
     Seeond, we shall consider the nondiscounted case.
We have seen two approaches of the nondiscounted model
in the discrete tim g case. For the continuous modei
we have aiso tuo approaches. One is treating as a
limiting case of ct ÅrO. A`nother is treating directly
the long-run aver.age per unit time. We sh411 show
below two approaches. Let us considei? the first
approach. From (8.41) and (8.l5), we have
(8. 43) ab (d) = [I + wt (d)] 9(ot).
                                      '
   '
     We now assume that the semi-Markov process is
ergodie. Then, using (8.32), the asymptotic behavior
'M( ot) for a small ot, and noting .1.irno 9k( sk)= ri 7Z,
we have
(s• -) vi (d) =: -Eil- +u+ oco, - ( tes )
                                                   '






 (s•46) vL= r,n; +j;t ra?2[2(Mjli). - MF"ji + &a]• .
 Here we assurne that iXi';) is finite. Note that 9 is
 the long-run average return per unit time and shows the
 result of the average of U(kES)with respect to
'the limiting probabilities in (8.27).
     It is easy to extend the result of (8.44) to any
                                      ,
 qrgodic state. For any e]?godic state .L belonging to
 an e.rgodic set EvC S, we have the similar result
 (8.44) except that the summation is taken over Ev
 instead of S. And that for (8.45) and (8.46) the
 sumrnation is also taken over Ev.
     Applying the similar approach, we have for each
 state (see Fox [31])
 (s.47) v(d)= -g5- +v+ oo,
where IL, 'D' are A(Å~1 column vectors. This corres-
ponds to (7.62) in the discrete time case.
     We shaU show the second approach of treating
 directly the long-run average per unit time. Let
                        -186-
                                            ,
 Vi(t) be the total expeeted return up to time t
     ---
starting m state 4 at time zero. Then 'Vl('t)
satisfies the followi,ng eguation of renewal type in
the same way as we have derived Ra(t). That is,
we have
(8'48) th(t)=[1"Hktt)1 tt +eE,es S,S[t"Ct Vj (t-C)]dQ`tr(C)'
                                         (ics)
 '
     We shall first assume that a Markov renewal
proeess is ergodic. In this case we shail eonsider
only the average return per unit time in'the steady
state. Therefore, for a sufficiently large 't, the
first term of the r,tght-hand si.de of (8.48) tends- to
zero because of the finiteness of the mean of Hi(t)
and of the fact that [1 - Hi("t )] converges to zero
more rapidiy than tt diverges. Consequently, for a
sufficientiy Å}arge t, we have
(8• 49 ) iVi (O == IRtks S,t [ rk ': + V} Ct -T)] dQv (T)
       ' ==i]Esl S:YkCdQii(`C)+e?s S:'Oj tt-Z)dQieÅq'c)• (ies)
The first term of the r,ighVhand side of (8.49) tends
to ri7i as.t-oo ,then we have forasuffieiently
iarge t
                                          '
(8•50) Va (t) ==r.ni -i- a.]iis S,t'Oj Ct-T)dQxj(`C'). - ((ES )
                   '. -i87-
't
K
.Let 'Vx(S ) be
define two Nxi
















Thus 9 is the
the Laplace transforrn




















    Paplace transforms 50), we have
       T S(S) V(s), -
       -[I -i(s))'L r.
       1
     -'{r- [I+m(s)] r.
 expeeted return up to time t starti,ng in
  distribution a is QV(S), where 1)(S)
    column vector with (th element 'Oi(t).
  SXa[1+ va(s)]r==j:IIs (Yti7J-/iV{ja•), from a
 Theorem we have
    aVCt) =2{is;'illlailila} =ti,s T(a r2 7}/tilis Td 7} '
indepe,ndent of an initial distribution a .
      iong-run average per unit time which
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has been obtained in (8.45).
     We shall then consider the terminating process
(see Section 7. 7). Since we consider only the total
expected return before absorption, it is suffieient
for this ease that the semi-Markov process considered
is absorbing. So, we assume that state 1 is al)sorbing
and other states aTe transient. Let Vi(t) be the
total expeeted return up to time 't. Then we have the
foilowing equation of renewai type in the same way as
we have derived (8.48):
                             '
        "Vk('t)=[1-- HL(t)] rit + S,Å}VzCdQi, Ct)(8.56)
          ..+,•i.Ii. S:[Y;'cteoa C-t-:)]dQig(i ): L' '(i. 2, ..:, N)
                      '(8• 57) . Vi= ti.i..m., '. VN (O. . '
 ( t = 2, ..., N )
which is valid since the system reaches the abso?bi,ng
state with probability 2" Assumi.ng toog in (8.56),
we have
(s:ss) "Vi = a?s rk Sge'udQid ('c) +allll.] vj g,cockQiaÅq'v)
                   N ..i
                                        .
          =rk' OZk+jil.ill, P;aA)d (t= 2, ..., N)
Introducing two ( IV - 1) X 1 column veetors
- -i89-
s
               Mz r.q.
                --(8.59) N' == • , r'= • ,
                --
                VN rN7N
we can rewrite (8.58) in matrix form as foilows:
           •v'= y'+ Pa v',
where Pt is the(N - 1)X( Nr 1) su])matrix of
elirninating the first row and column. Thus we have
(8. 60) •V '- [I-Ri' Y/,
where [I - Pi ]-1 is the fundamental matrix of the
absorbing Markov chain in the discrete time case
(see Kemeny and Snell [47, p.46]). Therefore, the
totai expected return' befope ahsorption starting in
an initial distribution a is
(s. 61) ctrv '= cN' [I --R]'i r;
where ct' = ( a2, a3 , ..., aN ).
     We have defined the return structure that we
receive the return r- when the system is in state t
during a unit time. Now we shall consider the genera-
iized returns (see Jewell [44]). When the system is
in state t, and the next visiting state i, a return
is accumulated according to the arbitrary function
 Ria( 't1C), depending on i and i, the sojourn time
'C(i, t), and on the e!ock time 't since the
-190-
beginning of the transition interval (OS t fg; C(t, 2 ))•
We shali assume that Rxa(Oi=) = O, and will denote
the total return at the end of the interval by
 Ria('Ctrr)= lke(z)• Returns from successive
transitions are additive.
     For the discounted model, the average, one-step-
                                     .discounted return starting in state t is
(8•62) 9i CcSLÅr : j,s S,II'dQ,a(c)S,'ee-dXd.Rie(xl'c), ( itEs )
                              'which corresponds to (8.38). Our return structure
considered above is a special case Ri3(xlrC) = r;X.
Thus the return structures are essentialiy the same
ones for the diseounted model.
     For the undiscounted model we haVe in general
 S'i ( oL, ) -) PL ( constant) a's 'oÅq ::-} ZO , whi ch co ]7respon ds to
 ?L = Xr; 7k , but the bia$ term (8.46) will change
slightly (see Jewell [45]). - .
     Consequentiy, in both cases it suffiees to "
consider ottly the simpie return structures Yi (NeS)
instead of Rxe('tl'C)•
                                  '
    8•4•!t!!iu:lsg)i.ml}g}g!aUl!:gg!:guwlll!-nyI21Eg2!g!91pgkR iP thDsoti
     We shaM eonsider Markov renewal pr.ograms with .
diseounting using the results of the pveceding $ection.
             '
     Markov renewal pr,ograms with whieh we are .
concerned may be stated as follows: When the system
is in state t,we have kk actions in each state
 t6S. If we choose an action A in state L'ES,





the system obeys the proba]Dility law
 Qti'(`t )= P`{i FAdfi(t) (aES ), whe]?e P?'•Z is the
transition probability from state t to state a and
 KS'('t) is the sojourn time in state L knowing that
the next visiting state is t. And we get the return
 tf when the system is in state •C during a unit time.
!n other words, we have Kz selections in each state
t, that is, we have K= 1, ..., Kx aetions
(8.63) Q,S• (t) (P8• , E.Itifi(t)) and rS ( e' cs )
for each " i e S.
     Then, what strategy, i.e., the sequence of actions
in each transition epoch for each state over ail t20,
rnaximizes the total expected return (or the avevage
return per unit tirne) starting in an initial distri-
bution?
     As we have seen in the preceding section, the
totai expected return is finite if the process is
discounted or terminating, and is usually infinite if
the process is nondiscounted. Thus we shall consider
.the total expected return if it is finite and the
average return per unit time if it is infinite. In
this section we shall first treat the discounted
process.
     Note rhat we can eonsider Markov renewal programs
over a finite time horizon. But for the model the
sojourn time in'any state is a random variable and we
cannot know the t]?ansition epoch. Thus we can expect
,
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no results so far as we know except the approximation
approaeh.
. For our modei with an infinite tiTne horizon we
define a stationary strategy such that for each state
we take the identical action independent of the history
of previous states, transition times, and decisions.
!n, general we may eonsider the nonstationai?y strategy
dependi,ng on the historry of states and transition tirnes,
and decisions.
     Let 'V(ct, "Tt) be the discounted total expected
                             iretuTn ( ArX l column vector) starting in each state
using any policy sc, where a discount factor.clÅrO.
 '
                            'Definition 8. I. A strategy tTCXis called vmpt t mal
if V( crk , rc*) -År V( sk , "TZ .) for all nc , where ct ( of År O)
is fixed.
Then we have
                                                     x.,,
Theorem 8. 2. There is an DÅq-optimal stÅéategy which
is stationary.
The proof of this theorern has been established via
contraetion mapping (Denardo [l8]).
                                      t. t
     From Theorem 8. 2 we may find oÅq-optimal strategies
within statio' na?y strategies whose numbe? is finite.
Then we can,use immediately the pTeceding result
(8.4i).
     We now develop the linear pr.ogramming formulation
-Z93-
,
for Markov renewal program with discounting.
(8.41) we have for any stationary strategy
(s.64) vÅqct,N)=[r-Åé(ct)iip(d).
And the discounted totai expected
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=a;s li• iiEs ai Via Cd) Pa(cl),
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(8•67) ?.Åí,s iJ(ia(oC) (5dR-Za2(o())= (S"x12•
     Zt is rnore convenient to extend of decisions to
include randornized (o]? mixed) strategies. Let the
probability that we make an action k when the.system
is in state t be df•l( tEs, keKz), whieh is in-
dependent of time t since we consider only the sta-
tionary strat.egies. !t is c.lear that
'
(8. 68) d.I 2o, Zd.i -1.
aEKx (NG$ , ac kL)
-i94-
using dLa, we have for any stationapy strategy
        q V (ct • tTC) i.{s isjlll,ig.a; Yia {of) 9ak(d) df ,(8.69)
where
          p,l (ot)==-.r;k [1- Af• cci)1,(8.70)
          {f (cl) -,: ]lil,I S,pte'$tdQiS• CÅ}År ==d]21,l 7Ai,• cd)•( 8. 7X)
Note that tXaa' ( ct) depends on di since [r - 3(of )]
is determined by dl. Now we define
(s•72) xjK =i?s q; &j (cl) dad .Årh O. . '
Rewriting (8.69) by using XeS, we have
(s• 73) (X 'DCd• TC) =i.Xs iii,KjPjÅí(ek) Xai'i• '""
Whiie we caiculate
        i$ lii,kj (`Slj2 - Da`'kg (oÅqÅr) xjA(8.74)
       ={ls a2• Z,si,Kj (6jA -- galf (oc)) ctk t-kAa (Qc)ctjK '
       =li•il,s li•ill,s (Li Fia (o() (Rl.iiii,} (6iag- 3dlA (oÅq)) d3 )
       = Ki!e:s ak [dlils YAdCdi) (Sja--'Gan(di))]
                       rl95-
         =X aa 6Ap (from (8.67))
           ifis
         =(XR, (R ES)
  that is,
  (8"75) "{Ii,ÅqIb)C; -,is iii,iK.&,S• (oÅq)XAGL -'"- aa• ( i' Es )
  Thus we have the following linear programTning problem:
  (s•76) Max ?IXs llitli,i} 9al (di) Zjfi
      subject to
• (8•77) -k;,,ixSt -,is IE,,K,Iila?(ck)X.! =GLi, ( ?i es )
  (s.7s) xi20. (tics, Aeka•)
 This problem is sinilar to that of Section 6. 3. Here
 we apply the diffeTent derivation of Section 6. 3, but
 we can also use the similar approach of Section 6. 3.
 Thus we have the similar results of Section 6. 3 for
 this process. We don't state here repeatedly.
      We show only the foilowing theorem which is
 usefui for the later discussion.
 Theorem 8. 3. Fo]? all positive ;ight-hand side
  adÅr O (say qa = 11N), there exists any basic
 feasible solution with property such that for each
                                       '
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t
 ieS there is only one k such that x.i ÅrO and
  xl = o for k othe rwise.
Since the proof is essentially the same one of Coro-
ilary 6. Il, we ornit the proof.
     This theorem asserts that any basic feasible
solution foTms a nonrandomized stationary strategy.
This theo?em plays an important role for the policy
iteration algovithrn.
     We then shall consider the dual problem of the
primal problem (8.76)-(8.78) (since •the simUav
discussion of Section 6. 3 implies that the constraints
(8.77) have rank N and the dual problem is meani,ng).
The dual problem is: '
                                            '
                                   t-
                                       ttt
                                '
                       4es
     subject to
(8. 80) 'VL :}i 91 Åqct) +2Z, :s i/h• (vÅq) tOd, (tES , kE Kz )
(8.81) V" unconstrained in sign for iES,
where the dual variable 'Vi( it ES) is the rlLth element
of V( ct, rrcD, where ff:* is an cl-optimal strat.egy.
     Fig. 3.l shows the Tucker diagram of the primal
and dual problems. The relation l)etween policy ite-
ration and linear programmi,ng aigorithms has been
stated in Section 6. 4. For this probiem we can
apply the similar approach. Using the results of



















































































































primal problem, we have immediately the poiicy iteration
algorithm for Markov renewal program with discounting.
We first note that the dual va]piables in (8.81) aTe
also the simplex multipliers for the primal problem.
     Poliey iteration algorithm is the follopging two
parts.
            Va:ue Determination Operation
     Ta]Åqe any stationary strategy f"e. solve
                 vz =: ftft(d) + aE•,sÅé/b' (d) Vj
     for 'Vi( teS ), where the superseript ft
     corresponds to the ehoseh strategy fco.
              policy Impr6"ement Ro'utine
     Using the values 'Vx( ieS ), fipd the eiement
     of qCi, f) for eaeh al eS such that
             9ift(di)+d?,Z#•(cl)'VaÅrDx . t
                                                     '
     for a21 'k E Ki. If G( L, f ) is emp ty for
     all tG Ss foo is eÅq-optirnal and 'V(oÅq, lco)=["vx]
     is the diseounted total expected return. If
     at least 6(L)E G( 1, +) for some i, make
     an improved strategy Soo such that
     ?(N') e G-( i, f ) for some l and 6(L )= f(4 )
     for Ge(N, f ) empty, and return to Value
     Determination Operation.
                      '
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Here we use the same notation fOe, which has denoted a
stationary strategy in the discrete time case.
    As an initial strategy S04, we may take, for
         max gl(oÅq) for each {es,the reason ofexample,
         K C- Kk
this selection can be seen from the linear prog?arnming
viewpoint.
     From the linear programming viewpoint, Policy
Improvement Routine is an extension of the simplex
crite?ion such that the simplex criteria for each
state are applied simultaneously. !f ?(xC)c q(K,f)
for some one ( and G-( 4, f) is empty for other 'C,
Policy Improvement Routine is equivalent to the simplex
eriterion of the primal problern.
     We shall show that an improved strategy Sac from
Poliey Irnprovement Routine satisfies "v(DÅq,?OO)År tv(bc, fOO).
Theorern 8. 4. TalÅqe any SOe. If 6(1)e GV( 1, f) for
some IL and otheirw ise ?( at ) = 8( L) fo ]r Cr( A , 8 )
emp ty, then 'v( cl , 6oo) År v( ci , +Oe ).
Proof. For two stnategies 8"e and }Oe, we have
(s. s2) v cci , goo) =pS(ei) + 3g(of) v (d, Sto) ,
'
(8.83) b(ot, ?co)=9?(ec)+3?(d)NCd,Soo). '
Substracti,ng (8.82) frorn (8.83), we have
(s.s4) rv(d,see)-M(cl,fdy)= g?(x)-pt(ot)+t?ca)!v(ei,aoo)-3S(cl)!v(cl.s'").
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We define the Al x l column vector
( s. ss ) tif• = ctlf,]= g? (ct) - pft a) + Ge cd) v cd,aco) -- 3fcof) tv (d. sco) .
where trLÅr O if 6(L)e e(t, f) for some i and
 2rz =o if {;i(Z,f ) is empty from the hypothesis of
the theorem. Combining (8.84) and (8.85), and defining
 A'V= 'V( oÅq . 8oo ) - 'V ( di , foo ), we have
(8. 86) AtV =V+ 3?(ci)AtV.
Solving for AV, we obtain
(8. 87) AV -- [l -.g$(d)]'t U.
sinee (s.ss) and [1 - }?(di)]-i is nonnegative and
these are never zero sipaltaneousiy, we have that at
least one element of AO. is. positive, i.e., AV År O,
                       ttwhich compÅ}etes the proof. -
                                                       '
                                                       '
                                                       v
                  '
                                                        x
     We have seen from Theorem 8. 4 that the poiicy
iteration algQrithm terminates an ci-optimal stationary
strategy with finite i,terations, since the number of.
stationary strategies is finite. Note that if there •
are tuo or more sti?ategies which satisfy the optimality
equation "V(pt , fca) = m+ax[ Pt(eK) + ZS(of )'V(d,fco)],
then these strategies are all oÅq-optimal.
  8. 5. Markov Renewal Programs with No Discounting
Nopi b(e shall develop the semi-Markovian
                   -t201r
deeision
processes wiht no discounting. Fo]? the discounted
process we have seen that there is an d-optima1
stationary strategy. For the nondiscounted process
we shall first prove the same result.
     As a c?iterion fov the nondiscounted model, we
define for any strategy
(8. 88) ak(T) .{.-..as.f M(ti, "tZ) ,
where 'V('t ; "rC )' is the total expected return ( NX 1
column vector) up to time t starting in each state
using a strategy TC. Then U(T() is the long-run
average return pe? unit time, which corresponds to
(6.12) in the discrete time case. If we take a statio-
nary stvategy, we have V(-t ; "rc ) by solving (8.48)
for VA(t). But for any nonstationary styategy,we
cannot write explieitly.
     Our problem is then to find a strategy which
maximizes (8.88) under all strat.egies "rC, i.e., an
optimal strat,egy TC*such that 'Lk('[C*);2r 'Lk("VC) for all
"TC. The foUowing theorem has been given by Fox [31]•
Theorem 8. 5. There is an optimal strategy which is
    .statzona]?y .
Proof. We have seen from Theorem 8. 2 that there is
an ok-optimal stationafy strategy. Since the number
of stationary strategies is finite, then it is possible
to choose a seguence {ctv} , glbim. clv= Q, such that
                        -2O2-
 rtt= "ccot, , V= l, 2, ..., where ptcip is a stationary
strategy. WhUe, we have from (8.47) that
           '
                  ucs)(8. 89) D(di . f) = ct + 'V (f) +O(1)
for any stationary st]?ategy ÅíOe. Thus using Abelian
and Tauberian Theorems, we have
(8•9O) V(`rc) s: livm. il6nf dvV(oto,-([) S li,m-, l';lnf ctp'VCclv, C"dv) ='LLÅqic')
                              tfor any strategy crt, which shows that "Trfr is an optimal
stationary strat,egy. Thus we complete the proof.
     Applying Theorem 8. 5, we may find optimal stra-
t,egies within the stationary ones under the aver.age
criterion. Thus we ]?estrict our attention to statio-
na]ry strategies and then we can immediately appÅ}y the
results of Section 8. 3. ' .
     !n the remaining pa?t of this section we shail
discuss the linear programning formuiation for the
completely e,rgodic process and the terminating process.
Further we can obtain similarly the corresponding
policy iteration algorithms from the straightforward
results of Chapter VIIe
     First we shall eonsider the completely ergodic case.
Fov this problern the long-run avenage return per unit
time is
(s.gi) 9= gV, iUi 'Za rj/ ,E.,,'TCa.' '[j' -
                         --2O3-
where rVlj is the limiting probability in state ti of
the imbedded Ma?kov chain. Now we shall consider the
decision p]pocess. Then the objective function is
(8•g2) tiIEs Tra cfÅr ozia Tjk /allsrTci cf) '7,k ,
where "Trj(f ) is the corresponding liniting probability
of a stationa]py strategy f"O, and 7.%, r.A are the
corresponding unconditional rnean, the return of the
strategy ÅíOe, respectively. The limiting probabilities
satisfy
(8•93) CrC7e (S)=,Z., rVUx(f) }?Ad (S), (2ES)
(8'94) aE•,s{TCdCf)=1'
                                 '(s.gs) rTrj cf)År o. (jEs)
Then, let, ofd%( ti eS , - {1 e iÅqa ) be the joint probability
that the system is in state i and the decision k is
made. Xt is evident that
(8•96) {il,} dj =1, OÅq d,i (s{:1). ( tieS, keka )
                    '
The objeetive function of our problem is
( 8' 97) a- X,, $X, ki a' C+) "ZS raft cleQ / i gs i, ,j'iri {l) tf ofaA
           aby usi,ng di
            . While (8.93), (8.9g) and (8.95) become
-2O4--
(8•98) `Tr6(f) - ,Fs i,,1 ACf) ?,S• dg=O, (e" eS)
            a)E, rrcb (s) =1 ,(8.99)
              crca cS) År O.(8.100)
                                              (}cs )
                                    'Setting
 '
              x," --- "Tca(O d,k2 o,(8.iOl)
                                         ( ties, aeKj
and using the fact that ra(f)=ftI{iltljXal for 1'(S,
we have from (8.97)-(8.IOI) the following programmi,ng
problem:
(s•io2) Max ?g, i,,,"Zj'k Yift (S•i4,I, ,2,I]ljOZj J(dft .
           subject to
         a{FKjXa" -'-',F, Iil,,P.xa- Xl =:O• (}'es) ,.,(8.I03)
          ieXs ii,iiKj)(jft=:1• .(8.I04)
            x3 }t O. ( ti es, IIG IÅqa' )(8.105)
This problern is the so-called linear fractional
wwt mm problem (see, e,.g., Charnes and Cooper [l2])
since the objeetive funetion (8.I02) is linear
fractional and the constraints are linear. So we can
reduce to a linear programming problem by using
variabies,transformation.  Noting that jElsaÅí.Kj'7f'XAI ÅrO,
                        L2os..
)
we transform the variables xa.Åq to Yafl and r such that
(g. lo6) '}t;1" = Xaii /2{s 5tKd '7ak \{L ,
altd
.( g. io7) 'ia =1/2{, E,,j'7;'iX2• '
Tlten we have the followi,ng linear programming probiem:
                                       '(g.ios) Max ?.,XsXkigft3 raaYak
          subject to
(&i09)•  ,tkiij V,ft• -,{,illi,,P#• st• --O) (zieS)
(s-iio) ,llilk,"] ==S' '
(g'iiLi) diXs IEtiKi7. Za'kZi(aE =lp
(8-l12) VS JÅr-. 07 ( 1'e S, k( Ke )
where the additional constraint (8.111) is derived frorn
the transforms of (8.I06) and (8.107).
                                              '
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tES , there is only
af= O for A otherwise.
The p]?oof of this theorem
Theorem 7. 8. So we omit
     Theorem 8. 6 implies























e{i,-\i :F, i;,,l tk li3= o,
  .Xx ll yjk=1,
  IES &EKa
     Y2ft-År-O.
we need not to take
   'of the variable Y









( j= l, ..., N -1 )
     ( tes, Åqe ka )
    of the cOnstraint
 Here we omit the
in (8.114).
Proof. As we have noted above, any basic feasible
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x,.
soiution has always wÅrO. But p(e should require the
optimal stationary and its associated maximum average
return per unit time 9. It is clear that the optimal
value of (8.ll3) has no relation to Y. From the trans-
foyrns of variables in (8.I06) and (8.I07), we have
 Xsia-- Yaf for 2eS, &QKi. Thus the optimai stationayy
stmategy is determined by
(8'iLZ7)
 daft=,;{iil/Ii,i,&=R7,dM"glii'l:fll=,{i,li':tzFe'e"A'L'
which is independent of V. These completes the proof.
     Theorem 8. 7 gives the linear programmi,ng problem
(8.Il.3)-(8.Il6) whieh has .tZt:sKk var}iables and N con-
straints, where the redundant sonstraint fo? d = nt in
(8.il4) is'omitted.
     Now we shal! consider the dual problem (8.l13)-
(8.il6) as aprimal problem. Defining duai variables
(Vi, "2, .., VN-,,9), we have the dual problem:
(8.118) Min 9
           subjeet to
(8•l19) 7AA' 9+ Vi 2 OAI rAk +1"Åí;,' Paak' Va, ( 1'eS,S(Ki)
(&i20) 9, "DL; unconst]pained in sign for
                                    t= i, 2, ..., N -L
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where v(e s.uppose 'ON= Q in (8.l19). Here we have used
the known fact that the constraints (8.11g) and (8.l15)
have rank N and the dual probiem is meaning. Further
we,have also used the fact that the objective function
of the dual probiern is ' 9 , the avenage retuvn per unit
time, from the StNsiuti!ÅrLim!llgg2{ualit theorem (see, e.g., Dantzig [l5]).
Fig. 8. 2 shows the Tuckev diagram of the primal and
dual problems for the completeiy ergodic semi-Markovian
     We see the simiiar discussion of Section 7. 4 that
                              ithe dual variables Vx(i = 1, 2, ..., N --l) are relative
bias terms, whieh correponds to (8.46). Fo? this pro-
blem we can obtain the policy iteration algorithm from
the simi!ar discussion of Seetion 7. 4. We note that
the d"al varial)les (Vt, ab2, ..., VN-:, 9) a?e also the
tilit!R!gls-.g"1 rn lt l r. From the linear programming'view-
point we have for any basic variables
(s.121) Al=-n,t rk'-tt' ?,"t•Oj - nl• 9-Vx= O, (1cs)s,
                   a=t
                                                     '
where rhe asterisk * denotes the data of any basic
feasible solution (and aiso any stationary strat,egy).
WhiÅ}e, if
(s•i22) A{ .=--ft.i rl -jtl.Ill,i ?S• vti + ni g +vi Åq'o
           '
for sorne ((S and -kGki, we can obtain an improved .
strategy. Further if Aft'ÅrO for all IES and k(-ki, v(e
haye an optimal strategy. Solving for 9 in (8.l22),
                                  i
                          '











































































































(s.123) 9Åq rak 'I- ",& [; 41,?Afta Va -VA]'
which implies Policy Irnprovement Routine in the poliey
        ,iteration qlgorithm. Thus in the above discussion
w,e have the followi,ng policy iteration a.lgorithm.
                Value DeteTmination Operation
     TalÅqe any stationary fN. solve
                               '
           ?.i g+ v, = ?,a r,fl -t-;x .,' p,,K va'
     for 9,Mt,V2, ." 'VN-i (setti.ng ON= O), where the
     superscript ft is determined by the chosen
     strategy fpt• - '"L
                                      '
                  Policy .Improvement Routine
     Usi.ng the values "i, find the eiement of G(Z,+)
     for each tES such that ,
              if+ 'ii,:gq [ tr. il.,` ?ii Ma - 'vi] År g
     for all 'kEKt. Zf Glr( i,+) is empty for all (CS,
      SMis optimal and 9 is the average return per unit
     time, Vi, ..., 'DN"i are the relative ])ias terms.
     If at least %(1)G GL( t,f) for sorne t, make an•
                                             .improved strategy such that fr(L)E G( L,f) for
     sorne t and Z(k)= {(4) for GV(t,f) empty, and
     return to Value Determination Opeyation.
-2U- '






 show that the Policy Improvement
 improved strategy whose average
than the previous one.
1 Theorem 8. 8. Take any Åí". If ?(1
some 4 and otherwise ?(L) = S(4) for
then 9(S)År9(S), where 9(f) denotes
per unit time Usi.ng a strat,egy ÅíOf
)e G(i ,S) for
 G( L ,f ) empty,
 the ave?age return
Proof. For any two
(8. 124)
strategies
Ti9({) -t-- v, Åqf) =ll
Åíooand 2to, we
ri'+ t,;.Illl.,'pi Md (f)'
have
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 7`f, 7i respectively
the latter, we have
We define Nx1









va (?)- Jill.r, tl .Ilil Pie Da (f)•
(8. I27) if = [ Ri5i]
  = [y,a- ,s-t, {7Åí?/e•
 a=1
'Va (8) - vL(aÅr }-?-1 ,f[il.-,'?AÅ}avaG)-v i(t)}]'
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where if,ÅrO if 7(L)E &({,Åí) for sorne { and rk=O if
 Ge(L,S) is empty fÅéom the hypothesis of the theorem.
Note that at least one 1"AÅrO for some t. Combining
(8.126) and (8•l27) and defi,ning AVk= VA(8) -- i)i(S)
( t= l, ..., N-1), A9= 9(?) - g(S), we have
(8'l28). A'Ui +O13' A9 :li9 ZS7i +aNi iP?aAOj'
       '
Let CK(a) = ('TCi(8), .., ';1N(3)) be the limiting pr,oba-
bittty of the imbedded Markov ehain P(8) = [-p?d- ]. It
is evident that CTC(6) = tT[(?) P(e). Premultiplying
(8.128) by `TCi(2) and summing on all iGS, we have
(8.I29) A9 = .Z. :,s"T[L C2)i,Z?• ?fi/i)IisrTUi(?) 7;S,
which is positive since.thgLlimiting probability in
state i is scx(}) 7.E /,X.sTs(.fr)7`9' År o for all tgS, and .
at least one 2fiÅr O. Thus we have
                                                     'Nh,
(s.l3o) Ag :g{})-9(D .År O• -.N.
which cornpletes the proof.
                            '
     Theorem 8. 8 implies that the policy iteration
algorithm terminates an optirnal stationary strategy
with finite iterations. Note that if there are two
or more strat,egies which satisfy the gR[t!jLg!s!UiSlmal t
g.g}ls}[!El,glluatLon i7f• 9+ 'vi= max [71 rka+dNX.- i?S• ivti] (ies),
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then these strat.egies are all optimal and have the same
aver.age return 9.
     rn this case we encountep the problem for finding
a strat.egy having the maximai bias teim amo.ng the optimal
strat.egies. That is, we should require a 9t=gRJ!2pgEo t m 1
strategy which refers to a i-optimal strategy in the
discrete time rnodel. We omit the pvoblern for finding
O--optimal strategies here.
     Finally we shall conside]? the te]?minating D]?ocess.
For the terminating proeess the total expected return
before absorption starting in an initial distribution
is
(8.131) a'M'== a' [I-R]-`Yt
where we define that state l is abso]?bing. Fo]r the
semi-Markovian decision process with which we are
concerned we shall first provide the following assump-
tion (confer Section 7. 6)•
Terminating Assumption. The common al)sorbing state is
reachable with probability l from any transient state
                                             'in a finite time whatevev deeisions we make.
                     '
Under the above assumption our problem is to find a
                                                      'strategy having the rpaximal totai expected return '
before absorption arno,ng ail strat,egies, thus we need
not to eonsider the decision of state l since our
concern is the behavio]? before abso]?ption. This






oniy. give the foliowi.ng linear
(8.132) Max [x r}a 7ift zf
sul)ject to
(8.i33) ZkKi xaa nt
 ,;,iE,,P-"•u xf• ==a2, (j= 2, ".,N)







 next theorem is obvious. •
8. 9. For ail positive right--hand side aaÅrO
     N-l)), theTe exists any basic feasible
      property such that for each 'L= 2,...,N,










programming problem and Theorem
 the correspondi,ng poliey itera-
 we don't state the algorithrn.
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CONCLUSION
               9. 1. Sumary oÅí the Results
     We summaTize the resuits of the thesis in this
section. As titXed in the thesis, Markov renewal
processes and their associated processes such as renewal
processes and discrete tirne Markov chains are treated
th]poughout this thesis. A Markov renewal process is
one of the most powerful rnathematical tools for analyz-
ing and synthesizing systems.
     In the first part of this thesis (Chapters I-V),
we discussed some of redundant repairable systems.
Some redundant systerns treated in this thesis are of
importance in the practicai fields.
'
     Mathematical techniques throughout the first part
of this thesis are applications of Markov renewal pro-
cesses (whieh include renewal p]?ocesses). TalÅqing
account of the regeneration points of the faUure (or
the inspection) time distributions of units, we obtained
the required Laplace-Stieltjes transforms. Systems
considered in this thesis were a tuo-unit standby
redundant system, a two-unit paralleled redundan.t system,
an m-out-of-n system, and the rnodified systems just
mentioned above.
                  '
                      ,
     Signal fiow graph representation of systems is of
great interest for e.ngineers. We cannot understand
at a glance the behavior of a large-scale and and
complicated system. The signal flovar graph method
makes us sgggestive and helpful, and the required
-2i6-
quantities can l)e obtained by usi,ng Mas.Qn's. gain formula
which is a mechanical procedure. Examples of system
analysis in Chapters IV and V are applications of the
signa! flow. graph method.
     Zn the second paTt of this thesis (Chapters VI-VIU),
we discussed Markovian decision processes and Markov
renewal pr.ograms as system synthesis. Markovian deci-
sion processes are one of the recent topics in Operations
Researeh and Mathematical Statistics.
     Poiicy iteration and linear p?ogramming qlgorithms
were described and the relationship betueen the two
a.lgorithms was discussed in the viewpoint of Mathematicai
Programming. The discount. factor. in.,Markovian deeision
processes (and also in Markov renevgal pr,ograms) plays
an irnportant role in analysis. For the discounted
rnodel we ean analyse the processes elegantly.stnce the
processes have sirnpie structures. -. -
     For the nondiscounted modeÅ} we must aonsider the
aver,age return critevion if the total expected return
is dive.rgent. For the mode! a Markov chain considergd
changes its state classification from st]?ategy to stra-
tegy. The policy iteration .aigorithm for the nondis;
eounted model was discussed. Linear programmi.ng consid-
erations for the nondiscounted model were studied in
detail and the relationship between the two qigorithms
rnade clear..
     Markov renewal processes vqere reviek(ed in Chapter
VZI!. Markov renewal processes with retuTns were dis--
cussed for the discounted and the nondiscounted .models.
       'Markov renewaX progyarns with discounting and with no
                                                   '
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discounti.ng v(ere discu$sed, and the policy iteration
and linear programming algorithms were studied.
9. 2. Further Problems of System Analysis and Synthesis
     We shall describe the further problems of system
analysis and synthesis. The problems of system analy-
sis and synthesis discuused in this thesis have the
possibilities of extensions and modifications of models.
We shaU sim.pÅ}y discuss the possibilities and suggestive
comments.
     Reliability analysis of redundant repaira])le systems
has many fruitful studies. This thesis discussed only
simple models and we restricted out attetion to the first
passage times. In the actual situati6ns we should
eonsider more complicated rnodels and futher diseuss
the mixed configuvations of the models. Ou--•n :oneerns
are also extended to not only the first passas.e times
but also the transition probabilities, the limiti,ng
probabilities, etc.
     We did not consider the factoTs of costs, weights,
capacites, etc., which were associated with the rnodels,
for the analsysis of vedundant systerns. In the actual
situations sueh factors will be imposed. We should
consider the optimization problems of attaini,ng the
                                                    .maximal reliability subject to the suitable constraints
                                                     '
                  v.on such faetors. ,
     Markovian aeeision processes have also many pro-
blerns and appÅ}ications. Though we omitted ;n this
thesis, l-optirnal strat,egies are of interest and rnany
-218-
contributions to l-optimal s,trat,egies have been made .
and will be made in future. Markov renewal programs
have also the similar problems concerning O--optimal
strategies which correspond to l-optimal ones in dis-
crete time case.
     AppZieations of Markovian decision processes and
Markov renewal programs are of gTeat interest. . .
Markovian replacement problems have been disccused by
rnany authors and will be discussed in futute. Appli-
cations to sampling inspection plan, quality control,
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