In view of disasters caused by rock burst becoming more and more serious in coal mine production, three models are established for evaluation and prediction the rock burst risk based on artificial neural network. First, ten indicators are determined which have a larger influence on rock burst. Then two back propagation network models are trained using the original data and the processed data reduced by principal component analysis respectively. And a radial basis function network model is also established using reduced data. Finally, the performance of three different neural network models are analyzed and the best scheme is determined for rock burst prediction.
network containing two hidden layers can approximate any functions. In general, the neural network has one hidden layer, and it has two hidden layers only for the design of the discontinuous functions.
The neural networks with three layers are used for prediction and the transition functions apply s-type functions (1) from the input layer to output layer in the paper.
The linear functions are used for transition functions from hidden layer to output layer.
Usually, the node's number of input layer and output layer nodes are determined by the realities of situation. We can see from Table 1 that rock burst indexes have a total of 10 items. So the number of input nodes is 10 in the neural network model. In the experiments, 200 groups of rock burst data are obtained from the real mine production, and Table 2 shows the part of the samples.
The output of the neural network can be either a numerical variable or a linguistic variable. In general, linguistic variables can be represented using 1 from n values notation, n-1 values notation or binary value notation. The danger of rock burst is divided into four categories: micro burst, weak burst, medium burst and strong burst. The n-1 values notation is used for translating linguistic variable into numerical variable in the paper. 000 indicates micro burst, 001 indicates weak burst, 010 indicates medium burst and 100 indicates strong burst. In this way, the number of output nodes is 3 in the neural network model.
To determine the node number of hidden layer is the key of the neural network algorithm. As long as the number of nodes in the hidden layer is enough, it can approximate any continuous function at arbitrary precision for neural network with only one hidden layer. But it will also increase the training time and even cause the excessive anastomosis of the network, which reduces the generalization ability of the network.
Because the number of nodes is less in the input layer and output layer, so the empirical formula (2) is used for determination the number of nodes in the hidden layer.
n and l are numbers of nodes in the input layer and output layer respectively and is a constant between [1, 10] .
The number of nodes in the hidden layer is changed constantly during the training of network and the best number of hidden nodes is chosen by comparing the training and testing error, training steps and network structure, etc.
EXPERIMENTS AND RESULTS
After the structure of network is determined, the top 195 groups of rock burst data are used for training samples. The last 5 groups of data plus 5 groups selected randomly from the training samples are used for tesing samples. In order to compare the performances between different samples, the samples need to be standardized before learning. The samples are converted within the scope of [-1, 1] using the formula (3), where n max X=1, n min X=-1.
BP Network Prediction
The above analysis shows that the number of input nodes is 10 and the number of output nodes is 3. By experience, the learning rate of network is 0.05, the maximal permissible error is 0.0005 and the maximal number of training is 50000. Through repeated testing, when and the number of nodes in hidden layer is 12, the prediction is the best. After 211 times training, the network has achieved precision for 195 groups of samples, and the error decline curve is shown in Fig. (1) . The results of 10 groups of testing samples are shown in Table 4 . Fig. (1) . The error decline curve of BP network.
BP Networks Prediction Based on PCA
The correlations have existed between different indexes of rock burst. Too many indexes can lead to excessive number of nodes in the input layer, which will make the structure of the network very complex and affect the precision of prediction. PCA is a common method to reduce the dimension of the data and it can reduce the degree of correlation between data.
The samples containing ten characteristics are analyzed using PCA. When the first four principal components are extracted, the accumulated variance has exceeded 80 percent of the total variance. The main factors are expressed in the formula (4) . Substituting the standardized data into formula (4), four groups of principal data are obtained. Some reduced samples are shown in Table 3 . Now, the number of nodes in the input layer is 4 and the number of nodes in the output layer is 3. The other parameters are the same as above network. Through repeated testing, when and the number of hidden nodes is 6, the prediction is the best. After 812 times training, the network has achieved expected precision and the error decline curve is shown in Fig. (2) . The results of 10 groups of testing samples are shown in Table 4 . Fig. (2) . The error decline curve of PCA based BP network.
RBF Network Prediction Based on PCA
The reduced samples are input to the RBF network with the same structure. The maximal permissible error is 0.0005, the extending constant is 1 and the largest number of neurons is 20. The number of increased neurons between two demonstrations is 1. The results of 10 groups of testing samples are shown in Table 4 .
x * = (x − min X) (max X − min X) (n max X − n min X) + n min X 
The prediction accuracies of three networks are shown in Fig. (3) . The BP network based on PCA has a smaller error and a higher prediction than the BP network obviously. For testing samples not trained, prediction accuracy of PCA Fig. (3) . Prediction accuracies of three networks.
CONCLUSION
In this paper, the neural network models are used for predicting the risk of rock burst and the PCA is utilized for reducing the original samples. Then the precisions of prediction are compared between original BP network, BP network based on PCA and RBF network based on PCA. The results of PCA based BP network is accordance with the real situation, so it can be used as the effective methods for predicting the rock burst risk.
Although the risk of rock burst in coal mine is successfully predicted in the paper, it still remains a lot to improve. Due to the limited samples, the network is trained inadequately. The selection of parameters has certain theoretical basis during the training of network, but the optimal parameters remains to be studied further.
We know of no previous register-based study that has illustrated the relevance of the original and PCA based models in an equally detailed manner as we have done here for prediction. 
