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Abstract
In this note, we establish a new closed formula for the solution of homogeneous second
order linear difference equations with constant coefficients by using matrix theory. This in
turn gives new closed formulas concerning all sequences of this type such as the Fibonacci
and Lucas sequences. As applications; we show that Binet’s formula in this case is valid for
negative integers as well. Finally, we find new summation formulas relating the elements
of such sequences.
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1 Introduction
For any (n, z) ∈ Z × C where Z is the set of integers and C is the field of complex numbers,
we call a generalized linear second order recurrent sequence any sequence which is given by the
following second order linear difference equation:
Rn+1(z) = f(z)Rn(z) + g(z)Rn−1(z), R0(z) = h(z), R1(z) = k(z) (1)
where f, g, h and k are any complex functions1. Without loss of generality, we may assume
that f(z) 6= 0 and g(z) 6= 0 since otherwise we obtain one trivial case for f(z) = g(z) = 0, and
two other cases which are easy to handle; one corresponds to f(z) = 0, g(z) 6= 0 and the other
is associated with f(z) 6= 0, g(z) = 0. In addition, for convenience, we may sometimes use the
notation: Rn = Rn(z) = R(n, f, g, h, k) to refer to the nth term of such a sequence, and we
omit the argument from the functional notation when there is no ambiguity; so f , for example,
will mean f(z). Our intention here is to study this sequence assuming that f, g, h and k are
any complex functions.
Certainly there is an extensive work in the literature concerning linear second order difference
equations and their applications (see for example [3, 4]). However only a few deals with finding
∗∗corresponding author.Email:issam.kaddoura@liu.edu.lb
1Note that f, g, h and k can also be considered as multi-variables functions, however this obviously will not
affect the results.
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a general framework under which all these sequences come together under one theory ([1, 6]).
Our main objective in this note is to deal with this issue subject to the extra condition that n
is any integer in Z.
This paper is organized as follows. In Section 2, we present a new closed formula solution
for the sequence defined by (1) which in turn gives new closed formulas for many sequences
of this type such as Fibonacci, Lucas, Pell, Pell-Lucas, Jacobsthal and Jacobsthal-Lucas num-
ber sequences as well as Tchebychev, Fibonacci and Lucas polynomials. Section 3 deals with
showing that Binet’s formula in this case is valid for negative integers as well. Finally, new
summation formulas relating the elements of the sequence {Rn}n are presented in Section 4.
2 Main Results
We shall start by fixing some notation. The determinant of a square matrix X will be denoted
by |X |. For our purposes, we next introduce the following four matrices which will be used
throughout this paper and they constitute the essential foundations of our main results. Define
A =
[
2gh+ f2h− fk 2kg − fhg
2k − fh 2gh+ fk
]
, B =
[
0 g
1 f
]
,
C =
[
2g fg
f f2 + 2g
]
and D =
[ −f 2g
2 f
]
where f g, h and k are as above. Now a simple
check shows that the matrices A, B, C and D are pairwise commuting.
As a result, we have the following useful lemma that relates the matrices A, B, C andD with
only Rn and Rn−1 so that it gives the interesting consequence that solving a second order linear
homogeneous difference equation that has constant coefficients and which is coupled with initial
conditions, is essentially equivalent to solving a non-homogeneous linear first order difference
equation.
Lemma 2.1 Let the matrices A, B, C and D be defined as above and let Rn be the general
term of the sequence defined by (1). Then for any integer n, we have
ABn = CRn +DgRn−1. (2)
Proof. Using induction, We first do the proof for the case n ≥ 1. It is clear that (2) is true
for n = 1 since AB = CR1 +DgR0 as an inspection shows that[
2gh+ f2h− fk 2kg − fhg
2k − fh 2gh+ fk
] [
0 g
1 f
]
=
[
2g fg
f f2 + 2g
]
k +
[ −f 2g
2 f
]
gh.
Now suppose that (2) is true for n, then we have[
2gh+ f2h− fk 2kg − fhg
2k − fh 2gh+ fk
] [
0 g
1 f
]n
=
[
2g fg
f f2 + 2g
]
Rn +
[ −f 2g
2 f
]
gRn−1.
Multiplying both sides of this last equation to the right by B =
[
0 g
1 f
]
, we obtain the
following equality:
ABn+1 = (CRn +DgRn−1)B
=
[
fgRn + 2g
2Rn−1 g(2g + f
2)Rn + fg
2Rn−1
(f2 + 2g)Rn + fgRn−1 f(f
2 + 3g)Rn + g(2g + f
2)Rn−1
]
=
[
2g fg
f f2 + 2g
]
(fRn + gRn−1) +
[ −f 2g
2 f
]
gRn
= CRn+1 +DgRn.
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Next, for the case n = 0, it is easy to see that the sequence defined by (1) becomesR−1 = g
−1(k−
fh). Therefore, we can easily see that A = Ch+D(k − fh) so that (2) is also valid for n = 0.
Moreover, as B−1 =

 − fg 1
1
g
0

 , then a simple check shows that AB−1 = CR−1 +DgR−2 so
that (2) is also true for n = −1 as well. Finally, the proof for the case n < −1, can also be done
by induction in a similar manner as in the first case, and the proof is complete.
Next note that an inspection shows that the following determinant formulas are valid:
|A| = (f2 + 4g) (gh2 − k2 + fhk) ,
and
|CRn +DgRn−1| = g
(
f2 + 4g
) (
R2n − gR2n−1 − fRnRn−1
)
.
As a conclusion, we have the following lemma which also appears as Theorem 5 in [6] for z real,
albeit arrived at by different means.
Lemma 2.2 Let Rn, f , g, h and k be as given above. If f
2 + 4g 6= 0 then we have:
R2n − gR2n−1 − fRnRn−1 =
(−gh2 + k2 − fhk) (−g)n−1, (3)
for all integers n.
Proof. Taking determinants of both sides of (2) we obtain |ABn| = |CRn +DgRn−1|, or∣∣∣∣
[
2gh+ f2h− fk 2gk − fgh
2k − fh 2gh+ fk
] [
0 g
1 f
]n∣∣∣∣ =
∣∣∣∣
[
2g fg
f f2 + 2g
]
Rn +
[ −f 2g
2 f
]
gRn−1
∣∣∣∣ .
Using the fact that |XY | = |X ||Y | for any square matrices of the same size, we get(
f2 + 4g
) (
gh2 − k2 + fhk) (−g)n = g (f2 + 4g) (R2n − gR2n−1 − fRnRn−1) .
Therefore (3) is valid.
As a consequence, we are now able to present the following result.
Theorem 2.3 For any integer n and for any complex functions f 6= 0 and g 6= 0, the general
term Rn of the recurrence Rn+1 = fRn + gRn−1, with seeds R0 = h,R1 = k, satisfies one of
the following:
1) If f2 + 4g 6= 0 and gh2 − k2 + fhk 6= 0, then
R2n =
(−g)n(gh2 − k2 + fhk)
(f2 + 4g)
∣∣M + (−g)nB−2n∣∣ (4)
where M =
[
gh2+f2h2+k2−2fhk
gh2−k2+fhk gh
2k−fh
gh2−k2+fhk
h 2k−fh
gh2−k2+fhk
gh2+k2
gh2−k2+fhk
]
, and B =
[
0 g
1 f
]
.
2) If f2 + 4g = 0 then we obtain Rn+1 = fRn − f
2
4
Rn−1 which implies that
Rn =
n(2k − fh) + fh
2n
fn−1. (5)
If in addition, gh2 − k2 + fhk = 0, then Rn = h
(
f
2
)n
.
3) If f2 + 4g 6= 0 and gh2 − k2 + fhk = 0, then we obtain the following closed formula:
Rn =
kn
hn−1
.
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Proof. Case 1: First notice that −gB−2 =

 − 1g
(
g + f2
)
f
f
g
−1

 , and MB = BM . There-
fore, the right-hand side of (4) can be rewritten as
RHS =
(−g)n(gh2 − k2 + fhk)
(f2 + 4g)
∣∣B−n∣∣ ∣∣MBn + (−g)nB−n∣∣
=
gh2 − k2 + fhk
(f2 + 4g)
∣∣B−n∣∣ ∣∣MBn + (−g)nB−n∣∣ .
Now from equality (2), we know that Bn = A−1 (CRn +DgRn−1) . Finding A
−1 and multiply-
ing, we obtain
Bn =
[
g hRn−kRn−1
gh2−k2+fhk g
−kRn+fhRn+ghRn−1
gh2−k2+fhk
−kRn+fhRn+ghRn−1
gh2−k2+fhk
ghRn−fkRn+f2hRn−gkRn−1+fghRn−1
gh2−k2+fhk
]
.
As a result, we get
MBn =
[
g hRn+kRn−1−fhRn−1
gh2−k2+fhk g
kRn+ghRn−1
gh2−k2+fhk
kRn+ghRn−1
gh2−k2+fhk
ghRn+fkRn+gkRn−1
gh2−k2+fhk
]
=
1
gh2 − k2 + fhk
[
g (hRn + kRn−1 − fhRn−1) g (kRn + ghRn−1)
kRn + ghRn−1 ghRn + fkRn + gkRn−1
]
.
Similarly, we can write
(−g)nB−n = (−g)n (CRn +DgRn−1)−1 A
= (−g)n

 ghRn−ftRn+f
2hRn−gtRn−1+fghRn−1
g(−gR2n−1+R2n−fRnRn−1)
−kRn+fhRn+ghRn−1
gR2
n−1
−R2n+fRnRn−1
−tRn+fhRn+ghRn−1
g(gR2n−1−R2n+fRnRn−1)
hRn−kRn−1
−gR2
n−1
+R2n−fRnRn−1


= g(gh2−k2+fhk)
[
(gh−fk+f2h)Rn−(gk−fgh)Rn−1
g
(k − fh)Rn − ghRn−1
(k−fh)Rn−ghRn−1
g
hRn − kRn−1
]
.
Substituting these two expressions of Bn and (−g)nB−n, we obtain an expression that involves
a determinant of sum of two matrices. More explicitly,
RHS = (gh
2−k2+fhk)
(f2+4g)
∣∣∣∣
[
g (hRn + kRn−1 − fhRn−1) g (kRn + ghRn−1)
kRn + ghRn−1 ghRn + fkRn + gkRn−1
]
+g
[
ghRn−fkRn+f2hRn−gkRn−1+fghRn−1
g
kRn − fhRn − ghRn−1
kRn−fhRn−ghRn−1
g
hRn − kRn−1
]∣∣∣∣∣ .
After arranging terms and simplifying by gh2 − k2 + fhk, we obtain
RHS =
1
(f2 + 4g) (gh2 − k2 + fhk)
∣∣∣∣
[
Rn
(
f2h+ 2gh− fk) gRn (2k − fh)
Rn (2k − fh) Rn (2gh+ fk)
]∣∣∣∣
= R2n.
This completes the proof of the first case.
Case 2: (5) can be easily obtained by a direct substitution. Now if gh2 − k2 + fhk = 0, then
solving for k we obtain k = fh2 . Substituting in (5), then the proof can be easily completed.
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Case 3: Observe first that gh2 − k2 + fhk = 0, implies that k = hf ±
√
f2 + 4g
2
. Moreover,
(3) implies that
R2n − gR2n−1 − fRnRn−1 =
(−gh2 + k2 − fhk) (−g)n−1 = 0.
As a result, we obtain Rn =
f ±
√
f2 + 4g
2
Rn−1, and hence Rn =
k
h
Rn−1. Thus, Rn =
kn
hn−1
.
An immediate consequence of the preceding theorem is the following corollary which gives
new closed formulas for the following sequences; see for example [2, 3, 4, 5] and the references
therein for more details on such sequences.
Corollary 2.4 The following new closed formulas hold.
(1) If f = x, g = 1, h = 0 and k = 1, we get the Fibonacci polynomials:
fn(x) =
√
(−1)n+1
4 + x2
∣∣∣∣
[ −1 0
0 −1
]
+
[ −(1 + x2) x
x −1
]n∣∣∣∣.
(2) For f = 1, g = 1, h = 0 and k = 1, then the Fibonacci numbers are given by:
Fn =
√
(−1)n+1
5
∣∣∣∣
[ −1 0
0 −1
]
+
[ −2 1
1 −1
]n∣∣∣∣.
(3) If f = x, g = 1, h = 2, and k = x we get the Lucas polynomials:
ln(x) =
√
(−1)n
∣∣∣∣
[
1 0
0 1
]
+
[ −(1 + x2) x
x −1
]n∣∣∣∣.
(4) For f = 1, g = 1, h = 2 and k = 1, the Lucas numbers are given by:
Ln =
√
(−1)n
∣∣∣∣
[
1 0
0 1
]
+
[ −2 1
1 −1
]n∣∣∣∣.
(5) If f = 1, g = 2x, h = 1 and k = 1, we get the Jacobsthal polynomials:
Jn(x) =
√
(−1)n(2x)n+1
1 + 8x
∣∣∣∣
[
1 1
1
2x 1 +
1
2x
]
+
[ − 12x − 1 1
1
2x −1
]n∣∣∣∣.
(6) If f = 1, g = 2, h = 0 and k = 1, we get the Jacobsthal numbers:
Jn =
√
(−2)n
−9
∣∣∣∣
[ −1 0
0 −1
]
+
[ −3/2 1
1/2 −1
]n∣∣∣∣.
(7) For f = 1, g = 2x, h = 2 and k = 1, we obtain the Jacobsthal-Lucas polynomials:
jn(x) =
√
(−2x)n
∣∣∣∣
[
1 0
0 1
]
+
[ − 12x − 1 1
1
2x −1
]n∣∣∣∣.
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(8) For f = 1, g = 2, h = 2 and k = 1, we obtain the Jacobsthal-Lucas numbers:
jn =
√
(−2)n
∣∣∣∣
[
1 0
0 1
]
+
[ −3/2 1
1/2 −1
]n∣∣∣∣.
(9) If f = 2, g = 1, h = 2 and k = 2, we get the Pell-Lucas numbers:
Qn =
√
(−1)n
∣∣∣∣
[
1 0
0 1
]
+
[ −5 2
2 −1
]n∣∣∣∣.
(10) For f = 2, g = 1, h = 0 and k = 1, we obtain the Pell numbers:
Pn =
√
(−1)n+1
8
∣∣∣∣
[ −1 0
0 −1
]
+
[ −5 2
2 −1
]n∣∣∣∣.
(11) For f = 2x, g = −1, h = 1 and k = x, we obtain the Tchebychev polynomial of the first
kind:
Tn(x) =
√
1
4
∣∣∣∣
[
1 0
0 1
]
+
[
4x2 − 1 2x
−2x −1
]n∣∣∣∣.
3 Generalized Binet formula
The main objective in this section is to show that Binet’s formula for the difference equation
(1) is also valid for negative integers as well. But first, we need to introduce some notation.
Let P be the matrix which is defined by
P :=

 1 1
f+
√
f2+4 g
2g
f−
√
f2+4 g
2g

 .
Now it is easy to check that the inverse P−1 of P is given by
P−1 =


−f+
√
f2+4 g
2
√
f2+4 g
g√
f2+4 g
f+
√
f2+4 g
2
√
f2+4 g
− g√
f2+4 g

 .
In addition, P diagonalizes all the matrices A, B, C and D. More explicitly, an inspection
shows that
(i) P−1BP =


1
2
(
f +
√
f2 + 4 g
)
0
0 12
(
f −
√
f2 + 4 g
)

 ,
(ii) P−1DP =
[ √
f2 + 4 g 0
0 −
√
f2 + 4 g
]
,
(iii) P−1CP =


1
2
(
f2 + 4g +
√
f2 + 4 g
)
0
0 12
(
f2 + 4g −
√
f2 + 4 g
)

 ,
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(iv) P−1AP =


1
2
(
h(f2 + 4g) + (2k − fh)
√
f2 + 4 g
)
0
0 12
(
h(f2 + 4g)− (2k − fh)
√
f2 + 4 g
)

 .
As a result, we have the following conclusion which ensures the validity of Binet formula for
negative integers as well.
Corollary 3.1 For any integer n, it holds that
Rn =
(
h
2
+
2k − fh
2
√
f2 + 4 g
)(
f +
√
f2 + 4 g
2
)n
+
(
h
2
− 2k − fh
2
√
f2 + 4 g
)(
f −
√
f2 + 4 g
2
)n
.
Proof. From (2), we can easily get that P−1APP−1BnP = P−1CPRn+P
−1DPgRn−1. After
substitution and equating terms in the preceding matrix equation, we obtain the following
system:

1
2
(
h(f2 + 4g) + (2k − fh)
√
f2 + 4 g
)(
f+
√
f2+4 g
2
)n
= Rn
2
(
f2 + 4g + f
√
f2 + 4 g
)
+
gRn−1
2
√
f2 + 4 g
1
2
(
h(f2 + 4g)− (2k − fh)
√
f2 + 4 g
)(
f−
√
f2+4 g
2
)n
= Rn
2
(
f2 + 4g − f
√
f2 + 4 g
)
−
gRn−1
2
√
f2 + 4 g.
The proof can be easily achieved by adding the two equations in the preceding system.
4 Summation relations satisfied by the elements Ri of
sequence (1)
In this section, we present new summation relations that the elements Ri of sequence (1) satisfy.
We start with the following result which can be proven by using only the definition of
sequence (1).
Theorem 4.1 For any integer n and for any complex functions f, g, h and k, the following two
equations, concerning the elements Ri of sequence (1), are valid:(
f2 − g2 + 2g − 1) n∑
i=1
R2i = (R
2
n+1 − k2)− g2(R2n − h2) + 2Sg,
f(f2−g2+2g−1)
n∑
i=1
RiRi−1 = (1−g)(R2n+1−k2)+g(g−1+f2)(R2n−h2)+S(1−f2−g2),
where S =


(
k2 − gh2 − fhk) 1− (−g)n
1 + g
if g 6= −1
n
(
k2 − gh2 − kht) if g = −1.
Proof. It is easy to see that
n∑
i=1
R2i+1 =
n∑
i=1
(fRi + gRi−1)
2 = f2
n∑
i=1
R2i + g
2
n∑
i=1
R2i−1 + 2fg
n∑
i=1
RiRi−1. (6)
Now if we let xn =
n∑
i=1
R2i+1 and yn =
n∑
i=1
RiRi−1, then it is easy to see that we can write
n∑
i=1
R2i = xn + k
2 −R2n+1 and
n∑
i=1
R2i−1 = xn + h
2 + k2 −R2n −R2n+1. Substituting these in (6)
and then rearranging the terms, we get
xn(1− f2 − g2)− 2fgyn = f2(k2 −R2n+1) + g2(h2 + k2 −R2n −R2n+1). (7)
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Making use of (3) of Lemma 2.2 in (6), we get
n∑
i=1
R2i − g
n∑
i=1
R2i−1 − f
n∑
i=1
RiRi−1 =
n∑
i=1
(
k2 − gh2 − fhk) (−g)i−1.
After arranging terms, we obtain
(1− g)xn − fyn = S − (k2 −R2n+1) + g(h2 + k2 −R2n −R2n+1), (8)
where
S =
n∑
i=1
(
k2 − gh2 − fhk) (−g)i−1
=


(
k2 − gh2 − fhk) 1− (−g)n
1 + g
if g 6= −1
n
(
k2 − gh2 − kht) if g = −1.
Solving the system (7) and (8) for xn and yn, we then obtain two equations where the first is
in xn and is given by
(f − g + 1) (f + g − 1)xn = (f2 + 2g − g2)(R2n+1 − k2)− g2(R2n − h2) + 2Sg,
and the second equation involves only yn and is given by
f (f − g + 1) (f + g − 1) yn = (1− g)(R2n+1 − k2) + g(g − 1 + f2)(R2n − h2) + S(1− f2 − g2).
This completes the proof.
Another different relation involving products of elements of sequence (1), is given in the
next theorem (for similar results of this kind, see [6]).
Theorem 4.2 For any integers n and i in Z, the elements Rn of sequence (1) satisfy the
following:
(k2−fkh−gh2)Ri+n+(f2h−fk+gh)RiRn+hg2Ri−1Rn−1+(fh−k)g (RnRi−1 +RiRn−1) = 0.
(9)
Proof. Since A and B commute, then for any integers i and n, we obtain the matrix
equation ABnABi = A2Bn+i. By (2), this last equation can be rewritten as
(CRn +DgRn−1)(CRi +DgRi−1) = A(CRn+i +DgRn+i−1).
After substitution, we obtain following two equations:
g
(
4g + f2
)
(RiRn − hRn+i − kRn+i−1 + gRi−1Rn−1 + fhRn+i−1) = 0
g
(
4g + f2
)
(−kRn+i + gRnRi−1 + gRiRn−1 + fRiRn − ghRn+i−1) = 0.
Since 4g + f2 6= 0, then we conclude the following two equations:
gh (RiRn − hRn+i + gRi−1Rn−1 + (fh− k)Rn+i−1) = 0,
(fh− k)(−kRn+i + gRnRi−1 + gRiRn−1 + fRiRn − ghRn+i−1) = 0.
Finding the value of (fh− k)Rn+i−1 from the first equation and substituting it in the second
equation, we obtain (9).
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