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In this combined theoretical and experimental study we report on an analysis of the resonant in-
elastic X-ray scattering spectra (RIXS) of gas phase water via the lowest dissociative core-excited
state |1s−1O 4a11〉. We focus on the spectral feature near the dissociation limit of the electronic
ground state. We show that the narrow atomic-like peak consists of the overlapping contribution
from the RIXS channels back to the ground state and to the first valence excited state |1b−11 4a11〉
of the molecule. The spectral feature has signatures of ultrafast dissociation (UFD) in the core-
excited state, as we show by means of ab initio calculations and time-dependent nuclear wave
packet simulations. We show that the electronically elastic RIXS channel gives substantial contri-
bution to the atomic-like resonance due to the strong bond length dependence of the magnitude
and orientation of the transition dipole moment. By studying the RIXS for an excitation energy
scan over the core-excited state resonance, we can understand and single out the molecular and
atomic-like contributions in the decay to the lowest valence-excited state. Our study is comple-
mented by a theoretical discussion of RIXS in the case of the isotope substituted water (HDO and
D2O) where the nuclear dynamics is significantly affected by the heavier fragments’ mass.
1 Introduction
Vibrationally resolved resonant inelastic X-ray scattering (RIXS)
has provided insight into electronic and molecular properties in
gas phase,1–6 in liquids7–9 and in solids.10,11 Through studies of
gas phase O2 and N2, we have gained information on the effect
of parity on RIXS selection rules,6 quantum beats,3 the poten-
tial energy surface (PES)1 and ionisation thresholds.2 In liquids,
the potential energy surface and molecular dynamics have been
investigated for acetone and water,7,9 as well as the hydrogen
bonding dynamics of water.8 Even in a complex clay material
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like kaolinite, local vibrations of hydroxyl groups have been re-
solved.10 Of particular interest to the current investigations are
systems with a strong nuclear response to the core-excitation.
It has been well established by a series of the experimental-
theoretical studies that sharp atomic-like peaks may appear in
RIXS4,12,13 and resonant Auger scattering (RAS)14–16 spectra of
molecules. These sharp features are explained by the decay tak-
ing place in isolated atoms and are usually considered as finger-
prints of the ultrafast dissociation (UFD)17,18 in the core-excited
state. This process has been observed in many diatomic16,18,19
and polyatomic14,15,20–22 molecules subsequent to dissociation of
the core-excited molecule. In the cases where UFD leads to forma-
tion of a polyatomic core-excited fragment, the sharp atomic-like
features may be broadened by vibrational structure.4
The water molecule is a simple system, in which we can observe
this phenomenon.4 Nuclear dynamics in the energetically lowest
dissociative core-excited state (|1s−1O 4a11〉) induce ultrafast bond
elongation in the water molecule, leading to UFD on a timescale
comparable to the O1s core-hole lifetime (Γ−1 ∼ 4 fs).23 UFD
of the water molecule has been observed in RAS,21 ion yield X-
ray spectroscopy22 and electron-ion coincidence spectroscopy.20
In RAS experiments, the core-excited state dynamics was investi-
gated and by comparison of the spectra of H2O and D2O, a fin-
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gerprint of UFD in the H2O molecule could be identified. The
RAS process has also been investigated theoretically using mul-
tidimensional nuclear dynamics,24 identifying the dynamics on
the dissociative core-excited |1s−1O 4a11〉 state potential energy sur-
face as the reason for the molecular fragmentation. The effect
of UFD can be observed also in the spectrum of electronically
elastic (referred as "quasi-elastic" in what follows) RIXS of H2O,
as was shown in a recent publication.4 Previous high-resolution
RIXS measurements of the water molecule25 have shown a split-
ting in the emission line of |1b−11 4a11〉 state in gas phase water.
This was interpreted as contributions from X-ray fluorescence of
both the intact water molecule and the OH fragment resulting
from UFD.
In this publication we present ab initio theoretical spectrum
simulations compared to vibrationally resolved RIXS measure-
ments of the overlapping |1s−1O 4a11〉 → |1b−11 4a11〉 and quasi-elastic
RIXS decay channels of the water molecule. We combine high-
resolution RIXS measurements with theoretical spectrum mod-
elling based on multiconfigurational quantum chemistry and mul-
tidimensional quantum wave packet propagation. We show that
the atomic-like peak in this case is constituted of contributions
from the both decay channels and poses vibrational fine-structure.
The intensity of the quasi-elastic channel increases drastically due
to the strong dependence of the transition dipole moment on
molecular geometry.
The paper is organized as follows. Details on the experimental
methods are presented in section 2.1. The background for elec-
tronic structure calculations is discussed in section 2.2 and the
theory for the nuclear dynamics simulation and the orientational
averaging of the RIXS cross section is discussed in section 2.3 and
section 2.4, respectively. In section 3, the results are summarized
and discussed. In particular, in section 3.2 we discuss the back-
ground for the R-dependence of the transition dipole moment of
the quasi-elastic scattering channel. In section 3.3 the results of
an one-dimensional model of the ultrafast dissociation are pre-
sented and discussed. The theoretical RIXS spectrum is presented
and discussed in comparison to the experimental results in sec-
tion 3.5. Lastly, the effect of isotope substitution on the disso-
ciation dynamics is discussed in section 3.6. Our findings are
summarized in section 4.
2 Methods
2.1 Experiment
Detailed descriptions of the experiment can be found else-
where.4,5 In short, the experimental data were acquired using the
RIXS end station of the ADRESS beam line26 at the Swiss Light
Source. The signal emitted from the sample volume was detected
using a spherical variable-line-space high-resolution RIXS spec-
trometer SAXES.27 The photon energy ω, used for the excitation
of the sample, was tuned in the energy interval 531.95− 535.18
eV; near resonance with the lowest core-excited state |1a−11 4a11〉.
The resonantly scattered photons were detected at 90 degrees
from the synchrotron radiation propagation direction using lin-
ear horizontal and linear vertical polarizations of X-rays, which
allows for anisotropy study of the RIXS spectra measured for 90
and 0 relatively to the incoming photons polarization. The total
experimental resolution was 75 meV.
2.2 Ab initio calculations
In this investigation we include two RIXS decay channels of the
|1s−1O 4a11〉 core-excited state; the quasi-elastic scattering back to
the ground state |GS〉 = |1a21(O1s),2a21,1b22,3a21,1b21〉 and the in-
elastic scattering to the |1b−11 4a11〉 valence-excited state,
|GS〉 → |1s−1O 4a11〉 →
{
|GS〉
|1b−11 4a11〉
(1)
with final states sharing the same dissociation limit, which results
in an overlap of their contributions in the RIXS spectra (see Sec.
3). One should notice, that the LUMO 4a1 molecular orbital is
lying in the molecular plane (z,y), while the HOMO 1b1 orbital
is oriented along the x-axis; i.e. perpendicular to the molecu-
lar plane. The two-dimensional (2D) stretching mode (symmet-
ric stretching with ωs = 0.4588 eV, and antisymmetric stretching
with ωa = 0.4680 eV5) is the principal vibration in the RIXS spec-
trum at the |1s−1O 4a11〉 resonance of the H2O molecule. The bend-
ing mode (with ω = 0.1922 eV,5) in contrast, is not active in the
|1s−1O 4a11〉 core-excited state4,5 nor does it contribute to the in-
elastic scattering to the |1b−11 4a11〉 final state (see Sec. 3) and is
therefore neglected. Thus, for the simulation of RIXS, the 2D
stretching PESs for the bound ground state (g), the dissociative
|1s−1O ,4a11〉 core-excited state (c) and the dissociative |1b−11 ,4a11〉
valence-excited (v) state, and the associated excitation and decay
transition dipole moments,
dcg(R1,R2) = (0,dycg,d
z
cg), dcv(R1,R2) = (d
x
cv,0,0) (2)
were derived from multi-configurational quantum chemical cal-
culations, as outlined below. We employ valence coordinates
R1,2 = R(O−H1,2) and Θ = 6 (H1−O−H2), with Θ fixed to the
ground state equilibrium value.
The electronic structure calculations were carried out in the
restricted active space self-consistent field (RASSCF)28 frame-
work in the MOLCAS version 8.229,30 computational software.
In RASSCF calculations, the total space of active orbitals is di-
vided into three subspaces, with different restrictions with regard
to number of holes and electrons. These subspaces referred to as
RAS1 (wherein a restricted number of electron holes is allowed),
RAS3 (wherein the number of electrons is restricted), and RAS2
(wherein a full CI is carried out on the remaining electrons de-
pending on the configurations in RAS1 and RAS3). The following
notation is adopted from Ref.31 to denote the active space used
in the calculations: RAS(n,l,m;i, j,k). n, l and m refers to the to-
tal number of active electrons, the maximum number of allowed
holes in RAS1 and the maximum number of electrons allowed in
RAS3, respectively, and i, j, k to the number of MOs in the RAS1,
RAS2 and RAS3 subspaces.
The calculations were performed in Cs symmetry using the
ANO-RCC32 basis set augmented with a diffuse Rydberg basis
set (2s2p1d) placed at the oxygen atom, in line with previous
studies.4,5 Scalar relativistic effects were included, via the com-
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bination of the Douglas-Kroll-Hess (DKH) method33,34 with the
atomic mean field (AMFI) approximation,35 for a better descrip-
tion of the core-excited state energies.
Using second-order perturbation theory (RASPT2),28,36 dy-
namic correlation was added, resulting in a correction to the en-
ergies obtained from RASSCF. An imaginary shift of 0.1 a.u. was
introduced to avoid problems with weakly interacting intruder
states and multi-state RASPT2 was performed over the two lowest
core-excited states for consistency with our previous studies.4,5
Using the RAS state interaction program (RASSI)37,38 the ener-
gies of the ground, |1b−11 4a11〉 and |1s−1O 4a11〉 states and the corre-
sponding the transition dipole moments (in dx,dy,dz format) were
obtained.
In accordance with the previous studies,4,5 the following MOs
were included in the active space; 1a1(O1s), 2a1, 1b2, 3a1, 1b1,
4a1, 2b2, 2b1 together with two additional virtual MOs in a′ sym-
metry and one additional virtual MO in a′′ symmetry to improve
the description of the states.
The 2D stretching PESs were calculated on the
RASPT2(10,1,0;1,10,0) level for all states to ensure com-
patibility in the calculation of the transition dipole moments. To
target the specific core-excited state for simulation of RIXS, the
O1s MO is placed in RAS1 and frozen from the Hartree-Fock level.
Using the "highly-excited-state (HEXS)" scheme31 implemented
in MOLCAS 8.2, configurations with a fully occupied RAS1 space
could be excluded for the calculation of the core-excited state.
This approach to model the core-excited state presented in this
work is different from our previous studies, and gives a proper
description of the transition dipole moments of the core-excited
state.
The 2D PESs of the ground, core-excited and final valence-
excite states are collected in in Fig. 1. The 2D map of the com-
ponents of the transition dipole moments are shown in Fig. 2 in
valence coordinates R1, R2.
2.3 Theory of RIXS
For simulations of the vibrationally resolved RIXS spectra we use
the time-dependent solution of the nuclear Schrödinger equa-
tion in the valence coordinates R1, R2. As mentioned above, the
bending mode is not excited in RIXS via the lowest core-excited
state |1s−1O 4a11〉. The 2D Hamiltonian for the stretching motion
reads:4,39,40
hn =− 12µ1
∂ 2
∂R21
− 1
2µ2
∂ 2
∂R22
− cosΘ0
mO
∂ 2
∂R1∂R2
+Vn(R1,R2,Θ0) (3)
where Θ0 = 104.2◦ is the equilibrium bond angle, µα =
mαmO/(mα + mO) is the reduced mass with α = 1,2, and
Vn(R1,R2,Θ0) is the potential energy of the nth electronic state,
defined with respect to its minimum, n = g,c,v related to the
ground g, core-excited c, and valence-excited v electronic states,
respectively. For the water molecule µ1 = µ2 = µH , while for iso-
topic substitution of water HDO µ1 = µH and µ2 = µD and D2O
µ1 = µ2 = µD. In order to compute XAS and RIXS profiles we em-
ploy the time-dependent wave packet formalism in the 2D rep-
resentation4,5 with the Hamiltonian Eq. (3). The wave packet
dynamics in the core-excited state is computed as
|ψc(t)〉= e−ıhct(e ·dgc)|ν0〉, (4)
where |ν0〉 is the ground state vibrational wave function, e is po-
larization vector of incoming photon, and dgc is the transition
dipole moment of the core-excitation. The integrated core-excited
wave packet |Ψ(0)〉 is used as initial condition for calculation of
the nuclear dynamics in each final electronic state ( f = g,v for the
ground and valence-excited states, respectively)
|Ψ(t)〉= e−ıh f t |Ψ(0)〉, (5)
|Ψ(0)〉= (e′ ·dc f )
∞∫
0
eı(ω−ωc0+εν0+ıΓ)t |ψc(t)〉dt.
Here e′ is polarization vector of the emitted photon, ω is the fre-
quency of the incoming photon, and dc f is the transition dipole
moment on the decay transition to final electronic states f = g,v.
ωc0 is the frequency for the transition between the minima of the
ground state and core-excited state, εν0 is the vibrational energy
of the initial state and Γ= 0.08 eV23 is the core-excited state life-
time broadening (half-width half-maximum). The RIXS spectrum
for each channel is computed as a half-Fourier transform of the
autocorrelation function σ(t):
σ f (ω ′,ω) = 1piRe
∞∫
0
eı(ω−ω
′−ω f0+εν0+ıΓ f )tσ(t)dt, (6)
σ(t) = 〈Ψ(0)|Ψ(t)〉,
where ω ′ is the frequency of the emitted photon and Γ f is the
lifetime broadening of the final state. The total RIXS is then ob-
tained as sum of the contributions from the decay to the ground
g and valence-excited v |1b−11 ,4a11〉 final states:
σ(ω ′,ω) = σg(ω ′,ω)+σv(ω ′,ω). (7)
The theory outlined above represents the two-dimensional
(2D) model of the nuclear dynamics in the water molecule. How-
ever, in the present paper we also analyzed the results of the one-
dimensional (1D) model, which allows for a simpler physical in-
terpretation of the studied processes. In the 1D model, we fix
R2 = R0 coordinate at its equilibrium position in the ground state,
representing the localized stretching mode. Due to the symme-
try of the water molecule, the 1D model provides spectra that
are qualitatively similar to the full 2D description, yet much less
computationally demanding.
2.4 Molecular orientation averaging
The gas phase water molecules studied here are randomly ori-
ented. Therefore we should average the RIXS cross section Eq. (6)
over molecular orientations. As it is follows from our ab initio cal-
culations summarized in Fig. 2, the orientation of the transition
dipole moment dcg shows strong R-dependence due to the strong
R-dependence of its y-component dygc. Let us note, that the initial
wave function |ν0〉 is localized around the ground state equilib-
rium geometry, where the variation of the dygc, dzgc is not so strong,
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and thus the R−dependence for the excitation can be neglected.
Hence in what follows, we assume that dgc ≡ dcg(R0) = const. This
approximation allows us to sufficiently simplify the description
of the anisotropy effects and computational expenses while pro-
viding a reasonable accuracy of the overall spectra, as it is con-
firmed by comparison with the exact theory, which can be found
elsewhere.41 The core-excited wave packet is distributed along a
wide R-range, so the R−dependence of the transition dipole mo-
ments on the decay transition is fully taken into account.
The dependence of the RIXS cross section, in Eq. (6), on molec-
ular orientation originates from the relative orientations of the
vectors of transitions dipole moments dgc = const, dc f (R) and
dc f (R1)
σ = (e ·dgc)2
∫
dR
∫
dR1(e′ ·dc f (R))(e′ ·dc f (R1))···, (8)
where the integration is performed over displacements of atoms
from the equilibrium in the molecular frame. Here dc f denotes
the decay by one of the two channels ( f = g,v). We need to av-
erage over molecular orientations in the following product of the
transition dipole moments42
(e ·dgc)(e ·dgc)(e′ ·dc f )(e′ ·d′c f ) (9)
=
1
15
[
(2− cos2 θ)d2gc(d f c ·d′c f )+(3cos2 θ −1)(dc f ·dgc)(d′c f ·dgc)
]
=
d2gc
15
[
(2− cos2 θ) ∑
i=x,y,z
d(i)c f d
′(i)
c f +(3cos
2 θ −1)d(z)c f d′
(z)
c f
]
. (10)
Here θ = 6 (e′,e), dgc ≡ dcg(R0), dc f ≡ dc f (R), d′c f ≡ dc f (R1), and
we fix the molecular frame so that z-axis is parallel to dcg(R0).
From Eq. (10) we immediately obtain the expression for the cross
section averaged over isotropic molecular orientations:
σ f (ω,ω ′;θ) =
1
15
(
(2− cos2 θ) ∑
i=x,y,z
σi +(3cos2 θ −1)σz
)
. (11)
Using Eq. (2), let us write down the equations for the combined
RIXS cross section for the two final states of interest f = g,v:
σ(ω,ω ′;θ) = σg(ω,ω ′;θ)+σv(ω,ω ′;θ)
=
1
15
[
σ zg(1+2cos
2 θ)+(σ yg +σ
x
v )(2− cos2 θ)
]
.
(12)
Conventional X-ray spectrometers collect scattered X-ray photons
with all directions of polarization. Hence, we should average the
RIXS cross section over the orientations of e′ around the momen-
tum of emitted X-ray photon k′ and therefore we make the fol-
lowing substitution:42
cos2 θ → 1
2
sin2 χ, χ = 6 (e,k′). (13)
Introducing χ into Eq. (12) we obtain:
σ(ω,ω ′;χ) = σg(ω,ω ′;χ)+σv(ω,ω ′;χ)
=
1
30
[
2(2− cos2 χ)σ zg +(3+ cos2 χ)(σ yg +σ xv )
]
.
(14)
We can see from Eq. (14) that in water the cross section for the
quasi-elastic decay channel, σg is formed by contribution of the σ
y
g
and σ zg components, while the cross section for decay to the low-
est valence-excited state, σv, is formed solely by the σ xv compo-
nent. In the present study, the experimental measurements were
performed at χ = 90◦ and χ = 0◦, and we focus our theoretical
simulations on these two angles, where the total cross-sections
are:
σ(ω,ω ′;χ = 0) =
1
15
(
σ zg +2σ
y
g +2σ
x
v
)
, (15)
σ(ω,ω ′;χ = 90) =
1
30
(
4σ zg +3σ
y
g +3σ
x
v
)
.
The ith component of the RIXS cross section can be written in
the time-dependent representation as follows
σ if (ω
′,ω) =
d2gc
pi
Re
∞∫
0
eı(ω−ω
′−ω f0+εν0+ıΓ f )tσ if (t)dt,
σ if (t) = 〈Ψif (0)|Ψif (t)〉,
|Ψif (0)〉= d(i)c f
∞∫
0
eı(ω−ωc0+εν0+ıΓ)t |ψc(t)〉dt, i = x,y,z.
Where we see clearly how the RIXS process is affected by nuclear
dynamics in the core-excited state and in the final states via the
nuclear wave packets.
3 Results and discussion
3.1 Potential energy surfaces
The relation of the 2D PESs of the ground state, Fig. 1 (a), and
the |1s−1O ,4a11〉 core-excited, Fig. 1 (c), state has already been in-
vestigated elsewhere.4,5 Hence, we here will focus on the char-
acteristics of the PES of the dissociative valence-excited state,
|1b−11 ,4a11〉, Fig. 1 (b) and compare to the characters of the ground
state and core-excited state PESs. Along the localized stretching
mode, both the valence-excited and core-excited states have dis-
sociative PESs. Starting from a bond length of 3 a.u., the PESs
are parallel, which can be seen in Fig. 4. This will be of cru-
cial importance to the RIXS UFD features in the RIXS spectra,
as will be discussed in Sec. 3.3. The characters of the valence-
excited and the ground state PES are instead very different. How-
ever, at long bond distance, where the H2O molecule is repre-
sented by the OH and H fragments, the radical ground state of
OH, |1σ22σ23σ21pi3〉, is a spatially degenerate doublet due to the
open 1pi shell. Hence the molecular ground and |1b−11 4a11〉 states
approach a shared dissociation limit for distortion along the lo-
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calized stretching coordinate.
Along the symmetric stretching coordinate, Qs = R1+R2, the
PES of the core- and valence-excited states have very similar
(bound) character, apart from the PES of the core-excited state
being slightly deeper. Compared to the ground state, the PES
of the valence-excited state is more shallow along the symmetric
stretching coordinate. For distortion along the symmetric stretch-
ing coordinate, where the H2O molecule is represented by O and
H+H fragments, the ground state and the valence-excited state
asymptotically both reach the 3P ground state of the O fragment,
generated by the 2p4 configuration.
Notice that the ground state of the OH fragment is labeled in
terms of linear C∞v symmetry and the ground state of the O frag-
ment is labeled in terms of the atomic term symbol in the text
above.
3.2 R-dependence of the transition dipole moment on the
quasi-elastic scattering channel
The transition dipole moment of the transition between the core-
excited and ground states, dcg, shows a strong R-dependence as
shown in Fig. 2 (a,b). At the ground state equilibrium geome-
try, dcg only has a component along the z-axis in the molecular
frame, and a zero component along the y-axis. However, the y-
component grows with elongation of one of the OH bonds. The
physical reason for the rotation of this transition dipole moment
dcg is the symmetry breaking resulting from the geometric distor-
tion. At equilibrium geometry, the ground state wave function,
ΨGS, is represented by the following Slater determinant:
ΨGS(R1 = eq) =
1√
2
(
||3a214a01||
)
, (16)
where 3a1 and 4a1 are HOMO-1 and LUMO of the water molecule,
respectively.
To understand the R-dependence of dcg, we can compare the
asymptote of the wave functions of the ground, valence-excited
and core-excited state at long OH separation, approximating R1 =
∞. We start with the ground state wave function. The molecular
3a1 and 4a1 orbitals transform, at R1=∞, into linear combinations
of the OH 1pi and H 1s orbitals of the fragments (See Fig. 3),
3a1 =
1√
2
[1pi(OH)z′ +1s
(H)], 4a1 =
1√
2
[1pi(OH)z′ −1s(H)]. (17)
Here z′ represents the rotated z-axis, perpendicular to the intact
OH bond (See Fig. 3). The transformed MOs in Eq. (17) are de-
generate due to vanishing overlap. Hence, at R1 = ∞, the asymp-
tote of the open-shell ground state wave function is represented
by the Slater determinants of the two equivalent configurations,
ΨGS =
1√
2
(
||3a214a01||− ||3a014a21||
)
(18)
=
1√
2
(
||
[
1pi(OH)z′ +1s
(H)
]2 [
1pi(OH)z′ −1s(H)
]0 ||
−||
[
1pi(OH)z′ +1s
(H)
]0 [
1pi(OH)z′ −1s(H)
]2 ||).
By expanding the Slater determinants in (18), we get the follow-
ing expression for the asymptote of ΨGS:
ΨGS =
1√
2
(
1pi(OH)z′ (1)1s
(H)(2)+1pi(OH)z′ (2)1s
(H)(1)
)
χS(1,2)
=
1√
2
(
||1σ (OH)α1σ (OH)β · · ·1pi(OH)z′ α1s(H)β ||
−||1σ (OH)α1σ (OH)β · · ·1pi(OH)z′ β1s(H)α||
)
. (19)
χS(1,2) =
1√
2
[α(1)β (2)−β (1)α(2)].
Where α and β are the spin functions. For the core-excited state,
as seen in Fig. 3, the 3a1 and 4a1 MOs instead transform at R1 =∞
into:
3a1 = 1pi
(OH)
z′ , 4a1 = 1s
(H). (20)
Notice that, unlike in the ground state, the transformed MOs are
localized (which is seen in Fig. 3). Using the transformed MOs we
may express the asymptote of the core-excited state wave func-
tion, ΨCE at R1 = ∞ in Slater determinant form,
ΨCE =
1√
2
(
||1σ (OH)α · · ·1pi(OH)z′ α1pi
(OH)
z′ β1s
(H)β ||
−||1σ (OH)β · · ·1pi(OH)z′ α1pi
(OH)
z′ β1s
(H)α||
)
. (21)
Due to the localization of the transformed MOs, the transition
dipole moment dcg = 〈ΨCE |d|ΨGS〉 only has a component along
the z′-axis.
We may also look at the asymptote of the valence-excited state
wave function, ΨV E , in the same manner. At R1 = ∞, the 1b1 MO
of the water molecule transforms into the 1pi orbital of the OH
fragment:
1b1 = 1pi
(OH)
x , (22)
resulting in the following asymptote form of the valence-excited
state wave function at R1 = ∞:
ΨVE =
1√
2
(
||1σ (OH)α1σ (OH)β · · ·1pi(OH)x α1s(H)β ||
−||1σ (OH)α1σ (OH)β · · ·1pi(OH)x β1s(H)α||
)
. (23)
Hence the transition dipole moment, for the decay to the valence
excited state, dcv = 〈ΨV E |d|ΨGS〉, instead only has a component
along the x-axis.
3.3 Formation of the ultrafast fragmentation features in the
RIXS spectra via dissociative core-excited states: 1D
model
The lowest core-excited state in water |1s−1O 4a11〉 is a dissociative
state.4 When promoted to this state the molecule undergoes ul-
trafast breaking of the OH bond leading to an OH fragment and
a H fragment as dissociation products. Due to the high energy
release (about 3 eV) and low mass of the H fragment, the disso-
ciation time is comparable to the core-hole lifetime 4 fs.23 In the
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RIXS spectra, we see the fingerprint of UFD in the formation of
an atomic-like peak corresponding to decay in the OH fragment.
The process of the formation of this atomic-like peak is illustrated
in the 1D model in Fig. 4. The ground state vibrational wave
packet |ν0〉 is initially located near the minimum of the ground
state PES, U0. The wave packet is promoted to the core-excited
state PES, Uc, at moment τ = 0, and then it starts to propagate
along the gradient leading to elongation of an OH-bond, reach-
ing the dissociation region (∼ 6 a.u.) at τ ∼ 6 fs. As concluded by
our previous study,4 the 1D model can properly describe the posi-
tion of the atomic-like peak but not it’s exact profile. Indeed, the
atomic-like resonance corresponds to the decay in the OH frag-
ment, and due to this is affected by the vibrational structure of
the OH molecule. Nevertheless, we will focus on the 1D model of
the atomic-like peak formation as it provides a very clear physical
picture of the process. The full 2D model is used for comparison
with experiment (see Sec. 3.5).
The excitation energy dependence of the RIXS spectra com-
puted in the 1D model (Fig. 5) shows contributions from the
decay channel to the ground state (blue line), valence-excited
state (red line) and the total RIXS profile σ for χ = 90◦ Eq. (15)
(black line). At the dissociation limit, the ground and valence-
excited states are degenerate (see Fig. 4), which imply that both
RIXS decay channels yield their respective atomic-like peaks at
the same photon emission energy ∼ 526.2 eV. The position of the
atomic-like peak does not depend on the excitation energy, since
the decay is taking place in the OH fragment (see dashed line in
Fig. 5). Instead, as it is clearly seen in Fig. 5, the intensity of
the atomic-like peak depends strongly on the photon excitation
energy. Indeed, the strongest contribution is observed near the X-
ray absorption resonance (Ω= ω−ω0c = 0), while for increasing
of the positive detuning, Ω, the intensity of the atomic-like peak
disappears. This is a well known effect, and is explained by the
effective scattering duration,42 introduced as:
τ =
1√
Ω2+Γ2
. (24)
At small detuning Ω Γ, the scattering duration is defined by
the Γ−1, for the water molecule τ ≈ 4 fs.23 However, when Ω is
large, it governs the scattering duration. E.g., for Ω = 1 eV we
get for the water molecule τ ≈ 0.7 fs. For such small τ, the wave
packet propagation time is effectively shortened, hence decay at
the dissociation region does not contribute to the spectral inten-
sity and the atomic-like peak disappears. Instead, we only see the
signal from the decay process taking place in the region where
the molecular geometry has not changed significantly from the
equilibrium geometry, the so called molecular band. The posi-
tion of the molecular band arising from the decay channels to the
valence-excited state displays a detuning dependence which fol-
lows from the Raman law, as it is marked by the dotted line in
Fig. 5. For the quasi-elastic decay channel, the molecular band
lies at higher emission energy close to the elastic peak, which is
not included in the energy window of Fig. 5, and will be discussed
later (Sec. 3.5).
As a general rule, a considerable increase of the spectral contri-
bution from the molecular band relative to the atomic-like peak
is observed following the increase of the absolute value of the de-
tuning |Ω|42 (seeΩ= 1 eV in Fig. 5). However, in the present case
we instead observe an asymmetry with regard to the detuning de-
pendence of the atomic-like peak and molecular band and would
like comment on this. Let us consider the case Ω = −1 eV (low-
est panel of Fig. 5). In this case we would expect a rather short
scattering duration, according to the estimation using Eq. (24).
In full agreement with this, the atomic-like peak has, in princi-
ple, completely vanished for the quasi-elastic RIXS channel (blue
line). However, for the inelastic RIXS channel the atomic-like
peak is still very strong. This unexpected behavior can be ex-
plained by a particularity of the PESs of the core-excited and final
valence-excited states. Indeed, from Fig. 4 we observe that the
PESs, Uc and U f , are nearly parallel to each other. Inspecting the
energy difference between the curves, Uc−U f , presented in the
upper panel in Fig. 4, we can conclude that the PESs are parallel
starting from a bond length of 3 a.u., corresponding to a bond
elongation of 1.2 a.u. from the equilibrium geometry. This means
that the wave packet reaches the region where the PESs are par-
allel at half the time it takes to reach the dissociation region at 6
a.u. The change in Uc−U f (red line) between R1 = R0 and R1 ≈ 3
a.u., ∆ ≈ 0.45 eV, approximately corresponds to the energy split-
ting between the molecular band and atomic-like peak in RIXS on
top of the resonance (see Fig. 5, Ω= 0). It is worthwhile to note,
that this effect may also explain the double-peak |1b−11 4a11〉 struc-
ture in pre-edge RIXS in liquid water,8 where the UFD is limited
due to local structure and the formation of the atomic-like peak
is suppressed.
The strong similarity of the PESs of the core-excited and fi-
nal states results in collapse of the vibrational structure.42 In the
case of a bound to bound transition, the collapse effect causes vi-
brational progression to shrink to a single line; in a continuum
to continuum transition, like the one studied here, the similar-
ity of the PESs result in a strong narrowing of the spectral line,
which now becomes similar to the atomic-like peak at 526.2 eV
emission energy. In other words, even as we observe a "pseudo-
atomic" peak, the profile of the inelastic RIXS channel at Ω=−1
eV, nevertheless, has a molecular character determined by decay
transition in the distorted H2O molecule. However, the peculiar-
ity of the PESs produces a characteristic RIXS profile, which is
very different from one obtained at Ω= 1 eV. This effect is clearly
absent in the quasi-elastic decay channel, where the shape of the
core-excited and final states PESs differ significantly from each
other, as can be seen in the plot of U0−Uc displayed in the upper
panel of Fig. 4. Consequently, only the decay transitions in the
OH fragment will contribute to σg in this energy range, resulting
in a very weak signal at high detuning (see blue line), as it is
expected from a general discussion based on Eq. (24).
In the present subsection we discussed the formation of RIXS
spectra near dissociation limit of the H2O molecule based on a
simplified 1D model. However, the insights obtained for the 1D
model, could be fully applied for the discussion of an accurate 2D
calculation in comparison with the experiment (see Sec. 3.5).
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3.4 Complete breakdown of the Franck-Condon approxima-
tion in the RIXS spectra
The Franck-Condon (FC) principle43,44 states that the transition
dipole moment is independent on the nuclear coordinates for the
considered electronic transition. This approach usually provides
reliable results when the electronic states involved are well iso-
lated and the molecular symmetry is not broken in the course of
the nuclear dynamics. However, the Franck-Condon approxima-
tion often breaks down for RIXS transitions. The water molecule
is an example of a system where this occurs. As it was discussed
above, the transition dipole moment dcg experiences a sharp R-
dependence due to a change in molecular symmetry during dis-
sociation (see Fig. 3). 1D cuts of the transition dipole moments
components dycg (red line) and dzcg (blue line) as a function of R1
(with R2 = R0) are shown in Fig. 6(a). We see how the dipole
moment gradually rotates as a result of C2v symmetry breaking
during the dissociation; from pointing purely along the z-axis im-
mediately following excitation, to instead pointing in a direction
orthogonal to the remaining OH bond in the course of dissocia-
tion, due to the change of molecular symmetry from C2v to C∞v.
Moreover, it’s value increase significantly in response to the OH
bond elongation.
To evaluate the effect of the breakdown of the FC approxima-
tion, we compare simulations performed with constant transition
dipole moment , dcg = dzcg(R0) = 0.018 a.u., with the full descrip-
tion, according to Eqs. (5-6), going beyond the FC approximation.
Only the z-component contributes to the RIXS cross section of the
quasi-elastic channel within the FC approximation σFCg , and after
orientation averaging it reads
σFCg =
2
15
σ zg(d
z
cg = const), χ = 90
◦. (25)
RIXS calculations according to the 1D model are summarized in
Fig. 6 (b). The complete breakdown of the FC approximation is
obvious from a comparison of the σFCg and σg (beyond FC) cross
sections. Indeed, when the FC approximation is assumed (black
curve), the intensity of all vibrational peaks except ν = 0 (0 eV
energy loss) are underestimated. The reason for this is obvious:
the spectral features at high energies are formed due to the decay
at the distorted geometry (longer R1 in 1D case), where the tran-
sition dipole moment increases. This effect is most pronounced
for the atomic-like peak region, where the change of the dipole
moments compared to the equilibrium geometry is maximal: The
breakdown of the FC approximation results in fivefold increase
of the atomic-like peak intensity. Let us note, that in the FC
approximation the y-component of the transition dipole moment
is completely neglected, Eq. (25), which completely changes the
anisotropy of the RIXS spectra. Indeed, as we see from the lower
panel of Fig. 6 (b), the σ yg (red line) and σ zg (blue line) cross
sections contribute differently to different parts of the total spec-
trum. This results in an anisotropy of the RIXS spectra measured
at χ = 0◦ and χ = 90◦, according to the Eq. (13).
The simulated 2D RIXS spectra for the quasi-elastic decay chan-
nel are displayed in Fig. 6 (c). In general, the same conclusions
on breakdown of the FC approximation can be drawn as in the
1D case, discussed above. However, in the 2D case, the intensity
of the atomic-like peak increases tenfold due to the breakdown of
the FC approximation. It is important to note, that it is essential
to perform simulations beyond the FC approximation in order to
reproduce and explain the experimental data. Indeed, the atomic-
like peak at around 8 eV energy loss gets significant contribution
from the quasi-elastic decay channel (see Sec. 3.5). However, this
contribution is severely underestimated in the FC approximation.
For the inelastic RIXS channel, the transition dipole moment
displays a rather weak R-dependence (Fig. 2). This is due to
the non-bonding character of the 1b1 MO. Hence the transition
from 1b1 to O1s does not result in geometric distortion. The 2D
simulations for this channel are performed fully beyond of the
FC approximation, and the RIXS spectra for different scattering
geometries are displayed in Figs. 7 and 8. However, the simi-
larity of RIXS spectra within and beyond the FC approximation
(not shown here) implies that the R-dependence of the transition
dipole moment can be neglected for the inelastic channel.
3.5 2D calculations in comparison with the experimental re-
sults
The experimental RIXS spectra for different detuning values from
the top of the |1s−1O 4a11〉 resonance are displayed in Figs. 7 and
8 for the experimental geometries: χ = 90◦ and χ = 0◦, respec-
tively. The experimental spectra (blue lines) are superimposed on
the corresponding theoretical spectra (thick red lines). The con-
tribution of the two RIXS channels (1) are shown in thin black
(quasi-elastic decay channel) and green (inelastic decay channel)
lines. As the intensity of the elastic peak (0 eV energy loss) is af-
fected by Thomson scattering, which was not taken into account
in our theory, the intensities of the experimental and theoreti-
cal spectra are normalized to the amplitude of the second peak
(ν = 1, energy loss ∼ 0.46 eV) of the quasi-elastic scattering chan-
nel. In the present investigation, we focus on the UFD feature
around 8 eV energy loss and neglect the higher valence-excited
states seen in the experimental profile. For example, the peak at
around 10 eV energy loss corresponds to the |3a−11 4a11〉 RIXS final
state,25 which was not included in our theoretical simulations.
In the comparison of Figs. 7 and 8, we notice some anisotropy
of the RIXS spectra measured at the χ = 90◦ and χ = 0◦ geome-
tries. The major difference is in the intensity of an elastic peak
at 0 eV energy loss, which is a result of the forbidden Thomson
scattering channel in the χ = 0◦ measurement. Moreover, we can
see that the relative intensities of the quasi-elastic vibrational pro-
gression (0-5 eV) and inelastic band (7-9 eV) are different for the
χ = 90◦ and χ = 0◦ geometries. This is in agreement with the-
oretical simulations for the polarization dependence, which are
compared directly in Fig. 9. The total RIXS cross sections (panel
(a)) are computed using the partial cross sections σ yg , σ zg, and
σ xv (panel (b)) according to the eq. (14). One can see, that the
inelastic channel intensity increases for the χ = 0◦ geometry, as
compared to the χ = 90◦ geometry. The fine structure of the RIXS
profiles does not show any strong anisotropy, except for the elastic
peak at 0 energy loss, where the partial cross section σ yg vanishes.
As it was discussed above for the 1D model (Fig. 5), each of
the two RIXS channels has two distinct parts: a molecular band
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and an atomic-like peak. Let us first consider the quasi-elastic
RIXS channel (black curves) for the χ = 90◦ geometry (Fig. 7).
The molecular band of this channel is represented by a long vibra-
tional progression with an energy loss of 0.0-5.0 eV. This progres-
sion also reflects ultrafast propagation of the core-excited wave
packet. Indeed, the vibrational progression is longer for excita-
tion energies close to the |1s−14a11〉 resonance, where the scatter-
ing duration time is longest, and decrease rapidly with increas-
ing detuning. The atomic-like peak – which we remember is the
signature of the UFD – appears at 8 eV energy loss when the ex-
citation energy is tuned to the |1s−1O 4a11〉 resonance. The fine-
structure of the atomic-like peak arise from the vibrational struc-
ture in the OH fragment, as discussed in Sec. 3.3. The intensity of
the atomic-like peak is maximal for small detuning, and decreases
rapidly with increasing the negative energy detuning, according
to the scattering duration concept (24). For the positive energy
detuning, however, the peak intensity decreases at a slower rate.
The same behavior is observed in the simulations using the 1D
model (see Fig. 5). This asymmetric behavior can be explained
by the shape of the core-excited PES. Indeed, for excitation en-
ergies corresponding to negative detuning, the core-excited state
PES, Uc (Fig. 4), is shallow. As a result less kinetic energy is
transferred to the core-excited wave packet. Therefore the wave
packet propagation is slow and the scattering duration time is
too short for the wave-packet to reach the dissociation region. At
higher excitation energies, on the other hand, the wave packet
experiences a larger gradient of the PES, which results in fast dy-
namics, reflected in a strong UFD feature. Therefore, even larger
positive detuning is required for the atomic-like peak to vanish.
This situation can not be observed in the experimental data due to
the overlap with scattering from the |1s−1O 2b12〉 core-excited state
resonance at 536 eV.4,5
Now let us discuss the scattering channel reaching the valence-
excited state (red lines in Fig. 7), which contributes intensity
to the spectra near 8 eV energy loss. This transition results in
a double-peak structure, representing both the molecular band
and the atomic-like peak. This double-peak structure has already
been discussed as an UFD feature in literature.25 The experiment
by Weinhardt et al25 compares the relative intensities of the two
peaks for the H2O, HDO and D2O isotopomers. The experiment
in Ref.25 shows a clear decrease of the intensity in the component
at higher energy loss due to isotopic substitution (HDO, D2O). In-
deed, the dissociation of the bond with the heavier atom (D) is
slower than that with H, and due to this the atomic-like peak in-
tensity is lower. This experimental result is in perfect agreement
with our theoretical simulations. We will discuss the details of the
effect of isotopic substitution on dissociation in Sec. 3.6. The de-
tuning dependence of the atomic-like peak of the valence-excited
state shows exactly the same behavior as the atomic-like line for
the quasi-elastic channel. Moreover, the molecular band of the
valence-excited state shrinks to a narrow "pseudo-atomic" peak
at the large negative detuning due to the similarity of the core-
and valence-excited state PESs (see discussion in Sec. 3.3). In the
high-resolution RIXS experiment presented in Fig. 7, we also see a
third small peak at 8.2 eV energy loss (panelΩ=+0.05 eV, Fig. 7).
This peak is reproduced by our theoretical simulations and can
now without a doubt be attributed to the vibrational structure of
the OH fragment in the atomic-like peak.
We have, hence, made important new findings: the UFD fea-
ture consist of contributions from both quasi-elastic and inelastic
decay channels. These channels are characterised by different vi-
brational structure and intensity and their interplay results in the
splitting of the |1b−11 4a11〉 emission line. Figs. 7 and 8 shows that
our theoretical simulations underestimate the atomic-like inten-
sity. We ascribe this disagreement with inaccuracy in the transi-
tion dipole moment calculation at the dissociative region.
3.6 Dissociation dynamics in the case of isotopic substitutes
HDO and D2O
Fig. 10 (a-e) shows the effect of isotopic substitution on the RIXS
cross section. We will start by discussing components of the sep-
arate cross section of the quasi-elastic and inelastic channels: σ zg
and σ yg , where only the atomic-like peak is visible in the energy
window displayed in Fig. 10, and σ xv , where both the molecu-
lar band and atomic-like peak lies in this energy window. In
Fig. 10(a), we notice that the intensity of the atomic line of D2O
is weaker than of HDO and H2O in σ zg, Fig. 10(a). This is a con-
sequence of the higher inertia of the deuterated molecules lead-
ing to slower dynamics of the D−O . . .D dissociation, resulting in
smaller signal of the OD fragment than of the OH fragment. The
intensity of the atomic-like peak is comparable in the H2O (7.87
eV energy loss) and HDO (7.88 eV energy loss) spectra, since the
HDO spectrum contains contribution from both the H. . .OD and
D. . .OH dissociation. This is explained by the former pathway
having a higher probability due to lower reduced mass.40 The
spectrum of H2O displays a shoulder in the atomic-like peak at
7.58 eV energy loss. The spectrum of D2O shows a similarly split
profile, with the main feature at 7.88 eV energy loss and the weak
shoulder at 7.62 eV. In contrast, the spectrum of HDO displays a
lack of intensity at the energy loss of the shoulder features in the
H2O and D2O spectra. This effect can be explained by different
vibrational structure in dissociation fragments OH and OD.4 The
vibrational frequency in OD is smaller than one in OH, and in the
case of HDO fragmentation both channels leading to OH and OD
fragments contribute coherently to the spectrum, which results in
the mentioned intensity decrease in the HDO spectrum. The en-
ergy shift of the atomic-like peak and the shoulder feature in H2O
and D2O can be also explained by the slightly different vibrational
structures in the OH and OD fragments.
We will continue the analysis by looking at σ yg , displayed in
Fig. 10(b). For larger distortions, σ zg, and σ
y
g become equally im-
portant due to the rotation of the transition dipole moment. We
notice that for D2O the intensity of the atomic-like peak in σ
y
g
is significantly weaker than in σ zg. The spectra of H2O, on the
other hand, show similar intensities of the atomic-like peak for
both components. The intensity of the atomic-like peak of HDO
is, similar to D2O, weaker in σ
y
g than in σ zg. This can be explained
by a stronger the z-component of the transition dipole moment
as compared to the y-component at long bond distances R ∼ 6
a.u. (see Fig. 6), where heavier fragments (deuterium) have a
low probability to reach the dissociation region before the decay
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event occurs. Due to this, in both HDO and D2O, the cross sec-
tions of σ yg are smaller than the corresponding cross sections of
σ zg.
The intensity of σ xv , displayed in Fig. 10(c), is larger than the
components σ yg and σ zg of the ground state, as it contains both
molecular and atomic-like contributions from the inelastic chan-
nel. The atomic-like contribution is strong in all three molecules,
significantly stronger than in σ yg and σ zg, due to the parallel PES
of the valence- and core-excited states (discussed for H2O in sec-
tion 3.3). As we notice in Fig. 4, we are not only detecting the
long distance contribution to the atomic-like peak, but also con-
tribution from short time dynamics. For D2O the molecular con-
tribution dominates, while for H2O and HDO the molecular and
atomic-like contributions are, in principal, comparable. As it was
already mentioned, the energy and profile of the molecular band
is affected by the different vibrational structures of D2O, H2O and
HDO.
The total cross section for χ = 90◦ and for χ = 0◦ are displayed
in Fig. 10(d-e). The cross section of inelastic channel, σ xv , has the
largest contribution to the total spectra. The overall profile is not
affected by the polarization, however, the cross section is smaller
for χ = 90◦ following from Eq. (15).
4 Conclusions
In this work we have presented an investigation of experimen-
tal and theoretical 1D and 2D resonant inelastic X-ray scatter-
ing (RIXS) spectra including two decay channels of the dissocia-
tive |1s−1O ,4a−11 〉 core-excited state; the quasi-elastic decay chan-
nel and the inelastic decay channel to the dissociative |1b−11 ,4a11〉
valence-excited state. From previous studies4,5 we have learned
how core-excited state dynamics and RIXS spectra are dictated
by the character of the potential energy surfaces (PESs) of the
involved core-excited and final states. Due to the dissociative
character of the core-excited state, X-ray photo-absorption at the
|1s−1O 4a11〉 resonance leads to ultrafast dissociation (UFD) produc-
ing OH and H fragments. In the spectral profile, the fingerprint of
UFD is observed as the formation of an atomic-like peak, repre-
senting fluorescence decay in the OH fragment. The RIXS spectra
are therefore formed by contributions from decay in the distorted
H2O molecule, forming the so called molecular band, and in the
OH fragment. We notice an asymmetry in the detuning depen-
dence of the RIXS profiles. For the quasi-elastic decay channel,
we observe that the atomic-like peak vanishes for large detuning.
However, for the inelastic decay channel, we observe a strong
atomic-like contribution at large negative detuning but not large
positive detuning. This is the result of a collapse of the vibrational
structure brought on by the parallel PESs of the core-excited and
valence-excited states. This "pseudo-atomic" peak, from decay in
the slightly distorted H2O molecule, coincide in energy with the
"real" atomic-like peak, associated with the OH fragment, at -1
eV detuning. This effect may cause a double-peak structure, ob-
served in RIXS of liquid water for pre-edge excitation.
In this study we have also investigated the important role of the
transition dipole moment, which exhibits a strong R-dependence
already at relatively moderate molecular distortion around the
equilibrium. As a result of the C2v symmetry breaking, we ob-
serve a rotation of the transition dipole moment describing the
quasi-elastic decay during the dissociation. By neglecting the R-
dependence of this transition dipole moment, we notice a severe
underestimation of the intensity of the atomic-like peak in the
quasi-elastic RIXS spectrum. In contrast, the transition dipole mo-
ment of the inelastic decay has a very weak R-dependence, due to
the non-bonding character of the 1b1 molecular orbital and may
in general be neglected.
By comparing theoretical and experimental RIXS spectra, we
show unequivocally that the UFD feature, in fact, results from an
interplay of two decay processes; the quasi-elastic decay and the
inelastic decay to the |1b−11 4a11〉 valence-excited state. The molec-
ular and atomic-like contributions occur at slightly different en-
ergies, resulting in the splitting of the |1b−11 4a11〉 RIXS feature. We
do observe an underestimation of the atomic-like peak in the the-
oretical RIXS spectra which we believe is a result of inaccuracies
in the representation of the transition dipole moment in the dis-
sociative region.
Isotopic substitution alters the shape and intensity of the RIXS
features due to the difference in vibrational structure. The heavier
mass of the D2O molecule means that it dissociates to a lesser de-
gree than the H2O molecule. Therefore the slower D−O. . .D dy-
namics reduce the atomic-like contribution for the D2O molecules
than HDO and H2O. As the z-component of the transition dipole
moment is stronger than the y-component at short distances, the
atomic-like peak in the z-component of quasi-elastic cross sec-
tion of D2O is stronger than in the y-component. In the case
of HDO, both the OD and OH dynamics contribute to the cross
section, yielding intermediated behavior. In the inelastic channel,
the molecular contribution dominates for D2O while for H2O and
HDO, the molecular and atomic-like contributions are compara-
ble.
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Fig. 1 Potential energy surfaces for the ground |GS〉 (a), valence excited
|1b−11 4a11〉 (b), and core-excited |1s−1O 4a11〉 (c) states of H2O for the stretch-
ing modes in valence coordinates R1, R2. The angle Θ = 104.2◦ is fixed
to its equilibrium value in the ground state. The energy scale is relative
to the ground state energy minimum.
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Fig. 2 Components of the transition dipole moments in valence coordi-
nates R1, R2 (same as in Fig. 1): d
y
cg(R1,R2) (a), dzcg(R1,R2) (b), dxcv(R1,R2)
(c). The upper indexes mark the component in molecular frame, and g,
c, and v in lower indexes state for the ground |GS〉, core-excited |1s−1O 4a11〉
and valence-excited |1b−11 4a11〉 states.
Journal Name, [year], [vol.],1–16 | 11
Core-excited state
Fig. 3 Natural orbitals at the equilibrium geometry R1 = R2 = 1.81 a.u. (a)
and at the dissociation limit R1 = 6.0 a.u. (b). The rotation of the transition
dipole moment dcg in the course of the dissociation is shown.
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Fig. 4 Scheme of the formation of the atomic-like and "pseudo-atomic"
peaks following core-excitation of the water molecule to the |1s−1O 4a11〉
state. The 1D cuts of the 2D stretching PES (Fig.1) of the ground U0,
core-excited Uc, and final U f states are shown along single OH-bond
(R1), while second OH bond is kept R2 = R0 = 1.81 a.u. The square of the
core-excited wave packet at different propagation times, τ, is shown by
shaded areas. The upper plot shows energy difference between the core-
excited and two final states of the RIXS process. The change in Uc−U f
(red line) between R1 = R0 and R1 ≈ 3 a.u., ∆ ≈ 0.45 eV, corresponds to
the energy splitting between the molecular band and atomic-like peak in
RIXS on top of the resonance (see Fig. 5, Ω= 0).
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Fig. 5 Theoretical RIXS spectra in 1D model illustrating the formation
of the atomic-like peak. X-ray detuning dependence of the spectral con-
tribution from RIXS to the ground electronic state (blue line) and lowest
valence excited |1b−11 4a11〉 state (red line), as well as total profile (black
line) are shown. Ω= ω−ω0c is the detuning from the resonance with the
core-excited |1s−1O 4a11〉 state at ω0c = 534.15 eV; χ = 90◦.
12 | 1–16Journal Name, [year], [vol.],
0 2 4 6 8
0 2 4 6 8
Energy loss (eV)
σ
y
g
σ
z
g
σ
g
σ
g
σ
y
g
σ
z
g
1 2 3 4 5 6
R
1
(a. u.)
-0,02
0
0,02
0,04
d
cg
z
d
cg
y
d
cg
z
=const
R
0
(b) 1D model
 
C
ro
s
s
 s
e
c
ti
o
n
s
 (
a
rb
. 
u
n
it
s
)
(a)
 
(c) 2D model
 
σ
g
FC
σ
g
FC
Fig. 6 Crucial importance of the R-dependence of the dycg and dzcg com-
ponents in the atomic-like peak formation. a) R-dependence of the transi-
tion dipole moment components in 1D case dycg(R1) (red line) and dzcg(R1)
(blue line), R2 = R0 = 1.81 a.u.; the R-independent dipole moment ap-
proximation is shown by the black line dcg(R0) = dzcg(R0) = 0.018 a.u. b)
1D model: σg cross section (violet line) computed taking into account
R-dependence of the transition dipole moment dcg(R) vs the cross sec-
tion σFCg (black line) computed using dcg(R0) = const. Contribution from
the σ yg (red line) and σ zg (blue line) components (see Eq.(15)), are shown
on lower panel. c) Same as in (b), but using 2D model simulations. All
calculations are done for χ = 90◦.
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Fig. 7 Experimental (thin blue line) and theoretical (thick red line) RIXS spectra in 2D model for χ = 90◦. Partial contributions from the quasi-elastic
channel (thin black line) and inelastic channel to |1b−11 4a11〉 state (thin green line) are shown. The experimental spectra are shifted horizontally for better
visibility. Values of the detuning from the top of the |1s−1O 4a11〉 resonance (ω = 534.15 eV) are shown in the figure. The experimental feature at about 10
eV results from the scattering to the higher valence-excited state |3a−11 4a11〉, 25 which is not considered in the present paper.
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Fig. 8 Experimental (thin blue line) and theoretical (thick red line) RIXS spectra in 2D model for χ = 0◦. Other details are the same as in Fig. 7.
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Fig. 9 Polarization dependence of the RIXS cross sections. (a) The-
oretical total RIXS cross sections for the two measurement geometries
used in the experiment, χ = 0◦ (black curve) and χ = 90◦ (red curve). (b)
Partial cross sections used to compute the total σ(χ), see eq. (14). The
excitation energy is tuned near the top of the XAS resonance, Ω = 0.05
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Fig. 10 Isotopic substitution effect on the nuclear dynamics. The partial
contribution of the z-, y-, and x-components and the total RIXS spectra
for χ = 90◦ and χ = 0◦ are shown. Notice the difference in intensity for
the quasi-elastic and inelastic decay channels.
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