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ABSTRACT
We have studied the IGM reionization process in its full cosmological context including
structure evolution and a realistic galaxy population. We have used a combination
of high-resolution N-body simulations (to describe the dark matter and diffuse gas
component), a semi-analytic model of galaxy formation (to track the evolution of the
sources of ionizing radiation) and the Monte Carlo radiative transfer code CRASH (to
follow the propagation of ionizing photons into the IGM). The process has been followed
in the largest volume ever used for this kind of study, a field region of the universe
with a comoving length of L ∼ 20h−1 Mpc, embedded in a much larger cosmological
simulation. To assess the effect of environment on the reionization process, the same
radiative transfer simulations have been performed on a 10h−1 Mpc comoving box,
centered on a clustered region. We find that, to account for the all ionizing radiation,
objects with total masses of M ∼ 109 M must be resolved. In this case, the simulated
stellar population produces a volume averaged ionization fraction xv = 0.999 by z ∼ 8,
consistent with observations without requiring any additional sources of ionization.
We also find that environment substantially affects the reionization process. In fact,
although the simulated proto-cluster occupies a smaller volume and produces a higher
number of ionizing photons, it gets totally ionized later. This is because high density
regions, which are more common in the proto-cluster, are difficult to ionize because of
their high recombination rates.
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1 INTRODUCTION
Recent discoveries of quasars at z > 5.8 (e.g. Fan et al.
2000, 2001) are nally allowing quantitative studies of the
high-redshift InterGalactic Medium (IGM) and its reioniza-
tion history. In particular, the detection of a Gunn-Peterson
trough (Gunn & Peterson 1965) in the Keck (Becker et al.
2001) and VLT (Pentericci et al. 2002) spectra of the Sloan
Digital Sky Survey quasar SDSS 1030-0524 at z = 6.28 is a
clear indication that the universe is approaching the reion-
ization epoch at z ∼ 6.
Whatever the exact value of the reionization redshift,
zion, it is clear that the hydrogen in the IGM is in a highly
ionized state at z <∼ 6. The nature of the responsible sources
is the subject of a lively debate. Several authors (Madau,
Haardt & Rees 1999 and references therein) have claimed
that the known populations of quasars and galaxies provide
∼ 10 times fewer ionizing photons than are necessary to
explain the observed IGM ionization level. Thus, additional
sources of ionizing photons are required at high redshift, the
most promising being early galaxies and quasars. While no
evidence for the existence of high-redshift quasars has yet
been found, recent observations of temperature and metal
abundance in the lowest density regions of the IGM suggest
the existence of an early population of pregalactic stellar ob-
jects, which may have contributed to the reionization and
metal enrichment of the IGM (Cowie & Songaila 1998; Elli-
son et al. 2000; Schaye et al. 2000; Madau, Ferrara & Rees
2001). For this reason, most theoretical work on IGM reion-
ization has assumed stellar sources.
The study of IGM reionization by primeval stellar
sources has been tackled by several authors, both via semi-
analytic (e.g. Haiman & Loeb 1997; Valageas & Silk 1999;
Miralda-Escude, Haehnelt & Rees 2000; Cojazzi et al. 2000)
and numerical (e.g. Gnedin & Ostriker 1997; Ciardi et al.
2000; Chiu & Ostriker 2000; Gnedin 2000; Razoumov et al.
2002) approaches. Two main ingredients are required for a
proper treatment of the reionization process: i) a model of
galaxy formation and ii) a reliable treatment of the radiative
transfer of ionizing photons.
The commonly accepted scenario for structure forma-
tion is of a universe dominated by Cold Dark Matter (CDM).
The evolution of dark matter structures in such a universe
is now well understood, while the treatment of the physical
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processes that govern the formation and evolution of lumi-
nous objects (e.g. heating/cooling of the gas, star formation,
feedback), is still quite uncertain. Despite many applications
of hydrodynamical simulations to the structure formation
process (e.g. Cen & Ostriker 1993, 2000; Katz, Weinberg &
Hernquist 1996; Katz, Hernquist & Weinberg 1999; Blanton
et al. 1999; Pearce et al. 2001; Weinberg, Hernquist & Katz
2002), much of our current understanding has come from
semi-analytic models, based on simplied physical assump-
tions. These have proved successful in reproducing many
(but not all) observed galaxy properties (e.g. Lacey et al.
1993; Kaumann, White & Guiderdoni 1993; Heyl et al.
1995; Baugh et al. 1998; Mo, Mao & White 1998; Devriendt
et al. 1998; Cole et al. 2000; Somerville, Primack & Faber
2001). Although these models do not provide as detailed in-
formation as numerical simulations, they have the advantage
of allowing a larger dynamic range and of being fast enough
to explore a vast range of parameters. Their main disad-
vantage is that no information on the spatial distribution
of structures is provided. For this reason a new method has
recently been developed combining N-body numerical simu-
lations of the dark component of matter, with semi-analytic
models which ‘attach’ to it the galaxies and their properties
(e.g. Kaumann, Nusser & Steinmetz 1997; Kaumann et al.
1999; Benson et al. 2000; Diaferio et al. 2001; Springel et al.
2001, SWTK). The advantage of this method is that, once
the cosmology is xed, the N-body simulation, which pro-
vides the overall structure, has to be performed only once,
while the semi-analytic model can be run many times to
explore dierent physical parameters describing the galaxy
formation process.
A limitation of the above method is related to the reso-
lution of the N-body simulation, and turns out to be critical
in simulations aimed at the study of the reionization process.
The resolution must be high enough to follow the formation
and evolution of the objects responsible for producing the
bulk of the ionizing radiation. At the same time, a large
simulation volume is required to have a region with \rep-
resentative" properties and to avoid biases due to cosmic
variance on small scales. So far, simulations of reionization
have been run in fairly small volumes (L ∼ 7h−1 Mpc co-
moving; Ciardi et al. 2000; Gnedin 2000; Razoumov et al.
2002). These fail to represent correctly the expected large-
scale distribution either of the ionizing sources or of the
material to be ionized. The minimum mass of objects that
contribute substantially to the reionization process must be
determined and then, simulations run in the largest possible
volume compatible with resolving this mass. This procedure
ensures the best possible treatment of the ionizing photon
production (Ciardi 2002).
In addition to a reliable model of galaxy formation, an
accurate treatment of the propagation of ionizing photons is
required to study IGM reionization. The full solution of the
seven dimension radiative transfer equation is still well be-
yond our computational capabilities, and although in some
specic cases it is possible to reduce its dimensionality, for
the reionization process no spatial symmetry can be invoked.
Several authors (e.g. Umemura, Nakamoto & Susa 1999; Ra-
zoumov & Scott 1999; Abel, Norman & Madau 1999; Gnedin
2000; Ciardi et al. 2001, CFMR; Gnedin & Abel 2001; Cen
2002; Maselli, Ferrara & Ciardi 2003) have recently devoted
their eorts to the development of radiative transfer codes
based on a variety of approaches (e.g. ray tracing, Monte
Carlo, local optical depth approximation). Given the intrin-
sic diculty in solving a high dimensionality equation, most
codes aim to solve simplied problems, and cannot be ap-
plied for more general use. Moreover, these codes face a
speed problem. Most of them are prohibitively slow when
applied in a cosmological contest. For this reason, approxi-
mate methods have been developed to allow faster calcula-
tions (e.g. Gnedin & Abel 2001; Abel & Wandelt 2002).
In this paper we study the IGM reionization process
through a combination of high-resolution N-body simula-
tions (to describe the distribution of dark matter and diuse
gas), a semi-analytic model of galaxy formation (to track the
sources of ionization) and the Monte Carlo radiative transfer
code CRASH (to follow the propagation of ionizing photons
in the IGM; CFMR). In Section 2 we describe the numeri-
cal simulations of structure formation and in Section 3 the
radiative transfer code. In Section 4 we present the results
of the calculation and in Section 5 and 6 our discussion and
conclusions.
2 NUMERICAL SIMULATIONS OF
STRUCTURE FORMATION
As discussed in the Introduction, the mass resolution of the
underlying N-body simulation plays a crucial role in mod-
eling reionization. The objects that produce the bulk of the
ionizing photons must be resolved. While at z > 15 the
main contributors are small mass objects (M ∼ 107 M), at
lower redshift, the radiation from such objects is negligible
compared with that from galaxies with total (dark halo and
galaxy) masses M > 109 M. Thus, our numerical simu-
lations should be able to resolve objects with M <∼ 109 M
and, at the same time, have the largest possible volume com-
patible with such mass resolution. Smaller mass objects re-
main important, however, for the small scale clumping (Cia-
rdi 2002; Ciardi et al. 2000).
We started out with a simulation from the VIRGO con-
sortium (479h−1 Mpc comoving on a side; Yoshida, Sheth &
Diaferio 2001) based on a CDM cosmology with Ωm = 0.3,
ΩΛ = 0.7, h = 0.7, n = 1, σ8 = 0.9 and Ωb = 0.04.
We then selected a \typical" spherical region of diameter
∼ 50h−1 Mpc and resimulated it four times with higher
mass resolutions within the region and lower resolution far
outside it. Particle masses in the high resolution region are
Mp = 6.8×1010h−1 M, 4.8×109h−1 M, 9.5×108h−1 M
and 1.7 × 108h−1 M for the ‘M0’, ‘M1’, ‘M2’ and ‘M3’
simulations, respectively. A discussion of the eect of mass
resolution on our computations is presented in Section 5.
All four simulations were prepared with the techniques of
SWTK and were carried out with the N-body code GADGET
(Springel, Yoshida & White 2001). For the highest mass res-
olution ∼ 7 × 107 particles had to be followed. Finally, we
have extracted a box of comoving side L = 20h−1 Mpc,
which will be used to study the reionization process. A larger
box (∼ 30h−1 Mpc) could have been extracted, but would
have required a prohibitively long radiative transfer. The
choice of a 20h−1 Mpc box allows a reasonably fast calcula-
tion in a region of the universe with \representative" prop-
erties. The location and mass of the dark matter haloes in
the simulation have been determined by means of a friends-
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of-friends algorithm, while we identify gravitationally bound
substructures with SUBFIND (SWTK) and build the merging
tree for haloes and subhaloes following the prescription of
SWTK. The smallest haloes have masses of M ∼ 109 M,
consistent with the requirements described above.
We then model the galaxy population with the semi-
analytic technique of Kaumann et al. (1999) in the imple-
mentation of SWTK. This procedure follows the merging
tree of the dark matter haloes extracted from the simula-
tion, and models galaxy formation in the haloes and sub-
haloes using simple recipes for gas cooling, star formation,
feedback from supernovae and galaxy-galaxy merging. We
adopt the same parameter values in these recipes as SWTK.
At the end of this process we obtain a catalogue of galax-
ies for each of the 51 simulation outputs, containing for each
galaxy, among other quantities, its position, stellar mass and
star formation rate (SFR). The model reproduces reasonably
well the extinction and incompleteness corrected SFR data
of Somerville, Faber & Primack (2001) up to a redshift of 3.
For higher redshifts the situation is less clear because of the
lack of observational data, but we expect the model to be
accurate to within a factor of two. The model is fully con-
sistent with the upper bounds from the maximal extinction
correction estimates of Somerville, Faber & Primack (2001).
In order to infer the emission properties of our model
galaxies, we have assumed a Salpeter IMF and a time-
dependent spectrum typical of metal-free stars (CFMR).
This choice is further discussed in Section 5. Of the emitted
ionizing photons, only a fraction fesc will actually be able to
escape into the IGM. Throughout the calculation we adopt
fesc = 5%. This choice assumes that fesc is independent of
other physical quantities and is the same for every galaxy.
Actually, fesc may well vary with, e.g., redshift, mass and
structure of a galaxy, as well as with the ionizing photon
production rate (e.g. Wood & Loeb 1999; Ricotti & Shull
2000; Ciardi, Bianchi & Ferrara 2002). Given the large un-
certainty in fesc, we consider 5% merely as a reference value.
This choice is further discussed in Section 5.
In order to determine the eects of environment on the
reionization process, we will also study how reionization pro-
ceeds in a proto-cluster rather than in a eld region. For this
purpose we use the cluster simulations performed by SWTK.
Also in this case numerical simulations are available at dif-
ferent mass resolution, ‘S1’-‘S4’. Runs labelled with the same
numbers in the ‘M’ and ‘S’ series have comparable mass res-
olution.
2.1 Simulation Convergence
We now use our series of simulations run to check for conver-
gence. In Fig. 1 the total star formation rate, _M?, normal-
ized to the total baryonic mass, Mb, is shown as a function of
redshift for the eld region simulations (upper panel). The
‘M2’ simulation converges to ‘M3’ at zconv ∼ 5.5, while the
‘M0’ simulation converges to higher resolution results only
at zconv ∼ 0. The lower panel of Fig. 1 shows a similar com-
parison for the cluster simulations. In comparison to the eld
region, convergence is reached at earlier times. This is due
to the fact that structure growth is accelerated in the proto-
cluster region so that its star formation becomes dominated
by relatively massive galaxies much earlier than in the eld.
Figure 1. Redshift evolution of the total star formation rate,
M˙?, normalized to the total baryonic mass, Mb, for the field re-
gion simulation (upper panel) with four increasing mass resolu-
tions (‘M0’-‘M3’ from left to right). In the lower panel the same
quantity is shown for the cluster simulation.
Thus, the ‘S2’ and ‘S1’ simulations converge to ‘S3’ al-
ready at zconv ∼ 9 and zconv ∼ 8, respectively. Comparing
the ‘S3’ and the ‘S4’ simulations we conclude that the ‘S3’,
which has a mass resolution of Mp = 2.4×108h−1 M, some-
what lower than ‘M3’, already accounts for all signicant
star formation. A simulation of the eld region with mass
resolution comparable to ‘S4’ is not available. We therefore
estimate the redshift after which the ‘M3’ run accounts for
all star formation by deriving the contribution to the total
star formation from objects with masses in dierent ranges.
In Fig. 2 we plot _M? as a function of the halo mass,
M at dierent redshift. The bins are 0.5 wide, in units of
log M and they have been chosen so that the lower limit is
equivalent to our mass resolution. Before redshift ∼ 10 the
main contribution comes from the smallest mass objects, but
larger and larger objects become important as the redshift
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Figure 2. Star formation rate, M˙?, for the ‘M3’ simulation, as
a function of the halo mass, M . The curves refer to different
redshifts: z = 12.8 (solid line), 8.1 (dotted), 5 (short dashed), 2.7
(long dashed) and 0 (dashed-dotted).
decreases. This can be seen more clearly in Fig. 3 where the
redshift evolution of the total star formation rate is plot-
ted (solid line) together with the contribution from haloes
with masses in dierent ranges. As expected, at the higher
redshifts the major contribution comes from objects with
mass of few 109 M. At z ∼ 11 their contribution drops
below half of the total. We have plotted the contribution of
haloes with mass up to ∼ 1011 M, as more massive objects
are important only at z < 5, and thus are not relevant for
our study. From this analysis we can conclude that the ‘M3’
simulation accounts for most star formation at z <∼ 11.
3 RADIATIVE TRANSFER
To follow the propagation of ionizing radiation produced
by the sources through the given IGM density distribu-
tion, we use the Monte Carlo (MC) radiative transfer code
CRASH (Cosmological RAdiative transfer Scheme for Hydro-
dynamics) described in CFMR. It should be noted that in
the present study a wider range of densities is encountered,
reaching values of the optical depth of a few hundreds in
the highest density regions. For this reason, additional tests,
that we do not report here, have been run to check its reli-
ability, nding that it reaches the same accuracy providing
a right number of photon packets is emitted (see below).
For clarity, we briefly summarize the main features of the
numerical scheme relevant to the present study.
In the application of a MC scheme to radiative trans-
fer problems, the radiation intensity is discretized into a
Figure 3. Redshift evolution of the total star formation rate
(solid line) and the contribution from haloes with masses in differ-
ent ranges: (2−6.32)109 M (dotted line), (6.32−20)109 M
(dashed line), (2 − 6.32)  1010 M (long dashed line) and
(6.32− 20)  1010 M (dashed-dotted line).
representative number of monochromatic photon packets.
Then, all the processes involved (e.g. packet emission and
absorption) are treated statistically by randomly sampling
the appropriate distribution function and solving the time-
dependent ionization equation. Dierently from CFMR, here
we deal with more than one ionizing source. In this case, a
better solution of the discretized time-dependent ionization
equation is obtained if the time step t used in their eq. 10
is not treated statistically. Thus, here t is the time elapsed
since a photon packet has gone through the cell for which the
equation is being solved. The only inputs needed for the cal-
culation are the gas density eld and ionization state, as well
as the source positions and emission properties. Then, CRASH
provides the nal gas ionization state, while the gas density
eld remains constant throughout the radiative transfer sim-
ulation. The above procedure is repeated for each output of
the N-body simulation described in the previous Section.
The inputs and the CRASH running time, trt, are changed
accordingly; in particular, trt = tout, the time between two
outputs of the simulation. In the following, we discuss how
the above inputs are derived and updated.
For each output of the N-body simulation, the dark
matter density distribution, ndm, is tabulated on a mesh us-
ing a Triangular Shaped Cloud (TSC) interpolation (Hock-
ney & Eastwood 1981). We discuss the eect of neglecting
density variations on sub-grid scales in Section 5. Assuming
that the gas distribution follows that of the dark matter, we
set the gas density in each grid cell by requiring the adimen-
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Figure 4. Slices through the simulation boxes. The six panels show the neutral hydrogen number density for the field region (upper
panels) and the proto-cluster (lower panels), at redshift, from left to right, z = 16.5, 12 and 8.5. The simulation box of the field region
(proto-cluster) has a comoving length of L  20h−1 Mpc (10h−1 Mpc).
sional baryon density to be Ωb = 0.04. A number Nc = 128
3
of cells have been used (see Section 5 for a discussion on
this choice). As long as the sources are of stellar type, the
presence of helium does not sensibly aect the H reionization
process. For this reason, we consider a gas of pure hydrogen.
Moreover, a simulation with an H/He gas, although feasible
with the updated version of the code CRASH (Maselli, Fer-
rara & Ciardi 2003), would be extremely time consuming.
The other quantities, such as temperature, T , and ioniza-
tion fraction, x, are initialized as in CFMR and updated as
described in the following paragraphs.
The source positions are obtained directly from the out-
puts of the N-body simulations, as described in the previous
Section. In order to reduce the computational cost of the
calculation, we group all sources in a grid cell into a sin-
gle source placed at the cell center. Mass and luminosity
conservation are assured. To further reduce the computa-
tional cost of the radiative transfer simulation, each source
is modeled with a number of photon packets proportional
to its luminosity, i.e. its star formation rate. In practice,
this means that we randomly sample the source luminos-
ity distribution function. For the range of densities consid-







, where E is the total ionizing
energy emitted at each output of the simulation, is needed
to reach numerical convergence in the volume averaged ion-
ization fraction to within few percent. If we were rather
interested, e.g., in resolving the ionization fronts, a much
higher number of photons packets would have been required
(Maselli, Ferrara & Ciardi 2003). Of the emitted packets,
only fescNp will actually be able to escape from the galaxies
and break into the IGM. The packets have the same energy,
Ep = E/Np, but contain a dierent number of monochro-
matic photons. We determine E as follows. As ionizing pho-
ton production decreases rapidly as stars age, the bulk of
the ionizing radiation is produced by newly formed stars.




is responsible for the all emission, neglecting the contribu-
tion from stars formed in previous outputs. This is a good
approximation as long as tout >∼ 107 yr, the mean lifetime
of an OB star. _M?;i is the star formation rate of the i-th
galaxy and ns is the number of galaxies at the output under
consideration. We derive E integrating over tout the time-
dependent SED of a Simple Stellar Population of metal-
free stars, with a total mass M?, distributed according to
a Salpeter IMF (see Section 2).
Given the above density distribution, source positions
and emission properties, we run the code CRASH for the time
tout;k, corresponding to the output, k, under consideration.
Before running CRASH for the next output, k + 1, we update
the relevant physical quantities as it follows. Let’s assume
that the i-th cell has an ionization fraction xi; we thus as-
sign to each particle in the cell, pi, the value xi. We follow
the same procedure for all the cells. At the output k + 1
the pi particles may have moved into another cell. We thus
reconstruct the new distribution of particles, together with
their ionization fraction. Then, when we grid the box of the
simulation at the k + 1 output, we assign to each cell an
ionization fraction averaged over those of the particles that
end up in that cell. Particles flowing in from the external
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boundaries inherit the properties of the particles in the cell.
This procedure is performed for all the quantities relevant to
the calculation, with the exception of the gas density, which
is updated from the simulations as described above. In this
way, we can follow the reionization process in an evolving
universe.
Finally, to mimic the presence of an unknown back-
ground, photons escaping from a side of the box re-enter
from the opposite side. At the early times, when HII regions
are still conned around their sources, few photons exit the
box. Their number increases rapidly as the regions start to
overlap. This is consistent with the expected build up of an
ionizing background (e.g. Gnedin 2000).
4 RESULTS
As discussed in the previous Sections, to study the eect of
the environment on the reionization process, we have per-
formed the same radiative transfer simulation on a 20 h−1
Mpc comoving box positioned in a eld region of the universe
and on a 10 h−1 Mpc comoving box centered on a clustered
region. It should be noticed that in the redshift range where
the radiative transfer simulations are applied, the cluster has
not yet collapsed. The application of the CRASH code in its
rst version, that does not follow the detailed temperature
evolution, is thus appropriate, since less than 1% of the gas
is in regions with T >> 104 K (see also Mo & White 2002).
In the following we present the results of our simulations.
In Fig. 4 we show illustrative slices cut through the
simulation boxes. The six panels show the neutral hydro-
gen number density for the ‘M3’ eld region (upper pan-
els) and the ‘S3’ proto-cluster (lower panels), at redshifts,
from left to right, z = 16.5, 12 and 8.5. The ionized regions
(black) clearly grow dierently in the two environments. In
the eld, high density peaks are uncommon and HII regions
easily break into the IGM; in the proto-cluster the density
is higher, so ionization is more dicult and recombination
is faster. Moreover, many photons are initially needed to
ionize the high density gas surrounding the sources, before
photons can escape into the low density IGM. As a result,
more photons are required to ionize the proto-cluster region;
although in the proto-cluster the ionizing photon production
per unit mass is higher at high redshift (see Fig. 1), laments
of neutral gas are still present after the eld region is almost
completely ionized.
This is more clearly seen in Fig. 5, where the volume
averaged ionization fraction, xv, is shown as a function of




xiVi/V , where xi and Vi are the ionization frac-
tion and volume of the i-th cell respectively, and V is the
total volume of the box. The evolution proceeds dierently
in the two regions: initially the ionization fraction are com-
parable, but the proto-cluster gas ionizes more slowly, for the
reasons discussed above. While the ‘M3’ eld region already
has xv ∼ 0.999 at z = 8.3, xv ∼ 0.8 for the proto-cluster at
the same redshift.
A comparison between volume and mass averaged ion-
ization fractions is useful to understand how the reion-




xiMi/M , where Mi is the mass in the i-th cell
and M is the total mass in the box. In Fig. 6 the redshift
Figure 5. Redshift evolution of the volume averaged ionization
fraction, xv, for the ‘M3’ field region (filled circles) and ‘S3’ proto-
cluster (asterisks).
evolution of xv (lled circles) and xm (open circles) is com-
pared both for the ‘M3’ eld region (upper panel) and for
the ‘S3’ proto-cluster (lower panel). The most interesting
feature of these plots is that, while for the eld region xm is
always comparable with xv, xm > xv initially in the proto-
cluster, i.e. at rst relatively dense cells are ionized. This be-
cause the density immediately surrounding the sources must
be ionized, before the photons can break into the IGM. This
indicates that the assumption adopted by some authors (e.g.
Miralda-Escude, Haehnelt & Rees 2000), that lower density
gas always gets ionized before higher density regions, fails
in a cluster environment. The trend reverses at later times,
when large, low density regions get ionized and the highest
density peaks remain neutral or recombine. Although almost
90% of the proto-cluster volume is ionized by z ∼ 8, this is
true for only ∼ 70% of the mass.
Some approaches to the study of the reionization pro-
cess adopt the one-photon-per-baryon approximation. This
is valid only in cases when recombination can be safely ne-
glected. An estimate of the photon budget required to ionize
the IGM in a more realistic case is shown in Fig. 7, where
the ratio between the cumulative number of escaping ioniz-
ing photons, Nphot, and the number of baryons, Nb, is plot-
ted as a function of redshift for the ‘M3’ eld region (solid
line) and the ‘S3’ proto-cluster (dotted line). High density
peaks, where star formation preferentially takes place, are
more abundant in the proto-cluster, so photon production is
higher there than in the eld region, at least up to z ∼ 11.
At z ∼ 8, when xv = 0.999, about 5 photons per baryon
have been produced in the eld region. However, the ∼ 15
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Figure 6. Redshift evolution of ionization fraction for the ‘M3’
field region (upper panel) and the ‘S3’ proto-cluster (lower panel).
Volume (filled circles) and mass (open circles) averaged ionization
fraction (xv and xm, respectively) are shown.
photons per baryon produced in the proto-cluster are not
enough to reionize it completely for the reasons discussed
above.
5 DISCUSSION
In the following we will discuss the convergence of our sim-
ulations with respect to mass and grid resolution. To assess
the impact of mass resolution on our results, we have run a
reionization simulation on the ‘M2’ eld region. The redshift
evolution of xv is shown in Fig. 8 as open circles. The ‘M2’
and ‘M3’ curves converge only at z < 7. The dierence ob-
served at higher redshift is due to the mass resolution, which,
for the ‘M2’ simulation, is not enough to resolve the objects
that give the main contribution to the ionizing radiation, as
is evident from the upper panel of Fig. 1. From Figs. 2-3 we
Figure 7. Ratio between the cumulative number of escaping ion-
izing photons, Nphot, and the number of baryons, Nb, as a func-
tion of redshift for the ‘M3’ field region (solid line) and the ‘S3’
proto-cluster (dotted line).
are condent that the ‘M3’ simulation has the appropriate
resolution to account for the bulk of ionizing photon pro-
duction, at least after z ∼ 11. It should be noticed that the
formation and evolution of objects with M < 109 M may
be aected by feedback eects, that inhibit their star for-
mation (e.g. Haiman, Rees & Loeb 1997; Omukai & Nishi
1999; Mac Low & Ferrara 1999; Barkana & Loeb 1999; Cia-
rdi et al. 2000; Glover & Brand 2000; Nishi & Tashiro 2000;
Kitayama et al. 2001; Glover & Brand 2002; Benson et al.
2002). Thus, these smaller mass structures may well play a
minor role in the reionization process.
To assess the impact of grid resolution we have rerun our
radiative transfer simulations with Nc = 64
3. The resulting
evolution of xv is shown in Fig. 8 by asterisks. From this
gure it is evident that the grid resolution does not greatly
aect the nal results; the value of xv never diers in the
two runs by more than 10 or 20%, although the case with
Nc = 64
3 produces slightly higher values. Nc > 128
3 is not
allowed by the mass resolution of our N-body simulation, as
sampling fluctuations in the density eld then become large.
As mentioned above, small mass objects, although neg-
ligible for ionizing photon production, are important because
small-scale clumping can enhance recombination. Simula-
tions which do not include such objects may underestimate
the actual number of ionizing photons needed to reionize
the IGM. To mimic clumping on unresolved scales, a so
called clumping factor, C, is often introduced. It is dened
as C =< n2 > / < n >2, where n is the density. The TSC
technique used to derive our density distributions will lead
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Figure 8. Redshift evolution of volume averaged ionization frac-
tion, xv, for the ‘M3’ (filled circles) and the ‘M2’ (open circles)
field region and for the ‘M3’ field region with Nc = 643 (aster-
isks).
us to underestimate the clumping factor. The TSC inter-
polation has the advantage of producing smoothed density
values at the positions of the grid cells, as required for the
radiative transfer computation. However, this technique is
not adaptive, like an SPH kernel for example, and density
variations on sub-grid scales are smoothed out, reducing the
contrast of the DM density peaks where our sources are po-
sitioned. This results in an underestimate of the recombina-
tion rate and thus faster reionization. In order to address
the importance of this eect we have measured densities at
the particle positions using both the TSC interpolation and
a 32-particle SPH smoothing kernel. The result of this com-
parison for ‘M3’ at redshifts z = 10 and z = 6 is shown in
Fig. 9. The overall agreement for low and intermediate den-
sities is reasonable, but the smoothing of the TSC scheme
is clearly visible at the high densities. This is especially true
at z = 6. An estimate of the error introduced can be quan-
tied by the ratio of the total recombination rate derived
with the two dierent schemes, rSPH/rTSC . This ratio is
equal to 6.24 (20.87) at z = 10 (6), suggesting that we are
substantially underestimating the recombination rate in the
high density regions surrounding the sources. We are inter-
ested primarily in the higher redshifts, where agreement is
somewhat better. Since almost all the high density regions
where the above corrections are important host sources, the
error in the recombination rate can be considered part of
the uncertainty on our adopted escape fraction (see below).
Moreover, the eect of clumping is alleviated by photoevapo-
Figure 9. Distribution of DM densities at the positions of the DM
particles, for a 32-particle SPH smoothing kernel (solid line) and
the TSC interpolation scheme (dashed). The upper two curves
show the distributions for z = 10, the lower ones for z = 6. Dp
gives the relative number of particles per log ρ interval.
ration, which tends to weaken the eect of gas on unresolved
scales as ionization precedes (Shapiro et al. 2003).
The number of available ionizing photons depends on
the choice of the stellar spectrum, IMF and escape fraction.
As the rst stars form out of gas of primordial composition,
they are thought to be very massive, resulting in a higher
ionizing photon emission, when compared with higher metal-
licity stars (e.g. Larson 1998). For example, Schneider et al.
(2002) propose that enrichment is needed to permit further
fragmentation into stars with signicantly lower masses, in-
ducing a transition from a top-heavy to a more conventional
IMF. The debate on the metallicity and the IMF of the rst
stars is still very lively and many authors argue that metal-
free stars are distributed according to a top-heavy IMF. On
the other hand, Christlieb et al. (2002) recently discovered a
low mass star with metallicity only 3×10−6 that of the Sun.
To be conservative, in this paper we have assumed metal-free
stars with a Salpeter IMF.
Even more uncertain is the value of the escape frac-
tion. Values derived in previous work vary from 0 to 60%
(see e.g. Wood & Loeb 1999; Ricotti & Shull 2000; Ciardi,
Bianchi & Ferrara 2002 for theoretical work and e.g. Lei-
therer et al. 1995; Hurwitz et al. 1997; Bland-Hawthorn &
Maloney 1999; Steidel, Pettini & Adelberger 2001 for obser-
vations), according to the galaxy mass, redshift and density
distribution. Given these uncertainties and the impossibility
of accurately modeling this parameter for every galaxy (see
e.g. Ciardi, Bianchi & Ferrara 2002 for a discussion), we re-
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gard fesc = 5% as a constant, reference value. It should be
noticed that, as the resolution of the radiative transfer cal-
culation is equivalent to the dimension of a single grid cell
(which is always larger than the dimension of the sources),
fesc is actually an \eective" escape fraction, i.e. it includes
both the contribution to the absorption of the interstellar
medium in the emitting object (\real" escape fraction) and
the one of the IGM in the same cell as the object.
Although it is not possible to disentangle dierent
choices for the source emission properties from clumping on
small scales, their expected global eect can be estimated
introducing the parameter A = C−1n (fesc/0.05)(Nγ/1 ×
1061M−1 ), where Cn is the clumping factor normalized to
the value of our simulations (e.g. Cn = 2 means that the
clumping factor is twice that of the simulations) and Nγ is
the total number of ionizing photons per unit solar mass of
formed stars produced by the adopted spectrum and IMF.
Nγ is normalized to a Salpeter IMF and a spectrum typical
of metal-free stars (CFMR). From a \back of the envelope"
calculation, we conclude that if A = 10, the ∼ 5 photons
per baryon required to reionize the IGM are already avail-
able at z ∼ 13, while if A = 0.1 the above condition is never
reached. As the most recent observations of high redshift
quasars (Becker et al. 2001; Djorgovski et al. 2001; Pentericci
et al. 2002) suggest that the universe was already ionized at
z ∼ 6.3, the lowest value of A consistent with this constraint
is ∼ 0.7. A lower value of A would require additional sources
of ionizing photons to produce the observed ionization level.
In a forthcoming paper we will discuss the possible contri-
bution to ionizing radiation from a primordial population
of quasars (see also Wyithe & Loeb 2002). In a recent pa-
per Ricotti (2002) has suggested that a possible contribution
to ionizing photons could also come from globular clusters.
Given our conservative assumptions on the value of the es-
cape fraction and the IMF, a higher value of the clumping
factor would also be compatible with a reionization driven
by primordial stellar sources.
Recent results from the WMAP satellite require a mean
optical depth to Thomson scattering τe ∼ 0.17, suggesting
that reionization must have begun at relatively high redshift
(e.g. Kogut et al. 2003; Spergel et al. 2003). Reconciling an
early reionization with observations of the Gunn-Peterson
eect in z > 6 quasars, which imply a volume-averaged neu-
tral fraction above 10−3 at z ∼ 6, may be challenging. In
Ciardi, Ferrara & White (2003) we run additional simula-
tions and discuss our model in view of these new data.
6 CONCLUSIONS
We have studied the IGM reionization process in a full cos-
mological context with structure evolution and a realistic
galaxy population. We have used a combination of high-
resolution N-body simulations (to describe the dark compo-
nent of matter), a semi-analytic model of galaxy formation
(to track the gas evolution) and the Monte Carlo radiative
transfer code CRASH (to follow the propagation of ionizing
photons into the IGM; CFMR). The process has been fol-
lowed in the largest volume ever used for this kind of study,
with a comoving length of L ∼ 20h−1 Mpc, a mass resolution
of ∼ 108 M and tree from periodic boundary conditions.
This allows us to resolve the primary objects responsible for
the production of ionizing radiation and, at the same time,
to simulate a region of the universe with \mean" proper-
ties. To study the eect of environment on the reionization
process, we have performed the same radiative transfer sim-
ulation on a 10h−1 Mpc comoving box, centered on a proto-
cluster region. The main results discussed in this paper can
be summarized as follows.
(1) Our eld region of the universe gets reionized by the
simulated galaxy population at a redshift zion ∼ 8, while the
proto-cluster, although it produces a higher number of ion-
izing photons, gets ionized later. This is due to the fact that
high density gas, which is more common in the proto-cluster,
is more dicult to ionize and recombines much faster.
(2) While for the eld region ∼ 5 photons per baryon are
enough to produce xv = 0.999 at z ∼ 8, the ∼ 15 photons
per baryon produced by this time in the proto-cluster are
not enough to reionize it.
(3) For the same reason, while for the eld region the
mass and volume averaged ionization fractions, xm and xv
respectively, are always comparable, xm substantially ex-
ceeds xv for the proto-cluster, at high redshifts. This is be-
cause the high density regions surrounding the sources have
to be ionized rst, before the photons can break out into the
low density IGM.
(4) The primordial stellar sources considered in this
study give a value of the reionization epoch consistent with
observation, without invoking the presence of additional
sources of ionization. Our conservative assumptions on the
value of the escape fraction and the IMF can accommodate
the additional clumping which remains unresolved in our
scheme.
(5) The mass resolution of the simulations can deeply
aect the nal results. Objects with total masses of M ∼
109 M or less must be resolved to account for the bulk of
the star formation.
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