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Introduction
A frequently encountered problem in applied statistics is testing the difference between two population means. The Behrens-Fisher problem arises when one seeks to make inferences about the means of two normal populations without assuming either that the variances are equal or that the ratio of variances is known. Under such conditions, Neyman-Pearson (1928 , 1933 sampling theory may provide a different solution from those available via either Bayesian theory (e.g., Jeffreys, 1940) or Fisher's (1935 Fisher's ( . 1939 fiducial theory (Kendall Stuart, 1979; Lehmann, 1993) . Although a number of methods have been proposed for the Behrens-Fisher problem beginning with Behrens (1929) and Fisher (1935) , no definitive solutions exist . For reasonably large sample sizes, differences between various extant solutions are generally much less than between these solutions and use of Student's t test. When sample sizes are small, however, the three theories may yield different solutions. In the context of Bayesian and fiducial theories, several sets of tables (Fisher k Healy, 1956; Fisher & Yates, 1957; Issacs, Christ, Novick, Sz Jackson, 1974 : Lindley & Scott, 1984 Sukhatme, 1938; Sukhatme, Thawani, Pendharkar, Natu, 1951) have been presented for the Behrens-Fisher problem. No tables are available, however, for directional hypothesis testing for even numbers of degrees of freedom and small sample sizes. This paper presents a review of the Behrens-Fisher problem, focusing on fundamental concepts and applications rather than theoretical and philosophical considerations. It begins with expositions of Fisher's fiducial and Jeffreys' Bayesian approaches to the Behrens-Fisher problem. A table is then presented for significance tests which includes cases for even numbers of degrees of freedom and small sample sizes under directional hypothesis testing.
Also discussed are methods of approximations of the Behrens-Fisher distribution and a simple Bayesian framework for hypothesis testing (Lindley. 1965) . In addition, frequentist approaches (Aspin, 1948; Tsui S.,: Weerahandi, 1989; Welch, 1938 Welch, , 1947 are discussed.
Finally, it is shown that the generalized p value (Tsui Weerahandi, 1989 ) is numerically the same as those obtained from tl-: L, 1,.cial and Bayesian solutions. Examples are presented to illuminate similarities and differences among various methods.
Formulation of the Problem
We motivate the discussion of the Behrens-Fisher problem with an example taken from Marascuilo and Serlin (1988, p. 229) . In this problem, patients in a mental health clinic were given one of two initial treatments: n1 = 4 patients received a film treatment and n2 = 3 patients received an interview treatment. Researchers wanted to know whether the patients in the film treatment and the interview treatment differed in the number of times they returned to the clinic for subsequent treatment.. The following are the data for this problem: x1 = (gm, ,xin,) = (8, 10.12,15) . xl = 11.25, 4 = 8.91667, x2 = (1,7,11), 1 We assume that the two independent samples, xi; and I2 were drawn from two normal distributions having means pi and p.2 and variances a? and 4, respectively. With the assumption of equal variances, that is, o' -= a2, the population variance is estimated by the pooled sample variance, 32 = 15.48333, using The sufficient statistics for pi, p2, and a2 are 2, and 32. Note also that 2 1 has a normal distribution with mean <5 = p2 m and variance (1/n1 + 1/n2)a-2. The Student's t pivotal statistic with m + n2 2 degrees of freedom is (5 (-±2 -±1) t = ti t(n, + n2 2).
/(1/ni + 1/n2)s2
If we denote tc12(v) as the value for which and also denote Pr{t > ta12(v)} = Q/2 (5) Q = Fr{t < 1,42(")} + Fr{t > 1,,/2(")}, (6) then the 100(1 ct)% confidence interval for 6 is 5-2 I ± to/2(n1 +112 2)\/(1/ni + 1/n2)82.
For the null hypothesis Ho: 6 = 0, we have t = 1.63599 with 5 degrees of freedom. The resulting two-tailed p value is .16277 with a 95% confidence interval of [-12.64209.2.80875] or 12.64209 < 6 < 2.80875. The result is that the difference between the two means is not significant at the .05 alpha level.
When it is not reasonable to assume al = Q2, neither a pivotal statistic nor an exact confidence interval procedure exist. One simple way to solve this problem. however, is to (s) (9) Note, in this case (i.e., t` test), the actual confidence is greater than 100(1 a)% (Mickey & Brown, 1966) . The Marascuilo and Serlin (1988) data yield r = 1.50493; with 2 degrees of freedom, the resulting two-tailed p value is .27127. The 95% confidence interval is (-18.97365,9 .14031J. When ni = n2 = n, the value obtained from Equation 4 is the same as that from Equation S. In this special case we can use Equations 4 and 7 to test the null hypothesis and to obtain the 100(1 cr)% confidence interval, respectively. However, as noted in Hsu (1938) and Robinson (1976) , the Type I error rate might be greater than the specified nominal level unless the equality of two variances is satisfied.
The above t' solution is a simple ad hoc approach to the Behrens-Fisher problem. Two other approaches based on the test statistic t` are derived from fiducial theory and Bavesian theory. We first present a solution from fiducial theory followed by a solution based on the Bayesian approach.
Fisher's Fiducial Approach Fisher (1935) proposed a statistical method for obtaining a probability distribution of a parameter from observed data called a fiducial probability distribution (see Fraser. 1978 for a brief review). Recall that we assume the two sets of observations are random samples drawn from independent normal distributions. The quantities and are jointly sufficient for 11.1 and a2 having independent sampling distributions Ar(f.ti,o-2/ni) and (crivi)x2 , respectively, for i = 1,2. Consequently, we can define By logical inversion and 6= P2 µr is distributed as The fiducial distribution of 6 can be used to make fiducial inferences about (10) (12) and to set fiducial intervals. Instead of obtaining the distribution of 6, for the purpose of tabulation, however, Fisher (1935 Fisher ( , 1939 Noted that 7 is the same quantity as t` but for ease of presentation in the context of both fiducial and Bayesian theories we use T. The distribution of T is the Behrens-Fisher distribution and is defined by the three parameters v1. fr2, and 0, T = 7"(VI, V2. 0). The distribution can be seen as a mixture of two t distributions. t(vi) and t(w2).
If we denote 742 (1'1:v2. 0 In this section. we present the Bayesian approach to the Behrens-Fisher problem given by Jeffreys (1940 Jeffreys ( , 1961 . This, solution is equivalent to that obtained via the fiducial :Liference approach. From the fundamental theorem of the normal distribution, the quantities and si2 are jointly sufficient for ILi and o-22, which have independent sampling distributions A' (µ;. a? /n,) and (01//ii)x2 for i = 1,2. Then, assuming vague reference prior distributions for pi, p2, log ai, and log 0-2 (i.e., independent and locally uniform). it can be shown that the joint posterior distribution of pi and /22 is P(P2 .112ls) = si)P(P 21' 5Z) (17) where x = (xi. x2) and for i = 1,2,
where B(p, q) is the beta function, B(p, q) = r(P)r(q)ir(p+q). Hence, a posteriori iti and /12 are independent and distributed as scaled t distributions, t(±1, 3? I n, .1.i) and t(±2,4/n2,"2), respectively.
In order to obtain the posterior distribution of S = p2 ill, we transform S = /22 and Si = pi and then integrate out Si from the joint distribution of 6 and Si:
P(61x) = P(8. 611x)d61, cc < S < oc. (19) Since the transformation has unit Jacobian, it follows that. 
B(2. -21)N / -E3(12",'2"21)V172.
The distribution of 6 = 112 pi can be computed by numerical integration to any reasonable level of accuracy. We present some approximations for the distribution of S later for cases where vi and u2 are relatively large.
For convenience, we use 7 = /2 cos 0 t? sin 0, where, in terms of the scaled t distribution; ti and t2 are independently distributed as t(0. 1, vi) and gill., ti,?). respectively. The posterior distribution of /12 yi and the inference about 6 can be equivalently determined from the distribution of 7. The density function of 7 may be obtained from the joint distribution of t1 and t2 by the following integration:
P(711'1, v2-6) = 11=12 cos 0t3 sint3 P(t1)P(t2)(itldt2-where 00 < T < 0C,
To integrate, we set T = i2 cos 0 + ti sin 61 and ; = t2 sin 0 + t.i cos 0. Since the resulting transformation has unit Jacobian.
ATIvi, v2,0) , frf ID') (( cos 0 7 sin 0)2 -(,1+1)/2 1 + -. The distribution of T depends only on three parameters Pi, v2, and 0, a result identical to the case given by Fisher (1935 Fisher ( , 1939 using fiducial theory. The distribution of T (i.e., Behrens-Fisher distribution) is a symmetric distribution, similar to the t distribution in appearance. Since Bayesian highest posterior density (HPD) intervals are numerically identical with Fisher's fiducial intervals, they can be obtained using tat-les such as Sukhatme (1938) .
Tables of the Behrens-Fisher Distribution
A number of tables have been presented for the Behrens-Fisher distribution beginning with Sukhatme (1938) and Sukhatme et al. (1951) . Subsequently, Fisher and Yates (1957. Tables 6 and 6-1) presented significance points of the Behrens-Fisher distribution for ri2 = 6,8,12,24, cc, 0 = 00(150)90°, a = .05,.0] and vl > 1,2 = 1(2)7, 0 = 0°0 50)90°, a = .10..05..02..01. Weir (1966) presented percentage points of the Behrens-Fisher distribution for 1,1.1,2 = 6.8.12.24. cc. 0 = 0°(15°)90°. a = .001. Table 41 in lssacs et al. (1974) contains v2 = 6.8, 12, 24. no, 8 = 00(150) 45°, a = .50, .20, .10, .05, .02 . Lindley and Scott (1984, Tables 11-a and 11-b) Finney (1952) . Lee (1989) , and Novick and Jackson (1974) (see also Greenwood k Hartley, 1962; Johnson, Kotz, dV Balakrishnan, 1995) . No tables are yet available, however, when the degrees of freedom for vi and v2 are small and even for a = .10..02.
The purpose of this section is to explain the method of approximation used in the 
to where to = To/ cos 0 + t1 tan 0 and p(ti) is defined in Equation 23. Next, if we define
71.00
As c ±oo, f (c) 0 and f is a nonnegative continuous function. The integral can be approximated via numerical integration to any reasonable degree of accuracy. In the computer programs we set Ati = 10-' and define c1 as the largest number with one decimal Following Box and Tiao (1973) , the integration process can be viewed geometrically in Figure 1 . In the figure, the joint distribution of t1 and t2, [i.e., the product p(i 1)p(t2)]; is illustrated by the three dimensional plot. Also shown is the distribution of r. For a given ro, the equation To = t2 cos 0 ti sin 0 determines a line on the two dimensional tjt2-plane.
Pr {r > ro} can be obtained by aggregating Pr {t2 > to} weighted by p(ti).
Insert Figure 1 about here
To illustrate the method, let us suppose that we want to calculate the tail area of Table 1 .
The probability that r exceeds m is .025. Executing B requires input values for ro, vi v2, 0.
Insert Table 1 
Approximation of the Posterior Distribution
Since the Behrens-Fisher distribution has no simple form, approximations have been used to obtain percentage points (e.g., Barnard, 1984; Banerjee. 1960 Banerjee. , 1961 Cochran, 1964; Cochran Cox, 1950; Fisher, 1941 : Ghosh, 1975 Linssen, 1991; Patil. 1965; Rahman k Saleh. 1974 ).
For example, Banerjee (1960 Banerjee ( , 1961 (33) Cochran and Cox (1950) proposed
Reporting the statement of a p value, whether or not it is followed by a pronouncement concerning the significance of the result, may sometimes be more informative than reporting a fixed-level hypothesis testing result. In the context of Bayesian inference, it is desirable to show the whole posterior distribution rather than particular intervals. The posterior distribution of S can be obtained by numerical integration of Equation 19 or using formulas presented by Ghosh (1975) . All methods for the approximations of the percentage points of the Behrens-Fisher distribution can be used to plot the approximate posterior distribution.
One important point may be that neither the numerical integration using Equation 19 nor Ghosh's method expresses t he posterior distribution in terms of tabled functions. To do so, we can use Patil's (1965) approximation or Molenaar's (1979) . methods. For example, Patil's (1965) Marascuilo and Serlin (1988) due to the small degrees of freedom. We can use Ghosh's (1975) method, however, although neither approximation is better than the numerical integration method. The posterior distribution of 6 obtained from the numerical integration method is presented in Figure 2 . The posterior distribution of (5, p(61x) , is centered at x2 ±1 = 4.91667. The 95% HPD interval [-18.41183, 8.57850 ] is also presented in Hypothesis Testing Based on Lindley Lindley (1965) suggested a simple test of a point null hypothesis, for example. Ho: 6 = 6o against. H1: 6 60 under a vague or diffuse prior. To conduct a significance test at level a, Lindley suggests finding a 100(1 a)% HPD region. He is rejected only if 60 is outside of this region. Notice that a directional hypothesis test can also be easily accommodated. Berger (1985) and Lee (1989) contain other Bayesian approaches to hypothesis testing.
In the Bayesian context, it is often more useful to obtain the whole posterior distribution.
The 95% HPD interval in Figure 2 contains 0 and the null hypothesis Ho: b = 0 cannot be rejected.
Frequentist Approach
Other solutions to the Behrens-Fisher problem also exist (e.g., Aspin, 1948 Aspin, , 1949 Gronow, 1951; James, 1959; Lee Sz Gurland, 1975; Mehta & Srinivasan, 1970; Nel, van der Merwe, Moser, 1990; Pagurova, 1968; Scheffe, 1943; Sprott & Farewell, 1993; Tsui & \Veerahandi, 1989; Wald, 1955; Welch, 1938 Welch, , 1947 . Several solutions to the Behrens-Fisher problem have been investigated on the basis of their size and magnitude of their power (e.g.. Davenport & Webster, 1975; Lee & Gurland, 1975; Mehta Si Srinivasan, 1970; Wang, 1971) . Of all those methods, perhaps those due to Welch (1938 Welch ( , 1947 . Aspin (1948 Aspin ( , 1949 and Tsui and Weerahandi (1989) are the most important from the frequentist. perspective. Welch (1938) presented an approximation of r by the method of moments and later (Welch, 1947) used asymptotic series expansions to obtain a critical value for terms of order 1/q:
where z,12 is the a/2 point of the standard normal distribution (i.e.. the probability of exceeding z12 is (42) and 
where c is given in Equation 32 and
The result was extended further by Aspin (1948) 
Aspin ( Table 11 ) reproduced Aspin (1949) and Trickett et al. (1956) . Note that critical values for certain small sample sizes (e.g., vi < 6) are not available from these tables.
In addition Welch (1938) suggested another method based on a random number of degrees of freedom. This is often referred to as the approximate degrees of freedom solution or Welch's approximate t test. In this regard Welch (1938) presented the following critical value: v2 (44) where the degrees freedom is in general not an integer. The critical value tcv:/2 can be obtained using the computer program ET (Galen Research, 1992) . When using the t table it.
is customary to round 1/' down to the nearest integer although the impact, of such rounding has not. been investigated. It is of interest to note that the equivalent of Welch's approximate t test had been proposed by Smith (1936) in a somewhat different, context for a related problem (see also Cochran, 1964; Satterthwaite, 1941 Satterthwaite, . 1946 Wallace, 1980) . Wang (1971) indicated that Welch's approximate t test is not as effective as the Welch-Aspin test. Even so Best and Rayner (1987) , Davenport and Webster (1975) , and Scheffe (1970) indicated that Welch's approximate t test may be the best practical solution.
For the Marascuilo and Serlin (1988) : T(X;x,6,77)> T(x;x,6,77)} (45) where x denotes the observed data for the random variable X. T(X:x,6,q) is a test statistic that is stochastically increasing in 6, and 77 is the nuisance parameter. The generalized p-value is defined as p = sup6<60Pr {X E R.,(6,77)) (46) and it is free of the nuisance parameter 77. A small value of p suggests that. the observed x does not support Ho.
In 
The distribution of W given xl, and x2 is free of the nuisance parameter and can be seen as Z(s2i/U + 4/V)1/2, where Z, U7 and V are independent, Z N(6,1), U ti x2(v1). and V ),.2(.2). In addition, the family of cumulative distributions of W(X) for given x1 and x2 is stochastically increasing in 6 (Lehmann, 1986) . The generalized extreme regions can be defined as
and the generalized p value is B 4
(vi + v2)C(1 C)
Equation 52 
Summary
The Behrens-Fisher problem has been one of the focal points of the controversy between the Neuman-Pearson frequentist and Fisherian approaches (as well as possibly the Bayesian approach) to significance testing and statistical inference (for further discussion, see Bartlett, 1936; Fisher, 1956; Lehmann, 1993; Wallace. 1980; Welch, 1956) . Although substantial agreement can be found among the results from the various methods, there is also substantial disagreement among proponents of various positions. Table 3 summarizes the critical values and the 95% confidence/BPD intervals for the data from Marascuilo and Serlin (1988) used to illustrate these methods. The conservative 1-test yielded the largest critical value and, consequently, the widest confidence interval.
The t test yielded the smallest critical value and the shortest confidence interval. All other confidence/HPD intervals lie between the two intervals (see also Mickey & Brown. 1966) .
Under the assumption that cr? = al, the confidence interval of Equation 7, which is a frequentist solution, coincides with the fiducial interval and as well as with a Bayesian HPD interval based on the vague reference prior. For directional hypothesis testing. the frequentist solution by Tsui and Weerahandi's (1988) yields the same conclusion as fiducial and Bayesian approaches.
Insert. Linnik (1968 Linnik ( /1966 proved, however, that. a uniformly most powerful test does not exit in the context. of the Behrens-Fisher problem. As indicated in Lehmann (1993) and Wallace (1980) , the main difference between the Bayesian (or Fisher) and Neyman-Pearson approaches is whether or not the inference is conditioned.
Bayesian inference is conditional depending on unknown nuisance parameters. The
Bayesian context discussed in this paper was only for the noninformative prior. In the general Bayesian context in whcih informative priors may be used, the attempt. is made to incorporate the prior information. If one has substantial prior information about the parameters, especially information which can be approximated by independent normal and chi-square distributions for 14 and respectively, then the Behrens-Fisher problem can be extended to incorporate it. Other Bayesian methods for the Behrens-Fisher problem have also been presented by Broerneling, Son, and Ham( ly (1990) , Dayal and Dickey (1976) , Weerahandi (1988), and Patil (1964) .
When there are more than two groups, the Behrens-Fisher problem becomes the generalized Behrens-Fisher pioblem. When more than one variable is of interest, the BehrensFisher problem becomes a multivariate one. Procedures for the generalized Behrens-Fisher problem have been proposed by James (1951) , Johansen (1980 ), Welch (1951 , Tamhane (1977), and Tsakok (1978) . Comparisons of the solutions and the corresponding robustness 16 p problem for general linear hypotheses is treated by Brown and Forsythe (1974) and Clinch and Kesselman (1982) . The multivariate Behrens-Fisher problem in which two groups and two or more variables are of concern is discussed by Bennett (1980) , Dalai (1978) , Dalal and Fortini (1983) . James (1954) . Johnson and Weerahandi (1988) , Kim (1992) , Siotani (1987) . Subrahmaniam and Subrahmaniam (1973; Yao (1965) .
In this review, we have focused on parametric solutions to the Behrens-Fisher problem.
Nonparametric or distribution-free solutions have also been proposed for this type of problem (see Lehmann, 1975 u2 = 1(1)5, 10, 12, 24, co, 9 = O0 (150) Fisher Distribution for vl , 1,2 = 1(1)8, 10, 12, 21, co, 8 = 0° (15° )90° , 0 = .10, .05, .02, . Tsbis 2-cuntinucd Porcontsge Points of the Behrens-Fisher Distribution for vl , v2 1(1)8, 10, 12, 24, oo, 6 = 0° (15°)90° , o = .10, .05, .02, .01 . Fisher Distribution for "1, s,2 0 1(1)8, 10, 12, 24, ao, 6 = 0° (15° )90° , a = .10, .05, 95% HPD interval 
