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ABSTRACT
In this thesis the holomorphic anomaly of correlators in topological string theory, matrix
models and supersymmetric gauge theories is investigated. In the first part it is shown how
the techniques of direct integration known from topological string theory can be used to solve
the closed amplitudes of Hermitian multi-cut matrix models with polynomial potentials. In
the case of the cubic matrix model, explicit expressions for the ring of non-holomorphic
modular forms that are needed to express all closed matrix model amplitudes are given. This
allows to integrate the holomorphic anomaly equation up to holomorphic modular terms that
are fixed by the gap condition up to genus four. There is an one-dimensional submanifold of
the moduli space in which the spectral curve becomes the Seiberg–Witten curve and the ring
reduces to the non-holomorphic modular ring of the group Γ(2). On that submanifold, the gap
conditions completely fix the holomorphic ambiguity and the model can be solved explicitly
to very high genus. Using these results it is possible to make precision tests of the connection
between the large order behavior of the 1/N expansion and non-perturbative effects due to
instantons. Finally, it is argued that a full understanding of the large genus asymptotics in
the multi-cut case requires a new class of non-perturbative sectors in the matrix model. In the
second part a holomorphic anomaly equation for the modified elliptic genus of two M5-branes
wrapping a rigid divisor inside a Calabi-Yau manifold is derived using wall-crossing formulae
and the theory of mock modular forms. The anomaly originates from restoring modularity of
an indefinite theta-function capturing the wall-crossing of BPS invariants associated to D4-
D2-D0 brane systems. The compatibility of this equation with anomaly equations previously
observed in the context of N = 4 topological Yang-Mills theory on P2 and E-strings obtained
from wrapping M5-branes on a del Pezzo surface which in turn is related to topological string
theory is shown. The non-holomorphic part is related to the contribution originating from
bound-states of singly wrapped M5-branes on the divisor. In examples it is shown that the
information provided by the anomaly is enough to compute the BPS degeneracies for certain
charges.
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Chapter 1
Introduction
The study of mathematical structures underlying physical models has always been a rich
source of valuable insights for both physics as well as mathematics. The central theme of
this thesis is to investigate the properties of certain correlators or amplitudes in topological
string theory and its by large N -duality and geometric engineering related descriptions. The
main emphasis is laid on an dichotomy of holomorphicity and modularity whose far-reaching
physical, computational and structural implications are studied in the following.
Starting point are the various guises of superstring theory. Despite its drawbacks like the
problem of featuring extremely many vacua, the lack of a non-perturbative description or the
difficulty of background independence, string theory has lead to many new insights in physics
and mathematics. To name a few, it offers a theoretical ground to study quantum gravity
effects such as the microscopic origin of the Bekenstein-Hawking entropy of black holes. Fur-
thermore, it provides a geometric description of supersymmetric gauge theory which led, for
instance, to a geometric understanding of S-duality. Moreover, it gives a unifying description
of gauge theory with gravity and has sparked many applications surrounding the AdS/CFT
correspondence.
Often the study of non-perturbative aspects of string theory is most exciting. However,
this has to be achieved indirectly by considering for instance BPS states of the theory. These
are states that are protected by supersymmetry and are present at weak and strong coupling.
Another avenue to study non-perturbative effects is to examine the large order behavior of
perturbation theory. In both cases, the investigation of toy models of string theory has been
highly promising and led to a deeper understanding of string theory. One such toy model
is topological string theory introduced in [162, 163]. Following [139], the topological string
can be understood as a localized version of the full superstring in the sense that the path
integral only receives special contributions from the classical configurations. The importance
lies in the fact that certain BPS observables of the physical string are localizations of the
same special contributions. Thus, these physical observables can be computed in the simpler
framework of topological string theory but are then valid for the physical string as well.
Beside the direct applications of topological string theory to the physical string it is inter-
esting to study it on its own. Topological string theory is based on a non-linear sigma model
with N = (2, 2) world-sheet supersymmetry whose fields take values in a six-dimensional
target space X. Supersymmetry implies that the target space is a Ka¨hler manifold and by
imposing conformal invariance X is shown to be Calabi-Yau. By a redefinition of charge
and spin of the fields the field theory is twisted into a topological theory. This twist can be
achieved in two different ways giving rise to the so-called A-model and the B-model. Upon
coupling to gravity one obtains two versions of topological string theory. Compared to the
physical string the A-model is a restriction of type IIA theory and the B-model receives only
1
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special contributions of the type IIB string. Supersymmetric localization implies that the
A-model reduces to holomorphic maps from the world-sheet onto two-cycles of the Calabi-
Yau manifold and that in the B-model only constant maps contribute to the path integral.
The moduli of topological string theory are given by the couplings of the non-linear sigma
model and can be interpreted geometrically as the complexified Ka¨hler parameters and com-
plex structure parameters of the Calabi-Yau manifold X for the A-model and the B-model,
respectively.
Features of topological string theory
Topological string theory is mainly concerned with the computation of its partition function
Z(gs, t), where t are the moduli and gs is the string coupling constant. Depending on the
type of world-sheet, one distinguishes between open and closed topological strings. Open
topological strings are built from a Riemann surface Σg,h of genus g with h holes, whereas
closed topological strings stem from a compact Riemann surface Σg of genus g. The latter
enjoys a genus expansion of the form
Z(gs, t) = exp
 ∞∑
g=0
Fg(t) g
2g−2
s
 ,
where Fg(t) are the genus g free energies. Having computed Fg(t) globally on the moduli
space it is straightforward to derive all closed topological string correlators solving the theory
perturbatively. In the following we collect some interesting features of these free energies.
Mirror symmetry
Mirror symmetry is an equivalence of A-model topological strings on a Calabi-Yau three-fold
X with B-model topological strings on a different Calabi-Yau three-fold Y and can be thought
of as a generalization of T-duality [152]. In particular, all correlation functions of the A-model
get identified with the same correlation functions on the B-model side by providing a map
between the complexified Ka¨hler moduli t of X and the complex structure parameter z of Y .
The map t = t(z) is called the mirror map and in order to make sense the mirror pair (X,Y )
has to fulfill hp,q(X) = h3−p,q(Y ). The tremendous benefit of mirror symmetry is, that it
opens a possibility to study the prepotential F0(t), the higher genus free energies Fg(t) and
their interpretation in terms of enumerative geometry on the A-model side through an easier
computation on the B-model side.
Holomorphic anomaly, modularity and direct integration
From the non-linear sigma model point of view there exists an anti-A-model and an anti-B-
model which are related to the A- and B-model by exchanging left-movers with right-movers.
Due to the topological property anti-A(B)-model and A(B)-model decouple such that Fg(t)
should only depend holomorphically on the moduli t. However, upon coupling to gravity this
decoupling is broken and leads to a dependence of Fg(t) on t¯. This is called the holomorphic
anomaly and it can be summarized in a set of differential equations governing the Fg(t)
that are recursive in the genus [15]. Another variant of the holomorphic anomaly is given
by studying the symmetry properties of the topological string amplitudes. On the B-model
side one is interested in the group Γ of large, Ω-preserving diffeomorphisms, where Ω is the
3holomorphic three-form on the Calabi-Yau manifold. Γ is a discrete subgroup of Sp(b3,Z)
generated by the monodromies of the periods of Ω. Then, following [1], the Fg’s are either
holomorphic, quasi-modular forms or almost-holomorphic modular forms of weight zero under
the group Γ acting on t. We therefore conclude, that the Fg cannot be holomorphic and
modular invariant simultaneously.
At first sight, the holomorphic anomaly makes the system more complicated. Fortunately,
the modular symmetry in combination with the recursive holomorphic anomaly equations al-
lows to write down solutions to the equations as polynomials of fixed degree in the ring of
the corresponding modular forms. This ring is finitely generated by holomorphic and non-
holomorphic modular forms and closes under differentiation. Therefore, the integration of
the differential holomorphic anomaly equations is basically with respect to a finite number
of non-holomorphic generators. This technique is therefore referred to as direct integration
and was developed in [6, 77, 92, 169]. In fact, by integration there is a family of solutions
parameterized by finitely many unknowns. In principle, one can recover the physical solution
Fg by imposing enough independent boundary conditions. In practice, these are given by the
behavior of the holomorphic expansions of Fg near boundary points of the moduli space. In
the case of non-compact Calabi-Yau spaces the procedure is known to supply enough con-
straints to fix Fg completely [82].
Background independence and choice of polarization
In topological string theory background dependence refers to an explicit dependence of the
correlators on a reference point in the moduli space of the theories. From the point of view
of the two-dimensional field theories background dependence reflects the different values of
couplings. The precise dependence is captured by the holomorphic anomaly equations and
seems to be an obvious obstruction to background independence. However, in [166] it was
argued that the holomorphic anomaly equations can be interpreted as actually giving the
partition function Z(gs, t) a background independent meaning. The idea is to view Z(gs, t)
as a wave function in an auxiliary Hilbert space obtained by quantizing H3(X), where g
2
s
plays the role of ~. The partition function being holomorphic or modular is traced back to
a choice of polarization [1]. This is similar to the quantum-mechanical case where the wave
functions depend either on the coordinates or momenta and the two choices of polarization
are related by a Fourier transform. The choice of polarization in the B-model is given by a
choice of complex structure. Once the complex structures changes, the wave functions change
by a Bogoliubov transformation. The latter transformation property can be shown to coincide
with the holomorphic anomaly equations [166].
Topological string theory, matrix models and geometric transition
Open topological string theory is obtained by studying world-sheets with boundaries Σg,h.
This gives rise to open topological string amplitudes Fg,h. In a series of papers [45–47] Dijk-
graaf and Vafa showed that the spacetime description of particular open topological string se-
tups in terms of string field theory reduces to a matrix model. These are certain non-compact
Calabi-Yau manifolds which originate from a singular geometry of the form y2 = (W ′(x))2,
whereW (x) is a polynomial of degree n+1. The singularities are at the critical points ofW (x).
As in the conifold case there are two ways to smooth out the singularity either by resolving
or deforming the singular Calabi-Yau manifold. We call the two manifolds Xdef and Xres.
The resolved geometry Xres with branes wrapping the blown-up P
1’s gives rise to a multi-cut
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matrix model of a single N × N matrix M with polynomial potential W (M). By introduc-
ing the ’t Hooft parameter t = gsN and formally resuming the Fg,h as Fg(t) =
∑
h Fg,ht
h,
one obtains a closed string theory interpretation. Indeed, as explained in [23, 70], there is a
geometric or large N transition relating open string Calabi-Yau backgrounds to closed string
Calabi-Yau backgrounds. This allows to transfer methods from matrix models described in
terms of their spectral curve to open topological string theory on the resolved Calabi-Yau
manifold Xres or closed topological string theory on the deformed Calabi-Yau manifold Xdef .
Gauge-String dualities
The geometric or large N transition we encountered above can in fact be embedded in the
much more general framework of gauge/string theory duality. The original duality between
N = 4 Super-Yang-Mills theory and type IIB closed string theory on AdS5×S5 was discovered
in [115] and motivated by the open-closed string dualities for D-branes. The Super-Yang-
Mills theory lives on the boundary of AdS5 and originates from a stack of D3-branes in type
IIB theory. The general approach of gauge-string dualities associates world-sheet Riemann
surfaces to the Feynman diagrams in ’t Hooft’s double line notation of the large N gauge
theory. One of the simplest and oldest examples of the gauge-string duality is given by the
Kontsevich matrix model [105] which agrees at large N with two-dimensional topological
gravity. Another example is given by three-dimensional Chern-Simons theory on S3 which
stems from open topological string theory on T ∗S3 and is related by a large N duality to
closed topological string theory on the resolved conifold [124].
Physical applications of topological string theory
It was pointed out before, that topological string theory computes certain observables of the
physical string. Following [139], the perhaps best studied physical examples are the prepoten-
tial of N = 2 gauge theories in four dimensions, the superpotential of N = 1 gauge theories
in four dimensions and black hole entropy in four and five dimensions. In the following each
of these setups is described.
N = 2 gauge theories in four dimensions
We begin with an application to N = 2 gauge theories in four dimensions. Compactifying
type IIA (or IIB) string theory on a Calabi-Yau threefold yields a N = 2 effective gauge
theory with h1,1 (h2,1) vector multiplets. Then topological string theory computes certain
F-terms in the effective action involving the vector multiplets [12,15]. More precisely, the free
energies are the gauge kinetic couplings of graviphotons to the curvature tensor in the effective
action. Of particular phenomenological interest is the genus zero contribution which gives
the prepotential of the N = 2 effective theory. Interesting gauge theories are geometrically
engineered as follows [96]. First of all, one would like to decouple gravity which is achieved
by considering non-compact Calabi-Yau manifolds. These can be realized by fibrations of so-
called ALE spaces C2/G over a Riemann surface Σ. Here, G is a finite subgroup of SU(2) and
the singularities of the ALE space are zero-size two-spheres which correspond to the simple
roots of a Lie algebra g. D2-branes which wrap these two-spheres are then identified with
massless gauge bosons in four dimensions. By resolving the singularities the W bosons get
massive and the volumes or Ka¨hler parameters ti are related to their masses. The volume of
the base Σ is identified with the gauge theory coupling constant by vol(Σ) = 1/g2. In the
limit in which g2 and the Ka¨hler parameters ti are sent to zero while keeping the masses of
5the gauge bosons constant the prepotential F0 of topological string theory is counting the
gauge theory instantons as a function of the Coulomb branch moduli which then solves the
infra-red dynamics of the theory as in the case of Seiberg and Witten [147,148].
N = 1 gauge theories in four dimensions
The second example is obtained by compactifying type II string theory on a Calabi-Yau mani-
foldX together with internal fluxes or space-time filling D-branes which break supersymmetry
down to N = 1. Here, the gauge symmetry is not obtained from the geometric singularity as
in the previous example but originates from the stack of D-branes. In particular, N space-time
filling D-branes give rise to U(N) gauge theory in four dimensions. The physical observable
of interest is the superpotential W of N = 1 theory. Its importance lies in the fact that the
vacuum of the N = 1 effective theory is at field configurations which extremize W . The full
quantum superpotential can be obtained from the free energies of topological string theory on
world-sheets with boundaries [15]. In the case of type IIB theory with D5-branes wrapping a
cycle inside X the superpotential can also be directly computed in the gauge theory. Due to
the relation to topological string theory the complicated Yang-Mills theory can be truncated
and, as outlined before, a matrix model emerges [45–47]. More precisely, one considers the
partition function of a single N ×N matrix M with action W (M)/gs. Then, the large N or
planar limit of the matrix model determines the superpotential.
Spinning black holes in five dimensions
The third observables are the degeneracies of BPS states contributing to the entropy of spin-
ning black holes in five dimensions obtained by compactifying M-theory on a Calabi-Yau
threefold X. More precisely, we are interested in the number of BPS states of a given charge
Q and spin jL. The BPS states in five dimensions are given by M2-branes wrapping two-cycles
of X where the charge Q is the U(1) charge of the M-theory three-form dimensionally reduced
on the two-cycle. The spin jL denotes the quantum number of the little group of massive
particles in five dimensions which is SO(4) = SU(2)L×SU(2)R. A convenient way to package
the information over the BPS states is provided by the N = 2 elliptic genus Tr(−1)JRqJLe−βH
in five dimensions. It turns out that the elliptic genus is rigid against complex structure defor-
mations but depends continuously on the Ka¨hler moduli t of X. Now, the crucial observation
is that the topological string partition function Z(gs, t) is precisely the elliptic genus if we
identify q = e−gs with the string coupling constant gs and the spin-dependence gets related
to the genus g of the world-sheet of the topological string [68, 69]. Thus, topological string
theory encodes integer-valued BPS invariants nQg in its perturbative expansion. This allows to
make contact with the entropy S of black holes. S can be determined classically and it turns
out to be proportional to the area of the event horizon. Quantum mechanically the entropy
should coincide with the logarithm of the degeneracy of the quantum states of the black hole
in the limit of many states. Indeed, it was shown in [91] that the asymptotic growth of the
so-called Gopakumar-Vafa invariants nQg agrees with the scaling of the entropy of spinning
black holes in five dimensions for various examples.
Charged black holes in four dimensions
The fourth and last example is given by the degeneracies of BPS states contributing to the
entropy of four-dimensional black holes. In the following consider type IIB theory on a Calabi-
Yau manifold X and D3-branes wrapping three-cycles in H3(X,Z). These D3-branes give rise
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to charged BPS particles in four dimensions. The splitting of electric charges Q and magnetic
charges P is obtained by making a choice of symplectic basis of H3(X,Z). At large charges,
the number of BPS states is related to the classical Bekenstein-Hawking entropy S which
in our setup is proportional to the holomorphic volume of the Calabi-Yau manifold. More
precisely, denoting by C = (P,Q) the three-cycle of electric and magnetic charges and by
Ω the holomorphic three-form, the entropy is given by S = iπ4
∫
X Ω ∧ Ω¯. In this formula,
Ω is fixed by the condition that Re(Ω) is the Poincare´ dual of C. We denote by X the
vector multiplet scalars and introduce Φ = X − X¯ . Then, a Legendre transform from Φ to
Q shows that the transformed imaginary part of the prepotential Im(F0(X)) is in fact equal
to the entropy S for large charges. The fact that the Legendre transformation is the leading
approximation to the Fourier transform leads to the famous OSV conjecture [143]∑
Q
Ω(P,Q)e−Q·Φ ∼ |Z(P + iΦ)|2.
On the left hand side, Ω(P,Q) denotes1 again the index of BPS black holes of charge (P,Q),
while the right hand side is the square of the B-model partition function evaluated at a partic-
ular value of the coupling constant gs and moduli t. There are at least two subtleties with this
formula. First, the degeneracies Ω(P,Q) in fact depend on a choice of boundary condition of
the scalar fields. The dynamics of the BPS quantum states leads to sudden jumps of Ω(P,Q)
as one crosses so-called walls of marginal stability in the moduli space of scalar fields [37].
This raises the question for which choice of background value the conjecture is supposed to
hold. Second, the topological string partition function Z is divergent and understood as an
asymptotic series. Thus, it is unclear how the proportional sign ∼ is interpreted.
Outline of this thesis
This thesis is organized as follows.
• Chapter two starts with a discussion about topological string theory where most em-
phasis is laid on the holomorphic anomaly equations and the techniques to solve them.
Thereafter matrix models and their connection to topological string theory are inves-
tigated. Some emphasis is laid on the relation between loop equations and the holo-
morphic anomaly as well as on the relation of large order behavior of perturbation
theory and non-perturbative aspects. At last N = 2 BPS states and the wall-crossing
phenomenon are studied culminating in the Kontsevich-Soibelman formula.
• In chapter three direct integration is proposed as a new method to solve the closed
amplitudes for multi-cut matrix models with polynomial potentials. As an example
the cubic matrix model is examined and the direct integration technique is presented
explicitly. These results are then used to study large order behavior of the perturbative
expansion of the partition function which is then interpreted by non-perturbative effects.
This chapter is published in [102].
• In chapter four a recursive holomorphic anomaly equation for the elliptic genus of mul-
tiply wrapped M5-branes on a rigid divisor inside a Calabi-Yau threefold is derived.
1 Do not confuse the BPS index Ω(P,Q) with the holomorphic three-form Ω.
7In this context wall-crossing and non-holomorphicity are related by writing the elliptic
genus in terms of mock modular forms. It is shown that this anomaly equation is the
equation which was found in the context of N = 4 SYM [156] and E-strings [131,132].
Most parts of this chapter are published in [5].
• In chapter five we summarize and conclude. Further, open problems and future direc-
tions of research are pointed out.
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Thomas Wotschke, “Wall-crossing holomorphic anomaly and mock modularity of mul-
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Chapter 2
Topological string theory, matrix models and
BPS states
In the introduction the tight connection between topological string theory, matrix models and
BPS states was described. The following three sections concentrate on each of these setups
separately, but also deepen their interrelation. Some emphasis is laid on the holomorphic
anomaly equations in topological string theory and matrix models as well as on the wall-
crossing phenomenon of N = 2 BPS states in four dimensions.
2.1 Topological string theory
In the following a brief recapitulation of topological string theory is presented. Many reviews
and notes have appeared about this subject by now. Some of these include [14,15,76,84,100,
124,139,159].
We start by recalling some properties of N = 2 superconformal field theories in two
dimensions. We note a chiral ring structure, study the marginal deformations and take a
look at non-linear sigma models. Thereafter, the twisting to a topological field theory as
well as the coupling to gravity is presented. The review of mirror symmetry is followed
by a derivation and solution of the famous holomorphic anomaly equations. We end this
section with a re-interpretation of the holomorphic anomaly equations as encoding quantum
background independence of topological string theory.
2.1.1 N = (2, 2) superconformal field theory
Topological string theory is based on an N = (2, 2) superconformal field theory (SCFT) in
two dimensions, where the two copies of N = 2 refer to right-moving and left-moving versions
of the N = 2 superconformal algebra which are related by complex conjugation.
The N = 2 algebra is an extension of the Virasoro algebra of the energy-momentum tensor
T (z) by two anti-commuting currents G±(z) and a U(1) current J(z). Here G±(z) carries
charge ±1 under this U(1). The conformal weights are summarized as follows
weight h
T (z) 2
G+(z) G−(z) 3/2
J(z) 1
(2.1)
and the central charge is denoted by c. In addition, the following boundary conditions are
imposed
G±(e2πiz) = −e∓2πiaG±(z), (2.2)
with a continuous, real parameter a. We say that integral and half-integral a corresponds to
the Ramond and Neveu-Schwarz sector, respectively. Let us summarize the expansions of the
9
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fields in Fourier modes. According to the conformal weights they read
T (z) =
∑
m∈Z
Lm
zm+2
,
G±(z) =
∑
m∈Z
G±m±a
zm±a+
3
2
,
J(z) =
∑
m∈Z
Jm
zm+1
.
(2.3)
It is possible to express the N = 2 superconformal algebra in terms of operator product
expansions of the currents or by the commutation relations of its modes. We refrain from
writing down any of them and refer the reader to the literature [76]. For different continuous
parameters a the algebra is isomorphic and thus there exists a so-called spectral flow symmetry
which is an operation on the states of the theory. In particular Ramond and Neveu-Schwarz
sectors get related to each other which gives rise to supersymmetry in space-time.
Chiral ring
Furthermore, we have to point out an additional structure of the representation theory of
the N = 2 superconformal algebra. The operators creating the highest weight state form a
finite sub-sector and are endowed with a ring structure. This is important since topological
string theory can be seen as a truncation of the N = (2, 2) superconformal field theory to
states which only belong to this so-called chiral ring. States in the Neveu-Schwarz sector of
the theory are labelled by their eigenvalues under L0 and J0, which are denoted hφ and qφ,
respectively. In the Ramond sector the G±0 eigenvalue is also needed. A highest weight state
|φ〉 is defined by
Ln|φ〉 = 0, G±s |φ〉 = 0, Jm|φ〉 = 0, n, s,m > 0. (2.4)
A highest weight state is created by a primary field φ out of the vacuum |0〉, where the
vacuum is the state whose eigenvalue labels are all zero. We will be interested in a subset
of primary fields called (anti-)chiral primary fields. The states associated to chiral primary
fields are further annihilated by G+−1/2, whereas states associated to anti-chiral primary fields
are further annihilated by G−−1/2. Thus combining left moving and right moving sectors of
the N = (2, 2) SCFT one is lead to the notion of (c, c), (a, c), (c, a) and (a, a) primary fields,
where c stands for chiral and a for anti-chiral. For a chiral primary field hφ =
qφ
2 and for an
anti-chiral field hφ = − qφ2 . Further, the conformal weight of a chiral primary is bounded by
c/6 and a general state |ψ〉 satisfies the inequality hψ ≥ qψ2 . We denote by φi the set of all
chiral primary fields and state that the before mentioned ring structure is given by1
φiφj = C
k
ijφk, (2.5)
where Ckij stems from the three-point function Cijk = 〈φiφjφk〉0 on the sphere and the index
is raised with respect to the topological metric ηij = 〈φiφj〉0. We further note, that the (a, a)
ring is the complex conjugate of the (c, c) ring, and so is the (c, a) ring of the (a, c) ring.
1 This equation is understood to hold as a relation between correlation functions.
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Deformations
In order to obtain an interesting theory we are going to study the deformation space of the
N = (2, 2) SCFT. In general conformal field theories are perturbed or deformed by adding
so-called marginal operators to the action. Marginal operators are fields having conformal
weight h+ h¯ = 2. Under a marginal deformation a conformal field theory flows to a “nearby”
conformal field theory in the infra-red with the same central charge. This will thus generate a
continuously connected family of conformal field theories. In the following we will concentrate
on the (c, c)/(a, a) ring and spinless marginal deformations, i.e. h = h¯ = 1. The perturbation
of the action is then given by
δS = zi
∫
Σg
φ
(2)
i + z
ı¯
∫
Σg
φ¯
(2)
ı¯ , i = 1, . . . , n, (2.6)
where φ
(2)
i and φ¯
(2)
ı¯ originate from (anti-)chiral fields φ
(0)
i and φ¯
(0)
ı¯ with conformal weights
(hφ, h¯φ) = (hφ¯, h¯φ¯) = (1/2, 1/2) and charges (qφ, q¯φ) = (−qφ¯,−q¯φ¯) = (1, 1) as follows
φ
(2)
i (w, w¯) = {G−−1/2, [G¯−−1/2, φ
(0)
i (w, w¯)]} =
∮
dz G−(z)
∮
dz¯ G¯−(z¯)φ
(0)
i (w, w¯),
φ¯
(2)
ı¯ (w, w¯) = {G+−1/2, [G¯+−1/2, φ¯
(0)
ı¯ (w, w¯)]} =
∮
dz G+(z)
∮
dz¯ G¯+(z¯) φ¯
(0)
ı¯ (w, w¯).
(2.7)
Further, n denotes the dimension of the subspace of the Hilbert space spanned by the charge
(1, 1) operators. The deformation space spanned by this operators is called the moduli space
of the SCFT and denoted M. We skip the similar construction for the (a, c) ring which can
be found e.g. in [76].
Non-linear sigma-models
Geometric realizations of the N = (2, 2) SCFT are given by non-linear sigma models. This
allows to identify the (a, c) and (c, c) rings with geometric quantities. The discussion follows
mainly [164]. Consider a field theory with bosons φi and fermions χi, ψi on a Riemann surface
Σg of genus g. Both fields are related by supersymmetry and the bosonic field is understood as
the coordinate of some three-dimensional target space X, i.e. φ : Σg → X. A consequence of
N = (2, 2) supersymmetry on the worldsheet is that X is Ka¨hler. The action of the non-linear
sigma model is given by [164]
S0 =
∫
Σg
d2z (
1
2
gi¯∂zφ
i∂z¯φ
¯ +
i
2
gi¯ψ
iDzψ
¯
+
i
2
gi¯χ
iDz¯χ
¯ +Rik¯jl¯ψ
iψk¯χjχl¯) +
∫
Σg
φ∗(B),
(2.8)
where B is the B-field. Since the beta-function at one-loop is proportional to the Ricci tensor
this action is conformally invariant, if the Ricci tensor of the target space X vanishes. Thus,
recalling that X is Ka¨hler this shows that X is in fact a Calabi-Yau manifold. It is shown
e.g. in [76] that the (a, c) and (c, c) rings stem from the representation of the zero-mode
algebra of the fermions. In fact, the following correspondence holds
R(a,c) ≃
⊕
p,q
H
(p,q)
∂¯
(X),
R(c,c) ≃
⊕
p,q
H
(0,p)
∂¯
(X,∧qTX).
(2.9)
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This will allow us to conclude that the (a, c) ring deformations parameterize the space of
complexified Ka¨hler deformations and that the (c, c) ring deformations parameterize the space
of complex structure deformations of the underlying target space X.
2.1.2 Twisting and topological field theory
A topological theory of cohomological type is a quantum field theory which features a Grass-
mann, scalar symmetry operator Q. Q obeys the following three properties:
1. Q is nilpotent, Q2 = 0.
2. The action is Q-exact, S = {Q, V }.
3. The energy momentum tensor is Q-exact, Tµν = {Q, Gµν}.
As a consequence the partition function is independent of the choice of the background metric
which can be seen as follows. A variation of the partition function with respect to the
background metric is equivalent to the insertion of the energy-momentum tensor into the
correlator. Since this correlator is Q-exact and Q is a symmetry of the theory the variation
vanishes and the partition function is metric independent. Note, that Q is formally identical
to a BRST operator and thus physical states correspond to cohomology classes of the operator
Q. In addition the Q-exactness of the action implies that the semiclassical approximation is
exact. For a derivation of these facts see [124].
Topological twist
The supersymmetric non-linear sigma models we discussed in the last section can be twisted
in two different ways to produce two inequivalent topological field theories in two dimensions.
Depending on the chiral ring under consideration the twisting procedure is achieved differently.
First the Grassmann valued scalar BRST operators, denoted QA/B, are given by
(a, c) : QA = G
−
0 + G¯
+
0 ,
(c, c) : QB = G
+
0 + G¯
+
0 ,
(2.10)
such that by considering only those states as physical states, which are annihilated by the
BRST operators, a restriction to the chiral ring under consideration is achieved. Second, the
energy-momentum tensor is shifted which amounts to a redefinition of the spin of the fields
of the SCFT. This is done by defining2
(a, c) : T → T + 1
2
∂J, T¯ → T¯ − 1
2
∂¯J¯ ,
(c, c) : T → T − 1
2
∂J, T¯ → T¯ − 1
2
∂¯J¯ .
(2.11)
It is customary to denote the restriction to the (a, c) ring as the A-model, and the restriction
to the (c, c) as the B-model. In complete analogy, one also can construct the anti-A-model
and anti-B-model by restricting to the (c, a) ring and the (a, a) ring, respectively.
2 Notice, that this changes the conformal weights of the anti-commuting currents G± resulting in different
mode expansions as compared to the untwisted theory.
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2.1.3 Coupling to gravity
Topological string theory refers to one of the two inequivalent topological field theories that we
discussed in the last section coupled to two-dimensional gravity which involves an integration
over the space of all possible two-dimensional metrics of the Riemann surfaces Σg of genus g
of the non-linear sigma model. In particular, this implies that the operators QA/B have to
be globally defined on every such Σg. This is guaranteed by the topological twist, especially
by the redefinition of the energy-momentum tensor. By construction this yields an A-model
topological string theory as well as a B-model topological string theory.
By denoting by ma, a = 1, . . . , 3g − 3, the complex structure parameters3 of Σg, the first
order deformation of the worldsheet metric h modulo Weyl and diffeomorphism invariance is
given by ∫
Σg
d2z
√
hδhµνTµν =
∫
Σg
d2z
(
µazz¯ δm
aTzz + µ¯
az¯
z δm¯
aTz¯z¯
)
, (2.12)
where µa ∈ H0,1(Σg, TΣg) are the so-called Beltrami differentials. Since the notion of physical
states in the bosonic string theory is exactly the same as that of chiral states in the twisted
theories, the Beltrami differentials get contracted with the fields G± which play the role of
ghosts. Therefore, the higher genus amplitudes or free energies of topological string theory
are defined by [15]
Fg =
∫
Mg
[dmdm¯] 〈
3g−3∏
a=0
(
∫
Σg
µaG
−)(
∫
Σg
µa¯G¯
−)〉, g ≥ 2, (2.13)
and the n-point functions are defined by
Cgi1...in =
∫
Mg
[dmdm¯] 〈
n∏
r=1
∫
Σg
φ
(2)
ir
3g−3∏
a=0
(
∫
Σg
µaG
−)(
∫
Σg
µa¯G¯
−)〉, (2.14)
where (2.14) is valid for all n if g > 1, for n > 0 if g = 1 and for n ≥ 3 if g = 0. Furthermore,
〈. . . 〉 denotes the correlation function of the CFT on Σg and [dmdm¯] are dual to the Beltrami
differentials. In the eq. (2.13), (2.14) the correlators are taken with respect to a action that is
perturbed by marginal operators, S = S0+δS. Due to the existence of globally defined Killing
vectors on the sphere and on the torus the genus zero and one sectors are only well-defined
when a certain minimum amount of fields are inserted into the correlator of (2.14) that kill
these symmetries, cf. [14,15]. A more detailed treatment of this subject can be found in the
references [84,100,124].
2.1.4 Mirror symmetry
Mirror symmetry is an equivalence of the A-model and B-model topological string theory and
can be thought of as a generalization of T-duality [152]. More precisely, one considers the A-
model on a target space X together with the space of complexified Ka¨hler deformations which
we take to be parameterized locally by ta, a = 1, . . . , h1,1(X), whereas the B-model is given
by another Calabi-Yau manifold Y together with the space of complex structure deformations
locally parameterized by coordinates zi, i = 1, . . . , h2,1(Y ). Mirror symmetry then states that
the free energies and correlators of the A-model can be identified with the free energies and
3 The virtual dimension of the moduli space of complex structures on a genus g Riemann surface is 3g− 3.
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correlators of the B-model given the so-called mirror map t = t(z). Obviously, this implies
that the Calabi-Yau spaces involved have to fulfill h1,1(X) = h2,1(Y ).
In the following we want to examine mirror symmetry in some detail. This means that
we have to study the deformation spaceM of the twisted N = (2, 2) SCFT more thoroughly.
It turns out that the ground-states of the theory do not vary over the space of deformations.
However, there exists a holomorphic vector bundle over M, called the vacuum bundle V,
which is a sub-ring generated by the charge (1, 1) operators of the deformations. It possesses
a split graded by the charges of the operators
V = H0,0 ⊕H1,1 ⊕H2,2 ⊕H3,3, (2.15)
where Hi,i is the Hilbert subspace of states of charge (i, i). This splitting or grading is what
varies over the moduli space of the SCFT.
The A-model
We first turn our attention briefly to the A-model and give further reference to [84]. Here, the
variation of the splitting of the vacuum bundle is rather complicated and leads to the notion
of quantum cohomology, which is only completely developed for the large radius regime of
the moduli space. Recall, that we study maps φ : Σg → X, but due to supersymmetry the
path integral localizes onto holomorphic maps whose images depend only on the homology
classes in H2(X,Z). Hence, we introduce a basis βi of H2(X,Z), i = 1, . . . , b2(X), and define
complexified Ka¨hler parameters by
ti =
∫
βi
(J + iB), (2.16)
where J is the Ka¨hler class on X and B is the B-field. Then, the Fg(t) can be expanded up
to classical terms as
Fg(t) =
∑
β∈H2(X,Z)
Ng,β q
β, qi = e
−ti , (2.17)
where Ng,β counts in a suitable way the number of holomorphic curves of genus g in the class
β and is called Gromov-Witten invariant. Although, the genus g free energies have a finite
radius of convergence about the large radius point, the perturbative expansion of the full
partition function of the A-model,
Z(gs, t) = exp
 ∞∑
g=0
g2g−2s Fg(t)
 , (2.18)
is asymptotic in the string coupling constant gs, i.e. it has zero radius of convergence.
The B-model
In the following we will briefly outline the geometric realization of the B-model side of the
twisted SCFT. Many reference on this subject have been published. Our exposition mainly
follows [100,123]. In contrast to the A-model, the B-model path integral localizes on constant
maps of the Riemann surface Σg onto a point on Y and is thus independent on the Ka¨hler
moduli of Y . Actually, the moduli space of the B-model SCFT is the moduli space of complex
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structures on Y . The vacuum bundle is given by the middle-dimensional cohomology H3(Y,C)
which given a choice of complex structure on Y has a natural splitting
H3(Y,C) =
⊕
p+q=3
Hp,q(Y ). (2.19)
Hence, the variation of the grading of the vacuum-bundle is geometrically understood as the
variation of Hodge structures on H3(Y,C). This is a very well-known subject in mathematics
[158]. The answer is basically provided by the periods of the holomorphic three-form Ω with
respect to a symplectic basis (αI , β
I) of H3(Y,C). The periods are defined by
Π =
(
XI
FI
)
=
(∫
αI
Ω∫
βI Ω
)
, I = 0, . . . , h2,1(Y ), (2.20)
and can be shown to fulfill differential equations referred to as Picard-Fuchs equations of the
form
LαΠ = 0, α = 1, . . . , h2,1(Y ). (2.21)
Further, the XI can be regarded as local projective coordinates onM. Since the XI parame-
terizeM, the other periods FI must be dependent onXI . This allows to define a prepotential.
Introducing special coordinates by
zi =
Xi
X0
, (2.22)
the prepotential F0(z) is given by
(X0)2F0(z) =
1
2
h2,1∑
I=0
XIFI . (2.23)
It turns out that the space of complex structure deformations is a special Ka¨hler manifold
M. This means that M is a Ka¨hler manifold endowed with a line bundle, the Hodge bundle
L. L stems from the freedom in rescaling the (3, 0)-form Ω. The free energies Fg are sections
in L2−2g. Furthermore, the metric Gı¯j on M originates from a Ka¨hler potential
K = − log
(
i
∫
Y
Ω ∧ Ω
)
. (2.24)
There is a natural induced connection acting on tensors in T ∗M⊗Ln as
(Di)
k
j = δ
k
j (∂i + n∂iK)− Γkij. (2.25)
The Yukawa couplings Cijk are then determined via the prepotential as
Cijk = DiDjDkF0, (2.26)
and fulfill an integrability condition
DiCjkl = DjCikl. (2.27)
The last ingredient for a special Ka¨hler manifold is a relation for the curvature tensor which
reads
R li¯k = −[∂¯¯,Di]lk = G¯iδlk +G¯kδli − CikmC¯ lm¯ , (2.28)
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where
C¯jkı¯ = C¯ı¯¯k¯G
i¯ıGj¯e2K , (2.29)
and C¯ı¯¯k¯ = Cijk denotes the complex conjugate Yukawa coupling.
The mirror map to the A-model is also encoded in the periods of the holomorphic three-
form as
ti(z) =
Xi(z)
X0(z)
. (2.30)
This leads to the period vector
Π(z(t)) =

X0
Xi
Fi
F0
 = X0

1
ti
∂tiF0
2F0 − ti∂tiF0
 . (2.31)
If interpreted on the A-model side Π(z(t)) gives the quantum volume of a point, two-cycle,
four-cycle and of the full Calabi-Yau manifold, respectively. The main benefit of mirror
symmetry is that it opens a way to calculate the non-trivial information provided in the
genus g free energies Fg of the A-model by performing a simpler since purely geometric and
classical calculation on the B-model side and then using the mirror map.
2.1.5 The holomorphic anomaly equations
In the following we discuss the holomorphic anomaly equations of Bershadsky, Cecotti, Ooguri
and Vafa (BCOV) [14,15]. These are differential equations which relate genus g free energies
or correlators to free energies and correlators of lower genus. BCOV derive these set of
equations by a worldsheet analysis of the underlying SCFT of topological string theory. By
studying the deformations of the action by marginal operators one would naively think that
the A/B-model decouples from the anti-A/B-model. This can be seen for instance in the
B-model by considering the anti-holomorphic perturbation which couples to z ı¯. It can be
written as a QB exact quantity
φ¯
(2)
ı¯ = {G+0 , [G¯+0 , φ¯(0)ı¯ ]} = −
1
2
{QB , [G+0 − G¯+0 , φ¯(0)ı¯ ]}, (2.32)
and hence does not affect the correlation functions. This, however, is only true within topo-
logical field theories. The failure of this argument in topological string theory is briefly
recapitulated following [15].
The derivation of the equations
A derivative of Fg with respect to z
ı¯ is generated by an insertion of the anti-chiral field φ¯ı¯.
We have
∂¯ı¯Fg =
∫
Mg
[dmdm¯]
∫
d2z 〈
∮
Cz
G+
∮
C′z
G¯+φ¯
(2)
ı¯ (z)
3g−3∏
a=1
∫
µaG
−
∫
µ¯a¯G¯
−〉
=
∫
Mg
[dmdm¯]
3g−3∑
b,b¯=1
4
∂2
∂mb∂m¯b¯
〈
∫
φ¯
(2)
ı¯ (z)
3g−3∏
a=1
∫
µaG
−
∫
µ¯a¯G¯
−〉,
(2.33)
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φj
φ¯ı¯
φk
Figure 2.1: A possible contribution from the boundary of the moduli spaceMg,
where a genus g curve degenerates into a curve of genus g− 1, called
A-type-sewing.
where the contours Cz and C
′
z are around the insertion point z of the anti-chiral field. Moving
the contours around the Riemann surface and applying commutation relations one arrives at
the second line of (2.33). Applying Cauchy’s theorem, the right-hand side of (2.33) is reduced
to an integral over the boundary of the moduli space Mg. It can be shown [15], that the
only non-vanishing configurations from the boundary of Mg are given by degeneration of a
curve of genus g into a curve of genus g − 1 and from the splitting of a genus g curve into
two curves of genus g − r and r, respectively. In both cases, a handle is stretched into a long
tube and the field φ¯ı¯ has to be inserted on that long tube whose length goes to infinity to
yield a non-vanishing contribution to ∂¯ı¯Fg [15], cf. Fig. 2.1 and Fig. 2.2. In this limit states
which propagate on the tube are projected to the ground-state. However, ground-states are
generated by chiral fields and we can think of the degeneration as insertions of two chiral
fields φj(z) and φk(z
′) at the points z and z′ where the tube ends. To cut a long story short,
both contributions can be summarized into a single equation. This so-called holomorphic
anomaly equation of BCOV [14,15] reads
∂¯ı¯Fg =
1
2
C¯jkı¯
(
DjDkFg−1 +
g−1∑
r=1
DjFrDkFg−r
)
, (g > 1). (2.34)
At genus one, the holomorphic anomaly is given by
∂¯ı¯∂jF1 =
1
2
C¯klı¯ Cjkl − (
χ
24
− 1)Gı¯j. (2.35)
Using the special geometry relation for the commutator [∂¯ı¯,Dj ] and combining it with the
holomorphic anomaly equations for the free energies above, the correlation functions
Cgi1...in =
{
Di1 . . . DinFg g ≥ 1
Di1 . . . Din−3Cin−2in−1in g = 0
(2.36)
fulfill holomorphic anomaly equations in the cases n ≥ 4 (g = 0), n ≥ 1 (g = 1) and for all n
(g > 1). These equations are not reproduced here and can be found for instance in [15].
Solving the equations
In addition to the set of differential equations (2.34), BCOV proposed a method to recursively
solve for the Fg. The simple idea is to write the r.h.s. of (2.34) also as an anti-holomorphic
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φj φ¯ı¯
φk
Figure 2.2: The second contribution from the boundary of the moduli spaceMg,
where a genus g curve splits into two curves of genus r and g − r,
respectively. This degeneration is called B-type-sewing.
derivative and then to integrate. Thus, one arrives at an expression for Fg up to a holomorphic
function, called the holomorphic ambiguity. To do so, BCOV note, that locally the anti-
holomorphic Yukawa coupling can be written as
C¯ı¯¯k¯ = e
−2KDı¯D¯∂¯k¯S, (2.37)
with a section S of L−2. Further, Sij ∈ L−2⊗ Sym2(T ∗M) and Si ∈ L−2⊗ T ∗M are defined
by
∂¯ı¯S
ij = C¯ijı¯ , ∂¯ı¯S
i = Gı¯jS
ij, ∂¯ı¯S = Gı¯jS
j. (2.38)
In the solution of BCOV the holomorphic anomaly equations for Fg are reorganized in such
a way that the expressions stem from Feynman diagrams in which the three sections Sij ,
Si and S are interpreted as propagators and the correlation functions as vertices. This
gives a description to write Fg up to the holomorphic ambiguity which has to be fixed by
supplying physical boundary conditions. One of the practical shortcomings is that the terms
involved in the procedure proposed by BCOV grows factorial in the genus. A simpler and
more sophisticated procedure is based on the idea to express Fg as a polynomial of a ring
of a finite number of non-holomorphic generators on which the anti-holomorphic derivative
closes. These are Sij, Si, S and Ki, the partial derivative of the Ka¨hler potential. One then
establishes that the anti-holomorphic derivative is traded for a derivative with respect to the
generators. To be precise, one writes
∂¯ı¯Fg = C¯
ij
ı¯
∂Fg
∂Sij
+Gı¯i(
∂Fg
∂Ki
+ Si
∂Fg
∂S
+ Sij
∂Fg
∂Sj
). (2.39)
By assuming linear independence of the C¯ijı¯ and Gı¯i, the integration of the holomorphic
anomaly equations is simply with respect to the generators Sij , Si and S.4 This idea was
initiated by Yamaguchi and Yau [169] who studied the mirror quintic and was developed
further in [6, 77, 80, 81, 92]. Hints for such a polynomial structure were already visible in the
work of refs. [87,88]. Today, there are basically two techniques known as direct integration of
the holomorphic anomaly equations. In the first framework the propagators Sij , Si and S are
identified with the non-holomorphic generators, in the second setup the modular properties
are used and one arrives at a modular covariant formulation of direct integration, where
4 Note, that in the case of the free energies Fg the r.h.s of the holomorphic anomaly equations (2.34) does
not depend on Gı¯i. This allows to get rid off the non-holomorphic generator Ki by a redefinition of S
i and S.
However, for correlation functions with insertions this is no longer true, as can be seen already by looking at
the genus one variant of the holomorphic anomaly equation (2.35).
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the propagators are expressed as (generalizations of) almost holomorphic modular forms. In
this case, the modular symmetry stems from the integral monodromy of the periods around
special points in the complex structure moduli space. In both direct integration procedures
Fg can be written as a polynomial of degree 3g − 3 in the non-holomorphic generators. In
the next chapter we briefly review both techniques in the case of topological string theory on
local Calabi-Yau geometries. Here, we briefly collect the identities to express the Christoffel
symbol and the covariant derivatives of the non-holomorphic generators again as polynomials
in these generators
Γlij = δ
l
iKj + δ
l
jKi − CijkSkl + slij,
DiS
jk = δji S
k + δki S
j − CimnSmjSnk + hjki ,
DiS
j = 2δji S − CimnSmSnj + hjki Kk + hji ,
DiS = −1
2
CimnS
mSn +
1
2
hmni KmKn + h
j
iKj + hi,
DiKj = −KiKj − CijkSk + CijkSklKl + hij ,
(2.40)
where slij , h
jk
i , h
j
i , hi and hij are holomorphic functions that have to be fixed and therefore
are called ambiguities. This completes the derivation that the non-holomorphic parts of the
correlation functions and free energies can be expressed in terms of the generators.
We see, that whether one employs the old Feynman technique or the direct integration
procedure leads always to a holomorphic ambiguity that one has to fix. By using the space-
time interpretation of the topological string amplitudes Fg as gauge kinetic couplings of
2g − 2 graviphotons to the self-dual part of the Riemann tensor R2+ in the effective action
which emerges by compactifying type IIA on the Calabi-Yau manifold X, it is possible to
perform a Schwinger loop calculation at special points in the moduli space where the light
BPS spectrum is understood. Such points are known as conifold points in the moduli space
of the A-model or the B-model. Denoting by tD the period over the vanishing three-cycle of
S3 topology,
tD =
∫
S3
Ω, (2.41)
the Fg feature an interesting singularity behavior known as gap condition which states that
in the holomorphic limit Fg behaves like
Fg =
B2g
2g(2g − 2)
1
t2g−2D
+O(t0D). (2.42)
This allows to fix part of the holomorphic ambiguity. In the case of local Calabi-Yau manifolds
it was argued in [82] that the gap condition together with the leading contribution from the
constant maps at large radius are enough to fix the ambiguity at every genus thus providing
an integrable procedure.
2.1.6 Background independence
In topological string theory background dependence refers to an explicit dependence of the
correlators on a reference point in the moduli space of the theories. From the point of view
of the two-dimensional field theories background dependence reflects the different values of
couplings. The precise dependence is captured by the holomorphic anomaly equations and
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seems to be an obvious obstruction to background independence. However, in [166] it is
argued that the holomorphic anomaly can be re-interpreted as a manifestation of quantum
background independence of topological string theory. The idea is to view the full partition
function Z(gs, t) as a wave function in some auxiliary Hilbert space given by the geometric
quantization of H3(X,R). Upon quantization H3(X,R) becomes a symplectic phase space
denoted W. However, this construction requires a choice of polarization. Given a complex
structure J on X,W gets a complex structure as well and the Hilbert space HJ is constructed
as the space of holomorphic sections of a line bundle over W. We denote the wave functions
in W by ψ(ai; ti), where ai are coordinates on W and ti parameterize the different choices
of J . Now, the idea is to identify the Hilbert spaces HJ using a flat connection ∇ over the
space of complex structures J in such a way that as J varies, the wave functions ψ change
by a Bogoliubov transformation. Background independence should then be interpreted as ψ
being invariant under parallel transport by ∇. This leads to the equation(
∂
∂ti
− 1
4
(
∂J
∂ti
ω−1
)ij D
∂ai
D
∂aj
)
ψ = 0, (2.43)
where ω is the symplectic structure on W. Now, it is shown in [166] that the equation (2.43)
is equivalent to the holomorphic anomaly equation for the full topological string partition
function which is the linear equation given by(
∂¯ı¯ − 1
4
g2s C¯
ij
ı¯ DiDj
)
Z(gs, t) = 0. (2.44)
2.2 Matrix models
Matrix models are toy versions of quantum field theories which share a couple of features with
ordinary quantum field theories but are much easier. Our exposition follows mainly [123,124,
128]. We start by reviewing basics of matrix models and the saddle-point analysis. Thereafter,
a surprising connection of matrix models and topological string theory is developed using the
connection between topological strings and N = 1 supersymmetric gauge theory in four
dimensions. This is followed by presenting a technique to solve matrix models in general.
This brings together the loop equations and the holomorphic anomaly of topological string
theory. Combined with the above connection to topological string theory this allows for a
solution of open and closed topological string theory on local Calabi-Yau manifolds. Since
matrix models possess both a perturbative as well as a non-perturbative description they are
a perfect playground to study the connection between non-perturbative effects and large order
behavior of perturbation theory which perhaps allows to shed some light on non-perturbative
topological string theory.
2.2.1 Basics of matrix models and saddle-point analysis
In this thesis we will be interested in multi-cut, Hermitian matrix models. The partition
function is defined by
Z =
1
vol(U(N))
∫
dM e−
1
gs
W (M) (2.45)
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where W (M) is a polynomial of degree n+ 1 in the N ×N matrix M
1
gs
W (M) =
1
2gs
TrM2 +
1
gs
n+1∑
p=3
gp
p
TrMp, (2.46)
where gp are coupling constants. The action possesses the gauge symmetry M → UMU †
under a unitary transformation U . Thus the factor vol(U(N)) in eq. (2.45) occurs. Further-
more, dM denotes the Haar measure. One can calculate Z by performing perturbation theory
around the Gaussian point which amounts to expanding the exponential in (2.45). This yields
Z as a power series in the couplings gp. It is convenient to introduce the free energy F as
Z = logF, (2.47)
which only receives contributions from connected vacuum diagrams. Using fatgraphs the
perturbative expansion can be organized into a genus expansion
F =
∞∑
g=0
Fg(t) g
2g−2
s , (2.48)
where t = gsN is the ’t Hooft parameter. Eq. (2.48) can be interpreted as an expansion in gs
about gs = 0 keeping t fixed or one can regard it as an expansion in 1/N for large N keeping
t fixed. The expression on the r.h.s. of (2.48) is a formal power series in gs – in fact it is an
asymptotic series as in the case of topological string theory, where each Fg grows with (2g)!.
Another way of writing the matrix model partition function is by diagonalizing M . This
yields an integral over the eigenvalues of M given by
Z =
1
N !
∫ N∏
i=1
dλi
2π
eN
2Seff (λ), (2.49)
where the effective action Seff reads
Seff(λ) = − 1
tN
N∑
i=1
W (λi) +
2
N2
∑
i<j
log |λi − λj|. (2.50)
The most general saddle point of this model at large N is a multi-cut solution, in which the
eigenvalues of M condense along cuts
[a−i , a
+
i ] ⊂ C, i = 1, · · · , n, (2.51)
in the complex plane. The cuts are centered around the n critical points ofW (x) (cf. Fig. 2.3).
One way of encoding the planar solution of the matrix model is through its resolvent
ω(x) =
1
N
〈
Tr
1
x−M
〉
. (2.52)
The planar limit (genus zero) of this correlator, denoted by ω0(x), has the structure (see for
example [42])
ω0(x) =
1
2t
(W ′(x)− y(x)), (2.53)
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Figure 2.3: The eigenvalues condense at the critical values of the potential and
define the cuts [a−i , a
+
i ] in the complex plane.
where
y2(x) =
(
W ′(x)
)2
+ f(x) = c
n∏
i=1
(x− a−i )(x− a+i ) (2.54)
is called the spectral curve of the multi-cut matrix model. In the matrix model literature it
is customary to write it as
y(x) =M(x)
√
σ(x), (2.55)
where σ(x) is a polynomial in x,
σ(x) =
2s∏
i=1
(x− xi), (2.56)
and s ≤ n. Of course, if all the roots in (2.54) are different, s = n and M(x) is a constant.
The positions of the endpoints are fixed by the asymptotic condition
ω0(x) ∼ 1
x
, x→∞, (2.57)
and by the requirement that there are Ni eigenvalues in each cut,
Ni
N
=
1
2
∮
Ci
dx
2πi
ω0(x). (2.58)
In this equation, Ci is a contour encircling the cut [a−i , a+i ] counterclockwise. Notice, that the
partial ’t Hooft parameters Si are defined by
Si = gsNi, (2.59)
and that obviously the following identity holds t =
∑n
i=1 Si.
2.2.2 Matrix models, supersymmetric gauge theory and topological strings
In the following we are interested in a surprising connection between matrix models and
topological string theory due to Dijkgraaf and Vafa [45–47]. Their aim is to study N = 1
gauge theory in four dimensions. Such theories can be obtained by compactifying type II
string theory on (local) Calabi-Yau manifolds X together with space-time filling D-branes.
We follow the exposition of ref. [123].
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To connect to topological string theory it is necessary to study open topological strings,
i.e. when the worldsheet is an open Riemann surface with boundary [142,165]. In the open B-
model the appropriate boundary conditions are Dirichlet along holomorphic cycles S of X and
Neumann in the remaining directions. Chan-Paton factors are given by a U(N) holomorphic
bundle E over the holomorphic cycles S. As shown by [165] the B-model coupled to gravity
can be described using the cubic string field theory of open bosonic strings [161] whose action
is given by
S =
1
gs
∫
Tr
(
1
2
Ψ ⋆QΨ+ 1
3
Ψ ⋆Ψ ⋆Ψ
)
, (2.60)
where ⋆ defines an associate, non-commutative product of U(N) string functionals Ψ, gs is
the string coupling constant and Q is the BRST operator of bosonic string theory. As in
the case of coupling the B-model to world-sheet gravity one can employ the analogy between
bosonic strings and topological strings. Under the following identifications [165]
Ψ→ A, Q→ ∂¯,
⋆→ ∧,
∫
→
∫
X
Ω∧ , (2.61)
the action translates into an action for the open topological string theory B-model that is
given by the holomorphic Chern-Simons action
S =
1
2gs
∫
X
Ω ∧Tr
(
A ∧ ∂¯A+ 2
3
A ∧A ∧A
)
, (2.62)
where A is a (0, 1)-form taking values in the endomorphisms of the holomorphic vector bundle
E over S.
We are interested in the local Calabi-Yau geometry X given by
O(0)⊕O(−2)→ P1, (2.63)
with N D-branes wrapping the two-sphere P1. Now, the gauge potential A splits into a (0, 1)
gauge potential A supported on P1, a section of O(0) denoted Φ0 and a section of O(−2)
called Φ1. All fields take values in the adjoint of U(N). It can be shown straightforwardly
that (2.62) reduces to
S =
1
gs
∫
P1
Tr
(
Φ0D¯AΦ1
)
, (2.64)
where D¯A = ∂¯ + [A, ·].
Now, the idea is to modify the geometry such that one obtains n isolated P1s. Following
[23] one introduces a polynomial potential W (Φ0) of degree n+1 and makes a redefinition of
the fields5
x = Φ0, u = 2z
2Φ1, v = 2Φ1, y = i(2zΦ1 −W ′(x)), (2.65)
where z is a local coordinate on P1. One then arrives at a geometry
uv = y2 −W ′(x)2, (2.66)
which is singular at each critical point of W . This geometry is smoothed out by blowing up
a P1 at each singularity and the resolved geometry is called Xr. The idea is to distribute the
5 See the refs. [23,123] for the details.
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N D-branes in such a way, that Ni of them wrap around the i-th P
1. The action of this setup
turns out to be [45]
S =
1
gs
∫
P1
Tr
(
Φ0D¯AΦ1 + ωW (Φ0)
)
, (2.67)
where ω is the Ka¨hler form of P1. It is now possible to show,6 that the partition function
using this action S reduces to a matrix model partition function where the matrix potential is
precisely given byW . Thus, we have seen that the open topological string B-model amplitudes
of the resolved Calabi-Yau manifold Xr are computed by a multi-cut matrix model. There
exists another way to smooth out the singularities and this is obtained by deforming the
singular geometry (2.66). This yields a deformed Calabi-Yau space Xd given by
uv = y2 − (W ′(x)2 + f(x)), (2.68)
where f(x) is a polynomial of degree n−1 that splits the n double zeroes ofW ′(x)2. In [23,70]
it was argued that the closed topological string theory on Xd without D-branes is equivalent
to the open topological string theory on Xr with N D-branes wrapping the blown-up P
1’s.
Further, the partial ’t Hooft couplings Si of the open string theory are identified with the
periods of the closed string theory. Evidence for this geometric transition is given by the
planar solution of the matrix model that is encoded by a hyperelliptic curve
y2 =W ′(x)2 + f(x), (2.69)
with the same polynomial f(x) as in the deformed case.
2.2.3 Loop equations, holomorphic anomaly and their solution
Matrix models are solved completely once one knows all correlation functions. A generating
function of correlation functions together with its large N expansion is given by〈
Tr
dp1
p1 −M . . .Tr
dpn
pn −M
〉
=
∞∑
g=0
N2−2g−nW (g)n (p1, . . . , pn), (2.70)
where the correlator is taken with respect to the measure in (2.45). The meromorphic differ-
entials W
(g)
n (p1, . . . , pn) are called genus g, n hole correlation functions. Note, that W
(0)
1 is
nothing but the resolvent of the matrix model. By introducing the loop operator [9]
d
dV
(p) = −
∞∑
k=1
k
pk+1
∂
∂gk
, (2.71)
it is possible to relate correlation functions to free energies
W (g)n (p1, . . . , pn) =
d
dV
(p1) . . .
d
dV
(pn)Fg. (2.72)
Now, writing Ward identities for the correlators one can deduce the so-called loop equations
whose simplest one can be formulated as [9]
(
K̂ − 2W (0)1 (p)
)
W
(g)
1 (p) =W
(g−1)
2 (p, p) +
g−1∑
h=1
W
(h)
1 (p)W
(g−h)
1 (p), (2.73)
6 See refs. [45,123] for a derivation.
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where the operator K̂ acts as follows
K̂f(p) =
∮
C
dw
2πi
W ′(w)
p− w f(w), (2.74)
where C is a contour that encloses the singularities of f(w).
In virtue of the Dijkgraaf-Vafa correspondence, [56] showed that the loop equations (2.73)
imply the holomorphic anomaly equations of topological string theory on the local Calabi-Yau
geometries obtained from eq. (2.66) that we studied in the last section. This is achieved by
promoting the genus g free energies of matrix models to modular invariant, non-holomorphic
amplitudes. The idea is to write down solutions to (2.73) which are then shown to be invariants
of the spectral curve, that are non-holomorphic in the partial ’t Hooft couplings Si [57]. In
fact, the method of Eynard and Orantin [57] is much more general and applies to every
elliptic curve independent of whether it is a spectral curve of a matrix model or not. More
precisely, [57] consider an affine plane curve
C : {E(x, y) = 0} ⊂ C2, (2.75)
where E(x, y) is a polynomial in C2. Then, they give a recursive procedure to derive invariants
Fg on the elliptic curve. In the case that C is the spectral curve of a matrix model their
procedure is a purely geometric method to solve the loop equations. The benefit compared to
direct integration in topological string theory is that there is no need for fixing a holomorphic
ambiguity. However, in order to apply this method to topological string theory one has to
modify this procedure slightly [19]. The reason is that the B-model geometry is a non-compact
Calabi-Yau manifold of the form
uv = H(x, y), (2.76)
where u, v ∈ C and x, y ∈ C∗ [83]. All non-trivial information is encoded in the elliptic curve
Σ : {H(x, y) = 0} ⊂ C∗ ×C∗, (2.77)
and hence there are slightly different ingredients for the recursion. In table 2.1 we summarize
the differences of these ingredients of both approaches. The ramification points qi and the
meromorphic differential are given in the table. Moreover, one needs to define the Bergmann
kernel B(p, q) on C and Σ, respectively. Here, B(p, q) is the unique meromorphic differential
with a double pole at p = q with no residue and no other pole and normalized such that∮
AI
B(p, q) = 0, (2.78)
for a symplectic choice (AI , B
I) of cycles on C and Σ, respectively. Near each ramification
point qi we can define a related one-form by
dEq(p) =
1
2
∫ q¯
q
B(p, ξ). (2.79)
With these ingredients the recursion is given by [19,57]
W
(0)
1 (p1) = 0, W
(0)
2 (p1, p2) = B(p1, p2), (2.80)
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Remodeling the B-model [19] Eynard-Orantin [57]
Ramification points
qi ∈ Σ : ∂H∂y (qi) = 0 qi ∈ C : ∂E∂y (qi) = 0
near each qi ∃ q, q¯ ∈ Σ : x(q) = x(q¯) near each qi ∃ q, q¯ ∈ C : x(q) = x(q¯)
Meromorphic differential
Θ(p) = log y(p)dx(p)x(p) on Σ Φ(p) = y(p)dx(p) on C
Symplectic transformation
GΣ = SL(2,Z) ×
(
0 1
1 0
)
acting as GC = SL(2,C) ×
(
0 1
1 0
)
acting as
(x, y) 7→ (xayb, xcyd) for
(
a b
c d
)
∈ GΣ (x, y) 7→ (ax+ by, cx+ dy) for
(
a b
c d
)
∈ GC
Table 2.1: Differences of the ingredients needed for the recursive procedures to
define/compute the symplectic invariants Fg and correlation functions
W
(g)
k .
and
W
(g)
h+1(p, p1, . . . , ph) =
∑
qi
Res
q=qi
dEq(p)
Φ(p)− Φ(q¯)
(
W
(g−1)
h+2 (q, q¯, p1, . . . , ph)
+
g∑
l=0
∑
J⊂H
W
(g−l)
|J |+1(q, pJ)W
(l)
|H|−|J |+1(q¯, pH\J)
)
, (g, h ∈ Z+).
(2.81)
For topological string theory we have to replace Φ by Θ in (2.81). Using dφ(p) = Φ(p) or
dθ(p) = Θ(p) the invariants Fg are given by
7
Fg =
1
2− 2g
∑
qi
Res
q=qi
φ(q)W
(g)
1 (q), (2.82)
which are invariant under the symplectic transformations given in table 2.1. In the topo-
logical string case the Fg are precisely the free energies of the B-model or mirror A-model.
Furthermore, the integrated correlation functions
∫
W
(g)
k are equal to the open topological
string amplitudes [19].
2.2.4 A digression on non-perturbative effects and large order behavior
We have quoted that the perturbative series of the partition function of matrix models and
topological string theory are asymptotic as expansions in the string coupling constant gs. In
the following we will try to sharpen these statements by reviewing some facts on the large
order behavior of the perturbative expansion. Our exposition on asymptotic series, Borel
summability and their connection to instanton effects follows refs. [11,109,126–128].
7 Again, for topological string theory one has to replace φ by θ in (2.82).
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In field theory the number of Feynman graphs contributing to order n grows roughly as
n!. Therefore, consider the following power series
f(w) =
∞∑
n=0
anw
n. (2.83)
Its coefficients are supposed to grow factorial an ∼ (βn)! for some real parameter β and hence
the series f(w) diverges. More precisely, a series is called asymptotic if there exists a bound
of the form
|f(w)−
N∑
n=0
anw
n| ≤ CN+1|w|N+1, (2.84)
with
CN = cA
−N (βN)!, (c,A ∈ R). (2.85)
This series has zero radius of convergence and does not uniquely define the function f(w). In
fact, it only determines f(w) up to a non-perturbative ambiguity. An estimation argument
shows that one can always add to the asymptotic expansion an analytic function that is
smaller than ε(w) where
ε(w) ∼ exp(−(A/|w|) 1β ). (2.86)
Since asymptotic series occur rather naturally in quantum field theories in the perturbative
expansions this immediately raises the question, how to assign a numerical value to the
series and how to relate the series to the exact answer f(w)? The answer of course is to
give an independent non-perturbative definition of f(w), which however might not always be
possible as is the case of string theory in general. We therefore introduce the concept of Borel
resummation. We define the Borel transform of f , Bf (z), as the series
Bf (z) =
∞∑
n=0
an
(βn)!
zn. (2.87)
It follows that
f˜(w) =
∫ ∞
0
dte−tBf (t
βw) (2.88)
defines an analytic continuation of f(w) even if f(w) has zero radius of convergence. Obvi-
ously, the function f˜(w) is well-defined if Bf (z) does not have singularities on the real axis.
In this case f is said to be Borel summable. In some cases the Borel resummation is a way
to define the series f non-perturbatively. But even in the case that f is not Borel summable,
the Borel transform still encodes some of the large order behavior of the asymptotic series.
Depending on whether Bf (z) has a branch cut or poles on the real axis, it can be shown that
the form of the large order behavior, i.e. basically ε(w), is controlled by the singularities of
Bf (z). For the details reference is given to [128].
This leads us to the question what are the physical sources of these singularities? The
answer can be given by a heuristic argument due to ’t Hooft [109]. Consider a correlation
function
W (α) =
∫
Dφe− 1αS(φ)φ(x1) . . . φ(xn), (2.89)
and re-write it as
W (α) = α
∫ ∞
0
dtF (αt)e−t, (2.90)
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where
F (z) =
∫
Dφ δ(z − S(φ))φ(x1) . . . φ(xn). (2.91)
We remark that F (z) is essentially the analytic continuation of W (α) using the Borel trans-
form. Thus, if the theory admits a finite action instanton φ∗ with z∗ = S(φ∗), the function
F (z) will be singular at z = z∗. The leading large order behavior in the case of complex
instanton solutions is determined by the solution with smallest action in absolute value. The
phase of the action results in an oscillatory character of the series.
In summary we have learned that if a quantum field theory admits an instanton configu-
ration φ∗ with finite action S(φ∗), the Borel transform of any correlation function possesses
a singularity at S(φ∗) and the perturbative expansions have inevitably zero radius of conver-
gence. The singularity of the Borel transform can be avoided by deforming the contour of
integration. Two contour prescriptions of resummation are related purely non-perturbatively
and define the so-called Stokes parameter [127,128]. The large order behavior of the pertur-
bative expansion encodes the instanton action, the Stokes parameter and even the coefficient
of the first instanton correction. In cases where there is no clear non-perturbative definition
available, the large order behavior gives useful indication to its structure. But especially for
matrix models, a non-perturbative description exists and one can explicitly compute these
quantities. For instance, the parameter A is given by the one-instanton action of an eigen-
value tunneling from the background (N1, . . . , Nn) to a neighboring background [126, 127],
cf. Fig. 2.4. We will exploit this in more detail in chapt. 3.5.
Figure 2.4: An eigenvalue tunnels from one critical point of the potential to an-
other. The instanton action A is then given by the tunneling proba-
bility between the two cuts A =
∫ x3
x2
y(x) dx.
2.3 BPS states and wall-crossing
BPS states are massive representations of the supersymmetry (SUSY) algebra whose rest
mass m saturates the bound on massive states that can be derived from the algebra. In
particular, in N = 2 SUSY a BPS state fulfills m2 = |Z(γ, u)|2, where Z ∈ C is the central
charge of the SUSY algebra, γ is the charge of the BPS particle and u denotes the collection
of physical parameters of the theory. BPS states are expected to be rigid under deformations
of the theory. However, it turns out that the BPS spectrum is only piecewise constant, but
can undergo sudden changes when the physical parameters u of the theory vary. This endows
the moduli space M of the theory, parameterized by u, with a chamber structure. The
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walls separating the chambers are real co-dimension one loci in M which are called walls
of marginal stability. Qualitatively, BPS bound-states are formed or decay across walls of
marginal stability [37]. Quantitatively, the change in the BPS spectrum is determined by the
Kontsevich-Soibelman wall-crossing formula [106]. In the following, we review some of these
aspects.
2.3.1 BPS black holes, the attractor mechanism and BPS indices
In the following we consider N = 2 supergravity in four dimensions coupled to Abelian vector
multiplets. These theories naturally arise from compactifications of type II string theory on
Calabi-Yau manifolds. Moreover, by taking local Calabi-Yau spaces gravity decouples and
one can reproduce the Seiberg-Witten solution of N = 2 field theories. This section follows
mainly [38].
We denote the rank of the gauge group of the vector multiplets by r. In addition, the
gravity multiplet has a U(1) gauge field. This gives rise to a rank r+ 1 Abelian gauge group
in four dimensions. The lattice Γ of electric and magnetic charges is hence of dimension 2r+2
and the moduli space of the vector multiplet scalars u is of complex dimension r.8 To state it
more precisely, in type IIA string theory on a Calabi-Yau manifold X D0- and D2-branes on
X can be considered as electrically charged states, while D4- and D6-branes are magnetically
charges states. In type IIB theory on a Calabi-Yau space X all of the charges are realized by
D3-branes wrapping three-cycles in X. Thus, a splitting into magnetic and electric charges
is obtained by making a choice of symplectic basis of H3(X,Z).
The moduli space describing the scalars is a special Ka¨hler manifold. In the case of type
IIB theory on X we choose a symplectic basis of three-cycles (AI , BI), I = 1, . . . , r + 1. For
a charge vector γ = (pI , qI) we define the corresponding three-cycle C = p
IBI − qIAI , then
the central charge is given by
Z(γ, u) = eK/2
∫
C
Ω, (2.92)
where Ω(u) is the holomorphic three-form and K denotes the Ka¨hler potential. There exists
a symplectic product of charge vectors that we write by abuse of notation as
〈γ1, γ2〉 =
∫
X
γ1 ∧ γ∗2 . (2.93)
On the right hand side the γi are understood as Poincare´ dual to the cycle determining the
charges γi. Notice, that the formulae above can be translated to type IIA theory via mirror
symmetry.
In the N = 2 supergravity setup BPS states are given by multi-centered, dyonic, extremal
black holes whose centers are labelled by (~xi, γi). The ansatz for the metric of a stationary
BPS solution is of the form
ds2 = −e2U(~x)(dt+ ω)2 + e−2U(~x)d~x2, (2.94)
where ω = ωi(~x)dx
i and U,ω → 0 at spatial infinity. The BPS equations of motion then
read [37]
2e−U Im(e−iαeK/2Ω) = −H
∗3dω = 〈dH,H〉,
(2.95)
8 Note, that for type IIA compactified on X we have r = h1,1(X) and Γ = Heven(X,Z). For type IIB
compactified on X we have r = h2,1(X) and Γ = Hodd(X,Z).
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where ∗3 is the Hodge star in flat Euclidian space R3 and eiα denotes the phase of the central
charge Z(
∑
i γi, u). The function H : R
3 → Γ ⊗ R is harmonic with poles at the centers
(~xi, γi) and can be given in asymptotically flat space by
H(~x) =
∑
i
γi
|~x− ~xi| − 2Im(e
−iαeK/2Ω)r=∞, (r = |~x|). (2.96)
The first equation of (2.95) can be reduced for a single center black hole to the attractor flow
equation [59] whose integrated form reads
2e−U Im(e−iαeK/2Ω) = −γr−1 + const. (2.97)
The attractor equation fixes the moduli in the near-horizon limit, denoted u∗, to
2eK/2Im(Z(γ, u∗(γ))Ω) = −γ, (2.98)
and determines the classical Bekenstein-Hawking entropy of the single-centered black hole
S(γ) = π|Z(γ, u∗(γ))|2. (2.99)
For multi-center solutions eqns. (2.98), (2.99) hold for each center separately. The second
equation in (2.95) has non-singular solutions if the centers (~xi, γi) satisfy the following inte-
grability condition for all i [37]∑
j 6=i
〈γi, γj〉
|~xi − ~xj | = 2Im(e
−iαr=∞Z(γi, ur=∞)). (2.100)
This is a condition on the existence of the multi-centered bound-states.
This gives a macroscopic description of the entropy of dyonic, extremal black holes. For
a microscopic understanding of the entropy it is hence necessary to count the degeneracies
of BPS states contributing to the entropy of the black hole. We are therefore interested in
the Hilbert space of BPS states HBPSu which is endowed with a grading originating from the
charges γ ∈ Γ,
HBPSu =
⊕
γ∈Γ
HBPSγ,u . (2.101)
Here, the BPS Hilbert space HBPSγ,u of charge γ is defined as the subspace of the one-particle
Hilbert space satisfying m = |Z(γ, u)|. To enumerate BPS states one can define a so-called
BPS index [31,38]
Ω(γ, u) =
1
2
TrHBPSγ,u (2J3)
2(−1)2J3 , (2.102)
where J3 is the generator of spatial angular momentum so(3). Ω(γ, u) is also known as
second helicity supertrace. Since there can be massive states that are not BPS but whose
mass saturates the bound just for particular values of u, one has to separate these “fake”
representations from the “true” BPS states. The advantage of the index is that it presicely
ensures this property as it vanishes on “fake” BPS representations.
2.3.2 The wall-crossing phenomenon
In the following we want to understand why the BPS index Ω(γ, u) can change as the moduli
u vary. Reference is given to [37,38,63,106].
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BPS bound-states
The idea is that BPS particles of charge γi and mass mi can form BPS bound-states of charge
γ and mass m, but do not have to be stable at each point u ∈M in the moduli space. First
of all, conservation of charge implies that γ =
∑
i γi. For simplicity, we will concentrate
on bound-states of two particles, i.e. i = 1, 2. Such bound-states are only stable if it is
energetically favorable. Their binding energy is given by
Ebound = |Z(γ1 + γ2, u)| − |Z(γ1, u)| − |Z(γ2, u)|. (2.103)
Because Z is linear in the charges we can use the triangle inequality to conclude that the
binding energy is non-positive and therefore the bound-state exists and the two particles
cannot be separated to infinity unless the central charges Z(γ1, u) and Z(γ2, u) align as
complex numbers. Equivalently, a decay is possible if masses are conserved and yields the
same result for marginal stability as above. It is therefore interesting to introduce walls of
marginal stability which are given by
MS(γ1, γ2) = {u |Z(γ1, u)/Z(γ2, u) ∈ R+}. (2.104)
These are real co-dimension one loci in the moduli space M. It remains to answer the
question, which side of the wall is the stable region? To answer it, we recall the condition
on the existence of bound-states in N = 2 supergravity, i.e. eq. (2.100). Specialized to two
centers (~xi, γi), i = 1, 2, it reads
|~x1 − ~x2| = 〈γ1, γ2〉
2
|Z(γ1, u) + Z(γ2, u)|
Im(Z(γ1, u)Z(γ2, u))
∣∣∣∣∣
r=∞
. (2.105)
Hence, in order to have a well-defined, that is positive, distance the necessary condition for
existence in this case reads
〈γ1, γ2〉 Im(Z(γ1, u)Z(γ2, u))r=∞ > 0. (2.106)
From (2.105) it directly follows that the distance of the two centers diverges when a wall
of marginal stability is approached. This is the supergravity realization of the decay of the
bound-states.
Kontsevich-Soibelman wall-crossing formula
It is quantitatively understood how the BPS spectrum changes. The answer is encoded
in the famous Kontsevich-Soibelman wall-crossing (KSWC) formula [106] which allows a
computation of how the BPS index changes as one moves across a wall of marginal stability
uMS, i.e. it explicitly gives a formula to calculate
∆Ω(γ, uMS) = Ω(γ, u+)− Ω(γ, u−), (2.107)
where u± are points infinitesimal displaced on opposite sides of the wall uMS. The ingredients
are the following:
– A Lie algebra defined by generators eγ with γ ∈ Γ and commutation relation
[eγ1 , eγ2 ] = (−1)〈γ1,γ2〉〈γ1, γ2〉 eγ1+γ2 . (2.108)
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Figure 2.5: To each BPS particle of charge γ we can associate a ray in the complex
plane, determined by the central charge Z(γ, u). As we vary u ∈ M
these rays start to rotate and the cyclic ordering of the rays changes
precisely when u reaches a wall of marginal stability. At such a wall a
subset of the BPS rays align. We depict this situation for two charges
γi, i = 1, 2 with central charges denoted Zi. The primed Z’s refer to
the same central charges evaluated at a different chamber in moduli
space.
– A Lie group element Uγ defined for each charge γ ∈ Γ by
Uγ = exp
(
−
∞∑
n=1
enγ
n2
)
. (2.109)
With these ingredients the result of Kontsevich and Soibelman can be formulated by consid-
ering the following product
y∏
γ
UΩ(γ,u)γ , (2.110)
where the product is taken over all charges γ and the factors are ordered clockwisely cor-
responding to the phases of the central charges Z(γ, u). As we have argued before, when u
approaches a wall of marginal stability this ordering changes and the Ω(γ, u) jump, Fig. 2.5.
The statement of the wall-crossing formula is, that the whole product (2.110) does not change
if we cross a wall. By evaluating the product on two sides of a wall uMS, one can determine
the change in the BPS invariant ∆Ω(γ, uMS).
In [38] a primitive and semi-primitive wall-crossing formula was derived which is of course
correctly reproduced by the KSWC formula. Fixing two primitive charges γ1 and γ2 the
change of the BPS index across a wall of marginal stability uMS can be evaluated explicitly
and yields
∆Ω(γ1 + γ2, uMS) = (−1)〈γ1 ,γ2〉−1|〈γ1, γ2〉|Ω(γ1, uMS)Ω(γ2, uMS). (2.111)
For these fixed charges γ1/2, uMS is also a wall of marginal stability for charges N1γ1 +N2γ2
with N1, N2 > 0. Then, there exists a semi-primitive wall crossing formula∑
N2>0
∆Ω(γ1 +N2γ2) q
N2 = Ω(γ1)
∏
k>0
(
1− (−1)k〈γ1,γ2〉qk
)k|〈γ1,γ2〉|Ω(kγ2)
, (2.112)
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where all BPS indices are evaluated at uMS.
There has been a number of physical interpretations of the KSWC formula. For instance,
in [10] the wall-crossing formula was derived from a notion called supersymmetric galaxies.
In [63] the KSWC formula was interpreted for the BPS spectrum of Seiberg-Witten theories.
There the BPS instanton corrected hyperka¨hler metric of the moduli space of the theory on
R3 × S1 was shown to be continuous when the KSWC formula is applied to the spectrum of
BPS states.
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Chapter 3
Direct integration and non-perturbative ef-
fects in matrix models
This chapter has been published in ref. [102], where direct integration is proposed as a new
method to solve the closed amplitudes of multi-cut matrix models with polynomial potentials.
3.1 Introduction and Results
In the following we calculate the closed partition function of multi-cut matrix models
Z(S) = exp
(∑
g
g2g−2s Fg(S)
)
(3.1)
perturbatively in the genus g, but exactly in the ’t Hooft parameters S. Exact means that
the Fg(S) are given in terms of period integrals of the spectral curve Σ and can be written
explicitly in terms of modular forms of subgroups of Sp(2g(Σ),Z), where g(Σ) denotes the
genus of the spectral curve Σ.
Direct integration refers to a method of solving the holomorphic anomaly equation [15]
using the modular transformation properties of the amplitudes under the monodromy group
of the spectral curve. This method has been developed in the context of topological string
theory in [6, 77, 80, 81, 92, 169]. The fact that the holomorphic anomaly equations govern
such matrix models was suggested by the large N duality of [45]. In this duality, type B
topological string amplitudes on certain local Calabi-Yau spaces turn out to be encoded in
the 1/N expansion of matrix model partition functions. Therefore, the holomorphic anomaly
of the topological string naturally carries over to these matrix models as first pointed out in
[89]. It has been shown much more generally in [56] that the holomorphic anomaly equation
is valid for all matrix models which are solvable by the method of [57].
The holomorphic anomaly equation relates anti-holomorphic derivatives of the closed am-
plitudes Fg(S) at genus g to lower genus amplitudes Fh<g(S), in a recursive way. Since only
the anti-holomorphic derivative is specified by the equations, the procedure leaves a holo-
morphic ambiguity, i.e. Fg(S) = F
nh
g (S) + fg(S) splits into a non-holomorphic term F
nh
g (S),
which is determined by the holomorphic anomaly equation, and the holomorphic ambiguity
fg(S), which must be fixed genus by genus by using modular properties and boundary con-
ditions at special points in the moduli space. The modular transformation properties imply
that the amplitudes are generated by a finite ring of modular forms, which have holomorphic
as well as non-holomorphic generators. Modularity and the holomorphic anomaly equation
imply that the total amplitude Fg(S) is a polynomial in these generators whose degree grows
linearly with the genus. The ambiguity fg(S) is a polynomial generated by the smaller ring
of holomorphic generators. The finite number of coefficients in this polynomial must be fixed
by boundary conditions.
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In this paper we find that the gap conditions, which where investigated in non-compact [7,
82, 89, 90] and compact Calabi-Yau backgrounds [77, 80, 81, 92], provide enough independent
boundary conditions to fix the ambiguity (and hence the amplitudes) completely. Following
[82] we refer to this property as integrability of the holomorphic anomaly equation.
The large N duality relating matrix models and topological strings gives a natural geomet-
ric interpretation to the algebraic objects describing the planar limit of the matrix model [45].
The spectral curve y(x) of the matrix model (which, in the case of polynomial potentials, is
a hyperelliptic curve) describes the distribution of eigenvalues in the planar limit, and in
the topological string dual it describes the nontrivial part of the Calabi–Yau geometry. We
derive the modular ring starting from the Picard-Fuchs equations governing the periods of
the form Ω = y(x)dx. This is a general method1, and since we expect that the gap boundary
conditions fix the ambiguity, our approach should apply to general multi-cut matrix models
with polynomial potential.
Of course, the formalism of [57] gives in principle all the genus g free energies of generic
multi-cut matrix model in terms of universal formulae on the spectral curve. The price to pay
for such a general approach is that its detailed implementation is in practice very involved.
Even in two-cut models, going beyond genus two with the methods of [57] is not very feasible.
In contrast, direct integration becomes very powerful when the spectral curve and its modular
group are simple.
In this paper, in order to illustrate the method of direct integration, we focus on the
two-cut matrix model with a cubic potential. In this model the N eigenvalues split in two
sets N = N1 + N2 and condense in sets near the two critical points of the potential. This
leads to the cuts in the spectral curve shown in figure 3.1. There are two independent ’t Hooft
couplings Si = gsNi, i = 1, 2, which correspond to the integrals of Ω over the two cuts. As
shown in [45], the planar free energy of this matrix model, F0(S1, S2), calculates the exact
superpotential Weff of an N = 2 U(M) supersymmetric gauge theory broken down to an
N = 1 gauge theory U(M1)×U(M2), by a cubic three-level superpotential in the adjoint [45]
(notice that Ni are unrelated to Mi). The higher genus amplitudes Fg(S1, S2) in the matrix
model arise as generalized couplings in a non-commutative deformation of the N = 1 gauge
theory [144].
Certain aspects of the original N = 2 theory can be recovered from the N = 1 theory
by breaking the gauge symmetry to the Cartan subgroup and taking the limit in which
the superpotential vanishes [24]. When the gauge group is SU(2), a cubic superpotential is
enough to go to the Coulomb branch. This implies that various quantities appearing in the
Seiberg–Witten solution of pure N = 2 super Yang–Mills theory [147] can be obtained from
a matrix model calculation with a cubic potential, and on the slice S1 = −S2. These include
the gauge coupling [43] and the R2+ gravitational coupling [44,99]. In fact, the spectral curve
of the cubic matrix model on that slice is identical to the Seiberg–Witten curve [43]. Since the
modular group of this curve is particularly simple, direct integration becomes an extremely
powerful method to calculate the Fg(S1,−S1), as we show in section 3.4.
On the other hand, in the SU(2), N = 2 gauge theory there is an infinite number of
couplings Fg(a), g ≥ 2, which describe the gauge-gravity couplings F 2g−2+ R2+ involving the
graviphoton field strength F+. These couplings appear naturally in Nekrasov’s partition func-
tion [138] and they can be also obtained by using the holomorphic anomaly equations. This
1For example, a meromorphic modular form of weight k of SL(2,Z) or a congruence subgroup fulfills a
linear differential equation of order k + 1 in the total modular invariant [179].
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was shown for the pure gauge theory and SU(2) with matter in [77,89] and [90] respectively.
However, it was noticed in [99] that these higher genus couplings Fg(a) do not agree with
the higher genus Fg(S1, S2) obtained in the cubic matrix model and then restricted to the
slice S2 = −S1. This disagreement is due to the fact that the Seiberg-Witten differential λSW
differs from the natural differential Ω on the spectral curve of the matrix model. In contrast,
τ and F1 only depend on the spectral curve, and not on the differential, and therefore are
the same in both cases. In [101, 153] matrix models are derived which encode all N = 2
gauge theory amplitudes Fg for arbitrary g, however one has to introduce potentials involving
polylogarithms and their quantum generalizations.
An interesting application of our computation of the couplings Fg(S1, S2) at high genus is
the study of non-perturbative effects in matrix models and their connection to the large order
behavior of the 1/N expansion. It is well-known that, in many quantum systems, there is a
connection between perturbation theory at large orders and instantons (see for example [109]).
In matrix models, instanton configurations correspond to the tunneling of eigenvalues between
different saddle points [34, 151]. A detailed analysis of these configurations for off-critical,
one-cut matrix models can be found in [126], which verified the connection to the large order
behavior of the 1/N expansion in detail in some nontrivial examples. In this paper we explore
this connection in the two-cut matrix model. On the one hand, we find that the large order
behavior is controlled at leading order by the action of a single eigenvalue tunneling from one
saddle-point to the other, in agreement with the general ideas put forward in [34,126,151]. On
the the other hand, we argue that a full understanding of this connection requires new non-
perturbative sectors which have not been yet identified in the matrix model. The existence
of these sectors is also suggested by a recent analysis of the asymptotic behavior of the
instanton solutions of the Painleve´ I equation [67]. We conjecture that these sectors might
involve topological brane-antibrane systems.
3.2 Direct integration of the holomorphic anomaly equation
Below we review very briefly the generic aspects of the techniques of direct integration of the
holomorphic anomaly equation of [15]
∂¯ı¯Fg =
1
2
C¯jkı¯
(
DjDkFg−1 +
g−1∑
r=1
DjFg−rDkFr
)
, (g > 1) , (3.2)
which was derived for Calabi-Yau three-folds in [6, 77, 80, 81, 92, 169]. In our application to
the spectral curve Σ of a matrix model, the Di are covariant derivatives Di with respect to
the metric G on the moduli space of the Riemann surface Σ.
We note that C¯jkı¯ = C¯ı¯k¯G
¯jGk¯k, where Cijk can be derived from the holomorphic prepo-
tential F0 as Cijk = DiDj∂kF0. The prepotential F0, the metric Gi¯ and flat coordinates S
can all be derived from the period integrals(∫
ai
Ω,
∫
bi
Ω
)
, i = 1, . . . , g(Σ) (3.3)
over a symplectic basis (ai, bi) of H1(Σ,Z). In particular, given a point in the moduli space,
one can make a choice of this symplectic basis, so that suitable flat coordinates are defined
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by
Si =
∫
ai
Ω (3.4)
while the bi periods Πi fulfill
Πi =
∂F0
∂Si
. (3.5)
These relations determine the prepotential F0 up to an irrelevant constant. We define the τ
matrix of the Riemann surface as
τij =
∂2F0
∂Si∂Sj
. (3.6)
The matrix Im(τ)ij is positive definite, and it gives the metric on the moduli space of the
model. Equivalently, the metric can be obtained form the Ka¨hler potential
K =
1
2πi
(
ΠiS¯
ı¯ − Π¯ı¯Si
)
. (3.7)
On Riemann surfaces the period integrals can often be directly performed. Alternatively
it might be useful to derive the Picard-Fuchs equations and reconstruct the periods as linear
combinations of their solutions. Much of the above has been spelled out in the context of
the Riemann surfaces for the B-model of topological string theory on non-compact Calabi-
Yau in [82]. The relevant compact part of the geometry is given by a Riemann surface and
a meromorphic differential, which comes from reducing the holomorphic (3, 0)-form on the
Riemann surface. After identification of the former with the spectral curve Σ and the later
with the form Ω, we can use the formalism discussed in [82].
One property of the matrix model geometry is that the periods over the a-cycles do not
fulfill the relation
∑r
i=1 S
i = 0. Usually this relation is inherited by the periods of holomorphic
forms due to the homological relation of the cycles. However, in matrix models one has∑r
i=1 S
i ∝ N , because Ω has one non-vanishing residue outside the cuts. This leads to one
algebraic relation between the periods in terms of the r parameters, which for the r = 2 case
(the cubic matrix model) is expressed in eq. (3.35). The property of a non-vanishing residue
is shared with Seiberg-Witten theories with matter [90] and certain non-compact Calabi-Yau
geometries with more than one Ka¨hler class [7, 82].
3.2.1 Direct integration
The so-called propagator plays a decisive role in the solutions of the B-model [15]. For the
formalism on the Riemann surface Σ one needs only one type2 of propagator Sij defined by
∂¯ı¯S
ij = Cijı¯ , (3.8)
where i, j = 1, . . . , r and r is the number of parameters in the model. Following [15] it can
be shown that the Fg can be written as
Fg =
3g−3∑
|I|=0
fg,i1...i|I|(S) S
i1i2 . . . Si|I|−1i|I| (3.9)
2In the threefold cases there are three types Sij , Si and S.
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where the fg,I(S) are holomorphic tensors of the moduli. The most important property of
the Sij is that
∂ı¯Fg = C
ij
ı¯
∂Fg
∂Sij
. (3.10)
If one assumes linear independence of the Sij as functions of S, it follows from this property
that (3.2) can be rewritten as a set of equations
∂Fg
∂Sij
=
1
2
(
DjDkFg−1 +
g−1∑
r=1
DjFg−rDkFr
)
, (g > 1) . (3.11)
These equations can be integrated algebraically, provided that the r.h.s. can be expressed in
terms of the Sij contracted by holomorphic tensors as in the r.h.s of (3.9). This is possible
since the following closing relations are fulfilled due to special geometry [6, 15]
DiS
kl = −CinmSkmSln + fkli , (3.12)
Γkij = −CijlSkl + f˜kij , (3.13)
∂iF1 =
1
2
CijkS
jk +Ai. (3.14)
Here the fkli , f˜
kl
i and Ai are holomorphic ambiguities, which must have the same transfor-
mation properties as the expressions on the left-hand side. These ambiguities are due to the
fact that (3.8) defines Sij only up to an holomorphic tensor. Different choices are possible
and lead to a redefinition of the fg,I in (3.9). As we mentioned above the periods are not
algebraically independent, see for example (3.35). As a consequence it is possible to make a
choice for the above ambiguities so that for a given i one has Sik = 0, ∀k, i.e. the matrix of
propagators has effectively only rank ρ = r − 1. We call the auxiliary parameter t . There
may be more auxiliary parameters stemming from the independent non-vanishing residua of
Ω. If there are κ such residua, the rank is reduced to ρ = r − κ.
Whether one works with the redundant or the reduced set of propagators the equation
(3.11) can easily be integrated w.r.t. Sij and Fg becomes of degree 3g − 3 in the Sij . This
is an efficient way to solve the recursion, but at each step one still has to determine the
holomorphic ambiguity.
3.2.2 Modular covariant formulation
It is possible to relate the non-redundant set of propagators to quasimodular forms. In
particular, in the holomorphic polarization, the following properties derived in [1] hold:
1. Fg(S) is invariant under the monodromy group Γ of the Riemann surface Σ.
2. Fg(S) is an almost-holomorphic modular function, i.e. its non-holomorphic dependence
is encoded solely in ((τ − τ¯)−1)IJ , where I, J = 1, . . . , ρ and τIJ is the standard matrix
valued modular parameter living in the Siegel upper half space.3
3ρ = r − κ, where κ is the number of independent non-vanishing residua of Ω.
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3. The non-holomorphic dependence combines always with quasimodular forms EIJ to
give almost-holomorphic modular forms
ÊIJ = EIJ(τ) + ((τ − τ¯)−1)IJ . (3.15)
Here we defined EIJ (τ) as derivative of ∂∂τIJ F1(τ). The anomaly equation of [15] for
F1(τ) implies that this is a non-holomorphic modular invariant
F1 = − log
[
det
1
2 (Im(τIJ))
(
Φ¯k(τ¯)Φk(τ)
)a]
(3.16)
under the monodromy group Γ. Φk(τ) is a holomorphic Siegel modular cusp form of
weight k which vanishes at the discriminant ∆ of the Riemann surface. It transforms
as Φk(τγ) = det(Cτ +D)
kΦk(τ), where τγ is given by
τγ = (Aτ +B) (Cτ +D)
−1 , γ =
(
A B
C D
)
∈ Sp(2ρ,Z) . (3.17)
Such modular forms exist for all genus and can be written as products of even theta
functions [103]. The exponent a will make the argument of the log invariant and the
vanishing order at the discriminant 112 log(∆). For an elliptic curve Φk(τ) is typically
the Dedekind η-function. However, if the subgroup Γ allows for several cusp forms,
Φk(τ) can be a suitable multiplicative combination of them. In virtue of the definition
ÊIJ transforms as a Siegel modular form
ÊIJ(τγ) = (Cτ +D)
I
K(Cτ +D)
J
LÊ
KL(τ) . (3.18)
4. Fg(S) can be expanded as
Fg =
3g−3∑
|I|=0
f˜g,I1,...,I|I|Ê
I1I2 . . . ÊI|I|−1I|I| . (3.19)
Note, that f˜g,I has to compensate for the modular transformation of τ and can in principle
be expressed through holomorphic modular forms.
3.3 The two-cut cubic matrix model
As shown by Dijkgraaf and Vafa in [45], the B-model topological string theory on certain
non-compact Calabi–Yau geometries is captured by a matrix model. The matrix model is
the n-cut matrix model with potential W (x), while the Calabi–Yau geometry is the following
hypersurface in C4
uv = y2 − (W ′(x)2 + f(x)). (3.20)
Here, f(x) is a polynomial of degree n− 1 that splits the n double zeroes of W ′(x)2, see [123]
for a detailed review. In the following we will combine the Dijkgraaf–Vafa correspondence
with known results about the holomorphic anomaly equation in order to give a recursive
solution of multi-cut matrix models.
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Figure 3.1: Choice of branch cuts and cycles on the elliptic geometry (3.25).
3.3.1 The geometrical setup
In the following we consider a cubic matrix model with potential W given by
W (x) =
m
2
x2 +
g
3
x3. (3.21)
Since this model has two critical points x = a1, x = a2, the generic saddle will be a two-cut
matrix model. If we write the matrix integral (2.45) in terms of eigenvalues, we have to
distinguish two different sets {µi}i=1,··· ,N1, {νj}j=1,··· ,N2 , which are expanded around a1, a2,
respectively, and we obtain
Z =
1
N1!N2!
∫ N1∏
i=1
dµi
N2∏
j=1
dνj
∏
i<j
(µi − µj)2 (νi − νj)2
∏
i,j
(µi − νj)2 e−
1
gs
(
P
iW (µi)+
P
jW (νj)).
(3.22)
Since
W ′(x) = mx+ gx2 = gx
(
x+
m
g
)
= g(x− a1)(x− a2), (3.23)
W ′(x)2 has two double zeroes at x = a1, a2, that are split by the degree one polynomial
f(x) = λx+ µ (3.24)
into four roots a±1 , a
±
2 . Hence, the curve for the geometry/matrix model is given by
y2 =W ′(x)2 + f = g2(x− a−1 )(x− a+1 )(x− a−2 )(x− a+2 ). (3.25)
We choose the branch cuts to be along the intervals (a−1 , a
+
1 ) and (a
−
2 , a
+
2 ), cf. Fig. 3.1. It
follows from (2.58) that the ’t Hooft parameters for this curve are the periods of the one-form
Ω = y(x) dx (3.26)
around the branch cuts. Following the notation of [23], we have
Si =
1
2πi
∫ a+i
a−i
Ω, Πi =
1
2πi
∫
bΛi
Ω. (3.27)
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These ’t Hooft parameters are functions of the couplings in the potential m, g, and of the
variables λ, µ. Equivalently, they are functions of the branch points a±i of the quartic curve
(3.25). It is convenient to define new variables given by
z1 =
1
4
(x2 − x1)2, z2 = 1
4
(x4 − x3)2,
Q =
1
2
(x1 + x2 + x3 + x4) = −m
g
,
I2 =
1
4
[(x3 + x4)− (x1 + x2)]2 =
(
m
g
)2
− 2(z1 + z2),
(3.28)
where we label the cuts more conveniently as
(a−1 , a
+
1 , a
−
2 , a
+
2 ) = (x1, x2, x3, x4) (3.29)
and we also have
σ(x) =
4∏
i=1
(x− xi). (3.30)
We will use this in order to expand all four periods in powers of z1 and z2. Notice that zi are
coordinates that parameterize the complex structure deformations of the local Calabi–Yau
geometry (3.20).
Let us consider S1. For this we change variables to y = x − 12 (x1 + x2) and the integral
becomes
S1 =
g
2π
∫ y4
y3
√
(y − y3)(y − y4)
√
y2 − z1dy.
Expanding the second square root for z1 small, each term in the series can be computed
explicitly and it is most easily given in terms of a generating function [23],
F (a) = −π
√
(y3 + a)(y4 + a) +
π
2
(y3 + y4 + 2a) (3.31)
as follows,
S1 =
g
32
(y3 + y4)(y4 − y3)2 + g
2π
∞∑
n=1
cn∆
2n
21F
(n)(0)
where cn are the coefficients in the expansion of
√
1− x and F (n)(a) is the n-th derivative
with respect to a.
The explicit answer has the following structure,
S1 =
g
4
z2I − g
2I
K(z1, z2, I
2), (3.32)
where
K(x, y, z) =
1
4
xy
(
1 +
1
4z
(x+ y) +
1
8z2
(x+ y)2 +
1
8z2
xy + . . .
)
.
It is important to notice that this is symmetric in (x, y), namely, K(x, y, z) = K(y, x, z). This
allows us to write,
S2 = −g
4
z1I +
g
2I
K(z1, z2, I
2). (3.33)
3.3 The two-cut cubic matrix model 43
In the following we will simplify the expressions by putting m = g = 1. It will be useful to
change variables to
t = S1 + S2, s =
1
2
(S1 − S2) (3.34)
where t is the total ’t Hooft parameter. Due to (3.32) and (3.33) one immediately obtains
t =
1
4
(z2 − z1)
√
1− 2z1 − 2z2. (3.35)
Note, that t can be regarded as a global parameter of the model. Different from t the
expression of s in terms of the zi requires a transcendental function. This more complicated
function reflects the dependence of s on the choice of the symplectic basis in (3.3).
As mentioned earlier, there is another possibility to derive the periods as series in zi
which was applied in [89]. There the authors consider a set of Picard–Fuchs differential
operators, L1,L2 associated to the spectral curve and differential Ω, which annihilate the
periods. Therefore, these can be calculated as solutions to a system of ODEs. The Picard-
Fuchs operators, which are given in eq. (C.1) of appendix C, have the following discriminant
factors
disc = z1z2I
2J = z1z2(1− 2(z1 + z2))(1 − 6z1 − 6z2 + 9z21 + 14z1z2 + 9z22). (3.36)
Moreover, their solutions around z1 = 0 and z2 = 0 describe the periods of the elliptic
geometry (3.25). Due to the fact that one can find a combination of periods such that the
mirror map becomes exact (3.35), it is convenient to introduce adapted coordinates z˜i, i = 1, 2,
by
z˜1 = z1 + z2, z˜2 =
1
4
(z1 − z2)
√
1− 2(z1 + z2), (3.37)
as well as coordinates t˜i, i = 1, 2, on the mirror by
t˜1 = s =
1
2
(S1 − S2), t˜2 = t = S1 + S2. (3.38)
The Yukawa couplings may be found in eq. (C.4) as well as the genus one free energy F1
in eq. (C.5). Due to the special type of the mirror map
z˜2 = t˜2, (3.39)
it is possible to derive a propagator which is of the following special form
S =
(
S z˜1z˜1 0
0 0
)
. (3.40)
For the technical details as well as for the ambiguities that have to be computed we refer
the reader to appendix C. With the help of this input it is easy to implement the direct
integration procedure for the cubic matrix model as outlined in section 3.2.1. It turns out
that we can recursively construct the free energies up to genus four. Moreover, we can also
evaluate Fg(S1, S2) for the cubic matrix model in perturbation theory, as was done in [89,99].
The expansions of our direct integration analysis read
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F2 = −
1
240
„
1
S21
+
1
S22
«
+
35
6
(S1 − S2) + 338S
2
1 − 1632S1S2 + 338S
2
2 +O(S
3)
F3 =
1
1008
„
1
S41
+
1
S42
«
+
5005
3
(S1 − S2) +
32
9
`
52522S21 − 273403S1S2 + 52522S
2
2
´
+O(S3)
F4 = −
1
1440
„
1
S61
+
1
S62
«
+
8083075
6
(S1 − S2) +
880
3
`
788369S21 − 4387436S1S2 + 788369S
2
2
´
+O(S3).
(3.41)
These results agree with the low-order results obtained in [89,99]. In the following we explain
how to parameterize the ambiguity and how to fix the unknowns entering our ansatz.
3.3.2 Direct integration, boundary conditions and integrability
In the last section we set up the necessary ingredients to perform a direct integration of the
holomorphic anomaly equations. As mentioned in section 3.2.1 the free energies Fg can be
written in the following way
Fg =
3g−3∑
k=1
ak(z1, z2)
(
S z˜1z˜1
)k
+ fg(z1, z2), (3.42)
where ak are rational functions completely determined by the recursive procedure. fg is the
holomorphic anomaly, which is not constrained by direct integration and must be fixed by
supplying further boundary conditions. The amplitudes Fg should be well-defined over the
whole moduli space except for points at the boundary of moduli space where the elliptic
geometry (3.25) acquires a node, i.e. a cycle of S1-topology shrinks. Such points are known as
conifold points and are given by the zero loci of the discriminant of the Picard–Fuchs system,
which we also call conifold divisors.
Thus, regularity and holomorphicity imply that fg should be a rational function of zi,
where the numerator is at most of the same degree as the denominator. The denominator is
given by the discriminant factors and takes the form (z1z2J
2)2g−2. This gives the following
ansatz for the holomorphic ambiguity
fg(z1, z2) =
∑
k,l a
(g)
k,l z
k
1z
l
2
(z1z2J2)2g−2
, (3.43)
where the a
(g)
k,l have to be determined by the boundary conditions. Note that due to the
symmetry of the model in z1 and z2 it is enough to restrict the numerator to a polynomial
which is symmetric in z1 and z2. In order to be well defined as zi → ∞, the degree of this
polynomial must be at most 12g − 12. It turns out that it is sufficient to truncate the degree
at 9g− 9, as long as g ≤ 4. However, this reduced ansatz may not be present at higher genus
and one would have to deal with the full ansatz of degree 12g − 12.
There are two boundary conditions which we will refer to in the following as a cycle gap
and b cycle gap. Let us first consider the a cycle gap. Due to the Gaussian contribution to
the partition function of a multi-cut matrix model (see for example [99] for more details) it
is easily seen that the holomorphic expansion of Fg at small filling fractions is of the form
Fg =
B2g
2g(2g − 2)
(
1
S2g−21
+
1
S2g−22
)
+O(S), (g > 1). (3.44)
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Due to the absence of subleading singular terms in Si, this property of the expansion is
referred to as the gap condition. The coefficients of the subleading singular powers of Si
depend generically on the other Sj, with j 6= i –in fact they are (infinite) series in the Sj .
Demanding the vanishing of these series leads in principle to an over-determined system,
therefore in the multi-parameter case it is not easy to count the number of independent
conditions implied by (3.44).
The gap condition is also present in the expansion of genus g topological string amplitudes
near a conifold divisor [7, 81,82], where we have
F cg =
B2g
2g(2g − 2)Π2g−2 +O(Π
0), (g > 1). (3.45)
Here, Π is a flat coordinate normal to the divisor. In view of the Dijkgraaf–Vafa correspon-
dence, this behavior should also characterize multi-cut matrix model amplitudes near the
divisors of the spectral curve geometry. Again, since the coefficients of the subleading powers
of Π depend on the coordinates tangential to the conifold divisor, the counting of conditions
in the multi-parameter case is not easily done.
However, it turns out that, when both constraints, (3.44) and (3.45), are taken into
account, the holomorphic anomaly fg is completely and uniquely fixed. We checked this
explicitly for genus g ≤ 4. It is then natural to conjecture that the a and b cycle gap
conditions are always sufficient to fix all unknowns in the holomorphic ambiguity for general
matrix models with polynomial potential. Following [82] we refer to such a property as
integrability of the holomorphic anomaly equation.
3.3.3 Modular covariant formulation
In the last sections we explained how to solve the cubic matrix model with the techniques
known from topological string theory. However, we used a somewhat artificial description
which does not make the symmetry properties of the geometry completely explicit. Such a
formulation is given by writing all quantities in a covariant modular way. Since the geometry is
an elliptic curve together with meromorphic differential Ω we expect not only to parameterize
the topological amplitudes Fg by the elliptic modulus τ but in addition by an auxiliary
parameter. In the following we explore how this can be achieved in detail.
We start by transforming the quartic curve (3.25) to Weierstrass form, where it is easy to
read off the j-function. It is given by
j(z1, z2) =
16
(
(1− 3z1 − 3z2)2 + 12z1z2
)3
z1z2 ((1− 3z1 − 3z2)2 − 4z1z2)2
. (3.46)
Comparing this modular invariant to its usual Fourier expansion
j(τ) = q−1 + 744 + 196884q +O(q2), (3.47)
we get a relation τ = τ(z1, z2). Using the definition of j in terms of modular forms yields
actually a rational expression.
It is also easy to identify the auxiliary parameter which accompanies τ . Note that the
periods/filling fractions are taken with respect to the differential Ω, which is meromorphic.
Thus the sum of all cycles is of course homologically trivial, but the sum of the periods does
not have to vanish and is rather proportional to the residue of Ω. Since this residue is related
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to the auxiliary parameter, it is natural to parameterize the topological amplitudes by both,
τ and t = gsN . Due to (3.35) we obtain a relation t = t(z1, z2).
In principle this allows us to rewrite all quantities in terms of modular forms together with
an auxiliary parameter t, by combining the rational expression τ = τ(z1, z2) with t = t(z1, z2).
If we do so, we obtain
u =
1− 3z1 − 3z2
2
√
z1z2
, 4t = (z1 − z2)
√
1− 2z1 − 2z2, (3.48)
where u is given in terms of modular forms b, c and d defined in appendix A.3 by
u =
c+ d
b
. (3.49)
However, it turns out that, for the general cubic matrix model, the resulting formulae become
too complicated. The reason is that the corresponding spectral curve is a generic elliptic
curve. However, if we specialize the calculation to the slice t = 0, or S1 = −S2, the curve
has Γ(2) monodromy (it is the Seiberg–Witten curve of [147]) and it is possible to exploit the
formulation in terms of modular forms, as we will see in section 3.4.
Fortunately, it is possible to give some closed and simple expressions using modular forms
for the genus zero and one sectors, which will prove to be useful in due course. We start by
quoting the perturbative calculation of the planar free energy [23]
F0(S1, S2) =
1
2
S21 log
( S1
mΛ2
)
+
1
2
S22 log
( S2
mΛ2
)
− 3
4
(S21 + S
2
2) + 2S1S2 log
( m
Λg
)
+
1
g∆3
(2
3
S31 − 5S21S2 + 5S1S22 −
2
3
S32
)
+O(S4).
(3.50)
Of course, F0(S1, S2) is symmetric under the exchange S1 ↔ −S2. From the prepotential we
can define the tau-coupling (3.6) and also introduce
2πiτ =
∂2F0
∂s2
. (3.51)
It was shown in [127] (see also [18]) that τ can be computed in terms of elliptic functions as
τ = i
K′
K = i
K(k′)
K(k)
, (3.52)
where
K =
∫ x2
x1
dz√|σ(z)| = 2√(x1 − x3)(x2 − x4) K(k), k2 = (x1 − x2)(x3 − x4)(x1 − x3)(x2 − x4) ,
K′ =
∫ x3
x2
dz√|σ(z)| = 2√(x1 − x3)(x2 − x4) K(k′), k′2 = 1− k2.
(3.53)
This modular parameter turns out to match with our definition by the j-function mentioned
above. We find, in the full theory
πiτ =
1
2
log
(−S1S2
m6
)
+
17(S1 − S2)
m3
+
2
(
83S21 − 209S2S − 1 + 83S22
)
m6
+ · · · (3.54)
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Let us now consider genus one. Akemann [3] gave a simple expression for F1, that reads
F1 = − 1
24
4∑
i=1
lnMi − 1
2
lnK(k)− 1
12
ln∆ +
1
8
ln(a−1 − a−2 )2 +
1
8
ln(a+1 − a+2 )2, (3.55)
where ∆ denotes the discriminant of σ(x). Using that Mi = g for the cubic matrix model as
well as Thomae’s formulae, cf. app. A.3, this can be written compactly as
F1 = − log η(τ)− 1
24
log∆, (3.56)
where η is the Dedekind eta-function.
3.4 The cubic model on a slice
In the following we will specialize the cubic matrix model studied in section 3.3 to the slice
S1 = −S2. On this slice, t = 0, and the direct integration procedure simplifies. Moreover,
we are able to write all quantities which are needed for direct integration in terms of simple
modular forms. The underlying reason for this is that, when t = 0, the spectral curve of the
matrix model becomes the Seiberg–Witten curve, which has simple monodromy properties.
Therefore the recursive procedure will be very efficient in obtaining results at high genus.
First of all notice that, by contour deformation,
S1 + S2 = g
∮
z=0
dz
z4
√
1 +
2m
g
z +
m2
g2
z2 +
λ
g2
z3 +
µ
g2
z4 =
λ
2g
. (3.57)
Therefore, if the parameter λ in (3.24) vanishes λ = 0, we have
t = S1 + S2 = 0. (3.58)
In this case one also has [43]
τ11 = τ22 = −τ12 = τ, (3.59)
which can be seen from (3.6).
From the point of view of the original matrix model, the slice S1 = −S2 involves an
analytic continuation in the space of ’t Hooft parameters. This is because on this slice
S1/S2 = N1/N2 = −1, which can not be implemented in the matrix integral (3.22), since N1,2
are a priori positive integers. In terms of matrix integrals, the slice S1 = −S2 can be related
to a supermatrix model [8, 39,48,176]. A Hermitian supermatrix has the form
Φ =
(
A Ψ
Ψ† C
)
, (3.60)
where A (C) are N1×N1 (N2×N2) Hermitian, Grassmann even matrices, and Ψ is a matrix
of complex, Grassmann odd numbers. The supermatrix model is defined by the partition
function
Zs(N1|N2) =
∫
DΦe− 1gs StrW (Φ), (3.61)
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where we consider a polynomial potential W (Φ) and Str denotes the supertrace. There
are two types of supermatrix models with supergroup symmetry U(N1|N2): the ordinary
supermatrix model, and the physical supermatrix model [176]. The ordinary supermatrix
model is obtained by requiring A, C to be real Hermitian matrices, while the physical model
is obtained by requiring that, after diagonalizing Φ by a superunitary transformation, the
resulting eigenvalues are real. The partition function of the physical supermatrix model
reads, in terms of eigenvalues [48,176]
Zs(N1|N2) = 1
N1!N2!
∫ N1∏
i=1
dµi
N2∏
j=1
dνj
∏
i<j (µi − µj)2 (νi − νj)2∏
i,j (µi − νj)2
e−
1
gs
(
P
iW (µi)−
P
jW (νj)),
(3.62)
where the two groups of eigenvalues µi, νj are expanded around two different critical points
of W (x). This partition function is related to (3.22) after changing N2 → −N2 [48], therefore
it gives a physical realization of the S1/S2 < 0 slice of the moduli space. Notice, that the
moduli space of the local Calabi–Yau for generic complex S1, S2 describes both the original
matrix integral (3.22) and its supergroup extension (3.62).
3.4.1 The geometry
In the following we discuss the geometry underlying the curve with λ = 0. It is easy to see
that, up to a shift in the x coordinate, it can be written as
y2 = (x2 − a2)(x2 − b2), a > b. (3.63)
If we compare this to the Seiberg–Witten curve [147]
y2 = (x2 − u)2 − Λ4SW, (3.64)
we find that they are equal once we identify the parameters as
u =
a2 + b2
2
, Λ2SW =
a2 − b2
2
. (3.65)
We also want to translate these parameters in terms of the cubic matrix model variables.
This was already done in [43,99], and we have
∆ =
m
g
, u =
1
4
∆2. (3.66)
We will set
g = 1. (3.67)
On the other hand, we have the following relation between the Λ parameter appearing in
(3.50) and the Seiberg–Witten scale
Λ =
1√
2
ΛSW. (3.68)
For the simple curve (3.63) one can compute many quantities directly and relate them to
modular forms or elliptic integrals. As a starting point the period integrals
S = S1 = −S2, Π = ∂sF0(S,−S) (3.69)
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can be computed in terms of simple elliptic functions, which was done for S in ref. [43].
Repeating this analysis yields
S =
1
2πi
∫ a
b
y(x)dx =
a
6π
[
(a2 + b2)E(k1)− 2b2K(k1)
]
(3.70)
as well as
Π =
∫ b
−b
y(x)dx =
2
3
a
[
(a2 + b2)E(k′1) + (b
2 − a2)K(k′1)
]
, (3.71)
where the elliptic modulus k1 and its complementary one k
′
1 are given by
k21 =
a2 − b2
a2
, k′1
2
= 1− k21 =
b2
a2
. (3.72)
The modulus k1 is related to the usual cross-ratio k
2 introduced in (3.53) as
k21 =
4k
(1 + k)2
. (3.73)
In order to obtain expansions of the periods we introduce the parameters
µ =
Λ2SW
u
, µD = 1− Λ
2
SW
u
. (3.74)
Small µ corresponds to the semiclassical regime of Seiberg–Witten theory which occurs at
u → ∞, whereas small µD relates to the region near u → Λ2SW, where a magnetic monopole
becomes massless. In these variables the periods read
S
u
3
2
=
√
1 + µ
3π
[
E
( 2µ
1 + µ
)
+ (µ− 1)K
( 2µ
1 + µ
)]
, (3.75)
Π
u
3
2
=
4
√
2− µD
3
[
E
( µD
2− µD
)
+ (µD − 1)K
( µD
2− µD
)]
. (3.76)
Note that S/u3/2 and Π/u3/2 are dimensionless. Further, we expand (3.75) around µ = 0 to
obtain
S
u
3
2
=
µ2
8
+
3µ4
256
+
35µ6
8192
+
1155µ8
524288
+
45045µ10
33554432
+ · · · , (3.77)
which is the expansion (4.19) of [99], after changing to the appropriate variables. The inverse
expansion is given by
µ2 = 8
S
u
3
2
− 6
( S
u3/2
)2 − 17
2
( S
u3/2
)3 − 375
16
( S
u3/2
)4 − 10689
128
( S
u3/2
)5
+ · · · . (3.78)
We introduce now the following elliptic modulus τ0 as
τ0 = i
K
(
1−µ
1+µ
)
K
(
2µ
1+µ
) = iK(k′1)
K(k1)
=
i
2
K(k′)
K(k)
, (3.79)
which can be expanded in µ. By inverting this series one can derive µ as a function of τ0. In
particular we observe
µ =
b
c+ d
, (3.80)
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where we follow the notation4 of [89]. In turn the expression (3.75) defines the variable µ as
a function of
S
u3/2
= 8
S
m3
(3.81)
as well, and in particular the series (3.79) defines τ0 as a function of S/u
3/2:
2πiτ0 = log
( S
m3
)
+ 34
S
m3
+ 750
( S
m3
)2
+
71260
3
( S
m3
)3
+ · · · . (3.82)
Moreover, comparing with (3.54) yields the identity
τ0 =
1
2
τ(S,−S), (3.83)
which is obvious also from (3.79).
Consider now the dual elliptic modulus τ0,D, obtained by a S-transformation on the elliptic
modulus,
τ0,D = − 1
τ0
. (3.84)
Following the same lines of thought as before, this defines τ0,D as a series in the dual period
SD
u3/2
= 8
SD
m3
. (3.85)
In the following we will set
ΛSW = 1 (3.86)
so in particular µ = u−1 = 4/m2. Note that (3.80) therefore defines m as a function of τ0.
Strictly speaking, m is hence a function of S, but in order to establish the relation between τ0
and τ(S,−S), i.e. (3.83), we treated m as an independent variable. In all subsequent formulas
and expansions we will do so as well.
Next, we compute the Yukawa coupling
Csss =
∂3F0
∂s3
. (3.87)
This follows from the general formula for two-cut matrix models given by [127]
∂3F0
∂s3
= π3
[
M1 · · ·M4K3
∏
i<j
(xi − xj)2
]−1 · 4∑
i=1
[∏
j 6= i
Mj ·
∏
k,l 6= i,
k<l
(xk − xl)2
]
(3.88)
where Mi =M(xi), the spectral curve is written as in (2.55), and K is given in (3.53) When
applied to the Seiberg–Witten curve (3.63) we obtain
Csss =
∂(4πiτ0)
∂s
=
64
√
2
m3
(c+ d)5/2
b2cd
. (3.89)
To see this, one has to apply Thomae’s formula, which relates the branch points xi to ϑ-
functions [58] and further one has to express K in terms of modular forms. This is done as
follows. Note that
K =
∫ a
b
dx√
(a2 − x2)(x2 − b2) =
1
a
K(k1). (3.90)
4 For our conventions on modular forms used in this section, see appendix A.3.
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The dimensionless combination
√
uK can be expanded as a series in τ0 since
√
uK = 1√
1 + µ
K
(
2µ
1 + µ
)
. (3.91)
This yields
K = π
m
√
c+ d
2
. (3.92)
We can check the formula (3.87) by calculating this quantity directly from the perturbative
result. Evaluating the derivatives at S1 = −S2 = S we obtain from (3.50)
∂3F0
∂s3
=
2
m3
{
34 +
m3
S
+ 1500
S
m3
+ 71260
S2
m6
+ · · ·
}
. (3.93)
Using (3.82) this coincides with (3.87), if we treat m as an independent variable.
The expression (3.89) for Csss is a modular form of weight −3 on the modular group Γ(2)
defined in the Appendix. We will use as generators for the ring of modular forms on Γ(2),
M∗(Γ(2)), the functions
K2 = c+ d, K4 = b
2, (3.94)
which are modular forms of weight two and four, respectively. Note that instead of considering
the Γ(2) description of the Seiberg–Witten curve (3.63) we could also use the equivalent Γ0(4)
description, which amounts to trade τ0 for 2τ0 = τ(S,−S) in all expressions of this section.
3.4.2 Direct integration and higher genus amplitudes
Having discussed the genus zero sector of the cubic matrix model specialized to the slice
S1 = −S2, let us now turn our attention to the higher genus free energies Fg. According
to [56, 89] the matrix model free energies Fg can be promoted to modular invariant, non-
holomorphic amplitudes Fg(τ0, τ¯0) which satisfy the holomorphic anomaly equations of [15] in
the local limit. The matrix model Fg is recovered by formally considering the limit τ¯0 → ∞
while keeping τ0 fixed.
In order to apply this, we must compute the full non-holomorphic genus one amplitude F1
and derive the propagator Sss. Using the general formula (3.55) specialized to the Seiberg–
Witten curve (3.63), and by following the same argument as for the Yukawa coupling Csss,
we obtain
F1(τ0, τ¯0) = − log(
√
Imτ0 η(τ0)η(−τ¯0)) + 1
4
log
(
m2K2√
K4
)
. (3.95)
Indeed, when expanded we find
F1 = −1
6
log S +
S
3m3
+ 15
(
S
m3
)2
+
6202
9
(
S
m3
)3
+ 32286
(
S
m3
)4
+ · · · , (3.96)
which is precisely the series for F1 obtained in [99] after setting S1 = −S2 = S.
Next we turn to the propagator Sss, defined by
C
ss
s¯ = ∂¯s¯S
ss, (3.97)
where C s¯s¯s¯ is the complex conjugate of the Yukawa coupling Csss and the indices are raised
by means of the metric
Gss¯ ∼ Imτ0. (3.98)
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Using the chain rule and the relation (3.87) yields
∂sF1(τ0, τ¯0) = − 1
48
CsssÊ2(τ0, τ¯0) + ∂sf1(τ0), (3.99)
where f1 is given by
f1(τ0) =
1
4
log
(
m2K2√
K4
)
. (3.100)
Hence, the propagator is identified with
Sss = − 1
24
Ê2(τ0, τ¯0). (3.101)
Now we are prepared to apply the method of directly integrating the holomorphic anomaly
equations according to [6, 77]. In the conventions of this section the holomorphic anomaly
equations can be cast into the following form
∂Fg
∂Ê2
= − 1
192
C2sss
[
Dˆ2τ0Fg−1 +
Dˆτ0Csss
Csss
Dˆτ0Fg−1 +
g−1∑
h=1
Dˆτ0FhDˆτ0Fg−h
]
, (g > 1) (3.102)
where Dˆτ0 denotes the Maass derivative acting on (almost-holomorphic) modular forms of
weight k as
Dˆτ0 =
1
2πi
d
dτ0
− k
4πImτ0
. (3.103)
Since the ring M̂∗(Γ(2)) = C[Ê2,K2,K4] is closed under Dˆτ0 , and the Fg’s are modular
invariant forms, the holomorphic anomaly equation can be integrated with respect to Ê2. We
obtain the following schematic result
Fg(τ0, τ¯0) = ∆˜
2−2g ·
3g−3∑
k=1
c
(g)
k (τ0)Ê
k
2 (τ0, τ¯0) + fg(τ0), (3.104)
where c
(g)
k (τ0) are modular forms of weight 8(g − 1) − 2k, completely determined by the
holomorphic anomaly equation, and ∆˜ is just the denominator of Csss. In particular it is a
weight eight form given by
∆˜ = m3(K22 −K4)K4. (3.105)
All the non-trivial information is encoded in the holomorphic ambiguity fg(τ0). It has to be
derived genus by genus by supplying further boundary conditions. In the particular case of
the cubic matrix model specialized to the slice S1 = −S2, we will argue in the next subsection
that fg(τ0) can be fixed at all genera. Applying this procedure we were able to integrate the
holomorphic anomaly equations and obtained the matrix model free energies to genus 52.
Let us at least present the result for the full non-holomorphic genus two amplitude
F2(τ0, τ¯0) = − 160K
5
2
81m6(K22 −K4)2K24
Ê32 −
16K42 (5K
2
2 − 7K4)
9m6(K22 −K4)2K24
Ê22
− 8K
3
2 (77K
4
2 − 132K22K4 + 63K24 )
27m6(K22 −K4)2K24
Ê2 − 4K
4
2 (2051K
4
2 − 4005K22K4 + 1890K24 )
405m6(K22 −K4)2K24
.
(3.106)
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Here we collect some low genus expansions of the free energy amplitudes of the cubic
matrix model on the slice S1 = −S2 = S:
m
6
F2 = −
1
120
m6
S2
+
35
3
S
m3
+ 2308
S2
m6
+
1341064
5
S3
m9
+ 24734074
S4
m12
+ · · ·
m
12
F3 =
1
504
m12
S4
+
10010
3
S
m3
+
4036768
3
S2
m6
+
1883381692
7
S3
m9
+ 38608040638
S4
m12
+ · · ·
m
18
F4 = −
1
720
m18
S6
+
8083075
3
S
m3
+ 1749491040
S2
m6
+
4618613451580
9
S3
m9
+ · · ·
m
24
F5 =
1
528
m24
S8
+
13013750750
3
S
m3
+ 4038280413440
S2
m6
+
17515677810823140
11
S3
m9
+ · · ·
m
30
F6 = −
691
163800
m30
S10
+ 11699361924250
S
m3
+
43710230883020800
3
S2
m6
+ · · · .
(3.107)
We can check some of these results by comparing to the perturbative calculations of [99]
specialized to S1 = −S2 = S. We observe agreement for genus two and three at low order in
S/m3. All higher genus computations are new results.
The direct integration procedure outlined here is by far the most efficient method to
calculate higher genus amplitudes in matrix models. It only takes a few minutes to reach
e.g. genus 10 on a conventional personal computer.
3.4.3 Boundary conditions and integrability
According to [1,56] Fg is an almost-holomorphic modular invariant form under the spacetime
duality group, in this case Γ(2). Hence, Fg is regular except for some points on the boundary
of moduli space.
Regularity and holomorphicity imply that fg should be a rational function, where its
denominator is given by an appropriate power of the discriminant of the curve. From the
expression (3.104) we see that the denominator of fg is given by ∆˜
2g−2, hence a weight
8(g − 1) form. Modularity now implies that the numerator has to be a form of finite weight,
in order to cancel the weight from the denominator. Since the space of weight k forms is finite
dimensional, there are only finitely many coefficients to determine. In particular, for Γ(2) we
have
dimMk(Γ(2)) =
{
k+2
2 , k > 2, k even.
0, else.
(3.108)
In summary this justifies the ansatz
fg(τ0) = ∆˜
2−2g ·
4(g−1)∑
k=0
akK
2k
2 K
4(g−1)−k
4 , (g > 1) (3.109)
where ∆˜ is given in eq. (3.105). This implies that there are 4g − 3 unknown constants ak
in the ambiguity fg. These are completely and uniquely fixed by imposing the following two
boundary conditions.
First, we know that the holomorphic expansion of Fg at small S has the structure (3.44)
specialized to the slice, which imposes 2g − 1 conditions on fg and leaving 2g − 2 unknowns.
Further the holomorphic expansion at conifold divisors is of the form (3.45), where Π is a
suitable coordinate transverse to the divisor which vanishes at the conifold. In our case Π
is the dual period. Thus, (3.45) imposes 2g − 2 further constraints on the ambiguity, and it
determines it completely.
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3.5 Non-perturbative aspects
In this section we address non-perturbative effects in matrix models, and its connection to
the large order behavior of the 1/N expansion.
3.5.1 Non-perturbative effects in the one-cut matrix model
For concreteness, we will focus here on the cubic matrix model which we are analyzing in this
paper.
In the one-cut cubic matrix model, the large N limit is described by a distribution of
eigenvalues around the minimum of the potential at x = 0. The eigenvalues fill the interval
[a, b]. It has been known for some time that instanton sectors in this model are obtained by
tunneling a finite, small number of eigenvalues ℓ≪ N from this interval to the maximum of
the effective potential, located at x0. The structure of the partition function in the ℓ-instanton
sector has been determined in [126,127], and at one loop it has the form
Z(ℓ) =
g
ℓ2/2
s
(2π)ℓ/2
G2(ℓ+ 1)µ
ℓ2
1 exp
(
−ℓA
gs
){
1 +O(gs)
}
. (3.110)
In this equation, G2(z) is the Barnes function. A is the instanton action, and it can be
computed in terms of the spectral curve of the one-cut matrix model as
A =
∫ x0
b
dz y(z). (3.111)
Finally, µ1 is the one-loop contribution, and it has the explicit expression
µ1 =
b− a
4
1√
M(x0)[(a− x0)(b− x0)] 52
. (3.112)
In [126] it was argued, following standard arguments in the large order behavior of perturba-
tion theory [109], that the free energy of the one-instanton amplitude, F (1), should determine
the leading asymptotics at large g of the perturbative amplitudes Fg, according to the formula
Fg =
1
2πi
∫ ∞
0
dz
zg+1
F (1)(z). (3.113)
If we write
F (1) = g1/2s e
−A/gs
∞∑
ℓ=1
µlg
ℓ−1
s , (3.114)
we obtain the full 1/g asymptotics
Fg ∼g 1
π
A−2g−bΓ
(
2g + b
) ∞∑
ℓ=1
µℓA
ℓ−1∏ℓ−1
k=1(2g + b− k)
. (3.115)
where
b = −5
2
. (3.116)
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The formula (3.115) can be regarded as a generalization of the asymptotics for formal solutions
of nonlinear ODEs. The reason is as follows. In the double-scaling limit of the matrix model
(see [42]), the total free energy of the matrix model becomes a function of a double-scaled
variable z,
F (t, gs)→ Fds(z), (3.117)
and the specific heat u = −F ′′ds(z) satisfies the Painleve´ I equation
u2 − 1
6
u′′ = z. (3.118)
In particular, the genus expansion of the cubic matrix model leads to a formal solution of
Painleve´ I
u(z) = z1/2
∞∑
g=0
ug,0z
−5g/2. (3.119)
On the other hand, the instanton sectors of the matrix model lead to instanton corrections
of the form
uℓ(z) = z
1/2−5ℓ/8e−ℓaz
5/4
∞∑
n=0
un,ℓz
−5n/4 (3.120)
where
a =
8
√
3
5
. (3.121)
It can be shown that the coefficients of (3.119) have an asymptotic behavior at large g which
is governed by the one-instanton solution u1(z) in (3.120). The precise formula is,
ug,0 ∼g a
−2g+ 1
2
π
Γ
(
2g − 1
2
) S1
πi
{
1 +
∞∑
l=1
ul,1a
l∏l
k=1(g − 1/2 − k)
}
, (3.122)
where S1 is a Stokes constant. One can explicitly check [34,126] that (3.122) can be deduced
from the double-scaling limit of the asymptotics (3.115). In particular, the constant a is the
double-scaling limit of the instanton action.
3.5.2 Non-perturbative effects in the cubic matrix model
Non-perturbative effects in multi-cut matrix models have been studied in [18,127]. A multi-cut
matrix model with a fixed choice of filling fractions must be regarded as a fixed background,
and any other choice of filling fractions leads to an instanton correction to the free energy on
the fixed background. To be concrete, let us consider a two-cut matrix model with a fixed
background given by N1, N2 eigenvalues in the stable and unstable saddle points, respectively.
The partial ’t Hooft parameters S1, S2 are given as usual by Si = gsNi. The total partition
function is of the form
Z = Z(N1, N2) +
∑
ℓ 6=0
ζℓ Z(N1 − ℓ,N2 + ℓ). (3.123)
The sum over ℓ corresponds to the tunneling of ℓ eigenvalues from the first cut to the second
cut, and at large N , the corresponding partition functions have the form
Z(ℓ) = ζℓqℓ
2/2 exp
(
−ℓA
gs
){
1 +O(gs)
}
, ℓ ∈ Z∗ (3.124)
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where
A = ∂sF0 and q = exp
(
∂2sF0
)
. (3.125)
The variable s is given in (3.34). If the cuts of the matrix model are the intervals [x1, x2],
[x3, x4], the instanton action A can be written as
A =
∫ x3
x2
y(x)dx. (3.126)
If Re(A) 6= 0, the instanton contributions are exponentially suppressed if sgn(Re(A)ℓ) > 0,
and they are exponentially enhanced if sgn(Re(A)ℓ) < 0. This is just reflecting the fact
that the generic background is unstable and if we expand around it we will find tachyonic
directions. Notice however that both corrections are non-perturbative in gs, therefore they
are invisible in the genus expansion.
It is generically expected that the existence of these non-perturbative sectors leads to the
factorial divergence of the genus expansion around a fixed background. The growth of the
perturbative string amplitudes at large genus (and fixed S1, S2) should be of the same form
as in (3.115), i.e.
Fg(S1, S2) ∼g A−2g−b Γ(2g + b) +O(g−1) (3.127)
where A is given by (3.126) and b is a constant.
We can test these predictions by numerical methods using our results from direct integra-
tion. We start by concentrating on the slice S1 = −S2. Note that in this case the instanton
action A is given by the dual period Π, whose explicit expression is given in eq. (3.71). In
order to extract the asymptotic of the sequence {Fg}g≥0 we employ a standard numerical
technique known as Richardson extrapolation. The method removes the first terms of the
subleading tail and hence accelerates the convergence. Given a sequence {Sg}g≥0 in the form
Sg = a0 +
a1
g
+
a2
g2
+ . . . (3.128)
its Richardson transform is defined by
RS(g,N) =
∑
k≥0
(−1)k+N (g + k)N
k! (N − k)! Sg+k, (3.129)
such that the sub-leading terms in {Sg}g≥0 are cancelled up to order g−N . In fact, it can
be shown that if {Sg}g≥0 is a finite sequence, the Richardson transform returns exactly the
leading term a0.
Comparing (3.128) with (3.127) one can extract the instanton action by considering the
sequence
Qg =
Fg+1
4g2Fg
=
1
A2
(
1 +
1 + 2b
2g
+O(g−2)
)
. (3.130)
Once A is confirmed, one can then obtain the parameter b from the new sequence
Q′g = 2g
(
A2Qg − 1
)
= 1 + 2b+O(g−1). (3.131)
In Fig. 3.2 and Fig. 3.3 we plot the sequences Qg, Q
′
g, together with their Richardson trans-
forms, for two values of S. It is obvious from the numerical calculation that the large genus
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asymptotics is controlled at leading order by the instanton action. In addition, we find nu-
merically that
b = −1. (3.132)
This value of b is different from the one characterizing the one-cut model (3.116). In fact,
the value (3.116) corresponds to the universality class of pure two-dimensional gravity, while
the value (3.132) corresponds rather to the universality class of the c = 1 string [145]. It is
interesting to see that both behaviors are present in the two-cut cubic matrix model, along
different submanifolds of the moduli space (the 2d gravity behavior takes place in the slice
S2 = 0, while the c = 1 behavior takes place in the slice S1 + S2 = 0).
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Figure 3.2: The sequence Qg (•) and two Richardson transforms (, ) at τ0 = i2
(left) and τ0 =
2i
3 +
1
9 (right) which corresponds to S ≈ 0.139 and
S ≈ 0.117+0.016i, respectively. The leading asymptotics as predicted
by the instanton action |A|−2 is shown as a straight line. The error
for genus 52 is about 10−8 % and 10−10 %, resp.
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Figure 3.3: The sequence Q′g (•) and two Richardson transforms (, ) at τ0 = i2
(left) and τ0 =
2i
3 +
1
9 (right) which corresponds to S ≈ 0.139 and
S ≈ 0.117+0.016i, respectively. The leading asymptotics as predicted
by the parameter b = −1 is shown as a straight line. The error for
genus 52 is about 10−8 % in both cases.
Turning our attention to a generic value of the filling fractions (S1, S2) in the cubic matrix
model, we can try to test our prediction (3.127) by using the results from direct integration
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of section 3.3. Since we computed Fg up to genus four, we can only explore the first four
elements of the sequence {Qg}g≥0, eq. (3.130). In order to have a better control of the error,
we consider a perturbation around the submanifold S1+S2 = 0 where the large order behavior
is well established. The instanton action (3.126) is calculated using (C.3) by
A =
∂F0
∂S1
− ∂F0
∂S2
= Π1 −Π2
= log(S1)S1 − log(S2)S2 + 1
6
− S1 + S2 +O(S2).
(3.133)
Fig. 3.4 shows Q3, RQ(1, 2) and |A|−2 as a function of S1 in the vicinity of the slice point
S1 = −S2 = S = 0.004, where convergence is ensured. We observe that the behavior of Q3
and RQ(1, 2) is qualitatively the same as predicted by the instanton action. Moreover, their
relative errors stay roughly constant over the complete data set. This seems to indicate that
the large order behavior of the genus expansion is also governed by the instanton action in
the general two-cut cubic matrix model.
Unfortunately, our numerical results for the generic case are not good enough to determine
the value of b reliably. It is an interesting question to know how this value changes as we
move in the moduli space. We expect it to be b = −1 except in the one-cut slices S1 = 0,
S2 = 0, where it takes the value (3.116).
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Figure 3.4: Q3 (•), RQ(1, 2) () and |A|−2 () are plotted for several values of S1
around the slice point S1 = −S2 = S = 0.004. Q3 and RQ(1, 2) have
a relative error of about 30 % and 10 %, respectively, as compared
to the instanton action |A|−2 throughout the data set.
3.5.3 Asymptotics and non-perturbative sectors
In principle, one should be able to refine the asymptotic formula (3.127) and obtain a gen-
eralization of (3.115) involving the gs expansion of instanton solutions. A natural guess is
that the relevant instanton solutions are the closest ones to the given background, i.e. the
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instanton amplitudes (3.124) with ℓ = ±1. This guess would relate the large genus behavior
of Fg(t1, t2) to an integral of the form (3.113), involving this time F
(1) and F (−1). However,
this expectation turns out to be too naive. Indeed, it seems that the asymptotics involves
new non-perturbative sectors whose matrix model interpretation is yet unknown.
N − ℓ
ℓ
N − ℓ + 1
ℓ− 1
N − ℓ + 1
(ℓ, 1)
N − ℓ− 1
ℓ + 1
Figure 3.5: The asymptotics of the coefficients of the ℓ-th instanton solution uℓ(z)
of Painleve´ I is determined by the two nearest neighbor instantons,
which are obtained by eigenvalue tunneling, and by the generalized
instanton amplitude uℓ|1, which is represented here by the label (ℓ, 1).
In order to explain this in some detail, we will come back to a simplest case where the
asymptotics can be fully determined, namely the Painleve´ I equation and its instanton so-
lutions uℓ(z). It is natural to ask what is the asymptotics of the coefficients un,ℓ appearing
in (3.120). Notice that, when ℓ is big, this instanton solution is the double-scaled limit of a
two-cut solution, therefore the question of the asymptotics of this sequence is closely related
to the original question concerning the asymptotics (3.127). We have seen in (3.122) that the
asymptotics of the perturbative solution is governed by the one-instanton solution. In the
same way, one would think that the asymptotics of the ℓ-instanton solution is governed by
the ℓ± 1 instanton amplitudes. It has been shown in [67] that this is not the case. In order
to understand the asymptotics of a generic instanton sector, one has to consider more general
amplitudes, labelled by two non-negative integers:
un|m(z). (3.134)
The amplitude where m = 0 is the standard instanton amplitude: uℓ|0(z) = uℓ(z). The other
amplitudes can be obtained by requiring
u(z,C1, C2) =
∑
n,m≥0
un|m(z)C
n
1 C
m
2 (3.135)
to be a formal solution to the Painleve´ I equation, for arbitrary C1, C2, and that
un|m(z) ∼ e−(n−m)az
5/4
, z →∞. (3.136)
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The two-parameter solution of the Painleve´ I equation (3.135) is called a trans-series solution,
and it was introduced by Jean E´calle in the context of resurgent analysis (see for example [146]
for an simple introduction to resurgence). It turns out that the asymptotic behavior of the
coefficients un,ℓ in the ℓ-th instanton uℓ is governed by the solutions uℓ±1(z), but also by
the solution uℓ|1(z). This means that the asymptotics of the coefficients un,ℓ as n → ∞ can
be obtained by a relation similar to (3.113), but involving uℓ±1(z) as well as uℓ|1(z). For
example, let us consider the one-instanton solution, and let us ask what is the asymptotics of
the coefficients un,1 appearing in (3.120) with ℓ = 1. An analysis based on resurgence theory,
which can be verified with Riemann–Hilbert techniques, leads to the formula [67]
un,1 ∼n a−n+1/2 S1
2πi
Γ
(
n− 1/2){2u0,2 + (−1)nµ0,2 + ∞∑
l=1
(2ul,2 + (−1)n+lµl,2)al∏l
m=1(n− 1/2 −m)
}
(3.137)
where un,2 are the coefficients of the two-instanton expansion (ℓ = 2) in (3.120), and µn,2 are
the coefficients of the function
u1|1(z) = z
−3/4
∑
n≥0
µn,2z
−5n/4. (3.138)
It can be seen, by plugging (3.135) in the Painleve´ I equation, that this function satisfies the
linear inhomogeneous ODE
− 1
6
u′′1|1 + 2u0u1|1 + 2u1u0|1 = 0. (3.139)
There are similar, but more complicated, formulae for the asymptotic behavior of the coeffi-
cients un,ℓ for arbitrary ℓ, see [67]. They all involve the trans-series solutions uℓ|1(z).
The instanton amplitude uℓ+1(z) can be obtained from the solution uℓ(z) by tunneling
one extra eigenvalue to the unstable saddle, while the amplitude uℓ−1(z) can be obtained
from uℓ(z) by tunneling one eigenvalue back to the stable saddle. The amplitude uℓ|1(z)
does not seem to have, however, an eigenvalue interpretation of this type. The different non-
perturbative sectors governing the asymptotics of the ℓ-th instanton solution are depicted in
Fig. 3.5.
We can now come back to the original problem of determining the large order behavior
of Fg(S1, S2), corresponding to a two-cut model with N1, N2 eigenvalues around the two
saddles. There are two instanton configurations which are obtained by eigenvalue tunneling,
with fillings N1±1, N2∓1. It can be seen that the subleading terms in the asymptotics are not
reproduced by using just these two configurations. This is not surprising, in view of the result
for the instantons of Painleve´ I. The above analysis, based on [67], suggests in fact that there
should be two other non-perturbative configurations in the two-cut matrix model, that we
denote by (N1, 1) and (N2, 1), in analogy with our notation in Fig. 3.5. These configurations
are depicted at the bottom of Fig. 3.6. The instantons obtained by eigenvalue tunneling can
be easily calculated from the free energy of the generic two-cut matrix model. However, we
do not know how to compute the amplitudes involving these new configurations, since there
is no analogue of the Painleve´ I equation (or the pre-string equation) for the generic two-cut
matrix model. In general, it seems that the most general saddle-point of the two-cut matrix
model should be labeled by two pairs of integers, (N1,M1), (N2,M2), associated to the two
critical points of the cubic potential.
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N1
N1 − 1
N2 + 1
N2 − 1
N2
N1 + 1
(N1, 1)
(N2, 1)
N1 + 1
N2 + 1
Figure 3.6: In the two-cut case, given a background with perturbative amplitudes
Fg(t1, t2), there are two instantons which are obtained by eigenvalue
tunneling, and two generalized instanton amplitudes represented by
(N1, 1), (N2, 1).
62 3 Direct integration and non-perturbative effects in matrix models
Chapter 4
Wall-crossing, mock modularity and multi-
ple M5-branes
In the following we derive a recursive holomorphic anomaly equation for the elliptic genus of
multiply wrapped M5-branes on a rigid divisor inside a Calabi-Yau threefold. Most results of
this chapter have been published in ref. [5].
4.1 Introduction
The study of background dependence of physical theories has been a rich source of insights.
Understanding the change of correlators as the background parameters are varied supple-
mented by boundary data can be sufficient to solve the theory. A class of theories where the
question of background dependence can be sharply stated are topological field theories. Cor-
relators in topological theories typically have holomorphic expansions near special values of
the background moduli. The expansion coefficients can be given precise mathematical mean-
ing as topological invariants of the geometrical configuration contributing to the topological
non-trivial sector of the path integral. Physically the expansion often captures information
of the degeneracies of BPS states of theories related to the same geometry.
An example of this is the topological A-model [162], with a Calabi-Yau three-fold (CY)
X as target space, which in a large volume limit counts holomorphic maps from the world-
sheet into H2(X,Z) and physically captures the degeneracies of BPS states coming from an
M-theory compactification on X [68, 69]. Another example is the modified elliptic genus of
an M5-brane wrapping a complex surface P ,1 which was related in ref. [132] to the partition
function of topologically twisted N = 4 Yang-Mills theory [156], which computes generating
functions of Euler numbers of moduli spaces of instantons. This same quantity was shown
in ref. [61] to capture the geometric counting of degeneracies of systems of D4-D2-D0 black
holes associated to the MSW string [114].
In both cases the topological theories enjoy duality symmetries. T -duality acting on the
Ka¨hler moduli on X in the topological string case and S-duality for the N = 4 SYM theory
acting on the gauge coupling τ = 4πi
g2
+ θ2π . The former symmetry extends by mirror symmetry
and both might extend to U -duality groups. Both symmetries can be conveniently expressed
in the language of modular forms.
The holomorphic expansions of the topological string correlators are given in the moduli
spaces of families of theories. Fixing a certain background corresponding to a certain point
in the moduli space, the topological correlators are expected to be holomorphic expansions.
In refs. [14,15] holomorphic anomaly equations governing topological string amplitudes were
derived showing that this is not the case and hence the correlators suffer from background
1In the following we will use the terms surface, divisor and four-cycle (of a CY) interchangeably when the
context is clear.
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dependence.2 In ref. [166] a background independent meaning was given to the correlators,
stating that the anomaly merely reflects the choice of polarization if the partition function
is considered as a wave function only depending on half of the variables of some phase space
which has a natural geometric meaning in this context.
This anomaly is also manifest in a failure of target space duality invariance of the holo-
morphic expansion which can only be restored at the expense of holomorphicity as shown
in ref. [1].3 A similar story showed up in N = 4 topological U(2) SYM theory on P2 [156],
where it was shown that different sectors of the partition function need a non-holomorphic
completion which was found earlier in ref. [177] in order to restore S-duality invariance.
An anomaly equation describing this non-holomorphicity was expected [156] in the cases
where b+2 (P ) = 1. In these cases holomorphic deformations of the canonical bundle are ab-
sent. The non-holomorphic contributions were associated with reducible connections U(n)→
U(m)×U(n−m) [132,156]. In ref. [132] this anomaly was furthermore related to an anomaly
appearing in the context of E-strings [131]. These strings arise from an M5-brane wrapping
a del Pezzo surface B9, also called 12K3. The anomaly in this context was related to the fact
that n of these strings can form bound-states of m and (n −m) strings. Furthermore, the
anomaly could also be related to the one appearing in topological string theory.
The anomaly thus follows from the formation of bound-states. Although the holomorphic
expansion would not know about the contribution from bound-states, the restoration of du-
ality symmetry forces one to take these contributions into account. The non-holomorphicity
can be understood physically as the result of a regularization procedure. The path integral
produces objects like theta-functions associated to indefinite quadratic forms which need to
be regularized to avoid divergences. This regularization breaks the modular symmetry, restor-
ing the symmetry gives non-holomorphic objects. The general mathematical framework to
describe these non-holomorphic completions is the theory of mock modular forms developed
by Zwegers in ref. [180].4 A mock modular form h(τ) of weight k is a holomorphic function
which becomes modular after the addition of a function g∗(τ), at the cost of losing its holo-
morphicity. Here, g∗(τ) is constructed from a modular form g(τ) of weight 2 − k, which is
referred to as shadow.
Another manifestation of the background dependence of the holomorphic expansions of the
topological theories are wall-crossing phenomena associated to the enumerative content of the
expansions. Mathematically, it is known that Donaldson-Thomas invariants jump on surfaces
with b+2 (P ) = 1, see [71] and references therein, for related physical works see for example
refs. [113, 135]. On the physics side wall-crossing refers to the jumping of the degeneracies
of BPS states when walls of marginal stability are crossed. These phenomena were observed
in the jumps of the soliton spectrum of two-dimensional theories [25] and were an essential
ingredient of the work of Seiberg and Witten [148] in four-dimensional theories. Recent
progress was triggered by formulae relating the degeneracies on both sides of the walls, which
were given from a supergravity analysis in refs. [37, 38] and culminated in a mathematical
rigorous formula of Kontsevich and Soibelman (KS) [106], which could also be derived from
continuity of physical quantities in refs. [26,63] (See also refs. [27,64,65]). The fact that the
holomorphic anomaly describes how to transform the counting functions when varying the
2The anomaly relates correlators at a given genus to lower genera thus providing a way to solve the theory.
Using a polynomial algorithm [6, 77, 169] and boundary conditions [89] this can be used to compute higher
genus topological string amplitudes on compact CY [92] manifolds and solve it on non-compact CY [7,82].
3Following the anomaly reformulation of refs. [49,157], see also [79].
4See [141,178] and sec. A.2 for an introduction and overview.
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background moduli, which in turn changes the degeneracy of BPS states, suggests that non-
holomorphicity and wall-crossing are closely related. In fact the failure of holomorphicity can
be traced back to the boundary of the moduli space of the geometrical configuration, where
the latter splits in several configurations with the same topological charges. Mock modularity
was used in a physical context studying the wall-crossing of degeneracies of N = 4 dyons5 in
ref. [33]. In the context of N = 2 supersymmetric theories the application of ideas related to
mock modularity was initiated in ref. [119] and further pursued in refs. [21, 120, 121]. These
motivated parts of our work.6
In this paper we study the relation between wall-crossing and non-holomorphicity and
relate the appearance of the two. A central role is played by a wall-crossing formula by
Go¨ttsche [73], where the Ka¨hler moduli dependence of a generating function of Euler numbers
of stable sheaves is given in terms of an indefinite theta-function due to Go¨ttsche and Zagier
[71]. We show that this formula is equivalent to wall-crossing formulae of D4-D2-D0 systems
in type IIA. The latter can be related to the (modified) elliptic genus of multiple M5-branes
wrapping a surface. Rigid surfaces are subject to Go¨ttsche’s wall-crossing formula. Using
ideas of Zwegers [180], we translate the latter into a holomorphic anomaly equation for two
M5-branes wrapping the surface/divisor. We show that this anomaly equation is the equation
which was found in the context of N = 4 SYM [156] and E-strings [131, 132]. We further
propose the generalization of the anomaly equation for higher wrappings and comment on its
implications for the wall-crossing of multiple D4-branes.
4.2 Effective descriptions of wrapped M5-branes
In this section we review the effective descriptions of M5-branes wrapping a complex surface
P as well as previous appearances of the holomorphic anomaly which will be derived in the
next section. The world-volume theory of M5-branes can have either a two-dimensional CFT
description in terms of the (MSW) CFT [114] or a four-dimensional description giving the
N = 4 topologically twisted Yang-Mills theory of Vafa and Witten [156]. In the latter theory
it was observed [156] that a non-holomorphicity [177] had to be introduced in order to restore
S-duality, the resulting holomorphic anomaly was related in ref. [132] to an anomaly [131]
appearing in the context of E-strings. The anomaly was conjectured to take into account
contributions coming from reducible connections in N = 4 SYM theory. In ref. [132] it was
related to the curve counting anomaly [15] and was given the physical interpretation of taking
into account the bound-state contribution of E-strings. Later we will show that the contribu-
tions from bound-states as a cause for non-holomorphicity will persist more generally for the
class of surfaces we will be studying. In our work we investigate the (generalized/modified)
elliptic genus which captures the content of the CFT description of the M5-branes [116,132]
and its relation to D4-D2-D0 systems [36, 38, 61, 62, 108, 117] and the associated counting of
black holes which has been intensively studied (e.g. in ref. [30]). Our goal is to show that
wall-crossing in D4-D2-D0 systems leads to an anomaly equation which coincides with the
anomalies found before and hence our work complements in some sense this circle of ideas.
5See for example ref. [32] and references therein for more details.
6Further physical appearances of mock modularity can be found for example in refs. [29,52–54,154].
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4.2.1 The elliptic genus and D4-D2-D0 branes
In the following we will start with the 2d CFT perspective of the M5-brane world-volume
theory. We want to study BPS states that arise in the context of an M-theory compactification
on a Calabi-Yau manifold X with r M5-branes wrapping a complex surface (or a four-cycle)
P , and extended in R1,3×S1. Considering P to be small compared to the M-theory circle, the
reduction of the world-volume theory of the M5-brane is described by a (1 + 1)-dimensional
(0, 4) MSW CFT [114].7 The BPS states associated to the string that remains after wrapping
the M5-branes on P are captured by a further compactification on a circle. They are counted
by the partition function of the world-volume theory of the M5-branes on P × T 2 [132]. The
effective CFT description will thus exhibit invariance under the full SL(2,Z) symmetry of the
T 2. Furthermore, excitations of the M5-branes will induce M2-brane charges corresponding
to the flux of the self-dual field strength of the M5-brane world-volume theory. In addition,
the momentum of the M2-branes along the M-theory circle will give rise to a further quantum
number. As a result BPS states of the effective two-dimensional description will be labeled
by the class of the divisor the M5-branes wrap, the M2-brane charges and by the momentum
along S1. In a type IIA setup, r times the class of the divisor will correspond to D4-brane
charge, the induced M2-brane charge corresponds to D2-brane charge and the momentum to
D0-brane charge. Choosing a basis ΣA , A = 1, . . . , b4(X) of H4(X,Z), the charge vector will
be given by
Γ = (Q6, Q4, Q2, Q0) = r(0, p
A, qA, q0), (4.1)
where the Qp are the Dp-brane charges and r is the number of coincident M5-branes wrapping
the divisor specified by pA. A priori the set of all possible induced D2-brane charges, or
equivalently of U(1) fluxes of the world-volume of the M5-brane would be in one-to-one
correspondence with ΛP = H
2(P,Z) which is generically a larger lattice than Λ = i∗H2(X,Z),
where i : P →֒ X, however the physical BPS states are always labeled by the smaller lattice
Λ. The metric dAB on Λ is given by
dAB = −
∫
P
αA ∧ αB, (4.2)
where αA is a basis of two-forms in Λ, which is the dual basis to ΣA of H4(X,Z). In order
to obtain a generating series of the degeneracies of those BPS states one has to sum over
directions along Λ⊥ which is the orthogonal complement to Λ in ΛP w.r.t. dAB [61].
8
The partition function of the MSW CFT counting the BPS states is given by the modified
elliptic genus9 [116,132]
Z ′
(r)
P (τ, z) = TrHRR (−1)FR F 2R qL
′
0−
cL
24 q¯L¯
′
0−
cR
24 e2πiz·Q2, (4.3)
where the trace is taken over the RR Hilbert space. Furthermore, vectors are contracted
w.r.t. the metric dAB, i.e. x · y = xAyA = dABxAyB . For a single M5-brane it was shown in
7The target space sigma model description of which was given in ref. [134], for more details see ref. [78]
and references therein. In the following we will be concerned with the natural extension of the analysis of the
degrees of freedom to r M5-branes.
8In general, the lattice Λ ⊕ Λ⊥ is only a sublattice of H2(P,Z), because det dAB 6= 1 in general, see for
example ref. [134] and ref. [38] for a more recent exposition. However, we will only be concerned with divisors
P with b+2 (P ) = 1, such that det dAB = 1.
9We follow the mathematics convention of not writing out explicitly the dependence on τ which will be
clear in the context. Moreover, we denote q = e2piiτ and τ = τ1 + iτ2. To avoid confusion without introducing
new notation we will denote the charge vector of D2-brane charges by q, its components by qA.
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ref. [36] that Z ′
(1)
P (τ, z) transforms like a SL(2,Z) Jacobi form of bi-weight (0, 2) due to the
insertion of F 2R, we demand that the same is true for all r.
Following ref. [36] the center of mass momentum ~pcm for the system of r M5-branes can
be integrated out. In this way L′0 and L¯
′
0 can be written in the form
L′0 =
1
2
~p 2cm + L0, L¯
′
0 =
1
2
~p 2cm + L¯0. (4.4)
This allows one to split up the center of mass contribution and rewrite formula (4.3) as
Z ′
(r)
P (τ, z) =
∫
d3pcm(qq¯)
1
2
~p 2cmZ
(r)
P (τ, z)
∼ (τ2)− 32 Z(r)P (τ, z), (4.5)
where Z
(r)
P (τ, z) is now a Jacobi form of weight (−32 , 12) which we simply call elliptic genus
for short in the following.
The decomposition of the elliptic genus
The elliptic genus Z
(r)
P (τ, z) and equivalently the generating function of D4-D2-D0 BPS degen-
eracies is subject to a theta-function decomposition, which has been studied in many places,
see for example refs. [30,36,38,61,108]. This is ensured by two features of the superconformal
algebra of the (0,4) CFT. One of these is that the τ contribution entirely comes from BPS
states |q〉 satisfying (
L0 − cR
24
− r
2
q2R
)
|q〉 = 0, (4.6)
the other one is the spectral flow isomorphism of theN = (0, 4) superconformal algebra, which
we want to recall for r M5-branes here, building on refs. [36, 160], see also [30]. Proposition
2.9 of ref. [160] describes the spectral flow symmetry by an isomorphism between moduli
spaces of vector bundles on complex surfaces. The complex surface here is the divisor P and
the vector bundle configuration describes the bound-states of D4-D2-D0 branes. Within this
setup the result of [160] translates for arbitrary r to a symmetry under the transformations
q0 7→ q0 − k · q − 1
2
k · k,
q 7→ q + k, (4.7)
where k ∈ Λ. Physically these transformations correspond to monodromies around the large
radius point in the moduli-space of the Calabi-Yau manifold [30]. Denote by Λ∗ the dual lattice
of Λ with respect to the metric rdAB. Keeping only the holomorphic degrees of freedom one
can write
Z
(r)
P (τ, z) =
∑
Q0;QA
d(Q,Q0) e
−2πiτQ0 e2πiz·Q2
=
∑
q0;q∈Λ∗+
[P ]
2
d(r, q,−q0) e−2πiτrq0 e2πirz·q, (4.8)
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where d(r, q,−q0) are the BPS degeneracies and the shift10 [P ]2 originates from an anomaly
[60,133]. Now, spectral flow symmetry predicts [36]
d(r, q,−q0) = (−1)rp·kd(r, q + k,−q0 + k · q + k
2
2
). (4.9)
Making use of this symmetry and the following definition
q = k + µ+
[P ]
2
, µ ∈ Λ∗/Λ, k ∈ Λ, (4.10)
one is led to the conclusion that the elliptic genus can be decomposed in the form
Z
(r)
P (τ, z) =
∑
µ∈Λ∗/Λ
f
(r)
µ,J(τ)θ
(r)
µ,J (τ, z), (4.11)
f
(r)
µ,J(τ) =
∑
rqˆ0≥−
cL
24
d(r)µ (qˆ0)e
2πiτrqˆ0 , (4.12)
θ
(r)
µ,J(τ, z) =
∑
k ∈Λ+
[P ]
2
(−1)rp·(k+µ)e2πiτ¯r
(k+µ)2+
2 e2πiτr
(k+µ)2−
2 e2πirz·(k+µ), (4.13)
where J ∈ C(P ) and C(P ) denotes the Ka¨hler cone of P restricted to Λ⊗R and qˆ0 = −q0− 12q2
is invariant under the spectral flow symmetry. The subscript + refers to projection onto
the sublattice generated by the Ka¨hler form J and − is the projection to its orthogonal
complement, i.e.
k2+ =
(k · J)2
J · J , k
2
− = k
2 − k2+. (4.14)
There are two issues here for the case of rigid divisors with b+2 (P ) = 1 on which we want
to comment as this class of divisors is the focus of our work. First of all note, that q0 contains
a contribution of the form 12
∫
P F ∧ F where F ∈ ΛP . Now, F can be decomposed into
F = q + q
⊥
with q
⊥
∈ Λ⊥, which allows us to write
qˆ0 = q˜0 +
1
2
q2
⊥
. (4.15)
For b+2 (P ) = 1 and r = 1, the degeneracies d(r, µ, q˜0) are independent of the choice of q⊥ and
moreover it was shown by Go¨ttsche [72] that
∑
q˜0
d(1, µ, q˜0) e
2πiτ q˜0 =
1
ηχ(P )
. (4.16)
Then, for r = 1 (4.12) becomes
f
(1)
µ,J(τ) =
ϑΛ⊥(τ)
ηχ(P )(τ)
, ϑΛ⊥(τ) =
∑
q
⊥
∈Λ⊥
eiπτq
2
⊥ . (4.17)
10In components, [P ] is given by dABp
A.
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The second subtlety is concerned with the dependence on a Ka¨hler class J . Due to wall-
crossing phenomena we will find that f
(r)
µ,J(τ) also depends on J . We expect that it has the
following expansion (q˜0 =
d
r − cL24 )
f
(r)
µ,J(τ) = (−1)rp·µ
∑
d≥ 0
Ω¯(Γ;J) qd−
rχ(P )
24 . (4.18)
Here, the factor (−1)rp·µ is inserted to cancel its counterpart in the definition of θ(r)µ,J , which
was only included to make the theta-functions transform well under modular transformations.
The invariants Ω¯(Γ;J) are rational invariants first introduced by Joyce [94,95] and are defined
as follows
Ω¯(Γ;J) =
∑
m|Γ
Ω(Γ/m;J)
m2
, (4.19)
where Ω(Γ, J) is an integer-valued index of BPS degeneracies, given by [31]
Ω(Γ, J) =
1
2
Tr(2J3)
2(−1)2J3 , (4.20)
where J3 is a generator of the rotation group Spin(3). Note, that for a single M5-brane Ω¯
and Ω become identical and independent of J .
4.2.2 N = 4 SYM, E-strings and bound-states
In the following we recall the relation [132] of the elliptic genus of M5-branes to the N = 4
topological SYM theory of Vafa and Witten [156]. Our goal is to relate the holomorphic
anomaly equation which we will derive from wall-crossing in the next section to the anomalies
appearing in the N = 4 context. We review moreover the connection of the anomaly to the
formation of bound-states given in ref. [132].
The N = 4 topological SYM arises by taking a different perspective on the world-volume
theory of n M5-branes on P × T 2 considering the theory living on P which is the N = 4
topologically twisted SYM theory described in ref. [156]. The gauge coupling of this theory
is given by
τ =
4πi
g2
+
θ
2π
, (4.21)
and is geometrically realized by the complex structure modulus of the T 2. The partition
function of this theory counts instanton configurations by computing the generating functions
of the Euler numbers of moduli spaces of gauge instantons [156]. S-duality translates to the
modular transformation properties of the partition function. The analogues of D4-D2-D0
charges are the rank of the gauge group, different flux sectors and the instanton number.
In ref. [132] the relation is made between this theory and the geometrical counting of BPS
states of exceptional strings obtained by wrapping M5-branes around a del Pezzo surface
B9, also called 12K3. This string is dual to the heterotic string with an E8 instanton of zero
size [66,149] and is therefore called E-string. In F-theory this corresponds to a P1 shrinking
to zero size [136,137,167]. The geometrical study of the BPS states of this non-critical string
was initiated in ref. [98] and further pursued in refs. [110,130,131]. In ref. [132] the counting
of BPS states of the exceptional string with increasing winding n was related to the U(n),
N = 4 SYM partition functions.
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In the following we will use the geometry of ref. [98] which is an elliptic fibration over the
Hirzebruch surface F1, which in turn is a P
1 fibration over P1.11 We will denote by tE, tF
and tD the Ka¨hler parameters of the elliptic fiber, the fiber and the base of F1, respectively
and enumerate these by 1, 2, 3 in this order. We further introduce q˜a = e
2πit˜a , a = 1, 2, 3
the exponentiated Ka¨hler parameters appearing in the instanton expansion of the A-model
at large radius, which are also the counting parameters of the BPS states.
Within this geometry we will be interested in the elliptic genus of M5-branes wrapping
two different surfaces, one is a K3 corresponding to wrapping the elliptic fiber and the fiber
of F1, the resulting string is the heterotic string. The other possibility is to wrap the base
of F1 and the elliptic fiber corresponding to
1
2K3 and leading to the E-string studied in
refs. [98, 110, 130–132]. The two possibilities are realized by taking the limits tD, tF → i∞,
respectively. The resulting surface in both cases is still elliptically fibered which allows one
to identify the D4-D0 charges n and p with counting curves wrapping n-times the base and
p-times the fiber of the elliptic fibration [132]. The multiple wrapping is hence encoded in the
expansion of the prepotential F0(q˜1, q˜2, q˜3) of the geometry. In order to get a parameterization
inside the Ka¨hler cone of the K3 in which the corresponding curves in H2(K3,Z) intersect
with the standard metric of the hyperbolic lattice Γ1,1, we define t1 = t˜1 , t2 = t˜2 − t˜1 and
t3 = t˜3 as well as the corresponding q1 = q˜1, q2 = q˜2/q˜1 and q3 = q˜3. Taking q2 or q3 → 0,
the multiple wrapping of the base is expressed by
F0(t1, ta) =
∑
n≥1
Z(n)(t1)q
n
a , a = 2 or 3. (4.22)
The Z(n) can be identified with the elliptic genus of n M5-branes wrapping the corresponding
surface after taking a small elliptic fiber limit [132]. In this limit the contribution coming
from the theta-functions (4.13) reduce to τ
−3/2
2
(
τ
−1/2
2
)
for the K3(12K3) cases, these are the
contributions of 3(1) copies of the lattice Γ1,1 appearing in the decomposition of the lattices
of K3(12K3). Omitting these factors gives the Z
(n) of weight (−2, 0) in both cases. The
elliptic genera of wrapping n M5-branes corresponding to n strings are in both cases related
recursively to the lower wrapping. The nature of the recursion depends crucially on the ability
of the strings to form bound-states.
The heterotic string, no bound-states
The heterotic string is obtained from wrapping an M5-brane on the K3 by taking the q3 → 0
limit. The heterotic string does not form bound-states and the recursion giving the higher
wrappings in this case is the Hecke transformation12 of Z(1) as proposed in ref. [132]. The
formula for the Hecke transformation in this case is given by
Z(n)(t) = nwL−1
∑
a,b,d
d−wLZ(1)
(
at+ b
d
)
, (4.23)
with ad = n and b < d and a, b, d ≥ 0. Which specializes for wL = −2 and n = p, where p is
prime to
Z(p)(t) =
1
p3
Z(1)(pt) +
1
p
[
Z(1)
(
t
p
)
+ Z(1)
(
t
p
+
1
p
)
+ · · ·+ Z(1)
(
t
p
+
p− 1
p
)]
. (4.24)
11The toric data of this geometry is summarized in appendix B.2.
12For a review on Hecke transformations see Zagier’s article in [179].
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For example the partition functions for n = 1, 2 obtained from the instanton part of the
prepotential of the geometry read
Z(1) = −2E4E6
η24
, Z(2) = −E4E6
(
17E34 + 7E
2
6
)
96η48
, (4.25)
and are related by the Hecke transformation. Further examples of higher wrapping are given
in the appendix C.3. The fact that the partition functions of higher wrappings of the M5-
brane on the K3, which correspond to multiple heterotic strings, are given by the Hecke
transformation was interpreted [132] by the absence of bound-states. Geometrically, multiple
M5-branes on a K3 can be holomorphically deformed off one another. This argument fails for
surfaces with b+2 = 1 and in particular for
1
2K3.
One reason that the higher Z(n) can be determined in such a simple way from Z(1) can be
understood in topological string theory from the fact that the BPS numbers on K3 depend only
on the intersection of a curve C2 = 2g − 2 [170], and not on their class in H2(K3,mathdsZ).
This allows to prove (4.23) to all orders in the limit of the topological string partition function
under consideration by slightly modifying the proof in [97]. Using the Picard-Fuchs system
of the elliptic fibration one shows in the limit q3 → 0 the first equality in the identity
1
2
(
∂
∂t2
)3
F0|q3→0 =
E4(t1)E6(t1)E4(t2)
η(t1)24(j(t1)− j(t2))
=
q1
q1 − q2 + E4(t2)−
∑
d,l,k>0
l3c(kl)qkl1 q
ld
2 ,
(4.26)
where j = E34/η
24 and c(n) are defined as
− 1
2
Z(1) =
∑
n
c(n)qn. (4.27)
This equations shows two things. The BPS numbers inside the Ka¨hler cone of K3 depend
only on C2 = kl and all Z(n) are given by one modular form. The second fact can be used as
in [97] to establish that
1
2
(
∂
∂t2
)3
F0|q3→0 =
∞∑
n=0
Fn(t1)q
n
2 , (4.28)
where Fn is the Hecke transform of F1, i.e. n
3Fn = F1|Tn. Using Bol’s identity and restoring
the n3 factors yields (4.23).
E-strings and bound-states
The recursion relating the higher windings of the E-strings to lower winding, developed in
[130–132] in contrast reads
∂Z(n)
∂E2
=
1
24
n−1∑
s=1
s(n− s)Z(s)Z(n−s) , (4.29)
which becomes an anomaly equation, when E2 is completed into a modular object Ê2 by
introducing a non-holomorphic part (see appendix A.2). The anomaly reads:
∂t¯1Ẑ
(n) =
i(Im t1)
−2
16π
n−1∑
s=1
s(n− s)Ẑ(s)Ẑ(n−s) , (4.30)
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and was given the interpretation [132] of taking into account the contributions from bound-
states. Starting from [98]
Z(1) =
E4
√
q
η12
, (4.31)
and using the vanishing of BPS states of certain charges one obtains recursively all Z(n)
[130–132]. E.g. the n = 2 the contribution reads:
Ẑ(2) =
qE4E6
12η24
+
qÊ2E
2
4
24η24
, (4.32)
where the second summand has the form Ê2
(
Z(1)
)2
and takes into account the contribution
from bound-states of singly wrapped M5-branes.
A relation to the anomaly equations appearing in topological string theory [15] was pointed
out in ref. [132] and proposed for arbitrary genus in refs. [87, 88]. The higher genus general-
ization reads [87,88]:
∂Z
(n)
g
∂E2
=
1
24
∑
g1+g2=g
n−1∑
s=1
s(n− s)Z(s)g1 Z(n−s)g2 +
n(n+ 1)
24
Z
(n)
g−1 , (4.33)
where the instanton part of the A-model free energies at genus g is denoted by Fg(q1, q2, q3),
and Fg(q1, q2 → 0, q3) =
∑
n≥1 Z
(n)
g qn3 . The Z
(n)
g have the form [88]
Z(n)g = P
(n)
g (E2, E4, E6)
q
n/2
1
η12n
, (4.34)
where P
(n)
g denotes a quasi-modular form of weight 2g + 6n− 2.
4.2.3 Holomorphic anomaly via mirror symmetry for 1
2
K3
In the following we try to derive the holomorphic anomaly equation at genus zero (4.29) by
adapting the proof which appeared in ref. [87] for a similar geometry. We start by studying the
Picard-Fuchs operator associated to the elliptic fiber X6[1, 2, 3] only. Denoting by θx = x∂x
the Picard-Fuchs operator can be written as
L = θ2x − 12x(6θx + 5)(6θx + 1). (4.35)
One can immediately write down two solutions as power series expansions around x = 0.
They are given by
φ(x) =
∑
n≥ 0
anx
n, φ˜(x) = log(x)φ(x) +
∑
n≥ 0
bnx
n, (4.36)
with
an =
(6n)!
(3n)!(2n)!n!
, bn = an(6ψ(1 + 6n)− 3ψ(1 + 3n)− 2ψ(1 + 2n)− ψ(1 + n)), (4.37)
where ψ(z) denotes the digamma function. The mirror map is thus given by
2πiτ =
φ˜(x)
φ(x)
. (4.38)
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Using standard techniques from the Gauss-Schwarz theory for the Picard-Fuchs equation
(cf. [112]) one observes
j(τ) =
1
x(1− 432x) , (4.39)
which can be inverted to yield
x(τ) =
1
864
(1−
√
1− 1728/j(τ)) = q − 312q2 +O(q3). (4.40)
Further, the polynomial solution φ(x) can be expressed in terms of modular forms as
φ(x) = 2F1(
5
6
,
1
6
, 1; 432x) = 4
√
E4(τ), (4.41)
from which one can conclude that
E4(τ) = φ
4(x),
E6(τ) = φ
6(x)(1 − 864x),
∆(τ) = φ12(x)x(1 − 432x),
1
2πi
dx
dτ
= φ2(x)x(1 − 432x).
(4.42)
Let us now examine the periods of the mirror geometry Y in the limit that the fiber F
of the Hirzebruch surface becomes small. Due to the special structure of the Picard-Fuchs
system which is found in eq. (B.10) the first three period integrals in the notation of [87] read
w0(x, y, 0) = φ(x)
w
(1)
1 (x, y, 0) = φ˜(x)
w
(1)
2 (x, y, 0) = log(y)φ(x) + ξ(x) +
∑
m≥ 1
(Lmφ(x))ym,
(4.43)
with
ξ(x) =
∑
n≥ 0
an(ψ(1 + n)− ψ(1))xn, (4.44)
and
Lm = (−)
m
m(m!)
m∏
k=1
(θx − k + 1). (4.45)
This can be obtained by applying the Frobenius method to derive the period integrals, see
e.g. [86]. The mirror map reads
2πiti =
w
(1)
i (x, y, 0)
w0(x, y, 0)
, i = 1, 2. (4.46)
Comparing this with our previous discussion about the Picard-Fuchs operator of the elliptic
fiber we see that for t1 = τ there is nothing left to discuss. Hence, let’s study the mirror map
associated to t2 = t. We observe that by formally inverting, the inverse mirror map can be
determined iteratively through the relation
y(q, p) = pζe−
P
m≥1 cm(x)y
m
, (4.47)
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where ζ = e
− ξ(x)
φ(x) and
cm(x) =
Lmφ(x)
φ(x)
. (4.48)
Using eq. (4.42) c1(x) is given by
c1(x) = − 1
12
(f1 − 2)− f1
12
E2(τ)
φ2(x)
= − 1
φ6
f1
12
(E2E4 −E6),
(4.49)
where we introduced f1 = (1− 432x)−1. In order to obtain the other cm(x) one uses
θxf1 = f1(f1 − 1),
θx
(
E2
φ2
)
= − 1
φ8
f1
12
(
E22E4 − 2E2E6 + E24
)
,
θx
(
E6
φ6
)
= − 1
φ12
f1
12
(
6E34 − 6E26
)
,
(4.50)
and finds the following kind of structure. One can show inductively that
cm(x) =
1
φ6m
(
f1
12
)m
Q6m(E2, E4, E6), (4.51)
where Q6m is a quasi-homogeneous polynomial of degree 6m and type (2, 4, 6), i.e.
Q6m(λ
2x, λ4y, λ6z) = λ6mQ6m(x, y, z).
Also by induction, it follows from (4.49) and (4.50) that Q6m is linear in E2. This allows to
write a second structure which is analogous to the one appearing in ref. [87] and given by
cm(x) = Bm
E2
φ2
+Dm, (4.52)
where the coefficients Bm, Dm obey the following recursion relation
Bm+1 = − m
(m+ 1)2
[(θx −m)Bm +D1Bm −B1Dm] ,
Dm+1 = − m
(m+ 1)2
[(θx −m)Dm −D1Dm +B1Bm] ,
(4.53)
with B1 = − f112 and D1 = − 112(f1− 2). A formal solution to the recursion relation (4.53) can
be given by
Bm = −fm
12
,
Dm =
1
f1
[
(m+ 1)2
m
fm+1 + (θx −m− 1
12
(f1 − 2))fm
]
,
(4.54)
where we define fm to be
fm(x) = φ˜(x)Lmφ(x)− φ(x)Lmφ˜(x). (4.55)
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Due to the relations (4.50) we conclude, that the fm as well as Bm and Dm are polynomials
in f1. Since f1 is a rational function of x, it transforms well under modular transformations.
Therefore modular invariance is broken only by the E2 term in cm. We express this via the
partial derivative of cm
∂cm(x)
∂E2
= − 1
12
fm(x)
φ2(x)
. (4.56)
In order to prove the holomorphic anomaly equation (4.29) one first shows using the
general results about the period integrals in [86] that the instanton part of the prepotential
can be expressed by the functions fm(x). A tedious calculation reveals
1
2πi
∂
∂t
F0(τ, t) =
∑
m≥ 1
fm(x)
φ2(x)
ym. (4.57)
Using the implicit function theorem and eqs. (4.56), (4.47) yields
∂y
∂E2
=
1
12
(
1
2πi
∂y
∂t
)(
1
2πi
∂F0
∂t
)
. (4.58)
Now, we have
∂
∂E2
(
1
2πi
∂F0
∂t
)
=
1
12
(
∂2F0
∂(2πit)2
)(
1
2πi
∂F0
∂t
)
, (4.59)
which implies that up to a constant term in p one arrives at
∂F0
∂E2
=
1
24
(
1
2πi
∂F0
∂t
)2
. (4.60)
By definition of Z(n) we have 12πi
∂
∂tF0(τ, t) =
∑
m≥ 1mZ
(m)pm and hence obtain by resum-
mation
∂Z(n)
∂E2
=
1
24
n−1∑
s=1
s(n− s)Z(s)Z(n−s). (4.61)
This almost completes the derivation of (4.29). We still need to determine the explicit struc-
ture of Zn. To achieve this we proceed inductively. Using (4.42), (4.57) and (4.47) one
obtains
Z(1) =
ζf1
φ2
= q
1
2
E4
η12
. (4.62)
Employing the structure (4.51) one can evaluate (4.57) and calculate that
Z(n) =
ζnfn1
φ6n
P6n−2(E2, E4, E6)
=
(
ζf1
φ2
)n 1
φ4n
P6n−2(E2, E4, E6)
=
q
n
2
η12n
P6n−2(E2, E4, E6),
(4.63)
where P6n−2 is of weight 6n − 2 and is decomposed out of (parts of) Qm’s. This establishes
a derivation of the holomorphic anomaly equation (4.29) at genus zero for the elliptic genus
associated to the 12K3 surface.
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4.2.4 Generating functions from wall-crossing
In the last sections we have argued that the partition function ofN = 4 U(r) Super-Yang-Mills
theory suffers from a holomorphic anomaly for divisors with b+2 (P ) = 1. In fact there exists
another way to see the anomaly which is also intimately related to the computation of BPS
degeneracies encoded in the elliptic genus and will be the subject of this section. This method
relies on wall-crossing formulas and originally goes back to Go¨ttsche and Zagier [71, 73]. In
the physics context it has also been employed in [120, 121]. It will be used in section 4.3
to derive the elliptic genus for BPS states and their anomaly rigorously. In the following
presentation we will be very sketchy as we merely want to stress the main ideas. We refer to
section 4.3 for details.
The starting point is the Kontsevich-Soibelman formula [106] which describes the wall-
crossing of bound-states of D-branes. Specifying to the case of two M5-branes and taking the
equivalent D4-D2-D0 point of view the Kontsevich-Soibelman formula reduces to the primitive
wall-crossing formula
∆Ω(Γ;J → J ′) = Ω(Γ;J ′)− Ω(Γ;J) = (−1)〈Γ1,Γ2〉−1〈Γ1,Γ2〉Ω(Γ1)Ω(Γ2), (4.64)
which describes the change of BPS degeneracies of a bound-state with charge vector Γ =
Γ1 + Γ2, once a wall of marginal stability specified by JW is crossed. The symplectic charge
product 〈·, ·〉 is defined by
〈Γ1,Γ2〉 = −Q(1)6 Q(2)0 +Q(1)4 ·Q(2)2 −Q(1)2 ·Q(2)4 +Q(1)0 Q(2)6 . (4.65)
Hence, for D4-D2-D0 brane configurations 〈Γ1,Γ2〉 is independent of the D0-brane charge.
Further, in eq. (4.64) Γ1 and Γ2 are primitive charge vectors such that Ω(Γi) do not depend
on the moduli. Thus, the Γi can be thought of as charge vectors with r = 1 whereas Γ
corresponds to a charge vector with r = 2. Assuming, that the wall of marginal stability does
not depend on the D0-brane charge, formula (4.64) can be translated into a generating series
∆f
(2)
µ,J→J ′ defined by
∆f
(2)
µ,J→J ′ =
∑
d≥0
∆Ω¯(Γ;J → J ′) qd−χ(P )12 . (4.66)
Assuming that there exists a reference chamber J ′ such that Ω¯(Γ;J) = 0, this gives us directly
an expression for f
(2)
µ,J .
As it will turn out in the next section, ∆f
(2)
µ,J→J ′ is given in terms of an indefinite theta-
function ΘJ,J
′
Λ,µ , which contains the information about the decays due to wall-crossing as one
moves from J to J ′. Indefinite theta-functions were analyzed by Zwegers in his thesis [180].
One of their major properties is that they are not modular as one only sums over a bounded
domain of the lattice Λ specified by J and J ′. However, Zwegers showed that by adding
a non-holomorphic completion the indefinite theta-functions have modular transformation
behavior and fall into the class of mock modular forms.13 Every mock modular form h of
weight k has a shadow g, which is a modular form of weight 2− k, such that the function
hˆ(τ) = h(τ) + g∗(τ) (4.67)
13We review some notions in appendix A.2.
4.3 Wall-crossing and mock modularity 77
transforms as a modular form of weight k but is not holomorphic. Here, g∗ is a certain
transformation of the function g that introduces a non-holomorphic dependence. Taking the
derivative of hˆ with respect to τ¯ yields a holomorphic anomaly given by the shadow
∂hˆ
∂τ¯
=
∂g∗
∂τ¯
= τ−k2 g(τ), (4.68)
where τ2 = Im(τ).
As described in sections 4.2.1 and 4.2.2 the (MSW) CFT and the N = 4 U(r) Super-Yang-
Mills partition functions should behave covariantly under modular transformations of the
SL(2,Z) acting on τ . Thus, the modular completion outlined above will effect the generating
functions f
(2)
µ,J through their relation to the indefinite theta-function Θ
J,J ′
Λ,µ , which needs a
modular completion to transform covariantly under modular transformations, i.e.
ΘJ,J
′
Λ,µ 7→ Θ̂J,J
′
Λ,µ (4.69)
and consequently f
(2)
µ,J is replaced by fˆ
(2)
µ,J . Due to eq. (4.67) the counting function of BPS
invariants fˆ
(2)
µ,J and thus the elliptic genus Z
(2)
P are going to suffer from a holomorphic anomaly,
to which we turn next.
4.3 Wall-crossing and mock modularity
In this section we derive an anomaly equation for two M5-branes wound on a rigid sur-
face/divisor P with b+2 (P ) = 1, inside a Calabi-Yau manifold X. We begin by reviewing
D4-D2-D0 bound-states in the type IIA picture and their wall-crossing in the context of the
Kontsevich-Soibelman formula. Then we proceed by deriving a generating function for rank
two sheaves from the Kontsevich-Soibelman formula which is equivalent to Go¨ttsche’s for-
mula [73]. This generating function is an indefinite theta-function, which fails to be modular.
As a next step we apply ideas of Zwegers to remedy this failure of modularity by introducing
a non-holomorphic completion. This leads to a holomorphic anomaly equation of the elliptic
genus of two M5-branes that we prove for rigid divisors P .
4.3.1 D-branes and sheaves
In order to clarify our notation we collect some facts about D-brane charges and the stability
conditions for a bound-state system of D4-D2-D0 branes wrapped around a divisor i : P →֒ X
inside a Calabi–Yau three-fold X. See e.g. [13] for a review.
Charges of D-branes and sheaves
The D4-D2-D0 brane-system is specified by a (coherent) sheaf E on P . The image of the
K-theory charge of the sheaf E in Heven(X,Q) is given by the Mukai vector [75,133,168]
Γ = ch(i∗E)
√
Td(X), (4.70)
where i∗E denotes the extension-sheaf to X. Using the Grothendieck-Riemann-Roch-theorem
i∗(ch(E)Td(P )) = ch(i∗E)Td(X), (4.71)
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and the expressions
Td(Y )a = 1 +
a
2
c1(Y ) +
(3a2 − a)c1(Y )2 + 2a c2(Y )
24
(4.72)
ch(Y ) =
3∑
i=0
chi(Y ) = rk(Y ) + c1(Y ) +
1
2
c1(Y )
2 − c2(Y ) (4.73)
ch(Y ∗) =
3∑
i=0
chi(Y
∗) = rk(Y )− c1(Y ) + 1
2
c1(Y )
2 − c2(Y ), (4.74)
where Y ∗ denotes the dual sheaf, one obtains [41]:
Γ = r[P ] + r i∗
(
c1(E)
r
+
c1(P )
2
)
+ ri∗
(
c1(P )
2 + c2(P )
12
+
1
2(c1(P )c1(E) + c1(E)2)− c2(E)
r
)
− c2(X) · [P ]
24
,
(4.75)
where r is the rank of the sheaf E and one has to note, that c1(X) = 0 as X is Calabi-Yau.
Using the adjunction formula we arrive at
Γ = (Q6 , Q4 , Q2 , Q0) = r
(
0 , [P ] , i∗F ,
[
χ(P )
24
+
∫
P
1
2
F 2 −∆
])
. (4.76)
Here we introduce
F =
c1(E)
r
+
c1(P )
2
, (4.77)
µ =
c1(E)
r
, (4.78)
∆ =
1
2r2
(
2r c2(E)− (r − 1) c1(E)2
)
. (4.79)
The quantity ∆ is called the discriminant.
Π-stability
Given the K-theory charges the expression for the central charge from mirror symmetry is
Z(E) =−
∫
e−(B+iJ) Γ(E) + (instanton − corrections)
=− r
2
[P ] · t2 + t(i∗c1(E) + r
2
i∗c1(P ))− ch2(E)
− 1
2
c1(E)c1(P )− r
8
c1(P )
2 − r
24
c2(P ) +O(e−t),
(4.80)
where J is the Ka¨hler form of X and t = B + iJ . We now denote the phase of Z(E) by
ϕ(E) = 1
π
ArgZ(E) = 1
π
Im logZ(E). (4.81)
A sheaf E is called Π-(semi)-stable [50,51] iff for every (well-behaved) subsheaf F :
ϕ(F) ≤ ϕ(E), (4.82)
4.3 Wall-crossing and mock modularity 79
where the strict inequality amounts to stability. If the inequality is strictly fulfilled (a stable
sheaf) a decay is impossible by charge and energy conservation. Note, that the Π-stability
condition involves an infinite tower of quantum corrections at an arbitrary point in moduli
space.
µ-stability
In a large volume phase (t→∞) of the Calabi-Yau the instanton-corrections are suppressed
by O(e−t) and the classical expressions become exact. In this limit we are left with [40]:
ϕ(E) = 1
π
Im log
(
− r
2
J2 · [P ]
)
+ 2
J · µ
J2 · [P ] +O
(
1
J2
)
. (4.83)
Π-stability now amounts to the definition
(i∗J) · c1(F)
rk(F) ≤ (i
∗J) · c1(E)
rk(E) for any nice subsheaf F ⊆ E , (4.84)
where i∗J denotes the pullback of the Ka¨hler form of the Calabi-Yau to P and all expressions
are understood on P . The quantity appearing in the above definition is called slope and
denoted by µ(E). The above condition is called µ-(semi-)stability and the classical notion of
the stringy Π-stability. Note also, that µ-stability is not sensitive to how the lower dimensional
charges are distributed among decay products. This is in contrast to Π-stability, where
quantum corrections change this insensitivity.
Dimension of moduli space
On general grounds the moduli space of a D-brane modelled by a sheaf E is given by Ext1(E , E).
The elements of this group count the number of marginal open string operators in the spec-
trum of the BCFT describing the B-brane. We assume, that P is a rational surface and
further that the sheaf E is µ-stable and that (i∗J) · [KP ] ≤ 0. Under these assumptions the
moduli space is smooth and the following formula for its dimension holds [129]
dimExt1(E , E) = 1 + r2(2∆ − 1). (4.85)
A consequence is that for a slope-stable sheaf one has
∆ ≥ 0, (4.86)
which is a condition on the stable bundle’s Chern classes.
In the following we take on the equivalent type IIA point of view, adapting the discussion
of refs. [40,120,121] to describe the relation to the Kontsevich-Soibelman wall-crossing formula
[106]. We restrict our attention to the D4-D2-D0 system on the complex surface P and work
in the large volume limit with vanishing B-field.
Decay of D4-D2-D0 branes
Given a choice of J ∈ C(P ), a sheaf E is called µ-semi-stable if for every sub-sheaf E ′
µ(E ′) · J ≤ µ(E) · J. (4.87)
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Moreover, a wall of marginal stability is a co-dimension one subspace of the Ka¨hler cone C(P )
where the following condition is satisfied
(µ(E1)− µ(E2)) · J = 0, (4.88)
but is non-zero away from the wall. Across such a wall of marginal stability the configuration
(4.76) splits into two configurations with charge vectors
Γ1 = r1
(
0, [P ], i∗F1,
χ(P )
24
+
∫
P
1
2
F 21 −∆(E1)
)
,
Γ2 = r2
(
0, [P ], i∗F2,
χ(P )
24
+
∫
P
1
2
F 22 −∆(E2)
)
, (4.89)
where ri = rk(Ei) and µi = µ(Ei). By making use of the identity
r∆ = r1∆1 + r2∆2 +
r1r2
2r
(
c1(E1)
r1
− c1(E2)
r2
)2
, (4.90)
one can show that Γ = Γ1 +Γ2. Therefore, charge-vectors as defined in (4.76) form a vector-
space which will be essential for the application of the Kontsevich-Soibelman formula.
Before we proceed, let us note, that the BPS numbers and the Euler numbers of the moduli
space of sheaves are related as follows. Denote by MJ(Γ) the moduli space of semi-stable
sheaves characterized by Γ. Its dimension reads [129]
dimCMJ(Γ) = 2r2 − r2χ(OP ) + 1. (4.91)
The relation between BPS invariants and the Euler numbers of the moduli spaces MJ(Γ) is
then given by [40]
Ω(Γ, J) = (−1)dimCMJ (Γ)χ(M(Γ), J) . (4.92)
Moreover, for the system of charges we have specified to, the symplectic pairing of charges
simplifies to [40]
〈Γ1,Γ2〉 = r1r2(µ2 − µ1) · [P ] . (4.93)
The holomorphic function f
(r)
µ,J(τ) appearing in eq. (4.11) can now be identified with the
generating function of BPS invariants of moduli spaces of semi-stable sheaves. Its wall crossing
will be described in the following.
Kontsevich-Soibelman wall-crossing formula
Kontsevich and Soibelman [106] have proposed a formula which determines the jumping be-
havior of BPS-invariants Ω(Γ;J) across walls of marginal stability. The wall-crossing formula
is given in terms of a Lie algebra defined by generators eΓ and a basic commutation relation
[eΓ1 , eΓ2 ] = (−1)〈Γ1,Γ2〉〈Γ1,Γ2〉eΓ1+Γ2. (4.94)
For every charge Γ an element UΓ of the Lie group can be defined by
UΓ = exp
−∑
n≥1
enΓ
n2
 . (4.95)
4.3 Wall-crossing and mock modularity 81
The Kontsevich-Soibelman wall-crossing formula states that across a wall of marginal
stability the following formula holds
y∏
Γ:Z(Γ;J)∈V
U
Ω(Γ;J+)
Γ =
y∏
Γ:Z(Γ;J)∈V
U
Ω(Γ;J−)
Γ , (4.96)
where J+ and J− denote Ka¨hler classes on the two sides of the wall. Further, V is a region
in R2 bounded by two rays starting at the origin and y denotes a clockwise ordering of
the factors in the product with respect to the phase of the central charges Z(Γ;J), that are
defined in eq. (4.80).
Restricting to the case r = 2 and r1 = r2 = 1, (4.96) can be truncated to∏
Q0,1
U
Ω(Γ1)
Γ1
∏
Q0
U
Ω(Γ;J+)
Γ
∏
Q0,2
U
Ω(Γ2)
Γ2
=
∏
Q0,2
U
Ω(Γ2)
Γ2
∏
Q0
U
Ω(Γ;J−)
Γ
∏
Q0,1
U
Ω(Γ1)
Γ1
, (4.97)
where Q0 is the D0-brane charge of Γ and the Q0,i are the D0-brane charges belonging to
Γi, respectively. The above formula has been derived by setting all Lie algebra elements
with D4-brane charge greater than two to zero. Therefore, the element eΓ is central, using
the Baker-Campbell-Hausdorff formula eXeY = eY e[X,Y ]eX and the fact that the symplectic
product is independent of the D0-brane charge, one finds the following change of BPS numbers
across a wall of marginal stability [63,120]
∆Ω(Γ) = (−1)〈Γ1,Γ2〉−1〈Γ1,Γ2〉
∑
Q0,1+Q0,2=Q0
Ω(Γ1)Ω(Γ2). (4.98)
Moreover, one can deduce that the rank one degeneracies Ω(Γ1) and Ω(Γ2) do not depend on
the modulus J .
4.3.2 Relation of KS to Go¨ttsche’s wall-crossing formula
Go¨ttsche has found a wall-crossing formula for the Euler numbers of moduli spaces of rank
two sheaves in terms of an indefinite theta-function in ref. [73]. In this section we want to
derive a modified version of this formula from the Kontsevich-Soibelman wall-crossing formula
associated to D4-D2-D0 bound-states with D4-brane charge equal to two.
We use the short notation Γ = (r, µ,∆) to denote a rank r sheaf with the specified Chern
classes that is associated to the D4-D2-D0 states. For rank one sheaves the generating function
has no chamber dependence and we have already seen that it is given by (4.17). Following
the discussion of our last section, higher rank sheaves do exhibit wall-crossing phenomena
and therefore do depend on the chamber in moduli space, i.e. on J ∈ C(P ).
Our aim now is to determine the generating function of the D4-D2-D0 system using the
primitive wall-crossing formula derived from the KS wall-crossing formula. From now on we
restrict our attention to rank two sheaves E . They can split across walls of marginal stability
into rank one sheaves E1 and E2 as outlined in section 4.2.4. Using relation (4.90) we can
write
d = d1 + d2 + ξ · ξ, (4.99)
where ξ = µ1 − µ2 and d = 2∆. Further, a wall is given by (4.88), i.e. the set of walls given
a split of charges ξ reads
W ξ = {J ∈ C(P ) | ξ · J = 0} . (4.100)
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Now, consider a single wall JW ∈ W ξ determined by a set of vectors ξ ∈ Λ + µ. Let J+
approach JW infinitesimally close from one side and J− infinitesimally close from the other
side. Thus, in our context the primitive wall-crossing formula (4.98) becomes
Ω¯(Γ;J+)− Ω¯(Γ;J−) =
∑
Q0,1+Q0,2=Q0
(−1)2ξ·[P ] 2 (ξ · [P ]) Ω(Γ1)Ω(Γ2), (4.101)
where we have used the identity (4.93). Note, that Q0,i and Q0 are determined in terms of Γ
and Γi through (4.76) and (4.89). Now, we can sum over the D0-brane charges to obtain a
generating series. This yields∑
d≥ 0
(Ω¯(Γ;J+)− Ω¯(Γ;J−))qd−
χ(P )
12
=
∑
d1,d2≥ 0, ξ
(−1)2ξ·[P ] (ξ · [P ]) Ω(Γ1)Ω(Γ2)qd1+d2+ξ2−
2χ(P )
24
= (−1)2µ·[P ]−1 ϑΛ⊥(τ)
2
η(τ)2χ(P )
∑
ξ
(ξ · [P ]) qξ2 , (4.102)
where for the first equality use has been made of the identities (4.99, 4.101), and for the
second equality the identity (4.17) has been used. The last line can be rewritten as
(−1)2µ·[P ]−1 1
2
ϑΛ⊥(τ)
2
η(τ)2χ(P )
Coeff2πiy(Θ
J+,J−
Λ,µ (τ, [P ]y)), (4.103)
where we have introduced the indefinite theta-function
ΘJ,J
′
Λ,µ (τ, x) :=
1
2
∑
ξ∈Λ+µ
(sgn〈J, ξ〉 − sgn〈J ′, ξ〉) e2πi〈ξ,x〉 qQ(ξ), (4.104)
with the inner product14 defined by 〈x, y〉 = 2dABxAyB and the quadratic formQ(ξ) = 12 〈ξ, ξ〉.
As these theta-functions obey the cocycle condition [71]
ΘF,GΛ,µ +Θ
G,H
Λ,µ = Θ
F,H
Λ,µ , (4.105)
we finally arrive at the beautiful relation between the BPS numbers in an arbitrary chamber
J and those in a chamber J ′ first found by Go¨ttsche in the case Λ = H2(P,Z):
f
(2)
µ,J ′(τ)− f (2)µ,J(τ) =
1
2
ϑΛ⊥(τ)
2
η2χ(P )(τ)
Coeff2πiy(Θ
J,J ′
Λ,µ (τ, [P ]y)). (4.106)
4.3.3 Holomorphic anomaly at rank two
In this subsection we discuss the appearance of a holomorphic anomaly at rank two and give
a proof of it by combing our previous results with results of Zwegers [180].
14Note, that this is not the symplectic product of D-brane charges defined before.
4.3 Wall-crossing and mock modularity 83
Elliptic genus at rank two and modularity
An important datum in eq. (4.106) is the choice of chambers J, J ′ ∈ C(P ), which are any points
in the Ka¨hler cone of P . As a consequence, the indefinite theta-series does not transform well
under SL(2,Z) in general. However, from the discussion of sect. 4.2.1 we expect, that the
generating series f
(r)
µ,J(τ) transforms with weight − r(Λ)+22 in a vector-representation under the
full modular group, where r(Λ) denotes the rank of the lattice Λ. Hence, there is a need to
restore modularity. The idea is as follows.
Following Zwegers [180], it turns out that the indefinite theta-function can be made mod-
ular at the cost of losing its holomorphicity. From the definition (4.104) Zwegers smoothes
out the sign-functions and introduces a modified function as
Θ̂c,c
′
Λ,µ(τ, x) =
1
2
∑
ξ∈Λ+µ
(
E
(
〈c, ξ + Im (x)τ2 〉
√
τ2√−Q(c)
)
− E
(
〈c′, ξ + Im (x)τ2 〉
√
τ2√−Q(c′)
))
e2πi〈ξ,x〉qQ(ξ),
(4.107)
where E denotes the incomplete error function
E(x) = 2
∫ x
0
e−πu
2
du. (4.108)
Note, that if c or c′ lie on the boundary of the Ka¨hler cone, one does not have to smooth
out the sign-function. Zwegers shows, that the non-holomorphic function Θ̂c,c
′
Λ,µ(τ, x) satisfies
the correct transformation properties of a Jacobi form of weight 12r(Λ). Due to the non-
holomorphic pieces it contains mock modular forms, that we want to identify in the following.
In order to separate the holomorphic part of Θ̂c,c
′
Λ,µ(τ, x) from its shadow we recall the following
property of the incomplete error function
E(x) = sgn(x)(1 − β 1
2
(x2)), (4.109)
which enables us to split up Θ̂c,c
′
Λ,µ(τ, x) into pieces. Here, βk is defined by
βk(t) =
∫ ∞
t
u−ke−πudu. (4.110)
Hence, one can write eq. (4.107) as
Θ̂c,c
′
Λ,µ(τ, x) = Θ
c,c′
Λ,µ(τ, x)− Φcµ(τ, x) + Φc
′
µ (τ, x), (4.111)
with
Φcµ(τ, x) =
1
2
∑
ξ ∈Λ+µ
[
sgn〈ξ, c〉 −E
(
〈c, ξ + Im (x)τ2 〉
√
τ2√−Q(c)
)]
e2πi〈ξ,x〉qQ(ξ). (4.112)
If c belongs to C(P ) ∩Qr(Λ), we may write
Φcµ(τ, x) = R(τ, x)θ(τ, x), (4.113)
where we decomposed the lattice sum into contributions along the direction of c and per-
pendicular to c given by R and θ, respectively. Hence, θ is a usual theta-series associated
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to the quadratic form Q|〈c〉⊥, i.e. of weight (r(Λ) − 1)/2. R is the part which carries the
non-holomorphicity. It transforms with a weight 12 factor and therefore Coeff2πiy(R(τ, [P ]y))
is of weight 32 . Following the general idea of Zagier [178] that we recapitulate in appendix
A.2, we should encounter the β 3
2
function in the 2πiy-coefficient of Φ. Indeed one can prove
the following identity
Coeff2πiyΦ
c
µ(τ, [P ]y) = −
1
4π
〈c, [P ]〉
〈c, c〉
∑
ξ∈Λ+µ
|〈c, ξ〉|β 3
2
(
τ2〈c, ξ〉2
−Q(c)
)
qQ(ξ). (4.114)
Taking the derivative with respect to τ¯ in order to obtain the shadow we arrive at the following
final expression which evaluated at the attractor point (c = −[P ]) simplifies as follows
∂τ¯Coeff2πiyΦ
c
µ(τ, [P ]y) = −
τ
− 3
2
2
8πi
c · [P ]√−c2 (−1)
4µ2 θ
(2)
µ− [P ]
2
,c
(τ, 0)
∣∣∣
c=−[P ]
, (4.115)
where we define the Siegel-Narain theta-function θ
(r)
µ,c(τ, z) as in eq. (4.13). For more details on
the transformation properties of the indefinite theta-functions we refer the reader to appendix
C.2.
Now, these results can be used to compute the elliptic genus for two M5-branes wrapping
the divisor P . Consider
f
(2)
µ,J(τ) = fµ,J ′(τ)−
1
2
ϑΛ⊥(τ)
2
η2χ(P )
Coeff2πiyΘ
J,J ′
Λ,µ (τ, [P ]y), (4.116)
where fµ,J ′(τ) is a holomorphic ambiguity given by the generating series in a reference chamber
J ′, which we choose to lie at the boundary of the Ka¨hler cone J ′ ∈ ∂C(P ). In explicit
computations it may be possible to choose J ′ such that the BPS numbers vanish. In general,
however, such a vanishing chamber might not always exist, but since J ′ is at the boundary
of the Ka¨hler cone, fµ,J ′(τ) has no influence on the modular transformation properties, nor
on the holomorphic anomaly. We write the full M5-brane elliptic genus as
Z
(2)
P (τ, z) =
∑
µ∈Λ∗/Λ
fˆ
(2)
µ,J(τ)θ
(2)
µ,J (τ, z), (4.117)
where fˆ
(2)
µ,J denotes the modular completion as outlined above. We can show using Zwegers’
results [180], that the M5-brane elliptic genus transforms like a Jacobi form of bi-weight
(−32 , 12). Again, we refer the reader to appendix C.2 for further details.
Proof of holomorphic anomaly at rank two
Now, we are in position to prove the holomorphic anomaly at rank two for general surfaces
P with b+2 (P ) = 1. We assume that J is evaluated at the attractor point J = −[P ], where
we know the simple expression (4.115). The holomorphic anomaly takes the following form
D2Z(2)P (τ, z) = τ−3/22
1
16πi
J · [P ]√−J2
(
Z
(1)
P (τ, z)
)2 ∣∣∣
J=−[P ]
, (4.118)
where the derivative Dk is given as
Dk = ∂τ¯ + i
4πk
∂2z+ , (4.119)
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and z+ refers to the projection of z along a direction J ∈ C(P ). For the proof, D2Z(2)P can be
computed explicitly. Using (4.115) we obtain directly
D2Z(2)P (τ, z) = τ−3/22
1
16πi
J · [P ]√−J2
ϑΛ⊥(τ)
2
η(τ)2χ
∑
µ∈Λ∗/Λ
(−1)4µ2θ(2)
µ−
[P ]
2
,J
(τ, 0)θ
(2)
µ,J (τ, z)
∣∣∣
J=−[P ]
.
(4.120)
Since the following identity among the theta-functions θµ,J holds(
θ
(1)
0,J(τ, z)
)2
=
∑
µ∈Λ∗/Λ
(−1)4µ2θ(2)
µ−
[P ]
2
,J
(τ, 0)θ
(2)
µ,J (τ, z), (4.121)
we have proven the holomorphic anomaly equation at rank two for general surfaces P .
4.4 Application and extensions
In the following we want to apply the previous results to several selected examples. Before
doing so, we explain two mathematical facts which will help to fix the ambiguity fµ,J ′(τ),
which are the blow-up formula and the vanishing lemma. After discussing the examples, we
turn our attention to a possible extension to higher rank. This leads us to speculations about
mock modularity of higher depth and wall-crossing having its origin in a meromorphic Jacobi
form.
4.4.1 Blow-up formulae and vanishing chambers
There is a universal relation between the generating functions of stable sheaves on a surface
P and on its blow-up P˜ [73, 111, 156, 172, 173]. Let P be a smooth projective surface and
π : P˜ → P the blow-up at a non-singular point with E the exceptional divisor of π. Let
J ∈ C(P ), r and µ such that gcd(r, rµ · J) = 1. Then, the generating series f (r)µ,J(τ ;P ) and
f
(r)
µ,J(τ ; P˜ ) are related by the blow-up formula
f
(r)
π∗(µ)− k
r
E,π∗(J)
(τ ; P˜ ) = Br,k(τ)f
(r)
µ,J(τ ;P ), (4.122)
with Br,k given by
Br,k(τ) =
1
ηr(τ)
∑
a∈Zr−1+ k
r
q
P
i≤j aiaj . (4.123)
The second fact states that for a class of semi-stable sheaves on certain surfaces the moduli
space of the sheaves is empty. We refer to this fact as the vanishing lemma [73]. For this let
P be a rational ruled surface π : P → P1 and J be the pullback of the class of a fiber of π.
Picking a Chern class µ with rµ · J odd, we have
M((r, µ,∆), J) = ∅ (4.124)
for all d and r ≥ 2.
4.4.2 Applications to surfaces with b+2 = 1
The surfaces we are going to consider are P2, the Hirzebruch surfaces F0 and F1, the del
Pezzo surfaces B8 and B9.
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Projective plane P2
The projective plane P2 has been discussed quite exhaustively in the literature. The rank
one result was obtained by Go¨ttsche [72]
Z
(1)
P2
=
ϑ1(−τ¯ ,−z)
η3(τ)
. (4.125)
The generating functions of the moduli space of rank two sheaves or SO(3) instantons of
Super-Yang-Mills theory on P2 were written down by [156,171,172] and are given by
f0(τ) =
∞∑
n=0
χ(M((2, 0, n), J))qn− 14 = 3h0(τ)
η6(τ)
,
f1(τ) =
∞∑
n=0
χ(M((2, 1, n), J))qn− 12 = 3h1(τ)
η6(τ)
.
(4.126)
Here, hj(τ) are mock modular forms given by summing over Hurwitz class numbers H(n)
hj(τ) =
∞∑
n=0
H(4n+ 3j)qn+
3j
4 , (j = 0, 1). (4.127)
Their modular completion is denoted by hˆj(τ), where the shadows are given by ϑ3−j(2τ) [177].
Explicitly, we have
∂τ¯ hˆj(τ) =
τ
− 3
2
2
16πi
ϑ3−j(−2τ¯ ). (4.128)
Note, that these results are valid for all Ka¨hler classes J ∈ H2(P2,Z) as there is no wall
crossing in the Ka¨hler moduli space of P2. This leads directly to the following elliptic genus
of two M5-branes wrapping the P2 divisor
Z
(2)
P2
(τ, z) = fˆ0(τ)ϑ2(−2τ¯ ,−2z) − fˆ1(τ)ϑ3(−2τ¯ ,−2z). (4.129)
Denoting by D2 = ∂τ¯ + i8π∂2z one finds the expected holomorphic anomaly equation at rank
two, given by15
D2 Z(2)P2 (τ, z) = −
3
16πi
τ
− 3
2
2
(
Z
(1)
P2
(τ, z)
)2
, (4.130)
which can be derived directly from the simple fact that
ϑ1(τ, z)
2 = ϑ2(2τ)ϑ3(2τ, 2z) − ϑ3(2τ)ϑ2(2τ, 2z). (4.131)
Further note, that the q-expansion of f0, eq. (4.126), has non-integer coefficients. It was
explained in [120] that this is due to the fact that the generating series involves the fractional
BPS invariants Ω¯(Γ), which we encountered before.
15This result has already been derived in [21].
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Hirzebruch surface F0
Our next example is the Hirzebruch surface P = F0. We denote by F and B the fiber and
the base P1’s respectively. For an embedding into a Calabi-Yau manifold one may consult
app. B.2. Let us choose J = F + B, J ′ = B and Chern class µ = F/2. The choice µ = B/2
can be treated analogously and leads to the same results. The other sectors corresponding to
µ = 0 and µ = (F +B)/2 require a knowledge of the holomorphic ambiguity at the boundary
and will not be treated here. One obtains
f
(2)
µ,F+B(τ) =
1
2η8(τ)
Coeff2πiy(Θ
F+B,B
Λ,µ (τ, [P ]y))
= q−
1
3
(
2q + 22q2 + 146q3 + 742q4 + . . .
)
,
(4.132)
where we denote by µ either B/2 or F/2. This exactly reproduces the numbers obtained
in [107].
We want to compute the shadow of the completion given by adding ΦF+Bµ and Φ
B
µ to
the indefinite theta-series ΘF+B,BΛ,µ . Since B is chosen at the boundary, Φ
B
µ vanishes for
µ = F/2, B/2. The only relevant contribution has a shadow proportional to ϑ2(τ). Precisely,
we obtain
∂τ¯f
(2)
µ,F+B(τ) = −τ−3/22
1
4πi
√
2
ϑ2(τ)ϑ2(τ)
η8(τ)
(µ =
F
2
,
B
2
). (4.133)
Hirzebruch surface F1
The next example is the Hirzebruch surface F1, which is a blow-up of P
2. Again we denote
by F and B the fiber and base P1’s. The P2 hyperplane is given by the pullback of F +B and
B is the exceptional divisor. This example is particularly nice, since we can check our results
against the blow-up formula (4.122) or use the results known from P2 to write generating
functions in sectors which are not accessible through the vanishing lemma. Notice, that the
holomorphic expansions have been already discussed in ref. [121]. From the general discussion
one sees that there are four different choices for the Chern class µ ∈ {B2 , F+B2 , F2 , 0}.
First, we choose J = F +B, J ′ = F and Chern class µ = B/2. We then obtain
f
(2)
µ,F+B(τ) =
1
2η8(τ)
Coeff2πiy(Θ
F+B,F
Λ,B (τ, [P ]y))
= q−
1
12
(
−1
2
− q + 15
2
q2 + 91q3 + 558q4 + . . .
)
.
(4.134)
A check of this result against the blow-up formula (4.122) applied to P2 yields
3h0(τ)
η6(τ)
ϑ2(2τ)
η2(τ)
= q−
1
12
(
−1
2
− q + 15
2
q2 + 91q3 + 558q4 + . . .
)
= f
(2)
µ,F+B(τ). (4.135)
Further, we calculate the shadow by differentiating fˆ (2) with respect to τ¯
∂τ¯ fˆ
(2)
µ,F+B(τ) =
3
16πi
τ
−3/2
2
ϑ3(2τ)ϑ2(2τ)
η8(τ)
, (4.136)
which also is in accord with the blow-up formula. Note, that (4.134) has half-integer expan-
sion coefficients, since J = B + F lies on a wall for the Chern class µ = B/2.
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As a second case we choose J = F +B, J ′ = F and Chern class µ = (F +B)/2 and obtain
f
(2)
µ,F+B(τ) =
1
2η8(τ)
Coeff2πiy(Θ
F+B,F
Λ,F+B (τ, [P ]y))
= q−
7
12
(
q + 13q2 + 93q3 + 496q4 + . . .
)
,
(4.137)
which we again can check against the blow-up formula (4.122) for P2
3h1(τ)
η6(τ)
ϑ3(2τ)
η2(τ)
= q−
7
12
(
q + 13q2 + 93q3 + 496q4 + . . .
)
= f
(2)
µ,F+B(τ). (4.138)
Calculating the shadow yields
∂τ¯ fˆ
(2)
µ,F+B(τ) =
3
16πi
τ
−3/2
2
ϑ2(2τ)ϑ3(2τ)
η8(τ)
, (4.139)
which is also in accord with the blow-up formula.
The last two sectors µ = F/2, 0 are not accessible via the vanishing lemma. However,
using a blow-down to P2 we observe, that the above two cases reproduce correctly the two
Chern classes in the cases of rank two sheaves on P2. Using the blow-up formulas once more
we finally arrive at
f
(2)
(0,0),J(τ) =
3h0(τ)
η6(τ)
ϑ3(2τ)
η2(τ)
,
f
(2)
( 1
2
,0),J
(τ) =
3h1(τ)
η6(τ)
ϑ2(2τ)
η2(τ)
,
f
(2)
(0, 1
2
),J
(τ) =
3h0(τ)
η6(τ)
ϑ2(2τ)
η2(τ)
,
f
(2)
( 1
2
, 1
2
),J
(τ) =
3h1(τ)
η6(τ)
ϑ3(2τ)
η2(τ)
,
(4.140)
where J = F + B and µ = (a, b) = aF + bB. Note, that in the cases f
(2)
(0,0),J and f
(2)
(0, 1
2
),J
the
blow-up formula is not valid since we violate the gcd-condition, as π∗µ = 0 in these cases.
However, for rank two sheaves on F1 the blow-up formula seems to work anyway, since the
generating series using the blow-up procedure and the indefinite theta-function description
coincide for the Chern class µ = (0, 12 ).
Del Pezzo surface B8
As in [61] we embed the surface B8 in a certain free Z5 quotient16 of the Fermat quintic
X˜ = {∑5i=1 x5i = 0} in P4. The action of the group G = Z5 on the projective coordinates
of the ambient space is given by xi ∼ ωixi, where ω = e2πi/5. For the hyperplane section,
denoted P , we observe that P 3 = 1, as for the Fermat quintic the five points of intersection
of three hyperplanes {xi = xj = xk = 0} are identified under the action of the group G. The
Euler character of the hyperplane is given by χ(P ) = 11. It can be shown that the divisor P
16The only freely acting group actions for the quintic are a Z25 and the above Z5.
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is rigid and has b+2 = 1. We observe that H
2(P,Z) = Z⊕ (−E8) as is explained in [61]. The
elliptic genus of a single M5-brane is then fixed by the modular weights
Z
(1)
P (τ, z) =
E4(τ)
η11(τ)
ϑ1(−τ ,−z). (4.141)
The form of Z
(2)
P can now be calculated as for P
2 and is given by
Z
(2)
P (τ, z) ∼
E4(τ)
2
η(τ)22
(hˆ0(τ)ϑ2(−2τ¯ ,−2z) − hˆ1(τ)ϑ3(−2τ¯ ,−2z)). (4.142)
The holomorphic anomaly equation fulfilled by Z
(2)
P (τ, z) can be obtained as in the P
2 case
D2 Z(2)P (τ, z) ∼
τ
− 3
2
2
16πi
(
Z
(1)
P (τ, z)
)2
. (4.143)
Del Pezzo surface B9, the 12K3
We end our examples by returning and commenting on 12K3 or B9 which was the example
of section (4.2.2), as M5-branes wrapping on it give rise to the multiple E-strings. The B9
surface can be understood as a P2 blown up at nine points or a rational elliptic surface. This
case is interesting as one can map via T-duality along the elliptic fibration the computation of
the modified elliptic genus to the computation of the partition function of topological string
theory on the same surface [132]. The middle dimensional cohomology lattice of B9 is given
by H2(B9,Z) = Γ1,1⊕E8 and the Euler number can be computed to χ(B9) = 12. Modularity
then fixes the form of the elliptic genus at rank one to
Z
(1)
B9
(τ, z) =
E4(τ)
η(τ)12
θ
(1)
0,J(τ, z), (4.144)
where θ
(1)
0,J(τ, z) is the theta-function associated to the lattice Γ
1,1 with standard intersection
form
(−dAB) =
(
0 1
1 0
)
. (4.145)
Choosing the Ka¨hler form J = (R−2, 1)T , where (1, 0)T is the class of the elliptic fiber, one
can show that
θ
(1)
0,J(τ, 0)→
R√
τ2
as R→∞. (4.146)
In this limit of small elliptic fiber one recovers the results of sect. 4.2.2. The factor E4(τ) is
precisely the theta-function of the E8 lattice. The results obtained from the anomaly for higher
wrappings of refs. [131, 132] were proven mathematically for double wrapping in ref. [174].
In this analysis the Weyl group of the E8 lattice was used to perform the theta-function
decomposition.
4.4.3 Extensions to higher rank and speculations
In the following sections we want to discuss the extension of our results to higher rank.
Partial results for rank three can be found already in the literature [104, 107, 121, 160, 175].
Thereafter, we discuss a possible generalization of mock modularity and speculate about a
contour description which stems from a relation to a meromorphic Jacobi form.
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Higher rank anomaly and mock modularity of higher depth
We want to focus on the holomorphic anomaly equation at general rank as conjectured in [132].
We recall that its form is given by
DrZ(r)P (τ, z) ∼
r−1∑
n=1
n(r − n)Z(n)P (τ, z)Z(r−n)P (τ, z), (4.147)
where Z
(r)
P (τ, z) can be decomposed into Siegel-Narain theta-functions as described in section
4.2.1. One may thus ask the question what it implies for the functions fˆ
(r)
µ,J(τ) for general
r. In order to extract this information we want to compare the coefficients in the theta-
decomposition on both sides of (4.147). For this we need a generalization of the identity
(4.121). A computation shows that
θ
(n)
ν,J (τ, z) θ
(r−n)
λ,J (τ, z) =
∑
µ∈Λ∗/Λ
cµνλ(τ) θ
(r)
µ,J (τ, z), (4.148)
where cµνλ are Siegel-Narain theta-functions themselves given by
cµνλ(τ) = δg(µ)
∑
ξ ∈Λ+µ+ g
r
(ν−λ)
q¯
−
rn(r−n)
2g2
ξ2+q
rn(r−n)
2g2
ξ2− (4.149)
with g = gcd(n, r − n) and δg(µ) yields one if rµ is divisible by g and vanishes otherwise.
With this input one finds
∂τ¯ fˆ
(r)
µ,J(τ) ∼
r−1∑
n=1
n(r − n)
∑
ν,λ∈Λ∗/Λ
fˆ
(n)
ν,J (τ)fˆ
(r−n)
λ,J (τ)c
µ
νλ(τ), (4.150)
which sheds some light into the question about the modular properties of generating functions
at higher rank as follows.
The structure of eq. (4.150) indicates, that an appropriate description of the generating
function fˆ
(r)
µ,J needs a generalization of the usual notion of mock modularity. This results
from the fact, that on the right hand side of the anomaly equation (4.150), mock modular
forms appear, such that the shadow of fˆ
(r)
µ,J is a mock modular form itself. Therefore, it is
also subject to a holomorphic anomaly equation. This would lead to the notion of mock
modularity of higher depth [181], similar to the case of almost holomorphic modular forms of
higher depth. These are functions like Ê2(τ) and powers thereof, which can be written as a
polynomial in τ−12 with coefficients being holomorphic functions.
A further motivation for this comes from the observation that the generating functions
fˆ
(r)
µ,J could be obtained from an indefinite theta-function as in the case of two M5-branes. The
lattice, however, that is summed over in these higher rank indefinite theta-functions will be
of higher signature. In the case of r M5-branes one would expect a signature
(r − 1, (r − 1)(r(Λ) − 1)) (4.151)
due to the r − 1 relative D2-brane charges of the possible r decay products of D4-D2-D0
bound-states [119, 120]. However, a complete discussion of the modular properties of such
functions and their relation to mock modular forms of depth is beyond the scope of this work.
We would like to come back to this question in future research.
4.4 Application and extensions 91
The contour description
The elliptic genus of rM5-branes wrapping P is denoted by Z
(r)
P (τ, z), where we don’t indicate
any dependence of Z
(r)
P on a Ka¨hler class/ chamber J ∈ C(P ). The basic assumption is that
the elliptic genus does not depend on such a choice. We simply think about Z
(r)
P as being a
meromorphic Jacobi form, which has poles as a function of the elliptic variable z. We assume,
that it is of bi-weight (−32 , 12 ). In the following we want to exploit the implications of this
statement.
It is known that a Jacobi form has an expansion into theta-functions with coefficients being
modular forms. Since Zwegers [180], we also know that a meromorphic Jacobi form with one
elliptic variable has a similar expansion, where the coefficients are mock modular. Using our
Siegel-Narain theta-function θ
(r)
µ,J(τ, z), eq. (4.13), we conjecture the following expansion
Z
(r)
P (τ, z) =
∑
µ∈Λ∗/Λ
f
(r)
µ,J(τ)θ
(r)
µ,J (τ, z) + Res, (4.152)
with J a point in the Ka¨hler cone which is related to a point zJ ∈ ΛC where the decomposition
is carried out. Note, that in eq. (4.152) the term “Res” should be given as a finite sum over
the residues of Z
(r)
P (τ, z) in the fundamental domain zJ + eτ + e with e = [0, 1]
r(Λ).
Let’s see how the dependence on J comes about. Doing a Fourier transform we can write
f
(r)
µ,J(τ) = (−1)rµ·[P ]q¯
r
2
µ2+q−
r
2
µ2−
∫
CJ
Z
(r)
P (τ, z)e
−2πir(µ+
[P ]
2
)·zdz, (4.153)
where CJ is a contour which has to be specified since Z(r)P is meromorphic. Due to the
periodicity in the elliptic variable CJ can be given as zJ + e for some point zJ . Now, suppose
we have a parallelogram P = zJ + ezJ ′ + e and that there is a single pole of Z(r)P inside P,
say at z = z0. Then, we obtain by integrating over the boundary of P
f
(r)
µ,J(τ)− f (r)µ,J ′(τ) = 2πiαµ(τ) Resz=z0
(
Z
(r)
P (τ, z)e
−2πir(µ+
[P ]
2
)·z
)
, (4.154)
where we abbreviate
αµ(τ) = (−1)rµ·[P ]q¯
r
2
µ2+q−
r
2
µ2− . (4.155)
That is, the coefficients of the Laurent expansion of the elliptic genus encode the jumping
of the BPS numbers across walls of marginal stability and the walls are in one-to-one corre-
spondence with the positions of the poles of Z
(r)
P . An analogous dependence on a contour of
integration for wall-crossing of N = 4 dyons was introduced in refs. [28,150].
Moreover, the shadow of f
(r)
µ,J should be determined in terms of the residues of Z
(r)
P , since
a generalizations of the ideas of [180] should show, that it is contained in the factor “Res” of
eq. (4.152). Thus, combining this result with the interpretation of eq. (4.154) one expects,
that the shadow not only renders f
(r)
µ,J modular, but also encodes the decay of bound-states
and hence knows about the jumping of BPS invariants across walls of marginal stability.
It is tempting to speculate even further. When comparing our results to the case of dyon
state counting in N = 4 theories [32, 33] one might suspect that there is an analog of the
Igusa cusp form φ10 in our setup. In the N = 4 dyon case there are meromorphic Jacobi
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forms, often denoted ψm, which are summed up to give φ10. In analogy, it may be useful to
introduce another parameter ρ ∈ H and to study the object
φ−1P (τ, ρ, z) =
∑
r≥1
Z
(r)
P (τ, z)e
2πirρ. (4.156)
Chapter 5
Conclusions
In this thesis the holomorphic anomaly and its interpretations in terms of background in-
dependence and wall-crossing has been investigated. The oppositeness of holomorphy and
modularity allowed to perform high precision calculations. Especially, the relation between
topological string theory and matrix models has been under scrutiny. In this framework build-
ing on [89], we have shown that the direct integration technique of the holomorphic anomaly
equations provides a powerful tool to calculate the 1/N expansion of multi-cut matrix models.
We have seen that, in some circumstances, we can easily fix the holomorphic ambiguity and
obtain explicit expressions for the genus g amplitudes. In general, we expect the anomaly
equation to be integrable, in the sense that the gap conditions completely fix the holomorphic
ambiguity. In the case of the two-cut cubic matrix model on the slice S1 = −S2, we can use
this method to determine the amplitudes to very high genus.
These high genus results have allowed us to obtain quantitative evidence for the connection
between large order behavior and eigenvalue tunneling in a multi-cut matrix model. How-
ever, our results indicate that the detailed large genus asymptotics of the amplitudes cannot
be understood just by considering the non-perturbative sectors associated with eigenvalue
tunneling. Indeed, in a similar asymptotic problem analyzed in [67], it was necessary to in-
clude new non-perturbative sectors. It is only natural to suggest that a correct understanding
of the asymptotic properties, in the multi-cut case, requires also the inclusion of new non-
perturbative sectors. In the one-cut case and its double-scaling limit, the amplitudes in these
new sectors can be obtained algebraically, as trans-series solutions to the pre-string equation
and the Painleve´ I equation, respectively. In the multi-cut case there is no analogue of these
equations, and therefore the corresponding generalized amplitudes can not be computed with
our present tools.
One obvious question is then the following: what is the interpretation of these new non-
perturbative sectors in terms of matrix models or topological strings? We will give now
some hints which might help in answering this question. Let us first discuss the trans-series
solutions un|m(z) appearing in (3.135). It turns out that u0|ℓ(z) can be obtained from uℓ|0(z),
the standard instanton amplitude, by changing the sign
z5/4 → −z5/4. (5.1)
This corresponds to changing the sign of the string coupling constant gs → −gs. If we think
about the uℓ|0(z) as describing a set of ℓ D-branes, then the natural interpretation of u0|ℓ(z)
is as a set of ℓ anti-D-branes. Indeed, it has been argued that anti-D-branes are obtained
from D-branes in topological string theory just by changing the sign of the string coupling
constant [155]. More generally, these should be the ghost D-branes introduced in [140], which
reduce to anti-D-branes in the topological string context. It is then natural to interpret the
generalized instanton amplitude un|m(z) as representing a state of n D-branes and m anti-D-
branes at the unstable saddle, in the background of N −n+m D-branes in the stable saddle.
If this interpretation is correct, the generalized amplitudes in the multi-cut matrix model,
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which we labeled by two pairs of integers (N1,M1), (N2,M2), should correspond to a saddle
where there are Ni branes and Mi anti-D-branes at the i-th critical point, i = 1, 2.
One problem with this interpretation is that, as argued in [45, 155], such a configuration
is described in principle by a quiver or supergroup matrix model. If this is the case, the
non-perturbative configuration characterized by (Ni,Mi), i = 1, 2, would be equivalent to
a configuration with only branes or only antibranes at the critical points. More precisely,
we would get |Ni −Mi| branes or |Ni −Mi| anti-branes depending on the sign of Ni −Mi.
Since explicit calculations show that the amplitude un|m(z) is not equal to the amplitude
un−m|0(z) [67], the interpretation in terms of brane/anti-brane systems might not be com-
pletely appropriate.
We believe that the appearance of these new sectors indicates that we do not fully un-
derstand the non-perturbative structure of matrix models and of two-dimensional gravity.
Therefore, it would be very important to clarify their meaning and to compute their ampli-
tudes in the multi-cut case.
In the second part of this thesis we investigated background dependence of theories that
originate from r M5-branes wrapping a smooth (semi-)rigid divisor P in a Calabi-Yau three-
fold background. Such divisors P have b+2 = 1 and (semi-)positive anti-canonical class. In
this case the wrapped M5-brane can be studied locally in the Calabi-Yau manifold using an
effective description of the M5-brane theory on P ×T 2 by a twisted U(r) N = 4 Super-Yang-
Mills theory on P .
The main object of interest was the partition function Z
(r)
P of the twisted gauge theory
and its modular and holomorphic properties. This partition function can be related to the
modified elliptic genus of the N = (0, 4) sigma model description of the M5-brane. Using the
spectral flow symmetry one establishes for all r a decomposition of the partition function into
vector-valued modular forms fˆ
(r)
µ,J(τ) w.r.t. the S-duality group of N = 4 Super-Yang-Mills
and Siegel-Narain theta-functions θ
(r)
µ,J(τ, z).
Our main result is a rigorous proof of a holomorphic anomaly equation of the partition
function valid for rank two on all P described above. The proof in section 4.3.3 relies on
the large volume wall-crossing formula of Go¨ttsche [73] for invariants associated to sheaves
on P , which are related to integer BPS invariants. By summing the change of the invariants
across all intermediate walls one can express the difference of the generating function of the
invariants f
(r)
µ,J(τ) in two arbitrary chambers J and J
′ in the Ka¨hler cone in terms of an
indefinite theta-function ΘJ,J
′
Λ,µ (τ, z) [71]. This theta-function is regularized by cutting out
the negative directions of the quadratic form on the homology lattice, a procedure which
renders the result in general not modular. The spoiled S-duality invariance can be regained
following the work of Zwegers by smoothing out the cutting procedure with the error function
depending non-holomorphically on τ . The non-holomorphicity introduced by this procedure
completes the mock modular forms f
(r)
µ,J(τ) to non-holomorphic modular forms fˆ
(r)
µ,J(τ). The
non-holomorphicity of the Siegel-Narain theta-functions on the other hand is trivial since it is
annihilated by the non-holomorphic heat operator. This allows to write a concise holomorphic
anomaly equation for the partition function (4.118) when evaluated at the attractor point
[122].
We check this holomorphic anomaly equation and its implications for the counting of
invariants of sheaves on P2, F0, F1 and B8 in section 4.4.2. The anomaly equation (4.118) is
in particular compatible with the form of a holomorphic anomaly that has been conjectured
in the context of E-strings on 12K3 for all r and checked for certain classes using the duality
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to the genus zero topological string partition function [132]. Since the non-holomorphicity of
the fˆ
(r)
µ,J(τ) for r > 1 is related in an intriguing way to mock modularity and wall-crossing,
we analyzed the decomposition for arbitrary rank and give a general form of the conjectured
general anomaly equation at the level of the fˆ
(r)
µ,J(τ) in equation (4.150), which indicates a
theory of mock modular forms of higher depth [181]. The holomorphic limit of the fˆ
(r)
µ,J(τ)
yield generating functions for invariants associated to sheaves of rank r. However, it is in
general difficult to provide boundary conditions, which fix the holomorphic ambiguity.
The wall-crossing of Go¨ttsche, which induces in the steps described above the non-
holomorphicity of the fˆ
(2)
µ,J(τ), can be rederived using the Kontsevich-Soibelman wall-crossing
formula, as we did in section 4.3.2. As the wall-crossing formula takes a primitive form at
rank two, one can rewrite the generating function of BPS differences in terms of an indefinite
theta-function. The Kontsevich-Soibelman formula can be used for arbitrary rank to deter-
mine the counting functions f
(r)
µ,J(τ) for all sectors µ in all chambers, if it is known in one
chamber for all µ, e.g. by a vanishing lemma or use of the blow-up formula. This was studied
for rank three by [121], where it was also shown that the rank three wall-crossing formula is
primitive. In general if the wall-crossing formula is primitive, the sum over walls induce lattice
sums of signature (r− 1)(b+2 , b−2 ) with similar regularization requirements as for the rank two
case. It is an interesting question if the program of Zwegers to build modular objects can be
extended to the higher rank situation and leads upon non-holomorphic modular completion
to the conjectured form of the holomorphic anomaly equation and a precise notion of the
mock modular forms of higher depth.
The problem of providing boundary conditions at least in one chamber for the del Pezzo
surfaces (except for the Hirzebruch surface F0) can in principle be solved by using the blow-up
formula in both directions in connection with the wall-crossing formula before and after the
blow-up. However, the blow-up formula in the literature apply only if r and c1 · J have no
common divisor. This restriction forbids in general to provide boundary conditions for all
sectors.
The higher genus information discussed in equation (4.33) gives finer information about
the cohomology of moduli spaces of sheaves than its Euler number. Namely, an elliptic genus
obtained by tracing over the right j3R quantum numbers of the Lefshetz decomposition in the
cohomology of the moduli space. On rigid surfaces it can be further refined to include the
general Ω background parameters of Nekrasov [138], which capture the individual (j3L, j
3
R)
quantum numbers [93]. For rank two such refined partition functions have been considered
in [74] and it should be possible to extend the consideration above to the refined BPS numbers,
see e.g. [121,122]. Furthermore, the relation between D6-D2-D0 brane systems as counted by
topological string theory and D4-D2-D0 brane systems associated to black hole state counting
is the hallmark of the OSV conjecture [143], which has been intensively studied. Wall-crossing
issues in combination with this conjecture have been studied in ref. [38] and more recently
from an M-theory perspective for example in ref. [2]. It would be interesting to examine the
implications of the anomaly equation in these contexts.
A conceptually very interesting but at this point more speculative approach is to consider
the elliptic genus as a J independent meromorphic Jacobi form, as we did in section 4.4.3. As
shown by Zwegers such meromorphic Jacobi forms have an expansion in theta-functions whose
coefficients are mock modular forms, just as holomorphic Jacobi forms have an expansion in
theta-functions with holomorphic modular forms as coefficients. This formalism relates the
changes in the BPS numbers across walls of marginal stability to the different choices of the
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contour in the definition of f
(r)
µ,J(τ) as a Fourier integral of Z
(r)
P , i.e. to the poles in Z
(r)
P , like
in the N = 4 case [28,35].
Appendix A
Modularity
A.1 Elliptic modular forms
Let us collect the definitions of various modular forms appearing in the main body text. We
denote the following standard theta-functions by
ϑ1(τ, ν) =
∑
n∈Z+ 1
2
(−1)nq 12n2e2πinν ,
ϑ2(τ, ν) =
∑
n∈Z+ 1
2
q
1
2
n2e2πinν ,
ϑ3(τ, ν) =
∑
n∈Z
q
1
2
n2e2πinν ,
ϑ4(τ, ν) =
∑
n∈Z
(−1)nq 12n2e2πinν .
(A.1)
In the case that ν = 0 we simply denote ϑi(τ) = ϑi(τ, 0) (notice that ϑ1(τ) = 0). Under
modular transformations the theta functions ϑi(τ) behave as vector-valued modular forms of
weight 12 . They transform as
ϑ2(−1/τ) =
√
τ
i
ϑ4(τ), ϑ2(τ + 1) = e
ipi
4 ϑ2(τ), (A.2)
ϑ3(−1/τ) =
√
τ
i
ϑ3(τ), ϑ3(τ + 1) = ϑ4(τ), (A.3)
ϑ4(−1/τ) =
√
τ
i
ϑ2(τ), ϑ4(τ + 1) = ϑ3(τ). (A.4)
Further, the eta-function is defined by
η(τ) = q
1
24
∞∏
n=1
(1− qn), (A.5)
and transforms according to
η(τ + 1) = e
ipi
12 η(τ), η
(
−1
τ
)
=
√
τ
i
η(τ). (A.6)
The Eisenstein series are defined by
Ek(τ) = 1− 2k
Bk
∞∑
n=1
nk−1qn
1− qn , (A.7)
where Bk denotes the k-th Bernoulli number. Ek is a modular form of weight k for k > 2 and
even.
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A.2 Mock modular forms
Following [178], we denote the space of mock modular forms of weight k by Mk and the
space of modular forms by Mk. Mock modular forms are holomorphic functions of τ , which
is an element of the upper half plane H, but do not transform in a modular covariant way.
However, to every mock modular form h of weight k there exists a shadow g ∈ M2−k such
that the function hˆ, given by
hˆ(τ) = h(τ) + g∗(τ) (A.8)
transforms as of weight k. Denoting by gc(z) = g(−z¯), the completion g∗(τ) is defined by
g∗(τ) = −(2i)k
∫ ∞
−τ¯
(z + τ)−kgc(z) dz. (A.9)
Thus, hˆ is modular but has a non-holomorphic dependence. The corresponding space con-
taining forms of type (A.8) is denoted by M̂k. Given g as the expansion g(τ) =
∑
n≥0 bnq
n,
the completion g∗(τ) can also be written as
g∗(τ) =
∑
n≥0
nk−1bn βk(4nτ2) q
−n, (A.10)
with τ2 = Im (τ) and βk defined by
βk(t) =
∫ ∞
t
u−ke−πudu. (A.11)
Conversely, given hˆ, one determines the shadow g by taking the derivative of hˆ with
respect to τ¯ . One easily sees that
∂hˆ
∂τ
=
∂g∗
∂τ
= τ−k2 g(τ). (A.12)
This viewpoint opens another characterization of M̂k as the set of real-analytic functions F
that fulfill a certain differential equation. To be precise, let us define the space Mk as the
space of real-analytic functions F in the upper half-plane H transforming as a modular form
under Γ ⊂ SL(2,Z), i.e.
F (γτ) = ρ(γ)(cτ + d)kF (τ),
where ρ(γ) denotes some character of Γ and we demand exponential growth at the cusps.
Hence, the space of completed mock modular forms M̂k can now be characterized by
M̂k =
{
F ∈ Mk
∣∣ ∂
∂τ
(
τk2
∂F
∂τ¯
)
= 0
}
. (A.13)
This definition induces the following maps1
Mk = Mk,0
τk2 ∂τ¯−→ M0,2−k
τ2−k2 ∂τ−→ Mk,0 = Mk, (A.14)
1 A function f ∈ Mk,l transforms under modular transformations γ ∈ Γ with bi-weight (k, l) and character
ρ, i.e. f(γτ ) = ρ(γ)(cτ + d)k(cτ¯ + d)lf(τ ).
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so that the composition can be converted to the Laplace operator in weight k. Hence, mock
modular forms in M̂k have the special eigenvalue
k
2
(
1− k2
)
and are sometimes also called
harmonic weak Maass forms.
Zwegers showed in [180] that mock modular forms can be realized in three different ways,
namely either as Appell-Lerch sums, indefinite theta-series or as Fourier coefficients of mero-
morphic Jacobi forms. Further, there is a notion of mixed mock modular forms, which are
functions that transform in the tensor space of mock modular forms and modular forms.
However, we will call them simply mock modular forms as well.
In the following a simple example of a mock modular form is presented.
Example: E2 as a mock modular form
The modular completion of the holomorphic Eisenstein series E2 has the form
Ê2(τ) = E2(τ)− 3
πτ2
.
From ∂τ Ê2 = τ
−2
2
3i
2π we get g =
3i
2π , a constant shadow. Doing the integral indeed yields
g∗(τ) = − (2i)2
∫ ∞
−τ
(z + τ)−2
3i
2π
dz = −6i
π
[ −1
z + τ
]∞
−τ
= − 3
πτ2
. (A.15)
A.3 Elliptic integrals
We follow the conventions in [22]. The complete elliptic integral of the first kind is defined as
K(k) =
∫ 1
0
dt√
(1− t2)(1− k2t2) . (A.16)
The parameter k is called the elliptic modulus. Further one defines the complementary
modulus as k′2 = 1− k2. The complete elliptic integral of the second kind is defined as
E(k) =
∫ 1
0
dt
√
1− k2t2
1− t2 . (A.17)
The complete elliptic integrals of the first and second kind are related to each other by
derivation,
dK
dk
=
E(k) − k′2K(k)
kk′2
,
dE
dk
=
E(k)−K(k)
k
. (A.18)
Useful transformation formulae are
K
(
1− k′
1 + k′
)
=
1 + k′
2
K(k),
E
(
1− k′
1 + k′
)
=
1
1 + k′
(E(k) + k′K(k)),
K
(
2
√
k
1 + k
)
= (1 + k)K(k),
(A.19)
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as well as the Legendre relation
E(k)K(k′) + E(k′)K(k)−K(k)K(k′) = π
2
. (A.20)
Consider an elliptic geometry of the form
y2 =
4∏
i=1
(x− xi), (A.21)
where x1 < x2 < x3 < x4 are the branch cuts. Define the half-period ratio of the elliptic
geometry, τ , and the elliptic nome as q = eiπτ . It can be shown that
τ = i
K(k′)
K(k)
, (A.22)
and moreover that
K(k) =
π
2
ϑ23, k
2 =
ϑ42
ϑ43
, k′2 =
ϑ44
ϑ43
. (A.23)
The Thomae formula relates the branch cuts of an elliptic curve to theta-functions [58].
For the geometry consider above (A.21) we obtain
ϑ42(τ) = −K2(x1 − x2)(x3 − x4)
ϑ43(τ) = −K2(x1 − x4)(x2 − x3)
ϑ44(τ) = −K2(x1 − x3)(x2 − x4),
(A.24)
and thus
η24(τ) =
K12
256
∏
i < j
(xi − xj)2, (A.25)
where K and K′ are given in (3.53).
It is convenient to introduce
b = ϑ42, c = ϑ
4
3, d = ϑ
4
4, (A.26)
where either two of them span the ring of Γ(2) modular forms. Here the congruence subgroup
Γ(2) ⊂ SL(2,Z) is defined by
Γ(2) = {γ ∈ SL(2,Z) | γ ≡ 1 mod 2}. (A.27)
Appendix B
Calabi-Yau spaces and its divisors
B.1 Rigid divisors
We start with some facts about complex surfaces. The Riemann Roch formula relates the
signature σ and arithmetic genus χ0 to Chern class integrals
σ =
∑
i
(b+2i − b−2i) =
1
3
∫
P
(c21 − 2c2), χ0 =
∑
i
(−1)ihi,0 = 1
12
∫
P
(c21 + c2). (B.1)
Regarding the embedding one has the distinction whether P is very ample or not, i.e. if the
line bundleLP is generated by its global sections or not. In the former case P has h0(X,LP )−1
deformations and there exists an embedding j : X → PnP so that LP = j∗(O(1)), i.e. P can
be described by some polynomial. This situation has been considered in [114], where the
deformations and b+, b− have been given. Generically one has h2,0(P ) = 12 (b
+
2 − 1), which is
positive in the very ample case.
In this work we consider mainly rigid smooth divisors. In this case one has no deformations
and locally the Calabi-Yau manifold can be written as the total space of the canonical line
bundle O(KP ) → P and the latter can be globalized to a elliptic fibration over P , see
section B.2, for P = Fn. In this case ΛP = Λ, compare sec. 4.2.1.
As X is a Calabi-Yau manifold and to allow no section, P has to have a positive D2 > 0
anti-canonical divisor class D = −KP , which is also required to be nef, i.e. D.C ≥ 0 for any
irreducible curve C. This defines a weak del Pezzo surface. If D.C > 0, then D is ample
and P is a del Pezzo surface [4]. Del Pezzo surfaces are either Bn, which are blow-ups of P2
in n ≤ 8 points or P1 × P1. We can also allow the Hirzebruch surface F2 which is weak del
Pezzo.
As h1,0 = h2,0 = 0 one has χ0(Bn) = 1 for all surfaces under consideration. As the Euler
number χ(Bn) = 3 + n one has by (B.1) that
∫
P c
2
1 = 9 − n, which implies that n = 9 is the
critical case for positive anti-canonical class, and (b+2 , b
−
2 ) = (1, n). The case n = 9 is called
1
2K3. We include this semi-rigid situation.
In more detail the homology of Bn is generated by the hyperplane class h of P2 and the
exceptional divisors of the blow-ups ei, with the non-vanishing intersections h
2 = 1 = −e2i .
The anti-canonical class is given by −KBn = 3h −
∑n
i=1 ei. Defining the lattice generated
by this element in H2(P,Z) as ZKBn and E
∗
n = (ZKBn )
⊥ one sees that E∗1 is trivial and E
∗
n
are the lattices of the Lie algebras (A1, A1 × A2, A4,D5, E6, E7, E8) for n = 2, . . . , 8. The
corresponding basis in terms of (h, ei) is worked out in [4]. The homology lattice for B9 is
Γ1,1 ⊕ E8, where Γ1,1 is the hyperbolic lattice with standard metric.
In order to study topological string theory in Calabi-Yau backgrounds realized in simple
toric ambient spaces, one has to consider situations in which Λ ⊂ ΛP , which is the case for
the 12K3 realized in the toric ambient space discussed in the next section.
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B.2 An elliptically fibered Calabi-Yau space
Let X be an elliptic fibration over Fn for n = 0, 1, 2 given by a generic section of the anti-
canonical bundle of the ambient spaces specified by the following vertices
D0 = (0, 0, 0, 0), D1 = (0, 0, 0, 1), D2 = (0, 0, 1, 0), D3 = (0, 0,−2,−3)
D4 = (0,−1,−2,−3), D5 = (0, 1,−2,−3), D6 = (1, 0,−2,−3), D7 = (−1,−n,−2,−3).
One finds large volume phases with the following Mori-vectors
D0 D1 D2 D3 D4 D5 D6 D7
l1 = −6 3 2 1 0 0 0 0 C1
l2 = 0 0 0 −2 1 1 0 0 C2
l3 = 0 0 0 n− 2 −n 0 1 1 C3.
We choose a basis {CA, A = 1, 2, 3} of H2(X,Z). Let KA be a Poincare´ dual basis of the Chow
group of linearly independent divisors of X, i.e.
∫
CAKB = δ
A
B . The divisors Di = l
A
i KA have
intersections with the cycles CA given by Di.C
A = lAi . We have the following non-vanishing
intersections of the divisors given by
K1.K2.K3 = 1, K1.K
2
2 = n, K
2
1 .K2 = n+ 2, K
2
1 .K3 = 2, K
3
1 = 8. (B.2)
The divisor giving the Hirzebruch surface inside the Calabi-Yau manifold corresponds to
[Fn] = D3 = K1 − 2K2 − (2− n)K3. (B.3)
Thus, the metric on H2(Fn,Z) coming from the intersections in the Calabi-Yau manifold is
(KA.KB .[Fn]) =
0 0 00 n 1
0 1 0
 . (B.4)
Projecting out the direction corresponding to the elliptic fiber we reduce the problem to the
Hirzebruch surface itself. We denote by F = K3 and B = K2 − nK3 the class of the fiber
and base, respectively. Thus, the canonical class reduces to [Fn] = −(2 + n)F − 2B. The
intersection numbers are given as follows(
F.F F.B
B.F B.B
)
=
(
0 1
1 −n
)
. (B.5)
Hence, the Ka¨hler cone is spanned by the two vectors F and 2B + nF , i.e.
C(Fn) = {J ∈ H2(Fn,R) |J = t1F + t2(2B + nF ), t1, t2 > 0}. (B.6)
For n = 1 the geometry admits also an embedding of a K3 and a B9 surface. K3 is given
by the elliptical fiber E and the fiber of the Hirzebruch surface F . B9, sometimes also called
1
2K3, is given by the elliptical fiber E and the base of the Hirzebruch surface B. The classical
triple intersections, the integrals involving the second Chern class and further topological
data of the Calabi-Yau threefold X for n = 1 are
R = 8J3E + 3J2EJF + JEJ2F + 2J2EJB + JEJBJF , (B.7)
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c2(X)JE = 92, c2(X)JF = 36, c2(X)JB = 24, (B.8)
h1,1(X) = 3, h2,1(X) = 243, χ(X) = −480. (B.9)
The mirror geometry of X is referred to as Y . The coordinates of the complex structure
moduli space are called zi. Then, denoting by θi = zi∂zi , the Picard-Fuchs system governing
the periods of the mirror geometry Y reads
L1 = θ1(θ1 − 2θ3 − θ2)− 12z1(6θ1 + 5)(6θ1 + 1)
L2 = θ22 − z2(θ2 − θ3)(2θ3 + θ2 − θ1)
L3 = θ3(θ3 − θ2)− z3(2θ3 + θ2 − θ1)(2θ3 + θ2 − θ1 + 1).
(B.10)
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Appendix C
Results
C.1 Data of the two-cut example
In the following we collect the necessary data for our two-cut cubic model of the main body
text. We restrict ourselves to the points in moduli space which are relevant for our discussion.
For further background on e.g. the monodromy around several divisors in moduli space we
refer the reader to [89].
C.1.1 Large Radius
C1 ∩C2 = {z1 = 0} ∩ {z2 = 0}:
The Picard-Fuchs operators governing the periods of the cubic matrix model are given by
L1 =(3− 2z1 − 6z2)∂1 − 2z1(1− 2z1 − 6z2)∂21 + (1− 10z1 + 12z21 + 4z1z2)∂1∂2
+ (3− 6z1 − 2z2)∂2 + (1− 10z2 + 4z1z2 + 12z22)∂1∂2 − 2z2(1− 6z1 − 2z2)∂22 ,
L2 =− 3(1− 12z1 + 18z21 + 14z1z2) + (−3z2(1− 3z2 + 2z22)
+ z1(7 + 46z
2
1 − 18z2 + 26z22 + z1(−39 + 62z2)))∂1
+ (−1 + 2z1 + 2z2)(−2z1(1 + 5z21 − 2z1z2 − 3z22 − 4(z1 + z2))∂21
+ (z1 + z2)(1− 8z1 + 6z21 − 6z1z2)∂1∂2)
− 3(1− 12z2 + 14z1z2 + 18z22) + (−3z1(1− 3z1 + 2z21)
+ z2(7− 18z1 + 26z21 + (−39 + 62z1)z2 + 46z22))∂2
+ (−1 + 2z1 + 2z2)((z1 + z2)(1 − 8z2 − 6z1z2 + 6z22)∂1∂2
− 2z2(1− 3z21 − 2z1z2 + 5z22 − 4(z1 + z2))∂22).
(C.1)
Its discriminant can be determined to be
disc = z1z2I
2J = z1z2(1− 2(z1 + z2))(1− 6z1 − 6z2 + 9z21 + 14z1z2 + 9z22), (C.2)
and its solutions around zi = 0, i = 1, 2, are given by the following expansions
S1 =
z1
4
− 1
8
z1(2z1 + 3z2) + . . .
S2 = −z1
4
+
1
8
z2(3z1 + 2z2) + . . .
Π1 = S1 log
(z1
4
)
+
1
12
− z1
4
− 1
16
(2z21 − 10z1z2 − 5z22) + . . .
Π2 = S2 log
(
−z2
4
)
− 1
12
+
z2
4
− 1
16
(5z21 + 10z1z2 − 2z22) + . . . .
(C.3)
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The Yukawa couplings are given by
Cz1z1z1 =
1− 6z1 + 9z21 − 5z2 + 9z1z2 + 6z22
16z1I2
Cz1z1z2 =
1− 3z1 − 5z2
16I2
Cz1z2z2 =
1− 5z1 − 3z2
16I2
Cz2z2z2 =
1− 5z1 + 6z21 − 6z2 + 9z1z2 + 9z22
16z2I2
,
(C.4)
where all other combinations follow by symmetry. The genus one free energy can be written
as
F1 = −1
2
log (det(Gi¯))− 1
12
log(z1z2)− 1
2
log I +
1
3
log J. (C.5)
It is convenient to introduce new variables z˜i, i = 1, 2, by
z˜1 = z1 + z2, z˜2 =
1
4
(z1 − z2)
√
1− 2(z1 + z2), (C.6)
as well as coordinates t˜i, i = 1, 2, on the mirror by
t˜1 = s =
1
2
(S1 − S2), t˜2 = t = S1 + S2, (C.7)
such that the mirror map becomes as simple as possible. E.g. we have that
z˜2 = t˜2. (C.8)
This implies that some of the Christoffel symbols vanish:
Γz˜2z˜iz˜j = 0, for i = 1, 2. (C.9)
There are only four non-vanishing ambiguities f˜kij of equation (3.13), that are given by
f˜ z˜1z˜1z˜1 = −
5− 28z˜1 + 52z˜21 − 32z˜31 − 112z˜22
2(1− 2z˜1)(1 − 8z˜1 + 20z˜21 − 16z˜31 + 16z˜22)
,
f˜ z˜1z˜1z˜2 =
24z˜2
1− 8z˜1 + 20z˜21 − 16z˜31 + 16z˜22
,
f˜ z˜1z˜2z˜2 =
8− 16z˜1
1− 8z˜1 + 20z˜21 − 16z˜31 + 16z˜22
.
(C.10)
This results in a propagator that has one non-vanishing component in z˜-coordinates, i.e.
S z˜1z˜1 = 4z˜21 − 64z˜22 + 44z˜31 − 832z˜1z˜22 + . . . , S z˜1z˜2 = S z˜2z˜1 = S z˜2z˜2 = 0. (C.11)
The covariant derivative closes on this propagator when one fixes yet another ambiguity f ijk ,
cf. eq. (3.12). The only relevant, non-vanishing component is given by
f z˜1z˜1z˜1 =
8(1− 2z˜1)3(z˜1 − 4z˜21 + 4z˜31 − 64z˜22 + 144z˜1 z˜22)
(1− 8z˜1 + 20z˜21 − 16z˜31 + 16z˜22)3
. (C.12)
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C.1.2 Conifold
Conifold J = {1− 6z1 − 6z2 + 9z21 + 14z1z2 + 9z22 = 0}:
We consider the point (z1, z2) = (
1
8 ,
1
8 ) ∈ J . Convenient coordinates are given by
zc,1 =
1√
2
(z1 − z2), zc,2 = 1− 4(z1 + z2). (C.13)
zc,1 parametrizes the tangential direction to the conifold divisor, whereas zc,2 the normal one.
Transforming the Picard-Fuchs system to these new coordinates the polynomial solutions are
given by
ω1 = zc,1
√
1 + zc,2 = zc,1 +
1
2
zc,1zc,2 − 1
8
zc,1z
2
c,2 +O(z4c ),
ω2 = z
2
c,2 + 8z
2
c,1zc,2 +O(z4c ).
(C.14)
We choose as flat coordinates
tc,i = ωi, i = 1, 2. (C.15)
By Inverting the above relations it is easy to calculate the holomorphic limit of the metric
and the Christoffel symbols in zc coordinates. Transforming the Yukawa couplings Cijk as
well as the ambiguities f˜kij yields the propagator at the conifold point. This allows now to
expand the free energies Fg in the holomorphic limit at the conifold point.
C.2 Modular properties of the elliptic genus
We denote by Z
(r)
P (τ, z) the elliptic genus of r M5-branes wrapping P as defined previously
in sect. 4.2.1. The elliptic genus should transform like a Jacobi form of bi-weight (−32 , 12 ) and
bi-index ( r2 (dAB − JAJBJ2 ), r2 JAJBJ2 ) under the full modular group. In particular, we impose
Z
(r)
P (τ + 1, z) = ε(T )Z
(r)
P (τ, z),
Z
(r)
P (−
1
τ
,
z−
τ
+
z+
τ¯
) = ε(S) τ−
3
2 τ¯
1
2 eπir(
z2−
τ
+
z2+
τ¯
) Z
(r)
P (τ, z),
(C.16)
where ε are certain phases [118].
Siegel-Narain theta-function and its properties
Let us start by recalling the definition of the Siegel-Narain theta-function of eq. (4.13)
θ
(r)
µ,J(τ, z) =
∑
ξ ∈Λ+ [P ]
2
(−)r(ξ+µ)·[P ]q¯− r2 (ξ+µ)2+q r2 (ξ+µ)2−e2πir(ξ+µ)·z , (C.17)
where we define
ξ2+ =
(ξ · J)2
J · J , ξ
2
− = ξ
2 − ξ2+. (C.18)
Note, that ξ2+ < 0 if J lies in the Ka¨hler cone.
If we denote by Dk = ∂τ¯ + i4πk∂2z+ , the theta-function fulfills the heat equation
Dr θ(r)µ,J(τ, z) = 0. (C.19)
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Further, we denote by Λ∗ the dual lattice to Λ w.r.t. the metric rdAB. For µ ∈ Λ∗/Λ, we can
deduce the following set of transformation rules
θ
(r)
µ,J(τ + 1, z) = (−1)r(µ+
[P ]
2
)2θ
(r)
µ,J(τ, z),
θ
(r)
µ,J(−
1
τ
,
z+
τ¯
+
z−
τ
) =
(−1)r [P ]
2
2√|Λ∗/Λ| (−iτ) r(Λ)−12 (iτ¯) 12 eπir( z
2
−
τ
+
z2+
τ¯
)
∑
δ∈Λ∗/Λ
e−2πirµ·δθ
(r)
δ,J(τ, z).
(C.20)
Rank one
At rank one we have the universal answer
f
(1)
µ,J(τ) =
ϑΛ⊥(τ)
η(τ)χ
. (C.21)
The transformation rules are simply given by (A.6) for the eta-function and for ϑΛ⊥ we obtain
(assuming Λ⊥ even and self-dual)
ϑΛ⊥(τ + 1) = ϑΛ⊥(τ),
ϑΛ⊥(−
1
τ
) =
(τ
i
) r(Λ⊥)
2
ϑΛ⊥(τ).
(C.22)
Rank two
Using Zwegers’ theta-function with characteristics ϑc,c
′
a,b (τ) given in def. 2.1 of his thesis [180],
we can write
Θ̂c,c
′
Λ,µ(τ, x) = q
− 1
2
〈a,a〉e−2πi〈a,b〉ϑc,c
′
a+µ,b(τ), (C.23)
where x = aτ + b, i.e.
a =
Im(x)
Im(τ)
, b =
Im(x¯τ)
Im(τ)
. (C.24)
Following Corollary 2.9 of Zwegers [180], we can deduce the following set of transformations
Θ̂c,c
′
Λ,µ(τ + 1, x) = (−1)〈µ,µ〉Θ̂c,c
′
Λ,µ(τ, x),
Θ̂c,c
′
Λ,µ(−
1
τ
,
x
τ
) =
i(−iτ)r(Λ)/2√|Λ∗/Λ| eπi 〈x,x〉τ ∑
δ ∈Λ∗/Λ
e−2πi〈δ,µ〉 Θ̂c,c
′
Λ,δ(τ, x).
(C.25)
This input enables us to write down the transformation rules for fˆ
(2)
µ,J . They read
fˆ
(2)
µ,J(τ + 1) = (−1)
χ
6
+2µ2 fˆ
(2)
µ,J(τ),
fˆ
(2)
µ,J(−
1
τ
) = −(−iτ)
−
r(Λ)+2
2√|Λ∗/Λ| ∑
δ∈Λ∗/Λ
e4πiδ·µfˆ
(2)
δ,J (τ).
(C.26)
This gives the conjectured transformation properties (C.16).
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The blow-up factor
For completeness we elaborate on the transformation properties of the blow-up factor. We
define
Br,k(τ) = η(τ)
−r
∑
ai ∈Z+
k
r
q
P
i≤j≤r−1 aiaj .
(C.27)
We can deduce the following set of transformation rules
Br,k(τ + 1) = (−1)
r
12
+ k
2(r−1)
r Br,k(τ),
Br,k(−1
τ
) =
1√
r
(τ
i
)− 1
2
∑
0≤l≤r−1
(−1) 2kl(r−1)r Br,l(τ).
(C.28)
C.3 Elliptic genera of K3 and 12K3
In the following we give some further examples of elliptic genera of multiple M5-branes wrap-
ping the K3 and 12K3 surfaces within the geometry of ref. [98]. The expressions for the elliptic
genera can be read off from the instanton part of the prepotential of the geometry (see section
4.2.2) and were given in ref. [85], the 12K3 expressions were known previously in refs. [131,132].
Elliptic genera of multiply wrapping the K3
These are obtained by setting q2 → 0 and can all be obtained from Z(1) by the Hecke
transformation.
Z(1) = −2E4E6
η24
Z(2) = −E4E6
(
17E34 + 7E
2
6
)
96η48
Z(3) = −
(
9349E74E6 + 16630E
4
4E
3
6 + 1669E4E
5
6
)
373248η72
Z(4) = −E4E6
(
11422873E94 + 46339341E
6
4E
2
6 + 21978651E
3
4E
4
6 + 880703E
6
6
)
2579890176η96
Z(5) = −E4E6
(
27411222535E124 + 198761115620E
9
4E
2
6 + 222886195242E
6
4E
4
6
)
30958682112000η120
−E4E6
(
45368414180E34E
6
6 + 911966215E
8
6
)
30958682112000η120
Elliptic genera of 1
2
K3, E-string bound-states
These are obtained by setting q3 → 0, the polynomials containing E2 represent the part com-
ing from bound-states. The polynomial appearance of E2 at higher wrapping is an example
of the appearance of mock modular forms of higher depth at higher wrapping.
110 C Results
Z(1) =
E4
√
q
η12
Z(2) =
E4(E2E4 + 2E6)q
24η24
Z(3) =
E4
(
54E22E
2
4 + 109E
3
4 + 216E2E4E6 + 197E
2
6
)
q3/2
15552η36
Z(4) =
E4
(
24E32E
3
4 + 109E2E
4
4 + 144E
2
2E
2
4E6 + 272E
3
4E6 + 269E2E4E
2
6 + 154E
3
6
)
q2
62208η48
Z(5) =
E4
(
18750E42E
4
4 + 150000E
3
2E
3
4E6 + 1250E
2
2
(
109E54 + 341E
2
4E
2
6
))
q5/2
373248000η60
+
E4
(
1000E2
(
653E44E6 + 505E4E
3
6
)
+ 116769E64 + 772460E
3
4E
2
6 + 207505E
4
6
)
q5/2
373248000η60
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