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DISTRIBUTIONAL CHAOTIC GENERALIZED SHIFTS
ZAHRA NILI AHMADABADI, FATEMAH AYATOLLAH ZADEH SHIRAZI
Abstract. Suppose X is a finite discrete space with at least two elements,
Γ is a nonempty countable set, and consider self–map ϕ : Γ → Γ. We prove
that the generalized shift σϕ : XΓ → XΓ with σϕ((xα)α∈Γ) = (xϕ(α))α∈Γ
(for (xα)α∈Γ ∈ X
Γ) is:
• distributional chaotic (uniform, type 1, type 2) if and only if ϕ : Γ → Γ
has at least a non-quasi-periodic point,
• ω−chaotic if and only if ϕ : Γ → Γ has at least a non-quasi-periodic
point,
• dense distributional chaotic if and only if ϕ : Γ → Γ does not have any
periodic point,
• transitive distributional chaotic if and only if ϕ : Γ → Γ is one–to–one
without any periodic point.
We complete the text by counterexamples.
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1. Introduction
“CHAOS” is one of the most famous mathematical terms and concepts that has
been studied in dynamical systems. Regarding these studies one may consider
different kinds of chaos like Devaney chaos [6, 5], Li–Yorke chaos [12], topological
chaos (i.e., nonzero topological entropy [18]), distributional chaos etc.. One can
study either general properties of chaotic maps (apart from phase space or phase
map), or special cases. In this paper we deal with different types of distributional
chaos in generalized shift dynamical systems. In next section we bring a collection
of preliminaries, in Section 3 we study distributional chaotic generalized shifts of
type 1 (and 2), moreover we compare our results with ω−chaotic generalized shifts.
In Sections 4 and 5 we study dense distributional chaotic generalized shifts and
transitive distributional chaotic generalized shifts. Finally Section 6 is covered by
counterexamples.
2. Preliminaries
By a topological dynamical system (Y, g) we mean a compact metric space Y and
continuous map g : Y → Y . In dynamical system (Y, g) we say y ∈ Y is a transitive
point if {gn(y) : n ≥ 0} is a dense subset of Y and in this case we say (Y, g) is point
transitive. Moreover we say (Y, g) is topological transitive (or simply transitive)
if for all opene (nonempty and open) subsets U, V of Y there exists n ≥ 1 with
gn(U) ∩ V 6= ∅. It’s well-known that for compact perfect metric space Y , (Y, g) is
topological transitive if and only if it is point transitive ([16, Proposition 1.1] and
[10]). In dynamical system (Y, g) we say nonempty subset Z of Y is invariant (or
g−invariant) if g(Z) ⊆ Z.
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Background on generalized shifts. One-sided and two-sided shifts (resp.
{1, . . . , k}N → {1, . . . , k}N
(xn)n∈N 7→(xn+1)n∈N
and {1, . . . , k}Z → {1, . . . , k}Z
(xn)n∈Z 7→(xn+1)n∈Z
) are one of the most ap-
plicable tools in dynamical systems and ergodic theory [18]. Generalized shifts have
been introduced for the first time in [1], where for nonempty set Λ, arbitrary set
Y with at least two elements and self-map θ : Λ → Λ, we call σθ : Y
Λ → Y Λ
with σθ((xα)α∈Λ) = (xθ(α))α∈Λ (for (xα)α∈Λ ∈ Y
Λ) a generalized shift. It’s ev-
ident that if Y is a topological space and Y Λ equipped with product topology,
then σθ : Y
Λ → Y Λ is continuous, moreover if Y has a group structure, then
σθ : Y
Λ → Y Λ is a group homomorphism too, so one may study both dynamical
and non-dynamical properties of generalized shifts [3, 9].
Convention 2.1. Henceforth suppose X is a finite discrete set with at least two
elements, Γ is a nonempty countable set, and ϕ : Γ→ Γ is arbitrary. Consider XΓ
with product (pointwise convergence) topology and for D ⊆ Γ let:
γD := {((xα)α∈Γ, (yα)α∈Γ) ∈ X
Γ ×XΓ : ∀α ∈ D (xα = yα)} .
Under the above assumptions XΓ is compact Hausdorff, so it is unifomizable, more-
over XΓ is countable product of metrizable spaces, hence it is metrizable, suppose
d is a compatible metric on XΓ, for ε > 0 let
αε := {(x, y) ∈ X
Γ ×XΓ : d(x, y) < ε} .
Both of the following sets are compatible uniform structures on XΓ:
Fp = {B ⊆ X
Γ ×XΓ : there exists finite subsetD of Γ with γD ⊆ B} ,
Fd = {B ⊆ X
Γ ×XΓ : ∃ε > 0 (αε ⊆ B)} .
Note to the fact that every compact Hausdorff space admits a unique compatible
uniform structure, we have Fp = Fd =: F . For more details on uniform spaces
see [7, 8].
Background on distributional chaotic dynamical systems. In compact met-
ric space (Y, d) for continuous map f : Y → Y , x, y ∈ Y , n ∈ N and t ∈ R let (by
#A we mean cardinality of A for finite A and +∞ for infinite A):
ξ(x, y, t, n) = #
{
i ∈ {0, . . . , n− 1} : d(f i(x), f i(y)) < t
}
and
Fxy(t) = lim inf
n→∞
ξ(x, y, t, n)
n
, F ∗xy(t) = lim sup
n→∞
ξ(x, y, t, n)
n
.
We say x, y ∈ Y are distributional scrambled of type 1, if
• ∃s > 0 (Fxy(s) = 0),
• ∀s > 0 (F ∗xy(s) = 1).
We say x, y ∈ Y are distributional scrambled of type 2, if
• ∃s > 0 (Fxy(s) < 1),
• ∀s > 0 (F ∗xy(s) = 1).
We say x, y ∈ Y are distributional scrambled of type 3, if there exist b > a > 0
with Fxy(s) < F
∗
xy(s) for all s ∈ [a, b].
We say A(⊆ Y ) with at least two elements is a distributional scrambled subset of
type i of Y if for all distinct x, y ∈ A, x, y are distributional scrambled of type i.
Also we say f : Y → Y is DCui (resp. DC∞i, DC2i) if Y has an uncountable (resp.
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infinite, with at least two elements) distributional scrambled subset of type i.
If (Y, f) is DCu1 and Y has an uncountable distributional chaotic set of type 1 like
A such that there exists ε > 0 with Fxy(ε) = 0 for all distinct x, y ∈ A, then we
say (Y, f) is uniform distributional chaotic. On the other hand if (Y, f) is uniform
distributional chaotic and A(⊆ Y ) is dense and satisfies all of the above conditions,
then we say (Y, f) is dense distributional chaotic. If (Y, f) is uniform distributional
chaotic A(⊆ Y ) is dense consisting of transitive points and satisfies all of the above
conditions, then we say (Y, f) is transitive distributional chaotic (see [14] too).
Note 2.2. For h ∈ {u,∞, 2}, it is clear that if (Y, f) is DCh1, then it is DCh2.
However using the fact that for all x, y ∈ Y and s, t > 0 with t < s we have
Fxy(t) ≤ Fxy(s), so if (Y, f) is DC
h2, then it is DCh3.
Background on Li-Yorke chaotic dynamical systems. In compact metric
space (Y, d) for continuous map f : Y → Y we say x, y ∈ Y are Li-Yorke scrambled
if lim inf
n→∞
d(fn(x), fn(y)) = 0 and lim sup
n→∞
d(fn(x), fn(y)) > 0. We say A(⊆ Y )
with at least two elements is a Li-Yorke scrambled subset of Y if for all distinct
x, y ∈ A, x, y are Li-Yorke scrambled. Also we say f : Y → Y is LYu chaotic (resp.
LY∞ chaotic, LY2 chaotic if Y has an uncountable (resp. infinite, with at least two
elements) Li-Yorke scrambled subset [11].
Remark 2.3. The generalized shift dynamical system (XΓ, σϕ) is LYu (resp. LY∞,
LY2) chaotic if and only if ϕ : Γ→ Γ has at least a non-quasi-periodic point [2].
Background on ω−chaotic dynamical systems. Let’s mention that for f :
Y → Y we say y ∈ Y is a periodic point of f if there exists n ≥ 1 such that
fn(y) = y, moreover we denote the collection of all periodic points of f with Per(f).
We say y ∈ Y is a quasi periodic point of f if {fn(y) : n ≥ 0} ∩ Per(f) 6= ∅ (or
equivalently {fn(y) : n ≥ 0} is finite).
In dynamical system (Y, f) for a ∈ Y let ωf (a) := {z ∈ Y : there exists an strictly
sequence {nk}k≥1 of natural numbers with lim
k→∞
fnk(a) = z}. We say x, y ∈ Y are
ωu−scrambled (resp. ω∞−scrambled) if:
• ωf (x) \ ωf (y) is uncountable (resp. infinite),
• ωf (x) ∩ ωf (y) 6= ∅,
• ωf (x) \ Per(f) 6= ∅.
We say A(⊆ Y ) with at least two elements is ωu−scrambled (resp. ω∞−scrambled)
subset of Y if for all distinct x, y ∈ A, x, y are ωu−scrambled (resp. ω∞−scrambled).
Also we say f : Y → Y is ωuu−chaotic (resp. ω
u
∞−chaotic, ω
u
2−chaotic) if Y has
an uncountable (resp. infinite, with at least two elements) ωu-scrambled subset.
Moreover, we say f : Y → Y is ω∞∞−chaotic (resp. ω
∞
2 −chaotic) if Y has an infinite
(resp. with at least two elements) ω∞-scrambled subset [11].
Remark 2.4. If (Y, f) is ω∞2 −chaotic, then it is LY2 chaotic [11]. Moreover, one-
sided shift σ : {0, 1}N → {p, q}N
(xn)n≥1 7→(xn+1)n≥1
is ωuu−chaotic and has an uncountable ω
u−scrambled
set like A such that (0)n≥1 ∈ ωσ(x) for all x ∈ A [15, Proposition 1].
3. DC1 and DC2 generalized shifts
In this section we prove that the generalized shift dynamical system (XΓ, σϕ) is
uniform distributional chaotic (resp. DCu1, DC∞1, DC21, DCu2, DC∞2, DC22) if
and only if ϕ : Γ→ Γ has at least a non-quasi-periodic point.
4 Z. NILI AHMADABADI, F. AYATOLLAH ZADEH SHIRAZI
Lemma 3.1. For x, y ∈ XΓ, n ≥ 1, α ∈ F and f : XΓ → XΓ let:
ζ(x, y, α, n) = #
{
i ∈ {0, . . . , n− 1} : (f i(x), f i(y)) ∈ α
}
and
Gxy(α) = lim inf
n→∞
ζ(x, y, α, n)
n
, G∗xy(α) = lim sup
n→∞
ζ(x, y, α, n)
n
.
Now we have:
• the following statements are equivalent:
1. there exists s > 0 with Fxy(s) = 0,
2. there exists α ∈ F with Gxy(α) = 0,
3. there exists finite subset D of Γ with Gxy(γD) = 0,
• the following statements are equivalent:
4. there exists s > 0 with Fxy(s) < 1,
5. there exists α ∈ F with Gxy(α) < 1,
6. there exists finite subset D of Γ with Gxy(γD) < 1,
• the following statements are equivalent:
7. for all s > 0 we have F ∗xy(s) = 1,
8. for all α ∈ F we have G∗xy(α) = 1,
9. for all finite subset D of Γ we have G∗xy(γD) = 1.
Proof. Note that for s > 0 and n ≥ 1 we have ξ(x, y, s, n) = ζ(x, y, αs, n), so
Fxy(s) = Gxy(αs) (and F
∗
xy(s) = G
∗
xy(αs)). Therefore “1⇒ 2” (and “4⇒ 5”).
By Fp = F , for each α ∈ F there exists finite subset D of Γ with γD ⊆ α, so
Gxy(γD) ≤ Gxy(α). Therefore “2⇒ 3” (and “5⇒ 6”).
By Fp = Fd, for each finite subset D of Γ there exists s > 0 with αs ⊆ γD, so
Fxy(s) = Gxy(αs) ≤ Gxy(γD). Therefore “3⇒ 1” (and “6⇒ 4”).
“7 ⇒ 8” Suppose for all s > 0, F ∗xy(s) = 1. For all α ∈ F there exists s > 0 with
αs ⊆ α, so 1 = F
∗
xy(s) = G
∗
xy(αs) ≤ G
∗
xy(α) ≤ 1 which leads to G
∗
xy(α) = 1.
It’s evident that “8⇒ 9”.
“9 ⇒ 7” for all finite subset D of Γ we have G∗xy(γD) = 1. For s > 0 there exists
finite subset D of Γ such that γD ⊆ αs, so 1 = G
∗
xy(γD) ≤ G
∗
xy(αs) = F
∗
xy(s) ≤ 1
which leads to F ∗xy(s) = 1. 
Corollary 3.2. Using a similar method described in Lemma 3.1, f : XΓ → XΓ is
uniform distributional chaotic if and only if it is DCu1 and XΓ has an uncountable
distributional chaotic set of type 1 like A such that for all distinct x, y ∈ A there
exists α ∈ F (resp. finite subset D of Γ) with Gxy(α) = 0 (resp. Gxy(γD) = 0).
Remark 3.3. There exists uncountable family K of infinite subsets of N such that
for all A,B ∈ K, A ∩B is finite [13, 2].
Lemma 3.4. If ϕ : Γ→ Γ has a non-quasi-periodic point, then (XΓ, σϕ) is uniform
distributional chaotic.
Proof. Suppose θ ∈ Γ is a non-quasi-periodic point of ϕ. Choose an strictly in-
creasing sequence {sn}n≥1 of natural numbers such that for all n ≥ 1 we have
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sn
s1 + · · ·+ sn
>
n− 1
n
. Choose distinct p, q ∈ X . For A ⊆ N let:
zAi =
{
p i ∈ A ,
q otherwise .
Now suppose xAβ = q for β ∈ Γ \ {ϕ
n(θ) : n ≥ 0} and:
(xAθ , x
A
ϕ(θ), x
A
ϕ2(θ), · · · ) = (z
A
1 , · · · , z
A
1︸ ︷︷ ︸
s1 times
, zA2 , · · · , z
A
2︸ ︷︷ ︸
s2 times
, zA3 , · · · , z
A
3︸ ︷︷ ︸
s3 times
, · · · )
Also let xA := (xAα )α∈Γ. We continue the proof through two claims.
Claim 1. For A,B ⊆ N with infinite A ∩B we have F ∗
xAxB
(t) = 1 for all t > 0.
Proof of Claim 1. Consider finite subsets
D ⊆ Γ \
⋃
{ϕi(θ) : i ∈ Z} , E ⊆ {ϕi(θ) : i ≥ 0} , F ⊆
⋃
{ϕ−i(θ) : i ≥ 1} .
It’s evident that:
(A) ∀n ≥ 0 (σnϕ(x
A), σnϕ(x
B)) ∈ γD .
There exists N ≥ 1 with E ⊆ {ϕi(θ) : 0 ≤ i ≤ N} and F ⊆
⋃
{ϕ−i(θ) : 1 ≤ i ≤ N}.
For all r ∈ A ∩B \ {0, 1, . . . , 2N} we have sr > 2N and
3N − 1 < r − 1 +N ≤ s1 + · · ·+ sr−1 +N < s1 + · · ·+ sr −N ,
so for all j, k with s1 + · · ·+ sr−1 +N < j < s1 + · · ·+ sr −N and 0 ≤ k ≤ N we
have 0 ≤ s1+ · · ·+ sr−1+N − k < j < s1+ · · ·+ sr +N − k and s1 + · · ·+ sr−1 <
j + k −N < s1 + · · ·+ sr so
(*) xA
ϕ(j+k−N)(θ) = p = x
B
ϕ(j+k−N)(θ) .
For α ∈ E there exists 0 ≤ k ≤ N with ϕk(θ) = α, thus by (∗) for all s1 + · · · +
sr−1 +N < j < s1 + · · ·+ sr −N we have:
(B) xAϕ(j−N)(α) = p = x
B
ϕ(j−N)(α) .
For α ∈ F there exists 1 ≤ l ≤ N with ϕl(α) = θ, thus by (∗) for all 0 ≤ k ≤ N
and s1 + · · ·+ sr−1 +N < j < s1 + · · ·+ sr −N we have:
xA
ϕ(j+k−N)(ϕl(α)) = p = x
B
ϕ(j+k−N)(ϕl(α))
let k = N − l, hence:
(C) xA
ϕ(j+N)(α) = p = x
B
ϕ(j+N)(α) .
Therefore:
#{i ∈ {0, . . . , s1 + · · ·+ sr − 1} : (σ
i
ϕ(x
A), σiϕ(x
B)) ∈ γD∪E∪F }
(A)
= #{i ∈ {0, . . . , s1 + · · ·+ sr − 1} : (σ
i
ϕ(x
A), σiϕ(x
B)) ∈ γE∪F }
= #{i ∈ {0, . . . , s1 + · · ·+ sr − 1} : ∀α ∈ E ∪ F x
A
ϕi(α) = x
B
ϕi(α)}
((C) and (D))
≥ #{s1 + · · ·+ sr−1 + 2N + 1, . . . , s1 + · · ·+ sr − 2N − 1}
= sr − 4N − 1 .
Hence:
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G∗
xAxB
(γD∪E∪F )
= lim sup
n→∞
#{i ∈ {0, . . . , n− 1} : (σiϕ(x
A), σiϕ(x
B)) ∈ γD∪E∪F }
n
≥ lim sup
r→∞,r∈A∩B
#{i ∈ {0, . . . , s1 + · · ·+ sr − 1} : (σ
i
ϕ(x
A), σiϕ(x
B)) ∈ γD∪E∪F}
s1 + · · ·+ sr
≥ lim sup
r→∞,r∈A∩B
sr − 4N − 1
s1 + · · ·+ sr
≥ lim sup
r→∞,r∈A∩B
(
r − 1
r
−
4N + 1
s1 + · · ·+ sr
) = 1
So G∗
xAxB
(γD∪E∪F ) = 1 which leads to G
∗
xAxB
(γM ) = 1 for all finite subset M of
Γ. Thus by Lemma 3.1, F ∗
xAxB
(t) = 1 for all t > 0.
Claim 2. There exists t > 0 such that for all A,B ⊆ N with infinite A \B we have
FxAxB (t) = 0.
Proof of Claim 2. There exists t > 0 with {(z, w) ∈ XΓ×XΓ : d(z, w) < t} ⊆ γ{θ}.
For r ∈ A \ B and s1 + · · · + sr−1 < i < s1 + · · · + sr we have x
A
ϕi(θ) = p and
xB
ϕi(θ) = q, so x
A
ϕi(θ) 6= x
B
ϕi(θ) and (σ
i
ϕ(x
A), σiϕ(x
B)) /∈ γ{θ}. Hence we have:
FxAxB (t) = lim inf
n→∞
#{i ∈ {0, . . . , n− 1} : d(σiϕ(x
A), σiϕ(x
B)) < t}
n
≤ lim inf
n→∞
#{i ∈ {0, . . . , n− 1} : (σiϕ(x
A), σiϕ(x
B)) ∈ γ{θ}}
n
≤ lim inf
r→∞,r∈A\B
#{i ∈ {0, . . . , s1 + · · ·+ sr − 1} : (σ
i
ϕ(x
A), σiϕ(x
B)) ∈ γ{θ}}
s1 + · · ·+ sr
≤ lim inf
r→∞,r∈A\B
s1 + · · ·+ sr−1
s1 + · · ·+ sr
= 1− lim sup
r→∞,r∈A\B
sr
s1 + · · ·+ sr
≤ 1− lim sup
r→∞,r∈A\B
r − 1
r
= 0
which leads to FxAxB (t) = 0.
Now we are ready to prove Lemma, by Remark 3.3 there exists uncountable subset
K of infinite subsets of N\ 2N such that for all A,B ∈ K, A∩B is finite, thus A\B
is infinite. Let H := {A ∪ 2N : A ∈ K}, then for all distinct C,D ∈ H, both sets
C∩D,C\D are infinite. Hence by Claims 1 and 2 there exists t > 0 such that for all
distinct C,D ∈ H we have F ∗
xCxD
= 1 and FxCxD(t) = 0. Therefore {x
C : C ∈ H}
is an uncountable distributional scrambled set of type 1. In particular, (XΓ, σϕ) is
uniform distributional chaotic. 
Theorem 3.5. The generalized shift dynamical system (XΓ, σϕ) is uniform distri-
butional chaotic (resp. DCu1, DC∞1, DC21, DCu2, DC∞2, DC22) if and only if
ϕ : Γ→ Γ has at least a non-quasi-periodic point.
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Proof. If (XΓ, σϕ) is uniform distributional chaotic (resp. DC
u1, DC∞1, DC21,
DCu2, DC∞2), then it is DC22 and has a distributional scrambled pair of type 2,
this pair is a Li-Yorke scrambled pair too and (XΓ, σϕ) is LY
2 and by Remark 2.3
ϕ : Γ → Γ has at least a non-quasi-periodic point. On the other hand if
ϕ : Γ→ Γ has a non-quasi-periodic point, then by Lemma 3.4, (XΓ, σϕ) is uniform
distributional chaotic and hence DCu1, use Note 2.2 to complete the proof. 
Let’s mention that distributional chaos type 3, depends on chosen compatible met-
ric of phase space [4, Theorem 2]. Now we have the following question:
Problem. Suppose Γ = {β1, β2, . . .} with distinct βis and equip X
Γ with compat-
ible metric
D((xα)α∈Γ, (yα)α∈Γ) =
∑
n≥1
δ(xβi , yβi)
2i
((xα)α∈Γ, (yα)α∈Γ ∈ X
Γ)
where δ(a, b) = 0 for a 6= b and δ(a, a) = 1. Under which conditions (XΓ, σϕ) is
DCu3 (DC∞3, DC23)?
ω−chaotic generalized shifts. Now we are ready to prove that (XΓ, σϕ) is
ω−chaotic if and only if it is DCu1.
Lemma 3.6. For distinct p, q ∈ X , one–to–one sequence {αn}n≥1 in Γ, and x =
(xn)n≥1 ∈ {p, q}
N consider W x = (wxα)α∈Γ ∈ X
Γ with:
wxα =
{
xn α = αn, n ≥ 1 ,
p otherwise .
Then for one–sided shift σ : {p, q}N → {p, q}N
(xn)n≥1 7→(xn+1)n≥1
, η : {p, q}N → XΓ
x 7→Wx
and x, y ∈ {p, q}N
we have:
1. η : {p, q}N → XΓ is an embedding,
2. ωσϕ(W
x) = η(ωσ(x)),
3. ωσϕ(W
x) \ ωσϕ(W
y) = η(ωσ(x) \ ωσ(y)),
4. Per(σϕ) ∩ η({p, q}
N) = η(Per(σ)).
Proof. 2) Using η ◦ σ = σϕ ◦ η, the map η : ({p, q}
N, σ)→ (η({p, q}N), σϕ ↾η({p,q}N))
is a conjugacy (of dynamical systems). Thus
ωσϕ↾η({p,q}N)(W
x) = ωσϕ↾η({p,q}N)(η(x)) = η(ωσ(x)) .
On the other hand ωσϕ↾η({p,q}N)(W
x) = ωσϕ(W
x) (since η({p, q}N) is a closed
σϕ−invariant subset of X
Γ).
3) Use (2) and the fact that η is one–to–one.
4) If x ∈ Per(σ), then there exists n ≥ 1 with x = σn(x), so η(x) = η(σn(x)) =
σnϕ(η(x)), so η(Per(σ)) ⊆ Per(σϕ).
On the other hand for x ∈ {p, q}N if η(x) ∈ Per(σϕ), then there exists n ≥ 1
with η(x) = σnϕ(η(x)) = η(σ
n(x)), since η is one–to–one we have η(x) = σn(x) and
x ∈ Per(σ), which completes the proof. 
Theorem 3.7. The dynamical system (XΓ, σϕ) is ω
u
u−chaotic (resp. ω
u
∞−chaotic,
ωu2−chaotic, ω
∞
∞−chaotic, ω
∞
2 −chaotic) if and only if ϕ : Γ → Γ has at least a
non-quasi periodic point.
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Proof. First note that if (XΓ, σϕ) is ω
∞
2 −chaotic, then it is LY2 chaotic and
ϕ : Γ→ Γ has at least a non-quasi periodic point by Remarks 2.3 and 2.4.
Suppose θ ∈ Γ is a non-quasi periodic point of ϕ (thus {ϕn(θ)}n≥1 is a one–
to–one sequence). Choose distinct p, q ∈ X , using Remark 2.4, one-sided shift
σ : {p, q}N → {p, q}N
(xn)n≥1 7→(xn+1)n≥1
is ωuu−chaotic and has an uncountable ω
u−scrambled set like
A such that (p)n≥1 ∈ ωσ(x) for all x ∈ A. For all x = (xn)n≥1 ∈ {p, q}
N define
W x = (wxα)α∈Γ ∈ X
Γ with:
wxα =
{
xn α = ϕ
n(θ), n ≥ 1 ,
p otherwise .
By Lemma 3.6 (for βn := ϕ
n(θ) (n ≥ 1)), η(A) = {W x : x ∈ A} is an uncountable
ωu−scrambled subset of (XΓ, σϕ) 
4. Dense distributional chaotic generalized shifts
In this section we see (XΓ, σϕ) is dense distributional chaotic if and only if ϕ : Γ→ Γ
does not have any periodic point.
Lemma 4.1. If (XΓ, σϕ) is dense distributional chaotic, then ϕ : Γ → Γ does not
have any periodic point.
Proof. Choose distinct p, q ∈ X , if θ is a periodic point of ϕ, then {ϕi(θ) : i ≥ 0} is
a finite subset of Γ and there exists t > 0 such that {(x, y) ∈ XΓ ×XΓ : d(x, y) <
t} ⊆ γ{ϕi(θ):i≥0}. If A is a dense distributional scrambled subset of X
Γ of type 1,
then for open subsets U =
∏
α∈Γ
Uα and V =
∏
α∈Γ
Vα of X
Γ with:
Uα =
{
{p} α ∈ {ϕn(θ) : n ≥ 0} ,
X α /∈ {ϕn(θ) : n ≥ 0} ,
Vα =
{
{q} α ∈ {ϕn(θ) : n ≥ 0} ,
X α /∈ {ϕn(θ) : n ≥ 0} ,
then there exist x = (xα)α∈Γ ∈ A ∩ U and y = (yα)α∈Γ ∈ A ∩ V so
{xϕn(θ) : n ≥ 0} = {p} and {yϕn(θ) : n ≥ 0} = {q}, hence for all i ≥ 0 we
have (σiϕ(x), σ
i
ϕ(y)) /∈ γ{ϕi(θ):i≥0} and d(σ
i
ϕ(x), σ
i
ϕ(y)) ≥ t, thus
#{i ∈ {0, . . . , n− 1} : d(σiϕ(x), σ
i
ϕ(y)) < t} = 0
and F ∗xy(t) = Fxy(t) = 0 which is a contradiction, henceX
Γ does not have any dense
distributional scrambled subset of type 1, thus (XΓ, σϕ) is not dense distributional
chaotic. 
Lemma 4.2. For s > 0, there exists r > 0 such that for all x = (xα)α∈Γ, y =
(yα)α∈Γ, z = (zα)α∈Γ ∈ X
Γ if {α ∈ Γ : xα 6= zα} is a finite collection of non–quasi
periodic points of ϕ, then F ∗xy(r) ≤ F
∗
zy(s) and Fxy(r) ≤ Fzy(s).
Proof. Choose s > 0, there exist β1, . . . , βm ∈ Γ and r > 0 with
(*) {(u, v) ∈ XΓ ×XΓ : d(u, v) < r} ⊆ γ{β1,...,βm} ⊆ {(u, v) ∈ X
Γ ×XΓ : d(u, v) < s} .
For x = (xα)α∈Γ, y = (yα)α∈Γ, z = (zα)α∈Γ ∈ X
Γ suppose {α ∈ Γ : xα 6= zα} is
a finite collection of non–quasi periodic points of ϕ, then there exists N ≥ 1 such
that
{α ∈ Γ : xα 6= zα} ∩ {ϕ
i({β1, . . . , βm}) : i ≥ N} = ∅ .
Now we have:
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{α ∈ Γ : xα 6= zα} ∩ {ϕ
i({β1, . . . , βm}) : i ≥ N} = ∅
⇒ ∀i ≥ N ∀j ∈ {1, . . . ,m} (xϕi(βj) = zϕi(βj))
⇒ ∀i ≥ N ∀j ∈ {1, . . . ,m} ((xϕi(βj) = yϕi(βj))⇔ (zϕi(βj) = yϕi(βj)))
⇒ ∀i ≥ N ((σiϕ(x), σ
i
ϕ(y)) ∈ γ{β1,...,βm} ⇔ (σ
i
ϕ(z), σ
i
ϕ(y)) ∈ γ{β1,...,βm})
Hence for all n ≥ 1 we have
(∗∗)
∣∣#{i ∈ {0, . . . , n− 1} : (σiϕ(x), σiϕ(y)) ∈ γ{β1,...,βm}} −
#
{
i ∈ {0, . . . , n− 1} : (σiϕ(z), σ
i
ϕ(y)) ∈ γ{β1,...,βm}
}∣∣ ≤ N
Using (*) and (**) we have
#
{
i ∈ {0, . . . , n− 1} : d(σiϕ(x), σ
i
ϕ(y)) < r
}
≤ #
{
i ∈ {0, . . . , n− 1} : (σiϕ(x), σ
i
ϕ(y)) ∈ γ{β1,...,βm}
}
≤ #
{
i ∈ {0, . . . , n− 1} : (σiϕ(z), σ
i
ϕ(y)) ∈ γ{β1,...,βm}
}
+N
≤ #
{
i ∈ {0, . . . , n− 1} : d(σiϕ(z), σ
i
ϕ(y)) < s
}
+N
Therefore:
F ∗xy(r) = lim sup
n→∞
#
{
i ∈ {0, . . . , n− 1} : d(σiϕ(x), σ
i
ϕ(y)) < r
}
n
≤ lim sup
n→∞
#
{
i ∈ {0, . . . , n− 1} : d(σiϕ(z), σ
i
ϕ(y)) < s
}
+N
n
= lim sup
n→∞
#
{
i ∈ {0, . . . , n− 1} : d(σiϕ(z), σ
i
ϕ(y)) < s
}
n
= F ∗zy(s)
so F ∗xy(r) ≤ F
∗
zy(s), and by a similar method Fxy(r) ≤ Fzy(s). 
Corollary 4.3. For x = (xα)α∈Γ ∈ X
Γ choose yx = (yxα)α∈Γ ∈ X
Γ such that
{α ∈ Γ : xα 6= y
x
α} is a finite collection of non–quasi periodic points of ϕ. Moreover
consider D ⊆ XΓ and u, v ∈ XΓ, then:
1. “for all t > 0 we have F ∗uv(t) = 1” if and only if “for all t > 0 we have
F ∗yuyv(t) = 1”,
2. “there exists t > 0 such that for all distinct x, z ∈ D we have Fxz(t) = 0”
if and only if “there exists t > 0 such that for all distinct x, z ∈ D we have
Fyxyz (t) = 0”,
3. “there exists t > 0 such that for all distinct x, z ∈ D we have Fxz(t) < 1”
if and only if “there exists t > 0 such that for all distinct x, z ∈ D we have
Fyxyz (t) < 1”,
In particular for i ∈ {1, 2}, D is distributional scrambled subset of type i if and
only if {yx : x ∈ D} is distributional scrambled subset of type i.
Proof. 1. Suppose for all t > 0 we have F ∗uv(t) = 1, and consider s > 0, then
by Lemma 4.2 there exist r1, r2 > 0 with F
∗
uv(r2) ≤ F
∗
yuv(r1) ≤ F
∗
yuyv(s). Using
1 = F ∗uv(r2) ≤ F
∗
yuyv (s) ≤ 1 we have F
∗
yuyv(s) = 1. Thus for all s > 0, F
∗
yuyv (s) = 1
is valid.
2. Suppose there exists s > 0 with Fxz(s) = 0 for all distinct x, z ∈ D, then by
Lemma 4.2, there exist r1, r2 > 0 such that Fyxyz(r2) ≤ Fyxz(r1) ≤ Fxz(s) for all
distinct x, y ∈ D. Using 0 ≤ Fyxyz(r2) ≤ Fxz(s) = 0 we have Fyxyz(r2) = 0 for all
distinct x, z ∈ D.
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3. Use a similar method described in (2). 
Theorem 4.4. (XΓ, σϕ) is dense distributional chaotic if and only if ϕ : Γ → Γ
does not have any periodic point.
Proof. By Lemma 4.1, if (XΓ, σϕ) is dense distributional chaotic, then ϕ : Γ → Γ
does not have any periodic point. Now suppose ϕ : Γ→ Γ does not have any peri-
odic point, then (XΓ, σϕ) is uniform distributional chaotic by Theorem 3.5. Con-
sider uncountable subset D of XΓ such that there exists ε > 0 with
F ∗xy(t) = 1 and Fxy(ε) = 0 for all t > 0 and distinct x, y ∈ D. Since Γ is countable,
Pfin(Γ) := {A ⊆ Γ : A is finite} is countable too, and using finiteness of X , for all
nonempty finite subset A of Γ, XA is finite too. Thus
J :=
⋃
{XA : A ∈ Pfin(Γ) \ {∅}}
is countable. Moreover Γ is infinite, since Γ 6= ∅ and ϕ : Γ→ Γ does not have any
periodic point. So J is infinite countable set (note that #X ≥ 2), and there exists
a bijection ζ : N → J . Consider a one-to-one sequence {un}n≥1 in D and for all
n ≥ 1 consider vn ∈ X
Γ with (let un = (u
n
α)α∈Γ and vn = (v
n
α)α∈Γ):
vnα :=
{
unα ζ(n) ∈ X
A ∧ α /∈ A ,
xα ζ(n) = (xβ)β∈A ∈ X
A ∧ α ∈ A .
Let D0 := (D \ {un : n ≥ 1}) ∩ {vn : n ≥ 1}. We have the following two claims:
Claim 1. {vn : n ≥ 1} and hence D0 are dense subsets of X
Γ.
Proof of Claim 1. If x = (xα)α∈Γ ∈ X
Γ and V is an open neighbourhood of x,
then there exists A ∈ Pfin(Γ) \ {∅} such that
∏
α∈Γ
Vα ⊆ V , where Vα = {xα} for
α ∈ A and Vα = X for α ∈ Γ \ A, so (xα)α∈A ∈ J . Let m := ζ
−1((xα)α∈A), then
vm ∈
∏
α∈Γ
Vα ⊆ V which completes the proof of Claim 1.
Claim 2. There exists λ > 0 such that for all distinct z, w ∈ D0:
• ∀t > 0 F ∗zw(t) = 1,
• Fzw(λ) = 0
Proof of Claim 2. In Corollary 4.3 for x ∈ XΓ let yun = vn and y
x = x for
x 6= u1, u2, . . ., now use the fact that ϕ does not have any quasi-periodic point
Using claims 1, 2, and uncountablity of D, shows that (XΓ, σϕ) is dense distribu-
tional chaotic. 
5. Transitive distributional chaotic generalized shifts
In this section we prove (XΓ, σϕ) is transitive distributional chaotic if and only if
ϕ : Γ→ Γ is one-to-one without any periodic point.
Remark 5.1. (XΓ, σϕ) is transitive if and only if ϕ : Γ→ Γ is one-to-one without
any periodic point [3, 17].
Lemma 5.2. If ϕ : Γ → Γ is one-to-one without any periodic point then XΓ has
an uncountable subset of transitive points like M and there exists r > 0 such that
for all distinct x, y ∈M we have:
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• ∀t > 0 F ∗xy(t) = 1,
• Fxy(r) = 0.
Proof. Suppose ϕ : Γ→ Γ is one-to-one without any periodic point, by Theorem 4.4,
(XΓ, σϕ) is uniform distributional chaotic so there exists ε > 0 and uncountable
subset S of XΓ such that for all distinct x, y ∈ S we have F ∗xy(t) = 1 (for all t > 0)
and Fxy(ε) = 0. Choose transitive point (tα)α∈Γ in X
Γ, choose distinct p, q ∈ X , an
strictly increasing sequence {sn}n≥1 such that
sn
s1 + · · ·+ sn + n(n− 1)/2
>
n− 1
n
for all n ≥ 1. Choose Λ ⊆ Γ such that
⋃
{ϕi(Λ) : i ∈ Z} = Γ and for all distinct
n,m ≥ 1 and distinct α, β ∈ Λ we have ϕn(α) 6= ϕm(β). For all θ ∈ Λ and
nonempty subset A of N let:
(xAθ , x
A
ϕ(θ), x
A
ϕ2(θ), · · · )
= (zA1 , · · · , z
A
1︸ ︷︷ ︸
s1 times
, tθ, z
A
2 , · · · , z
A
2︸ ︷︷ ︸
s2 times
, tθ, tϕ(θ), z
A
3 , · · · , z
A
3︸ ︷︷ ︸
s3 times
, tθ, tϕ(θ), tϕ2(θ), z
A
1 , · · · , z
A
1︸ ︷︷ ︸
s4 times
, · · · )
where:
zAi =
{
p i ∈ A ,
q otherwise .
Also suppose xAβ = q for β ∈ Γ \ {ϕ
n(θ) : n ≥ 0, θ ∈ Λ}. Now for xA := (xAα )α∈Γ
we have the following claims.
Claim 1. For nonempty subset A of N, xA is a transitive point of σϕ : X
Γ → XΓ.
Proof of Claim 1. Suppose U is a nonempty open neighbourhood of (uα)α∈Γ(∈
XΓ), there exist α1, . . . , αm ∈ Γ such that
∏
α∈Γ
Uα ⊆ U , where Uα = {uα} for
α ∈ {α1, . . . , αm} and Uα = X otherwise. There exist distinct θ1, . . . , θk ∈ Λ
and N ≥ 1 such that α1, . . . , αm ∈
⋃
{ϕi{θ1, . . . , θk} : |i| ≤ N}. For all α ∈⋃
{ϕi{θ1, . . . , θk} : |i| ≤ N} let Vα = {uα} and Vα = X for α /∈
⋃
{ϕi{θ1, . . . , θk} :
|i| ≤ N}. Since (tα)α∈Γ is a transitive point of σϕ, there exists h ≥ 0 such that
σhϕ((tα)α∈Γ) ∈
∏
α∈Γ
Vα. Moreover since the Hausdorff space X
Γ does not have any
isolated point, we may consider h arbitrary large, so suppose h > N . Also for all
j ∈ {1, . . . , k} and i ∈ {−N, . . . , N} with ϕi(θj) 6= ∅, we have
uϕi(θj) = tϕh+i(θj) .
Let l = s1 + 1 + s2 + 2 + s3 + 3 + · · ·+ sh+N+1, then:
∀m ∈ {0, . . . , h+N} ∀j (xAϕl+m(θj) = tϕm(θj)) .
Therefore for all j ∈ {1, . . . , k} and i ∈ {−N, . . . , N} with ϕi(θj) 6= ∅ we have
xA
ϕl+h+i(θj)
= tϕh+i(θj) = uϕi(θj), which shows
∀α ∈
⋃
{ϕi{θ1, . . . , θk} : |i| ≤ N} x
A
ϕl+h(α) = uα
which leads to σl+hϕ (x
A) ∈
∏
α∈Γ
Vα ⊆
∏
α∈Γ
Uα ⊆ U and {σ
i
ϕ(x
A) : i ≥ 0} is a dense
subset of XΓ, i.e., xA is a transitive point of σϕ.
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Claim 2. For nonempty subsets A,B of N, if A ∩B is infinite, then F ∗
xAxB
(t) = 1
for all t > 0.
Proof of Claim 2. Consider finite subset E of Γ, there exists N ≥ 1 with E ⊆⋃
{ϕi(θ) : −N ≤ i ≤ N, θ ∈ Λ}. For all m ∈ (A ∩ B) \ {0, 1, . . . , 2N} we have
sm ≥ m > 2N and for all j, k with s1 + · · · + sm−1 + m(m − 1)/2 + N < j <
s1 + · · · + sm + m(m − 1)/2 − N and 0 ≤ k ≤ 2N we have x
A
ϕ(j+k−N)(θ)
= p =
xB
ϕ(j+k−N)(θ)
for all θ ∈ Λ. Thus for all α ∈
⋃
{ϕi(θ) : −N ≤ i ≤ N, θ ∈ Λ} and
s1 + · · ·+ sm−1 +m(m− 1)/2+N < j < s1 + · · ·+ sm +m(m− 1)/2−N we have
xA
ϕj(α) = x
B
ϕj(α), which leads to (σ
j
ϕ(x
A), σjϕ(x
B)) ∈ γE . Therefore:
#{i ∈ {0, . . . , s1 + · · ·+ sm +m(m− 1)/2− 1} : (σ
i
ϕ(x
A), σiϕ(x
B)) ∈ γE} ≥
s1+· · ·+sm+m(m−1)/2−N−(s1+· · ·+sm−1+m(m−1)/2+N)−1 = sm−2N−1
Hence:
lim sup
n→∞
#{i ∈ {0, . . . , n− 1} : (σiϕ(x
A), σiϕ(x
B)) ∈ γE}
n
≥ lim sup
m→∞,m∈A∩B
#{i ∈ {0, . . . , s1 + · · ·+ sm +m(m− 1)/2− 1} : (σ
i
ϕ(x
A), σiϕ(x
B)) ∈ γE}
s1 + · · ·+ sm +m(m− 1)/2
≥ lim sup
m→∞,m∈A∩B
sm − 2N − 1
s1 + · · ·+ sm +m(m− 1)/2
≥ lim sup
m→∞,m∈A∩B
(
m− 1
m
−
2N + 1
s1 + · · ·+ sm +m(m− 1)/2
) = 1
Thus for all finite subset K of Γ we have
G∗xAyA(γD) = lim sup
n→∞
#{i ∈ {0, . . . , n− 1} : (σiϕ(x
A), σiϕ(x
B)) ∈ γK}
n
= 1 .
By Lemma 3.1 for all t > 0 we have F ∗
xAxB
(t) = 1.
Claim 3. There exists t > 0 such that for two nonempty subsets A,B of N if A\B
is infinite, then FxAxB (t) = 0.
Proof of Claim 3. Consider θ ∈ Λ, there exists t > 0 with {(z, w) ∈ XΓ × XΓ :
d(z, w) < t} ⊆ γ{θ}. Form ∈ A\B and s1+· · ·+sm−1+m(m−1)/2 < i < s1+· · ·+
sm+m(m− 1)/2 we have p = x
A
ϕi(θ) 6= x
B
ϕi(θ) = q, so and (σ
i
ϕ(x
A), σiϕ(x
B)) /∈ γ{θ}.
Using a similar method described in the proof of Claim 2 in Lemma 3.4 we have
FxAxB (t) = 0.
Now we are ready to complete the proof. Using Remark 3.3 there exists uncountable
family K of infinite subsets of N \ 2N such that for all C,D ∈ K, C ∩ D is finite
(thus C \D is infinite for all distinct C,D ∈ K). The set {xA∪2N : A ∈ K} is our
desired uncountable subset of XΓ. 
Note 5.3. If ϕ : Γ → Γ is one-to-one without any periodic point and x =
(xα)α∈Γ, y = (yα)α∈Γ are two points of X
Γ such that {α ∈ Γ : xα 6= yα} is fi-
nite, then x is a transitive point of σϕ : X
Γ → XΓ if and only if y is a transitive
point of σϕ : X
Γ → XΓ.
Theorem 5.4. (XΓ, σϕ) is transitive distributional chaotic if and only if ϕ : Γ→ Γ
is one-to-one without any periodic point.
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Proof. If (XΓ, σϕ) is transitive distributional chaotic, then by Remark 5.1,
ϕ : Γ → Γ is one–to–one without any periodic point. In order to complete the
proof use Lemma 5.2, Note 5.3 and a similar method described in Theorem 4.4. 
6. Counterexamples
Using Theorems 3.5, 4.4 and 5.4 we have the following diagram:
(XΓ, σϕ) is transitive distributional chaotic

(XΓ, σϕ) is dense distributional chaotic

(XΓ, σϕ) is uniform distributional chaotic
Now suppose Γ is infinite so we may suppose Γ = {θn : n ∈ Z} with distinct θns.
Define ϕ1, ϕ2, ϕ3 : Γ → Γ with ϕ1(θn) = θn+1, ϕ2(θn) = θn2+1, ϕ3(θn) = θn2 for
n ∈ Z. Then:
• (XΓ, σϕ1) is transitive distributional chaotic,
• (XΓ, σϕ2) is dense distributional chaotic and it is not transitive distributional
chaotic,
• (XΓ, σϕ3) is uniform distributional chaotic and it is not dense distributional
chaotic.
Distributional chaos and product of the generalized shifts. Consider nonempty count-
able sets Λ,Υ and self–maps λ : Λ→ Λ and µ : Υ→ Υ, consider
σλ × σµ : X
Λ ×XΥ → XΛ ×XΥ
(x,y) 7→(σλ(x),σµ(y))
,
then we have (use the fact that σλ × σµ : X
Λ × XΥ → XΛ × XΥ is just σλ⊔µ :
XΛ⊔Υ → XΛ⊔Υ):
• (XΛ ×XΥ, σλ × σµ) is uniform distributional chaotic if and only if (X
Λ, σλ) or
(XΥ, σµ) is uniform distributional chaotic,
• (XΛ × XΥ, σλ × σµ) is dense distributional chaotic if and only if (X
Λ, σλ) and
(XΥ, σµ) are dense distributional chaotic,
• (XΛ×XΥ, σλ×σµ) is transitive distributional chaotic if and only if (X
Λ, σλ) and
(XΥ, σµ) are transitive distributional chaotic.
Distributional chaos and composition of the generalized shifts. Note that for
η : Γ→ Γ we have σϕ ◦ ση = ση◦ϕ, now we have:
• for λ : Z→ Z
n7→n+1
, (XZ, σλ) and (X
Z, σλ−1) are transitive (dense, uniform) distribu-
tional chaotic but (XZ, σλ ◦ σλ−1 ) is not transitive (dense, uniform) distributional
chaotic.
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• for λ, µ : Z→ Z with
λ(n) :=
{
n+ 1 n is even ,
n− 1 n is odd ,
µ(n) :=
{
n+ 1 n is odd ,
n− 1 n is even ,
then neither (XZ, σλ) nor (X
Z, σµ) are uniform (dense, transitive) distributional
chaotic but both (XZ, σµ ◦ σλ) and (X
Z, σλ ◦ σµ) are uniform (dense, transitive)
distributional chaotic.
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