Autonomous navigation requires an accurate model or map of the environment. While dramatic progress in the prior two decades has enabled large-scale simultaneous localization and mapping (SLAM), the majority of existing methods rely on non-linear optimization techniques to find the maximum likelihood estimate (MLE) of the robot trajectory and surrounding environment. These methods are prone to local minima and are thus sensitive to initialization. Several recent papers have developed optimization algorithms for the Pose-Graph SLAM problem that can certify the optimality of a computed solution. Though this does not guarantee a priori that this approach generates an optimal solution, a recent extension has shown that when the noise lies within a critical threshold that the solution to the optimization algorithm is guaranteed to be optimal. To address the limitations of existing approaches, this paper illustrates that the Pose-Graph SLAM and Landmark SLAM can be formulated as polynomial optimization programs that are sum-of-squares (SOS) convex. This paper then describes how the Pose-Graph and Landmark SLAM problems can be solved to a global minimum without initialization regardless of noise level using the sparse bounded degree sum-of-squares (Sparse-BSOS) optimization method. Finally, the superior performance of the proposed approach when compared to existing SLAM methods is illustrated on graphs with several hundred nodes.
I. INTRODUCTION
An accurate map of the environment is essential for safe autonomous navigation in the real-world [1] . An error in the map has the potential to cause loss of life in self-driving car applications or the loss of millions of dollars of assets when performing underwater or space exploration tasks. Despite the importance of accurate mapping, the majority of algorithms used for simultaneous localization and mapping (SLAM) are prone to local minima and are sensitive to initialization. Troublingly, verification of these maps is either performed by visual inspection or not at all.
There has been significant recent interest in developing optimization and estimation algorithms that provide mathematical guarantees on whether a computed solution is or is close to the global optimum and is therefore true maximum a posteriori (MAP) estimate of the map [2] [3] [4] [5] [6] [7] . These algorithms either use a relaxation or the dual of the original problem to find a solution. As a result these methods either return an approximate solution, are only able to certify the optimally of a solution after it has been computed, or are only able to return the global solution if the graph meets certain requirements related to limits on noise measurement. nodes(40 landmarks) of the CityTrees10000 dataset [8] . (a) shows the groundtruth pose and landmark positions before noise is added. Levenberg-Marquardt was randomly initialized and becomes trapped in a local minimum. (b) shows the random initialization and (c) shows the LM solution. (d) shows the globally optimal solution found by SBSOS-SLAM. Our algorithm formulates the Pose Graph and Landmark SLAM problems as SOS-convex optimization problems and is guaranteed to find the globally optimal solution without any initialization.
In addition, with the exception of [6] , these methods are focused on pose-graph optimization and are unable to handle landmark position measurements or are unable to estimate landmark positions. As depicted in Figure 1d , the contributions of this paper are the following: 1) We formulate the pose graph and landmark planar SLAM as polynomial optimization programs. 2) We describe how the sparse bounded degree sumof-squares (Sparse-BSOS) hierarchy of semidefinite programs (SDP) can be used to find its solution [9, 10] . 3) We show that both the pose-graph and landmark SLAM problems are SOS convex meaning that they have a single globally optimal solution that can be found exactly by solving the first step of the Sparse-BSOS hierarchy.
II. RELATED WORK SLAM refers to the problem of estimating the trajectory of a robotic vehicle over time while simultaneously estimating a model of the surrounding environment [1] . Initial algorithms used extended Kalman filter and particle filter based methods to simultaneously estimate the position of the robot and the position of observed landmarks in the environment [11] [12] [13] , which we refer to as the Landmark SLAM problem. Since these methods had challenges scaling to larger datasets, researchers began applying information filter and maximum likelihood estimate (MLE) based methods which could exploit sparsity to solve larger instances of the SLAM problem. To improve the sparsity of the problem, research shifted to solving the Pose Graph SLAM problem wherein the landmarks are marginalized out and only the pose of the robot is optimized over at each time step. The majority of modern SLAM algorithms seek to find the MLE of the robot trajectory through the use of nonlinear estimation based techniques [8, [14] [15] [16] . However, the nonlinear optimization algorithms used in these methods are dependent on initialization.
Several algorithms leverage theory from the field of convex optimization to overcome this dependence on initialization [17] . Optimization over the special euclidean group (SE(d)) has generally been considered a non-convex problem and thus the majority of algorithms rely on some form of convex relaxation to estimate an approximate and sometimes exact solution to the problem. For instance the Pose Graph and Landmark SLAM problems have been formulated as a non-convex quadratically constrained quadratic program, which was then relaxed into an SDP [6, 7] . Rosen et al. [4] relaxes optimization over the special orthogonal group (SO(d)) to the convex hull of SO(d) which can be represented using convex semidefinite constraints. Since each of these methods only provide an approximate solution to the SLAM problem, they are usually only used as an initial stage and their output is then used to initialize a non-linear optimization method [8, 16] .
A number of methods take advantage of Lagrangian Duality to convert the Pose Graph SLAM problem into a convex optimization problem that is equivalent to the original optimization problem if the duality gap is zero [17, Section 5.3.2]. Carlone et al. [5] uses Lagrangian Duality to develop a pair of methods to verify if a computed solution is globally optimal. Carlone et al. [3] applies a similar technique to the planar Pose Graph SLAM problem. SE-Sync proposed by Rosen et al. [2] extends this prior work and dramatically increases the scalability of the algorithm by taking advantage of a technique called the Riemannian staircase [18] that enables efficient optimization over semidefinite matrices if the solution has low-rank. These methods are only guaranteed to find the globally optimal solution if the measurement noise in the problem lies below a critical threshold and are restricted to the case of Pose Graph SLAM where factors are relative pose measurements in SE(d).
This paper shows that the Landmark and Pose Graph SLAM problems can be formulated as SOS convex polyno-mial optimization problems which can be optimized to the global minimum (without initialization) through the use of Sparse-BSOS optimization.
The convexity of this formulation also allows us to relax the requirement of limited measurement noise and extend the formulation to a broader class of SLAM problems.
III. POLYNOMIAL OPTIMIZATION SLAM FORMULATION
This section formulates the Pose Graph and Landmark SLAM problems as polynomial optimization programs.
A. Polynomial Optimization
A polynomial optimization program is an optimization problem of the following form [9, Section 2.2]:
is the ring of all possible polynomials in the variable x = (x 1 , . . . , x N ), and K ⊂ R N is the semialgebraic set
B. Pose Graph SLAM
In planar Pose Graph SLAM, one estimates the pose of the robot, (R i , t i ) ∈ SE(2) with respect to a static global reference frame at each time steps i ∈ {1, . . . , n}, by minimizing the error in a set of m Rel relative pose measurements (R ij ,t ij ) ∈ SE(2). The set of available measurements can be represented by the set of edges, E = {i k , j k } m Rel k=1 ⊂ {1, . . . , n} × {1, . . . , n}, in the corresponding factor graph. We denote the pose of the robot at time step i by the matrix H i = [R i |t i ] and the relative pose measurement that relates the pose of the robot at time steps i and j byH ij = [R ij |t ij ]. We assume that eachR ij andt ij are conditionally independent given the true state, thatR ij ∼ Langevin(R ij , ω 2 Rij ),
Rij is the concentration parameter of the Langevin Distribution, and Ω tij = blkdiag(ω 2 xij , ω 2 yij ) is the information matrix oft ij . Note blkdiag(ω 2 xij , ω 2 yij ) denotes a block diagonal matrix whose diagonal elements are equal to ω 2 xij and ω 2 yij . Under these assumptions, the MLE solution to the planar pose graph SLAM problem is equivalent to:
where || · || F is the Frobenius norm and ||x|| 2 Ω = x Ωx for x ∈ R 2 [2, 19] .
Note that R i ∈ SO(2) for each i ∈ {1, . . . , n}. SO(2) can be defined as follows:
This definition allows us to parameterize H i and H ij using
as long as we enforce that c 2 i + s 2 i = 1. To simplify this notation, we define the sets c = {c 1 , . . . , c n }, s = {s 1 , . . . , s n }, x = {x 1 , . . . , x n }, and y = {y 1 , . . . , y n }.
If we evaluate the norms in (3) under this parameterization, then (3) is equivalent to
. . , n}. This parameterization allows us to rewrite (6) as a polynomial optimization problem in the form described in (1) and (2), where M = 2n:
In Landmark SLAM, one estimates both the pose of the robotic vehicle at each time step, (R i , t i ) ∈ SE(2), as well as the position of observed landmarks, l = [l x , l y ] ∈ R 2 for each ∈ {1, . . . , w}, given both relative pose measurements (R ij ,t ij ) ∈ SE(2) and landmark position observations l i = [x i , y i ] ∈ R 2 that measure the position of landmark with respect to the local coordinate frame of the robot at the time step that it was observed. Let L = {i k , k } m k=1 ⊂ {1, . . . , n}×{1, . . . , w} identify the set of landmark position measurements where m is the number of landmark measurements and let l x = {l x 1 , . . . , l x w } and l y = {l y 1 , . . . , l y w }. We assume that the relative pose measurements are distributed according to the structure defined in the previous section and thatl i 
of the landmark with respect to the true pose H i and Ω l i = blkdiag(ω 2 x i , ω 2 y i ) is the information matrix ofl i . Under these assumptions, the MLE solution to the Landmark SLAM problem can be written as follows:
Note that the cost of the optimization problem in (12) 
. Also note that the constraints are the same as in (11) and thus, (12) is a polynomial optimization problem of the form defined in (1) and (2).
IV. SPARSE BOUNDED SUM-OF-SQUARES
PROGRAMMING Polynomial optimization problems in general are nonconvex, however, they can be approximated and sometimes solved exactly by solving a hierarchy of convex relaxations of the problem [20] . A variety of such convex relaxations hierarchies exist. This section covers a pair of such hierarchies. The first is called the bounded degree sum-ofsquares (BSOS) hierarchy and consists of a sequence of SDP relaxations that can be used to find the globally optimal solution to small polynomial optimization problems that meet certain conditions [9] . The second is called Sparse-BSOS and enables us to leverage the sparsity inherent in SLAM problems to solve larger problem sizes than is possible using BSOS [10] . We conclude the section by describing the conditions that the cost and constraints that a polynomial optimization must satisfy for the first step of either hierarchy to converge exactly to the global optimum.
A. Bounded Sum-of-Squares
SOS programming is concerned with finding solutions to polynomial optimization problems as in (1) . If x did not have to lie within the semi-algebraic set K, solving the following problem would be equivalent to solving (1):
If instead one had constraints g j that bound the feasible space of the variable x to K, then one would need to enforce that f (x)−t ≥ 0, ∀ x ∈ K. At the same time, one would have to enforce it in a way that enabled f −t to get as close to zero as possible at the optimal solution. Suppose we could optimize over a function h and also strictly enforce that it be nonnegative on K. Then, by enforcing that f (x) − t − h(x) ≥ 0, for all x, we would equivalently enforce that f (x) − t ≥ h(x) ≥ 0 on K and we would be able to optimize over h to minimize the gap between f and t on K.
To apply this approach using numerical optimization, one would first need to know whether it was computationally tractable to enforce positivity of h on K. Assuming that 0 ≤ g j (x) ≤ 1 for all x ∈ K and K is compact, one can prove that if a polynomial h is strictly positive on K, then h can be represented as
for some (finitely many) nonnegative scalars λ = (λ αβ ) [9, Theorem 1] 1 . Conversely, any polynomial that can be written in the form defined in (15) 
where λ = (λ αβ ), (α, β) ∈ N 2M d . By choosing d, one can bound the number of monomial terms that are used to represent h d and by optimizing over λ, one can optimize over the specific polynomial. By constraining λ to be nonnegative, one can enforce that h d be strictly positive on K.
Now one can solve the following optimization problem: 
Each of these optimization programs can be implemented as an SDP and provides a lower bound on the solution to (17) . Additionally, it can be shown that under certain assumptions as d → ∞, q k d → f * [9, Theorem 2]. While this is useful for small problems, as the number of variables increases or for larger values of d and k, the runtime and memory usage of the optimization makes the use of this method infeasible [9, Section 3] . To address this challenge, we take advantage of sparsity in the optimization problem to dramatically scale problem size.
B. Sparse Bounded Sum-of-Squares
The Sparse-BSOS hierarchy takes advantage of the fact that for many optimization problems, the variables and constraints exhibit structured sparsity. It does this by splitting the variables in the problem into p blocks of variables and the cost into p associated terms, such that the number of variables and constraints relevant to each block is small [10] .
Given I ⊂ {1, . . . , N }, let R[x; I] denote the ring of polynomials in the variables {x i : i ∈ I}. Specifically Sparse-BSOS assumes that the cost and constraints satisfy the following assumption: Assumption 1 (Running Intersection Property (RIP)): There exists p ∈ N and I ⊆ {1, . . . , N } and J ⊆ {1, . . . , M } for all ∈ {1, . . . , p} such that:
In particular, I denotes the variables that are relevant toth block and J denotes the associated relevant constraints. Intuitively, these blocks allow one to enforce positivity over a smaller set of variables which can reduce the computational burden while trying to solve this optimization problem.
We can use these definitions to define the Sparse-BSOS hierarchy that builds on the hierarchy defined in the previous section. Let N : where λ ∈ R |N d | is the vector of scalar coefficients λ αβ . h d is again positive on K as long as the elements of λ are positive. If we again fix k ∈ N, we can define a family of optimization problems indexed by d ∈ N as shown in (20) , where d max is defined on page 7 of [10] .
This hierarchy of relaxations is called the Sparse-BSOS hierarchy and each level of the hierarchy can be implemented as an SDP. In addition, if RIP is satisfied, 0 ≤ g j (x) ≤ 1 for all x ∈ K, and K is compact, then as d → ∞, the sequence of optimization problems defined in (20) also converges to f * [10, Theorem 2]. In addition a rank condition can be used to detect finite convergence [10, Lemma 4] . Importantly in particular cases, one can show that this optimization problem can be solved exactly when d = 1.
C. Sum-of-Squares Convexity
A polynomial f ∈ R[x] is said to be SOS-convex when the Hessian matrix x → ∇ 2 f (x) is an SOS matrix polynomial, that is, there exists an a ∈ N such that ∇ 2 f = LL for some real matrix polynomial L ∈ R[x] n×a for some a. A polynomial optimization problem of the form shown in 
(1) and (2) is said to be SOS-convex if the polynomials f and −g j are SOS-convex for every ∈ {1, . . . , p} and j ∈ {1, . . . , M }. Importantly, when k ∈ N is fixed, the polynomials f and g j are at most degree 2k for each ∈ {1, . . . , p} and j ∈ {1, . . . , M }, and the optimization program is SOS-convex, then the Sparse-BSOS hierarchy defined in (20) converges at d = 1 [10, Theorem 3].
V. SBSOS-SLAM
We take advantage of the Sparse-BSOS relaxation hierarchy to solve the Pose Graph and Landmark SLAM problems. In this section, we prove that both these problems are SOS-convex as formulated in (11) and (12) . Then, we talk about how we can enforce the RIP. Finally, we end with a discussion of implementation.
A. SOS-Convexity of Pose Graph and Landmark SLAM
To prove SOS-Convexity of the Pose Graph and Landmark SLAM problems, we use the following result: Using this result, one can show the following by noting the linearity of the Hessian: Lemma 2: If f, g ∈ R[x] are SOS-convex, then f + g is SOS-convex.
We use these results to prove the following: Theorem 3: The Pose Graph SLAM problem defined in (11) can be solved exactly using the Sparse-BSOS optimization problem defined in (20) when k = 1 and d = 1.
Proof. To prove this result, we show that the Pose Graph SLAM problem is SOS-convex and use [10, Theorem 3] . Note that −g i (c i , s i ) can either be c 2 i + s 2 i − 1 or c 2 i + s 2 i − 2, which both produce the following Hessian:
Therefore −g i is SOS-convex for all i. To show the cost function is SOS-convex, based on Lemma 2 it suffices to show f H ij (c i , s i , x i , y i , c j , s j , x j , y j ) is SOS-convex, and it can be seen by looking at each of its elements.
Rij (c j − c i c ij + s i s ij ) 2 : 
Notice that γ 3 = γ 2 and γ 4 = γ 1 , thus both γ 3 and γ 4 are also SOS-convex.
Since we can enlarge the domains of all γ i 's into [c i ; s i ; c j ; s j ; x i ; x j ; y i ; y j ], and f H ij = 6 i=1 γ i , we then conclude by Lemma 2 that f H ij is SOS-convex.
By using a proof similar to Theorem 3, one can then show:
Theorem 4: The Landmark SLAM problem defined in (12) can be solved exactly using the Sparse-BSOS optimization problem defined in (20) when k = 1 and d = 1.
B. Satisfying the Running Intersection Property
The nature of the SLAM problem exhibits a large amount of sparsity [8, 15, 16] . However, to take advantage of the guarantees incumbent to the Sparse-BSOS hierarchy, we need to satisfy the RIP. An odometry chain forming the backbone of a SLAM graph inherently satisfies this property, however incorporating loop closures can make satisfying this assumption challenging. A better grouping increases the sparsity of the optimization problem and leads to faster solutions, but finding the optimal selection of blocks I is NP-hard. We used the heuristic algorithm defined in [22] to generate a sequence of variable groupings for the current implementation.
C. Implementation and Computational Scaling
For the experiments and development presented in this paper, we modified the code base released with [10] to formulate the problem as defined earlier on in the paper. In addition, we modified the code to convert the problem to a format where we could use the SDP solver within the optimization library Mosek [23] .
SOS programming optimizes over polynomials which can become ill-conditioned when optimization occurs over a large domain [10, Section 4] . Data can be scaled to address this problem, however if the optimization problem still remains poorly scaled then the optimization solver will warn the user that the problem cannot be satisfactorily solved.
VI. EXPERIMENTAL PROOF OF CONCEPT
We evaluated the proposed convex SLAM algorithm on the CityTrees10000 [8] and Manhattan3500 [24] datasets by breaking the problem into sequences of 100 nodes and solving those graphs for which Mosek [23] did not run into numerical instabilities. For each sequence (taken individually), we used the proposed SBSOS-SLAM methodology to find the globally optimal solution to the respective MLE problem defined in (11) and (12) . For comparison, we also initialized Levenberg-Marquardt with a random initialization.
The median solve time for SBSOS-SLAM was 20.5507 seconds for the Manhattan3500 dataset and 161.8387 sec for the CityTree10000 dataset compared to less than a second on average for Levenberg-Marquardt. However, since our current implementation is based in Matlab and we are not attempting to satisfy the running intersection property optimally in these initial experiments, we believe there are a variety of extensions that can be made to improve scalability.
We show several example plots where Levenberg-Marquardt gets stuck in a local minima, while SBSOS-SLAM is guaranteed to find the global minimum and does not require initialization (Fig. 2, Fig. 3 ). Fig. 4 and Fig. 5 show that our proposed algorithm results in significantly smaller errors than Levenberg-Marquardt. 
VII. CONCLUSION
In this paper, we proposed an algorithm called SBSOS-SLAM that formulates the planar Pose Graph and Landmark SLAM problems as polynomial optimization programs that are sum-of-squares convex. As such, we are able to guarantee optimality of the solution without any need for initialization.
In addition, because we formulate the SLAM problem as a polynomial optimization program, there is potential to extend this work by generalizing the formulation to threedimensional environments and arbitrary measurement models such as range-only measurements, while still providing guarantees of optimality.
