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Résumé
La géostatistique spatio-temporelle traditionnelle n’est pas en mesure de décrire adéquate-
ment la dynamique, en général fortement non-linéaire, de processus spatio-temporels multiva-
riables. Pour cela des modèles de transport physico-chimiques sont en général bien mieux adap-
tés. Cependant, étant donné que ces derniers ne maîtrisent pas totalement la complexité des pro-
cessus qu’ils cherchent à décrire, soit parce qu’ils sont basés sur des hypothèses simplificatrices,
soit parce que l’information servant à établir les conditions initiales et aux limites est imparfaite,
il est opportun d’introduire des techniques statistiques servant à les guider pour assimiler un flot
de mesures émanant de capteurs automatiques.
Des projets récents au Centre de Géostatistique de l’Ecole des Mines de Paris ont permis
d’explorer l’application de ces techniques dans le domaine de l’océanographie et en pollution
de l’air. Il s’est très vite avéré que la géostatistique offrait des concepts et des approches qui
pouvaient contribuer à enrichir les techniques d’Assimilation Séquentielle de Données. La thèse
de Laurent Bertino et des publications ultérieures ont permis de développer cette thématique
porteuse, dont la présente synthèse établit un compte-rendu.
Abstract
Traditional geostatistical space-time geostatistics is not able to take account of the generally
strongly non-linear dynamics of multivariate space-time processes. To this effect physico-chemi-
cal transport models are in general more suitable. However, as the latter do not fully master the
complexity of the processes they attempt to describe, either because of simplifying hypotheses
or because the information serving to set up initial and boundary conditions is imperfect, it
is appropriate to introduce statistical techniques in order to assimilate a flow of measurements
emanating from automatic stations.
Recent projects at Centre de Géostatistique of Ecole des Mines de Paris have permitted to
explore these techniques in oceanography and air pollution. Soon it became evident that geosta-
tistics could offer concepts and approaches to enhance Sequential Data Assimilation techniques.
The thesis of Laurent Bertino as well as subsequent publications have permitted to develop this
fruitful theme of which the present synthesis presents an account.
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Le présent mémoire en vue de l’obtention de l’habilitation à diriger des recherches se propose
de rassembler quelques fruits de la recherche que j’ai effectuée depuis 1998 sur l’assimilation
de données dans un cadre géostatistique. Ce travail s’est réalisé pour l’essentiel à l’occasion de
deux contrats européens, PIONEER (1998–2001) et IMPACT (2000–2002). Ces deux projets,
pour lesquels j’ai conçu, négocié et mené à bien le partenariat du Centre de Géostatistique de
l’Ecole des Mines de Paris, tant en ce qui concerne les aspects scientifiques que les problèmes
administratifs et financiers, ont occupé l’essentiel de mon temps ces cinq dernières années et
m’ont permis de développer un axe de recherche nouveau au Centre de Géostatistique, à savoir
l’assimilation de données. Cette recherche n’a naturellement pas été menée à bien de manière
isolée et je tiens d’emblée à souligner les riches apports d’élèves de l’Ecole des Mines qui ont
effectué leur travail de fin d’études dans les centres de recherche partenaires GKSS (Geesthacht,
Allemagne) et NERSC (Bergen, Norvège) sur des thèmes reliant la géostatistique et l’assimila-
tion de données : Julien Sénégas et Laurent Bertino (qui a ensuite produit une remarquable thèse
de doctorat dans le cadre de PIONEER), ainsi que Clotilde Breuillin, Olivier Frendo, Marielle
Inizan et Arnaud Hollard. Dans le cadre d’IMPACT il est important de mentionner la précieuse
collaboration avec mon collègue Christian Lajaunie, qui lui aussi s’est intéressé aux techniques
d’assimilation de données, ce qui a permis de lancer deux stages sur le sujet en épidémiologie de
la grippe en collaboration avec l’unité 444 de l’Inserm (Bui, 2001 ; Biboud, 2002).
Dans ce document de synthèse j’ai choisi de relater cette exploration des liens existant entre la
géostatistique et l’assimilation séquentielle de données, l’enjeu étant de voir les apports possibles
de la première à la seconde.
2 Introduction
La géostatistique spatio-temporelle traditionnelle (Kyriakidis & Journel, 1999) n’est pas en
mesure de décrire adéquatement la dynamique, en général fortement non-linéaire, de processus
spatio-temporels multivariables. Pour cela des modèles de transport physico-chimiques sont en
général bien mieux adaptés. Cependant, étant donné que ces derniers ne maîtrisent pas totale-
ment la complexité des processus qu’ils cherchent à décrire, soit parce qu’ils sont basés sur des
hypothèses simplificatrices, soit parce que l’information servant à établir les conditions initiales
et aux limites est imparfaite, il est opportun d’introduire des techniques statistiques servant à les
guider pour assimiler un flot de mesures émanant de capteurs automatiques.
Des projets récents au Centre de Géostatistique ont permis d’explorer ces techniques dans le
domaine de l’océanographie et de la pollution de l’air. Il s’est très vite avéré que la géostatistique
offrait des concepts et des approches qui pouvaient contribuer à enrichir les techniques d’Assi-
milation Séquentielle de Données (Sénégas et al., 2001). La thèse de Laurent Bertino (Bertino,
2001) et des publications ultérieures (Bertino et al., 2002 ; Bertino et al., 2003) ont permis de
développer cette thématique très porteuse.
En parlant d’assimilation séquentielle (par opposition aux techniques variationnelles) de don-
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nées, deux points de vues peuvent être adoptés. D’une part, du point de vue du concepteur de
modèles numériques déterministes, l’assimilation de données peut être vue comme étant un al-
gorithme permettant de corriger l’état du modèle au fur et à mesure que des données nouvelles
arrivent. D’autre part, du point de vue du statisticien, le modèle numérique peut aider à amélio-
rer la prédiction opérationnelle en profitant de la connaissance des relations non-linéaires entre
différentes sources de données.
C’est le second point de vue que nous allons privilégier et chercher à développer en situant
la Géostatistique au carrefour de tous les flux de données, qu’elles proviennent d’un réseau de
capteurs, d’un modèle de transport couplé avec d’autre sources de données ou d’images de télé-
détection. La Géostatistique, avec ses modèles multivariables, ses méthodes d’anamorphose de
distributions de probabilités et ses modèles de changement de support, ainsi que ses méthodes
de simulations conditionnelles, offre un cadre intégrateur unique pour relier ces différentes in-
formations, comprendre et modéliser leur structure statistique, élaborer des outils de prévision.
2.1 Plan de la synthèse
Cette synthèse nous sert à tisser un fil conducteur reliant des travaux dont la motivation re-
monte à la dernière décennie. Nous nous proposons de rapprocher les méthodes séquentielles
d’assimilation de données et celles de la géostatistique. Dans le Chapitre 3 nous tentons de bros-
ser un tableau succinct de l’état de l’art en géostatistique tout en définissant au passage un certain
nombre de notions de base. Le Chapitre 4 propose une étude détaillée de la méthode de la dérive
externe pour corriger une prévision générée par un modèle déterministe ; elle contient également
une illustration de l’effet de support et de sa modélisation en géostatistique. Le Chapitre 5 ex-
plique la construction du filtre de Kalman, tel qu’il est employé en assimilation séquentielle de
données, et montre que l’étape de correction correspond à un krigeage simple ; une brève présen-
tation de la modélisation des termes d’erreurs est également proposée. Dans le Chapitre 6 nous
donnons une définition plus précise de l’assimilation séquentielle et partons du filtre de Kalman
étendu pour présenter les deux filtres qui ont été principalement étudiés dans nos applications,
à savoir le filtre de Kalman à rang réduit (RRSQRT) et le filtre de Kalman d’ensemble (EnKF) ;
après avoir constaté que le filtre d’ensemble est analogue, dans sa construction, aux simulations
conditionnelles de la géostatistique nous examinons dans le détail les principaux apports pos-
sibles de la géostatistique, dont certains ont déjà pu être implémentés dans nos applications.
Le Chapitre 7 résume les principales conclusions et tente, se positionnant d’un point de vue
géostatistique, de dessiner des perspectives quant aux développements futurs de l’assimilation
séquentielle de données.
En sus de la synthèse on trouvera en Partie II des éléments biographiques concernant le
curriculum, l’évaluation et la direction de travaux scientifiques, la participation à des congrès et
les publications de l’auteur.
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2.2 Présentation des travaux
Nous reproduisons en Annexe A un article tentant de résumer succinctement l’état de l’art
en géostatistique. En Annexe B nous présentons un travail dans lequel nous avons utilisé la
méthode de la dérive externe, jusque-là confinée à des applications pétrolières, pour résoudre
un problème de cartographie climatologique. Profitant de la relation linéaire qui existe entre
température et altitude, nous nous sommes servis d’une grille régulière de valeurs topographiques
de l’Ecosse comme dérive externe dans un krigeage des températures moyennes au mois de
janvier. La relation linéaire avec l’altitude nous a permis de cartographier les températures même
au niveau des monts Grampian (s’élevant jusqu’à 1344m) sur la base d’un jeu de stations dont
la plus élevée n’était située qu’à 400m d’altitude. L’utilisation d’un voisinage glissant nous a
amenés à nous intéresser à la cartographie du coefficient de la dérive externe, qui a montré que
l’influence de la dérive externe est la plus forte dans les voisinages qui comportent la plus faible
densité de stations.
Dans un autre travail en climatologie presenté en Annexe C, la géostatistique a été employée
pour améliorer une méthode de “downscaling” afin d’estimer la pluviométrie à partir de don-
nées de station et de champs de pression atmosphérique, disponibles sur plusieurs décennies.
Le krigeage n’y a pas été employé dans un espace géographique, mais dans l’espace des com-
posantes principales de champs de pression, afin de remplacer par une combinaison linéaire la
simple moyenne arithmétique utilisée jusqu’alors1. L’analyse structurale des valeurs de tempé-
rature dans le système de coordonnées des composantes principales les plus importantes des
champs de pression a permis de comprendre dans quelles régions de la péninsule Ibérique le kri-
geage est plus performant : lorsque le variogramme s’avère très structuré, avec un comportement
parabolique à l’origine, le krigeage est capable de donner de bien meilleures estimations que la
simple moyenne arithmétique, tandis que quand il comporte un effet de pépite ses performances
sont moins impressionnantes, sans parler du cas de l’effet de pépite pur, où il est tout simplement
équivalent à la moyenne des données du voisinage.
Dans l’Annexe D nous présentons une étude conjointe de 19 valeurs horaires d’ozone pro-
venant de capteurs Airparif et de valeurs correspondantes calculées sur une grille régulière par
le modèle de transport Chimère. Dans une première partie, les valeurs de Chimère sont utilisées
comme dérive externe dans un krigeage de blocs pour estimer des valeurs corrigées par les me-
sures Airparif. Dans la seconde partie, un modèle Gaussien discret est construit qui sert à estimer
par conditionnement uniforme la proportion de petits blocs, à l’intérieur de chaque cellule de
la grille Chimère, qui est au dessus du seuil de pollution réglementaire. Nous avons été obligés
de spécifier arbitrairement la taille de ces petits blocs, car les réglementations sur les pollutions
atmosphériques —très détaillées en ce qui concerne la spécification de seuils pour différents
supports temporels— ne contiennent cependant pas d’indication sur le support spatial.
Le travail présenté en Annexe E a résulté de notre premier contact avec le filtre de Kalman en
1Une collaboration au même moment avec le Laboratoire de Signaux et Systèmes (LSS) de Supélec, suscitée
par la thèse de Jean Lefèbvre (dont j’ai été le rapporteur), nous a fait découvrir que nous n’étions pas les premiers
à pratiquer le krigeage dans un espace non-géographique. Se basant à un article de Sacks et al. (1989) l’équipe du
LSS pratiquait le krigeage d’une surface de réponse dans un contexe de plans d’expérience (Lefèbvre et al., 1996 ;
Walter & Pronzato, 1997).
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tant qu’outil d’assimilation de données. La motivation de le publier provenait du fait que la litté-
rature ne contenait que peu d’éléments sur l’estimation de l’erreur de modélisation déterministe
et le modèle hydrodynamique Trim dans sa version 1D a servi à décortiquer les effets de la prise
en compte de différents termes d’erreur dans un filtre de Kalman.
L’Annexe F contient une étude hydrodynamique de l’estuaire de l’Oder au moyen de Trim
3D et l’un de ses aspects originaux est de proposer un modèle de variogramme spatio-temporel
pour l’erreur aux limites, dérivé de l’équation d’onde.
Dans l’Annexe G une étude plus détaillée de l’estuaire de l’Oder est proposée, comparant
les performances de deux filtres de Kalman. Ce travail contient une autre comparaison des deux
filtres de Kalman, cette fois pour un modèle écologique simplifié mettant en jeu des nutriments,
du plancton et des herbivores.
L’Annexe H est constituée d’un article proposant une présentation synthétique des différentes
méthodes d’assimilation séquentielles utilisée en océanographie et nous y insistons sur les as-
pects géostatistiques. En particulier, l’anamorphose y est présentée et appliquée dans le contexte
du modèle écologique simplifié déja mentionné ci-dessus.
Finalement, nous nous permettons de joindre également une tentative de vulgarisation, dans
l’Annexe I, sous la forme d’ un court article paru récemment dans La Recherche. L’article a
d’ailleurs été suppléé d’un complément pour lecteurs plus avertis (disponible sur le site Web+ du
magazine).
3 L’état de l’art en géostatistique
La géostatistique est une application de la théorie des fonctions aléatoires à des données
localisées dans un espace géographique. Les méthodes géostatistiques, telles le krigeage, ont été
initialement proposées en exploration minière et pétrolière et elles ont retrouvé leur place en
statistiques il y plus d’une décennie.
Une version anglaise du présent chapitre est reproduite en Annexe A.
3.1 La théorie des variables régionalisées
La géostatistique est construite autour du concept de variable régionalisée, c’est-à-dire une
fonction z(x) dans un domaine D de l’espace géographique (qui inclut éventuellement un inter-
valle de l’axe temporel), où x est un vecteur de coordonnées spatiales et z est une valeur de la
quantité d’intérêt. La géostatistique peut être définie comme une application de méthodes pro-
babilistes à des variables régionalisées. Une variable régionalisée peut être considérée comme
déterministe et l’aléatoire y être introduit par l’échantillonnage : c’est l’objet de la théorie transi-
tive qui a connu un nouvel essor dans l’estimation de stocks de poissons (Petitgas, 2001 ; Bez &
Rivoirard, 2001). Toutefois, l’approche usuelle est de considérer la variable régionalisée comme
une réalisation d’une fonction aléatoire Z(x), c’est-à-dire une famille de variables aléatoires Z
dépendant de la localisation x ∈ D. Le problème épistémologique lié au fait qu’habituellement
dans la pratique seule une réalisation partiellement échantillonnée est disponible a été résolu par
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Matheron dans son livre Estimer et Choisir (1989) en distinguant entre des quantités objectives
qui sont essentiellement des intégrales de la réalisation unique et des paramètres conventionnels
qui sont associés au modèle de fonction aléatoire. Les premiers peuvent être estimés alors que
les seconds doivent être choisis.
La géostatistique est née dans le domaine de la mine et de la géologie au milieu du siècle passé
lorsqu’il s’agissait de d’estimer les réserves récupérables dans des gisements miniers sur la base
de quelques échantillons ayant un histogramme en général très penché à gauche. De premières
idées de Krige (1951) et de Wijs (1951) ont été mises dans un cadre commun par Matheron
(1955, 1962, 1965, 1976a). Rapidement les méthodes géostatistiques se sont répandues dans
d’autres domaines des sciences de la terre et, finalement, sont revenues par la grande porte dans
les statistiques universitaires à la fin du siècle, où elles font désormais l’objet de nombreuses
recherches (Cressie, 1993 ; Stein, 1999).
La géostatistique est classiquement subdivisée en géostatistique linéaire et multivariable, géo-
statistique non-linéaire, simulations géostatistiques. La présentation se fera dans cet ordre.
3.2 Géostatistique linéaire
En géostatistique on explore la structure de la variabilité spatiale à l’aide du variogramme
γ(h), qui est défini à partir de la variance des incréments Z(x + h)−Z(x), où h est le vecteur
reliant deux points dans D. Sous l’hypothèse que les incréments sont stationnaires, c’est-à-dire
que la variance des incréments est invariante pour toute translation du vecteur h, on a
var(Z(x + h)− Z(x)) = 2 γ(h). (3.1)





E[(Z(x + h)− Z(x))2)]. (3.2)
Des fonctions aléatoires dont les incréments sont stationnaires d’ordre deux et de moyenne
nulle sont réputés satisfaire l’hypothèse intrinsèque (Matheron, 1965 ; Chilès & Delfiner, 1999),
ce qui par abus de langage a été qualifié de stationnarité intrinsèque dans la littérature statistique
(Cressie, 1993). Le variogramme n’est pas borné et est pour cela préférable à la fonction de co-
variance C(h)= E[(Z(x+h)−µ) · (Z(x)−µ)], laquelle est définie pour des fonctions aléatoires
stationnaires d’ordre deux de moyenne µ. Pour des fonctions aléatoires stationnaires d’ordre
deux le variogramme est borné et peut être calculé à partir de la fonction de covariance,
γ(h) = C(0)− C(h). (3.3)





wαwβ γ(xα − xβ) ≤ 0 (3.4)
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pour tout ensemble de n+1 coefficients de somme nulle,
n∑
α=0
wα = 0. (3.5)
Des combinaisons linéaires de variables aléatoires Z(xα) qui satisfont à la contrainte (3.5) sont
qualifiées d’autorisées et la propriété (3.4) est alors évidente quand on calcule la variance d’une
combinaison linéaire autorisée.






wαwβ C(xα − xβ) ≥ 0
pour tout jeu de n+1 coefficients wα ; il n’y a pas de condition sur la somme des poids.
Un variogramme est isotrope, si γ(h) dépend seulement de la longueur |h| et non de l’orien-
tation du vecteur h. Un moyen simple d’obtenir un variogramme anisotrope à partir d’un vario-
gramme isotrope est d’effectuer une transformation linéaire des coordonnées du vecteur h ; cela
génère ce que l’on qualifie d’anisotropie géométrique.
Les fonctions de variogramme sont définies dans le cas isotrope. Une classe simple de mo-
dèles non bornés est la classe des modèles puissance
γ(h) = b |h|ν avec b > 0, 0 < ν < 2,
où ν est un paramètre de forme produisant un aspect convexe, linéaire ou concave, respectivement
pour des valeurs de ν> 1, ν= 1, ν< 1.
Des variogrammes bornés sont obtenus à partir de fonctions de covariance par la formule (3.3).
Une classe de fonctions de covariances est celle dite de Matérn, construite à l’aide de fonctions











avec b > 0, ν > 0.
où a est un paramètre d’échelle et ν le paramètre de forme, qui mesure le degré de différentiabilité
de la fonction aléatoire. Pour ν= 1/2 la fonction de covariance est exponentielle et a un aspect
linéaire au voisinage de l’origine. En général le comportement au voisinage de l’origine est en
|h|2ν pour ν non entier et en |h|2ν log |h| pour ν entier (pour une discussion détaillée de cette
classe de modèles cf Matheron, 1965 ; Yaglom, 1986 ; Stein, 1999 ; Chilès & Delfiner, 1999).
Pour un jeu de n données z(xα) il est recommandé de procéder à une analyse exploratoire
incluant une représentation de la nuée variographique (pour n de l’ordre de quelques centaines),
c’est-à-dire un diagramme des différences quadratiques (z(xα)−z(xβ))2/2 reportées par rapport
aux vecteurs hαβ = xα−xβ pour chaque couple de points (Chauvet, 1982 ; Haslett et al., 1991).
Le variogramme expérimental est obtenu en regroupant les vecteurs hαβ en classes de distance
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où |Hk| est le cardinal de la classe. Un estimateur hautement robuste du variogramme est suggéré
dans Genton (1998), où des références antérieures sur le sujet peuvent être trouvées.
La séquence de valeurs expérimentales de variogramme pour différentes classes de distance
n’est pas une fonction de type négatif conditionnel et il est nécessaire de l’ajuster par une fonc-
tion paramétrique de variogramme. Souvent cette ajustement est effectué “à la main”, mais évi-
demment des procédures pour effectuer cette opération par moindres carrés (Cressie, 1985), par
maximum de vraisemblance (Mardia & Marshall, 1984 ; Zimmerman & Zimmerman, 1991) ou
dans un cadre Bayesien (Handcock & Stein, 1993 ; Diggle et al., 1998) ont aussi été proposées.
Munis à ce stade d’un modèle de variogramme valide on peut se pencher sur la question de
son utilisation pour prédire une valeur ẑ(x0) en un point arbitraire x0 du domaine D. Nous nous





pour lequel les pondérateurs sont de somme unité,
n∑
α=1
wα = 1, (3.6)
pour travailler avec une combinaison linéaire autorisée. La contrainte (3.6) est en effet équiva-
lente à la condition (3.5) avec w0= −1, de sorte que l’on pourra utiliser le variogramme pour
calculer la variance de la combinaison linéaire autorisée.




wαE(Z(xα)− Z(x0)) = 0.
La variance de notre problème de prédiction s’écrit









sachant que γ(x0−x0) vaut zéro par définition (3.2).
La minimisation de la variance d’estimation sous la contrainte (3.6) par la méthode de La-
grange avec son paramètre λ mène aux équations du krigeage ordinaire
n∑
β=1
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Dans le cadre de fonctions aléatoires stationnaires d’ordre deux on peut utiliser le krigeage
pour estimer la moyenne µ̂ à partir des données autocorrélées au moyen du système
n∑
β=1




avec la variance d’estimation minimale
σ2KM = λ.
Dans le cadre stationnaire d’ordre deux le krigeage ordinaire (3.7) peut être qualifié de krigeage
à moyenne inconnue, car le modèle de fonction aléatoire est Z(x)= µ+Y (x), avec Y (x) une
fonction aléatoire de moyenne nulle.
3.3 Géostatistique multivariable
Il y a deux manières de formuler la généralisation du variogramme pour modéliser la cor-
rélation croisée entre des incréments : le variogramme croisé (Matheron, 1965) et le pseudo-
variogramme croisé (Myers, 1991). Le variogramme croisé est défini comme étant la covariance








E((Zi(x + h)− Zi(x)) (Zj(x + h)− Zj(x)))
où l’on suppose la stationnarité conjointe des incréments, tandis que le pseudo-variogramme








E((Zi(x + h)− Zj(x))
2)
où l’on postule la stationnarité d’incréments croisés de moyenne nulle. Les mérites et les incon-
vénients des deux approches ont conduit à des débats dont (Cressie & Wikle, 1998) est l’un des
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derniers épisodes. Pour une couple de fonctions aléatoires conjointement stationnaires d’ordre
deux de fonction de covariance
Cij(h) = E((Zi(x + h)− µi) (Zj(x)− µj)) (3.8)








(Cii(0) + Cjj(0))− Cij(h).
La première formulation donne une fonction paire et ne permet donc pas de modéliser des
décalages de corrélation entre deux variables. La seconde formulation le permet, mais par contre
il s’agit d’une fonction positive qui ne reproduit plus les corrélations de signe négatif. Seule la
fonction de covariance croisée Cij(h) permet à la fois de modéliser les corrélations différées et
les corrélations négatives ; cependant on ne bénéficie plus du cadre plus souple des fonctions
aléatoires intrinsèques, auquel le variogramme se réfère.
Des méthodes pour ajuster des matrices de fonctions Cij(h), γij(h) ou piij(h) à des fonctions
expérimentales sont décrites dans (Goulard & Voltz, 1992 ; Grzebyk & Wackernagel, 1994 ;
Ver Hoef & Barry, 1998 ; Gelfand et al., 2002).
En possession d’un modèle valide pour un ensemble de fonctions aléatoires la valeur d’une
variable particulière peut être estimée par cokrigeage à partir d’échantillons. De multiples confi-
gurations de voisinage de cokrigeage sont possibles, suivant que la localisation des échantillons
est commune ou non à plusieurs variables ; certaines d’entre elles entraînent des simplifications
du problème de cokrigeage, ce qui est important tant en ce qui concerne la taille qu’en ce qui
relève de la stabilité numérique du système de cokrigeage (Rivoirard, 2001 ; Wackernagel, 2003).
3.4 Géostatistique non-stationnaire
Dans certaines situations la variable d’intérêt primaire, disons Z(x), est échantillonnée en
seulement quelques endroits, tandis qu’une variable secondaire s(x) est disponible sur une maille
dense sur l’ensemble du domaine d’étude. Des exemples pour s(x) sont les données sismiques en
exploration pétrolière (Chilès & Delfiner, 1999), l’altitude lorsque l’on cherche à cartographier
la température (Hudson & Wackernagel, 1994), ou encore des sorties de modèles déterministes
qui prédisent la variable régionalisée d’intérêt sur la base de processus physiques décrits par des
équations aux dérivées partielles (Lajaunie et al., 2001). Sous hypothèse d’une relation linéaire
entre les deux variables, E(Z(x))= a+b s(x), on modélise Z(x) avec une moyenne s(x) non-
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stationnaire qualifiée de dérive externe. Les équations correspondantes sont alors
n∑
β=1






wβ s(xβ) = s(x0)
(3.9)
Les liens avec le cokrigeage sont expliqués dans Rivoirard (2002), tandis que dans Royle & Ber-
liner (1999) une généralisation de la méthode est proposée dans le cadre d’un modèle Bayesien
hiérarchique.
Au lieu d’une dérive externe il est également possible d’utiliser une dérive polynomiale (li-
néaire ou quadratique) et l’on parle alors de krigeage universel (Matheron, 1970). Le vario-
gramme des résidus entre la variable primaire et la dérive sont problématiques à inférer comme
on peut le relire dans les textes traitant du krigeage universel. Pour cette raison, Matheron (1973)
a développé pour les dérives exponentielles-polynômes une théorie qui résoud les problèmes
d’inférence par le recours à des classes plus générales de fonctions de covariance, les cova-
riances généralisées, dont le variogramme est un cas particulier. Ce cadre inclus évidemment
les dérives trigonométriques (Séguret & Huchon, 1990). L’équivalence entre le krigeage non-
stationnaire et les splines a été étudiée (Matheron, 1981 ; Wahba, 1990b) et a donné lieu à des
discussions (Wahba, 1990a ; Cressie, 1990).
Les données spatio-temporelles ont été modélisées avec différents types de modèles de cova-
riance spatio-temporels (Kyriakidis & Journel, 1999 ; Gneiting, 2002). Les liens entre le krigeage
et le filtre de Kalman ont été reconnus (Mardia et al., 1998 ; Wikle & Cressie, 1999). Le filtre
de Kalman et d’autres méthodes d’assimilation de données sont particulièrement intéressantes
quand un réseau de stations automatiques et un modèle numérique décrivant la dynamique tem-
porelle, généralement non-linéaire, sont disponibles (Bertino et al., 2002 ; Bertino et al., 2003).
3.5 Géostatistique non-linéaire
Les méthodes de prédiction linéaire sont conçues pour estimer des valeurs de Z en des points
ou pour des intégrales µ(x) sur le domaine. Cependant, lorsqu’il s’agit d’estimer la proportion
de valeurs au dessus d’un seuil pour des unités spatiales données, les méthodes non-linéaires sont
préférables.
Un seuil (valeur limite) spécifié dans une réglementation sur l’environnement, par exemple,
est défini par rapport à un intervalle de temps, une unité de surface ou un volume, qualifiés de
support, lequel est souvent d’une taille différente du support des échantillons. Nous sommes
alors confrontés à un problème de changement de support qui consiste en l’anticipation de la
loi des valeurs sur le support de sélection quand on ne connaît que la loi des échantillons sur
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support ponctuel. La classification, au dessus ou en dessous d’un seuil, des valeurs prédites dé-
pend également d’un effet d’information, dû à l’échantillonnage incomplet du domaine spatial
ou temporel, et l’ampleur de cet effet va dépendre du type d’estimateur utilisé.
L’estimation non-linéaire est généralement effectuée en utilisant l’une des formulations du
krigeage disjonctif, qui nécessite une connaissance des lois bivariables point-point et point-bloc.
Les modèles de changement de support sont construits avec des modèles isofactoriels de lois
bivariables qui ont été établis par Matheron en s’inspirant de modèles analogues utilisés en ana-
lyse des correspondances continues et en mécanique quantique (Matheron, 1976b ; Matheron,
1984). Les résultats sont présentés en utilisant différents types de courbes de sélectivité, qui res-
semblent à des représentations graphiques usuelles en économétrie et en analyse de données de
survie, et qui sont particulièrement commodes pour comparer l’impact du changement de sup-
port par rapport à des seuils donnés (Rivoirard, 1994 ; Chilès & Delfiner, 1999 ; Wackernagel,
2003).
3.6 Simulation géostatistique
Armé d’un modèle stochastique spatial de fonctions ou d’ensembles aléatoires, de processus
ponctuels ou de populations d’objets, il existe une foule de techniques et algorithmes pour géné-
rer des réalisations. La difficulté majeure est de générer des réalisations qui coincident aux points
de données avec le phénomène régionalisé étudié.
Certains algorithmes génèrent directement des simulations de fonctions aléatoires condition-
nellement aux données, soit par des méthodes séquentielles (Deutsch & Journel, 1992 ; Gómez-
Hernández & Cassiraga, 1994), soit sur la base d’une décomposition de Cholesky de la matrice
de covariance (Davis, 1987).
L’alternative est de générer d’abord des simulations non-conditionnelles, dont la compatibi-
lité des propriétés statistiques avec le modèle spatial stochastique est vérifiée, et de les condition-
ner dans un second temps : dans le cas de fonctions aléatoires Gaussiennes ce conditionnement
se fait par krigeage, sur la base de données transformées si nécessaire. Pour YS(x) une fonction
aléatoire Gaussienne simulée non-conditionnellement on a trivialement
YS(x0) = Y
⋆
S (x0) + (YS (x0)− Y
⋆
S (x0)),
où Y ⋆S (x0) est une estimation par krigeage simple à partir des valeurs de YS en n points de
données xα. L’astuce (Journel, 1974) consiste à remplacer le premier terme de droite par la
valeur Y ⋆(x0) krigée à partir des données Y (xα), ce qui donne la valeur YCS de la simulation
conditionnelle,
YCS(x0) = Y
⋆(x0) + YS (x0)− Y
⋆
S (x0).
Sachant que le krigeage simple est Y ⋆(x0) = (C−1 c0)⊤y, où C est la matrice des covariances
C(xα−xβ) entre les points de données et c0 est le vecteur des covariances C(xα−x0), la simu-
lation conditionnelle se calcule par
YCS(x0) = YS (x0) + (C
−1 c0)
⊤(y − yS). (3.10)
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Une description détaillée de la grande variété des méthodes de simulation géostatistique peut
être trouvée dans les ouvrages de Chilès & Delfiner (1999), Lantuéjoul (2001). Le problème par-
ticulier de simuler des faciès géologiques et des lithotypes en utilisant des Gaussiennes tronquées
est développé dans Armstrong et al. (2003). La simulation de réseaux de fractures, quant à elle,
est décrite dans Chilès & de Marsily (1993).
4 Le krigeage avec des sorties de modèles
numériques
Nous proposons un cas d’étude simple, dans lequel on examine d’abord la question de l’in-
terpolation de données en incorporant des sorties de modèles numériques. Puis on abordera le
problème de se trouver en présence de trois supports : celui des données et celui des cellules de
la grille du modèle numérique, sachant que les résultats devront se référer à un troisième support,
différent des deux premiers.
On trouvera la version anglaise de cette étude en Annexe D.
4.1 Données de station et modèle de transport
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CHIMERE: Layer 1 Ozone 1999/07/17 15UT
FIG. 4.1 – A gauche : implantation de 19 stations Airparif mesurant l’ozone et des 25×25 noeuds
de la grille Chimere. A droite : prédiction du modèle de transport Chimere pour le 17 juillet 1999
à 15 heures UTC.
La Figure 4.1 montre un exemple typique de données de station et de sortie de modèle. Sur
le graphique de gauche on voit la localisation en Ile de France d’une grille couvrant un domaine
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de 150×150 km2 avec des cellules de taille 6×6 km2 et les implantations de 19 stations Airparif
mesurant l’ozone, dont 6 stations qualifiées de “rurales”. Sur le graphique de droite on voit la
prédiction du modèle Chimère pour le 17 juillet 1999 à 15 heures UTC, c’est-à-dire 17 heures de
l’heure d’été française. On remarque que le panache d’ozone est situé au NW de Paris en cette
journée caractérisée par un temps stagnant (vitesse du vent à Roissy : 3 m/s).
Les données Airparif proviennent de station de fond, implantées à l’écart de routes ou de
sites indutriels importants. Chimère est un modèle de transport chimique simplifié, décrivant
200 processus relatifs à 80 substances gazeuses mis au point à l’Institut Pierre-Simon de La-
place (Vautard et al., 2001 ; Schmidt et al., 2001) et la sortie dont nous disposons provient de
la version multi-échelle (Blond, 2002). Les prédictions Chimère ont été obtenues sur la base de
prédictions météorologiques du Centre Européen de Prédiction Météorologique à Moyen Terme
(ECMWF, à Reading, Angleterre) et d’un cadastre d’émissions établi avec des données de 1998.
4.2 Influence de la dérive externe
Dans un krigeage avec dérive externe le coefficient multiplicatif b donne l’ordre de grandeur
de l’influence de la dérive. C’est particulièrement intéressant lorsque l’on utilise un voisinage
glissant comme dans Hudson & Wackernagel (1994) : on remarque alors que le coefficient de-
vient plus fort dans les régions où la densité de données est plus faible ; l’estimation repose plus
fortement sur la dérive externe s(x) lorsqu’il y a moins de données disponibles sur la variable
primaire Z(x) dans le voisinage.
Dans Lajaunie et al. (2001) la question a été analysée plus finement sur la base d’une modè-
lisation du résidu Y (x) entre la variable d’intérêt Z(x) et la dérive externe s(x) multipliée par
un coefficient b,
Y (x) = Z(x)− b s(x), (4.1)
où Y (x) est une fonction intrinsèque d’ordre k de covariance généralisée K, et dont la dérive
(non externe) est constituée à partir d’un ensemble de fonctions de base {f0, f1, . . . , fL} qui sont
des monômes au plus d’ordre k, c’est-à-dire à 1D on a L= k et les fonctions de base sont : f0= 1,
f1= x, . . ., fk= x
k
. Si le coefficient b était connu, on pourrait estimer directement Y ⋆(x0) =
w⊤(z− b s) par le système de krigeage universel :{
Kw + F l = k0
F⊤w = f0
(4.2)
où l est le vecteur des multiplicateurs de Lagrange et F est la matrice n × (L+1) des fonctions
de base.
Pour estimer le coefficient de la dérive externe à partir des données d’un voisinage on définit
l’estimateur b⋆ = w⊤b z pour lequel les poids wb sont déterminés par un système dont le membre
gauche est du même type (au nombre de monômes près) que celui de (3.9) tandis que seul le
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dernier élément du membre droit est non nul :
Kwb + F l + λs s = 0
F⊤wb = 0
s⊤wb = 1
où λs est un multiplicateur de Lagrange.
L’estimateur de Z(x) dans le cadre du modèle (4.1) de krigeage universel avec dérive externe
se décompose en deux termes :
Z⋆(x0) = w
⊤z + b⋆ (s(x0)−w
⊤s).
Le second terme est le produit de :
– b⋆ qui dépend des données z et caractérise l’importance de l’influence de la dérive externe ;
un coefficient nul indique qu’une dérive proportionnelle à s(x) n’est pas appropriée.
– et de la différence s(x0)−w⊤s qui dépend uniquement de la covariance K dans le système
(4.2) et non des données z(xα) ; lorsque cette différence est faible (par exemple pour s(x)
constant dans le voisinage), la dérive n’aura pas d’influence dans les faits même si b⋆ est
important.
Le coefficient b⋆ a été calculé avec deux modèles de covariance différents pour les prédic-
tions horaires Chimère pour les trois journées du 16-18 juillet 1999 et les mesures Airparif cor-
respondantes (Lajaunie et al., 2001). Outre des coefficients nuls, des coefficients négatifs ont pû
apparaître (en milieu de nuit), ce qui s’interprète comme étant une contradiction entre données et
prédiction Chimère, cette dernière prédisant le contraire de ce qui a été mesuré. Pour l’exemple
que nous traitons (17 juillet à 15h UTC) le coefficient b⋆ s’est avéré important pour les deux
modèles de covariance, et positif.
Nous ne donnons pas tous les détails d’une étude que l’on trouve dans Wackernagel (2002) et
nous ne montrons que le résultat du krigeage avec dérive externe sur la Figure 4.2, sachant que
l’on a calculé des valeurs moyennes sur des cellules (ce qui implique l’utilisation de covariances
moyennes point-cellules dans le membre droit du krigeage). L’abscisse des deux diagrammes se
réfère à la prédiction Chimère ; le diagramme de gauche compare les valeurs de Chimère avec
les mesures des 19 stations et l’on remarque qu’elles sont au dessus de la bisectrice, sauf pour
quatre stations (coloriées en bleu) qui se trouvent au SE de l’Ile-de-France. Le diagramme de
droite oppose les valeurs de Chimère aux valeurs obtenues par krigeage avec dérive externe : ces
dernières sont en moyenne de 13 µg/m3 plus élevées que les valeurs Chimère et nous rajouterons
que la forme du nuage sera plus ou moins bombée suivant le modèle de variogramme utilisé.
4.3 Supports : données, modèle numérique, résultat
En pollution de l’air de nombreuses réglementations existent, dont Garcia et al. (2001) ont
fait un inventaire. Si l’on a bien pensé au support temporel en spécifiant des seuils maximaux
différents pour des moyennes sur 1h, 4h, 8h ou 24h, l’on a cependant pas, à notre connaissance,
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FIG. 4.2 – A gauche : les valeurs de Chimère (abscisse) et les mesures des 19 stations (ordonnée).
A droite : les valeurs de Chimère (abscisse) et les valeurs obtenues par krigeage avec dérive
externe (ordonnée).
spécifié le support spatial auquel un seuil de pollution est sensé se référer1. Un support ponctuel
n’a pas beaucoup de sens car la pollution peut varier fortement d’un point à un autre, immédiate-
ment voisin. Un support de 6× 6 km2 comme celui de Chimère, quant-à-lui, peut ne pas sembler
assez local puisque cela concerne une population plus importante que celle d’un quartier ou d’un
village. Nous avons ainsi décidé de nous référer à un support de l’ordre du kilomètre carré, qui
nous semble adapté au problème de seuil d’alerte — même si, pour l’instant, les réglementations
ne tiennent pas compte de la notion de support spatial.
Le problème que nous examinons comporte donc trois supports : le support (comparative-
ment) ponctuel des stations de mesure Airparif, le support 6× 6 km2 des cellules Chimère et un
support de 1 × 1 km2 qui est l’unité spatiale de référence du seuil de pollution, unité que nous
qualifierons de bloc.
4.4 Modèle de changement de support point-bloc-cellule
Le modèle Gaussien discret, classique en exploration minière, va nous servir à aborder un
problème à trois supports tel qu’il est représenté schématiquement sur la Figure 4.3, où nous
avons des mesures en des points, des valeurs de modèle numérique pour des cellules elles-mêmes
partitionnées en des blocs.
On considère que x est un point aléatoire dans un bloc v. La relation de Cartier (Lantuéjoul,
1Nous avions d’ailleurs constaté le même type d’oubli dans les réglementations sur l’exposition à des produits
chimiques ou au bruit sur le lieu de travail (Wackernagel et al., 1998 ; Vincent et al., 1999) : dans l’application de
méthodes statistiques on a tendance à escamoter les problèmes de support et c’est l’application de la géostatistique
qui en fait prendre conscience.












FIG. 4.3 – Trois supports : stations en des points à l’intérieur de cellules partitionnées en blocs.
1988) nous apprend que l’espérance de Z(x) conditionnellement à la valeur du bloc v est égale
à la moyenne de Z sur le bloc :
E[Z(x) | Z(v)] = Z(v).
Pour une anamorphose Gaussienne,






où Hk(Y (x)) sont des polynômes d’Hermite, et avec une anamorphose ϕv(Y (v)) de blocs cor-
respondante, la relation se réécrit :
E(ϕ(Y (x)) | Z(v)) = E(ϕ(Y (x)) | ϕv(Y (v))) = ϕv(Y (v)).
L’anamorphose Gaussienne des blocs peut être exprimée avec les coefficients ϕk (ajustés
aux données) de l’anamorphose ponctuelle en introduisant un coefficient positif r de corrélation
point-bloc :











La corrélation point-bloc est déterminée à partir de la variance de dispersion des blocs,
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FIG. 4.4 – A gauche : anamorphose ponctuelle (en bleu) et anamorphose des blocs (en rouge). A
droite : anamorphose ponctuelle (en bleu) et anamorphose des cellules (en rouge).
qui est elle-même calculée avec le modèle de variogramme. De la même manière on peut calculer
un coefficient r′ de corrélation point-cellule et l’on obtient également un coefficient bloc-cellule
en formant le rapport rvV = r′/r.
Dans le cas d’étude de l’ozone en Ile-de-France un modèle de variogramme comportant un
effet-de-pépite de 50 et modèle cubique de portée 70 km avec un palier de 831 a été ajusté. La
moitié des 19 stations stations étant regroupées au centre du domaine, l’autocorrélation des don-
nées biaise les moments et l’on a procédé à une “declusterisation” (Goovaerts, 1997) au moyen
d’une fenêtre de 40× 40 km2 ce qui a conduit à une augmentation de la variance de 881 à 1228,
sachant que l’on a également normalisé le palier total du variogramme à cette nouvelle valeur de
la variance. L’anamorphose ponctuelle a été tronquée en conservant les 30 premiers polynômes
d’Hermite. Le coefficient corrélation point-bloc vaut .97 comparé à la valeur de .72 du coefficient
point-cellule. Les courbes (en rouge) des anamorphoses des blocs (à gauche) et des cellules (à
droite) sont montrées sur la Figure 4.4 ; on distingue sur ces graphiques également l’anamor-
phose empirique ponctuelle (en noir) avec son développement en 30 polynômes d’Hermite (en
bleu).
Sur la gauche de la Figure 4.5 on peut voir les histogrammes des blocs (en bleu) et des
cellules (en rouge) tels qu’ils sont calculés par le modèle de changement de support. Sur le
graphique de droite on a représenté les proportions de blocs (bleu) et de cellules (en rouge) au-
dessus de valeurs limites d’ozone. On est frappé, dans l’examen de ces courbes de proportion,
par l’ampleur de l’effet de support et les résultats très différents obtenus pour des seuils bas ou
élevés.
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FIG. 4.5 – A gauche : histogrammes des blocs (en bleu) et des cellules (en rouge). A droite :
courbes de proportions de blocs (bleu) et de cellules (en rouge) au-dessus de valeurs limites
d’ozone.
4.5 Proportion locale de blocs au dessus d’un niveau d’alerte
Le modèle point-bloc-cellule étant pleinement spécifié on peut appliquer des techniques d’es-
timation de la géostatistique non-linéaire pour calculer des statistiques de blocs localement à
l’échelle des cellules. Nous utiliserons le conditionnement uniforme (Guibal & Remacre, 1984)
qui consiste à estimer l’espérance conditionnelle d’une fonction non-linéaire des blocs par rap-
port à des valeurs de cellule connues. Par exemple, on pourra calculer la proportion de blocs
au-dessus d’un seuil zc connaissant la valeur z(V0) d’une cellule V0 donnée :
E[ 1Z(v)≥zc | Z(V0)= z(V0) ] = P (Y (v)≥ yc | Y (V0)= y(V0))
= 1−G
(




où la variable conditionnelle Y (v) | y(V0) suit une distribution normale de moyenne rvV y(V0)
et de variance 1−r2vV . G est la fonction de répartition gaussienne.
Le modèle de changement de support et en particulier les graphiques de la Figure 4.5 four-
nissaient une appréciation globale sans tenir compte de l’image spatiale détaillée fournie par la
prédiction Chimère. Le conditionnement uniforme nous permet de les introduire pour condition-
ner localement la statistique à estimer, en l’occurrence la proportion de blocs.
Les seuils de pollution pour des moyennes horaires d’ozone varient considérablement dans
les réglementations de différents pays du monde (Garcia et al., 2001). Pour ce cas d’école nous
avons choisi de considérer le seuil d’alerte suisse de 120 µg/m3 et le seuil européen de 180 µg/m3
(directive 92/72/CEE du 21.09.1992). Nous avons appliqué la technique du conditionnement




































































UC 180: CHIMERE + Airparif stations
FIG. 4.6 – Proportion de blocs 1 × 1 km2 au-dessus du seuil suisse (à gauche) et européen (à
droite) dans des cellules 6× 6 km2.
uniforme en conditionnant par les valeurs moyennes de cellules obtenues précédemment par
un krigeage utilisant la prédiction Chimère comme dérive externe. Les cartes (interpolées) de
proportions estimées de blocs 1 × 1 km2 au-dessus des seuils suisse ou européens dans des
cellules 6× 6 km2 sont montrées sur la Figure 4.6. Elles quantifient le risque de dépassement de
seuil : sur la base du seuil suisse on alerterait toute la population d’Ile-de-France, tandis qu’avec
le seuil européen on pourrait se contenter de ne prévenir que la population au Nord-Ouest de
Paris.
5 Le krigeage et le filtre de Kalman
Ce chapitre montre d’abord que l’étape de correction du filtre de Kalman est un krigeage
simple et s’intéresse ensuite aux améliorations que l’interprétation géostatistique permet d’ap-
porter au niveau de l’erreur de modélisation du système par des équations déterministes. Il s’agit
d’un résumé partiel d’un article (Sénégas et al., 2001) que l’on trouvera dans l’Annexe E.
5.1 Assimilation de données
L’assimilation de données est utilisée dans le cadre de systèmes de prévision opérationnels
qui sont constitués :
– d’un réseau de stations automatiques fournissant des mesures fréquentes dans le temps,
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– de modèles numériques déterministes décrivant la physique, la chimie ou l’écologie sur
la base d’équations aux dérivées partielles. Ces modèles donnent une description de la
dynamique temporelle d’un système et permettent une description spatiale fine,
– d’une procédure d’assimilation de données.
Nous détaillons une première méthode basée sur le filtre de Kalman et qui donne plusieurs
points d’entrée aux techniques géostatistiques.
5.2 Filtre de Kalman
Ce filtre est dû à R.E. Kalman (1960), qui a proposé une solution récursive du problème
de filtrage linéaire. Le filtre de Kalman a été introduit en océanographie dans les années ’80 et
’90 comme méthode d’assimilation de données en tant qu’alternative séquentielle aux méthodes
dites variationnelles.
Ebauche −→






FIG. 5.1 – Assimilation de données : cycle de prévision / correction
Le filtre de Kalman est un algorithme récursif et le schéma sur la Figure 5.1 montre le
déroulement d’un cycle d’assimilation de données. A partir d’une ébauche décrivant l’état du
système à un instant donné, le modèle numérique établi une prévision pour un instant suivant.
Cette prévision est comparée aux données mesurées à cet instant-là par les capteurs automatiques
et donne lieu à une correction de l’état du système dans le cadre d’un modèle géostatistique.
L’état corrigé sert alors d’ébauche pour réaliser la prochaine prévision.
Etape de correction
On souhaite estimer l’état y du système sur une grille de m points en un instant donné à partir
de n observations zo et de m prévisions yf . Les prévisions sont entachées d’erreurs uf ,
yf = y + uf ,
tandis que les observations sont perturbées par des erreurs uo,
zo = Hy + uo.
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et elles sont reliées à l’état par une matrice H de taille n × m. Les erreurs sont supposées de
moyennes nulles,
E[uf ] = 0 E[uo ] = 0,
et leurs matrices de covariance s’écrivent :
E[uf (uf )⊤ ] = Cf E[uo(uo)⊤ ] = Co.
Etant donné que les erreurs de prévision et d’observation ne sont pas de même nature, on
peut les supposer non-corrélées :
E[uo(Huf )⊤ ] = 0.
On forme l’estimateur de krigeage simple pour l’ensemble de la grille :
u⋆ = W(Hyf − zo)
avec une matrice de pondérateurs W de taille m× n. Le vecteur Hyf − zo contient les innova-














Dans cette expression les covariances entre les points d’observation sont
Cαβ = cov
(













tandis que les covariances avec les noeuds de la grille s’expriment
Cαx = cov
(

















La minimisation de la variance d’estimation donne des équations de krigeage simple,
(Cαβ) (Wβx) = (Cαx) ,
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En fin de compte, la correction de l’état s’écrit :
y⋆ = yf − u⋆








où la matrice K multipliant les innovations est le gain de Kalman. Celui-ci permet de calculer
l’erreur associée à l’estimateur y⋆ à partir de l’erreur de prévision,
C⋆t = (Im −KtH)Cf .
Naturellement, à l’étape initiale, l’erreur de prévision prend une valeur arbitraire, qui est cepen-
dant actualisée à chaque itération.
Etape de prévision
On affecte l’indice t−1 à l’ébauche y⋆ résultant de l’étape de correction. Celle-ci est utilisée








au moyen du modèle déterministe Mt avec des conditions aux limites bt. Pour la propagation
de l’erreur on se sert de l’opérateur linéaire tangent Ft autour de l’état courant et cela donne








où Qt est la matrice de covariance du bruit du système qt.
Equations du filtre de Kalman


























C⋆t = (Im −KtH)C
f
t (5.5)
dont les deux premières correspondent à la propagation de l’instant t−1 vers t, tandis que les
trois dernières représentent la correction à l’instant t.
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5.3 Covariances des erreurs
On peut raisonnablement supposer que les erreurs d’observation se réduisent à des erreurs de
mesure et ne sont donc pas autocorrélées. La valeur de l’effet de pépite des erreurs de mesure
servira à les calibrer.
Le bruit qt du système, quant à lui, peut être réduit à celui q˜t des quelques variables les plus
sensitives du système, à savoir les plus importantes parmi :
– les conditions limites,
– les paramètres du modèle,
– les paramètres d’implémentation (discrétisation).
On introduit l’opérateur Gt, obtenu par un développement limité au premier ordre, qui relie
l’erreur q˜t des conditions limites au bruit du système,
qt = Gt q˜t,
et la matrice de covariance correspondante est alors :
Qt = Gt Q˜t G
⊤
t .
Différents auteurs, dont Cañizares (1999), qui se réfère explicitement à la géostatistique,
ont tenu compte de l’autocorrélation spatiale de l’erreur sur les variables du système et l’ont
modélisée avec des fonctions de covariance.
Dans une application hydrodynamique, cf Wolf et al. (2001) reproduit en Annexe F, le faible
nombre de stations automatiques ne permettait pas de calibrer la fonction de covariance de l’er-
reur liée aux conditions aux limites pour la hauteur d’eau. En s’appuyant sur l’équation d’onde
plane un modèle spatio-temporel de variogramme a pû être établi, qui permettait de déduire le
variogramme spatial à partir du variogramme temporel.
Dans Sénégas et al. (2001) une autre approche est proposée et le modèle dynamique est
utilisé pour calculer la covariance du bruit du système. Soit v une variable du système, yt+1 =
M(yt, v), et qv l’incertitude associée , de sorte que l’on peut écrire









(M(yt, v + εqv)−M(yt, v)) avec |ε| ¿ 1.
Une combinaison des deux approches permet de décomposer la covariance de l’erreur de
modélisation en deux termes :





Le premier terme décrit la covariance du bruit associé aux paramètres physiques, tandis que le
second terme prend en compte le bruit qui n’est pas directement lié à la physique du système. Une
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étude détaillée de ces effets en insistant sur l’interprétation géostatistique de l’analyse structurale
a été effectuée avec un modèle hydrodynamique à 1D dans Sénégas et al. (2001), cf Annexe E.
6 L’assimilation séquentielle et la
géostatistique
Nous présentons deux méthodes d’assimilation séquentielle utilisées en océanographie, où le
vecteur d’état est de très grande dimension, vu que l’on y étudie en 3D des domaines de grande
taille avec une discrétisation souvent aussi fine que le permet la capacité des calculateurs actuels.
Ces méthodes visent à produire des algorithmes moins coûteux que le filtre de Kalman étendu
qui est également mentionné. Les aspects géostatistiques sont examinés par la suite.
Dans le projet PIONEER nous avons utilisé ces méthodes pour la modélisation écologique de
l’estuaire de l’Oder, cf Bertino et al. (2002) en Annexe G. Ce chapitre se réfère essentiellement
à l’article Bertino et al. (2003) reproduit en Annexe H et l’on pourra trouver de plus amples
développements dans la thèse de Laurent Bertino (2001).
6.1 Méthodes d’assimilation
Les méthodes d’assimilation de données se décomposent en deux grandes familles, à savoir
les méthodes variationnelles et les méthodes séquentielles. Les méthodes variationnelles sont
issues de la théorie du contrôle optimal et les plus connues sont la méthode de l’adjoint (Le Dimet
& Talagrand, 1986) et celle des représentants (Bennett, 1992).
Les méthodes séquentielles sont basées sur des algorithmes récursifs. Du point de vue sta-
tistique, on les décrit avantageusement dans le cadre de modèles à espace d’état et plus particu-
lièrement comme une chaîne de Markov à variable cachée. On y suppose que la séquence des
états est markovienne, à savoir que l’état yt+1 dépend uniquement de l’état précédent yt. Ce
sont les méthodes d’assimilation séquentielle que nous examinons plus particulièrement dans ce
document, sur la base du modèle non-linéaire,
yt = Mt−1(yt−1,qt)
zt = Hyt + u
o
t . (6.1)
où qt est le vecteur des erreurs sur les paramètre du modèle dynamique.
Dans le cadre du filtre de Kalman étendu (Jazwinski, 1970) on procède à un développement
limité du modèle numérique à chaque pas de temps, dont on se sert pour propager la matrice de
covariance des erreurs. Soit ∂Mt−1/∂y|y⋆n−1 le modèle linéaire tangent au point y⋆n−1 et l’on
considère de même ∂Mt−1/∂q|y⋆n−1. Le développement au premier ordre donne les équations






































Vu la non-linéarité de la dynamique M ce filtre donne lieu à un biais non négligeable dans
l’estimation de l’état. La solution au problème du biais sera d’adopter une approche de Monte-
Carlo.
Le biais pourrait certes être amoindri en étendant le développement au second ordre, mais
dans ce cas la complexité du filtre devient telle, qu’il n’est plus intéressant pour les applications.
De surcroît, les tentatives allant dans ce sens ont buté sur une explosion de l’erreur d’estimation
pour les régimes instables du modèle numérique (Evensen, 1992).
6.2 RRSQRT : Réduction de rang du filtre
Les applications du filtre de Kalman avec des modèle numériques discrétisés sur un grand
nombre m de noeuds se heurtent très vite au problème de la très grande dimension du vecteur
d’état et en conséquence de la matrice Cft dans l’équation (5.2). Cette matrice intervient dans
le calcul du gain de Kalman (5.3), puis dans celui la covariance C⋆t de l’estimateur dans (5.5).
On a recours à des filtres suboptimaux réduisant le rang de ces matrices comme par exemple le
Reduced Rank SQuare Root Filter (RRSQRT) de Martin Verlaan (Verlaan & Heemink, 1997 ;
Verlaan, 1998). Dans cet algorithme on se sert de la “racine carrée” S obtenue par décomposition
en valeurs et vecteurs propres d’une matrice d’erreur C, c’est-à-dire C = SS⊤. La matrice S dans























Dans la mise en oeuvre de l’algorithme RRSQRT on ne retient que les p valeurs propres les
plus fortes, ce qui a pour avantage de réduire considérablement le rang du problème, car p pourra
être choisi bien plus petit que m. Une astuce est de se servir du fait que les valeurs propres de
SS⊤ sont identiques à celles de S⊤S ce qui permet de les calculer sur une matrice n × n au
lieu de m × m. On se servira donc dans la pratique d’approximations des matrices d’erreur :
Cf ≈ SfSf
⊤
et C⋆ ≈ S⋆S⋆⊤.
6.3 EnKF : filtre de Kalman d’Ensemble
Le filtre de Kalman d’Ensemble (EnKF) dû à Geir Evensen (Evensen, 1994 ; Burgers et al.,
1998) se sert d’une méthode de Monte-Carlo, qui a l’avantage de ne pas nécessiter une linéarisa-








t); i = 1 . . . N
}
,
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initialisées à partir d’un ensemble d’états {qi0}. Les réalisations yit sont propagées en utilisant des
erreurs de modèle qit simulées à chaque itération. En termes géostatistiques on peut interprèter
cette première étape comme étant une simulation non-conditionnelle à l’instant t−1 générant N
réalisations d’une fonction aléatoire non stationnaire pour l’instant t. La prévision moyenne yft
et la matrice de covariance Cft sont calculées directement sur cet ensemble de réalisations.
La seconde étape est alors le conditionnement de ces réalisations par krigeage, sur la base de









t ); i = 1 . . . N
}
,
où les erreurs d’observation sont simulées selon une loi gaussienneN (0,Co). Les deux premiers
moments de cet ensemble de réalisations tendent vers y⋆t et C⋆t , tout comme la moyenne d’un
grand nombre de simulations conditionnelles redonne la solution du krigeage en géostatistique.
Les détails d’implémentation algorithmique du filtre de Kalman d’Ensemble sont discutés dans
(Evensen, 2003).
6.4 Différents apports de la géostatistique
Nous avons vu que l’étape de correction du filtre de Kalman implique un krigeage et que le
filtre de Kalman d’Ensemble adopte une démarche comparable à celle des simulations condi-
tionnelles depuis longtemps pratiquée en géostatistique. En particulier, nous avons expliqué en
section 5.3 comment la géostatistique a été employée pour ajuster la corrélation spatiale de l’er-
reur de modélisation par différents auteurs.
Conditions d’universalité
L’étape de correction des filtres de Kalman présentés dans cette synthèse implique un kri-
geage simple. Dans sa thèse, Bertino (2001) a examiné la possibilité d’ajouter des conditions
d’universalité à ce krigeage afin de filtrer des biais multiplicatifs ou additifs.
Dans les applications d’assimilation séquentielle auxquelles nous avons eu affaire jusqu’à
présent, le nombre de stations était cependant insuffisant pour rendre cette généralisation effi-
cace ; par exemple, dans le cas de l’estuaire de l’Oder, il n’y avait que 5 stations automatiques à
disposition et l’adjonction de conditions d’universalité détériorait alors les résultats.
Anamorphose de variables non-gaussiennes
Les méthodes d’assimilation séquentielle proposées font des hypothèses de distribution Gaus-
sienne. Or il se trouve que dans les applications les distributions sont souvent fortement asymé-
triques. La géostatistique non-linéaire propose des méthodes d’anamorphose, ainsi que des mé-
thodes d’estimation ou de simulation conditionnelle. Dans le cas de l’assimilation séquentielle
il faut transformer les variables d’état et les observations, et veiller à ce que cela soit cohérent
avec la relation d’observation pour chaque variable. En principe, il faut également s’intéresser au
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comportement des lois bivariables spatiales, lorsque l’on effectue des transformations sur les lois
marginales, comme dans toute étude de géostatistique non-linéaire. Il faut également regarder
les lois bivariables entre les différentes variables, dont l’anamorphose est effectuée séparément,
sachant que même en géostatistique non-linéaire on a très peu d’expérience dans ce domaine.
L’anamorphose peut être implémentée de manière particulièrement simple dans le cadre du
filtre de Kalman d’Ensemble. Dans Bertino et al. (2003), cf Annexe H, une anamorphose lo-
gnormale est appliquée à trois variables (nutriments, phytoplancton, herbivores) dans le contexte
d’un modèle écologique simple du cycle annuel d’une colonne d’eau. Ce modèle a été calibré
de manière à reproduire les conditions de l’océan au large de la Terre Neuve dans l’Atlantique.
L’assimilation avec anamorphose prévoit avec une erreur bien plus faible que le filtre d’ensemble
standard sans anamorphose ; en particulier, la floraison printanière, principale non-linéarité au
niveau de la dynamique, ne perturbe pas le filtre avec anamorphose, contrairement au filtre stan-
dard, qui est responsable d’une succession de “faux départs” de la floraison.
Modélisation de l’effet de support
Nous avons insisté sur l’effet de support au Chapitre 4 et y avons fourni une illustration du
changement de l’allure de la distribution lorsque l’on change de support sur la Figure 4.5. Il est
important de tenir compte en assimilation de données de la différence de support entre les valeurs
mesurées, de support souvent quasi-ponctuel, et les variables d’état, dont le support est celui des
cellules du modèle de prévision M. Des résultats classiques en géostatistique ont été transposés
dans le contexte de l’assimilation de données dans Lajaunie & Wackernagel (2000).
Pour une variable d’état et d’observation Gaussiennes la correction de support se résume à
une correction affine des variances, puisque dans l’hypothèse d’une absence de biais le premier
moment des observations est identique à celui de la variable d’état de par la relation de Cartier.
Si l’on se place dans le cadre d’un modèle lognormal avec hypothèse de permanence de
lognormalité pour les différents supports impliqués, le changement de support est gouverné par
un coefficient de changement de support dont il suffit de faire l’inférence.
L’anamorphose Gaussienne généralise l’approche lognormale au sens que l’on transforme
une distribution quelconque vers une distribution Gaussienne. On pourra appliquer le modèle
Gaussien discret décrit au Chapitre 4 dans le cadre de l’assimilation séquentielle et il suffit de
faire l’inférence d’un coefficient de changement de support, si l’on fait l’hypothèse de lois spa-
tiales bi-Gaussiennes pour les variables anamorphosées.
On peut envisager d’autres modélisations de l’effet de support, comme par exemple dans le
cadre d’un modèle Gamma, étudié en géostatistique par Hu (1988).
Finalement, on peut aussi renoncer à un modèle explicite de changement de support et avoir
recours à des simulations géostatistiques ponctuelles, dont les valeurs spatialement moyennées
permettent de passer directement à des valeurs sur un plus grand support. En considérant un en-
semble de réalisations des lois conditionnelles empiriques peuvent être alors aisément calculées.
La modélisation du changement de support n’a pas encore été étudiée finement et expéri-
mentée dans des systèmes de prévision opérationnels. Cela est dû à ce que la sensibilation aux
implications de l’effet de support n’a pas encore eu lieu et reste cantonnée aux domaines déjà
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investis par les méthodes géostatistiques. Par ailleurs, il faut avouer que la géostatistique non-




Dans ce mémoire nous avons cherché à relater quelques premières incursions géostatistiques
dans le monde de l’assimilation de données. Si elles ont déjà donné quelques résultats encoura-
geants, on ne peut pas encore parler de percée, car il reste encore de grands thèmes à aborder, tel
le changement de support entre observations et variables d’état, qui ont été a peine effleurés.
Avec un peu moins de modestie on peut avancer que la géostatistique a probablement un rôle
unifiant, voir unificateur, à jouer. Elle dispose d’un cadre bien défini, la théorie des variables
régionalisées avec différentes interprétations probabilistes, et elle a accumulé une riche expé-
rience dans l’élaboration d’outils, tels le krigeage et les simulations conditionnelles, que l’on
voit transparaitre dans les techniques et algorithmes souvent un peu heuristiques de l’assimila-
tion de données. La géostatistique permet de les situer dans un cadre plus large et de les enrichir
de ses concepts.
Nous avons évoqué dans cette synthèse la possibilité d’introduire
– des conditions d’universalité : les quelques applications dont nous disposions ne compor-
taient pas un nombre suffisant de stations pour le faire avec succès ; des résultats encoura-
geants allant dans ce sens ont par contre été obtenus par Blond (2002), Blond et al. (2003),
– l’anamorphose de distributions, qui a tout de suite fait ses preuves dans un cas d’étude
avec un modèle écologique simplifié,
– le changement de support, dont la nécessité de le rendre explicite paraît évidente, ce que
nous avons illustré par le cas d’étude du Chapitre 4, mais dont il n’existe pour l’instant pas
d’exemple d’implémentation dans une assimilation séquentielle.
Perspectives
Les impulsions des projets PIONEER et IMPACT se sont concrétisées par un éventail de pu-
blications, que nous avons en partie reproduites dans les Annexes, et qui contribuent à consolider
une interprétation géostatistique de l’assimilation de données. Les deux méthodes séquentielles
que nous avons évoquées sont d’un usage très répandu en océanographie et commencent à être
envisagées pour les applications météorologiques1.
1Voir l’article de Mackenzie (2003), certes un peu provocateur, illustré avec l’exemple de la tempête du 26
décembre 1999 en France.
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Ces deux méthodes, le filtre de rang réduit et le filtre d’ensemble, ont en commun de pro-
céder dans les itérations à une propagation non-linéaire (lorsque la dynamique est non-linéaire),
puis à une correction linéaire par krigeage. Il existe des modèles plus généraux pour lesquels la
correction n’est pas linéaire et qui sont également présentés dans Bertino et al. (2003). Il s’agit
d’algorithmes de Monte Carlo donnant lieu à une assimilation séquentielle par échantillonnage
d’importance, de préférence avec rééchantillonnage (SIR), tels qu’ils sont décrits dans Doucet
et al. (2001). Ces algorithmes, et de manière générale les algorithmes de Monte-Carlo basés sur
des chaines de Markov (Gilks et al., 1996), ont provoqué une véritable révolution des statis-
tiques Bayesiennes dans les années ’90, leur ouvrant (enfin) la voie des applications. Leur attrait
principal dans notre contexte est qu’elles sont affranchies de toute hypothèse Gaussienne. Leur
inconvénient est qu’elles nécessitent des calculs très intensifs qui seront rédhibitoires dans les
applications opérant avec des modèles numériques définis sur des grilles de très grandes taille
comme on les rencontre en océanographie et météorologie. Ces méthodes se répandent égale-
ment en géostatistique et représentent certainement la voie dans laquelle les efforts majeurs sont
investis actuellement.
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– Session Statistiques Spatiales, Géométrie Stochastique et Traitement d’Images pour les
Journées de Stochastique (19-22 mars 2002, Magdebourg, Allemagne) de la section “Sto-
chastique” de la Société de Mathématiques Allemande.
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Conférences invitées (2003)
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Fédération Internationale de Contrôle Automatique.
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