Abstract: Sensitivity analysis is widely applied in financial risk management and engineering; it describes the variations brought by the changes of parameters. Since the integration by parts technique for Markov chains is well developed in recent years, in this paper we apply it for computation of sensitivity and show the closed-form expressions for two commonly-used time-continuous Markovian models. By comparison, we conclude that our approach outperforms the existing technique of computing sensitivity on Markovian models.
Introduction
Sensitivity analysis studying the variation of value function with respect to the value change of certain parameter, is developed for risk management, and defined as Greeks for each specific parameter.
Markovian models are widely applied to structure engineering problems. Governed by the state space of Markov chains, different conditions and situations in the system are described with considerations of the transition probability. We refer to some applications, such as [1] , where the structural condition of storm water pipes is described by five states of a Markov chain, and [2] , where the feedback measurements are randomly dropped with a distribution selected from an underlying Markov chain. Moreover, randomness based on Markov chains is also used for decision making (DM) problems, see e.g., [3] , which applies a Markov chain to simulate the highway condition index. Specifically, an optimization model of sequential decision making based on the controlled Markov process is developed, and called Markov decision process, cf. [4] for an introduction to the concepts and see e.g., [5, 6] for applications.
Sensitivity analysis is a critical technique of risk management. Because the Markovian models are established as infrastructure of some engineering problems, it is also meaningful in practice to compute the sensitivity with respect to some parameters, see e.g., [7] , as we may notice that, the sensitivity analysis in financial modeling, called Greeks, plays a key roll in financial risk management, see e.g., [8] . We refer to [9] for background of gradient estimation theory.
In this paper, we proceed to compute the sensitivities of two major classes of time-continuous Markovian models respectively. Mathematically, sensitivity is expressed in form of a derivative of some expectation with respect to certain parameter. Indeed, it is computable by Monte Carlo simulation applying the traditional finite difference approach, however, it is outperformed by the computation based on integration by parts formula, as we can see from [10] on Wiener space. Therefore, intense research interests have been drawn to establish the integration by parts formula of Markov chains, which recently has been investigated by [11, 12] . This paper extends some of their results and applies them to calculate the sensitivities of two Markovian models. For other approaches studying the sensitivity and gradient defined for it, we refer to [13] which estimates the gradient for ratio and [14] for inhomogeneous finite Markov chains. However, the sensitivity considered by [14] is only about the parameter of the Markov chain itself, (such as some factor of the transition rate matrix), and it can not be obviously extended for the computation of the commonly-used Greeks. The remainder of this paper is arranged as follows. Section 2 formulates the sensitivity analysis and shows the closed-form expressions, which are proved by Section 3. In the end and by Section 4, we provide a numerical simulation to compare our approaches to the method of finite difference.
Formulation and Main Results
Based on a probability space (Ω α , P α ), we consider a time-continuous Markov chain {α t } t∈ [0,T] with an infinitesimal generator Q = (q ij ) m×m on the state space M = {1, . . . , m}, m > 1. Constructed with this Markov chain, the process (X t ) t∈R + in form of the following expressions is investigated about its sensitivity with respect to the parameter θ ∈ R.
where F(t, x, θ) on [0, T] × M × R is twice differentiable with respect to x and θ, {x|F x (T, x, θ) = 0} is a countable set, and F θ (T, i, θ) is uniformly bounded for any i ∈ M.
where f (·) is a real function, G(x, θ) on R 2 is twice differentiable with respect to x and θ, {x|G x (x, θ) = 0} is a countable set, and G θ (x, θ) is uniformly bounded for any x ∈ R. Without losing generality, we only consider the case f (i) = f (j) for any different i, j ∈ M, because for the case f (i) = f (j), we can combine i and j as the same state and rectify the infinitesimal generator Q accordingly, resulting in reducing this problem into the case with a new state space and generator matrix accordingly. Given a differentiable function φ with bounded derivative, consider the value function V(α 0 , θ) defined as follows:
where
. Then we compute the sensitivity of V(α 0 , θ) with respect to the change of parameter θ and obtain the following Propositions 1 and 2, providing the unbiased estimators for sensitivities, cf. the proofs in Sections 3.1 and 3.2 respectively. 
and ∂F(t, x, θ)/∂θ respectively, and for any i ∈ M,
C T E D and J i,j (t) := 0 for i = j.
For short, we denote
With the expression Equation (2) of X
, the sensitivity of value function V in Equation (3) to the parameter θ ∈ R is calculated by Proposition 2.
Proposition 2.
For any differentiable function φ(·) with bounded derivative, and (X (θ) t ) t∈[0,T],θ∈R defined in the form of Equation (2), we have
where T i is defined by Equation (5), {J i,j (t)} i,j∈M,t∈ [0,T] are defined by Equations (6) and (7),
By the same approach as in [15] , we extend the results in Propositions 1 and 2 for non-differentiable function φ ∈ Λ(R; R) defined by Equations (10) and (11):
Proof of Propositions 1 and 2
In this section, we process to prove Propositions 1 and 2.
,θ∈R is given in the form of Equation (1), we compute the sensitivity of V(α 0 , θ) with respect to the change of parameter θ by Proposition 1, proved as follows.
Proof. For any differentiable function H : R m(m−1) → R, define the gradient of H with respect to
and for any random variable ν := {ν 1 , ν 2 , . . . , ν m(m−1) } on R m(m−1) , we define
For any random variable β expressed as 
Therefore,
We also have φ(X
and the function φ(F(T, x, θ)) is differentiable with respect to x. Similarly X (θ)
and
Then we have the integration by parts formula of Markov chain with the gradient operator D (·) according to Theorem 1 in [11] that:
and the chain rule for integrable and differentiable function H, K:
Note that φ(X
is integrable, and with the boundedness of
T , the order of taking expectation and taking derivative with respect to θ is changeable. These two facts will be proved in the Appendix below for the extended case that φ ∈ Λ(R; R) ∩ C(R; R), cf. Equations (A7)-(A10). By definition Equations (1) and (3) 
Remark 1.
Beside λ defined by Equation (18), we have other alternatives for ν in the operator D ν , such like the process π defined by
with u i,j (t) = q i,j 1 {α t =i} for any different i, j ∈ {1, 2, . . . , m}, and followed by the another version of integration by parts formula: for any integrable and differentiable function H on R m(m−1) , we have
where N T denotes the jump times of the Markov chain α t over the time period (0, T].
,θ∈R is given in the form of Equation (2), we compute the sensitivity of V(α 0 , θ) with respect to the change of parameter θ by Proposition 2, proved as follows.
Proof. Define
with
where {η i,j (t)} i =j∈M are any L 2 -integrable functions and {J i,j (t)} i =j∈M are defined by Equations (6) and (7). Define a sequence of function ϕ i,j (t) for any i = j ∈ {1, 2, . . . , m}, t ∈ [0, T]:
where for any t ∈ [0, T] we define
C T E D
Thereby we have the gradient D I ϕ for any differentiable function h of I(T) as follows,
According to Lemma 1, for any real function f on M = {1, 2, . . . , m}, and {J i,j (t)} i,j∈M,t∈ [0,T] defined by Equations (6) and (7), we represent
By Equations (26) and (27), we have
For any random variable β expressed as β := h(I 1,2 (T), I 2,1 (T), . . . , I m,m−1 (T)), where {I i,j (t)} i =j∈M are defined by Equation (23). We say β is differentiable by D ϕ when h is differentiable, hence we denote: β ∈ Dom(D I ϕ ). By Theorem 4 in [11] with
, for any integrable and differentiable function U on R m(m−1) , we have
and the chain rule for any integrable and differentiable function U and K on R m(m−1) :
Note that φ(X T ), the order of taking expectation and taking derivative with respect to θ is changeable. By definition Equations (2), (3) and (8), and Formulas (28)-(30), we have The following lemma is applied in the above proof.
Lemma 1.
For any real function f on M = {1, 2, . . . , m}, t ∈ R + , t 0 f (α s )ds can be represented as follows,
where {J i,j (t)} i,j∈M,t∈[0,T] are defined by Equations (6) and (7).
Proof. Consider the embedded chain {η n ; n = 1, 2, . . . } and let N t denote the jump times of the Markov chain α s over the time period (0, t]. Let η 0 = α 0 , t 0 = 0, and define a sequence of stopping time that t n = inf{t > t n−1 |α t = α t− } for n = 1, 2, . . . , then we have
Since for t ∈ [0, T] we have
plugging Equation (34) into Equation (33), we see that
which completes the proof.
Numerical Simulation of Simple Examples with Two-State Markov Chains
In this section, we carry on a numerical simulation to compare the computation by Proposition 2 with that by finite difference. Consider the case Applying Proposition 2, we obtain that
On the other hand, we apply the finite difference method to estimate the sensitivity by the following ratio
where in practice we let ∆ = 0.0001. Illustrated by the following Figure 1 and in accordance with expectations, the value obtained by the approach applying the Proposition 2 and expression Equation (35) converges faster than that by finite difference hence outperforms the latter one. Finite difference method is not a sound choice for sensitivity computation because of the fat variance of the estimator which is also a biased one (the variance is approximately 2Var(φ(X (θ) ))/∆ 2 and this estimator only asymptotically approaches the unbiased one when passing ∆ to 0). However, besides the finite difference method, few existing approaches are general enough to conclude the cases in form of Equations (1) and (2) for the general purpose of sensitivity analysis. 
Computation of Sensitivity
By our method By finite difference 
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C T E D Appendix A. Extension to Non-Differentiable Function φ(·)
We find from the above results in Propositions 1 and 2 that, the final expression of sensitivity can be free of the derivative of function φ(·). So it is possible to loosen the constrains on φ(·), shown by the following Proposition A1. We find from the above results in Propositions 1 and 2 that, the final expression of sensitivity can be free of the derivative of function φ(·). So it is possible to loosen the constrains on φ(·), shown by the following Proposition A1.
Proposition A1. For any function φ ∈ Λ(R; R), and X (θ) T = F(T, α T , θ) defined by Equation (1) that F(t, x, θ) on [0, T] × M × R is twice differentiable with respect to x and θ, {x|F x (T, x, θ) = 0} is a countable set, and F θ (T, i, θ) is uniformly bounded for any i ∈ M, then we have
where {J i,j (t)} i,j∈M,t∈[0,T] are defined by Equations (6) and (7),
Proof. Since φ ∈ Λ(R; R), there exists a n ≥ 1, a sequence {k i ∈ [0, ∞); i = 1, . . . , n} and a list of disjoint sets (A i ) i∈{1,...,n} such that
Denote the boundary points of each (A i ) i∈{1,...,n} as a i and b i and define
By Rademacher's theorem, Lipschitz continuous function is differentiable at almost every point in an open set in R n . In view of (Juha Heinonen, Lectures on Lipschitz Analysis, p. 19), given a Lipschitz continuous function in an open set A, each non-differentiable point admits an open neighborhood inside A and all these neighborhood set are disjoint. Therefore, there are countable non-differentiable points in each set (a i , b i ) for i ∈ {1, . . . , n}, combine all these non-differentiable points and boundary point set S D Equation (A3), it is also a countable set, noted as S C , listed as c 1 , c 2 , . . . . Define two event sets
then the probability measure of set S N is
since the law of F(T, α T , θ)x is absolute continuous.
where E S c N
[·] denotes the expectation taken on the set S c N . Since φ ∈ C(R; R), we let b i = a i+1 for i ∈ {1, . . . , n − 1} and have
Hence we proved that |φ(
Then we show the integrability of ∂φ(F(T, α T , θ))/∂θ by the uniform boundedness of ∂F(T, α T , θ)/∂θ and the following Formula (A9).
where (α T , θ) ∈ S c N . Similarly to Equation (A9), for any ε ∈ R, there exists a
which is uniformly bounded. Therefore, Equation (A7) is proved by Lebesgue's dominated convergence theorem.
(ii) For φ ∈ Λ(R; R) ∩ C(R; R), we prove Equation (A1). Since φ(F(T, α T , θ)) is differentiable with respect to θ when (α T , θ) ∈ S c N , the conclusion in Section 3.1 is valid on the set S c N . By Equations (A6) and (A7) we have
(iii) Finally, we extend from φ ∈ Λ(R; R) ∩ C(R; R) to the class Λ(R; R). Clearly, φ ∈ Λ(R; R) can be a.e. approximated by a sequence (φ n ) n∈N ∈ Λ(R; R) ∩ C(R; R) s.t.
where S D is defined by Equation (A3) and
where c 0 ∈ R + is a constant. Since P(S N ) = 0 for θ ∈ R, we have, for any ε ∈ R 
where by Equation (A13) we note that φ n (F(T, α T , θ + ε)) is bounded by |φ(F(T, α T , θ + ε))| + c 0 which is integrable , hence Lebesgue's dominated convergence theorem is applied in the last line.
Next, we show this convergence in the last line is uniformly independent of ε. Let the function series {K n (x)} n∈N,x∈R defined by
then we have lim n→∞ K n (x) = IE α 0 [φ(F(T, α T , θ + x))] , and K n (x) ≤ K n+1 (x), n ∈ N, x ∈ R.
By Dini's theorem, the convergence is uniform when x ∈ [−1, 1], which guarantees the order exchanging of limits in Equation (A17) below. Therefore, by Equations (A11) and (A14) we have 
