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Heuristic construction of codeword stabilized codes
Alex Rigby,∗ JC Olivier, and Peter Jarvis
College of Sciences and Engineering, University of Tasmania, Hobart, Tasmania 7005, Australia
The family of codeword stabilized codes encompasses the stabilizer (additive) codes as well as
many of the best known nonadditive codes. However, constructing optimal n-qubit codeword sta-
bilizer codes with distance d [that is, ((n,K, d)) codes with maximum K] is made difficult by two
main factors. The first of these is the exponential growth with n of the number of graphs on which
a code can be based. The second is the NP-hardness of the maximum clique search required to
construct a code from a given graph. We address the second of these issues through the use of
a heuristic clique finding algorithm. This approach has allowed us to find ((9, 97 ≤ K ≤ 100, 2))
and ((11, 387 ≤ K ≤ 416, 2)) codes, which are larger than any previously known codes. To address
the exponential growth of the search space, we demonstrate that graphs that give large codes typ-
ically yield clique graphs of high order (that is, clique graphs with a large number of nodes). This
clique graph order can be determined relatively efficiently, and we demonstrate that n-node graphs
yielding large clique graphs can be found using a genetic algorithm. This algorithm uses a novel
spectral bisection based crossover operation that we demonstrate to be superior to more standard
single-point, two-point, and uniform crossover operations. Using this genetic algorithm approach,
we have found ((13, 18, 4)) and ((13, 20, 4)) codes that are larger than any previously known code.
We also consider codes for the amplitude damping channel. We demonstrate that for n ≤ 9, optimal
codeword stabilized codes correcting a single amplitude damping error can be found by considering
only standard form codes that detect a heuristically chosen equivalent error set. By combining
this error set selection with the genetic algorithm approach, we have found ((11, 68)) and ((11, 80))
codes capable of correcting a single amplitude damping error. We have also used this approach to
find ((11, 4)), ((12, 4)), ((13, 8)), and ((14, 16)) stabilizer codes capable of correcting two amplitude
damping errors.
I. INTRODUCTION
Quantum codes can be used to protect quantum infor-
mation against the effects of a noisy channel. An n-qubit
code is a subspace Q ⊆ (C2)⊗n of dimension K. If Q can
detect any arbitrary error on fewer than d qubits, but not
some error on d qubits, then Q is said to have distance
d and is called an ((n,K)) or ((n,K, d)) code. Equiva-
lently, a code has distance d if it can detect the set E of
all Pauli errors of weight less than d but cannot detect
some weight d Pauli error [1]. A well understood fam-
ily of codes is the stabilizer (additive) codes, which are
codes defined using an abelian subgroup of the n-qubit
Pauli group [2]. However, codes outside of the stabilizer
framework, called nonadditive codes, can potentially en-
code a larger subspace while still detecting the same error
set [3–7]. Codeword stabilized (CWS) codes encompass
both the stabilizer codes and many of the best known
nonadditive codes [8, 9]. In general, an ((n,K)) CWS
code is defined using an n-qubit stabilizer state, which
is a stabilizer code of dimension one, and a set of K n-
qubit Pauli operators called word operators [8]. A stan-
dard form CWS code Q is one where the stabilizer state
is defined by a simple undirected n-node graph G (that
is, it is a graph state) and the word operators are defined
by a binary classical code C ⊆ GF(2)n with |C| = K [8].
For Q to detect an error set E , C must detect the clas-
sical error set ClG(E) ⊆ GF(2)n induced by the graph.
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An appropriate classical code of maximum size can be
found by constructing a clique graph and performing a
maximum clique search [9].
The error set that must be detected by an ((n,K, d))
code Q is invariant under any permutation of the Pauli
matrices X , Y , and Z on any subset of qubits. As a
result of this symmetry, we call ((n,K, d)) codes sym-
metric codes. This symmetry also means that if Q′ is
local Clifford (LC) equivalent to Q (that is, if Q′ = UQ
for some LC operator U), then Q′ is also an ((n,K, d))
code. It follows from the LC equivalence of every stabi-
lizer state to a graph state [10–12] that every CWS code is
LC equivalent to one in standard from [8]. It is therefore
sufficient to consider only standard form codes when at-
tempting to construct an optimal ((n,K, d)) CWS code.
In fact, it is sufficient to consider only codes based on
graph states that are not LC equivalent up to a permu-
tation of qubit labels [9]. This corresponds to considering
only graphs that are not isomorphic up to a series of local
complementations [10]. For n ≤ 12, this set of inequiv-
alent graphs, denoted Ln, has been enumerated [13–15]
and in theory can be exhaustively searched to construct
an optimal code. Such a search of L10 has previously
yielded the well known ((10, 24, 3)) code [5]. For distance
two codes, searching Ln quickly becomes prohibitive with
increasing n due to the rapidly growing clique graphs
and the NP-hardness of finding a maximum clique [16].
To address this, we employ the heuristic Phased Local
Search (PLS) clique finding algorithm [17]. Using this
approach, we have found ((9, 97 ≤ K ≤ 100, 2)) and
((11, 387 ≤ K ≤ 416, 2)) codes that are larger than the
best known nonadditive codes presented in Ref. [6] and
2Ref. [7] respectively.
The apparent exponential growth of |Ln| with increas-
ing n means that even if Ln were enumerated for n ≥ 13,
an exhaustive search would be prohibitive. As such, other
search strategies are required for constructing codes. To
aid this search, we demonstrate a relationship between
the code size and the order of the clique graph yielded
by a given graph. In particular, we show that the clique
graph orders exhibit clustering and that the graphs yield-
ing the best codes tend to belong to the highest clique
graph order cluster. This reduces the search to find-
ing graphs that yield large clique graphs, and we show
that such graphs can be generated using a genetic al-
gorithm to search the set of all distinct n-node graphs.
This genetic algorithm uses a novel crossover operation
based on spectral bisection, which we show to be signif-
icantly more effective than standard single-point, two-
point, and uniform crossover operations. Using this ge-
netic algorithm approach, we have found ((13, 18, 4)) and
((13, 20, 4)) codes. These codes are larger than an opti-
mal ((13, 16, 4)) stabilizer code, and to the best of our
knowledge they are the first d ≥ 4 codes to achieve this.
For asymmetric codes, the error set E that they detect
is no longer invariant under Pauli matrix permutation.
This means that if Q detects E , then there is no guaran-
tee that an LC-equivalent code Q′ = UQ also detects E .
However, if Q detects the LC-equivalent error set U †EU ,
then Q′ will detect E . As a result, when attempting to
construct an optimal ((n,K)) code CWS code detecting
E , it is sufficient to consider standard form codes based
on elements Ln that detect one of the up to 6n possible
LC-equivalent error sets [18]. Such an asymmetric error
set arises when constructing codes that correct ampli-
tude damping errors. In this case, a partial symmetry
reduces the number of LC-equivalent error sets to 3n;
however, this is still large enough to make an exhaus-
tive search prohibitive for n ≥ 10. Again, we therefore
require different search strategies for constructing codes.
We demonstrate that LC-equivalent error sets that min-
imize the number of X and Y error components yield
induced classical error sets with a reduced average error
weight. Furthermore, we demonstrate that for n ≤ 9
optimal CWS codes correcting a single amplitude damp-
ing error can be found by considering only codes based
on nonisomorphic graphs that detect one of these LC-
equivalent error sets. By combining this error set selec-
tion with the genetic algorithm approach, we have found
((11, 68)) and ((11, 80)) codes capable of correcting a sin-
gle amplitude damping error. These are larger than the
best known stabilizer codes detecting the same error set
[2]. We have also found ((11, 4)), ((12, 4)), ((13, 8)), and
((14, 16)) stabilizer codes capable of correcting two am-
plitude damping errors.
The paper is organized as follows. Section II gives
an introduction to undirected graphs, genetic algorithms,
classical codes, and quantum codes. Section III details
our search strategies for symmetric codes and presents
the new codes we have found. This is then extended to
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FIG. 1. A drawing of a cycle graph where the circles corre-
spond to nodes and the lines to edges.
asymmetric codes for the amplitude damping channel in
Sec. IV. The paper is concluded in Sec. V.
II. BACKGROUND
A. Undirected graphs
A simple undirected graph G = (N,E) of order n con-
sists of a set of nodes N = {v1, v2, . . . , vn} and a set
of edges E ⊆ {{vi, vj} : vi, vj ∈ N, vi 6= vj}. An edge
e = {vi, vj} ∈ E is an unordered pair that connects the
nodes vi, vj ∈ N , which are called the endpoints of e. A
graph is typically drawn with the nodes depicted as cir-
cles that are joined by lines representing the edges. An
example of such a drawing is given in Fig. 1. G can be
represented by the symmetric n× n adjacency matrix Γ
where
Γij =
{
1 if {vi, vj} ∈ E,
0 otherwise.
(1)
The neighborhood N (vi) = {vj : {vi, vj} ∈ E} of some
node vi ∈ N is the set of nodes to which it is connected.
The degree deg(vi) = |N (vi)| of vi is the number of nodes
to which it is connected. The n×n degree matrix D has
elements
Dij =
{
deg(vi) if i = j,
0 otherwise.
(2)
A subgraph GS(NS , ES) of G = (N,E) is a graph with
nodes NS ⊆ N and edges ES ⊆ E. The subgraph in-
duced by a subset of nodes NI ⊆ N is the graph GI =
G[NI ] = (NI , EI) where EI = {{vi, vj} ∈ E : vi, vj ∈
NI} contains all the edges in E that have both endpoints
in NI . A walk is a sequence whose elements alternate
between connected nodes and the edges that connect
them. For example, 1, {1, 2}, 2, {2, 3}, 3, {3, 4}, 4, {3, 4}, 3
is a walk in the graph shown in Fig. 1. The length of
a walk is the number of edges it contains. A path is a
walk containing no repeated nodes or edges with the ex-
ception that the first and last node can be the same, in
which case the path is called a cycle. A graph such as
the one shown in Fig. 1 where all nodes belongs to a
3TABLE I. The number of distinct, nonisomorphic, and non-
LC-isomorphic graphs with n ≤ 12 nodes.
n |Dn| |Gn| |Ln|
1 20 1 1
2 21 2 2
3 23 4 3
4 26 11 6
5 210 34 11
6 215 156 26
7 221 1, 044 59
8 228 12, 346 182
9 236 274, 668 675
10 245 12, 005, 168 3, 990
11 255 1, 018, 997, 864 45, 144
12 266 165, 091, 172, 592 1, 323, 363
single cycle is called a cycle graph. A graph is connected
if there is a path between any two of its nodes. A con-
nected component of G is a maximal connected subgraph
GS(NS , ES) (maximal in that there is no other connected
subgraph GT (NT , ET ) where NS ⊂ NT ).
Two graphs G1 = (N1, E1) and G2 = (N2, E2) are iso-
morphic if they differ only up to a relabeling of nodes.
Formally, they are isomorphic if there exists an isomor-
phism from G1 to G2, which is a bijection f : N1 → N2
such that {vi, vj} ∈ E1 if and only if {f(vi), f(vj)} ∈ E2.
An isomorphism f : N → N from a graph G = (N,E)
to itself is called an automorphism. The set of all all au-
tomorphisms of G forms a group Aut(G) under compo-
sition. There are a number of packages, such as NAUTY
[19, 20], available for determining the automorphism
group of a given graph. We denote the set of all dis-
tinct n-node graphs with nodes N = {1, 2, . . . , n} as Dn,
the size of which grows exponentially with |Dn| = 2(
n
2
).
Dn can be partitioned up to isomorphism to give the set
Gn; |Gn| also grows exponentially with n [21], as shown
in Table I for n ≤ 12. The size of some g ∈ Gn with
representative G ∈ Dn is n!/|Aut(G)| [21].
The complement G¯ = (N, E¯) of a graph G = (N,E)
has an edge {vi, vj} ∈ E¯ if and only if {vi, vj} /∈ E.
A local complementation (LC) at node vi replaces the
induced subgraph G[N (vi)] with its complement. If two
graphs G1, G2 ∈ Dn differ by a series of local complemen-
tations, then we say they are LC equivalent. If a series of
local complementations applied to G1 yields a graph G
′
2
that is isomorphic to G2, then we say that G1 and G2 are
LC-isomorphic. Partitioning Dn up to LC-isomorphism
gives the set Ln, which has been enumerated for n ≤ 12
[13–15] and also seems to grow exponentially with n as
shown in Table I. Any two graphs that are isomorphic
are necessarily LC-isomorphic, and therefore any element
l ∈ Ln is the union l = ∪igi of elements gi ∈ Gn. These
gi can be determined from any representative of l using
Algorithm 5.1 of Ref. [13]. If a subset A ⊆ Dn contains
graphs that are representatives of m different elements of
Gn (Ln), then we say m of the graphs in A are noniso-
morphic (non-LC-isomorphic).
A graph G = (N,E) is complete if every node is con-
nected to every other node; that is, if E = {{vi, vj} :
vi, vj ∈ N, vi 6= vj}. If an induced subgraph G[N˜ ] for
some N˜ ⊆ N is complete, then N˜ is called a clique. A
clique of maximum size in G is called a maximum clique.
Finding a maximum clique in a graph is is NP-hard [16];
however, there are a number of heuristic algorithms that
can find large, if not maximum, cliques. One such al-
gorithm is the Phased Local Search (PLS) [17], which
performs well compared to other heuristic algorithms in
terms of both speed and clique finding ability [22]. The
PLS algorithm constructs a clique by initially selecting a
node at random. It then iteratively selects nodes to add
to the current clique (potentially replacing an existing
node in the clique) until a maximum number of selec-
tions is reached. To ensure good performance on graphs
with varying structures, PLS cycles through multiple dif-
ferent selection methods. The search is repeated for a
prescribed number of attempts, after which the largest
clique found is returned.
A partition of G = (N,E) divides the nodes into two
disjoint subsets N1 and N2. A partition is called a bi-
section if |N1| = |N2| for even |N | or if ||N1| − |N2|| = 1
for odd |N |. An optimal bisection is one that minimizes
the number of edges connecting nodes in N1 to those in
N2. Finding such an optimal bisection is NP-hard [23];
however, approximate heuristic approaches are available.
One such approach is spectral bisection [24–27], which is
based on the graph’s Laplacian matrix L = D − Γ. L
is positive semidefinite and as such has real, nonnega-
tive eigenvalues. The eigenvector u = (u1, . . . , un) corre-
sponding to the second smallest eigenvalue is called the
Fiedler vector [28]. The Fiedler vector can be used to
bisect N , with the indices of the ⌊n/2⌋ smallest compo-
nents of u dictating the nodes in N1 and N2 simply being
N2 = N\N1.
B. Genetic algorithms
Suppose we wish to determine which element in a set A
is optimal in some sense. This can be expressed as finding
the a ∈ A that maximizes a fitness function f : A → R.
The brute force approach to this problem is to deter-
mine the fitness of every element a ∈ A. This is called
an exhaustive search and quickly becomes impractical if
the search space A is large and/or evaluating the fit-
ness of elements is computationally intensive. In such
cases, heuristic search algorithms can be used to find
good, but potentially not optimal, elements of A. The
simplest such approach is a random search, where fitness
is calculated only for the elements in a randomly selected
subset B ⊂ A. Another heuristic search strategy is the
genetic algorithm, which is inspired by natural evolution
[29, 30]. There are many genetic algorithm variants; a
simple implementation is as follows. Initially, the child
4population, which is an N element subset of A, is ran-
domly generated. This is followed by a calculation of each
child’s fitness (a child being an element of the child pop-
ulation). The genetic algorithm then iterates for some
predetermined number of maximum generations. In each
generation the previous generation’s child population be-
comes the current generation’s parent population (whose
elements are called parents). A new child population is
then formed by selecting two parents at a time and pro-
ducing two children from them. The parents are selected
according to their fitness, with high fitness parents hav-
ing a higher chance of selection. With probability pc, the
two children will be produced via crossover, which com-
bines attributes of the two parents; otherwise, they will
duplicates of their parents. Each child is then subjected
to mutation (random alteration) with probability pm be-
fore being added to the child population. Once the child
population again contains N children, their fitnesses are
calculated and a new generation begins.
Tournament selection is a simple and commonly used
method of selecting parents based on their fitness. First,
a subset of the parent population is chosen at random,
then the fittest parent within this subset is selected.
The size of the subset chosen is called the tournament
size; it controls the selection pressure of the genetic al-
gorithm, which is a measure of how dependent selec-
tion is on having high fitness. If the tournament size
is large, then there is high selection pressure, meaning
that the highest fitness parents tend to be selected. This
greedy/exploitative approach gives faster convergence;
however, the search is more likely to become stuck at
a suboptimal local maximum [31]. Conversely, a small
tournament size will lead to greater exploration of the
search space at the cost of potentially slow convergence.
A common modification to the genetic algorithm is the
inclusion of elitist selection, which involves adding some
number of the fittest parents to the child population at
the start of each generation. This preserves the best
elements; however, the increased selection pressure can
again increase the probability of convergence to a subop-
timal local maximum.
The crossover and mutation operations used depend
on how elements of A are represented. A standard rep-
resentation involves encoding elements as bit strings of
fixed length b. A common and simple mutation opera-
tion in this case involves flipping any given bit in a child
bit string with some probability (this probability is of-
ten taken to be 1/b [30]). Standard crossover methods
include single-point, two-point, and uniform crossover.
In single-point crossover, an index 1 ≤ i ≤ b is cho-
sen, and the values beyond this point are exchanged be-
tween the two parent bit strings to form two child bit
strings. In two-point crossover, two such indices are se-
lected and all values between them are exchanged. In
uniform crossover, each individual bit is exchanged be-
tween the two parents with some probability pe.
In some cases, representations other than bit strings
are more natural. For example, it may be possible repre-
sent elements as graphs. Crossover becomes more com-
plicated with such a representation. A potential method
is presented in Ref. [32] and is as follows. First, each of
the parent graphs P1 and P2 are each split into two sub-
graphs, called fragments, to produce disconnected par-
ents P1D and P2D. To split a parent graph, first an
edge {vi, vj} is chosen at random. The shortest path
between vi and vj is then determined, and a randomly
selected edge in this path is removed. This process is
repeated until no path exists between vi and vj . The
connected component containing vi is the fragment F1,
and the subgraph induced by the remaining nodes is the
fragment F2. In the next step, disconnected children C1D
and C2D are formed by exchanging a fragment, say F1,
between of each of the parent graphs. The two fragments
in each disconnected child are then combined to produce
children C1 and C2. This combination process involves
iteratively selecting a node from each fragment and join-
ing them with an edge. The probability of a node being
selected is proportional to the difference in its current de-
gree to its degree in its initial parent graph. This process
of adding edges is repeated until all of the nodes in one
of the fragments, say F1, have the same degree as they
did in their initial parent graph. If a node vl in F2 has
degree lower than its initial degree by some amount δl,
then in a process repeated δl times, it will be connected
to a randomly selected node in F1 with 50% probability.
As outlined in Ref. [33], the splitting process presented
here has some undesirable attributes. Firstly, it tends to
produce two fragments with a vastly different number of
nodes. Secondly, it often removes a large number of edges
from within the larger fragment; these are edges that did
not have to be removed to split the parent graph.
C. Classical codes
A classical channel is the map Φ : Ax → Ay, where Ax
is the set of possible inputs and Ay is the set of possible
outputs. We are concerned with channels where the input
and outputs are binary; that is, Ax = Ay = GF(2). In
this case, the action of the channel can be expressed as
Φ(x) = x+ e = y, (3)
where x ∈ GF(2) is the channel input, y ∈ GF(2) is the
channel output, and e ∈ GF(2) is an error (or noise)
symbol. A code can be used to protect against the noise
introduced by the channel. A length n binary code is a
subset C ⊆ GF(2)n whose elements are called codewords.
Codewords are transmitted as n sequential uses of Φ or,
equivalently, as a single use of the combined channel Φn,
which is comprised of n copies of Φ. The action of Φn on
some input x ∈ C is
Φn(x) = x+ e = y, (4)
where y ∈ GF(2)n is the channel output and e ∈ GF(2)n
is an error “vector”. The weight of an error is the number
of nonzero components from which it comprised.
5There is a procedure to detect some set of errors E
acting on a code C if
xi + e 6= xj (5)
for all e ∈ E and xi,xj ∈ C, where xi 6= xj . That is,
the errors in E can be detected if they do not map one
codeword to another. There is a recovery procedure to
correct E if
xi + ek 6= xj + el (6)
for all ek, el ∈ E and xi,xj ∈ C, where xi 6= xj . This
condition simply ensures that two codewords cannot be
mapped to the same y ∈ GF(2)n, in which case the trans-
mitted codeword could not be inferred with certainty. For
simplicity, we say that C can detect and/or correct some
error set E if it satisfies Eq. (5) and/or Eq. (6) respec-
tively. C is said to have distance d if it can detect any
error of weight less than d but is unable to detect some
weight d error. Note that C can correct E if and only if
it can detect E + E = {ek + el : ek, el ∈ E}, meaning
that a distance d code can correct any error of weight
t = ⌊(d− 1)/2⌋ or less. A length n code C of size |C| = K
and distance d is called an (n,K) or (n,K, d) code. If
C forms a vector space, then it is called linear and has
K = 2k. A linear code encodes the state of k bits and is
called an [n, k] or [n, k, d] code.
Finding a code C of maximum size that detects an
error set E can be expressed as a clique finding prob-
lem. This is achieved by constructing a graph GC =
(NC , EC) whose nodes are potential codewords; that is,
NC = GF(2)
n. Two nodes xi,xj ∈ NC are connected by
an edge {xi,xj} ∈ EC if xi + xj /∈ E (that is, if there is
not an error mapping one to the other). Any clique C in
GC is a code detecting E , and a code of maximum possi-
ble size is a maximum clique in GC . Note that if a code
C detects E , then so does C′ = x + C for any x ∈ C. As
0 ∈ C′ and |C| = |C′|, this means there is always an opti-
mal code (that is, a maximum size code detecting E) that
contains the all zero codeword. The clique search can be
restricted to such codes by taking NC = GF(2)
n\E .
D. Quantum codes
The action of a quantum channel Φ on a quantum state
described by the density operator ρ is
Φ(ρ) =
∑
k
AkρA
†
k, (7)
where the Ak, called Kraus operators, satisfy
∑
k A
†
kAk =
I (the identity operator) [34]. The channel can be in-
terpreted as mapping ρ 7→ AkρA†k (up to normaliza-
tion) with probability tr(AkρA
†
k) [35]. If ρ = |φ〉〈φ| is a
pure state, then this becomes the mapping |φ〉 7→ Ak|φ〉
(up to normalization) with corresponding probability
〈φ|A†kAk|φ〉. In this paper we are interested in qubit
systems; that is, systems where states |φ〉 belong to a
two dimensional Hilbert space H ∼= C2. Similar to the
classical case, the noise introduced by a quantum channel
can be protected against by employing a code. A quan-
tum (qubit) code of length n is a subspace Q ⊆ (C2)⊗n.
Codewords |φ〉 ∈ Q are transmitted across the combined
n-qubit channel Φ⊗n.
Suppose a code Q has an orthonormal basis B =
{|φ1〉, . . . , |φK〉}, and take E = {E1, . . . , Er} to be the
basis for some complex vector space of linear n-qubit op-
erators (called error operators). There is a procedure to
detect any error in the span of E if
〈φi|E|φj〉 = CEδij (8)
for all E ∈ E and |φi〉, |φj〉 ∈ B, where CE is a scalar that
depends only on E [2]. This criterion can be split into two
cases. For i 6= j, Eq. (8) becomes 〈φi|E|φj〉 = 0, which
ensures that |φi〉 can be distinguished from E|φj〉 with
certainty. For i = j, Eq. (8) becomes 〈φi|E|φi〉 = CE .
As CE does not depend on |φi〉, this ensures that deter-
mining the space EQ to which the code has been mapped
reveals no information about the codeword (as this would
irreversibly alter it). There is a recovery procedure to
correct any error in the span of E if
〈φi|E†kEl|φj〉 = Cklδij (9)
for all Ek, El ∈ E and |φi〉, |φj〉 ∈ B, where C is an r × r
Hermitian matrix [1]. As in the classical case, we say
that Q can detect and/or correct E if it satisfies Eq. (8)
and/or Eq. (9) respectively. The weight of an error E is
the number of qubits on which it acts. Q has distance
d if it can detect any error of weight less than d but not
some weight d error. Similar to the classical case, a code
can correct E if and only if it can detect E†E = {E†kEl :
Ek, El ∈ E}, meaning that a distance d quantum code
can also correct any error of weight t = ⌊(d − 1)/2⌋ or
less. A length n code of dimension K and distance d is
called an ((n,K)) or ((n,K, d)) code (the double brackets
differentiate from the classical case). A codeQ correcting
E is called nondegenerate if the spaces EkQ and ElQ are
linearly independent (that is, their intersection is trivial)
for any Ek, El ∈ E , where Ek 6= El. If all such spaces are
orthogonal, then Q is called pure.
The Pauli matrices in the computational {|0〉, |1〉} ba-
sis are
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
. (10)
X can be viewed as a bit flip operator as X |0〉 = |1〉
and X |1〉 = |0〉. Z can be viewed as a phase flip as
Z|0〉 = |0〉 and Z|1〉 = −|1〉 . Y = iXZ can be viewed
as a combined bit and phase flip. The Pauli matrices are
Hermitian, unitary, and anticommute with each other.
Furthermore, they form a group called the Pauli group
P1 = {±I,±iI,±X,±iX,±Y,±iY,±Z,±iZ}=〈X,Y, Z〉.
(11)
6The n-qubit Pauli group Pn is defined as all n-fold ten-
sor product combinations of elements of P1. For example,
P8 contains the element I ⊗ I ⊗X ⊗ I ⊗ Y ⊗ Z ⊗ I ⊗ I,
which is often written more compactly as IIXIY ZII or
X3Y5Z6. The weight w(g) of some g ∈ Pn is the number
of elements in the tensor product that are not equal to
the identity up to phase. The commutation relations of
the Pauli matrices mean that elements of Pn must either
commute or anticommute, with two elements anticom-
muting if their nonidentity components differ in an odd
number of places. The Pauli matrices along with the
identity form a basis for the complex vector space of all
2× 2 matrices. It therefore follows that
Er = {E = σ1⊗· · ·⊗σn : σi ∈ {I,X, Y, Z} andw(E) ≤ r},
(12)
is a basis for all n-qubit errors of weight less than or equal
to r. An equivalent definition is Er = {E1 . . . Er : Ei ∈
E1}; that is, Er is the set of all r-fold products of ele-
ments of E1, which can be written as E1 = {I,Xi, Yi, Zi}
where 1 ≤ i ≤ n. It is sometimes convenient to ex-
press some E ∈ Pn up to phase as E ∝ Xu1Zv1 ⊗
· · · ⊗ XunZvn = XuZv where u = (u1, . . . , un),v =
(v1, . . . , vn) ∈ GF(2)n.
Two n-qubit codes Q and Q′ are local unitary (LU)
equivalent ifQ′ = UQ for some U ∈ U(2)⊗n. These codes
will have the same dimension as if B = {|φ1〉, . . . , |φK〉}
is an orthonormal basis for Q, then B′ = UB =
{U |φ1〉, . . . , U |φK〉} is an orthonormal basis for Q′. It
follows from Eq. (8) that Q′ detects the error set E if and
only if Q detects the LU-equivalent error set E ′ = U †EU .
Furthermore, E is a basis for all errors of weight less than
d if and only if E ′ is also such a basis. Therefore,Q andQ′
have the same distance; that is, they are both ((n,K, d))
codes. If two codes differ by a LU operator and/or per-
mutation of qubit labels, which also has no effect on the
size or distance of the code, then they are called equiv-
alent codes. The normalizer of P1 in U(2) is the single-
qubit Clifford group C1 = {U ∈ U(2) : U †P1U = P1}.
The n-qubit local Clifford group Cn1 is comprised of all
possible n-fold tensor products of elements from C1. Two
codes are local Clifford (LC) equivalent if they are LU
equivalent for some U ∈ Cn1 ⊂ U(2)⊗n.
Stabilizer codes (also called additive codes) are defined
by an abelian subgroup S < Pn, called the stabilizer, that
does not contain −I [2]. The code Q is the space of states
that are fixed by every element si ∈ S; that is,
Q = {|φ〉 ∈ (C2)⊗n : si|φ〉 = |φ〉 ∀ si ∈ S}. (13)
The requirement that −I /∈ S both means that no s ∈ S
can have a phase factor of ±i, and that if s ∈ S, then
−s /∈ S. If S is generated by M = {M1, . . . ,Mm} ⊂
Pn, then it is sufficient (and obviously necessary) for Q
to be stabilized by every Mi. Assuming that the set of
generators is minimal, it can be shown that dim(Q) =
2n−m = 2k [35]; that is, Q encodes the state of a k-
qubit system. An n-qubit stabilizer code with dimension
K = 2k and distance d is called an [[n, k]] or [[n, k, d]]
code.
An n-qubit stabilizer state |S〉 is an [[n, 0, d]] code de-
fined by a stabilizer S with n generators. The distance
of a stabilizer state is defined to be equal to the weight
of the lowest weight element in S. A graph state |G〉 is
a stabilizer state defined by a graph G ∈ Dn. Each node
i corresponds to a qubit and is also associated with a
stabilizer generator
Mi = XiZN (i) = Xi
∏
j∈N (i)
Zj . (14)
Each graph state |G〉 defines a basis B = {Zw|G〉 : w ∈
GF(2)n} for (C2)⊗n [36]. An error E = Xi maps the
graph state |G〉 to
Xi|G〉 = Xi(XiZN (i))|G〉 = ZN (i)|G〉. (15)
That is, an X error applied at node i is equivalent to Z
errors being applied at its neighbors; this is called theX−
Z rule [37]. It can be shown that every stabilizer state is
LC equivalent to a graph state [10–12]. Two graph states
|G1〉 and |G2〉 are the same up to a relabeling of qubits
if their corresponding graphs G1 and G2 are isomorphic.
Furthermore, |G1〉 and |G2〉 are LC equivalent if and only
ifG1 andG2 LC equivalent [10]. Therefore, |G1〉 and |G2〉
are equivalent (as quantum codes) if and only if G1 and
G2 are LC-isomorphic.
E. CWS codes
The family of codeword stabilized (CWS) codes con-
tains all stabilizer codes as well as many of the best
known nonadditive codes [8, 9]. An ((n,K)) CWS codeQ
is defined using an n-qubit stabilizer state |S〉 and a set of
K word operators W = {W1, . . . ,WK} ⊂ Pn. In partic-
ular, Q is the span of the basis codewords |Wi〉 =Wi|S〉.
Note that for the |Wi〉 to actually form a basis, no two
word operators differ only by a stabilizer element; that
is, it cannot be the case that WiWj ∝ s for some s ∈ S.
For a CWS code, the criterion for detecting an error set
E becomes
〈Wi|E|Wj〉 = 〈S|W †i EWj |S〉 = CEδij (16)
for all E ∈ E and Wi,Wj ∈ W . If E contains only Pauli
errors E ∈ Pn, then
〈S|W †i EWj |S〉 =
{
0 ifW †i EWj /∈ S¯,
α ifW †i EWj ∈ αS,
(17)
where α ∈ {±1,±i} and S¯ = ∪ααS. Therefore, the i 6= j
case of Eq. (16) holds for some E ∈ E if and only if
W †i EWj /∈ S¯ (18)
for all Wi,Wj ∈ W , where Wi 6= Wj . Furthermore, the
i = j case holds if and only if either
W †i EWi /∈ S¯ (19)
7or
W †i EWi ∈ αS (20)
for all Wi ∈ W and some particular α ∈ {±1,±i}.
It follows from the LC equivalence of every stabilizer
to a graph state that every CWS code is LC equivalent
to one based on a graph state |G〉 with word operators
of the form Wi = Z
xi [8]. Such a code is called a stan-
dard form CWS code, and its basis codewords are sim-
ply elements of the graph basis defined by G. The set
{x1, . . . ,xK} ⊆ GF(2)n forms a classical binary code C,
and without loss of generality we can take x1 = 0 [8]. It
can be shown that if C is linear, then the CWS code is
additive [8]; whereas if C is not linear, then the code may
be additive or nonadditive [9] (although if K 6= 2k, then
C must obviously be nonadditive). The effect of an error
E ∝ XuZv on one of the basis codewords |Wi〉 = Zxi |G〉
follows from the X − Z rule with
E|Wi〉 ∝ XuZvZxi |G〉
∝ ZvZxiXu|G〉
= ZvZxi

 n∏
j=1
(ZN (j))
uj

 |G〉
= Zv

 n∏
j=1
Zujrj

Zxi |G〉
= ZClG(E)|Wi〉, (21)
where rj is the jth row of the adjacency matrix Γ of G
and
ClG(E ∝ XuZv) = v +
∑
j
ujrj . (22)
Therefore, the effect of E ∝ XuZv is equivalent to that
of E′ = ZClG(E), where ClG(E) ∈ GF(2)n is a classical
error induced by the graph. It follows from this equiva-
lence that 〈Wi|E|Wj〉 ∝ 〈Wi|ZClG(E)|Wj〉, which means
that Eq. (18) is satisfied when
ZxiZClG(E)Zxj /∈ S¯. (23)
For a graph state, the only stabilizer element with no
X component is the identity I = Z0. Equation (23)
therefore reduces to xi + ClG(E) 6= xj , which is simply
the classical error detection criterion of Eq. (5). This
means that an error E can be detected only if C detects
the classical error ClG(E). Following the same reasoning,
Eq. (19) becomes xi + ClG(E) 6= xi, which reduces to
ClG(E) 6= 0. Equation (20) becomes
ZxiEZxi ∈ αS, (24)
which for x1 = 0 reduces to E ∈ αS. If there is some
Wi = Z
xi that anticommutes with E, then Eq. (24)
becomes E ∈ −αS. This would mean that both α−1E ∈
S and −α−1E ∈ S, from which it follows that −I ∈ S.
This cannot be the case as S is a stabilizer. Therefore, to
satisfy Eq. (20) it must be the case that [Zxi , E] = 0 for
all xi ∈ C. For E ∝ XuZv, this condition is equivalent
to requiring xi ·u = 0 for all xi ∈ C, were a · b =
∑
i aibi
is the standard Euclidean inner product. In summary, a
standard form code detects E ∝ XuZv ∈ E if
xi + ClG(E) 6= xj (25)
for all xi,xj ∈ C, where xi 6= xj , and either
ClG(E) 6= 0 (26)
or
xi · u = 0 (27)
for all xi ∈ C.
Designing a CWS code Q for a given graph G and error
set E consists of finding a classical code C that satisfies
Eqs. (25) to (27) for every E ∈ E . It is convenient to
express this as a clique finding problem as outlined in
Ref. [9]. First, the classical set
ClG(E) = {ClG(E) : E ∈ E} (28)
induced by the graph is determined. Also required is the
set
DG(E) = {x ∈ GF(2)n : ClG(E) = 0 and
x · u 6= 0 for someE ∝ XuZv ∈ E}. (29)
These are elements of GF(2)n that cannot be included in
the code as they violate Eqs. (26) and (27). An algorithm
for efficiently determining ClG(E) and DG(E) is given in
Ref. [9]. A classical code C satisfying Eqs. (25) to (27)
is a clique in the graph GC = (NC , EC) with
NC = GF(2)
n\(ClG(E) ∪DG(E)) (30)
and EC defined by the classical error set ClG(E) as out-
lined in Sec. II C. That is, two nodes xi,xj ∈ NC are
connected by an edge {xi,xj} ∈ EC if xi+xj /∈ ClG(E).
If DG(E) = ∅, then for all E 6∝ I ∈ E it must be the case
that ClG(E) 6= 0, and hence CE = 0 in Eq. (16). There-
fore, for E = E†kEl ∈ E where EkEl ∈ Pn and Ek 6∝ El,
it follows that 〈Wi|E†kEl|Wj〉 = 0. That is, Q is pure if
DG(E) = ∅ [9, 38].
F. Code bounds
A simple, but relatively loose, upper bound on the di-
mension K of an n-qubit code of distance d is given by
the quantum singleton bound [1]
K ≤ 2n−2(d−1). (31)
A tighter limit on code size is given by the linear program-
ming bound [39]. If an ((n,K, d)) code Q exists, then
8there are homogeneous polynomials A(x, y), B(x, y), and
S(x, y) such that
A(1, 0) = 1, (32)
B(x, y) = KA(
x+ 3y
2
,
x− y
2
), (33)
S(x, y) = KA(
x+ 3y
2
,
y − x
2
), (34)
B(1, y)−A(1, y) = O(yd), (35)
A(x, y) ≥ 0, (36)
B(x, y)−A(x, y) ≥ 0, (37)
S(x, y) ≥ 0. (38)
Here C(x, y) ≥ 0 means that the coefficients of the poly-
nomial C are nonnegative, and O(yd) is a polynomial in
y with no terms of degree less than d. If a pure ((n,K, d))
code exists, then Eqs. (32) to (38) must be satisfied along
with
A(1, y) = 1 +O(yd). (39)
The linear programming bound is monotonic [40], mean-
ing that if the constraints can be satisfied for some K,
then they can be satisfied for all lower code dimensions
too. This monotonicity holds even if K is allowed to
be a real number (rather than just an integer). Follow-
ing Ref. [41], we define the real number K(n, d) as the
largest K > 1 for which Eqs. (32) to (38) can be satis-
fied. The purity conjecture of Ref. [39] states that if the
linear programming constraints hold for K = K(n, d),
then A(1, y) = 1+O(yd). The content of this conjecture
is simply that the linear programming bound for pure
codes is the same as for potentially impure codes. This
conjecture has been verified to hold for n ≤ 100 [41].
For stabilizer codes, bounds on maximum k are given
in Table II for 1 ≤ n ≤ 15 and 2 ≤ d ≤ 5. All lower
bounds are given by the best known stabilizer codes
(these codes can be found at Ref. [42]). The unmarked
upper bounds are given by the linear programming bound
forK = 2k (determined using YALMIP [43]). If the lower
and upper bounds coincide, then a single value is given;
otherwise, they are separated by a dash. In the cases
marked “A”, the [[7, 0, 4]], [[15, 7, 4]], and [[15, 4, 5]] codes
that do not violate the linear programming bound are ex-
cluded by arguments given in Sec. 7 of Ref. [39]. In the
case marked “B”, the [[13, 5, 4]] code that does not violate
the linear programming bound is excluded by the argu-
ment of Ref. [44]. The entries marked “C” indicate cases
where a code meeting the bound must be impure (also
outlined in Sec. 7 of Ref. [39]). An extended version of
Table II for n ≤ 256 can be found at Ref. [42].
Table III gives the bounds on maximum K for a po-
tentially nonadditive ((n,K, d)) code where 1 ≤ n ≤ 15
and 2 ≤ d ≤ 5. All upper bounds are from the linear
programming bound. The lower bounds marked “A” are
from the family of nonadditive ((2α + 1, 3 × 22α−3, 2))
codes of Ref. [6]. Those marked “B” are from the fam-
ily of ((4α + 2β + 3,Mαβ, 2)) codes of Ref. [7] where
TABLE II. Bounds on the maximum k of an [[n, k, d]] stabi-
lizer code for 1 ≤ n ≤ 15 and 2 ≤ d ≤ 5.
n\d 2 3 4 5
1 − − − −
2 0 − − −
3 0 − − −
4 2 − − −
5 2 1 − −
6 4 1C 0 −
7 4 1 −A −
8 6 3 0 −
9 6 3 0 −
10 8 4 2 −
11 8 5 2 1
12 10 6 4 1C
13 10 7 4B 1
14 12 8 6 2− 3
15 12 9 6A 3A
TABLE III. Bounds on the maximum size K of an ((n,K, d))
code for 1 ≤ n ≤ 15 and 2 ≤ d ≤ 5.
n\d 2 3 4 5
1 − − − −
2 1 − − −
3 1 − − −
4 4 − − −
5 A6 2 − −
6 16 2 1 −
7 A24− 26 2 0− 1 −
8 64 8− 9 1 −
9 A96− 112 C12− 13 1 −
10 256 D24 4− 5 −
11 B386− 460 32− 53 4− 7 2
12 1, 024 64− 89 16− 20 2
13 B1, 586− 1, 877 128− 204 16− 40 2
14 4, 096 256− 324 64− 102 4− 10
15 B6, 476− 7, 606 512− 580 64− 150 8− 18
β ∈ {0, 1} and
Mαβ =
α∑
i=0
(
4α+ 2β + 3
2i+ β
)
. (40)
The lower bounds marked “C” and “D” correspond to the
((9, 12, 3)) and ((10, 24, 3)) codes of Ref. [4] and Ref. [45]
respectively. All other lower bounds are given by the best
known stabilizer codes.
III. SYMMETRIC CODES
An ((n,K, d)) code must detect the set Ed−1 as de-
fined in Eq. (12). Note that E1, and hence Ed−1 more
9generally, is invariant under any permutation of the Pauli
matrices X , Y , and Z on any subset of qubits. As a re-
sult of this symmetry, we call ((n,K, d)) codes symmetric
codes. Furthermore, as outlined in Sec. IID, this sym-
metry means that if some code Q detects Ed−1, then so
does any equivalent code Q′. It is therefore sufficient
to consider only standard form codes when attempting
to construct an optimal symmetric CWS code. Further-
more, we need only consider standard form codes based
on representatives from different elements of Ln. How-
ever, as outlined in Sec. II A the size of Ln appears to
grow exponentially, and it has only been enumerated for
n ≤ 12. Furthermore, constructing an optimal classical
code for a given graph by finding a maximum clique is
NP-hard as mentioned in Sec. II A. In this section we
explore methods of code construction that address these
two obstacles.
A. Distance two codes
First we consider distance two codes of even length. As
outlined in Tables II and III, there are even length sta-
bilizer codes with k = n − 2 that saturate the singleton
bound for n ≤ 14. In fact, there are stabilizer codes with
that saturate the bound for all even n [6]. Despite this,
there is still some insight to be gained from construct-
ing CWS codes with these parameters. For n ≤ 10, it is
feasible to exhaustively search Ln (that is, to construct
a code based on a representative of each element of Ln).
Using the code size distribution over Ln, it is possible to
determine the distributions over Gn and Dn by counting
the number of nonisomorphic and distinct graphs respec-
tively in each element of Ln (see Sec. II A). As an ex-
ample, the code size distributions for n = 6 are shown
in Fig. 2. It can be seen that over 50%, 75%, and 80%
of elements of L6, G6, and D6 respectively yield optimal
K = 16 codes. The fraction of elements of Ln, Gn, and
Dn that yield optimal codes for even 2 ≤ n ≤ 10 is shown
in Table IV. For 2 ≤ n ≤ 6, the clique graphs generated
are small enough for maximum cliques to be found using
the exact algorithm of Ref. [46]. For n ≥ 8, we have
resorted to using the approximate PLS algorithm due to
the larger clique graphs. We have allowed the PLS algo-
rithm 100 attempts, each of which used a maximum of
1, 000 selections (these are the default PLS parameters
that we have employed). As a result of having used an
approximate clique finding algorithm, the values given
in the n = 8 and n = 10 rows of Table IV are a lower
bounds. It can be seen that in each case, the fraction of
elements in Dn yielding an optimal code is greater than
that of Gn, which in turn is greater than that of Ln. Fur-
thermore, increasing n increases the fraction of optimal
codes in all cases. In particular, by n = 10 over 98% of
distinct graphs yield a code with an optimal K = 256.
This trend suggests that for larger n, we are highly likely
to find an optimal code even if we use a randomly selected
graph. This goes some way to explaining the results of
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FIG. 2. Code size distributions for non-LC-isomorphic, noni-
somorphic, and distinct graphs in the case of n = 6 and d = 2.
TABLE IV. The fraction of elements of Ln, Gn, and Dn that
yield optimal K = 2n−2 codes for even n ≤ 10 and d = 2.
The values given for n = 8 and n = 10 are lower bounds.
n Ln Gn Dn
2 0.500 0.500 0.500
4 0.500 0.636 0.641
6 0.539 0.763 0.833
8 0.643 0.909 0.938
10 0.815 0.977 0.981
Ref. [45], where cycle graphs were shown to give optimal
codes for even n ≤ 12.
The case of odd n is somewhat more interesting. Here,
as shown in Ref. [6], the linear programming bound re-
duces to
K ≤ 2n−2(1− 1
n− 1). (41)
Stabilizer codes cannot saturate this bound and are re-
stricted to k ≤ n − 3. Again, we can construct codes
based on an exhaustive search of Ln for n ≤ 11. For
n = 3, a single element of L3 yields an optimal K = 1
code. Similarly, a single element of L5 yields a code with
K = 6, which matches the size of the optimal code given
in Refs. [3, 6]. For n = 7, there is more of a spread in the
code sizes as shown in Fig. 3. It can be seen that a large
number of graphs yield codes with K = 16 or K = 22,
which match the size of an optimal stabilizer code and
the code of Ref. [7] respectively. Furthermore, there are
seven elements of L7 that yield codes withK = 24, which
match the size of the code of Ref. [6]. No graphs yield
codes with K = 25 or K = 26, despite such codes not
being excluded by the linear programming bound.
For n = 9, an exhaustive search of L9 is still feasible;
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FIG. 3. Code size distributions for non-LC-isomorphic, noni-
somorphic, and distinct graphs in the case of n = 7 and d = 2.
however, we have done so using the PLS clique finder, and
as such there may exist larger CWS codes than the ones
reported here. Similar to the n = 7 case, the majority
of graphs gave codes with K = 64, K = 93, or K = 96,
which match the size of an optimal stabilizer code, the
code of Ref. [7], and the code of Ref. [6] respectively.
However, we have also found seven elements of L9 that
yield codes with K ≥ 97. To increase the likelihood
that we have found maximum size codes for these seven
graphs, we have repeated the clique search for each of
them using 10, 000 attempts. This has resulted in one
K = 97 code, twoK = 98 codes, and fourK = 100 codes.
Representatives of the elements of Ln that yielded these
codes are shown in Fig. 4. Note that we do not label the
nodes as isomorphic graphs yield equivalent codes. Given
below each of the drawings is the graph in graph6 format
(see Ref. [20] for details). While these K ≥ 97 codes
are larger than any previously known codes, they do not
saturate the linear programming bound of K = 112.
For n = 11, we have performed an exhaustive search
of L11 with an increased 10, 000 PLS selections to ac-
count for the larger cliques. Here we have mostly ob-
tained codes with K = 256, K = 384, or K = 386,
which match the size of an optimal stabilizer code, the
code of Ref. [6], and the code of Ref. [7] respectively.
We have also found 413 elements of L11 that yield codes
with K ≥ 387. As for the n = 9 case, we have repeated
the clique search for these graphs using 10, 000 attempts.
The resulting code size distribution is given in Table V.
Representatives of elements of L11 that yield codes with
K ≥ 406 are shown in Fig. 5. Again, while these are
the largest codes known, they do not saturate the linear
programming bound of K = 460. As Ln has not been
enumerated for n ≥ 13, we cannot continue this exhaus-
tive search procedure for higher n. Any (nonexhaustive)
search of Gn or Dn is also impractical for n ≥ 13 due
H??OZAX
H???ON{ H‘GSYW~
H@O__^M HGCOSLf H@?@W~K H@GUC\N
FIG. 4. Non-LC-isomorphic graphs that yield ((9, 97 ≤ K ≤
100, 2)) codes.
TABLE V. Number of elements NK of L11 that gave codes of
given size K with d = 2.
K 387 388 389 390 391 392 398 400 402 404 406 408 416
NK 51 11 1 1 2 54 2 207 1 74 1 6 2
to the large clique graphs produced, which both makes
the clique search slow and reduces the likelihood that the
clique found is of maximum size.
Figure 6 shows the relationship between code size and
clique graph order |NC | for 4 ≤ n ≤ 11. It can be seen
that the data is clustered by clique graph order; further-
more, in each case, the graphs that yielding the largest
codes belong to the highest |NC | cluster. This cluster-
ing behavior can be explained by considering Eq. (30),
which gives
|NC | = 2n − |ClG(E)| − |DG(E)|. (42)
It follows from Eq. (29) that GF(2)n\DG(E) is the an-
nihilator of E ′ = {E ∈ E : ClG(E) = 0} and is therefore
a subspace of GF(2)n. If dim(GF(2)n\DG(E)) = r ≤ n,
then |DG(E)| = 2n−2r, which gives |NC | = 2r−|ClG(E)|.
The clusters therefore correspond to different values of r.
The codes in the highest |NC | cluster are pure as they
have DG(E) = ∅. That this cluster contains codes of
maximum size makes sense in light of the purity conjec-
ture outlined in Sec. II F.
B. Distance three codes
Distance three codes are of practical interest as they
allow for the correction of an arbitrary single-qubit er-
ror. For n ≤ 11, we can exhaustively search Ln in the
same way as we have for the distance two codes of the
previous section. For 5 ≤ n ≤ 7, there are one, two,
and 18 elements of L5, L6, and L7 respectively that give
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FIG. 5. Non-LC-isomorphic graphs that yield ((11, 406 ≤
K ≤ 416, 2)) codes.
optimal K = 2 codes. There are six elements of L8 that
give K = 8 codes. No elements yield a K = 9 code,
despite such a code not being excluded by the linear pro-
gramming bound. There are eight elements of L9 that
yield K = 12 codes, which match the size of the code
presented in Ref. [4]. Again, no elements yield a K = 13
code, despite such a code not being excluded by the lin-
ear programming bound. An exhaustive search of L10
has previously been performed in Ref. [5], where it was
shown that a single element yields an optimal K = 24
code. We have exhaustively searched L11 using the PLS
clique finder. This has yielded 13, 709 K = 32 codes,
which match the size of an optimal stabilizer code. No
larger codes were found, which is somewhat surprising
given that the linear programming bound is K = 53.
Figure 7 shows the relationship between code size
and clique graph order for distance three codes with
8 ≤ n ≤ 11. It can be seen that there is greater spread
within the clusters compared to the distance two case
of Fig. 6. According to Eq. (42), this can be at-
tributed to an increased variance in the size of ClG(E).
Despite this increased variation, the graphs yielding the
best codes belong to the highest |NC | cluster in all four
cases. Importantly, the best codes are not necessarily
given by the graphs with the highest clique graph or-
der within this cluster. For example, in the n = 10
case, the highest clique graph cluster contains graphs
with 613 ≤ |NC | ≤ 739, while the graph yielding the
K = 24 code only has |NC | = 679.
For n = 12, the size of L12 makes an exhaustive search
somewhat prohibitive. We can reduce the search space
somewhat by considering the distribution of clique graph
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sizes as shown in Fig. 8. Note that by using Eq. (42),
|NC | can be computed without actually constructing the
clique graph. Our previous observations regarding the
relationship between code size and clique graph order
suggest that graphs yielding the best codes are highly
likely to be found in the |NC | > 3, 000 cluster. We have
randomly selected 50, 000 of the 663, 039 elements of L12
in this cluster and constructed a code for each using the
PLS clique finder. This has yielded 6, 325 codes withK =
64, which match the size of an optimal stabilizer code. No
larger codes were found, despite the linear programming
bound not excluding codes with up to K = 89. We have
not pursued searches for n ≥ 13 codes as while the clique
12
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FIG. 8. Clique graph order distribution over L12 for codes
with with d = 3.
graphs produced are smaller than in the d = 2 case, they
are still large enough for maximum clique searches to be
unreliable.
C. Distance four codes
For d = 4, we are able to perform exhaustive searches
of Ln for n ≤ 12. There are one, five, and eight elements
of L6, L8, and L9 respectively that yield optimal K = 1
codes. As expected, no elements of L7 give a nontrivial
code (note that a K = 1 CWS code is a stabilizer state
and hence pure). There are 10 and 3, 060 elements of L10
and L11 respectively that giveK = 4 codes, which match
the size of an optimal stabilizer code. No elements yield
larger codes, despite the linear programming bound not
excluding codes with up to K = 5 and K = 7 respec-
tively. Unlike the d = 3 case, an exhaustive search of
L12 is feasible for d = 4 due to the smaller clique graphs.
However, the clique graphs are still large enough that we
have resorted to using the PLS clique finding algorithm.
This search has yielded 1, 482 codes with K = 16, which
match the size of an optimal stabilizer code. No larger
codes were found, despite the linear programming bound
not excluding codes with up to K = 20. The smaller
clique graph sizes in the d = 4 case also make searching
for codes with n = 13 and n = 14 feasible. For n = 13, we
have randomly selected 100, 000 graphs from D13 to esti-
mate the clique graph size distribution as shown in Fig.
9. 41, 458 of these graphs belong to the |NC | > 2, 000
cluster. Of these, one yielded a K = 18 code, which is
larger than an optimal K = 16 stabilizer code.
To find more n = 13 codes with K > 16, we want a
more reliable way of generating graphs that yield a large
clique graph. That is, we wish to search Dn for graphs
yielding a large clique graph in a way that is more ef-
ficient than a random search. We have found a genetic
algorithm to be effective in this respect. There are a num-
ber of ways we could implement mutation and crossover
in this algorithm. For mutation, we first select two nodes
in the child graph at random. If these two nodes are not
connected by an edge, then one is added; otherwise, if
they are connected by an edge, then it is removed. If we
represent the parent graphs as bit strings, then we can use
standard single-point, two-point, or uniform crossover.
One way to achieve this is to convert the upper trian-
gular component of a parent adjacency matrix to a bit
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FIG. 9. Clique graph order distribution over D13 for codes
with with d = 4.
string row by row. For example, the adjacency matrix of
the cycle graph shown in Fig. 1 would become

0 1 0 0 0 1
1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
1 0 0 1 0 1
0 1 0 0 1 0


→ 100011000100101. (43)
Alternatively, we can use a graph based approach. How-
ever, the method of Ref. [32] outlined in Sec. II B is not
appropriate for searching Dn as it is not guaranteed to
produce child graphs with n nodes. Furthermore, as pre-
viously mentioned, it tends to remove an unnecessarily
large number of edges when splitting the parent graphs
into two fragments. To address these issues, we propose
splitting the parent graphs using a spectral bisection. In
particular, the nodes of a parent graph P are bisected
into the sets N1 and N2, which define the fragments
F1 = P [N1] and F2 = P [N2]. A fragment is then ex-
changed between each parent to form two disconnected
children that are then connected following the method of
Ref. [32]. An example of this procedure on two n = 10
graphs is shown in Fig. 10.
We have run 100 genetic algorithm instances using each
of the potential crossover methods to compare their per-
formance. In each instance, we have used a population
size of N = 20, 100 generations, a crossover probability
of pc = 0.9, a mutation probability of pm = 0.1, and a
tournament size of 10. We have also incorporated elitist
selection, with the fittest two parent graphs (that is, the
two that yield the largest clique graphs) being added to
the child population at the start of each generation. The
average order of the highest order clique graph yielded
in each generation is shown in Fig. 11. It can be seen
that single-point, two-point, and uniform crossover (with
pe = 0.5) all exhibit similar performance. However, their
performance is also matched by random crossover, where
the two children are simply selected at random from Dn
with no input from the parents. As such, the increase
in fitness with successive generations when using these
crossover methods is simply due to the selection pressure
of the genetic algorithm. It can also be seen that spectral
crossover gives significantly better performance than all
other methods. We have also tested the effect of popula-
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FIG. 10. Spectral crossover example for n = 10 graphs. Each
parent graph is split into two fragments according to a spec-
tral bipartition. These fragments are then exchanged and
combined to form two child graphs.
tion size when using spectral crossover. In particular, we
have tested population sizes of N = 10 and N = 40 in
addition to the previously considered N = 20 case. We
have used a tournament size of half the population size
in each case and left all other parameters unchanged. It
can be seen in Fig. 11 that, as expected, increasing the
population size increases the average maximum fitness.
With clique graph order only serving as an indicator of
code size, it is not essential for the genetic algorithm to
find graphs that yield the absolute largest clique graphs.
In fact, as was seen in the n = 10, d = 3 case, focus-
ing solely on such graphs may mean that we miss the
best code(s). With this in mind, we have found using
50 generations and a population size of N = 10 to be a
good compromise. Using a modest population size and
number of generations is also favorable from a run time
perspective as determining |NC | becomes more compu-
tationally expensive with increasing code length and/or
distance (both of which serve to increase the size of the
error set).
The genetic algorithm we have outlined is quite
greedy/exploitative. To make our search more explo-
rative, we run a large number of genetic algorithm in-
stances, with a code being constructed from the fittest
graph found by each instance. For n = 13, we have run
50, 000 such instances, of which 352 yielded a K = 18
code and a further 175 gave a K = 20 code. The graphs
that yielded codes with K = 18 and K = 20 belong to
35 and 25 different elements of L13 respectively. A rep-
resentative from each of these elements is shown in Figs.
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FIG. 11. Comparison of crossover methods for n = 13, d = 4
codes. The vertical axis shows the fitness (the clique graph
order |NC |) of the highest fitness element of the child popu-
lation averaged over 100 genetic algorithm instances.
12 and 13. Note that we have selected representatives
that can be drawn clearly using the force-directed layout
method of Ref. [47]. While these K = 18 and K = 20
codes are larger than any previously known codes they do
not saturate the linear programming bound of K = 40.
We have also run 50, 000 instances of the genetic algo-
rithm for n = 14. 65 of these instances have yielded
K = 64 codes, which match the size of an optimal stabi-
lizer code. We have not found any codes withK > 64, de-
spite the linear programming bound not excluding codes
with up to K = 102.
D. Distance five codes
For d = 5, one and five elements of L11 and L12 re-
spectively yield optimal K = 2 codes. For 13 ≤ n ≤ 15
we have run 50, 000 genetic algorithm instances. 46, 978
instances yielded an optimal K = 2 code for n = 13,
452 instances yielded a K = 4 code for n = 14, and 14
instances yielded a K = 8 code for n = 15. No larger
codes with n = 14 or n = 15 were found, despite the
linear programming bound being K = 10 and K = 18
respectively.
IV. ASYMMETRIC CODES
A channel of physical interest is the amplitude damp-
ing channel
ρ→ A0ρA†0 +A1ρA†1, (44)
where
A0 =
(
1 0
0
√
1− γ
)
, A1 =
(
0
√
γ
0 0
)
. (45)
14
TABLE VI. Size of stabilizer codes presented in Ref. [2] and
CWS codes presented in Ref. [18] that detect E{1}.
n 4 5 6 7 8 9 10 11 12 13 14 15
Stabilizer 1 2 4 8 8 16 32 64 128 256 512 1, 024
CWS − 2 4 8 10 20 − − − − − −
It can be shown [2, 48] that a sufficient condition for
correcting a single amplitude damping error is the ability
to detect
E{1} = {I,Xi, Yi, Zi, XiXj , XiYj , YiYj}, (46)
where 1 ≤ i, j ≤ n. This is not a necessary condition
for correcting an amplitude damping error. In fact, a
code detecting E{1} can also correct a single A†1 error
[18]. A code can correct t amplitude damping errors if
it can detect E{t}, which is comprised of all t-fold com-
binations of elements from E{1}. E{t} is a subset of E2t,
which is the set of errors that must be detected to guar-
antee the ability to correct an arbitrary weight t error.
As a result, there is potential for constructing codes cor-
recting t amplitude damping errors that are larger than
those correcting t arbitrary errors. For example, the sta-
bilizer codes presented in Ref. [2] detect E{1} and have
the parameters given in Table VI (these values are taken
from Ref. [49]). In all but the n = 8 case, these codes
are larger than the size of an optimal d = 3 stabilizer
code as given in Table II. An exhaustive search for CWS
codes detecting E{1} has been performed in Ref. [18] for
5 ≤ n ≤ 9. The size of these codes is also given in Table
VI, where they can be seen to be larger than the sta-
bilizer codes for n = 8 and n = 9. Other nonadditive
codes have also been constructed that can correct a sin-
gle amplitude damping error [49, 50]; however, they are
not directly comparable as they do so in a way that does
not guarantee the detection of E{1} (that is, they cannot
correct an A†1 error).
E{t} is not invariant under all possible Pauli matrix
permutations. As such, two LC-equivalent CWS codes
need not correct the same number of amplitude damp-
ing errors. This means that considering standard form
codes based on different elements of Ln no long consti-
tutes an exhaustive search of all CWS codes. However,
as suggested in Ref. [18], a search of Ln can be made
exhaustive by performing it for every LC-equivalent er-
ror set of the form U †E{t}U . These sets are versions of
E{t} with X , Y , and Z errors permuted on some set of
qubits. If E{t} exhibited no symmetries under such per-
mutations, then there would be 6n such sets. However,
as E{t} is invariant under the permutation X ↔ Y , this
number is reduced to 3n. Unfortunately, an exhaustive
search is not practical for codes with n ≥ 10 as even for
n = 10 there are 310|L10| = 235, 605, 510 cases to test. In
this section, we build on our code construction methods
to address this increase in the size of the search space.
TABLE VII. Number of elements of Gn that yield optimal
CWS codes for the LC-equivalent error sets E{1}, E
{1}
XZ
, and
E
{1}
Y Z
. The values given for n = 9 are lower bounds.
E{1} E
{1}
XZ
E
{1}
Y Z
n = 5,K = 2 5 9 3
n = 6,K = 4 11 16 0
n = 7,K = 8 114 157 181
n = 8, K = 10 0 4 36
n = 9, K = 20 0 6 44
A. Single amplitude damping error
To construct new codes for the amplitude damping
channel with n ≥ 10, we first consider n ≤ 9 to deter-
mine what types of codes match the bounds provided in
Ref. [18]. Initially, we restrict consideration to standard
form codes that detect E{1}. As E{1} (and E{t} more
generally) is invariant under a permutation of qubit la-
bels, it is sufficient to consider one representative from
each element of Gn. The first column of Table VII shows
the number of elements of Gn for 5 ≤ n ≤ 9 that yield
optimal standard form CWS codes. Note that the value
given for n = 9 is a lower bound as we have used the PLS
clique finder in this case. It can be seen that while we
are able to construct optimal codes for 5 ≤ n ≤ 7, we are
unable to do so for n = 8 and n = 9. To remedy this, we
consider the LC-equivalent error sets
E{1}XZ = {I,Xi, Yi, Zi, ZiZj, ZiYj , YiYj}, (47)
E{1}Y Z = {I,Xi, Yi, Zi, XiXj , XiZj , ZiZj}. (48)
These versions of E{1} with the permutations X ↔ Z
and Y ↔ Z respectively on every qubit. More generally,
we define E{t}XZ and E{t}Y Z to be versions of E{t} with the
permutations X ↔ Z and Y ↔ Z respectively on every
qubit. Columns two and three of Table VII show that
exhaustive searches of Gn using the error sets E{1}XZ and
E{1}Y Z yield optimal codes for n = 8 and n = 9. The success
of using these equivalent error sets can be explained by
the X − Z rule (outlined in Sec. IID), which dictates
the mapping of Pauli errors to classical errors according
to Eq. (22). X errors get mapped to Z errors at the
node’s neighbors, while Y ∝ XZ errors get mapped to Z
errors both at the node and its neighbors. It is therefore
reasonable to expect that reducing the number of X and
or Y errors in an error set, at the expense of increasing
the number of Z errors, will reduce the weights of errors
in the corresponding classical error set. This is confirmed
in Fig. 14, which shows the error weight distribution of
ClG(E{1}), ClG(E{1}XZ), and ClG(E{1}Y Z ) averaged over Gn
for 5 ≤ n ≤ 9.
For n = 10, the size of G10 combined with the sizes of
the clique graphs generated makes an exhaustive search
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impractical. However, we can still determine the distri-
bution of clique graph sizes over Gn for the three error
sets E{1}, E{1}XZ , and E{1}Y Z as shown in Fig. 15. For each
of the three error sets, 50, 000 graphs in the |NC | > 600
cluster have been selected. In each case, all 50, 000 graphs
yielded K = 32 codes, which match the size of the stabi-
lizer code presented in Ref. [2].
For n = 11, an exhaustive search of G11 is impractical,
even to simply determine clique graph sizes. We have
therefore run 50, 000 instances of our genetic algorithm
for each of the three error sets E{1}, E{1}XZ , and E{1}Y Z . For
E{1}, this has yielded a K = 64 code in every case. These
codes match the size of the stabilizer code presented in
Ref. [2]. For E{1}Y Z , 1, 818 instances yielded codes with
K = 68, which are larger than the best known stabilizer
codes. 28 of these graphs are nonisomorphic and are
shown in Fig. 16 (a simple circular node layout is used
here as we do not have the freedom of picking an LC-
isomorphic graph that can be drawn clearly using force-
directed layout). For E{1}XZ , only nine instances yielded
codes with K = 68; however, there were also 71 instances
that yielded codes with K = 80. Of these, two of the
K = 68 graphs are nonisomorphic and two of the K = 80
graphs are nonisomorphic; these graphs are also shown in
Fig. 16. For n = 12, applying the same genetic algorithm
approach has yielded codes with K = 128, which match
the size of the stabilizer code presented in Ref. [2]. In
particular, of the 50, 000 instances run for each error set,
21, 535 gave a K = 128 code for E{1}, 34, 906 gave a
K = 128 code for E{1}XZ , and 41, 002 gave a K = 128 code
for E{1}Y Z .
B. Two amplitude damping errors
As determined by exhaustive search in Ref. [18], there
are no nontrivial CWS codes capable of detecting the
error set E{2} with n ≤ 8. For n = 9, the largest CWS
code that can detect E{2} has K = 2. Interestingly, an
exhaustive search of G9 fails to yield any K = 2 codes
detecting E{2}. However, there are seven elements of G9
that yield K = 2 codes detecting E{2}XZ and 12 elements
that yield K = 2 codes detecting E{2}Y Z . For n = 10, there
are 32 elements of G10 that yield a K = 2 code detecting
E{2}, 309 that yield a K = 2 code detecting E{2}XZ , and
1, 327 that yield a K = 2 code detecting E{2}Y Z . There
are no larger standard form n = 10 codes detecting E{2},
E{2}XZ , or E{2}Y Z .
As in the single error correcting case, any exhaustive
search of Gn for n ≥ 11 is impractical. For 11 ≤ n ≤ 14,
we have run 50, 000 instances of the genetic algorithm
outlined in Sec. III C for each of the three error sets
E{2}, E{2}XZ , and E{2}Y Z . The best codes found have K = 4
for n = 11 and n = 12, K = 8 for n = 13, and K = 16
for n = 14. The number of genetic algorithm instances
yielding codes with these parameters is shown in Table
TABLE VIII. The number of genetic algorithm instances out
of the 50, 000 run that yielded an ((n,K)) code detecting the
given error set.
E{2} E
{2}
XZ
E
{2}
Y Z
n = 11, K = 4 2 14 0
n = 12, K = 4 45, 912 36, 275 43, 225
n = 13, K = 8 38, 475 33, 163 44, 151
n = 14, K = 16 3, 467 5, 840 13, 148
VIII. Note that nearly all of these codes are stabilizer
codes. For n ≤ 13, we have used an exact clique finder,
whereas for n = 14 we have used PLS. The n = 11 codes
are interesting due to how difficult they are to find. The
two graphs found for E{2} are nonisomorphic and eight
of those found for E{2}XZ are nonisomorphic. These graphs
are shown in Fig. 17. It is easy to find graphs giving
codes with K = 4 codes for n = 12, K = 8 for n = 13,
and K = 16 for n = 14 (they can be found quickly even
with a simple random search). However, to the best of
our knowledge no stabilizer codes with these parameters
have been previously published. Furthermore, they are
all larger than an optimal d = 5 stabilizer codes that can
correct two arbitrary errors. As such, we include a graph
yielding such a code for the error sets E{2}, E{2}XZ , and
E{2}Y Z in Fig. 18.
V. CONCLUSION
We have demonstrated the effectiveness of a number of
heuristic approaches to the construction of CWS codes.
We have shown that using an approximate maximum
clique finding algorithm makes finding larger codes prac-
tical. In particular, this has allowed us to find ((9, 97 ≤
K ≤ 100, 2)) and ((11, 387 ≤ K ≤ 416, 2)) codes that are
larger than the best known nonadditive codes. We have
demonstrated a clustering of clique graph sizes and shown
a correlation between clique graph order and code size.
Furthermore, we have shown that graphs yielding large
clique graphs can be found using a genetic algorithm with
a novel spectral bisection based crossover operation. This
search strategy has yielded ((13, 18, 4)) and ((13, 20, 4))
codes, which are larger than any previously known code.
Finally, we have shown that good asymmetric codes can
be found by considering LC-equivalent error sets that
yield low weight classical error sets. Coupling this with
the genetic algorithm approach, we have found ((11, 68))
and ((11, 80)) codes capable of correcting a single am-
plitude damping error. We have also found ((11, 4)),
((12, 4)), ((13, 8)), and ((14, 16)) stabilizer codes capa-
ble of correcting two amplitude damping errors.
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FIG. 14. Error weight distributions of the classical error sets
ClG(E
{1}), ClG(E
{1}
XZ
), and ClG(E
{1}
Y Z
) averaged over Gn for
5 ≤ n ≤ 9.
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FIG. 15. Distribution of clique graph order over G10 for the
error sets E{1}, E
{1}
XZ
, and E
{1}
Y Z
.
J??H‘eKRE_? J??OQKeeFo? J??arATbRp_ J??y?cIw^r?
J?@@CoM[C{? J?@@CoUBf@_ J?@@CoUYK{_ J?A?aKeeBO?
J?C?IKeeFo? J?C?IKewCo? J?CarAD‘Zp_ J?DAL?w@to_
J?DPTB?BGe_ J?GQXcrr]Z_ J?P@gQ‘cPw? J?Ss[YL[zf_
J@?GYQo@v__ J@KsA?J@u@_ J@P@gQ@_Xw? JA?hcOo@}P_
JK?HOgoPkR_ JSP@?SECXw? JTP?OGB?xw? JW?KA?[Co}?
JW?OOKFeYr? JWCWoGA_YB? Jg?w?CRAto? Jo?OOpFHrp_
J‘??C\NJ_{_ J‘?CY[kFG^_
J????[M{^b? J~{CIKfDw^_
FIG. 16. Nonisomorphic graphs yielding ((11, 68)) codes de-
tecting E
{1}
Y Z
, ((11, 68)) codes detecting E
{1}
XZ
, and ((11, 80))
codes detecting E
{1}
XZ
.
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FIG. 17. Nonisomorphic graphs yielding ((11, 4)) codes de-
tecting either E{2} or E
{2}
XZ
.
KCOw?C‘GcAWA LpS_W_J?_A_C?B MjMOoGE?_QcE?L?E_
KsT_P?DC_E?F LsOXJ?G@GCAL?U MO‘_w?@CGaWGIEoG?
KQlw?CRGuDWI L{KYGoEGm??L?V M{MAY_SAHA_Q@B?X_
FIG. 18. Graphs yielding ((12, 4)), ((13, 8)), or ((14, 16))
codes detecting one of E{2}, E
{2}
Y Z
, or E
{2}
XZ
.
