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Abstract
In this paper we study the large deviations of time averaged mean square displacement (TAMSD) for
Gaussian processes. The theory of large deviations is related to the exponential decay of probabili-
ties of large fluctuations in random systems. From the mathematical point of view a given statistics
satisfies the large deviation principle, if the probability that it belongs to a certain range decreases
exponentially. The TAMSD is one of the main statistics used in the problem of anomalous diffusion
detection. Applying the theory of generalized chi-squared distribution and sub-gamma random vari-
ables we prove the upper bound for large deviations of TAMSD for Gaussian processes. As a special
case we consider fractional Brownian motion, one of the most popular models of anomalous diffusion.
Moreover, we derive the upper bound for large deviations of the estimator for the anomalous diffusion
exponent.
Key words: Large deviation statistics; fractional Brownian motion; anomalous diffusion exponent;
sub-gamma random variable.
1 Introduction
The theory of large deviations is concerned with the asymptotic behavior of large fluctuations of
stochastic processes. The mathematical theory of large deviations was introduced by Crame´r [5], de-
veloped further in series of papers by Donsker and Varadhan [8, 9, 10, 11, 38], see also the monographs
by Freidlin and Wentzell [16] and by Feng and Kurtz [14], and references therein.
The theory of large deviations finds important applications in information theory [7] and risk
management [35]. However, the very first result of large deviations was obtained by Boltzmann more
than one hundred years ago [13]. Indeed, prominent applications of large deviations theory arise in
thermodynamics and statistical mechanics which deal with many particle systems [37].
The intuitive definition of the large deviation principle could be given as follows: let AN be
a random variable indexed by the integer N and let P (AN ∈ B) be the probability that AN takes
1
on a value in a set B. We say that AN satisfies a large deviation principle with the rate function IB
if the following holds [37]:
P (AN ∈ B) ≈ e−NIB . (1.1)
The exact definition operates with supremum and infinum limits of the above probability and the
rate function [14]. However, sometimes it is difficult or even impossible at all to find the explicit
formula for the rate function or the large deviation principle. In this case one may still be able to
find an upper bound for the probability P (AN ∈ B), that is the function IB(N) which satisfies the
following:
P (AN ∈ B) ≤ e−IB(N). (1.2)
This is exactly the case we consider in this paper.
Recently, the large deviations for a variety of random variables have been intensively analyzed
for different stochastic processes in the series of papers, see e.g. [2, 12, 15, 17, 23]. In this paper
we analyze large deviations of time averaged mean square displacement (TAMSD) for Gaussian
processes. The TAMSD is the most common statistical tool characterizing anomalous diffusion or
anomalous transport phenomena. During last decades, anomalous diffusion have been identified in
a great variety of complex physical, chemical and biological systems, see e.g. [3, 22, 28, 32] and
references therein. The TAMSD at the lag time τ for a random vector (X(1),X(2), ...X(N)) of
length N is defined as follows [28, 31]:
MN (τ) =
1
N − τ
N−τ∑
j=1
(X(j + τ)−X(j))2. (1.3)
One of the main properties of TAMSD is its scaling. More precisely, this statistics behaves like power
function τβ, where τ is the lag time. For normal diffusion or ordinary Brownian motion (BM) the
scaling is linear, i.e. β = 1, and anomalous diffusion is characterized by β 6= 1. When β > 1 then
the process under consideration is superdiffusive while for β < 1 it is called subdiffusive.
One of the most generic processes, which exhibits anomalous diffusion behavior is the frac-
tional Brownian motion (FBM) [1, 29]. The FBM {BH(t)} is defined as zero-mean Gaussian process
whose autocovariance takes the form:
E(BH(t)BH(s)) = D(|t|2H + |s|2H − |t− s|2H). (1.4)
The parameter H ∈ (0, 1) is called the Hurst index. The FBM can exhibit sub- and super diffusion
for H < 1/2 and H > 1/2, respectively. The newest results of the large deviation theory concern
different statistics of fractional Brownian motion [21, 25, 27, 33, 39]. In this paper as a particular
example we analyze large deviations of the TAMSD for FBM.
The rest of the paper is organized as follows. In Section 2 we remind the basic probability
properties of TAMSD for Gaussian processes. In Section 3 we present our main results about large
deviations of TAMSD for Gaussian processes. Section 4 is devoted to a particular case, namely FBM.
In Section 5 we extend results on TAMSD and establish the large deviation principle for anomalous
diffusion exponent estimator.
2
2 TAMSD for Gaussian processes
In this section for the reader convenience we remind the probability properties of TAMSD for Gaus-
sian processes, which were obtained recently [19, 20, 36]. This will be the starting point for the main
results of the paper, namely large deviation principle for TAMSD for Gaussian processes.
For any centered non-degenerate Gaussian vector X = (X(1),X(2), . . . ,X(N)) with a covari-
ance matrix Σ the quadratic form XXT has a following representation [6, 26]:
XX
T =
N∑
j=1
X2(j)
d
=
N∑
j=1
λjUj, (2.1)
where XT is a transpose of vector X (so a column vector), Uj ’s are independent identically distributed
(IID) χ2 with 1 degree of freedom random variables, and weights λj are the eigenvalues of the N×N
positive-definite covariance matrix Σ. The distribution in representation (2.1) is called a generalized
chi-squared distribution. Therefore for any centered non-degenerate Gaussian process, the TAMSD
(1.3) has generalized chi-squared distribution [20]:
(N − τ)MN (τ) = YYT =
N−τ∑
j=1
(X(j + τ)−X(j))2 d=
N−τ∑
j=1
λj(τ)Uj , (2.2)
where Uj’s are IID χ
2 with 1 degree of freedom random variables, and weights λj(τ) are the eigen-
values of the (N − τ)× (N − τ) positive-definite covariance matrix Σ(τ) for the vector of increments
Y = (X(1 + τ) −X(1),X(2 + τ)−X(2), . . . ,X(N) −X(N − τ)). The covariance matrix takes the
form:
Σ(τ) =


στ (0) στ (1) στ (2) . . . . . . στ (N − τ − 1)
στ (1) στ (0) στ (1)
. . .
...
στ (2) στ (1)
. . .
. . .
. . .
...
...
. . .
. . .
. . . στ (1) στ (2)
...
. . . στ (1) στ (0) στ (1)
στ (N − τ − 1) . . . . . . στ (2) στ (1) στ (0)


.
All eigenvalues of matrix Σ(τ) are positive, λj(τ) > 0, j = 1, 2, . . . , N − τ. The distribution of the
quadratic form (N − τ)MN (τ) in Eq. (3.16) can be represented as a sum of independent gamma
distributions with constant shape parameter 1/2 and different scale parameters, because λj(τ)Uj
d
=
G(1/2, 2λj (τ)) [34], where G(k, θ) is a gamma distributed random variable with parameters k and
θ. We remind that the probability density function (PDF) of G(k, θ) reads:
f(k,θ)(x) =
xk−1 exp(−x/θ)
Γ(k) θk
(x > 0),
and the cumulative distribution function (CDF) of G(k, θ) has the form:
F(k,θ)(x) =
1
Γ(k)
γ(k, x/θ),
3
where γ(k, x/θ) is the incomplete lower gamma function of the general form:
γ(s, x) =
∫ x
0
ts−1e−tdt.
Therefore, the characteristic function of (N − τ)MN (τ) is the product of characteristic functions of
gamma distributions [19, 20]:
φ(N−τ)MN (τ)(k) =
N−τ∏
j=1
1
[1− 2λj(τ)ik]1/2
.
Based on the result of [34] the moment generating function of (N − τ)MN (τ) can be represented as
[36]:
MGF(N−τ)MN (τ)(s) = C
(
1− 2λ1(τ)s
)
−(N−τ)/2
exp
(
∞∑
k=1
γk(
1− 2λ1(τ)s
)k
)
,
where λ1(τ) is the smallest eigenvalue of the matrix Σ(τ),
γk =
N−τ∑
j=1
(1− λ1(τ)/λj(τ))k
2k
and
C =
N−τ∏
j=1
(
λ1(τ)
λj(τ)
)1/2
.
The PDF ofMN (τ) can be represented as a series of densities of gamma distributed variables G((N−
τ)/2 + k, 2λ1(τ)/(N − τ)) [36]:
gτ (x) = C
∞∑
k=0
δkf(N−τ
2
+k,
2λ1(τ)
(N−τ)
)(x), (x > 0), (2.3)
where δk can be calculated by the recursive formula:
δk+1 =
1
k + 1
k+1∑
j=1
jγjδk+1−j, δ0 = 1.
Since it is straightforward to see that C
∑
∞
k=0 δk = 1 and Cδk > 0, the distribution ofMN (τ) with the
PDF (2.3) can be understood as a countable infinite mixture of gamma distributed random variables
G((N − τ)/2+ k, 2λ1(τ)/(N − τ)). The sequence in the above formula converges uniformly, see [34].
Therefore, justified term-by-term integration leads to the formula for the cumulative distribution
function:
Gτ (w) = P (MN (τ) ≤ w)
= C
∞∑
k=0
δk
∫ w
0
f(N−τ
2
+k,
2λ1(τ)
(N−τ)
)(x)dx
= C
∞∑
k=0
δkF(N−τ
2
+k,
2λ1(τ)
(N−τ)
)(w). (2.4)
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From Eq. (2.4) one can calculate also the formula for the complementary CDF (called also tail
distribution) of MN (τ):
P (MN (τ) > w) = 1−Gτ (w)
= 1− C
∞∑
k=0
δkF(N−τ
2
+k,
2λ1(τ)
(N−τ)
)(w). (2.5)
Therefore we obtain:
P (MN (τ) > w) = C
∞∑
k=0
δkΓ
(
N − τ
2
+ k,
w(N − τ)
2λ1(τ)
)
,
where Γ(s, x) is incomplete upper gamma function defined as:
Γ(s, x) =
∫
∞
x
ts−1e−tdt.
3 Large deviations of TAMSD for Gaussian processes
Let us consider the following probability function:
TN (ǫ, τ) = P (|MN (τ)− E(MN (τ))| > ǫ) . (3.6)
In this section we check if the function (3.6) fulfills the large deviation principle in the sense of Eq.
(1.2), i.e. if there exists positive function I(ǫ, τ,N) such that the following holds:
P (|MN (τ)− E(MN (τ))| > ǫ) ≤ e−I(ǫ,τ,N). (3.7)
At first we observe that the random variable (N − τ)MN (τ) can be represented as:
(N − τ)MN (τ) =
N−τ∑
j=1
Gj , (3.8)
where {Gj} are independent gamma random variables with parameters (1/2, 2λj (τ)), see section 2.
Now, let us remind the property of gamma distributed variables which will be of importance in what
follows. Namely, the centered version of gamma distributed random variable G with parameter k
and θ:
G˜ = G− E (G) (3.9)
is a sub-gamma variable with parameters ν = kθ2 (variance factor) and c = θ (scale factor) [4]. A
random variable X is called sub-gamma on the right tail with parameters ν and c, if the logarithm
of its moment generating function satisfies [4]:
log
(
E
(
eγX
))
= φX(γ) ≤ γ
2ν
2(1− cγ) (3.10)
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for every γ ∈ (0, 1/c). Similarly, X is sub-gamma on the left tail when −X is sub-gamma on the
right tail. For every sub-gamma variable with ν and c parameters we have the following inequality
(Chernoff’s inequality):
P (X > ǫ) ≤ exp
(
− ν
c2
H
(cǫ
ν
))
, (3.11)
where
H(u) = 1 + u−√1 + 2u (3.12)
for u > 0.
Going back to Eq. (3.8) one can see that the inequality (3.11) is satisfied for each
G˜j = Gj − E(Gj) (3.13)
with ν = 2λ2j (τ) and c = 2λj(τ), thus we have [4]:
P
(
G˜j > ǫ
)
≤ exp
(
−1
2
H
(
ǫ
λ2j(τ)
))
. (3.14)
In the following Proposition we show that also (N − τ)MN (τ)− E ((N − τ)MN (τ)) is a sub-gamma
random variable if the considered random vector (X(1),X(2), ..,X(N)) is Gaussian.
Proposition 3.1. We consider the vector (X(1),X(2), ..,X(N)) of centered non-degenerate Gaus-
sian distributed random variables and its TAMSD, MN (τ), given in Eq. (1.3). Then for each τ the
random variable:
(N − τ)MN (τ)− E ((N − τ)MN (τ))
is a sub-gamma on the right tail.
Proof. Let us observe that for fixed τ we have:
(N − τ)MN (τ)− E ((N − τ)MN (τ)) =
N−τ∑
j=1
G˜j ,
where G˜j is given in (3.13). Moreover, {G˜j} are independent. Thus we obtain:
log
(
E
(
eγ((N−τ)MN (τ)−E((N−τ)MN (τ)))
))
= log

E

eγ
N−τ∑
j=1
G˜j




= log

N−τ∏
j=1
exp
(
−γλj(τ)− 1
2
log (1− 2γλj(τ))
)
≤ log

N−τ∏
j=1
exp
(
2γ2λ2j (τ)
2 (1− 2γλj(τ))
)

≤ log

N−τ∏
j=1
exp
(
2γ2λ2j (τ)
2
(
1− γλ¯(τ))
)
≤
γ2
N−τ∑
j=1
2λ2j (τ)
2(1 − γλ¯(τ)) .
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The first inequality is a consequence of the following property, namely for u ∈ (0, 1) we have:
− log(1− u)− u ≤ u
2
2(1− u) .
The above results show that (N−τ)MN (τ)−E ((N − τ)MN (τ)) is sub-gamma random variable with
ν = 2
N−τ∑
j=1
λ2j(τ) and c = λ¯(τ) = 2maxj {λj(τ)}. It is worth mentioning that λ¯(τ) may depend on
N .
Applying Proposition 3.1 one can provide the upper bound for TN (ǫ, τ) defined in Eq. (3.6) for
Gaussian vector (X(1),X(2), ...,X(N)).
Theorem 3.1. We consider the vector (X(1),X(2), ..,X(N)) of centered non-degenerate Gaussian
distributed random variables and MN (τ) is the TAMSD calculated for this vector according to formula
(1.3). For each τ the following inequality holds:
P (|MN (τ)− E(MN (τ))| > ǫ) ≤ 2 exp

−
2
N−τ∑
j=1
λ2j (τ)
λ¯(τ)2
H

 λ¯(τ)ǫ(N − τ)
2
N−τ∑
j=1
λ2j (τ)



 , (3.15)
where H(·) is given in (3.12) and λ¯(τ) = 2maxj {λj(τ)}.
Proof. The proof of this Proposition follows directly from Proposition 3.1. Since the random variable
(N − τ)MN (τ) − E ((N − τ)MN (τ)) is a sub-gamma on the right tail, then −((N − τ)MN (τ) −
E ((N − τ)MN (τ))) is also sub-gamma on the left tail. Now, from Theorem 2.3 in [4] we get the
inequality (3.15) which is a first main result of the present paper.
Remark 3.1. Form Perron-Frobenius theorem [30] it is known that the maximum eigenvalue maxj λj(τ)
of the matrix Σ(τ) exists and satisfies the following inequalities:
minimum raw sum ≤ maxjλj(τ) ≤ maximum raw sum.
For matrix Σ(τ), in the case of N − τ as an odd number, the minimum raw sum is the sum of
elements of first raw (also (N − τ)-th raw) and the maximum raw sum is the sum of elements of
((N − τ − 1)/2 + 1)-th raw. Therefore we have the following:
N−τ−1∑
j=0
στ (j) ≤ maxjλj(τ) ≤ στ (0) + 2
(N−τ−1)/2∑
j=1
στ (j). (3.16)
For matrix Σ(τ), in the case of N − τ as an even number, the minimum raw sum is the sum of
elements of first raw (also (N − τ)-th raw) and the maximum raw sum is the sum of elements of
((N − τ)/2)-th raw (also ((N − τ)/2 + 1)-th raw). Therefore we have the following:
N−τ−1∑
j=0
στ (j) ≤ maxjλj(τ) ≤ στ (0) + 2
(N−τ)/2−1∑
j=1
στ (j). (3.17)
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4 Large deviation principle for TAMSD of fractional Brownian mo-
tion
In this section we present upper bounds for the probability function TN (ǫ, τ) given in (3.6), for BM
and FBM.
Proposition 4.1. Let (B(1), B(2), ..., B(N)) be a random vector of BM and MN (τ) - the corre-
sponding TAMSD. In this case the following inequality holds:
P (|MN (τ)− E(MN (τ))| > ǫ)
≤ 2 exp
(
−4(N − τ)D
2τ(τ + 1)(2τ + 1)
3λ¯(τ)2
H
(
3λ¯(τ)ǫ
4D2τ(τ + 1)(2τ + 1)
))
(4.1)
where H(·) is defined in (3.12) and λ¯(τ) = 2maxj {λj(τ)}.
Proof. It is enough to find the formula for the sum of squared eigenvalues
N−τ∑
j=1
λ2j(τ) and put it into
inequality (3.15). We apply two well-known facts from linear algebra. The first fact states that the
sum of all eigenvalues of some matrix is identified to the trace of that matrix. The second fact is
that the squared eigenvalues are the eigenvalues of the matrix to the second power. Therefore, we
have for eigenvalues λj(τ) and the covariance matrix Σ(τ) [18]:
trace(Σ2(τ)) =
N−τ∑
j=1
λ2j(τ).
The matrix Σ2(τ) has a main diagonal with the same element
∑N−τ−1
j=0 σ
2
τ (j), where
στ (j) =
{
2D(τ − j) j ≤ τ − 1
0 j > τ − 1 . (4.2)
Hence we have:
N−τ∑
j=1
λ2j(τ) = (N − τ)
N−τ−1∑
j=0
σ2τ (j)
= (N − τ)
τ−1∑
j=0
[2D(τ − j)]2 = (N − τ)4D2
[
τ(τ + 1)(2τ + 1)
6
]
, (4.3)
where the last equality is based on the known formula:
n∑
k=1
k2 = n(n+ 1)(2n + 1)/6.
Substituting (4.3) into inequality (3.15) we arrive at (4.1).
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Remark 4.1. In order to obtain the asymptotics for λ¯(τ) in Eq. (4.1) we use the Remark 3.1.
Indeed, taking under consideration Eq. (4.2) for BM we obtain:
N−τ−1∑
j=0
στ (j) =
τ−1∑
j=0
2D(τ − j) = Dτ(τ + 1),
where the last equality based on formula:
n∑
k=1
k =
n(n+ 1)
2
. (4.4)
Moreover we have:
στ (0) + 2
(N−τ−1)/2∑
j=1
στ (j) = στ (0) + 2
(N−τ)/2−1∑
j=1
στ (j) = 2Dτ + 2
τ−1∑
j=1
2D(τ − j) = 2Dτ2,
where the last equality is based on (4.4). Hence the inequalities (3.16) and (3.17) for BM reduce to
the following:
Dτ(τ + 1) ≤ maxjλj(τ) ≤ 2Dτ2.
Proposition 4.2. Let (BH(1), BH (2), ..., BH (N)) be a random vector of FBM and MN (τ) - the
corresponding TAMSD. In this case the following inequality holds:
P (|MN (τ)− E(MN (τ))| > ǫ) ≤ 2 exp
(
−2(N − τ)D
2α(τ,H,N)
λ¯(τ)2
H
(
λ¯(τ)ǫ
2D2α(τ,H,N)
))
, (4.5)
where H(·) is defined in (3.12), λ¯(τ) = 2maxj {λj(τ)}, and
α(τ,H,N) =
N−τ−1∑
i=0
[
(i+ τ)2H − 2i2H + |i− τ |2H]2 . (4.6)
Proof. The proof is analogous to that of Proposition 4.1. It is enough to find the formula for sum of
squared eigenvalues
N−τ∑
j=1
λ2j(τ), where λ
2
j(τ) are the eigenvalues of the matrix Σ
2(τ), where Σ(τ) is a
covariance matrix of the FBM increments. Therefore, we have:
trace(Σ2(τ)) =
N−τ∑
j=1
λ2j(τ).
The matrix Σ2(τ) has main diagonal with the same element
∑N−τ−1
i=0 σ
2
τ (i). Hence, finally for FBM
with:
στ (i) = D
[
(i+ τ)2H − 2i2H + |i− τ |2H] (4.7)
we get:
N−τ∑
j=1
λ2j(τ) = (N − τ)
N−τ−1∑
i=0
σ2τ (i) = (N − τ)D2
N−τ−1∑
i=0
[
(i+ τ)2H − 2i2H + |i− τ |2H]2 . (4.8)
Taking above to the inequality (3.15) we obtain the result (4.5).
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Remark 4.2. Taking into account Eq. (4.7) we can obtain the inequalities in (3.16) for FBM in
the case N − τ is odd:
N−τ−1∑
j=0
D
[
(j + τ)2H − 2j2H + |j − τ |2H] ≤ max
j
λj(τ) ≤ στ (0) + 2
(N−τ−1)/2∑
j=1
D
[
(j + τ)2H − 2j2H + |j − τ |2H] .
(4.9)
In the case N − τ is even the inequalities (3.17) have the form:
N−τ−1∑
j=0
D
[
(j + τ)2H − 2j2H + |j − τ |2H] ≤ max
j
λj(τ) ≤ στ (0) + 2
(N−τ)/2−1∑
j=1
D
[
(j + τ)2H − 2j2H + |j − τ |2H] .
(4.10)
Remark 4.3. We can simplify results (4.9) and (4.10) for FBM in the case τ = 1. Based on the
formula:
n∑
j=1
[
(j + 1)2H − 2j2H + (j − 1)2H] = (n+ 1)2H − n2H − 1,
we can obtain the simplified version of (4.9), namely for FBM in the case N is even and τ = 1 we
have:
D
[
(N − 1)2H − (N − 2)2H + 1] ≤ maxjλj(τ) ≤ 2D
[(
N
2
)2H
−
(
N − 2
2
)2H]
.
In the case N is odd and τ = 1 for FBM we obtain (the simplified version of (4.10)):
D
[
(N − 1)2H − (N − 2)2H + 1] ≤ maxjλj(τ) ≤ 2D
[(
N − 1
2
)2H
−
(
N − 3
2
)2H]
.
5 Large deviation principle for estimator of anomalous diffusion
exponent
Let us extend the results of the previous sections to derive one-sided large deviation principle of
the estimator for anomalous diffusion exponent of FBM. To simplify the presentation of this section
without loss of generality we assume D = 1/2, see Eq. (1.4). The generalization is straightforward.
Due to the stationarity of the increments, for the long enough trajectory of FBM we have the
following asymptotic equality:
MN (τ) ≃ E (MN (τ)) = τβ.
from which we can immediately deduce that the estimator of the parameter β has the following
distribution:
βˆ
d
= ln (MN (τ)) / ln (τ) .
Proposition 5.1. Let us consider zero-mean FBM whose autocovariance is given by Eq. (1.4) with
D = 1/2. For a large sample length N the anomalous diffusion exponent estimator βˆ satisfies the
following inequality:
P
(
βˆ − E
(
βˆ
)
> ε
)
≤ exp
(
−(N − τ)α(τ,H,N)
2λ¯(τ)2
H
(
2λ¯(τ)
(
τ ε+β − τβ)
α(τ,H,N)
))
, (5.11)
where λ¯(τ) = 2maxj {λj(τ)}, H(·) is defined in (3.12), and α(τ,H,N) is given in (4.6).
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Proof. In [36] it was proved the βˆ is asymptotically unbiased, that is
E(βˆ)
N→∞−−−−→ β. (5.12)
Then in order to determine the one-sided large deviation for βˆ one has to establish:
P
(
ln
(
MN (τ)
τβ
)
> ε ln (τ)
)
= P
(
ln
(
MN (τ)
τβ
)
> ε ln (τ)
)
= P
(
MN (τ) > τ
ε+β
)
.
Using Theorem 3.1 we get:
P
(
MN (τ) > τ
ε+β
)
= P
(
(N − τ) (MN (τ)− E (MN (τ))) > (N − τ)
(
τ ε+β − E (MN (τ))
))
≤ exp

−2
N−τ∑
j=1
λ2j (τ)
λ¯(τ)2
H

 λ¯(τ)(τε+β−τβ)(N−τ)
2
N−τ∑
j=1
λ2j (τ)



 . (5.13)
Taking into account Eq. (4.8) and inequality (5.13) we obtain inequality (5.11), which is the second
main result of the present paper.
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