In this paper we devise and analyze an unconditionally stable, second-order-in-time numerical scheme for the Cahn-Hilliard equation in two and three space dimensions. We prove that our two-step scheme is unconditionally energy stable and unconditionally uniquely solvable. Furthermore, we show that the discrete phase variable is bounded in L ∞ (0, T ; L ∞ ) and the discrete chemical potential is bounded in L ∞ 0, T ; L 2 , for any time and space step sizes, in two and three dimensions, and for any finite final time T . We subsequently prove that these variables converge with optimal rates in the appropriate energy norms in both two and three dimensions. We include in this work a detailed analysis of the initialization of the two-step scheme.
Introduction
Let Ω ⊂ R d , d = 2, 3, be an open polygonal or polyhedral domain. For all φ ∈ H 1 (Ω), consider the energy [4] E(φ) = Ω 1 4ε
where φ is the concentration field and ε is a positive constant. The phase equilibria are represented by the values φ = ±1. One version of the celebrated Cahn-Hilliard equation is given by [3, 4] :
2a)
2b)
∂ n φ = ∂ n µ = 0, on ∂Ω × (0, T ), (1.2c) where µ := δ φ E is the chemical potential. The boundary conditions represent local thermodynamic equilibrium (∂ n φ = 0) and no-mass-flux (∂ n µ = 0). Clearly E(φ) ≥ 0 for all φ ∈ H 1 (Ω). Additionally, for all ε > 0 and φ ∈ H 1 (Ω), there exist positive constants K 1 = K 1 (ε) and
A weak formulation of (1.2a) -(1.2c) may be written as follows: find (φ, µ) such that
and there hold for almost all t ∈ (0, T ) ∂ t φ, ν + ε a (µ, ν) = 0 ∀ ν ∈ H 1 (Ω), (1.4a) (µ, ψ) − ε a (φ, ψ) − ε −1 φ 3 − φ, ψ = 0 ∀ ψ ∈ H 1 (Ω), (1.4b) where a (u, v) := (∇u, ∇v) , (1.5) with the "compatible" initial data
Here we use the notations H −1 (Ω) := H 1 (Ω) * and · , · as the duality paring between H −1 and
Throughout the paper, we use the notation Φ(t) := Φ( · , t) ∈ X, which views a spatiotemporal function as a map from the time interval [0, T ] into an appropriate Banach space, X. The system (1.4a) -(1.4b) is mass conservative: for almost every t ∈ [0, T ], (φ(t) − φ 0 , 1) = 0. This observation rests on the fact that a (φ, 1) = 0, for all φ ∈ L 2 (Ω). Observe that the homogeneous Neumann boundary conditions associated with the phase variables φ and µ are natural in this mixed weak formulation of the problem. The existence of weak solutions is a straightforward exercise using the compactness/energy method, for example, [8] . It is likewise straightforward to show that weak solutions of (1.4a) -(1.4b) dissipate the energy (1.1). In other words, (1.2a) -(1.2c) is a mass-conservative gradient flow with respect to the energy (1.1). Precisely, for any t ∈ [0, T ], we have the energy law E(φ(t)) + The Cahn-Hilliard equation is one of the most important models in mathematical physics. On its own, the equation is a model for spinodal decomposition [3] . However, the Cahn-Hilliard equation is more often paired with equations that describe important physical behavior of a given physical system, typically through nonlinear coupling terms. Prominent examples include the Cahn-Hilliard-Navier-Stokes equation, describing two-phase flow [15, 21, 22, 28, 33, 37] , the CahnHilliard-Hele-Shaw equation [31, 32, 38] which describes spinodal decomposition of a binary fluid in a Hele-Shaw cell, and the Cahn-Larché equation [18, 20, 30, 39] describing solid-state, binary phase transformations involving coherent, linear-elastic misfit.
The Cahn-Hilliard equation is a challenging fourth-order, nonlinear parabolic-type partial differential equation. Naive explicit methods suffer from severe time-step restrictions for stability. On the other hand, fully implicit numerical methods must contend with a potentially large nonlinear system of algebraic equations. There remains a great need for sophisticated stable and efficient numerical schemes for the Cahn-Hilliard equation. Indeed, extensive research has been conducted in this area, in particular for first-order-accurate-in-time schemes, see [1, 5, 11, 12, 13, 15, 16, 19, 23, 25, 27, 28, 29, 38] and the references therein. Less commonly investigated are second-orderaccurate-in-time numerical schemes. In general, the analysis of second-order schemes for nonlinear equations can be significantly more difficult than that for first-order methods. Nevertheless, such work has been reported in the following articles [2, 5, 7, 9, 19, 35, 36, 41] . We mention, in particular, the secant-type algorithms described in [7, 19] . With the notation Ψ(φ) := 1 4 φ 2 − 1 2 , the secant scheme of [7] for the Cahn-Hilliard equation may be formulated as
This scheme is energy stable. However, it may not be unconditionally uniquely solvable with respect to the time step size s. (See [7, 9, 19] for details.) Lack of unconditional solvability may be problematic as coarsening studies using the Cahn Hilliard equation may involve very large time scales, requiring potentially very large time steps for efficiency. Chen and Shen introduce a semi-implicit Fourier-spectral method in [5] which has a couple of advantages over explicit Euler finite difference methods. In their scheme, the high-order semiimplicit treatment in time enables the use of larger time steps while maintaining higher accuracy. However, even though the time step size may be taken to be larger, the scheme's stability is still not completely independent on the time step size. Furthermore, although they test their scheme through numerical simulations, no formal stability or convergence analyses are presented in the paper.
Wu, Zwieten, and Van Der Zee [41] introduce a semi-discrete second-order convex-splitting scheme for Cahn-Hilliard-type equations with applications to diffuse-interface tumor-growth models. They are able to show unconditional energy stability relative to the energy norms, mass conservation, and a second order local truncation error for the phase field parameter. However, they do not prove second order accuracy relative to the energy norm for the phase field parameter.
In contrast to the papers referenced above, we propose a new second-order-accurate-in-time, fully discrete, mixed finite element scheme for the Cahn-Hilliard problem (1.2a) -(1.2c), which is closely related to the finite difference scheme proposed in [24] :
where ∆ h above is a finite difference stencil approximating the Laplacian, and φ h and µ h are grid variables. The formulation of the scheme (1.9a) -(1.9b) uses a convex splitting of the energy [14, 10, 17, 40] . Observe that the energy (1.1) may be represented as the difference between two purely convex energies:
The idea is then to treat the variation of E c implicitly and that of E e , explicitly. The advantages of the scheme (1.9a) -(1.9b) are three fold. The scheme is unconditionally energy stable, unconditionally uniquely solvable, and converges optimally in the energy norm. In our finite element version of the scheme, the stability and solvability statements we prove are completely unconditional with respect to the time and space step sizes. In fact, all of our a priori stability estimates hold completely independently of the time and space step sizes. We use a bootstrapping technique to leverage the energy stabilities to achieve unconditional L ∞ (0, T ; L ∞ (Ω)) stability for the phase field variable φ h and unconditional L ∞ (0, T ; L 2 (Ω)) stability for the chemical potential µ h . With these stabilities in hand, we are then able to prove optimal error estimates for φ h and µ h in the appropriate energy norms.
The remainder of the paper is organized as follows. In Section 2, we define our second-order mixed finite element version of the scheme and prove the unconditional solvability and stability. In Section 3, we prove error estimates for the scheme under suitable regularity assumptions for the PDE solution. In Section 4, we present the results of numerical tests that confirm the rates of convergence predicted by the error estimates.
A Mixed Finite Element Convex Splitting Scheme

Definition of the Scheme
Let M be a positive integer and 0 = t 0 < t 1 < · · · < t M = T be a uniform partition of [0, T ], with τ = t i − t i−1 and i = 1, . . . , M . Suppose T h = {K} is a conforming, shape-regular, quasi-uniform family of triangulations of Ω. For q ∈ Z + , define
(Ω) with zero mean. Our mixed second-order splitting scheme is defined as follows: for any 1 ≤ m ≤ M − 1, given
Theorem 2.1. The scheme (2.1a) -(2.1b) coupled with the initial scheme (2.4b) -(2.4b) is uniquely solvable for any mesh parameters h and τ and for any model parameters.
Proof. The proof is based on convexity arguments and follows in a similar manner as that of Theorem 5 from reference [26] . We omit the details for brevity.
Remark 2.2. Note that it is not necessary for solvability and some basic energy stabilities that the µ-space and the φ-space be equal. However, the proofs of the higher-order stability estimates, in particular the proof in Lemma 2.8, do require the equivalence of these spaces.
Remark 2.3. The elliptic projections are used in the initialization for simplicity in the forthcoming error analysis. However, other (simpler) projections may be used in the initialization step, as long as they have good approximation properties.
Unconditional Energy Stability
We now show that the solutions to our scheme enjoy stability properties that are similar to those of the PDE solutions, and moreover, these properties hold regardless of the sizes of h and τ . The first property, the unconditional energy stability, is a direct result of the convex decomposition. We begin the discussion with the definition of the discrete Laplacian, ∆ h : S h →S h , as follows: for any v h ∈ S h , ∆ h v h ∈S h denotes the unique solution to the problem
In particular, setting ξ = ∆ h v h in (2.7), we obtain
h ) ∈ S h × S h be the unique solution of the initialization scheme (2.4a) -(2.4b). Then the following first-step energy stability holds for any h, τ > 0:
where E(φ) is defined in (1.10).
Proof. Setting ν = τ µ 1 2 h in (2.4a) and ψ = τ δ τ φ
) yields the following:
h , µ
Adding Eqs. (2.9) and (2.10), using Young's inequality, and the following identities
the result is obtained.
We now define a modified energy
where E(φ) is defined as above.
) ∈ S h × S h be the unique solution of (2.1a) -(2.1b), and (φ 1 h , µ 1 2 h ) ∈ S h ×S h , the unique solution of (2.4a) -(2.4b). Then the following energy law holds for any h, τ > 0:
Proof. Setting ν = µ
Combining (2.15) -(2.16), using the identities
and 18) and applying the operator τ ℓ m=1 to the combined equation result in (2.14). In the sequel, we will make the following stability assumptions for the initial data: 19) for some constant C > 0 that is independent of h and τ . Here we assume that ε > 0 is fixed. In fact, from this point in the stability and error analyses, we will not track the dependence of the estimates on the interface parameter ε, though this may be of importance, especially if ε tends to zero.
) ∈ S h × S h be the unique solution of (2.1a) -(2.1b), and (φ 1 h , µ 1 2 h ) ∈ S h × S h , the unique solution of (2.4a) -(2.4b). Then the following estimates hold for any h, τ > 0:
for some constant C > 0 that is independent of h, τ , and T .
Proof. Starting with the stability of the initial step, inequality (2.8), and considering the stability of the initial data, inequality (2.19), we immediately have
The triangle inequality immediately implies
This, together with (2.14) and the fact that
), for all 0 ≤ m ≤ M − 1, establishes all of the inequalities.
We are able to prove the next set of a priori stability estimates without any restrictions on h and τ . See [6] for a definition of discrete negative norm · −1,h .
. Then, by (2.1a) and (2.4a), for all 0 < m < M − 1
where we used the H 1 stability of the L 2 projection in the last step. Applying τ M −1 m=0 and using (2.23) we obtain (2.26.1) -which, in our notation, is the bound on the first term of the left side of (2.26). The estimate (2.26.2) follows from the inequality
And, similarly, setting
Hence, using the triangle inequality, (2.21), and the initial stability (2.19), we have for all 0 ≤ m ≤ M − 1,
Now, using Lemma 2.6, we have the following bound for all 0
where we used Young's inequality and the embedding
m=0 , estimate (2.27) now follows from (2.23).
Setting ψ h = ∆ hφh m+ 1 2 in (2.1b) and using the definition of the discrete Laplacian (2.7), it follows that for all 1
Using the triangle inequality, (2.21), and (2.30), we have
m=1 , estimate (2.28.1) now follows from (2.23). To prove estimate (2.28.2), we use the discrete Gagliardo-Nirenberg inequality: ) ∈ S h × S h be the unique solution of (2.1a) -(2.1b), and (φ 1 h , µ
Then the following estimates hold for any h, τ > 0:
Proof. The proof is divided into three parts.
To this end, setting ν = τ δ τ φ 1 2 h in (2.4a) and ψ = 2µ 1 2 h in (2.4b) and adding the resulting equations, we have
Thus, 
Setting m = 1 in (2.1b) and subtracting (2.4b), we obtain
Additionally, we take a weighted average of (2.1a) with m = 1 and (2.4a) with the weights , respectively, to obtain,
h in (2.41), and adding the results yields h + 1 4
h , δ τ φ
we have,
Part 3: Finally, we will establish
For 2 ≤ m ≤ M − 1, we subtract (2.1b) from itself at consecutive time steps to obtain
Additionally, we take a weighted average of the m + , respectively, of (2.1a) to obtain,
for all ν ∈ S h , which is well-defined for all 2 ≤ m ≤ M − 1. Taking ψ = 
where we use the H 1 (Ω) ֒→ L 6 (Ω) embedding to achieve following bound,
Applying ℓ m=2 and using the following properties
we conclude ) ∈ S h × S h be the unique solution of (2.1a) -(2.1b), and (φ 1 h , µ 1 2 h ) ∈ S h × S h , the unique solution of (2.4a) -(2.4b). Then the following estimates hold for any h, τ > 0:
47)
Proof. To prove (2.46.1), set ψ = ∆ h φ 1 2 h in (2.4b) and use the definition of the discrete Laplacian (2.7) to obtain
The result now follows. Estimate (2.46.2) follows from (2.33), the embedding
21), and (2.46.1).
Setting ψ = ∆ hφh m+ 1 2 in (2.1b) and using the definition of the discrete Laplacian (2.7), we get
where we have used the triangle inequality and (2.30). Hence, ∆ hφh ) ∈ S h ×S h be the unique solution of (2.1a) -(2.1b), and (φ 1 h , µ h ) ∈ S h × S h , the unique solution of (2.4a) -(2.4b). The following estimates hold for any h, τ > 0:
48)
Proof. We begin by proving the stability for the first time step. A simple application of the triangle inequality gives (2.48.1) for m = 1 as follows,
where we have used the stability of the initial data, inequality (2.19), and (2.46.1). Next, using (2.33), 
Using induction and estimate (2.47.1), we find
and 
Error Estimates for the Fully Discrete Convex Splitting Scheme
In this section, we provide a rigorous convergence analysis for our scheme in the appropriate energy norms. We shall assume that weak solutions have the additional regularities
where q ≥ 1. The norm bounds associated to the assumed regularities above are not necessarily global-in-time and therefore can involve constants that depend upon the final time T . We also assume that the initial data are sufficiently regular so that the stability (2.19) holds. Weak solutions (φ, µ) to (1.4a) -(1.4b) with the higher regularities (3.1) solve the following variational problem:
We define the following: for any real number m ∈ [0, M ],
and for any integer 0 ≤ m ≤ M − 1,
Then the PDE solution, evaluated at the half-integer time steps t m+ 1 2 , satisfies
for all ν, ψ ∈ S h . Restating the fully discrete splitting scheme, Eqs. (2.1a) -(2.1b) and (2.4a) -(2.4b), we have, for all ν, ψ ∈ S h ,
and, for 1 ≤ m ≤ M − 1, and all ν, ψ ∈ S h , Setting m = 0 in (3.3a) -(3.3b) and subtracting (3.4a) -(3.4b), we have
Similarly, subtracting (3.5a) -(3.5b) from (3.3a) -(3.3b), yields, for 1 ≤ m ≤ M − 1,
where τ 2 δ 2 τ ψ m := ψ m+1 − 2ψ m + ψ m−1 . Now, define the additional error terms in (3.9b), and adding the resulting equations, we have
for all 0 ≤ m ≤ M − 1, where γ m := 1 − δ 0,m and δ k,ℓ is the Kronecker delta function. The terms involving γ m are "turned on" only when m ≥ 1. Expression (3.12) is the key error equation from which we will define our error estimates.
Lemma 3.1. Suppose that (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then for all t m ∈ [0, T ] and for any h, τ > 0, there exists a constant C > 0, independent of h and τ and T , such that
Proof. The proof of each of the inequalities above is a direct application of Taylor's Theorem with integral remainder. We suppress the details for the sake of brevity.
Lemma 3.2. Suppose that (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then, there exists a constant C > 0 independent of h and τ -but possibly dependent upon T through the regularity estimates -such that, for any h, τ > 0,
Proof. We begin with the expansion
By the triangle inequality, Young's inequality, and the embedding
Using the assumed regularities (3.1) of the PDE solution, and appealing to the truncation error estimates (3.16) and (3.17), the result follows.
Lemma 3.3. Suppose that (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then, there exists a constant C > 0 independent of h and τ , but possibly dependent upon T , such that, for any h, τ > 0, 25) where E φ,m := φ m − φ m h .
Proof. We begin with the detailed expansion 4∇σ
Then, using the unconditional a priori estimates in Lemmas 2.6 and 2.10, the assumption that φ ∈ L ∞ 0, T ; W 1, 6 (Ω) , and the embedding
Lemma 3.4. Suppose that (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then, there exists a constant C > 0 independent of h and τ such that, for any h, τ > 0,
where E φ,m := φ m − φ m h and δ k,ℓ is the Kronecker delta.
Proof. For m = 0, using the truncation error estimate (3.21) and a standard finite element estimate for the Ritz projection, we have 29) with the observation that φ 0 h := R h φ 0 . For 1 ≤ m ≤ M − 1, using the truncation error estimate (3.20) , we obtain
We now proceed to estimate the terms on the right-hand-side of (3.12). We will need the following technical lemmas. The proof of the next result can be found in [6] .
Lemma 3.5. Suppose g ∈ H 1 (Ω), and v ∈S h . Then
for some C > 0 that is independent of h.
Lemma 3.6. Suppose that (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then, for any h, τ > 0 and any α > 0 there exists a constant C = C(α, T ) > 0, independent of h and τ , such that, for 0 ≤ m ≤ M − 1,
where , 1 = 0, and the local truncation error estimates (3.13) and (3.14), we get the following estimate:
Standard finite element approximation theory shows that
Applying Lemma 3.5 and the last estimate, we have
Using Lemma 3.5 and estimate (3.15), we find ε a σ
Now, using Lemmas 3.2 and 3.5, we obtain
Similarly, using Lemmas 3.3 and 3.5, the relation
, and a standard finite element error estimate, we arrive at
Applying Lemmas 3.4 and 3.5, the relation
, and a standard finite element error estimate,
To finish up, using (3.16),
Combining the estimates (3.35) -(3.41) with the error equation (3.12), the result follows.
Lemma 3.7. Suppose that (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then, for any h, τ > 0, there exists a constant C > 0, independent of h and τ , such that Proof. 
Proof. This follows upon combining the last two lemmas and choosing α in (3.32) appropriately.
Using the last lemma, we are ready to show the main convergence result for our second-order convex-splitting scheme.
Theorem 3.9. Suppose (φ, µ) is a weak solution to (3.3a) -(3.3b), with the additional regularities (3.1). Then, provided 0 < τ < τ 0 , for some τ 0 sufficiently small,
for some C(T ) > 0 that is independent of τ and h.
Proof. Using Lemma 3.8, we have , it follows from the last estimate that
where we have used the regularity assumptions to conclude τ CR Considering estimates (3.48), (3.49), and (3.51) we get the desired result.
Remark 3.10. From here it is straightforward to establish an optimal error estimate of the form
≤ C(T )(τ 4 + h 2q ) (3.52)
using E φ = E φ a + E φ h , et cetera, the triangle inequality, and the standard spatial approximations. We omit the details for the sake of brevity.
Numerical Experiments
In this section, we provide some numerical experiments to gauge the accuracy and reliability of the fully discrete finite element method developed in the previous sections. We use a square domain Ω = (0, 1) 2 ⊂ R 2 and take T h to be a regular triangulation of Ω consisting of right isosceles triangles. To refine the mesh, we assume that T ℓ , ℓ = 0, 1, ..., L, is an hierarchy of nested triangulations of Ω where T ℓ , is obtained by subdividing the triangles of T ℓ−1 into four congruent sub-triangles. Note that h ℓ−1 = 2h ℓ , ℓ = 1, ..., L, and that {T ℓ } is a quasi-uniform family. (We use a family of meshes T h such that no triangle in the mesh has more than one edge on the boundary.) We use the P 2 finite element space for the phase field and chemical potential. In short, we take q = 2.
We solve the scheme (2.1a) -(2.4b) with ǫ = 6.25 × 10 −2 . The initial data for the phase field is taken to be where I h : H 2 (Ω) → S h is the standard nodal interpolation operator. Recall that our analysis does not specifically cover the use of the operator I h in the initialization step. But, since the error introduced by its use is optimal, a slight modification of the analysis shows that this will lead to optimal rates of convergence overall. (See Remark 2.3.) To solve the system of equations above numerically, we are using the finite element libraries from the FEniCS Project [34] . , and the refinement path is taken to be τ = .001
√ 2h with ε = 6.25 × 10 −2 . The Cauchy difference is defined via δ φ := φ h f − φ hc , where the approximations are evaluated at time t = T , and analogously for δµ. (See the discussion in the text.) Since q = 2, i.e., we use P2 elements for these variables, the norm of the Cauchy difference at T is expected to be O(τ
