We are developing a laser radar to meet the needs ofNASA for a 5-lb, 150 in3 image sensor with a pixel range accuracy of 0. 1-inch. NASA applications include structural dynamics measurements, navigation guidance in rendezvous and proximity operations, and space vehicle inspection. The sensor is based on the scannerless range imager architecture developed at Sandia. This architecture modulates laser floodlight illumination and a focal plane receiver to phase encode the laser time of flight (TOF) for each pixel. We believe this approach has significant advantages over architectures directly measuring TOF including high data rate, reduced detector bandwidth, and conventional focal plane array (FPA) detection. A limitation of the phase detection technique is its periodic nature, which provides relative range information over a finite ambiguity interval. To extend the operating interval while maintaining a given range resolution, a LADAR sensor using dual modulation frequencies has been developed. The modulation frequency values can be scaled to meet the resolution and range interval requirements of different applications. Results from the miniature NASA sensor illustrate the advantages of the dualfrequency operation and the ability to provide the range images of 640 by 480 pixels at 30 frames per second.
INTRODUCTION
This paper describes the development of a compact laser radar (LADAR) for object characterization and guidance in the exploration of space. The immediate application for the 3-D imagery is on-orbit mechanical dynamics measurements of the International Space Station (155). Other space application include vehicle inspection (e.g. shuttle heat shield) and guidance for proximity operations such as rendezvous, docking, and station keeping.
NASA has conducted extensive numerical analysis of the 155 to verify its structural integrity and estimate its lifetime. This analysis is sensitive to lightly damped modes, which are verified by on-orbit measurements. Experiments are planned to quantify the modes by measuring the vibration induced in the ISS by shuttle thruster excitation. Current instrumentation consisting of accelerometers and photogrametery provides limited sampling of the induced vibration. An innovative solution to the sampling problem is to image the vibration as a function of time and spatial location using a LADAR sensor. The LADAR requirements for the vibration mode imaging are demanding. To minimize the magnitude of the excitation and the number of excitation events, and the subsequent stress on the ISS, dynamic range resolution of 0.1 inches is required over a 40 degree field of view. The sensor must provide absolute range to 150 feet with 1 inch stability to provide coverage of the entire ISS from one vantage point and cohesion between the data in separate fields of view (FOV). Because the LADAR could operate with astronauts in the FOV, the laser illumination must be eye-sate. HnaIIy, because no modifications to the standard camera are feasible for the experiment, the sensor must weigh less than 5 pounds, fit into a 10x6x3-inch volume, and utilize the existing camera power and analog video cables without interfering with camera operation. This paper describes the development of a LADAR sensor for the structural dynamics application. The sensor measures the laser time of flight (TOF) to the scene and back by heterodyning the intensity modulated illumination with a receiver gain modulation. This LADAR technique has been previously described [1-4] as a Scannerless Range Imager (SRI). Under NASA development, the sensor is named the Laser Dynamic Range Imager (LDRI). The innovations developed in the LDRI include its compact size, small weight, sub-inch range resolution, absolute range over 150 feet, MHz range pixel rate, and eye safe laser illumination. Figure 1 is a photo of the engineering development sensor delivered to NASA Johnson Space Center (JSC) for pre-flight testing. The sensor met size and weight requirements at 5 pounds and 2.3x5.9x11.5 inches. A space qualified flight unit currently being assembled is 3.0x4.6x10.0 inches and weighs 4 pounds, 3 ounces. Within the sensor is an 805 nm laser diode illuminator providing up to 12 W of power. The laser emits intensity modulated, continuous wave (CW) bursts of illumination at either 3.125 MHz or 140 MHz. The significance of the two frequencies is explained in a following section. The laser light is expanded to a 2 inch diameter and passed through a diffuser plate, visible on the right side of the photo, to floodlight illuminate the scene. Diffuser plates with half-power angles varying from 10 to 60 degrees are available. The maximum eye safety risk occurs at the diffuser where the laser power density is greatest. For the ANSI worst case exposure of 10 s, the maximum permissible exposure is 0.31 W/cm2 with the extended source correction term. The measured power density at the closest eye assessable distance of 2 cm is 0.23 W/cm2 with the nominal 40 degree diffuser, which is an eye-safe power density. The diffuser diameter in the flight unit is three inches to improve this safety margin. No additional cables could be added to the shuttle for our application so the sensor is interfaced to the shuttle video system for data input and output. Image data is retrieved from the sensor as standard RS-1 70 video at 30 frames per second. Commands to the sensor are encoded within the video synchronization intervals. For real-time processing and visualization, the data is received and processed by a laptop computer in the shuttle flight deck. The video is also recorded onto tape for detailed postflight analysis.
SENSOR DESCRIPTION
Range TOF algorithm The SRI technique is to illuminate the scene with a modulated, diffuse source, and to measure the average reflected intensity with an imaging receiver incurring modulated gain. A sequence of intensity images is obtained at discrete steps in the relative modulation phase between the receiver and source.
The range-processing algorithm deduces range based on the observed relationship between intensity and phase or frequency of modulation. Relative to other LADAR techniques, the SRI advantages include a solid-state architecture, reduced detector bandwidth, fewer data dropouts, and the use of conventional focal plane array (FPA) technology. The following paragraphs provide a detailed description of the technique.
Since the transmitter and receiver modulation waveforms are periodic, they may be represented as a XMT(t)=A0 +ACos(i2rcft+a)
RCV(t)=Bo+BjCos(j2iq'ot+flj +o) (2) The fundamental modulation frequency is defined as f0, and relative phase between the transmitter and receiver waveform is varied discretely, from image-frame to image-frame by the O term. The convention is to use the indices, i and j, to refer to harmonic order of the modulation-waveform component, while n refers to the image number. The terms a1 and are fixed components of transmitter and receiver timing at each harmonic. The O/(2irf0) term is the additional time delay between transmitter and receiver modulation during the nth image.
The illumination at range R and time t, was transmitted at (t-RJc) and will be imaged at time (t+RIc), where c is the speed of light. The instantaneous pixel brightness of the nth image after receiver demodulation may be represented as:
The A and B coefficients in the above equation include both sensor dependent and scene dependent parameters, such as background and reflectance.
The time constant of the intensifier phosphor screen and the camera integration period are assumed to have a duration of many thousands of modulation periods at frequency f0, which provides a means for detecting the DC component of this signal. Since all time dependant terms at frequency f0 or above will null during integration, the remaining significant terms are:
The subscript i denotes the order of the harmonic, relative to the fundamental modulation frequency. In order for a harmonic to be present, it is necessary that it be present in both transmitted and received waveforms, so that both A and B1 are non-zero.
If either the laser or gain modulation contains only the fundamental frequency, the equation for measured intensity I contains three unknowns, AB0, A1B1, and the relative range. Assume that R is a constant and that a total of N images are collected, with equal phase increments, such that O=2rcnIN.
Then the discrete Fourier transform may be applied to I, for i=1 to (N-1)/2:
From this, one may state:
The result is an efficient algorithm, having a full 2t interval for relative range, which is not reliant upon an initial estimate for A1B1/A0B0. The term on the left side of the equation is called "relative range". The (3-cz) term is a fixed timing delay associated with the electronics that is measured and calibrated to absolute range within each ambiguity interval.
The NASA sensor uses a four image sample architecture (N=4), which simplifies the range calculation to:
This 4-point algorithm is particularly efficient, being two differences and an ARCTAN function. The algorithm may be faster if the trigonometric function is replaced by a look-up table. In addition, the electronics associated with 9O phase increments are easiest to implement.
Sensor Design A primary design challenge in the NASA sensor is the required range accuracy. The following section derives the balance between modulation frequency and signal to noise ratio needed for the 0.1 inch range accuracy. Neglecting harmonics, the signal energy contained in N samples would be A limitation of heterodyne TOF detection is the periodic nature of the range data. If the spread in laser TOF returns span more than one receiver oscillation, objects separated by the ambiguity interval can have the same measured phase and range. The ambiguity interval is equal to:
Ramb=,f,4f (10) where c is the speed of light. To meet the requirement for absolute range over 1 50 fi, a second modulation frequency of 3. 125 MHz is used in a alternate acquisition to the 1 40 MHz modulation. The range data from the 3 MHz image is used as a coarse resolution to determine the integer number of ambiguity intervals for each pixel at 140 MHz. With the two frequency operation, the sensor provides absolute range with 0. 1 accuracy over a 1 58 foot interval.
3. RESULTS At 140 MHz modulation, the measured range accuracy in each pixel is 0.22 inch at 30 frames/second acquisition. The measured accuracy compares well with the estimated 0. 1 6 inch accuracy from Equation 9 using the measured 1 .35 count standard deviation and 80 count depth of modulation. To reach the desired accuracy of 0. 1 inches at video rate acquisition, six pixels must be averaged within or across the video images. Averaging is acceptable since the sensor is looking at surfaces spanning many pixels and provides 640 by 480 pixels in each image. If 100 frames are averaged to improve the signal to noise ratio, we have observed range accuracy of 0.01 inches in laboratory conditions. We conducted several experiments to validate the vibration measurements of the system. Figure 2 is a plot of the displacement as a function of time and the calculated vibration spectra from a vibrating flat plate. The vibration spectrum indicates a fundamental frequency at 0.6 Hz. In another laboratory experiment, we imaged a model of the ISS solar array while deflecting the tip of the array. Figure 3 shows a 140 MHz range image of the array and the plotted displacement versus time.
Displacement is measured from the change in range between subsequent range images. Other information available from the range imagery includes absolute range, range rate, and angular orientation relative to the sensor. To demonstrate the absolute range stability and 0.1 inch range accuracy, we conducted an experiment to detect small changes in the imaged scene. The difference image in Figure 5 indicates the LDRI range accuracy and stability are sufficient to resolve the footprints and tire tracks. The time between the baseline and the second image was approximate 20 minutes. The grayscale of the difference range image has been scaled to cover a 0.7 inch distance. The appearance of fence posts at the top of the difference image is caused by tower motion. A 3-D surface rendering of the footprint in Figure 5 illustrates the available detail in the heel and toe of the impression. A third range image with the field of view reduced to 20 degrees resolved the individual treads in the tire track, as shown in the surface rendering in Figure 5 . Note that vertical scale has been amplified in both surface renderings, in order to enhance visibility. In addition to the vibration spectra, the range pixel rate of 2.3x 106 allows for 3-D capture of motion sequences. Figure 6 contains a series of images selected from a 60 second range video of the sensor being rolled down an office hallway at 2 feet per second. In these range images, increasing brightness indicates increasing range. No form of frame-frame stabilization was attempted, so the range images exhibit motion induced artifacts at edges of large discontinuity in range, such as a corner or doorway.
The arrows in Figure 6 point to the artifacts that appear as shifts in the grayscale value, often to black or white. If the range to a pixel changes during the four image acquisition needed to calculate range, the constant range assumption of Equation 6 is violated and erroneous range is calculated. 
