Abstract. We study the induced subgraph isomorphism problem on inhomogeneous random graphs with infinite variance power-law degrees. We provide a fast algorithm that determines for any connected graph H on k vertices if it exists as induced subgraph in a random graph with n vertices. By exploiting the scale-free graph structure, the algorithm runs in O(nk) time for small values of k. We test our algorithm on several real-world data sets.
Introduction
The induced subgraph isomorphism problem asks whether a large graph G contains a connected graph H as an induced subgraph. When k is allowed to grow with the graph size n, this problem is NP-hard in general. For example, k-clique and k induced cycle, special cases of H, are known to be NP-hard [13, 20] . For fixed k, this problem can be solved in polynomial time O(n k ) by searching for H on all possible combinations of k vertices. Several randomized and non-randomized algorithms exist to improve upon this trivial way of finding H [14, 25, 27, 29] .
On real-world networks, many algorithms were observed to run much faster than predicted by the worst-case running time of algorithms. This may be ascribed to some of the properties that many real-world networks share [4] , such as the power-law degree distribution found in many networks [1, 8, 19, 28] . One way of exploiting these power-law degree distributions is to design algorithms that work well on random graphs with power-law degree distributions. For example, finding the largest clique in a network is NP-complete for general networks [20] . However, in random graph models such as the Erdős-Rényi random graph and the inhomogeneous random graph, their specific structures can be exploited to design fixed parameter tractable (FPT) algorithms that efficiently find a clique of size k [10, 12] or the largest independent set [15] .
In this paper, we study algorithms that are designed to perform well for the inhomogeneous random graph, a random graph model that can generate graphs with a power-law degree distribution [2, 3, 5, 6, 24, 26] . The inhomogeneous random graph has a densely connected core containing many cliques, consisting of vertices with degrees n log(n) and larger. In this densely connected core, the probability of an edge being present is close to one, so that it contains many complete graphs [18] . This observation was exploited in [11] to efficiently determine whether a clique of size k occurs as a subgraph in an inhomogeneous random graph. When searching for induced subgraphs however, some edges are required not to be present. Therefore, searching for induced subgraphs in the entire core is not efficient. We show that a connected subgraph H can be found as an induced subgraph by scanning only vertices that are on the boundary of the core: vertices with degrees proportional to √ n. We present an algorithm that first selects the set of vertices with degrees proportional to √ n, and then randomly searches for H as an induced subgraph on a subset of k of those vertices. The first algorithm we present does not depend on the specific structure of H. For general sparse graphs, the best known algorithms to solve subgraph isomorphism on 3 or 4 vertices run in O(n 1.41 ) or O(n 1.51 ) time with high probability [29] . For small values of k, our algorithm solves subgraph isomorphism on k nodes in linear time with high probability on inhomogeneous random graphs. However, the graph size needs to be very large for our algorithm to perform well. We therefore present a second algorithm that again selects the vertices with degrees proportional to √ n, and then searches for induced subgraph H in a more efficient way. This algorithm has the same performance guarantee as our first algorithm, but performs much better in simulations.
We test our algorithm on large inhomogeneous random graphs, where it indeed efficiently finds induced subgraphs. We also test our algorithm on real-world network data with power-law degrees. There our algorithm does not perform well, probably due to the fact that the densely connected core of some realworld networks may not be the vertices of degrees at least proportional to √ n. We then show that a slight modification of our algorithm that looks for induced subgraphs on vertices of degrees proportional to n γ for some other value of γ performs better on real-world networks, where the value of γ depends on the specific network.
Notation. We say that a sequence of events (E n ) n≥1 happens with high probability (w.h.p.) if lim n→∞ P (E n ) = 1. Furthermore, we write f (n) = o(g(n)) if lim n→∞ f (n)/g(n) = 0, and f (n) = O(g(n)) if |f (n)|/g(n) is uniformly bounded, where (g(n)) n≥1 is nonnegative. Similarly, if lim sup n→∞ |f (n)| /g(n) > 0, we say that f (n) = Ω(g(n)) for nonnegative (g(n)) n≥1 . We write f (n) = Θ(g(n)) if f (n) = O(g(n)) as well as f (n) = Ω(g(n)).
Model
As a random graph null model, we use the inhomogeneous random graph or hidden variable model [2, 3, 5, 6, 24, 26] . Every vertex is equipped with a weight. We assume that the weights are i.i.d. samples from the power-law distribution
for some constant C and for τ ∈ (2, 3). Two vertices with weights w and w are connected with probability
where µ denotes the mean value of the power-law distribution (1.1). Choosing the connection probability in this way ensures that the expected degree of a vertex with weight w is w.
Algorithms
We now describe two randomized algorithms that determine whether a connected graph H is an induced subgraph in an inhomogeneous random graph and finds the location of such a subgraph if it exists. Algorithm 1 selects the vertices in the inhomogeneous random graph that are on the boundary of the core of the graph: vertices with degrees slightly below √ µn. Then, the algorithm randomly divides these vertices into sets of k vertices. If one of these sets contains H as an induced subgraph, the algorithm terminates and returns the location of H. If this is not the case, then the algorithm fails. In the next section, we show that for k small enough, the probability that the algorithm fails is small. This means that H is present as an induced subgraph on vertices that are on the boundary of the core with high probability. Algorithm 1 is similar to the algorithm in [12] designed to find cliques in random graphs. The major difference is that the algorithm to find cliques looks for cliques on all vertices with degrees larger than √ f 1 µn for some function f 1 . This algorithm is not efficient for detecting other subgraphs than cliques, since vertices with high degrees will be connected with probability close to one.
if H is an induced subgraph on Sj then return location of H; 8 end
The following theorem gives a bound for the performance of Algorithm 1 for small values of k. Theorem 1. Choose f 1 = f 1 (n) ≥ 1/ log(n) and f 1 < f 2 < 1 and let k < log 1/3 (n). Then, with high probability, Algorithm 1 detects induced subgraph H on k vertices in an inhomogeneous random graph with n vertices and weights distributed as in (1.1) in time O(nk).
Thus, for small values of k, Algorithm 1 finds an instance of H in linear time.
A problem with parameter k is called fixed parameter tractable (FPT) if it can be solved in f (k)n O(1) time for some function f (k), and it is called typical FPT (typFPT) if it can be solved in f (k)n g(n) for some function g(n) = O(1) with high probability [9] . As a corollary of Theorem 1 we obtain that the induced subgraph problem on the inhomogeneous random graph is in typFPT for any subgraph H, similarly to the k-clique problem on inhomogeneous random graphs [12] . Corollary 1. The induced subgraph problem on the inhomogeneous random graph is in typFPT.
In theory Algorithm 1 detects any motif on k vertices in linear time for small k. However, this only holds for large values of n, which can be understood as follows. In Lemma 2, we show that |V | = Θ(n (3−τ )/2 ), thus tending to infinity as n grows large. However, when n = 10 7 and τ = 2.5, this means that the size of the set V is only proportional to 10
1.75 = 56 vertices. Therefore, the number of sets S j constructed in Algorithm 1 is also small. Even though the probability of finding motif H in any such set is proportional to a constant, this constant may be small, so that for finite n the algorithm almost always fails. Thus, for Algorithm 1 to work, n needs to be large enough so that n (3−τ )/2 is large as well. The algorithm can be significantly improved by changing the search for H on vertices in set V . In Algorithm 2 we propose a search for motif H similar to the Kashtan motif sampling algorithm [21] . Rather than sampling k vertices randomly, it samples one vertex randomly, and then randomly increases the set S by adding vertices in its neighborhood. This already guarantees the vertices in list S j to be connected, making it more likely for them to form a specific connected motif together. In particular, we expand the list S j in such a way that the vertices in S j are guaranteed to form a spanning tree of H as a subgraph. This is ensured by choosing the list T H that specifies at which vertex in S j we expand S j by adding a new vertex. For example, if k = 4 and we set T H = [1, 2, 3] we first add an edge to the first vertex, then we look for a random neighbor of the previously added vertex, and then we add a random neighbor of the third added vertex. Thus, setting T H = [1, 2, 3] ensures that the set S j contains a path of length three, whereas setting T H = [1, 1, 1] ensures that the set S j contains a star-shaped subgraph. Depending on which subgraph H we are looking for, we can define T H in such a way that we ensure that the set S j at least contains a spanning tree of motif H in Step 6 of the algorithm.
The selection on the degrees ensures that the degrees are sufficiently high so that probability of finding such a connected set on k vertices is high, as well as that the degrees are sufficiently low to ensure that we do not only find complete graphs because of the densely connected core of the inhomogeneous random graph. The probability that Algorithm 2 indeed finds the desired motif H in any check is of constant order of magnitude, similar to Algorithm 1. Therefore, the performance guarantee of both algorithms is similar. However, in practice Algorithm 2 performs much better, since for finite n, k connected vertices are more likely to form a motif than k randomly chosen vertices.
Algorithm 2: Finding induced subgraph H (neighborhood search)
Input :
Pick a random vertex v ∈ V and set Sj = v.
Add v to Sj. The following theorem shows that indeed Algorithm 2 has similar performance guarantees as Algorithm 1.
vertices on an inhomogeneous random graph with n vertices and weights distributed as in (1.1) in time O(nk) with high probability.
The proofs of Theorem 1 and 2 rely on the fact that for small k, any subgraph on k vertices is present in G with high probability. This means that after the degree selection step of Algorithms 1 and 2, for small k, any motif finding algorithm can be used to find motif H on the remaining graph G , such as the GrochowKellis algorithm [14] , the MAvisto algorithm [27] or the MODA algorithm [25] . In the proofs of Theorem 1 and 2, we show that G has Θ(n (3−τ )/2 ) vertices with high probability. Thus, the degree selection step reduces the problem of finding a motif H on n vertices to finding a motif on a graph with Θ(n (3−τ )/2 ) vertices, significantly reducing the running time of the algorithms.
Proof of Theorems 1 and 2
We prove Theorem 1 using two lemmas. The first lemma relates the degrees of the vertices to their weights. The connection probabilities in the inhomogeneous random graph depend on the weights of the vertices. In Algorithm 1, we select vertices based on their degrees instead of their unknown weights. The following lemma shows that the weights of the vertices in V are close to their degrees. Lemma 1. Degrees and weights. Fix ε > 0, and define
Proof. Fix a vertex i ∈ V . Conditionally on the weight w i of vertex i, D i ∼ Poi(w i ) [5, 16] . Then,
We use that by the Chernoff bound for Poisson random variables
3)
Combining this with (2.2) and taking the union bound over all vertices then results in
The bound for w i > (1 + ε) √ f 2 µn follows similarly. Combining this with the fact that f 1 < f 2 then proves the lemma.
The second lemma shows that after deleting all vertices with degrees outside of I n defined in Step 1 of Algorithm 1, still polynomially many vertices remain with high probability. Lemma 2. Polynomially many nodes remain. There exists γ > 0 such that
Proof. Let E denote the event that all vertices i ∈ V satisfy w i ∈ J n for some ε > 0, with J n as in Lemma 1. Let W be the set of vertices with weights in J n . Under the event E, |V | ≤ |W |. Then, by Lemma 1
Furthermore,
(2.8) for some constant c 1 > 0 because f 1 < f 2 . Thus, each of the n vertices is in set W independently with probability at least c 1 ( √ µn) 1−τ . Choose 0 < γ < c 1 . Applying the multiplicative Chernoff bound then shows that
which proves the lemma together with (2.7) and the fact that
We now use these lemmas to prove Theorem 1.
Proof of Theorem 1. We condition on the event that V is of polynomial size (Lemma 2) and that the weights are within the constructed lower and upper bounds (Lemma 1), since both events occur with high probability. This bounds the edge probability between any pair of nodes i and j in V as
so that p ij ≤ p + = c 1 < 1 if we choose ε small enough. Similarly,
by our choice of f 1 , so that p ij ≥ p − = c 2 / log(n). Let E := |E H | be the number of edges in H. We upper bound the probability of not finding H in one of the partitions of size k of V as 1 − p
Since all partitions are disjoint we can upper bound the probability of not finding H in any of the partitions as
, |V |/k ≥ dn 3−τ 2 /k for some constant d > 0. We fill in the expressions for p − and p + , with c 3 > 0 a constant
(2.14)
Now apply that k ≤ log Hence, the inner expression grows polynomially such that the probability of not finding H in one of the partitions is negligibly small. The running time of the partial search is given by
which concludes the proof for k ≤ log 1/3 (n).
Proof of Corollary 1. If k > log 1 3 (n), we can determine whether H is an induced subgraph by exhaustive search in time Proof of Theorem 2. The proof of Theorem 2 is very similar to the proof of Theorem 1. The only way Algorithm 2 differs from Algorithm 1 is in the selection of the sets S j . As in the previous theorem, we condition on the event that |V | = Θ(n (3−τ )/2 ) (Lemma 2) and that the weights of the vertices in G are bounded as in Lemma 1.
The graph G constructed in Step 5 of Algorithm 2 then consists of Θ(n (3−τ )/2 ) vertices. Furthermore, by the bound (2.11) on the connection probabilities of all vertices in G , the expected degree of a vertex
/ log(n)). We can use similar arguments as in Lemma 1 to show that D i,G = Ω(n (3−τ )/2 / log(n)) with high probability for all vertices in G . Since G consists of Θ(n
) as well. This means that for k < log 1 3 (n), Steps 8-11 are able to find a connected subgraph on k vertices with high probability.
We now compute the probability that S j is disjoint with the previous j − 1 constructed sets. The probability that the first vertex does not overlap with the previous sets is given by 1 − jk/ |V |, since that vertex is chosen uniformly at random. The second vertex is chosen in a size-biased manner, since it is chosen by following a random edge. The probability that vertex i is added can therefore be bounded as
for some constant M > 0 by the conditions on the degrees. Therefore, the probability that S j does not overlap with one of the previously chose jk vertices can be bounded from below by P (S j does not overlap with previous sets)
(2.19) Thus, the probability that all j sets do not overlap can be bounded as 20) which tends to one when jk = o(n (3−τ )/4 ). Let s dis denote the number of disjoint sets out of the s sets constructed in Algorithm 2. Then, when s = Ω(n α ) for some α > 0, s dis > n β for some β > 0 with high probability, because k < log 1/3 (n). The probability that H is present as an induced subgraph is bounded similarly as in Theorem 1. We already know that k − 1 edges are present. For all other E − (k − 1) edges of H, and all k 2 − E edges that are not present in H, we can again use (2.10) and (2.11) to bound on the probability of edges being present or not being present between vertices in V . Therefore, we can bound the probability that H is not found similarly to (2.13) as P (H not in the partitions) ≤ P (H not in the disjoint partitions)
Because s dis > n β for some β > 0, this term tends to zero exponentially. The running time of the partial search can be bounded similarly to (2.16) as
where we used that s ≤ n/k.
3 Experimental results Figure 1 shows the fraction of times Algorithm 1 succeeds to find a cycle of size k in an inhomogeneous random graph on 10 7 vertices. Even though for large n Algorithm 1 should find an instance of a cycle of size k in step 7 of the algorithm with high probability, we see that Algorithm 1 never succeeds in finding one. This is because of the finite size effects discussed before. Figure 2a also plots the fraction of times Algorithm 2 succeeds to find a cycle. We set the parameter s = 10000 so that the algorithm fails if the algorithm does not succeed to detect motif H after executing step 13 of Algorithm 2 10000 times. Because s gives the number of attempts to find H, increasing s may increase the success probability of Algorithm 2 at the cost of a higher running time. However, 7 , averaged over 500 network samples with f 1 = 1/ log(n) and f 2 = 0.9.
in Figure 2b we see that for small values of k, the mean number of times Step 13 is executed when the algorithm succeeds is much lower than 10000, so that increasing s in this experiment probably only has a small effect on the success probability. We see that Algorithm 2 outperforms Algorithm 1. Figure 2b also shows that the number of attempts needed to detect a cycle of length k is small for k ≤ 6. For larger values of k the number of attempts increases. This can again be ascribed to the finite size effects that cause the set V to be small, so that large motifs may not be present on vertices in set V . We also plot the success probability when using different values of the functions f 1 and f 2 . When only the lower bound f 1 on the vertex degrees is used, as in [11] , the success probability of the algorithm decreases. This is because the set V now contains many high degree vertices that are much more likely to form clique motifs than cycles or other connected motifs on k vertices. This makes f 2 = ∞ a very efficient bound for detecting clique motifs [11] . For the cycle motif however, we see in Figure 2b that more checks are needed before a cycle is detected, and in some cases the cycle is not detected at all.
Setting f 1 = 0 and f 2 = ∞ is also less efficient, as Figure 2a shows. In this situation, the number of attempts needed to find a cycle of length k is larger than for Algorithm 2 for k ≤ 6.
Real network data
We now check Algorithm 2 on four real-world networks with power-law degrees: a Wikipedia communication network [22] , the Gowalla social network [22] , the Baidu online encyclopedia [23] and the Internet on the autonomous systems level [22] . Table 1 presents several statistics of these scale-free data sets. Figure 3 shows the fraction of runs where Algorithm 2 finds a cycle as an induced subgraph. We see that for the Wikipedia social network in Figure 3a , Algorithm 2 is more efficient than looking for cycles among all vertices in the network. For the Baidu online encyclopedia in Figure 3c however, we see that Algorithm 2 performs much worse than looking for cycles among all possible vertices. In the other two network data sets in Figures 3b and 3d the performance on the reduced vertex set and the original vertex set is almost the same. Figure 4 shows that in general, Algorithm 2 indeed seems to finish in fewer steps than when using the full vertex set. However, as Figure 4c shows, for larger values of k the algorithm fails almost always. Table 1 : Statistics of the data sets: the number of vertices n, the number of edges E, and the power-law exponent τ fitted by the method of [7] .
These results show that while Algorithm 2 is efficient on inhomogeneous random graphs, it may not always be efficient on real-world data sets. This is not surprising, because there is no reason why the vertices of degrees proportional to √ n should behave like an Erdős-Rényi random graph, like in the inhomogeneous random graph. We therefore investigate whether selecting vertices with degrees in I n = [(µn) γ / log(n), (µn) γ ] for some other value of γ in Algorithm 2 leads to a better performance. Figure 3 and 4 show for every data set one particular value of γ that works well. For the Gowalla, Wikipedia and Autonomous systems network, this leads to a faster algorithm to detect cycles. Only for the Baidu network other values of γ do not improve upon randomly selecting from all vertices.
This indicates that for most networks, cycles do appear mostly on degrees with specific orders of magnitude, making it possible to sample these cycles faster. Unfortunately, these orders of magnitude may be different for different networks. Across all four networks, the best value of γ seems to be smaller than the value of 0.5 that is optimal for the inhomogeneous random graph. 
Conclusion
We presented an algorithm which solves the induced subgraph problem on inhomogeneous random graphs with infinite variance power-law degrees in time O(ne k 4 ) with high probability as n grows large. This algorithm is based on the observation that for fixed k, any subgraph is present on k vertices with degrees slightly smaller than √ µn with positive probability. Therefore, the algorithm first selects vertices with those degrees, and then uses a random search method to look for the induced subgraph on those vertices.
We show that this algorithm performs well on simulations of inhomogeneous random graphs. Its performance on real-world data sets varies for different data sets. This indicates that the degrees that contain the most induced subgraphs of size k in real-world networks may not be close to √ n. We then show that on these data sets, it may be more efficient to find induced subgraphs on degrees proportional to n γ for some other value of γ. The value of γ may be different for different networks.
Our algorithm exploits that induced subgraphs are likely formed among √ µn-degree vertices. However, certain subgraphs may occur more frequently on vertices of other degrees [17] . For example, star-shaped subgraphs on k vertices appear more often on one vertex with degree much higher than √ µn corresponding to the middle vertex of the star, and k − 1 lower-degree vertices corresponding to the leafs of the star [17] . An interesting open question is whether there exist better degree-selection steps for specific subgraphs than the one used in Algorithms 1 and 2.
