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ABSTRACT
The advent and proliferation of modern graphical processing units (GPUs) containing hun-
dreds to thousands of cores opens up the new possibility of rewriting programs to execute on
GPUs and acheive signiﬁcant gains in speed over the original implementation. We examine two
algorithms taken from high-energy physics: topological clustering, and the anti-kt jet ﬁnding
algorithm. While no performance gains were attained for topological clustering, the execution
time of the anti-kt algorithm is nearly halved.
1CHAPTER 1. INTRODUCTION
1.1 Motivation
In high-energy particle collisions, such as the proton-proton collisions at the Large Hadron
Collider (LHC), multitudes of particles are produced from the point of collision, with various
ﬁnal states and distributions. Collimated bunches or sprays of particles, called jets, are ex-
perimental observables important to various physical measurements. These jets will appear in
the detector grids as clusters of energy deposits in one form or another.
The data production rate at the LHC, consisting of the real-time outputs of the detector
elements, is extremely large. Bunches of protons interact every 25 ns, or at a rate of 40 MHz.
To store all data produced by the ATLAS detector at the LHC at this rate would require a
data processing rate of about 60 terabytes per second (TB/s), which is not feasible with current
technology. Thus, we introduce the concept of a multi-level trigger whose role is to reduce the
data rate by identifying and saving only events with interesting characteristics (e.g., high-pT
electrons, muons, jets, or photons, or high missing transverse energy, presence of a Higgs boson,
etc.). The ATLAS trigger uses three levels: the L1, L2, and event ﬁlter (EF), which reduce
the data rates to 75 kHz, 3 kHz, and 200 Hz, respectively. To store the events remaining after
ﬁltering done by the trigger then requires a bandwidth of ≈300 MB/s. One criterion that can be
used within a trigger to evaluate an event is the presence and corresponding sizes and energies or
momenta of clusters within a detector. In the case of the calorimeter, we might be interested in
cells with appreciable energy deposit clustered closely together as a signal of interesting physics
phenomena such as the production of a jet.
The identiﬁcation of jets is, as we shall see, a computationally intensive task. A new class
of computing hardware has emerged in recent years suited toward computationally intensive
2tasks of a certain class: the graphics processing unit, or GPU. Modern GPUs have appeared
in recent years that have hundreds to thousands of individual computing cores. The cores are
somewhat slower individually than modern CPU cores, and the execution model is diﬀerent,
requiring some specialized programming techniques; however, the GPU as a whole is relatively
cheap (a higher-end commodity GPU can be obtained for under $1000). Interfaces to general-
purpose programming languages continue to evolve, such that the hardware can be utilized for
any task, not just those of video rendering, opening the possibility of applying GPUs to modern
computationally-intensive problems. The class of problems amenable to GPU implementation
are parallelizable: that is, the data to be processed can be split into many small pieces and the
pieces distributed amongst the multitude of cores, processed in parallel, and the result built
collectively from each of the cores' pieces of the result.
The question we set out to resolve is the applicability of the GPU to two speciﬁc algorithms
used within the high-energy physics domain: the topological clustering algorithm [7], and the
anti-kT jet identiﬁcation algorithm [2]. Speciﬁcally, we wish to ask whether a GPU implemen-
tation of each algorithm can outperform a traditional serial implementation that uses a CPU
counterpart of similar hardware generation and cost, and if so, by how much. We compare the
GeForce GTX 680 GPU against the Intel Core i5 CPU. We ﬁnd that the topological clustering
algorithm could not be made to outperform the CPU implementation, and in fact runs approxi-
mately 8 times slower. The anti-kT GPU implementation, however, runs on average about twice
as fast as the CPU-only implementation.
1.2 Fundamental Particles and Fundamental Interactions
Since antiquity, mankind has debated the nature of matter, and the speciﬁc question of
whether a sample of matter can always be divided into smaller parts, or if there were some sort of
smallest piece (or atom) that cannot be further divided. Until the 20th century, this was largely
an open question relegated to philosophy. In the early 20th century, though, experimental
evidence began to accumulate that demonstrated that matter was in fact discrete rather than
continuous.
3While this is a deep and interesting history to examine in its own right, suﬃce it to say
that it is now widely known that matter is made of atoms which are not divisible through
ordinary means. At ﬁrst, we learned that the atom was a small, positively charged dense
core surrounded by a cloud of negative charge (as established through Ernest Rutherford's
experiment of scattering alpha particles upon a gold foil). Further investigation led us to
conclude that the atom in fact has three sub-constituents. The cloud of negative charge is due
to particles we now call electrons, and the dense core, the nucleus, is made up of positively-
charged protons and electrically neutral neutrons. Protons and neutrons are referred to as
nucleons when referring to the constituents of the nucleus without reference to charge.
The next logical question that arises is whether these particles themselves have substructure.
There was a theory that the nucleons were themselves composed of three quarks which was
later conﬁrmed experimentally. Quarks carry electric charge and are subject to electromagnetic
forces, but are also subject to a diﬀerent force called the strong force, which we will detail
further below. The quark and electron may be truly fundamental, in the sense that they are not
themselves comprised of yet smaller, more fundamental particles, and are eﬀectively geometrical
points in space with no physical dimension such as length or radius. Current evidence suggests
that were they to be small spheres with physical extent, the radius must be smaller than ≈ 10−17
m [4].
Matter in our normal experience is stable matter composed only of electrons and what are
called up and down quarks, the two lightest types of quark. However, through experiments in
particle physics, we know there is more to the picture (refer to Fig. 1.1). Firstly, the electron is
just one representative of a class of particles called leptons (meaning light ones). The electron
is the lightest charged lepton. Two additional charged leptons exist called the muon and tauon
(τ particle), particles similar to the electron in many ways, except more massive. They are not
stable; a muon, for example, will quickly decay becoming an electron in free space. Similarly,
the quarks come in six types: three of the up type, with properties similar to the up quark,
and three down type with properties similar to the down. The up-type quarks are the up
quark itself, the charm quark, and the top quark; the down-type are the down quark itself,
the strange quark, and the bottom quark. Similarly to the leptons, the higher-mass quarks
4Figure 1.1 A periodic table representation of the Standard Model, in which the elementary
particles are given in the blocks. Particles in the same row have the same electric
charges. The force carriers are listed to the left, with an annotation of which group
of fundamental particles the force carrier acts upon. Image credit: Ben Still of
http://neutrinoscience.blogspot.com/
are not stable and will decay quickly into lower-mass types, eventually becoming up or down
quarks.
Associated to each type of charged lepton is another particle called the neutrino (meaning
little neutral one); these are uncharged leptons and are very light compared to the charged
leptons. There are three kinds of neutrino, named for the associated lepton (so there are
electron, µ, and τ neutrinos). Neutrinos interact with matter only very infrequently and the
vast majority pass through. A large ﬂux of neutrinos occurs naturally as they are produced
in solar fusion reactions, but they occur in other contexts (such as the earlier-mentioned muon
decay, for example) and in reactions in lab settings such as collider experiments or nuclear
scattering experiments.
Finally, in our current picture of fundamental particles and interactions, we also argue that
the forces between particles are themselves carried by particles. For example, two electrons
5approaching each other in space will tend to deﬂect each other's trajectories, which in the
classical view we consider to be the eﬀects of electromagnetic force ﬁelds set up by the presence
of the electric charges. In the particle view, we instead think of the force as being provided
by the exchange of virtual photons, the particles which carry the electromagnetic force. An
analogy used to illustrate how this works is as follows: suppose there are two people standing
on a frictionless sheet of ice and we are looking at them from the side. One has a ball, and then
throws it rightward to the other. Now the ball has some ﬁnite momentum rightward while the
thrower is sent leftward due to conservation of momentum. When the other person catches
the ball, he or she will move rightward, absorbing the momentum of the thrown ball. After the
catch, it will now appear that the two people have been pushed apart. Admittedly, this analogy
works well for repulsive forces but does not as intuitively explain attractive forces, though the
same underlying particle-exchange method is used in that case as well. In the force-carrier
picture, we say that in addition to the EM force carried by the photon, there is the gluon that
carries the strong force, and the W and Z particles that carry the weak force. Gravity may also
be a particle-carried force, and we call the particle that carries gravitational force the graviton,
should it exist.
There are a number of constants used to characterize fundamental particles. Some examples
follow:
Mass: Mass takes on its usual meaning from macroscopic physics for a fundamental parti-
cle. In particle physics it is common to express particle masses in eV/c2 (eV being an
abbreviation for electron-volt : the energy gained by an electron in moving through
a potential diﬀerence of 1 Volt) often with some metric preﬁx (e.g. MeV, GeV, ...)
depending on the magnitude of the mass. To see that this is a mass unit, consider
that rearranging Einstein's relation E = mc2 yields m = E/c2, and eV is a unit
of energy. The masses of the particles are one of the bases by which we classify
particles into three generations, although there is no pattern to the progression oth-
erwise (e.g., if one examines the masses of quarks in order, there appears to be no
trivial relation between one quark and the next in terms of mass). A particle's mass
deﬁnes how strongly it interacts via the gravitational interaction.
6Spin: Although fundamental particles are thought to be point-like, it is possible to make
measurements upon them that would lead to the conclusion that a particle behaves
as though it were a spinning sphere of charge of some ﬁxed radius. Thus fundamental
particles possess a spin number, a measure of the hypothetical sphere's spin angular
momentum, with the remarkable property that the spins occur in half-integer mul-
tiples of the reduced Planck constant ~ (~ = h/2pi ≈ 1.055 × 10−34 J · s in metric
units; note this is a unit of angular momentum, as consistent with a spinning ob-
ject). It is by this spin number that we classify particles into bosons, whose spin is
a whole integer multiple of ~, and fermions whose spin is a half-integer multiple1.
Some examples of bosons are the Higgs, with spin of 0 (no spin), and the photon
with spin of 1; some examples of fermions are the electron and the quark, both pos-
sessing spin of 1/2. There is a detailed distinction between the quantum-mechanical
behavior of these two classes of particles, but for our purposes we will simply note
that the material particles such as quarks, leptons, and neutrinos are fermions,
and the force carriers such as gluons (detailed below), photons, and the W and Z
particles are bosons.
Interestingly, it should be noted that this pattern of spin behavior carries over into
nucleons and nuclei, which also possess half-integer-multiple spins.
Charge: Particles may or may not possess electric charge. The fundamental unit of charge
is that of the electron, denoted as e. However, the quarks possess fractional charges
of e/3 and 2e/3, making quark electric charges in one sense more fundamentalbut
as will be discussed later, we do not observe quarks in isolation but only in bound
states of multiple quarks. These bound states (the mesons and baryons) end up
with net charge as an integer multiple of e. A particle's electric charge determines
how strongly it interacts via the electromagnetic interaction.
There is a second kind of charge, color charge, which we will discuss below. Similar
to electric charge, it determines the strength of the strong interaction for the particle.
1Note that in high-energy physics it is common to use a natural unit system in which ~ = c = 1, and then
quantities such as spin are given simply as, e.g., 0, 1/2, or 1.
7There are more of these quantum numbers, such as strangeness, lepton number, and baryon
number, to name a few, which will not be detailed further as they are not germane to the
sections that follow.
All of the above has been stated in the context of matter particles, but to further complete
the picture, we must also introduce the concept of anti-matter. In short, for each matter particle,
there is also an anti-matter counterpart which has the same inertial mass but opposite electric
charge. A particle and its corresponding antiparticle will, in empty space, attract each other
and eventually annihilate each other when they come into contact2. Similarly, when energy
is converted into matter, it occurs through pair production: a matter particle and its anti-
particle come into existence at the same time and ﬂy away from each other. Though this would
in principle seem to imply that matter and anti-matter are always produced in exactly equal
proportion, available evidence suggests that we live in a matter-dominated universe and that
there must in fact be some intrinsic small imbalance in production of matter versus anti-matter.
The measure and origin of this imbalance remain open questions within particle physics.
1.3 The Strong Force and Color Conﬁnement
The strong force is one of the four fundamental interactions between particles. It can to
some extent be explained by way of analogy to the electromagnetic (EM) interaction. In EM,
the particles that participate in the interaction are those with electric chargefor example, the
electron, and its antimatter counterpart, the positron, can be considered to have unit charge
magnitude; i.e., the electron has charge -1 and the positron +1. A charged particle at rest
in isolation generates an electric ﬁeld that decreases in strength as you move away from the
charge; a system of charged particles will have a net ﬁeld which is the superposition of the
ﬁelds of the individual charges, and the charges will exert forces on each otherattractive for
opposite charges, and repulsive for like charges. Explained at the discrete level, the forces
originate through the exchange of virtual photons between the charges. An accelerated charge
2Note that due to mass-energy conservation, the mass-energy of the system must be converted into a new
state, consistent with E = mc2. To provide an example, an electron and positron annihilating at rest will then
emit two photons of equal energy back-to-back (as a consequence of conservation of linear momentum). Each
photon's energy will be 511 KeV, consistent with the original particles' masses of 511 KeV/c2 each.
8will also shed energy by emitting photons (this is known as brehmsstrahlung). The laws and
properties underlying the electromagnetic interaction are well-measured, and some experimental
constants have been measured to very high precision.
Turning to the strong interaction, we consider particles which possess not electric charge,
but color charge which occurs in six varieties instead of two: we conventionally label the three
matter (quark) color charges as red, green, and blue, and the antiquark color charges as anti-red,
anti-green, and anti-blue (in analogy to EM where our charges are positive and negative). These
charges also emit ﬁelds, called color ﬁelds, and the constituents of a system of color charges will
exert strong forces on each other. In contrast to EM, the strong force is strictly attractive.
The strong force is carried by a boson known as a gluon (so called because gluons act as the
glue binding systems of colored particles), and it is particularly diﬀerent from the analogous
carrier in EM, the photon, in that the gluon itself carries color charge and participates in
strong interactions. However, one doesn't say a gluon has a single color, but rather a color
and anti-color. We deﬁne the anti-colors anti-red, anti-green, and anti-blue. When a gluon
is emitted from a particle, it carries away the color of the particle upon emission, and the
particle assumes a new color, which is deﬁned by the anti-color of the gluon. So for example,
if a red particle emits a gluon becoming blue, the gluon will be red/anti-blue, so the color of
the system is preserved and is still net red. This gluon could be exchanged with a blue quark,
which would then be left red. Bear in mind, there are some simpliﬁcations in the preceding
explanation and, for example, there aren't nine types of gluon as you might expect intuitively,
but only eight. A full explanation of this would require a diversion into mathematics that won't
be pursued here; our goal is to convey a high-level picture of the strong interaction.
As mentioned earlier, gluons are themselves colored particles and participate in the strong
interaction; speciﬁcally, a gluon-gluon interaction may occur as well, which will produce a virtual
quark-antiquark pair. One way to envision the state of a hadron is as a cloud of gluons and
quark-antiquark pairs in equilibrium, but with a ﬁxed net number of quarks or quark/anti-quark
combinations (valence quarks). This cloud is sometimes also termed the sea and one of the
quarks or antiquarks in the loops called sea quarks.
9Finally, there is an interesting property of the strong interaction known as color conﬁnement :
the phenomenon that bound systems of colored particles are only found to exist in net color-
neutral states. Color-neutral can also be thought of as white by way of analogy to the mixing
of light of hues red, green, and blue; in practice we use the term colorless to refer to color-
neutral combinations. Speciﬁcally, we observe di-quark systems, known as mesonsthese are
color-neutral because the valence quarks are one (matter) quark and one antiquark, where if the
quark has a certain color, the anti-quark has the corresponding anti-color, and the combination
of the two colors cancels to neutral. We can also have tri-quark systems, where the valence
quarks are all matter or anti-matter; in this case, the color assignments are always red, green,
and blue (or anti-red, anti-green, and anti-blue), and the combination is again color-neutral.
Color-neutral 4- and 5-quark (tetraquark, pentaquark) systems are also conceivable, and indeed
recent evidence has been found supporting their existence. However, a quark in isolation is not
observed, as it must be colored. It is also worth mentioning that the above discussion takes place
in the context of ordinary hadronic matter; there are experimental conditions that produce a
so-called quark-gluon plasma, in which the conﬁnement behavior is considerably modiﬁed.
1.4 Large Hadron Collider and ATLAS
The Large Hadron Collider (LHC) is a particle accelerator, a machine that uses electric
and magnetic ﬁelds to impart high velocities to charged particles. It can be thought of as a
class of cyclotron, in which the accelerated particles move along a circle (as opposed to linear
accelerators which accelerate particles into straight-line beams). One form of the cyclotron
equation is r = mv/qB, where r is the circular path's radius, m and q are the beam particle's
mass and charge, respectively, v is the particle velocity, and B is the strength of the magnetic
ﬁeld (for an ideal cyclotron, the ﬁeld is uniform in strength within the region of particle travel,
and the ﬁeld lines are directed parallel to the beam line, perpendicular to a particle travelling
transverse to the beam). Rearranging, we see v = qBr/m. The mass and charge of the particle
being ﬁxed, and B being eﬀectively limited by our capacity to engineer high-strength magnetic
ﬁelds, we see that to accommodate higher particle velocities (and thus higher particle energies),
we need to increase r, which is to say, we use a larger ring.
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The main ring of the LHC is a 27 km tunnel built in an underground complex spanning the
French-Swiss border and located near Geneva, Switzerland. It is the largest and highest-energy
particle accelerator built to date. It is built to accelerate protons to energies of 7 TeV, which
corresponds to a velocity of 99.9999991% of the speed of light, or about 3 m/s short of the speed
of light. The ring contains two beam pipes with the beams circulating in opposite directions,
which are designed to cross at the points where the detectors are located to observe the resulting
high-energy proton collisions.
ATLAS (acronym for A Toroidal LHC ApparatuS) is one of the detectors on the ring and
the one we work with at Iowa State. It is designed as a general purpose detector.
Figure 1.2 Schematic of a modern generic particle detector and its sub-detectors. Left: a cut-
away view from an overhead angle. Right: a cross-section (from the perspective of
looking down the beam line), with examples of particles tracked by each sub-detec-
tor. In this example, electron and positron beams are used, but the design works
for proton beams as well. Image credit: particleadventure.org.
Refer to Fig. 1.2, which shows the layers or sub-detectors of a modern general-purpose
detector such as ATLAS. The central light blue area is a tracking chamber. The tracking
chamber will provide the ﬁrst few space-points that deﬁne the track, but more importantly, it
can be used to determine particle momenta to high accuracy. The tracking chamber is embedded
in a uniform magnetic ﬁeld, which has the eﬀect of making charged particles travel along a
curved path. We can then work out the particle momentum from the track curvature within
the tracking chamber (speciﬁcally, using the relation p = Bqr, where p is the momentum).
Encapsulating the tracking detector are the calorimeter layers. Here, the red area (color online)
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is an electromagnetic calorimeter, which makes measurements of the energies of particles such
as photons and electrons, and the green area is the hadron calorimeter, which measures the
energies of hadrons such as protons and neutrons. Finally, the outer darker blue region comprises
the muon chambers, used to detect muons, which generally pass through the electromagnetic
calorimeter and are instead detected further out radially.
Figure 1.3 Detail cutaway diagram of the ATLAS detector.
Fig. 1.3 shows a detailed cutaway view of the ATLAS detector. Relating back to our
earlier diagram, here the pixel detector, transition radiation tracker, and semiconductor tracker
together with the solenoid magnet comprise the inner tracking system.
There are multiple coordinate system conventions in ATLAS depending on the context in
which the system is used. Deﬁne the origin of the coordinate system at the center of the detector
where the proton collisions occur. Then we can deﬁne two coordinate systems:
• Cartesian: As we are sitting on a point on the accelerator ring, draw a line from the
interaction point to the center of the ring. This is the x-axis. The skyward direction
perpendicular to the x-axis is the y-axis; then the right-hand rule gives us the direction
of the z-axis, which will be locally tangent to the beam ring. Under these deﬁnitions, the
transverse plane is then the plane in which both the x− and y−axes lie. This plane is
normal to the beam line. It is the basis by which we deﬁne quantities such as transverse
12
momentumthis is simply the projection of the momentum vector onto the transverse
plane (equivalently, the original momentum with z component set to zero).
• Spherical: In describing the particles and tracks that emanated from the collision vertex,
it is often more intuitive to use a spherical coordinate system with the beam-line serving
as the pole or axis (we use the approximation that the ring appears locally as a nearly
straight line in the region covered by the detector. In this case, radial coordinate r gives
us the distance from a point to the interaction vertex, while φ is the polar angle and θ is
the angle between the beam-line and the line from the interaction vertex to the point of
interest.
In practice, a quantity related to θ known as the pseudorapidity is used instead. Pseudo-
rapidity is deﬁned as
η = − ln
[
tan
(
θ
2
)]
Pseudorapidity has the advantage that a diﬀerence of two pseudorapidities has the same
value with respect to Lorentz transformations along the z-axis (put another way: if two
particles have pseudorapidities η1 and η2 as measured when you are at rest in the lab,
and pseudorapidities η′1 and η′2 when measured while moving with some constant velocity
along the z-axis, then η2 − η1 =η′2 − η′1).
In this coordinate system, it is also often useful to deﬁne a quantity analagous to Euclidean
distance on a surface. The formula for this metric is similar in form to the Pythagorean
theorem, and is deﬁned as
∆R2 = ∆η2 + ∆φ2
The magnitude of ∆R gives us an idea of how closely spaced tracks are; two tracks for
which there is a small value of ∆R will have a small angle between them (i.e., are more
nearly collinear).
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1.5 Jets
When a quark or gluon is produced in a proton-proton collision and moves away at high
momentum, what is generally seen in the detectors is known as a jet. Roughly speaking, this
takes the form of a group of many particles whose paths of travel are grouped in a conical struc-
ture, with the tip centered very near the primary collision vertex (see Fig. 1.4). The jet arises
as a consequence of color conﬁnementas the quark or gluon gets farther away, eventually new
particle-antiparticle pairs start to form, which themselves may cause further particle production;
additionally, gluon radiation during the jet's propagation may contribute jet constituents.
Figure 1.4 Schematic diagram of a jet. We start from an initial parton, and processes of
gluon radiation, pair production, decays, and hadronization leave us with a spray
of ﬁnal-state mesons and baryons.
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The jet will leave an imprint in the various layers of the detector. In the case of electron or
hadron constituents, we will expect to see energy deposits in the electromagnetic and hadronic
calorimeters. Recall that the calorimeters are divided into small volumes called cells.
Figure 1.5 Visualization of an electromagnetic shower within a cell of an electromagnetic
calorimeter.
A particle crossing into the calorimeter will create a blob of energy deposition as seen in
Fig. 1.5. In practice, the blob will not necessarily be restricted to a single cell, and cells in the
vicinity may share some of the energy deposited by the original particle. The collection of cells
with energy depositions in a localized region is called an energy cluster, also referred to as a
pseudo-particle. In the case of a jet, with many particles travelling close to one another, what
we will expect is a group of energy clusters that are close to each other.
A number of algorithms are available for identifying the jets in an event and the particle
constituents in the jet. Examples include the kT and anti-kT algorithms, so named because
they progress based on particle transverse momenta, and the SISCone, Iterative Cone, and
Cambridge-Aachen algorithms, to name some common choices. We will be examining the anti-
kT algorithm implementation in greater detail in sections to follow. We select anti-kT as our
target of study as it is one of the most popular variants used within experiments at the LHC.
1.6 An Overview of Jet Reconstruction Techniques
As the imprint of a jet upon a sub-detector is generally some cluster within a ﬁnite η − φ
cylinder (the cylinder being continuous at the angle of φ = 0, 2pi), and the distribution of hits
within the cluster is expected to be vaguely circular or elliptical, one can imagine adopting a
geometrical approach to jet reconstruction, whereby we deﬁne a distance metric between each
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pair of pseudo-particles3, and base clustering decisions on the distance metrics. In practice we
have a class of jet clustering algorithms known as kT -like algorithms, so named because they are
deﬁned in term of pseudo-particle transverse momentum4 kT , which all use a similar iterative
process based on the following generalized deﬁnitions:
dij = min
(
knT,i, k
n
T,j
) ∆R2ij
R2
diB = k
n
T,i
where
∆Rij =
√
(∆η)2 + (∆φ)2
and kT,i is the transverse momentum of the ith pseudo-particle (depending on one's pref-
erence, you could also name this quantity pT,i for consistency with the traditional name for
momentum values). R is colloquially known as the cone-size parameter and is of order unity.
Larger values of R yield jets clustered over larger areas. dij can be thought of as a matrix, and
can be referred to as the distance between pseudo-particles i and j. diB, on the other hand, is
referred to as the distance of pseudo-particle i to the beam.
The algorithms proceed by grouping nearby (as given by dij) pseudo-particles into collections
via merging the pseudo-particles, leaving a new pseudo-particle in its place. This is done
by summing the 4-momenta of the pseudo-particles. The 4-momentum is a four-component
vector that includes the energy. Suppose we are working in a Cartesian coordinate system,
and the energy is E while the 3-vector momentum ~p = (px, py, pz); then the 4-momentum
5
p = (E, px, py, pz).
3We use the term pseudo-particle to refer to the objects the algorithm works upon. As the algorithm
progresses, it merges (psuedo-)particles into new pseudo-particles whose momentum and energy are the sum of
the sub-consituents.
4For momentum vector ~k, the transverse momentum vector ~kT is the projection of ~k upon the transverse
(x− y) plane. Then kT =
∣∣∣~kT ∣∣∣, the magnitude of vector ~kT .
5Conventionally, the symbol for 4-momentum is p, without an arrow overhead, to distinguish it from the
ordinary 3-momentum ~p.
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The kT -like algorithms are sequential and proceed as follows:
• Compute all values of dij and diB.
• Deﬁne dmin as the smaller of the minimum dij value and the minimum diB value. Then:
 If dmin was a dij value, we combine the particles i and j by summing their 4-momenta.
We update dij and diB to reﬂect the changes.
 If dmin was a diB value, we remove particle i and mark it as a jet.
• Repeat the step above until all particles are clustered.
The superscript n is the power to which k is raised, and is the diﬀerence between the three most
well known variants of kT -like algorithms: Cambridge-Aachen, for which n = 0; kT for which
n = 2, and anti-kT for which n = −2.
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CHAPTER 2. GRAPHICS PROCESSING UNITS
2.1 Overview
One of the basic functions available since the earliest personal computers is the ability to
render output to a visual display. The display is divided into picture elements, or pixels, which
comprise the smallest subdivision of the display where the color of the area is discrete. In the
earliest models, a pixel was either on or oﬀ, and monochromatic displays would render oﬀ as
black, and on as white, amber, or green. We have since progressed to where each pixel can be
an eﬀectively arbitrary color selected from a large set of available colors. On early PC models,
the function of rendering the display usually had a dedicated integrated circuit (IC) package
that would render the display from a dedicated video memory space; this was all packaged on
the single motherboard. In the 1990s, and with the gradual advent and subsequent evolution
of 3-D video games, the dedicated video card started to gain popularity.
Connected to the motherboard through an accessory bus, it possesses its own specialized
subprocessor, and dedicated video memory and cache memory that often has higher performance
metrics than the motherboard memory. Oﬀerings specialized for 3-D gaming performance in-
cluded subprocessors servicing common operations needed for graphics primitives, which often
take the form of matrix algebra upon vectors in 3-D space, trigonometric transcendental func-
tion calculations, interpolations, linear transformations, projection operations, etc. There is
also a need for texturing, which is the process of superimposing a 2-D image over a 3-D surface,
needed for rendering 3-D scenes.
It turns out that many operations common to computer graphics primitives and 3-D scene
rendering are amenable to parallel processing. To provide a trivial example, consider a display
where you wish to turn every red pixel to green. A single processor has to consider each pixel
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in sequence and turn the pixel green or not. If you had two processors, you could have the ﬁrst
process the top half of the display and the other process the bottom.
In recent years, we've started to see graphics cards that contain hundreds, and now thousands
of subprocessors, at a signiﬁcantly low cost per unit. It became apparent that in addition to
being excellent units for graphics rendering, they can also be used for qualifying problems
from all areas of high-performance computing to run applications in a fraction of the time of
even a modern multicore CPU. The software infrastructure provided by programming language
extensions such as CUDA and OpenCL make it possible to write, compile, and execute arbitrary
subroutines on the graphics hardware.
Figure 2.1 Floating-point operations per second, for GPU and CPU, shown over a number of
years.
Fig. 2.1 is a plot demonstrating the trend of relative performance of CPUs vs. GPUs in
terms of GFLOP/s. GFLOP is an acronym for Giga FLoating Point Operation. a ﬂoating point
number may include a fractional part after the decimal point (as opposed to integers, which
are strictly whole numbers). A ﬂoating point operation is an instruction that works with such
numbers, e.g., computing the sum of two ﬂoating point numbers. One GFLOP/s is therefore
one billion (109) ﬂoating point operations per second. As we 21 see, the peak GFLOPS/s that
GPUs are capable of considerably overshadow the CPU's metrics; further, the diﬀerence in
performance between the two is growing with time.
Using GPUs for large-scale computation has gained popularity with a multitude of applica-
tions, including molecular dynamics, weather modelling, protein and gene sequencing, medical
image processing, astrophysics, ﬁnance, etc. Its potential applicability to high energy physics is
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clear, as another ﬁeld with many applications involving processing large amounts of data with
maximum possible throughput.
2.2 The GeForce GTX 680
The GeForce GTX 680 [9] is a CUDA-capable GPU card for desktop PCs released in spring
2012. We chose from the nVidia cards, in order to have access to CUDA, which is well docu-
mented and widely supported. In designing the CUDA-capable PC, with a starting budget of
$1000, 60% of it ($600) was allocated to the GPU card (bearing in mind that the remainder of
the budget goes largely toward the CPU and its memory). The GTX 680 was the card with
the best speciﬁcations for that price at the time. A selection of its speciﬁcations follows:
CUDA Capability Major/Minor version number 3.0
Total amount of global memory 2048 Megabytes
(8) Multiprocessors x (192) CUDA Cores/MP 1536 Cores
Graphics Core Clock 1058 MHz
Memory Clock Rate 3004 MHz
Memory Bus Width 256-Bit
Memory Bandwidth (peak) 192.26 GB/sec
L2 Cache 512 KB
Table 2.1 Some speciﬁcations of the GeForce GTX 680 GPU.
The compute capability refers to the language constructs and capabilities oﬀered by the
card's CUDA implementation. For the example of the 680, this means we have support for
features like atomic (uninterruptable, thread-safe) integer and ﬂoating-point variable exchanges,
3-D grids of thread blocks, and double-precision ﬂoating-point arithmetic. One example of a
feature added since compute capability 3.0 is support for dynamic parallelism, in which one can
resize or respecify the dimensions of threads and blocks during kernel execution.
Each CUDA core can run at 1.06 GHz; however, even though this is a third of our CPU's
speed, we will ﬁnd for a number of reasons that the raw clock rate tells us little about an
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application's performance. In general, the greatest improvements can only be realized when the
majority of the cores are occupied the majority of the time, and this can be diﬃcult to arrange
for all but the most trivially parallelizable of algorithms. Further, accesses to global memory,
the large 2GB space resident on the card, often require on the order of hundreds of cycles to
service, and depending on the memory access pattern, one can readily ﬁnd circumstances in
which threads/warps are hanging idle waiting for memory services. These and other concerns
make general-purpose programming for CUDA inherently more complex than general-purpose
programming for a CPU, where the core is usually executing instructions (including speculative
execution and myriad other tricks), and has an elaborate multi-layer cache to amortize the
penalties incurred for memory accesses.
Now we turn to the GeForce 680's symmetric multiprocessor, one of the 8 units amongst
which the CUDA cores are distributed.
Fig 2.2 shows a block diagram of one of the GTX 680 streaming multiprocessors (SMX). The
Polymorph Engine 2.0, texture units, and texture caches are not used in our applications and will
not be discussed further. In the block diagram, the acronym SFU stands for special function
unit, and handles special functions such as transcendentals. LD/ST stands for load/store
unit, designed to handle the memory fetch/store requests from each half-row of cores pictured.
We also see here that the SMX includes separate instruction and shared memory/L1 caches
(the latter caching data as opposed to instructions), four warp schedulers with eight dispatch
units, and a shared ﬁle of 64K registers (transparently managed by the CUDA compiler; threads
cannot ordinarily access each other's registers in practice).
Looking down each column, we now see where the concept of the half-warp comes in: there
are 16 cores in each column, and the half-warp is a set of 16 threads to be executed in lock-step.
Each SMX of the GTX 680 has a total of 12 sets of 16 cores, for 192 cores per SMX. Then, as
the GTX 680 contains eight total SMXs, we come to the total of 1536 cores available.
2.3 Host PC Speciﬁcations
The host PC was built of components selected as representative of an average, moderately
priced commodity PC on the market at the time. A description of the components follows.
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Motherboard: We selected a Gigabyte GA-Z77X-UD3H motherboard, which has an Intel Z77
chipset and supports up to 32 GB of dual-channel DDR3 memory. It has two PCI Express
x16 3.0 slots, which are used in our case for the connection of the GeForce GTX 680 GPU
card. This motherboard supports SATA for peripherals, but the hard drives we obtained
were older IDE models and a conversion card was needed to connect them via the ordinary
PCI slot.
CPU: We selected a 4-core Intel Core i5-3570 CPU with clock speed 3.40 GHz. This model
was released in June 2012.
Refer to Figure 2.3 which depicts the layout of a Core i7, which is similar to that of our
Core i5. There are four 64-bit cores, each having 32 KB L1 cache and 32 KB L2 cache.
Then, there is a 6 MB L3 cache shared by all cores. There is a graphics processing unit
on-chip, a PCI Express 3.0 interface, and a maximum supported memory bandwidth of
25.6 GB/s.
It is important to note that in the host implementations of algorithms given below, no
attempt was made to parallelize the algorithms to utilize all four of the cores nor to make
use of the on-chip graphics processor; all implementations are single-core, single-thread.
Memory: Although the system otherwise supports 32 GB of RAM, we opted for 16 GB.
Connected to the motherboard are two 8 GB DDR3 DIMM modules with 1600 MHz
clock speed.
Storage: As mass storage latency is eﬀectively excluded from the program timings we wish to
run, storage devices were not given a high priority. We used a 7200 RPM Western Digital
WD400BB 40 GB drive rated at 3.0 Gb/s peak data transfer rate for main ﬁlesystem
storage, and a 7200 RPM Maxtor 6L160M0 160 GB drive rated at 1.5 Gb/s peak data
transfer rate for home directory storage.
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2.4 Compute Uniﬁed Device Architecture (CUDA)
CUDA [8, 3], an acronym for Compute Uniﬁed Device Architecture, is an extension to pro-
gramming languages (C and C++, in our case) facilitating the use of the so-called general-
purpose graphics processing unit (GPGPU) available on modern graphics cards, produced and
maintained by the graphics card manufacturer nVidia. It provides a platform for large-scale
parallelism in program execution. On the hardware level, the graphics card contains on the
order of hundreds to thousands of general-purpose processing cores. To introduce CUDA, it
is helpful to deﬁne a few of its key concepts and terms. There is some overlap with existing
terminology within the parallel programming ﬁeld, and often with identical meanings ascribed.
Thread A thread can be described as an instruction stream being executed. The degenerate
case, single threading, is the predominant sequential programming model: there is a single
set of instructions, and the processor executes that one set, so there is eﬀectively only one
thread. However, the idea of using threads is (in our context) to have multiple threads,
and to divide the work amongst them. A simple example would be ﬁnding the minimum
from a list of 100 numbers. I could write a sequential loop that checks each element,
one by one, and returns the minimum at the end. Alternately, I might divide the list
into ten parts and start ten threads, each with the task of ﬁnding the minimum from
its sublist, and then ﬁnd the minimum amongst the ten thread results. In CUDA, one
generally targets problems that naturally ﬁt into a model of processing using hundreds or
thousands of threads.
Block In CUDA, threads are grouped logically into blocks. The reason one uses blocks will
become more apparent upon describing the streaming multiprocessor below. Threads are
not run in isolation, but rather in groups. In CUDA, you generally try to tile your
data set with blocks of threads and try to provide ideally a relatively large number of
blocks when possible. This is because the block is one of the granular units recognized
by the thread scheduler; when the cores are available, the scheduler will pick a new block
of threads to schedule and make active. The selection of block size is done empirically,
often as a tuning step after a piece of CUDA code is veriﬁed and functional, but users
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are advised to use block sizes which are powers of two (for reasons that become apparent
below).
Grid The collection of thread blocks is arranged into what is termed a grid, which is simply
a list of blocks in the simplest case. However, CUDA provides for arranging the grid as
a 2-D or 3-D array as well; this is suitable for cases in which the input data is naturally
speciﬁed in multidimensional array format. For our purposes, we will only be using 1-D
grids.
Kernel A kernel is a subroutine written to execute on the GPU. In addition to the facilities of
the language (C and C++, in our case), the kernel also has variables available which allow
the executing thread to know its own thread index, block index, and block dimensions
upon entry; this is the means by which one determines within the kernel which subset of
the input data the thread is responsible for.
The kernel, for the version of CUDA supported by our GPUs, can only act upon device-
resident memory. In practice, this means that there is an unavoidable data transfer
overhead in invoking CUDA kernels, both in transferring input from the host to the GPU
device, and results from the device back to the host. The rate of data transfer depends
on the speed of the interconnection bus. Finally, kernels cannot return values as ordinary
functions can; any returned values must be passed back via the kernel argument list.
Streaming Multiprocessor The cores are grouped into mass execution units known as stream-
ing multiprocessors. The total number of cores is distributed among the (generally small)
number of streaming multiprocessors. Streaming multiprocessors are assigned blocks; the
block's threads are run in what are termed warps. A warp is a set some small ﬁxed
power-of-two number of cores for which each core runs a single thread (technically, it is a
half-warp that is executed in practice, but CUDA literature will usually describe execution
protocols in terms of warps). Within a warp, the threads are executed in lock step; i.e.,
all threads are running the same instruction stream, and indeed the same instruction at
any given moment during warp executionit is the data the thread works on that diﬀers
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from one to the next. If there are diverging execution branches in the instruction stream
(i.e., if-then statements), then the two branches must be executed serially. For the case
of a branch with two execution paths, the threads would be divided into those that had
the conditional testing true, and those that had it false. Then, for example, the ﬁrst
set of threads would execute the ﬁrst path on the branch while the second set remained
idle; then the second path would be executed for the second set of threads while the ﬁrst
remained idle. This leads to only partial utilization of the set of cores, and is for that
reason discouraged within CUDA kernels.
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Figure 2.2 A block diagram of one of the streaming multiprocessors (SMX) of the GeForce
GTX 680 GPU.
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Figure 2.3 Block diagram showing the layout of the die for an Intel Core i7 processor. The
block diagram for the Core i5-3570 can be expected to be similar, since the above
depicts an Ivy Bridge die which is the same class as used by the i5-3570. Image
credit: Intel.
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CHAPTER 3. INPUT GENERATION AND DETECTOR SIMULATION
In designing analyses of collider data, one often uses event generators to create a set of
simulated collision events and a record of the particles produced in each collision. A typical
analysis might then run these through a detector simulation to get a record of responses from
each part of the detector; this simulation often entails specifying active volumes and the ma-
terials from which they are comprised. The detector simulation may produce output records
for each event similar in format to that of the actual data collected from the experiment. This
technique allows analyzers to have a sort of control to compare experimental results against
once the real data has been analyzed.
For the implementations of anti-kT and topological clustering, we have chosen the event
generator Pythia, and a very simpliﬁed model of only the calorimeter portion of the detector.
The calorimeter simulations diﬀer between the implementations of the two diﬀerent algorithms,
as diﬀerent needs became apparent. These are described in detail in following sections.
3.1 The Pythia Event Generator
The Pythia project [10] is an event generator capable of simulating proton-proton (pp) colli-
sion events. It was originally developed in Fortran, but the most recent version is implemented
in C++. Pythia allows the user to choose from a wide variety of options to conﬁgure the input
process and control the contents and characteristics of the output. The events diﬀer from one
to the next because Pythia relies on a random number generator to determine outcomes of
processes deﬁned in terms of their probabilities.
By default, Pythia simulates one pp collision per event. However, in the context of an
experiment such as ATLAS, one may also wish to deﬁne pileup: this is a number of background
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pp collisions that co-occur with the collision of interest. This occurs because the conﬁguration
of the beam, containing large numbers of protons per bunch-crossing, makes it relatively likely
that multiple protons will collide. However, most pileup collisions are soft collisions in which
much less momentum transfer occurs compared to the one in the collision of interest.
Another useful conﬁguration variable within Pythia is the pˆTmin(or pTHatMin), the min-
imum output transverse momentum sum. Specifying a higher value of pTHatMin will cause
Pythia to arrange that more output particles lie in or nearly parallel to the plane transverse to
the beams (a plane which is normal to the approximate straight-line of the beam at the scale of
the detector). This variable will be useful in the implementations of topological clustering and
anti-kT , since the collision event we are interested in typically has many clusters or jets within
the range of angles covered by our model calorimeters.
For the implementation of topological clustering, we have selected a center-of-mass (c.m.)
energy of 14 TeV, consistent with the capacity of the LHC for the near future. We select
a pTHatMin of 500 GeV/c, and a per-event number of pileup events taken from a Poisson
distribution with 〈µ〉 = 40, where 〈µ〉 is the average number of pileup collisions per event. The
generator for the events of interest is conﬁgured to use all hard QCD processes in Pythia,
while the pileup uses soft processes. The anti-kT event generator conﬁguration is similar, but
uses slightly diﬀerent parameters as the algorithms were implemented at diﬀerent times. In
that case, we use a c.m. energy of 13 TeV, pTHatMin of 500 GeV/c, and a number of pileup
events again taken from a Poisson distribution, but with 〈µ〉 = 20.
3.2 The Delphes Detector Simulator
The topological clustering algorithm, the topic of the coming chapter 4, works upon calorime-
ter cell representations for its input data set. It is thus needed to choose a means of detector
simulation to obtain that input set. Among the options we would ﬁnd the Geant package, a
thorough but quite sophisticated detector simulator, in which one speciﬁes volumes in space and
the materials the volumes are composed of. However, it was decided to seek a more simpliﬁed
framework, known as Delphes.
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The Delphes project [5] is a framework for detector simulation that is meant to be fast
and general-purpose, aimed toward simpler simulation studies or fast mockups where extremely
detailed simulation isn't crucial. It allows for the speciﬁcation of a tracking system embedded
in a magnetic ﬁeld, a calorimeter, and a muon detector. As the calorimeter is the sub-detector
we are interested in simulating, we use a conﬁguration ﬁle derived from the packaged ATLAS-
speciﬁc example conﬁguration ﬁle with our own calorimeter speciﬁcations.
One of the more grave drawbacks of using the Delphes framework is that it does not ap-
parently support the speciﬁcation of 3-D calorimeters, but only 2-D. Ideally, we would like a
3-D calorimeter simulation for a more realistic evaluation of our topological clustering algo-
rithms. Secondly, Delphes does not implement sharing of energy between adjacent calorimeter
towers; i.e., if a particle were to come in at a suﬃcient angle into the lower part of a calorimeter
tower, its shower might propagate into the next neighboring tower on its pathDelphes does not
compute the spillover but will instead assume all energy went into the ﬁrst tower the particle
intersected.
Delphes provides a primitive model of having hadron and electromagnetic calorimeters both.
One can specify for each particle the percentage of energy that will go into the hadron calorimeter
(with the remaining part going to the EM calorimeter). This feature was not deemed necessary
for the topological clustering algorithm, though, and instead the total tower energy was used
exclusively.
Delphes assumes a cylindrical calorimeter divided into towers, and the user provides a list of
the edges of the towers in η and φ space (the towers are assumed to be adjacent with no inactive
volumes between towers). For the topological clustering problem, we sought to approximate
the eﬀect of towers composed of many cells by deﬁning a cell as a tower and specifying a large
number of towers via having each tower cover a small area. Speciﬁcally, the calorimeter is
composed of uniform towers, covering the range |η| ≤ 2.5, with each tower having dimension
∆η × ∆φ = 0.025 × pi/128. Thus, each η slice contains 256 towers, and there are 200 such η
slices, giving a total of 51,200 towers.
For the anti-kT study, Delphes was not used, but rather a custom calorimeter simulation
written in C++. This again takes the form of a cylindrical 2-D surface coaxial with the beam
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line. In this case the calorimeter was divided into 4 degree phi bins and 70 eta bins over |η| ≤ 2.5,
or approximately ∆η × ∆φ ≈ 0.07 × 0.07 per tower. Each tower is assumed to represent one
energy cluster. In principle, the output of the topological clsutering studies can be used for anti-
kT studies, but these implementations were done independently with diﬀerent representations
of energy clusters. This choice should not aﬀect the study of the performance of anti-kT , as the
part of the calculation we will be timing is not dependent on these representations (as we will
see, the data it actively processes consists of large lists and matrices of ﬂoating point numbers).
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CHAPTER 4. TOPOLOGICAL CLUSTERING IMPLEMENTATION
AND EVALUATION
4.1 A Serial Approach: Topological Clustering Algorithm
The topological clustering algorithm is a generalized clustering algorithm that constructs
clusters on the basis of signal-to-noise (SNR) ratio. Consider a hypothetical calorimeter coaxial
with the beam-line and centered at the interaction vertex. In the general case, the calorimeter
is made of towers which in turn are made of cells. Cells are expected to have a signal response
proportional to the energy of a particle crossing its volume. In the general case, the towers can
be made of multiple layers of cells, and the cells from one layer may be diﬀerent in dimensions
from another.
In the topological clustering algorithm, we deﬁne signal-to-noise ratios tseed, tneighbor, and
tcell, where tseed > tneighbor > tcell. Typical values used in practice may be tseed = 4.0, tneighbor =
2.0, and tcell = 1.0. The algorithm is speciﬁed as follows:
• Form an initial seed list of cells with SNR > tseed. For those that qualify, create a proto-
cluster, creating an initial list of proto-clusters.
• For each seed:
 Check neighboring clusters one by one. In the case of a general 2-D calorimeter
arrangement, this refers to the eight surrounding cells; in a 3-D conﬁguration, we
also include the cell above and the cell below in the radial direction.
 Neighbors with SNR > tneighbor are added to a neighbor seed list and added to the
seed's proto-cluster. In the case that cell is adjacent to multiple proto-clusters, those
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proto-clusters are merged ﬁrst and then the neighbor cell is added to that resulting
proto-cluster.
 In the case where SNR > tcell but SNR < tneighbor, it is included in the ﬁrst adjacent
proto-cluster (where ﬁrst is deﬁned as the one with the higher SNR).
• After all seeds' neighbors have been processed: make the neighbor seed list into the new
seed list.
• Repeat the above until no seeds remain.
• Finally, mark all proto-clusters as ﬁnal clusters. Optionally, make a cut at this point on
minimum cluster energy to retain only the most signiﬁcant clusters.
4.2 A Parallel Approach: Topological Automaton Clustering
An approach was proposed in [11] for parallelizing the topological clustering algorithm given
in the previous section in a way that would be amenable to GPU processing. It is called
topological automaton clustering, so named because it derives from a well-known concept from
mathematics and computer science called the cellular automaton. The general idea of a cellular
automaton is that you have a 2- or 3-D inﬁnite space divided into uniform cells, which can
have one of multiple states (in the simplest case, the states are simply on or oﬀ, black
or white, or some other binary abstraction). We deﬁne an initial conﬁguration of the cells,
and deﬁne a rule for proceeding from one conﬁguration of cells to the next. In general, this
rule will be deﬁned such that for each cell meeting some criterion, all of its neighboring cells
may have their states arbitrarily altered (per the speciﬁcs of the evolution rule chosen). After
the new conﬁguration of cells is determined, we repeat and reapply the rule to evolve the next
conﬁguration. The theoretical cellular automaton will evolve new conﬁgurations indeﬁnitely.
In a practical implementation, either a ﬁxed number of iterations would be chosen, or iteration
would cease upon convergence of the automaton (i.e., upon applying the rule to evolve the
automaton, no cells change in state and the conﬁguration is unchanged).
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Consider the implementation of the evolution of the cellular automaton in terms of the
operations involved, which is speciﬁed rather brieﬂy as follows: For each qualifying cell, consider
each neighbor; the new state of the neighbor is given by following the evolution rule. This is
a nested loop in a serial implementation. For a parallel implementation, we could instead do
the following: create a global list of cell pairs for the current conﬁguration. In the simpler 2-D
case, this means that for each qualifying cell in the initial conﬁguration, we build a list of eight
pairs of the form (seed, neighbor). Then, we can evolve the automaton by assigning the pairs
to a large number of threads and having each thread apply the evolution rule to its pair.
In the topological automaton clustering algorithm, we are not working with an inﬁnite
Cartesian space, but rather either a ﬁnite cylinder in η − φ space in the 2-D case, or a ﬁnite
pipe-like section of volume in the 3-D case. For our cells, we deﬁne multiple states (hitherto
equivalently referred to as classiﬁcations) based on our signal-to-noise thresholds (as deﬁned in
the prior section). The cell classiﬁcations are assigned based on the following rules:
• SNR > tseed: class SEED
• SNR < tseed and SNR > tneighbor: class GROWING
• SNR < tneighbor and SNR > tcell: class TERMINAL
• SNR < tcell: class NOT_ENOUGH_SNR
With these deﬁnitions in hand, the topological automaton clustering algorithm proceeds as
follows:
1. Automaton initialization: on the GPU, compute the SNR for all cells and classify accord-
ing to the rules above. In parallel, create the initial cell-pair list, which is a list of all pairs
of neighboring cells for which at least one of the two is of class SEED or GROWING.
Cells of class NOT_ENOUGH_SNR will not be included among the pairs.
2. Initial cell tagging: this is an initial assignment of cluster IDs to cells. Here, we make a
list of all SEED cells and sort it by decreasing SNR. The initial cluster ID of the cell is
then its position in this list after the sort.
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3. Automaton evolution: Each cell pair is assigned to a GPU thread. The action taken
by the thread depends on conditions of the pair's cells. Those actions can be speciﬁed
exhaustively on a case-by-case basis (note the actual implementation is written using more
compact logic; the following speciﬁcation is equivalent and presented as such for clarity):
(a) (SEED, SEED): both cells have existing cluster IDs. We merge the cells' clusters,
making the choice that the cells of the higher-ID cluster are merged into the lower-ID
cluster.
(b) (SEED, GROWING): The SEED cell has a cluster ID. If the GROWING cell has no
cluster ID, we propagate the cluster ID of the seed and add the GROWING cell to
the SEED's cluster. If the GROWING cell already has a cluster ID, we merge the
clusters.
(c) (SEED, TERMINAL): The SEED cell has a cluster ID. If the TERMINAL cell does
not, propagate the cluster ID and add the TERMINAL cell to the cluster.
(d) (GROWING, GROWING): If neither cell has a cluster ID, do nothing. If one of the
two has a cluster ID and the other does not, propagate the cluster tag and add the
other cell to the cluster. If both cells already have cluster IDs, merge the clusters.
(e) (GROWING, TERMINAL): If neither cell has a cluster ID, do nothing. Otherwise,
if the GROWING cell has a cluster ID and the TERMINAL cell does not, propagate
the cluster tag and add the TERMINAL cell to the cluster.
4. If no cluster tags were updated nor any clusters merged, the algorithm is done. Otherwise,
repeat step 3.
One implementation detail of note occurs in step 2, in which we must sort a list of seeds resident
on the GPU. As it happens, there are freely available libraries that provide CUDA-optimized
implementations of common list operations such as sorting. For sorting the list of seeds, the
Thrust utility library is used.
Figure 4.1 displays a schematic of the progression of this algorithm in the vicinity of one
of the seeds. At the ﬁrst step we start with the list of seeds and all cells have been assigned
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Figure 4.1 A diagram showing a possible sequence of two iterations of the topological automa-
ton clustering algorithm. Initially, we have a seed and the surrounding cells have
all been given classiﬁcations. The cells with the large X are under consideration.
In the next step, we've added the eight cells neighboring the seed to the cluster.
In the second iteration, we add more cells to the cluster and exclude some in the
bottom right corner (which do not have a high enough SNR).
classiﬁcations, as represented by the color scheme in the diagram. Each step grows the cluster
outwardly one cell-radius at a time.
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4.3 Results
To evaluate the performance of the host (CPU)-only and GPU implementations, we run
both programs over a set of 1000 events generated by Pythia described in Ch. 3. For this
event set, we used a center-of-mass energy of a pileup of 14 TeV and a pileup of〈µ〉 = 40, and
specify a pˆTmin of 500 GeV. We request a high minimum transverse momentum in order to
have the majority of output particles fall within the simulated detector's acceptance. Then, to
simulate the detector noise, we run a separate Pythia generator which was conﬁgured to output
pileup-like events: we generate a number n of soft-QCD events where n is picked from a Poisson
distribution, 〈µ〉 = 20, and accumulate the outputs of the n simulated collisions into a single
event. We generate 1000 such events, and then the noise map is generated as follows:
1. Initialize a blank calorimeter (set E = 0 for all cells).
2. Read all events, but for each event simply sum the energy for a cell in that event with the
energy already in the tower added from prior events.
3. After all events are read, divide all tower energies by 1000.
4. Noise map smoothing: To improve the consistency of clustering operations (speciﬁcally,
SNR calculations), we observe that the noise is approximately isotropic in φ and smooth
the map along φ. For each column of bins in η, ﬁnd the average energy over all φ bins.
Update all the bins in the column to this average value.
Figure 4.2 Distribution of noise as a function of η
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The η distribution of noise is not isotropic. Refer to Fig. 4.2, which demonstrates the
noise increases with η but the distribution is roughly symmetric about the center.
Figure 4.3 Top row: number of clusters per event. Bottom row: time per event in milliseconds.
The left-hand column contains the metrics for the CPU-only (serial) version, while
the right-hand column shows the metrics for the parallelized GPU implementation.
Figure 4.3 illustrates the outputs in number clusters per event and timings in ms per event for
the CPU and GPU implementations. There is some small deviation between the two outputs
in terms of clusters per event; this was investigated further and it was found that the GPU
generates some 1-10 additional clusters per event that the CPU version doesn't. Due to time
constraints, the cause of the mismatch was not found, and the algorithms were deemed similar
enough in output to proceed with timing.
We see that the timings of the GPU implementation are longer than those of the CPU;
comparing the means, the GPU implementation is on average 8 times slower than the CPU
implementation. Some possible causes may include:
• Low core occupancy: GPU implementations can be said to excel at arithmetic-intesive
computations. The algorithms best suited to CUDA are those where the data set can
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be divided cleanly into subsets, the subsets mapped onto blocks, and threads within a
block able to work rapidly within shared memory to produce a piece of output. The
TAC algorithm does not readily appear to provide any such subdivisions that could be
exploited. This leads to the majority of time being spent on global memory traﬃc and
the latency involved with that, with the cores doing little work.
• Insuﬃcient amount of input: Among the downsides of having a 2-D calorimeter represen-
tation is that it reduces the number of input cells by a factor of three. In principle, the
GPU implementation would outperform the CPU eventually as the input size grew large
enough.
• Too many guarded sections: In the implementation selected, it is necessary to use a num-
ber of mutex objects, constructs used in parallel programming to provide a scheme by
which a thread can execute a block of code without the concern of its operation being
rendered invalid by another thread working on the same piece of data. For example, in
propagating a cluster tag in the TAC algorithm, there are three pieces of data involved:
the propagating cell, the receiving cell, and the cluster referenced. So we set up three
mutexes, one for each piece of data. The thread must obtain all three mutexes in order
to safely proceed. To do this, it tries to obtain them in sequence (propagating tower,
other tower, cluster). If it fails to get any one of these, it must return the mutexes it did
manage to get and try again. To give a diﬀerent example, to merge clusters, a thread
must ﬁrst obtain the mutex for the ﬁrst (lower-ID) cluster, then the mutex of the other
cluster, before proceeding.
As long as there is not a lot of contention for these pieces of data, the mutexes add little
overhead to a fully parallelized implementation free of mutexes. However, one would sus-
pect that merging towers into clusters and merging clusters is the predominant operation
involved in automaton evolution, then in principle the mutex contention could be adding
signiﬁcant overhead. It is very diﬃcult to test this hypothesis, however, with existing
tools; the proﬁlers included with the CUDA toolkit do not seem to support source code
line-level proﬁling.
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CHAPTER 5. ANTI-kT IMPLEMENTATION AND EVALUATION
5.1 Algorithm and Serial Implementation
When an event produces a jet, it will often appear in detector elements (such as the calorime-
ter) as a clustering of cells in a localized region. Speciﬁcally, for a conical-shaped jet, the imprint
left on the detector will be a roughly circular or elliptical cluster of hits resulting from constituent
particles passing through detector elements.
It is important in many types of experimental analysis to be able to identify and characterize
observables for the jets in an event. Many algorithms are available for this task; the choice made
within the ATLAS collaboration is the anti-kT algorithm.
To describe this algorithm, we need to deﬁne some of its components. We deﬁne a distance
∆R between two pseudo-particles1, which can be seen as a sort of distance measure in η − φ
space:
∆R2 = ∆η2 + ∆φ2 (5.1)
We also provide as a parameter to the algorithm a number R, often denoted as the cone-size
parameter. The value corresponds to the radius of the cone in a sense; typical values will range
between 0 and 1. We chose the commonly chosen value of 0.4.
1Recall that a pseudo-particle represents the combination of one or more particles; it is like a particle, but
whose 4-momentum is the sum of the constituents.
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With these deﬁnitions, we then deﬁne a distance metric between two detected particles (or,
as we shall see, clusters of particles), denoted dij , deﬁned as
dij = min(
1
p2T i
,
1
p2Tj
)
∆R2
R
(5.2)
We will also deﬁne the metric diB for each particle (or cluster) i:
diB =
1
p2T i
(5.3)
This is denoted as the distance of particle i to the beam as the beam, considered as a
particle, has no transverse momentum.
The serial implementation of the algorithm is reasonably straightforward to describe:
• Initially, make a cluster of one particle for each particle i
• Loop until all clusters have been marked as jets:
 Compute dij and diB for all clusters i, j
 Find minimum dij and minimum diB; compare
 If the overall minimum was a dij , merge clusters i and j. The merged cluster's
4-momentum is the sum of the constituent clusters' 4-momenta.
 If the overall minimum was a diB, declare cluster i to be a jet.
The algorithm makes N iterations, where N is the number of particles, as each iteration removes
one cluster from consideration.
In the serial (host/CPU) implementation, we ﬁrst need to ﬁnd the initial dij and diB.
Searching for the minimum values is a full linear search over a list or 2-D matrix, as neither set
of values is ordered. When clusters are merged, we can choose to merge cluster j into cluster i
leaving the result in cluster i. When that is done, the entries for row i and column i of dij need
to be updated, as does the ith entry of diB. Since we don't need to update the entire matrix,
this is an O(N) operation as well. However, once that change is made, the next iteration will
need to start freshly and search all remaining dij and diB again for the new minima. Indeed, if
we look at a proﬁle of the CPU implementation of anti-kT using the above algorithm as written,
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we ﬁnd almost all (about 98%) of the execution time is spent ﬁnding the minimum of the dij
matrix.
5.2 GPU CUDA Implementation Details
5.2.1 Parallel Reduction
There is a class of problem involving list operations, for which we can develop a strategy
of parallelizing what would otherwise be a manifestly serial algorithm. This strategy is known
as parallel reduction. The list operation we will be interested in implementing is ﬁnding the
minimum from a large list of values and its position within the list. However, for simplicity we
will introduce parallel reduction as applied to a simpler problemthat of computing the sum of
a list of integers.
Figure 5.1 An illustration of the calculation of the sum of a list of numbers via parallel re-
duction. Each thread is responsible for summing the contents of two cells. Each
successive step of parallel reduction reduces the amount of data to process by half,
implying that the number of steps required is logarithmic with respect to the input
size.
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Refer to Figure 5.1. The top line is our list of values (shared memory refers to the fact
that this is an implementation done using shared memory, but that detail is not relevant to our
example). In the ﬁrst step, we use the even-numbered threads to add one cell and its neighbor,
leaving the result in the ﬁrst cell. As can be seen, this reduces the amount of work by half: the
next iteration will repeat a similar process using cells (0, 2, 4, ...) as input. Similarly, the third
step works with cells 0, 4, 8, and 12, and step 4 ﬁnally adds cells 0 and 8 to produce the ﬁnal
result of 41.
As long as the number of input elements is comparable to the number of threads available,
we see that a parallel reduction potentially reduces the work by half at every step, and can thus
turn an O(n) operation into an O(lg n) process.
5.2.2 Decomposition of Anti-kT into CUDA Kernels
The CUDA implementation of the anti-kT algorithm is supported by kernels that handle
the calculation-intensive steps of the original loop. The main loop over all towers is retained on
the host, as the algorithm is intrinsically sequentialeach iteration is dependent on the results
of the prior iteration, and to maintain deterministic output, the sequence of decisions (merging
two clusters or marking a cluster as a jet) need to execute in the same order as on the CPU.
However, the steps leading to the merge/mark decision are trivially parallelizable. Speciﬁcally,
the following steps are implemented as CUDA kernels:
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Compute dij: There are a total of 3600 total bins represented in a 60× 60 2-D array in η− φ
space which could all in principle be occupied. The matrix dij is symmetric, and all entries
on the diagonal are zero; we end up only needing to compute n(n−1)2 values, where n is the
number of occupied bins. In practice, we will ﬁnd O(1000) occupied bins on average for
our input data set and ~500K values need to be computed. The calculation is distributed
such that one thread computes one element of dij . For this kernel, the initial choice was
made of 256 threads/block, so an average event will use ~2000 blocks.
Compute diB: The list diB is a one-dimensional array of maximum length 3600. As with
the calculation of dij , each element can be computed independently and is calculated
using the same formula, so we can again arrange that one thread computes one output
element. Here, a typical launch at 256 threads/block will launch 4 blocks on average.
This procedure is a good candidate for tuning, as four blocks is fewer than we want to
have for the scheduler to work eﬃciently.
Find minimum dij/diB: The sequential implementations of these steps are unavoidably se-
quential searches over the element space; searching diB requires O(n) steps while ﬁnding
the minimum dij requires
n(n−1)
2 or O(n
2) steps. In the CUDA implementation, we ﬁnd
the minima using parallel reduction. Recall that a parallel reduction procedure reduces its
input set by half on each iteration, such that a reduction over n elements requires O(lg n)
steps. This is thus the case for ﬁnding the minimum of diB; for dij , a parallel reduction
requires O(lg n2) = O(2 lg n) ∼ O(lg n) steps as well.
Update dij: In the case where an iteration ﬁnds dij < diB and clusters i and j are merged, row
i and column i of dij need to be updated, since the pT of cluster i will have changed. This
is again an update of 3600 elements maximum (recall we only represent the non-redundant
oﬀ-diagonal elements) and 1000 elements on average. The implementation presented per-
forms this sub-optimally by dispatching a grid (~2000 blocks of 256 threads/block) in
which most threads will do nothing (only the threads assigned to row i or column i act).
A more clever algorithm could increase performance.
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Merge clusters: The cluster representation keeps track of the overall cluster momentum and
energy (sum of the 4-momenta of its constituents) and a list of the towers comprising
the cluster. Merging thus consists of summing the two merged clusters' 4-momenta and
merging the constituent lists. The implementation presented also performs this step sub-
optimally by performing it using only one thread and one core. The only available par-
allelism here is quite low; four threads to compute four-momenta components and some
tens of threads to merge lists. However, it is still favorable to implement this on the device
as a kernel, to avoid having to transfer the cluster lists back and forth between host and
device.
Mark cluster i as a jet: This is a trivial kernel that sets the ﬂag for cluster i to indicate it
is a jet. This step is a kernel, again primarily so unnecessary transfers of the cluster list
back and forth between host and device can be avoided.
We see that the potential for gains arise primarily through the ability to compute the matrix dij
and list diB in parallel on the device, and to use parallel reduction to ﬁnd the minima among
large sets of values to reduce an O(n) step and O(n2) step both to O(lg n).
5.3 Results
To evaluate the performance of the host (CPU)-only and GPU implementations, we run
both programs over the set of 1000 events generated by Pythia described in Ch. 3. For this
event set, we used a center-of-mass energy of a pileup of 13 TeV and a pileup of< µ >= 20, and
specify a pˆTmin of 500 GeV (the minimum transverse momentum sum for the event, which we
wish to have set to a fairly large value so that the events will contain a larger number of jets
for anti-kT to identify).
Refer to Fig. 5.2, in which we show the number of jets per event for both versions of the
algorithm, and the distribution of run times per event for both versions. If the algorithms
matched perfectly in output, the graphs for numbers of jets would be identical. Note here there
is a slight discrepancy between the two versions (for example, the means are 94.69 and 94.32
jets/event, respectively). However, a detailed inspection of the ﬁrst few events will reveal that
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Figure 5.2 Top row: number of jets per event. Middle row: number of jets per event, excluding
jets with pT < 20 GeV. Bottom row: time per event in milliseconds. The left-hand
column contains the metrics for the CPU-only (serial) version, while the right-hand
column shows the metrics for the parallelized GPU implementation.
the jets and consistent towers for the two diﬀerent versions are eﬀectively indistinguishable
except for rare cases. Additionally, when working with CUDA, it is important to note that
the ﬂoating-point arithmetic hardware used will be diﬀerent between the versions, which is
a reasonable explanation for the diﬀerences seen here. In practice it was found that for this
algorithm, values computed were occasionally observed to diﬀer even from the fourth decimal
place onward (the nominal precision of a 32-bit ﬂoating point implementation such as the
standard IEEE 755 algorithm is seven digits of precision, by comparison). The plots above
represent the extent to which the diﬀerence was pursuedmore investigation could be done,
but the diﬀerences shown are small enough to be considered a satisfactory agreement.
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The distributions of time per event in milliseconds (ms) for CPU and GPU are shown as
well. Here we see that the GPU implementation selected does outperform the CPU version by
roughly a factor of two. This is suﬃcient to demonstrate that the GPU selected can outperform
a host of a similar hardware generation in the case of anti-kT . A few further points should be
noted, however:
• The GPU implementation used has many opportunities for optimization remaining which
could reduce its running time by a further factor. Due to time constraints in implemen-
tation, most of these were not pursued. In the next chapter, some of these opportunities
will be described.
• The CPU implementation uses the high-level algorithmic description of anti-kT , and while
all pains were taken to ensure the algorithm was written as eﬃciently as possible, it is
worth noting that there is a third-party implementation known as FastJet which is at least
an order of magnitude faster. It was decided that the time available was too limited to
learn what techniques FastJet is using to improve their running time, but a truly fair study
of the beneﬁts of GPU implementation of anti-kT would consider their implementation as
well.
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CHAPTER 6. CONCLUSION AND FUTURE WORK
We have implemented the topological clustering algorithm in CUDA by respecifying it as a
topological automaton clustering algorithm, but found that the serialized CPU implementation
had a superior execution time, and that the CUDA version was roughly eight times slower.
We have also implemented a version of the anti-kT algorithm in CUDA; compared to the CPU
implementation, the CUDA version runs nearly twice as fast.
We have used CUDA to optimize the algorithm directly as speciﬁed, which is an O(N3) algo-
rithm in a serial implementation as detailed in Chapter 4. However, the software package used
in practice for anti-kT jet ﬁnding is the FastJet package, which claims an impressive O(N lg N)
complexity. They were able to reach this level of eﬃciency by modifying several aspects of the
original algorithm. Firstly, a structure was borrowed from computational geometry known as
the Voronoi diagram. This diagram starts with a set of points in a plane, and divides the plane
into tiles, with one point per tile (a seed point), such that within a tile, all points in the tile
are closer to the seed point than any other seed in the plane. This is the dominant step, as
the Voronoi diagram takes O(N lg N) operations. Then, instead of the distance matrix dij we
instead use a size-N array diGi , where Gi is particle i's Geometric nearest neighbor. Building that
array requires O(N) operations, if you are willing to concede that ﬁnding a particle's nearest
neighbor in a Voronoi diagram is an O(1) operation (the argument rests on a tile being adjacent
to a relatively small number of neighboring tiles on average). That list in hand, we can write
the anti-kT algorithm now as follows (taken from [1]):
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1. For each particle i establish its nearest neighbor Gi and construct the arrays of the diGi
and diB.
2. Find the minimal value dmin of the diGi , diB.
3. Merge or remove the particles corresponding to dmin as appropriate.
4. Identify which particles' nearest neighbors have changed and update the arrays of diGi
and diB. If any particles are left go to step 2.
The implementation relies on all steps after initial Voronoi diagram construction to be com-
plexity O(N lg N) or lower. It is shown that by implementing diGi as a binary tree structure,
this condition is satisﬁable.
The question would remain whether or not a CUDA implementation could exploit parallelism
to further improve the speed of the FastJet algorithm. Some possible strategies which would
warrant further investigation include:
• A CUDA implementation of the construction of the Voronoi diagram. Some hints at
existing implementations exist in papers (see [12, 6]), but no existing source code for
an implementation could be readily found. One would want to take caution that the
Voronoi diagram were compatible with the Computational Geometry Algorithms Library
(CGAL), as this library is what the algorithm relies upon to insert or delete a vertex and
update neighbor tiles as the algorithm proceeds. Alternatively, that functionality could
be reimplemented as a CUDA kernel.
• There is no need to keep diGi as a binary tree structure in principle if N is comparable to
the number of available cores. One could leave it as an unsorted list and ﬁnd a minimum
of this array through a parallel reduction instead, as with diB.
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