Explicit zero-free regions and a $\tau$-Li-type criterion by Palojärvi, Neea
ar
X
iv
:1
80
7.
01
50
6v
1 
 [m
ath
.N
T]
  4
 Ju
l 2
01
8
On τ -Li-type criterion and explicit zero-free
regions in the critical strip
Neea Paloja¨rvi ∗
Department of Mathematics and Statistics, A˚bo Akademi
University, Domkyrkotorget 1, 20500 A˚bo, Finland,
neea.palojarvi@abo.fi
Abstract
τ -Li coefficients describe if a function satisfies the Generalized Riemann Hypoth-
esis or not. In this paper we prove explicit conditions for the τ -Li coefficients
to hold if a function has zeros in certain regions or if all zeros lie in certain re-
gions of the critical strip. The first main result gives an explicit number N such
that for a non-negative integer M some of the real parts of the τ -Li coefficients
between indices N and 5NM is negative if the function has a zero outside a
certain region. According to the second result if all zeros of the function lie in
certain region then real parts of the τ -Li coefficients are non-negative for indices
n ∈ [n1, n2].
1 Introduction
In 1997 X.-J. Li [11] proved an equivalent condition for the Riemann Hypothesis
to hold. The condition is based on the non-negativity of a real sequence (λn),
where
λn =
∑
ρ
(
1−
(
1− 1
ρ
)n)
and the sum runs over the non-trivial zeros of the Riemann’s zeta function.
The numbers λn are called Li coefficients and they are non-negative if and
only if the Riemann Hypothesis holds. Two years later E. Bombieri and J. C.
Lagarias [1] proved that also other functions can be considered by using the Li
coefficients. They also provided an arithmetic formula for the Li coefficients.
There are several other results considering the Li coefficients for different set of
the functions. For example, J. C. Lagarias [10] investigated the Li coefficients for
automorphic L-functions and L. Smajlovic´ [19] for the extended Selberg class.
∗This work was supported by the Vilho, Yrjo¨ and Kalle Va¨isa¨la¨ Foundation of the Finnish
Academy of Science and Letters.
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In 2006 P. Freitas [8] proved that all zeros of the Riemann zeta function lie
inside the region ℜ(s) ≤ τ2 , where τ ∈ [ 12 ,∞), if and only if the numbers
1
τ
∑
ρ
(
1−
(
ρ
ρ− τ
)n)
,
are non-negative when n > 1 is an integer. The sum runs over the non-trivial
zeros of the Riemann zeta function and terms including zeros ρ and 1 − ρ are
paired together. We notice that if τ = 1, then the condition is equivalent to
the Li’s condition. A. D. Droll [6] generalized the result for a certain subclass
of the extended Selberg class. He proved that all the zeros of the function F (s)
lie inside the region ℜ(s) ≤ τ2 if and only if
λF (n, τ) = lim
t→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ− τ
)n)
> 0,
where τ ∈ [1, 2) and sum runs over the non-trivial zeros of the function F (s), for
all positive integers n. These coefficients are called τ -Li coefficients. A. Bucur,
A.-M. Ernvall-Hyto¨nen, A. Odzˇak. and L. Smajlovic´ [3] also investigated the
numerical behavior of some τ -Li coefficients for some functions which violate
the Riemann Hypothesis.
Zero-free regions in the critical strip can be investigated using the Li coeffi-
cients or the τ -Li coefficients. F. C. Brown [2] proved that if finite number of
the Li coefficients for a certain function F (s) are positive then the critical strip
contains zero-free regions. Unfortunately, his proof of Lemma 5 contains two
errors. A. D. Droll investigated the errors in his thesis. He was able to fix one
of them. As a result of the other error Brown’s Theorem 2 is left unproved. We
prove a similar result in this paper in Theorem 4.2. According to Theorem 4.2
if all zeros of the function F (s) lie inside a certain region then the statement
ℜ(λF (n, τ)) ≥ 0 holds for all n ∈ [n1, n2], where n1 and n2 are certain natural
numbers which are given in Theorem 4.2. Brown also investigated only the case
τ = 1. In this paper, we consider also cases τ > 1. Furthermore, we assume
that the function F (s) satisfies less conditions for the order of the function and
more conditions for the location and the number of the zeros than Brown did.
In this paper Theorem 4.1 is similar to Brown’s Theorem 2 but considers also
cases τ > 1 and we have different conditions for the function F (s). Theorem 4.1
says that if the function has zeros outside a certain region then ℜ(λF (n, τ)) < 0
for some n with n ∈ [N, 5MN ] where M and N are explicit.
Let τ ∈ [1, 2). In this paper we investigate a function F (s) which satisfies
following conditions:
1. Location of the zeros: The function F (s) does not have a zero ρ = τ .
2. Number of the zeros: Let N+F (t1, t2) and N−F (t1, t2) be number of the
zeros ρ in the critical strip of the function F (s) with t1 < ℑ(ρ) ≤ t2 and
−t2 ≤ ℑ(ρ) < −t1 respectively. For some real numbers A > 0 and B and
for a real number T0 > 0 which is large enough we have
∣∣N±F (T0, T )−AT logT −BT ∣∣ < cF,1(T0) logT+cF,2(T0)+ cF,3(T0)T , (1)
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where T > T0 and the non-negative real numbers cF,j(T0) are constants
which depend on the function F and the number T0. Further, for T ≥ T0
we have∣∣N±F (T, 2T )−AT logT − (A log 4 +B)T ∣∣ < c1 logT + c2 + c3T , (2)
where c1, c2 and c3 are non-negative real numbers. Let N+F (t) and N−F (t)
denote the number of the zeros in the critical strip for which have 0 ≤
ℑ(ρ) ≤ t and −t ≤ ℑ(ρ) ≤ 0 respectively. Then
∣∣N±F (T )−AT logT −BT ∣∣ < CF,1(T0) logT + CF,2(T0) + CF,3(T0)T , (3)
where the numbers CF,j(T0) are non-negative real numbers which depend
on the function F (s) and the number T0.
3. Computation: The numbers λF (n, τ) can be computed without knowing
the zeros of the function F (s).
The conditions are not very restrictive. For example, the Riemann zeta function
and the Dirichlet L-functions with a primitive character χmodulo q satisfy these
conditions. Furthermore, all Selberg class functions also satisfy these conditions
for τ > 1.
To obtain the results we only need the first two conditions above. The third
condition is needed to compute the τ -Li coefficients without knowing zeros. For
example, for τ = 1 and the Riemann zeta function by [11] the third condition is
λζ(n, 1) =
1
(n− 1)!
dn
dsn
[sn−1 log ξ(s)]s=1
where
ξ(s) = s(s− 1)π− s2Γ
(s
2
)
ζ(s).
Our main goal is to prove Theorems 4.1 and 4.2 which give explicit results for
the terms ℜ(λF (n, τ)) to hold. We approach this as follows: We want to estimate
the contribution of the zeros outside of certain regions. By the estimates we
can estimate the terms ℜ(λF (n, τ)) and get the results. The estimates of the
contributions are done in Section 3. To obtain the contribution we want to pair
zeros from the upper half plane with zeros on the lower half plane. This is done
in Section 2. At the end of the paper in Section 5 we give examples. The first
example considers the case that the function F (s) has only one zero which lies
outside of the certain region and the another one considers the Selberg class.
2 Preliminaries
In this section we prove useful results for finding pairs for the zeros and estimates
for certain inequalities. The results are useful to estimate the contributions of
the zeros which lie outside of the certain regions. The results are used in Sections
3 and 4.
3
2.1 Pairs of the zeros
Let ǫ ∈ [ 12 , 1) be a real number. In this section we prove results considering pairs
of the zeros of the function F (s). For each zero in a certain region from the
upper half plane we want to find a pair from the lower half plane. We also want
that the difference of the absolute values of the imaginary parts of these zeros
is small. The result is used in Sections 3 and 4 to estimate the contribution of
the zeros, which lie outside of the certain regions, to the τ -Li coefficients. To
obtain the result we first prove a useful inequality.
In next theorem we assume that a number T satisfies some lower bound
conditions. The conditions follow from the proof of the theorem. Since they are
derived for very large set of the functions they are not the most optimal ones.
Theorem 2.1. Let M be a positive integer and T0 as in the condition (3).
Further, assume that T > T0 satisfies the following conditions:
T ≥


e− 1
exp
(
4|B|
A
)
− 1(
4
A
max{2CF,1(T0), 2CF,2(T0),M}
) 1
1−ǫ(
4CF,3(T0)
A
) 1
2−ǫ
.
Then
min{N+F (T + T 1−ǫ),N−F (T + T 1−ǫ)} −M > max{N+F (T ),N−F (T )}.
Proof. By formula (3) using T + T 1−ǫ instead of T
min{N+F (T + T 1−ǫ),N−F (T + T 1−ǫ)}
> A(T + T 1−ǫ) log (T + T 1−ǫ) +B(T + T 1−ǫ)
− CF,1(T0) log (T + T 1−ǫ)− CF,2(T0)− CF,3(T0)
T + T 1−ǫ
and
max{N+F (T ),N−F (T )}
< AT logT +BT + CF,1(T0) log (T ) + CF,2(T0) +
CF,3(T0)
T
.
Thus it is enough to prove that
4 · A
4
T 1−ǫ log (T + T 1−ǫ) + 2 · A
2
T log (1 + T−ǫ)
> |B|T 1−ǫ + CF,1(T0) log (T 2 + T 2−ǫ) + 2CF,2(T0) +M
+
CF,3(T0)
T
+
CF,3(T0)
T + T 1−ǫ
.
We prove this by estimating each term.
Since T > 1 and T ≥ exp
(
4|B|
A
)
− 1, we have
A
4
T 1−ǫ log (T + T 1−ǫ) >
A
4
T 1−ǫ log
(
exp
(
4|B|
A
))
= |B|T 1−ǫ.
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Further, since T ≥ e − 1 and T ≥ ( 4
A
max{2CF,1(T0), 2CF,2(T0),M}
) 1
1−ǫ , we
have
A
4
T 1−ǫ > CF,1(T0) log (T
2 + T 2−ǫ)
and
A
4
T 1−ǫ log (T + T 1−ǫ) ≥ max{2CF,2(T0),M}.
By the assumptions T > 1 and T ≥
(
4CF,3(T0)
A
) 1
2−ǫ
we have
A
2
T log (1 + T−ǫ) ≥ A
2
T
T−ǫ
1 + T−ǫ
>
CF,3(T0)
T
,
as required.
Next we apply the previous lemma and prove the result about the pairs
of the zeros. We prove that for a real number a > 0 and each zero ρ on the
upper half plane with ℜ(ρ) ≤ a we find a pair ρ1 from the lower half plane with
ℜ(ρ1) ≤ a for which |ℑ(ρ1)| is close to the term ℑ(ρ). We need these pairs later
when we estimate the τ -Li coefficients.
Theorem 2.2. Let a > 0 be a real number and we suppose that there are
at most M zeros ρ such that a < ℜ(ρ) ≤ 1. Assume that T0 satisfies the
same conditions as in Theorem 2.1 and T − T 1−ǫ satisfies the same condi-
tions as T in Theorem 2.1. Then there exists a positive integer k such that
all zeros ρ of the function F (s) with ℜ(ρ) ≤ a are some complex numbers
ρ1, ρ2, . . . , ρk, ρ
′
k, ρk+1, ρ
′
k+1, . . ., where ℑ(ρj) ≥ T for all j ≥ k, ℑ(ρ′j) < 0 and
|ℑ(ρj) + ℑ(ρ′j)| < ℑ(ρj)1−ǫ.
Proof. Assume that ℑ(ρ) ≥ T and ℜ(ρ) ≤ a. Let t1 ≤ t2 ≤ . . . ≤ tv = ℑ(ρ)
be the imaginary parts of the zeros of the function F (s) with a non-negative
imaginary part less than or equal to ℑ(ρ) and a real part less than or equal to a.
Let also t′1 ≥ t′2 ≥ . . . ≥ t′v′ be the imaginary parts of the zeros of the function
F (s) with a negative imaginary part larger than or equal to −ℑ(ρ)−ℑ(ρ)1−ǫ and
a real part less than or equal to a. We also assume that t′j ≥ −ℑ(ρ) + ℑ(ρ)1−ǫ
for all j ∈ [1, r] and t′r+1 < −ℑ(ρ) + ℑ(ρ)1−ǫ. By Theorem 2.1
min{N+F (ℑ(ρ) + ℑ(ρ)1−ǫ),N−F (ℑ(ρ) + ℑ(ρ)1−ǫ)} −M
> max{N+F (ℑ(ρ)),N−F (ℑ(ρ))}.
and
min{N+F (ℑ(ρ)),N−F (ℑ(ρ))} −M
> max{N+F (ℑ(ρ)−ℑ(ρ)1−ǫ),N−F (ℑ(ρ)−ℑ(ρ)1−ǫ)}.
Thus v′ > v > r. For each imaginary part tj with j ∈ [1, v] we find a pair t′j .
We also have |tv+ t′v| < t1−ǫv . Since we can do this for every zero with ℑ(ρ) ≥ T ,
we have proved the claim.
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2.2 Useful inequalities
In this section we prove two useful inequalities which are used in Section 3. We
need these inequalities when we estimate the τ -Li coefficients.
Lemma 2.3. Assume that the function F (s) satisfies the condition (2) and ρ
is a zero of the function F (s). Then
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
2τn
2τ + (2h+1T )1−ǫ
22hT 2
<
8τ2n
T
(
A log (2T ) + |A log 4 +B|+ 2c1
9T
log (2T 3) +
2c2
3T
+
4c3
7T 2
)
+
4τn
T ǫ
(
A
2ǫ − 1 log
(
2
1
2ǫ−1T
)
+
1
2ǫ − 1 |A log 4 +B|
+
2c1
(2ǫ+1 − 1)T log
(
2(2
ǫ+1−1)−1T
)
+
2c2
(2ǫ+1 − 1)T +
4c3
(2ǫ+2 − 1)T 2
)
.
Proof. By formula (2) using the term 2hT instead of the term T we have
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
2τn
2τ + (2h+1T )1−ǫ
22hT 2
<
∞∑
h=0
2τn
2τ + (2h+1T )1−ǫ
22hT 2
(
A2hT log (2hT ) + |A log 4 +B|2hT
+c1 log (2
hT ) + c2 +
c3
2hT
)
=
8τ2n
T
(
A log (2T ) + |A log 4 +B|+ 2c1
9T
log (2T 3) +
2c2
3T
+
4c3
7T 2
)
+
4τn
T ǫ
(
A
2ǫ − 1 log
(
2
1
2ǫ−1T
)
+
1
2ǫ − 1 |A log 4 +B|
+
2c1
(2ǫ+1 − 1)T log
(
2(2
ǫ+1−1)−1T
)
+
2c2
(2ǫ+1 − 1)T +
4c3
(2ǫ+2 − 1)T 2
)
.
Lemma 2.4. Assume that the function F (s) satisfies the condition (2) and ρ
is a zero of the function F (s). Then
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
4(n− 1)nτ 2
h+2τT + 12τ
2 + (2h+1T )1−ǫτ
23hT 3
<
16(n− 1)nτ2
T
(
2A log (2T ) + 2|A log 4 +B|+ 4c1
9T
log (2T 3) +
4c2
3T
+
8c3
7T 2
)
+
8(n− 1)nτ3
T 2
(
A
9
log (2T 3) +
1
3
|A log 4 + B|+ 2c1
49T
log (2T 7) +
2c2
7T
+
4c3
15T 2
)
+
16(n− 1)nτ2
T 1+ǫ
(
A
2ǫ+1 − 1 log
(
2(2
ǫ+1−1)−1T
)
+
|A log 4 +B|
2ǫ+1 − 1
+
2c1
(2ǫ+2 − 1)T log
(
2(2
ǫ+2−1)−1T
)
+
2c2
(2ǫ+2 − 1)T +
4c3
(2ǫ+3 − 1)T 2
)
.
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Proof. We have
4(n− 1)nτ 2
h+2τT + 12τ
2 + (2h+1T )1−ǫτ
23hT 3
=
16(n− 1)nτ2
22hT 2
+
2(n− 1)nτ3
23hT 3
+ 4(n− 1)nτ2 (2
h+1T )1−ǫ
23hT 3
.
We prove the claim by deriving the estimate for the sums of the previous three
terms and then we combine the results.
First we estimate the sum consisting of terms 16(n−1)nτ
2
22hT 2
. By formula (2)
using the term 2hT instead of the term T we have
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
16(n− 1)nτ2
22hT 2
<
∞∑
h=0
16(n− 1)nτ2
22hT 2
(
A2hT log (2hT ) + |A log 4 +B|2hT
+c1 log (2
hT ) + c2 +
c3
2hT
)
=
16(n− 1)nτ2
T
(
2A log (2T ) + 2|A log 4 +B|+ 4c1
9T
log (2T 3) +
4c2
3T
+
8c3
7T 2
)
.
(4)
Next we estimate the sum consisting of terms 2(n−1)nτ
3
23hT 3
similarly. By formula
(2) using the term 2hT instead of the term T , we have
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
2(n− 1)nτ3
23hT 3
<
∞∑
h=0
2(n− 1)nτ3
23hT 3
(
A2hT log (2hT ) + |A log 4 +B|2hT + c1 log (2hT ) + c2 + c3
2hT
)
=
8(n− 1)nτ3
T 2
(
A
9
log (2T 3) +
1
3
|A log 4 +B|+ 2c1
49T
log (2T 7) +
2c2
7T
+
4c3
15T 2
)
.
(5)
Now we estimate the sum consisting of terms 4(n− 1)nτ2 (2h+1T )1−ǫ
23hT 3
. As in
previous two cases, by formula (2) using the term 2hT instead of the term T we
have
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
4(n− 1)nτ2 (2
h+1T )1−ǫ
23hT 3
<
∞∑
h=0
4(n− 1)nτ2 (2
h+1T )1−ǫ
23hT 3
(
A2hT log (2hT ) + |A log 4 +B|2hT
+c1 log (2
hT ) + c2 +
c3
2hT
)
=
16(n− 1)nτ2
T 1+ǫ
(
A
2ǫ+1 − 1 log
(
2(2
ǫ+1−1)−1T
)
+
|A log 4 +B|
2ǫ+1 − 1
+
2c1
(2ǫ+2 − 1)T log
(
2(2
ǫ+2−1)−1T
)
+
2c2
(2ǫ+2 − 1)T +
4c3
(2ǫ+3 − 1)T 2
)
.
(6)
The claim follows from the inequalities (4), (5) and (6).
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3 Contributions
In this section we prove upper bounds for the contribution of the zeros ρ with
0 ≤ ℜ(ρ) ≤ τ2 and ℜ(ρ) > τ2 to the τ -Li coefficients. These results are used in
Section 4 to prove the main results.
3.1 Contribution of the zeros ρ with 0 ≤ ℜ(ρ) ≤ τ
2
In this section we consider an upper bound of the contribution of the zeros ρ
with 0 ≤ ℜ(ρ) ≤ τ2 for the τ -Li coefficients. This means that we would like to
find an upper bound for the term∣∣∣∣ limt→∞
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣
since
λF (n, τ) = lim
t→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ− τ
)n)
.
To estimate the contribution, we pair the zeros as we did in Section 2 and com-
pute the sum
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ−τ
)n)
using these pairs. The result follows
from formula (1) and the inequalities which we proved in Section 2.
Theorem 3.1. Assume that the function F (s) has at most M zeros ρ such
that ℜ(ρ) > τ2 . Further, assume that T0 and T satisfy the same conditions as in
Theorem 2.2, and that T0 and T −T 1−ǫ satisfy the conditions which are defined
in the conditions (1) and (2) for T0 and T . Furthermore, assume T ≥ 4. Then∣∣∣∣ limt→∞
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣
< K2(T )n(n− 1) +K1(T )n+ 2
(N+F (T ) +N−F (T )) ,
where
K1(T ) =
8τ2
T
(
A log (2T ) + |A log 4 +B|+ 2c1
9T
log (2T 3) +
2c2
3T
+
4c3
7T 2
)
+
4τ
T ǫ
(
A
2ǫ − 1 log
(
2
1
2ǫ−1 T
)
+
1
2ǫ − 1 |A log 4 +B|
+
2c1
(2ǫ+1 − 1)T log
(
2(2
ǫ+1−1)−1T
)
+
2c2
(2ǫ+1 − 1)T +
4c3
(2ǫ+2 − 1)T 2
)
+A(T + T 1−ǫ) log (T + T 1−ǫ) + |B|(T + T 1−ǫ)
+ cF,1(T − T 1−ǫ) log (T + T 1−ǫ) + cF,2(T − T 1−ǫ) + cF,3(T − T
1−ǫ)
T + T 1−ǫ
8
and
K2(T ) =
16τ2
T
(
2A log (2T ) + 2|A log 4 +B|+ 4c1
9T
log (2T 3) +
4c2
3T
+
8c3
7T 2
)
+
8τ3
T 2
(
A
9
log (2T 3) +
1
3
|A log 4 +B|+ 2c1
49T
log (2T 7) +
2c2
7T
+
4c3
15T 2
)
+
16τ2
T 1+ǫ
(
A
2ǫ+1 − 1 log
(
2(2
ǫ+1−1)−1T
)
+
|A log 4 +B|
2ǫ+1 − 1
+
2c1
(2ǫ+2 − 1)T log
(
2(2
ǫ+2−1)−1T
)
+
2c2
(2ǫ+2 − 1)T +
4c3
(2ǫ+3 − 1)T 2
)
.
Proof. If ℜ(ρ) ≤ τ2 , then
∣∣∣ ρρ−τ ∣∣∣ ≤ 1. Thus∣∣∣∣ limt→∞
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣
≤ 2 (N+F (T ) +N−F (T ))+
∣∣∣∣ limt→∞
∑
T<|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣.
(7)
Thus it is enough to estimate the last term on the right hand side of the previous
inequality.
We can compute
lim
t→∞
∑
T<|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ− τ
)n)
= lim
t→∞
∑
T<|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j .
We want to compute this sum by pairing zeros. We find pairs for the zeros ρ
with ℜ(ρ) ≤ τ2 and ℑ(ρ) > T as we did in the proof of Theorem 2.2 with a = τ2 .
Thus we can compute the sum using these pairs. Since some of the zeros in
these pairs may have a imaginary part in [−T,−T + T 1−ǫ) we have to subtract
the terms containing these zeros. Furthermore, we may not compute the zeros
which have imaginary part in (−T − T 1−ǫ,−T ). Thus
∣∣∣∣∣ limt→∞
∑
T<|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j
∣∣∣∣∣
≤
∑
ℑ(ρ)∈(−T−T 1−ǫ,−T+T 1−ǫ)
0≤ℜ(ρ)≤ τ
2
∣∣∣∣∣

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j
∣∣∣∣∣
+
∣∣∣∣∣ limt→∞
∑
T<ℑ(ρ)≤t
0≤ℜ(ρ)≤ τ
2
n−1∑
j=0
(
−τ
ρ− τ
(
ρ
ρ− τ
)j
+
−τ
ρ¯+ σρ + tρi− τ
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)j) ∣∣∣∣∣,
(8)
9
where 0 ≤ ℜ(ρ) + σρ ≤ τ2 and |tρ| < |ℑ(ρ)|1−ǫ. Since | τρ−τ
(
ρ
ρ−τ
)j
| ≤ 1, by
formula (1) using T −T 1−ǫ and T +T 1−ǫ instead of the terms T0 and T we have
∑
ℑ(ρ)∈(−T−T 1−ǫ,−T+T 1−ǫ)
0≤ℜ(ρ)≤ τ
2
∣∣∣∣∣

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j
∣∣∣∣∣
≤ n
(
A(T + T 1−ǫ) log (T + T 1−ǫ) + |B|(T + T 1−ǫ)
+cF,1(T − T 1−ǫ) log (T + T 1−ǫ) + cF,2(T − T 1−ǫ) + cF,3(T − T
1−ǫ)
T + T 1−ǫ
)
.
(9)
Thus it is enough to estimate the last term of the inequality (8).
We can compute
n−1∑
j=0
(
−τ
ρ− τ
(
ρ
ρ− τ
)j
+
−τ
ρ¯+ σρ + tρi− τ
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)j)
=
( −τ
ρ− τ +
−τ
ρ¯+ σρ + tρi− τ
) n−1∑
j=0
(
ρ
ρ− τ
)j
+
τ
ρ¯+ σρ + tρi− τ
n−1∑
j=0
((
ρ
ρ− τ
)j
−
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)j)
= −τ 2ℜ(ρ) + σρ + tρi− 2τ
(ρ− τ)(ρ¯ + σρ + tρi− τ)
n−1∑
j=0
(
ρ
ρ− τ
)j
+
τ
ρ¯+ σρ + tρi− τ
n−1∑
j=0
−2τℑ(ρ)i + σρτ + tρτi
(ρ− τ)(ρ¯ + σρ + tρi− τ)
j−1∑
s=0
(
ρ
ρ− τ
)s (
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)j−1−s
.
Thus and since for all j, s ∈ [0, n− 1] it holds that
max
{∣∣∣∣ ρρ− τ
∣∣∣∣
j
,
∣∣∣∣ ρρ− τ
∣∣∣∣
s ∣∣∣∣ ρ¯+ σρ + tρiρ¯+ σρ + tρi− τ
∣∣∣∣
j−1−s
}
≤ 1,
we have∣∣∣∣∣ limt→∞
∑
T<ℑ(ρ)≤t
0≤ℜ(ρ)≤ τ
2
n−1∑
j=0
(
−τ
ρ− τ
(
ρ
ρ− τ
)j
+
−τ
ρ¯+ σρ + tρi− τ
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)j)∣∣∣∣∣
≤
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
0≤ℜ(ρ)≤ τ
2
(
τn
∣∣∣∣ 2ℜ(ρ) + σρ + tρi− 2τ(ρ− τ)(ρ¯+ σρ + tρi− τ)
∣∣∣∣
+
∣∣∣∣ τρ¯+ σρ + tρi− τ
∣∣∣∣
n−1∑
j=0
∣∣∣∣ −2τℑ(ρ)i+ σρτ + tρτi(ρ− τ)(ρ¯+ σρ + tρi− τ)
∣∣∣∣ j

 .
We remember that 0 ≤ ℜ(ρ) + σρ ≤ τ2 and |tρ| < |ℑ(ρ)|1−ǫ. For ℑ(ρ) ∈
(2hT, 2h+1T ] it holds that |ρ − τ | > 2hT . Further, for ℑ(ρ) ∈ (2hT, 2h+1T ],
10
T ≥ 4 and ǫ ≥ 12 it holds that
|ρ¯+ σρ + tρi− τ |
> ℑ(ρ)−ℑ(ρ)1−ǫ
≥ 2hT
(
1− 1
2hǫT ǫ
)
≥ 2h−1T.
Thus the right hand side on the previous inequality is
<
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
0≤ℜ(ρ)≤ τ
2
2τn
(
2τ + (2h+1T )1−ǫ
22hT 2
+ 2(n− 1)2
h+2τT + 12τ
2 + (2h+1T )1−ǫτ
23hT 3
)
.
Next we estimate the formula by using inequalities which are proved in Section
2.2.
By Lemma 2.3 and 2.4 the previous formula is
<
8τ2n
T
(
A log (2T ) + |A log 4 +B|+ 2c1
9T
log (2T 3) +
2c2
3T
+
4c3
7T 2
)
+
4τn
T ǫ
(
A
2ǫ − 1 log
(
2
1
2ǫ−1 T
)
+
1
2ǫ − 1 |A log 4 +B|
+
2c1
(2ǫ+1 − 1)T log
(
2(2
ǫ+1−1)−1T
)
+
2c2
(2ǫ+1 − 1)T +
4c3
(2ǫ+2 − 1)T 2
)
+
16(n− 1)nτ2
T
(
2A log (2T ) + 2|A log 4 +B|+ 4c1
9T
log (2T 3) +
4c2
3T
+
8c3
7T 2
)
+
8(n− 1)nτ3
T 2
(
A
9
log (2T 3) +
1
3
|A log 4 +B|+ 2c1
49T
log (2T 7) +
2c2
7T
+
4c3
15T 2
)
+
16(n− 1)nτ2
T 1+ǫ
(
A
2ǫ+1 − 1 log
(
2(2
ǫ+1−1)−1T
)
+
|A log 4 +B|
2ǫ+1 − 1
+
2c1
(2ǫ+2 − 1)T log
(
2(2
ǫ+2−1)−1T
)
+
2c2
(2ǫ+2 − 1)T +
4c3
(2ǫ+3 − 1)T 2
)
.
Thus and by the inequalities (7), (8) and (9) the claim holds.
3.2 Contribution of the zeros ρ with ℜ(ρ) > τ
2
In this section we investigate the upper bound of the contribution of the zeros
ρ with ℜ(ρ) > τ2 for the coefficients ℜ (λF (n, τ)). Since
λF (n, τ) = lim
t→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ− τ
)n)
,
we are interested in the sum
∑ℜ(1− ( ρ
ρ−τ
)n)
where the sum runs over zeros
ρ with ℜ(ρ) > τ2 . Further, since if ℜ(ρ) > τ2 , then also
∣∣∣ ρρ−τ ∣∣∣ > 1, and we can
investigate zeros ρ with
∣∣∣ ρρ−τ ∣∣∣ > 1. To obtain the result, we need the following
lemma which is proved in Chapter 5 Theorem 11 in [15].
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Lemma 3.2. Let M ≥ 1 be an integer and let z1, z2, . . . , zM be complex num-
bers which satisfy the condition max
j
|zj| = 1. Then
max
1≤n≤5M
ℜ

 M∑
j=1
znj

 ≥ 1
20
.
Now we can apply the previous result and consider the contribution of the
zeros ρ with ℜ(ρ) > τ2 .
Theorem 3.3. Let M and N be positive integers. Assume that for
ρ1, ρ2, . . . , ρM we have | ρjρj−τ | > 1. Then for some integer n, N ≤ n ≤ 5NM ,
we have
M∑
j=1
ℜ
(
1−
(
ρj
ρj − τ
)n)
≤M − 1
20
Rn,
where R = max
j
| ρj
ρj−τ
|.
Proof. Let max
j
| ρj
ρj−τ
| = R. We can set ρj
ρj−τ
= Rrj exp(φj i) where
1
R
< rj ≤ 1
and φj is a real number. Then we can apply Lemma 3.2 for the complex numbers
zj = r
N
j e
Nφji and get
M∑
j=1
ℜ
(
1−
(
ρj
ρj − τ
)n)
≤M − 1
20
Rn.
for some N ≤ n ≤ 5NM .
4 Main results
In this section we combine the results from Sections 3.1 and 3.2. We remember
that
λF (n, τ) = lim
t→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ− τ
)n)
.
The first theorem tells that if there are zeros outside a certain region then
ℜ(λF (n, τ)) < 0 for some n in a certain interval. The second one states that
if all the zeros lie in a certain region then ℜ(λF (n, τ)) ≥ 0 for some n. We
remember that τ ∈ [1, 2), ǫ ∈ [ 12 , 1), A, B, cF,j(t), cj and CF,j(t) are defined in
Section 1 and for real numbers T0 and T we denote
K1(T ) =
8τ2
T
(
A log (2T ) + |A log 4 +B|+ 2c1
9T
log (2T 3) +
2c2
3T
+
4c3
7T 2
)
+
4τ
T ǫ
(
A
2ǫ − 1 log
(
2
1
2ǫ−1 T
)
+
1
2ǫ − 1 |A log 4 +B|
+
2c1
(2ǫ+1 − 1)T log
(
2(2
ǫ+1−1)−1T
)
+
2c2
(2ǫ+1 − 1)T +
4c3
(2ǫ+2 − 1)T 2
)
+A(T + T 1−ǫ) log (T + T 1−ǫ) + |B|(T + T 1−ǫ)
+ cF,1(T − T 1−ǫ) log (T + T 1−ǫ) + cF,2(T − T 1−ǫ) + cF,3(T − T
1−ǫ)
T + T 1−ǫ
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and
K2(T ) =
16τ2
T
(
2A log (2T ) + 2|A log 4 +B|+ 4c1
9T
log (2T 3) +
4c2
3T
+
8c3
7T 2
)
+
8τ3
T 2
(
A
9
log (2T 3) +
1
3
|A log 4 +B|+ 2c1
49T
log (2T 7) +
2c2
7T
+
4c3
15T 2
)
+
16τ2
T 1+ǫ
(
A
2ǫ+1 − 1 log
(
2(2
ǫ+1−1)−1T
)
+
|A log 4 +B|
2ǫ+1 − 1
+
2c1
(2ǫ+2 − 1)T log
(
2(2
ǫ+2−1)−1T
)
+
2c2
(2ǫ+2 − 1)T +
4c3
(2ǫ+3 − 1)T 2
)
.
We also notice that these terms are clearly positive when T ≥ 4. In the following
theorems we also have that T ≥ 4.
Let W0 : [−e−1,∞) → [−1,∞) and W−1 : [−e−1, 0) → (−∞,−1] be dif-
ferent branches of the inverse of the function xex. For these branches we have
W0(−e−1) = 1, lim
x→∞
W0(x) = ∞, W−1(−e−1) = −1 and lim
x→0−
W0(x) = −∞.
First we prove that for some index n ∈ [N, 5NM ], where N is a given positive
integer, we have ℜ(λF (n, τ)) < 0 if there are M zeros ρ with ℜ(ρ) > τ2 .
Theorem 4.1. LetM be a positive integer and R > 1 be a positive real number.
Assume that T0 and T satisfy the same conditions as in Theorem 3.1. Suppose
that the function F (s) has at most M zeros ρ with ℜ(ρ) > τ2 and at least one
zero ρ such that | ρ
ρ−τ | ≥ R. Let
N =
⌈
max

− 2logRW−1

− logR
2
√
20(K2(T ) +K1(T ) + 2
(N+F (T ) +N−F (T ))+M)

 , 1


⌉
if − logR
2
√
20(K2(T )+K1(T )+2(N+F (T )+N
−
F
(T ))+M)
≤ 1
e
and
− 2
logR
W0

− logR
2
√
20(K2(T ) +K1(T ) + 2
(N+F (T ) +N−F (T ))+M)


< 5M.
Otherwise N = 1. Then
ℜ(λF (n, τ)) < 0
for some n ∈ [N, 5NM ].
Proof. Let ρ1, ρ2, . . . , ρm be the zeros with ℜ(ρj) > τ2 . By the assumptions we
have m ≤M . Further, we have
ℜ(λF (n, τ)) = lim
t→∞
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
ℜ
(
1−
(
ρ
ρ− τ
)n)
+
m∑
j=1
ℜ
(
1−
(
ρj
ρj − τ
)n)
.
By Theorems 3.1 and 3.3 since m ≤M the right hand side is
< K2(T )n(n− 1) +K1(T )n+ 2
(N+F (T ) +N−F (T ))+M − 120Rn
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for some n ∈ [N, 5NM ]. We want to prove that the previous expression is
smaller than zero for some n ∈ [N, 5NM ]. Thus it is enough to show that
(K2(T ) +K1(T ) + 2
(N+F (T ) +N−F (T ))+M)n2 < 120 exp (n logR).
This can be equivalently written as
− n
2
logR exp
(
−n
2
logR
)
> − logR
2
√
20(K2(T ) +K1(T ) + 2
(N+F (T ) +N−F (T ))+M) .
This inequality holds for n ∈ [N, 5NM ].
We notice that the number N in the previous theorem is not the best one.
We used upper bounds for the terms instead of the exact values. On the other
hand the term Rn grows faster for larger R and the smallest n for which the
term
K2(T )n(n− 1) +K1(T )n+ 2
(N+F (T ) +N−F (T ))+M − 120Rn
is negative depends mainly on the term R. Thus the number N which we got
in Theorem 4.1 is good enough.
Next we prove that if the term | ρ
ρ−τ | is larger than 1 for some zeros but small
enough for all zeros ρ of the function F (s) then ℜ(λF (n, τ)) ≥ 0 for some n.
This means that we can compute the coefficients ℜ(λF (n, τ)) for these numbers
n and if they all are not non-negative then the function F (s) has a zero ρ with
ℜ(ρ) > τ2 . To shorten our notation we define NF (T ) = max{N+F (T ),N−F (T )}.
Theorem 4.2. Assume that ǫ ∈ [ 12 , 1) and T ≥ 100 satisfies the same conditions
as in Theorem 3.1 with M = 0. Let T ′ be a real number for which
T ′ ≥ max
{
T,
1
2
exp
(
32
A
|A log 4 +B|
)
,
32c1
3A
,
32c2
3A log 600
, 8
√
c3
7A log 600
}
.
Let
K3(T
′) = 0.65τ2
(
A
2T ′
log (2T ′)− 4
T ′
|A log 4 +B| − 4c1
3T ′2
log(2
4
3 T ′)− 4c2
3T ′2
− 8c3
7T ′3
)
.
We assume that R > 1 is a real number such that there are no zeros ρ with
| ρ
ρ−τ | ≥ R and we have
R ≤ exp
(
2W0
(√
K3(T ′)
e2 (2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ))
))
.
We denote
n0 = max
{
1, 1 +
⌈
− 2
logR
W0
(
− logR
2
√
2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ)
K3(T ′)
R
)⌉}
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and
n1 = min
{
T − T 1−ǫ
2τ
, 1 +
⌊
− 2
logR
W−1
(
− logR
2
√
2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ)
K3(T ′)
R
)⌋}
.
Then
ℜ(λF (n, τ)) ≥ 0
for n ∈ [n0, n1].
Proof. First we prove the case n = 1. Since
ℜ
(
1− ρ
ρ− τ
)
=
τ(τ −ℜ(ρ))
|ρ− τ |2 ≥ 0,
the coefficient λF (1, τ) ≥ 0. Thus it is enough to consider cases n ≥ 2. We can
estimate the τ -Li coefficients by pairing zeros as we did in the proof of Theorem
2.2. We can apply this theorem for a = 1 and M = 0. Some of the paired
zeros may have a imaginary part in [−T,−T + T 1−ǫ) and hence we have to
subtract these zeros. We may also miss some of the zeros with a imaginary part
in (−T − T 1−ǫ,−T ). Thus we have
ℜ(λF (n, τ)) = lim
t→∞
∑
ρ
|ℑ(ρ)|≤t
ℜ
(
1−
(
ρ
ρ− τ
)n)
≥
∑
|ℑ(ρ)|≤T
ℜ
(
1−
(
ρ
ρ− τ
)n)
−
∑
ℑ(ρ)∈(−T−T 1−ǫ,−T+T 1−ǫ)
∣∣∣∣∣ℜ
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣∣
+ lim
t→∞
∑
ρ
T<ℑ(ρ)≤t
ℜ
(
2−
(
ρ
ρ− τ
)n
−
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)n)
,
(10)
where 0 ≤ ℜ(ρ) + σρ ≤ 1 and |tρ| < |ℑ(ρ)|1−ǫ. We can estimate each term. We
also assume that n ∈ [n0, n1].
First we estimate the sum of the zeros with ℑ(ρ) > T . Since
ℜ
(
2−
(
ρ
ρ− τ
)n
−
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)n)
= −nτℜ
(
1
ρ− τ +
1
ρ¯+ σρ + tρi− τ
)
− n(n− 1)τ
2
2
ℜ
(
1
(ρ− τ)2 +
1
(ρ¯+ σρ + tρi− τ)2
)
−
n∑
j=3
(
n
j
)
ℜ
((
τ
ρ− τ
)j
+
(
τ
ρ¯+ σρ + tρi− τ
)j)
,
(11)
we can estimate each term. First we estimate the first term on the right hand
side. Since ℜ(ρ) ≤ 1 ≤ τ and ℜ(ρ) + σρ ≤ 1 ≤ τ , we can compute
ℜ
(
1
ρ− τ +
1
ρ¯+ σρ + tρi− τ
)
=
ℜ(ρ)− τ
|ρ− τ |2 +
ℜ(ρ) + σρ − τ
|ρ¯+ σρ + tρi− τ |2 ≤ 0.
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Thus the first term on the right hand side of the equation (11) is non-negative.
Next we estimate the second term on the right hand side of the equation
(11). We have
ℜ
(
1
(ρ− τ)2 +
1
(ρ¯+ σρ + tρi− τ)2
)
=
(ℜ(ρ)− τ)2 −ℑ(ρ)2
|ρ− τ |4 +
(ℜ(ρ) + σρ − τ)2 − (ℑ(ρ) − tρ)2
|ρ¯+ σρ + tρi− τ |4 .
We notice that the previous terms are negative. Thus we want to have large
values in the denominator. Hence, the right hand side of the previous equality
is
<
τ2 −ℑ(ρ)2
(τ2 + ℑ(ρ)2)2 +
τ2 − (ℑ(ρ)−ℑ(ρ)1−ǫ)2
(τ2 + (ℑ(ρ) + ℑ(ρ)1−ǫ)2)2
Now we estimate the third term on the right hand side of the equation
(11). We remember that n ≤ n1 ≤ T−T 1−ǫ2τ and thus ℑ(ρ) ≥ 2nτ for allℑ(ρ) > T − T 1−ǫ. Hence for j ≥ 3 we have∣∣∣∣∣
(
n
j
)(
τ
ρ− τ
)j∣∣∣∣∣ ≤
∣∣∣∣∣n(n− 1)(n− 2)n
j−3
j!
(
τ
ℑ(ρ)
)j∣∣∣∣∣ ≤ τ
3n(n− 1)(n− 2)
2j−3j!ℑ(ρ)3 .
Thus the third term on the right hand side of the equation (11) is
> −τ3n(n− 1)(n− 2)
(
1
ℑ(ρ)3 +
1
|ℑ(ρ)− tρ|3
) n∑
j=3
1
2j−3j!
> −n(n− 1)(n− 2)(√e− 13
8
)τ3
(
1
ℑ(ρ)3 +
1
(ℑ(ρ) −ℑ(ρ)1−ǫ)3
)
.
Now we have also estimated the third term on the right hand side of (11) and
next we can estimate the right hand side of the equation (11).
By the derived estimates for the right hand side of the equation (11) we have
ℜ
(
2−
(
ρ
ρ− τ
)n
−
(
ρ¯+ σρ + tρi
ρ¯+ σρ + tρi− τ
)n)
> −n(n− 1)τ
2
ℑ(ρ)2
(
τ2
( τ
2
ℑ(ρ) + ℑ(ρ))2
− ℑ(ρ)
2
( τ
2
ℑ(ρ) + ℑ(ρ))2
+
τ2
( τ
2
ℑ(ρ) + (ℑ(ρ)
1
2 + ℑ(ρ) 12−ǫ)2)2 −
(ℑ(ρ)−ℑ(ρ)1−ǫ)2
( τ
2
ℑ(ρ) + (ℑ(ρ)
1
2 + ℑ(ρ) 12−ǫ)2)2
+(n− 2)(√e− 13
8
)τ
(
1
ℑ(ρ) +
1
(ℑ(ρ) 13 −ℑ(ρ)− 16 )3
))
.
We remember that ℑ(ρ) ≥ max{2τn, 100}, ǫ ∈ [ 12 , 1) n ≥ 2 and τ < 2. When
we set ℑ(ρ) = 2τn to the first, second, third and fifth term, ℑ(ρ) = 100 to the
fourth term, ǫ = 1 to the third term, ǫ = 12 to the fourth term and τ = 2 to the
third term of the right hand side of the previous inequality, we get
> −n(n− 1)τ
2
ℑ(ρ)2
(
1
4n2
− 16n
4
(1 + 4n2)2
+
4n2
(4n2 + 2n+ 54 )
2
− 90
2(
1
25 + 11
2
)2 + (√e− 138 )
)
>
0.65n(n− 1)τ2
ℑ(ρ)2 .
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Since the number of the zeros in each interval (2hT, 2h+1T ] is non-negative and
T ′ ≥ T by formula (2) we have
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
0.65n(n− 1)τ2
ℑ(ρ)2
≥
∞∑
h=0
∑
ℑ(ρ)∈(2hT ′,2h+1T ′]
0.65n(n− 1)τ2
ℑ(ρ)2
>
0.65n(n− 1)τ2
T ′
(
A
2
log (2T ′) + 4(A log 4 +B)− 4c1
3T ′
log(2
4
3T ′)− 4c2
3T ′
− 8c3
7T ′2
)
.
(12)
Further, since
T ′ ≥ max
{
1
2
exp
(
32
A
|A log 4 +B|
)
,
32c1
3A
,
32c2
3A log 600
, 8
√
c3
7A log 600
}
,
we can divide the term A2T ′ log (2T
′) by 4, compare it to the terms which have
minus sign in the previous inequality, use the previous lower bounds and obtain
that the right hand side of the inequality (12) is greater than zero.
Next we estimate the first two terms on the right hand side of the inequality
(10). Since | ρ
ρ−τ | < R for all ρ, we have
∑
|ℑ(ρ)|≤T
ℜ
(
1−
(
ρ
ρ− τ
)n)
−
∑
ℑ(ρ)∈(−T−T 1−ǫ,−T )
∣∣∣∣∣ℜ
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣∣
> (2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ))(1−Rn).
Thus and by the inequalities (10) and (12) we have
λF (n, τ) > K3(T
′)n(n− 1) + (2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ)) (1−Rn)
for n ∈ [n0, n1]. We want to prove that the right hand side on the previous
inequality is greater than zero. It is enough to show that
K3(T
′)
2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ) (n− 1)
2 > exp(n logR).
Equivalently we can write
−n− 1
2
logR exp
(
−n− 1
2
logR
)
< − logR
2
√
2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ)
K3(T ′)
R.
This holds for for n ∈ [n0, n1]. Thus λF (n, τ) > 0.
As in Theorem 4.1 the values of the numbers n0 and n1 in the previous
theorem are not the best ones.
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5 Examples
5.1 Only one zero which lies outside of a certain region
and a growth condition
Besides of the non-negativity conditions, there are also growth conditions for the
Li coefficients for the Generalized Riemann Hypothesis to hold. For example,
in 2006 A. Voros [21] proved that the Riemann Hypothesis is equivalent to the
condition λn ∼ n(a logn + b) with explicit a > 0 and b. In 2010 and 2011 S.
Omar and K. Mazhouda [13] and A. Odzˇak and L. Smajlovic´ [17] derived similar
conditions for certain classes containing the Selberg class.
We prove a growth condition for the coefficients λF (n, τ). We assume that
the function F (s) has exactly one zero ρ1 with | ρ1ρ1−τ | > 1 and the numbers T0, T
satisfy the same conditions as in Theorem 3.1 with M = 1. This is a special
case of Theorem 4.1 where M = 1. Instead of using Lemma 3.2 we can notice
that ∣∣∣∣1−
(
ρ1
ρ1 − τ
)n∣∣∣∣ ≥ Rn − 1
where R = | ρ1
ρ1−τ
|. Further, by Theorem 3.1
∣∣∣∣ limt→∞
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ τ
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣ < K2(T )n(n−1)+K1(T )n+2 (N+F (T ) +N−F (T )) .
Let
N = max


⌈
− 2
logR
W−1

− logR
2
√(
2K2(T ) + 2K1(T ) + 2
(N+F (T ) +N−F (T ))+ 1)


⌉
,
1
}
if
logR
2
√(
2K2(T ) + 2K1(T ) + 2
(N+F (T ) +N−F (T ))+ 1) ≤
1
e
and
− 2
logR
W0

− logR
2
√(
2K2(T ) + 2K1(T ) + 2
(N+F (T ) +N−F (T ))+ 1)

 < 1.
Otherwise N = 1. Then for n ≥ N we have
|λF (n, τ)| =
∣∣∣∣∣∣∣ limt→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ− τ
)n)∣∣∣∣∣∣∣
> Rn − 1−K2(T )n(n− 1)−K1(T )n− 2
(N+F (T ) +N−F (T ))
We want to prove that the right hand side on the previous inequality is greater
than K2(T )n(n− 1) +K1(T )n.
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It is enough to prove that
exp (n logR) >
(
2K2(T ) + 2K1(T ) + 2
(N+F (T ) +N−F (T ))+ 1)n2.
Equivalently we have to prove that
− n
2
logR exp
(
−n
2
logR
)
> − logR
2
√(
2K2(T ) + 2K1(T ) + 2
(N+F (T ) +N−F (T ))+ 1) .
The inequality holds for n ≥ N .
Thus if the function F (s) has at most one zero ρ with ℜ(ρ) > τ2 then the
function has a zero, which lies outside of a certain region, if and only if the term
|λF (n, τ)| is large enough for n ≥ N . This result is better than the result in
Theorem 4.1 for M = 1 since it is enough to compute only one term instead of
4N + 1 terms as in Theorem 4.1.
5.2 Selberg class and zeros which lie outside of certain
regions
We assume that the function F (s) is in the Selberg class and F (0) 6= 0. Then
by [18, Theorem 5.1, Corollary 5.2, Remark 5.3] the function F (s) satisfies the
conditions 1 and 2. By [6, Lemma 2.1.2]
λF (n, τ) =
τ
(n− 1)!
dn
dsn
[sn−1 log ξF (s)]s=τ
where
ξF (s) = F (s)s
mF (s− 1)mFQsF
r∏
j=1
Γ(ωjs+ υj),
(s−1)mFF (s) is an entire function of finite order with least integer exponentmF ,
QF > 0 is a real number, r is a non-negative integer, numbers ωj are positive
real numbers and υj are complex numbers with ℜ(υj) ≥ 0 for all j. Thus the
function F (s) satisfies also the condition 3 and we can apply the results for the
function F (s).
In 2010 L. Smajlovic´ proved the Li’s positivity criterion for an extension
of the Selberg class. In 2011 A. Odzˇak and L. Smajlovic´ [17] proved that the
asymptotic expansion
λF (n, 1) =
dF
2
n logn+ CFn+O(
√
n logn), as n→∞
is equivalent to the Generalized Riemann hypothesis to hold for a function F (s)
in a certain extension of the Selberg class. In 2012 A. D. Droll [6] defined the
τ -Li coefficients for an extension of the Selberg class, provided an arithmetic
formula for the τ -Li coefficients and investigated their behavior.
There are several results for zero-free regions for certain functions in the
Selberg class. For example, by M. J. Mossinghoff and T. S. Trudgian [16] the
Riemann zeta function has no zeros ρ = σ + it for
σ ≥ 1− 1
R0 log t
, where R0 = 5.573412.
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In addition to the τ -Li criterion there are also other criteria for the Selberg class
functions to satisfy the Generalized Riemann Hypothesis. For example, by C.
Delaunay, E. Fricain, E. Mosaki, and O. Robert [4, 5] studied Nyman-Beurling
criterium for large set of functions containing the Selberg class.
5.2.1 Dirichlet L-functions
Let F (s) be a Dirichlet L-function associated with a primitive non-principal
character modulo q. It is in Selberg class. The first result concerning on explicit
zero-free regions was proved by K. S. McCurley [14]. According to the result,
the function F (s) has no zeros in the region
ℜ(s) ≥ 1− 1
6.4355 log (qmax{1, |ℑ(s)|})
to the exception of at most one zero. There are several improvements to the
constant 6.4355. Recently H. Kadiri [9] proved that the function F (s) with
3 ≤ q ≤ 400000 does not vanish in the region
ℜ(s) = 1− 1
5.60 logmax{q, |ℑ(s)|} .
By F. C. Brown [2] we also know that for every k ≥ 2 there is at most one prim-
itive Dirichlet character of conductor which divides k such that the completed
function of F (s) has a zero ρ with
ℜ(ρ) ≥ 1− 1
48 log k
and |ℑ(ρ)| ≤ 1
48 log k
.
If such a character exists it is real and ρ ∈ R and ρ is simple. K. Mazhouda [12]
has investigated the non-negativity of the Li coefficients for Dirichlet L-functions
if the Generalized Riemann Hypothesis holds up to height T .
We know that F (1) 6= 0 and thus it satisfies the condition 1. By T. S.
Trudgian [20, Theorem 1] for T ≥ 1 we have that∣∣∣∣N±F (T )− T2π logT − T2π log q2πe
∣∣∣∣ < 0.1585 logT + 0.1585 log q + 3.2005. (13)
Thus the function F (s) also satisfies the condition 2. We can set that
A =
1
2π
, B =
1
2π
log
q
2πe
, T0 = 1, cF,1(T0) = 0.1585,
cF,2(T0) = 0.1585 log q + 7.2005, cF,3(T0) = CF,3(T0) = c3 = 0
CF,1(T0) = 0.1585, CF,2(T0) = 0.1585 log q + 3.2005, c1 = 0.317
and c2 = 0.1585 log2 + 0.317 log q + 6.401.
We prove a similar results as we proved in Theorems 4.1 and 4.2 but instead of
the general case we investigate Dirichlet L-functions. We obtain better results
since we can use more suitable estimates for this special case.
First we prove a similar result as we proved in Theorem 4.1. We want to
find a positive integer N such that that if the function F (s) has zeros outside a
certain region then ℜ(λF (n, τ)) < 0 for n ∈ [N, 5MN ] where M is a constant.
20
We look at the case where q = 100, τ = 1, the function F (s) has at most two
zeros ρ such that 12 < ℜ(ρ) ≤ 1 and ǫ = 12 . We prove results using the same
ideas as we used in the proof of Theorem 4.1 but we use more suitable estimates
for this special case. The goal is to estimate the term
λF (n, 1) = lim
t→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ− 1
)n)
,
where sum runs over the non-trivial zeros of the function F (s).
First we want to prove a similar result to which we proved in Theorem 2.1.
The goal is to find a pairs for zeros in upper half plane such that the absolute
value of the sum on the pairs imaginary part is small enough. The result is
used to estimate the term λF (n, 1). Instead of finding pairs for the zeros ρ with
0 ≤ ℜ(ρ) ≤ 12 we want to find pairs for zeros ρ with ℜ(ρ) = 12 since it makes
some of computations easier. To do this by formula (13) and since M = 2 we
want that
1
2π
√
T log
(
T +
√
T
)
+
1
2π
log
(
1 +
1√
T
)
> 0.1585 log
(
T 2 + T
3
2
)
+
1
2π
√
T log
50
πe
+ 0.317 log 100 + 10.401.
This holds, for example, for T = 299.728. Since we want that for the term T it
holds that T −√T ≥ 299.728, we can choose, for example, that T = 317.548.
Next we estimate the term limt→∞
∑
ρ
|ℑ(ρ)|≤t
(
1−
(
ρ
ρ−1
)n)
for the zeros which
have ℜ(ρ) ≤ 12 . Since the zeros lie symmetrically to the line ℜ(s) = 12 and we
have assumed that there are at most two zeros ρ with ℜ(ρ) and T = 317.548,
by formula (13) we want to investigate the sum∣∣∣∣ limt→∞
∑
|ℑ(ρ)|≤t
0≤ℜ(ρ)≤ 1
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣
≤ 1545 +
∣∣∣∣ limt→∞
∑
T<|ℑ(ρ)|≤t
ℜ(ρ)= 1
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣.
(14)
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Using similar methods of pairing zeros as in the proof of Theorem 3.1 we have∣∣∣∣ limt→∞
∑
T<|ℑ(ρ)|≤t
ℜ(ρ)= 1
2
(
1−
(
ρ
ρ− τ
)n) ∣∣∣∣
=
∣∣∣∣∣ limt→∞
∑
T<|ℑ(ρ)|≤t
ℜ(ρ)= 1
2

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j
∣∣∣∣∣
≤
∑
ℑ(ρ)∈(−T−T 1−ǫ,−T+T 1−ǫ)
ℜ(ρ)= τ
2
∣∣∣∣∣

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j
∣∣∣∣∣
+
∣∣∣∣∣ limt→∞
∑
T<ℑ(ρ)≤t
ℜ(ρ)= τ
2
n−1∑
j=0
(
−τ
ρ− τ
(
ρ
ρ− τ
)j
+
−τ
ρ¯+ tρi− τ
(
ρ¯+ tρi
ρ¯+ tρi− τ
)j) ∣∣∣∣∣,
(15)
where |tρ| <
√ℑ(ρ). By formula (13) and since the number of zeros is an integer
we have
∑
ℑ(ρ)∈(−T−T 1−ǫ,−T+T 1−ǫ)
ℜ(ρ)= 1
2
∣∣∣∣∣

n−1∑
j=0
−τ
ρ− τ
(
ρ
ρ− τ
)j
∣∣∣∣∣ ≤ 51n√ 1
4 + (T −
√
T )2
. (16)
Thus it is enough to estimate the last term of the right hand side of the inequality
(15). Similarly as in the proof of Theorem 3.1 we have∣∣∣∣∣ limt→∞
∑
T<ℑ(ρ)≤t
ℜ(ρ)= 1
2
n−1∑
j=0
(
−τ
ρ− τ
(
ρ
ρ− τ
)j
+
−τ
ρ¯+ tρi− τ
(
ρ¯+ tρi
ρ¯+ tρi− τ
)j) ∣∣∣∣∣
≤
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
ℜ(ρ)= 1
2
(
τn
∣∣∣∣ 2ℜ(ρ) + tρi− 2τ(ρ− τ)(ρ¯ + tρi− τ)
∣∣∣∣
+
∣∣∣∣ τρ¯+ tρi− τ
∣∣∣∣
n−1∑
j=0
∣∣∣∣ −2τℑ(ρ)iτ + tρτi(ρ− τ)(ρ¯+ tρi− τ)
∣∣∣∣ j


<
∞∑
h=0
∑
ℑ(ρ)∈(2hT,2h+1T ]
ℜ(ρ)= 1
2
(
2n
1 +
√
2h+1T
22hT 2
+ 4n(n− 1)2
h+2T +
√
2h+1T
23hT 3
)
.
(17)
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Similarly as in Theorems 2.3 and 2.4 we get that the right hand side is
<
n
T
(
4
π
log
800T
πe
+
10.144 log 2
9T
+
2.536 logT
3T
+
8c2
3T
)
+
2
√
2n√
T
(
6 + 4
√
2
π
log 2 +
2 +
√
2
π
log
200T
πe
+
0.634
7T
(
4
7
(9 + 4
√
2) log 2 + (4 +
√
2) logT
)
+
2c2
7T
(
4 +
√
2
))
+
32n(n− 1)
T
(
1
π
log
800T
πe
+
0.634
3T
(
4
3
log 2 + logT
)
+
2c2
3T
)
+
8
√
2n(n− 1)
T
3
2
(
4(9 + 4
√
2)
49π
log 2 +
4 +
√
2
7π
log
200T
πe
+
1.268
(8−√2)T
(
8
8−√2 log 2 + logT
)
+
4c2
(8−√2)T
)
< 0.3375n(n− 1) + 1.9954n,
where c2 = 0.1585 log2 + 0.317 log 100 + 6.401.
We assume that there is at least one and at most two zeros ρ with
∣∣∣ ρρ−1
∣∣∣ ≥
R(> 1). By the previous inequality, formulas (15), (16) and (17) and Theorem
3.3 using similar methods as in proof of Theorem 4.1 we have
λF (n, τ) < 0.3375n(n− 1) +

1.9954 + 51√
1
4 + (T −
√
T )2

n+ 1547− 1
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Rn.
We want to find a positive integer N such that the right hand side is smaller
than zero for all n ∈ [N, 10N ]. These are solved numerically in the Table 1 for
different R. We remember that the zeros lie symmetrically to the line ℜ(s) = 12
and describe the results with Figure 1. Figure 1 contains regions
∣∣∣ ρρ−1 ∣∣∣ ≥ R for
different R and it also contains McCurley’s and Kadiri’s results. By McCurley
the function F (s) has no zeros in the region
ℜ(s) ≥ 1− 1
6.4355 log (100max{1, |ℑ(s)|})
to the exception of at most one zero. This is described with the violet lines in
Figure 1. By Kadiri [9] the function F (s) with 3 ≤ q ≤ 400 000 does not vanish
in the region
ℜ(s) = 1− 1
5.60 logmax{100, |ℑ(s)|} .
This is described with the green lines in Figure 1. When we compare Table 1
and Figure 1 we see, for example, that if the function F (s) has at least one but
at most four zeros in the black area then λF (n, 1) < 0 for some n ∈ [125, 1250].
Similarly we see that if the function F (s) has at least one but at most four
zeros in the yellow area then λF (n, 1) < 0 for some n ∈ [269 172, 2 691 720]. The
numbers N in Table 1 may not be the most optimal ones. If we choose the
number T differently we may obtain smaller numbers N .
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Table 1: Different values of the term N
R N
1.1 125
1.01 1686
1.001 21 911
1.0001 269 172
0 0.2 0.4 0.6 0.8 1
−50
0
50
ℜ(ρ)
ℑ(
ρ
)
R = 1.1
R = 1.01
R = 1.001
R = 1.0001
McCurley (1984)
Kadiri (2018)
Figure 1: Different regions
Next we prove a similar result to the result which we proved in Theorem 4.2.
We want to find constants n0 and n1 such that if all zeros of the function F (s)
lie inside a certain region then ℜ(λF (n, τ)) ≥ 0 for all n ∈ [n1, n2]. We use same
methods as we used in the proof of Theorem 4.2. We look at the cases where
q = 100. We also remember that ǫ ∈ [ 12 , 1), τ ∈ [1, 2) and R > 1 and we assume
that for all zeros of the function F (s) it holds that
∣∣∣ ρρ−τ ∣∣∣ < R. As In the proof
of Theorem 4.2 we used a variable T such that for x = T − T 1−ǫ it holds that
1
2π
x1−ǫ log
(
x+ x1−ǫ
)
+
1
2π
log
(
1 + x−ǫ
)
>
1
2π
x1−ǫ log
50
πe
+ 0.1585 log
(
x2 + x2−ǫ
)
+ 0.317 log 100 + 6.401.
(18)
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We can follow the proof of Theorem 4.2. We want that we have T ′ ≥ T ,
0.65τ2
T ′
(
1
4π
log (2T ′) +
2
π
log
200
πe
−1.268
3T
log(2
4
3 T ′)− 4
3T ′
(0.1585 log 2 + 0.317 log 100 + 6.401)
)
:= K3(T
′)
> 0
(19)
and that the left hand side of the previous inequality is as large as possible.
This holds for T ′ = T (≥ 5.33959). Further, using similar methods as in the
proof of Theorem 4.2 and previous estimates we have
λF (n, τ) > K3(T )n(n− 1) +
(
2NF (T ) +NF (T − T 1−ǫ, T + T 1−ǫ)
)
(1−Rn).
We want that the right hand side of the previous inequality is at least zero for
n ∈ [n0, n1], where n0 and n1 are positive integers and n1 ≤ T−T 1−ǫ2τ . We can
find n0 and n1 for different T , τ , ǫ and R in Table 2. We use formula (13) in the
computations, remember that the number of the zeros is an integer and that
the statement λF (1, τ) ≥ 0 holds for all τ ∈ [1, 2). We also remember the lower
bound (18) for the number T .
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Table 2: Different values of the terms n0 and n1
T τ ǫ R n0 n1
193.67 1 0.5 1.0001 8 89
193.67 1 0.5 1.00001 1 89
193.67 1.5 0.5 1.0001 7 59
193.67 1.5 0.5 1.00001 1 59
5273 1 0.5 1.000001 54 2600
5273 1 0.5 1.0000001 7 2600
5273 1 0.5 1.00000001 1 2600
5273 1.5 0.5 1.00001 463 1733
5273 1.5 0.5 1.000001 48 1733
5273 1.5 0.5 1.0000001 6 1733
5273 1.5 0.5 1.00000001 1 1733
5273 1 0.75 1.00001 518 2632
5273 1 0.75 1.000001 53 2632
5273 1 0.75 1.0000001 7 2632
5273 1 0.75 1.00000001 1 2632
5273 1.5 0.75 1.00001 460 1754
5273 1.5 0.75 1.000001 47 1754
5273 1.5 0.75 1.0000001 6 1754
5273 1.5 0.75 1.00000001 1 1754
1.5087 · 107 1 0.5 1.00000001 6 230 956 7 541 557
1.5087 · 107 1 0.5 1.000000001 604 069 7 541 557
1.5087 · 107 1 0.5 1.0000000001 60 390 7 541 557
1.5087 · 107 1 0.5 1.00000000001 6040 7 541 557
1.5087 · 107 1.5 0.5 1.000000001 536 857 5 027 705
1.5087 · 107 1.5 0.5 1.0000000001 53 673 5 027 705
1.5087 · 107 1.5 0.5 1.00000000001 5369 5 027 705
1.5087 · 107 1 0.75 1.00000001 6 229 238 7 543 468
1.5087 · 107 1 0.75 1.000000001 603 907 7 543 468
1.5087 · 107 1 0.75 1.0000000001 60 374 7 543 468
1.5087 · 107 1 0.75 1.00000000001 6039 7 543 468
1.5087 · 107 1.5 0.75 1.000000001 536 785 5 028 979
1.5087 · 107 1.5 0.75 1.0000000001 53 666 5 028 979
1.5087 · 107 1.5 0.75 1.00000000001 5368 5 028 979
1.5087 · 107 1 0.9 1.00000001 6 229 212 7 543 497
1.5087 · 107 1 0.9 1.000000001 603 905 7 543 497
1.5087 · 107 1 0.9 1.0000000001 60 374 7 543 497
1.5087 · 107 1 0.9 1.00000000001 6039 7 543 497
1.5087 · 107 1.5 0.9 1.000000001 536 784 5 028 998
1.5087 · 107 1.5 0.9 1.0000000001 53 665 5 028 998
1.5087 · 107 1.5 0.9 1.00000000001 5368 5 028 998
We can notice couple of result from this table. By Table 2 if all zeros ρ
of the function F (s) have
∣∣∣ ρρ−1 ∣∣∣ < 1.0001 then λF (n, 1) ≥ 0 for n ∈ [8, 89].
We can also notice, for example, that if for all zeros ρ we have that
∣∣∣ ρρ−1 ∣∣∣ <
1.00000000001 then by the fifteenth and the thirtieth rows λF (n, 1) ≥ 0 for
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n ∈ [1, 2632]∪ [6039, 7 543 497].
5.2.2 L-function associated with a holomorphic newform with level
1 and weight 12
We look at an example. Let F (s) be a L-function associated with a holomorphic
newform with level 1 and weight 12. We assume that all zeros ρ with |ℑ(ρ)| ≤
27 lie on the critical line. Then by G. Franc¸a and A. LeClair [7, Table IX]
N+F (27) = N−F (27) = 7. By [18] we have
A =
1
2π
, B = − 1
2π
(1 + log (4π2)), T0 = 27.
Let M,R and N be defined as in Theorem 4.1 if M > 1 and as in Section 5.1 if
M = 1. Now we can compute different values for the term N depending on the
values ǫ,M, τ and R. Using the formula for the number of the zeros provided in
[18] we can compute indices forthe τ -Li coefficients from which we see if there
are zeros with | ρ
ρ−τ | > R. By these formulas there are at most 7122 and 8304
zeros with |ℑ(ρ)| smaller than or equal to 100 or 300 respectively. We also
use the formulas from [18] for cj , cF,j(t) and CF,j(t). If some of the previous
numbers is negative we set it 0. We can see different values of the term N in
Table 3.
Table 3: Different values of the term N
ǫ M τ R N
0.5 1 1.1 1.0006 84 444
0.5 1 1 + 10−41 1.0025 19 095
0.5 1 1.00000000001 1.00000000001 8 756 457 693 487
0.75 1 1.1 1.0006 122 993
0.75 1 1 + 10−41 1.0025 28 372
0.75 1 1.00000000001 1.00000000001 11 039 856 250 149
0.5 2 1.1 1.0006 86 886
0.5 2 1 + 10−41 1.0025 19 683
0.5 2 1.00000000001 1.00000000001 8 900 499 080 901
0.75 2 1.1 1.0006 127 528
0.75 2 1 + 10−41 1.0025 29 463
0.75 2 1.00000000001 1.00000000001 11 309 476 830 806
0.5 7122 1.1
√
1.0001 1 171 365
0.5 7122 1.00000000001
√
10001
10000+10−22 1 171 365
0.5 8304 1.1
√
3002+1
3002+0.12 11 537 944
0.5 8304 1.00000000001
√
3002+1
3002+10−22 11 418 828
27
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