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Einen besonders großen Dank möchte ich an Dipl.-Ing. Yevgeniy Yeryomin aussprechen,
ohne dessen aktives Mitwirken ich mich wahrscheinlich nicht an die Thematik der SIP-
basierten Sprachkommunikation herangetraut hätte. Klasse war auch das Arbeitsklima
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Kurzzusammenfassung
Die vorliegende Dissertation befasst sich mit Mobilitätsunterstützungen für moderne
mobile Endgeräte, welche auf das Internet zugreifen sollen. Um die Vielzahl der bereits
verfügbaren Lösungen zu klassifizieren, werden Anforderungen definiert, welche sich an
”
unbedarften Nutzern“ orientieren, die ihre Geräte wie gewohnt auch im mobilen Umfeld
benutzen möchten. Es stellte sich heraus, dass lediglich die Gruppe der Middleware-
basierten Mobilitätsunterstützungen diese Anforderungen erfüllen kann. Da jedoch noch




REACH tritt mit der Maßgabe an, alle gestellten Anforderungen zu erfüllen. Dazu
werden Proxyserver eingesetzt, welche als
”
Ankerpunkte“ fungieren und die Server im In-
ternet vor den negativen Auswirkungen von Mobilitätsereignissen abschotten. Werden
mehrere Proxyserver gleichzeitig involviert, kann sogar den negativen Auswirkungen
durch das
”
Dreiecks-Routing“ entgegengewirkt werden. Eine große Herausforderung be-
stand jedoch darin, die Datenströme der nicht modifizierten Anwendungen abzufangen,
damit die Sicherungsmechanismen von REACH greifen können. Dazu wird eine Viel-
zahl an Möglichkeiten diskutiert, wobei ein besonderes Leistungsmerkmal von REACH
darin besteht, diese Mechanismen auch in Kombination anbieten zu können. So stellen
beispielsweise längerfristige Isolationssituationen keine Probleme mehr für die Anwen-
dungen dar, und es steht erstmalig eine Mobilitätsunterstützung zur Verfügung, welche
in solchen Situationen auch die Benutzer mit einbeziehen kann.
Weiterhin wird ein prädiktiv arbeitender Handoverentscheider vorgestellt, welcher
durch Beobachtung von Signalstärkewerten drahtlos arbeitender Netzzugangstechnolo-
gien drohende Abrisse erkennen kann. REACH unterstützt prinzipiell beliebige Netzzu-
gangstechnologien, solange diese einen Zugang zum Internet ermöglichen können, und
erlaubt
”
weichere vertikale Handover“ sowie Kanalbündelungsszenarien. So kommen im
Demonstrator bereits drahtgebundenes Ethernet, drahtloses arbeitendes WLAN sowie
GPRS mittels eines per Bluetooth angebundenen Mobiltelefons zum Einsatz. Der De-
monstrator stellt eine praxistaugliche Mobilitätsunterstützung dar, was durch Tests be-
legt wird und bereits während zahlreicher praktischer Vorführungen einem breit gefä-
cherten Publikum vorgestellt werden konnte.

Abstract
This doctoral thesis deals with mobility extensions for modern mobile devices that want
to access resources of the Internet. At first, the existing approaches are classified, with
requirements that were derived with focus on normal users. These users want to use
their mobile devices in scenarios that involve mobility. It is shown that only the group
of middleware-based solutions is able to fulfil these requirements. However, none of the
existing solutions was suitable, thus the
”
Roaming-Enabled Architecture“ (REACH) was
created.
REACH implements such a middleware-based approach and was designed to fulfil all
requirements. It involves proxy servers that act as
”
anchor points“ isolating the servers
in the Internet from the negative effects of mobility. By connecting to multiple proxy
servers at the same time, REACH is able to minimize the negative effects of
”
triangle
routing“. Furthermore, it was challenging to intercept the data streams of the unmodi-
fied applications, to apply the protection schemes of REACH. Multiple possibilities are
discussed, and it is a special feature of REACH that they are all available and can be
combined with each other. Long lasting isolation situations are not problematic, and
REACH is the first mobility extension that is able to involve the users.
Additionally, a predictive handover management scheme is presented. It is able to
analyze signal strength measurements of wireless networks to predict link loss events
before they actually happen. REACH is able to involve any network access technology,
as long as it offers access to the Internet.
”
Softer handovers“ are possible as well as
channel bundling scenarios. The testbed already supports Ethernet, WIFI and is able to
involve GPRS by accessing a cellphone that is connected via bluetooth. REACH offers
a practical solution to allow Internet access in mobile environments. Tests were made
in order to underline this. Therefore, REACH was already presented during multiple
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F.3 Der REACH-Proxyserver im Büro . . . . . . . . . . . . . . . . . . . . . . 446
xx Inhaltsverzeichnis
F.4 Der REACH-Proxyserver im Rechnerraum . . . . . . . . . . . . . . . . . 447
F.5 Der REACH-Proxyserver Daheim . . . . . . . . . . . . . . . . . . . . . . 448




Abkürzungsverzeichnis und Formelzeichen 473




Die vorliegende Dissertation beschäftigt sich mit Mobilitätsunterstützungen für mobile
Endgeräte, welche auf Ressourcen im Internet zugreifen sollen. Es wird gezeigt, dass
allein Lösungen aus der Gruppe der Middleware-basierten Architekturen praktikabel
und zugleich umfassend sein können. Darin bestand die Motivation zur Erstellung der
”
Roaming-Enabled Architecture“ (REACH), deren Konzepte in den folgenden Kapiteln
vorgestellt und begründet werden. Das vorliegende Kapitel beleuchtet die zu Grunde
liegende Problematik und hebt die Zielstellung dieser Ausarbeitung hervor. Abschließend
werden die Inhalte der Folgekapitel vorgestellt.
1.1 Motivation
Moderne mobile Endgeräte wie Laptops,
”
Personal Digital Assistants“ (PDAs) und
”
Smartphones“ sehen Möglichkeiten vor, sich mit dem Internet zu verbinden. Dazu kön-
nen eine Vielzahl an drahtgebundenen und drahtlos arbeitenden Technologien zum Ein-
satz kommen, wobei viele Geräte sogar mehrere Netzzugangstechnologien gleichzeitig
anbieten oder um weitere ergänzt werden können. Praxisrelevant sind die Technologien
”
Ethernet“ mit Übertragungsgeschwindigkeiten bis zu 10 GBit/s, drahtlos arbeitendes
”
Wireless Local Area Network“ (WLAN) aus der vom
”
Institute of Electrical and Elec-
tronics Engineers“ (IEEE) standardisierten
”
Familie“ IEEE 802.11, zellulärer Mobilfunk
mittels
”
General Packet Radio Service“ (GPRS) über das
”
Global System for Mobile
Communications“ (GSM),
”
High Speed Downlink Packet Access“ (HSDPA) über das
”
Universal Mobile Telecommunications System“ (UMTS) sowie
”
Long Term Evolution“
(LTE). Aber auch Einwahlverbindungen mittels
”
analoger Modems“ oder dem
”
Inte-
grated Services Digital Network“ (ISDN) sind noch relevant und treten vereinzelt auf.
Ein Internetzugang mittels
”
Digital Subscriber Line“ (DSL) ist ebenfalls verbreitet, al-
lerdings wird das Endgerät hierbei schlussendlich wieder über Ethernet oder WLAN
angebunden.
Wird ein solches Endgerät
”
mobil“, weil es beispielsweise von seinem Benutzer durch
die Gegend getragen wird oder weil es ein fester Bestandteil eines Fahrzeugs ist, wird
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es bezüglich einer jeden Netzzugangstechnologie Areale mit unterschiedlicher Netzab-
deckung durchqueren. Der naheliegende Wunsch, dass das mobile Endgerät darauf mit
einem Wechsel der aktiven Netzzugangstechnologie reagieren soll, ist im heutigen In-
ternet leider nicht praktikabel. Bei jedem Wechsel der Netzzugangstechnologie, welche
als
”
vertikale Handover“ bezeichnet werden, bekommt das mobile Endgerät eine neue
Internetadresse zugewiesen. Da dieser Adresswechsel für die Kommunikationspartner
im Internet nicht erkennbar ist, kommt es zu einem Erreichbarkeitsproblem, wobei alle
statusbehafteten Transportschichtverbindungen abreißen. Selbst wenn nur der Netzzu-
gangspunkt gewechselt wird, und die involvierte Netzzugangstechnologie dieselbe bleibt
(
”
horizontaler Handover“), kommt es zu Problemen, sobald abweichende Internetadres-
sen zugewiesen werden. Hierbei tritt deutlich zu Tage, dass die heutzutage im Internet
eingesetzten Protokolle mit Blick auf statische Netze entwickelt worden sind, und im
mobilen Umfeld versagen.
Um mit den Anforderungen im mobilen Umfeld umgehen zu können, sind verschiedene
Ansätze denkbar. Man könnte hierzu auf modernere Protokolle umschwenken oder auf
Erweiterungen der bestehenden Protokolle zurückgreifen, welche die genannten Schwach-
stellen nicht länger aufweisen. Derartige Vorschläge sind zahlreich, allerdings wird hierbei
die Modifikation einer unüberschaubaren Anzahl an Systemen erforderlich, weshalb aus
praktischen Gründen andere Alternativen gesucht werden sollen.
Außerdem werden im mobilen Umfeld zusätzliche Verwaltungsaufgaben deutlich, da
Netzzugänge nicht länger als unveränderlich angesehen werden können, sondern eine
andauernde Beobachtung und Eignungsprüfung stattfinden muss. Die hierfür verant-
wortliche Komponenten müssen konzipiert werden und auf den mobilen Endgeräten die
Kontrolle über sämtliche Netzzugangsgeräte übernehmen. Dabei sollen die Endanwen-
der weitestgehend entlastet werden, sodass sie sich nur noch um die Festlegung von
Rahmenbedingungen zu kümmern brauchen, und der Rest von der Mobilitätsunterstüt-
zung erledigt wird.
Es handelt sich hierbei um ein reales Problem aus der Praxis, dessen negative Aus-
wirkungen bereits viele Nutzer anhand eigener Erfahrungen bemerken mussten. Glückli-
cherweise wurden bereits eine Vielzahl an Mechanismen von anderen Forschungsgruppen
vorgeschlagen, welche aber oftmals mit Blick auf einen besonderen Einsatzzweck ent-





Nutzungsverhalten“ weiterer Untersuchungen bedürfen.
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1.2 Zielstellungen und wissenschaftliche Leistungen
Im Rahmen dieser Dissertation werden diverse Lösungen zu mobilitätsspezifischen Pro-
blemstellungen vorgestellt, welche neuartig sind und den Stand der Forschung voran-
bringen. So ist mit REACH eine
”
umfassende“ Mobilitätsunterstützung entstanden, was
bedeutet, dass ein Gesamtsystem mit Komponenten zur Handoverentscheidung, zur Ver-
waltung der am mobilen Endgerät verfügbaren Netzzugangsgeräte sowie einer Bedien-
schnittstelle entwickelt worden ist. Letztere musste allerdings optional bleiben, da die




REACH-Box“ wird ein solches
”
abgesetztes Gerät“ vorgestellt, welches ein
lokales Netzwerk um eine Mobilitätsunterstützung ausstattet, ohne dass die angeschlos-
senen Systeme in irgendeiner Form modifiziert oder umkonfiguriert zu werden brauchen.
Mit dieser als
”
Netzmobilität“ bezeichneten Anbindungsform können erstmals auch nicht
modifizierte Komponenten eines Fahrzeugnetzes, wie beispielsweise Navigationssysteme,
Autoradios oder Steuergeräte,
”
handoversicher“ auf das Internet zugreifen.
Da REACH als Middleware-basierte Architektur
”
oberhalb“ der Transportschicht an-
gesiedelt ist, muss es sich mit nicht modifizierten Transportschichtprotokollen und dem
heutzutage eingesetztem Internetprotokoll (IP) in der Version 4 (IPv4) begnügen, was
von Anfang an größtmögliche Kompatibilität mit handelsüblichen Netzzugangsgeräten
und den bestehenden Netzzugangspunkten versprach. Damit ist REACH eine wirklich
praktikable Lösung, welche im heutigen Internet eingesetzt werden kann.
REACH kann mit beliebigen drahtlosen und drahtgebundenen Netzzugangstechnologi-
en umgehen und durch eine modulare Verwaltung auch zukünftige Varianten unterstüt-
zen. Bisherige Handoverentscheider bieten keine derartige Flexibilität, und sind oftmals
auf einen ausgewählten Satz an Netzzugangstechnologien beschränkt. So bestand für
eine technologieunabhängige Verwaltung von Netzzugängen signifikanter Forschungsbe-
darf. Es zeigte sich, dass eine kombinierte Betrachtung von Netzzugangsgerät und Netz-
zugangspunkt erforderlich ist, um die Eignung eines jeden Netzzugangs abschätzen zu
können. Dabei sollte der Wechsel von Netzzugangspunkten sowohl innerhalb derselben
Technologie (
”
horizontaler Handover“) als auch in Verbindung mit einem Technologie-
wechsel (
”
vertikaler Handover“) möglich sein. REACH ist hierbei eine von nur sehr we-
nigen Mobilitätsunterstützungen, welche auch
”
weichere Handover“ zwecks Erhöhung
der Ausfallsicherheit unterstützt. Nach Auffassung des Autors ist REACH zudem die
einzige Architektur, welche dem Nutzer eine technologieübergreifende Bündelung von
Übertragungswegen anbietet (Kanalbündelungsszenario).
Von besonderem Interesse war eine Betrachtung des Verlaufs von Signalstärkewerten
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drahtlos arbeitender Netzzugangsgeräte, da vermutet wurde, dass sich auf ihrer Basis zu-
künftige Abrissereignisse vorhersagen lassen. Aufbauend auf einer umfassenden Betrach-
tung der Problematik wurde für REACH ein prädiktiv arbeitender Handoverentscheider
entwickelt, dessen Alleinstellungsmerkmal darin besteht, einen Ersatzlink zeitnah noch
vor dem Abrissereignis eines Hauptlinks bereitstellen zu können. Der Entscheider ist
nachgewiesenermaßen dazu in der Lage, für WLAN sowohl innerhalb als auch außerhalb
von Gebäuden überzeugende Abrissprognosen errechnen zu können.
Da Middleware-basierte Mobilitätsunterstützungen die gemeinsame Eigenschaft auf-
weisen, dass feste
”
Ankerpunkte“ für den Datenverkehr in Richtung der nicht modifizier-
ten Server benötigt werden, deutete sich Untersuchungsbedarf bezüglich der Suche nach
”
geeigneten“ Proxyservern an. Für Problematiken wie
”
Dreiecks-Routing“ oder der Rea-
lisierung von Lastverteilungskonzepten stand vorab keine triviale Lösung bereit. Durch
eine umfangreiche konzeptionelle Arbeit konnte für REACH ein Mechanismus entwickelt
werden, dessen herausragendes Leistungsmerkmal darin besteht, dass er eine Vielzahl
an Proxyservern gleichzeitig involviert.
Als eine besondere Herausforderung sollte sich die Einschränkung erweisen, dass zwar
beliebige Anwendungen eingesetzt werden sollten, welche aber nicht modifiziert wer-
den durften. Hierfür wurden Konzepte zum Abfangen von Anwendungsdatenströmen
untersucht, wobei in dieser Ausarbeitung die jeweiligen Vor- und Nachteile in Bezug
auf praxisrelevante Nutzungsszenarien herausgearbeitet werden. Das wesentliche Ergeb-
nis ist, dass jeder Mechanismus für sich alleine gesehen nicht mit allen Anwendungen
gleichermaßen zusammenarbeiten kann und in manchen Szenarien sogar komplett ver-
sagt. REACH wurde daher nicht auf einen einzigen Mechanismus beschränkt, sondern
bietet hierzu eine Vielzahl an
”
Diensten“ an. Besonders die Aussicht, dass wenn unter-
schiedliche Dienste gleichzeitig aktiviert werden können auch die größte Abdeckung von
Anwendungen und Einsatzszenarien möglich werden würde, war Motivation genug, um
ein solches
”
Dienstekonzept“ für REACH zu erforschen und schlussendlich umzusetzen.
REACH ist dabei die erste Mobilitätsunterstützung, welche auch auf die Ebene der
Benutzer Einfluss nimmt. So wird in bestehende Telefongespräche eine Ansage einge-
spielt, welche verhindern soll, dass die Nutzer ein bestehendes Telefonat während einer
Isolationssituation irritiert beenden.
Von Beginn an wurde ein funktionierendes Gesamtsystem angestrebt. Es entstand ein
Demonstrator, mit welchem ein
”
anschauliches“ Problem aus der aktuellen Forschungs-
landschaft einem breiten Publikum vorgeführt werden kann. Dies wurde beispielsweise
durch eine praktische Vorführung auf der CeBIT 2009 unterstrichen.
1.3 Gliederung der Dissertation 5
1.3 Gliederung der Dissertation
Kapitel 2 fährt mit der Definition von Anforderungen, welche im Rahmen dieser Ausar-
beitung von einer Mobilitätsunterstützung erfüllt werden sollen, fort. Sie dienen anschlie-
ßend der Bewertung der bereits verfügbaren Ansätze, wobei gezeigt wird, dass lediglich
die Gruppe der Middleware-basierten Mobilitätsunterstützungen die notwendigen Funk-
tionen erbringen kann.
In Kapitel 3 wird die Architektur von REACH vorgestellt, welche einen solchen Midd-
leware-basierten Ansatz verkörpert und mit dem Ziel antritt, sämtliche der gestellten
Anforderungen zu erfüllen.
Die zentrale Aufgabe einer solchen Middleware besteht in der Kooperation mit den
Anwendungen, welche nicht modifiziert werden sollen. In Kapitel 4 werden hierzu diverse
Mechanismen diskutiert, mit welchen eine Middleware die Datenströme der Anwendun-
gen auf unterschiedlichen Schichten abfangen und behandeln kann. Es folgt eine Vorstel-
lung von Einsatzszenarien aus der Praxis, anhand derer die Eignung der vorgestellten
Mechanismen bewertet werden. Da keiner der Mechanismen für alle vorgestellten Sze-
narien geeignet war, erschien für REACH eine Kombination mehrerer Mechanismen als
Erfolg versprechend. Es entstand das so genannte
”
Dienstekonzept“, welches auf dyna-
misch ladbaren und miteinander frei kombinierbarer
”




Das Dienstekonzept von REACH fußt auf einem transportorientierten Kern, welcher
das
”
Transportkonzept“ von REACH implementiert, welches in Kapitel 5 vorgestellt
wird. Hierbei werden logische Verbindungen angeboten, welche in einer stromorientierten
und in einer paketorientierten Form verfügbar sind. Spezifische Mechanismen zur Daten-
stromsicherung schützen vor den negativen Auswirkungen von Handoverereignissen, und
eine anforderbare Isolationserkennung stellt die Basis für eine Mobilitätunterstützung
auf Benutzerebene dar.
Die Handoverentscheidung sowie die Verwaltung von Netzzugangsgeräten bilden das
”
Zugangskonzept“ von REACH, welches den Schwerpunkt von Kapitel 6 bildet. Es wird
mit einer Betrachtung von Eigenschaften, welche sich zur Bewertung von Netzzugän-
gen eignen, begonnen. Anschließend werden mögliche Zielstellungen für die Handover-
entscheidung vorgestellt. Nach einer Klassifizierung von
”
Handover-Varianten“ folgt die
Vorstellung des prädiktiv arbeitenden Handoverentscheiders von REACH. Schlussend-
lich wird die Notwendigkeit zur nutzerseitigen Einflussnahme auf die Handoverentschei-
dung beleuchtet und hierfür eine grafische Bedienschnittstelle vorgestellt.
Eng verbunden mit der Verwaltung von Netzzugängen ist die Betrachtung der Ortsab-






teilung“ umfassen. Kapitel 7 stellt hierzu das
”
Suchkonzept“ von REACH vor, welches
mehrere Proxyserver berücksichtigen und bevorzugt nahe Proxyserver involvieren kann.
Abschließend wird die Erreichbarkeit von Proxyservern diskutiert, wobei auch die Über-
querung von
”
Network Address Translation“-Grenzen (NAT) eine Rolle spielt.
Kapitel 8 widmet sich der Vorstellung des Demonstrators, welcher im Rahmen dieser
Ausarbeitung entstanden ist. Er wurde bereits zu mehreren Anlässen öffentlich präsen-
tiert und unterstreicht die Praxistauglichkeit von REACH. Während eine solche De-
monstration einen Test des Gesamtsystems bedeutet, werden auch die Ergebnisse von
Komponententests bezüglich des transportorientierten Kerns vorgestellt.
Kapitel 9 liefert einen Ausblick auf weiterführende Fragestellungen, welche in der
vorliegenden Dissertation nicht weiter untersucht werden konnten.
In Kapitel 10 werden die gewonnenen Erkenntnisse zusammengefasst sowie eine Ge-
genüberstellung zwischen REACH und den bisherigen Middleware-basierten Mobilitäts-
unterstützungen vorgenommen.
Anhang A stellt die Protokolle des im Transportkonzept von REACH angesiedelten
transportorientierten Kerns vor. In Anhang B werden Details bezüglich der
”
Device Ba-
ckends“ geliefert sowie eine Betrachtung der Ansteuerungsmechanismen bezüglich Ether-
net, WLAN sowie per Bluetooth angebundene Mobiltelefone durchgeführt. In Anhang C
werden die Aufgaben sowie die Ansteuerung des
”
Routing Backends“ vorgestellt, sowie
auf die für GNU/Linux-basierte Systeme (
”
GNU is not Unix“ (GNU)) erforderlichen
Mechanismen eingegangen. Anhang D widmet sich dem prädiktiv arbeitenden Handover-
entscheider, wobei anhand mehrerer Messreihen innerhalb und außerhalb von Gebäuden
der Einfluss verschiedener Parameter untersucht wird. In Anhang E wird anhand ergän-
zender Diagramme der durch REACH verursachte zusätzliche Übertragungsaufwand
(Overhead) diskutiert. Die Ausarbeitung schließt mit einer Vorstellung der Komponen-
ten des Demonstrators in Kapitel F.
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2 Mobilitätsunterstützungen
Dieses Kapitel beginnt mit der Vorstellung von Anforderungen, welche die gewünschte
Mobilitätsunterstützung erfüllen soll. Anhand dieser Anforderungen werden die bereits
verfügbaren Mobilitätsunterstützungen, welche den aktuellen Stand der Forschung dar-
stellen, vorgestellt und bewertet. Es wird gezeigt, dass jeder einzelne Mechanismus De-
fizite aufweist, jedoch eine
”
Middleware“-basierte Mobilitätsunterstützung prinzipiell in
der Lage sein müsste, die gestellten Anforderungen zu erfüllen.
2.1 Definition von Anforderungen
Die Mobilitätsproblematik wurde bereits von vielen Forschungsgruppen untersucht, so-
dass schon eine Vielzahl an Lösungsvorschlägen hervorgebracht worden sind. Deren Ent-
wicklung erfolgte immer mit Blick auf die Erfüllung bestimmter Anforderungen und
Szenarien, wobei jeder Mechanismus in manchen Szenarien seine Stärken zeigt, aber in
anderen Szenarien nicht sinnvoll angewendet werden kann.
Daher folgt eine Liste konkreter Anforderungen, welche die erwünschte Mobilitätsun-
terstützung erfüllen soll. Diese Anforderungen werden im Folgenden vorgestellt, sodass
anschließend die bereits verfügbaren Lösungen vorgestellt und bewertet werden können.
• Keine Einschränkungen der Anwendungen: Die gesuchte Mobilitätsunter-
stützung soll keine Vorgaben bezüglich der zu nutzenden Anwendungen machen.
Es sollen möglichst alle Anwendungstypen unterstützt werden. Zudem sollen keine
bestimmten Programme oder bestimmte Versionen eines Programms vorgeschrie-
ben oder verboten werden. Die Mobilitätsunterstützung sollte idealerweise auch
mit vorab nicht berücksichtigten Programmen zusammenspielen können.








heutigen Netzen“ funktioniert. Es ist nicht das Ziel, eine
”
spezielle Lösung
für angepasste Anwendungen“ zu schaffen. Daher sollen bezüglich der folgenden
Komponenten keine Modifikationen erforderlich werden:
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– Die Anwendungen: Die involvierten Anwendungen sollen keine Änderungen
erfahren, sondern müssen in
”
nicht modifizierter“ Form eingesetzt werden
können. Die Gründe hierfür sind vielfältig: zum einen ist es nicht praktikabel,
die Vielzahl an Anwendungen, die ein Nutzer einsetzen möchte, vorab durch
Modifikationen auf Mobilität vorzubereiten. Zudem sind viele Programme
proprietär, liegen also nicht im Quelltext vor, und können damit nicht modi-
fiziert werden. Da solche Programme ebenfalls eingesetzt werden, darf eine
Modifikation der Anwendungen keine Voraussetzung sein.
– Die Betriebssysteme: Selbiges gilt für die Betriebssysteme der mobilen Endge-
räte und eventuell benötigter Zwischensysteme (Proxyserver). Da hier eben-
falls mit eine Vielfalt an Systemen zu rechnen ist, darf nur auf die bereits
vom Betriebssystem angebotenen Mechanismen aufgesetzt werden.
– Die Server und Protokolle: Zudem dürfen keine Änderungen der
”
Server“ im
Internet sowie der Protokolle, welche diese
”
sprechen“, in Betracht kommen.
Die gesuchte Mobilitätsunterstützung muss mit den heute verfügbaren Gege-
benheiten zurecht kommen, sodass eine Modifikation einer nicht abschätzba-
ren Anzahl an Systemen keine Option darstellen soll.
– Die Netzzugangsgeräte und das Kernnetz : Für den Zugang zum Internet sol-
len keine neuen Technologien erforderlich werden, sondern stattdessen das
zum Einsatz kommen, was ein mobiles Endgerät bereits
”
ab Werk“ aufweist
oder das, was problemlos nachgerüstet werden kann. Hierbei sollen nur die
vorgesehenen Schnittstellen und Treiber verwendet werden. Zudem ist auf
eine Kompatibilität bezüglich des
”
Kernnetzes“ zu achten. Neue Protokolle
könnten zu Problemen mit Routern oder Firewalls führen. Solche Probleme
gilt es von Beginn an zu vermeiden.
–
”
Blackbox“-Szenario: Es kann passieren, dass ein Endgerät vorliegt, auf wel-
chem keinerlei Änderungen vorgenommen werden können oder sollen (eine
”
Blackbox“). Ein Beispiel könnte ein streamingfähiges Autoradio oder ein Na-
vigationssystem mit Internetzugang darstellen. Möchte man solche Geräte
”
fit für das mobile Umfeld“ machen, wird es problematisch, denn eine direk-
te Anpassung solcher Geräte wäre nicht praxistauglich. Es besteht aber die
Möglichkeit, diese Geräte durch ein
”
Vorschaltgerät“, welches entsprechende
Mechanismen anbietet, zu unterstützen.
• Flexibilität: Die gesuchte Mobilitätsunterstützung soll zudem den Anspruch er-
füllen, flexibel zu sein. Damit ist gemeint, dass eine möglichst vollständige Un-
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terstützung aller erdenklichen Anwendungen angestrebt wird. Wie gezeigt werden
wird, ist keine der bislang vorgestellten Mobilitätsunterstützungen für alle Szena-
rien gleichermaßen geeignet. Um eine möglichst große Anzahl an Szenarien un-
terstützen zu können, stand die Idee im Raum, die positiven Eigenschaften der
bereits verfügbaren Mechanismen gezielt aufzugreifen und miteinander kombinie-
ren zu können, sodass die jeweiligen Nachteile durch die Vorteile eines anderen
Mechanismus überdeckt werden. Diese Idee wurde umfassend umgesetzt, und die
beschriebenen Eigenschaften können am Demonstrator nachvollzogen werden.
• Sicherungsmechanismen: Eine zentrale Aufgabe einer Mobilitätsunterstützung
umfasst den Schutz von Datenströmen und Sitzungen.
– Datenströme: Transportschichtverbindungen sind statusbehaftet, was zu Pro-
blemen führt, wenn sich die IP-Adresse eines Verbindungsendpunkts ändert.
Bezüglich des
”
Transmission Control Protocols“ (TCP) kommt es zu einem
Verbindungsabriss, und ein Sender erhält keine Informationen darüber, wel-
che Daten vor dem Abriss noch bis zum Empfänger durchgedrungen und
welche verloren gegangen sind.
– Minimierung von Ausfallzeiten: Nach dem Verlust eines Netzzugangs kommt
es zu einer kurzfristigen Ausfallzeit, wenn das mobile Endgerät erst einen
”
neuen“ Internetzugang etablieren muss. Diese Ausfallzeiten können als stö-
rend empfunden werden, was besonders bei Sprachkommunikation zu Tage
tritt. Durch den Einsatz redundanter Übertragungsverfahren, welche mehrere




– Kanalbündelungsszenario: Da es möglich sein soll, mehrere Netzzugänge in
einen redundanten Betriebsmodus zu versetzen, spräche auch nichts dage-
gen, stattdessen jeweils neue Daten über unterschiedliche Wege zu versenden.
Man erhält hierbei ein
”
Kanalbündelungsszenario“, wobei die dabei möglich
werdende Datenrate höher sein kann als die eines einzelnen Netzzugangs.
– Isolationsunterstützung : Ein mobiles Endgerät kann zudem für eine lange
Zeitspanne vom Internet isoliert werden, wenn der Benutzer beispielsweise
mit seinem mobilen Endgerät einen Tunnel durchquert. Während solcher Iso-
lationssituationen treten weiterführende Probleme auf. So reißen TCP-Verbin-
dungen ab, wenn über einen Zeitraum von ca. 9 Minuten keine Bestätigungen
empfangen werden konnten (
”
Retransmission Timeout“). Unabhängig davon
kommt es auf Anwendungsebene zu einem Sitzungsabriss, wenn sich ein Inter-
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net-Telefon nicht mehr zyklisch an seiner Vermittlungsstelle anmelden kann.
Auf Nutzerebene kommt es ebenfalls zu Beeinträchtigungen, da ein Telefonat
wahrscheinlich getrennt werden wird, wenn sich die Teilnehmer nicht mehr ge-
genseitig hören können. Für derartige Probleme müssen Lösungen angeboten
werden.
• Integrierte Verwaltungsmechanismen: Auf einem jeden mobilen Endgerät
muss es eine zentrale Instanz geben, welche sich um mobilitätsspezifische Verwal-
tungsaufgaben kümmert. Damit ist gemeint, dass diese Instanz idealerweise wie
ein Bestandteil des Betriebssystems agieren sollte. Müsste sie stattdessen erst ma-
nuell durch einen Benutzer gestartet werden, wäre eine kosistente Verwaltung nicht
möglich. Auf einem Mehrbenutzersystem könnte beispielsweise nicht sichergestellt
werden, dass immer genau eine Instanz verfügbar ist, welche für die Verwaltung
der Netzzugangsgeräte des mobilen Endgeräts verantwortlich wäre.
– Netzzugangsgeräte: Es muss eine zentrale Komponente geben, welche die
”
Ho-
heit“ über alle verfügbaren Netzzugangsgeräte übernimmt. Damit ist gemeint,
dass jedes Netzzugangsgerät nur von einer einzigen Steuerungsinstanz
”
be-
dient“ werden darf, damit es zu keinen Problemen durch konkurrierende Zu-
griffe kommen kann. Diese Steuerungsinstanz darf nur einmal pro mobilem
Endgerät gestartet werden können, sonst käme es zu Konflikten. Zudem sollen
jegliche denkbaren Netzzugangstechnologien unterstützt werden können.
– Handoverentscheider : Weiterhin wird ein Handoverentscheider benötigt, wel-












weicheren Handovern“ sowie Kanal-





prädiktives“ Verhaltensmuster implementiert werden können,
was
”
proaktive“ Handoverentscheidungen ermöglicht. In Abschnitt 6.1.2 wer-
den diese Begriffe umfassend erläutert.
– Systemdienst : Heutige Betriebssysteme stellen
”
Mehrbenutzersysteme“ dar,
sodass ein mobiles Endgerät nicht auf einen einzigen Benutzer beschränkt zu
sein braucht. Daraus folgt allerdings, dass es nicht im Verantwortungsbereich
der Anwender liegen darf, die für die Mobilitätsunterstützung erforderlichen
Komponenten starten zu müssen. Stattdessen müssen diese Komponenten
den Anspruch eines
”
Systemdienstes“ erfüllen, also losgelöst von den Nutzern
bereits beim
”
Hochfahren“ des Systems aktiv werden. Diese
”
Kernkomponen-
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ten“ dürfen zudem keine grafische Benutzerschnittstelle voraussetzen, da sie
auch auf Systemen eingesetzt werden sollen, die über keine grafische Oberflä-
che verfügen.
– Bedienschnittstelle: Obschon der
”
Kern“ der Mobilitätsunterstützung keine
grafische Bedienschnittstelle aufweisen darf, wird eine solche benötigt, um
beispielsweise den Zustand des Systems in Erfahrung zu bringen oder um
auf den Handoverentscheider einwirken zu können. Eine solche Bedienschnitt-
stelle muss
”
optional“ sein und soll bei Bedarf durch einen Nutzer gestartet
werden können. Es muss allerdings von vornherein berücksichtigt werden, dass
mehrere Nutzer gleichzeitig eine Bedienschnittstelle starten können und dabei
ein konkurrierender Zugriff erfolgen wird.
• Kontextabhängiges Verhalten: Eine Lösung zur Mobilitätsunterstützung sollte
zudem
”
Zusatzwissen“ mit berücksichtigen und somit beispielsweise den aktuellen
Aufenthaltsort oder die Charakteristika der gestarteten Anwendungen mit einbe-
ziehen können.
– Anwendungsabhängiges Verhalten: Mit Zusatzwissen über die gerade aktiven
Anwendungen, also dass beispielsweise gerade ein Telefonat stattfindet, kann
die Mobilitätsunterstützung gegebenenfalls bessere Ergebnisse erzielen. Dies
kann die Auswahl der Netzzugangstechnologien in Blick auf bestimmte Dienst-
güteparameter betreffen, oder eine zeitweise Isolationserkennung aktivieren,
welche auf höherfrequent versendeten Paketen basiert (siehe Abschnitt 5.4).
Da allerdings keine Anwendungen modifiziert werden sollen, muss die Mobi-




Dreiecks-Routings“ : Viele Mobilitätsunterstützungen invol-
vieren, wie noch beschrieben wird, einen
”
Ankerpunkt“ im Internet, über den
sämtliche Daten von und zu den Servern übertragen werden. Durch Mobilität
kann es zu einem als
”
Dreiecks-Routing“ bezeichneten Effekt kommen, wobei
sich der Weg der Daten durch das Netz verlängert (siehe Abschnitt 7.1.1) und





migriert“ werden, oder falls dies nicht möglich ist,
wenigstens mehrere
”
Ankerpunkte“ gleichzeitig involviert werden.
– Ortsabhängiges Verhalten: Abhängig vom aktuellen Aufenthaltsort soll mög-
lichst der nächstgelegene
”
Ankerpunkt“ verwendet werden. Dadurch ließe sich
eine
”
geographische Lastverteilung“ realisieren (siehe Abschnitt 7.1.2). Hier-
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für wären Suchemechanismen erforderlich, welche
”
Ankerpunkte“ in der Um-
gebung ausfindig machen und diese auf ihre Eignung hin bewerten können.
Anhand dieser Anforderungen soll jede der bereits verfügbaren Mobilitätsunterstüt-
zungen bewertet werden. Es wird sich zeigen, dass keine der bislang verfügbaren Mecha-
nismen alle Anforderungen erfüllt.
2.2 Aktueller Stand der Forschung
Es sind bereits eine Vielzahl an Mobilitätsunterstützungen vorgeschlagen worden. Viele
betrachten lediglich ausgewählte Teilprobleme und lassen sich einer Schicht des Internet-
Schichtenmodells zuordnen. Daneben gibt es noch die Gruppe der
”
Middleware“-basier-
ten Architekturen, welche sich nicht einer bestimmten Schicht zuordnen lassen. Es folgt
ein gruppierter Überblick über die verfügbaren Konzepte.
2.2.1 Konzepte auf der Netzzugangsschicht
Es gibt Mobilitätsunterstützungen, welche mit Blick auf mobilitätsspezifische Proble-
me der Netzzugangsschicht entstanden sind. Diesbezügliche Verbesserungsvorschläge be-
handeln oftmals die bei einem
”
horizontalen Handover“ auftretenden Effekte. So wird
versucht, Verzögerungszeiten und deren Schwankungen (
”
Jitter“) zu senken sowie die
Bitfehlerrate zu vermindern und damit Paketverlusten entgegen zu wirken. Diese Me-
chanismen greifen allerdings nur innerhalb einer Technologie und sind nur solange für
die höheren Schichten transparent, wie kein Wechsel eines IP-Subnetzes stattfindet.
Bei Betrachtung der Anforderungen fällt ein solcher Ansatz aus, da mit nicht modi-
fizierten Komponenten gearbeitet werden soll. Weder die Netzzugangsgeräte und deren
Treiber noch die zugehörigen Basisstationen dürfen manipuliert werden.
Mit IEEE 802.21 [IEEE08] steht ein Mechanismus bereit, welcher als
”
Multi-Interface
Mobility“ bezeichnet wird und die Verwaltung von Netzzugangsgeräten vereinfachen
soll. So werden bereits Technologien der Standards IEEE 802.3 (Ethernet), IEEE 802.11
(
”
Wireless LAN“ (WLAN)), IEEE 802.16 (
”
Worldwide Interoperability for Microwave Ac-
cess“ (WiMAX)) sowie zelluläre Netze gemäß des
”
3rd Generation Partnership Projects“
(3GPP) und 3GPP2 unterstützt. Mit Hilfe so genannter
”
Media Independent Hand-
over Functions“ (MIHF) soll eine technologieunabhängige Bewertung und Verwaltung
der Netzzugänge möglich werden, aber es werden keine Vorgaben bezüglich der höheren
Schichten gemacht. Es handelt sich ausschließlich um ein Werkzeug, welches die höheren
Schichten unterstützen soll. IEEE 802.21 muss von den Betriebssystemen der mobilen
Endgeräte unterstützt werden, was heutzutage noch nicht der Fall ist.
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2.2.2 Konzepte auf der Vermittlungsschicht
Eine Vielzahl an Mobilitätsunterstützungen setzen auf der Vermittlungsschicht an und
basieren auf Erweiterungen des
”




Request for Comments“ 3344 (RFC 3344), [Perk02]) und dessen auf IPv6
basierende Variante
”





Ankerpunkte“ für den Datenverkehr und dem Konzept des
”







Dreiecks-Routing“ unterbunden werden kann.
Eine Vielzahl weiterer Varianten schlagen Verbesserungen von
”
Mobile IP“ und MIPv6
vor. Hierarchisch arbeitende Ansätze wie
”
Hierarchical Mobile IP“ (HMIP [GuJP02]) und
”
Hierarchical Mobile IPv6“ (HMIPv6, RFC 4380 [Huit06]) versprechen einen schnellen
Ablauf von Signalisierungsoperationen, und bei
”
ProxyMIPv6“ (RFC 5213 [GLDC+08])
kommen Proxyserver zur beschleunigten
”
Übergabe“ von Datenströmen zum Einsatz.
Für eine umfassende Übersicht sei ein Blick in [Diab10] empfohlen.
Ein Sonderfall, den der Autor ebenfalls der Vermittlungsschicht zuordnet, ist das
”
Host
Identity Protocol“ (HIP, RFC 5201 [MNJH08]) welcher sich als
”
Shim layer“-basierter
Ansatz bezeichnet. Diese Zwischenschicht liegt oberhalb von IP, aber noch unterhalb
der Transportschicht. Für die Transportschicht arbeitet HIP transparent.
Trotz der Vielzahl an Mechanismen lassen sich Gemeinsamkeiten erkennen, welche
insbesondere bei Blick auf die Liste an Anforderungen zu Tage treten. So wird keine der
genannten Methoden dem Anspruch gerecht, dass keine Modifikationen der Betriebssys-
teme oder der Netzzugänge durchgeführt werden sollen.
”
Mobile IP“ benötigt Agenten
auf den Gateways, was heutzutage in der Praxis bei Verwendung von GPRS zu Pro-
blemen führen wird. Die Gateways, auf denen die Agenten installiert werden müssten,
gehören in diesem Fall den Mobilfunkprovidern. Ob oder wann die Provider den Pri-
vatkunden besagte Agenten zur Verfügung stellen, ist ungewiss. Zwar benötigen die auf
IPv6 basierenden Lösungen keine derartigen Agenten mehr, jedoch stehen diese Mecha-
nismen für einen Praxiseinsatz noch nicht zur Verfügung, da das heutige Internet immer
noch auf IPv4 basiert.
Keine der genannten Lösungen kann Netzzugangsgeräte verwalten oder benennt einen
Handoverentscheider. Diese Problematiken werden ausgeklammert und müssen anderwei-
tig gelöst werden. Zudem erlaubt
”
Mobile IP“ beispielsweise keine
”
weicheren Handover“





geben kann. Gäbe es mehrere Tunnel, müsste der
”
Heimatagent“ die in Richtung des mo-
bilen Endgeräts zu sendenden Daten auf mehrere Tunnel aufteilen können. Eine derartige
Funktionalität ist jedoch nicht vorgesehen; es fehlen beispielsweise Signalisierungsmecha-
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nismen, über welche den Agenten mitteilt werden kann, ob eine Kanalbündelung oder
eine Redundanzerhöhung durchgeführt werden soll.
Probleme, welche bei längerfristigen Isolationssituationen auftreten können, werden
nicht betrachtet. Hierfür wäre eine zusätzliche Betrachtung der höheren Schichten erfor-
derlich, sodass keiner der hier aufgeführten Ansätze die Anforderungen erfüllt.
2.2.3 Konzepte auf der Transportschicht
Diverse Mobilitätsunterstützungen auf Ebene der Transportschicht trennen die Über-
tragungsstrecke in mehrere Abschnitte auf, wobei sich die Mobilität nur auf den Ab-





Mobile TCP“ (M-TCP, [BrSi97]) sehen hierfür Zwischensys-





können. Die vielfältigen Lösungen lassen sich dahingehend unterscheiden, dass beispiels-
weise bei M-TCP die Ende-zu-Ende-Semantik erhalten bleibt und dass lang anhaltende
Isolationssituationen hier zu keinen Verbindungsabrissen mehr führen.
Andere Vorschläge betreffen TCP-interne Mechanismen, welche mit Blick auf ein ver-
bessertes Übertragungsverhalten im mobilen Umfeld abzielen. Zudem sind auch für das
verbindungslos arbeitende
”
User Datagram Protocol“ (UDP) Mobilitätsunterstützungen
verfügbar, wie
”
Mobile UDP“ (M-UDP [BrSi96]).
Erwähnenswert sei noch das
”
TCP Migrate“ [SnBK01], welches die redundante Versen-






CP, [HSHS+06]) ist hierzu ebenfalls in der Lage, zeigt sein Potential allerdings nur, wenn
auch die Server mit einer modifizierten Instanz ausgestattet worden sind.
Weiterhin wurde mit dem
”
Stream Control Transmission Protocol“ (SCTP, RFC
4960 [Stew07]) ein drittes Transportschichtprotokoll neben TCP und UDP vorgeschla-
gen. SCTP unterstützt
”
Multi-Homing“ und ist damit in der Lage, ein redundantes Über-
tragungsschema anzubieten. Für SCTP wurden wiederum Verbesserungen hinsichtlich
Mobilität vorgeschlagen, wie das
”
Mobile SCTP“ (mSCTP [RiTu05]), welches
”
weichere
Handover“ ermöglicht. Weder SCTP noch mSCTP unterstützen Kanalbündelungen.
Alle vorgeschlagenen Mechanismen basieren darauf, dass die heutzutage verwendeten
Transportschichtprotokolle TCP und UDP in ihrer jetzigen Form nicht länger eingesetzt
werden. Damit drohen Inkompatibilitäten, da heutige
”
Network Address Translation“-
Gateways“ (NAT-Gateways) häufig nur mit TCP und UDP umgehen können. Zudem
werden Modifikationen im Betriebssystem der mobilen Endgeräte oder in Zwischensys-
temen benötigt, was mit den gestellten Anforderungen unvereinbar ist.
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2.2.4 Konzepte auf der Anwendungsschicht
Der Anwendungsschicht zuordbare Mobilitätsunterstützungen weisen den Vorteil auf,
dass sie keine Modifikationen der darunter liegenden Schichten benötigen. So besteht
insbesondere keine Notwendigkeit an speziellen Transportschichtprotokollen oder an ei-
ner abgewandelten Form von IP.
Die vorgeschlagenen Ansätze behandeln in erster Linie alle Formen der Sprach- und
Videokommunikation, insbesondere die auf dem
”
Session Initiation Protocol“ (SIP, RFC
3261 [RSCJ+02]) basierenden Varianten. So wird in [ScWe00] ein auf SIP basierender
Mechanismus vorgestellt, welcher als
”
SIP-based Mobility Management“ bezeichnet wird.
Es werden mehrere Arten von Mobilität genannt, welche ermöglicht werden: Persönliche
Mobilität (eine Adresse, aber viele Endgeräte), Dienstmobilität (erlaubt einen Adress-
buchzugriff von unterwegs), Sitzungsmobilität (Übergabe eines Telefonats an ein an-
deres Telefon), Vor-Sitzungs-Mobilität (Weiterleitung vor Rufannahme) und Während-
Sitzungs-Mobilität (Nutzer bewegt sich während er telefoniert).
Handover und damit Datenstromübergaben werden mit Hilfe von SIP-re-INVITE-Nach-
richten signalisiert, wodurch auch das Problem des
”
Dreiecks-Routings“ behandelt wird.
In [BaAD06] wird ein weiterführender Mechanismus vorgestellt, welcher zusätzliche
Proxyserver einsetzt und auch
”
weichere Handover“ ermöglicht.
Alle vorgestellten Mechanismen basieren auf SIP und eignen sich ausschließlich für An-
wendungen aus dem Bereich der
”
sitzungsorientierten Dienste“, zu denen auch die Sprach-
und Videokommunikation gehört. Andere Anwendungen werden nicht unterstützt, und
die gestellten Anforderungen damit nicht erfüllt.
2.2.5 Middleware-basierte Konzepte
Durchgängig alle soeben vorgestellten Mobilitätsunterstützungen erweisen sich prinzipi-
ell als ungünstig: da keine Modifikationen der Hardware, der Treiber, der Komponenten
des Internet oder der Betriebssysteme in Betracht kommen sollen, erweisen sich alle Mo-
bilitätsunterstützungen bezüglich der unteren Schichten bis einschließlich der Transport-
schicht als ungeeignet. Eine Modifikation der Anwendungen stellt allerdings ebenfalls
keine praktikable Option dar, und eine Einschränkung auf SIP-basierte Anwendungen
kommt nicht in Frage.





Zwischenschicht“ unterhalb der Anwendungen aber noch oberhalb der Trans-
portschicht angesiedelt sind. Letzteres impliziert, dass keine Änderungen an den unteren
Schichten einschließlich der Transportschicht erforderlich sein sollten. Auf Modifikatio-




angesiedelt ist. Die Herausforderung besteht jedoch darin, die Datenströme der Anwen-
dungen abzufangen und durch die Middleware zu leiten, was aber auf jeder der darunter
liegenden Schicht erfolgen kann. Je nach Schicht unterscheiden sich die dazu geeigne-
ten Mechanismen, womit ein Unterscheidungskriterium zur Klassifizierung der bereits
veröffentlichten Middleware-basierten Konzepte zur Verfügung steht.
Mit
”
Transport Layer Mobility“ (MSOCKS [MaBh98]) wurde ein Mechanismus vor-
gestellt, welcher auf dem Protokoll SOCKSv5 (RFC 1928 [LGLK+96]) basiert. Hierbei
kommen Proxyserver zum Einsatz, welche als feste
”
Ankerpunkte“ fungieren. Das Ab-
fangen der Anwendungsdaten erfolgt mittels einer modifizierten SOCKSv5-Bibliothek.
Obwohl sich der Mechanismus selbst der Transportschicht zuordnet, ist SOCKSv5 ein
Protokoll der Anwendungsschicht. Allerdings kommt auf den Proxyservern eine modifi-
zierte TCP-Instanz zum Einsatz, welche ein so genanntes
”
TCP-Splicing“ betreibt. Bei
MSOCKS bleibt im Gegensatz zu SOCKSv5 die Ende-zu-Ende-Semantik erhalten, was
allerdings während lang anhaltender Isolationssituationen zu Problemen führt.
Die
”
Universal Seamless Handoff Architecture“ (USHA [ChSG05, CSYG06]) imple-
mentiert einen auf
”
Virtual Private Networks“ (VPN) basierenden Ansatz. Auf dem
mobilen Endgeräten kommt jeweils ein VPN-Client zum Einsatz, während auf einem
zentralen Proxyserver ein VPN-Server bereit gestellt wird. So lässt sich auf den mobilen
Endgeräten sämtlicher Datenverkehr wahlweise auf Ebene der Netzzugangsschicht oder
der Vermittlungsschicht abfangen. Die USHA-eigenen Komponenten betrachten ledig-
lich den
”
getunnelten“ Datenstrom zwischen VPN-Client und -Server, und leiten diesen
gemäß der gefällten Handoverentscheidung über den präferierten Weg. Während länger-
fristiger Isolationssituationen kommt es jedoch zu einem Abreißen der über den Tunnel
geführten Transportschichtverbindungen.
”
Interactive Mobile Application Session Handoff“ (iMASH [BBCG+03]) beschränkt
sich auf den Sonderfall des
”
Mobile Continuous Computing“, wobei
”
Sitzungen einer
Anwendung“ zwischen heterogenen Endsystemen ausgetauscht werden sollen. Dazu wer-
den hochgradig auf iMASH zugeschnittene Anwendungen benötigt, da ein so genannter
”
Savepoint-based handoff“ durchgeführt wird, und die Anwendungen vorher in einen ge-
ordneten Zustand überführt werden müssen.
Bei PLASTIC [RFIG07] wird ein
”
Application Programming Interface“ (API) ange-
boten, mit dessen Hilfe spezielle Anwendungen erstellt werden können, welche die Midd-
leware benutzen. Da die Vielzahl der bestehenden Anwendungen nicht auf dieser API
basieren, können sie nicht mit PLASTIC interagieren.
Die
”
Drive-thru“-Architektur [OtKu04] ist für Fahrzeuge entwickelt worden. Es wird
ein erweiterbares Dienstekonzept vorgestellt, welches Proxyserver involviert, sich aller-
dings auf
”
transaktionsorientierte Dienste“ beschränkt. Unterstützt werden die E-Mail-
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Protokolle
”
Simple Mail Transfer Protocol“ (SMTP) und
”
Post Office Protocol Version
3“ (POP3) sowie das Herunterladen von Webseiten mit Hilfe des
”
Hypertext Transfer
Protocols“ (HTTP). Im Isolationsfall werden Anfragen auf dem mobilen Endgerät in ei-
ne Warteschlange eingefügt, um dann später nach einer Neuverbindung abgearbeitet zu
werden. Dialogbasierte Kommunikation wie Telefongespräche werden nicht unterstützt.
Mit der
”
Mobile agent-based Ubiquitous multimedia Middleware“ (MUM [BeCF07])
steht eine Middleware bereit, welche sich auf den Einsatz angepasster Anwendungen
beschränkt. MUM ist für die Übertragung von Mediendatenströmen entwickelt worden.
Die Anwendungen stellen MUM Informationen über
”
die Natur“ der zu übertragenden
Daten zur Verfügung (
”
Kontextwissen“). MUM ist damit in der Lage, Dienstgütepara-
meter bei der Handoverentscheidung zu berücksichtigen. Durch die Einschränkung auf
Mediendaten sowie der Anforderung, dass die Anwendungen angepasst werden müssen,
kann MUM jedoch nicht die Vielzahl an bestehenden Anwendungen unterstützen.
2.2.6 Fazit
Eine Übersicht über die vorgestellten Mobilitätsunterstützungen ist in Tabelle 2.1 aufge-
führt. Da lediglich die Middleware-basierten Konzepte in der Lage sind, die geforderten
Anforderungen zu erfüllen, werden die restlichen Verfahren nur vereinfacht dargestellt.
So wird nicht zwischen
”
Mobile IP“ und dessen Varianten unterschieden. Wenn dabei ein
Kriterium bereits von nur einem der eingeflossenen Mechanismen erfüllt wird, erfolgte
eine positive Bewertung des
”
Sammeleintrags“.
Viele der Middleware-basierten Konzepte erwiesen sich bereits beim
”
ersten Blick“ als
ungeeignet zur Erfüllung der Anforderungen. So basieren beispielsweise einige Ansätze
auf der Notwendigkeit von hochgradig angepassten Anwendungen. Aus Sicht des Autors
erschien es nach Herausarbeitung eines derartigen Nachteils nicht mehr als lohnenswert,
in der Beschreibung detailliert auf die jeweilige Architektur einzugehen.
Die Eignungsbewertung erfolgte anhand der in der jeweiligen Kurzbeschreibung refe-
renzierten Quellen. War zu einem bestimmten Bewertungskriterium keine Information
verfügbar, wurde abgeschätzt, ob die vorgestellte Architektur das Kriterium theoretisch
erfüllen könnte. Falls ja, wurde es mit (s) für
”
möglich, aber spekulativ“ bewertet, falls
nicht, mit (−) für
”
nein“.
Es lässt sich erkennen, dass keine der bereits verfügbaren Ansätze alle Anforderun-
gen erfüllt. Betrachtet man jedoch die Gruppe der Middleware-basierten Ansätze
”
als
Ganzes“, wird deutlich, dass jedes einzelne Bewertungskriterium bereits von irgendeiner





















































































































































































































































































































Netzzugangsschicht − − − − + + − − + + − −
Vermittlungsschicht:
Mobile IP etc. + + s − + − − − − − − +
HIP − + − − − − − − − − − −
Transportschicht:
mod. TCP, UDP − − − − + s + − − − − s
SCTP etc. + − − − + s + − − − − +
Anwendungsschicht:
SIP etc. − + − − + − − − − − + +
Middleware-basiert:
MSOCKS − + − − − − − − s s s −
USHA + + s − + − − − + − s −
iMASH − + − − s s s − s + s s
PLASTIC − + − − + − s − + + s +
Drive-thru + + + + − − + − + + s +
MUM − + − − + − + − + + s +
(+) unterstützt, (−) nicht unterstützt
(s) spekulativ: möglich, ggf. sinnvoll, keine Erwähnung bekannt
(mod.) modifiziert, (etc.) Weiterentwicklungen mit betrachtet




Um die Vielzahl der bereits publizierten Mobilitätsunterstützungen bewerten zu können,
wurde in diesem Kapitel mit der Definition von praxisrelevanten Anforderungen begon-
nen. Ziel war es, eine Mobilitätsunterstützung zu finden, welche alle Anforderungen
gleichermaßen erfüllt.
Hierzu wurden die Mobilitätsunterstützungen gemäß der Schicht gruppiert, zu welcher
sie sich am ehesten zuordnen lassen. Innerhalb dieser Gruppe erfolgte jeweils eine knappe
Vorstellung der zu Grunde liegenden Idee. Dies erfolgte stets mit Blick auf die gestellten
Anforderungen, wobei sich zeigte, dass keine der verfügbaren Mobilitätsunterstützungen
alle Anforderungen gleichermaßen erfüllen konnte.
Lediglich die Gruppe der Middleware-basierten Konzepte erschien vielversprechend,
wobei auch hier noch keine umfassende Lösung verfügbar war. Dies war die Motivati-
on, um eine eigene Middleware-basierte Mobilitätsunterstützung zu entwickeln, welche







Bislang wurde gezeigt, dass lediglich eine Mobilitätsunterstützung aus der Gruppe der
Middleware-basierten Ansätze die gestellten Anforderungen erfüllen kann. Jedoch ist
keine der verfügbaren Architekturen in der Lage, die gestellten Anforderungen gleicher-
maßen zu erfüllen. Aus diesem Grund wurde die
”
Roaming-Enabled Architecture“ (RE-
ACH) entwickelt, welche mit dem Ziel antritt, alle in Kapitel 2 vorgestellten Anforde-
rungen zu erfüllen.
3.1 Die Architektur von REACH
Bei REACH kommen neben den mobilen Endgeräten ein oder mehrere Proxyserver zum
Einsatz, welche als REACH-Proxyserver bezeichnet werden (siehe Abbildung 3.1). Auf
den mobilen Endgeräten läuft der REACH-Client, während auf den Proxyservern der so
genannte REACH-Server gestartet wird. Beides sind eigenständige Programme, welche
miteinander kommunizieren und die Middleware darstellen. Weder die Anwendungen auf
den mobilen Endgeräten noch die Serverdienste im Internet müssen angepasst werden,
und auf keinem der beteiligten Geräte ist ein Eingriff in das Betriebssystem notwen-
dig [Ever08].
Die Datenübertragung zwischen REACH-Client und REACH-Server basiert auf nicht
modifiziertem TCP und UDP. Es kommt daher zu keinen Inkompatibilitäten mit beste-
henden Netzwerkkomponenten, und auch die an NAT-Grenzen auftretenden Probleme
werden behandelt.
Die Datenströme der Anwendungen können durch eine Vielzahl an Mechanismen ab-
gefangen werden, welche durch ein modulares
”
Dienstekonzept“ am REACH-Client und
am REACH-Server in Form so genannter
”
Relay Plugins“ geladen werden können.
Aus Sicht des nicht modifizierten Betriebssystems tritt REACH als ein vom Nutzer ge-
startetes Programm der Anwendungsschicht in Erscheinung (siehe Abbildung 3.2). Aus
Sicht der eigentlichen Anwendungen kann jedoch keine eindeutige Klassifizierung vorge-
nommen werden. REACH beginnt aus Sicht einer Anwendung auf derjenigen Schicht,


































































Abbildung 3.1: Die Architektur der Middleware REACH besteht aus den mobilen End-
geräten mit installiertem REACH-Client (links) und den REACH-Proxy-











RP 1 nicht modifizierte Anwendungen
Abbildung 3.2: REACH, welches hier samt vier beispielhafter
”
Relay Plugins“ (RP) hell-
grau dargestellt wird, ist für des Betriebssystems ein Programm der An-
wendungsschicht. Aus Sicht einer nicht modifizierten Anwendung (hier
dunkelgrau dargestellt) kann ein
”
Relay Plugin“ von REACH auf jeder
Schicht, auch auf der Anwendungsschicht selbst, agieren.
durch
”
Relay Plugins“ realisiert wird.
”
Relay Plugins“ können auf jeder Schicht agieren,
was im nächsten Kapitel genauer beleuchtet wird.
REACH besitzt einen integrierten Handoverentscheider und übernimmt die vollstän-
dige Kontrolle über die Netzzugangsgeräte des mobilen Endgeräts. Neben drahtlos arbei-
tende Netzzugangstechnologien werden auch drahtgebundene Technologien unterstützt.
Für die Erstgenannten kann durch Beobachtung von Signalstärke- und Linkgütewerten
sogar eine prädiktive Handoverentscheidung durchgeführt werden. Außerdem besteht die
Möglichkeit einer redundanten Datenübertragung (notwendig für
”
weichere Handover“),
und es werden Kanalbündelungsszenarien unterstützt. Zur Einflussnahme auf den Han-
doverentscheider sowie zur Konfiguration des Dienstangebotes stehen optionale grafische
Bedienschnittstellen (
”
Graphical User Interface“ (GUI)) bereit.
3.2 Netzmobilität dank REACH-Box 23
3.2 Netzmobilität dank REACH-Box
Ein besonderer Anwendungsfall von REACH ermöglicht so genannte Netzmobilität. Hier-
bei soll sich nicht bloß ein einzelnes mobiles Endgerät, sondern ein lokales Netzwerk be-







Abbildung 3.3: Der REACH-Client kann auf einem
”
routerähnlichen“ Gerät installiert
werden und seine Mobilitätsunterstützung einem lokalen Netzwerk zur
Verfügung stellen. Eine solche REACH-Box soll keinerlei Modifikationen
oder Parametrierungen der Endgeräte des lokalen Netzwerks erforderlich
machen.
In Abbildung 3.3 ist ein Fahrzeug dargestellt, welches mit einer
”
On-Board-Unit“
(OBU) ausgestattet ist, welche für alle anderen Geräte des Fahrzeugnetzes als ein Gate-
way in Richtung Internet angesehen werden soll. Bei dieser
”
REACH-Box“ handelt es sich
im vorliegenden Fall um einen kleinen Computer mit GNU/Linux als Betriebssystem.
Dieser Rechner kann über mehrere Netzzugangsgeräte verfügen, um sich beispielsweise
mittels WLAN, UMTS oder GPRS/GSM mit dem Internet verbinden zu können. Auf
der REACH-Box wird der REACH-Client installiert, dessen Dienstangebot für die Sys-
teme des angeschlossenen
”
Local Area Networks“ (LAN) eine Mobilitätsunterstützung
darstellen, für die sie keinerlei Änderungen benötigen.
3.3 Die vier Standbeine von REACH
Es bietet sich an, die Menge der gestellten Anforderungen in vier Gruppen zu gliedern,
woraus sich die
”
vier Standbeine“ von REACH ergeben (dargestellt in Abbildung 3.4).
Das
”
Dienstekonzept“ befasst sich mit dem Abfangen von Datenströmen der nicht
modifizierten Anwendungen, wobei REACH eine Vielzahl an Varianten anbietet, die



















Abbildung 3.4: REACH basiert auf vier Standbeinen, welche im Folgenden als
”
Konzep-
te“ bezeichnet werden. Die nächsten Kapitel widmet sich jeweils einem
dieser Konzepte, wobei die Reihenfolge durch die Verzahnung der hier
dargestellten Puzzleteile unterstrichen wird.
mobilitätsspezifische Probleme gesichert werden, was neben einer robusten Sitzungsver-
waltung Bestandteil des
”
Transportkonzepts“ ist. Damit die gesicherten Datenstöme
übertragen werden können, müssen die Netzzugangsgeräte des mobilen Endgeräts ver-
waltet werden. Die dazu notwendigen Ansteuerungsmechanismen, die Handoverentschei-
dung sowie eine optionale Bedienschnittstelle für die Benutzer sind Teil des
”
Zugangskon-
zepts“. Da ein mobiles Endgerät mehrere REACH-Proxyserver involvieren kann, welche
zudem unterschiedliche Dienste anbieten können, sind Suchmechanismen erforderlich.
Das
”
Suchkonzept“ berücksichtigt hierfür die Position des mobilen Endgeräts, wodurch
”
nahe“ REACH-Proxyserver bevorzugt ausgewählt werden. Die folgenden vier Kapitel





Ein wichtiger Aspekt einer Middleware-basierten Architektur zur Mobilitätsunterstüt-
zung ist der verwendete Mechanismus zum Abfangen und Sichern der Anwendungsda-
tenströme. Im Folgenden werden mehrere Möglichkeiten beleuchtet, welche für nicht
modifizierte Anwendungen verwendet werden können. Anschließend werden praxisrele-
vante Szenarien vorgestellt, anhand welcher die Eignung der einzelnen Mechanismen
diskutiert wird. Es wird gezeigt, dass zwar zu jedem Szenario ein idealer Mechanismus
existiert, jedoch kein Mechanismus für sich alleine alle Szenarien unterstützen kann.





Dienstekonzept“ eine beliebige Kombination der vorgestellten Me-
chanismen erlaubt. Abschließend wird die Notwendigkeit von Dienstsuchemechanismen
erläutert, welche eine Folge des flexiblen Angebotes von Diensten pro REACH-Proxy-
server darstellt [EvSe08]. Das Kapitel endet mit einer Betrachtung der durch REACH
aufgeworfenen Sicherheitsproblematik.
4.1 Mechanismen zum Abfangen von Daten
Es gibt eine Vielzahl an Mechanismen, welche zum Abfangen von Nutzerdaten mit dem
Ziel deren Sicherung herangezogen werden können. Der Übersicht halber bietet es sich
an, die Dienste gemäß des Internet-Schichtenmodells zu gruppieren und der Reihe nach
vorzustellen. Dabei wird anfangs auf eine detaillierte Vorstellung verzichtet, welche dann
ab Abschnitt 4.3.2 für Erfolg versprechende Dienste nachgereicht wird.
4.1.1 Auf der Anwendungsschicht
Eine Anforderung bei der Entwicklung von REACH war es, zum Einsatz keine Modifika-
tionen der vom Nutzer eingesetzten Anwendungen zu erfordern. Im Folgenden werden
Mechanismen vorgestellt, welche entweder die Anwendungsdatenströme oberhalb der
Transportschicht (und damit im Internet-Schichtenmodell auf der Anwendungsschicht)
abfangen, oder die Daten auf niedrigeren Schichten abfangen, um diese dann mit Wissen
des zugehörigen Anwendungsschichtprotokolls gezielt zu modifizieren. Letzterer Ansatz
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ist mit
”
Deep Packet Inspection“ (DPI) [Deep] vergleichbar und wird zur Implementie-
rung von Diensten herangezogen, welche ein
”
Connection Tracking“ benötigen.
4.1.1.1 Die Proxyprotokolle SOCKSv4 und SOCKSv5
Dank der Proxyprotokolle SOCKSv4 und SOCKSv5 (RFC 1928 [LGLK+96]) steht ein
Mechanismus bereit, welcher es erlaubt, Anwendungen erst zu deren Laufzeit um eine
Mobilitätsunterstützung zu erweitern. Dazu werden praktischerweise deren Quelltexte
nicht benötigt. SOCKS setzt dazu in beiden Versionen den Mechanismus der indirekten
Sockets um, bei welchen alle Nutzdaten nicht länger direkt von einem Client an einen
Server im Internet gesendet, sondern stattdessen über einen Proxyserver geleitet werden.
SOCKSv4 bietet bereits eine vollwertige Unterstützung für ausgehende TCP-Verbin-
dungen an. Eingehende TCP-Verbindungen werden allerdings nur rudimentär unter-
stützt, da hiermit nur die Begleitverbindungen bestimmter Anwendungsschichtproto-
kolle (beispielsweise für das
”
File Transfer Protocol“ (FTP)) unterstützt werden sollen.
Für SOCKSv5 wurde der Funktionsumfang um eine Unterstützung für UDP erweitert.
Dieser Mechanismus kann dazu verwendet werden, die Datenströme von Anwendungen
abzufangen. Hierzu wird der SOCKS-Mechanismus so parametriert, dass die Anwendung
statt eines
”
echten“ SOCKS-Proxyservers ein lokal auf dem mobilen Endgerät laufendes
Programm kontaktiert. Dieses verhält sich dabei genauso wie ein SOCKS-Proxyserver,
ist aber primär dazu da, die Verbindungen der Anwendungen noch vor der mobilen
Luftschnittstelle zu terminieren. Seitens des Internets würde dann eine Partnerinstanz




Vorteile: Mit Hilfe von SOCKS lassen sich ausgehende TCP-Verbindungen und bei
SOCKSv5 auch UDP-Assoziationen über einen Proxyserver leiten. Die Unterstützung
für eingehende TCP-Verbindungen wird für bestimmte Anwendungsfälle, wie beispiels-
weise aktives FTP, angeboten. Konzepte zur Namensauflösung sind bereits integraler
Bestandteil von SOCKSv5, sodass hierbei auch Funktionen des
”
Domain Name Service“
(DNS) über den SOCKS-Proxyserver abgewickelt werden können.





vertikaler Handover“. Lang anhaltende Isolati-
onssituationen führen nicht zu einem Abriss abgefangenener TCP-Verbindungen und
UDP-Assoziationen, da die mobile Teilstrecke weder für die Anwendungen auf dem mo-
bilen Endgerät noch für die Server im Internet sichtbar ist.
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Nachteile: Leider ist es nicht möglich, alle denkbaren Anwendungen SOCKS-kom-
patibel zu machen. Zudem unterstützt SOCKSv5 zwar TCP und UDP, aber für wei-
tere Transportschichtprotokolle wie das
”
Stream Control and Transmission Protocol“
(SCTP, RFC 4960 [Stew07]), das
”
Datagram Congestion Control Protocol“ (DCCP, RFC
4340 [KoHF06]) oder gar die Hilfsprotokolle der Vermittlungsschicht
”
Internet Control
Message Protocol“ (ICMP, RFC 792 [Post81]) und
”
Internet Group Management Pro-
tocol“ (IGMP, RFC 1112 [Deer89], RFC 3376 [CDKF+02], RFC 3376 [CDKF+02] und
RFC 5519 [ChHa09]) existiert keine Unterstützung. Außerdem können mit Hilfe von
SOCKS keine Serverdienste, welche auf einem mobilen Endgeräten laufen sollen, nach
außen hin angeboten werden, beispielsweise für einen Fernwartungsdienst. SOCKS kann
mit Hilfe seines BIND-Kommandos nur eine einzige TCP-Verbindung pro am Proxyser-
ver reserviertem Port
”
nach innen“ leiten. Für FTP bleibt diese Einschränkung jedoch
folgenlos. Schlussendlich bleibt festzustellen, dass durch den Einsatz von SOCKS die
Ende-zu-Ende-Semantik von TCP verloren geht.
4.1.1.2 SIP-basierte Internettelefonie
Sprachübertragung über das Internet, im Englischen als
”
Voice over IP“ (VoIP) bezeich-
net, ist eine in der Praxis mittlerweile häufig anzutreffende Technologie. Dabei lassen sich
proprietäre Systeme wie beispielsweise Skype [Skyp] von
”
offenen“ und standardisierten
Systemen unterscheiden. Letztere basieren beispielsweise auf dem
”
Session Initiation
Protocol“ (SIP, RFC 3261 [RSCJ+02]) in Verbindung mit dem
”
Real-Time Protocol“
(RTP, RFC 3550 [SCFJ03]) und dem
”
Real Time Control Protocol“ (RTCP, ebenfalls
RFC 3550 [SCFJ03]), auf welche ein besonderer Fokus in dieser Arbeit gelegt wird.
SIP, RTP und RTCP sind Anwendungsschichtprotokolle, welche mit Hilfe von UDP1
übertragen werden. SIP-Nachrichten zeichnen sich dadurch aus, dass sie IP-Adressen und
Portnummern bezüglich zu etablierender RTP-Assoziationen einbetten, was zu diversen
Problemen beim Einsatz in der Praxis führt. Zu nennen wäre hier die so genannte
”
NAT-
Problematik“, welche dann zu Tage tritt, wenn SIP über NAT-Grenzen hinweg eingesetzt
werden soll. Die dann von den SIP-Clients in die SIP-Nachrichten eingebetteten IP-
Adressen wären in diesem Fall private Adressen, sodass diese nach Überschreitung der
NAT-Grenze ihre Funktion nicht länger erfüllen können. Es ist also erkennbar, dass
bereits zur Lösung der NAT-Problematik Vorkehrungen getroffen werden müssen, ohne
hier auf die Vielzahl an verfügbaren Lösungen einzugehen. Es ist jedoch ersichtlich, dass
die SIP-Nachrichten beim Überschreiten der NAT-Grenze angepasst werden müssen, was
1SIP-Nachrichten können allerdings auch mit Hilfe von TCP übertragen werden, jedoch lässt sich in
der Praxis eher der Versand mittels UDP beobachten.
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beispielsweise durch ein
”
Application Layer Gateway“ (ALG) geschehen kann.
Eine Mobilitätsunterstützung für SIP-basierte Sprachübertragung kann beispielswei-
se auf dem Angebot eines solchen ALGs basieren. Dadurch können sämtliche auf SIP-
basierende Datenströme durch ein
”
Hilfsprogramm“ geleitet werden, welches mit dem
Ziel des Angebotes einer Mobilitätsunterstützung erstellt wurde. Durch Interpretieren
(parsen) und Ändern der SIP-Nachrichten können ebenfalls die RTP- und RTCP-basier-
ten Datenströme umgeleitet und abgefangen werden, sodass die Luftschnittstelle für die
SIP-Telefone nicht sichtbar ist. Im Fall einer Isolationssituation können sogar künstliche




publikumswirksamer“ ist jedoch die Möglichkeit, in bestehende Sprachverbin-
dungen eine künstliche Ansage (
”
Bitte nicht auflegen, die Verbindung wird gehalten!“)
einzuspielen, wie auf der CeBIT 2009 anhand der Besucherreaktionen festgestellt wer-
den konnte. Sowohl dem mobilen Telefonierer als auch dem Gesprächspartner hilft eine
solche Ansage, um einen temporären Ausfall des Netzzugangs geduldig auszusitzen.
Vorteile: Da speziell die SIP-basierte Sprachübertragung im mobilen Umfeld ohne wei-
tere Vorkehrungen nicht reibungslos funktioniert, bleibt keine andere Wahl, als eine dies-
bezügliche Mobilitätsunterstützung zu entwickeln. Dabei werden idealerweise die NAT-
und die Firewall-Problematik gleich mit gelöst. Darauf aufbauend bietet sich die Mög-
lichkeit an, die Anwender durch künstliche Ansagen oder Wartemelodien während Iso-
lationssituationen zu unterstützen. Anzumerken ist, dass alle auf Mobile IP und dessen
Weiterentwicklungen aufsetzenden Schemata eine solche Unterstützungen nicht bieten.
Nachteile: Um die Nachteile hinter dieser Idee beleuchten zu können, müssen zwei ver-
schiedene Betriebsmodi unterschieden werden: Die in Form eines ALG bereit gestellte
Mobilitätsunterstützung kann entweder wie ein SIP-Server (Als
”
Private Branch Ex-
change“ (PBX) oder auch als SIP-Proxyserver) angesprochen werden, oder alternativ
transparent in den Kommunikationsweg zwischen SIP-Client und SIP-Server eingefügt
werden. Erster Fall ist plattformunabhängig implementierbar und erfordert keine Ein-
schränkungen bezüglich der Topologie. Allerdings ist ein erhöhter Konfigurationsauf-
wand erforderlich. Immerhin muss das SIP-Telefon auf dem mobilen Endgerät so konfi-
guriert werden, dass er das ALG als SIP-Server benutzt, und dem ALG wiederum muss
die Adresse des eigentlichen SIP-Servers mitgeteilt werden.
Im transparenten Betriebsmodus braucht dagegen die Konfiguration der SIP-Telefone
nicht angepasst zu werden. Das ALG fängt den Datenverkehr unbemerkt von SIP-Telefon
und SIP-Server ab und nimmt dabei Einfluss auf die Signalisierungs- und Sprachdaten.
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Dieses Schema kann allerdings nur in wenigen Szenarien eingesetzt werden, da es eine be-
stimmte Topologie voraussetzt. Nur wenn die Mobilitätsunterstützung in Form einer so
genannten REACH-Box daherkommt, also auf einem externen Gerät implementiert ist,
können UDP-Pakete transparent abgefangen werden. Bezüglich des zum transparenten
Abfangen von Daten notwendigen
”
transparenten Proxyservers“ sei auf die Abschnitte
4.1.2.2 und 4.3.2.2 verwiesen.
In beiden Betriebsmodi darf zudem keine Verschlüsselung der Signalisierungsdaten
aktiviert werden. Das ALG wäre dann nicht mehr in der Lage, die SIP-Nachrichten zu
lesen geschweige denn zu verändern.
4.1.2 Auf der Transportschicht
Die heutzutage im Internet am häufigsten eingesetzten Transportschichtprotokolle sind
TCP und UDP. Es ist möglich, die Datenströme der Anwendungen genau an dieser Stelle
im Protokollstapel abzugreifen. Dazu bieten sich zwei Schemata an: Das so genannte
”
Port Forwarding“ sowie ein Mechanismus bekannt als
”
transparenter Proxyserver“.
4.1.2.1 Weiterleitung von Ports
Sowohl auf dem mobilen Endgerät als auch auf einem REACH-Proxyserver können
TCP- und UDP-Ports zum Zweck der Weiterleitung dort angenommener Verbindungen
bzw. Assoziationen belegt werden. So können auf einem mobilen Endgerät Serverdienste
angeboten werden, wie beispielsweise ein HTTP-Server oder ein
”
Secure Shell“-Fernwar-
tungszugang (SSH). Um auf diese Serverdienste dann seitens des Internets zuzugreifen,
würde ein externer Nutzer einen am REACH-Proxyserver reservierten Port kontaktieren,
und dann schlussendlich durch die geschaltete Weiterleitungsregel das mobile Endgerät
erreichen. Dieses Schema ist in der Lage, eine Vielzahl an gleichzeitigen Verbindungen
und Assoziationen zu verwalten.
Die Weiterleitungsregeln können dabei
”
nach außen“ (es werden Verbindungen am
REACH-Client angenommen und vom REACH-Server ins Internet geleitet) oder
”
nach
innen“ (geöffneter Port am REACH-Server mit Weiterleitung auf ein mobiles Endgerät)
gerichtet sein. Unabhängig von der Richtung des Aufbaus ist pro angenommener TCP-
Verbindung und UDP-Assoziation ein bidirektionaler Datentransfer möglich. Im Rah-
men dieser Dissertation wurde die Weiterleitung der praxisrelevanten Protokolle TCP
und UDP untersucht und implementiert. Weitere Transportschichtprotokolle können
ebenfalls untersucht und gegebenenfalls integriert werden.
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Vorteile: Die lokal oder an einem REACH-Proxyserver reservierten Portnummern für
Verbindungen und Assoziationen werden vom mobilen Nutzer vorgeschlagen; eine Unter-
stützung durch einen Administrator ist nicht notwendig. Dabei werden mehrere gleich-
zeitig aktive Datenströme pro Schaltregel unterstützt. Sowohl weitergeleitete TCP-Ver-
bindungen als auch UDP-Assoziationen können beliebig lange offen gehalten werden und
überleben damit auch lang anhaltende Isolationssituationen.
Nachteile: Durch den vorgestellten Mechanismus werden zwar auch eingehende Trans-
portschichtverbindungen unterstützt, jedoch weist der Ansatz einen
”
statischen Charak-
ter“ auf: Bevor Verbindungen abgefangen und weitergeleitet werden können, muss der
Nutzer explizit eine Portnummer reservieren und die vollständige Zieladresse für die
Weiterleitungsregel festlegen. Von einer
”
vollwertigen Erreichbarkeit“ (unabhängig da-
von, ob hierbei jetzt eingehende oder ausgehende Schaltregeln gemeint sind) kann daher
nicht die Rede sein. Ein FTP-Server im passiven Betriebsmodus beispielsweise, welcher
mit dynamisch reservierten Portnummern für die Datenkanäle arbeitet, kann somit nicht




Da der Mechanismus auf der Transportschicht aufsetzt, werden IP-Hilfsprotokolle wie
ICMP und IGMP nicht unterstützt. In Bezug auf TCP geht zudem durch die Trennung




Der Paketfilter Netfilter aktueller Linux-Kernel ist in der Lage, so genannte
”
trans-
parente Proxyserver“ anzubieten. Bei diesem Mechanismus können alle den lokalen Pa-
ketfilter durchlaufenden TCP-Verbindungen abgefangen und auf einen Port des mobilen
Endgeräts umgeleitet werden. An diesem Port kann die umgeleitete TCP-Verbindung
durch ein Programm (die Proxyanwendung) angenommen werden. Für den Initiator
der abgefangenen TCP-Verbindungen bleibt dabei verborgen, dass der Kommunikati-
onspartner ein Zwischensystem ist. Für ihn sieht es so aus, als kommuniziere er mit dem
gewünschten Zielsystem. Der Proxyserver ist demnach transparent.
Das dazu bei Netfilter notwendige REDIRECT-Kommando greift direkt in den Pa-
ketfilter des Linux-Kernels ein. Dadurch wird es möglich, die ursprüngliche Zieladresse
bestehend aus IP-Adresse und Portnummer auszulesen, welche gültig war, bevor die
Verbindung zur lokalen Proxyanwendung umgeleitet wurde. Die so ermittelte Zieladres-
se kann dazu benutzt werden, um eine zweite ausgehende Verbindung zum eigentlichen
Zielsystem aufzubauen.
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Dieser Mechanismus war ursprünglich für HTTP-Proxyserver gedacht, welche ohne
Notwendigkeit der Konfiguration der Browser einen Zwischenspeicher (Cache) realisie-
ren sollten. Die prominenteste Anwendung auf diesem Gebiet ist der Web-Proxyserver
Squid [Squi], zu welchem man viele
”
Treffer“ erhält, wenn man im Internet nach In-
formationen zu
”
transparenten Proxyservern“ sucht. Weiterhin konnte der Autor mit
diesem Mechanismus eine Kopplung zwischen Sensornetzen und dem Internet ermögli-
chen (siehe studentische Arbeiten [Hess06] und [BrHW08]).
Für REACH kann dieser Mechanismus direkt auf dem mobilen Endgerät adaptiert
werden. Die auf dem mobilen Endgerät laufende Proxyanwendung wäre in diesem Fall
der REACH-Client. Dieser würde sämtliche von den Anwendungen stammenden TCP-
Verbindungen abfangen und jeweils die ursprüngliche Zieladresse ermitteln. Diese Ziel-
adresse würde dann am REACH-Server dazu verwendet werden, um über eine zweite
TCP-Verbindung das ursprünglich gewünschte Zielsystem zu erreichen. Da sich REACH-
Client und REACH-Server mit Hilfe eines handoverresistenten Übertragungsschemas
verständigen, sind automatisch auch die abgefangenen TCP-Verbindungen geschützt.
Vorteile: Durch den Einsatz des Mechanismus der
”
transparenten Proxyserver“ kön-
nen sowohl die Anwendungen auf dem mobilen Endgerät als auch die Serverdienste im
Internet vor der den negativen Auswirkungen durch Handover geschützt werden. Lang
anhaltende Isolationssituationen sind unproblematisch. Ideal ist, dass keine weiteren
Einstellungen in den Anwendungen vorgenommen zu werden brauchen.
Nachteile: Bei der aktuellen Implementierung des Paketfilters im Linux-Kernel kön-
nen lediglich ausgehende TCP-Verbindungen in Bezug auf eine Mobilitätsunterstützung
abgefangen werden.2 Zudem treten beim Einsatz bestimmter auf TCP aufsetzender Pro-
tokolle, beispielsweise FTP, Probleme auf. Die bei FTP im Steuerdatenstrom eingebet-
teten IP-Adressen verfehlen durch den REACH-Proxyserver ihren Sinn. Da dieser die
abgefangenen Datenströme lediglich durchreicht ohne die eingebetteten IP-Adressen an-
zupassen, kommt es beim späteren Aufbau des FTP-Datenkanals zu einem Fehlverhalten.
Da zudem nur ausgehende Verbindungen abgefangen werden können, muss bei FTP auf
den aktiven Modus verzichtet werden. Beim passiven Betriebsmodus treten dagegen
keine der genannten negativen Beeinflussungen auf.
Auch hier gilt, dass die Ende-zu-Ende-Semantik von TCP verloren geht. Der Mecha-
nismus der
”
transparenten Proxyserver“ ist zudem nur für Linux und manche Unix-
2Es gibt allerdings noch den Sonderfall, dass eine so genannte REACH-Box zum Einsatz kommt. Nur
dann kann der ”transparente Proxyserver“ auf Wunsch so geschaltet werden, dass er auch ausgehende
UDP-Assoziationen mit abfängt.
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artigen Betriebssysteme verfügbar. Im Vorfeld muss eine Paketfilterregel hinterlegt wer-
den, wozu Systemverwalterrechte benötigt werden. Unter Microsoft Windows sind nach
aktuellem Kenntnisstand des Autors keine
”
transparenten Proxyserver“ realisierbar.
4.1.3 Auf der Vermittlungsschicht
Auf der Vermittlungsschicht können IP-Pakete mit Hilfe so genannter Tunnelendpunk-
te abgefangen werden. Diese tragen unter GNU/Linux die Bezeichnung tunX, mit X
beginnend bei 0 aufsteigend nummeriert. Unter Microsoft Windows ist dieser Mechanis-
mus ebenfalls verfügbar. Durch eine solches virtuelles Netzzugangsgerät wird dann der
Datenverkehr geleitet, was durch Setzen einer Route geschieht.
Hinter einem solchen
”
virtuellen Netzzugangsgerät“ verbirgt sich eine Anwendung, wie
beispielsweise der VPN-Client aus der OpenVPN Programmsammlung [OVPN]. Dieser
nimmt die durch die
”
virtuelle Schnittstelle“ geleiteten IP-Pakete entgegen, kapselt sie in
UDP-Pakete und überträgt diese dann an eine VPN-Partnerinstanz. Da dieses Schema
direkt mit IP-Paketen arbeitet, werden automatisch alle IP-basierten Protokolle mit
erfasst.
Im Detail betrachtet, sind hierbei der auf dem mobilen Endgerät laufende VPN-Client
und der im Internet installierte VPN-Server über eine einzige bidirektionale UDP-Asso-




Auf Ebene des VPNs kann dabei unterschieden werden, ob für die mobilen End-
geräte öffentliche oder private IP-Adressen (gemäß RFC 1918 [RMKG+96] und RFC
3330 [IANA02]) vergeben werden. Die Vergabe privater IP-Adressen gestaltet sich als
praktikabler, weil dazu im Vorfeld kein Block an öffentlichen IP-Adressen reserviert wer-
den braucht. Allerdings erkauft man sich diesen Vorteil durch die Notwendigkeit, am
VPN-Server NAT durchführen zu müssen. Dadurch erbt dieser Ansatz alle Probleme,
die NAT mit sich bringt, angefangen von der Unterbindung eingehender Verbindungen
bis hin zu komplexen Problemen, wie sie sich bei VoIP in Verbindung mit NAT zeigen
(siehe RFC 3027 [HoSr01]). Zwar können an der NAT-Grenze des VPN-Servers Regeln
zum
”
Port-Forwarding“ hinterlegt werden, jedoch ist dies mit einem hohen administra-
tiven Aufwand unter Notwendigkeit von Systemverwaltungsrechten verbunden.
Stehen dagegen für die mobilen Endgeräte bezogen auf das VPN öffentliche IP-Adres-
sen zur Verfügung, kann auf NAT verzichtet werden. Es besteht dann eine
”
vollwertige“
Ankopplung über IP, welche auch jede Form von eingehenden Verbindungen erlaubt.
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Vorteile: Das herausragende Merkmal einer VPN-basierten Lösung besteht darin, dass
sämtliche auf IP-basierenden Protokolle erfasst werden können. Werden für die VPN-
Adapter global gültige IP-Adressen vergeben, stellen sogar eingehende Verbindungen
kein Problem mehr dar. Es gibt eine Vielzahl an VPN-Programmpaketen, von denen
manche proprietär, manche andere dagegen
”
offen“ sind. Für die vorgeschlagene Lösung
ist dies jedoch irrelevant, da das Abfangen der getunnelten Daten ohne Kenntnis des
sich dahinter verbergenden VPN-Systems erfolgen kann.
Die Ende-zu-Ende-Semantik der Transportschichtverbindungen bleibt bei diesem An-
satz erhalten. Kommen jedoch private IP-Adressen zum Einsatz, kann der Einsatz von
”
Application Layer Gateways“ (ALGs) an der NAT-Grenze erforderlich werden. Für FTP
bietet der Linux-Kernel beispielsweise einen eigenen
”




Ein weiterer Vorteil ist, dass die VPN-Systeme Verschlüsselungsverfahren bereit stel-
len, sodass ein Mitlesen der getunnelten Daten unterbunden werden kann.
Nachteile: Da es selten möglich sein wird, ein VPN mit global gültigen IPv4-Adressen
betreiben zu können, muss in diesem Fällen die Anbindung an das Internet unter Zuhilfe-
nahme von NAT erfolgen. Dabei treten leider alle NAT-spezifischen Probleme bezüglich
der Protokolle der höheren Schichten zu Tage. Zudem sind eingehende Verbindungen in
diesem Fall nur durch
”




Ein weiteres Problem tritt während Isolationssituationen auf, da der dargestellte Me-
chanismus keinerlei Unterstützung der gekapselten Transportschicht- und Anwendungs-
schichtprotokolle anbietet. Bezüglich der Anwendungsschicht können sich bereits kurz-
zeitige Isolationssituationen als fatal erweisen, wenn beispielsweise ein aktives Telefonat
mangels Sprachdaten verstummt und einer der Gesprächspartner irritiert auflegt.
4.1.4 Auf der Netzzugangsschicht
VPN-Adapter können auch auf der Netzzugangsschicht arbeiten, man spricht dann von
so genannten
”
virtuellen Ethernetkarten“. Diese heißen unter GNU/Linux tapX, wobei
das X wiederum zur Nummerierung verwendet wird.
Da ein solcher VPN-Adapter auf der MAC-Schicht angesprochen wird, kann er mit
anderen Ethernetkarten
”
zusammengebrückt“ werden. Dann werden sogar
”
Broadcasts“
durch das VPN geleitet. Zudem ist es einer (virtuellen) Ethernetkarte egal, welches
Vermittlungsschichtprotokoll über dieses geleitet wird. Somit steht es dem Anwender
offen, auch andere Vermittlungsschichtprotokolle als IP einzusetzen.
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Vorteile: Die sich hierbei ergebenen positiven Eigenschaften bezüglich des Angebotes
einer Mobilitätsunterstützung sind vergleichbar mit denen, die in Bezug auf die IP-
basierten VPNs im letzten Abschnitt genannt wurden. Es können jedoch auch Broad-
casts unterstützt oder ganz andere Vermittlungsschichtprotokolle als IP getunnelt wer-
den.
Nachteile: Die Nachteile aus dem letzten Abschnitt, in welchem IP-basierte VPNs
vorgestellt wurden, sind hier an dieser Stelle ebenfalls gültig. Zudem ist der Aufwand
zur Übertragung getunnelter MAC-Rahmen im Vergleich zur Übertragung abgefangener
IP-Pakete größer.
4.2 Szenarien
Um die Daseinsberechtigung der unterschiedlichen Mechanismen zum Abfangen von
Nutzerdaten zu untermauern, wurden Anwendungsszenarien herausgearbeitet. Diese ba-
sieren einerseits auf typischen Endanwenderanforderungen in Bezug auf die Nutzung
des Internets im mobilen Umfeld; andererseits muss auf bestimmte Sonderwünsche, wie
beispielsweise dem Angebot von Fernwartungszugängen auf mobilen Endgeräten, einge-
gangen werden. Schlussendlich wird gezeigt, dass zwar für jedes Szenario wenigstens ein
geeigneter Mechanismus (
”
Dienst“) verfügbar ist, jedoch keiner der genannten Mechanis-
men für sich in der Lage ist, wiederum alle Szenarien zu unterstützen.
4.2.1 Unkomplizierter Internetzugang
Einem durchschnittlichen Nutzer eines mobilen Endgeräts wird es ausreichen, wenn es
ihm ermöglicht wird, dass er unterwegs weiterhin und ohne negative Beeinflussung seine
gewohnten Anwendungen benutzen kann. Der Nutzer ist sich dabei seiner Mobilität
bewusst, sie darf aber zu keinen unerwarteten Problemen bezüglich der Kommunikation
führen. Kurze Aussetzer bezüglich der Datenrate werden beispielsweise nicht als negativ
empfunden, wenn der Anwender gerade einen Tunnel betritt und sein mobiles Gerät von
der Netzabschattung betroffen ist.
Wichtig ist hierbei die Tatsache, dass es eine Vielzahl an Anwendungen gibt, welche
ein Nutzer unterwegs einsetzen möchte. Dazu gehören diverse Browser, eine Unzahl an
Mail- und Chatprogrammen, Online-Spiele und eine Vielzahl weiterer Programme. Diese
bieten aber oft kaum Möglichkeiten der Konfiguration an, sodass es am geschicktesten
wäre, es bedürfe hier keiner zusätzlichen Änderungen oder Einstellungen.
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Dieses Szenario wurde bei der Präsentation von REACH auf der CeBIT 2009 beson-
ders betont, da sich die meisten Interessenten hiermit am ehesten identifizieren konnten.
Dabei wurden dem Autor eine Vielzahl an negativen Mobilitätserfahrungen kommuni-
ziert, welche den Messebesuchern bei Einsatz von REACH erspart geblieben wären:
Arbeiten unterwegs in der Bahn: Ein Standbesucher schilderte, dass es ihm unmög-
lich sei, auf Bahnreisen effektiv mit seinem Laptop zu arbeiten. Er müsse dazu an einem
”
Content Management System“ (CMS) seiner Firma angemeldet sein, um online arbeiten
zu können. Für den Internetzugang benutzte er einen
”
Universal Serial Bus“ (USB)-Stick
zur Einwahl über UMTS. Das Problem des Nutzers manifestierte sich bei der Durchfahrt
eines jeden Tunnels, wobei das UMTS-Modem die Verbindung verlor und nach Verlas-
sen des Tunnels eine erneute Einwahl erforderlich wurde. Dabei bekam sein Laptop eine
neue IP-Adresse zugewiesen. In der Folge konnte der Server des CMS die Sitzung nicht
mehr zuordnen, und beim nächsten Zugriff gab es eine Fehlermeldung. Dabei waren seine
bisherigen Eingaben verschwunden, und ein effektives Arbeiten unmöglich.
Durch Installation des REACH-Clients auf dem mobilen Endgerät in Verbindung mit
Zugang zu einem REACH-Proxyserver kann dieses Problem effektiv gelöst werden.
Internetzugang eines KFZ: Gleich drei Vertreter ungenannter Automobilhersteller
gaben auf der Messe preis, dass bei ihnen an Lösungen zur Internetanbindung von Fahr-
zeugen gearbeitet wird. Zuerst wurde erfreut festgestellt, dass REACH bereits mehrere
Netzzugangstechnologien einbinden und auswählen kann, wie beispielsweise das kosten-
los nutzbare WLAN-Netz daheim in der Garage oder das UMTS-Netz, wenn das Fahr-
zeug unterwegs ist. Nach Aussagen der Vertreter wird der Internetzugang unter anderem
für zukünftige Navigationsgeräte benötigt, welche sich errechnete Routen, Kartenmateri-
al oder gar Firmwareupdates aus dem Internet herunterladen sollen. Ungelöst sind dabei
zwei Probleme: Zum einen sind Navigationsgeräte nicht in der Lage, Netzzugangsgeräte
zu verwalten. Zum anderen kommen sie nicht mit den mobilitätsspezifischen Proble-
men zurecht. Wenn während des Downloads eines Kartenausschnittes das Fahrzeug das
WLAN-Heimnetz verlässt und auf UMTS umgeschaltet werden muss, oder wenn ein
Fahrzeug mit halbem Download für zehn Minuten in einem Tunnel isoliert bleibt, ge-
hen die Systeme in einen Fehlerzustand. Dies betrifft außerdem moderne Radios, welche
ihre Musik in Form eines
”
Streams“ aus dem Internet beziehen oder auf die heimische
Musiksammlung des Nutzers zugreifen sollen.
Durch Vorschaltung einer REACH-Box könnte die Verwaltung der Netzzugangsgeräte
sowie die Sicherung gegenüber Handoverereignissen ausgelagert werden, sodass Naviga-
tionsgeräte und Radios weiterhin auf den bisherigen nicht handoverfähigen Kommunika-
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tionskonzepten basieren dürfen. Die REACH-Box wäre dann aus Sicht des Navigations-
geräts ein
”
Gateway“, über welches sämtlicher
”
nach außen“ gerichteter Datenverkehr
geleitet werden muss. Die REACH-Box könnte zudem eine Basisstation für WLAN dar-
stellen, und so den Insassen während der Fahrt die Möglichkeit zu geben, mit ihren
Laptops oder PDAs handoversicher im Internet zu surfen. Diese Geräte benötigen kei-
nen REACH-Client mehr.
Ansätze: Als am geeignetsten erscheint es hierbei, eine VPN-basierte Lösung einzuset-
zen. Hierbei werden bereits alle Datenströme der Anwendungen transparent abgefangen
und über einen REACH-Server geleitet (bzw. schlussendlich über den gewählten VPN-
Server). Es werden hierzu keinerlei Einstellungen in den Anwendungen benötigt, und al-
le relevanten Protokolle wie TCP, UDP und auch ICMP werden unterstützt. Allerdings
besteht im Fall einer Isolationssituation kein Schutz der Transportschichtverbindungen.
Alternativ bietet sich der Einsatz von SOCKSv5 an, da dieses ebenfalls Unterstützung
für die wichtigen Transportschichtprotokolle TCP und UDP mit sich bringt. Allerdings
liefert SOCKSv5 keine Unterstützung für IP-Hilfsprotokolle wie ICMP. Wer allerdings
nur im Internet surfen und Standardanwendungen benutzen möchte, dem reicht die
Unterstützung von TCP und UDP in der Regel aus.
Als besonders geeignet erweist sich der Mechanismus des
”
transparenten Proxyser-
vers“, welcher ausgehende TCP-Verbindungen behandeln kann, ohne Erweiterungen oder
Einstellungen bezüglich der Anwendungen auf dem mobilen Endgerät zu erfordern. In
vorliegenden Anwendungsfall, wo der REACH-Client auf einer eigenständigen REACH-
Box installiert ist, können sogar ausgehende UDP-Assoziationen abgefangen werden (vgl.
Abschnitt 4.3.2.2). Allerdings wird keine Unterstützung für eingehende TCP-Verbindun-
gen und UDP-Assoziationen, für alternative Transportschichtprotokolle neben TCP und
UDP sowie für IP-Hilfsprotokolle angeboten.
4.2.2 Serverdienste auf dem mobilen Endgerät
Es gibt Szenarien, welche Serverdienste auf mobilen Endgeräten involvieren.
Fernwartungszugang: Dies ist zum Beispiel der Fall, wenn zum Zwecke der Fernwar-
tung ein
”
Secure Shell Daemon“ (sshd) gestartet werden soll. Um diesen von außen
erreichen zu können, bedarf es einer sorgfältigen Wahl der eingesetzten Mobilitätsunter-
stützung. Es stehen verschiedene Mechanismen bereit, um solche Serverdienste erreich-
bar zu machen, allerdings unterscheiden sie sich in Bezug auf ihre Leistungsfähigkeit
und den insgesamt notwendigen Konfigurationsaufwand.
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Webzugriff auf ein mobiles Gerät: Auf einem mobilen Endgerät könnte ein Webserver
installiert sein, welcher auf den Ports 80 (für HTTP) und 443 (für
”
HTTP Secure“ (HTT-
PS)) auf TCP-Verbindungen wartet. Dies ist besonders bei eingebetteten Systemen von
Interesse, da hierbei häufig mit Hilfe von Webservern Statusinformationen zugänglich
gemacht werden. Werden solche eingebetteten Systeme mobil, wird es schwierig, ohne
weitere Hilfsmittel zuverlässig mit ihnen zu kommunizieren.
Ansätze: Eine
”
anwendungsfreundliche“ Lösung erhält man durch Einsatz eines VPNs,
allerdings darf hierbei kein NAT zum Einsatz kommen. Die mobilen Endgeräte wären
dann über ihre VPN-Adresse seitens des Internets erreichbar, und alle auf IP aufset-
zenden Protokolle funktionieren ohne weitere Anpassungen. Nachteilig ist, dass häufig
keine globalen IP-Adressen zur Verfügung stehen und private IP-Adressen samt NAT
zum Einsatz kommen müssen. Hierbei bedarf es manuell hinterlegter Weiterleitungsre-
geln an der NAT-Schwelle, wozu aber Systemverwaltungsrechte erforderlich sind. Zudem
muss festgestellt werden, dass VPNs nicht für den Einsatz in Szenarien mit längerfristi-
gen Isolationssituationen geeignet sind.
SOCKSv5 wiederum ist nicht in der Lage, die für Serverdienste notwendige Vielzahl
an eingehenden TCP-Verbindungen zu unterstützen. Es kann nur eine einzige TCP-
Verbindung pro BIND-Kommando verarbeitet werden, was beispielsweise für Begleitver-
bindungen von FTP ausreicht, aber für
”
echte“ Serverdienste ungenügend ist.
Als am geeignetsten erweisen sich schlussendlich die Port-Weiterleitungsmechanismen
von REACH bezüglich TCP und UDP. Diese verarbeiten eine Vielzahl an TCP-Verbin-
dungen und UDP-Assoziationen in Richtung des mobilen Endgeräts. Obschon die wei-
tergeleiteten TCP-Verbindungen handoverresistent und damit langlebig sind, geht die
Ende-zu-Ende-Semantik verloren. Es werden keine Konfigurationen bezüglich der zu re-
servierenden Portnummern am REACH-Server benötigt. Sämtliche Anforderungen und
Parameter werden seitens der mobilen Endgeräte durch den Endanwender vorgeschla-
gen. Man könnte diesen Mechanismus sinngemäß als
”
weich verdrahtetes, nach innen
gerichtetes Port-Forwarding“ bezeichnen.
4.2.3 Wahl des gerade günstigsten Netzanbieters
Unterschiedliche Netzzugänge können sich hinsichtlich vieler Eigenschaften unterschei-
den. In diesem Anwendungsfall seien die anfallenden
”
Geldkosten“ das für den Anwender
entscheidende Kriterium. Dabei steht der Wunsch im Raum, immer den gerade günstigs-
ten Netzanbieter zu benutzen.
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Tarifierung nach Tageszeit: Dies ist insbesondere bei Einwahlverbindungen über
”
ana-
loge Modems“ und ISDN der Fall, wobei häufig unterschiedliche Tarife je nach Tageszeit
angeboten werden. So ist es gängige Praxis, aus einer Menge gegebener Provider je nach
Tageszeit den einen oder anderen auszuwählen, um die anfallenden Telefonkosten zu
minimieren. Problematisch ist allerdings, wenn bei bereits bestehender Internetverbin-
dung ein solcher
”
Umschaltzeitpunkt“ überschritten wird. Dann steht der Nutzer vor
einem Dilemma: Entweder er arbeitet weiter wie bisher und nimmt den unnötig hohen
Tarif in Kauf, oder er trennt seine Einwahlverbindung und beginnt eine sofortige Wie-
dereinwahl. Da hierbei alle Transportschichtverbindungen abreißen, ist der Einsatz einer
Mobilitätsunterstützung wie REACH sinnvoll.
Bevorzugte Zugangsnetze: Manchmal hat ein mobiler Anwender Zugriff auf örtlich
begrenzte, für ihn aber ohne zusätzliche Mehrkosten nutzbare Netzzugänge. Als Beispiel
hierfür bietet sich die WLAN-Basisstation in der eigenen Wohnung an, welche für den
Anwender als ein
”
idealer Netzzugangspunkt“ angesehen werden kann. Jedoch wäre die
Schlussfolgerung, bevorzugt immer WLAN zu nutzen, falsch: Außerhalb der Wohnung
ist das heimische Funknetz unerreichbar, und dem Nutzer stünden in diesem Beispiel
nur noch kostenpflichtige
”
Hot Spots“ zur Verfügung. In diesem Fall kann es geschickter
sein, außerhalb der Wohnung auf UMTS umzuschwenken, gerade wenn hierfür eine so
genannte
”
volumenbasierte Flatrate“ zur Verfügung stünde. Um diese allerdings nicht
übermäßig zu belasten, würde innerhalb der eigenen Wohnung wieder auf WLAN umge-
schaltet werden.
Ansätze: Die sich hierbei ergebenen Anforderungen seitens des Nutzers sind identisch
mit denen, die bereits in Abschnitt
”
Unkomplizierter Internetzugang“ (4.2.1) genannt
worden sind. Dort wie hier ist der Nutzer an einer einfach zu bedienenden Lösung in-
teressiert, welche ihm die Nutzung seiner Standardanwendungen erlaubt. Es ist hierbei
egal, ob die eigentliche Ursache für einen Zugangswechsel in der Mobilität des Anwen-
ders begründet liegt oder aus seinem Wunsch nach einem günstigeren Provider heraus
resultiert.
4.2.4 Langlebige Transportschichtverbindungen
Es gibt Anwendungsfälle, in denen gezielt der Bedarf an langlebigen Transportschicht-
verbindungen im Vordergrund steht. Der Begriff
”
langlebig“ bezieht sich hierbei auf eine
Resistenz gegenüber dem Wechsel von Netzzugangstechnologien und schließt lange Iso-
lationssituationen mit ein.
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Übertragung großer Datenmengen über DSL: Ein Anwendungsfall, welcher den Au-
tor selbst betrifft, umfasst die Durchführung einer sehr umfangreichen Datenübertra-
gung über einen DSL-Anschluss, welcher auf Grund der geringen Übertragungsrate im
Uplink mehrere Tage in Anspruch nimmt. Manche Anbieter von
”
DSL-Flatrates“ füh-
ren alle 24 Stunden eine Zwangstrennung durch, wodurch sich die zugewiesene externe
IP-Adresse ändert und somit alle TCP-Verbindungen unterbrochen werden. Auch tech-
nische Störungen werden, selbst wenn sie nur kurz bestehen, aus selbem Grund alle
Transportschichtverbindungen kappen.
Überwachung mobiler Arbeitsmaschinen: Ein Messebesucher der CeBIT 2009 schil-
derte dem Autor eine interessante Installation: Innerhalb eines großflächigen Hafenge-
biets werden diverse Gabelstapler eingesetzt. Jeder Gabelstapler ist mit einem eingebet-
teten System ausgestattet, welches über WLAN mit einer Zentrale kommunizieren kann.
Dafür baut jedes System eine einzelne dauerhafte
”
Telnet“-Verbindung über WLAN zur
Zentrale auf. Über diese werden dann Statusinformationen an die Zentrale übermittelt,
und in Rückrichtung auch Kommandos an die Gabelstapler versendet.
Problematisch ist hierbei, dass die Gabelstapler mobil sind und sich auch in Arealen
ohne Netzabdeckung (innerhalb von Hallen oder hinter Gebäuden) aufhalten können.
Kurzzeitige Aussetzer sind dabei unproblematisch, da alle Systeme mit festen IP-Adres-
sen ausgestattet sind und somit verloren gegangene Pakete wiederholt werden können.
Ist ein Gabelstapler allerdings länger als 9 Minuten vom Netz getrennt, kann die TCP-
Verbindung auf Grund der Funktionsweise des
”
TCP Retransmission Timers“ absterben.
Alle bis dahin in der Sendewarteschlange liegenden Statusmeldungen und Kommandos
sind verloren, und das System funktioniert nicht länger wie erwartet.
Durch Einsatz von REACH kann dieser Anwendungsfall vollständig abgedeckt werden.
Ansätze: Für langlebige Transportschichtverbindungen ist eine Auftrennung der Ver-
bindungen und damit der Verlust der Ende-zu-Ende-Semantik erforderlich. So stehen
die notwendigen Quittungen zur Verfügung, welche ein Abreißen der Verbindungen im
Isolationsfall verhindern.
Diese Eigenschaft wird bereits durch mehrere Ansätze erbracht: Sowohl bei Anwen-
dung von SOCKS als auch den
”
transparenten Proxyservern“ steht diese Eigenschaft
zur Verfügung. Auch der Port-Weiterleitungsmechanismus weist dieses Leistungsmerk-
mal auf, unabhängig davon, ob er für eingehende oder ausgehende TCP-Verbindungen
eingesetzt wird.
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4.2.5 SIP-basierte Internettelefonie
Ein weiteres Szenario könnte in dem expliziten Wunsch der Anwender bestehen, SIP-
basierte Internettelefonie durchführen zu wollen. Hierbei treten jedoch bereits im
”
orts-
festen“ Betrieb Probleme auf, besonders, wenn dabei NAT-Grenzen überschritten werden
sollen. Soll ein Endgerät zudem mobil werden, werden die Umstände nochmals komple-
xer. Eine Mobilitätsunterstützung sollte diese Probleme transparent, also ohne Zutun
der Benutzer, erkennen und lösen können.
Ansätze: Das NAT-Problem bezüglich SIP-basierter Sprachkommunikation lässt sich
bereits durch Einsatz eines VPNs lösen, allerdings nur, wenn den mobilen Endgeräten
im VPN globale IP-Adressen zugewiesen werden. Das Firewallproblem besteht dann
allerdings weiterhin, und mobilitätsspezifischen Herausforderungen wie längerfristigen
Isolationssituationen wird nicht begegnet.
Eine umfassende Lösung hierfür, welche auch mit den speziellen Problemen im mobi-
len Umfeld zurecht kommen kann, muss auf der Anwendung eines ALGs basieren. Diese
können sowohl das NAT- als auch das Firewallproblem lösen und während Isolationssi-
tuationen ein Fehlverhalten der beteiligten SIP-Telefone verhindern. Die Besonderheit
einer solchen Mobilitätsunterstützung besteht darin, dass sogar die Benutzer mit ein-
bezogen werden können. So wird durch das Einspielen einer Wartemelodie oder einer
Sprachansage auf die Gesprächspartner eingewirkt, damit diese während einer Isolati-
onssituation möglichst nicht auflegen.
4.2.6 Vergleich aller Mechanismen und Auswahl
In Tabelle 4.1 werden zusammenfassend alle Mechanismen (
”
Dienste“) auf ihre Eignung
zur Unterstützung der genannten Szenarien aufgeführt. Es lässt sich erkennen, dass kein
Dienst für sich alleine in der Lage ist, alle Szenarien zu unterstützen.
Eines der Leistungsmerkmale von REACH besteht nun darin, diese Dienste auch
kombiniert anbieten zu können. Das Ziel dabei ist, dass sich die Stärken der jeweiligen
Mechanismen gegenseitig ergänzen, während ihre Schwächen gegenseitig überdeckt wer-
den sollen. Es ist außerdem denkbar, dass die Szenarien in Kombination auftreten. So
kann ein möglichst
”
unkomplizierter Internetzugang“ gewünscht werden, und zudem soll
ein SSH-Dienst auf dem mobilen Endgerät für Zugriffe von außen erreichbar gemacht
werden. Die SSH-Sitzungen sollen zudem handoverresistent sein, also auch längerfristige
Isolationssituationen schadlos überstehen.
Hierfür bietet sich beispielsweise als
”
Unterbau“ die Verwendung eines VPNs an, so-
dass bereits ein vollwertiger Internetzugang bereit gestellt wird. Da sehr wahrscheinlich
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Szenario: Dienst: Relay SOCKSv4+5 TProxy VoIP VPN
Unkomplizierter Internetzugang − + − ++ ++
Serverdienste auf mobilem Gerät ++ −− −− −− −
Wahl des Netzanbieters − + − ++ ++
Langlebige Verbindungen ++ ++ ++ −− −−
SIP-basierte Internettelefonie −− −− −− ++ −
++ sehr gut geeignet, + mit Einschränkungen, − nur Sonderfälle, −− ungeeignet
Tabelle 4.1: Jede der vorgestellten Mobilitätsunterstützungen (Dienste) ist mehr oder
weniger gut geeignet, in einem bestimmten Szenario zu funktionieren. Die
Bewertung spiegelt die Meinung des Autors in Bezug auf die jeweiligen Vor-
und Nachteile wider.
für das VPN nur private IP-Adressen zum Einsatz kommen, werden noch keine einge-
henden Verbindungen unterstützt. Hierfür aber am VPN-Server Paketfilterregeln zum
nach innen gerichteten
”
Port Forwarding“ zu schalten wäre zwar möglich, würde aber
einen manuellen Eingriff seitens des Administrators erfordern. Die so weiter geleitete
Verbindungen würden zudem während längerfristiger Isolationssituationen abreißen.
Praktischer ist es stattdessen, die eingehenden TCP-Verbindungen über den nach
innen gerichteten Port-Weiterleitungsmechanismus zu ermöglichen. Für den Fernwar-
tungszugang reicht eine einzelne Weiterleitungsregel aus.
Bei Bedarf können später noch weitere Mechanismen aktiviert werden. Falls seitens
des mobilen Nutzers beispielsweise der Wunsch im Raum stehen sollte, ausgehende TCP-
Verbindungen zu bestimmten Servern langlebig zu gestalten, bietet sich der Mechanis-
mus der
”
transparenten Proxyserver“ an. Dieser greift in die Wegewahl ein, und wird
immer bevorzugt vor dem VPN aktiv (siehe Abschnitt 4.3.2.2). Das bedeutet, die selektiv
durch den
”
transparenten Proxyserver“ erfassten TCP-Verbindungen werden gesondert
behandelt, während alles das, was noch übrig bleibt, durch das VPN geleitet wird.
So lässt sich erkennen, dass es für den Anwender ideal ist, wenn er eine Vielzahl an
Mechanismen gleichzeitig aktivieren kann. Da gezeigt wurde, dass jeder Mechanismus
für sich gesehen Schwachpunkte hat und in bestimmten Szenarien versagt, ist deren
Mischbarkeit ein herausragendes Leistungsmerkmal von REACH, welches keine der bis-
her vorgestellten Mobilitätsunterstützungen anbietet.
4.3 Das Dienstekonzept von REACH
In Abschnitt 4.1 wurden die verschiedenen Mechanismen vorgestellt, welche zum Abfan-
gen von Datenströmen auf den mobilen Endgeräten zum Einsatz kommen können. Die
jeweiligen Eigenschaften sowie Vor- und Nachteile wurden beleuchtet. Darauf aufbau-
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end befasste sich Abschnitt 4.2 mit der Entscheidungsfindung, welche Mechanismen in
welchen Szenarien die beste Wirkung erzielen.
Die Mechanismen wurden dabei lediglich oberflächlich vorgestellt. Jetzt, wo eine Über-
sicht vermittelt wurde und die jeweiligen Zielstellungen klar sind, wird für jeden Mecha-
nismus auf die Realisierung als Dienst innerhalb von REACH eingegangen.
4.3.1 Architektur zur Diensterbringung
Bevor allerdings eine Vorstellung aller realisierten Dienste sowie eine detaillierte Be-
schreibung deren Funktion diskutiert wird, empfiehlt sich eine Vorstellung des transpor-
torientierten Kerns von REACH. Er definiert, wie die Dienste implementiert werden
müssen und wie die gesicherten Übertragungskanäle seitens der Dienste angefordert wer-
den können.
Definition 1 (Dienst) REACH bietet einem Anwender eine Menge an Diensten an,
welche je nach gewünschtem Szenario aktiviert werden können. Es können mehrere
Dienste gleichzeitig gestartet werden.
4.3.1.1 Dienstangebot: Dynamisch ladbare
”
Relay Plugins“
Jede der in Abschnitt 4.1 vorgestellten Methoden zum Abfangen von Datenströmen
wurde für REACH in Form dedizierter
”
Relay Plugins“ implementiert. Das bedeutet,
dass es einen
”
diensteunabhängigen Unterbau“ (den transportorientierten Kern von RE-
ACH) sowie eine Menge an instantiierbaren Diensten gibt. In Abbildung 4.1 wird dieses
Konzept verdeutlicht. Hier sind diverse
”
Relay Plugins“ am REACH-Client instantiiert
worden. Zudem werden hier die Wechselwirkungen mit den Anwendungen sowie im Fall
des VPN-basierten
”




Relay Plugins“ bilden die Grundlage für das modulare Dienstangebot, welches
eines der Leistungsmerkmale von REACH darstellt. Es handelt sich dabei um dyna-
misch ladbare Objekte, so genannte
”
Dynamically loadable Shared Objects“ (DSOs).
Zur Implementierung eines neuen
”
Relay Plugins“ muss eine C++-Schnittstellenklasse
abgeleitet werden, und nur in dieser abgeleiteten Klasse werden sämtliche dienstspezifi-
schen Funktionen implementiert. Alle
”
Relay Plugins“ verfügen somit über eine uniforme
Schnittstelle und können vom Kern gleichermaßen behandelt werden. Die Plugins werden
bei REACH mit Hilfe der
”
libtool dynamic loader library“ (libltdl) geladen. Da diese
einen plattformunabhängigen Mechanismus zum Laden von DSOs anbietet, ist der ent-
standene Quelltext diesbezüglich nicht auf einen Einsatz unter GNU/Linux beschränkt.









Transportorientierter Kern von REACH
SOCKSv5 TCP TCP, UDP UDP
tapXtunX
Client
Abbildung 4.1: Sowohl am REACH-Client (hier gestrichelt eingerahmt) als auch am RE-
ACH-Server können eine Vielzahl an
”
Relay Plugins“ (grau eingefärbte
Blöcke) instantiiert werden. Ihre Aufgabe ist es, die Datenströme der
unmodifizierten Anwendungen gemäß eines bestimmten Schemas abzu-
fangen und durch den transportorientierten Kern zu leiten.
Definition 2 (Relay Plugin) Als
”
Relay Plugin“ wird eine dynamisch zu ladende Bi-
bliothek bezeichnet. Durch diese wird das Diensteangebot von REACH in modularer Form
bereit gestellt.
”
Relay Plugins“ werden zum Programmstart gemäß der vorgefundenen Konfigurations-
dateien geladen und eingebunden. Es handelt sich dabei quasi um
”
Schablonen“, welche
beliebig oft instantiiert werden können. Das bedeutet beispielsweise, dass für drei TCP-
Weiterleitungsregeln zwar drei Instanzen des zugehörigen
”
Relay Plugins“ benötigt wer-
den, aber dessen Bibliothek nur ein einziges mal geladen wird.
Definition 3 (Instanz) Anhand eines geladenen
”
Relay Plugins“ können Instanzen
erzeugt werden. Diese bieten den durch das
”
Relay Plugin“ verkörperten Dienst mit
jeweils einer ganz bestimmten Konfiguration an. Auf dem REACH-Client kann es dabei
mehrere Instanzen pro
”
Relay Plugin“ geben, auf dem REACH-Server maximal eine.3
Spätere Instantiierungen zur Laufzeit sind ebenfalls möglich, wenn zum Beispiel zu-
sätzliche Weiterleitungsregeln benötigt werden. Instantiierte
”
Relay Plugins“ werden pa-
rametriert und überwacht. Sie können jederzeit mit neuen Parametern versorgt oder
beendet werden.
3Diese Einschränkung liegt im Dienstsuchemechanismus von REACH begründet. Der REACH-Client
kann lediglich erkennen, welche ”Relay Plugins“ ein bestimmter REACH-Server instantiiert hat. Ist
ein bestimmtes ”Relay Plugin“ an einem REACH-Server verfügbar, kann dieser ausgewählt werden.
Es lassen sich jedoch keine ”Variationen“ mehr unterscheiden, sodass am REACH-Server lediglich
eine einzige Instanz pro Typ adressierbar ist (siehe Abschnitt 4.4 ”Mitteilung des Diensteangebots“
sowie Abschnitt 7.4 ”Dienstsuche“).
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Ein weiterer Vorteil dieses modularen Ansatzes ist es, dass die
”
Relay Plugins“ unab-
hängig vom Kern gepflegt und auch zur Laufzeit des Kerns noch installiert und geladen
werden können.
4.3.1.2 Übertragungsdienst: Linkbündel und logische Verbindungen
Eine Herausforderung bestand darin, eine einheitliche Schnittstelle für alle Typen von
”
Relay Plugins“ zu schaffen. Aus Sicht des Kerns müssen alle geladenen Instanzen dieselbe





Relay Plugins“ werden von derselben abstrakten Basisklasse abgeleitet.
Weitaus umfangreicher stellt sich die Problematik dar, wenn man aus Sicht eines
”
Relay Plugins“ auf die Schnittstelle zum transportorientierten Kern hin schaut. Hier
müssen im Sinne eines Übertragungsdienstes sämtliche Funktionen angeboten werden,
welche benötigt werden, um zwei
”
Relay Plugin“-Instanzen miteinander assoziieren zu
können. Zuallererst ist daher zu klären, welche Anforderungen seitens eines
”
Relay Plug-
ins“ an den Übertragungsmechanismus des REACH-Kerns bestehen.
Diese Aspekte werden ausführlich im Rahmen des
”
Transportkonzepts“ in Kapitel 5
beleuchtet. Hier an dieser Stelle soll vorab ein Überblick geschaffen werden, welche die
nachfolgende Vorstellung der einzelnen
”
Relay Plugins“ erleichtert.
• Es werden Transportkanäle zum Austausch der abgefangenen Nutzdaten zwischen
jeweils zwei miteinander assoziierten
”
Relay Plugin“-Instanzen benötigt. Die erste
Instanz ist diejenige auf dem mobilem Endgerät, die zweite existiert auf einem
REACH-Server. Diese Kanäle werden bei REACH als logische Verbindungen be-
zeichnet.
• Es werden zwei Arten von Daten unterschieden. In Anlehnung an die beiden Trans-
portschichtprotokolle TCP und UDP werden stromorientierte und paketorientier-
te logische Verbindungen unterschieden. Erstere erlauben die gesicherte Übertra-
gung eines byteorientierten Datenstroms, während letztere die ungesicherte Über-
tragung von Paketen ermöglicht.
• Je nach Dienst kann es notwendig sein, logische Verbindungen bereits bei der An-
nahme genauer klassifizieren zu können, also noch bevor Nutzdaten aus dieser
entnommen werden. Bei den für die SIP-basierte Sprachübertragung gedachten
”
Relay Plugins“ müssen beispielsweise logische Verbindung für Sprachdaten von lo-
gischen Verbindungen für Signalisierungsdaten unterschieden werden. Daher wird
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• Logische Verbindungen werden seitens einer beliebigen
”
Relay Plugin“-Instanz an-
gefordert und dann von einer Partnerinstanz angenommen. Die anfordernde
”
Relay
Plugin“-Instanz kann dabei sowohl auf dem REACH-Client als auch auf dem RE-
ACH-Server residieren. Damit sind aus Sicht einer jeden Instanz ausgehende und
eingehende logische Verbindungen möglich.
Dies wirft allerdings die Frage auf, wohin eine an einem REACH-Server angeforderte
logische Verbindung geleitet werden soll. Sollte bisher kein REACH-Client angemeldet
sein, kann kein Ziel benannt werden. Wären dagegen bereits mehrere REACH-Clients
angemeldet, wäre eine Zuordnung nicht mehr eindeutig möglich. Daraus folgt, dass eine
übergeordnete Sitzung benötigt wird.
Definition 4 (Sitzung) Jede clientseitige
”
Relay Plugin“-Instanz kann sich mit einem
oder mehreren serverseitigen
”
Relay Plugin“-Instanzen assoziieren. Da es serverseitig
pro
”
Relay Plugin“ nur eine einzige Instanz geben kann, ist folgende Aussage zutref-
fend: Jede Instanz eines
”
Relay Plugins“ kann mit einer Vielzahl an Partnerinstanzen
assoziiert sein, also eine Sitzung aufgebaut haben.
Eine solche Sitzung wird immer seitens einer
”
Relay Plugin“-Instanz auf einem RE-
ACH-Client aufgebaut und schließt eine Partnerinstanz auf einem REACH-Server mit
ein. Hierbei wird initial unter Zuhilfenahme eines Dienstsuchemechanismus ein geeigne-
ter REACH-Server gesucht, welcher ebenfalls das entsprechende
”
Relay Plugin“ instan-
tiiert haben muss. Zwischen beiden Instanzen wird eine Sitzung erzeugt, welche eine
Vielzahl an logischen Verbindungen umfassen kann. Eine aufgebaute Sitzung ist dauer-
haft an einen REACH-Server gebunden und kann niemals auf einen anderen REACH-
Server migriert werden. Der Grund hierfür ist, dass sich aus Sicht der Server im Internet
die IP-Adresse des Kommunikationspartners (des
”
Ankerpunkts“) nicht ändern darf.
Innerhalb von REACH werden diese Sitzungen durch so genannte Linkbündel reprä-
sentiert. Der Begriff rührt daher, dass dieses Konstrukt als ein
”
Bündel“ gesehen werden




Relay Plugin“-Instanz besitzt immer maximal ein Linkbündel zu einer bestimm-
ten Partnerinstanz, kann aber insgesamt eine Vielzahl an Linkbündeln zu diversen Part-
nerinstanzen verwalten. Dies ist die Voraussetzung für Mechanismen wie Lastverteilung
und die ortsabhängige Auswahl von REACH-Proxyservern, welche im Rahmen des
”
Such-
konzepts“ in Kapitel 7 diskutiert werden.
Definition 5 (Linkbündel) Ein Linkbündel verkörpert eine Sitzung zwischen einer cli-
entseitigen
”
Relay Plugin“-Instanz und einer serverseitigen
”
Relay Plugin“-Instanz. Eine
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Relay PluginRelay Plugin Kern Kern
LinkbündelLinkbündel
REACH−Client REACH−Server
Logische Verbindungen Logische Verbindungen
Abbildung 4.2: Zwei miteinander assoziierte
”
Relay Plugin“-Instanzen sind durch genau
ein Linkbündel miteinander assoziiert. Diese werden immer ausgehend
vom mobilen Gerät aus aufgebaut und erlauben schlussendlich die beid-
seitige Anforderung einer Vielzahl an logischen Verbindungen.
Sitzung bedient sich genau eines Linkbündels. Jede Instanz kann jedoch eine Vielzahl an
Linkbündeln verwalten.
Definition 6 (Logische Verbindung) An den Endpunkten eines jeden Linkbündels
können beidseitig logische Verbindungen angefordert und angenommen werden. Diese
stellen den eigentlichen Übertragungsdienst bereit. REACH unterscheidet stromorien-
tierte und paketorientierte logische Verbindungen. Jedes Linkbündel kann eine Vielzahl
beider Typen führen. Welche Arten und wie viele logische Verbindungen in welcher Rich-




Die Konfiguration bezüglich der Dienste, also der zu instantiierenden
”
Relay Plugins“, ist
sowohl am REACH-Client als auch am REACH-Server in der Datei relayplugins.xml
hinterlegt. Diese Datei wird beim Programmstart eingelesen. Sie dient in erster Linie




Die Konfigurationsdatei weist eine definierte Struktur auf. Sie ist sowohl menschen-
als auch maschinenlesbar und wurde entworfen, um die folgenden Anforderungen zu
erfüllen:
• Sie muss die Dateinamen aller
”
Relay Plugin“-Bibliotheken erfassen, damit diese
dynamisch geladen werden können.
• Clientseitig kann jede
”
Relay Plugin“-Bibliothek zur Erzeugung einer Vielzahl von
Instanzen benutzt werden.
• Serverseitig wird pro
”
Relay Plugin“-Bibliotheken immer nur genau eine Instanz
erzeugt.4
4Das liegt in der beschränkten Implementierung des Dienstefindungsmechanismus begründet. Dieser
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• Instanzen können parametriert werden. Parameter werden in Form von Schlüssel-
Werte-Paaren abgelegt.
• Es kann notwendig sein, die Freiheit des Dienstefindungsmechanismus einzuschrän-





<Item key="KEY" value="VALUE" />
<!-- ... weitere Schlüssel-Werte-Paare -->
</Configuration>
<Discovery>
<Item key="KEY" value="VALUE" />
<!-- ... weitere Schlüssel-Werte-Paare -->
</Discovery>
</Instance>
<!-- Nur am REACH-Client: Weitere Instanzen -->
</RelayPlugin>
<!-- ... weitere RelayPlugins -->
</RelayPlugins>
Abbildung 4.3: Die Konfigurationsdatei relayplugins.xml definiert die zu instantiie-
renden
”
Relay Plugins“. Es soll die allgemeine Struktur verdeutlicht
werden.
Für die Konfigurationsdateien wird die
”
Extended Markup Language“ (XML) be-
nutzt. Die resultierende XML-Struktur entspricht dabei dem Schema aus Abbildung 4.3.
Sie besteht aus einer äußeren <RelayPlugins>-Schachtelung, welche eine Menge an
<RelayPlugin>-Unterschachtelungen enthält. Jede ist für ein bestimmtes
”
Relay Plu-
gin“ zuständig und definiert in erster Linie den Dateinamen der zu ladenden Bibliothek
(Attribut loadlibrary) sowie eine Menge an zu erstellenden Instanzen (Schachtelungen
<Instance>). Für jede Instanz können Parameter in Form zweier Listen an Schlüssel-




Die Angabe des <Configuration>-Blocks ist optional, da speziell am Server oftmals
keine Parameter für die Instanzen benötigt werden. Zusätzlich zum Konfigurationsblock
bietet momentan beim Aufbau eines Linkbündels keine Möglichkeit an, mehrere Instanzen desselben
”Relay Plugins“ zu unterscheiden. Eine solche Unterscheidung war bislang bei keinem Dienst sinnvoll
oder gar erforderlich.
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kann noch ein Parameterblock zur Einflussnahme auf die Dienstsuche (Schachtelung
<Discovery>) abgelegt werden. Diese werden aber nicht an die betroffenen Instanzen
übergeben, sondern bereits durch den transportorientierten Kern ausgewertet. In man-
chen Fällen ist es notwendig, dass ein bestimmter REACH-Proxyserver für die Dienst-





Netze“ geschaffen werden. Bislang wurden hierfür zwei Parameter definiert:
key="transition": Im value-Feld kann durch Angabe von "true" oder "false" fest-
gelegt werden, ob eine Instanz einen einmal gewählten REACH-Server durch einen an-
deren ersetzen darf. Die Defaulteinstellung lautet "true" und erlaubt damit mehrere
Sitzungen pro Instanz. Ein
”
Relay Plugin“ kann diesen Parameter allerdings eigenmäch-
tig auf "false" setzen, wobei auch ein manuelles Aktivieren dann nicht mehr möglich
ist.
key="use reachserver": Bei Angabe dieses Parameters nutzt eine Instanz ausschließ-
lich den im value-Feld referenzierten REACH-Server, unter vollständiger Umgehung des
Dienstsuchemechanismus. Sollte sich herausstellen, dass der referenzierte Server nicht in
der Lage ist den Dienst zu erbringen, versagt die hiesige Instanz ihren Dienst. Anzu-
merken ist, dass bei Angabe dieses Parameters implizit der Parameter "transition"
unveränderlich auf "false" gesetzt wird.
Die erläuterte Struktur der Konfigurationsdatei gilt sowohl für den REACH-Client als
auch für den REACH-Server. Bei Letzterem darf es allerdings pro
”
Relay Plugin“ nur eine





Da für jeden zu unterstützenden Dienst sowohl am REACH-Client als auch am REACH-
Server bestimmte Funktionen hinterlegt werden müssen, treten
”
Relay Plugins“ immer
paarweise auf. Zu jedem Dienst gibt es ein clientseitiges und ein serverseitiges
”
Relay
Plugin“. Damit ein Dienst erbracht werden kann, muss sich eine clientseitige
”
Relay




Im Folgenden werden die bereits für REACH entwickelten
”
Relay Plugins“ vorgestellt
und die sich dahinter verbergenden Mechanismen im Detail beleuchtet.
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4.3.2.1 SOCKSv4 und SOCKSv5
SOCKS wurde ursprünglich dazu entwickelt, den Datenverkehr an Firewalls feingranular
steuern zu können: Eine restriktiv eingestellte Firewall würde dafür sämtlichen Daten-
verkehr sperren, aber die indirekte Passage über einen SOCKS-Proxyserver gestatten
(welcher praktisch parallel zur Firewall angeordnet ist und diese somit umgehen kann).
Auf diesem SOCKS-Proxyserver können dann umfangreiche Regelsätze pro Nutzer und
Anwendung hinterlegt werden. Ein solcher Einsatzfall – allerdings ohne die genannte
Firewall – wird in Abbildung 4.4 dargestellt.
SOCKS Interpreter










Abbildung 4.4: In diesem Anwendungsfall, für den SOCKS ursprünglich entwickelt
worden ist, werden TCP-Verbindungen und UDP-Assoziationen seitens
der Anwendungen nur noch indirekt über den SOCKS-Proxyserver
abgewickelt.
Die relevante Tatsache hierbei ist, dass die Anwendungen dann sämtliche Daten über
den Proxyserver leiten, und zwar unter Zuhilfenahme der Protokolle SOCKSv4 oder
SOCKSv5. SOCKSv5 ist der Nachfolger von SOCKSv4 und erweitert dieses um die
Unterstützung von UDP sowie um eine umfangreiches Angebot an Authentifizierungs-
schemata.
Abbildung 4.5 illustriert den Ablauf beim Aufbau eines
”
indirekten Sockets“, wenn
SOCKSv4 oder SOCKSv5 zum Einsatz kommen. Die Spalte links im Ablaufdiagramm re-
präsentiert die Anwendung (den SOCKS-Client), welche mit dem in der mittigen Spalte
angeordneten SOCKS-Proxyserver unter Zuhilfenahme des SOCKS-Protokolls kommu-
niziert. Der SOCKS-Proxyserver kann die Server im Internet (rechte Spalte) erreichen,
was den Anwendungen auf dem Client unter Umständen nicht
”
direkt“ gestattet ist.
SOCKS-Protokollfunktionen: Bei Einsatz von SOCKSv5 baut der Client TCP-Steuer-
verbindungen zum SOCKS-Proxyserver auf. Diese Verbindungen werden authentifiziert,
wobei SOCKSv5 hierfür eine Vielzahl an Möglichkeiten vorsieht. Der Client schickt hier-
für eine Liste der von ihm unterstützen Mechanismen zum SOCKS-Proxyserver. Der
Proxyserver ignoriert alle eventuell nicht unterstützen Mechanismen und filtert zudem
alle nicht erwünschten Varianten (NO AUTHENTICATION REQUIRED stellt je nach gewähl-
ter Sicherheitsstufe eine solche unerwünschte Variante dar). Aus der Menge der übrig






























Anwendung / Client SOCKS Proxyserver
Anwendung / Server
SOCKSv5
Abbildung 4.5: Der Lebenszyklus einer SOCKSv5-Sitzung ist gegenüber einer SOCKSv4-
Sitzung um optionale Authentifizierungsschemata erweitert worden
(nach [Sock]).
gebliebenen Varianten wählt der Proxyserver eine aus und kommuniziert seine Wahl an
den Client. Konnten sich beide Instanzen auf ein Schema einigen, beginnt der eigentli-
che Authentifizierungsvorgang. Geht bei einem dieser Schritte etwas schief, beendet der
Proxyserver die Steuerverbindung.
Ab dieser Stelle verhalten sich SOCKSv4 und SOCKSv5 (bei erfolgreich durchlaufe-
ner Authentifizierung) ähnlich. Der Client hat jetzt die Möglichkeit, ein so genanntes
”
SOCKS-Kommando“ an den SOCKS-Proxyserver zu versenden. Es werden folgende drei
Protokollfunktionen unterschieden:
• CONNECT
Mit Hilfe des CONNECT-Kommandos werden ausgehende TCP-Verbindungen ge-
schaltet. Der Client übermittelt dazu die gewünschte IP-Adresse und TCP-Port-
nummer an den SOCKS-Proxyserver, welcher dann seinerseits die Verbindung zum
gewünschten Zielsystem aufbaut. Konnte die ausgehende Verbindung etabliert wer-
den, schickt der Proxyserver eine positive Bestätigung zum Client und schaltet
danach in einen transparenten Weiterleitungsmodus. Alle Daten vom Client zum
Zielsystem und umgekehrt werden so lange
”
umgeschaufelt“, bis einer der beiden
Kommunikationspartner die TCP-Verbindung schließt. Anzumerken ist, dass die
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Bestätigung des SOCKS-Proxyservers im positiven Fall noch die IP-Adresse und
Portnummer enthält, mit welcher die ausgehende TCP-Verbindung am Proxyser-
ver sichtbar ist.
• BIND
Das BIND-Kommando ist für eingehende TCP-Verbindungen verantwortlich. Dazu
wird am SOCKS-Proxyserver ein TCP-Port
”
gebunden“, um auf diesem im An-
schluss eine TCP-Verbindung annehmen zu können. Der Client erhält auf ein BIND-
Kommando zwei Antworten: In der ersten Antwort wird ihm mitgeteilt, auf wel-
cher IP-Adresse und TCP-Portnummer am Proxyserver auf die eingehende TCP-
Verbindung gewartet wird. Diese Information muss vom Client dahingehend be-
nutzt werden, dass diese Adresse über eine bereits bestehende Kommunikationsbe-
ziehung an den Kommunikationspartner im Internet gesendet werden muss. Diese
Partnerinstanz kann daraufhin eine Verbindung zu der spezifizierten Adresse auf-
bauen, was den SOCKS-Proxyserver dazu veranlasst, eine zweite Bestätigung für
den Client zu formulieren: Sie signalisiert die erfolgreiche Verbindungsannahme
und benennt die IP-Adresse und Portnummer des Initiators der eingehenden Ver-
bindung. Anschließend wird wiederum in einen transparenten Datenweiterleitungs-
modus geschaltet, so wie es beim CONNECT-Kommando bereits erläutert worden ist.
Da die vom Client aufgebaute Steuerverbindung nach erfolgreichem BIND-Kom-
mando nur noch zum Datenaustausch mit dem Zielsystem verwendet wird, ist die
Annahme weiterer TCP-Verbindungen an der reservierten Annahmestelle nicht
mehr möglich. SOCKS unterstützt lediglich die Annahme einzelner
”
Begleitverbin-
dungen“, was zum Beispiel für FTP benötigt wird. Es ist nicht möglich, Annahme-
stellen zu schalten, welche mehr als nur eine einzige TCP-Verbindung annehmen
und
”
nach innen“ leiten. Eine solche Funktion wäre aber notwendig, um Server-
dienste auf dem Client anbieten zu können.
• UDP ASSOCIATE
Mit Hilfe dieser Protokollfunktion steht Unterstützung für das verbindungslose
UDP bereit. Hierfür erstellt der Client eine Annahmestelle für UDP-Pakete, dessen
Adresse er mit Hilfe des UDP ASSOCIATE-Kommandos dem SOCKS-Proxyserver
mitteilt. Dieser erstellt daraufhin einen so genannten
”
UDP Relay Server“, welcher
clientseitig wiederum eine Annahmestelle für UDP-Pakete besitzt. Dessen Adresse
wird dem Client in einer Bestätigungsnachricht über die TCP-Steuerverbindung
mitgeteilt. Client und Proxyserver können sich nun UDP-Pakete zusenden, wobei
jedes UDP-Paket einen SOCKS-Protokollkopf (Header) aufweisen muss. In die-
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sem Header steht pro UDP-Paket verzeichnet, wohin das Paket vom Proxyserver
gesendet werden soll bzw. von welchem Kommunikationspartner ein am SOCKS-
Proxyserver empfangenes UDP-Paket stammt.
Nach Übertragung der Bestätigung wird die TCP-Steuerverbindung nicht länger
zur Datenübertragung herangezogen. Sie dient von nun an lediglich dazu, den
”
UDP Relay Server“ am SOCKS-Proxyserver zu erhalten. Dieser bleibt solange
bestehen, bis der Client die zugehörige TCP-Steuerverbindung schließt.
SOCKSv4 unterstützt keine UDP-Assoziationen und kann zudem nur mit IPv4-Adres-
sen in Form 32 Bit langer Datenfelder arbeiten. SOCKSv5 dagegen kann alternativ auch
mit IPv6-Adressen und sogar mit DNS-Namen umgehen. In letzterem Fall würde die
Namensauflösung erst vom SOCKS-Proxyserver durchgeführt werden, und am Client
bräuchte kein DNS-Server bekannt zu sein.
Der Aufbau der Nachrichten von SOCKSv4 und SOCKSv5 ist unterschiedlich. Da
allerdings in jeder SOCKS-Protokolldateneinheit das erste Byte für die Versionsnummer
vorgesehen ist, kann der SOCKS-Proxyserver erkennen, nach welchem Schema die Nach-
richten einer jeden Steuerverbindung aufgebaut sein sollen. Es stellt also kein Problem
dar, eine SOCKS-Annahmestelle zu implementieren, welche sowohl SOCKSv4 als auch
SOCKSv5 unterstützt.
Einsatz von SOCKS in der Praxis: Es lässt sich erkennen, dass durch den Einsatz
von SOCKS ein breites Spektrum an Anwendungen abgedeckt werden kann. Ausgehende
TCP-Verbindungen werden unterstützt, für eingehende TCP-Verbindungen müssen aller-
dings gravierende Einschränkungen in Kauf genommen werden. So ist es nicht möglich,
mehr als eine einzige TCP-Verbindung pro am Proxyserver reservierter Portnummer
anzunehmen und deren Inhalt weiterzuleiten. Mit SOCKSv5 steht zudem eine umfas-
sende Unterstützung für den indirekten Versand von UDP-Paketen bereit. Was nicht
angeboten wird, ist beispielsweise die Unterstützung von ICMP oder anderer Transport-
schichtprotokolle wie SCTP oder DCCP. Die für die meisten Anwendungen relevanten
Datenströme können aber durch SOCKS gehandhabt werden. So wird SOCKS auch
für die Anonymisierungsprogramme TOR [Tor0] (Abk. für
”
The Onion Router“) und
I2P [I2P0] (Abk. für
”
Invisible Internet Project“) eingesetzt, um die Datenströme der
Anwendungen durch den jeweiligen Anonymisierer zu leiten. Auch zur Realisierung ei-
nes IPv4-zu-IPv6-Gateways konnte SOCKSv5 bereits erfolgreich herangezogen werden
(RFC 3089, [Kita01]).
Es muss allerdings geklärt werden, wie man die Anwendungen dazu bringen kann,
nur noch indirekt mit Hilfe des SOCKS-Protokolls zu kommunizieren. Glücklicherweise
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gibt es Anwendungen, die bereits
”
von Haus aus“ diese Möglichkeit anbieten. Bekannte
Beispiele sind der Webbrowser Mozilla Firefox [Fire] sowie die Desktopumgebung
KDE [KDE0], welche beide in ihren Einstellungsdialogen den Einsatz von SOCKS vor-
sehen.
Für Anwendungen, die eine solche Möglichkeit nicht vorsehen, steht der Mechanismus
der
”
Socksifizierung“5 zur Verfügung. Hierbei wird durch Beeinflussung des
”
Linkers“
beim Start der Anwendung die
”
SOCKS Library“ statt der ursprünglich vorgesehenen
”
Sockets Library“ geladen. Die in dieser Ersatzbibliothek hinterlegten Funktionen be-
sitzen dasselbe
”
Application Programming Interface“ (API) wie die ersetzten Socket-
Routinen, sodass die Anwendung ab diesem Moment nur noch SOCKS-Funktionen auf-
ruft und somit indirekt über den SOCKS-Proxyserver kommuniziert. Der Austausch der
Kommunikationsbibliothek wird durch die Anwendungen nicht bemerkt.
Hierfür bietet sich unter GNU/Linux der Einsatz des Programms socksify aus dem
Programmpaket Dante [Dant] an, während unter Microsoft Windows die Software
SocksCap
6 diese Funktionalität bereitstellt. Diese Vorgehensweise versagt allerdings,
wenn ein Programm
”
statisch gelinkt“ wurde, und damit ein nachträgliches Austauschen
der Kommunikationsbibliothek durch Beeinflussung des Linkers nicht mehr möglich ist.
Sie versagt außerdem, wenn der Start der betroffenen Anwendung für den Nutzer un-
erreichbar
”
in den Tiefen des Betriebssystems“ abgewickelt wird. Dies ist beispielsweise
beim Internet Explorer unter Microsoft Windows der Fall, da dessen Komponenten
bereits zum Systemstart initialisiert werden, noch lange bevor der Nutzer die Möglichkeit
hat, eine Software wie SocksCap zu starten. Dann ist es nicht möglich, die Datenströme
der betroffenen Anwendung mit Hilfe von SOCKS über einen Proxyserver zu leiten.
Für das Programmpaket Dante sieht die Konfiguration der clientseitigen SOCKS-Bi-
bliothek so aus wie in Abbildung 4.6 dargestellt. Exakt diese Konfigurationsdatei kommt
auch im Demonstrator zum Einsatz. Ohne deren Inhalt tiefgreifend vorstellen zu wollen,
lassen sich dennoch wichtige Details erkennen, die eine gesonderte Erwähnung verdienen.
Zum einen wird hier die Art der Namensauflösung festgelegt. SOCKSv5 bietet es an, die
Namensauflösung wie üblich über UDP seitens des mobilen Endgeräts durchzuführen,
oder alternativ statt aufgelöster IP-Adressen den DNS-Namen des gewünschten Ziel-
systems im Klartext in die SOCKS-Kommandos einzubetten. In diesem Beispiel wird
explizit eine Auflösung durch den SOCKS-Client unter Zuhilfenahme von UDP festge-
legt. Damit die Namensauflösung nicht ebenfalls durch SOCKS abgefangen wird, enthält
die Konfigurationsdatei hierfür eine Ausnahmeregel. Diese Ausnahmeregel wird durch
5Socksifizierung: Freie Übersetzung des englischen Kunstworts ”to socksify“, was sinngemäß ”mit
SOCKS-Funktionalität ausstatten“ bedeutet.
6Mittlerweile abgekündigt und ohne Homepage.
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resolveprotocol: udp
route {
# Anfragen an Nameserver immer direkt zustellen!
from: 0.0.0.0/0 to: 0.0.0.0/0 port = domain via: direct
}
route {
# Anfragen an Localhost immer direkt zustellen




from: 0.0.0.0/0 to: 0.0.0.0/0 via: 127.0.0.1 port = 1080
proxyprotocol: socks_v4 socks_v5
command: bind bindreply connect udpassociate udpreply
}
route {
from: 0.0.0.0/0 to: . via: 127.0.0.1 port = 1080
proxyprotocol: socks_v4 socks_v5
command: bind bindreply connect udpassociate udpreply
}
Abbildung 4.6: Die Konfigurationsdatei /etc/socks/socks.conf parametriert die
SOCKS-Clientbibliothek des Dante-Pakets.
den ersten route-Block definiert, welche als Filterkriterium die Zielportnummer domain
verwendet. Das Alias domain wird unter Zuhilfenahme der Datei /etc/services in die
Portnummer 53 aufgelöst. Der zweite route-Block definiert eine weitere Ausnahmere-
gel, welche sämtlichen lokalen TCP- und UDP-Datenverkehr ausschließt. Nur so wird
gewährleistet, dass weiterhin lokale Sockets zur Interprozesskommunikation funktionie-
ren können. Die letzten beiden Blöcke erfassen sämtlichen TCP- und UDP-basierten
Datenverkehr, der noch übrig bleibt, und leiten diesen unter Anwendung von SOCKSv4
oder SOCKSv5 über den SOCKS-Proxyserver.
SOCKS mit Blick auf eine Mobilitätsunterstützung: Für alle ursprünglichen Ein-
satzszenarien von SOCKS gilt, dass die Modifikation der Anwendungen zur Erreichung
der
”
indirekten Konnektivität“ nicht praxistauglich ist. Das macht SOCKS für den Ein-
satz in REACH interessant, da hier dieselbe Randbedingung gilt: Das Kommunikations-
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verhalten der Anwendungen soll ohne deren Modifikation beeinflusst werden, mit Blick
auf die Bereitstellung handoverresistenter Kommunikationsmechanismen.
Ein Lösungsvorschlag, welcher diese Idee umsetzt, wurde vom Autor in [Ever04] vor-
gestellt. Wenn man sich nochmals Abbildung 4.4 auf Seite 49 anschaut, erkennt man,
dass durch den Einsatz von SOCKS die Kommunikationsbeziehungen jeweils in zwei
eigenständige Teilstrecken aufgebrochen werden. Im Zentrum steht der SOCKS-Proxy-
server, welche beide Teilstrecken miteinander verknüpft. Keine der beiden Teilstrecken
darf durch Mobilitätsereignisse negativ beeinflusst werden, da sowohl die Anwendun-
gen (erste Teilstrecke) als auch die Server im Internet (zweite Teilstrecke) damit nicht
umgehen können.
So wie SOCKS regulär eingesetzt wird, ist bereits die Teilstrecke zwischen SOCKS-
Proxyserver und den Servern im Internet nicht durch Mobilitätsereignisse betroffen. Die
Teilstrecke am Client involviert jedoch die Luftschnittstelle, was während Handoverer-
eignissen zu Problemen führen wird. Würde man den SOCKS-Proxyserver stattdessen
auf dem mobilen Endgerät installieren, wären die Anwendungen effektiv vor der Luft-
schnittstelle abgeschottet, jedoch wären dann die Verbindungen der zweiten Teilstrecke







Abbildung 4.7: Eine bereits in [Ever04] geäußerte Idee sieht die Teilung eines SOCKS-
Proxyservers in einen
”
mobilen Teil“ und einen
”
ortsfesten Teil“ vor, um
sowohl die Clients als auch die Server vor der Luftschnittstelle abschotten
zu können.
Um beide Teilstrecken vor der Luftschnittstelle abzuschotten, könnte ein SOCKS-
Proxyserver wie in Abbildung 4.7 gezeigt in zwei Teile getrennt werden. Der
”
mobile
Teil“ wird auf dem mobilen Endgerät installiert und von den dort laufenden Anwendun-
gen als SOCKS-Proxyserver verwendet. Der Rest bildet den
”
ortsfesten Teil“, welcher
auf dem Proxyserver installiert wird. Er schottet seinerseits die Server vor der Luft-
schnittstelle ab und bietet einen
”
Ankerpunkt“ für sämtlichen Datenverkehr. Mobiler
und ortsfesten Teil müssen durch einen handoverresistenten Übertragungsmechanismus
miteinander verbunden werden, sodass beide Teile wieder eine funktionale Einheit bilden,
welche einem vollwertigen SOCKS-Proxyserver ähnelt.
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Dieser Ansatz wurde vom Autor in [Ever04] verworfen, da es sich als zu kompliziert
herausstellte, einen bereits bestehenden SOCKS-Proxyserver wie den aus dem Dan-
te-Paket [Dant] zu nehmen und zu teilen. Problematisch war, dass es sich hierbei um
ein kompliziertes und umfangreiches Programm handelte, welches durch seine gegebene
Struktur eine völlige Umstrukturierung erfordert hätte. Ein solches Vorgehen würde neue
Probleme mit sich bringen: der dabei entstandene Quelltext hätte mit der Ursprungs-
version nicht mehr viel zu tun gehabt, und eventuelle Verbesserungen oder Fehlerbe-
reinigungen in neueren Versionen des Dante-Pakets hätten nicht länger eingebunden
werden können. Gerade durch das vielfältige Angebot an Authentifizierungsmethoden
und Konfigurationsmöglichkeiten wäre die Pflege der Software extrem erschwert gewe-






































































Abbildung 4.8: In [Ever04] wurde eine SOCKSv5-basierte Mobilitätsunterstützung vor-
geschlagen, welche ohne die Trennung einer SOCKS-Proxysoftware aus-





ver“ zum Einsatz, welche durch einen mit Blick auf Mobilitätsereignis-
se entwickelten Übertragungsmechanismus (die zwei gerasterten Blöcke)
miteinander in Kontakt standen. Weiterhin war noch der nicht modifizier-
te vollwertige SOCKSv5-Proxyserver aus dem Dante-Programmpaket
erforderlich.
Dabei erwies sich eine Struktur wie in Abbildung 4.8 dargestellt als vielversprechend.
Sie konnte schlussendlich in Form eines Prototypen implementiert werden. Dabei kam
weiterhin die SOCKS-Proxysoftware Dante zum Einsatz, welche allerdings weder modi-
fiziert noch aufgeteilt werden brauchte. Somit standen sämtliche SOCKS-Protokollfunk-
tionen zur Verfügung, und es kam seitens des Proxyservers zu keinem Wartungsproblem.
Für die Isolation der Luftschnittstelle kamen zwei vom Autor einzig für diesen Zweck er-





Server“. Ersterer wird auf dem mobilen Endgerät installiert und bietet eine SOCKSv5-
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fähige Annahmestelle, ohne jedoch einen vollwertigen Proxyserver zu implementieren.
Er terminiert damit die von den lokalen Anwendungrn kommenden SOCKS-Kommuni-
kationskanäle und ist in der Lage, die an der SOCKSv5-Annahmestelle angenommenen
TCP-Verbindungen und UDP-Assoziationen zu verwalten und deren Daten mittels eines
handoverresistenten Übertragungsmechabnismus über die Luftschnittstelle an den Hand-
over-Server zu versenden. Der Handover-Server ist zusammen mit der Dante SOCKS-
Proxyserversoftware auf dem Proxyserver installiert. Der Handover-Server tritt seiner-




Diese Lösung konnte umgesetzt werden und funktionierte auch, zeigte jedoch eini-
ge Schwachpunkte. Einerseits wurde neben Handover-Client und Handover-Server noch
der SOCKS-Proxyserver benötigt, was die Anzahl der zu pflegenden Komponenten und
damit die Komplexität erhöhte. Zudem stellte sich heraus, dass gar nicht alle angebote-
nen Authentifizierungsmechanismen und Verschlüsselungsmechanismen eingesetzt wer-
den dürfen. Immerhin müssen Handover-Client und -Server den SOCKS-Protokolldaten-
fluss mitlesen können, um zwischen eingehenden und ausgehenden TCP-Verbindungen
unterscheiden zu können und um gegebenenfalls eigene
”
UDP Relay Server“ zu instan-
tiieren. Es musste sowohl auf Authentifizierung als auch auf Verschlüsselung verzichtet
werden. Damit verschwand allerdings auch einer der Gründe, welche für den Einsatz
einer vollwertigen SOCKS-Proxysoftware sprachen.
Die beiden größten Einschränkung resultierten jedoch aus der gewählten Form der
Umsetzung: So wurden abgefangene UDP-Pakete zwischen Handover-Client und Hand-
over-Server aus Gründen des Implementierungsaufwandes intern ebenfalls mit Hilfe von
TCP transportiert. UDP ist jedoch ein ungesichert funktionierendes, nicht flussgesteuer-
tes Protokoll. Tunnelt man UDP über TCP, kommt es zu einem unerwünschten Verhal-
ten. Beispielsweise bei Sprachkommunikation würde sich eine erhöhte Latenzzeit und ein
stockendes Übertragungverhalten bemerkbar machen. Außerdem waren beide Program-
me derart monolithisch aufgebaut, dass die zu Grunde liegenden Sicherungsschemata
nur für SOCKS eingesetzt werden konnten, und nachträgliche Erweiterungen nicht mög-
lich waren. So bot es sich an, im Zuge der Weiterentwicklung die Struktur komplett
zu überdenken und schlussendlich die SOCKS-Funktionen in Form von
”
Relay Plugins“
vom transportorientierten Kern zu entkoppeln.
Realisierung für REACH: Für die Implementierung der
”
Relay Plugins“ für REACH
wurde wiederum nicht der Weg beschritten, einen bestehenden SOCKS-Proxyserver zu
analysieren und in zwei Teile zu trennen. Stattdessen wurden beide Komponenten von
Grund auf neu erstellt. Ziel war es, aus logischer Sicht einen SOCKS-Proxyserver zu er-
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halten, welcher aus zwei getrennten Teilen besteht, welche aber handoverresistent mitein-
ander verbunden sind. Für den handoversicheren Transport zwischen beiden Komponen-
ten konnte direkt auf den transportorientierten Kern von REACH mit seinen logischen
Verbindungen aufgesetzt werden, wodurch sich für die
”
Relay Plugins“ eine klare und
problemorientierte Struktur ergab. Zudem bietet REACH auch paketorientierte logische
Verbindungen an, was für die Implementierung der Protokollfunktion UDP ASSOCIATE
wichtig war. So werden abgefangene UDP-Pakete zwischen REACH-Client und REACH-





Relay Plugin REACH Kern Relay Plugin
REACH−ServerREACH−Client
Abbildung 4.9: Für REACH wurde ein zweigeteilter SOCKS-Proxyserver implementiert.
Beide Teile sind in Form von
”
Relay Plugins“ erstellt. Der transportorien-
tierte Kern von REACH implementiert den eigentlichen Datentransport
und sorgt schlussendlich dafür, dass zwei
”
Relay Plugin“-Instanzen zu-
sammen wieder einen SOCKS-Proxyserver ergeben.
Die für REACH umgesetzte Struktur ist in Abbildung 4.9 dargestellt. Sie besteht aus
dem REACH-Client und dem REACH-Server, welche miteinander in Kontakt stehen
und handoverresistente Kommunikationsbeziehungen ermöglichen. Das für SOCKS rele-
vante clientseitige
”
Relay Plugin“ bietet eine gemeinsame Annahmestelle für SOCKSv4
und für SOCKSv5 an und implementiert alle drei Protokollfunktionen CONNECT, BIND
und UDP ASSOCIATE. Die Menge der angebotenen Authentifizierungsschemata wurde auf
die Methoden NO AUTHENTICATION REQUIRED und USERNAME/PASSWORD (gemäß RFC
1929 [Leec96]) beschränkt. Authentifizierung bezieht sich sowieso nur auf die Kommu-
nikation am mobilen Endgerät, da sowohl der SOCKS-Client (die
”
socksifizierten“ An-
wendungen) als auch der SOCKS-Proxyserver (das clientseitige
”
Relay Plugin“) auf ein
und demselben Gerät residieren. Daher reicht es in der Regel aus, auf ein Authenti-
fizierungsschema zu verzichten. Da es sich bei unixartigen Betriebssystemen aber um
Mehrbenutzersysteme handelt, wurde wenigstens noch die Möglichkeit vorgesehen, dass
sich Anwendungen durch einen Nutzernamen und ein Passwort am
”
Relay Plugin“ au-
thentifizieren müssen. Auf Verschlüsselung wurde verzichtet, da sie nur auf dem mobilen
Endgerät wirksam wäre und somit keine zusätzlich Sicherheit bringen würde.
4.3 Das Dienstekonzept von REACH 59
Eine brauchbare Konfiguration für ein clientseitiges
”
Relay Plugin“ zeigt Abbildung






<Item key="listener ip" value="127.0.0.1" />
<Item key="listener tcp port" value="1080" />
<Item key="listener udp port" value="1080" />
<Item key="authentication username" value="" />





Abbildung 4.10: Beispielhafte Konfiguration einer
”
Relay Plugin“-Instanz bezüglich des
SOCKS-Dienstes am REACH-Client.
Drei der fünf aufgeführten Parameter definieren die SOCKS-Annahmestelle: Der Pa-
rameter "listener ip" spezifiziert die IP-Adresse, auf welcher die Steuerverbindungen
und bei SOCKSv5 die UDP-Pakete angenommen werden sollen. Im vorliegenden Fall
wurde die IP-Adresse des
”
loopback devices“ ("127.0.0.1") angegeben, wodurch nur
Datenströme, welche vom mobilen Gerät selbst stammen, akzeptiert werden. Alterna-
tiv kann man auch "0.0.0.0" spezifizieren, dann wären beide Annahmestellen auch
für externe SOCKS-Clients erreichbar. Die zwei Parameter "listener tcp port" und
"listener udp port" definieren die Portnummern, welche durch die Instanz reserviert
werden sollen. Hier werden SOCKS-Steuerverbindungen und UDP-Pakete der SOCKS-
Clients angenommen. Schlussendlich können optional ein Nutzername und ein Passwort
angegeben werden. Sind beide Felder leer, bietet das
”
Relay Plugin“ lediglich das Au-
thentifizierungsschema NO AUTHENTICATION REQUIRED an. Ist dagegen wenigstens ein
Parameter gesetzt, wird nur noch das Schema USERNAME/PASSWORD erlaubt.
An der Annahmestelle werden die Protokolle SOCKSv4 und SOCKSv5 unterstützt.
Sowohl die indirekten TCP-Verbindungen als auch die UDP-Assoziationen werden han-
doversicher verwaltet. Es gibt keine Verbindungsabrisse bei langanhaltenden Isolations-
situationen.
Am REACH-Server sieht die Konfiguration des
”
Relay Plugins“ für SOCKS so aus wie
in Abbildung 4.11 dargestellt. Hier muss als einziger Parameter die IP-Absenderadresse










Abbildung 4.11: Beispielhafte Konfiguration einer
”
Relay Plugin“-Instanz bezüglich des
SOCKS-Dienstes am REACH-Server.
angegeben werden, mit deren Hilfe die TCP-Verbindungen und UDP-Assoziationen zu
den Servern aufgebaut werden sollen. Auf dieser IP-Adresse wird zudem beim BIND-Kom-
mando auf eingehende TCP-Verbindungen gewartet. Hierfür dürfen weder "0.0.0.0",
"127.0.0.1" noch die private IP-Adresse einer LAN-Schnittstelle angegeben werden.
Es muss sich um eine global gültige IP-Adresse handeln, welche auch seitens des In-







transparenten Proxyserver“ eröffnet einen bequemen Weg, Daten
abzufangen. Er kommt völlig ohne Konfigurationsaufwand seitens der Anwendungen
aus, ist aber im Gegenzug lediglich in der Lage, ausgehende TCP-Verbindungen zu
unterstützen. Eine Unterstützung ausgehender UDP-Assoziationen ist möglich, erfordert
allerdings gravierende Einschränkungen, sodass ein transparentes Abfangen von UDP-
Paketen nur im Sonderfall der REACH-Box Sinn ergibt.
Funktionsweise: Ein
”
transparenter Proxyserver“ besteht aus zwei Komponenten: Zu-
erst werden innerhalb des Paketfilters (bei aktuellen Linux-Kerneln: Netfilter) mit
Hilfe einer so genannten
”
Redirection“ (bei GNU/Linux: Kommando iptables und
Netfilter-Regel REDIRECT) bestimmte Portbereiche ausgewählter Protokolle umgelei-
tet. Diese Umleitung richtet alle betroffenen Verbindungen auf die zweite Komponente,
eine lokal auf demselben Rechner laufende Anwendung, die Proxysoftware. Diese nimmt
die umgeleiteten Verbindungen (im Fall von UDP wären es Assoziationen) an und es
entsteht ein Verbindungsendpunkt, welcher die Teilstrecke zur initiierenden Anwendung
terminiert. Für jeden dieser Verbindungsendpunkt können drei Adressen bestimmt wer-
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den: Die IP-Adresse und Portnummer des Initiators, das effektive Ziel des Sockets (die
lokale IP-Adresse und Portnummer) sowie die ursprüngliche Zieladresse, welche noch vor
der Umleitung galt (ermittelbar mit Hilfe der Socket-Option SO_ORIGINAL_DST). Diese
”
Original Destination“ ist die interessanteste der drei Adressen, da diese verwendet wer-
den kann, um anschließend das ursprünglich gewünschte Zielsystem zu kontaktieren. Die
Anwendungen bekommen von alledem nichts mit. Für sie verhält sich der Proxyserver
nicht anders als ein Router, welcher lediglich die Datenpakete in Richtung des gewünsch-
ten Zielsystems weiterleitet.
Varianten: Der Mechanismus der
”
transparenten Proxyserver“ ist leider nicht unter
Microsoft Windows verfügbar und bleibt damit auf einen Einsatz unter unixartigen
Betriebssystemen beschränkt. Seitens des Linux-Kernels gibt es mittlerweile sogar zwei
verschiedene Mechanismen, die hierfür eingesetzt werden können. Leider zeigte sich aber,
dass der modernere und speziell auf
”
transparente Proxyserver“ zugeschnittene Mecha-
nismus nicht für eine Mobilitätsunterstützung auf dem mobilen Endgerät eingesetzt
werden kann, sondern er darf wie im Fall der REACH-Box nur auf einem abgesetzten
Gerät aktiviert werden. Daher lohnt sich eine genauere Beleuchtung beider Verfahren.
Es gab bis einschließlich der 2.2er Versionsreihe des Linux-Kernels eine integrierte Un-
terstützung für
”
transparente Proxyserver“. Diese wurde in der 2.3er Entwicklungsreihe
fallen gelassen, als der Paketfilter umstrukturiert wurde. Mit Beginn der als stabil gekenn-
zeichneten 2.4er Reihe im Januar 2001 stand diese Variante dann nicht länger zur Verfü-
gung. An ihre Stelle trat der bereits angesprochene Mechanismus, welcher auf der Hin-
terlegung von REDIRECT-Netfilter-Regeln in Kombination mit der SO_ORIGINAL_DST-
Socketoption basiert.
Bevor auf dessen Eigenschaften eingegangen wird, sei angemerkt, dass am 8. Oktober
2008 der so genannte TPROXY-Patch in die Vorabversion des 2.6.28er Linux-Ker-
nels aufgenommen wurde. Dieser stellt nach mehreren Jahren Entwicklung wieder die
noch aus Kernel 2.2 bekannten
”
transparenten Proxyserver“ bereit. Der dazu gehörende
”
Changelog“-Eintrag (siehe Abbildung 4.12) ist aufschlussreich, da er den für REACH
relevanten Unterschied beider Varianten auf den Punkt bringt: Er funktioniert nur für
”
non-local TCP/UDP traffic“.
In der Dokumentation des Linux-Kernels bezüglich des neueren Mechanismus [Linu]
finden sich ebenfalls Hinweise auf die Eigenschaften beider Implementierungen. Der bis
dato verwendete auf
”
Redirection“ basierende Ansatz weist demnach gravierende Ein-
schränkungen auf. Erstens werden hierbei Zieladressen ausgetauscht, es findet also eine
Modifikation der betroffenen Pakete statt. Daraus folgt, dass keine Unterstützung für
das verbindungslose UDP angeboten werden kann, denn es gibt nach Überschreiben der
62 4 Das Dienstekonzept
commit e84392707e10301b93121e1b74e2823db50cdf9e
Author: KOVACS Krisztian <hidden@sch.bme.hu>
Date: Wed Oct 8 11:35:12 2008 +0200
netfilter: iptables TPROXY target
The TPROXY target implements redirection of non-local TCP/UDP traffic to local
sockets. Additionally, it’s possible to manipulate the packet mark if and only
if a socket has been found. (We need this because we cannot use multiple
targets in the same iptables rule.)
Signed-off-by: KOVACS Krisztian <hidden@sch.bme.hu>
Signed-off-by: Patrick McHardy <kaber@trash.net>
Abbildung 4.12: Dieser Eintrag aus dem
”
Changelog“ des Linux-Kernels belegt die Wie-
deraufnahme des TPROXY-Patches für
”
transparente Proxyserver“. Da-
bei werden auch dessen Einschränkungen genannt.
Zieladresse keine Möglichkeit mehr, auf die ursprüngliche Zieladresse zu schließen, da
diese extra pro Paket hätte geführt werden müssen. Für TCP sieht die Sache anders aus,
da es verbindungsorientiert arbeitet. Beim Durchlauf durch die
”
Redirection“ wird eine
NAT-Tabelle gepflegt, welche die Zuordnung zur originalen Zieladresse pro Verbindung
speichert; schließlich müssen rücklaufende Daten auch wieder unter Anwendung die-
ser Adresse vom
”
transparenten Proxyserver“ versendet werden. Die SO_ORIGINAL_DST-
Funktion greift direkt auf die lokal existierende NAT-Tabelle des Kernels zu, um die ge-
suchte Zieladresse zu erhalten. Allerdings hat die Anwendung von NAT ihre speziellen





Conditions“) auftreten können, da Einträge in NAT-Tabellen einem Alterungsprozess
unterliegen.
Die seit Kernel 2.6.28 wieder verfügbare Implementierung kommt dabei ohne NAT-
Tabellen aus und ist zudem in der Lage, das verbindungslose UDP zu unterstützen. In
Bezug auf die Implementierung der Proxyanwendung ergeben sich nur minimale Ände-
rungen, allerdings sehen die zu hinterlegenden Paketfilterregeln anders aus. Es lässt sich
sagen, dass der neue Ansatz dem auf
”
Redirection“ basierenden Ansatz überlegen ist.
Es zeigte sich aber, dass dieser modernere Mechanismus bislang nicht für eine auf dem
mobilen Endgerät ansetzende Mobilitätsunterstützung adaptiert werden kann. Dies wur-





nach Portierung auf den neuen Mechanismus nicht mehr funktionierte. Der Grund war,
dass bislang leider nur
”
non-local TCP/UDP traffic“ umgeleitet werden konnte, wie es
auch der Kommentar in Abbildung 4.12 bestätigte. Da die Datenströme der mobilen
Anwendungen allerdings noch innerhalb des mobilen Geräts umgeleitet und terminiert
werden müssen, kann dieser Ansatz nicht verwendet werden. Ob eine zukünftige Unter-
stützung für solche lokal entsprungene Sockets geplant ist, konnte bislang nicht heraus-
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gefunden werden. Dann wäre es allerdings lohnenswert, die
”
Relay Plugins“ zu migrieren
und diese um Unterstützung für UDP zu erweitern.
Daher blieb vorerst keine andere Wahl, als für den REACH-Client weiterhin den
auf
”
Redirection“ basierenden Ansatz zu verwenden. Der offensichtliche Vorteil dabei
ist allerdings, dass dieser auch GNU/Linux-Systeme mit Kernelversionen vor 2.6.28
unterstützt. Soll der
”
transparente Proxyserver“ auf einer REACH-Box installiert werden,
gilt der abzufangende Datenverkehr jedoch als
”
non-local“. Dann bietet sich der Einsatz
des TPROXY-basierten Mechanismus an, welcher zudem UDP unterstützt.
Fallstricke beim Einsatz des REDIRECT-Ansatzes: Laut Dokumentation [Linu] ist das
als REDIRECT bezeichnete Ziel (Target) nur in der NAT-Tabelle gültig. Angewendet wer-
den kann dieses Ziel in den Ketten (Chains) PREROUTING und OUTPUT. Erstere Kette
ist für
”
von außen“ stammende Pakete zuständig, während die OUTPUT-Kette für alle
Pakete zuständig ist, die von lokalen Prozessen stammen. Sie ist die für das Vorha-
ben relevante Kette, da sie für die Daten der lokal laufenden Anwendungen zuständig




iptables -t nat -A OUTPUT -p tcp -j REDIRECT --to-ports 1082
Abbildung 4.13: Dieses iptables-Kommando schaltet auf dem betroffenen System die
REDIRECT-Paketfilterregel für einen
”
transparenten Proxyserver“. In der
nat-Tabelle wird in der OUTPUT-Kette per -A (
”
Append“) eine neue Re-
gel hinzugefügt. Diese betrifft das Protokoll (-p) tcp und definiert als
Aktion -j (
”
Jump“) das REDIRECT-Ziel. Die dabei umgeleiteten Ver-
bindungen werden auf Port 1082 des lokalen Systems umgeleitet und
können dort von einer Proxysoftware angenommen werden.
Das Hauptproblem dabei ist, dass ein lokal entstandenes Paket nur dann durch die
OUTPUT-Kette geleitet wird, wenn es
”
geroutet“ werden kann. Es muss also wenigstens
einen Eintrag in der Routingtabelle geben, welche die Zieladresse des Pakets betrifft.
Da beliebige Zielsysteme adressiert werden sollen, muss hierfür eine sehr allgemeine
Regel benutzt werden, und zwar der Eintrag des so genannten
”
Default Gateways“. Ist
dieses nicht gesetzt, und gibt es auch sonst keine Route, die zutrifft, greifen auch die
Filterregeln des
”
transparenten Proxyserver“ nicht! Dies lässt sich experimentell zeigen:
Das Programm nc (Netcat) [Ncat] liefert in diesem Fall beim Zugriff auf eine beliebige
IP-Adresse die Fehlermeldung
”
Network is unreachable“, obwohl die TCP-Verbindung
eigentlich vom lokal gestarteten
”
transparenten Proxyserver“ hätte abgefangen werden
sollen.
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Erste Abhilfe schafft eine gesetzte Route auf ein
”
Default Gateway“. Dann können die
Pakete geroutet werden und auch der
”
transparente Proxyserver“ funktioniert. Dabei
zeigen sich aber neue Probleme: Einträge bezüglich eines
”
Default Gateways“ werden
primär beim Aufbau von Internetverbindungen gesetzt, und zwar meistens automatisch.
Was passiert aber, wenn der Internetzugang (während eines Handovers) abreißt und
zeitweise kein Gateway mehr gesetzt ist? Wie verhalten sich dann bereits abgefangene
Verbindungen, wenn anschließend ein abweichender Eintrag (womöglich sogar über ei-
ne andere Schnittstelle) gesetzt wird? Sehr problematisch erscheint es zudem, dass bei
REACH mehrere Interfaces gleichzeitig aktiviert sein können, aber mehrere gleichzei-
tig gesetzte
”
Default Gateway“-Einträge unweigerlich zu Problemen führen. Spätestens
dann, wenn ein Gerät sowohl über Ethernet als auch über WLAN verbunden ist, und in
beiden Netzen das
”
Default Gateway“ zufällig dieselbe IP-Adresse besitzt, gibt es ernste
Probleme.
Für den Kern von REACH wird dieses Problem dadurch gelöst, dass auf die Notwen-
digkeit von
”
Default Gateway“-Einträgen weitestgehend verzichtet wird. Diesbezügliche
Details werden später in Abschnitt 5.5.5 beleuchtet. Kurz zusammengefasst, setzt RE-
ACH entweder
”
quelladressbasierte Wegewahl“ ein, wobei der zentrale Gatewayeintrag
keine Rolle spielt, oder es wird eine
”
zieladressbasierte Wegewahl“ durchgeführt, wobei
für jeden REACH-Proxyserver eine dedizierte Route gesetzt werden muss. Der Grund
für dieses Vorgehen ist, dass sich nur unter Umgehung des
”
Default Gateway“-Eintrags
eine deterministische Nutzung der Netzzugangstechnologien bewerkstelligen lässt.
Dies löst jedoch nicht die genannten Probleme bezüglich des
”
transparenten Proxy-
servers“. Da allerdings REACH nicht auf besagten Gatewayeintrag angewiesen ist, darf
dieser mit alleinigem Blick auf die
”
transparenten Proxyserver“ gestaltet werden.
Der direkte Ansatz jedoch, bei welchem der Gatewayeintrag bei der Assoziation des
erstbesten Netzzugangsgeräts automatisch gesetzt wird, führt aus folgenden Gründen
nicht zum Erfolg:
• Ein Gatewayeintrag wäre nur dann vorhanden, wenn auch mindestens ein Netz-
zugang verbunden ist. In Fällen ohne aktiven Netzzugang wäre das Routing wie-
derum nicht möglich, und neue wie bestehende TCP-Verbindungen würden nicht
länger durch den
”
transparenten Proxyserver“ erfasst werden.
• Die gleichzeitige Verwendung mehrerer
”
Default Gateway“ Einträge ist problema-
tisch. Im Fall
”
weicherer Handover“, wo zeitweise mindestens zwei Netzzugänge
gleichzeitig aktiv sein müssen, wird oftmals nur der erste Gatewayeintrag übernom-
men. Der zweite Eintrag wird dabei vom
”
Dynamic Host Configuration Protocol“
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(DHCP)-Client ignoriert und bleibt ungesetzt. Fällt dann allerdings der vorherige
Netzzugang aus, existiert als Ergebnis überhaupt kein Eintrag mehr.
• Bereits umgeleitete TCP-Verbindungen
”
frieren ein“, wenn die bei ihrem Aufbau
aktiv gewesene Routingregel verändert wird oder verschwindet. Das lässt sich ex-
perimentell zeigen und liegt im Aufbau des Paketfilters begründet. Eine genaue
Erklärung konnte jedoch nicht gefunden werden, da der hiesige Anwendungsfall
unüblich ist.
Daraus ergeben sich folgende Erkenntnisse und Anforderungen:
• Es muss immer ein Eintrag bezüglich des
”
Default Gateways“ gesetzt sein, auch
in Fällen, wo kein Netzzugang existiert.
• Der Eintrag muss über die Zeit unverändert bleiben und immer dasselbe Interface
mit einbeziehen.
• Es dürfen keine Routingschleifen entstehen, welche die IP-Pakete bis zum Ablauf
ihrer
”
Time to live“ (TTL) auf den mobilen Gerät
”
kreiseln“ lassen.
Damit steht fest, dass die Schnittstellen der real genutzten Netzzugangsgeräte hierfür
ungeeignet sind. Stattdessen muss eine dauerhafte Route hinterlegt werden, welche ein
immer vorhandenes und zudem
”
neutrales“ Netzzugangsgerät mit einbezieht. Ab diesem
Zeitpunkt dürfen auch keine weiteren
”
Default Gateway“-Einträge hinzugefügt werden,
um Mehrdeutigkeiten zu verhindern. Hilfsprogramme wie der DHCP-Client-Daemon
dhcpcd und der
”
Point-to-Point“ (PPP)-Daemon pppd müssen so parametriert werden,
dass sie keine wirksamen Einträge bezüglich eines
”
Default Gateways“ mehr vornehmen.
”
Default Gateway“-Eintrag mit persistentem Interface: Es wurden drei Möglichkei-
ten zur Wahl des Interfaces gefunden, welche alle Erfolg versprechend sind. Ein solches
Interface wird beispielsweise unter GNU/Linux durch das so genannte
”
Dummy Devi-
ce“ bereit gestellt. Dieses stellt ein rein virtuelles Netzzugangsgerät dar, ähnlich dem
einer Ethernetkarte. Allerdings werden alle Pakete, die in ein solches
”
Dummy Device“
geroutet werden, stillschweigend verworfen.
Statt des
”
Dummy Device“ kann alternativ ein Tunnelendpunkt (wie beispielsweise
tun0) eingesetzt werden. Ein solcher entsteht, wenn auf demselben System eine VPN-
Software installiert ist, wie es beim Einsatz des VPN-basierten
”
Relay Plugins“ (siehe
späteren Abschnitt 4.3.2.5) der Fall ist. Dieses Interface wäre ebenfalls persistent und
eignet sich gleichermaßen für das Vorhaben.
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Als letzte Variante kann auch das
”
Loopback Device“ benutzt werden, welches bereits
ohne weiteren Konfigurationsaufwand verfügbar ist. Zwar funktioniert in diesem Fall
der
”
transparente Proxyserver“ wie gewünscht, allerdings werden die IP-Pakete der nicht
durch den
”
transparenten Proxyserver“ erfassten Protokolle wie UDP und ICMP durch
das
”
Loopback Device“ wieder an den lokalen Rechner zugestellt. Dadurch kann eine
Routingschleife entstehen, welche unnötigerweise Ressourcen beansprucht.
Da das
”
Dummy Device“ alle Daten verschwinden lässt, welche durch dieses gerou-
tet werden, werden Seiteneffekte effektiv vermieden. Auf die Nutzung des
”
Loopback
Devices“ sollte jedoch aus selbigem Grunde verzichtet werden, jedoch ist dessen Ein-
satz theoretisch möglich. Im Folgenden wird beispielhaft das
”
Dummy Device“ dummy0
verwendet, bei Kombinationen mit dem VPN-basierten
”
Relay Plugin“ muss allerdings
statt dummy0 das entsprechende Tunneldevice tunX verwendet werden.
Konfiguration des
”
transparenten Proxyservers“ und der
”
Relay Plugins“: Das be-
reits genannte
”
Dummy Device“ muss bereits aktiviert worden sein, gegebenenfalls durch
die Startskripte des Betriebssystems. Dabei muss es mit einer IP-Adresse versehen wor-
den sein, damit das Device mit in die Wegewahl einbezogen wird. Diese IP-Adresse
sollte so gewählt werden, dass eine Kollisionen beim Zugriff auf Rechner des Internets
ausgeschlossen ist. Im vorliegenden Beispiel wurde die private IP-Adresse 10.255.255.1
gewählt, welche im Testaufbau kein zweites Mal vergeben war.
In Abbildung 4.14 wurden alle aktiven Netzzugangsschnittstellen des mobilen End-
geräts mit Hilfe des Kommandos ifconfig aufgelistet. Zu diesem Zeitpunkt war der
REACH-Client noch nicht gestartet, sodass das dummy0-Device sowie das
”
Loopback De-
vice“ lo die einzigen aktiven Schnittstellen waren. Man erkennt die dem dummy0-Device
zugeordnete IP-Adresse 10.255.255.1.
Die zentrale Routingtabelle lässt sich auf einem GNU/Linux-System mit Hilfe des
Kommandos route anzeigen. In Abbildung 4.15 ist dessen Ausgabe für ein korrekt
parametriertes System dargestellt. In diesem Fall war der REACH-Client noch nicht
gestartet, daher sind auch noch keine weiteren Netzzugangsgeräte sichtbar.
Nach Definition der
”
Default Route“ können die Paketfilterregeln für den
”
transparen-
ten Proxyserver“ hinterlegt werden. Wie ein solcher Befehl aussieht, wurde bereits in Ab-
bildung 4.13 gezeigt. Allerdings sind weitaus komplexere Regeln denkbar und auch erfor-
derlich. Die gezeigte Filterregel erfasste nämlich ausnahmslos alle lokal erzeugten TCP-
Verbindungen, sodass keine Kommunikation zwischen REACH-Client und REACH-Ser-
ver mehr möglich wäre. Zudem würden ebenfalls alle Verbindungen erfasst werden, wel-
che an
”
Localhost“ gerichtet sind, also das mobile Gerät nicht verlassen dürfen.
Daher werden Ausschlusskriterien für die
”
Redirection“ benötigt. Das endgültige Kom-
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neelix ~ # ifconfig
dummy0 Link encap:Ethernet HWaddr ae:cb:b0:13:d2:92
inet addr:10.255.255.1 Bcast:255.255.255.255 Mask:0.0.0.0
UP BROADCAST RUNNING NOARP MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)
lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
UP LOOPBACK RUNNING MTU:16436 Metric:1
RX packets:1648 errors:0 dropped:0 overruns:0 frame:0
TX packets:1648 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:110216 (107.6 KiB) TX bytes:110216 (107.6 KiB)
neelix ~ #
Abbildung 4.14: In der Liste der parametrierten Schnittstellen dieses mobilen Endge-
räts taucht das
”




neelix ~ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref Use Iface
loopback * 255.0.0.0 U 0 0 0 lo
default * 0.0.0.0 U 0 0 0 dummy0
neelix ~ #





Dummy Device“ dummy0. Dieses lässt alle Daten, wel-
che nicht durch einen
”
transparenten Proxyserver“ abgefangen werden,
verschwinden.
iptables -A OUTPUT -t nat -p tcp ! -d 127.0.0.1 ! --dport 10000 \
-j REDIRECT --to-ports 1082
Abbildung 4.16: Dieses iptables-Kommando schaltet die Paketfilterregel eines
”
trans-
parenten Proxyservers“, definiert dabei aber zwei Ausnahmeregeln.
mando einer für REACH durchaus relevanten Paketfilterregel zeigt Abbildung 4.16. Das
erste Filterkriterium (! -d 127.0.0.1) sorgt dafür, dass alle an
”
Localhost“ gerichteten
TCP-Verbindungen ignoriert werden. Das zweite Kriterium (! -dport 10000) ignoriert
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alle TCP-Verbindungen, welche als Zielport die Portnummer 10000 adressieren. Diese
Portnummer wurde willkürlich für TCP-Verbindungen zwischen REACH-Client und RE-
ACH-Server festgelegt. Somit ist sichergestellt, dass diese miteinander kommunizieren
können, ohne selbst durch den
”
transparenten Proxyserver“ beeinflusst zu werden.
Der Paketfilter Netfilter ist sehr mächtig. Da er durch das Kommando iptables
parametriert wird, präsentiert sich dieses leider als sehr komplex. Es sind tiefgreifende
Kenntnisse der internen Struktur von Netfilter notwendig, um ein durchdachtes Kon-
zept zu erhalten. Ein solches ist jedoch erforderlich, denn immerhin erfüllt der Paketfilter






Frontends“ zu iptables an, welche die Erstellung der Paketfil-
terregeln erleichtern. Ein solches
”
Frontend“ stellt beispielsweise die Software Shore-
wall [East] dar. Hierbei können Filterregeln in aufgabenorientierter Form definiert wer-
den. Die Software kümmert sich dann im Hintergrund darum, aus diesen Regeln gültige
iptables-Kommandos zu erstellen und auszuführen. Die Nutzung von Shorewall ist
sehr zu empfehlen und wird vom Autor bei allen seinen GNU/Linux-basierten Systemen
eingesetzt.
SECTION NEW
# Regeln fuer REACH-Client: Transparenter Proxyserver
# 1. Zugriff auf Uninetz, internen Zugriff sicherstellen
REDIRECT fw 1081 tcp !10000 - 141.24.0.0/16
# 2. Default-Eintrag: Erfasst alles was noch uebrig ist.
# Spontaner Wechsel des REACH-Servers moeglich!
REDIRECT fw 1082 tcp !10000 - !127.0.0.1
Abbildung 4.17: Für das mobile Endgerät des Demonstrators werden mit Hilfe des
”
Fron-
tends“ Shorewall zwei Paketfilterregeln hinterlegt. Sie definieren zwei
”
transparente Proxyserver“.
Abbildung 4.17 zeigt auszugsweise die im Demonstrator verwendete Konfigurations-
datei von Shorewall, welche die Umleitungsregeln des
”
transparenten Proxyservers“
definiert. Zuerst fällt auf, dass gleich zwei Regeln definiert wurden. Bevor die Idee da-
hinter erläutert wird, sei an dieser Stelle erwähnt, dass die zweite Regel genau dem
iptables-Kommando aus Abbildung 4.16 entspricht. Hier wird ein REDIRECT Regel für
alle vom System selbst stammenden TCP-Verbindungen definiert (Quelle fw
”
Firewall“,
also das lokale System). Ziel der
”
Redirection“ ist Port 1082 auf dem mobilen Gerät,
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Bleibt die Frage zu klären, wieso letztgenannte Regel um eine weitere Regel ergänzt
wurde. Immerhin war diese für sich gesehen bereits in der Lage, sämtliche relevanten





triangle routing“). Dieses basiert darauf, mehre-
re REACH-Server in Abhängigkeit des momentanen Aufenthaltsorts mit einzubeziehen.
Für den Mechanismus der
”
transparenten Proxyserver“ bietet sich dieses Konzept gerade-
zu an, da so die abgefangenen TCP-Verbindungen immer über den topologisch nahesten
REACH-Proxyserver geleitet werden können. Es gibt allerdings auch Szenarien, in wel-
chen dieses Verhalten unerwünscht ist. Ein solcher Fall wird hier exemplarisch durch die
erste Ausnahmeregel in Abbildung 4.17 beschrieben. Sie leitet alle TCP-Verbindungen,
welche als Ziel das Campusnetz der
”
Technischen Universität Ilmenau“ (TU Ilmenau,
141.24.0.0/16) aufweisen, auf Port 1081 um. Alle an diesem Port abgefangenen TCP-
Verbindungen werden dabei gesondert behandelt und immer über ein und denselben
REACH-Proxyserver geleitet. Dieser ist definiert (was hier noch nicht erkennbar ist)
und befindet sich ebenfalls innerhalb des Campusnetzes der TU Ilmenau. So wird es
ermöglicht, dass ein Anwender von überall aus mit seinem mobilen Endgerät auf univer-
sitätsinterne Ressourcen zugreifen kann.
Weiterhin ist interessant, wie die beiden TCP-Portnummern 1081 und 1082 auf dem





transparenten Proxyservers“ zuständig ist, wird im Folgenden auf dessen
Konfiguration eingegangen.










Relay Plugin“ durch die Bibliothek librrpc_tproxy.so. Es wer-
den zwei Instanzen definiert, wobei erstere den lokalen TCP-Port mit der Portnummer
"1081" behandelt und letztere die Portnummer "1082". Erstere nimmt mit Hilfe des
Discovery-Parameters "use reachserver" Einfluss auf die Dienstesuche, wobei der
REACH-Server mit dem Identifikator "Equinox" fest vorgeschrieben wird. Dieser Iden-
tifikator referenziert einen REACH-Proxyserver innerhalb des Campusnetzes. Die Auf-
schlüsselung dieses Identifikators in den konkreten REACH-Proxyserver ist Aufgabe des
transportorientierten Kerns. Es ist erkennbar, dass sich die beiden Shorewall-Regeln
mit den beiden
”
Relay Plugin“-Instanzen zu zwei
”
transparenten Proxyservern“ ergänzen.
Ersterer leitet seine abgefangenen Verbindungen zudem immer über den REACH-Server





<Item key="listener ip" value="0.0.0.0" />
<Item key="listener port" value="1081" />
</Configuration>
<Discovery>





<Item key="listener ip" value="0.0.0.0" />





Abbildung 4.18: Beispielhafte Konfiguration einer
”
Relay Plugin“-Instanz bezüglich des
”
transparenten Proxyservers“ am REACH-Client.
"Equinox", was durch das erläuterte Szenario gefordert wird. Letztere Instanz behan-
delt auf Grund der Reihenfolge der Shorewall-Regeln alle noch übrig gebliebenen TCP-
Verbindungen und leitet diese über einen nicht näher definierten REACH-Proxyserver,






Abbildung 4.19: Konfiguration einer
”
Relay Plugin“-Instanz bezüglich des
”
transparen-
ten Proxyservers“ am REACH-Server.
Bezüglich eines jeden REACH-Servers, welcher diesen Dienst durch Instantiierung des
zugehörigen
”
Relay Plugins“ anbieten möchte, wird eine vergleichsweise knappe Konfi-
guration benötigt. In Abbildung 4.19 ist diese gezeigt. Es existiert wie für REACH-
Server vorgeschrieben nur eine einzige Instanz, welche zudem keine weiteren Parameter
benötigt.




Für die Weiterleitung von TCP-Verbindungen wurden zwei
”
Relay Plugin“-Paare im-
plementiert. Ersteres ist verantwortlich für ausgehende TCP-Verbindungen, während
letzteres für eingehende TCP-Verbindungen eingesetzt wird.
Anwendungsfälle: Der vorgestellte Mechanismus ist dem so genannten
”
Port Forwar-
ding“ ähnlich, welches vornehmlich an NAT-Grenzen geschaltet wird, um dort einge-
hende Verbindungen zu ermöglichen. Allerdings wird bei dem hier gezeigten Ansatz
die TCP-Verbindung aufgetrennt und deren Ende-zu-Ende-Semantik zerstört, was im
Umkehrschluss aber auch die Resistenz gegenüber längerfristigen Isolationssituationen
ermöglicht.
Die Bereitstellung ausgehend gerichteter Weiterleitungsregeln erscheint dann als sinn-
voll, wenn weder das SOCKS-basierte
”





transparenten Proxyservers“ zum Einsatz kommen kann oder soll. Beide Mechanis-
men wären bereits mächtig genug, die Funktionalität ausgehender TCP-Weiterleitungs-
regeln abzudecken.
Um ein Beispiel zu nennen, soll ein einzelner TCP-basierter Dienst handoverresistent
in Anspruch genommen werden. Eine auf dem mobilen Endgerät geschaltete Weiterlei-
tungsregel kann dazu den lokalen Port 5000 reservieren und diesen beispielsweise mit
dem SSH-Daemon eines gewünschten Zielsystems im Internet verknüpfen. Möchte der
Anwender jetzt
”
handoversicher“ mit diesem Zielsystem per SSH kommunizieren, wählt
er als Zieladresse für seinen SSH-Client die Adresse 127.0.0.1:5000. Er kontaktiert
damit das
”
Relay Plugin“, durchläuft das gesicherte Weiterleitungsschema und landet
schlussendlich auf dem gewünschten Zielsystem auf Port 22 für SSH. Im Handoverfall
bleiben die betroffenen Verbindungen geschützt. Es ist allerdings wiederum erkennbar,
dass eine Nutzung von SOCKS oder eines
”
transparenten Proxyservers“ einfacher zu
handhaben wäre. Jedoch ist der Einsatz von SOCKS nicht immer möglich, und nicht
auf allen Betriebssystemen werden
”
transparente Proxyserver“ unterstützt.
Funktionsweise: Für eine solche Schaltregel werden insgesamt drei Parameter benötigt,
unabhängig davon, ob es sich um das
”
Relay Plugin“ für ein- oder ausgehend initiier-
te Verbindungen handelt. Zuerst ist der Quellport zu benennen, an welchem auf TCP-
Verbindungen gewartet werden soll. Für diesen dürfen nur unpriviligierte Portnummern
verwendet werden, da
”
Relay Plugin“-Instanzen in der aktuellen Form ohne Systemver-
waltungsrechte laufen. Weiterhin ist das Ziel der Umleitung zu definieren, in Form einer
IP-Adresse und einer TCP-Portnummer.
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Richtung des Aufbaus

















Abbildung 4.20: Pro geschalteter Weiterleitungsregel können eine Vielzahl an TCP-Ver-
bindungen am clientseitigen
”
Relay Plugin“ entgegen genommen und
seitens dessen Partnerinstanz zum Zielsystem geleitet werden.
Dieser Sachverhalt wird in Abbildung 4.20 anhand einer ausgehenden Weiterleitung
verdeutlicht. Auf der linken Seite werden die Verbindungen am spezifizierten Port durch
ein
”
Relay Plugin“ am REACH-Client angenommen, während sie auf der rechten Seite
durch dessen Partnerinstanz am REACH-Server zum Zielsystem
”
verlängert“ werden.
Der Aufbau einer solchen Verbindung erfolgt hier
”
von innen nach außen“, der anschlie-
ßende Datenaustausch erfolgt dagegen bidirektional.
Wird als Zieladresse die IP-Adresse "127.0.0.1" angegeben, ist damit immer dasselbe
System gemeint, auf welchem die weitergeleitete TCP-Verbindung den Weiterleitungs-
mechanismus verlässt. Das ist entweder das mobile Endgerät oder der REACH-Proxy-
server, je nachdem, in welche Richtung die Weiterleitungsregel gerichtet ist. Das wird
besonders bei der Schaltung eingehender Weiterleitungsregeln angewendet, da hierbei
auf dem mobilen Gerät gestartete Serverdienste angesprochen werden sollen.
1
2
3 4 5 6
REACH KernInitiatoren Ziel
Abbildung 4.21: Pro abgefangener TCP-Verbindung werden eine logische Verbindung
sowie eine ausgehende TCP-Verbindung an der Partnerinstanz belegt.
Dadurch gibt es keine Zuordnungsprobleme.
Abbildung 4.21 hebt hervor, dass jede Weiterleitungsregel eine Vielzahl an aktiven
Verbindungen handhaben kann. Für jede an der TCP-Annahmestelle (2) angenomme-
ne TCP-Verbindung (1) wird eine stromorientierte logische Verbindung (3) angefordert,
welche den gesicherten Datentransport (4) zwischen beiden
”
Relay Plugin“-Instanzen si-
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cherstellt. An der Partnerinstanz angekommen, wird für jede vorliegende logische Verbin-
dung (5) eine ausgehende TCP-Verbindung (6) zum Zielsystem geschaltet. Im Erfolgsfall
schalten beide Instanzen in einen Weiterleitungsmodus, bis jeweils entweder die TCP-
Verbindung oder die logische Verbindung getrennt wird (letzteres bedeutet einen Ab-
bruch der TCP-Verbindung an der Partnerinstanz). Da für jede TCP-Verbindung zum
Zielsystem ein neuer Socket belegt wird, werden Zuordnungsprobleme ausgeschlossen.
Konfiguration: Wie erläutert, müssen sowohl für eingehende als auch für ausgehende
Schaltregeln drei Parameter angegeben werden. Dies sind immer die Portnummer der






<Item key="source port" value="21000" />
<Item key="destination ip" value="127.0.0.1" />







<Item key="source port" value="22000" />
<Item key="destination ip" value="127.0.0.1" />





Abbildung 4.22: Beispielhafte Konfiguration zweier
”
Relay Plugin“-Instanzen am RE-
ACH-Client. Erstere ist für ausgehend gerichtete, letztere für eingehend
gerichtete TCP-Weiterleitungsregeln verantwortlich.
In Abbildung 4.22 ist eine beispielhafte Konfigurationsdatei eines mobilen Endgeräts
(REACH-Client) gezeigt. Dabei wird jeweils eine Instanz einer ausgehenden sowie eine
Instanz mit einer eingehenden Weiterleitungsregel beschrieben. Die drei genannten Para-
meter sind jeweils erkennbar. Da hierbei als Zieladresse immer die IP-Adresse 127.0.0.1
verwendet wird, ist im ersten Fall der REACH-Proxyserver das Ziel (es handelt sich um
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eine ausgehende Schaltregel), im zweiten Fall ist es das mobile Endgerät. Da für die aus-
gehenden Schaltregeln kein Discovery-Parameter spezifiziert wurde, können mehrere
REACH-Proxyserver mit in die Weiterleitung einbezogen werden.
Eingehend gerichtete Weiterleitungsregeln sind dagegen nicht migrationsfähig. Sie blei-
ben immer an denselben REACH-Proxyserver gebunden, da die Adresse der Annahme-
stelle für einen außenstehenden Verbindungsinitiator konstant bleiben muss. Es ist aller-
dings möglich, durch einen Discovery-Parameter einen REACH-Server fest vorzugeben.
Fehlt ein solcher Parameter, wird der topologisch naheste relevante REACH-Proxyserver
ausgewählt, und dann nicht wieder gewechselt.
Serverseitig kann die Instantiierung der beiden
”
Relay Plugins“ mit einer Konfigura-
tion erfolgen, wie sie in Abbildung 4.23 gezeigt ist. Für eingehende Schaltregeln muss
zur Instantiierung die IP-Adresse der TCP-Annahmestelle angegeben werden. Sie wird
später jedem sich assoziierenden
”
Relay Plugin“ mitgeteilt, damit der Anwender des mo-
bilen Endgeräts erfährt, mit Hilfe welcher IP-Adresse die Annahmestelle erreicht werden
kann. Da die Wahl des REACH-Servers ein Ergebnis der Dienstsuche sein kann, könnte
der Anwender sonst nicht wissen, wie die genaue Adresse der reservierten Annahmestelle
lautet. Hierbei gilt, wie bereits für das SOCKS-basierte
”
Relay Plugin“ erläutert, dass














Abbildung 4.23: Beispielhafte Konfiguration zweier
”
Relay Plugin“-Instanzen am RE-
ACH-Server. Instanzen für eingehende TCP-Verbindungen benötigen
als Parameter die öffentliche IP-Adresse, mit Hilfe derer die TCP-An-
nahmestelle erreicht werden kann.




Analog zu den im letzten Abschnitt vorgestellten Weiterleitungsregeln für TCP-Verbin-
dungen wurden zwei Paare an
”
Relay Plugins“ erstellt, welche mit Blick auf die Weiter-
leitung von UDP-Assoziationen erstellt worden sind.
Anwendungsfälle: Auch hier gilt, dass der vorgestellte Mechanismus dem
”
Port For-
warding“ an NAT-Grenzen ähnlich ist.
Der Mechanismus zur Weiterleitung von UDP-Paketen ausgehend initiierter UDP-
Assoziationen kann beispielsweise zum Austausch von Daten zwischen zwei VPN-Instan-
zen eingesetzt werden. Hierbei ist ein VPN-Client auf dem mobilen Endgerät installiert,
welcher mit Hilfe einer UDP-Assoziation einen VPN-Server kontaktiert. Diese UDP-
Assoziation kann durch eine
”
ausgehende Port-Weiterleitung“ behandelt werden, sodass
im Endeffekt auch Leistungsmerkmale von REACH wie Kanalbündelungen und
”
wei-
chere Handover“ für VPNs wirksam sind. Der VPN-basierte Dienst wird im nächsten
Abschnitt 4.3.2.5 ausführlicher betrachtet.
Funktionsweise: Bei jeder Schaltregel kann eine Vielzahl an Assoziationen verwaltet
werden. Eine Assoziation ist eine Kommunikationsbeziehung zwischen der UDP-Annah-
mestelle und einem externen Kommunikationspartner, welcher durch eine Kombination
aus IP-Adresse und Portnummer eindeutig benannt werden kann. Rücklaufende Pakete
werden zu solchen Assoziationen zugeordnet und erreichen somit wieder unterschiedliche
Kommunikationspartner. Die UDP-Annahmestelle residiert entweder auf dem mobilen
Gerät am REACH-Client (ausgehende Port-Weiterleitung) oder auf dem REACH-Proxy-
server am REACH-Server (eingehende Port-Weiterleitung).
An dieser Annahmestelle, deren Portnummer durch den Nutzer vorgeschlagen wird,
werden UDP-Assoziationen angenommen. Für jedes Paket, welches von einer bis dato
unbekannten IP-Adress-Port-Kombination empfangen wird, entsteht eine neue UDP-As-
soziation. Da UDP allerdings verbindungslos arbeitet, verschwinden UDP-Assoziationen
an der Annahmestelle wieder, wenn für eine bestimmte Zeitspanne kein Paket über diese
Assoziation geleitet wurde. Diese Zeitspanne wurde in REACH auf 180 Sekunden festge-
legt. Diese Zeitspanne wurde in Anlehnung an die Standardeinstellung für die Alterung
von Einträgen in der NAT-Adressumsetzungstabelle bezüglich UDP verwendet, welche
bei einem aktuellen Linux-Kernel (Version 2.6.28) wie in Abbildung 4.24 ermittelt wer-
den kann. Wenn nämlich GNU/Linux-basierte NAT-Gateways mit einem Wert von 180
Sekunden operieren, kann dieser Wert für REACH nicht für unvorhersehbare Proble-
me sorgen. Er ist zudem durch RFC 4787 [AuJe07] abgedeckt, wo es heißt, dass die
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Zeitspanne bis auf eine Ausnahme nicht unter zwei Minuten betragen darf, was hiermit
gewährleistet wäre.
wesley netfilter # pwd
/proc/sys/net/netfilter
wesley netfilter # cat nf_conntrack_udp_timeout
30
wesley netfilter # cat nf_conntrack_udp_timeout_stream
180
wesley netfilter #
Abbildung 4.24: Die in den NAT-Tabellen des Linux-Kernels geltenden Zeitspannen be-
züglich der Erkennung inaktiver UDP-Assoziationen lassen sich durch
diese zwei Kommandos ermitteln.
Für jede angenommene Assoziation wird eine paketorientierte logische Verbindung
etabliert. Alle UDP-Pakete, die von der UDP-Annahmestelle zu dieser UDP-Assoziati-
on zugeordnet wurden, werden anschließend über die zugehörige logische Verbindung
versendet. Rücklaufende UDP-Pakete, welche einer logischen Verbindung entnommen
werden, werden über die zugehörige UDP-Assoziation wieder an die IP-Adresse und
Portnummer des Kommunikationspartners versendet. Wird dabei die Leerlaufzeit von
180 Sekunden überschritten,
”
vergisst“ die Annahmestelle die betroffene UDP-Assozia-
tion, was folglich auch zu einem Abbau der zugeordneten logischen Verbindung führt.
An der Partnerinstanz der die Assoziationen annehmenden
”
Relay Plugin“-Instanz
müssen schlussendlich die UDP-Pakete in Richtung des Zielsystems (spezifiziert durch
die Weiterleitungsregel in Form einer IP-Adresse und UDP-Portnummer) gesendet und
auch von diesem wieder empfangen werden. Dazu wird für jede angenommene logische
Verbindung ein neuer UDP-Socket reserviert. Es wird gewährleistet, dass die vom Ziel-
system zurückgesendeten UDP-Pakete immer eindeutig zu logischen Verbindungen zu-
geordnet werden können. Sollte aber in der Zwischenzeit eine Assoziation auf Grund
von Inaktivität geschlossen worden sein, ist auch der hier reservierte Socket nicht mehr
aktuell und das Paket geht verloren.
Das Schema ist identisch mit dem Port-Weiterleitungsschema bezüglich TCP, nur dass
UDP verbindungslos arbeitet und somit eine Überwachung auf Inaktivität durchgeführt
werden muss. Eine eindeutige Zuordnung rücklaufender Pakete zum ursprünglichen In-
itiator einer jeden Ende-zu-Ende-Assoziation wird gewährleistet.
Die beiden
”
Relay Plugins“ für eingehende UDP-Assoziationen funktionieren nach
demselben Schema, nur mit vertauschten Rollen. Die Annahme von Assoziationen findet
dabei am REACH-Server statt, und die Weiterleitung zum spezifizierten Zielsystem
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am REACH-Client auf dem mobilen Endgerät. Die Ziel-IP-Adresse wird dabei in den
meisten Fällen "127.0.0.1", also
”
Localhost“, lauten.
Konfiguration: Die Konfiguration der beiden
”
Relay Plugins“ erfolgt analog der
”
Relay
Plugins“ für TCP-Weiterleitungsregeln. Alle dort gemachten Aussagen treffen auch für







<Item key="source port" value="21000" />
<Item key="destination ip" value="127.0.0.1" />







<Item key="source port" value="22000" />
<Item key="destination ip" value="127.0.0.1" />





Abbildung 4.25: Beispielhafte Konfiguration zweier
”
Relay Plugin“-Instanzen am RE-
ACH-Client. Erstere ist für ausgehend gerichtete, letztere für eingehend
gerichtete UDP-Weiterleitungsregeln verantwortlich.
Abbildung 4.25 zeigt eine beispielhafte Konfiguration beider Plugins am REACH-Cli-
ent, während Abbildung 4.26 das Pendant am REACH-Server zeigt. Auch hier gilt, dass
zur Instantiierung des
”
Relay Plugins“ für eingehende UDP-Assoziationen eine global
gültige IP-Adresse spezifiziert werden muss.
Beim Vergleich mit den Konfigurationsdateien der TCP-basierten Weiterleitungsplug-
ins fällt auf, dass sich lediglich die Dateinamen der
”
Relay Plugins“ geändert haben. Die
Parameternamen und ihre Bedeutung sind identisch, und die gewählten Adressen sind
lediglich aus Gründen der Vereinfachung gleich.













Abbildung 4.26: Beispielhafte Konfiguration zweier
”
Relay Plugin“-Instanzen am RE-
ACH-Server. Instanzen für eingehende UDP-Assoziationen benötigen
als Parameter die öffentliche IP-Adresse, mit Hilfe derer die UDP-An-
nahmestelle erreicht werden kann.
4.3.2.5
”
Virtual Private Networks“ (VPNs)
Ein sehr interessantes Konzept eröffnet sich durch Einsatz eines
”
Virtual Private Net-
works“ (VPN). VPNs dienen in erster Linie dazu, zwischen topologisch getrennten Sys-
temen eine LAN-ähnliche Kommunikationsbeziehung zu ermöglichen. Dies geschieht da-





virtuell“, da nicht physikalisch vorhandenen) vorstellt. Physikalisch gesehen brauchen
die Systeme dabei nicht
”
benachbart“ zu sein, sondern können mit Hilfe unterschied-
lichster Netzzugangstechnologien vernetzt sein. Wichtig ist nur, dass
”
IP-Konnektivität“
zwischen den Systemen besteht, damit das
”
logische VPN“ durch das Vorhandensein
”
physikalischer Konnektivität“ existieren kann.
VPNs werden rein durch Software realisiert. Dabei übernimmt eines der teilnehmen-
den Systeme eine herausragende Rolle, da es die Koordinierung des VPNs übernimmt.
Dieser so genannte
”
VPN-Server“ übernimmt beispielsweise Aufgaben zur Authentifizie-
rung und Autorisierung. Zudem würde er in Szenarien mit automatischer Adressvergabe
die Hoheit über den Adressvorrat des VPNs besitzen. Zudem ist meist der VPN-Server
auch als Gateway konfiguriert und bietet einen Zugang zum Internet an. Diese Aufgabe
kann aber auch jedes andere System des VPNs übernehmen; es müssen dazu lediglich
die entsprechenden Routen gesetzt werden. Alle anderen beteiligten Systeme benutzen
einen
”
VPN-Client“. Ein solcher VPN-Client verbindet sich mit Hilfe der vorhandenen IP-
7Damit sind keine so genannten ”Virtual Local Area Networks“ (VLANs) gemeint. Die Wortwahl dient
lediglich der Verdeutlichung.
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Konnektivität zum VPN-Server. Dort wird er im Idealfall authentifiziert und autorisiert
und wird schlussendlich Bestandteil des VPNs.
Es lassen sich zwei Arten von VPNs unterscheiden. Bei so genannten
”
gebrückten
VPNs“ wird von der VPN-Software eine
”
virtuelle Ethernetkarte“ angeboten, welche eine
Weiterleitung von Ethernet-Rahmen erlaubt. Dadurch wird es möglich,
”
echte“ Ethernet-
basierte LANs mit einem VPN-Adapter
”
zu brücken“ und somit auch Broadcasts sowie
alternative Vermittlungsschichtprotokolle durch das VPN zu leiten.
Alternativ kann als VPN-Adapter ein so genannter IP-Tunnelendpunkt angeboten wer-
den. Da dieser in der Vermittlungsschicht ansetzt, sind keine Broadcasts mehr möglich.
Man spricht hierbei von
”
gerouteten VPNs“.
Welche Variante eines VPNs eingesetzt werden soll, hängt von diversen Faktoren ab,
wie beispielsweise von der Art des einzusetzenden Vermittlungsschichtprotokolls. Für
die hier vorgestellte Architektur ist es aber irrelevant, welche Art des VPNs ausgewählt
wird oder durch externe Vorgaben erzwungen wird. Diese Entscheidung kann losgelöst
















Abbildung 4.27: VPNs werden durch einen zentralen VPN-Server und den dezentralen
VPN-Clients gebildet. Die VPN-Clients verbinden sich zum VPN-Ser-





geroutete“ (tunX) VPNs unterschieden.
Der reguläre Einsatzzweck eines VPNs wird durch Abbildung 4.27 verdeutlicht. Hier-
bei wird allerdings nicht dargestellt, dass an einem VPN eine Vielzahl an VPN-Clients
teilnehmen kann, und nicht wie dargestellt bloß einer.
Ferner kann unterschieden werden, welche Art von IP-Adressen (im Fall der Verwen-
dung von IP als Vermittlungsschichtprotokoll) innerhalb des VPNs zum Einsatz kommen.
Zum einen können private IP-Adressen gemäß RFC 1918 [RMKG+96] verwendet wer-
den, wobei allerdings am Gateway NAT durchgeführt werden muss. Durch den Einsatz
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von NAT entstehen aber neue Probleme, welche dann separat gelöst werden müssen.
Alternativ bietet es sich aus genau diesem Grund an, innerhalb des VPNs auf
”
öffent-
liche IP-Adressen“ zu setzen. Diese müssen allerdings als reservierter Bereich am VPN-
Server verfügbar sein; dann kann auf den Einsatz von NAT verzichtet werden. Eine
solche Struktur kommt beispielsweise beim Campusnetz der TU Ilmenau zum Einsatz,
wo an VPN-Clients IP-Adressen aus dem öffentlichen Adressbereich der TU Ilmenau
zugewiesen werden.
Der nennenswerte Vorteil beim Einsatz eines VPNs als
”
Dienst“ für die Mobilitätsun-
terstützung besteht darin, dass es auf Ebene des Internetprotokolls oder darunter (bei
gebrücktem VPN) arbeitet. Dadurch werden automatisch auch alle auf IP aufsetzenden
Hilfsprotokolle wie ICMP und IGMP sowie alle erdenklichen Transportschichtprotokolle
wie TCP, UDP aber auch SCTP und DCCP unterstützt. Dieses Verhalten kann sich
aber im Gegenzug als problematisch erweisen, da eben nicht auf die Besonderheiten
der jeweiligen Transportschichtprotokolle eingegangen wird. So können während länger-
fristiger Isolationssituationen TCP-Verbindungen auf Grund von Zeitüberschreitungen
abreißen.
Funktionsweise: Der in Abbildung 4.27 dargestellte Verbund aus VPN-Client und
VPN-Server muss so miteinander verschaltet werden, dass dieser auch in Szenarien mit
Mobilität funktioniert.
Die Kommunikation zwischen VPN-Client und VPN-Server wird in der Regel über
das verbindunglos und unzuverlässig arbeitende Transportschichtprotokoll UDP abge-
wickelt. Der Grund für die Wahl von UDP ist, dass entweder MAC-Rahmen oder IP-
Pakete
”
getunnelt“ werden. Die bei TCP enthaltenen Sicherungsmechanismen sowie des-
sen Flusssteuerungsalgorithmen wären für den Transport von Paketen kontraproduktiv.
Besonders bei der Übertragung von Sprachdaten würden sich die durch TCP verur-
sachten Verzögerungen negativ bemerkbar machen. Daher ist UDP, welches über keine
Sicherungs- und Flusssteuerungsmechanismen verfügt, als Basis für den Tunnel zu be-
vorzugen.
Ziel ist es, die UDP-Assoziation zwischen VPN-Client und VPN-Server abzufangen
und mit Blick auf Mobilität gesichert zu übertragen. Dazu eignen sich die bereits im letz-
ten Abschnitt vorgestellten
”
Relay Plugins“, welche für die Weiterleitung ausgehender
UDP-Assoziationen verantwortlich sind (siehe Abschnitt 4.3.2.4). Der auf dem mobilen
Endgerät laufende VPN-Client wird so parametriert, dass er seine über UDP getunnelten
Daten nicht direkt an den VPN-Server versendet, sondern an die UDP-Annahmestelle
des lokal instantiierten
”
Relay Plugins“ übergibt. Der resultierende Aufbau ist in Abbil-
dung 4.28 dargestellt.
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Abbildung 4.28: Wird die vom VPN-Client ausgehende UDP-Assoziation durch den RE-
ACH-Client abgefangen und seitens des REACH-Servers zum VPN-Ser-
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Abbildung 4.29: Der REACH-Server und der VPN-Server können auf unterschiedlichen
Systemen installiert sein.
An dieser Stelle muss darauf hingewiesen werden, dass mit dem VPN-basierten Mecha-
nismus zwar ein eigenständiger Dienst für REACH vorgestellt wird, dieser allerdings kein
dediziertes
”
Relay Plugin“ erfordert. Stattdessen wird das bereits vorgestellte und für die
Weiterleitung von UDP-Assoziationen gedachte
”
Relay Plugin“ verwendet. Dennoch soll
der VPN-basierte Mechanismus auf
”
gleicher Ebene“ mit allen anderen Mechanismen
vorgestellt werden.
Der VPN-Server braucht dabei nicht direkt auf dem REACH-Proxyserver installiert
zu sein. Er kann auch auf einem ganz anderen System installiert sein, wie es in Abbildung
4.29 dargestellt ist. Schließlich muss der Betreiber des REACH-Proxyservers nicht unbe-
dingt derselbe sein wie der Betreiber des VPN-Servers. Der REACH-Proxyserver kann
beispielsweise von einer Firma bereit gestellt werden, damit alle mobilen Mitarbeiter
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von dessen Vorteilen profitieren können. Zusätzlich kann aber für die Mitarbeiter einer
gesonderten internen Abteilung mit gehobenen Sicherheitsanforderungen die Nutzung
eines überlagerten VPNs vorgeschrieben sein, wenn diese auf abteilungsinterne Ressour-
cen zugreifen möchten. Dann wären REACH-Proxyserver und VPN-Server topologisch
voneinander getrennt. Anzumerken ist hierbei, dass der Datenaustausch zwischen VPN-
Client und VPN-Server mit sehr hoher Wahrscheinlichkeit verschlüsselt stattfinden wird,
und somit die ausgetauschten Daten am REACH-Proxyserver nicht entziffert werden kön-
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Abbildung 4.30: Im Rahmen einer zukünftigen Weiterentwicklung könnte sogar auf den
VPN-Server und die VPN-Clients verzichtet werden. Dazu müssten die
”
Relay Plugins“ so erweitert werden, dass sie selbstständig mit tun- und
tap-VPN-Adaptern umgehen können.
Die in Abbildung 4.28 gezeigte Architektur kann weiterführend vereinfacht werden,
indem die Funktionalität der VPN-Clients und des VPN-Servers in extra
”
Relay Plug-
ins“ implementiert wird. Es ergäbe sich dann eine Struktur, wie sie in Abbildung 4.30
gezeigt ist. Die Programmierschnittstelle zur Ansteuerung der VPN-Adapter tunX und
tapX ist sehr gut dokumentiert [Kras]. Aus Sicht des
”
Relay Plugins“ muss eine Geräteda-
tei geöffnet werden, aus welcher dieser dann
”
Medium Access Control“-Rahmen (MAC-
Rahmen) bzw. IP-Pakete in Form gefüllter Puffer lesen (Daten werden empfangen) und
hineinschreiben (Versand) kann. Die Basisfunktionen eines Tunnels könnten somit oh-
ne momentan erkennbare Probleme implementiert werden. Dass bislang dennoch keine
Implementierung durchgeführt wurde, hat die folgenden Gründe:
• Innerhalb des VPNs müssen IP-Adressen verwaltet werden. Diese Aufgabe ist be-
reits zentraler Bestandteil einer VPN-Software, und müsste für REACH implemen-
tiert werden.
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• Für VPNs bietet sich der Einsatz von Verschlüsselungstechniken an. OpenVPN
kommt mit Unterstützung kryptographisch starker Verfahren wie beispielsweise
dem
”
Advanced Encryption Standard“ (AES) daher.
• Der Einsatz der verfügbaren VPN-Systeme gestaltet sich meist als problemlos. Es
gibt eine Reihe proprietärer wie auch offener Implementierungen. Die freie Software
OpenVPN ist für eine Vielzahl an Betriebssystemen und Plattformen verfügbar.
Theoretisch wäre es möglich,
”
Relay Plugins“ zu erstellen, welche einen vollwertigen
Ersatz für die Funktionen von beispielsweise OpenVPN bieten würden. Gemäß der
UNIX-Philosophie [Weis98] ist es allerdings sinnvoller, diese Teilaufgaben weiterhin einer
VPN-Software zu überlassen, da diese hierauf spezialisiert ist und aktiv gepflegt wird.
Konfiguration der VPN-Software: Zuallererst muss man sich für eine bestimmte
VPN-Software entscheiden. Für eine Auswahl können unterschiedliche Kriterien heran-
gezogen werden. Schreibt beispielsweise der Arbeitgeber eine bestimmte Software vor,
erübrigt sich die Auswahl. Dann geht es dem Nutzer nur noch darum, einen zum VPN-
Server kompatiblen VPN-Client für sein mobiles Endgerät zu bekommen.





Verfügbarkeit für unterschiedliche Plattformen“ geschehen. Die
endgültige Auswahl hat allerdings keinen Einfluss auf die vorgestellte Architektur; es
ist lediglich erforderlich zu wissen, wie die beiden VPN-Instanzen miteinander kommu-
nizieren. Im vorliegenden Fall werden alle auf TCP/IP und UDP/IP basierenden VPN-
Systeme unterstützt.
Direkt auf IP aufsetzende VPNs wie
”
IPsec im Tunnelmodus“ [KeSe05] werden nicht
ohne zusätzlichen Aufwand unterstützt, da hierfür noch keine
”
Relay Plugins“ entwickelt
worden sind. Bei einem auf IPsec basierenden VPN-Zugang kommt nämlich keine UDP-
Assoziation zum Einsatz, welche durch den hier vorgestellten Mechanismus abgefangen
werden könnte. Allerdings wäre es möglich, dass sich ein auf IPsec-basierendes VPN wie-
derum mit OpenVPN kombinieren lässt, für den Fall, dass ein Anwender gezwungen
sein sollte, sich irgendwo per IPsec anzumelden. Als
”
Unterbau“ dient dann OpenVPN
so wie vorgestellt dazu, IP-Pakete über REACH ins Internet zu leiten. Diese IP-Pake-
te würden dann aber IPsec-Pakete eines überlagerten VPNs sein. Dabei werden also
IP-Pakete per IPsec übertragen, welche wiederum durch OpenVPN gekapselt werden.
Dieser Ansatz wurde jedoch noch nicht getestet, daher kann hier keine Aussage über
eventuell auftretende Probleme gegeben werden. Wenigstens auf die Routingtabelle des
mobilen Endgerät muss ein besonderes Augenmerk gelegt werden, damit auch wirklich
beide VPNs mit in die Übertragung involviert werden.
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Für den Demonstrator wurde die freie VPN-Software OpenVPN ausgewählt. Sie ist
plattformübergreifend und kostenlos verfügbar, ist ausgereift und bietet leistungsfähige
Verschlüsselungsmechanismen an. Es wurde eine Struktur wie in Abbildung 4.28 ge-
wählt, bei welcher der VPN-Server direkt auf dem REACH-Proxyserver installiert ist.
Seine Konfigurationsdatei ist in Abbildung 4.32 abgebildet. Für VPN-Clients werden
automatisch IP-Adressen aus dem Subnetz 192.168.10.0/24 vergeben. Die Kommuni-
kation mit den Partnerinstanzen erfolgt über die UDP-Portnummer 1194. Zudem wird
eine auf Zertifikaten beruhende Zugangskontrolle durchgeführt und für den Tunnel auf



















Abbildung 4.31: Die Konfigurationsdatei des OpenVPN-Clients
Die Konfigurationsdatei eines OpenVPN-Clients ist in Abbildung 4.31 dargestellt.
Einige der hier aufgeführten Parameter sind identisch mit denen der Konfiguration
des VPN-Servers (siehe Abbildung 4.32), andere sind dagegen eindeutig für die Rol-
le als VPN-Client relevant. So wird beispielsweise mit Hilfe des route-Parameters eine
”
Default Route“ gesetzt, welche durch den Tunnel hindurch auf den VPN-Server zeigt.
Ein sehr wichtiger Parameter ist zudem die Adresse des VPN-Servers. Dieser muss vom
VPN-Client kontaktiert werden können, um das VPN zu bilden. In diesem Fall ist der
VPN-Server über die IP-Adresse (Parameter remote) 127.0.0.1 und Portnummer (Pa-
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rameter port) 1194 mit Hilfe von UDP (Parameter proto) zu erreichen. Dieses ist























Abbildung 4.32: Die Konfigurationsdatei des OpenVPN-Servers
Es sind noch weitere Dateien notwendig, welche durch beide Konfigurationsdateien
referenziert werden. Diese dienen der
”
Public Key“-Infrastruktur und verweisen auf Zer-
tifikate, private Schlüssel sowie eine Liste mit zwischenzeitlich gesperrten Zertifikaten.




Relay Plugins“: Da beim Einsatz von OpenVPN lediglich eine
einzige UDP-Assoziation abgefangen werden muss, bietet sich die auf die Weiterleitung
von UDP-Assoziationen spezialisierten
”
Relay Plugins“ aus Abschnitt 4.3.2.4 an.
Es wird lediglich eine einzige Instanz benötigt, welche auf dem mobilen Endgerät
die ausgehende UDP-Assoziation des OpenVPN-Clients abfängt. Die Annahme von
Assoziationen muss dabei auf demselben UDP-Port passieren, welcher vom VPN-Cli-
ent kontaktiert wird. UDP-Assoziationen werden dabei gemäß Abbildung 4.33 auf Port





<Item key="source port" value="1194" />
<Item key="destination ip" value="127.0.0.1" />
<Item key="destination port" value="1194" />
</Configuration>
<Discovery>





Abbildung 4.33: Für den VPN-Dienst muss eine einzige UDP-Assoziation abgefangen
werden, wofür sich die bereits vorgestellten
”
Relay Plugins“ zwecks Wei-
terleitung von ausgehend aufgebauten UDP-Assoziationen eignen.
"1194" angenommen und seitens des
”
Relay Plugins“ am REACH-Proxyserver an Adres-
se "127.0.0.1" mit Port "1194" weitergeleitet. Dort wartet schlussendlich der VPN-
Server auf die UDP-Pakete der VPN-Clients.
Es ist erforderlich, auf die Dienstsuche Einfluss zu nehmen. Da der Weiterleitungsme-
chanismus prinzipiell eine Vielzahl an REACH-Proxyservern involvieren darf, aber nur
auf einem einzigen Server auch der OpenVPN-Server installiert ist, muss die Weiterlei-
tung auf den korrekten REACH-Proxyserver beschränkt werden. Das geschieht mit Hilfe
des Parameters "use reachserver", welcher hier den REACH-Proxyserver "Equinox"
spezifiziert. Dieser Parameter wurde bereits in Abschnitt 4.3.1.3 vorgestellt.
4.3.2.6 SIP-basierte Internettelefonie
Für die Betrachtung von Internettelefonie wurde die SIP-basierte Protokollfamilie aus-
gewählt. Für sie sind eine Vielzahl an
”
offenen“ Programmen erhältlich, angefangen mit
der
”
Private Branch Exchange“ (PBX, engl. für Vermittlungsstelle) Asterisk [Aste],
diversen
”
Softphones“ wie X-Lite [XLte], Twinkle [dBoe] oder KPhone [Kphn] und
Protokollanalysatoren wie Wireshark [Wshk]. In Verbindung mit der umfassenden
Dokumentation erhält man schnell eine lauffähige und erweiterbare Testumgebung.
Funktionsweise von SIP-basierter Telefonie Bei SIP-basierter Telefonie wird eine
ganze
”
Familie“ an Protokollen eingesetzt. SIP wird zu Signalisierungszwecken verwen-
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det und dient dem Auf- und Abbau von Sitzungen. Worum es sich genau bei einer sol-
chen Sitzung handelt, also dass es sich um ein Telefonat für einem bestimmten
”
Coder
and Decoder“ (Codec) handelt, kommuniziert das
”
Session Description Protocol“ (SDP,
RFC 4566 [HaJP06]). Auch Adressinformationen bezüglich des Austauschs von Medien-
daten werden mit Hilfe von SDP ausgehandelt. SDP-Nachrichten werden als Nutzlast
bestimmter SIP-Nachrichten übertragen. Für den eigentlichen Transport der Medien-
daten kommt das
”
Real-Time Transport Protocol“ (RTP, RFC 3550 [SCFJ03]) zum
Einsatz, welches vom
”
RealTime Control Protocol“ (RTCP, ebenfalls RFC 3550) zum
Zwecke des Aushandelns und Überwachens von
”
Quality-of-Service“ (QoS)-Parametern
begleitet wird. SIP kann wahlweise über UDP oder TCP übertragen werden, während
RTP und RTCP ausschließlich UDP verwenden. Ein TCP-basierter Austausch von SIP-
Nachrichten konnte jedoch nicht beobachtet werden, sodass beschlossen wurde, nur die


















Abbildung 4.34: Bei SIP-basierter Internettelefonie kommen SIP-Telefone und eine so
genannte
”
Private Branch Exchange“ (PBX) zum Einsatz. Je nach Be-
triebsmodus können auch von der PBX Mediendatenströme ausgehen.
Abbildung 4.34 zeigt die bei SIP-basierter Telefonie involvierten Komponenten. Zum
einen gibt es eine Menge an SIP-Telefonen (
”
SIP User Agents“), welche entweder als Soft-
ware in Erscheinung treten (
”





Hardphone“). Eine zentrale Komponente stellt die Vermittlungsstel-
le (PBX) dar. Sie vermittelt SIP-Nachrichten zwischen SIP-Telefonen und stellt zudem
ein Aufenthaltsregister zur Verfügung (
”
SIP Registrar“).
Ein jedes SIP-Telefon muss Daten mit
”
seiner“ PBX sowie mit anderen SIP-Telefonen
austauschen können. Im linken Diagramm von Abbildung 4.34 ist der
”
gewöhnliche“ Fall
gezeigt, bei welchem die PBX lediglich für Signalisierungszwecke benutzt wird ein Aus-
tausch von Mediendatenströmen nur zwischen SIP-Telefonen erfolgt. Die im Demonstra-
tor verwendete PBX Asterisk zeigt jedoch das im rechten Diagramm gezeigte Schema,
wobei auch ein Austausch von Mediendaten mit der PBX festgestellt werden kann. Hier-
mit sollen Meldungen und Töne übertragen werden können, wie man sie beispielsweise
von einer Tarifansage her gewohnt ist. Das ist eine wichtige Erkenntnis, denn zu einem
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einzigen Telefonat gehören dann Mediendatenströme zu zwei Kommunikationspartnern,
sodass am SIP-Telefon insgesamt fünf Datenströme anfallen.
Probleme im mobilen Umfeld In der Praxis können Schwierigkeiten auftreten, wenn
SIP-basierte Internettelefonie eingesetzt werden soll. Auf das so genannte
”
NAT- und
Firewall-Problem“ stößt man bereits bei üblichen Heiminstallationen, während man im
mobilen Umfeld noch mit zusätzlichen Herausforderungen konfrontiert wird. Diese sollen
im Folgenden beleuchtet werden.
• Das NAT-Problem: Das so genannte NAT-Problem tritt auf, sobald sich ein SIP-
Telefon innerhalb eines privaten Netzes befindet und seine Kommunikationspart-
ner oder die PBX nur durch Überschreitung einer
”
NAT-Grenze“ erreicht werden
können. Hierbei treten sowohl hinsichtlich der Übertragung von Signalisierungs-
als auch von Mediendaten Probleme auf.
Bezüglich SIP muss die zugehörige UDP-Assoziation daher immer aus dem priva-
ten Netz heraus initiiert werden, sodass die NAT-Grenze anfangs von innen nach
außen überschritten wird und ein Eintrag in der NAT-Tabelle hinterlegt wird. Da-
mit Antworten auf die Signalisierungsnachrichten auch wieder in Rückrichtung die
NAT-Grenze passieren können, muss dieselbe UDP-Assoziation verwendet werden.
SIP sieht hierfür den Betriebsmodus des
”
SIP Symmetric Response Routing“ vor,
welcher in der PBX aktiviert werden muss. Da Einträge bereits nach 180 Sekunden
Inaktivität wieder aus den NAT-Tabellen verschwinden, muss in den SIP-Telefon
die Versendung so genannter
”
Keep-Alive“-Pakete aktiviert werden.
Mediendatenströme, welche beispielsweise Daten eines Telefongesprächs enthalten,
werden über SIP-INVITE-Nachrichten aufgebaut. Hierfür schicken beide SIP-Te-
lefone ihrer Partnerinstanz Adressinformationen bezüglich lokal geöffneter UDP-
Ports, an welchen Mediendaten entgegen genommen werden sollen. Das SIP-Tele-
fon im privaten Netz besitzt jedoch keine öffentliche IP-Adresse, sodass die in der
SIP-Nachricht eingebetteten Adressinformationen für die Gegenstelle wertlos sind.
In der Praxis fällt dies durch
”
simplexartige“ Telefonate auf, wobei ein Teilnehmer
den Anderen hören kann, jedoch der Rückkanal nicht funktioniert.
Da NAT häufig vorgefunden wird, wurden hierfür bereits Lösungsmechanismen
entwickelt. So stehen beispielsweise das
”
Simple Traversal of UDP through NAT“
(STUN, RFC 5389 [RMMW08]), das
”
Traversal Using Relay NAT“ (TURN) und
das
”
Universal Plug and Play“ (UPnP, [Wiki10]) zur Auswahl. STUN benutzt
”
Hilfsserver“ im Internet, um die an der NAT-Grenze
”
nach außen hin“ sichtba-
re IP-Adresse und Absenderportnummer zu ermitteln. Die Idee von STUN basiert
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darauf, dass theoretisch auch die UDP-Pakete anderer Kommunikationspartner an
das hinter der NAT-Grenze liegende System weitergeleitet werden sollten, wenn
die Pakete an genau diese vorab ermittelte IP-Adress-Port-Kombination adressiert
werden (erfordert Betriebsmodus
”
Full Cone NAT“). Da der Linux-Kernel jedoch
kein
”
Full Cone NAT“, sondern
”
symmetrisches NAT“ durchführt, und DSL-Router
häufig auf Linux basieren, kann STUN nicht eingesetzt werden. TURN kommt
dagegen mit
”
symmetrischem NAT“ zurecht, und greift bei Überschreitung von
NAT-Grenzen ebenfalls auf die Unterstützung durch externe Server zurück. Diese
externen Server dienen als Vermittlungsstellen, wobei dann keine Überschreitung
von NAT-Grenzen
”
von außen nach innen“ mehr erforderlich ist. TURN basiert je-
doch auf einem proprietären Protokoll, welches von den SIP-Telefonen unterstützt
werden muss. UPnP wiederum ist
”
offen“ und eignet sich dazu, an der NAT-Grenze
eine eingehende UDP-Assoziation anzumelden und dabei die öffentlich sichtbare
IP-Adresse und Portnummer in Erfahrung zu bringen. Von Nachteil ist jedoch,
dass nicht jeder NAT-Router UPnP unterstützt und dass UPnP seitens der SIP-
Telefone unterstützt werden muss [NATT].
Ein weiterer Ansatz liegt in der Verwendung so genannter
”
Intermediaries“ (engl.
Mittelsleute). Es handelt sich um
”
Application Layer Gateways“ (ALGs), welche in
der Lage sind, Protokolldatenströme der Anwendungsschicht abzufangen und gege-
benenfalls zu ändern. Ein ALG kann beispielsweise die mittels SDP übertragenen
Adressinformationen manipulieren und damit die Überquerung von NAT-Grenzen
ermöglichen. Im Fall von VoIP werden solche Systeme je nach Umfang als
”
Back-to-
back User Agent“ (B2BUA) oder als
”
Session Border Controller“ (SBC) bezeichnet.
Sie stellen ein Gateway sowohl für die Signalisierungs- als auch für die Medienda-
tenströme dar und müssen direkt an der NAT-Grenze positioniert werden. Als
nachteilig erweist sich die nicht mehr vorhandene
”
Ende-zu-Ende-Semantik“, und
auf eine Verschlüsselung der Signalisierungsdaten muss verzichtet werden.
• Das Firewall-Problem: Für die Übertragung von Mediendatenströmen öffnen
die beteiligten SIP-Telefone bestimmte UDP-Ports, wobei es je nach Software pas-
sieren kann, dass hierbei keine Vorgaben gemacht werden können. Es werden dann
wahlfrei UDP-Ports reserviert, auf denen das SIP-Telefon auf eingehende UDP-
Pakete wartet. Ist auf dem betroffenen System eine Firewall installiert, werden
die eingehenden Pakete jedoch gefiltert und eine Sprachkommunikation kommt
nicht zu Stande. Das SIP-Telefon muss also auf die Verwendung bestimmter Port-
nummern oder -bereiche beschränkt werden, sodass diese an der Firewall explizit
freigegeben werden können. Kann eine solche Begrenzung jedoch nicht durchge-
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• Sich ändernde IP-Adressen: Im Fall eines Handovers kommt es zu einem
Adresswechsel seitens eines Kommunikationspartners, was, wie bereits allgemein
erläutert wurde, problematisch ist. Bei SIP-basierter Telefonie werden zudem IP-
Adressen in den Protokolldatenstrom eingebettet, was die Unterstützung eines
Adresswechsels abermals komplizierter macht. Im schlimmsten Fall werden alle be-
stehenden Telefonate unterbrochen, und das betroffene SIP-Telefon kann erst nach
einer erneuten Anmeldung am SIP-Registrar wieder erreicht werden.
• Sitzungsmanagement: Im mobilen Umfeld kann es passieren, dass ein Teilneh-
mer vom Netz getrennt wird und eine Zeit lang isoliert bleibt. In dieser Zeitspanne
kann einiges passieren: ein Teilnehmer kann beispielsweise auflegen und sogar sei-
nen Computer herunterfahren. Da keine Verbindung zum Netz besteht, wurde die
Sitzung in diesem Fall nur einseitig beendet, während die andere Seite davon nichts
mitbekommen hat. Steht später wieder eine Verbindung zur Verfügung, wird es
zu einem Sitzungsfehler kommen, da keine Partnerinstanz mehr für einen ordentli-
chen Sitzungsabbau zur Verfügung steht. Es drohen somit inkonsistente Zustände
bezüglich der PBX und der beteiligten SIP-Telefone untereinander.
• Isolationsverhalten: Wird ein mobiles Endgerät isoliert, kann es zu Fehlerfällen
bezüglich des gestarteten SIP-Telefons kommen, denn jedes SIP-Telefon muss sich
zyklisch am SIP-Registrar melden. Ist jedoch keine Kommunikation möglich, er-
hält das SIP-Telefon keine Quittungen mehr von der PBX, sodass die Anmeldung
fehlschlägt. Das Programm X-Lite wechselt hierbei in einen Fehlerzustand, aus
dem es von alleine nicht mehr herauszukommen versucht. Der Nutzer muss dies
bemerken und dann manuell eine Neuanmeldung anstoßen.
Ein weiteres Problem betrifft die Übertragung von Mediendaten während eines be-
stehenden Telefongesprächs. Wird die Verbindung zum Internet getrennt, können
keine Mediendaten mehr ausgetauscht weden, und das Gespräch verstummt. Für
eine Mobilitätsunterstützung ist ein solches Verhalten nicht praktikabel, da die
Nutzer hierdurch irritiert werden und sie das Gespräch beenden, anstatt bloß ab-
zuwarten. Eine Lösung besteht in der Einspielung einer künstlichen Ansage, welche
beide Teilnehmer auf die Isolationssituation hinweist und sie um Geduld bittet.
Möchte man eine brauchbare Unterstützung von SIP-basierter Sprachkommunikati-
on im mobilen Umfeld anbieten, müssen die genannten Probleme ausnahmslos gelöst
werden. Eine Erweiterung der SIP-Telefone oder der PBX soll vermieden werden.
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Eignungsprüfung bisheriger
”
Relay Plugins“: Es muss festgestellt werden, dass alle
bislang vorgestellten
”
Relay Plugins“ nicht in der Lage sind, mit SIP-basierter Sprach-
kommunikation umzugehen. SOCKSv5 ist ungeeignet, da dessen UDP-ASSOCIATE-Kom-
mando zwar UDP-Assoziationen unterstützt, man jedoch hierbei keine benachbarten
Portnummern anfordern kann. Einzig das VPN-basierte Schema kann in der Lage sein,
manche der aufgeführten Probleme zu lösen. Dazu darf am VPN-Server kein NAT durch-
geführt, und am mobilen Endgerät muss sichergestellt werden, dass das Softphone mit
einer lokalen Firewall zusammenspielt. Jedoch stehen in diesem Szenario keine Unter-
stützungsmechanismen für Isolationssituationen bereit.
Aufteilung eines
”
Session Border Controllers“: Es war unumgänglich, für SIP-basier-
te Telefonie dedizierte
”
Relay Plugins“ zu erstellen. Die Problematik der sich bei einem
Handover ändernden IP-Adressen wird dabei bereits durch den Kern von REACH gelöst.
Allerdings ist es nicht ausreichend, bloß UDP-Pakete abzufangen und zwischen REACH-
Client und REACH-Server zu tunneln. Stattdessen müssen alle SIP-Nachrichten inter-
pretiert und sorgfältig zu Sitzungen gruppiert werden. Enthaltene Adressinformationen
müssen so verändert werden, dass sämtliche Mediendatenströme ebenfalls durch die
”
Re-
lay Plugins“ geleitet werden und dass dabei weder das NAT- noch das Firewallproblem
eine Rolle spielen. Während Isolationssituationen sollen künstliche Signalisierungsnach-
richten generiert werden, um Fehlersituationen wegen ausbleibender Bestätigungen zu
verhindern. Da zudem die Nutzer nicht verunsichert werden dürfen, soll in bestehende
Sprachverbindungen beidseitig eine künstliche Ansage eingespielt werden.
Die dazu notwendige Funktionalität entspricht der eines vollwertigen
”
Session Border
Controllers“ (SBC), welcher auf zwei
”
Relay Plugins“ verteilt wird und zudem Mecha-
nismen zur Behandlung handoverspezifischer Problemstellungen aufweist. Da diese Auf-
gaben sehr komplex sind, wurde zunächst ein eigenständiger SBC entwickelt, welcher
anschließend in einen client- und einen PBX-seitigen Teil getrennt worden ist. Jeder Teil
ergab schlussendlich ein
”
Relay Plugin“ für REACH [EvYS08].
Der hierfür umgesetzte SBC wird als SIP-RTP-Proxy (SRP) bezeichnet. Er ist für
sich gesehen bereits in der Lage, sowohl das NAT- als auch das Firewallproblem zu lö-
sen. Zudem muss er im Gegensatz zu herkömmlichen SBCs nicht direkt auf dem NAT-
Gateway installiert werden, sondern kann auch auf einer beliebigen Maschine innerhalb
eines lokalen Netzwerks gestartet werden. Am NAT-Gateway müssen hierbei lediglich
Regeln für zwei eingehende UDP-Portweiterleitungen hinterlegt werden. Für eventuelle
Firewalls kann ein begrenzter Portnummernbereich spezifiziert werden, wobei
”
nach Au-
ßen hin“ die Öffnung von nur drei Ports ausreichend ist (für SIP, RTP und RTCP). Der
SRP ist in [YeES08] veröffentlicht worden, wobei dort neben einer ausführlichen Darle-
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gung der NAT- und Firewallproblematik tiefgreifend auf den hier nur knapp umrissenen
Lösungsweg eingegangen wird.




























Abbildung 4.35: Die am REACH-Client und am REACH-Server geladenen
”
Relay Plug-
ins“ ergeben in ihrer Summe einen
”
Session Border Controller“, der um
handoverspezifische Funktionalität erweitert worden ist. Alle Datenströ-
me werden durch REACH abgefangen und entsprechend behandelt. Da-
bei gelten an einem REACH-Server keine Einschränkungen bezüglich
der Menge der externen Vermittlungsstellen (PBX) sowie der Erreich-
barkeit der dort registrierten SIP-Telefone.
Nach Aufteilung des SBCs und der Erstellung der beiden
”
Relay Plugins“ ergab sich
die in Abbildung 4.35 dargestellte Architektur. Auf dem mobilen Endgerät müssen so-
wohl der Signalisierungsdatenstrom (SIP) als auch die Mediendatenströme (RTP und
RTCP) abgefangen werden. Das
”
Relay Plugin“ am REACH-Client kommuniziert le-
diglich mit SIP-Telefonen, während das Gegenstück am REACH-Server neben anderen
SIP-Telefonen auch mehrere PBX als Kommunikationspartner aufweisen kann. Die zu






Die dargestellte Architektur fängt sämtliche Datenströme in beide Richtungen ab und
bietet eine handoverresistente Sitzungsverwaltung. Dabei müssen weder die clientseiti-
gen SIP-Telefone, die der Kommunikationspartner noch die PBX modifiziert werden.
Einzig die SIP-Telefone auf dem mobilen Endgerät müssen so parametriert werden, dass
sie als PBX das lokal instantiierte
”
Relay Plugin“ benutzten, welches beispielsweise auf
die Adresse UDP 127.0.0.1:5060 gebunden wird. Damit steht dem SIP-Telefon eine
virtuelle PBX zur Verfügung, welche auch im Fall einer Isolationssituation erreichbar
ist. Die Adresse der eigentlichen PBX wird dem lokal laufenden
”
Relay Plugin“ als Kon-
figurationsparameter mitgegeben. Diese Adresse wird schließlich an die Partnerinstanz
am REACH-Proxyserver kommuniziert.
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Sitzungsverwaltung: Sowohl der Signalisierungsdatenverkehr (SIP) als auch die Medi-
endatenströme (RTP und RTCP) müssen beidseitig durch die
”
Relay Plugins“ abgefan-
gen werden. Signalisierungsdaten werden dabei jedoch anders behandelt als Medienda-
ten:
• Signalisierungsdaten: Jedes SIP-Telefon tauscht Signalisierungsnachichten mit
einer PBX aus, wobei beim Einsatz von REACH diese Nachrichten durch die
”
Relay Plugins“ abgefangen werden. Zwischen serverseitigem
”
Relay Plugin“ und
einer PBX genügt eine einzige UDP-Assoziation, welche für alle abgefangenen
SIP-Telefone aller angemeldeten REACH-Clients verwendet wird. SIP-Nachrichten
sind textbasiert und können anhand eindeutiger Identifikatoren zu SIP-Sitzungen
gruppiert werden. Die hierfür relevanten Informationen sind die Call-ID, das tag-
Feld sowie die Nutzernamen [RSCJ+02].
Da manche SIP-Nachrichten wiederum SDP-Nachrichten enthalten, müssen diese
sorgfältig auf Adressinformationen hin untersucht werden. Zudem muss REACH
dafür sorgen, dass alle Mediendatenströme wiederum an die
”
Relay Plugins“ ge-
richtet werden. Der Transport der abgefangenen und zwischenzeitlich modifizierten
SIP-Nachrichten zwischen
”
Relay Plugin“-Instanzen erfolgt mittels einer paketori-
entierten logischen Verbindung.
• Mediendaten: RTP- und RTCP-Datenströme werden mittels UDP transportiert.
Da die involvierten IP-Adressen und Portnummern mit Hilfe von SDP übertragen
werden, sind sie den
”
Relay Plugins“ bekannt. Die Adressen werden vermerkt und
dahingehend geändert, dass der spätere Empfänger der Signalisierungsnachrichten
seine Mediendatenströme an das
”
Relay Plugin“ richtet. Dadurch wird sicherge-
stellt, dass RTP- und RTCP-Datenströme immer durch REACH geleitet werden.
Auch hier kommen paketorientierte logische Verbindungen zum Einsatz.
Verwaltung von Portnummern: Für RTP und RTCP werden benachbarte UDP-Port-
nummern benötigt, wobei bezüglich RTP eine gerade Portnummer vorgegeben werden
muss und RTCP die benachbarte Portnummer verwendet. Für dieses paarweise Bele-
gungsschema reservieren die
”
Relay Plugins“ im Vorfeld einen
”
durchgehenden Block“
an UDP-Ports, sodass genügend
”
Portpaare“ zur Verfügung stehen. Des Weiteren wur-
den die Relay Plugins so gestaltet, dass ein einzelnes Portpaar eine Vielzahl an UDP-
Assoziationen bedienen kann, also mehrere SIP-Telefone gleichzeitig Mediendaten über
dasselbe Portpaar senden und empfangen können.
Eine Instanz am REACH-Client benötigt genau fünf Portnummern, was in Abbildung
4.36 gezeigt ist und eine Folge des in Abbildung 4.34 dargestellten Umstandes ist, dass
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Relay Plugin“ am REACH-Client weist ein anderes Portbelegungs-
schema auf als das am REACH-Server. Während am REACH-Client




ein SIP-Telefon auch von seiner PBX Mediendatenströme erhalten kann. Da das Softpho-
ne X-Lite für beide RTP-Datenströme (in Richtung der PBX und des Partnertelefons)
dieselbe Absenderportnummer verwendet, musste die Eindeutigkeit beider UDP-Assozia-
tionen durch unterschiedliche Portpaare am clientseitigen
”
Relay Plugin“ sichergestellt
werden. Nichtsdestotrotz gibt es keine Einschränkungen in Bezug auf die Menge der
unterstützten SIP-Telefone und der Anzahl an gleichzeitig führbaren Telefongesprächen,
welche von einer einzigen Instanz verwaltet werden können.
Bezüglich einer Instanz am REACH-Server reicht sogar ein einziges Portpaar aus, da
PBX und Partnertelefone immer anhand ihrer Adressen unterschieden werden können.
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Abbildung 4.37: UDP-Pakete aus unterschiedlichen Telefonaten werden miteinander ver-
mischt, wenn mehrere Gespräche zwischen zwei serverseitigen
”
Relay
Plugin“-Instanzen stattfinden. Die Diagramme zeigen nur eine Übertra-
gungsrichtung, in Rückrichtung besteht das Problem ebenfalls.
4.3 Das Dienstekonzept von REACH 95
Probleme tauchen allerdings auf, wenn mehrere
”
Relay Plugin“-Instanzen existieren,
und sich mobile SIP-Telefone gegenseitig anrufen sollen. So lange beide SIP-Telefone
dieselbe
”
Relay Plugin“-Instanz am selben REACH-Server benutzen, kommt es zu kei-
nem Problem, denn hier wird das Gespräch bereits intern
”
gebrückt“. Werden allerdings
unterschiedliche Instanzen involviert, weil beispielsweise wie in Abbildung 4.37 verschie-
dene REACH-Server beteiligt sind, kann die Eindeutigkeit von UDP-Assoziationen nicht
länger gewährleistet werden. So schickt hier das mobile Endgerät ME1 Daten an ME3,
während ME2 Daten an ME4 sendet. Kommt wie dargestellt an den serverseitigen In-
stanzen nur ein einziges Portpaar zum Einsatz, weisen Pakete beider UDP-Assoziationen
bezüglich RTP dieselbe Absender- und Zieladresse auf. Die UDP-Pakete können nicht
mehr getrennt werden, und es kommt zu einer Vermischung der Datenströme.
Gelöst wurde dieses Problem dadurch, dass pro serverseitiger Instanz mehrere Portpaa-
re benutzt werden können, was in Abbildung 4.36 verdeutlicht wird. Diese zusätzlichen
Portpaare sind nur für den vorgestellten Sonderfall relevant. Die Anzahl verfügbarer
Portpaaren bestimmt, wie viele gleichzeitige Telefongespräche mit einer anderen server-
seitigen
”
Relay Plugin“-Partnerinstanz abgewickelt werden können.
Betrachtung des NAT- und Firewallproblems: Da bei typischen Heiminstallationen
nur eine einzige öffentliche IP-Adresse zur Verfügung steht, muss NAT durchgeführt wer-
den. Die Nutzung von NAT bringt jedoch nicht vorhersagbare Adressumsetzungen mit
sich, was für SIP-basierte Telefonie problematisch ist. Für REACH wurde eine Lösung
gefunden, welche die Verwendung von UDP-Weiterleitungsregeln vorsieht. Dieses Sche-
ma wird praktisch von allen NAT-Gateways unterstützt, erfordert jedoch den einmaligen
Eingiff des Administrators zwecks Hinterlegung dieser Regeln.
Ein solches Szenario ist in Abbildung 4.38 dargestellt. Hierbei ist der REACH-Proxy-
server eine eigenständige Maschine, welche sich im LAN
”
hinter“ der NAT-Grenze be-
findet. Damit auch die von externen Telefonen gesendeten Mediendaten (II) die
”
Relay
Plugin“-Instanz am REACH-Proxyserver erreichen, müssen für alle Portpaare Weiterlei-
tungsregeln an der NAT-Grenze definiert werden. Bei fünf Portpaaren währen das zehn
Weiterleitungsregeln, welche die aus dem Internet eintreffenden UDP-Pakete an den RE-
ACH-Proxyserver weiterleiten. Hierbei gibt es keine Probleme mit
”
Timeouts“, und die
Menge der an Firewalls zu öffnenden Portnummern ist bekannt.
Alle mobilen Endgeräte, welche mit einem REACH-Client ausgestattet sind, kommu-
nizieren ausschließlich mit dem REACH-Proxyserver, wofür REACH-eigene Kommuni-
kationsprotokolle (I) zum Einsatz kommen. Die auf dem mobilen Endgerät gestarteten
SIP-Telefone bekommen von der NAT-Grenze nichts mit, da sich
”
ihre“ Kommunikati-
onspartner scheinbar immer auf dem lokalen System befinden.


































Abbildung 4.38: Mit REACH lassen sich sowahl das NAT- als auch das Firewallpro-
blem lösen, selbst wenn sich der REACH-Proxyserver hinter der NAT-
Grenze befindet. In diesem
”
Heimnutzungsszenario“ müssen nach innen
gerichtete UDP-Weiterleitungsregeln (
”
Port Forwarding“ (PF)) an der
NAT-Grenze hinterlegt sowie Ausnahmeregeln für die Firewall (FW)
definiert werden.
Sowohl das NAT- als auch das Firewallproblem wurden damit gelöst, wäre da nicht
noch ein letzter Haken: es kann passieren, dass die Internetverbindung an der NAT-
Grenze getrennt wird, und das NAT-Gateway eine neue öffentliche IP-Adresse erhält. In
diesem Fall sind die Mechanismen von REACH unwirksam, und schlimmer noch, die ser-
verseitige
”
Relay Plugin“-Instanz kennt dann die extern sichtbare IP-Adresse der NAT-
Grenze nicht mehr. Diese Adresse ist allerdings notwendig, damit SIP-INVITE-Nachrich-
ten verschickt werden können, welche den SIP-Telefonen im Internet mitteilen, zu wel-
cher IP-Adresse RTP- und RTCP-Pakete gesendet werden sollen. Hierfür ist noch keine
Lösung verfügbar. Es müsste weiterführend ein Zusammenspiel mit dem NAT-Gateway
untersucht werden, um dessen neue IP-Adresse in Erfahrung bringen zu können.
Verhalten im Isolationsfall: Charakteristisch ist für mobile Endgeräte vor allem, dass
sie für eine längere Zeit vom Internet getrennt werden können, sie also isoliert sind. Ein
besonderes Augenmerk benötigen hier die SIP-Telefone, welche keine Fehlerzustände
betreten sollen, sowie die Benutzer, welche nicht den Eindruck abgerissener Telefonge-
spräche gewinnen sollen, welcher sie zum Auflegen verleiten würde.
• Signalisierungsdaten: Solange ein mobiles Endgerät über eine Verbindung zum
Internet verfügt, können Daten zwischen miteinander assoziierten
”
Relay Plugin“-
Instanzen ausgetauscht werden. Sowohl am REACH-Client als auch am REACH-
Server haben die
”
Relay Plugins“ einen Überblick über alle bestehenden Sitzungen
und die zugehörigen Mediendatenstöme.
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Wird das mobile Endgerät jedoch isoliert, ist kein Datenaustausch mehr mit der
PBX möglich, und es können keine Telefongespräche mehr aufgebaut werden. Da
SIP-Telefone in diesem Fall keine Quittungen mehr von der PBX erhalten, wechseln
sie in einen Fehlerzustand, sobald eine bestimmte Anzahl an Versuchen fehlgeschla-
gen ist. Daher ist das clientseitige
”
Relay Plugin“ in der Lage, im Isolationsfall
künstliche SIP-Nachrichten zu erstellen, damit die hiesigen SIP-Telefone keinen
Unterschied bemerken. Hierbei findet jedoch keine
”
Auffrischung“ am SIP-Regis-
trar statt, und die SIP-Telefone drohen unerreichbar zu werden, selbst wenn die
Internetverbindung später wieder besteht. Um die SIP-Telefone zu einer raschen
Neuanmeldung zu zwingen, verweisen die künstlich erzeugten SIP-Nachrichten auf
einen
”
Sitzungs-Timeout“ von nur fünf Sekunden, sodass sich die SIP-Telefone mit
gesteigerter Frequenz wieder und wieder anmelden werden. Erst wenn die Internet-
verbindung wieder besteht und der SIP-Registrar erreicht werden kann, gilt wieder
ein
”
gewöhnlicher Sitzungs-Timeout“ von beispielsweise 3600 Sekunden.
Eine weitere Aufgabe, die beide
”
Relay Plugin“-Instanzen umfasst, betrifft den
geordneten Abbau von Sitzungen. Zwar können während einer Isolationssituation
keine neuen Telefonate aufgebaut, jedoch bestehende Telefonate beendet werden:





lay Plugin“ erkennt diesen Fall anhand der zugehörigen SIP-Nachrichten und ist in
der Lage, eigenmächtig einen ordentlichen Sitzungsabbau durchzuführen. Sobald
die Isolationssituation beendet wurde, wird die Partnerinstanz über die getrennte
Sitzung informiert, sodass sie ihrerseits einen geordneten Sitzungsabbau durchfüh-
ren kann. Beide
”
Relay Plugin“-Instanzen agieren im Isolationsfall autonom und
erzeugen eigene SIP-Nachrichten. Diese Fähigkeit macht REACH zu einem
”
Ses-
sion Border Controller“, denn ein
”
Back-to-Back User Agent“ arbeitet lediglich
statuslos und kann selbst keine Signalisierungsnachrichten erzeugen.
• Mediendaten: Es ist unvermeidlich, dass während einer Isolationssituation kei-
ne Sprachdaten mehr übertragen werden können. Dennoch kann beruhigend auf
die Gesprächspartner eingewirkt werden, sodass sie nicht vorschnell auflegen. Für
REACH wurde hierfür eine praktikable Lösung gefunden: während einer Insola-
tionssituation spielen die
”
Relay Plugins“ beidseitig eine Ansage ein, welche die
Teilnehmer auf die zeitweilige Unterbrechung hinweist. Am REACH-Server kann
zudem eine andere Ansage hinterlegt werden als am REACH-Client, da der mo-
bile Nutzer sich der Trennungssituation eher bewusst ist als ein Teilnehmer im
Festnetz.
Sobald die Isolationssituation beendet wurde und wieder RTP-Pakete ausgetauscht
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werden können, werden die Ansagen gestoppt und das Gespräch wird fortgesetzt.
Als Hürde erwies es sich hierbei, dass die Sequenznummern und Zeitstempel der
RTP-Pakete manipuliert werden müssen. Ursache ist die so genannte
”
Voice Ac-
tivity Detection“ (VAD), welche ein SIP-Telefon dazu bringt, in Sprachpausen
keine RTP-Pakete zu versenden. Dabei kommt es auch zu keiner Erhöhung der Se-
quenznummern mehr. Am
”
Relay Plugin“ wird jedoch eine durchgängige Ansage
eingespielt, wobei die Sequenznummer durch die künstlichen RTP-Pakete erhöht
wird. Daher ist es nicht ausreichend, nach einer Aufhebung der Isolationssituation
bloß die RTP-Pakete weiterzuleiten. Die Sequenznummern müssen so angepasst
werden, dass der Empfänger weiterhin eine linear aufsteigende Paketfolge erhält.
Die Ansagen können aus beliebigen Quellen gewonnen, müssen jedoch in ein spezi-
elles Format umgerechnet werden. REACH unterstützt den nicht komprimierenden
Codec G.711 mit Quantisierung gemäß A-law und μ-law, deren Verwendung durch
Betrachtung des
”
Payload Type“-Felds abgefangener RTP-Pakete festgestellt wird.
Komprimierende Codecs können bislang noch nicht benutzt werden, da unklar
wäre, zu welchen Zeitpunkten ein RTP-Paket gesendet werden müsste.
Eine wichtige Aufgabe des transportorientierten Kerns von REACH besteht in der
Erkennung von Isolationssituationen, was eine besondere Herausforderung darstellt, da
der REACH-Server diese ausschließlich durch ein Ausbleiben von Daten erkennen kann
(siehe Abschnitt 5.4). REACH erkennt solche Situationen beidseitig in weniger als 1,5
Sekunden, was kurzfristig genug ist, um die Ansagen rechtzeitig starten zu können.
Konfiguration der
”
Relay Plugins“: Abbildung 4.39 zeigt die Konfiguration bezüglich
eines mobilen Endgeräts. Es muss die IP-Adresse und die Portnummer der als
”
virtuelle
PBX“ agierenden UDP-Annahmestelle spezifiziert werden. In diesem Fall wird sie auf die
IP-Adresse "127.0.0.1" gebunden, sodass lediglich lokal gestartete Anwendungen (Soft-
phones) einen Zugriff erhalten. Soll der REACH-Client jedoch auf einer REACH-Box
gestartet werden, muss hier die IP-Adresse einer LAN-Schnittstelle angegeben werden,
sodass Teilnehmer aus dem LAN heraus die
”
virtuelle PBX“ erreichen können.
Die spezifizierte Portnummer der SIP-Annahmestelle "5060" impliziert die Nutzung
der Ports 5062, 5063, 5064 und 5065, was dem Portbelegungschema aus Abbildung
4.36 entspricht. Die nächsten beiden Parameter benennen die IP-Adresse und die Port-
nummer der eigentlichen PBX, welche seitens des REACH-Servers kontaktiert werden
soll. Im REACH-Box-Szenario kann ein Nutzer aus dem LAN heraus keine PBX mehr
auswählen, da alle Sitzungen bezüglich einer
”
Relay Plugin“-Instanz dieselbe PBX in-
volvieren. Es spricht allerdings nichts dagegen, eine weitere Instanz zu erzeugen, und





<Item key="listener ip" value="127.0.0.1" />
<Item key="listener port" value="5060" />
<Item key="pbx ip" value="141.24.92.183" />
<Item key="pbx port" value="5060" />
<Item key="announcement alaw" value="ansage.alaw" />





Abbildung 4.39: Am REACH-Client müssen pro Instanz die lokalen Annahmestellen,
die Adresse einer PBX sowie die Namen von zwei Audiodateien mit
unterschiedlich kodierten Ansagen spezifiziert werden.
diese beispielsweise ab Portnummer 5070 zu verankern. Diese Instanz könnte dann mit
einer anderen PBX verknüpft werden. Die letzten beiden Parameter benennen die Da-
teinamen der Audiodatei mit der Ansage, wobei als Codec G.711 mit A-law bzw. μ-law
verwendet werden muss.
Im dargestellten Fall gibt es bezüglich einer Firewall nichts zu beachten, da sich die
Kommunikation auf das
”
Loopback“-Device beschränkt. Im REACH-Box-Szenario hin-
gegen, wo Daten aus einem LAN empfangen werden sollen, müssen pro
”
Relay Plugin“-
Instanz die fünf UDP-Portnummern freigegeben werden.
Eine mögliche serverseitige Konfiguration ist in Abbildung 4.40 dargestellt. Hier muss
die öffentlich sichtbare IP-Adresse, unter welcher der REACH-Server erreichbar ist, an-
gegeben werden. Zudem wird eine UDP-Portnummer sowie eine Anzahl an
”
Portpaaren“
genannt, welche in Anlehnung an Abbildung 4.36 die Menge der zu belegenden Portnum-
mern beschreibt. Die Portnummer muss gerade sein, und es ist wenigstens ein Portpaar
erforderlich. Der gesamte sich ergebende Portnummerbereich muss an der lokalen Fire-
wall freigegeben werden. Falls Regeln zur Weiterleitung von Ports an einer NAT-Grenze
hinterlegt werden sollen, muss ebenfalls genau dieser Portnummernbereich weitergeleitet
werden. Zuletzt benennen zwei Parameter die Namen der Ansage-Dateien.





<Item key="listener ip" value="141.24.92.184" />
<Item key="listener port" value="5060" />
<Item key="port pairs" value="5" />
<Item key="announcement alaw" value="ansage.alaw" />





Abbildung 4.40: Anhand der Konfiguration einer serverseitigen Instanz ist ersichtlich,
dass mit Portpaaren gearbeitet wird. Auch hier können die Dateinamen
von zwei Audiodateien genannt werden.
4.4 Mitteilung des Diensteangebotes
Wenn auf einem mobilen Endgerät ein
”
Relay Plugin“ instantiiert wird, muss dieses mit
einer Partnerinstanz, welche von einem REACH-Server geladen worden ist, assoziiert
werden. Dabei muss ein geeigneter REACH-Proxyserver ausfindig gemacht werden.
Der für REACH umgesetzte Dienstsuchemechanismus ist komplex, da eine Vielzahl
an Faktoren berücksichtigt werden müssen. So können REACH-Proxyserver automa-
tisch ausgewählt oder durch den Nutzer fest vorgegeben werden (mittels Discovery-
Parameter). Manche
”
Relay Plugin“-Instanzen können sich mit mehreren Partnerinstan-
zen gleichzeitig assoziieren, was den negativen Auswirkungen von
”
Dreiecks-Routing“
entgegenwirken soll, jedoch ist dies wiederum nicht bei jedem Mechanismus möglich.
Ein REACH-Client muss in der Lage sein, die an jedem relevanten REACH-Proxy-
server instantiierten
”
Relay Plugins“ in Erfahrung zu bringen. Jeder REACH-Server







Relay Plugin“ kann pro REACH-Server maximal einmal
instantiiert werden, sodass jeder
”
Dienst“ durch einen festen Identifikator repräsentiert
werden kann. Die
”
Servicemap“ besteht aus einer Liste an 8bit-Zahlen, welche der RE-
ACH-Server an alle assoziierten REACH-Clients überträgt, und ihnen damit die Menge
der geladenenen
”
Relay Plugins“ anzeigt. Wird später ein zusätzliches
”
Relay Plugin“
instantiiert oder ein anderes entfernt, wird die aktualisierte
”
Servicemap“ verteilt.
Kapitel 7, welches sich der Auswahl geeigneter REACH-Proxyserver widmet, betrach-





Eine berechtigte Frage ist, welche Auswirkungen der Einsatz von REACH auf die Si-
cherheit hat. Immerhin werden sämtliche Datenströme der Anwendungen durch
”
Relay
Plugins“ abgefangen und über Proxyserver geleitet, sodass an einer zentralen Stelle ein




Frage nach der Sicherheit“ ist es empfehlenswert, zu klären, was mit Sicher-
heit eigentlich gemeint ist und wogegen man sich schützen möchte. Hierzu bietet es sich
an, Bedrohungsszenarien herzuleiten, und dann die zu prüfende Architektur auf entspre-
chende Schwachstellen hin zu untersuchen. Betrachtet werden muss hier insbesondere die
Kommunikation zwischen den Anwendungen auf dem mobilen Endgerät des Benutzers
und den Serverdiensten im Internet. Diese Daten gilt es gegen passive Angriffe (mitlesen)
sowie aktive Angriffe (manipulieren) zu schützen. Diese Problematik ist jedoch nicht nur
beim Einsatz von REACH zu beachten, sondern betrifft vielmehr auch den alltäglichen





Abbildung 4.41: Bereits beim
”
gewöhnlichen“ Zugriff auf Server im Internet können An-
greifer an verschiedenen Stellen auf die vertraulichen Nutzdatenströme
einwirken.
Ohne eine Mobilitätsunterstützung wie REACH ergibt sich eine typische Client-Server-
Architektur, wie sie in Abbildung 4.41 gezeigt wird. Die Datenströme der Anwendungen
des mobilen Endgeräts 1a passieren den Netzzugang samt Gateway 2a und werden durch
das Internet 3a in Richtung des anvisierten Servers 5a transportiert. Dort passieren die
Daten ebenfalls einen Netzzugang 4a. Geht man davon aus, dass der Nutzer sein persön-
liches Endgerät
”
unter Kontrolle“ hat (z.B. als Administrator, aktuelle Virensignaturen
und Sicherheitsupdates nach bestem Wissen eingespielt) und er seinem Dienstanbieter
5a (beispielsweise seine Bank) vertraut, dann kann die für Angriffe relevante Übertra-
gungsstrecke auf 2a, 3a und 4a eingeschränkt werden. Für diesen Fall bleibt jedoch
keine Alternative, als die Kommunikation Ende-zu-Ende zu sichern, beispielsweise durch
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Anwendung von Verschlüsselungs- und Authentifizierungsmechanismen. Derartige Sche-











Abbildung 4.42: Beim Einsatz von REACH kommen zusätzliche Komponenten und
Übertragungsstrecken hinzu, was die Anzahl der möglichen Angriffs-
punkte erhöht.
Beim Einsatz von REACH ergibt sich jedoch eine andere Kommunikationsbeziehung
(siehe Abbildung 4.42). Aus Sicht des Servers 9b stammt die Anfrage dann nicht mehr






auszugehen. Aktive und passive Angriffe an den Netzzugängen 6b und 8b sowie im In-
ternet auf der letzten Teilstrecke 7b können auch hier nur wieder durch den Einsatz von
Ende-zu-Ende greifenden Schutzmechanismen behandelt werden. Damit muss allerdings
noch die Rolle des REACH-Proxyservers 5b diskutiert werden. Terminiert dieser die
serverseitigen Schutzmechanismen, wären die Datenströme an den Punkten 2b, 3b, 4b
und 5b les- und manipulierbar. Leitet REACH abgefangene Nutzdatenströme jedoch
”
transparent“ durch, können Ende-zu-Ende-Schutzmechanismen auch zwischen den An-
wendungen auf dem mobilen Endgerät und den Serverdiensten im Internet etabliert
werden. Weder am REACH-Client, am REACH-Server, noch dazwischen könnte dann




Für den Fall, dass TCP-Verbindungen oder UDP-Assoziationen durch REACH abgefan-
gen werden, entsteht innerhalb von REACH eindeutig ein Sicherheitsproblem, da der







nach außen“ gerichtete Weiterleitungsregeln für TCP-







Relay Plugins“ für SOCKSv4 und SOCKSv5. Alle diese
”
Relay
Plugins“ schränken jedoch die Aktivierung von Ende-zu-Ende-Schutzmechanismen in
keinster Weise ein. Für den Nutzer bietet es sich damit an, auf entsprechende Protokolle
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wie HTTPS oder Dienste wie SSH zurückzugreifen. Weiterhin wurde bereits gezeigt, dass
das UDP-basierte Weiterleitungsschema erfolgreich den verschlüsselten Datenstrom zwi-
schen einem VPN-Client und einem VPN-Server transportieren kann. Damit steht auch
bei Anwendung von REACH einem Einsatz von Ende-zu-Ende-Verschlüsselung nichts
im Wege.
Beim Einsatz des gerade genannten VPN-basierten Konzepts muss man sich aber be-
wusst sein, dass das VPN-interne Verschlüsselungsschema am VPN-Server endet. Miss-
traut man hierbei dem VPN-Server oder der letzten Teilstrecke in Richtung des Servers,
muss wieder auf Ende-zu-Ende-Verschlüsselung zurückgegriffen werden.
Einzig die
”
Relay Plugins“ für SIP-basierte Sprachkommunikation erweisen sich dies-
bezüglich als problematisch. Wie in Abschnitt 4.3.2.6 dargelegt wurde, darf der Signali-
sierungsdatenstrom (SIP) nicht verschlüsselt werden, da sonst die eingebetteten Adress-
informationen nicht länger angepasst werden könnten. Weiterhin sollten auch die Medi-
endatenströme nicht verschlüsselt werden, da sonst im Isolationsfall keine künstlichen
Sprachansagen mehr eingespielt werden können. Es wäre nur eine geringfügige Erwei-
terung des serverseitigen
”
Relay Plugins“ erforderlich, um alle Mediendatenströme am
REACH-Server in eine Datei zu schreiben und damit die geführten Telefongespräche zu
kompromittieren.
Fazit: Um Nutzdatenströme vor passiven und aktiven Angriffen schützen zu können,
eignen sich Ende-zu-Ende-Sicherungsmechanismen. Diese arbeiten problemlos mit RE-
ACH zusammen, mit Ausnahme der Mobilitätsunterstützung für SIP-basierte Telefonie.
4.6 Kapitelzusammenfassung
In diesem Kapitel wurde das Dienstekonzept von REACH beleuchtet, welches durch
die Vielzahl an Möglichkeiten zum Abfangen von Datenströmen der nicht modifizierten
Anwendungen motiviert war. Diese Mechanismen wurden gemäß der Schicht, auf der
sie jeweils angesiedelt sind, gruppiert und umfassend beleuchtet. Anschließend wurden
sie anhand praxisorientierter Nutzungsszenarien bewertet. Diese spiegelten wider, was
Nutzer von ihren Endgeräten im mobilen Umfeld erwarten. Das wesentliche Ergebnis
lautete, dass zwar zu jedem Nutzungsszenario wenigstens ein geeigneter Mechanismus
benannt werden konnte, aber keiner dieser Mechanismen für sich gesehen in der Lage
war, wiederum auch alle anderen Szenarien zu unterstützen.
Für REACH wurde ein modulares Dienstekonzept vorgestellt, wobei alle vorgestell-
ten Mechanismen in Form von
”
Relay Plugins“ umgesetzt werden konnten. Der wich-
tigster Aspekt liegt hierbei darin, dass diese Plugins beliebig miteinander kombiniert
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werden können, wobei sich die Vorteile der einzelnen Mechanismen ergänzen, während
ihre Nachteile gegenseitig verdeckt werden. So ist REACH in der Lage, alle vorgestellten
Nutzungsszenarien mit gleichbleibender Konfiguration zu unterstützen.
Da REACH architekturbedingt Sicherheitsbedenken aufwirft, wurden speziell die Ge-
fahren passiver und aktiver Angriffe in Bezug auf die vertraulichen Nutzerdatenströme
betrachtet. Dabei kam heraus, dass beim Einsatz von REACH weiterhin dieselben Ende-




Zur Laufzeit können eine Vielzahl an
”
Relay Plugin“-Instanzen dynamisch erzeugt, pa-
rametriert und wieder entfernt werden, wobei die Sitzungsverwaltung und die Sicherstel-
lung der Integrität der Nutzdaten bereits durch den transportorientierten Kern erbracht
werden. Dieser Thematik widmet sich das nachfolgende Kapitel.
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Das vorherige Kapitel widmete sich dem Dienstekonzept von REACH. Wie dort er-
läutert worden ist, können miteinander assoziierte
”
Relay Plugin“-Instanzen, welche am
REACH-Client und am REACH-Server existieren, durch den
”
transportierten Kern“ mit-
einander Daten austauschen. Im Folgenden wird dazu mit einer Übersicht der einzelnen
Schichten
”
des transportorientierten Kerns“ von REACH begonnen, welche anschließend
gesondert vorgestellt werden.
5.1 Der transportorientierte Kern von REACH
In Abbildung 5.1 wird die Schichtung eines mobilen Endgeräts, welches über einen RE-
ACH-Client verfügt, dargestellt. Die Datenströme der nicht modifizierten Anwendun-
gen werden durch
”
Relay Plugin“-Instanzen abgefangen und mit der Hilfe von logischen
Verbindungen an eine Partnerinstanz (eine assoziierte
”
Relay Plugin“-Instanz selben
Typs) transportiert. Eine Vielzahl an strom- und paketorientierten logischen Verbin-
dungen werden zu Linkbündeln zusammengefasst, wobei ein Linkbündel das Ergebnis
einer Dienstfindungsprozedur darstellt und eine
”
Relay Plugin“-Instanz am REACH-Cli-
ent mit einer
”
Relay Plugin“-Instanz am REACH-Server assoziiert. In der Abbildung
wird allerdings nicht dargestellt, dass jede
”
Relay Plugin“-Instanz eine Vielzahl an Link-
bündeln verwalten kann, welche dann an unterschiedliche REACH-Server gerichtet sind
(diese Thematik wurde bereits in Abschnitt 4.3.1.2 behandelt). Falls speziell der Zusam-
menhang zwischen logischen Verbindungen und Linkbündeln von Interesse sein sollte,
empfielt sich ein erneuter Blick auf Abbildung 4.2 auf Seite 46.
Der transportorientierte Kern von REACH bietet zwei verschiedene Arten logischer
Verbindungen an, da stromorientierte und paketorientierte Daten unterschieden werden.
Alle logischen Verbindungen, welche denselben REACH-Client bzw. REACH-Server zum
Ziel haben, passieren dasselbe Multiplexer (MUX)-Paar. Multiplexer treten paarweise
auf, da für die beiden Typen an logischen Verbindungen gesonderte Mechanismen benö-
tigt werden. Die Multiplexer haben die Aufgabe, die Daten vieler logischer Verbindungen
zu einem einzigen Summendatenstrom (pro Typ) zusammen zu fassen. Die Verwaltung
von logischen Verbindungen, was deren Auf- und Abbau mit einschließt, fällt ebenfalls
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Abbildung 5.1: Die vollständige Schichtung von REACH zeigt, dass die Komponenten
des Dienstekonzepts auf einen transportorientierten Kern aufsetzen. Die-
ser Kern implementiert verschiedene Protokollinstanzen, welche nachein-
ander durchlaufen werden und verschiedene Aufgaben erfüllen.
in ihren Verantwortungsbereich. Die Multiplexer werden in Abschnitt 5.2 genauer be-
leuchtet.
Da speziell der Summendatenstrom des stromorientierten Multiplexers besondere An-
forderungen an die Übertragungsstrecke stellt, welche durch TCP allein im mobilen Um-
feld nicht erbracht werden können, sind unterhalb der Multiplexer Sicherungsinstanzen
angesiedelt. Sie haben die Aufgabe, die beiden Summendatenströme vor den negativen
Auswirkungen eines Handovers zu schützen, damit die Übertragung über die mobile
Teilstrecke keine negativen Auswirkungen auf die Multiplexer haben kann. Die Funkti-
onsweise der beiden Sicherungsinstanzen wird in Folgeabschnitt 5.3 vorgestellt.
Unterhalb der Sicherungsinstanzen liegen zwei gesicherte Summendatenströme vor,
welche mittels nicht modifiziertem TCP/IP und UDP/IP auch im mobilen Umfeld über-
tragen werden können. Vorher durchläuft der paketorientierte Datenstrom noch die
”
Iso-
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lationserkennung“ (IEK), welche bei Bedarf für einen Mindestdatenstrom sorgt, damit
empfängerseitig beim Ausbleiben von Daten auf eine Isolationssituation geschlossen wer-
den kann. Dieser Mechanismus bildet den Schwerpunkt von Abschnitt 5.4.
Die an dieser Stelle vorliegenden Datenströme können schließlich versendet werden,
wobei das Ergebnis der Handoverentscheidung berücksichtigt werden muss. Es kann ei-
ne Vielzahl an aktiven Netzzugängen und damit Übertragungswegen geben, welche für
den Datenaustausch zwischen REACH-Client und REACH-Server herangezogen wer-
den können. Dabei können Daten auch redundant verschickt werden oder mit Blick
auf ein Kanalbündelungsszenario auf verschiedene Wege
”
aufgefächert“ werden. Die sich
für REACH ergebenen Übertragungsmechanismen werden in Abschnitt 5.5 diskutiert.
Unterabschnitt 5.5.1 beleuchtet die Aufteilung der Datenströme auf die verfügbaren
Übertragungsstrecken. In Unterabschnitt 5.5.2 wird die Übertragung mittels TCP/IP
und UDP/IP diskutiert. Da hierbei NAT-Grenzen überschritten werden und Probleme
durch Firewalls auftreten können, wird in Unterabschnitt 5.5.3 auf die Notwendigkeit
von
”
Keep-Alive“-Paketen eingegangen. Diese Pakete eignen sich zudem dazu,
”
abgeris-
sene“ Transportschichtverbindungen erkennen zu können, womit eine
”
Abrisserkennung“
(AEK) zur Verfügung steht. In Unterabschnitt 5.5.4 wird anschließend ein Mechanismus
zur Bestimmung der aktuellen Paketumlaufzeit pro Übertragungsstrecke vorgestellt, des-
sen Ergebnis für die Übertragungswiederholung innerhalb der Sicherungsinstanzen wich-
tig ist. Schlussendlich wird in Unterabschnitt 5.5.5 auf das Problemfeld einer determi-
nistischen Wegewahl eingegangen, da Datenströme am mobilen Endgerät an bestimmte
Netzzugänge (NZG) gebunden werden müssen.
Anhand von Abbildung 5.1 lässt sich abermals deutlich erkennen, dass REACH eine
Middleware darstellt. Aus Sicht des Betriebssystems tritt der transportorientierte Kern
von REACH als eine Anwendung in Erscheinung, während die eigentlichen Anwendun-
gen nicht modifiziert werden brauchen, wobei sich REACH
”
unterhalb“ von ihnen befin-
det. Am REACH-Server sieht die Architektur ähnlich aus, es gibt jedoch Unterschiede.
Während der dortige transportorientierte Kern bis auf Details identisch ist, spielt dort





Relay Plugins“ kann eine Vielzahl an logischen Verbindungen anfallen. Da
REACH zwei Arten logischer Verbindungen unterscheidet, gibt es auch zwei verschiede-
ne Multiplexer. Ihr Ziel ist es, die Datenströme der logischen Verbindungen auf einen
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zentralen Summendatenstrom abzubilden, damit dieser durch eine nachgeschaltete Si-
cherungsinstanz vor den negativen Auswirkungen von Handoverereignissen geschützt
werden kann.
5.2.1 Benennungs- und Adressierungsproblem
Da also Daten einer Vielzahl an logischen Verbindungen im senderseitigen Multiple-
xer in einem Summendatenstrom münden, muss der empfängerseitige Multiplexer die
Datenströme wieder voneinander trennen können, sodass die ursprünglichen logischen
Verbindungen wieder zum Vorschein kommen. Da jede logische Verbindung einen Verbin-
dungsaufbau durchläuft, muss zudem die Adressierungsproblematik geklärt werden. Ziel
ist es, dass eine eingehende logische Verbindung an die korrekte
”
Relay Plugin“-Instanz
gereicht werden kann. Dazu müssen beim Verbindungaufbau Zusatzinformationen mitge-
geben werden, welche beispielsweise einen eindeutigen Identifikator für die Verbindung
festlegen sowie die
”
Relay Plugin“-Instanz benennen. Letztgenannte Instanz wird über
das zugeordnete Linkbündel definiert, welches eine übergeordnete Organisationseinheit
darstellt, welche zwischen miteinander assoziierten
”
Relay Plugin“-Instanzen besteht Be-
sitzt eine
”
Relay Plugin“-Instanz ein Linkbündel, kann es an seinem Endpunkt logische
Verbindungen anfordern und annehmen (siehe Abbildung 4.2).
Logische Verbindungen werden bei REACH intern mittels numerischer Identifikato-
ren unterschieden. Diese Identifikatoren werden als Verwaltungsinformation mit den zu
übertragenden Nutzdaten verknüpft, sodass der Empfänger des Summendatenstroms
die einzelnen Datenströme wieder voneinander trennen kann.
Identifikatoren müssen eindeutig vergeben werden, was im Rahmen des Verbindungs-
aufbaus geschehen muss. Hierbei ist zu berücksichtigen, dass sowohl am REACH-Client
als auch am REACH-Server logische Verbindungen angefordert werden dürfen. Da logi-
sche Verbindungen eindeutig benannt werden müssen, kommt es zu einem Vergabepro-
blem, welches in Abbildung 5.2 gezeigt wird.
Es lässt sich erkennen, dass weder der REACH-Client noch der REACH-Server in
der Lage sind, global eindeutige Identifikatoren zu vergeben. Auch eine
”
nur“ system-
weit über mehrere Multiplexer hinweg erfolgende eindeutige Vergabe von Identifikatoren
führt nicht zum gewünschten Erfolg, da die Kombination aus zeitgleich eintreffenden und
ausgehenden logischen Verbindungen keine robuste Kollisionsvermeidung zulässt. Daher
muss die Eindeutigkeit von Identifikatoren jeweils auf zwei miteinander assoziierte Mul-
tiplexer-Partnernstanzen beschränkt werden (siehe Abbildung).
Allerdings löst diese Maßnahme nur einen Teil des Vergabeproblems. Bisher teilen sich
beide Multiplexer-Partnerinstanzen einen gemeinsam genutzten Vorrat an Identifikato-





















Abbildung 5.2: Die Vergabe von Identifikatoren logischer Verbindungen ist problema-
tisch. Weder ein REACH-Client noch ein REACH-Server können robust
einen als frei geltenden Identifikator festlegen. Gründe dafür sind ein kon-
kurrierender Zugriff mehrerer REACH-Clients und REACH-Server auf
den Vorrat an Identifikatoren sowie die Tatsache, dass logische Verbin-












Abbildung 5.3: Identifikatoren werden nur zwischen zwei miteinander assoziierten Mul-
tiplexer-Partnerinstanzen eindeutig vergeben.
ren, und es wurde noch keine Aussage darüber getroffen, welche der beiden Multiplexer-
Instanzen Identifikatoren vergeben darf. Dieses Problem spielt ebenfalls bei X.25 eine
Rolle, wo logische Verbindungen (dort als
”
Virtual Channel“ (VC) bezeichnet) mit einem
einzigen
”
Virtual Channel Identifier“ (VCI) aus einem Vorrat von 212 = 4096 verschiede-
nen Identifikatoren benannt werden. X.25 ist ein Netzzugangsprotokoll, welches konkret
zwischen ankommenden und abgehenden Verbindungen unterscheidet. Die Vermittlungs-
stelle belegt dabei die VCIs aufsteigend vom unteren Ende des Vorrates her, während
die Teilnehmerseite die VCIs vom oberen Ende herunter belegt. Hin- und rücklaufende
Pakete derselben logischen Verbindung weisen einen identischen VCI auf. Bei der Verga-
be kann es allerdings zu Kollisionen kommen. Sollten Vermittlungsstelle und Teilnehmer
gleichzeitig eine Verbindung aufbauen wollen und dabei denselben VCI belegen, so setzt
sich die Vermittlungsstelle gegenüber dem Teilnehmer durch [Sieg99].
Diese Vorgehensweise wäre für REACH aus mehreren Gründen ungeeignet, da bei
auftretenden Kollisionen unabhängig von der Art und Weise ihrer Behandlung Verzö-
gerungen beim Aufbau der logischen Verbindung auftreten. Wären dagegen Kollisionen
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ausgeschlossen, erspare dieses deren Behandlung und es träten keine durch Neuverhand-
lungen oder Ablehnungen provozierten Verzögerungen auf. Zusätzlich sollen bei REACH
immer möglichst kleine Zahlen als Identifikatoren benutzt werden, da im Kopf einer je-
den nutzdatenbezogenen
”
Protocol Data Unit“ (PDU) direkt fünf Bits zur Benennung
der logischen Verbindung herangezogen werden, wodurch die ersten 32 logischen Ver-
bindungen bereits durch das erste Byte dargestellt werden können. Erst Identifikatoren
zahlenmäßig größer gleich 32 verlangen nach einem dynamisch wachsenden Protokollkopf
und damit einem steigenden Overhead. Daher erweist sich eine Vergabe vom oberen En-
de des Sequenznummernvorrates herunter für REACH als ineffizient.
Fazit: Der Vergabemechanismus von X.25 bietet eine gute Basis, muss aber dahinge-
hend angepasst werden, dass keine Kollisionen mehr auftreten können und dass beidseitig
bevorzugt kleine Zahlen als Identifikatoren vergeben werden.
5.2.2 Allgemeine Funktionsweise beider Multiplexer
Verbindungsaufbau Für den Verbindungsaufbau und die Festlegung des Identifikators
(ID) ist eine
”
Ein-Wege-Verbindungsanzeige“ ausreichend, da der Initiator einer logischen
Verbindung bei REACH immer davon ausgehen darf, dass am Gerufenen die Verbindung
angenommen wird und der Identifikator dort auch verfügbar ist. Beide Instanzen haben
innerhalb ihrer Sitzung prinzipiell den vollen Zugriff auf den gesamten Vorrat möglicher
Identifikatoren, ohne dass es bei der Vergabe zu Kollisionen kommen kann. Damit dieses
Ziel erreicht werden konnte, musste eine Vorkehrung getroffen werden. Da gleiche Identi-
fikatoren beidseitig vergeben werden können, wird ihre Eindeutigkeit daran festgemacht,
welche der Partnerinstanzen sie vergeben hat. Mit Hilfe eines als
”
Initiator-Bit“ bezeich-
neten Flags wird im Protokollkopf der PDUs vermerkt, ob der enthaltenene Identifikator
ein lokal vergebener Identifikator (ausgehend) ist oder ob er durch die Partnerinstanz
festgelegt wurde (eingehend).
In Abbildung 5.4 ist ein solcher Fall dargestellt. Beide Partnerinstanzen beginnen
zeitnah mit dem Aufbau einer logischen Verbindung und vergeben jeweils den ihrerseits
freien Identifikator ID=5. Bestandteil der logischen Verbindung ist allerdings jeweils die
Zusatzinformation, dass der Identifikator
”
ausgehend“ festgelegt worden ist. Auf dem
Medium überkreuzen sich beide Anforderungen (die hierfür verantwortlichen SYN-PDUs)
und lösen am jeweiligen Empfänger eine Verbindungsannahme aus. Hierbei wird die von
der Partnerinstanz gewählte ID=5 in beiden Fällen als frei erkannt, da bislang noch keine
Verbindung mit dieser ID (5, eingehend) existiert. Es kommt zu keiner Kollision.
Abbildung 5.5 verdeutlicht die genannte Unterscheidung eingehender und ausgehender
logischer Verbindung bei deren interner Speicherung. Es gibt hierfür in jeder Multiplexer-
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Abbildung 5.4: Jede Multiplexer-Partnerinstanz hat die alleinige Hoheit über die Ver-
gabe der Identifikatoren ausgehender Verbindungen. Eingehende Verbin-
dungen werden mit Zahlen aus demselben Zahlenvorrat benannt. Die
Zuordnung innerhlab dieser Sitzung bleibt aber eindeutig, da nicht al-
leine auf die Zahl geschaut wird, sondern zusätzlich auf deren Herkunft
(A=ausgehend, E=eingehend).
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Abbildung 5.5: Beim Aufbau einer logischen Verbindung (
”
Logical Link“ (LL)) wird vom
Initiator ein Identifikator (ID) vergeben und der Partnerinstanz durch
Versendung einer SYN-PDU mitgeteilt.
Bisher wurde noch nicht abschließend geklärt, was mit einer angenommenen logischen
Verbindung passieren soll. Immerhin können oberhalb einer gerufenen Multiplexer-In-
stanz eine Vielzahl an
”
Relay Plugin“-Instanzen verfügbar sein, oder es könnte sich auch
um eine Folgeverbindung handeln, welche zu einer bereits bestehenden Dienstabwicklung
zugeordnet werden muss. Dazu wurde der Verbindungsaufbaumechanismus um die Mög-
lichkeit der Übertragung eines zusätzlichen Signalisierungsdatenblocks erweitert. Dieser
benennt, welchem Linkbündel eine eintreffende logische Verbindung am Empfänger zu-
geordnet ist, und referenziert damit eine bestimmte
”
Relay Plugin“-Instanz.
Fazit: Es wurde ein kollisionsfrei arbeitender Verbindungsaufbaumechanismus vorge-
stellt, welcher wie gewünscht bevorzugt kleine Zahlen als Identifikatoren vergeben kann.
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Nutzdatenversendung Daten-PDUs müssen bei Ihrer Versendung mit dem entspre-
chenden Identifikator der zugehörigen logischen Verbindung gekennzeichnet werden. Da-
bei ist aber die Zusatzinformation nötig, ob es der Absender war der den Identifikator
vergeben hat, oder ob der Empfänger der Daten-PDU der Initiator der logischen Ver-
bindung war. Abhängig davon wird die zugehörige logische Verbindung am Empfänger
entweder in der Liste der ausgehenden oder der eingehenden logischen Verbindungen
gesucht.
Hierfür wurden die fünf Bit des Protokollkopfes, welche wie bereits genannt in der
Lage wären 32 verschiedene Identifikatoren darzustellen, neu organisiert. Das fünfte Bit
(Wertigkeit 16) wird nun als
”
Initiator-Bit“ (I-Bit) verwendet. Ist es gesetzt, heißt dies,
dass der Absender der Nachricht der Initiator der logischen Verbindung war und dem-
nach auch den Identifikator festgelegt hatte. Es verbleiben vier Bits für den eigentlichen
Identifikator, was die Zahl der direkt darstellbaren logischen Verbindungen pro Richtung
auf 16 beschränkt. Somit können beidseitig
”
von unten her“ aufsteigende (kleine) Zah-
len als Identifikatoren vergeben werden. Abbildung 5.6 zeigt beispielhaft, wie Nutzdaten-
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Abbildung 5.6: Nutzdaten werden beim Versand mit dem Identifikator der logischen
Verbindung gekennzeichnet. Das gesetzte Initiator-Bit an, dass der Ab-
sender der Initiator der logischen Verbindung war, und damit auch den
Identifikator festgelegt hatte.
Grundannahmen Die vorgestellte Betriebsweise der
”
Ein-Wege-Verbindungsanzeige“
basiert auf der optimistischen Grundannahme, dass erstens logische Verbindungen grund-
sätzlich vom Gerufenen angenommen werden und dass sich zweitens SYN-PDU und DATA-
PDUs nicht gegenseitig überholen oder verloren gehen können. Ersteres ist durch den
kollisionsfrei arbeitenden Vergabemechanismus sichergestellt, während die Einhaltung
der zweiten Grundannahme in den zwei folgenden Abschnitten speziell für stromorien-
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tierte (Abschnitt 5.2.3) und paketorientierte logische Verbindungen (Abschnitt 5.2.4)
betrachtet werden muss.
Während in [Ever04] auf Grund des dort noch verwendeten
”
Zwei-Wege-Handshakes“
logische Verbindungen im Voraus aufgebaut wurden – um den zeitraubenden
”
Hand-
shake“ im Vorfeld durchlaufen zu lassen – ist eine solche Logik bei REACH nicht mehr
notwendig. Logische Verbindungen brauchen erst bei Bedarf aufgebaut und können zur
sofortigen Versendung von Nutzdaten herangezogen werden.
Verbindungsabbau Zum Schließen logischer Verbindungen wird ein
”
Zwei-Wege-Hand-

















"Relay Plugin" "Relay Plugin"
close(ID=1,I+) signal(ID=1,I−)
Abbildung 5.7: Der Abbau logischer Verbindungen wird mit Hilfe eines beidseitigen Aus-
tauschs zweier CLOSE-PDUs durchgeführt.
CLOSE-PDUs werden wie DATA-PDUs mit dem Identifikator der logischen Verbindung
in Kombination mit dem Initiator-Bit benannt.
Falls ausgeschlossen werden kann, dass sich SYN-, DATA- und CLOSE-PDUs gegensei-
tig überholen oder verloren gehen können, handelt es sich hierbei um einen robusten
Mechanismus zur Handhabung logischer Verbindungen. Auch ein simultanes Schließen
einer logischen Verbindung seitens beider Multiplexer-Partnerinstanzen kann den Verwal-
tungsmechanismus nicht verwirren. Es ist sogar denkbar, dass eine logische Verbindung
aufgebaut, zur sofortigen Datenversendung herangezogen und augenblicklich wieder ge-
schlossen wird, wie es in Abbildung 5.8 dargestellt ist. Die Nutzdaten werden empfänger-
seitig (am Gerufenen) ausgewertet, allerdings müssen eventuell zurückgesendete Daten
am Initiator verworfen werden, da der dortige Endpunkt der logischen Verbindung be-
reits geschlossen worden ist. Es kommt dabei zu keinem Zuordnungsproblem, da auf
Grund der vorausgesetzten Reihenfolgetreue immer alle PDUs eindeutig zu logischen
Verbindungen zugeordnet werden können.
Der lokale Zuordnungseintrag wird jeweils in dem Moment wieder freigegeben, wo



























Abbildung 5.8: Eine logische Verbindung kann angefordert, zur sofortigen Nutzdaten-
versendung herangezogen und augenblicklich wieder geschlossen werden.
Eventuell rücklaufende DATA-PDUs müssen zwar verworfen werden,
was aber unproblematisch ist.
sowohl ein lokaler close()-Aufruf bezüglich der logischen Verbindung stattfand als auch
eine CLOSE-PDU von der Partnerinstanz zu dieser logischen Verbindung eintraf. Dabei
ist es egal, ob diese CLOSE-PDU die Antwort auf die versendete CLOSE-PDU ist (
”
Zwei-
Wege-Handshake“) oder ob die Partnerinstanz simultan die Verbindung geschlossen hat
(sich überkreuzende CLOSE-PDUs).
REACH unterscheidet zwischen stromorientierten und paketorientierten logischen Ver-
bindungen. Beide werden im Folgenden vorgestellt.
5.2.3 Stromorientierte logische Verbindungen
Eigenschaften Die Übertragung stromorientierter Daten ist mit der Dienstleistung von
TCP vergleichbar. Die Daten sollen in Form eines Bytestroms so am Empfänger ankom-
men, wie sie versendet worden sind, ohne Verluste, Duplizierungen oder Vertauschungen.
Dieser Typus logischer Verbindungen eignet sich damit dazu, die abgefangenen Daten
eines TCP-Sockets zwischen zwei
”
Relay Plugin“-Instanzen zu transportieren.
Der Verbindungsaufbau einer stromorientierten logischen Verbindung läuft so ab, wie
es bereits allgemein im letzten Abschnitt erläutert worden ist. Es wird eine
”
Ein-Wege-
Verbindungsanzeige“ durchgeführt, bei welcher der Identifikator der logischen Verbin-
dung vom Initiator festgelegt wird, und dann dem Gerufenen mitgeteilt wird. Nutzda-
ten dürfen sofort übertragen werden, bis zu dem Punkt, wo eine Instanz die Verbindung
schließt und die logische Verbindung mittels eines
”
Zwei-Wege-Handshakes“ abgebaut
wird. Das entwickelte Protokoll, welches die genannte Funktionalität erbringt, wird als
”
Stream Control Protocol for REACH“ (SCPR) bezeichnet.
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Einhaltung der Grundannahmen SCPR verlangt nach der Einhaltung der geforderten
Grundannahmen: SCPR-PDUs dürfen nicht verloren gehen oder sich gegenseitig über-
holen können. Sollte dies passieren, würden die Statusmaschinen im Multiplexer nicht
mehr ordnungsgemäß funktionieren. Daher muss eine Sicherungsinstanz nachgeschaltet
werden, welche den Gesamtdatenstrom, welcher aus den SCPR-PDUs aller stromorien-
tierten logischen Verbindungen besteht, gesichert überträgt. Diese Sicherungsinstanz für
den stromorientierten Summendatenstrom wird später in Abschnitt 5.3.1 beschrieben.
Notwendigkeit einer Flusssteuerung Die Hauptaufgabe jeder Multiplexer-Instanz be-
steht in der Bündelung vieler logischer Verbindungen zu einem Gesamtdatenstrom (mul-
tiplexen). In der Partnerinstanz angekommen wird der empfangene Gesamtdatenstrom
wieder in seine Komponenten, die SCPR-PDUs der einzelnen logischen Verbindungen,
zerlegt (demultiplexen). Da Datenströme gesichert übertragen werden müssen, also keine
Verluste toleriert werden, wird auf Ebene der Multiplexer eine Flusssteuerung benötigt.
Nur eine Flusssteuerung kann verhindern, dass eine sendende
”
Relay Plugin“-Instanz
Daten mit einer höheren Rate an eine logische Verbindung übergibt, als wie die empfange-
ne Instanz sie wieder entnimmt. Ohne eine Flusssteuerung käme es zu
”
Verklemmungen“
beim Demultiplexen, da ein vorliegendes Datenfragment nicht unmittelbar in den Emp-
fangspuffer der zugehörigen logischen Verbindung geschrieben werden könnte. Es gäbe
nur zwei Möglichkeiten: Entweder wird die wartende SCPR-PDU verworfen – damit
der Mechanismus nicht blockiert – oder es wird gewartet, bis der Empfangspuffer der
logischen Verbindung abgerufen und damit geleert wurde. Ersteres zerstört den Daten-
strom, letzteres blockiert den gesamten Demultiplexer (die empfängerseitige Multiplexer-
Instanz) und damit alle Datenströme [Ever04].
Die daher notwendige Flusssteuerung arbeitet bei REACH mit Bestätigungen, welche
einer sendenden SCPR-Instanz (erster Multiplexer) Auskunft über den Zustand des
Empfangspuffers der empfängerseitigen SCPR-Instanz (assoziierter Multiplexer) geben.
Dieser Zustand ändert sich immer dann, wenn Daten aus dem Empfangspuffer abgerufen
werden und somit wieder freier Platz entsteht. Dabei werden bei REACH jedoch weder
Sequenznummern noch der verbleibende Platz im Empfangspuffer kommuniziert (wie
es bei TCP geschieht), sondern mit einer kumulativ zu interpretierenden Blockgröße
gearbeitet. Wenn also beispielsweise 4096 Bytes aus dem Empfangspuffer abgerufen




Der Vorteil gegenüber der Verwendung von Sequenznummern liegt in einem geringe-
ren Übertragungsaufwand. Eine kumulative Quittung kommt bei REACH mit einem
einzigen Byte als Bestätigungsfeld aus. Es werden Blöcke zu jeweils 4096 Byte be-
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stätigt, was Sammelbestätigungen ermöglicht, welche bis zu 1 MiB abdecken können:






1. Byte 2. Byte
ID ID ID ID
SCPR_FLOW4 Identifikator Flusssteuerung
Byte div 4096
F F F F F F F F
Abbildung 5.9: Quittungen zur Flusssteuerung werden bei SCPR in Form von kumulativ
auszuwertenden Blockbestätigungen formuliert. Hier ist beispielhaft eine
SCPR_FLOW4-PDU gezeigt, welche mit insgesamt zwei Bytes auskommt
(
”
Most Significant Bit“ (MSB),
”
Least Significant Bit“ (LSB)).
Die Flusssteuerungsinformation kann auf zwei Arten übertragen werden. Entweder,
falls gerade keine Nutzdaten in Rückrichtung zu versenden sind, über nur für diesen
Zweck eingeführte Nachrichten (SCPR_FLOW-PDUs, siehe Abbildung 5.9), oder, falls Da-
ten zur Versendung vorliegen, als Bestandteil einer SCPR_DATA-PDU.
Zusammenfassung In diesem Abschnitt wurde das
”
Stream Control Protocol for RE-
ACH“ (SCPR) vorgestellt. Es dient der Verwaltung stromorientierter logischer Verbin-
dungen. Dabei wurde die Notwendigkeit einer Flusssteuerung dargelegt.
Alle SCPR-PDUs werden in Anhang A.1.1.1 aufgeführt. Die Statusmaschine einer
jeden SCPR-Instanz (Multiplexer) ist dort in Abschnitt A.1.1.2 abgebildet.
Es wird allerdings eine gesicherte Übertragung des SCPR-Gesamtdatenstroms vor-
ausgesetzt. Ein solcher gesicherter Transportkanal wurde als gegeben hingenommen. In
Abschnitt 5.3.1 wird er in seiner konkreten Realisierung vorgestellt.
5.2.4 Paketorientierte logische Verbindungen
Eigenschaften Auch paketorientierte Daten werden bei REACH über verbindungsori-
entiert arbeitende logische Verbindungen übertragen. Die zu übertragenden Pakete müs-
sen mit einem Identifikator versehen werden, welcher im Rahmen eines Verbindungsauf-
baus festgelegt wird. Die Verwaltung paketorientierter logischer Verbindungen erweist
sich im Vergleich zu den stromorientierten logischen Verbindungen als komplizierter.
Man kann sich hierbei nicht mehr auf leistungsfähige Sicherungsinstanzen verlassen, son-
dern muss mit Paketverlusten und Dubletten rechnen.
Pakete sind von ihrer Natur her anders als stromorientierte Daten. Sie werden bei
REACH ungesichert übertragen, wodurch jederzeit Verluste auftreten können. Eine ge-
nerelle Übertragungswiederholung verloren gegangener Pakete wäre unerwünscht, da es
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hierbei zu nicht abschätzbar langen Verzögerungen kommen könnte. Dieser Umstand
wirft jedoch Fragen bezüglich der Einhaltung der Grundannahme auf, denn auch hier
muss ein reibungsloses Funktionieren der Statusmaschinen gewährleistet werden. Das
dazu entwickelte
”
Packet Control Protocol for REACH“ (PCPR) musste dahingehend
entworfen werden, dass es
”
virtuelle Verbindungen“ über ein unsicheres paketorientiert
arbeitendes Medium anbieten kann.
Verbindungsaufbau:
”
Opportunistischer Drei-Wege-Handshake“ Zuerst muss man
sich bewusst machen, dass man sich bei der Übertragung von Paketen auf einen ungesi-
chert arbeitenden Dienst verlässt. Jedes Paket, welches verschickt wird, kann auf dem
Medium verloren gehen. Zudem kann es durch die Wegewahl zu einer Vertauschung
der Reihenfolge oder zu Vervielfachungen kommen. Die Herausforderung bestand darin,
einen Verwaltungsmechanismus zu entwickeln, welcher auch unter diesen Randbedingun-
gen robust funktioniert.
Der erste Schritt bestand darin, die bereits vorgestellte
”
Ein-Wege-Verbindungsan-
zeige“ des Verbindungsaufbaus durch einen
”
Drei-Wege-Handshake“ zu ersetzen. Damit
wird wie bei TCP eine Robustheit gegenüber Paketverlusten erreicht. Allerdings weist
”
normales“ TCP die Eigenschaft auf, dass beide Partnerinstanzen mindestens die Dauer
eines Paketumlaufs warten müssen, bevor Nutzdaten versendet werden dürfen.
Der
”
Drei-Wege-Handshake“ wurde für REACH dahingehend modifiziert, dass er eine
sofortige Nutzdatenversendung erlaubt, noch bevor er komplett durchlaufen wurde. Die-
ser hier als
”
opportunistischer Drei-Wege-Handshake“ bezeichnete Verbindungsaufbau
geht dabei – wie bereits bei den stromorientierten logischen Verbindungen erläutert –
von der optimistischen Annahme aus, dass ein Verbindungsaufbauwunsch immer von der
Partnerinstanz angenommen wird. Unter dieser Bedingung wird eine frühzeitige Nutz-
datenversendung noch vor Erhalt einer Bestätigung möglich, was in Abbildung 5.10 dar-
gestellt wird. Die hier verwendeten Bezeichnungen SYN, SYNACK und SYNACKACK wurden
in Anlehnung an die Namen der PDUs während des TCP-Verbindungsaufbaus gewählt,
wobei TCP jedoch keine SYNACKACK-PDU kennt.
In Abbildung 5.11 wird verdeutlicht, dass jede der am Verbindungsaufbau beteilig-
ten PCPR-PDUs beliebig oft verloren gehen kann, ohne dass eine nachhaltig negati-
ve Beeinflussung stattfindet. Dabei durchlaufen die Statusmaschinen in beiden PCPR-
Partnerinstanzen bestimmte Phasen. Die initiatorseitige Instanz durchläuft beim Ver-
bindungsaufbau die SYN-Phase, während die gerufene Instanz die SYNACK-Phase
durchläuft. Nach erfolgreichem Durchlauf des Verbindungsaufbaus befinden sich beide
Instanzen in der DATA-Phase. Während der SYN- und der SYNACK-Phase findet eine
zyklische Versendung von PCPR-PDUs statt, welche sicherstellen soll, dass trotz auf-

















opportunistischer Drei-Wege-Handshake“ ermöglicht eine verzöge-
rungsfreie Sendefreigabe.
tretender Paketverluste wenigstens eine PCPR_SYN-PDU am Empfänger ankommt. Die
PCPR_SYNACKACK-PDU dient dazu, die gerufene Instanz von der SYNACK-Phase in die
DATA-Phase zu schalten, um die zyklische Versendung von PCPR_SYNACK-PDUs zu un-
terbrechen. PCPR_SYNACKACK-PDUs werden seitens des Initiators als spontane Antwort































Abbildung 5.11: Die Statusmaschinen beider Instanzen durchlaufen bestimmte Phasen.
Durch zyklische Übertragungswiederholung darf jede der am Verbin-
dungsaufbau beteiligten PCPR-PDUs verloren gehen können.
Allerdings müssen noch die Auswirkungen einer Reihenfolgevertauschung beleuchtet
werden. Es lässt sich jedoch erkennen, dass der
”
Drei-Wege-Handshake“ das Auftreten
unlogischer Reihenfolgen unterbindet. Es kann lediglich zu einem verzögerten Eintreffen
duplizierter PCPR-PDUs kommen, welche dann allerdings einem bestehenden Verbin-




Drei-Wege-Handshake“ ist gut geeignet, um paketorientierte logische Ver-
bindungen über unzuverlässig arbeitende Medien aufzubauen.
Nutzdatenversendung Die Übertragung von Nutzdaten erfolgt unbestätigt und un-
gesichert. Verloren gegangene Nutzdatenpakete werden nicht als solche detektiert und
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schon gar nicht wiederholt (siehe Abbildung 5.12). Anwendungen, welche Pakete zur
Nutzdatenversendung heranziehen, müssen jederzeit mit Verlusten rechnen und bringen











Abbildung 5.12: Der Versand von Nutzdaten (PCPR_DATA-PDUs) erfolgt unbestätigt und
ungesichert. Paketverluste werden bewusst in Kauf genommen.
Nutzdatenversendung während des Verbindungsaufbaus Es wurde bereits erläutert,
wie der
”
opportunistische Drei-Wege-Handshake“ funktioniert, aber noch nicht darauf
eingegangen, wie bereits während des Verbindungsaufbaus Nutzdaten eindeutig bezeich-
net und versendet werden können.
Die Betrachtung beginnt initiatorseitig: Hier wäre es problematisch, gleich im An-
schluss an die versendete PCPR_SYN-PDU eine PCPR_DATA-PDU zu versenden. Bei Ver-
lust der PCPR_SYN-PDU würde die gerufene Multiplexer-Instanz lediglich eine PCPR_DATA-
PDU empfangen, welche sie jedoch nicht zuordnen könnte. Die hier genannte PCPR_DATA-
PDU müsste um die Informationen der PCPR_SYN-PDU erweitert werden, damit beim














Abbildung 5.13: Der frühe Datenversand am Initiator setzt während der SYN-Phase
einen neuen PDU-Typ voraus: Die PCPR_SYNDATA-PDU.
Die Kombination eines Verbindungsaufbauwunsches mit einem Nutzdatenfeld ergibt
die so genannte PCPR_SYNDATA-PDU, deren Anwendung in Abbildung 5.13 dargestellt
ist. Es ist ersichtlich, dass ein mehrfacher Empfang der SYN-Informationen am Geru-
fenen zum Normalfall gehört und unproblematisch ist. Die erste PCPR_SYN-PDU wird
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augenblicklich nach Anforderung der ausgehenden Verbindung versendet, damit die ge-
rufene Instanz schnellstmöglich über die eintreffende logische Verbindung unterrichtet
wird. Da weder festgelegt ist, welche Seite zuerst Nutzdaten versenden muss, noch, wann
dies zu erfolgen hat, darf nicht erst auf Nutzdaten gewartet werden, welche eine (dann
effizientere) PCPR_SYNDATA-PDU ergeben könnten.
Am Gerufenen löst die erste eintreffende PCPR_SYN- oder PCPR_SYNDATA-PDU den
lokalen Verbindungsannahmemechanismus aus. Er beginnt mit der SYNACK-Phase, in
welcher zyklisch PCPR_SYNACK-PDUs versendet werden. PCPR_SYNACK-PDUs dienen als
Bestätigungen, welche dem Initiator mitteilen, dass dieser die zyklische Versendung von
PCPR_SYN-PDUs einstellen kann.
Da auch seitens des Gerufenen eine sofortige Datenversendung möglich sein soll, wird
hier ebenfalls eine neue PCPR-PDU benötigt, die so genannte PCPR_SYNACKDATA-PDU.
Sie kombiniert eine PCPR_SYNACK- mit einer PCPR_DATA-PDU und wird während der
















Abbildung 5.14: Der frühe Datenversand am Gerufenen setzt während der SYNACK-
Phase eine neue Typ von PDU voraus: Die PCPR_SYNACKDATA-PDU.
Der Initiator verbleibt so lange in der SYN-Phase, bis er eine PCPR_SYNACK- oder eine
PCPR_SYNACKDATA-PDU empfängt. Er wechselt dann in die DATA-Phase und beendet
damit die zyklische Versendung von PCPR_SYN-PDUs. Der Initiator ist sich zu diesem
Zeitpunkt sicher, dass eine PCPR_SYN-PDU beim Gerufenen eingetroffen sein muss.
Jede eintreffende PCPR_SYNACK-PDU wird vom Initiator mit einer PCPR_SYNACKACK-
PDU beantwortet. Sie zeigt den erfolgreichen Empfang einer PCPR_SYNACK-PDU an. Al-
lerdings lösen PCPR_SYNACKDATA-PDUs keine Versendung einer PCPR_SYNACKACK-PDU
aus, da es sonst zu einer unnötigen Flut an PCPR_SYNACKACK-PDUs kommen könnte. Dar-
aus folgt, dass der Gerufene zyklisch PCPR_SYNACK-PDUs versenden muss, unabhängig
davon, ob er zwischenzeitlich PCPR_SYNACKDATA-PDUs versenden konnte oder nicht.
Mit Erreichen der DATA-Phase ist der Verbindungsaufbau für den Initiator abge-
schlossen, es werden zur Nutzdatenversendung
”
normale“ PCPR_DATA-PDUs verwendet
und die zyklische Versendung von PCPR_SYN-PDUs wird beendet (siehe Abbildung 5.15).














Abbildung 5.15: Datenversendung und Bestätigung von PCPR_SYNACK-PDUs während
der DATA-Phase am Initiator.
Am Gerufenen löst der Empfang der ersten PCPR_SYNACKACK-PDU den Zustandswech-
sel in die DATA-Phase aus. Der Gerufene beendet damit die zyklische Versendung von
PCPR_SYNACK-PDUs. Alle drei Wege des
”
Handshakes“ wurden erfolgreich durchlaufen












Abbildung 5.16: Start der DATA-Phase am Gerufenen.
Verbindungsabbau Auch der Verbindungsabbau gestaltet sich bei den paketorientier-
ten im Vergleich zu den stromorientierten logischen Verbindungen als komplizierter. Da
PDUs wiederholt verloren gehen können, musste der Abbaumechanismus so gestaltet




Abbildung 5.17 illustriert den PCPR-Verbindungsabbau. Er ordnet den Instanzen
unterschiedliche Rollen zu. Diejenige PCPR-Instanz, welche bezüglich der logischen Ver-
bindung einen lokalen close()-Aufruf erfährt, wird als
”
aktiv“ bezeichnet. Die Partner-
instanz, an welcher die logische Verbindung durch eine eintreffende PCPR_CLOSE-PDU
und nicht durch einen lokalen close()-Aufruf geschlossen wird, bildet die
”
passive“ Sei-
te. Die passive Seite bestätigt die PCPR_CLOSE-PDU mit einer PCPR_CLOSEACK-PDU,
und alle Ressourcen werden sofort freigegeben. Auf der aktiven Seite wird die eintreffen-
de PCPR_CLOSEACK-PDU als Bestätigung interpretiert und die dortige Instanz ebenfalls
ohne weitere Verzögerung freigegeben.

















Kommt es hierbei zu einem Verlust der PCPR_CLOSE-PDU, wird die aktive Seite keine
PCPR_CLOSEACK-PDU empfangen. Sie wird zyklisch die PCPR_CLOSE-PDU wiederholen
(siehe Abbildung 5.18). Dies geschieht ohne eine obere Zeitschranke, sodass auch Isola-















Abbildung 5.18: Geht eine PCPR_CLOSE-PDU verloren, wird dies durch Ausbleiben der
Bestätigung bemerkt. Die PCPR_CLOSE-PDU wird dann wiederholt.
Sollte die rücklaufende PCPR_CLOSEACK-PDU verloren gehen, macht dies für die aktive
Seite keinen Unterschied. Es kommt zu einer erneuten Versendung der PCPR_CLOSE-PDU
(siehe Abbildung 5.19). Allerdings wurden zwischenzeitlich auf der passiven Seite die
Ressourcen freigegeben, und die logische Verbindung ist hier nicht länger bekannt. Das
stellt allerdings kein Problem dar, denn PCPR_CLOSEACK-PDUs können auch in diesem
Fall formuliert werden.
Für den Sonderfall, dass es zu einer simultanen Schließung beider Verbindungsend-





multane Schließen“ ist in Abbildung 5.20 gezeigt und wird ebenfalls durch die Statusma-
schinen berücksichtigt.
Dublettenproblematik Da bei der Vergabe von Identifikatoren bevorzugt
”
kleine“ Zah-
len verwendet werden sollen, ist die Wahrscheinlichkeit hoch, dass ein soeben frei gewor-
dener
”
kleiner“ Identifikator sofort wiederverwendet wird. Da nach einer schnellen Neu-
vergabe aber noch verspätete PCPR_CLOSE-PDUs der vorherigen logischen Verbindung















Abbildung 5.19: Geht eine PCPR_CLOSEACK-PDU verloren, mündet dies ebenfalls in ei-
ner erneuten Versendung einer PCPR_CLOSE-PDU. Diese kann bestätigt
werden, obwohl die logische Verbindung am Kommunikationspartner















Abbildung 5.20: Auch ein simultanes Schließen von paketorientierten logischen Verbin-
dungen wird unterstützt.
eintreffen können, ergibt sich ein Problem: Deren Identifikator ist mittlerweile wieder
gültig, sodass die PCPR_CLOSE-PDUs hier fälschlicherweise der frisch erzeugten Instanz
zugeordnet werden (siehe Abbildung 5.21).
Statt des in Abbildung 5.21 dargestellten Fehlverhaltens wäre ein anderes Verhalten
wünschenswert: Initiatorseitig sollte die
”
alte“ PCPR_CLOSE-PDU zwar erneut durch ei-
ne PCPR_CLOSEACK-PDU bestätigt, allerdings nicht zur Trennung der dortigen
”
neuen“
logischen Verbindung herangezogen werden. Am Gerufenen dagegen sollte die eintreffen-
de PCPR_SYN-PDU die
”
alte“ logische Verbindung entfernen und dabei gleichzeitig eine
”
neue“ Verbindungsinstanz anlegen.
Diese Problematik wurde dadurch gelöst, dass PCPR-PDUs nicht bloß mit dem Iden-
tifikator der logischen Verbindung ausgestattet, sondern zusätzlich dazu alle paketorien-
tierten logischen Verbindungen linear aufsteigend nummeriert werden. Ein zusätzliches
Referenzfeld ermöglicht es dann dem Empfänger einer PCPR-PDU, festzustellen, ob
der enthaltene Identifikator noch aktuell ist oder ob er zwischenzeitlich erneut vergeben
wurde und die PDU ignoriert werden muss. Dazu muss die Verbindungsinstanz heraus-
gesucht werden und – falls vorhanden – ein Vergleich der Referenznummern stattfinden.
Diese Referenznummer dient zur Sicherstellung der Funktion der Statusmaschinen,






















Abbildung 5.21: Verzögert eintreffende oder während des Verbindungsabbaus verloren
gegangene PCPR-PDUs führen zu ernsten Problemen, sollten keine
weiteren Vorkehrungen getroffen werden. Hier ist beispielhaft gezeigt,
dass ein Identifikator nach seiner Freigabe sofort wiederverwendet wer-
den kann. An der Partnerinstanz kann allerdings noch ein veralteter
Verbindungsendpunkt existieren, welcher diesen Identifikator blockiert.
Die dortige Instanz versendet zudem zyklisch PCPR_CLOSE-PDUs, wel-
che am Initiator die Beendigung der nachfolgenden Verbindungsinstanz
auslösen.
aber nicht zur Filterung von Nutzlast-Dubletten. Mit Blick auf den zusätzlichen Über-
tragungsaufwand wurde entschieden, lediglich die Steuerungs-PDUs zu sichern, um den
reibungslosen Ablauf der Statusmaschinen zu gewährleisten. Bei den PCPR_DATA-PDUs
wird auf das Referenzfeld verzichtet. Dabei können allerdings verzögert eintreffende
PCPR_DATA-PDUs früherer logischer Verbindungen irrtümlich zu später aufgebauten lo-
gischen Verbindungen zugeordnet werden. Die möglicherweise negativen Konsequenzen
dieses Kompromisses können leider nicht allgemeingültig bewertet werden, da sie von
den involvierten
”
Relay Plugins“ und letztendlich auch von den Anwendungen abhängen.
Die Gefahr einer negativen Beeinflussung wird vom Autor als vernachlässigbar gering
eingeschätzt, sie ist aber definitiv vorhanden.
Zusammenfassung Mit dem
”
Packet Control Protocol for REACH“ (PCPR) können
paketorientierte logische Verbindungen über unzuverlässig arbeitende paketorientierte
Medien verwaltet werden. Die dazu notwendigen Protokollfunktionen wurden vorgestellt
und diskutiert. Eine Aufschlüsselung aller PCPR-PDUs befindet sich in Anhang A.1.2.1.
Die Statusmaschinen zur Abwicklung dieses Protokolls sind in Anhang A.1.2.2 zu finden.
Für den Transport von Nutzdaten werden PDUs mit einem möglichst geringen Anteil an




Durch die beiden Multiplexer entstehen zwei Summendatenströme, welche zu den ent-
sprechenden Partnerinstanzen (die assoziierten Multiplexer an der Gegenstation) über-
tragen werden müssen. Während der erste Summendatenstrom stromorientierter Natur
ist und am Ziel exakt in derselben Form wieder vorliegen muss, ist der zweite Daten-
strom paketorientierter Natur. Stromorientierte Datenströme unterliegen in Bezug auf
die Übertragung anderen Anforderungen als paketorientierte Datenströme. Im Folgen-
den werden die beiden Sicherungsinstanzen vorgestellt, welche die erforderlichen Siche-
rungsmechanismen implementieren.
5.3.1 Sicherung des stromorientierten Summendatenstroms
Zur Übertragung stromorientierter Daten eignen sich TCP-Verbindungen, wobei TCP
an dieser Stelle ungeeignet ist, da es im mobilen Umfeld versagt und die Konsistenz
des Summendatenstroms nicht sicherstellen kann. Die für stromorientierte Daten er-
forderliche Sicherungsinstanz muss eine mit TCP vergleichbare Übertragungsqualität
aufweisen, jedoch zusätzlich um mobilitätsspezifische Sicherungsschemata erweitert wor-
den sein. Der so gesicherte Datenstrom kann anschließend bedenkenlos mittels TCP
übertragen werden, wobei im Fehlerfall die Mechanismen der Sicherungsinstanz greifen
sollen. Das hierfür entwickelte Übertragungsprotokoll wird
”
Stream Protection Proto-
col for REACH“ (SPPR) genannt, dessen PDUs in Anhang A.2.1 aufgeführt sind. Die
erforderlichen Protokollfunktionen werden im Folgenden herausgearbeitet.
5.3.1.1 Sitzungsaufbau
Jede stromorientierte Sicherungsinstanz ist mit einer Partnerinstanz assoziiert, sodass
auf dieser Ebene genau eine stromorientierte Kommunikationsbeziehung zwischen ei-
nem REACH-Client und einem REACH-Server dargestellt wird. Eine solche
”
Sitzung“
ist langlebig und zeitlich nicht von den Standzeiten der einzelnen Übertragungskanäle
zwischen REACH-Client und REACH-Server abhängig. Es findet ein einmaliger Sit-
zungsaufbau statt, bei welchem sich die beiden Sicherungsinstanzen miteinander syn-
chronisieren.
Während dieser Synchronisierungsprozedur werden die Größen der beidseitig vorhan-
denen Empfangspuffer ausgetauscht. Diese Information wird benötigt, damit beide Si-
cherungsinstanzen wissen, wie viele Daten versendet werden dürfen ohne den Empfangs-
puffer der Partnerinstanz zu überfluten.
Für diese Synchronisation tauschen beide Sicherungsinstanzen eine SPPR_SYN-PDU
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aus, wobei Nutzdaten versendet werden dürfen, sobald die SPPR_SYN-PDU der Partnerin-
stanz empfangen worden ist. Erhaltene SPPR_SYN-PDUs müssen mit einer SPPR_SYNACK-
PDU bestätigt werden. Die Partnerinstanz wird daraufhin die Versendung weiterer
SPPR_SYN-PDUs einstellen.
5.3.1.2 Datenversendung und Quittierung
Da REACH zur Übertragung TCP-Verbindungen benutzen soll und hierbei jederzeit mit
Abrissen und damit mit Datenverlusten rechnen muss, implementieren die stromorien-
tierten Sicherungsinstanzen einen Bestätigungsmechanismus. Nutzdaten werden dabei
in Form von Fragmenten versendet, welche mit Sequenznummern versehen sind, sodass
ihre Position im Gesamtdatenstrom bekannt ist. Der Empfänger hat die Aufgabe, die
eintreffenden Fragmente wieder zu einem lückenlosen Gesamtdatenstrom zusammenzu-
fügen, wobei ordnungsgemäß erhaltene Fragmente quittiert werden.
REACH zieht zwei unterschiedliche Informationen zur Formulierung von Bestätigun-
gen heran. Zum einen wird die momentan höchste Sequenznummer des empfängerseitig
lückenlos vorliegenden Datenstroms quittiert, was im Fall einer ungestörten Übertra-
gung bereits ausreichend ist, da der Empfangsdatenstrom hierbei lückenlos anwächst.
Auf Grund von Datenverlusten durch Handoverereignisse oder bei einer
”
Mehrwegever-
sendung“ über unterschiedlich schnelle Medien kann es jedoch zu Lücken im Empfangs-
datenstrom kommen, wobei die besagte obere Sequenznummer nicht weiter ansteigen
wird sich damit und zur Bestätigung eintreffener Nachfolgefragmente als ungeeignet er-
weist. Damit aber auch Fragmente mit Sequenznummern oberhalb von Lücken bestätigt
werden können, erlaubt REACH eine zusätzliche Bestätigung selektiver Sequenznum-
mernbereiche. Der Mechanismus ist verwandt mit der selektiven Blockbestätigungen
moderner TCP-Implementierungen (
”
TCP Selective ACK“ (TCP-SACK, [MMFR96])).
Datenfragmente des Typs SPPR_DATAACK sowie reine Bestätigungsnachrichten des
Typs SPPR_ACK benennen immer die höchste lückenlos empfangene Sequenznummer.
Falls sich diese zwischenzeitlich jedoch nicht geändert haben sollte, können Datenfrag-
mente auch ohne Quittungsfeld verschickt werden, wozu sich eine SPPR_DATA-PDU anbie-
tet. Alle drei PDU-Typen können bei Bedarf bis zu 63 SACK-Einträge mitführen. Somit
können Übertragungswiederholungen erfolgreich empfangener Datenblöcke unterdrückt
werden, wenn sich diese außerhalb des lückenlos empfangenen Bereichs befinden.
Die SPPR-Bestätigungsinformationen werden bei REACH pro Übertragungskanal nur
einmal verschickt. Es macht keinen Sinn, einen SACK-Block mehrfach anzuzeigen oder
eine sich nicht geänderte
”
lückenlos empfangene Sequenznummer“ wieder und wieder
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zu kommunizieren. Als Übertragungskanal kommen schließlich TCP-Verbindungen zum
Einsatz, welche
”
in sich“ keinen Datenverlust erzeugen, sodass pro TCP-Verbindung der






in der Regel“ eine Flusssteuerung
notwendig, damit der Empfangspuffer vor Überflutung durch den Sender geschützt wird.
Denn sollte der Sender auf Grund einer fehlenden Flusssteuerung mehr (im Sinne von
”
schneller“) Daten senden als der Empfänger aus dem Empfangspuffer entnimmt, käme
es zu einem Überlauf, wobei Datenfragmente trotz fehlerfreiem Empfang verworfen wer-
den müssten. Ihr Empfang dürfte nicht bestätigt werden, schließlich müssen die Daten
zu einem späteren Zeitpunkt – wenn hoffentlich genügend Platz im Empfangspuffer ent-
standen ist – erneut versendet werden.
So verworfene Datenfragmente werden allerdings erst nach Ablauf eines Timers vom
Sender erneut verschickt. Zwischenzeitlich kommt es zu einem Stocken im Datenfluss,
da die im Empfangspuffer entstandene Lücke den Abruf der Daten verhindert. Werden
währenddessen noch weitere Fragmente empfangen, welche wiederum nicht in den vol-
len Empfangspuffer übernommen werden können, verschlimmert sich die Situation wei-
ter. Durch die vielen Fragmentverwerfungen und anschließenden Timeoutbehandlungen
kommt es zu einer geringen effektiven Nutzdatenrate.
Diskussion der Notwendigkeit bei REACH Die Frage ist nun, ob die Notwendigkeit
einer Flusssteuerung auch im Fall von REACH besteht. Zwar wurde gerade gezeigt, dass
ein Sender prinzipiell schneller Daten senden kann als der Empfangspuffer geleert wird,
aber bei REACH gilt noch eine andere Randbedingung: Auf Ebene des Multiplexers
wird bereits eine Flusssteuerung bezüglich der logischen Verbindungen durchgeführt, so-
dass für dem Multiplexer übergebene Daten immer ein genügend großer Empfangspuffer
bereit steht. Ist es also notwendig, auf Sicherungsebene nochmals eine Flusssteuerung
durchzuführen, wenn durch die Protokollfunktionen von SCPR bereits sichergestellt wird,
dass Daten aus dem SPPR-Empfangspuffer (bestehend aus SCPR-PDUs) jederzeit verar-
beitet werden können? Reicht es nicht aus, im
”
Blockierungsfall“, wenn also ein Fragment
den Empfangspuffer
”
am Ende überragt“ und abgeschnitten werden müsste, den Multi-
plexer
”
anzustoßen“, damit er den Empfangspuffer abruft? Interessanterweise kann auf
eine Flusssteuerung nicht verzichtet werden.
Das Problem wird sichtbar, wenn ein SPPR-Datenfragment empfangen, ordnungsge-
mäß in den Empfangspuffer geschrieben und bestätigt wird. Dabei kann es passieren,
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dass der reassemblierte Datenstrom eine Lücke aufweist, und dem Multiplexer noch
keine vollständige SCPR-PDU angeboten werden kann, sodass auf weitere SPPR-Daten-
fragmente gewartet werden muss. Kritisch wird es, wenn genau die fehlende SPPR-PDU
mit dem lückenfüllenden Fragment verloren geht. Der Sender ist sich nämlich nicht be-
wusst, dass der vorderste Datenblock immer noch im Empfangspuffer liegt, schließlich
ist er ordnungsgemäß quittiert worden und hätte schon längst abgerufen werden können.
Der Sender geht fälschlicherweise davon aus, dass Platz im Empfangspuffer entstanden
ist, und schiebt sein
”
Sendefenster“ weiter. Damit werden jedoch Datenblöcke versendet,
welche definitiv nicht mehr in den Empfangspuffer passen und verworfen werden müssen.
Der ursprüngliche Paketverlust wird also nicht nach Erreichen eines Timeouts mit
anschließender Neuversendung behandelt, sondern zieht die Verwerfung weiterer Frag-
mente mit erneuten timeoutbehafteten Wiederholungen nach sich. Der Datenfluss wird
nachhaltig gestört, was eine Flusssteuerung unumgänglich machte.
Möglichkeit zur Flusssteuerung: Quittungsfelder Im Folgenden werden zwei Mecha-
nismen zur Flusssteuerung vorgestellt, welche nacheinander für REACH umgesetzt und
untersucht worden sind. Die erste Variante bestand in der Einführung eines Sequenz-
nummernfelds für Flusssteuerungszwecke, welches Bestandteil einer jeden Quittung war.
Dieses Feld wurde mit der so genannten
”
Empfangspuffer-Startsequenznummer“ gefüllt,
und gab dem Empfänger dieser Nachricht eine Aussage über den Zustand des Emp-
fangspuffers der Partnerinstanz. Der Erhalt neuer Daten löste die Versendung einer Be-
stätigung aus, welche den ordnungsgemäßen Empfang anzeigte, jedoch noch nicht das
Fenster verschob, da die Daten ja noch im Empfangspuffer lagen. Erst wenn die höhere
Schicht (der Multiplexer) die Daten abgerufen hatte, wurde der Empfangspuffer
”
von
vorne her“ geleert und es entstand freier Platz. Die
”
Empfangspuffer-Startsequenznum-
mer“ erhöhte sich, was mittels einer weiteren Bestätigungsnachricht der Partnerinstanz
mitgeteilt wurde.
Diese Form der Flusssteuerung arbeitete zuverlässig, löste die vorgestellte Problema-
tik und wurde eine Zeit lang in REACH eingesetzt. Das Hauptproblem dieser Form
der Flusssteuerung bestand jedoch in einem hohen zusätzlichen Übertragungsaufwand.
So mussten Fragment- und Bestätigungsnachrichten um ein Bestätigungsfeld für die
Startsequenznummer erweitert werden, und es kam zu einem starken Anstieg der Men-
ge an Nachrichten auf dem Medium. Im schlimmsten Fall wurden zwei Bestätigungen
pro empfangenem Datenfragment verschickt, wobei erstere den Empfang quittierte, wäh-
rend letztere den Abruf durch den Multiplexer anzeigte (ähnlich dem
”
Silly Window“-
Verhalten von TCP [Clar82]).
Anfangs drohte dieser Mechanismus dauerhaft zu blockieren, wenn der Empfangspuf-
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fer komplett gefüllt und alle Daten ordentlich bestätigt waren, aber die nach Abruf
zurücklaufende Flusssteuerungs-Bestätigung verloren ging. Dann durfte der Sender kei-
ne weiteren Nutzdaten mehr versenden, aber es wurden auch keine neuen Bestätigungen
mehr formuliert, da ja alle Fragmente bereits bestätigt worden und der Empfangspuf-
fer geräumt war. Auch dieses Problem wurde gelöst, und zwar durch Einführung einer
SPPR_ACKACK-PDU, welche benutzt wurde, um Quittungen nach Erhalt nochmals zu
bestätigen. Damit wurde sichergestellt, dass Flusssteuerungs-Bestätigung den Empfän-
ger erreichten und der vorgestellte Blockierungsfall nicht länger eintreten konnte. Dieser
Mechanismus war komplex in der Implementierung und sorgte für
”
eine Flut an Bestä-
tigungen“ auf dem Medium.
Die aktuelle Form der Flusssteuerung in REACH Die ursprüngliche Form der Fluss-
steuerung wurde schließlich durch einen besser geeigneten Mechanismus abgelöst, wel-
cher ohne zusätzliche Paketkopffelder (
”
Startsequenznummer“) und ohne SPPR_ACKACK-
PDUs auskommt, aber dennoch alle Facetten der vorgestellten Problematik löst. Diese
Form der Flusssteuerung funktioniert wie folgt:
1. Jede Seite reserviert einen Empfangspuffer, dessen Größe allerdings der Partnerin-
stanz nicht mehr komplett mitgeteilt wird. Sie wird um die maximal mögliche Grö-
ße einer
”
Service Data Unit“ (SDU, 8197 Byte als
”
worst case“ bei einer vollständig
gefüllten SCPR_DATA20-PDU) reduziert (genauer: SDU-Größe minus 1 Byte, also
um 8196 Byte reduziert). Die so errechnete Empfangspuffergröße wird zu Beginn
mit Hilfe der SPPR_SYN-PDUs beidseitig kommuniziert.
2. Die geschilderte Situation, dass empfangene Fragmente über das Ende des Emp-
fangspuffers hinausragen und verworfen werden müssen, ist damit ausgeschlossen.
Die Daten ragen von nun an maximal noch in den nicht angezeigten Bereich des
Empfangspuffers hinein und können daher immer vermerkt werden.
3. Bestätigt wird allerdings nur bis maximal zum Ende des angezeigten Bereichs
des Empfangspuffers, das heißt, die
”
überragenden“ Daten werden zwar inhaltlich
vermerkt, aber noch nicht oder noch nicht zur Gänze bestätigt.
4. Kommt es zur Schließung von Lücken durch verspätet eintreffende oder wiederholte
Fragmente, verschiebt nach anschließendem Abruf der Nutzdaten der Inhalt des
Empfangspuffers, und die bisher unbestätigten Daten rutschen in den angezeigten
Bereich. Sie werden dann sofort bestätigt, sodass am Sender idealerweise keine
Übertragungswiederholung notwendig wird. Es kommt dabei nicht länger zu einer
negativen Beeinflussung der Datenrate.
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5.3.1.4 Staukontrolle
Ein weiterer Aspekt bei der Steuerung der Datenrate ist die Staukontrolle. Sie dient
nicht dem Schutz des Empfängers, sondern dem Schutz des Netzwerks vor Überlastung
durch den Sender. Mechanismen zur Staukontrolle sind komplex, und TCP begegnet die-
sem Problem mit dem
”
Slow Start“-Mechanismus, bei welchem die Datenrate
”
von unten
her“ an das Optimum angenähert wird und um dieses herum pendelt. Für REACH brau-
chen derartige Probleme nicht betrachtet zu werden, da der gesicherte stromorientierte
Datenstrom schlussendlich über TCP-Verbindungen übertragen, und die Staukontrolle
damit bereits erbracht wird.
5.3.1.5 Schutz vor Verfälschung
Die Sicherungsinstanz für stromorientierte Daten benötigt keine eigenen Mechanismen
zur Erkennung von Bitfehlern. Diesbezügliche Mechanismen sind bereits Bestandteil
von TCP, welches zur Datenübertragung herangezogen wird. REACH benötigt damit
zwingend TCP als Transportschichtprotokoll.
5.3.1.6 Mehrfache Versendung und Dublettenerkennung
Idealerweise wird ein Fragment des Summendatenstroms nur einmal versendet und nach
Erhalt durch den Empfänger bestätigt. Zum einen können jedoch Datenverluste durch
Handoverereignisse auftreten, zum anderen lassen sich unterschiedliche Betriebsmodi
bezüglich der Kommunikationswege unterscheiden. Dies wird deutlich, sobald mehrere
Netzzugänge gleichzeitig in die Datenübertragung involviert werden.
Beim Kanalbündelungsszenario werden mehrere Übertragungsstrecken in einen
”
neue
Daten“-Modus geschaltet, sodass sich der Gesamtdatenstrom auf verschiedene Wege
”
auffächern“ kann und damit die erreichbare Datenübertragungsrate erhöht wird.




redundante Daten“-Modus. Über Kom-
munikationswege in diesem Modus sollen nur solche Fragmente versendet werden, welche
bereits anderweitig als
”
neu“ verschickt worden sind.
Am Empfänger existiert pro Sitzung (pro Summendatenstrom) ein Empfangspuffer.
Für übernommene Fragmente werden Bestätigungen formuliert, wobei je nach Betriebs-
modus auch eine redundante Versendung von Bestätigungsnachrichten stattfinden kann.
Lückenlos vorliegende Daten werden von der Multiplexer-Instanz entgegen genommen.
Für jedes versendete Fragment wird eine Wartezeit festgelegt. Verstreicht diese, ohne
dass eine diesbezügliche Quittung empfangen wurde, wird das Fragment für eine erneute
Übertragung herangezogen. Die Wartezeit ist abhängig von der Übertragungsstrecke und
basiert auf der aktuellen Umlaufzeit. Deren Ermittlung wird in Abschnitt 5.5.4 erläutert.
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Es gibt jedoch keine obere Zeitschranke, welche zu einem Sitzungsabriss führen könn-
te. Zwei miteinander assoziierte stromorientierte Sicherungsinstanzen können beliebig
lange voneinander getrennt werden, was die Eignung von REACH für längerfristige Iso-
lationssituationen unterstreicht.
5.3.1.7 Sitzungsabbau
Für den Fall, dass ein REACH-Client oder ein REACH-Server beendet werden, können
bestehende Sitzungen geordnet beendet werden. Bei REACH reicht es hierfür aus, wenn
die stromorientierte Sicherungsinstanz ihrer Partnerinstanz eine SPPR_FIN-PDU schickt.
Wird eine solche PDU empfangen, gilt die betroffene Sitzung augenblicklich als ungül-
tig, und alle involvierten logischen Verbindungen und Linkbündel gelten als
”
von der
Partnerinstanz geschlossen“. Beide Sicherungsinstanzen und beide Multiplexer werden
schließlich freigegeben. Das funktioniert allerdings nur, wenn zum Zeitpunkt des
”
Her-
unterfahrens“ ein Datenaustausch möglich ist. Im Isolationsfall verbleibt einseitig eine
verwaiste Sitzung, welche so lange bestehen bleibt, bis sie durch eine neue Nachfolgesit-
zung ersetzt wird.
5.3.2 Sicherung des paketorientierten Summendatenstoms
Auch der paketorientierte Summendatenstrom muss vor den negativen Auswirkungen
von Handoverereignissen geschützt werden. Die im Folgenden aufgeführten Effekte haben
dieselben Ursachen, wie es schon bezüglich der stromorientierten Daten beschrieben
wurde, jedoch zeigen sich hier andere Auswirkungen.
5.3.2.1 Auftretende Effekte
Paketorientierte logische Verbindungen sollen eine ähnliche Qualität erbringen, wie man
sie von IP oder UDP erwartet.
”
Datenströme“ werden hier als eine lose Folge von Pa-
keten betrachtet, welche über keine Sequenznummer zur Detektierung von Verlusten,
Vertauschungen und Duplizierungen verfügen.
Bedingt durch diese Eigenschaften erweist sich der Schutz des paketorientierten Sum-
mendatenstroms als weniger umfassend als der bereits präsentierte Schutz für stromori-
entierte Daten. Dennoch sollen die Auswirkungen von Paketverlusten, von Reihenfolge-
vertauschungen und von Duplizierungen angesprochen werden.
Paketverluste Die Verwaltung paketorientierter logischer Verbindungen wurde bereits
mit Blick auf Paketverluste entwickelt, sodass hier keine weiteren Probleme zu erwarten
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sind. Die Anwendungen, welche die eigentlichen Verursacher der zu übertragenden Nutz-
daten sind, müssen mit Paketverlusten rechnen und bei Bedarf eigene Mechanismen zur
Behandlung implementieren. Diese Diskussion wurde bereits in Abschnitt 5.2.4 geführt.
Reihenfolgevertauschungen Ein weiterer Effekt, der durch Handoverereignisse ver-
ursacht werden kann, sind Reihenfolgevertauschungen. Dabei erreichen die Pakete den
Empfänger in einer anderen Reihenfolge, als der Sender sie losgeschickt hat. Durch Hand-
overereignisse können nachfolgende Pakete einen
”
schnelleren“ Weg nehmen als Pakete,
welche bereits vor dem Handoverereignis verschickt worden sind.
Reihenfolgevertauschungen können jedoch auch durch die Vermittlungsschicht hervor-
gerufen werden. Da IP verbindungslos arbeitet, ist nicht sichergestellt, dass aufeinander-
folgende IP-Pakete (und damit auch UDP-Pakete) identische Wege durch das Internet
nehmen. Somit kann es auch ohne REACH zu Reihenfolgevertauschungen kommen, mit
der Konsequenz, dass die betroffenen Anwendungen ihrerseits bereits je nach Bedarf
Schutzmechanismen (zum Beispiel in Form mitgeführter Sequenznummern) vorsehen
müssen. Für REACH wird keine zusätzliche Sicherung bezüglich der mobilen Teilstrecke
benötigt.
Dubletten Eine Besonderheit von REACH besteht darin, dass Pakete bewusst über
mehrere Netzzugänge gleichzeitig versendet werden können, damit die Wahrscheinlich-
keit eines
”
Nutzdatenverlusts“ verringert wird. Dadurch kommt es jedoch zu einem mehr-
fachen Empfang inhaltlich identischer Pakete an der Partnerinstanz, welche nun die Wahl
hat, die Pakete entweder zu filtern (um Dubletten zu verwerfen) oder sie stillschweigend
zu akzeptieren und an den Multiplexer
”
hochzureichen“.
Es ist wichtig zu wissen, ob Dubletten als
”
schädlich“ betrachtet und durch zusätzli-
che Mechanismen gefiltert werden müssen. Dafür müsste die Frage beantwortet werden,
ob man bei datagrammorientierten Übertragungen wie bei UDP von den Anwendun-
gen erwarten darf, dass sie sich nicht von Dubletten verwirren lassen. Da allerdings
nicht generell ausgeschlossen werden kann, dass sich bestimmte Anwendungen auf ein
Netzwerk verlassen, welches keine oder nur wenige Dubletten verursacht, erscheint ein
entsprechender Schutz für REACH als sinnvoll. Dies gilt besonders, da REACH im Fall
von redundanter Nutzdatenversendung bewusst große Mengen an Duplikaten generiert.
Wenigstens die aktiv durch REACH erzeugten Duplikate sollen herausgefiltert werden.
5.3 Datenstromsicherung 133
5.3.2.2 Markierung redundant versendeter Pakete
Um mehrfach empfangene Pakete als solche erkennen zu können, müssen sie senderseitig
mit einer zusätzlichen Kennzeichnung ausgestattet worden sein. Dafür eignen sich Se-
quenznummern, welche die Pakete in aufsteigender Reihenfolge kennzeichnen und dem
Empfänger somit die Möglichkeit geben, Pakete mit einer bereits gesehenen Sequenz-
nummer zu verwerfen.
Als nachteilig erweist sich der erhöhte Verwaltungsaufwand, da einerseits jedes Paket
um eine Sequenznummer erweitert werden und zusätzlich am Empfänger eine Prüfung
durchgeführt werden muss.
SN: 1 2







Packet Control Protocol for REACH“ (PCPR) wird um das
”
Packet Protection Protocol for REACH“ (PPPR) erweitert, welches
bei Bedarf einen Erweiterungsheader mit einer Sequenznummer (SN)
in die PCPR-PDU einfügt. So können Dubletten am Empfänger erkannt
und gefiltert werden.
Um diesen Mehraufwand bei der Übertragung und der Auswertung zu begrenzen, wer-
den die Sequenznummern nur bei Bedarf zu den Paketen hinzugefügt (siehe Abbildung
5.22). Pakete, die ohne weitere Kopien von einer Multiplexer-Instanz verschickt werden,
brauchen am Empfänger nicht auf nachfolgende Dubletten hin überprüft zu werden. Die
Sequenznummer kann hier eingespart werden und der Empfänger darf das Paket ohne
Durchlaufen einer Prüfinstanz sofort auswerten.


















Packet Protection Protocol for REACH“ (PPPR) erlaubt es, dass
bei mehrfach versendeten PCPR-PDUs im ersten Byte des Kopfes das
”
Protection Indication“-Bit gesetzt und ein 4 Byte großer Erweiterungs-
kopf eingefügt wird. Dieser enthält die Sequenznummer des Pakets.
134 5 Das Transportkonzept
Im Fall einer redundanten Datenversendung werden Sequenznummern eingefügt. Bei
jedem betroffenen Paket wird im ersten Byte des PCPR-Paketkopfes das
”
Protection
Indication“-Bit (PI-Bit) gesetzt, welches das Vorhandensein eines Erweiterungskopfes
für die Dublettenerkennung anzeigt (siehe Abbildung 5.23). Dieser Erweiterungskopf
enthält die Sequenznummer des Pakets. In den Kopf eines jeden Pakets, welches mehr
als einmal verschickt wird, setzt der Sender das PI-Bit und fügt die Sequenznummer
ein. So kann der Empfänger durch Prüfung des PI-Bits eine potentielle Dublette erken-
nen und gegebenenfalls die Sequenznummer prüfen. Im Normalbetrieb ohne redundante
Versendung entsteht bis auf das ungesetzte PI-Bit kein zusätzlicher Übertragungs- und
Prüfaufwand.
5.3.3 Zusammenfassung
Die Aufgaben der vorgestellten Sicherungsinstanzen von REACH lassen sich wie folgt
zusammenfassen: Für die Übertragung des stromorientierten Summendatenstroms wird
ein mit TCP vergleichbarer Übertragungskanal angeboten, welcher redundante Über-
tragungen und Kanalbündelungen, Verbindungsabrisse sowie längerfristige Isolationssi-
tuationen erlaubt. Für paketorientierte Daten wird ein Übertragungskanal angeboten,
welcher mit UDP vergleichbar ist und lediglich um eine Dublettenerkennung erweitert
zu werden brauchte.
5.4 Isolationserkennung
In Abschnitt 4.3.2.6 wurden bereits die Herausforderungen von SIP-basierter Sprach-
kommunikation im mobilen Umfeld herausgearbeitet. Dabei wurde besonders auf die
Problematik von Isolationssituationen aufmerksam gemacht, da diese zu Fehlerzustän-
den der mobilen SIP-Telefone sowie zu Verwirrungen seitens der Benutzer führen, wenn
bestehende Gespräche abrupt verstummen. Die zugehörigen
”
Relay Plugins“ agieren
hierzu während Isolationssituationen autonom, bestätigen eigenständig die Signalisie-
rungsnachrichten der SIP-Telefone und spielen beidseitig eine Ansage in bestehende
Gespräche ein. Jedoch blieb bislang offen, wie und vor allem wie schnell der REACH-
Client und der REACH-Server solche Isolationssituationen erkennen können, um in den
autonomen Betriebsmodus wechseln zu können.
Eine solche Isolationssituation liegt beispielsweise dann vor, wenn das mobile End-
gerät über keinen Netzzugang verfügt. Zwar ist sich der Handoverentscheider des mo-
bilen Endgeräts dieser Situation bewusst, jedoch kann er diese Information mangels
Netzzugang nicht an den REACH-Server kommunizieren. Da der REACH-Server diese
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Information jedoch auch benötigt, muss dieser eine Isolationssituation anderweitig ab-
leiten. So kann er beispielsweise alle eingehenden Datenkanäle mit ihrem momentanen
Datenverkehr beobachten und hieraus versuchen, eine Isolationssituation zu erkennen.
”
Leider“ ist es aber so, dass Transportschichtverbindungen nicht augenblicklich beidsei-
tig abreißen, wenn sich die Kommunikationspartner nicht mehr erreichen können. TCP-
Verbindungen reißen im ungünstigsten Fall nach 9 Minuten ab, wenn keine ICMP-Feh-
lermeldungen zugestellt werden können. Abrisse sind zudem nur erkennbar, wenn Daten
versendet werden sollen. Solange sich TCP-Verbindungen
”
im Leerlauf“ befinden, ist es
für die Kommunikationspartner nicht möglich, einen Abriss zu erkennen.
REACH implementiert daher eine eigene Isolationserkennung, welche auf der beidseiti-
gen Auswertung des empfangenen Datenstroms basiert. Bleiben für eine gewisse Zeit Da-
tenpakete aus, wird dies als Isolationssituation gewertet und die lokale Instanz wechselt
in den autonomen Betriebsmodus. Das setzt allerdings voraus, dass die Partnerinstanz
auch für einen fortwährenden Datenstrom sorgt. Sind keine Nutzdaten zu verschicken,
müssen wenigstens
”
Keep-Alive“-Pakete (bei REACH: PCPR_ISOPROBE-PDUs) versendet
werden.
”
Keep-Alive“-Pakete weisen jedoch das Problem auf, dass sie zusätzlichen Übertra-
gungsaufwand verursachen. Je schneller eine Isolationssituation erkannt werden soll, de-
sto höher muss die Frequenz der zu versendenden Pakete ausfallen. Für REACH wurde
daher eine mehrstufige Isolationserkennung implementiert. Sie ermöglicht es, je nach
Anforderung auf eine höhere Paketrate umzuschalten, sodass Isolationssituationen wahl-
weise in kürzerer Zeit erkannt werden können.
Das einzige
”
Relay Plugin“, welches momentan Gebrauch von der Isolationserkennung
macht, ist das
”
Relay Plugin“ für SIP-basierte Sprachkommunikation. Hierfür war es
sinnvoll, mehrere
”
Auflösungen“ für die Erkennung zu definieren. So wird unterschieden,
ob momentan kein SIP-Telefon angemeldet ist, ob ein oder mehrere SIP-Telefone ange-
meldet sind oder ob momentan sogar ein Austausch von Mediendaten im Gange ist. An
dieser Einteilung orientiert sich die dreistufige Isolationserkennung:
• Keine Isolationserkennung: Es werden keine zusätzlichen Pakete verschickt,
und der Empfangsdatenstrom wird nicht auf Pausen, welche auf eine Isolationssi-
tuation hindeuten könnten, hin untersucht.
• Isolationserkennung mit niedriger Auflösung: Senderseitig wird sicherge-
stellt, dass wenigstens alle 2000ms ein Paket verschickt wird. Empfängerseitig
wird nach einer Wartezeit von 6000ms eine Isolationssituation angezeigt. Das ist
ausreichend kurz, um SIP-Telefone daran zu hindern, in einen Fehlerzustand zu
wechseln.
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• Isolationserkennung mit hoher Auflösung: Besteht ein Mediendatenstrom,
wird die Auflösung der Isolationserkennung erhöht. Eine Isolationssituation wird
hierbei bereits nach einer Empfangspause von 1500ms angezeigt. Das ist genügend
kurz, damit eine Ansage rechtzeitig gestartet werden kann, bevor einer der Nutzer
irritiert auflegt. Senderseitig wird wenigstens alle 250ms ein Datenpaket versendet,
was besonders bei Verwendung von
”
Voice Activity Detection“ zur Versendung von
zusätzlichen Paketen führen kann.
Wichtig ist, dass die erforderliche Auflösung sowohl am REACH-Client als auch am
REACH-Server angefordert werden muss. Dafür sind die
”
Relay Plugins“ verantwortlich,
welche beispielsweise beidseitig einen Gesprächsdatenstrom erkennen können und dann
eine hohe Auflösung vom transportorientierten Kern anfordern müssen. Die Isolations-
erkennung betrifft dann genau eine Sitzung zwischen einem REACH-Client und einem
REACH-Server, unabhängig davon, wie viele
”
Relay Plugins“ diese Sitzung benutzen
und wie viele Kommunikationswege (Netzzugänge) in die Sitzung involviert sind. Die
Isolationserkennung kann sogar mehrfach angefordert werden (z.B. wenn mehrere Te-
lefongespräche bestehen), was jedoch nicht zu einem höheren Datenaufkommen führt,
als wenn die Erkennung nur einmal angefordert worden wäre. REACH merkt sich, wie




oberhalb“ der Datenstromverteilung angesiedelt (vgl. Ab-
bildung 5.1), welche im nächsten Abschnitt vorgestellt wird. Für die Isolationserkennung
ist es nicht relevant, ob ein Kommunikationskanal zur Partnerinstanz existiert. Wichtiger
ist, ob die Pakete das Ziel auch wirklich erreichen können. Verfügbare Kommunikations-
kanäle tragen dazu nämlich nur dann bei, wenn der Handoverentscheider sie auch für
die Datenübertragung heranzieht.
5.5 Datenübertragung
Die an dieser Stelle vorliegenden Daten wurden bereits mit Blick auf eine negative
Beeinflussung durch Handoverereignisse geschützt und können zudem mit Paketen für
die Isolationserkennung durchsetzt sein. Sie sind bereit für die Versendung, wofür nicht
modifizierte Transportschichtprotokolle eingesetzt werden sollen.
5.5.1 Verteilung der Datenströme
Bei der Versendung muss das Ergebnis des Handoverentscheiders berücksichtigt werden,
wobei für jeden Kommunikationsweg eine bestimmte Nutzungsart vorgesehen wurde. Ein
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solcher Kommunikationsweg umfasst eine Kommunikationsbeziehung mittels Transport-
schichtverbindungen zwischen einem REACH-Client und einem REACH-Server über
einen bestimmten Netzzugang des mobilen Endgeräts.
Bezüglich eines jeden Netzzugangs wird vom Handoverentscheider bestimmt, ob Kom-
munikationsbeziehungen zu REACH-Servern erwünscht sind. Falls dies der Fall ist, wer-
den weitere Betriebsmodi unterschieden, welche die Art und Weise des Datenversands
genauer bestimmen. Im späteren Kapitel 6.2.1.3 wird detailliert auf die Handoverent-
scheidung und deren Ergebnis eingegangen; an dieser Stelle sei jedoch bereits vorweg-
genommen, dass bezüglich der Versendung gesicherter Nutzdaten pro Netzzugang die
folgenden Betriebsmodi unterschieden werden:
• Sende keine Daten: Entweder besteht über die zugehörige Netzzugangstech-
nologie gegenwärtig kein Netzzugang, oder es soll keine Datenübertragung trotz
bestehendem Netzzugang durchgeführt werden.
• Sende neue Daten: Hierbei besteht ein bestimmter Netzzugang, und er soll
für den Austausch neuer Daten zwischen REACH-Client und den REACH-Ser-
vern herangezogen werden. Neu bedeutet, dass damit Daten gemeint sind, welche
bislang noch nicht versendet worden sind. Werden mehrere Netzzugänge gleichzei-
tig in diesen Modus geschaltet, erhält man ein Kanalbündelungsszenario. Daten,
welche als neu verschickt worden sind, werden nicht nochmals über andere Wege
versendet, wenn über diese ebenfalls neue Daten versendet werden sollen.
• Sende redundante Daten: In diesem Betriebsmodus wird ebenfalls eine Daten-
übertragung über einen bestehenden Netzzugang angestrebt, jedoch werden hier
ausschließlich Daten versendet, welche vorher als neu über einen anderen Netzzu-
gang versendet werden konnten. So lassen sich redundante Übertragungsschemata
realisieren, da die Daten einmal als neu und zusätzlich noch redundant über andere
Wege versendet werden können.
Da zu jeder Kommunikationsbeziehung zwischen REACH-Client und REACH-Server
der Betriebsmodus bekannt ist, können an dieser Stelle die gesicherten Datenströme auf
die verfügbaren Netzzugänge aufgeteilt werden. Die vorgestellten Modi sind lediglich für
die Versendung wichtig. Der Empfänger kann nicht mehr erkennen, ob eine eintreffende
PDU ursprünglich als neu oder als redundant versendet worden war.
5.5.2 Verwendete Transportschichtprotokolle
Für die Übertragung gesicherter Nutzdaten wird auf nicht modifiziertes TCP und UDP
zurückgegriffen, womit eine größtmögliche Kompatibilität sichergestellt wird. In den stu-
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dentischen Arbeiten [Hörn08] und [Dell08] wurden weiterhin die Transportschichtproto-
kolle
”
Stream Control Transmission Protocol“ (SCTP, RFC 4960 [Stew07]),
”
Datagram
Congestion Control Protocol“ (DCCP, RFC 4340 [KoHF06]) und
”
Reliable Datagram
Sockets“ (RDS) betrachtet. Es zeigte sich jedoch, dass der Einsatz von REACH im heuti-
gen Internet nur dann problemlos möglich ist, wenn man sich auf den Einsatz von TCP
und UDP beschränkt.
Für den Transport des gesicherten stromorientierten Datenstroms wird eine TCP-
Verbindung herangezogen, während für den Transport des paketorientierten Summen-
datenstroms eine UDP-Assoziation benutzt wird. Beide zusammen formen einen
”
Kom-
munikationskanal“, zu welchem jedoch noch eine zweite TCP-Verbindung gehört, wel-
che dem Austausch von Steuerungsnachrichten (
”
Servicemaps“, siehe Abschnitt 4.4 und
”
Linkmaps“, siehe Abschnitt 6.2.1.3) dient. Die zwei TCP-Verbindungen und die UDP-
Assoziationen werden seitens des REACH-Clients gemeinsam aufgebaut, passieren am
mobilen Endgerät dasselbe Netzzugangsgerät und sind an denselben REACH-Server ge-
richtet. Beim Aufbau des Kommunikationskanals wird eine Authentifizierungsprozedur
sowie eine Sitzungsverwaltung durchlaufen, sodass der REACH-Server den eintreffenden
Kommunikationskanal zu einer bestehenden Sitzung – falls vorhanden – zuordnen kann.
Da die Datenströme immer seitens des mobilen Endgeräts aufgebaut werden, sind
keine Erreichbarkeitsprobleme beim Überschreiten von NAT-Grenzen zu erwarten. Eine
tiefgreifende Betrachtung der durch NAT zu erwartenden Probleme wird in Abschnitt
7.3.2 durchgeführt. Dort wird gezeigt, dass das einzig relevante Problem bezüglich UDP




Um dem Abreißen von UDP-Assoziationen während Phasen der Inaktivität zu verhin-
dern, werden zyklisch
”
Keep-Alive“-Pakete (bei REACH: PCPR_KEEPALIVE-PDUs) ver-
sendet. Sie werden nur dann verschickt, wenn für eine Zeitspanne von 10 Sekunden
keine anderweitigen UDP-Pakete über eine UDP-Assoziation übertragen worden sind.
REACH-Client und REACH-Server verhalten sich diesbezüglich gleich. Die Versendung
ist auch in Richtung des mobilen Endgeräts notwendig, da eine Firewall aktiv sein kann,
welche eingehende UDP-Pakete nur dann akzeptiert, wenn ihr die UDP-Assoziation
”
bekannt“ ist. Werden für eine Zeitspanne von 180s weder UDP-Pakete versendet oder
empfangen,
”
vergisst“ der Paketfilter der Firewall die UDP-Assoziation, und später ein-
treffende UDP-Pakete werden verworfen.
Dieser
”
kontinuierliche“ Datenstrom erfüllt noch einen weiteren Zweck. Eine Kommu-
nikationsbeziehung zwischen REACH-Client und REACH-Server kann spontan unterbro-
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chen werden, wobei dann einer der Kommunikationspartner plötzlich
”
verschwindet“, so-
dass keine Möglichkeit eines Datenaustauschs mehr besteht Die Erkennung eines solchen
”
Abrisses“ kann jedoch lange dauern, was bereits im Rahmen der Isolationserkennung in
Abschnitt 5.4 diskutiert worden ist.
Idealerweise sollte der REACH-Client den Abriss eines Kommunikationskanals augen-
blicklich erkennen, und dann sofort versuchen, einen neuen Kommunikationskanal zu
etablieren. Dafür wird die Abrisserkennung nicht ausschließlich an TCP-Socketfehlern
festgemacht, sondern zusätzlich der eintreffende Datenstrom einer jeden UDP-Assozia-
tion beobachtet. Da bekannt ist, dass die Partnerinstanz wenigstens alle 10 Sekunden
ein UDP-Paket versendet, schließt REACH nach spätestens 25 Sekunden Inaktivität auf
einen Abriss und baut den gesamten Kommunikationskanal bestehend aus beiden TCP-
Verbindungen und der UDP-Assoziation ab. Die Zeitspanne von 25 Sekunden wurde
willkürlich gewählt.
5.5.4 Bestimmung der Umlaufzeit
Der Sicherungsmechanismus für den stromorientierten Summendatenstrom verwendet
Bestätigungsnachrichten, welche ordnungsgemäß erhaltene Datenblöcke anzeigen. Bleibt
eine solche Bestätigungsnachricht aus, werden Fragmente gemäß des betroffenen Se-
quenznummernbereichs erneut übertragen. In Abschnitt 4.3.2.6 wurde dieser Mechanis-
mus beschrieben, allerdings blieb die Frage offen, nach welcher Zeitspanne eine Bestäti-
gung als
”
überfällig“ gilt und die betroffenen Daten für eine erneute Versendung bereit
gestellt werden sollen.
Diese Zeitspanne ist abhängig vom gewählten Netzzugang (Netzzugangstechnologie)
am mobilen Endgerät sowie vom REACH-Proxyserver, welcher sich
”
irgendwo“ im Inter-
net befinden kann. Für jede dieser Kommunikationsbeziehungen muss eine Zeitspanne
bestimmt werden, welche der Sicherungsinstanz mitteilt, ab wann ein versendetes Frag-
ment als überfällig gelten kann. Diese Zeitspanne wird sowohl am REACH-Client als
auch am REACH-Server benötigt, da die Datenstromsicherung in beide Richtungen
funktionieren muss.
REACH zieht hierfür die UDP-Assoziation eines jeden Kommunikationskanals heran
und bestimmt die Umlaufzeit (
”
Round Trip Time“ (RTT)), um anschließend aus den
Messergebnissen eine Zeitspanne für die Übertragungswiederholung zu berechnen.
Die Umlaufzeit wird mit Hilfe zweier Pakettypen bestimmt. Der REACH-Client ver-
schickt hierzu eine PCPR_RTTREQUEST-PDU an einen REACH-Server. Diese PDU enthält
einen Zeitstempel und eine Sequenznummer, und wird vom REACH-Server schnellstmög-
lich mit einer PCPR_RTTREPLY-PDU beantwortet. Diese enthält denselben Zeitstempel
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und dieselbe Sequenznummer, sodass der REACH-Client nach Erhalt der rücklaufenden
PCPR_RTTREPLY-PDU die Umlaufzeit ausrechnen kann. Die so bestimmte Umlaufzeit
wird mit der nächsten PCPR_RTTREQUEST-PDU, welche hierfür ein weiteres Feld aufweist,
an den REACH-Server geschickt. So verfügen beide Endpunkte des Kommunikationska-
nals über die für UDP-Pakete geltende Umlaufzeit.
Da für einen
”
frisch“ aufgebauten Kommunikationskanal noch keine Umlaufzeit be-
kannt ist, wird anfangs sekündlich eine Ermittlung durchgeführt. Die Rate wird schritt-
weise (nach einer willkürlich festgelegten Tabelle) vermindert, sodass nach 15 erfolg-
reich durchlaufenen Zyklen eine minimale Rate von einer Messung pro Minute erreicht
wird. Anhand der Sequenznummer kann der REACH-Client zudem einen Verlust von
Messpaketen erkennen. Er reagiert darauf mit einer Erhöhung der Messrate, wobei die
anfängliche Rate von einer Messung pro Sekunde das Maximum darstellt. Damit wird
erreicht, dass anfangs eine häufige Bestimmung der Umlaufzeit die Qualität des gemit-
telten Werts verbessert, aber dieser mit der Zeit immer seltener aktualisiert wird. Bei
länger bestehenden Kommunikationsbeziehungen wird somit das Datenaufkommen redu-
ziert. Die Umlaufzeiten werden vom REACH-Client und REACH-Server gemittelt und
an die stromorientiert arbeitenden Sicherungsinstanzen übergeben.
5.5.5 Wegewahlmechanismen
Für die Übertragung der Daten werden TCP-Verbindungen und UDP-Assoziationen ver-
wendet, welche vom REACH-Client auf einem mobilen Endgerät initiiert werden und
einen REACH-Proxyserver zum Ziel haben. Um
”
weichere Handover“ und Kanalbünde-
lungsszenarien unterstützen zu können, müssen mehrere Kommunikationsbeziehungen
gleichzeitig über unterschiedliche Netzzugänge des mobilen Endgeräts gepflegt werden.
Die Herausforderung besteht darin, dass pro Kommunikationskanal am mobilen Endge-
rät der Weg über einen bestimmten Netzzugang vorgeschrieben werden muss. Ausgehen-
de Daten sollen das gewünschte Interface passieren, und der zugehörige Datenstrom in
Rückrichtung soll das mobile Endgerät wiederum über dasselbe Interface erreichen.
Es wurden drei Verfahren gefunden, welche sich für REACH eignen und schlussendlich
umgesetzt worden sind:
5.5.5.1 Zieladressbasierte Wegewahl
Zieladressbasierte Wegewahl stellt das
”
klassische“ Wegewahlschema dar, anhand wel-
chem IP-Pakete im Internet
”
geroutet“ werden. Unterschiedliche Zielsysteme können
anhand eindeutiger IP-Adressen voneinander unterschieden werden, sodass IP-Pakete
unterschiedliche Wege durch das Internet nehmen können.
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Auch bei REACH kann dieser Mechanismus zum Festlegen des involvierten Interfaces
eingesetzt werden, allerdings muss ein REACH-Proxyserver hierbei über mehrere eindeu-
tige IP-Adressen verfügen, wenn ein REACH-Client mehrere Datenströme gleichzeitig
über verschiedene Wege an ihn versenden möchte. Jedes Interface am mobilen Endge-
rät wird mit einer der IP-Adressen des REACH-Proxyservers verknüpft, was durch das
”
Setzen von Routen“ in der Routingtabelle geschieht. Je nachdem, mit welcher IP-Adres-
se der REACH-Proxyserver adressiert wird, werden die Daten über einen bestimmten
Netzzugang geleitet.
Vorteile: Zieladressbasierte Wegewahl ist für jede Plattform verfügbar, es müssen le-
diglich Einträge in der zentralen Routingtabelle gepflegt werden.
Nachteile: REACH-Proxyserver sollten mit mehreren IP-Adressen erreichbar sein. Ist
ein solcher jedoch nur mittels einer einzigen IP-Adresse erreichbar, sind ihm bezüglich
keine
”
weicheren Handover“ oder Kanalbündelungsszenarien möglich. Die Menge der ver-
fügbaren IP-Adressen eines REACH-Proxyservers bestimmt die Obergrenze der gleich-
zeitig benutzbaren Netzzugänge am mobilen Endgerät. Ein weiterer Nachteil besteht
darin, dass für die Pflege der Routingtabelle Systemverwaltungsrechte erforderlich sind.
5.5.5.2 Zieladressbasierte Wegewahl mit Bindung an ein Interface
Bei der zieladressbasierten Wegewahl besteht die Möglichkeit, am mobilen Endgerät
einen Socket explizit an ein bestimmtes Interface
”
zu binden“. Das geschieht mit Hilfe
der Socketoption SO_BINDTODEVICE. Die eigentliche Wegewahl erfolgt dann nicht länger
anhand der Zieladresse, sondern wurde durch die Festlegung des Interfaces vorweggenom-
men. Dabei ist es nicht länger erforderlich, dass der REACH-Proxyserver über mehrere
eindeutige IP-Adressen verfügen muss. Eine entsprechende Route bezüglich dieses In-
terfaces muss allerdings trotzdem existieren, nur dürfen jetzt mehrere Routen dieselbe
Zieladresse benennen, da eine Eindeutigkeit nicht mehr Vorraussetzung ist.
Vorteile: Durch die explizite Vorgabe des Interfaces besteht keine Notwendigkeit mehr,
dass ein REACH-Proxyserver mehrere eindeutige IP-Adressen besitzen muss.
Nachteile: Das Binden eines Sockets an ein bestimmtes Interface erfolgt mittels der
SO_BINDTODEVICE-Socketoption, welche von der jeweiligen Zielplattform unterstützt wer-
den muss. Nachteilig hierbei ist, dass diese Socketoption Systemverwaltungsrechte er-
fordert, weshalb der REACH-Client hierfür als Nutzer root gestartet werden müsste.
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Genauer wird die
”
CAP_NET_RAW-Capability“ benötigt, welche ein als
”
normaler Nutzer“
gestartetes Programm nicht besitzt.
5.5.5.3 Quelladressbasierte Wegewahl
Statt der Zieladresse eines IP-Pakets kann auch dessen Absenderadresse für die Wege-
wahl herangezogen werden. Eine solche quelladressbasierte Wegewahl lässt sich mit Hilfe
von
”
Policy Routing“ realisieren, wobei für die
”
Policy“ auf dem mobilen Endgerät die
Absenderadresse der ausgehenden IP-Pakete betrachtet wird. Die Absenderadresse kann
seitens des REACH-Clients pro Socket durch das bind()-Kommando spezifiziert werden.
Detaillierte Informationen zu
”
Policy Routing“ und dessen Anwendung in REACH wer-
den in Anhang C.2.2 geliefert.
Vorteile: Für quelladressbasierte Wegewahl ist es ausreichend, wenn jeder REACH-
Proxyserver nur über eine einzige eindeutige IP-Adresse erreichbar ist. Zudem benötigt
der REACH-Client hierfür keine Systemverwaltungsrechte, da das bind()-Kommando,




Policy Routing“ wird leider nicht von Microsoft Windows
unterstützt. Zudem erfordert das Schema eine aufwendige Konfiguration des mobilen
Endgeräts. Für jedes zu nutzende Interface muss im Vorfeld dem Loopback-Device ei-
ne lokale IP-Adresse zugewiesen sowie eine NAT-Regel aktiviert werden. Zur Laufzeit
müssen Routen und Regeln für das
”
Policy Routing“ gepflegt werden, wofür Systemver-
waltungsrechte erforderlich sind.
5.5.5.4 Bewertung
Alle drei Varianten sind in der Lage, mehrere gleichzeitige Datenströme über unterschied-
liche Wege mit demselben REACH-Proxyserver zu pflegen. Sie eignen sich damit allesamt
für die Durchführung
”
weicherer Handover“ und erlauben Kanalbündelungsszenarien.
Sehr wichtig ist es für REACH, dass die Wegewahl nicht anhand von
”
Default Routen“
erfolgen darf, da sonst die Dienste
”
Transparenter Proxyserver“ (Abschnitt 4.3.2.2) und
”
Virtual Private Network“ (Abschnitt 4.3.2.5) nicht mehr funktionieren. Der REACH-
Client wurde daher so entwickelt, dass zu jedem REACH-Proxyserver explizite Routen
gesetzt werden müssen, und somit eventuell vorhandene
”
Default Routen“ ohne Funktion
sind.
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Die zieladressbasierte Wegewahl erwies sich als das am wenigsten praxisrelevante Ver-
fahren, da hierbei ein jeder REACH-Proxyserver über mehrere IP-Adressen erreichbar
sein muss. Steht hierbei nur eine einzige IP-Adresse zur Verfügung, sind bezüglich dieses
REACH-Proxyservers ausschließlich
”
harte Handover“ möglich. Andererseits ist dieses
Wegewahlverfahren auf allen Plattformen verfügbar. REACH benutzt es daher nur dann,
wenn keine Alternativverfahren verfügbar sind.
Zieladressbasierte Wegewahl mit Interfacewahl wäre das am besten geeignete Wege-
wahlverfahren für REACH, jedoch setzt es Systemverwaltungsrechte für den REACH-
Client voraus.
REACH favorisiert die quelladressbasierte Wegewahl, und nur wenn diese nicht verfüg-
bar ist, wird eine zieladressbasierte Wegewahl durchgeführt. Wenn die Entscheidung auf
die zieladressbasierte Wegewahl gefallen ist, wird untersucht, ob die für eine Interface-
wahl notwendigen Rechte zur Verfügung stehen. Falls nicht, muss auf die Wahl verzichtet
werden. Im schlimmsten Fall sind dann nur
”
harte Handover“ möglich.
Für die Manipulation der Routingtabellen und das Pflegen der Regeln des
”
Policy
Routing“ benötigt der REACH-Client selbst keine Systemverwaltungsrechte, da er hier-
für auf das so genannte
”
Routing Backend“ zurückgreifen kann. Es handelt sich hierbei
um ein eigenständiges Programm, welches die betriebssystemspezifischen Mechanismen
zur Einflussnahme auf die Wegewahl abstrahiert. Das
”
Routing Backend“ wird zusam-
men mit dem Handoverentscheider, welcher den Schwerpunkt des folgenden Kapitels
darstellt, in Abschnitt 6.4 beschrieben.
5.6 Kapitelzusammenfassung
Der in diesem Kapitel vorgestellte transportorientierte Kern von REACH stellt das Bin-
deglied zwischen den
”
Relay Plugins“ und dem Betriebssystem dar. Zur Datenübertra-
gung werden ausschließlich nicht modifizierte TCP-Verbindungen und UDP-Assoziatio-




Relay Plugins“ erforderlichen stromorientierten und paketorientierten
logischen Verbindungen werden durch Multiplexer bereit gestellt, und die Behandlung
der negativen Auswirkungen von Mobilität wird durch spezielle Sicherungsinstanzen er-
bracht. Zusätzliche Anforderungen, wie die Erkennung von Isolationssituationen, wurden
diskutiert und sind in die Architektur von REACH mit eingeflossen.
Abschließend wurden drei Möglichkeiten der Wegewahl vorgestellt, welche es erlau-
ben, Datenströme über bestimmte Netzzugangsgeräte des mobilen Endgeräts zu leiten.
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Redundante Datenübertragungen oder Kanalbündelungsszenarien sind verfügbar. Da-
mit wird letztendlich das Ergebnis des Handoverentscheiders umgesetzt, welcher den
Schwerpunkt des nachfolgenden Kapitels darstellt.
145
6 Das Zugangskonzept
Eine jede Mobilitätsunterstützung, welche die Anforderungen aus Kapitel 2.1 erfüllen
soll, muss die Verwaltung der Netzzugangsgeräte eines mobilen Endgeräts mit überneh-
men und dafür einen so genannten Handoverentscheider implementieren. Viele bereits
vorgeschlagene Mobilitätsunterstützungen, wie beispielsweise Mobile IP [Perk02] und
dessen Weiterentwicklungen, blenden diese Problematik jedoch bewusst aus und küm-
mern sich lediglich um Teilprobleme. Da REACH jedoch eine
”
vollständige“ Lösung
darstellen soll, müssen diese Aufgaben durch integrale Komponenten übernommen wer-
den. In diesem Kapitel werden diese Aspekte diskutiert und jeweils die für REACH
gewählte Form der Umsetzung beschrieben.
6.1 Grundlagen zur Handoverentscheidung
Vorab bietet es sich an, eine Überblick über die Problematik des Wechsels von Netzzu-
gangstechnologien zu schaffen. Darauf aufbauend werden dann Algorithmen beschrieben,
welche für die Auswahl und Überwachung von Netzzugängen verantwortlich sind.
Das Ziel ist es, eine vollautomatische Verwaltung der verfügbaren Netzzugangsgeräte
zu erhalten, sodass der Nutzer eines mobilen Endgeräts sich nicht mehr mit der Aus-
wahlproblematik zu beschäftigen braucht. Die Handoverentscheidung soll transparent
im Hintergrund stattfinden, ohne dass zwischenzeitlich beispielsweise aus einer Liste an
Alternativnetzen eines manuell ausgewählt oder Passwörter eingegeben werden müssen.
6.1.1 Auswahl eines Netzzugangs
Der Handoverentscheider steht dabei vor der folgenden Problemstellung: Er muss alle
am mobilen Endgerät verfügbaren Netzzugangsgeräte verwalten, und dabei entscheiden,
zu welchem der verfügbaren Netzzugangspunkte es sich mittels welcher Netzzugangs-
technologie assoziieren soll.
Dafür bietet es sich an, in einem ersten Schritt alle verfügbaren Kandidaten gemäß
ihrer Eignung zu sortieren, und dann den
”
am besten geeigneten“ auszuwählen. Hierbei
stellt sich allerdings die Frage, anhand welcher Eigenschaften entschieden werden soll,
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Minimierung der Übertragungskosten“ zu einem
Widerspruch führen, wenn die schnellere Übertragungstechnologie auch gleichzeitig die
höheren Kosten verursacht.
Es lässt sich erkennen, dass vorab eine Zielstellung seitens des Anwenders festgelegt
werden muss. Die möglichen Zielstellungen können dabei widersprüchlich zueinander
sein. Im Folgenden werden zunächst die Eigenschaften vorgestellt, anhand derer Netzzu-
gänge bewertet werden können. Anschließend wird eine Auflistung möglicher Zielstellun-
gen geboten, um dann im Anschluss einen Algorithmus vorzustellen, welcher eine solche
Zielstellung mit den gegebenen Netzzugängen abgleicht, um schlussendlich eine sortierte
Liste mit geeigneten Kandidaten zu erhalten.
6.1.1.1 Relevante Eigenschaften von Netzzugängen
Vorab sei erwähnt, dass eine als geeignet erscheinende Netzzugangstechnologie noch kei-
ne guten Übertragungseigenschaften bedeuten muss. Zum einen ist überhaupt nicht si-
chergestellt, dass hinter dem involvieren Netzzugangspunkt überhaupt eine Verbindung
zum Internet besteht. Und selbst wenn, könnte dies eine vergleichsweise langsame
”
Digi-
tal Subscriber Line“-Anbindung (DSL) sein, welche zudem hohe Verzögerungszeiten mit
sich bringt. Dieses Problem lässt sich nicht durch alleinige Betrachtung der Netzzugangs-
technologie lösen, sondern erfordert zusätzliche Informationen. Mit Hilfe von Messungen
könnten bestimmte Parameter automatisch ermittelt werden, aber dazu müsste ein
”
in-
teressantes“ Netzzugangsgerät bereits ausgewählt und involviert worden sein. Stellt sich
die anfängliche Wahl als falsch heraus, ist wertvolle Zeit verstrichen, in der das mobile
Endgerät vom Internet getrennt war. Obwohl eine Betrachtung der Netzzugangstechno-
logie alleine also nicht ausreicht, liefert sie dennoch entscheidende Informationen für den
Handoverentscheider, welcher schlussendlich die Eignung bewerten muss. Als relevante
Parameter wurden folgende Eigenschaften herausgearbeitet:
Angebotene Bitrate: Unterschiedliche Netzzugangstechnologien bieten verschiedene
Datenübertragungsraten an. So sind mit Ethernetkarten in heutigen Heimrechnern be-
reits Bruttodatenraten von 1 Gigabit pro Sekunde erreichbar. Ein solcher Netzzugang ist
aus Sicht der Übertragungsrate sehr zu empfehlen, wenn nicht noch ein DSL-Router als
”
Flaschenhals“ zu überqueren ist. Das ließe sich allerdings nicht direkt erkennen, sondern
müsste dem Handoverentscheider als Zusatzinformation mitgegeben werden.
Drahtlose Netze
”
hinken“ den drahtgebundenen Medien in Bezug auf die Bitrate hin-
terher, was den unvorhersehbaren Ausbreitungsbedingungen und den dadurch erforder-
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lichen komplexeren Medienzugriffs- und Sicherungsverfahren geschuldet ist. Nichtsdesto-
trotz lassen sich Netzzugangstechnologien gemäß ihrer erreichbaren Datenrate sortieren,
denn die Unterschiede zwischen den Technologien können signifikant sein.
Es ist anzumerken, dass sich Datenraten mit der Zeit ändern können. Einerseits ist
die physikalisch verfügbare Datenrate nicht gleichzeitig auch die nutzbare Datenrate, da
noch Datenströme anderer Nutzer über denselben Netzzugangspunkt versendet werden
können. Zudem spielen bei drahtlosen Zugangsnetzen die sich ändernden Ausbreitungs-
bedingungen eine Rolle. Bewegt sich ein mobiles Endgerät, ändert sich die Funkstrecke,
und die momentan mögliche Datenrate kann sich verbessern oder verschlechtern.
Zudem kann die verfügbare Datenrate auch künstlich begrenzt werden. Es gibt Tari-
fe, in denen dem Anwender ein so genanntes
”
Freivolumen“ eingeräumt wird, welches
er ohne Einschränkung der Datenrate aufbrauchen darf. Ist das Kontingent erschöpft,
wird die Datenrate auf ein niedrigeren Wert gedrosselt. Anhand der physikalischen Pa-
rameter kann die Drosselung allerdings nicht erkannt werden. Eine andere Variante der
Begrenzung stellt das so genannte
”
Teergruben-Verhalten“ dar, bei welchem die Daten-
rate schleichend gedrosselt wird, je nachdem, wie viele Daten bereits übertragen worden
sind.
Für eine bestmögliche Handoverentscheidung müssten alle diese Eigenschaften be-
kannt sein, damit ein umfassender Vergleich der Zugangsalternativen untereinander mög-
lich wird.
Übertragungsverzögerung: Ein ebenfalls wichtiger Parameter ist die so genannte La-
tenzzeit, also die Übertragungsverzögerung. Drahtgebundene Medien weisen in der Regel
eine geringe Latenzzeit auf, da hier von geringen Übertragungsfehlerraten ausgegangen
und auch Medienzugriffsverfahren mit vergleichsweise geringen Verzögerungszeiten be-
nutzt werden können. Hohe Verzögerungszeiten trifft man bei der DSL-Technologie an,
da hier umfassende Sicherungsschemata angewendet werden müssen, welche eine erhöhte
Paketlaufzeit verursachen. Noch weitaus höhere Verzögerungszeiten lassen sich im draht-
losen Bereich finden, wie es beispielsweise bei GPRS der Fall ist. Hier ist mit derart hohen
Verzögerungszeiten zu rechnen, dass bei Sprachkommunikation kein vernünftiger Dialog
mehr durchgeführt werden kann.
Geldkosten: Die Aktivierung und die Nutzung eines bestimmten Netzzugangs kann
”
Geldkosten“ verursachen. Diese können sehr unterschiedlich ausfallen, daher lohnt sich
eine genauere Betrachtung.
Es gibt Tarife, in denen nach der Zeit abgerechnet wird, was besonders häufig bei
Analogmodems und ISDN angeboten wird. Das tatsächliche Nutzungsverhalten, also
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die Menge der effektiv übertragenen Daten, spielt dabei keine Rolle. Anders verhält es
sich bei den so genannte Volumentarifen, bei denen zwar die Onlinezeit keine Rolle mehr
spielt, dafür aber die Menge der zwischenzeitlich übertragenen Daten als Abrechnungs-
grundlage dient. Dieses Modell kann beispielsweise bei GPRS zum Einsatz kommen.
Einen Sonderfall hiervon stellen die fälschlicherweise als
”
Flatrate“ gekennzeichneten
Tarife dar, welche dem Anwender beispielsweise 1 Gigabyte
”
Freivolumen“ pro Monat
einräumen. Wird dieses Kontingent jedoch überzogen, wird auf einen Volumentarif um-
geschaltet, wobei dann feingranular abgerechnet wird. Diese Modelle sind jedoch von
”
echten Flatrates“ zu unterscheiden, welche keine solche obere Volumengrenze aufweisen.
In der Regel ist hierbei eine monatliche Pauschale zu entrichten, und es fallen keine wei-
teren Kosten an. Die Gültigkeitsdauer kann aber auch kürzer sein, wenn beispielsweise
tagesweise (Mobilfunk) oder stundenweise (bei
”
Hot Spots“) abgerechnet wird. Aktiviert
man hierbei seinen Internetzugang erstmalig, fällt die Nutzungsgebühr an, jedoch wer-
den bei einer Trennung mit anschließender Neuverbindung keine weiteren Kosten in
Rechnung gestellt.
Die Problematik der Kostenbetrachtung ist sehr vielfältig. Es müssen unterschied-
lichste Tarifmodelle berücksichtigt werden, wobei auch die Uhrzeit, der Aufenthaltsort
(gilt gerade ein Auslandstarif?), das verfügbare sowie verbrauchte Freivolumen sowie
eine gegebenenfalls noch zu entrichtende Tagesnutzungsgebühr eine Rolle spielen. Diese
Informationen alle durch einen Handoverentscheider auswerten zu lassen wäre theore-
tisch möglich, erfordert jedoch komplexe Mechanismen beispielsweise zur Erfassung der
übertragenen Datenmenge oder zur Verwaltung eines Gebührenkontingents bei so ge-
nannten
”
Prepaid“ Tarifen. Es zeichnet sich ab, dass ein Nutzer im Vorfeld eine Vielzahl
an Parametern hinterlegen müsste, damit der Handoverentscheider seine vorliegenden
Netzzugangstechnologien bezüglich der Geldkosten bewerten kann. Aus diesem Grund
sah der Autor von einer solchen Umsetzung ab. Einem
”
normalen“ Nutzer kann jedoch





er“ einzustufen ist. Diese Angabe ist zwar ungenau, dafür aber vergleichsweise einfach
ermittel- und auswertbar.
Dienstgüte: Netzzugangstechnologien können unterschieden werden, indem man die
durch sie angebotene Dienstgüte betrachtet. Bei diesem Begriff muss allerdings aufge-
passt werden, da der Fokus dieser Arbeit auf
”





Best Effort“ anbietet. Es können also keine Reservierungen
durchgeführt und damit auch keine Garantien ausgesprochen werden.
Nichtsdestotrotz können Unterschiede zwischen den einzelnen Technologien festge-
stellt werden. Drahtlose Netzzugangstechnologien weisen meist eine erhöhte Anfälligkeit
6.1 Grundlagen zur Handoverentscheidung 149
gegenüber Störeinflüssen auf als drahtgebundene Medien, sodass hier mit höheren Ver-
zögerungszeiten sowie höheren Paketverlustraten zu rechnen ist. Auch die physikalisch
verfügbare Bitrate kann, wie es bei WLAN der Fall ist, abhängig von den vorherrschen-
den Ausbreitungsbedingungen sein.
Bei GPRS ist es möglich, beim Aufbau eines Verbindungskontexts Dienstgüteparame-
ter zu spezifizieren, welche allerdings mit zusätzlichen Gebühren verbunden sein können.
Zur Auswahl stehen hier verschiedene
”
Klassen“, welche die Paketverzögerung und die
Verlässlichkeit betreffen. Von einer
”
echten“ Garantie kann hier jedoch keine Rede sein,
da lediglich statistische Werte genannt werden [Walk01].
Für die Fragestellung, ob überhaupt eine bestimmte Dienstgüte erforderlich ist, kön-
nen sowohl der Nutzer des mobilen Endgeräts befragt als auch die Art der laufenden
Anwendungen mit einbezogen werden. Für
”
Streaming“ oder Sprachkommunikation gel-
ten engere Vorgaben, als beispielsweise beim Abruf von Webseiten. Allerdings ist es nicht
möglich, innerhalb einer universellen
”
Middleware“ wie REACH zu entscheiden, welche
Anwendungen ein Anwender starten möchte, um daraus dann Anforderungen an das Me-
dium abzuleiten. Für REACH könnte man allerdings die geladenen
”
Relay Plugins“ mit
einbeziehen. So wäre es möglich, auf Medien mit einer bestimmten Mindestbitrate und
Ausfallsicherheit zu bevorzugen, wenn das
”
Relay Plugin“ für Telefonie (VoIP) (siehe
Abschnitt 4.3.2.6) aktiviert worden ist.
Priorität: Für den Fall, dass eine manuelle Sortierung vorgenommen werden soll, kann
die Reihenfolge anhand einer Priorität vorgegeben werden. Diese Priorität wird durch
eine nutzerseitig wählbare Zahl festgelegt. Zudem können Netzzugänge auch manuell
vom Nutzer abgewählt werden, sodass sie garnicht mehr vom Handoverentscheider be-
rücksichtigt werden.
Sicherheit: Netzzugänge können auch gemäß ihrer
”
Sicherheit“ sortiert werden, wobei
dieser Begriff sehr weit gefasst werden kann. Drahtgebundene Netze können eine besse-
re Abhörsicherheit gewährleisten als drahtlose Netze. Verschlüsselte Netzzugänge sind
sicherer als unverschlüsselte Netze. Öffentliche
”
Hot Spots“ gelten als weniger vertrau-
enswürdig als der heimische DSL-Router. Wer Wert auf Sicherheit legt, muss zuerst
definieren, was
”
Sicherheit“ für ihn bedeutet. Erst dann kann eine Sortierung gemäß
eines genauer definierten Kriteriums erfolgen.
Zuverlässigkeit: Die Zuverlässigkeit eines Netzzugangs kann ebenfalls eine wichtige
Rolle spielen. Es können hierbei ähnliche Eigenschaften wie aus der Kategorie
”
Dienst-
güte“ betrachtet werden. Mit Zuverlässigkeit ist hier allerdings nicht die gesicherte Über-
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tragung von Daten gemeint, sondern lediglich qualitative Aussagen über die Technologie.
So könnte eine Netzzugangstechnologie, bei welcher spontane Linkabrisse auftreten kön-
nen, als unzuverlässig gelten.
Andere Beschreibungsmöglichkeiten können die Netzabdeckung mit involvieren. So
kann spezifiziert werden, ob im Fall von Eigenbewegung eine hohe Handoverwahrschein-




Energieverbrauch: Mobile Endgeräte werden häufig ohne Stromkabel betrieben, und
sind dafür mit Akkumulatoren ausgestattet. Um eine möglichst lange Standzeit zu er-
reichen, muss der
”
Energieverbrauch“ des mobilen Endgeräts minimiert werden. Daher
wäre es kontraproduktiv,
”
leistungshungrige“ Netzzugangsgeräte wie Transceiver zu akti-
vieren, wenn beispielsweise eine drahtgebundene Kommunikationsstrecke zur Verfügung
steht, welche einen geringeren
”
Energieverbrauch“ aufweist. Auch Szenarien wie Kanal-
bündelungen und
”
weichere Handover“ sind weniger gut geeignet, wenn der Energiehaus-
halt ein entscheidende Rolle spielt.
Allerdings ist es schwierig, genaue Daten bezüglich des Energieverbrauchs einer Netz-
zugangstechnologie zu erhalten. Manche Technologien verbrauchen bereits im Bereit-
schaftsmodus (
”
eingebucht“) viel Energie, andere dagegen erst bei der Datenübertragung.
Hier bietet es sich an, mit wenigen grob abgestuften qualitativen Stufen zu arbeiten.
In diesem Zusammenhang wäre es lohnenswert, wenn dem Handoverentscheider die
Informationen vorliegen würde, ob das mobile Endgerät gerade an die Netzstromversor-




Interferenzen: Werden mehr als eine einzige Netzzugangstechnologie gleichzeitig ak-
tiviert, kann es bei drahtlosen Systemen zu Interferenzen kommen. WLAN nach IE-
EE 802.11g und Bluetooth funken beispielsweise im selben Frequenzband. Bei WLAN
kommt noch die Problematik einer möglicherweise ungünstigen Kanalbelegungen hinzu.
Die Möglichkeit drohender Interferenzen ist sehr schwierig in eine Handoverentscheidung
mit einzubeziehen, da eine negative Beeinflussung oft nicht direkt erkennbar ist.
Signalstärke- und Linkgütewerte: Drahtlos arbeitende Netzzugangsgeräte bieten häu-
fig die Möglichkeit an, eine Aussage über den Zustand der Luftschnittstelle abzurufen.
Bei WLAN erhält man beispielsweise durch eine Suchoperation eine Liste aller sichtbaren
Basisstationen in Reichweite, jeweils mit einer Angabe bezüglich der aktuell anliegenden
Signalstärke und der Linkgüte. Somit könnte gezielt verhindert werden, dass Basissta-
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tionen ausgewählt werden, deren Signal mit einer geringen Signalstärke bzw. Linkgüte
empfangen wird.
Providerseitige Vorgaben: Weitere Einschränkungen können durch den Betreiber ei-
nes Netzzugangspunkts erfolgen, und zwar völlig unabhängig von der eingesetzten Netz-
zugangstechnologie. Eine Rolle kann spielen, ob sich das mobile Endgerät am Netzzu-
gangspunkt hinter einer NAT-Grenze wiederfindet, oder ob es stattdessen eine global
gültige IP-Adresse erhält. NAT-Grenzen können Probleme verursachen, was bereits in
Abschnitt 4.3.2.6 für VoIP beleuchtet wurde und später in Abschnitt 7.3.2 bezüglich
REACH diskutiert wird.
In dieselbe Kategorie fallen vertragliche Einschränkungen, wie das Verbot, Sprach-
kommunikation oder
”
Instant Messaging“ durchzuführen. So verbieten heutzutage viele
Mobilfunkbetreiber ihren Kunden, ihre
”
Datenflatrate“ für VoIP zu benutzen.
6.1.1.2 Mögliche Zielstellungen
Der Handoverentscheider steht demnach vor einem Bewertung- und Sortierproblem. Ihm
stehen eine beliebige Anzahl verfügbare Netzzugänge zur Verfügung, welche sich anhand
der soeben vorgestellten Eigenschaften unterscheiden. Das Ziel ist es, eine Liste mit nach
ihrer Eignung sortierten Netzzugängen zu erhalten.
Diese Problemstellung kann nicht ohne die Angabe einer Zielstellung gelöst werden, da
die wünschenswerten Eigenschaften eines Netzzugangs gegenläufiger Natur sein können.
Im Folgenden wird eine Liste an möglichen Zielstellungen vorgestellt, welche jedoch nicht
vollständig ist, sondern die vom Demonstrator angebotene Auswahl reflektiert.
Maximale Bitrate: Bei dieser Zielstellung werden die momentan verfügbaren Netzzu-
gänge anhand der angebotenen Bitrate sortiert. Diese Eigenschaft kann sich mit der Zeit
ändern, wenn beispielsweise bei einer drahtlos arbeitenden Technologie auf Grund einer
sich verschlechternden Linkgüte eine geringere Datenrate ausgehandelt wird.
Minimierung der Kosten: Diese Zielstellung dient dazu, dass anfallende Entgelte mini-
miert werden. Der Nutzer nimmt dabei in Kauf, dass bei dieser Entscheidung Abstriche
bezüglich der Datenrate oder anderer Eigenschaften hingenommen werden müssen.
Minimierung der Übertragungsverzögerung: Mit dieser Zielstellung wird ein beson-
deres Augenmerk auf eine geringe Übertragungsverzögerung gelegt. Netzzugänge mit
hohen Latenzzeiten werden dabei wenn möglich gemieden, also nur dann benutzt, wenn
keine besseren Alternativen verfügbar sind.
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Minimierung des Energieverbrauchs: Mobile Endgeräte müssen unterwegs mit Hilfe
eines Energiespeichers versorgt werden. Hierbei sind Netzzugangstechnologien, welche
einen geringen Energiebedarf aufweisen und damit die Laufzeit des mobilen Endgeräts
verlängeren können, bevorzugt auszuwählen.
Optimierung auf einen hohen Grad an Mobilität: Ist im Vorfeld bekannt, dass sich
das mobile Endgerät mit hoher Geschwindigkeit bewegen wird, können mit Hilfe dieser
Zielstellung Netzzugangstechnologien bevorzugt werden, welche vergleichsweise wenig
von Verbindungsabrissen durch Handoverereignisse beeinflusst werden.
Hohe Sicherheitsanforderungen: Netzzugänge können in Bezug auf ihre angebotene
Sicherheit hin sortiert werden, wobei mit
”
Sicherheit“ hier beispielsweise die Vertrauens-
würdigkeit der Umgebung gemeint sein kann. So genießt beispielsweise das Wohnungs-
netzwerk des Benutzers einen
”
guten Ruf“, gilt also als
”
sicher“. Ebenso könnte das Fir-
mennetz des Arbeitgebers
”
mit einer hohen Sicherheit“ bewertet werden. Eine
”
offene“




An dieser Stelle muss aber festgestellt werden, dass ein als
”
unsicher“ geltender Netz-
zugangspunkt durch Anwendung von Verschlüsselung
”
sicherer“ gemacht werden kann.
Kommen bei REACH beispielsweise das VPN-basierte
”
Relay Plugin“ (siehe Abschnitt
4.3.2.5) zum Einsatz, wäre die
”
Vertrauenswürdigkeit“ als Auswahlkriterium nicht län-
ger aussagekräftig. Allerdings ist REACH nicht in der Lage, solche Zusammenhänge zu
erfassen.
Nutzerseitige Priorität: Mit Hilfe einer nutzerseitig pro Netzzugang definierbaren
Priorität steht dem Nutzer ein Werkzeug zur Verfügung, um die Reihenfolge der sortier-
ten Netzzugänge selbst festzulegen. Dieser Mechanismus eignet sich auch für Testzwecke,
wenn der Nutzer den Handoverentscheider dazu zwingen möchte, einen bestimmten Netz-
zugang auszuwählen.
6.1.1.3 Sortierung von Netzzugängen
Für die Sortierung der verfügbaren Netzzugänge hat eine nutzerseitig festgelegte Ziel-
stellung vorzuliegen. Es ist allerdings nicht empfehlenswert, die Bewertung eines Netz-
zugangs anhand nur einer einzigen Zielstellung vorzunehmen. Wird beispielsweise eine
maximale Bitrate gewünscht, sollte nicht bloß die Bitrate eine Rolle spielen, sondern zu
einem kleinen Teil auch die anderen Eigenschaften. Sonst könnte es passieren, dass ein
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extrem teurer Netzzugang ausgewählt wird (sofern ein solcher zur Verfügung steht), ob-
wohl der zweitschnellste Netzzugang nur unwesentlich langsamer, dafür aber wesentlich
kostengünstiger wäre.
Es ergibt durchaus Sinn, möglichst alle Eigenschaften in die Beurteilung eines jeden
Netzzugangs mit einzubeziehen. Dabei würde je nach Szenario nicht jede Eigenschaft
gleichermaßen relevant sein, sondern es müsste abgewogen werden, mit welchem Gewicht
ein jeder Parameter in die Entscheidungsfindung einspielen soll. In [NaHH06] wird hierfür
die so genannte
”
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(6.1)
Dabei werden die folgenden Eigenschaften der Netzzugänge zusammen mit ihren je-
weiligen Gewichten mit in die Entscheidungsfindung einbezogen:
• Geldkosten (
”
costs“) Ci, Gewicht ωc
• Sicherheit (
”
security“) Si, Gewicht ωs
• Energieverbrauch (
”
power“) Pi, Gewicht ωp
• Zustand des Netzes Di, Gewicht ωd
• Linkgüte (
”
performance“) Fi, Gewicht ωf
Die Gewichte müssen so gewählt werden, dass ihre Summe 1 ist (siehe Formel 6.2).
ωc + ωs + ωp + ωd + ωf = 1 (6.2)
Es ist erkennbar, dass manche Eigenschaften direkt verrechnet, während andere Ei-
genschaften über ihren Kehrwert berücksichtigt werden. Bei den Geldkosten Ci und dem
Energieverbrauch Pi ist man an möglichst kleinen Werten interessiert, während für die
Sicherheit Si, den Zustand des Netzes Di sowie die Linkgüte Fi jeweils große Werte als
vorteilhaft gelten. Der Netzzugang i mit der höchsten Eignung Qi soll als am besten ge-
eignet gelten. Dazu müssen Ci und Pi reziprok verrechnet werden. Jeder Term wird für
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sich gesehen auf den größten verfügbaren Wert normiert und schlussendlich mit seinem
Gewicht multipliziert. Für das Gesamtergebnis sind Werte zwischen 0 und 1 möglich,
wobei größere Werte für eine bessere Eignung stehen.
Im nächsten Schritt gilt es, vernünftige Werte für die Gewichte zu finden. Für RE-
ACH musste die VHDF angepasst werden: zum einen können noch weitere Parameter
berücksichtigt werden, beispielsweise in Bezug auf die Latenzzeit und die nutzerseitig
festlegbare Priorität. Zum anderen wurde die Bestimmung der Gewichte bislang ausge-
klammert, sodass immer nur genau ein Gewicht auf 1 gesetzt wird, während alle anderen
Gewichte bei 0 bleiben.
In der Praxis gestaltet es sich als schwierig, zu einem jeden Netzzugang Aussagen be-
züglich der zu erwarteten Verzögerungszeit, der Sicherheit oder des Energieverbrauchs
zu erhalten. Die VHDF wurde zwar implementiert, jedoch findet innerhalb von REACH
noch keine Verwaltung dieser Parameter statt. Als besonders problematisch erwies es
sich, dass bezüglich mancher der genannten Parameter nur eine grobe Einstufung prak-
tikabel erscheint (beispielsweise beim Energieverbrauch). In der studentischen Arbeit
[Viet08] wurde diese Problemstellung aufgegriffen, und es spricht nichts dagegen, die
dort vorgestellten Abstufungen der untersuchten Parameter im Rahmen einer zukünfti-
gen Weiterentwicklung auch in die VHDF von REACH zu integrieren.
Die einzige Eigenschaft eines Netzzugangs, welche momentan durchgängig berücksich-
tigt wird, ist die nutzerseitig festlegbare Priorität. Für die verfügbaren Netzzugangstech-
nologien Ethernet, WLAN und GPRS ist somit die Festlegung einer praxisrelevanten
Reihenfolge möglich, da es hierbei wenigstens bezüglich der Kriterien Geschwindigkeit,
Geldkosten und Latenzzeit zu keinen Widersprüchen kommt: Ethernet bietet im Demons-
trationsaufbau den schnellsten Netzzugang mit der geringsten Latenzzeit ohne anfallen-
de Verbindunsgentgelte an. Bei REACH beziehen sich diese Parameter jedoch immer





Ethernet ist günstig“ bei REACH Aussagen wie
”
Ethernet ist
im Büro günstig, aber nicht im Hotel“ gelten.
Es erscheint lohnenswert, zukünftig für alle von REACH unterstützen Netzzugangs-
technologien diese Parameter entweder automatisch ermitteln zu lassen, oder diese vor-
ab zu bestimmen und bei Bedarf aus einer Wissensbasis zu entnehmen. Stehen damit
brauchbare Werte zur Verfügung, sollte die im Handoverentscheider hinterlegte VHDF
um den jeweiligen Parameter erweitert werden. Die Struktur der VHDF entspräche wei-
terhin Formel 6.1, jedoch mit einer beliebig wachsenden Anzahl an Summanden.
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6.1.2 Klassifizierung von Handovern
Der Wechsel eines Netzzugangspunkts (Handover) kann nach verschiedenen Gesichts-






Es lässt sich unterscheiden, ob ein Zugangswechsel innerhalb derselben Technologie ge-
schieht, oder ob dabei einen Technologiewechsel stattfindet. Bewegt man sich innerhalb
derselben Technologie, spricht man von einem
”
horizontalen Handover“. Wird dabei je-
doch die Technologie gewechselt, bezeichnet man dies als
”
vertikalen Handover“.
Beispielhafte Technologien, welche mit
”
horizontalen Handoveren“ arbeiten, sind die
Mobilkommunikationsnetze GSM und UMTS sowie die drahtlose Netzzugangstechnolo-
gie gemäß IEEE 802.11 (WLAN) und dessen Weiterentwicklungen. Bei GSM müssen
”
horizontale Handover“ durchgeführt werden, da die Anwender mit ihren Telefonen
”
mo-
bil“ sind dürfen und sich die Telefone mit einer Basisstation eines zellulären Netzes
verbinden müssen. Der Benutzer bekommt von einem
”
Zellwechsel“ allerdings nichts
mit; er findet transparent im Hintergrund statt.
Auch bei WLAN können
”
horizontale Handover“ durchgeführt werden. Ein mobiles
Endgerät kann beispielsweise mit einer privaten WLAN-Basisstation assoziiert sein, aber
diese auf Grund von Mobilität nicht länger erreichen. Alternativ kann sich das mobile
Endgerät dann in ein anderes gerade
”
sichtbares“ WLAN-Netz einbuchen, beispielsweise
einen kostenpflichtigen
”
Hot Spot“ oder in das WLAN-Netz des Arbeitgebers des Nutzers.
Solche Wechsel zählen ebenfalls zu den
”
horizontalen Handovern“, allerdings sind diese
nicht
”
transparent“. Das mobile Endgerät erfährt hierbei einen Verbindungsabriss, und
es muss sich, falls verfügbar, in ein Ersatznetz einbuchen. Beim Zugriff auf das Internet
kommt es hierbei zu einem Abriss aller statusbehafteten Transportschichtverbindungen,
wenn hierfür keine weiteren Vorkehrungen getroffen werden. Ein Lösungsvorschlag, wel-
che bezüglich WLAN noch auf der Netzzugangsschicht angewendet werden kann, besteht
im Angebot eines
”
Roaming“-fähigen Verbundes aus mehreren Basisstationen. Hierbei
können
”
transparente horizontale Handover“ durchgeführt werden, wobei das mobile
Endgerät nicht merkbar vom Netzwerk getrennt wird. Es würde seine zugewiesene IP-
Adresse behalten können, und es käme zu keinen unmittelbaren Auswirkungen auf die
Transportschichtprotokolle. Wird jedoch der
”
roaming“-fähige Verbund verlassen, käme
es wieder zu dem geschilderten Fehlverhalten.
Von einem
”
vertikalen Handover“ spricht man dagegen, wenn ein mobiles Endgerät
beim Wechsel des Netzzugangs auf eine andere Technologie zurückgreift. Dadurch, dass
moderne Mobiltelefone heutzutage bereits mit Unterstützung für UMTS, GSM und
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WLAN ausgestattet sein können, kann je nach Aufenthaltsort und verfügbarem Tarif
jeweils die eine oder die andere Technologie ausgewählt werden. Seitens des Anwenders
kann der Handover wiederum
”
transparent“ erfolgen, wenn wie im Fall eines aufgebau-
ten Sprachkanals ein Wechsel von UMTS auf GSM stattfindet. Zur Anbindung an das
Internet können jedoch auch
”
vertikale Handover“ von WLAN auf UMTS durchgeführt
werden, welche dann allerdings auf Grund der sich ändernden IP-Adressen nicht ohne
negative Auswirkungen bleiben. Auch hierfür gibt es bereits umfangreiche Lösungsvor-
schläge, welche sich dieser Problematik angenommen haben. An dieser Stelle geht es













freiwilligen Handover“ besitzt das mobile Endgerät eine Verbindung zum
Netz, ohne dass diese Verbindung von einem unmittelbaren Abriss bedroht ist. Es gibt
in dieser Situation jetzt aber einen weiteren Netzzugangspunkt, welcher über
”
besse-
re Eigenschaften“ verfügt, sodass ein Wechsel vorteilhaft wäre. Bei einem
”
vertikalen
Handover“ kann das mobile Endgerät eine parallele Assoziationen zum neuen Netzzun-
gangspunkt aufbauen, ohne sich für die Dauer des Anmeldevorgangs vom alten Netzzu-
gangspunkt
”
lösen“ zu müssen. Erst, wenn der Ersatzzugang hergestellt werden konnte,




Alternativ kann ein Handover auch
”
erzwungen“ werden, wenn es beispielsweise zu
einem spontanen Abriss des gerade aktiven Netzzugangs kommt. Das mobile Endgerät
ist dann so lange vom Netzwerk isoliert, wie es Zeit für die Assoziation mit einem neuen
Netzzugangspunkt benötigt.
”
Erzwungene Handover“ sind damit meist mit einer Degra-
dierung der Qualität verbunden, da das mobile Endgerät einerseits kurzfristig isoliert ist
und andererseits auf einen weniger gut geeigneten Ersatzzugang umgeschwenkt werden
muss.
”
Freiwillige Handover“ sind jedoch nur dann unterbrechungsfrei, wenn die Möglich-
keit besteht, die Ersatzverbindung aufzubauen ohne die bestehende Hauptverbindung
trennen zu müssen. Dies ist bei
”
vertikalen Handovern“ eigentlich immer gegeben, da
unterschiedliche Netzzugangstechnologien involviert werden. Will das mobile Endgerät
jedoch innerhalb derselben Technologie auf einen anderen Anbieter wechseln, so muss
für einen solchen freiwilligen Wechsel erst die bestehende Assoziation abgebaut werden
bevor es sich zu anderen Netzzugangspunkt
”
verbinden“ kann. Diese Einschränkung ist
jedoch im hohen Maße technologieabhängig. Ein einleuchtendes Beispiel zur Verdeutli-
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chung der Problematik bietet die Einwahl über ein Analogmodem, wobei beispielsweise
die Rufnummern zweier Provider gewählt werden können. Soll die Auswahl nach der
Uhrzeit geschehen, weil der zweite Provider ab 22 Uhr Abends günstiger ist als der erste
Provider, muss für einen
”
freiwilligen Handover“ erst die Modemverbindung getrennt
und eine zeitintensive Wiedereinwahlprozedur durchlaufen werden. Für die Dauer der











reaktiv“ ablaufenden Handover bemerkt der Handoverentscheider für ihn
unvorhersehbar, dass ein aktuell benutzter Netzzugang nicht länger geeignet ist, und
somit ein Ersatz benötigt wird. Im Unterschied zum
”
erzwungenen Handover“ ist diese
Situation jedoch nicht mit einem
”
harten“ Abriss gleichzusetzen, sondern kann auch auf
der Auswertung der Linkgüte beruhen: ist die aktuelle Linkgüte bereits bedrohlich nied-
rig, kann ein Wechsel durchführt werden, obwohl der bestehende Netzzugang eigentlich




Dabei kann es auch bei einem
”
vertikalen Handover“ zu einer Isolationssituation kom-
men. Der Aufbau einer Datenverbindung mit Hilfe von GPRS kann bei bestimmten
GSM-Modems bis zu 22 Sekunden benötigen [Ever04]. In dieser langen Zeitspanne ist
die Wahrscheinlichkeit hoch, dass sich die Signalstärke des aktiven Hauptlinks noch
weiter verschlechtert, sodass es schlussendlich zu einem Abriss kommt noch bevor der
Ersatzlink aufgebaut werden konnte. Es handelt sich dabei um ein reaktives Verhalten,
wobei die Entscheidung zum Wechsel erst dann getroffen wird, wenn ein Abriss unmit-
telbar droht.
Dabei muss nicht bis zum drohenden Abrissereignis gewartet werden, da beispielswei-
se bei drahtlosen Netzzugangstechnologien im Vorfeld häufig eine Verschlechterung der
Signalstärke beobachtet werden kann. Das liegt daran, dass die Geräte durch die Gegend
getragen werden und sich die Entfernung zur Basisstation soweit vergrößern kann, bis es
schließlich zu einem Abrissereignis kommt. Für einen
”
prädiktiv“ durchgeführten Hand-
over würde man sich den Verlauf der Signalstärke zu Nutze machen. Hierbei könnte ein
zukünftiger Abriss durch Betrachtung der jüngsten Vergangenheit prognostiziert werden.
Steht ein solcher Vorhersagemechanismus zur Verfügung, kann die Einwahldauer eines
potentiellen Ersatzzugangs mit der errechneten Restzeit bis zum prognostizierten Ab-
risszeitpunkt verglichen werden, und eine zeitaufwendige Einwahl bereits dann gestartet
werden, wenn der Hauptlink noch sehr gute Übertragungseigenschaften aufweist. Konnte
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die Einwahlprozedur erfolgreich durchlaufen werden, und behält der Vorhersagemecha-
nismus Recht, steht zum Abrisszeitpunkt bereits der prädiktiv (proaktiv) aufgebaute
Ersatzlink zur Verfügung.
Eine solche Prognose ist immer mit einer Unsicherheit verbunden, und man darf nicht
erwarten, dass perfekte Vorhersagen geliefert werden. Die Signalstärke kann sich plötzlich
stark verschlechtern, sodass ein Abriss unerwartet früh erfolgt. Oder die Signalstärkewer-
te verbessern sich plötzlich wieder, sodass kein Bedarf mehr an einem Ersatzlink besteht.
Aber es lässt sich erkennen, dass in beiden Fällen ein besseres Ergebnis erzielt wird, als
es im Fall eines reaktiv arbeitenden Handoverentscheiders möglich wäre. Für diesen wür-
de man nämlich entwender immer eine Verzögerung im Umfang der Einwahldauer des
Ersatzlinks durchlaufen müssen, oder man müsste mit Blick auf Unterbrechnungsfreiheit
den Ersatzlink bereits vom ersten Moment an assoziieren (
”
gieriges“ Verhalten).
Der Nutzer muss sich also entscheiden, ob er Wert auf eine möglichst unterbrechungs-
freie Anbindung legt; dann hilft nur die dauerhafte Bereitstellung eines Ersatzlinks mit
den Nachteilen steigender Kosten oder beispielsweise eines höheren Energieverbrauchs.
Alternativ könnte dem Nutzer die Unterbrechnungsfreiheit auch gleichgültig sein, dann













Zudem kann bei einem Zugangswechsel unterschieden werden, ob ein Ersatzlink erst bei





Harte Handover“ sind mit Unterbrechnungen des
Datenstroms verbunden, da nach Abriss des aktiven Hauptlinks anfangs noch kein Er-
satzlink zur Verfügung steht. Bei GSM, welches nur
”
harte Handover“ unterstützt, dau-









hart“ verlaufen, falls hierbei kein Ersatzlink zur Verfügung steht, welcher die
Zeitspanne zwischen freiwilliger Trennung und abgeschlossener Assoziationsprozedur zu
überbrücken hilft.
Beim Wechsel eines Netzzugangspunkts kann der erwünschte Ersatzlink bereits auf-
gebaut werden, noch während der aktive Hauptlink verwendet wird. Zum Umschaltzeit-
punkt stünde dann bereits ein aufgebauter Netzzugang bereit, und es müsste lediglich der
Datenstrom von dem einen aktiven Netzzugang auf den andere aktiven Netzzugang um-
geschwenkt werden. Ein solcher
”
weicher Handover“ verursacht geringere Ausfallzeiten
als ein
”
harter Handover“. Auf Grund der dann aber noch auszutauschenden Signalisie-
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rungsinformationen bezüglich des Kommunikationskontexts lassen sich die Ausfallzeiten
jedoch nicht komplett vermeiden.
Beim
”
weicheren Handover“ geht man noch einen Schritt weiter, und bezieht den auf-
gebauten Ersatzlink schon frühzeitig mit in die Übertragung ein. Die über den Hauptlink
übertragenden Daten werden dabei zusätzlich noch über Ersatzlinks versendet, es fin-
det also eine redundante Datenversendung statt. Reißt dann der vorherige Hauptlink
plötzlich ab, kommt es zu keinen Lücken im Datenstrom, da die verloren gegangenen
Daten ebenfalls über die Ersatzlinks versendet worden sind. Einer der Ersatzlink wird
anschließend zum neuen Hauptlink ernannt, womit der Handover komplett durchlaufen
wäre.
An dieser Stelle sei noch erwähnt, dass man den kurzzeitigen Zustand während eines
”
weicheren Handovers“ auch als einen eigenständigen Betriebsmodus auswählen kann.
Durch das Angebot eines permanent verfügbaren Ersatzlinks, über welchen immer die-
selben Daten versendet werden sollen wie über den Hauptlink, kann eine Resistenz
gegenüber spontanen Abrissereignissen ermöglicht werden. Im hiesigen Fall muss der
Handoverentscheider dazu mindestens zwei Internetverbindungen aufbauen, eine davon
zur Übertragung
”




Statt einer redundaten Versendung können alternativ auch
”
neue“ Daten über Ersatz-
links versendet werden. Der
”
frische“ Strom an zu versendenden Daten würde sich dabei
auf mehrere aktive Netzzugänge
”
auffächern“, sodass eine höhere Gesamtübertragungsra-
te erreicht werden kann. Ein solches Szenario wird als
”
Kanalbündelung“ bezeichnet. Es
ist aber anzumerken, dass hierbei kein Schutz mehr gegen spontane Verbindungsabrisse
besteht. Wenn einer der Netzzugänge abreißt, gehen Daten verloren, und es kommt zu
Verzögerungen durch Datenverluste.
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6.2 Die Handoverentscheidung
Im diesem Abschnitt wird beleuchtet, welche Komponenten einer Mobilitätsunterstüt-
zung für die Handoverentscheidung verantwortlich sein können, wo das Entscheidungser-
gebnis überall benötigt wird und welche Formen von Handoverentscheidern unterschie-
den werden können.
6.2.1 Verantwortliche Komponenten
Ein heutiges mobiles Endgerät mit einem marktüblichen Betriebssystem ist nicht han-
doverfähig, was bereits in Kapitel 2 diskutiert worden ist. Abgesehen davon, dass dies
in den heutzutage im Internet eingesetzten Protokollen begründet liegt, fehlt selbst bei
modernen Betriebssystem häufig eine zentrale Steuerungsinstanz, welche die
”
Hoheit“




Unter GNU/Linux war die Verwaltung von Netzzugangsgeräten lange Zeit umständlich.
Man war gezwungen, ein Netzzugangsgerät selbst auszuwählen und dieses dann mit Hilfe
von Konfigurationsdateien und Befehlen auf der Kommandozeile manuell zu aktivieren.
Eine grafische Oberfläche hierfür, beispielsweise eine Integration in die Desktop-Umge-
bungen KDE oder GNOME, gab es auf Grund der Vielfalt an Betriebssystemen auf
denen KDE und GNOME laufen sollten nicht. Die zu Grunde liegenden Konzepte von
GNU/Linux, FreeBSD, Unix und neuerdings auch Microsoft Windows waren zu
unterschiedlich, als dass beispielsweise ein für KDE implementierter
”
Network Mana-
ger“ alle diese unterschiedlichen Mechanismen beherrschen könnte. So gab es maximal
Nischenlösungen wie das grafische Programm KPPP [Wiki09e] (
”
KDE Point-to-Point
Protocol“), welches jedoch ausschließlich Einwahlverbindungen kontrollieren konnte.
Erst KDE ab der Version 4, welche seit Januar 2008 verfügbar ist, baut auf den
Systemkomponenten
”
Hardware Abstraction Layer“ (HAL, [Hal0]) und
”
Desktop BUS“
(DBUS, [DBus]) auf. Der Vorteil besteht darin, dass von nun an KDE-Anwendungen
mittels DBUS auf HAL zugreifen können, wobei HAL die Anpassung an das lokal vor-
liegende Betriebssystem übernimmt. Weitergehend ist HAL in der Lage, angeschlossene
Geräte zu erkennen und per DBUS-Meldungen an die Anwendungen zu schicken. Dieses
war der notwendige Unterbau, um plattformunabhängige Programme zur Netzwerkkon-
figuration auch unter den für GNU/Linux-relevanten Desktop-Umgebungen KDE und
GNOME anbieten zu können. Für alle relevanten Zielplattformen ist lediglich eine an-
gepasste Version von HAL notwendig.
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Unter GNU/Linux verfügbare Verwaltungsprogramme sind der NetworkMana-
ger [NMan] und der Wireless Interface Connection Daemon (Wicd, [Wicd]).
Diese Programme sind mittlerweile in der Lage, Ethernet, WLAN, Analogmodems, ISDN
und auch Mobiltelefone zu verwalten. Allerdings sind sie mit alleinigem Blick auf eine
Schnittstelle zur nutzerseitigen Auswahl entworfen worden, ohne die
”
Intelligenz“ eines
automatisch arbeitenden Handoverentscheiders mitzubringen. Das ist insofern verständ-
lich, da in der heutigen Zeit Mobilitätsunterstützungen wie Mobile IP praktisch keine
Relevanz für den Nutzer eines mobilen Endgeräts haben. Folglich sind auch die für
die
”
breite Masse“ entwickelten Verwaltungsprogramme nicht in der Lage, mit so et-
was umzugehen. Eine Unterstützung für
”
weichere Handover“ lässt sich beispielsweise
bei keinem der verfügbaren Verwaltungsprogramme erkennen; dafür wäre weitaus mehr
Infrastruktur notwendig als ein Handoverentscheider alleine.
Ein Mehrwert, der aus einer näheren Betrachtung dieser Verwaltungsprogramme für
REACH gewonnen werden könnte, bestünde in der Nutzung von HAL und DBUS zur
Ansteuerung der Netzzugangsgeräte. Im Rahmen dieser Ausarbeitung wurde eine dies-
bezügliche Betrachtung jedoch nicht durchgeführt, da es sich um sehr junge Projekte
handelte und die Anbindung über HAL und DBUS noch nicht ausgereift war. Langfristig
erscheint dies allerdings lohnenswert, da die Ansteuerung von Netzzugangsgeräten da-
mit plattformunabhängig realisiert werden könnte. Offen bleibt jedoch die Frage, ob auf
diesem plattformübergreifenden Weg noch ausreichend Kontrolle auf die Netzzugangs-
geräte ausgeübt werden kann. REACH setzt momentan auf hochgradig plattformspezi-
fische Mechanismen auf, und es erscheint dem Autor als fraglich, dass diesbezügliche
Mechanismen zukünftig in einer betriebssystemunabhängigen Abstraktionsschicht wie
HAL auftauchen werden.
6.2.1.2 Zentraler Handovermanager
An dieser Stelle stellt sich abermals heraus, dass eine praktikable Mobilitätsunterstüt-
zung sich nicht darauf beschränken kann, einzelne Anwendungen durch Modifikation
”
handoverfähig“ zu machen. Selbst wenn es gelänge, eine ausgewählte Menge an Brow-
sern und Mailprogrammen mit entsprechenden Funktionen auszustatten, bliebe immer
noch die Frage offen, welche dieser Komponenten für die Handoverentscheidung und
damit die Verwaltung der Netzzugangsgeräte verantwortlich wäre.
Es ist nachvollziehbar, dass diese Aufgabe nicht durch
”
eine Anwendung“, wie bei-
spielsweise einen
”
handoverfähig“ gemachten Browser, erfolgen darf. Die Konsequenz
wäre, dass dieser Browser dauerhaft laufen müsste. Systemweit dürfte der Browser zu-
dem nur ein einziges Mal gestartet werden, was auf Mehrbenutzersystemen zu Problemen
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führen würde. Andere Programme wie Telefonieanwendungen, welche den Verbindungs-
status für eine Wartemelodie in Erfahrung bringen möchten, müssten sich dann mit
dem Handoverentscheider des Browsers verbinden. Eine solche Struktur wäre nicht wün-
schenswert.
Die Handoverentscheidung muss daher von einer externen Komponente übernommen
werden, welche losgelöst von den Anwendungen gestartet werden kann. Die in Abschnitt
6.2.1.1 als
”
Network Manager“ vorgestellten Verwaltungsprogramme kommen diesem
Ziel bereits nahe, allerdings handelt es sich hierbei um grafische Oberflächen, welche
von einem Nutzer gestartet werden müssen. Sind auf einem Mehrbenutzersystem jedoch
mehrere Nutzer gleichzeitig tätig, wäre nicht klar, welcher Nutzer für den Start des
Verwaltungsprogramms verantwortlich ist. Interessant wird die Fragestellung vor allem,
wenn das mobile Endgerät über keinerlei grafische Oberfläche verfügt. Dann können die
vorgestellten Verwaltungsprogramme jedenfalls nicht eingesetzt werden.
Betrachtet man die Anbindung von Kraftfahrzeugen an das Internet, wird dieselbe
Problematik ebenfalls deutlich. Soll das Navigationssystem sein Kartenmaterial aus dem
Internet herunterladen, benötigt es eine Datenverbindung. Ein streamingfähiges Auto-
radio würde ebenfalls mit einem eingebauten Modem ausgestattet daherkommen, und
wenn dann noch der Beifahrer mit seinem Laptop im Internet surfen möchte, käme ein
dritter Netzzugang hinzu. Es liegt auf der Hand, dass ein zentraler Netzzugang, wel-
cher von allen Komponenten gleichermaßen genutzt werden könnte, sinnvoller wäre. Die
Frage ist allerdings, welche Komponente diesen
”
Sternpunkt“ kontrollieren soll. Funktio-
niert das Navigationssystem nur, wenn ein internetfähiges Autoradio verfügbar ist, oder
müsste es umgekehrt sein? Der Ansatz wäre nicht praktikabel.
Erfolg versprechender wäre es, wenn das Fahrzeug selbst als zentrale Komponente den
Internetzugang bereit stellt, und sich Navigationssystem, Autoradio und Laptop jeweils
nur mit dem Fahrzeugnetz zu verbinden bräuchten. Diese Idee ist in dieser Ausarbei-
tung unter dem Schlagwort der REACH-Box verfolgt worden (siehe Abschnitt 4.2.1).
Allerdings sei an dieser Stelle nur erwähnt, dass sich für eine von allen Anwendungen
losgelöste zentrale Verwaltungskomponente entschieden werden musste. Diese kann sich
zentral den im mobilen Umfeld zu erwartenden Problemen widmen, und idealerweise
auch nicht modifizierten Endgeräten eine transparent arbeitende Mobilitätsunterstüt-
zung anbieten.
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6.2.1.3 Mitteilung des Entscheidungsergebnisses
Bei REACH wird die Handoverentscheidung alleinig durch das mobiles Endgerät gefällt,
denn nur das mobile Endgerät hat eine genaue Übersicht über alle seine verfügbaren
Netzzugangsgeräte und die jeweils
”
sichtbaren“ Netzzugangspunkte. Zudem muss es in
der Lage sein, anfangs eine Entscheidung auch ohne Hilfe
”
aus dem Festnetz“ fällen zu
können.
Bei REACH gibt es jedoch noch die ortsfest installierten REACH-Proxyserver. Diese
haben zwar keinen Einfluss auf die Handoverentscheidungen der assoziierten mobilen
Endgeräte, allerdings müssen sie über die jeweils gefällten Handoverentscheidungen un-
terrichtet werden. Der Grund ist, dass der Handoverentscheider nicht bloß über den Auf-
und Abbau von Kommunikationspfaden entscheidet, sondern auch über deren Nutzungs-
schema befindet. So unterscheidet REACH zwischen mehreren Betriebsmodi. Damit die-
se Modi sowohl im Hin- wie auch in Rückrichtung zum Internet angewendet werden kön-
nen, muss der REACH-Proxyserver wissen, wie die vorliegenden Datenkanäle benutzt
werden dürfen.
Diese Informationen werden in einer Nutzungstabelle erfasst, welche in REACH als
”
Linkmap“ bezeichnet wird und welche das für die REACH-Proxyserver relevante Ergeb-
nis der Handoverentscheidung enthalten.
”
Linkmaps“ werden, wie in [Ever04] ausführlich
dargelegt, in Richtung der REACH-Proxyserver über einen TCP-basierten Steuerkanal
übertragen. Eine jede Netzzugangstechnologie kann einen der folgenden Betriebsmodi
annehmen:
• Nicht verbunden: Seitens des mobilen Endgeräts gilt die entsprechende Netzzu-
gangstechnologie als nicht verbunden.
• Verbunden, Leerlauf: Die Netzzugangstechnologie ist verbunden, und es werden
Datenverbindungen zu den REACH-Proxyservern angestrebt. Diese werden aller-
dings nur zum Empfang von
”
Servicemaps“, welche das Dienstangebot des REACH-
Servers beschreiben (siehe Abschnitt 4.4), und zur Versendung von
”
Linkmaps“ be-
nutzt. Nutzdaten werden nicht übertragen.
• Verbunden, neue Nutzdaten: Es liegt ein Datenkanal vor, der zusätzlich zur
Nutzdatenversendung herangezogen werden soll. Dabei sollen neue, also bislang
noch nicht über andere Strecken versendete Daten, übertragen werden. Existieren
mehrere Pfade mit diesem Betriebsmodus, erhält man ein Kanalbündelungssche-
ma.
• Verbunden, redundante Nutzdaten: Auch in diesem Betriebsmodus werden
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Nutzdaten übertragen, allerdings nur solche, welche bereits über einen anderen
Pfad als
”
neu“ versendet worden sind. Es lassen sich somit redundante Übertra-
gungen erreichen, was für
”
weichere Handover“ wichtig ist.
”
Linkmaps“ werden ausschließlich vom REACH-Client erstellt und vom REACH-Ser-
ver ausgewertet.
”
Linkmaps“ erhalten immer Informationen bezüglich aller verfügbaren





Ein reaktiv arbeitender Entscheider beurteilt die ihm zur Verfügung stehenden Netzzu-
gänge anhand ihres aktuellen Status. Informationen bezüglich der Vergangenheit werden
nicht berücksichtigt, sodass weder Signalstärkeverläufe ausgewertet noch wiederkehren-
de Nutzungsmuster erkannt werden können. Ein Abrissereignis würde damit genau dann
sichtbar werden, wenn es stattgefunden hat.
Ein reaktiver Entscheider wird einen momentan verfügbaren Link so lange wie möglich
benutzen, da dieser erst im Fall eines Abrissereignisses als nicht mehr benutzbar erkannt
wird. Problematisch dabei ist aber, dass erst nach dem Abrissereignis die Notwendigkeit
eines Ersatzlinks erkannt wird. Daraus folgt, dass Ersatzlinks
”
spät“ aufgebaut werden.
Um Netzzugänge untereinander vergleichen zu können, bietet sich die bereits in Ab-
schnitt 6.1.1.3 vorgestellte
”
Vertical Handoff Decision Function“ (VHDF) an. Mit ihrer
Hilfe werden anhand der momentanen Eigenschaften eines jeden Netzzugangs unter Be-
rücksichtigung einer nutzerseitigen Zielstellung
”
abstrakte Kosten“ errechnet. Diese Kos-
ten machen eine Vergleichbarkeit der Netzzugänge untereinander möglich, was innerhalb
von REACH dadurch erreicht wird, dass die Liste der Netzzugänge anhand ihrer
”
ab-
strakten Kosten“ sortiert wird. Ändern sich die Eigenschaften der Netzzugänge derart,
dass die Elemente der Liste in eine andere Reihenfolge geraten, kann ein bis dato genutz-
ter Netzzugang durch einen anderen Netzzugang ersetzt werden. Je nach Betriebsmodus




Möchte man mit einem reaktiv arbeitenden Entscheider die Ausfallzeiten minimieren,
bleibt einem keine andere Chance, als mehrere Netzzugänge gleichzeitig zu aktivieren
und diese in einem redundanten Modus zu betreiben. Bei einem solchen proaktiv arbei-
tenden Handoverentscheider ist dann allerdings auch die Ressourcenbelegung maximal.
Er geht mangels Prognosefähigkeiten
”
vom Schlimmsten“ aus, und hält den oder die
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Betrachtung von Signalstärke- und Linkgütewerten
Die im REACH-Client implementierte VHDF berücksichtigt nicht die aktuell anliegende
Signalstärke oder Linkgüte drahtlos arbeitender Netzzugangstechnologien. Die Betrach-
tung dieser Werte erfolgt separat, da REACH hierfür einen prädiktiven Betriebsmodus
anbietet (siehe Abschnitt 6.2.4). Die Betrachtung von Signalstärke- oder Linkgütewer-
ten ist jedoch auch für einen reaktiv arbeitenden Entscheider wichtig, da mit ihrer Hilfe
erkannt werden kann, ob ein Netzzugang benutzbar ist.
Eine jede drahtlose Netzzugangstechnologie weist eine maximale Kommunikations-
reichweite auf. Wird diese überschritten, fällt die Signalstärke unter einen kritischen
Wert und das empfangene Signal kann nicht länger dekodiert werden. Zudem verschlech-
ten hohe Rauschpegel das Signal-Rausch-Verhältnis, sodass die nutzbare Reichweite ver-
mindert wird. Es ist erkennbar, dass der Signalstärkewert für sich alleine betrachtet
nicht viel über die Nutzbarkeit einer Funkstrecke aussagt, sondern zudem das Signal-
Rausch-Verhältnis mit einbezogen werden müsste. In Bezug auf WLAN steht hierfür
ein
”
Quality“-Wert (Signalqualität) zur Verfügung, welcher das Ergebnis einer Verrech-
nung zwischen der Signalstärke
”
Signal level“ und weiteren Parametern darstellt [Reyn03,
Schm08].
Ein drahtlos arbeitender Netzzugang droht unterhalb eines bestimmten Werts der
Signalstärke abzureißen, allerdings ist er bereits vor dem Abrissereignis bei noch höhe-
ren Werten nicht mehr sinnvoll nutzbar. Damit macht es keinen Sinn, auf die
”
harten“
Abrissereignisse zu warten, da der Link bereits vorher
”
unbrauchbar“ geworden ist. Es
ist daher sinnvoller, eine Abrissschwelle zu definieren, deren Unterscheitung auf einen
unbrauchbar gewordenen Netzzugang hinweist.
Die Signalstärkewerte fallen bei REACH als zeitstempelbehaftete Messwerte an. Die
Einheit dieses Messwerts kann unbekannt sein, wenn er beispielsweise als einheitsloser
Wert durch den Treiber bereit gestellt wird. Beim ZD1211-WLAN-Treiber des Linux-
Kernels ist genau das der Fall, denn hier werden sowohl die Signalstärke als auch die
Signalqualität als einheitslose Ganzzahlen im Bereich von 0 bis 255 geliefert. Oftmals
wird der Wertebereich auch auf einen prozentualen Wert abgebildet, was jedoch abhängig
vom Treiber ist und durch Ausprobieren festgestellt werden sollte [Wild02]. Die WLAN-
Treiber für Atheros-Chipsätze, welche in der REACH-Box zum Einsatz kommen, liefern
die Signalstärke in
”
Dezibel bezogen auf 1 Milliwatt“ (dBm).
In Abbildung 6.1 ist ein real aufgenommener Verlauf von Linkgütewerten einer WLAN-
Schnittstelle dargestellt, welcher in Anhang D.1 tiefgreifend diskutiert wird. Es wurden
drei Entscheidungsschwellen definiert, wobei die unterste Schwelle die so genannte Ab-
rissschwelle darstellt. Fällt der Linkgütewert unterhalb dieser Schwelle, gilt der Link als
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Abbildung 6.1: Zur Beurteilung von Signalstärke- und Linkgütewerten kommen drei
Schwellen zum Einsatz. Fällt der Wert unter die Abrissschwelle, gilt
der Netzzugang als nicht benutzbar. Er muss dann erst wieder die Eig-
nungsschwelle überschreiten, um benutzt werden zu können (Hysterese).
Überschreitet der Wert die Idealschwelle, werden zudem die Ersatzlinks
als unnötig erachtet und abgebaut.
nicht länger benutzbar. Um
”
Flattereffekte“ zu vermeiden, darf der Link erst wieder nach
Überschreitung der Eignungsschwelle benutzt werden. Nur nach Überschreitung der drit-
ten Schwelle, der Idealschwelle, dürfen bestehende Ersatzlinks wieder abgebaut werden.
Die drei Schwellen wurden hier mit 40 für die Abrisschwelle, 50 für die Eignungsschwelle
und 70 für die Idealschwelle festgelegt, was bezüglich WLAN die im Demonstrator empi-
risch durch Experimente ermittelten Werte für Linkgütewerte darstellt. Für Betrachtung
von Signalstärkewerten liegen die ermittelten Entscheidungsschwellen bei 18, 22 und 30.
Zur Ermittlung der drei Entscheidungsschwellen wurde ein TCP-basierter Datenstrom
über den drahtlosen Netzzugang übertragen und dann sekündlich die aktuelle Datenrate
zusammen mit dem gelieferten Signalstärke- und Linkgütewert in einer Datei vermerkt.
In Abbildung 6.1 ist erkennbar, wie die Datenrate zusammenbrach, als der Linkgütewert
die (willkürlich festgelegte) Abrissschwelle unterschritt. Es bietet sich an, eine Vielzahl
solcher Messreihen aufzunehmen, um dann eine möglichst gute Schätzung für die drei
Schwellen zu erhalten. Zu beachten ist jedoch, dass diese Art der Ermittlung der Ent-
scheidungsschwellen ungenau ist. Es wird beispielsweise nicht berücksichtigt, dass auch
an der Basisstation Effekte wie Rauschen und Fading eine Rolle spielen. Da einem mo-
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bilen Endgerät diese Werte jedoch nicht zur Verfügung stehen, beschränkt es sich auf
die Auswertung der lokal ermittelbaren Parameter.
Reaktive Entscheider sind einfach strukturiert, da zu jedem Zeitpunkt lediglich der
vorliegende Status ausgewertet zu werden braucht. Damit sind sowohl Rechen- als auch
Speicheraufwand gering. Von Nachteil ist jedoch, dass diverse technische Parameter zu
jedem Netzzugang bekannt sein müssen. Die in Abschnitt 6.1.1.3 vorgestellte VHDF
funktioniert nur dann ordnungsgemäß, wenn zu jedem Netzzugangspunkt Informationen
beispielsweise in Bezug auf die erreichbare Bitrate oder den Energieverbrauch bekannt
sind. Jedoch ist unklar, woher diese Werte genommen werden sollen. Ein technisch we-
nig versierter Nutzer würde durch diese Parameter überfordert werden. Bei drahtlosen
Technologien müssen zudem die drei Entscheidungsschwellen ermittelt werden, was vor-
ab anhand von Messungen geschehen, aber nicht jedem Anwender zugemutet werden
kann.
Ein weiteres Problem wird deutlich, wenn man sich in Abbildung 6.1 die Wechselwir-
kungen zwischen den Entscheidungsschwellen und einzelnen verrauschten Messwerten
anschaut. Einzelne Messwerte können sowohl nach oben oder nach unten ausbrechen und
werden als
”
Ausreißer“ bezeichnet. Ausreißer sind für einen reaktiv arbeitenden Hando-
verentscheider problematisch, da wie zum Zeitpunkt 170s selbst bei einem unbrauchbar
gewordenen Hauptlink noch die Idealschwelle überschritten werden kann, was zu einem
unbrauchbaren Verhalten des Handoverentscheiders führt. Verbessern lässt sich der reak-
tive Entscheider dadurch, dass beispielsweise vorab eine Mittelung über fünf benachbarte
Messwerte durchgeführt wird. Die Messwerte sollten dann aber auch mit einer fünfmal
höheren Rate aufgenommen werden.
6.2.3 Lernende Entscheider
Während reaktive Entscheider lediglich anhand momentan vorliegendender Statusinfor-
mationenen eine Bewertung der Netzzugänge durchführen, können lernende Entscheider
”
erlerntes Wissen“ aus der Vergangenheit mit in die Entscheidungsfindung einfließen las-
sen.
Ein Anwendungsfall wäre beispielsweise, dass der Handoverentscheider die in Ab-
schnitt 6.1 vorgestellten Entscheidungsschwellen selbst ermitteln und im Laufe der Zeit
immer weiter an den idealen Wert annähern könnte. Ausserdem könnte ein lernender
Entscheider seine Netzzugangstechnologien in Bezug auf die benötigte Assoziationszeit
(
”
Einwahldauer“) oder die effektiv erreichbare Datenrate hin beobachten und somit eine
bessere Kenntnis über deren Fähigkeiten erlangen. Dem Nutzer könnte es somit erspart
werden, anfangs eine Vielzahl an technischen Parametern zur Beschreibung der verfüg-
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baren Netzzugänge hinterlegen zu müssen. Stattdessen würden die relevanten Informa-
tionen nach und nach automatisch ermittelt werden, und könnten sich zudem bei sich
ändernden Rahmenbedingungen anpassen.
Eine andere Form des lernenden Entscheiders basiert auf der Idee, sich wiederholende
Muster durch Beobachtung zu erkennen und dann anhand dieses Wissens zukünftige Er-
eignisse vorauszusagen. Fährt ein Nutzer beispielsweise jeden Tag dieselbe Strecke von
zuhause hin zu seiner Arbeitsstätte, könnte beim Durchfahren eines Tunnels jeden Tag
an derselben Stelle der Internetzugang abreißen. Ein lernender Entscheider könnte dieses
regelmäßig wiederkehrendes Ereignis bemerken. Er wäre dann in der Lage, das täglich
drohende Abrissereignis vorhersagen. In [SNLW08] wird hierzu ein Handoverentscheider
vorgestellt, welcher auf der Modellierung eines Markowprozesses basiert. Ein solcher
stellt ein gedächtnisloses System dar, in welchem Zustandswechsel anhand einer mitt-
leren Verweildauer pro Zustand sowie durch Übergangswahrscheinlichkeiten zwischen
diesen Zuständen beschrieben werden. Anhand eines solchen Systems aus miteinander
verketten Zuständen wird versucht, zukünftige Ereignisse vorherzusagen. Das durch bis-
herige Beobachtungen gewonnene Wissen spiegelt sich in den mittleren Verweildauern
sowie in den Übergangswahrscheinlichkeiten wider.
Vorteilhaft ist, dass durch den Einsatz eines lernenden Entscheiders die Menge der
vorab zu spezifizierenden Parameter verringert werden kann. Die Parameter könnten
sich über die Zeit immer besser an die vorherrschenden Gegebenheiten anpassen. Ein
auf Markowprozessen basierender Entscheider könnte zudem wiederkehrende Verhaltens-
muster ausnutzen, und somit zu einer effektiveren Handoverentscheidung beitragen.
Als nachteilig erweisen sich ein erhöhter Implementierungsaufwand und ein erhöhter
Rechen- sowie Speicherbedarf. REACH implementiert bislang keine Algorithmen, welche
eine auf Beobachtung basierende Anpassung von Parametern durchführen. In Bezug auf
beispielsweise die benötigte Assoziationszeit eines Netzzugangsgeräts wäre ein solches
Schema jedoch sinnvoll. Schließlich ist es einem Nutzer nicht zumutbar, im Vorfeld
möglichst genau anzugeben, wie viel Zeit das GPRS-Modem seines Mobiltelefones zum
Aufbau einer Verbindung ins Internet benötigen wird.
Die Modellierung vergangener Bebachtungen mit Hilfe eines Markowprozesses wird
durch die Menge des erlernbaren und damit speicherbaren Wissens erschwert. Kleine
mobile Endgeräte können die mit einem solchen Modell verbundenen Datenmengen und
den Rechenaufwand eventuell nicht bewältigen. Zudem kommt es zu Fehlentscheidun-
gen, wenn im vorgestellten Beispiel der Fahrer eines Tages eine andere Route wählt,
oder wenn er gar auf Dienstreise ist. Der Entscheider kann nicht erkennen, welche der
neuen Eingaben relevant sind und gelernt werden müssen, und ob bereits gelerntes Wis-
sen zum jetzigen Zeitpunkt angewendet werden darf. Auf einer Dienstreise müsste der
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Lernprozess idealerweise pausiert werden können, um die Datenbasis nicht mit unnöti-
gen Informationen zu füllen. Nach einem Umzug oder einem Wechsel des Arbeitgebers
würde es sich sogar anbieten, die Wissensbasis zu löschen und neu aufbauen zu lassen.
Für REACH wurde ein solcher Handoverentscheider bisher nicht umgesetzt.
6.2.4 Prädiktive Entscheider
Reaktive Entscheider werden nur den aktuell vorliegenden Zustand aus, und lernen-
de Entscheider versuchen, bereits erlebte Szenarien auf die aktuelle Situation zu be-
ziehen. Beide sind jedoch nicht in der Lage, zukünftige Ereignisse durch Beobachtung
der unmittelbaren Vergangenheit zu prognostizieren. Dies ist die Domäne der prädikti-
ven Entscheider, welche beispielsweise versuchen, durch Extrapolation eines fallenden
Linkgüteverlaufs den Zeitpunkt des drohenden Linkabrisses zu errechnen. Hierfür wird
im Folgenden ein prädiktiver Entscheider vorgestellt, welcher auf der Anwendung von
Regressionsrechnung basiert.
6.2.4.1 Motivation zur Regressionsrechnung
Die Signalstärke und auch die Linkgüte werden hauptsächlich durch die Streckendämp-
fung bestimmt, welche wiederum abhängig von der Distanz zwischen mobilem Endgerät
und Basisstation ist. Die Eigenbewegung des mobilen Endgeräts führt damit zu einer
sich mit der Zeit ändernden Signalstärke. Da der Abstand zur Basisstation allerdings un-
bekannt ist, steht statt einer Distanzangabe nur die voranschreitende Zeit zur Verfügung.
Es wird also davon ausgegangen, dass ein Zusammenhang zwischen Ort und Zeit besteht.
Eine solche Verknüpfung ergibt jedoch nur dann einen Sinn, wenn sich das mobile End-
gerät geradlinig und mit gleichförmiger Geschwindigkeit auf eine Basisstation zu bewegt
oder sich von ihr entfernt. Zudem darf die Wellenausbreitung nicht durch Hindernisse
beeinflusst werden. In der Praxis kann von einer solchen Einschränkung jedoch nicht
ausgegangen werden. Nur während kurzer Zeitabschnitte könnte näherungsweise von ei-
ner gleichförmigen Bewegung ausgegangen werden, jedoch selten bei einer längerfristigen
Betrachtung.
Entfernt sich das mobile Endgerät von der Basisstation, wird sich die Signalstärke
mit der Zeit verschlechtern, bis es zur Unterschreitung der Abrissschwelle kommt. Die
Aufgabe des prädiktiven Entscheiders ist es, diesen Abrisszeitpunkt vorauszusagen, was
durch Betrachtung vergangener Signalstärkewerte oder Linkgütewerte erfolgen muss. Die
”
voraussichtlich verbleibende Nutzungsdauer“ stellt den
”
Mehrwert“ eines prädiktiven
Entscheiders gegenüber einem reaktiven Entscheider dar, denn mit Hilfe dieser Infor-
mation kann ein Ersatzlink zeitnah noch vor Abriss des Hauptlinks aufgebaut werden.
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Im Idealfall ist die Überdeckung nahtlos, sodass es weder zu einer Unterbrechung des
Nutzerdatenstroms kommt noch unnötig Ressourcen belegt werden.
6.2.4.2 Die lineare Regressionsrechnung
Die einfachste Form der Regressionsrechnung basiert auf der Annahme eines linearen
Zusammenhangs; man spricht in diesem Fall von einer linearen Regressionsrechnung.
Man nimmt hierfür eine Punktewolke bestehend aus den zeitstempelbehafteten Mess-
werten der jüngsten Vergangenheit, und legt eine Ausgleichsgerade durch diese hindurch.
Die Ausgleichsgerade muss den Verlauf der Punkte
”
so gut wie möglich“ nachbilden, was
in Abschnitt 6.2.4.4 vorgestellt wird. Anhand der Steigung der Ausgleichsgeraden kann
dann bereits erkannt werden, ob ein steigender oder ein fallender Verlauf vorliegt.
Zudem verwendet REACH wie beim reaktiven Entscheider drei Entscheidungsschwel-
len. Die unterste Schwelle ist wiederum die Abrissschwelle, deren Unterschreitung auf
einen abreißenden Link hindeutet. Sie stellt die für eine Prognose relevante Schwelle dar.
Wird für einen momentan benutzbaren Link eine fallende Regressionsgerade errechnet,
kann der Schnittpunkt mit der Abrisschwelle ermittelt werden. Interessant ist dabei der
Zeitpunkt des Durchstoßens, welcher eine Aussage über die verbleibende Zeit bis zum
drohenden Linkabriss ermöglicht.
Die vorraussichtliche Restzeit wird mit der Aufbauzeit potentieller Ersatzlinks vergli-
chen, sodass schon vor Abriss des Hauptlinks der Aufbau eines Ersatzlinks angestoßen
werden kann. Idealerweise wird der Aufbau des Ersatzlinks bereits vor Abriss des Haupt-
links abgeschlossen. Aber selbst wenn der Abrisszeitpunkt nicht exakt berechnet wurde,
so ist dennoch erkennbar, dass die Ausfallzeit geringer sein wird als bei einem reaktiven
Entscheider. Dieser würde den Ersatzlink nämlich erst dann aufbauen, wenn der Haupt-
link bereits abgerissen ist, und damit eine
”
konstante“ (maximale) Ausfallzeit aufweisen.
Ein Nachteil des prädiktiven Entscheiders besteht jedoch in der Gefahr, dass Ersatz-
links auf Grund von falschen Prognosen aufgebaut werden. Hierbei werden unnötiger-
weise Ressourcen verbraucht, was beim reaktiven Entscheider nicht der Fall ist.
An dieser Stelle ist ganz klar hervorzuheben, dass es nicht Absicht des Autors ist,
eine perfekte Vorhersage anzubieten. Stattdessen wird die Chance ausgenutzt, dass mit
einem prädiktiven Entscheider bessere Ergebnisse erzielt werden können, als es mit einem
reaktiven Entscheider möglich wäre.
6.2.4.3 Funktionsklassen
Die lineare Regressionsrechnung hat den Vorteil, dass sie gut berechenbar ist. Als pro-
blematisch erweist es sich jedoch, dass sich Signalstärke und Zeit nicht in einem linearen
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Verhältnis zueinander befinden. Die Distanz wird zwar vereinfacht als linear zur Zeit
angesehen, da von einer gleichförmigen Bewegung des mobilen Endgerät ausgegangen
wird. In die Signalstärke spielen jedoch physikalische Zusammenhänge mit ein, welche
sich nichtlinear zur Distanz und damit zur Zeit verhalten.
Dieser Zusammenhang wurde in den studentischen Arbeiten [Ahma07] und [Schu08]
untersucht. Dabei wurden Funktionsklassen ermittelt, welche sich zur Beschreibung des
Zusammenhanges zwischen Zeit- und Gütewerten eignen, und welche sich wiederum auf
eine lineare Regressionsrechnung zurückführen lassen. Die folgenden Funktionsklassen
wurden dabei beleuchtet:
• Exponentieller Zusammenhang:
Aktuelle WLAN-Treiber des Linux-Kernels liefern sowohl für die Signalstärke als
auch für die Linkqualität einen ganzzahligen Wert, welcher bei der vorliegenden
Hardware zudem auf den Wertebereich 0 bis 100 normiert wurde.
Mit zunehmender Entfernung zur Sendeantenne sinken beide Werte zunehmend
ab, allerdings nicht linear, sondern näherungsweise asymptotisch. Eine lineare
Ausgleichsgerade würde daher nur eine grobe Schätzung liefern, da die Krüm-
mung des realen Verlaufs nicht dargestellt wird. Daher wurde als Verbesserungs-
vorschlag statt eines linearen Zusammenhanges ein exponentieller Zusammenhang
untersucht. Dieser ist zwar physikalisch nicht zu rechtfertigen,1 erlaubt jedoch im
Vergleich zu einem linearen Zusammenhang eine Darstellung gekrümmter Verläu-
fe [Ahma07].
• Inversquadratischer Zusammenhang:
Der inversquadratische Zusammenhang begründet sich auf dem Prinzip der unge-
störten Freiraumausbreitung. Es wird angenommen, dass die empfangene Leistung
quadratisch mit dem Abstand zur Sendeantenne absinkt.
Diese Darstellung ist besonders dann von Interesse, wenn
”
rohe“ Signalstärke- oder
Feldstärkewerte vorliegen. Solche Werte weisen einen großen Dynamikbereich auf.
• Linearer Zusammenhang:
Ein linearer Zusammenhang zwischen Signalstärke und Zeit lässt sich nicht mit phy-
sikalischen Zusammenhängen begründen. Allerdings ist der lineare Zusammenhang
sehr einfach zu berechnen. Interessanterweise lassen sich sowohl der inversquadra-
tische als auch der exponentielle Zusammenhang in einen linearen Zusammenhang
überführen. Die dazu notwendigen Transformationen sind in [Papu99] nachlesbar
1Ein exponentiell mit steigender Distanz abfallender Signalstärkewert würde die Existenz einer Halb-
wertsdistanz bedeuten, was physikalisch gesehen Unsinn wäre.
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und wurden in der studentischen Arbeit [Schu08] für REACH umgesetzt. Es steht
dem Anwender frei, auf jegliche Transformationen zu verzichten und von einem
linearen Zusammenhang zwischen Zeit und Signalstärke auszugehen.
Abhängig vom jeweils erkennbaren Zusammenhang muss die korrekte Funktionsklasse
gefunden werden. Da jedoch häufig keine Informationen bezüglich der Herkunft der
(meistens einheitslosen) Werte verfügbar sind, bietet es sich an, die Funktionsklasse
durch Experimente empirisch auszuwählen.
6.2.4.4 Durchführung der linearen Regressionsrechnung
Für REACH wurde als Berechnungsverfahren nur die lineare Regressionsrechnung im-
plementiert. Es besteht aber die Möglichkeit, mit Hilfe von auswählbaren Abbildungs-
funktionen auch exponentielle und inversquadratische Verläufe zu berücksichtigen. Dazu
findet eine Transformation der Messwerte in die
”
lineare Darstellung“ statt, wo dann die







Die lineare Regressionsrechnung basiert auf der Suche nach einer Ausgleichsgeraden,
welche die gegebene Punktewolke möglichst gut darstellt.
y = f(x) = ax + b (6.3)
Eine solche Ausgleichsgerade wird durch eine Geradengleichung (siehe Formel 6.3)
definiert. Es gilt, die Koeffizienten a und b zu bestimmen, wobei a als Steigung und b
als Achsenabschnitt bezeichnet werden.
Die Berechnung der Koeffizienten erfolgt anhand der
”
Methode der kleinsten Qua-
drade“, wobei die Lage der Ausgleichsgeraden so erfolgt, dass die mittlere quadratische










x2 − x̄2 (6.4)
b = ȳ − ax̄ (6.5)
Die Berechnungvorschrift für die Koeffizienten a und b wurde aus einem mathemati-
schen Lehrbuch entnommen [Papu99]. Sie lassen sich anhand der Formeln 6.4 und 6.5
berechnen. In die Berechnung fließen diverse gemittelte Werte ein, welche vorab aus
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den vorliegenden Messwerten errechnet werden müssen. x̄ und ȳ stellen die empirischen
Mittelwerte der zeitlichen bzw. der gütebezogenen Komponente der Messwerte dar. Wei-
terhin werden noch der empirische Mittelwert der Produkte aus Zeit- und Gütewerten
xy sowie der empirische Mittelwert aus den Quadraten aller zeitlichen Komponenten x2
benötigt.
Formel 6.4 enthält dazu noch den Parameter n, welcher die Anzahl der an der Mit-
telwertbildung beteiligten Messwerte darstellt. Es werden nicht alle bislang erfassten
Messwerte berücksichtigt, sondern immer nur letzten n Werte aus der jüngsten Ver-
gangenheit. Die Mittelwerte werden in REACH als gleitende Mittelwerte implementiert,




In der Praxis werden sich die mobilen Endgeräte weder im freien Raum befinden noch
werden sie sich geradlinig oder gleichförmig bewegen. Vielmehr werden die Verläufe durch
Richtungswechsel geprägt sein und durch Fadingerscheinungen beeinflusst werden. Da
die aktuelle Ausgleichsgerade jeweils aus Werten der Vergangenheit berechnet wird, kann
sie unmittelbar nach einem Richtungswechsel oder bei Verdeckung durch ein Hindernis
nicht länger brauchbare Vorhersagen liefern. Zudem können einzelne Messwerte stark
durch
”
Deep Fading“ verfälscht worden sein. Würde man solche
”
Ausreißer“ mit in die
Mittelwertbildung einbeziehen, würden sie die Ausgleichsgerade in hohem Maße negativ
beeinflussen. Daher wurde beschlossen, eine Ausreißererkennung durchzuführen.
Die Ausreißererkennung läuft wie folgt ab: Es gibt eine bestimmte Menge an Messwer-
ten (
”
Fenster“), welche wie beschrieben zur Bestimmung der Parameter der Ausgleichsge-
raden herangezogen werden. Nach Hinzufügen eines neuen Messwerts wird dafür anfangs






(f(X) − Y )2) (6.6)
Anschließend wird jeder der berücksichtigten Messwerte als potentieller Ausreißer be-
trachtet. Ein Ausreißer zeichnet sich dadurch aus, dass er einen zu großen Abstand zur
Ausgleichsgeraden aufweist. Es muss also für jeden Messwert geklärt werden, ob er noch
nahe genug an der Ausgleichsgeraden liegt. Dazu wird in einem ersten Schritt Formel 6.6
herangezogen. Diese ähnelt der Formel zur Berechnung der empirischen Standardabwei-
chung, nur dass hier der Erwartungswert zu jedem Messwert durch die Ausgleichsgerade
vorgegeben wird. σf wird in diesem Fall als ”
die empirische Standardabweichung bezüg-
lich der Ausgleichsgeraden f“ definiert.
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In [Schu08] wurde die empirische Standardabweichung hierfür noch mit einem festen
Konfidenzfaktor gewichtet. Der dabei errechnete
”
gewichtete Abstand“ wurde zur Bil-
dung eines Vertrauensintervalls um die Ausgleichsgerade herum verwendet. Werte, die
sich innerhalb dieses
”
Konfidenzschlauchs“ befanden, wurden weiterhin berücksichtigt;
Werte außerhalb des Schlauchs galten als Ausreißer und wurden ignoriert. Nach diesem
Filterungsschritt erfolgte eine erneute Bestimmung der Geradenparameter, allerdings
mit dem reduzierten Wertefenster.
Diese Art der Ausreißererkennung ist gut geeignet, um Fadingerscheinungen wie
”
Deep
Fading“ herauszurechnen. Wählt man den Konfidenzfaktor durch empirisches Ausprobie-
ren so, dass durch Fading beeinflusste Werte außerhalb des Konfidenzschlauchs liegen,
können sie die Ausgleichsgerade nicht länger negativ beeinflussen. In praktischen Tests
hatte sich hierbei ein Konfidenzfaktor von 2,7 bewährt. Nachteilig wirkte sich aller-
dings aus, dass diese Form der Ausreißererkennung ein träges Verhalten zeigt. Gemeint
ist, dass sich der Verlauf der Signalstärkewerte in kurzer Zeit stark ändern kann, wenn
beispielsweise eine Häuserecke passiert und dabei eine Basisstation abgeschattet wird.
Die aktuellsten Messwerte liegen dann außerhalb des Konfidenzschlauchs, und werden
fälschlicherweise als Ausreißer klassifiziert. Es dauert dann erst ein paar Sekunden, bis
sich das Fenster weit genug in die Zukunft verschoben hat, bis nicht mehr die aktuells-
ten, sondern die ältesten Werte als Ausreißer gelten. In dieser
”
verlorenen Zeit“ hatte
der Entscheider keine Möglichkeit, den eventuell drohenden Abriss zu erkennen und den
Ersatzlink anzufordern.
Der vorgestellte Ansatz wurde in dieser Ausarbeitung mit dem Ziel weiterentwickelt,
den Trägheitseffekten entgegen zu wirken. Erwünscht war eine Form der Ausreißererken-
nung, welche auch sich rasch ändernden Verläufen folgen kann. Interessant sind dabei
vor allem die aktuellsten Messwerte, da ohne Kenntnis der Zukunft nicht entschieden
werden kann, ob ein stark abweichender Wert als Ausreißer oder als erstes Anzeichen ei-
nes sich ändernden Verlaufs zu werten ist. Da diese Frage noch nicht beantwortet werden
kann, dürfen solche Messwerte nicht leichtfertig entfernt werden. Stehen aber später die
nachfolgenden Messwerte zur Verfügung, ist die Beantwortung unproblematisch, und der
Messwert kann nachträglich als Ausreißer klassifiziert werden. Dann hätte man ihn zwar
anfangs berücksichtigt, allerdings wird dieser Wert nicht länger verwendet, nachdem





Glättungseigenschaft“ durchgeführt, wobei das Augenmerk verstärkt auf die
Beseitigung von Trägheitseffekten gelegt wird.
Erreicht wird das beschriebene Wunschergebnis durch einen modifizierten Verlauf des
Konfidenzschlauchs. Der erste Aspekt besteht darin, dass bei aktuellen Messwerten grö-
ßere Abweichungen zugelassen werden, wobei in Richtung älterer Messwerte die erlaub-
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te Abweichung immer geringer wird. Der Konfidenzbereich erhält dabei die Form eines
Trichters, was anhand der folgenden Diagramme verdeutlicht wird. Zudem basiert das
verbesserte Verfahren nicht länger auf zwei Berechnungs- und einem Klassifizierungs-
schritt, sondern arbeitet rekursiv.
Der rekursive Ablauf stellt sich so dar, dass nach Erhalt eines neuen Messwerts anfangs
wieder das komplette Fenster berücksichtigt wird, also die Geradenparameter anhand
aller Werte berechnet werden. Anschließend wird die empirische Standardabweichung
bezüglich der Ausgleichsgeraden berechnet. Jetzt kommt der modifizierte trichterförmige
Verlauf des Konfidenzfaktors zum Einsatz, welcher mit der empirischen Standardabwei-
chung multipliziert wird und damit den
”
Konfidenztrichter“ ergibt. Werte außerhalb
dieses Trichters sind potentielle Ausreißer, allerdings wird in jedem Schritt immer nur
ein einziger Wert als Ausreißer klassifiziert und aus der Menge der aktuell betrachte-
ten Werte des Fensters entfernt. Die Berechnung beginnt dann von Neuem, allerdings
mit dem reduzierten Wertefenster, sodass für die hierbei berechneten Geradenparameter
bereits der
”
schlimmste“ Ausreißer nicht länger berücksichtigt wurde.
Hierbei sinkt mit jedem Schritt die empirische Standardabweichung, sodass sich auch
der Konfidenztrichter weiter
”
verjüngt“. Diese rekursive Schleife läuft so lange, bis sich
entweder alle verbliebenen Werte innerhalb des Konfidenztrichters befinden, oder bis der
minimale Füllstand des Wertefensters erreicht wird. Die zuletzt errechneten Geradenpa-
rameter bilden das Ergebnis. Es besteht allerdings die Gefahr, dass der Algorithmus
auf Grund des sich mit jedem Schritt verjüngenden Konfidenztrichters immer bis zum
minimalen Füllstand des Fensters fortgesetzt wird.
Der
”
schlechteste“ Wert ist immer derjenige Wert, der im Verhältnis zum Konfidenz-
trichter den größten Abstand zur Regressionsgeraden aufweist. Werte, die sich innerhalb
des Trichters befinden, weisen damit ein Verhältnis kleiner 1 auf. Ein Verhältnis von 2 be-
deutet beispielsweise, dass der Abstand doppelt so groß ist wie der Radius des Trichters
an dieser Stelle. Einem
”
neuen“ Messwert wird damit eine größere Abweichung zuge-
billigt als älteren Messwerten, da nicht bloß der Konfidenztrichter breiter ist, sondern
immer das Verhältnis betrachtet wird. Der Messwert mit dem größten Verhältnis wird
als Ausreißer klassifiziert und entfernt.
In die Berechnung des trichterförmigen Verlaufs des Konfidenzfaktors spielen zwei
Komponenten mit ein. Zum einen wird der trichterförmige Verlauf definiert, zum anderen
gibt es noch einen füllstandsabhängigen Korrekturfaktor. Der letztgenannte Korrektur-
faktor hat die Aufgabe, den sich mit jedem Berechnungsschritt verjüngenden Konfidenz-
trichter wieder
”
aufzuweiten“, damit nicht länger bevorzugt die größtmögliche Anzahl
an Messwerten entfernt wird. Der Verlauf des Füllstandfaktors ist in Abbildung 6.2 im
oberen Diagramm dargestellt. Ist das Wertefenster noch komplett gefüllt, verhält er sich
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Abbildung 6.2: Im oberen Diagramm ist der Verlauf des Füllstandfaktors dargestellt.
Das untere Diagramm zeigt den Verlauf des Konfidenzfaktors für ein
minimal und ein maximal gefülltes Wertefenster. Die minimale Fenster-
größe betrug 33%, der Leerungsfaktor 1,5 und der maximale Konfidenz-
faktor 4,0.
neutral (Korrekturfaktor 1,0). Mit sinkendem Füllstand ändert er sich linear, bis er
bei Erreichen des
”





Leerungsfaktor“ muss spezifiziert werden, wobei durch empirisches Ausprobieren
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ein Wert von 1,5 gefunden und anschließend durchgängig verwendet wurde.
Der trichterförmige Verlauf kann durch Angabe eines einzigen Parameters beeinflusst
werden, welcher den Radius an seiner weitesten Stelle definiert. Dieser
”
maximale Kon-
fidenzfaktor“ ist empirisch auf 4,0 festgelegt worden. Der trichterförmige Verlauf wird
durch vier linear verlaufende Abschnitte beschrieben, in welchen jeweils eine Änderung
um den Faktor 0,5 überstrichen wird. Am linken Rand, entsprechend der Position des
ältesten Messwerts im Wertefenster, ist der Konfidenzfaktor auf 1/16 seines maximalen
Werts abgefallen. Anschließend werden der aktuelle Leerungsfaktor und der Verlaufswert
miteinander multipliziert. Im unteren Diagramm von Abbildung 6.2 ist der sich ergeben-
de Verlauf dargestellt, einmal für ein komplett gefülltes und einmal für ein minimal
gefülltes Wertefenster.
Anzumerken ist, dass der beschriebene Verlauf willkürlich ausgewählt worden ist. Ziel
war es gewesen, bei älteren Werten geringere Abweichungen zuzulassen, und dafür ist
der vorgeschlagene Verlauf geeignet.
In Abbildung 6.3 werden die Auswirkungen der beschriebenen Ausreißererkennung
verdeutlicht. Zu erkennen ist der bereits vorgestellte Verlauf von Linkgütewerten, wo-
bei der aktuellste Messwert zum Zeitpunkt 59s hinzugefügt worden ist. Das Fenster
überstreckt 30 Sekunden, also 30 Messwerte, bei einem minimalen Füllstand von 10 Se-
kunden (10 Messwerte). Man erkennt oben den Verlauf der Ausgleichsgeraden, in welche
noch alle 30 markierten Werte mit eingeflossen sind. Der eingezeichnete Konfidenztrich-
ter verdeutlicht die zeitliche Ausdehnung des Fensters, und man kann erkennen, dass
er in diesem Berechnungsschritt noch weit geöffnet ist. Im unteren Diagramm sind Aus-
gleichsgerade und Konfidenztrichter nach Durchlauf der rekursiven Ausreißererkennung
dargestellt. Von den ursprünglich 30 Messwerten wurden 11 als Ausreißer klassifiziert
und entfernt. Damit sank die empirische Standardabweichung, was trotz angestiegenem
Leerungsfaktor zu einem
”
engeren“ Konfidenztrichter geführt hat. Die sich schlussend-
lich ergebende Regressionsgerade verläuft nicht länger waagerecht, sondern weist einen
fallenden Verlauf auf.
Nachdem die Regressionsrechnung samt Ausreißererkennung durchgeführt wurde und
aktualisierte Geradenparameter bereit stehen, kann man den Funktionswert der Regres-
sionsgeraden zum Zeitpunkt des soeben hinzugefügten Messwerts errechnen. Dieser Wert
ist im unteren Diagramm von Abbildung 6.3 mit einem Kreuz markiert und wird als
”
gefilterter Linkgütewert“ bezeichnet. Kam dabei die lineare Regressionsrechnung zum
Einsatz, wird im Folgenden vom
”
linear gefilterten Linkgütewert“ gesprochen.
Für Abbildung 6.4 wurde zu jedem Zeitpunkt der linear gefilterte Linkgütewert er-
rechnet und zusammen mit den ungefilterten Messwerten aufgetragen. Es lässt sich
erkennen, dass die erkennbaren Ausreißer einen Einfluss auf den Verlauf des gefilterten
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Abbildung 6.3: Oben ist der Verlauf der Ausgleichsgeraden vor, und unten nach Durch-
führung der Ausreißerbehandlung gezeigt. Es kam lineare Regressions-
rechnung mit dem eingezeichneten, trichterförmig verlaufendem Konfi-
denzbereich zum Einsatz. Im unteren Diagramm ist zudem der linear
gefilterte Gütewert eingezeichnet.
Werts haben. Andererseits ist keine nennenswerte Trägheit erkennbar, außer im Bereich
von 135s bis 145s, wo der linear gefilterte Verlauf ein wenig nachzueilen scheint. Die
linear gefilterten Linkgütewerte werden später für die Handoverentscheidung benötigt.
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Abbildung 6.4: Die durch Anwendung von linearer Regressionsrechnung gefilterten
Linkgütewerte ergeben einen ruhigeren Verlauf als die ungefilterten
Messwerte.
6.2.4.6 Verbleibende Zeit bis zum Linkabriss
Nachdem die Parameter der Regressionsgerade berechnet worden sind, steht mit ihr ein
Werkzeug zur Prognose eines zukünftigen Abrisses zur Verfügung. Man geht dabei davon
aus, dass sich der momentan sichtbare Verlauf (welcher in die Regressionsgerade einfloss)
in der nahen Zukunft gleichförmig weiterentwickeln wird. Dazu wird der Schnittpunkt
zwischen Regressionsgerade und der Abrissschwelle errechnet. Die Prognose beruht auf
der Annahme, dass zum Zeitpunkt des errechneten Schnittpunkts der Hauptlink un-
brauchbar wird.
Diese Annahme ergibt allerdings nur dann Sinn, wenn die gewählte Funktionsklasse
geeignet ist, den realen Verlauf der Linkgütewerte abzubilden. Abbildung 6.5 zeigt die
Extrapolationsergebnisse für die als inversquadratische, exponentielle und lineare Re-
gressionsrechnung bezeichneten Berechnungsverfahren. Die Abrissprognose liegt bei der
linearen Regressionsrechnung am nahesten in der Zukunft, während sowohl die invers-
quadratische als auch die exponentielle Regressionsrechnung einen konkaven (nach oben
geöffneten) Verlauf aufweisen und damit der Zeitpunkt des prognostizierten Abrisses in
die Zukunft rückt.
Die relevante Information, welche aus Abbildung 6.5 entnommen werden kann, ist
die zeitliche Differenz zwischen aktuellem Zeitpunkt (59s) und dem errechneten Schnitt-
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Abbildung 6.5: Die exponentielle, inversquadratische und die lineare Regressionsrech-
nung unterscheiden sich hinsichtlich des extrapolierten Linkgüteverlaufs.
Weiterhin sind die 19 berücksichtigten Linkgütewerte erkennbar.
punkt mit der Abrissschwelle. Trägt man die errechnete zeitliche Differenz über der Zeit
auf, erhält man das in Abbildung 6.6 dargestellte
”
Zeitdifferenzdiagramm“.
Aus dem Zeitdifferenzdiagramm lässt sich jedoch nicht ablesen, ob der Hauptlink zu
einem bestimmten Zeitpunkt benutzbar war. Ein
”
Schnittpunkt 20 Sekunden in der
Zukunft“ kann einerseits bedeuten, dass sich die Linkgütewerte gerade kontinuierlich
verschlechtern und in 20 Sekunden ein Abriss erwartet wird. Andererseits kann es aber
auch auf einen bereits abgerissenen Hauptlink hindeuten, dessen Linkgütewerte jedoch




Als hilfreiche Zusatzinformation könnte der
”
Verlaufstrend“ herangezogen werden, also
ob sich die Linkgütewerte aufsteigend oder abfallend entwickeln. Eine ähnliche Aussage-
kraft weist allerdings der bereits vorgestellte gefilterte Linkgütewert auf, welcher wie in
Abbildung 6.3 erkennbar immer auf der aktuellen Regressionsgeraden liegt. Der Entschei-
der braucht damit nur nachzuschauen, ob sich der aktuelle gefilterte Gütewert oberhalb
oder unterhalb der Abrissschwelle befindet. Befindet sich der Wert beispielsweise ober-
halb der Abrissschwelle, und wird ein Abrisszeitpunkt in der Zukunft errechnet, liegt
ein fallender Verlauf vor und es kann zu einem Abriss kommen.
Durch Verknüpfung des Zeitdifferenzdiagramms (Abbildung 6.6) mit dem Verlauf des
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung 6.6: Im Zeitdifferenzdiagramm ist zu jeden Zeitpunkt die zeitliche Differenz
zum errechneten Schnittpunkt zwischen Ausgleichsgerade und Abriss-
schwelle aufgetragen. In den ersten 10 Sekunden war der minimale Füll-
stand noch nicht erreicht, und damit keine sinnvolle Prognose möglich.
gefilterten Linkgütewerts (Abbildung 6.4) lässt sich ableiten, ob und wann ein Abriss
des Netzzugangs droht. Abbildung 6.7 zeigt das Ergebnis dieser Verknüpfung und wird
als
”
Restzeitdiagramm“ bezeichnet. In diesem wurden zudem alle zeitlichen Prognosen
auf einen maximalen Wert von 60 Sekunden begrenzt. Ein Wert von Null steht dabei für
einen momentan nicht nutzbaren Link. Ist ein Link benutzbar, und ist kein drohender
Abriss erkennbar, lautet das Ergebnis ebenfalls 60 Sekunden.
6.2.4.7 Ableitung einer prädiktiven Handoverentscheidung
Das Restzeitdiagramm liefert eine Aussage, ob ein aktiver Netzzugang von einem Abriss
bedroht ist, und falls ja, wieviel Zeit noch verbleibt. Hat man sich bereits für einen
bestimmten Ersatzlink entschieden, kann dessen Assoziationszeit mit der verbleiben-
den Restzeit verglichen werden. Spätestens wenn die verbleibende Restzeit geringer ist
als die Assoziationsdauer des Ersatzlinks, sollte der Ersatzlink angefordert werden. Im
Restzeitdiagramm 6.7 ist hierfür exemplarisch bei einer Restzeit von 22 Sekunden eine
Schwelle eingezeichnet. Diese stellt die vom Ersatzlink benötigte Assoziationszeit, wel-
che für GPRS in [Ever04] mit 22 Sekunden ermittelt wurde, dar. Hier wurde beispielhaft
mit diesem Wert gerechnet, jedoch sollten in der Praxis zu diesem Wert noch weitere
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Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
Abbildung 6.7: Das Restzeitdiagramm liefert eine Aussage, ob und wann mit einem Ab-
riss des Hauptlinks gerechnet werden muss. Es kam lineare Regressions-
rechnung zum Einsatz. Die horizontale Schwelle bei 22 Sekunden stellt
die Assoziationszeit eines exemplarischen Ersatzlinks dar.
Aufschläge hinzuaddiert werden, um beispielsweise beim
”
weicheren Handover“ noch ge-
nügend Zeit zu haben, eine redundante Datenübertragung über den
”
frisch“ aufgebauten
Ersatzlink durchführen zu können.
Damit ist geklärt, wann der prädiktive Handoverentscheider von REACH das Kom-
mando zur Assoziation eines Ersatzlinks fällt. Dieses Schema beantwortet allerdings noch
nicht die Frage, wann ein ehemaliger Hauptlink wieder als benutzbar gilt und wann der
Ersatzlink wieder abgebaut werden kann.
Hierfür bietet es sich an, wie im Fall des reaktiven Entscheiders (siehe Abschnitt
6.2.2) zu verfahren, allerdings dabei den gefilterten Signalstärke- bzw. Linkgütewert her-
anzuziehen. Überschreitet der gefilterte Wert die Eignungsschwelle, darf der Hauptlink
wieder benutzt werden (Hystereseverhalten). Überschreitet er die Idealschwelle, kann
zudem der Ersatzlink wieder abgebaut werden. Vor Abbau des Ersatzlinks sollte wenn
möglich sichergestellt werden, dass kein erneuter Abriss durch einen fallenden Verlauf
droht.
Unter Anwendung dieser Regeln ergibt sich das in Abbildung 6.8 dargestellte Ersatz-
linknutzungsdiagramm. Es zeigt das Ergebnis des prädiktiven Handoverentscheiders in
Bezug auf einen bestimmten Ersatzlink, in diesem Fall ein simulierter Ersatzlink mit
einer angenommenen Assoziationszeit von 22 Sekunden. Zustand 0 repräsentiert einen
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Aufgebaut, Leerlauf (4)
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Abbildung 6.8: Das Ersatzlinknutzungsdiagramm verdeutlicht das Ergebnis des prädik-
tiven Handoverentscheiders von REACH.
nicht assoziierten Ersatzlink, in Zustand 2 befindet er sich im Aufbau und in Zustand
5 gilt er als verfügbar und er wird zur Datenübertragung herangezogen. Diese Zustände
gelten als erstrebenswert, und deuten auf eine korrekte Handoverentscheidung hin. Die
restlichen Zustände sind dagegen zu vermeiden. Zustand 1 bedeutet, dass der Ersatz-
link im Moment benötigt wird, allerdings noch nicht angefordert worden ist. In Zustand
3 wird der Ersatzlink ebenfalls benötigt, er befindet sich allerdings noch im Assozia-
tionsprozess. Es ist anzunehmen, dass das Assoziationskommando zu spät erfolgte. In
Zustand 4 steht ein vollständig assoziierter Ersatzlink bereit, allerdings befindet er sich
im Leerlauf. Dieser Zustand kann jedoch als postiv bewertet werden, falls der Handover-
entscheider wie zum Zeitpunkt 150s erkannt hat, dass der Ersatzlink in Zukunft wieder
benötigt werden könnte. Dann wäre eine zwischenzeitliche Trennung kontraproduktiv
gewesen.
Im Anhang D ab Seite 337 wurde der hier vorgestelle prädiktive Handoverentscheider
anhand von zehn Messreihen untersucht. Es werden der Unterschied zwischen expo-
nentieller, inversquadratischer und linearer Regressionsrechnung verdeutlicht und auf
die Auswirkungen verschiedener Erfassungsraten und Fenstergrößen eingegangen. Jede
Messreihe wird diskutiert, und ein abschließendes Fazit fasst die gewonnenen Erkenntnis-
se zusammen. Es kam heraus, dass für die gewählte Kombination aus Hard- und Software
bereits die lineare Regressionsrechnung brauchbare Ergebnisse liefert. Der Autor emp-
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fielt eine Fenstergröße von 20 Sekunden bei einem minimalen Füllstand von 10 Sekunden
und einer Messwerterfassungsrate von 10 Messwerten pro Sekunde. Dabei wurden sowohl
innerhalb als auch außerhalb von Gebäuden überzeugende Prognosen errechnet. Zudem
wurden durchgängig die in Abbildung 6.2 vorgestellten Konfidenzparameter verwendet.
Um das im Anhang dargelegte Fazit vorwegzunehmen, wertet der Autor die vorge-
stellte und umgesetzte Idee zur Anwendung von Regressionsrechnung für eine Prognose
zukünftiger Abrisse als vollen Erfolg. Die Assoziation des Ersatzlinks wurde in allen
Fällen wenigstens ein paar Sekunden vor Abriss des Hauptlinks angestoßen, was einen
Zeitvorteil gegenüber einem reaktiv arbeitenden Entscheider darstellt. In machen Fäl-





damit auch ohne einen
”
gierig“ arbeitenden Entscheider realisierbar. Das gilt allerdings
nur, wenn der aktive Link auswertbare Signalstärke- oder Linkgütewerte liefert. Steht
als Hauptlink beispielsweise drahtgebundenes Ethernet zur Verfügung, muss der Ersatz-
link entweder reaktiv aufgebaut werden (nur
”
harte Handover“ möglich) oder er müsste
vorsorglich die gesamte Zeit über vorgehalten werden (
”





6.3 Netzzugangsgeräte und Netzzugangspunkte
Der folgende Abschnitt befasst sich mit der Verwaltung von Netzzugangsgeräten und
Netzzugangspunkten durch REACH. Eine besondere Herausforderung besteht darin,
dass sowohl die Eigenschaften der Netzzugangsgeräte als auch die Eigenschaften der
möglichen Netzzugangspunkte mit in die Auswahlentscheidung einbezogen werden müs-
sen. Eine Betrachtung der Geräteeigenschaften alleine reicht nicht aus, da hierbei keine
Tarifinformationen vorliegen würden. Stattdessen lediglich die Netzzugangspunkte (
”
Pro-
vider“) zu bewerten hieße dagegen, gerätespezifische Eigenschaften wie Bitraten und La-
tenzzeiten nicht berücksichtigen zu können. Es musste also ein Auswahlmechanismus
gefunden werden, welcher die Eigenschaften von Netzzugangsgeräten und Netzzugangs-
punkten gemeinsam betrachtet. Gesucht wurde eine abstrakte Darstellung, welche einen
Vergleich unterschiedlichster Technologien und Provider untereinander ermöglicht.
Ein zusätzliches Problem besteht darin, dass sich die Ansteuerung von Netzzugangs-
geräten von Betriebssystem zu Betriebssystem unterscheidet. Daher wird bei REACH
die Ansteuerung von Netzzugangsgeräten losgelöst vom technologieunabhängigen Kern
durchgeführt. So kann ein und derselbe Handoverentscheider für unterschiedliche Be-
triebssysteme kompiliert und benutzt werden. Lediglich so genannte
”
Device Backends“
müssen passend für die jeweils vorliegende Zielplattform erstellt werden.
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6.3.1 Repräsentation von Netzzugangsgeräten
Bezüglich eines jeden mobilen Endgeräts muss eine Vielzahl an Netzzugangsgeräten ver-
waltet werden. REACH setzt dazu
”
Device Backends“ ein, welche eigenständige Program-
me darstellen, die jeweils mit Blick auf bestimmte Netzzugangstechnologie entwickelt
worden sind. Diese
”
Device Backends“ werden vom technologieunabhängig implemen-
tierten REACH-Client gestartet und verwaltet. Der REACH-Client selbst weist keinerlei
Funktionalität auf, um mit einem bestimmten Netzzugangstechnologie umzugehen. Er
ist lediglich in der Lage, uniforme
”
Device Backends“ zu verwalten.
Für jedes gestartete
”
Device Backend“ wird intern im REACH-Client ein so genanntes
”
Device Entry“-Objekt angelegt, welches die spezifischen Eigenschaften des verwalteten
Netzzugangsgeräts für den Handoverentscheider vorhält und zusätzlich für die Kommu-
nikation mit dem
”
Device Backend“ verantwortlich ist (siehe Abbildung 6.9). Details





sowie auf die Interna der implementierten
”
Device Backends“ sind in Anhang B verfüg-















Abbildung 6.9: Jedes gestartete
”
Device Backend“ wird im REACH-Client durch ein
”
Device Entry“-Objekt repräsentiert. Da
”
Device Backends“ eigenständi-




• Uniforme Repräsentation eines Netzzugangsgeräts:
REACH muss unterschiedlichste Netzzugangsgeräte verwalten können, wobei die
eigentliche Auswahlentscheidung durch einen technologieunabhängigen Handover-
entscheider erfolgen soll. Dieser arbeitet mit einer Menge an
”
Device Entry“-Objek-
ten, welche jeweils die Eigenschaften eines durch ein
”
Device Backend“ verwalteten
Netzzugangsgeräts vorhalten. Zu diesen Eigenschaften gehören auch Statusinfor-
mationen, sodass unter anderem die folgenden Informationen bereit gestellt wer-
den:
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– aktueller Assoziationsstatus,
– Signalstärke- oder Linkgütewerte (falls verfügbar) sowie gegebenenfalls auch
das Ergebnis der Regressionsrechnung,
– technische Parameter, wie die momentan ausgehandelte Bitrate, die zu erwar-
tende Latenzzeit oder der Energieverbrauch
– aber auch die aktuelle IP-Adresse und weitere Konfigurationsdaten, die dem
Netzzugangsgerät im Rahmen einer erfolgreichen Assoziationsprozedur zuge-
wiesen worden sind.




Device Backends“ stellen eigenständige Programme dar und können damit nicht
direkt vom REACH-Client manipuliert werden. Stattdessen sind zum Austausch
von Steuerungs- und Statusinformationen Methoden der Interprozesskommunika-
tion erforderlich. REACH benutzt hierfür ein aus XML-Nachrichten bestehendes





gesprochen“ wird. Ein solches XML-basiertes Protokoll erlaubt die
Erstellung übersichtlicher Instanzen und ist sehr gut geeignet für Fehlersuche und
Komponententests. Details zu diesem Protokoll, welches für alle
”
Device Backends“
identisch ist, werden in Anhang B.1 dargelegt. Der Protokollablauf bleibt für den





Sollte der Handovermanager mehrmals hintereinander einen identischen Befehl an
ein
”
Device Entry“-Objekt übergeben, wird das Kommando gefiltert und somit
nicht bis zum
”
Device Backend“ durchgereicht. Ein Beispiel hierfür wäre, dass ein
doppelter Einwahlbefehl
”
geblockt“ wird, wenn das
”
Device Backend“ bereits dabei





Device Backends“ können auf zwei Arten geladen werden. Wenn der REACH-Client gest-
artet wird, liest er hierfür die Konfigurationsdatei devices.xml ein.
”
Device Backends“
können aber auch später, also bereits zur Laufzeit des REACH-Clients, vom Nutzer
angefordert werden. Dazu muss der Nutzer den Dateinamen des
”
Device Backends“ be-
nennen, sodass dieses vom REACH-Client gestartet werden kann. Konnte es gestartet
werden, muss es noch parametriert werden. So benötigt jedes
”
Device Backend“ einen
Gerätenamen, damit es weiß, für welches Netzzugangsgerät es verantwortlich ist.




<Item key="description" value="USB-WLAN-Stick" />
<Item key="activation" value="true" />
<Item key="backendfilename"
value="/usr/local/bin/reachplugin-device-wlan" />
<Item key="timespan_association_ms" value="1500" />
<Item key="timespan_dissociation_ms" value="1000" />
<Item key="break_threshold" value="18" />
<Item key="usage_threshold" value="22" />
<Item key="ideal_threshold" value="30" />
<Item key="regression_type" value="linear" />
<Item key="regression_minsize" value="100" />
<Item key="regression_maxsize" value="200" />
<Item key="regression_emptyfactor" value="1.5" />
<Item key="regression_maxconfidence" value="4.0" />
</CoreParameters>
<BackendParameters>
<Item key="device" value="wlan0" />
<Item key="driver" value="wext" />
<Item key="measurement_type" value="fieldstrength" />




Abbildung 6.10: Die hier dargstellte Konfigurationsdatei devices.xml spezifiziert die
Parameter zum starten des
”
Device Backends“ für WLAN.
Abbildung 6.10 zeigt den Aufbau der Konfigurationsdatei devices.xml, hier mit ei-
nem beispielhaften Parametersatz bezüglich des
”
Device Backends“ für WLAN. Jede





Device Entry“-Objekt zugänglich gemacht werden soll. Erwähnenswert ist
hierbei, dass ein eindeutiges label definiert wird. Dieses wird benötigt, um wiederum
aus anderen Konfigurationsdateien heraus hiesige
”
Device Backends“ referenzieren zu
können.
Weiterhin enthält jede <DeviceEntry>-Schachtelung eine <CoreParameters>- sowie
eine <BackendParameters>-Schachtelung. Beide enthalten Schlüssel-Werte-Paare, wobei
die erste Schachtelung durch den REACH-Client ausgewertet wird, während letztere
ausschließlich Parameter enthält, welche für das
”
Device Backend“ interessant sind.
Die <CoreParameters>-Parameter haben für alle
”
Device Backends“ denselben Um-
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fang. Mit "description" ist eine textuelle Beschreibung verfügbar, "activation" dient
als bool-Schalter zur Anzeige, ob das
”
Device Entry“-Objekt berücksichtigt werden soll,
und der Parameter "backendfilename" spezifiziert den Dateinamen des zu starten-
den
”
Device Backends“. Es folgen die Parameter "timespan_association_ms" und
"timespan_dissociation_ms", welche dem Handoverentscheider die zu erwartenden
Einwahl- und Trennungsdauern mitteilen. Mit Hilfe der Parameter "break_threshold",
"usage_threshold" und "ideal_threshold" werden die Abrissschwelle, die Eignungs-
schwelle sowie die Idealschwelle für das vorliegende Netzzugangsgerät definiert (siehe
Abschnitt 6.2.2). Es folgen fünf Parameter bezüglich des prädiktiv arbeitenden Hando-
verentscheiders, wobei mit Hilfe des Parameters "regression_type" festgelegt werden
kann, ob und welche Regressionsrechnung durchgeführt werden soll ("invsqr", "exp",
"linear" oder "none"). Zudem können der Umfang des Regressionsfensters und dessen
minimaler Füllstand sowie der Leerungsfaktor in Verbindung mit dem maximalen Kon-
fidenzfaktor für die Ausreißerbehandlung spezifiziert werden. Die Bedeutung dieser Re-
gressionsparameter wurde bereits umfänglich in Abschnitt 6.2.4 betrachtet. Wird keine
Regressionsrechnung benötigt, können die zugehörigen Parameter weggelassen werden.
Die in der <BackendParameters>-Schachtelung möglichen Schlüssel sind dagegen ab-
hängig vom
”
Device Backend“ und werden von diesem spezifiziert. Hier lassen sich tech-
nologiespezifische Parameter unterbringen, welche jeweils nur für ein bestimmtes
”
Device
Backend“ von Relevanz sind. Wenn ein
”
Device Backend“ gestartet wird, übergibt es die
erforderlichen Schlüssel in Form einer
”
Schablone“ an den REACH-Client. Sie können
dann entweder noch während des Auslesens der Konfigurationsdatei gesetzt, oder durch









Device Backend“ verwaltet wird, und dabei jedes
”
Device Backend“ innerhalb
des REACH-Clients durch ein
”
Device Entry“-Objekt repräsentiert wird.
Was allerdings noch fehlt, ist eine Betrachtung der Netzzugangspunkte. Damit ist
gemeint, dass ein Netzzugangsgerät nur dann
”
aktiviert“ werden kann, wenn auch ein
Netzzugang möglich ist, sich also ein Netzzugangspunkt in Reichweite befindet. Netz-
zugangspunkte müssen für drahtlose wie drahtgebundene Technologien gleichermaßen
definiert werden, denn erst durch Betrachtung des Netzzugangspunkts können auch Pa-
rameter wie Tarifinformationen mit in die Handoverentscheidung einbezogen werden.
Die folgenden Überlegungen führten schlussendlich zu dem so genannten
”
Providerkon-
zept“, welches Netzzugangsgeräte und Netzzugangspunkte miteinander verknüpft und
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eine Liste an Netzzugängen liefert. Es basiert auf den folgenden Aussagen:
• Mehrere Netzzugangspunkte pro Netzzugangsgerät:
Ein bestimmtes Netzzugangsgerät eines mobilen Endgeräts kann sich zu einer Viel-
zahl an Netzzugangspunkten verbinden bzw. assoziieren. Ein Beispiel wäre eine
WLAN-Schnittstelle, welche sich mit unterschiedlichen Basisstationen assoziieren
kann. Pro Basisstation können unterschiedliche Authentifizierungsinformationen
erforderlich sein, aber auch voneinander abweichende Tarife eine Rolle spielen. Alle
”
Möglichkeiten“ sehen jedoch die Verwendung desselben
”
Devices“ vor, involvieren
also im Sinne von REACH dasselbe
”




• Statusinformationen pro Netzzugangspunkt:
Besonders bei drahtlos arbeitenden Netzzugangstechnologien kann es passieren,
dass mehrere alternative Netzzugangspunkte erkannt werden und für einen Netz-
zugang herangezogen werden können. Bei WLAN geschieht dies durch periodi-
sches
”
scannen“, also durch eine Suche nach Basisstationen in der unmittelbaren
Umgebung des mobilen Endgeräts. Nicht alle gefundenen Netzzugänge sind je-
doch relevant, da beispielsweise bezüglich unbekannter Netzzugangspunkte keine
Authentifizierungsinformationen vorliegen. Zudem lassen sich bei manchen Tech-
nologien Signalstärke- oder Linkgütewerte ermitteln, sodass bei einer Vielzahl an
möglichen Netzzugängen deren Eignung abgeschätzt werden kann.
• Maximal ein aktiver Netzzugang pro Netzzugangsgerät:
Obwohl ein Netzzugangsgerät mit mehreren Netzzugangspunkten assoziiert wer-
den kann, wurde für REACH die Einschränkung getroffen, dass zu jedem Zeitpunkt
ein Netzzugangsgerät nur mit maximal einem Netzzugangspunkt assoziiert sein
kann. Ein Ethernetanschluss kann zeitgleich nicht an mehrere LANs angeschlossen
werden, eine WLAN-Schnittstelle nur mit maximal mit einer Basisstation assoziert
sein und ein Modem nur zu einer Rufnummer gleichzeitig eine Einwahlverbindung





Bearer Channels“) theoretisch zu unterschiedlichen Rufnummern verbin-
den könnte. REACH erlaubt dies zwar nicht, allerdings sieht der Autor darin keine
praxisrelevanten Nachteile, zumal ISDN-Kanalbündelungen nicht betroffen sind.
Steht einem mobilen Endgerät jedoch dieselbe Netzzugangstechnologie mehrfach
zur Verfügung (zwei WLAN-Transceiver), muss dies durch mehrfachen Start des-
selben
”
Device Backends“ gelöst werden. Jedes
”
Device Backend“ wäre dann wieder
nur für ein einziges Netzzugangsgerät verantwortlich.
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• Pro Netzzugangspunkt nur ein Netzzugangsgerät:
Ein Netzzugangspunkt wird durch eine Menge an Daten repräsentiert, welche bei-
spielsweise Tarifinformationen mit einbeziehen. Zudem gehören zu jedem Netzzu-
gangspunkt Konfigurationsparameter bezüglich seiner Erkennung, und falls erfor-
derlich, zur Authentifizierung. Im Beispiel von WLAN können bekannte Basissta-
tionen anhand ihres
”
Service Set Identifiers“ (SSID) erkannt werden. Entschließt
sich der Handoverentscheider für eine Assoziation mit dieser Basisstation, werden
schließlich die Authentifizierungsparameter benötigt. Diese können einen gehei-
men Schlüssel umfassen oder beispielsweise aus einem Namen, einem Passwort






Netzzugangsbeschreibung“ bezüglich eines Netzzugangspunkts basiert also
immer auf einer bestimmten Technologie, repräsentiert durch einen Parametersatz
(
”
Schablone“), welcher durch ein
”
Device Backend“ vorgegeben wird. Informatio-
nen bezüglich der Einwahlmöglichkeiten eines Analogmodems können nicht gleich-





















Abbildung 6.11: Ein Netzzugang wird durch ein
”
Network Entry“-Objekt, welches auf
ein
”
Device Entry“-Objekt (Netzzugangsgerät) verweist, dargestellt.
Repräsentation von Netzzugangspunkten
Der dargelegte Sachverhalt spiegelt sich im Aufbau des Handoverentscheiders wider. Hier-
zu wurde der Liste der
”
Device Entry“-Objekte (für die Netzzugangsgeräte) eine zweite
Liste zur Seite gestellt (siehe Abbildung 6.11). Sie enthält so genannte
”
Network Entry“-
Objekte, wobei jedes dieser Objekte einen bekannten Netzzugangspunkt beschreibt und
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einem bestimmten
”
Device Entry“-Objekt zugeordnet ist. Ein jedes
”
Network Entry“-
Objekt beschreibt damit genau einen Netzzugang, mit dessen Hilfe sich ein mobiles End-
gerät mit dem Internet verbinden kann. Es ist möglich, dass mehrere
”
Network Entry“-
Objekte ein und dasselbe
”
Device Entry“-Objekt referenzieren, was sinngemäß bedeutet,



































Abbildung 6.12: Die Liste der
”
Network Entry“-Objekte (Netzzugänge) wird anhand
einer nutzerseitig zu wählenden Zielstellung sortiert.
Ablauf der Handoverentscheidung
Es ergibt sich somit eine Kombination aus Informationen bezüglich eines Netzzugangsge-
räts und eines Netzzugangspunkts, welche vom Handoverentscheider berücksichtigt wird.
Die im Abschnitt 6.1.1.3 vorgestellte
”
Vertical Handoff Decision Function“ (VHDF) ar-
beitet mit der Liste der
”
Network Entry“-Objekte, und erstellt anhand des nutzerseitig
gewählten Sortierkriteriums eine sortierte Liste (siehe Abbildung 6.12).
Anhand der gemäß der Zielstellung sortierte Liste an
”
Network Entry“-Objekten wird
die eigentliche Handoverentscheidung durchgeführt. Der Handoverentscheider beginnt
wie in Abbildung 6.13 mit dem
”
Network Entry“-Objekt mit der besten Eignung (höchs-
te Priorität). Er ermittelt den Status des Netzzugangspunkts und des Netzzugangsgeräts
und kann schließlich einen Assoziations- oder Dissoziationsbefehl bezüglich des vorliegen-
den Netzzugangs äußern. Je nach gewünschtem Nutzungsschema kann versucht werden,
einen oder mehrere Netzzugänge aufzubauen. Der Handoverentscheider
”
hangelt“ sich
dabei in jedem Entscheidungszyklus vom
”
geeignetsten“ in Richtung der
”
weniger geeig-
neten“ Netzzugänge, und kann dabei auch nicht länger benötigte Netzzugänge wieder
freigeben.








































Abbildung 6.13: Die Handoverentscheidung wird anhand der sortierten Liste der
”
Net-






Network Entry“-Objekten erfolgt vergleichbar mit der bereits
beschriebenen Entstehung von
”
Device Entry“-Objekten. Sie können entweder während
der Startphase des REACH-Clients anhand einer Konfigurationsdatei erstellt, oder wäh-
rend der Laufzeit durch den Nutzer über eine grafische Oberfläche angefordert und
parametriert werden.
<NetworkEntries>
<NetworkEntry label="WLAN REACH AP 1">
<CoreParameters>
<Item key="description" value="WLAN ueber linken REACH-AP" />
<Item key="deviceentrylabel" value="ZD1211 USB" />
<Item key="activation" value="true" />
<Item key="priority" value="3" />
</CoreParameters>
<BackendParameters>






Abbildung 6.14: Die hier dargstellte Konfigurationsdatei networks.xml spezifiziert die
verfügbaren Netzzugänge, hier beispielhaft für ein
”
Network Entry“-Ob-
jekt, welches eine WLAN-Schnittstelle involviert.
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Die Netzzugangsmöglichkeiten werden in der Konfigurationsdatei networks.xml (sie-
he Abbildung 6.14) gespeichert, welche eine vergleichbare Struktur aufweist wie die
bereits vorgestellte Konfigurationsdatei devices.xml. So findet man hier eine Menge
an <NetworkEntry>-Schachtelungen, wobei jede Schachtelung für ein
”
Network Entry“-
Objekt steht. Jedes dieser Objekte weist ein eindeutiges label auf, damit
”
Network
Entry“-Objekte auch von anderen Komponenten referenziert werden können (Erken-
nung des Aufenthaltsorts anhand aktiver Netzzugänge, siehe
”
Zonenkonzept“ in Ka-
pitel 7.2.2). Auch hier finden sich wieder die Schachtelungen <CoreParameters> und
<BackendParameters>, wobei erstere wiederum ausschließlich intern vom REACH-Cli-
ent ausgewertet wird und letztere über das zugewiesene
”





Der Umfang der <CoreParameters> ist für alle aufgeführten
”
Network Entry“-Objek-
te identisch. Sie umfassen eine textuelle Beschreibung "description", den Identifikator
"deviceentrylabel" eines zugehörigen
”
Device Entry“-Objekts sowie einen bool-Schal-
ter "activation" bezüglich der Berücksichtigung durch den Handoverentscheider. Mit-
tels des "priority"-Parameters kann nutzerseitig die Reihenfolge der sortierten Liste
beeinflusst werden.
Die <BackendParameters> sind wiederum vom zugeordneten
”
Network Entry“-Objekt
und damit von einem
”
Device Backend“ abhängig. Sie umfassen zur Detektion notwenige
Parameter und gegebenenfalls noch Authentifizierungsinformationen. Der Umfang hängt
alleinig von der zu Grunde liegenden Technologie und deren Betriebsmodus ab. Daher
übergibt ein
”
Device Backend“ nach seinem Start eine Schablone an netzzugangsspezi-
fischen Detektionsparametern an das
”
Device Entry“-Objekt, welches diese Schablone
dann den sich zuordnenden
”
Network Entry“-Objekten zur Verfügung stellt. Somit kann
ein Nutzer auch zur Laufzeit über eine Bedienschnittstelle weitere Netzzugänge hinzufü-
gen. Auf konkrete Parametersammlungen wird in Anhang B.2 eingegangen, wo die für
den Demonstrator umgesetzten
”
Device Backends“ vorgestellt werden.
An dieser Stelle wurde erklärt, wie der REACH-Client sowohl unterschiedliche Netzzu-
gangsgeräte als auch eine Vielzahl an Netzzugangspunkten mit ihren zugehörigen Eigen-
schaften und Zugangsinformationen in einer universellen Form verwaltet. Diese Struk-
tur wurde als das
”
Providerkonzept“ eingeführt, da hierbei das bislang offene Problem
gelöst wurde, dass sich ein Netzzugangsgerät über verschiedene
”
Provider“ – also Netz-
zugangspunkte – mit dem Internet verbinden kann. Die bislang verfügbaren Network-
und Handovermanager bieten ein solches
”
Providerkonzept“ nicht an. Sie sind nicht in
der Lage, derart unterschiedliche Netzzugänge miteinander vergleichbar zu machen.





Device Backends“ stellen wie bereits erläutert vollwertige Programme dar, welche vom
REACH-Client mit Systemverwaltungsrechten gestartet und verwaltet werden. Alle
”
De-
vice Backends“ werden auf dieselbe Art und Weise behandelt, unabhängig davon, für wel-
che Netzzugangstechnologie sie zuständig sind. Sie weisen allesamt dieselbe Schnittstelle




Im momentanen Ausbauzustand existieren drei lauffähige
”
Device Backends“ für die





EE 802.11 (a, b und g) [Toss09] sowie die Nutzung von GPRS-fähigen Mobiltelefonen,




• die Detektion des überwachten Netzzugangsgeräts,
• die Erkennung potentieller Netzzugangspunkte,
• sowie den Auf- und Abbau von Assoziationen zu
”
sichtbaren“ Netzzugangspunkten.
Die Kommunikation zwischen einem
”
Device Backend“ und dem Handoverentscheider
läuft so ab, dass textuelle Nachrichten über die Standardein- und ausgabe des
”
Device
Backends“ ausgetauscht werden. Das bedeutet, man könnte ein jedes
”
Device Backend“
testweise manuell über die Kommandozeile starten, und direkt die Meldungen des
”
Devi-
ce Backends“ auf dem Bildschirm lesen sowie über die Tastatur Nachrichten übergeben.
Das begünstigt die Durchführung von Komponententests, da man die möglichen Nach-
richten in einem Texteditor sammeln und per Ausschneiden und Einfügen an ein
”
Device
Backend“ senden kann. Anhand dessen Ausgaben kann dann geprüft werden, ob das be-
obachtete Verhalten mit der erwarteten Reaktion übereinstimmt.
Es wurde jedoch noch nicht beschrieben, wie die auszutauschenden Informationen
strukturiert sind. Hierfür wurde ein Protokoll entworfen, welches mit auf XML-basieren-
den Nachrichten arbeitet. Solche Nachrichten sind sowohl menschen- aus auch maschinen-
lesbar und erlauben damit sowohl die manuelle Sichtung des Protokollflusses als auch
eine übersichtliche Programmierung der Protokollinstanzen. Die Nachrichten wurden
gemäß der zu übertragenden Befehle und Statusinformationen entworfen. Ein beispiel-
hafter Protokollablauf wird in Anhang B.1 dargeboten. Dort werden die einzelnen Nach-
richten und ihre Parameter anhand abgefangener Daten erläutert. Dem interessierten
Leser sei zudem Anhang B.2 empfohlen, welches die Arbeitsweise der drei umgesetzten
”
Device Backends“ umfassend erläutert.
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die halbe Miete“, was den Zugriff auf betriebssystemnahe Mechanis-
men angeht. Spätestens sobald dem REACH-Client mehrere assoziierte Netzzugänge
zur Verfügung stehen, wird das bereits in Abschnitt 5.5.5 diskutierte Wegewahlproblem
deutlich. Es ist nicht möglich, allein mit Hilfe von
”
Default Routen“ eine deterministi-
sche Wegewahl durchzuführen. Zudem wurde in Kapitel 4.3.2.2 bereits dargelegt, dass




Transparente Proxyserver“ zu Problemen kom-




REACH musste daher so entwickelt werden, dass keine Einträge bezüglich
”
Default
Routen“ benötigt werden. Das hatte aber zur Konsequenz, dass zu jedem REACH-Proxy-
server dedizierte Routen in den Routingtabellen hinterlegt werden müssen. Diese be-






Der REACH-Client soll sich für unterschiedlichste Zielsysteme eignen, und besteht da-
her aus einem plattformunabhängigen
”
Kern“. Alle plattformspezifischen Mechanismen
werden in so genannte
”
Backends“ ausgelagert, was für den Fall der Ansteuerung von
Netzzugangsgeräten bereits dargelegt worden ist. In Bezug auf die Einflussnahme auf
die Wegewahl zeigt sich ein ähnliches Problem, denn die Mechanismen zur Pflege von
Routingtabellen sind ebenfalls abhängig vom Betriebssystem. Beispielsweise ist quell-
adressbasierte Wegewahl nicht auf jedem GNU/Linux-System verfügbar, da es einer
besonderen Konfiguration des Kernels bedarf. Zudem müssen hierfür spezielle System-
kommandos verfügbar sein, welche mit
”
Policy Routing“ umgehen können. Ist die entspre-
chende Unterstützung nicht im Kernel vorhanden, oder fehlen die notwendigen System-
kommandos, oder läuft der REACH-Client gar auf einem ganz anderen Betriebssystem,
wäre keine quelladressbasierte Wegewahl verfügbar.
Gewünscht wurde daher ein
”
Routing Backend“, welches für alle Belange der Wege-
wahl zuständig ist. Es sollte über eine plattformunabhängige Schnittstelle verfügen und
sämtliche betriebssystemspezifische Aspekte verbergen. Für jede Zielplattform braucht
dann lediglich ein solches
”
Routing Backend“ erstellt zu werden, und da dessen Schnitt-
stelle festgeschrieben ist, kann der REACH-Client es problemlos benutzen.
Eine Herausforderung bestand im Entwurf des Kommunikationsprotokolls zwischen
REACH-Client und
”
Routing-Backend“, da dieses sämtliche Routingschemata unterstüt-
196 6 Das Zugangskonzept
zen muss. Es müssen Ereignisse über neu hinzugekommene und nicht länger verfügbare
Netzzugangsgeräte sowie die den Schnittstellen zugewiesenen IP-Adressen kommuniziert
werden. Des Weiteren müssen speziell für die zieladressbasierte wegewahl so genannte
”
Adressbindungen“ gepflegt werden, bei welchen die IP-Adresse eines REACH-Proxyser-
vers mit einem Netzzugangsgerät des mobilen Endgeräts (
”
einem Weg ins Internet“)
verknüpft werden.
An dieser Stelle sei auf Anhang C.1 verwiesen. Dort werden die Aufgaben des
”
Routing
Backends“ anhand eines beispielhaften Nachrichtenaustauschs vorgestellt. Im Anschluss
wird in Anhang C.2 auf die spezifischen Ansteuerungsmechanismen eingegangen, welche
für das im Rahmen dieser Ausarbeitung erstellte
”
Routing Backend“ unter GNU/Linux
angewendet werden mussten.
6.4.2 Erreichbarkeit von DNS-Servern
Als der REACH-Client in Verbindung mit dem Campusnetz der TU Ilmenau getestet
wurde, zeigte sich das Problem, dass die Namensauflösung plötzlich nicht mehr funktio-
nierte. In vorherigen Testszenarien, bei welchen eigene WLAN-Basisstationen verwendet
worden sind, trat dieses Problem nicht auf.
Es zeigte sich, dass die Server des
”
Domain Name Systems“ (DNS) nicht erreicht
werden konnten, und daher die Namensauflösung fehlschlug. Die Ursache lag in der
Wegewahl begründet, da bei REACH die
”
Default Routen“ der zentralen Routingtabelle
ohne Funktion sind. Im Fall des Campusnetzes sind die DNS-Server jedoch nicht direkt
erreichbar, sodass hierbei eine dedizierte Route gesetzt werden muss.
neelix ~ # /sbin/resolvconf -l wlan0
# resolv.conf from wlan0




Abbildung 6.15: Wird das Campusnetz der TU Ilmenau über WLAN betreten, bekommt
das mobile Endgerät zwei DNS-Server zugewiesen. Deren IP-Adressen
lassen sich mit Hilfe des Kommandos resolvconf in Erfahrung bringen.
Dieser Umstand muss von
”
Routing Backend“ automatisch erkannt werden, damit es
in diesem Fall entsprechende Routen zu den DNS-Servern setzen kann. Zur Ermittlung
wird unter GNU/Linux das Kommando resolvconf benutzt (siehe Abbildung 6.15).
Es dient dazu, die IP-Adressen der DNS-Server, welche einem bestimmten Netzzugangs-
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gerät zugeordnet worden sind, auszugeben. Die dargestellten DNS-Server stammen aus
dem Campusnetz der TU Ilmenau.
Da zu jedem Interface die IP-Adresse und die Netzmaske bekannt sind (diese Informa-
tionen werden durch die
”
Device Backends“ bereit gestellt), kann das
”
Routing Backend“
jeden hinterlegten DNS-Server prüfen, ob er direkt erreichbar ist oder ob eine Route
gesetzt werden muss.
neelix ~ # route -n
Kernel IP routing table
Destination Gateway Genmask Flags Metric Iface
141.24.12.2 141.24.127.254 255.255.255.255 UGH 0 wlan0
141.24.4.1 141.24.127.254 255.255.255.255 UGH 0 wlan0
141.24.124.0 0.0.0.0 255.255.252.0 U 10000 wlan0
127.0.0.0 127.0.0.1 255.0.0.0 UG 0 lo
0.0.0.0 0.0.0.0 0.0.0.0 U 0 dummy0
0.0.0.0 141.24.127.254 0.0.0.0 UG 10000 wlan0
Abbildung 6.16: Die zentrale Routingtabelle enthält hier bereits zwei dedizierte Routen
zu den beiden DNS-Servern des Campusnetzes. Sie wurden durch das
”
Routing Backend“ hinzugefügt.
In Abbildung 6.16 wird verdeutlicht, dass Routen zu zwei DNS-Servern gesetzt werden
mussten. Die untersten zwei Zeilen spezifizieren zwei
”
Default Routen“, wobei auf Grund
des geringeren Metrik-Werts lediglich der Eintrag bezüglich des dummy0-Interfaces eine
Rolle spielt (Erklärung hierfür in Abschnitt 4.3.2.2
”
Transparente Proxyserver“). Es ist
jedoch erkennbar, dass die DNS-Server 141.24.12.2 und 141.24.4.1 (ermittelt wie
in Abbildung 6.15) nicht direkt erreicht werden können, da sich das wlan-Interface im
Subnetz 141.24.124.0/22 befindet. Es mussten somit zwei Routen hinzugefügt werden,
welche explizit einen Weg über das Gateway 141.24.127.254 beschreiben.
Nachdem das
”
Routing Backend“ um die vorgestellte Funktionalität erweitert worden
war, funktionierte REACH auch im Campusnetz der TU Ilmenau. Dem Handoverent-
scheider standen damit alle Werkzeuge zur Verfügung, um auf das Betriebssystem des
mobilen Endgeräts einwirken zu können. Es fehlte lediglich noch eine Bedienschnittstel-
le, über welche der Nutzer neue Netzzugangsgeräte oder -punkte anmelden oder die




Sowohl der REACH-Client als auch der REACH-Server sind als reine Kommandozeilen-
programme entwickelt worden, und bieten selbst keine grafische Bedienschnittstelle an.
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Sie können daher
”
als Systemdienst“ im Hintergrund laufen (
”
als Dämon“). Somit ist RE-
ACH auch auf Systemen einsetzbar, welche wie die REACH-Box ohne einen Bildschirm
daherkommen. Zudem stellt sich auf Mehrbenutzersystemen das Problem nicht, wer
den REACH-Client starten muss: er kann bereits automatisch als Systemdienst gestar-
tet werden, und
”
gehört“ damit auch keinem der sich anmeldenden Benutzer. Dennoch
ist es wünschenswert, dass den Nutzern eine Bedienschnittstelle zur Verfügung steht,
über welche sie auf den REACH-Client Einfluss nehmen können.
6.5.1 Bedarf an einer grafischen Bedienschnittstelle
In [Ever04] wurde bereits auf den Bedarf an einer grafischen Bedienschnittstelle hingewie-
sen. Die als
”
Frontend“ bezeichnete Software wurde als ein
”
optionales Zusatzprogramm“
klassifiziert. Das bedeutet, dass für den
”
reinen Betrieb“ keine Bedienschnittstelle benö-
tigt wird, denn sowohl der REACH-Client als auch der REACH-Server lassen sich bereits
vollständig über Konfigurationsdateien parametrieren.
Sollen Konfigurationsparameter allerdings geändert werden, müsste ohne eine grafi-
sche Oberfläche der REACH-Client2 zuerst beendet, und nach Abschluss der Anpassun-
gen erneut gestartet werden. Mit Hilfe einer grafischen Oberfläche könnte allerdings auch
”
online“ auf den REACH-Client eingewirkt werden, ohne dass dieser zwischenzeitlich ge-
stoppt werden müsste.
Zudem können der aktuelle Status des Handoverentscheiders, die gerade gewählte Ziel-
stellung oder die Menge der momentan geladenen
”
Relay Plugins“ in Erfahrung gebracht
werden. Anwender können auf die Handoverentscheidung Einfluss zu nehmen, ohne dass
man ihnen das Recht einräumen muss, den REACH-Client starten und stoppen oder
dessen Konfigurationsdateien editieren zu dürfen. Eine grafische Bedienschnittstelle für
den vorgestellten Zweck wurde in der Studienarbeit [Zech06] untersucht und bereits
prototypisch realisiert, während anschließend in [Dour07] untersucht wurde, wie sich




Als Herausforderung entpuppte sich das zu entwickelnde Datenaustauschschema zwi-
schen
”
Frontend“ und REACH-Client, welches in der Lage sein musste, alle relevanten
Kommandos und Statusinformationen zu übertragen.
2Diese Aussage bezieht sich auch auf den REACH-Server, jedoch wird im Folgenden bevorzugt der
REACH-Client genannt. Nur auf diesen sollten Endanwender zugreifen können, während auf einen
REACH-Server nur der jeweilige Administrator zugreifen wird.
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6.5.2 Zugriff auf REACH-Client und -Server
Bei den vorgestellten Bedienschnittstellen handelt es sich um eigenständige Programme.
Damit jedoch ein vom REACH-Client und -Server losgelöstes Programm Kommandos
absetzen und den Status des Handoverentscheiders in Erfahrung bringen kann, muss
eine Schnittstelle zum Datenaustausch vorgesehen werden. Sowohl der REACH-Client
als auch der -Server bieten bereits mehrere Schnittstellen an, welche hierfür verwendet
werden können:
• XML-basierter Zugriff : Es kann eine Portnummer spezifiziert werden, auf wel-
cher REACH-Client und -Server auf eingehende TCP-Verbindungen warten. Über
diese Verbindungen kommt ein selbst entworfenes Protokoll zum Einsatz, welches
dem Austausch von Steuer- und Statusnachrichten dient. Die Nachrichten kom-
men als XML-Telegramme daher. Diese Schnittstelle ist für die Anbindung von
”
Frontends“ gedacht.
• Kommandokonsole: Es stand die Idee im Raum, einen TCP-basierten Wartungs-
zugang anzubieten, welcher in Anlehung an einen
”
Telnet-basierten Zugang“ eine
Kommandokonsole anbietet. Diese Idee wurde allerdings mangels Notwendigkeit
bislang nicht zielführend verfolgt, sodass das rudimentär umgesetzte Zugriffsmodul
nur wenige beispielhafte Kommandos unterstützt (exit und shutdown).
• Debugausgaben: Für Debugausgaben steht eine eigene Annahmestelle für TCP-
Verbindungen bereit. Wenn man sich zu dieser Portnummer verbindet, erhält man
einen Datenstrom mit Debugausgaben. Diese sind allerdings nur für den Program-
mierer interessant, können aber so auch
”
aus der Ferne“ abgerufen werden.
• Webserver: Die Idee einer browserbasierten Bedienschnittstelle kam dem Autor
leider erst sehr spät, sodass in der aktuellen Ausbaustufe kein Zugriff mit Hilfe von
HTTP angeboten wird. Der Vorteil hiervon wäre, dass man dann auch mit Hilfe
von Endgeräten ohne ein installiertes
”
Frontend“ auf die Handoverentscheidung
einwirken könnte. Man würde dazu lediglich einen Browser benötigen. In Szenarien,
welche eine REACH-Box involvieren, würde dann zur Bedienung ein Smartphone
mit installiertem Browser genügen.
Die Zugriffsschnittstellen des REACH-Clients und des REACH-Servers werden in der
Konfigurationsdatei controls.xml spezifiziert (siehe Abbildung 6.17). Sie erlaubt bis-
lang drei verschiedene Zugriffsmodule: mit
”
debugoutput“ werden Debugausgaben be-
reitgestellt, mit
”
shell“ soll eine Kommandokonsole angeboten werden und mit
”
xml“












Abbildung 6.17: REACH-Client und REACH-Server bieten mehrere Schnittstellen zum
Abruf von Statusinformationen und zur Steuerung an. Die Nachrichten
werden über TCP-Verbindungen übertragen. Die Portnummern der zu-
gehörigen
”
Annahmestellen“ müssen in der hier dargestellten Konfigu-
rationsdatei controls.xml spezifiziert werden.
steht der für die
”
Frontends“ relevante XML-basierte Übertragungskanal zur Verfügung.
Zu jedem Modul muss die Portnummer eines TCP-basierten Listeners angegeben wer-
den, wobei wahlfrei eine freie unprivilegierte Portnummer ausgewählt werden muss.
6.5.3 Funktionsweise





Frontends“ fragen nach ihrem
Start nach der IP-Adresse und der Portnummer, unter welcher der REACH-Client bzw.
der REACH-Server erreichbar sind. Im vorliegenden Beispiel (Konfigurationsdatei 6.17)
kommt die willkürlich ausgewählte TCP-Portnummer 6002 zum Einsatz.
In Abbildung 6.18 wird ein Bildschirmfoto des
”
Frontends“ unter KDE 4.3.5 gezeigt,
nachdem es sich mit dem REACH-Client verbinden konnte. Es gibt noch eine Version




Frontends“ wurden als reine Visualisierungsprogramme entworfen. Sie enthalten
keine Steuerungslogik oder internene Zustände, sondern bekommen sämtliche Informatio-
nen vom REACH-Client bzw. vom REACH-Server geliefert. Wird ein Parameter durch
den Nutzer geändert, vermerkt das Frontend diesen Zustandswechsel nicht, sondern
schickt lediglich eine Änderungsmitteilung an den REACH-Client. Erst wenn dieser die
Nachricht interpretieren konnte und es tatsächlich zu einem Zustandswechsel kam, wird
das
”
Frontend“ eine diesbezügliche Änderungsmitteilung erhalten und dem Nutzer die
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Abbildung 6.18: Das
”
Frontend“ für den REACH-Client visualisiert dem Nutzer die aktu-
elle Handoverentscheidung. Zudem kann die Konfiguration des REACH-
Clients verändert werden.
Auswirkungen seiner Aktion anzeigen.
Dieses Konzept weist diverse Vorteile gegenüber statusbehafteten
”
Frontends“ auf. So
kann hier der Zustand zwischen
”
Frontend“ und REACH-Client niemals inkonsistent
sein, da das
”
Frontend“ nur diejenigen Zustände anzeigt, welche vom REACH-Client
akzeptiert und übernommen worden sind. Weiterhin ist es kein Problem, mehrere
”
Fron-
tends“ gleichzeitig zu starten und sie mit demselben REACH-Client zu verbinden. Wird
über eines der
”
Frontends“ ein Parameter geändert, schickt der REACH-Client anschlie-
ßend Änderungsmeldungen an alle
”
Frontends“, sodass überall derselbe Status angezeigt
wird. Greifen zwei Benutzer konkurrierend auf denselben Parameter zu, setzt sich die
letzte Änderung durch, was aber beide Nutzer bemerken werden.
6.5.4 Angebotene Dienste
Prinzipiell soll dem Nutzer eine Bedienschnittstelle zur Verfügung gestellt werden, welche
für ihn vergleichbar mit der eines
”
Network Managers“ ist (siehe Abschnitt 6.2.1.1). Im
Unterschied zu besagten
”
Network Managern“ soll das hiesige
”
Frontend“ jedoch nur
eine optionale Bedienschnittstelle ohne Steuerungslogik sein, dafür aber auch diverse für
Mobilität relevante Aspekte mit abdecken.
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Abbildung 6.19: Das
”
Frontend“ dient dazu, den aktuellen Zustand des REACH-Clients
bzw. REACH-Servers anzuzeigen. Das linke Bild zeigt die IP-Adress-
Informationen einer Ethernetschnittstelle, während das rechte Bild In-
formationen über das zugehörige
”
Device Backend“ und einen Netzzu-
gangspunkt liefert.
So ist in Abbildung 6.19 gezeigt, wie das
”
Frontend“ dem Nutzer den Zustand eines
Netzzugangs anzeigt. Es können beispielsweise die aktuell gültigen IP-Adressen, die
Verknüpfung zwischen Netzzugangsgerät und Netzzugangspunkt sowie der Dateiname
eines
”
Device Backends“ erkannt werden. Das so genannte
”
Providerkonzept“, welches
eines der wesentlichen Elemente von REACH darstellt, ist hier direkt erkennbar.
Abbildung 6.20: Der Nutzer kann auf den Handoverentscheider einwirken, indem er bei-
spielsweise die Zielstellung zur Bewertung von Netzzugängen (linkes
Bild) oder die Art der Handoverentscheidung (rechtes Bild) auswählt.
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Weiterhin kann der Nutzer den Handoverentscheider beeinflussen. In Abbildung 6.20
wird gezeigt, welche Möglichkeiten zur Auswahl einer Zielstellung implementiert worden
sind. REACH bewertet die Netzzugänge anhand einer VHDF, bietet allerdings über die
Benutzeroberfläche nur eine vorab definierte Menge abstrakter Zielstellungen an. Zu-






weichere Handover“ oder ein Kanalbündelungsschema gewünscht
werden.
Das hier verfolgte Ziel bei der Erstellung der beiden Benutzeroberflächen war es, dem
Programmierer eine leistungsfähige Oberfläche zur Verfügung zu stellen, welche eine Viel-
zahl an
”
interessanten“ Daten visualisieren kann. So gibt es beispielsweise Schaltflächen,
welche für Tests und zur Fehlersuche benötigt werden, wie die erkennbaren
”
Debugging-
Schalter“ in Abbildung 6.18. Solche Schaltflächen sind jedoch für den Normalbetrieb
ungeeignet und können unerfahrene Benutzer überfordern.
Für einen
”
normalen“ Benutzer und für den alltäglichen Gebrauch würde sich da-
her die Erstellung einer angepassten Oberfläche anbieten, welche auf die notwendigsten
Funktionen reduziert wurde. Eine solche Oberfläche könnte dann gezielt mit Blick auf Be-





integriert werden. In Bezug auf den REACH-Client und den REACH-Server müssten
keinerlei Anpassungen vorgenommen werden. Der einfachste Ansatz wäre es, den vor-
handenen Quelltext der jetzigen Bedienschnittstellen zu nehmen und alle unerwünschten
Schaltflächen zu entfernen. Dabei würde dann lediglich noch eine Teilmenge der vom RE-
ACH-Client und REACH-Server angebotenen Informationen visualisiert werden.
Da der REACH-Client und der REACH-Server problemlos mit einer Vielzahl an
”
ange-
dockten“ Bedienschnittstellen zurecht kommen, und diese nur
”
dumme Programme ohne
Intelligenz“ darstellen, spricht nichts gegen eine Vielzahl an angepassten Programmen
für unterschiedliche Zwecke. Sie können sogar von mehreren Nutzern gleichzeitig auf
einem Mehrbenutzersystem gestartet werden. Im Rahmen dieser Ausarbeitung wurde




Das vorliegende Kapitel stellte das Zugangskonzept von REACH vor, welches die Ver-
waltung von Netzzugangsgeräten am mobilen Endgerät, die Handoverentscheidung, die
Pflege von Routingtabellen sowie die Bedienschnittstellen für die Nutzer zwecks Einfluss-
nahme auf die Handoverentscheidung umfasst.
Das für REACH entwickelte
”
Providerkonzept“ führt eine kombinierte Betrachtung
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von Netzzugangsgeräten und Netzzugangspunkten durch, und ist in der Lage, unter-
schiedlichste Netzzugangstechnologien einzubinden und miteinander vergleichbar zu ma-





vertikale Handover“ in verschiedenen
Ausführungen unterstützt. Einen Schwerpunkt bildete die Vorstellung des prädiktiven
Betriebsmodus, welcher mittels Regressionsrechnung zukünftige Abrissereignisse vorher-
zusagen versucht und damit
”
bessere“ Handoverentscheidungen fällen kann.
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Dieses Kapitel befasst sich mit der Auswahlproblematik der mobilen Endgeräte in Be-
zug auf geeignet erscheinende REACH-Server. Der REACH-Client auf einem mobilen
Endgerät bezieht für diese Entscheidung mehrere Aspekte mit ein, wie beispielsweise
die Menge seiner geladenen
”
Relay Plugins“ im Vergleich mit dem Diensteangebot eines
jeden REACH-Servers. Ein weiteres Entscheidungskriterium für die Auswahl stellt die
jeweilige topologische Entfernung dar, wobei versucht wird, die Kommunikationswege
”
kurz“ zu halten. Weiterhin werden Anforderungen bezüglich der REACH-Proxyserver
diskutiert, damit die mobilen Endgeräte diese immer ordnungsgemäß adressieren und
erreichen können.
7.1 Einbeziehung mehrerer REACH-Proxyserver
REACH erlaubt es, dass sich mobile Endgeräte zu mehreren REACH-Proxyservern
gleichzeitig verbinden können. Das wird bereits durch das in Kapitel 4 eingeführte Diens-
tekonzept von REACH erforderlich, da nicht jeder REACH-Server alle denkbaren
”
Relay
Plugins“ geladen haben braucht. Als Konsequenz ist es notwendig, dass sich ein REACH-
Client zu mehreren REACH-Servern verbinden muss, damit jedes seiner instantiierten
”
Relay Plugins“ sich mit mindestens einem serverseitigen Gegenstück assoziieren kann. Es




triangle routing“), wobei REACH von einer ortsabhängigen
Auswahl profitieren kann.
7.1.1 Kurze Kommunikationswege
Für den Betrieb von REACH reicht theoretisch ein einziger REACH-Proxyserver mit
installiertem REACH-Server aus, solange jedes mobile Endgerät diesen unabhängig von
seinem Aufenthaltsort kontaktieren kann. Nachvollziehbar hierbei ist, dass die Qualität
der Verbindung zwischen mobilem Endgerät und REACH-Proxyserver einen Einfluss auf
die sich ergebende Dienstgüte hat. Befindet sich ein Nutzer beispielsweise im Ausland,
und steht der einzige ihm zugängliche REACH-Proxyserver sehr weit von ihm entfernt,
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werden seine Daten einen großen Umweg nehmen müssen. Selbst wenn sich der von ei-
ner Anwendung auf dem mobilen Endgerät kontaktierte Server in topologischer Nähe
befindet, muss der Datenverkehr immer erst zum REACH-Proxyserver geleitet werden,
woraufhin dieser die Daten dann in Richtung des ursprünglich adressierten Servers ver-
sendet. Der Kommunikationsweg beschreibt dabei ein Dreieck, was diesem Phänomen
die Bezeichnung als
”






Dreiecks-Routing“ werden sämtliche Daten immer über einen
”
An-
kerpunkt“ (hier der REACH-Proxyserver) geleitet. Der resultiere Weg ist
länger als der direkte Weg zwischen mobilem Endgerät und Server.
Bezug zu Mobile IP:
”
Dreiecks-Routing“ ist ein Konzept, welches ebenfalls bei
”
Mo-
bile IP“ [Perk02] eine zentrale Rolle spielt. Hierbei kommen so genannte
”
Agenten“ zum
Einsatz, und ein bestimmter Agent übernimmt dabei die besondere Rolle des
”
Heimat-
agenten“. Dieser bildet den für Mobilitätsunterstützungen wichtigen
”
Ankerpunkt“, über
den sämtlicher Datenverkehr verschickt wird. Solange sich ein mobiles Endgerät in sei-
nem
”
Heimatnetz“ befindet, ist sein Heimatagent unmittelbar erreichbar und es findet
eine direkte Kommunikation ohne Umwege statt.
Verlässt ein mobiles Endgerät jedoch sein Heimatnetz und betritt ein Fremdnetz, wird
der dortige Agent für dieses ein
”
Fremdagent“, welcher mit Hilfe eines
”
Tunnels“ sämtli-
che Datenströme von und zum Heimatagenten weiterleiten muss. Es findet also ebenfalls
ein
”
Dreiecks-Routing“ statt, da sämtliche Daten immer über den Heimatagenten laufen.
Da sich ein solcher Umweg negativ auf die erreichbare Datenrate und auch auf die Latenz-
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zeit auswirken kann, wurden bereits Weiterentwicklungen zu Mobile IP vorgeschlagen,
welche sich eine Verkürzung der Kommunikationswege zum Ziel gesetzt haben.
Bezug zu REACH: Im Gegensatz zu Mobile IP verwendet REACH keine
”
Agenten“,
sondern Proxyserver. Diese sind ortsfest installiert, sodass ihre IP-Adressen über längere
Zeit hinweg unverändert bleiben können. Mit Hilfe dieser statischen IP-Adressen kann
die Mobilität der Endgeräte vor den Servern im Internet verborgen werden. Ein jeder
REACH-Proxyserver kann hierbei als ein solcher
”
Ankerpunkt“ dienen, wie es der Hei-
matagent bei Mobile IP als Aufgabe hatte. Dieser Ansatz weist allerdings ebenfalls die
Problematik des
”
Dreiecks-Routings“ auf, da ein REACH-Proxyserver bezüglich einer be-
stehenden Datenübertragung nicht gewechselt werden kann. in bestehender Datenstrom
muss immer über ein und denselben REACH-Proxyserver versendet werden, auch wenn
sich das mobile Endgerät topologisch gesehen gar nicht mehr in seiner Nähe aufhält.
Stattdessen wäre es wünschenswert, wenn es eine Vielzahl an REACH-Proxyservern ge-
ben würde und sich ein mobiles Endgerät abhängig von seiner aktuellen Position von RE-
ACH-Proxyserver zu REACH-Proxyserver
”
hangeln“ könnte. Wäre dies möglich, könnte
den negativen Auswirkungen des
”
Dreiecks-Routings“ entgegen gewirkt werden. Welcher
REACH-Proxyserver zu einem gegebenen Zeitpunkt
”
topologisch nahe“ ist, müsste über
ein
”
Umgebungsbewusstsein“ durch die mobilen Endgeräte ermittelt werden. Leider kann
diese Idee so nicht umgesetzt werden, da, wie es bereits in Kapitel 4.3.1.2 beschrieben




Es spricht allerdings nichts dagegen, dass ein mobiles Endgerät mehrere REACH-
Proxyserver gleichzeitig mit in die Übertragung einbezieht. So kann beispielsweise tags-
über an der Arbeitsstätte des Benutzers der REACH-Proxyserver der Firma benutzt
werden, und Abends nach Feierabend der REACH-Proxyserver in räumlicher wie topo-
logischer Nähe des Nutzers bei sich zuhause. Da die tagsüber aufgebauten Datenströme
nicht migriert werden können, muss Abends ein
”
Dreiecks-Routing“ bezüglich des RE-
ACH-Proxyservers der Arbeitsstätte durchgeführt werden. Allerdings können alle von
diesem Zeitpunkt an neu aufgebauten Datenströme den REACH-Proxyserver des Benut-
zers in seiner Wohnung involvieren.
So kann, wie es Abbildung 7.2 zeigt, tagsüber ein zeitaufwendiger Download (Daten-
fluss 1) gestartet werden, welcher auch dann noch fortgesetzt werden kann, wenn der
Nutzer längst zuhause sitzt und sich sein mobiles Endgerät wieder mit dem Internet
verbunden hat. Für alle neuen Datenströme (2 und 3) baut der REACH-Client sei-
nes mobilen Endgeräts eine Sitzung zum heimischen REACH-Proxyserver auf, und alle
zukünftigen Datenströme werden von nun an über diesen Proxyserver geleitet. Die Da-
































Abbildung 7.2: Ein mobiles Endgerät kann eine Vielzahl an gleichzeitigen
”
Sitzungen“
zu mehreren REACH-Proxyserver pflegen. Dabei kann zwar das
”
Drei-
ecks-Routing“ nicht unterbunden, jedoch dessen negative Auswirkungen
gemildert werden.
ten des zeitaufwendigen Downloads laufen im Hintergrund weiterhin über den REACH-
Proxyserver seiner Arbeitsstätte. Selbst dann, wenn der Nutzer zuhause erneuten Kon-
takt mit einem Server wünscht, zu dem er bereits eine Verbindung über einen mittlerwei-
le nicht länger präferierten REACH-Proxyserver hat, wird hierfür der jetzt topologisch
nähere REACH-Proxyserver verwendet (Datenstrom 2 zu Server A).
Sobald zu einem späteren Zeitpunkt alle Datenströme
”
des ersten“ REACH-Proxyser-
vers beendet wurden (der beispielhafte Download sei abgeschlossen), wird die Sitzung zu
diesem beendet. Da Verbindungen seitens vieler Anwendungen häufig kurzlebiger Natur
sind (beim Websurfen überdauert eine TCP-Verbindung oft nur den Download einer
einzigen Webseite), treten hierbei die negativen Auswirkungen des
”
Dreiecks-Routings“
in den Hintergrund. Es bleibt jedoch für langlebige Übertragungen bestehen.
Da sich ein REACH-Client allerdings mit beliebig vielen REACH-Proxyservern verbin-
den kann, sind Szenarien mit einer großen Anzahl an geographisch verstreuten REACH-
Proxyservern denkbar. So könnte es beispielsweise für die Automobilindustrie von Inter-
esse sein, dass Fahrzeuge dank flächendeckend verteilter REACH-Proxyserver mit einer
hohen Kommunikationsgüte an das Internet angebunden werden können.
7.1.2 Lastverteilung
Ein weiterer Grund für den Einsatz mehrerer REACH-Proxyserver wäre der Wunsch
nach Lastverteilungsmechanismen. Immerhin stellt jeder REACH-Proxyserver einen
”
Fla-




Eine Lastverteilung könnte beispielsweise durch eine geographische Streuung mehrerer
REACH-Proxyserver realisiert werden. Ein möglicher Anwendungsfall wäre ein Firmen-
gebäude, in welchem in jeder Etage ein REACH-Proxyserver installiert ist. Die mobilen
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Geräte der Mitarbeiter, welche von ihren Besitzern durch das Gebäude getragen werden,
würden dabei immer den REACH-Proxyserver der aktuellen Etage bevorzugen. Da sich
die Mitarbeiter dabei im Regelfall über mehrere Etagen verstreuen, könnte der Daten-
verkehr somit auf mehrere REACH-Proxyserver aufgeteilt werden.
Problematisch wird es hierbei allerdings, wenn sich zeitweise alle Mitarbeiter samt
ihrer Geräte in derselben Etage befinden, beispielsweise auf Grund einer Dienstbespre-
chung. Würden jetzt alle Mitarbeiter gleichzeitig anfangen Datenverkehr zu verursachen
(weil der Chef beispielsweise seine Angestellten dazu auffordert, die neue Webpräsenz
der Firma zu bewundern), würde der in dieser Etage arbeitende Proxyserver mit einem
hohen Datenaufkommen konfrontiert werden. Mit Hilfe eines rein geographischen oder
topologischen
”
Bewusstseins“ der Endgeräte lässt sich dieses Problem nicht lösen, da
sich ja alle mobilen Endgeräte im selben Raum befinden.
Stattdessen wäre ein alternativer Mechanismus zur Lastverteilung wünschenswert, wel-
cher den Datenverkehr auf andere, momentan weniger ausgelastete REACH-Proxyserver
leitet. Oder ein Endgerät erfragt beim Aufbau einer Sitzung den Status eines REACH-
Proxyservers (zum Beispiel die aktuelle Last oder die Anzahl der momentan angemelde-
ten Geräte), um sich dann im Fall einer Überlastungssituation für einen anderen REACH-
Proxyserver zu entscheiden.
Die letztgenannte Form der Lastverteilung, bei welcher der aktuelle Status eines RE-
ACH-Proxyservers mit in die Auswahl einbezogen wird, stellt eine sehr effektive Variante
dar. Allerdings wurde sie im Rahmen dieser Dissertation nicht implementiert. Dazu wäre
es notwendig gewesen, die Problematik der
”
Last“ genauer zu beleuchten und schlussend-
lich eine Metrik für die Eignung eines REACH-Proxyservers herzuleiten. Diese Metrik
müsste es erlauben, einen topologisch nahen aber überlasteten REACH-Proxyserver mit
einem topologisch entfernten, aber wenig belasteten REACH-Proxyserver vergleichen
zu können. Da sich Lastzustände jedoch schnell ändern können, könnte hierzu ein si-
gnifikanter zusätzlicher Übertragungsaufwand notwendig werden. Zudem ist es denkbar,
dass
”
Schwingungen“ entstehen, wenn mehrere mobile Endgeräte in Fällen hoher Last
von REACH-Proxyserver zu REACH-Proxyserver
”
springen“.
Weiterhin wäre eine Betrachtung der Verkehrscharakteristik eines jeden
”
Relay Plug-
ins“ sinnvoll, da beispielsweise Sprachübertragung andere Anforderungen aufweist als
der Abruf von Webseiten. Da eine solche Modellierung als sehr komplex erscheint, fließt
momentan der Lastzustand nicht mit in die Auswahlentscheidung ein. Für zukünftige
Entwicklungen wäre ein solches Schema allerdings lohnenswert.
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7.2 Ortsabhängige Serverauswahl
Die Auswahl der zu kontaktierenden REACH-Proxyserver erfolgt durch den REACH-
Client auf dem mobilen Endgerät, wobei die aktuelle Aufenthaltsposition mit in die Ent-
scheidungsfindung einbezogen wird. Ein typischer Anwendungsfall hierfür ist die bereits
in Abschnitt 7.1.1 diskutierte Minimierung des
”
Dreiecks-Routings“.
7.2.1 Methoden der Positionsbestimmung
Es gibt unterschiedliche Ansätze, um die Position eines mobilen Endgeräts zu ermitteln.
Dies kann durch das mobile Endgerät selbst, durch die Infrastruktur, oder durch beide
geschehen. Die dazu nutzbaren Ansätze werden im Folgenden exemplarisch vorgestellt,
um darauf aufbauend die in REACH umgesetzte Form der Positionsbestimmung zu
beleuchten.
7.2.1.1 Seitens des mobilen Endgeräts
Bei GSM kann ein Handy erkennen, an welcher Basisstation es angemeldet ist. Somit
können besondere Tarife angeboten werden, mit denen der Benutzer in einem
”
Heim-
bereich“ zu festnetzüblichen Tarifen telefonieren kann [Wiki09d]. Dem Nutzer wird die
Verfügbarkeit des
”
Heimbereichs“ auf dem Display angezeigt; das Mobiltelefon ist sich
also seiner Position bewusst. Für diesen Anwendungsfall ist eine Genauigkeit in der
Größenordnung der Ausdehnung der Mobilfunkzellen ausreichend.
Ebenfalls angeboten werden Ortungsdienste, mit Hilfe derer die Position eines Mobil-
telefons ermittelt werden kann. Die Genauigkeit beschränkt sich hierbei wieder auf die
jeweilige Zellgröße. Im ländlichen Bereich ist daher eine geringere Genauigkeit zu erwar-
ten, als beispielsweise im Bereich von Innenstädten. Laut [Stau08] können dabei zwei
Möglichkeiten unterschieden werden, um die Genauigkeit zu verbessern: Als
”
außerhalb
des Netzes“ operierendes Verfahren wird eine Ortung anhand der sichtbaren Basissta-
tionen erwähnt. Dabei ermittelt das mobile Endgerät alle sichtbaren Basisstationen,
gegebenenfalls noch in Kombination mit der jeweiligen Signalstärke. Diese Daten wer-
den dann mit Hilfe einer zentralen Datenbank in eine Positionsangabe abgebildet. Dabei
wird die Notwendigkeit eines Rückkanals erwähnt, da die Datenbank nicht unbedingt
auf dem mobilen Endgerät installiert sein muss. Angewendet werden kann dieses Schema
auch auf die Lokalisierung mittels WLAN-basierter Netze, wie in [Wint03] geschehen.
Alternativ kann eine Ortung aber auch
”
innerhalb des Netzes“ erfolgen, was im nächsten
Abschnitt erläutert wird.
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Generell sollte man sich die Frage stellen, wozu die Positionsangabe überhaupt benö-
tigt wird. Für die Erkennung des
”
Heimbereichs“ seitens eines Mobiltelefons wird eine
verbesserte Genauigkeit nicht benötigt. In Notfällen wäre es dagegen vorteilhaft, wenn
den Rettungskräften eine möglichst genaue Positionsangabe zur Verfügung stehen wür-
de.
7.2.1.2 Seitens der Infrastruktur
Im Telefoniebereich ist eine netzseitige Positionsangabe bezüglich eines jeden aktiven
Mobiltelefons unabdingbar. Schließlich ist es erforderlich, ein Mobiltelefon bei einem
eingehenden Anruf ausfindig machen zu können. Dabei genügt allerdings wiederum die
Kenntnis der aktuellen Funkzelle. Die netzinternen Positionsinformationen sind bei GSM
jedoch noch weitaus ungenauer, denn sie werden erst bei Bedarf durch ein so genanntes
”
Paging“ konkretisiert [Wiki09c].
Laut [Tele09] soll in naher Zukunft die netzseitige Ortung bei Mobiltelefonen durch
Peilungsmechanismen verbessert werden. So kann beispielsweise durch Laufzeitmessun-
gen und Triangulation unter Zuhilfenahme mehrerer Basisstationen die Position eines
Mobiltelefons genauer bestimmt werden. Anwendungsfall hierfür sind so genannte
”
stand-
ortbezogene Dienste“, welche als kommende
”
Killer-Applikationen“ genannt werden.
7.2.1.3 Mit Hilfe spezialisierter Werkzeuge
Weitaus bessere Ergebnisse lassen sich beispielsweise durch Einsatz des amerikanischen
”
Global Positioning System“ (GPS) [Wiki09b] erreichen, oder in Zukunft durch dessen
europäisches Pendant
”
Galileo“ [Wiki09a]. Hierbei sind Positionsangaben mit einer Ge-
nauigkeit im Meterbereich erreichbar, welche dann dem mobilen Endgerät zur Verfügung
stehen.
7.2.2 Positionsbewusstsein bei REACH
Der aktuelle Aufenthaltsort eines mobilen Endgeräts ist für REACH durchaus wichtig
und auch erforderlich, jedoch werden keine genauen geographischen Positionsangaben
benötigt. Für ein mobiles Endgerät mit installiertem REACH-Client ist die aktuelle
Position dahingehend von Interesse, dass ein
”
naher“ REACH-Proxyserver ausgewählt
werden kann. Ziel ist es, die Kommunikationswege kurz zu halten. Der Begriff
”
Nä-
he“ bezieht sich hierbei auf die Topologie des Netzes, nicht auf einen geographischen
Abstand. Denn, um die Position innerhalb eines Netzwerks bestimmen zu können, ist
eine geographische Positionsangabe wenig hilfreich. Lediglich im großen Maßstab ist ein
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Anwendungsfall erkennbar: Falls beispielsweise pro Stadt, pro Landkreis oder pro Bun-
desland eigene REACH-Proxyserver angeboten werden, wäre die geographische Position
wiederum ein probates Entscheidungskriterium.
Bei REACH fallen Positionsangaben demnach bezüglich der Topologie an. So ist sich
ein mobiles Endgerät beispielsweise bewusst, dass es sich per WLAN mit dem DSL-
Router im heimischen Wohnzimmer assoziiert hat, oder, dass es per Ethernetkabel an
einem Switch in der Firma angeschlossen worden ist. Anders sieht es allerdings aus,
wenn das mobile Endgerät gezwungen ist, sich mangels Alternativen per GPRS mit
dem Internet zu verbinden. Dann stehen keine Informationen bezüglich der aktuellen
topologischen Position mehr zur Verfügung. Es herrscht lediglich die Erkenntnis, dass
sich das mobile Endgerät eben nicht am DSL-Router daheim befindet oder am genannten
Switch an der Arbeitsstätte seines Besitzers angeschlossen worden ist.
Das mobile Endgerät kennt bei diesem Ansatz lediglich in Ausnahmefällen seine aktu-
elle Position. Nur wenn es sich in vorab definierten Bereichen (hier: zuhause oder in der
Firma) befindet, erkennt es seine Umgebung wieder und kann auf seine Position schlie-
ßen. Im Folgenden wird gezeigt, dass dies für REACH bereits ausreichend ist. REACH





konzept“ auf, welches für die Verwaltung von Netzzugängen entwickelt worden ist. Dabei
ist das Positionsbewusstsein von REACH dahingehend zu verstehen, dass als Informati-
on lediglich vorliegt, mit Hilfe welcher
”
Provider“, also welcher Netzzugangspunkte, das
mobile Endgerät mit dem Internet verbunden ist.
Ein mobiles Endgerät mit mehreren Netzzugangsgeräten kann demnach über ein viel-
fältig ausgeprägtes Positionsbewusstsein verfügen, wenn es sich anhand mehrerer
”
Pro-
vider“ gleichzeitig lokalisieren kann. Aus Sicht eines Menschen kann diese Information
durchaus widersprüchlich sein: Was bedeutet es, wenn ein mobiles Endgerät per Ether-
net auf Arbeit angebunden ist und sich dabei gleichzeitig per WLAN am heimischen
”
DSL-Router“ eingebucht hat? Wenn der Benutzer im Nachbarhaus wohnt, kann dies
durchaus geschehen, jedoch erschwert dies die Ableitung einer geographischen Position.
Aus Sicht von REACH sind diese Informationen jedoch nicht widersprüchlich, da pro
Netzzugangsgerät eine eindeutige topologische Positionsangabe vorliegt, und an einer
akkumulierten Positionsangabe kein Bedarf besteht.
7.2.2.1 Zonen als Einzugsgebiete für REACH-Proxyserver
REACH benutzt so genannte
”
Zonen“, mit deren Hilfe eine topologische Position rela-




Einzugsgebiete“ in Form mehrerer solcher Zonen auf, in welchen sich mobi-
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le Endgeräte befinden können (siehe Abbildung 7.3). Befindet sich ein mobiles Endgerät
dabei in einer als
”
nahe“ geltenden Zone, gilt der betroffene REACH-Proxyserver als
besonders geeignet und kann bevorzugt ausgewählt werden. So können die Kommunika-










Abbildung 7.3: Jeder REACH-Proxyserver spannt Einzugsgebiete auf, welche hier als
Zonen bezeichnet werden. Zu jeder aktiven Netzzugangstechnik kann das
mobile Endgerät eindeutig ermitteln, in welcher Zone es sich bezüglich
eines bestimmten REACH-Proxyservers befindet.
Solche Zonen werden für jeden REACH-Proxyserver gesondert definiert. Zur Beant-
wortung der Frage, in welcher Zone sich ein mobilen Endgerät relativ zu einem bestimm-





Entries“ zum Einsatz. Zur Verdeutlichung dieses Sachverhalts eignet sich eine beispiel-
hafte Konfigurationsdatei, welche in Abbildung 7.4 – aus Gründen der Übersichtlichkeit
– reduziert worden ist.
Diese Konfigurationsdatei connections.xml listet alle dem REACH-Client bekann-
ten REACH-Server auf (Schachtelungen <ReachServer>). REACH-Server, welche nicht
in dieser Datei verzeichnet sind, können nicht berücksichtigt werden, was in Abschnitt
7.2.2.3 begründet wird. Für jeden REACH-Server müssen ein Identifikator id, die Zu-
gangsdaten in Form eines Nutzernamens login und eines Passworts password (zur Au-
thentifizierung während des Aufbaus von Kommunikationskanälen über TCP und UDP,
siehe Abschnitt 5.5.2) sowie eine Gerätekennung device angegeben werden. Der Identi-
fikator id wird benötigt, wenn für eine
”
Relay Plugin“-Instanz ein bestimmter REACH-
Server festgelegt werden soll (siehe VPN-basierter Dienst in Abschnitt 4.3.2.5). Der letzt-
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<Connections>












Abbildung 7.4: Diese vereinfachte Konfigurationsdatei connections.xml listet die Zo-
nen aller dem mobilen Endgerät bekannten REACH-Proxyserver auf.




genannte device-Parameter hat die Aufgabe, mehrere Sitzungen am REACH-Server pro
Benutzer unterscheidbar zu machen. So kann ein Benutzer mehrere mobile Endgeräte,
welche jeweils mit einem REACH-Client ausgestattet worden sind, gleichzeitig benutzen.
7.2.2.2 Definition von Zonen
Zu jeden REACH-Server müssen dessen Zonen spezifiziert werden. Jede Zone hat wie-
derum einen Identifikator id, welcher pro REACH-Server eindeutig sein muss. Zudem
muss es eine Zone mit dem Identifikator "default" geben; für die restlichen Zonen
können beliebige Bezeichner ausgewählt werden. Die "default"-Zone spezifiziert dabei
einen unbekannten Aufenthaltsort, wenn bezüglich der topologischen Nähe zum REACH-
Proxyserver keine Aussagen abgeleitet werden können. Alle anderen Definitionen von
Zonen sind als Ausnahmeregeln zur "default"-Zone zu verstehen. Ein REACH-Server,
welcher aus einer solchen genauer spezifizierten Zone heraus erreicht werden kann, gilt
als
”
topologisch nahe“ und wird bevorzugt ausgewählt. Um die Verknüpfungen zwischen
Zonen und Positionen herzustellen, werden in jeder <Zone>-Schachtelung die Identifikato-
ren von
”
Network Entries“ aufgelistet, also von in der Datei networks.xml aufgelisteten
Netzzugangspunkten (siehe Abschnitt 6.3.2). Konnte sich in diesem Beispiel also das
mobile Endgerät über die Netzzugänge "WLAN@home" oder "Ethernet@home" mit dem
Internet verbinden, gilt für den betroffenen Netzzugang die Zone "wohnung". Der RE-
ACH-Server mit dem Identifikator "Daheim" würde als besonders gut geeignet gelten.
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Der Leser stellt sich vielleicht die Frage, wozu überhaupt eine "default"-Zone spezi-
fiziert werden muss. Schließlich ergibt sich eine solche ja bereits implizit, wenn keine der
durch
”
Network Entry“-ids beschriebenen Zonen zutrifft. Das stimmt soweit, allerdings
müssen für jede Zone noch weitere Parameter spezifiziert werden, welche hier aus Ver-




7.2.2.3 Vorab bekannte REACH-Proxyserver
Durch die Konfigurationsdatei connections.xml wird die Tatsache verdeutlicht, dass
dem REACH-Client ein jeder relevante REACH-Proxyserver vorab bekannt sein muss.
Nur die hier hinterlegten REACH-Proxyserver werden berücksichtigt. Dies bringt diverse
Nachteile mit sich, sorgt aber für eine wesentlich vereinfachte Architektur, da alternativ
ein zentraler Auskunftsdienst erforderlich gewesen wäre. Für die gewählte Vereinfachung
spricht:
• Ein Anwender benötigt pro REACH-Server einen freigeschalteten Zugang. Da ein
Benutzer nicht automatisch für jeden REACH-Server einen gültigen Zugang besit-
zen kann, ist es ein sinnvoll, die
”
erlaubten“ REACH-Server explizit zu benennen.
• Alternativ könnte eine zentrale Nutzerverwaltung implementiert werden, sodass
ein mobiles Endgerät nicht länger Zugangsdaten für mehrere REACH-Server ver-
merken muss. Ein solcher Dienst müsste implementiert und in Form eines Server-
dienstes bereit gestellt werden. Dieser Dienst könnte jedoch nicht
”
handoversicher“
in Anspruch genommen werden, da anfangs ja noch keine Sitzung mit einem RE-
ACH-Server besteht.
• REACH-Proxyserver werden in der Praxis zu getrennten
”
Verwaltungseinheiten“
gehören. Der persönliche REACH-Proxyserver eines Nutzers zuhause wird nicht
denselben Nutzerverwaltungsserver benutzen können wie der REACH-Proxyser-
ver des Arbeitgebers. Daraus folgt, dass auch hier eine Vielfalt an Adress- und
Zugangsdaten vorab bekannt sein müssten, damit der
”
erste Kontakt“ eines mobi-
len Endgeräts funktionieren könnte.
Daher wurde auf die Implementierung eines zentral verfügbaren Anmeldedienstes ver-
zichtet, und der Anwender muss vorab alle relevanten REACH-Server mit ihren Zonen in
die Datei connections.xml aufnehmen. Damit werden die folgenden Einschränkungen
bewusst in Kauf genommen:
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• Für einen vollwertigen Lastverteilungsmechanismus müssten eine Vielzahl an RE-
ACH-Proxyservern involviert werden können. Es ist aber unpraktisch, wenn diese
alle vorab dem mobilen Endgerät bekannt sein müssen.
• REACH-Proxyserver können wegfallen, ersetzt werden oder ihre Adressen ändern.
Es wäre sinnvoll, wenn sich das mobile Endgerät diesbezüglich keinen Status zu
merken bräuchte, sondern sich zyklisch eine aktuelle Liste von einem Auskunfts-
dienst beschaffen könnte.
• Ein solcher Auskunftsdienst könnte ebenfalls über das Diensteangebot eines jeden
REACH-Servers informiert sein, und damit eine zentral organisierte Dienstever-
waltung und -suche ermöglichen.
Im Zuge einer Weiterentwicklung, spätestens wenn diese mit Blick auf eine umfassen-
de Installation vieler REACH-Proxyserver erfolgt, bietet sich eine nachträgliche Erweite-
rung um das vorgestellte Schema an. Auf die eigentliche Funktion von REACH, nämlich
die handoversichere Kommunikation mittels eines Diensteangebots, hat das Fehlen dieser
Funktionalität keinen Einfluss.
7.2.2.4 Auswahl bei gleichwertigen REACH-Proxyservern
Dadurch, dass noch keine Bewertungsmechanismen bezüglich der Auswahl von REACH-
Proxyservern implementiert worden sind, kann es passieren, dass keine eindeutige Wahl
getroffen werden kann. Damit ist gemeint, dass der REACH-Client mehrere aus seiner
Sicht gleichwertige REACH-Proxyserver kennt, und sich entscheiden muss, welchen er
schlussendlich kontaktiert.
Dieses Problem tritt besonders dann zu Tage, wenn sich das mobile Endgerät bezüglich
aller relevanten REACH-Server in keiner
”
besonderen“ Zone befindet, sondern mangels
Informationen bezüglich der topologischen Entfernung diese immer aus der "default"-
Zone heraus ansprechen würde. Dieser Fall tritt bereits dann ein, wenn sich das mobile
Endgerät mit Hilfe von GPRS/GSM oder UMTS eingebucht hat. In diesem Fall wäre
jeder bekannte REACH-Proxyserver gleich gut geeignet, zumindest wenn nur das Wissen
über die topologische Nähe eine Rolle spielt.
Da im aktuellen Stand der Implementierung keine Bewertung der REACH-Proxyserver
(z.B. anhand deren aktueller Auslastung) durchgeführt wird, zieht der REACH-Client
als
”
Notlösung“ die gemessene Umlaufzeit heran. Die Umlaufzeit besitzt nur eine einge-
schränke Aussagekraft, verdeutlicht jedoch, dass REACH auch Informationen bezüglich
der Übertragungsstrecke mit in die Einscheidungsfindung einfließen lässt.
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Es muss noch ein weiterer Schwachpunkt der aktuellen Implementierung genannt wer-
den. In der Praxis können sich einzelne REACH-Proxyserver als extrem ungeeignet
erweisen, wenn sie aus der "default"-Zone heraus kontaktiert werden. Das wäre bei-
spielsweise der Fall, wenn ein REACH-Proxyserver über DSL angebunden ist, und die-
sem nur ein
”
Uplink“ mit geringer Bitrate zur Verfügung steht. Ein solcher Proxyserver
würde einen schlechten
”
Ankerpunkt“ darstellen, da der gesamte ins Internet gerichtete
Datenverkehr sich seinen Weg durch den Uplink bahnen müsste.
Diese Problematik ließe sich aber zukünftig durch den bereits angesprochenen Bewer-
tungsmechanismus mit lösen, welcher bereits im Rahmen der Lastverteilungsproblematik
erwähnt wurde. Da dieser für REACH bislang nicht umgesetzt wurde, kann es in der
Praxis zu derartigen Fehlentscheidungen kommen.
7.3 Erreichbarkeit von REACH-Proxyservern
Während im letzten Unterkapitel die ortsabhängige Auswahl eines REACH-Proxyservers
im Vordergrund stand, geht es in diesem Unterkapitel um die ortsabhängige Adressierung
eines gegebenen REACH-Proxyservers, nachdem dieser bereits ausgewählt worden ist.
In Abschnitt 5.5.5 wurde erläutert, dass ein REACH-Proxyserver mit mehreren IP-
Adressen erreichbar sein sollte, wenn mobile Endgeräte mit zieladressbasierter Wegewahl
eingesetzt werden sollen. Nur dann können diese auch auf
”
weichere Handover“ sowie Ka-
nalbündelungsszenarien zurückgreifen, da bezüglich der unterschiedlichen IP-Adressen
eindeutige Einträge in der Routingtabelle hinterlegt werden können.
In der Praxis zeigt sich jedoch noch ein weiteres Problem. Unter Umständen muss ein
REACH-Proxyserver abhängig vom Standort des mobilen Endgeräts mit unterschiedli-
chen IP-Adressen angesprochen werden, damit dieser überhaupt erreicht werden kann.
7.3.1 Ortsabhängige Adressierung
Im einfachsten Fall ist ein bestimmter REACH-Proxyserver nur mit einer einzigen IP-
Adresse ausgestattet. Steht einem mobilen Endgerät lediglich die zieladressbasierte We-
gewahl zur Verfügung, können zwar nur
”
harte Handover“ durchgeführt werden, aber
eine Kommunikation wäre trotz dieser Einschränkung möglich.
Was passiert aber, wenn die Topologie wie in Abbildung 7.5 gezeigt aussieht? Darge-
stellt wird die Installation in der Wohnung des Autors. Für Ethernet und für WLAN
werden getrennte Netze aufgespannt, welche jeweils einem eigenen IP-Adressbereich auf-
weisen. Seitens des Internets kann der REACH-Proxyserver nur über die globale IP-
Adresse des NAT-Gateways erreicht werden. Hierfür wurde im DSL-Router der DynDNS-





















Abbildung 7.5: In der Wohnung des Autors stehen ein Zugang über WLAN sowie ein
Zugang mit Hilfe von Ethernet zur Verfügung. Zusätzlich bestünde die
Möglichkeit, ein mobiles Endgerät direkt per Ethernet am DSL-Router
anzuschließen (gestrichelt dargestellt). An der NAT-Grenze wurden Wei-
terleitungsregeln geschaltet, damit der REACH-Proxyserver auch mit
Hilfe von GPRS/GSM erreicht werden kann.
Dienst [VTRB97] konfiguriert, welcher die sich bei jeder Einwahl ändernde IP-Adresse
mit Hilfe eines DNS-Namens maskiert.1 Auf dem DSL-Router wurden
”
Port Forwarding
Regeln“ für die Transportprotokolle von REACH hinterlegt, sodass eine
”
nach innen“
gerichtete Weiterleitung zum eigentlichen REACH-Proxyserver über die NAT-Grenze
hinweg gewährleistet ist.
Problematisch wird es in diesem Beispiel, wenn sich das mobile Endgerät in einem
der beiden lokalen Netze befindet, sich also genauso wie der REACH-Proxyserver hin-
ter dem NAT-Gateway aufhält. In diesem Fall kann das mobile Endgerät den REACH-
Proxyserver nicht mehr erreichen, jedenfalls nicht unter Anwendung des DNS-Namens
des Gateways. Dieser würde zwar noch korrekterweise in die öffentliche IP-Adresse des
Gateways aufgelöst werden, aber beim Kontaktieren des Gateways würde die Weiterlei-
tungsregel zum internen REACH-Proxyserver nicht durchlaufen werden können! Diese
kommt nur dann zum Tragen, wenn TCP-Verbindungen oder UDP-Assoziationen von
außen an die NAT-Grenze herantreten, nicht aber, wenn das Gateway von innen ange-
sprochen wird. Das Resultat ist, dass der REACH-Client in diesem Fall keine Verbindung
zum REACH-Proxyserver aufbauen kann.
1Man erkennt, dass in diesem Fall nur eine einzige IP-Adresse ermittelt wird, hier repräsentiert durch
den dauerhaft gültigen DNS-Namen des NAT-Gateways.
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Die Lösung besteht darin, dass der REACH-Client in diesem Fall eine andere IP-Adres-
se benutzen muss, nämlich eine, die innerhalb des LANs gültig ist. Der REACH-Client
muss dann aber wissen, wann er den REACH-Proxyserver über seinen DNS-Namen
ansprechen muss, und wann er stattdessen auf eine seiner lokalen IP-Adressen zurück-
greifen muss. Hierbei kommt wieder das Konzept der Ortsabhängigkeit ins Spiel, da für
den Bereich der beiden LANs jeweils eine eigene Zone definiert werden kann. Bezüglich
dieser Zonen können dann unterschiedliche IP-Adressen für ein und denselben REACH-
Proxyserver benannt werden. Abbildung 7.6 zeigt die im Demonstrator getestete Konfi-
gurationsdatei.
<Connections>


























Abbildung 7.6: Dieser Auszug aus der Konfigurationsdatei connections.xml beschreibt
den REACH-Proxyserver in der Wohnung des Autors. Zu jeder definier-
ten Zone muss mindestens ein <Address>-Parameter angegeben werden,
damit der REACH-Proxyserver aus dieser Zone heraus erreicht werden
kann.
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Hierbei wurden für den REACH-Server "Daheim" insgesamt drei Zonen definiert. Die
"default"-Zone deckt als Einzugsgebiet das gesamte Internet jenseits des NAT-Gate-
ways ab. Neu sind in dieser Darstellung die <Address>-Schachtelungen, welche eine
beliebige Menge an IP-Adressen (bzw. DNS-Namen) und Portnummern für jeweils TCP
und UDP pro Zone spezifizieren. Ist in diesem Beispiel die "default"-Zone gültig, muss
der REACH-Proxyserver mit Hilfe des DNS-Namens "powerstation.homelinux.org"
angesprochen werden. Hinter diesem Namen verbirgt sich das NAT-Gateway mit seinen
zwei Weiterleitungsregeln, welche bezüglich TCP und UDP die Portnummer 10000 in
Richtung des internen REACH-Proxyservers weiterleiten.
Die zweite Zone "wlanrouter" wird als erste Spezialisierung relevant, sobald das
”
Network Entry“ "WLAN@home" aktiviert werden konnte. Die dritte Zone "ethernetport"
deckt den Fall der Ankopplung über Ethernet ab. Für beide Zonen wurden bezüglich
des REACH-Proxyservers drei lokale IP-Adressen festgelegt.
Ein mobiles Endgerät, welches sich in der Wohnung des Benutzers befindet, kann
durchaus alle verfügbaren Netzzugangsgeräte gleichzeitig aktivieren. Bezüglich Ether-
net und WLAN würde es Bestandteil der beiden LANs werden, sich also bezüglich des
heimischen REACH-Proxyservers in den Zonen "wlanrouter" und "ethernetport" be-
finden. Wurde zudem UMTS aktiviert, befindet sich das mobile Endgerät diesbezüglich
in der "default"-Zone, und es muss den REACH-Proxyserver mit Hilfe des DNS-Na-
mens des NAT-Gateways ansprechen.
Anhand dieses Aufbaus kann allerdings nicht verdeutlicht werden, wieso für den RE-
ACH-Proxyserver in den beiden internen Zonen jeweils mehrere IP-Adressen definiert
worden sind. Diese sind eigentlich unnötig, da es selbst bei Aktivierung aller genannten
Netzzugangsgeräte zu keinen Mehrdeutigkeiten bezüglich der Wegewahl kommt. Würde
man allerdings das mobile Endgerät direkt per Ethernet an das DSL-Modem anschlie-
ßen (und dies dem REACH-Client durch Definition eines weiteren
”
Network Entries“
bekannt machen), wäre die Mehrdeutigkeit bezüglich der Wegewahl sichtbar. Dann wä-
re eine zeitgleiche Verbindung über Ethernet und WLAN nur noch möglich, wenn der
REACH-Proxyserver in dieser Zone (id="wlanrouter") mit mindestens zwei IP-Adres-




7.3.2 Überschreitung von NAT-Grenzen
Nachdem im eben erläuterten Szenario bereits eine NAT-Grenze überschritten wurde,
soll auf diesen Fall hier nochmals gesondert eingegangen werden. NAT ist im heutigen
Internet häufig anzutreffen. Ein wichtiger Anwendungsfall ermöglicht es, dass trotz nur
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einer einzigen verfügbaren öffentlichen IP-Adresse eine Vielzahl an Systemen auf das In-
ternet zugreifen können. Das so genannte
”
NAT-Gateway“ stellt dabei das einzige System
dar, welches über eine
”
echte“ Anbindung an das Internet verfügt und mit einer öffent-
lichen IP-Adresse Bestandteil des Internet wird. Zusätzlich ist an das NAT-Gateway
ein internes Netzwerk angeschlossen, welches als privates Netz bezeichnet wird. Hierbei
kommen üblicherweise private IP-Adressen nach RFC 1918 [RMKG+96] zum Einsatz.
Da diese nicht routbar sind, muss am NAT-Gateway eine Adressumsetzung stattfinden.
Die Server im Internet dürfen keine Anfragen seitens einer privaten IP-Adresse erhal-
ten, sondern nur Anfragen seitens einer öffentlichen IP-Adresse bekommen. In diesem
Fall muss dies die IP-Adresse des NAT-Gateways sein. Die hierfür an der NAT-Grenze
zum Einsatz kommenden Mechanismen heißen
”




Masquerading“ (Maskierung), siehe RFC 3022 [SrEg01].
NAT wird häufig in Wohnungsinstallationen angewendet. Auf Grund der Knappheit
an IPv4-Adressen wird durch die Provider häufig nur eine einzige IP-Adresse an die Ge-
räte der Kunden vergeben. Ein durch den Telekommunikationsanbieter bereit gestellter
”
DSL-Router“ verbindet sich mit dem Internet und leitet unter Anwendung von NAT ein
privates Netzwerk in das Internet.
NAT kommt mittlerweile sogar schon bei Mobilfunkanbietern zum Einsatz. So werden
den Endgeräten der Anwender bereits private IP-Adressen zugewiesen, wobei seitens des
Providers NAT durchgeführt wird. Dem Anwender bleibt es bei diesem Konzept leider
von vornherein verwehrt, eigene Serverdienste auf mobilen Endgeräten anzubieten.
Im Folgenden wird unterschieden, in welche Richtung eine NAT-Grenze überschritten
wird. Dies kann
”
von innen nach außen“, aber auch
”
von außen nach innen“ erfolgen.
Von innen nach außen
Der REACH-Proxyserver soll als
”
Ankerpunkt“ fungieren und benötigt dafür eine feste
IP-Adresse. Daher bietet es sich an, die REACH-Proxyserver ortsfest im Internet zu
platzieren, wobei diese mit festen öffentlichen IP-Adressen ausgestattet werden können.
Ein REACH-Client auf einem mobilen Endgerät erfährt keine Adressierungsprobleme,
wenn er sich mit einem solchen REACH-Proxyserver assoziieren möchte.
Es kann allerdings passieren, dass sich ein mobiles Endgerät in einem privaten Natz
”
hinter“ einer NAT-Grenze befindet. Gerade bei Heiminstallationen kommt häufig NAT
zum Einsatz. Der sich dabei ergebende Aufbau ist in Abbildung 7.7 dargestellt. Da der
Zugriff auf das Internet über NAT-Grenzen hinweg Probleme verursachen kann, müssen
die Übertragungsprotokolle von REACH in Bezug auf potentielle Probleme von NAT-
Grenzen untersucht werden. Es ist aber anzumerken, dass es ausreichend ist, lediglich






Abbildung 7.7: In der Praxis wird es unvermeidlich sein, dass die Datenstöme zwischen
REACH-Client und REACH-Proxyserver eine NAT-Grenze überschrei-
ten müssen. Daher ist es erforderlich, dass die in REACH eingesetzten
Protokolle mit NAT zurecht kommen.
die Transportprotokolle von REACH zu betrachten. Alle Datenstöme der Anwendungen
werden bereits vorher durch REACH abgefangen und können somit durch eine NAT-
Grenze nicht länger negativ beeinflusst werden. Die durch NAT hervorgerufenen Proble-
me und ihr jeweiliger Bezug zu den Protokollen von REACH lauten:
Connection Tracking: Da die Absenderadresse ausgehender Datenpakete an der NAT-
Grenze mit der öffentlichen IP-Adresse des NAT-Gateways maskiert wird, ist ein Me-
chanismus notwendig, welcher die rücklaufenden Datenpakete wieder zu einem internen
Rechner hinter der NAT-Grenze zuordnen kann. Hierfür werden zusätzliche Informatio-
nen aus der Transportschicht mit einbezogen, wie die Art des Transportschichtprotokolls
und die verwendeten Portnummern. Es wird ein
”
Connection Tracking“ durchgeführt,
wobei zu jedem IP-Paket ein Eintrag in der so genannten NAT-Tabelle gesucht wird.
Für verbindungsorientierte Protokolle wie TCP bleibt ein solcher Eintrag normalerweise
so lange bestehen, wie die Verbindung überdauert. Bei UDP, welches verbindungslos
arbeitet, werden Gültigkeitsdauern (
”
Timeouts“) benutzt, wodurch inaktive Einträge
einem Alterungsprozess unterworfen sind. Bei einem aktuellen Linux-Kernel liegt die-
se Zeitspanne bei 30 bzw. 180 Sekunden, je nachdem, ob das ausgehende UDP-Paket
mit einem eingehenden UDP-Paket beantwortet wurde oder nicht. Hierfür sei auf RFC
4787 [AuJe07] sowie auf Abschnitt 4.3.2.4, wo diese Problematik bereits diskutiert wor-
den ist, verwiesen.
Um der ungewollten Löschung von UDP-Assoziationen aus den NAT-Tabellen entge-
gen zu wirken, müssen
”
Keep-Alive“-Pakete versendet werden. Bei REACH geschieht
dies durch eine beidseitige zyklische Versendung von PCPR_KEEPALIVE-PDUs, welche im
Rahmen der Abrisserkennung bereits in Abschnitt 5.5.3 vorgestellt worden ist.
Bezüglich TCP greift an NAT-Grenzen ebenfalls eine Zeitspanne. TCP-Verbindungen,
welche für 24 Stunden inaktiv waren, werden ebenfalls aus der NAT-Tabelle entfernt. Ein
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Grund hierfür ist, dass TCP-Verbindungen nicht immer sauber beendet werden, wenn
beispielsweise ein Kommunikationspartner
”
hart“ abgeschaltet wird (Stromausfall) und
die aktive Gegenstelle von sich aus keine Daten zu versenden hat, sondern lediglich
auf Daten wartet. Hierbei entstehen so genannte
”
verwaiste“ TCP-Verbindungen, wel-
che durch eine TCP-Instanz selbst nicht erkannt werden können.2 Dies kann besonders
bei stark frequentierten Servern problematisch werden, vor allem, wenn diese eine lan-
ge Zeit ohne Unterbrechung laufen. Aber auch an NAT-Grenzen würde eine verwaiste
Verbindung einen Eintrag in der NAT-Tabelle belegt halten, wodurch die Tabelle über-
laufen könnte. Daher wird an NAT-Grenzen bezüglich TCP eine Inaktivitätserkennung
durchgeführt, welche aber im Einzelfall Probleme verursachen kann.
Bezüglich REACH gibt es zwei Möglichkeiten, um mit dem Abbruch inaktiver TCP-
Verbindungen umzugehen. Zum einen könnten zyklische
”
Keep-Alive“-Nachrichten in
den Nutzdatenstrom der TCP-Verbindungen eingebracht werden, beispielsweise nach 12
Stunden Inaktivität. Oder, man sieht alternativ keinen solchen Mechanismen vor und
nimmt die Abrisse bewusst in Kauf: Bricht dann irgendwann an der NAT-Grenze eine
TCP-Verbindung weg, bekommen dies anfangs weder der REACH-Client noch der RE-
ACH-Server mit. Aber wenn eine der beiden Instanzen Daten über die TCP-Verbindung
zu versenden versucht, wird das NAT-Gateway mangels gültigem Eintrag einen Verbin-
dungsabriss signalisieren. Zu diesem Zeitpunkt wird der Verbindungsabbruch einseitig
erkannt, wodurch aber der gesamte REACH-Kommunikationskanal bestehend aus zwei
TCP-Verbindungen und einer UDP-Assoziation (vorgestellt in Kapitel 5.5.2) herunter-
gefahren wird. Damit werden auch keine PCPR_KEEPALIVE-PDUs mehr über die UDP-
Assoziation versendet, sodass der Verbindungsabriss mit kurzer Verzögerung auch an
der Partnerinstanz bemerkt wird. Schlussendlich konnte somit auf die Implementierung
von
”
Keep-Alive“-Nachrichten im TCP-Datenstrom verzichtet werden.
Rückkanäle und eingebettete Adressen: Es ist problematisch, Protokolle mit
”
nach
innen“ gerichteten Begleitverbindungen über eine NAT-Grenze hinweg einzusetzen (sie-
he RFC 3027 [HoSr01]). Ein Beispiel hierfür ist das
”
File Transfer Protocol“ (FTP, RFC
959 [PoRe85]), welches allerdings dank zweier Mechanismen auch über NAT-Grenzen
hinweg eingesetzt werden kann. Zum einen kann auf den
”
passiven Betriebsmodus“ zu-
rückgegriffen werden, bei welchem auch die Begleitverbindungen von innen nach außen
aufgebaut werden. Das funktioniert allerdings nur, wenn sich der FTP-Server nicht eben-
falls hinter einer NAT-Grenze befindet.
Eine leistungsfähige Alternative besteht in der Verwendung so genannter
”
Applicati-
2Es gibt Implementierungen von TCP, bei welchen optional ein ”Keep-Alive“-Mechanismus aktiviert
werden kann. Dieser ist aber in der Standardeinstellung immer ausgeschaltet.
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on Layer Gateways“ (ALGs), welche auf der NAT-Grenze angesiedelt werden und für
die Verbindungsverfolgung auch die Anwendungsschicht mit einbeziehen. Im Linux-Ker-
nel sind eine ganze Reihe solcher ALGs aktivierbar, unter anderem für die Protokolle
SCTP, FTP und SIP. Diese ALGs beherrschen es zudem, die in die Protokolldatenströme
eingebetteten Adressen zu erkennen und zu ändern. Werden beispielsweise Rückkanäle
benötigt, kann dass ALG selbstständig Annahmestellen öffnen und deren Adressen den
Kommunikationspartnern im öffentlichen Internet mitteilen.
Für REACH ist diese Problematik nicht relevant, da im geschilderten Anwendungsfall
ausschließlich TCP-Verbindungen und UDP-Assoziationen seitens des REACH-Clients
initiiert werden. Das bedeutet, die NAT-Grenze wird immer nur von innen nach außen
überquert, und es werden keine nach innen gerichteten Begleitverbindungen benötigt.
Zudem bettet REACH keine IP-Adressen oder Portnummern in die betroffenen Proto-
kolle (SPPR und PPPR/PCPR) ein, sodass es den REACH-Server nicht interessiert, ob
die Absenderadresse der eingehenden Daten schlussendlich die eines REACH-Clients ist
oder ob diese an einer NAT-Grenze maskiert wurde.
Fazit: Die Überquerung einer NAT-Grenze von innen nach außen ist für REACH un-
problematisch. Verbesserungsvorschläge für zukünftige Entwicklungen wären ein
”
Keep-
Alive“-Mechanismus für die beiden TCP-Kanäle der REACH-Kommunikationskanäle.
Von außen nach innen
Es gibt allerdings Szenarien, in denen eine NAT-Grenze in umgekehrter Richtung, also
von außen nach innen, überquert werden muss. Das bedeutet, dass sich ein REACH-
Proxyserver in einem privaten Netz hinter einer NAT-Grenze befindet, und das mobile
Endgerät diesen aus dem Internet heraus kontaktieren möchte. Dieser Anwendungsfall
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Abbildung 7.8: Soll ein REACH-Proxyserver in einem privaten LAN hinter einer NAT-
Grenze installiert werden, ist die Erreichbarkeit seitens der mobilen End-
geräte aus dem öffentlichen Internet heraus erschwert.
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Eine solche Konstellation, wie sie in Abbildung 7.8 dargestellt ist, kommt vor allem
dann vor, wenn ein Nutzer zuhause bei sich einen eigenen REACH-Proxyserver betreiben
möchte. Die Anbindung an das Internet erfolgt dabei beispielsweise mit Hilfe von DSL,
wobei eine einzige öffentliche IP-Adresse vergeben wird. Auf dem
”
DSL-Router“ muss
daher NAT durchgeführt werden. Der REACH-Server wäre dann auf einem der internen
Systeme installiert, also im privaten LAN hinter der NAT-Grenze.
Es stellt sich dabei die Frage, ob eine solche Konstellation überhaupt Sinn ergibt.
Schließlich bekommt man bei marktüblichen DSL-Tarifen keine feste IP-Adresse zuge-
wiesen und hat zudem mit zyklischen Zwangstrennungen zu rechnen. Dadurch kann
der REACH-Proxyserver seine Funktion als dauerhaften
”
Ankerpunkt“ nicht erfüllen,
jedenfalls nicht in Bezug auf einen Zugriff auf das öffentliche Internet. Sinnvoller wäre
es, wenn sich der private Anwender einen Server in einem Rechenzentrum mieten würde.
Dieser wäre mit einer festen öffentlichen IP-Adresse ausgestattet, kann jedoch unter Um-
ständen höhere Kosten verursachen als ein System zuhause, vor allem, wenn es sowieso
schon vorhanden ist, wie im Fall der Heiminstallation des Autors.
REACH verfehlt hier seinen Sinn, allerdings nur, wenn die sich ändernde öffentliche
IP-Adresse wirklich relevant wird. Es wäre ungeschickt, diesen REACH-Proxyserver als
den
”
Ankerpunkt“ zum Internetzugriff zu benennen, da dann zyklisch alle ins Internet
gerichteten Transportschichtverbindungen abreißen würden. Allerdings macht die Instal-
lation durchaus Sinn, wenn beispielsweise nur auf Zielsysteme innerhalb der Wohnung
(also auf Rechner im LAN hinter der NAT-Grenze) zugegriffen werden soll. Hiermit ließe
sich beispielsweise ein Wartungszugang für Systeme im LAN anbieten, welcher auch den
Fall einer spontanen
”
Zwangstrennung“ mit Zuweisung einer abweichenden IP-Adresse
überdauern würde. Außerdem weist diese Topologie den besonderen Vorteil auf, dass
das serverseitige
”
Relay Plugin“ für SIP-basierte Sprachübertragung (siehe Abschnitt
4.3.2.6) die
”
NAT- und Firewall-Problematik“ von SIP und RTP löst. So können bei-
spielsweise Daheim eingehende Anrufe am REACH-Proxyserver angenommen werden
und auf das mobile Endgerät des Anwenders weitergeleitet werden, unabhängig von
dessen Aufenthaltsort und zudem handoversicher.
Durch die sich ändernde IP-Adresse des NAT-Gateways tritt allerdings noch ein weite-
res Problem zu Tage: Der REACH-Client kann den REACH-Proxyserver nicht anhand
einer IP-Adresse vermerken, sondern muss auf seinen DNS-Namen zurückgreifen, welcher
beispielsweise über den DynDNS-Dienst mit der jeweils gültigen IP-Adresse verknüpft
werden kann. Dieser Mechanismus ist in REACH verfügbar und wurde bereits in Ab-
schnitt 7.3.1 vorgestellt.
226 7 Das Suchkonzept
Konfiguration: Weiterleitung zweier Ports: Bleibt die Frage zu klären, wie über-
haupt ein REACH-Client aus dem öffentlichen Internet einen Zugriff auf einen REACH-
Proxyserver hinter einer NAT-Grenze erhalten kann. Dem REACH-Client sei dabei die
öffentliche IP-Adresse des NAT-Gateways bereits bekannt. Bezüglich REACH müssen
pro Kommunikationskanal zwei TCP-Verbindungen und eine UDP-Assoziation aufge-
baut werden. Beide TCP-Verbindungen münden an derselben Annahmestelle am RE-
ACH-Proxyserver, welche in den hier dargestellten Beispielen die Portnummer 10000
ist. Bezüglich UDP wird ebenfalls nur eine einzige Annahmestelle benötigt, welche hier
ebenfalls beispielhaft auf Port 10000 gebunden wurde. Es gilt also, an der NAT-Grenze
zwei Weiterleitungsregeln zu aktivieren, welche für TCP und UDP jeweils Anfragen an
Port 10000
”















Im öffentlichen InternetGrenze zwischen LAN und Internet
Abbildung 7.9: Damit ein REACH-Client aus dem öffentlichen Internet heraus einen RE-
ACH-Proxyserver erreichen kann, welcher sich hinter einer NAT-Grenze
in einem privaten Netz befindet, werden zwei
”
nach innen“ gerichtete
Weiterleitungsregeln an der NAT-Grenze benötigt.
Die sich ergebenden Weiterleitungsregeln würden wie in Abbildung 7.9 schematisch
dargestellt aussehen. Die rechts seitens der mobilen Endgeräte im Internet initiierten
Verbindungen und Assoziationen adressieren das NAT-Gateway, welches hierfür zwei
Weiterleitungsregeln befolgt. Diese leiten die angenommenen Daten an den REACH-
Proxyserver im angeschlossenen LAN weiter.
Fazit: Auch eine Installation eines REACH-Proxyservers hinter einer NAT-Grenze
kann Sinn ergeben und ist bereits durch zwei Weiterleitungsregeln an der NAT-Grenze
realisierbar. Dazu wird allerdings Zugriff auf das NAT-Gateway benötigt, was beispiels-
weise nicht möglich ist, wenn NAT bereits seitens des Providers durchgeführt wird. In
diesem Fall wäre der Zugriff nicht möglich.
Entscheidet sich jedoch ein Anwender für den vorgestellten Aufbau, kommt es zu
keinen weiteren Beeinträchtigungen bezüglich der Überschreitung der NAT-Grenze. RE-
ACH funktioniert auch in diesen Einsatzszenarien.
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7.4 Dienstsuche
Das Ziel bei der Begutachtung und Auswahl von REACH-Proxyservern ist die Sicherstel-
lung der Funktionsfähigkeit der
”
Relay Plugin“-Instanzen des mobilen Endgeräts. Hierzu
muss jede Instanz mit mindestens einer Partnerinstanz assoziiert werden, sonst ist ei-
ne Weiterleitung der abgefangenen Datenstöme nicht möglich. Die Auswahl hat unter
Berücksichtigung wenigstens zweier Kriterien zu erfolgen: Welche REACH-Proxyserver
haben die benötigten
”
Relay Plugins“ instantiiert, und welcher dieser REACH-Proxyser-
ver weist momentan eine
”
herausragende Eignung“ auf? Diese Systeme gilt es ausfindig
zu machen und als
”
Ankerpunkte“ zu verwenden. Dabei soll zu späteren Zeitpunkten
auf dann besser geeignete REACH-Proxyserver umgeschwenkt werden können. Anderer-
seits kann bezüglich bereits bestehender Datenübertragungen der
”
Ankerpunkt“ nicht
geändert werden, was parallele Sitzungen mit einer Vielzahl an REACH-Proxyservern
erforderlich macht.
Im Rahmen der studentischen Arbeit [Dell08] wurden Verfahren zur Dienstsuche in
weltweiten Netzen recherchiert. Die gefundenen Verfahren stammten aus dem Umfeld
der verteilten Datenbanken und der
”
Tauschbörsen“, und erwiesen sich für eine Dienst-
suche bei REACH als ungeeignet. So wurde entschieden, die für REACH notwendigen
Dienstsuchemechanismen selbst zu implementieren. Hierbei entstand ein Algorithmus,
welcher die Auswahl geeigneter REACH-Proxyserver zweistufig durchführt:
1. Ermittlung gut erreichbarer REACH-Proxyserver:
Ein REACH-Proxyserver gilt dann als besonders gut geeignet, wenn er im Sinne
des
”
Zonenkonzepts“ von REACH als
”
nahe“ identifiziert werden konnte. Bei dieser
Klassifizierung werden nur erfolgreich assoziierte Netzzugänge, welche sich zudem
im
”
Neue Daten“-Modus befinden (siehe Abschnitt 5.5.1), berücksichtigt.
Der REACH-Client kann somit seine (relative) Aufenthaltsposition bestimmen.
Alle bekannten REACH-Proxyserver werden anhand ihrer Zonen bewertet. Als
Ergebnis erhält der REACH-Client eine Liste an momentan besonders gut erreich-
baren REACH-Proxyservern.
2. Abgleich des Diensteangebots unter Berücksichtigung der Eignung:
Jede am REACH-Client bestehende
”
Relay Plugin“-Instanz weist einen numeri-
schen
”
Service-Identifikator“, der dessen Typ beschreibt, auf. Weiterhin ist zu je-
dem REACH-Proxyserver die Menge dessen unterstützter Dienste (welche
”
Relay
Plugins“ wurden instantiiert?) bekannt. Diese Information wurde vorab mittels
einer
”
Servicemap“ (siehe Abschnitt 4.4) an den REACH-Client kommuniziert.
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Jede
”
Relay Plugin“-Instanz am REACH-Client benötigt eine primäre Assoziation
mit einer Partnerinstanz (ein Linkbündel), kann jedoch noch mit einer Vielzahl
weiterer Partnerinstanzen sekundäre Linkbündel pflegen. Letzteres besagt, dass





Ankerpunkt“ für alle zukünftigen Datenströme bilden wird. Mit diesem
Konzept wird in REACH das Problem des
”
Dreiecks-Routings“ behandelt.
Bei jeder für REACH relevanten Positionsänderung des mobilen Endgeräts werden
die bestehenden primären Linkbündel erneut bewertet und gegebenenfalls durch
Linkbündel zu besser geeigneten REACH-Proxyservern ersetzt. Die bisherigen pri-
mären Linkbündel werden zu sekundären Linkbündeln und noch solange gepflegt,
bis alle enthaltenen logischen Verbindungen geschlossen worden sind.
Kann zu einem
”
Service-Identifikator“ kein herausragender REACH-Proxyserver
identifiziert werden, wird ein beliebiger REACH-Proxyserver, welcher den Dienst
anbietet, ausgewählt. Sind mehrere Kandidaten verfügbar, werden die gemessenen
Umlaufzeiten der relevanten Übertragungsstrecken miteinander verglichen.
Auf Wunsch kann ein einmal gewählter
”
Ankerpunkt“ auch dauerhaft beibehalten
werden. Dies ist für
”
Relay Plugins“ sinnvoll, welche von einem festen
”
Ankerpunkt“
profitieren, beispielsweise wenn Rückkanäle benötigt werden (bei FTP beispielsweise).
Zusätzlich kann die automatische Wahl des
”
Ankerpunkts“ umgangen werden, indem der
Nutzer einer
”
Relay Plugin“-Instanz die Verwendung eines bestimmten REACH-Proxy-





Sprungbrett“) oder ein Rückkanal für
Fernwartungszwecke schalten. Die hierfür notwendigen Konfigurationsparameter wur-
den in Abschnitt 4.3.1.3 vorgestellt. In diesen Fällen muss man jedoch die Nachteile des
”
Dreiecks-Routings“ in Kauf nehmen.
7.5 Kapitelzusammenfassung
Dieses Kapitel beleuchtete das Suchkonzept von REACH, welches die Auswahl und
die Erreichbarkeit von REACH-Proxyservern umfasst. Da sich jeder REACH-Client mit
einer Vielzahl an REACH-Servern assoziieren kann, wurden die Möglichkeiten einer orts-
abhängigen Lastverteilung sowie der Vermeidung von
”
Dreiecks-Routing“ diskutiert.
Um diese Konzepte zu realisieren, werden zu jedem REACH-Proxyserver
”
Einzugsge-
biete“ (Zonen) definiert. Ein REACH-Client kann somit erkennen, ob ein bestimmter
REACH-Proxyserver momentan einen lohnenswerten
”
Ankerpunkt“ darstellt. Die Aus-
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wahl geeigneter REACH-Proxyserver hat jedoch primär unter dem Aspekt des geforder-
ten Diensteangebotes zu erfolgen. Ziel ist es, wenigstens zu jeder
”
Relay Plugin“-Instanz
am REACH-Client eine passende Partnerinstanz an einem REACH-Server zu finden.
Eng verknüpft mit dem
”
Zonenkonzept“ ist die Adressierungsproblematik, da jeder RE-
ACH-Proxyserver über eine Vielzahl an IP-Adressen verfügen kann. Zudem können sich
sowohl REACH-Client als auch REACH-Server hinter NAT-Grenzen befinden, sodass
die Auswirkungen von NAT auf die Protokolle von REACH diskutiert werden mussten.
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In diesem Kapitel wird anhand von aufgenommenen Messungen belegt, dass REACH
die in Abschnitt 2.1 vorgestellten Anforderungen erfüllt. Dazu werden zwei Messungen
vorgestellt, welche die Funktion von REACH in praxisrelevanten Anwendungsszenarien
nachweisen. Drei weitere Messungen widmen sich ausgewählten Leistungsmerkmalen von
REACH, deren Auswirkungen in angepassten Testumgebungen untersucht worden sind.
Anschließend wird beleuchtet, dass sich REACH besonders gut für Demonstrationen vor
Publikum eignet. Die dabei zum Einsatz gekommenen Testumgebungen werden jeweils
vorgestellt und die erhaltenen Ergebnisse diskutiert.
8.1 Test einzelner Szenarien
Die folgenden Messungen spiegeln praxisrelevante Nutzungsschemata wider, welche mit
besonderem Augenmerk auf die Untersuchung von Mobilität ausgewählt worden sind.
Zuerst soll jedoch der verwendete Testaufbau vorgestellt werden.
Testaufbau
Als mobiles Endgerät kam ein Laptop mit einem Prozessor des Typs
”
Intel Pentium
4 Mobile mit 2.2 GHz“ und 768 MiB Arbeitsspeicher zum Einsatz. Als Betriebssystem
wurde ein aktuelles Gentoo Linux verwendet. Der Laptop verfügte über eine eingebau-
te Ethernetschnittstelle mit 100 MBit/s und wurde zusätzlich mit einem USB-WLAN-
Adapter des Typs
”
ZyXEL G-200v2“ mit ZD1211-Chipsatz ausgestattet. Da die verbau-
ten USB-Schnittstellen zu langsam waren, wurden zwei USB 2.0 Schnittstellen mit Hilfe
einer
”
Personal Computer Memory Card International Association“-Karte (PCMCIA-
Karte) nachgerüstet. Auf dem Laptop war der REACH-Client für die Verwaltung der
beiden Netzzugangsgeräte verantwortlich.
Als WLAN-Basisstationen wurde die vorhandene Infrastruktur der TU Ilmenau be-
nutzt, wobei das verschlüsselte Netz mit dem
”
Extended Service Set Identifier“ (ESSID)
”
802.1X“ zum Einsatz kam. Als zusätzliche Basisstationen wurden dem Laptop zwei
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WLAN-Router des Typs
”
Asus WL-500g Premium“ angeboten. Diese verfügten außer-
dem über Ethernetschnittstellen, und konnten dem Laptop damit sowohl über WLAN
als auch über Ethernet einen Netzzugang bereit stellen. Durch Ein- und Ausschalten der
beiden Basisstationen konnte die Verfügbarkeit der Funknetze beeinflusst werden. Beide
Basisstationen wurden über eigenständige Ethernetkabel mit dem Internet verbunden,
welches im dargestellten Testaufbau durch den Arbeitsplatzrechner des Autors bereit ge-
stellt wurde. Dieser war mit insgesamt drei Netzwerkkarten ausgestattet, und besaß über
die dritte Netzwerkkarte einen Zugang zum Internet. Als Betriebssystem kam ebenfalls
Gentoo Linux zum Einsatz, allerdings hatte dieser Rechner keine besonderen Aufgaben
zu erfüllen.
Der REACH-Proxyserver stand in einem Rechnerraum und war damit ebenfalls Be-
standteil des Campusnetzes. Er besaß einen Prozessor des Typs
”
Intel Pentium 4 mit 2.4
GHz“, war mit 1 GiB Arbeitsspeicher ausgestattet und wies als Betriebssystem abermals




















Abbildung 8.1: Testaufbau im Fachgebiet Kommunikationsnetze
Die Testumgebung, welche in Abbildung 8.1 dargestellt wird, eignete sich besonders
für praxisorientierte Tests. Da die Basisstationen des Campusnetzes mit einbezogen wur-





over“ konnten untersucht werden, was mit den nachfolgend vorgestellten Messungen auch
erfolgte.
8.1.1 Rundgang durch den Helmholtzbau
REACH ist in der Lage, unterschiedlichste Netzzugangstechnologien eines mobilen End-




vertikale Handover“ zu realisieren.
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Da der Einsatz von REACH nicht auf eine
”
künstliche Testumgebung“ beschränkt ist,
sollte für praxisorientierte Tests die Kommunikationsinfrastruktur der TU Ilmenau mit
einbezogen werden. Als Szenario diente ein Download, welchen der Benutzer an seinem
Arbeitsplatz startete. Anschließend nahm er seinen Laptop in die Hand, setzte sich in
Bewegung und ging eine Runde durch das Gebäude. Dabei boten die Basisstationen der
Campusinstallation die einzige Möglichkeit zum Zugriff auf das Internet.
Abbildung 8.2: Die Marschroute durch den Helmholtzbau (das Diagramm stammt aus
Beständen der TU Ilmenau, eingescannt und modifiziert)
Aufbau und Ablauf des Tests
Der Laptop befand sich anfangs im Büro H3505 in seiner Dockingstation, wobei eine
Kommunikation mittels Ethernet möglich war. Der Laptop wurde wenige Sekunden nach
Start der Messung entnommen und durch den Helmholtzbau getragen (siehe Abbildung
8.2). Es ging dabei den Gang entlang, an dessen Ende die Treppe herunter bis zum
Erdgeschoss, dort den Gang zurück bis zum entgegengesetzten Ende und dann wieder
zurück ins zweite Obergeschoss. Dort wurde der Laptop wieder ins Büro zurückgebracht
und in seine Dockingstation gelegt.
Der Handoverentscheider wählte bei Bedarf die Basisstation mit der besten Signalstär-
ke aus, wobei gemäß Einstellung ausschließlich
”
harte Handover“ durchgeführt worden
sind. Ein
”
horizontaler Handover“ zwischen zwei Basisstationen des Campusnetzes fand
nur dann statt, wenn die linear gefilterte Signalstärke der aktuellen Basisstation unter die
Abrissschwelle fiel. Die Signalstärke der nachfolgenden Basisstation musste mindestens
der Eignungsschwelle entsprechen.
Als Datenstrom wurde ein
”
Download“, also eine Nutzdatenübertragung mittels TCP
in Richtung des Laptops, durchgeführt. Direkt auf dem REACH-Proxyserver wurde
ein selbst implementierter TCP-Server gestartet, welcher so schnell es geht Daten in
angenommene TCP-Verbindungen schrieb. Auf dem mobilen Endgerät kam der entspre-
chende TCP-Client zum Einsatz, welcher sich zu besagtem TCP-Server verband, die
eingehende Datenrate erfasste und sie periodisch ausgab. Die TCP-Verbindung wurde
auf dem Laptop durch den Mechanismus des
”
transparenten Proxyservers“ abgefangen.
Grafik 8.3 visualisiert die sekündlichen Messwerte des TCP-Clients.
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Datenmenge in Empfangsrichtung, ohne Overhead
Abbildung 8.3: Empfangene Nutzdatenrate und Nutzdatenmenge
Diskussion
Das obere Diagramm in Abbildung 8.3 zeigt die Nutzdatenrate der abgefangenen TCP-
Verbindung. Es ist deutlich erkennbar, dass anfangs Ethernet verfügbar war und somit
eine hohe Datenrate von über 10 MByte/s erreicht wurde. Nach Entnahme des Lap-
tops aus seiner Dockingstation brach die Nutzdatenrate kurzzeitig zusammen, da erst
der Ersatzlink über WLAN aufgebaut und dann die beim Abriss verloren gegangene
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Fragmente erneut übertragen werden mussten (
”
harter vertikaler Handover“).
Deutlich lässt sich erkennen, wie sich der Laptop von Basisstation zu Basisstation
”
hangelte“. Immer dann, wenn die gefilterte Signalstärke die Abrissschwelle unterschritt,
wurde ein erneuter
”
Scan“ durchgeführt und eine Basisstation für die Neuassoziation
ausgewählt. Anschließend mussten jedoch erst noch alle nicht bestätigten Fragmente
erneut übertragen werden, was die gezeigten Aussetzer im Nutzdatenfluss verlängerte.
Das untere Diagramm von Abbildung 8.3 verdeutlicht, dass die TCP-Verbindung nicht
abriss, und es in Zeiten von Isolationssituationen lediglich zu einer Ausbildung von
”
Pla-
teaus“, also einem Stocken des Datenflusses, kam. Die Basisstationen des Helmholtzbaus
bieten selbst keine Mobilitätsunterstützung an, aber in Verbindung mit REACH kann
man diese Infrastruktur auch mit mobilen Endgeräten benutzen.
8.1.2 Längerfristige Isolationssituation
Die kritische Zeitspanne von TCP-Verbindungen liegt bei ca. 9 Minuten (
”
Retransmissi-
on Timeout“). REACH ist jedoch in der Lage, mit längerfristigen Isolationssituationen
umgehen zu können. Es galt daher zu testen, wie sich eine durch REACH abgefangene
und gesicherte TCP-Verbindung verhält, wenn eine Isolationssituation länger als diese
kritische Zeitspanne anhält.
Aufbau und Ablauf des Tests
Der grundsätzliche Testaufbau und die Art der zu übertragenden Daten war identisch
mit der Beschreibung aus Abschnitt 8.1.1. Allerdings wurde der Laptop in diesem Fall
nicht bewegt. Als einzige Netzzugangstechnologie stand ihm der USB-WLAN-Adapter
zur Verfügung. Da sich die Basisstationen des Testaufbaus in unmittelbarer Nähe des
Laptops befanden, wurden ausschließlich diese als Netzzugang ausgewählt.
Als der Datenstrom gestartet wurde, hatte der Handoverentscheider bereits die Asso-
ziation mit der WLAN-Basisstation hergestellt. Die Datenübertragung verlief anfangs
ungestört, sie wurde aber nach ca. 6 Minuten durch spontanes Abziehen des USB-WLAN-
Adapters unterbrochen. Der Laptop war damit vom Internet isoliert, ein Zustand der
für ca. 20 Minuten aufrecht erhalten wurde. Anschließend wurde der Adapter wieder
eingesteckt. Die Messung wurde für weitere 4 Minuten fortgeführt und schlussendlich
nach insgesamt 30 Minuten abgeschlossen. Die sekündlichen Ausgaben des TCP-Clients
werden in Abbildung 8.4 grafisch dargestellt.
236 8 Validierung und Demonstrator
        0
      200
      400
      600
      800
     1000
     1200












Datenrate in Empfangsrichtung, ohne Overhead
        0
      100
      200
      300
      400
      500
      600












Datenmenge in Empfangsrichtung, ohne Overhead
Abbildung 8.4: Empfangene Nutzdatenrate und Nutzdatenmenge
Diskussion
Die Diagramme aus Abbildung 8.4 zeigen deutlich, dass während der 20 minütigen Iso-
lationssituation keine Daten übertragen werden konnten. Es ist allerdings der Verdienst
von REACH, dass es dabei zu keinem Abriss der abgefangenen TCP-Verbindung kam.
Nachdem der WLAN-Adapter wieder eingesteckt wurde, konnte die Datenübertragung
problemlos fortgesetzt werden.
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Im oberen Diagramm ist ein zyklisch wiederkehrender Einbruch der Datenrate erkenn-
bar. Ursache war die wiederkehrende Suche nach alternativen Basisstationen, welche al-
le 20 Sekunden durchgeführt wurde und die Datenrate negativ beeinflusste. Insgesamt
wurden ca. 565 Megabyte an Daten aus der TCP-Verbindung entnommen, aber kein





Downstream“ übertragen werden. Der Datenstrom hätte
genauso auch in entgegengesetzter Richtung oder in beide Richtungen gleichermaßen
durchgeführt werden können.
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maximale Datenrate“ zeigen. Von
besonderem Interesse waren die Auswirkungen auf den Nutzdatenstrom. Es war zu klä-
ren, ob eine Kanalbündelung auch wirklich zu einer höheren Datenrate führt, und ob
ein redundantes Übertragungsschema vor
”
Aussetzern“ im Datenfluss schützen kann.

















Abbildung 8.5: Auf Ethernet zugeschnittene Testumgebung
Alle drei Messungen wurden mit derselben Testumgebung durchgeführt (dargestellt in
Abbildung 8.5). Der Laptop wurde mit einer zweiten Ethernetschnittstelle (eine PCM-
CIA-Karte) ausgestattet, sodass er über zwei Kabel gleichzeitig angebunden werden
konnte. Als problematisch erwies es sich, dass bei einem Kanalbündelungsszenario eine
höhere Datenrate erwartet wurde, als eine einzige Ethernetschnittstelle mit 100 MBit/s
bewältigen könnte. Daher musste der REACH-Proxyserver mit zwei eigenständigen Ka-
beln erreicht werden können. Außerdem musste die
”
Datenquelle“, also der in den vorheri-
gen Messungen verwendete TCP-Server, unbedingt direkt auf dem REACH-Proxyserver
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gestartet werden. Andernfalls hätte die Ethernetschnittstelle in Richtung der Datenquel-
le die Datenrate begrenzt.
Alle Messungen wurden so gestaltet, dass anfangs bereits eine
”
Ethernetverbindung“
über Schnittstelle eth0 des Laptops verfügbar war, sodass sich der REACH-Client und
der REACH-Server vorab ungestört miteinander assoziieren konnten. Die Messung be-
gann mit dem Start des TCP-Clients auf dem Laptop, welcher wieder als reine Daten-
senke fungierte. Nach ca. 30 Sekunden wurde das zweite Ethernetkabel in Interface eth1
eingesteckt, sodass fortan zwei Kommunikationswege zur Verfügung standen. Der zweite
Kommunikationsweg wies jedoch eine höhere Priorität auf als der erste Kommunikati-
onsweg, was je nach Betriebsmodus einen Wechsel provozieren sollte. Nach insgesamt 60
Sekunden wurde das erste Ethernetkabel abgezogen, sodass nur noch der
”
neue“ Kom-
munikationsweg genutzt werden konnte. Die Messung wurde nach 90 Sekunden beendet.
Die Messergebnisse wurden bei diesen Tests nicht durch den TCP-Client (die Daten-
senke) ermittelt, sondern direkt am REACH-Client abgegriffen. Damit standen auch In-
formationen bezüglich der einzelnen Kommunikationswege und des Overheads in Sende-
sowie in Empfangsrichtung zur Verfügung. Dabei sind diverse weitere Diagramme ent-




Für diese Messung wurde der Handoverentscheider in den Betriebsmodus des
”
harten
Handovers“ versetzt. In diesem Modus wird immer nur maximal ein Netzzugang ver-
wendet und ein alternativer Netzzugang frühestens dann aufgebaut, wenn der bisherige
Netzzugang getrennt worden ist. Dieser Modus ist besonders bei
”
horizontalen Hando-
vern“ anzutreffen, oder dann, wenn ein bestehender Netzzugang spontan abreißt, aber
bislang kein Ersatzlink aufgebaut worden ist.
Diskussion
Wie in Abbildung 8.6 gezeigt wird, erfolgte zum Zeitpunkt 30s ein Wechsel auf den
soeben verfügbar gewordenen Netzzugang, was in dessen höherer Priorität begründet
lag. Da hierbei ein
”
harter Handover“ durchgeführt wurde, war kurzzeitig kein Netzzu-
gang verfügbar, und kam es zu einem deutlichen Einbruch der Datenrate. Der Einbruch
spiegelt sich im unteren Diagramm in einem Plateau wider. Es kam jedoch zu keiner
nachhaltigen negativen Beeinflussung der Nutzdatenrate. Der anschließende Abriss zum
Zeitpunkt 60s verlief ohne erkennbare Auswirkungen, da der betroffene Netzzugang nicht
mehr verwendet wurde.
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Datenmenge in Empfangsrichtung, ohne Overhead
Abbildung 8.6: Empfangene Nutzdatenrate und Nutzdatenmenge
Die Datenverluste verursachten eine deutliche Beeinflussung der Nutzdatenrate, je-
doch war in diesem Betriebsmodus die Ressourcenbelegung minimal. Es wurde zu jedem
Zeitpunkt maximal ein Kommunikationsweg benutzt. In Anhang E.1 wird dies anhand
zusätzlicher Diagramme diskutiert.
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8.2.2 Redundanzerhöhung
REACH ist in der Lage, mehrere Netzzugänge gleichzeitig zu benutzen, und die unter-
schiedlichen Übertragungswege für eine Sicherung gegenüber Verzögerungen des Nutzda-
tenstroms zu benutzen. Dieser Betriebsmodus ist Bestandteil des
”
weicheren Handovers“,
welcher bei REACH darin besteht, dass ein Ersatzlink noch vor Abriss des Hauptlinks
etabliert und zur Datenübertragung herangezogen wird. In dieser Zeitspanne, während
beide Netzzugänge gleichzeitig verfügbar sind, wird eine redundante Versendung ange-
strebt. Damit soll einer negativen Beeinflussung des Nutzdatenstroms entgegen gewirkt
werden.
Diskussion




Zweitlink“ mit in die Datenübertragung einbezogen. Dabei ist kein kurzzeitig tiefes
Absinken der Datenrate, welche auf einen Datenverlust schließen ließe, erkennbar. Dies
gilt besonders für den Zeitpunkt 60s, zu welchem der erste Netzzugang spontan getrennt
wird. Am unteren Diagramm ist ein annähernd lineares Wachstum der empfangenen
Nutzdatenmenge erkennbar, welche ohne Ausbildung eines Plateaus erfolgte.
Über den Zeitraum zwischen 30s und 60s hinweg ist ein kleiner Einbruch der Datenrate
erkennbar, für den der Autor eine erhöhte Prozessorlast verantwortlich machte. Betrach-
tet man den anfallenden
”
Overhead“, welcher in Anhang E.2 grafisch dargestellt wird,
erkennt man den Preis der
”
flüssigen“ Datenübertragung: der Übertragungsaufwand und
damit die Belegung von Ressourcen steigt durch die Mehrfachübertragung stark an.
8.2.3 Kanalbündelung
Sind mehrere Netzzugänge gleichzeitig verfügbar, können diese auch im Sinne einer
Kanalbündelung verwendet werden. Damit wird in der Summe eine höhere Datenrate
ermöglicht, als einer der beteiligten Netzzugänge für sich alleine gesehen erlauben würde.
Dabei ist darauf zu achten, dass der sich ergebende Summendatenstrom auch innerhalb
des Netzes zum REACH-Proxyserver hin übertragen, und, dass der Nutzdatenstrom
anschließend mit ausreichend Übertragungskapazität in Richtung der eigentlichen Server
weitergeleitet werden kann.
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Abbildung 8.7: Empfangene Nutzdatenrate und Nutzdatenmenge
Diskussion
Die aufgenommenen Messergebnisse werden in Abbildung 8.8 dargestellt. Zum Zeitpunkt
30s wurde der
”
Zweitlink“ verfügbar, welcher sofort mit in die Datenübertragung ein-
bezogen wurde. Da sich hierbei die erreichbare Datenrate erhöhte und während des
”
Umschaltens“ keine Daten verloren gingen, war erwartungsgemäß kein kurzzeitiger Ein-
bruch der Datenrate messbar. Nach Schaltung der Kanalbündelung wurde eine deutlich
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Abbildung 8.8: Empfangene Nutzdatenrate und Nutzdatenmenge
erhöhte Nutzdatenrate verzeichnet, welche allerdings das erwartete Maximum von ca.
2×11 MByte/s nicht erreichte. Die Ursachen hierfür konnten bislang nicht abschließend
geklärt werden; in Frage kommen eine erhöhte Prozessorbelastung sowie Laufzeiteffekte
bezüglich des Flusssteuerungsmechanismus der Datenstromsicherung. Die erkennbaren
spitzen Einbrüche deuten auf kurzzeitige Blockierungen hin, wobei vermutlich die Sende-
und Empfangspuffer zu klein waren oder die Umlaufzeit für den Bestätigungsmechanis-
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mus nicht korrekt berechnet worden ist (Stichwort: Datenraten-Umlaufzeit-Produkt).
Im unteren Diagramm ist dennoch der Anstieg der Datenrate erkennbar.
Eine Kanalbündelung liefert jedoch keinen Schutz vor spontanen Abrissereignissen.
Dies erklärt den spitzen Einbruch nach Abziehen des Kabels zum Zeitpunkt 60s. Hier-
bei trat ein Datenverlust auf, und es kam zu einem Timeout mit anschließender Neu-
versendung der bislang nicht bestätigten Daten. Der Empfangsdatenstrom kam sichtbar
ins Stocken. Betrachtet man den Overhead in Anhang E.3, lässt sich erkennen, dass
der Übertragungsaufwand nur geringfügig höher war als der beim Betriebsmodus des
”
harten Handovers“. Die Ursache für den höheren Overhead lag an der Art der verwende-
ten Bestätigungen, da beim Kanalbündelungsszenario häufig Lücken im Empfangspuffer
entstanden, welche durch
”
größere“ Bestätigungen selektiv bestätigt werden mussten.
8.3 Systemtests und Demonstrationen
Die bislang gezeigten Komponententests eigneten sich besonders dafür, einzelne Leis-
tungsmerkmale von REACH hervorzuheben. Sie waren allerdings weniger dafür geeignet,
um unbedarftem Publikum – das eine Zielgruppe für REACH darstellt – die Problematik
samt gebotener Lösung zu vermitteln. Dafür sind funktionale Tests zu bevorzugen, wel-
che die von REACH übernommenen Aufgaben verdeutlichen. Da bereits eine Vielzahl
an
”
Relay Plugins“ zur Verfügung standen und somit eine Vielzahl an Anwendungen
unterstützt wurden, konnte REACH dem Publikum anhand gewohnter Anwendungen
vorgeführt werden.
Aufbau
Die praktischen Vorführungen fanden selten im Büro des Autors, dem
”
gewohnten Te-
stumfeld“, statt. Stattdessen musste der Testaufbau an beliebigen Orten aufgestellt wer-
den können. Es ergab sich beispielsweise die in Abbildung 8.9 gezeigte Anordnung.
Für das Publikum sichtbar waren dabei lediglich der Laptop (das mobile Endgerät)
sowie die beiden WLAN-Basisstationen, welche formschön auf einem Brett montiert
worden waren. Die beiden Basisstationen benötigten Zugriff auf das Internet, was bei-
spielsweise mittels
”
offener Netzwerkdosen“ realisiert werden konnte. Zudem musste den
Basisstationen jeweils eine IP-Adresse zugewiesen werden. Der im Testaufbau im Bü-
ro (Abbildung 8.1) vorhandene Arbeitsplatzrechner war in diesen Umgebungen nicht
mehr vorgesehen. Als weiterer Unterschied wurden bei den Vorstellungen nicht nur ein,
sondern zwei REACH-Proxyserver involviert. Während der erste unverändert seine Auf-
gaben erfüllte, wurde der zweite ausschließlich für die SIP-basierte Sprachkommunikati-





















Abbildung 8.9: Aufbau der Testumgebung zu Demonstrationszwecken
on herangezogen. Diese zusätzliche Maschine war Teil der Heiminstallation des Autors
und verfügte über mehrere ISDN-Karten samt Anbindung an das öffentliche Telefon-
netz (
”
Public Switched Telephone Network“ (PSTN)). Die Vermittlung der Gespräche
übernahm die softwarebasierte Vermittlungsstelle Asterisk. Damit war ein Bindeglied
zwischen der paketvermittelten Internettelefonie und dem leitungsvermittelten Telefon-
netz gegeben. Für das SIP-Telefon auf dem mobilen Endgerät war sogar eine eigene
ISDN-Rufnummer im Ilmenauer Ortsnetz verfügbar, sodass Telefongespräche in beide
Richtungen aufgebaut werden konnten.
Ablauf der Demonstration
Bei den Vorstellungen des Demonstrators hatte sich eine zweistufige Herangehensweise
bewährt. In einem ersten Schritt wurde gezeigt, wie der REACH-Client die verfügbaren
Netzzugangsgeräte verwaltet und welche Auswirkungen die unterschiedlichen Zielstellun-
gen auf das Ergebnis der Handoverentscheidung hatten.
Anschließend wurde erklärt, dass die vorgestellten Verwaltungsmechanismen zwar un-
abdingbar waren, jedoch alleine nicht ausreichen, um eine vollwertige Mobilitätsunter-
stützung darzustellen. Normalerweise reißen bei einem Wechsel des aktiven Netzzugangs
die Transportschichtverbindungen ab. Den Interessenten wurde an dieser Stelle nicht er-
klärt wie REACH dies verhinderte, sondern nur darauf hingewiesen, dass das Problem
gelöst wurde, was anhand der folgenden Beispiele untermauert werden konnte:
• Beschallung mit Webradio: In Wartezeiten, während gerade kein interessierter
Besucher vor Ort war, wurde ein Webradio-Datenstrom mit Hilfe des Programms
Xine abgespielt. Dieses holte sich Audiodaten mittels HTTP von einem Server
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im Internet, wobei die HTTP-Verbindung durch REACH mit Hilfe des Mecha-
nismus der
”
transparenten Proxyserver“ abgefangen wurde. Die hörbare Musik in
Verbindung mit den bunten Visualisierungseffekten eigneten sich dazu, Besucher
neugierig zu machen. Die Auswirkung von Handovern und Isolationssituationen
auf Webradio konnten ebenfalls vorgeführt werden.
• Abspielen von YouTube-Videos: Waren interessierte Besucher anwesend, wur-
de die Unterbrechungsfreiheit von REACH anhand von YouTube-Videos vorge-
stellt. Als sehr praktisch erwies sich die Tatsache, dass bei der Wiedergabe der
Videos der aktuelle Füllstand des Puffers mit angezeigt wird. Damit waren Iso-
lationssituationen augenblicklich erkennbar, da hierbei der Füllstand des Puffers
nicht länger anwuchs. Zudem wurden immer nur wenige Sekunden an Videoma-
terial gepuffert, sodass man nicht lange zu warten brauchte, bis während einer
Isolationssituation das Video einfror. Dabei ließen sich alle Formen von Hando-
vern demonstrieren.
• Unterbrechungsfreien Telefongespräche mit Wartemelodie: Im Anschluss
an die Videos wurden die Schutzmechanismen von REACH bezüglich SIP-basier-
ter Telefonie vorgeführt. Dazu wurde auf dem Laptop das SIP-Telefon Twinkle
gestartet. Der Rufaufbau erfolgte wahlweise seitens eines Handys (aus dem
”
Fest-
netz“ heraus) oder ging vom SIP-Telefon auf dem Laptop aus. Die nachfolgend
erzeugte Isolationssituation wurde immer mit dem Hinweis kommentiert, dass der
mobile Nutzer jetzt mit seinem internetfähigen Telefon in einen Tunnel einfuhr,
und damit plötzlich kein Funknetz mehr verfügbar war. Der Gesprächsteilnehmer
im
”
Festnetz“ (das Handy) bekam in weniger als zwei Sekunden eine Wartemelodie
zu hören. Anschließend wurde meist in Verbindung mit einem Technologiewechsel
wieder
”
Netz“ zur Verfügung gestellt, wobei die beidseitige Wartemelodie unterbro-
chen wurde, und man wieder seinen Gesprächpartner hören konnte.
• Messung der Umlaufzeit: Erwiesen sich die Besucher als technisch versiert, wur-
de noch eine Messung der Umlaufzeit mit Hilfe des Kommandos ping vorgestellt.
Die hierbei ausgetauschten ICMP-Pakete wurden durch den VPN-basierten Mecha-





weicheren Handovern“ demonstriert werden. Außerdem konnte anhand der
Umlaufzeiten zugeordnet werden, welche Netzzugangstechnologien gerade aktiv
waren.
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Veranstaltungen, bei denen REACH bereits vorgeführt wurde
REACH ist bereits mehrfach öffentlich vorgeführt worden. Die Vorstellung erfolgte dabei
meistens nach dem vorgestellten Präsentationsschema, allerdings bestand die Herausfor-
derung darin, auf die unterschiedlichen Wissensstände und Interessen des Publikums
einzugehen. So wurde der vorgestellte Demonstrator bereits zu den folgenden Anlässen
präsentiert:
• Auf einem Messestand auf der CeBIT 2009 in Hannover,




Integrierte Kommunikationssysteme“ der Technischen Universität
Ilmenau im Sommer 2009,
• an der Arbeitsgruppe
”




Summer Academy“ der Technischen Universität Ilmenau im Sommer 2009
und 2010 sowie
• bei einer Vorstellung des Fachgebiets
”
Kommunikationsnetze“ der Technischen Uni-
versität Ilmenau gegenüber der Firma
”
Hörmann Funkwerk Kölleda“ im Winter
2009/10.
Besonders wertvoll waren die Denkanstöße, welche der Autor auf der CeBIT 2009
erhalten hatte. Hier entstand beispielsweise die Idee der REACH-Box, da diese eine
Lösung auf die geschilderten Probleme mehrerer Messebesucher bot. Zudem sah sich der
Autor auf der Messe erstmals einem breit gefächertem Publikum gegenüber, wodurch
jede einzelne Vorführung anders verlief. Nach und nach stellte sich heraus, auf welche
Formulierung und Fakten die Zuschauer mit dem größten Interesse reagierten.
Beim Tag der offenen Tür 2010 wurde das Exponat erstmals einem Kind vorgestellt,
wofür sich das Telefonie-Beispiel besonders gut eignete. Sogar Kinder sind sich bewusst,
dass Telefongespräche abreißen, wenn plötzlich kein Netz mehr verfügbar ist. Die einge-
spielte Wartemelodie und die später fortgesetzte Sprachübertragung zeigen eine Funkti-
on, welche die heutzutage verfügbaren Telefonsysteme nicht bieten.
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8.4 Kapitelzusammenfassung
In diesem Kapitel wurde anhand real aufgenommener Messungen gezeigt, dass REACH
seine besonderen Fähigkeiten auch in praxisorientierten Szenarien unter Beweis stellen




vertikale Handover“ in einer realen
Umgebung – dem Ilmenauer Campusnetz – problemlos durchgeführt werden können.
Zudem wurde belegt, dass REACH mit längerfristig anhaltenden Isolationssituationen
zurecht kommen kann. Anhand weiterer Messungen konnte das Verhalten von REACH
bei einem
”
harten Handover“, bei einer redundanten Datenübertragung sowie bei einem
Kanalbündelungsszenario verdeutlicht werden.
Es sind noch eine Vielzahl weiterer Einzeltests denkbar. In [EvSe06] wurden beispiels-
weise die VPN-basierten
”
Relay Plugins“ untersucht, wobei ein besonderes Augenmerk
auf den Overhead und auf die Paketlaufzeiten gelegt wurde. Die in dieser Ausarbeitung
gezeigten fünf Messreihen untermauern jedoch bereits deutlich die Fähigkeiten von RE-
ACH. Weiterhin wären Messungen bezüglich der benötigten Assoziations- und Dissozia-
tionszeiten der drei implementierten
”
Device Backends“ sinnvoll. Rein aus Platzgründen
wurde aber auf weitere Tests verzichtet.
Das Besondere an REACH ist jedoch die Tatsache, dass es sich um eine vollständi-
ge Lösung handelt, deren zu Grunde liegende Anforderungen sich an denen
”
normaler
Benutzer“ orientieren. REACH eignet sich damit, auch unbedarften Interessenten mobi-
litätsspezifische Probleme zu verdeutlichen und ihnen gleichzeitig eine funktionierende
Lösung zu präsentieren. Bei den zahlreichen praktischen Vorführungen konnte für jeden
Wissensstand, vom Kind bis hin zum Netzwerkspezialisten, eine zugeschnittene Einfüh-
rung samt Demonstration angeboten werden.
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9 Ausblick
In der vorliegenden Ausarbeitung zeigen sich weiterführende Themenstellungen, welche
an dieser Stelle nochmals vorgestellt werden sollen.
Unterstützung weiterer Netzzugangstechnologien Für die Zukunft deutet sich mit
IEEE 802.21 ein einheitlicher Verwaltungsmechanismus für verschiedene Netzzugangs-
technologien an. Da hiervon nicht alle erdenklichen Varianten unterstützt werden sollen,
stellt IEEE 802.21 kein Ersatz für das Konzept der
”
Device Backends“ von REACH dar.
Es wäre jedoch sinnvoll, ein spezielles
”
Device Backend“ für IEEE 802.21 zu erstellen.
Untersuchenswert wäre zudem, ob sich HAL und DBUS zur plattformunabhängi-
gen Ansteuerung von Netzzugangsschnittstellen eignen. Falls dies lohnenswert erscheint,
sollte ein dediziertes
”
Device Backend“ erstellt werden.
Weiterhin sind
”
Device Backends“ denkbar, welche bislang nicht berücksichtigte Netz-
zugangstechnologien wie Analogmodems oder ISDN verwalten können. Von besonderem
Interesse wäre ein
”
Device Backend“ für einen UMTS-fähigen USB-Adapter, mit dessen
Hilfe die REACH-Box zu einem mobilen
”
UMTS-Gateway“ gemacht werden könnte.
Spezielle
”
Relay Plugins“ für die REACH-Box Bezüglich der REACH-Box bietet sich
die Implementierung eines
”
transparenten Proxyservers“ für UDP an, was erst dank
”
jun-
ger“ Erweiterungen des Linux-Kernels möglich geworden ist. Darauf aufbauend kann
der vorgestellte
”
Session Border Controller“ (SBC) für SIP-basierte Sprachkommunikati-
on
”
transparent“ gemacht werden, sodass in den mobilen SIP-Telefonen keine Änderung
der Konfigurationsdaten mehr nötig sind. Der Nutzer wählt sich seine PBX dann wie
üblich über sein SIP-Telefon aus, und bekommt von der Mobilitätsunterstützung im
Normalbetrieb nichts mit.
Weiterhin wäre REACH in der Lage, transaktionsorientierte Dienste ähnlich denen
der
”
Drive-thru“-Architektur [OtKu04] anzubieten. Diesbezüglich könnten
”
Relay Plug-
ins“ für HTTP, SMTP und POP3 erstellt werden. Ob eine derartige Unterstützung für





Erweiterung des Handoverentscheiders Der Handoverentscheider bezieht in seiner
jetzigen Form noch nicht alle sinnvollen Parameter mit in die Entscheidungsfindung ein.
So sollte die Bewertungsfunktion (VHDF) erweitert werden, was aber einen größeren Pa-
rametersatz zur Beschreibung der Netzzugänge erforderlich macht. Hierfür bietet es sich
an, bezüglich bestimmter Eigenschaften nur eine vordefinierte Auswahl an Möglichkeiten
anzubieten.
Es sollte untersucht werden, in welchem Umfang der Handoverentscheider zu einem
”
lernenden“ Entscheider erweitert werden könnte. Möglich wäre, dass die Entscheidungs-
schwellen bezüglich drahtlos arbeitender Netzzugangstechnologien automatisch ermittelt
werden, oder, dass beispielsweise die für eine Einwahlprozedur benötigte Zeit gemessen
und vermerkt wird.
Was ebenfalls noch fehlt, ist eine
”
normierende“ erste Abbildung der Signalstärke- und
Linkgütewerte drahtloser Netzzugangstechnologien. Die exponentielle sowie die invers-
quadratische Regressionsrechnung dürfen nur mit positiven Werten größer Null
”
gefüt-
tert“ werden. Für den Fall, dass eine Technologie beispielsweise Werte von -100 bis 100
liefert, sollte hierfür eine lineare Abbildung mittels Korrekturfaktur und -offset auf einen
positiven Bereich angeboten werden. Weiterhin kann es sein, dass Signalstärkewerte in
dBm geliefert werden. Solche Werte müssen in einem ersten Schritt delogarithmiert wer-
den, bevor anschließend die inversquadratische Regressionsrechnung Sinn ergeben würde.
Für diese erste Abbildung sollte daher ein modularer Ansatz gewählt werden, welcher
eine Auswahl unterschiedlicher Verfahren erlaubt.
Lastzustand eines REACH-Proxyservers Momentan werden REACH-Proxyserver le-
diglich anhand ihrer topologischen Nähe, der Menge ihrer angebotenen Dienste sowie
der gemessenen Umlaufzeit ausgewählt. Eine Betrachtung des Lastzustands, welcher eine
hohe Aussagekraft bezüglich der Eignung als zukünftiger
”
Ankerpunkt“ aufweist, wird
momentan noch nicht durchgeführt. Dazu müssen Bewertungsmetriken und idealerweise
schwingungsfreie Auswahlmechanismen erforscht werden.
Angepasste Bedienschnittstellen Die vorgestellten Bedienschnittstellen wurden nicht
mit Blick auf unbedarfte Nutzer entwickelt. Für diese sollten spezielle, auf Nutzerfreund-
lichkeit getrimmte Programme erstellt werden. Auch minimalistische Steuerungspro-
gramme für die Taskleiste und so genannte
”
Widgets“ sind möglich.
Lohnenswert wäre es, eine
”
browserbasierte“ Bedienschnittstelle anzubieten. Mit ihrer
Hilfe könnten bei Einsatz der REACH-Box auch solche Endgeräte auf den REACH-
Client einwirken, welche über keine REACH-spezifischen Zusatzprogramme verfügen.
Zudem sollten Konzepte zur Authentisierung und Authorisierung für die Wartungs-
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schnittstellen vorgesehen werden. Momentan gibt es keinerlei Anmeldemechanismen.
Zudem sind noch keine Zugriffsrechte vorgesehen, sodass jeder Nutzer alle Parameter
verändern darf.
Nutzerverwaltung und Zugriffsberechtigungen Die für einen Praxiseinsatz wichtige
Nutzer- und Endgeräteverwaltung am REACH-Server wurde bislang noch nicht imple-
mentiert. So findet momentan kein Abgleich von Endgeräte-Identifikatoren statt, sodass
jeder Benutzer eine beliebige Menge an Endgeräten an einem REACH-Server anmelden
kann.
Zudem unterscheiden die REACH-Server momentan nur zwei Benutzer, deren Nutzer-
name und Passwort im Quelltext
”
hart verdrahtet“ worden sind. Hier sollte wenigstens
ein auf Konfigurationsdateien basierender Mechanismus implementiert werden, welcher
mehrere Benutzer samt Passwörter und erlaubter Gerätekennungen verwaltet. In Szena-
rien, welche mehrere REACH-Proxyserver involvieren, wäre sogar eine zentrale Nutzer-
verwaltung sinnvoll.
Dass die Anmeldeinformationen momentan im Klartext über TCP übertragen wer-




Abspeichern geänderter Konfigurationsdaten Eine weiteres Defizit der aktuellen Im-
plementierung besteht darin, dass zwar die Konfigurationen des REACH-Clients und des
REACH-Servers über die Bedienschnittstellen geändert werden können, aber die geän-
derten Parameter nicht in die Konfigurationsdateien geschrieben werden. So gehen mo-
mentan bei einem Neustart alle Änderungen verloren. Besser wäre es, wenn die Dateien
nach jeder Parameteränderung gespeichert werden.
Kompatibilität mit IPv6 Eine berechtigte Frage ist, ob REACH auch dann noch funk-
tioniert, wenn das Internet auf IPv6
”
umgeschaltet“ wird. Der Kern von REACH ist dar-
auf bereits in weiten Teilen vorbereitet, da die Adressen bezüglich eines jeden REACH-
Proxyservers mittels getaddrinfo()-Funktion aufgelöst werden, was eine adresstypun-
abhängige Handhabung ermöglicht. Kritisch sind dagegen die IP-Adressen aus Konfigura-
tionsdateien, da hier teilweise IPv4-Adressen angenommen werden, sodass Änderungen
am Quelltext erforderlich werden.
Aufwendiger wird es beim Blick auf die
”
Device Backends“ und das
”
Routing Ba-
ckend“. Erstere müssen die dem jeweiligen Interface zugewiesenen Adressinformationen
herauszufinden und an den Kern melden. Hierzu wird der Ausgabedatenstrom diverser
Systemkommandos untersucht, wobei bislang nur auf IPv4-Adressen geachtet wird. Das
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”
Routing Backend“ erfordert ebenfalls Anpassungen, da statt mit Subnetzmasken bei
IPv6 mit Präfixlängen gearbeitet werden muss, und zudem IPv6-Adressen eine andere
Struktur aufweisen.
Umfassende Anpassungen sind hingegen bezüglich der
”
Relay Plugins“ zu erwarten.
Einzig das SOCKSv5-basierte Schema ist bereits IPv6-tauglich und erfordert keine wei-
teren Änderungen. Alle anderen Mechanismen verwenden für die Signalisierungsdaten-
blöcke (beim Aufbau logischer Verbindungen) immer vier Byte für ein Adressfeld, was
für IPv6 nicht ausreichend ist. Diesbezügliche Änderungen betreffen allerdings nur die
”
Relay Plugins“, nicht den transportorientierten Kern von REACH.
Die Erweiterung auf Kompatibilität mit IPv6 ist damit möglich, erfordert aber umfas-




Migration von Sitzungen Ein REACH-Proxyserver tritt als
”
Ankerpunkt“ in Erschei-
nung, was zu der Problematik des
”
Dreiecks-Routings“ führt. Bei SIP-basierter Sprach-
übertragung könnte jedoch mit Hilfe von SIP-re-INVITE-Nachrichten auch ein solcher
”
Ankerpunkt“ geändert werden. Für REACH könnte dieser Mechanismus adaptiert wer-
den, sodass ein Telefonat bei Mobilität nacheinander über verschiedene REACH-Proxy-
server geleitet wird. Hierfür müssen die entsprechenden serverseitigen
”
Relay Plugins“
miteinander kommunizieren, sich gegenseitig logische Verbindungen übergeben und da-
mit eine Sitzungsmigration durchführen können.
Portierung auf andere Plattformen Momentan wurde REACH nur für GNU/Linux-
basierte Systeme getestet, was in erster Linie daran liegt, dass nur für diese Zielplattform
die erforderlichen
”
Device Backends“ und das
”
Routing Backend“ erstellt worden sind.
Der Kern von REACH wurde bereits mit Blick auf Plattformunabhängigkeit entwickelt,
sodass er weitestgehend auf GNU/Linux-spezifischen Mechanismen verzichtet. Die von
REACH benötigten externen Bibliotheken sind für eine Vielzahl an Betriebssystemen
verfügbar.
Probleme können in Bezug auf einzelne
”
Relay Plugins“ auftreten, da beispielsweise
Microsoft Windows den Mechanismus der
”
transparenten Proxyserver“ nicht anbietet.
Bislang wurde REACH noch nicht auf einem
”
64 Bit-System“ getestet. Zwar sind
keine prinzipiellen Probleme zu erwarten, aber es ist wahrscheinlich, dass sich Program-
mierfehler zeigen, wenn stellenweise ein
”
32 Bit-System“ angenommen worden ist.
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10 Zusammenfassung
In dieser Dissertation wurde das Ziel verfolgt, eine praktikable Mobilitätsunterstützung
für den Internetzugang mobiler Endgeräte zu entwickeln. Dabei galt die wesentliche
Einschränkung, dass keine Modifikationen der Anwendungen, der Betriebssysteme oder
der Netzwerkkomponenten, welche sich heutzutage im Einsatz befinden, benötigt wer-
den dürfen. Zudem sollte die gesuchte Lösung mit einer Vielzahl an Anwendungen har-
monieren, und wenn möglich, sogar die Benutzer mit in die Mobilitätsunterstützung
einbeziehen.
In Kapitel 2 wurden Anforderungen definiert, welche die gesuchte Mobilitätsunterstüt-
zung zu erfüllen hatte. Weiterhin wurde festgestellt, dass Mechanismen zum Schutz von
Datenströmen gegenüber Handoverereignissen sowie ein integrierter Handoverentschei-
der und eine vollständige Kontrolle über die Netzzugangsgeräte des mobilen Endgeräts
erforderlich sind. Die Benutzer benötigen eine Bedienschnittstelle, welche allerdings op-
tional sein musste, da die Komponenten der Mobilitätsunterstützung im Sinne eines
”
Systemdienstes“ im Hintergrund laufen und auch auf
”
eingebetteten Systemen“ ohne
Bildschirm einsetzbar sein sollten. Nach Vorstellung der Anforderungen wurde auf be-
reits existierende Mobilitätsunterstützungen eingegangen, wobei sich gezeigt hatte, dass
lediglich die Middleware-basierten Varianten ohne Modifikationen der Anwendungen und
der Betriebssysteme auskommen können.
Da zwar keine der verfügbaren Architekturen alle gestellten Anforderungen unterstütz-
te, es sich jedoch abzeichnete, dass ein Middleware-basierter Ansatz dazu in der Lage
wäre, wurde die
”
Roaming-Enabled Architecture“ (REACH) entwickelt und in Kapitel 3
vorgestellt. REACH setzt Proxyserver ein, welche als
”
Ankerpunkte“ für die Datenüber-
tragung in Richtung der Server im Internet in Erscheinung treten. Die Middleware wird
durch zwei Softwarekomponenten
”
aufgespannt“, wobei auf den mobilen Endgeräten der
REACH-Client und auf den Proxyservern der REACH-Server installiert und gestartet
wird. Mit REACH ist es sogar möglich, dass die mobilen Endgeräte keinerlei Änderun-
gen erfordern, was hier als
”
Netzmobilität“ eingeführt worden ist. Hierbei übernimmt
eine externe REACH-Box die Verwaltung von Netzzugängen sowie der Sicherung der
Datenströme und Sitzungen.
Ein zentrale Fragestellung bei Middleware-basierten Mobilitätsunterstützungen be-
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zieht sich auf das Zusammenspiel zwischen Komponenten der Middleware und den An-
wendungen, was umfassend in Kapitel 4 beleuchtet worden ist. Die Anwendungsdaten-
ströme müssen dazu abgefangen werden, wofür unterschiedliche Mechanismen verwendet
werden können, von denen manche sogar eine Unterstützung auf Ebene der Benutzer
ermöglichen. Um die Eignung der jeweiligen Mechanismen bewerten zu können, wurden
typische Nutzungsszenarien herausgearbeitet. Wie sich herausstellte, gibt es keinen bes-
ten Mechanismus, sondern jeder weist spezielle Vor-, aber immer auch Nachteile auf.
Auf dieser Erkenntnis fußt das Dienstekonzept von REACH, welches ein kombiniertes
Angebot unterschiedlicher Dienste vorsieht, sodass sich die Vorteile der einzelnen Me-
chanismen ergänzen und sich ihre Nachteile gegenseitig überdecken. Für die folgenden
Mechanismen wurden bereits funktionierende
”
Relay Plugins“ (Dienste für REACH)
erstellt, welche umfassend erläutert worden sind:
• Die Proxyprotokolle SOCKSv4 und SOCKSv5
•
”
Transparente Proxyserver“ für TCP (UDP denkbar)
• Weiterleitung von Ports, ein- und ausgehend für TCP und UDP
• VPN-basiert, der Netzzugangs- oder Vermittlungsschicht zugeordnet
• SIP-basierte Telefonie (transparenter Betriebsmodus denkbar)
Diese
”
Relay Plugins“ sind dynamisch durch den Benutzer auswähl- und ladbar, und
setzen auf den transportorientierten Kern von REACH auf, dessen Aufgaben in Kapitel
5 beschrieben worden sind. REACH unterscheidet stromorientierte und paketorientier-
te logische Verbindungen, welche mit TCP und UDP vergleichbar sind, jedoch keine
Probleme mit mobilitätsspezifischen Gegebenheiten aufweisen. Solche logischen Verbin-
dungen werden zu Linkbündeln gruppiert, welche wiederum Sitzungen zwischen jeweils
zwei miteinander assoziierten
”
Relay Plugin“-Instanzen darstellen. Da jedes
”
Relay Plu-
gin“ mit einer Vielzahl solcher Linkbündel umgehen kann, können auch mehrere REACH-
Proxyserver gleichzeitig angesprochen werden, was den negativen Effekten von
”
Dreiecks-
Routing“ entgegen wirkt. Anschließend wurden die Multiplexer für beide Formen der
logischen Verbindungen vorgestellt und die beim Auf- und Abbau aufgetretenen Heraus-
forderungen beleuchtet. Es wurden
”
opportunistische Handshakes“ vorgestellt und auf
die Notwendigkeit von Flusssteuerungsmechanismen eingegangen. Unterhalb der Multi-
plexer befinden sich die Sicherungsinstanzen, welche den negativen Auswirkungen auf
der mobilen Teilstrecke entgegen wirken. Hierbei mussten Datenverluste, Duplikate und
255
Reihenfolgevertauschungen berücksichtigt werden. Isolationssituationen stellten eine be-
sondere Herausforderung dar, da sich die beteiligten Instanzen anschließend wieder syn-
chronisieren müssen. Es wurde beschrieben, wie die
”
gemultiplexten“ und gesicherten
Datenströme schlussendlich mittels nicht modifiziertem TCP und UDP übertragen wer-
den. Dabei stand das Wegewahlproblem zur Debatte, da REACH eine simultane Über-
tragung von Nutzdaten über mehrere Netzzugänge unterstützen sollte. Hierfür wurden
quelladressbasierte und zieladressbasierte Wegewahl beleuchtet, wobei bei letzterer noch
die Möglichkeit bestehen konnte, dass senderseitig Sockets an Netzzugangsgeräte gebun-
den werden.
Das Zugangskonzept von REACH, welches die Handoverentscheidung, die Manipulati-
on von Routingtabellen und die Verwaltung von Netzzugangsgeräten und Netzzugangs-
punkten umfasst, war Schwerpunkt von Kapitel 6. Zuallererst wurden Kriterien vorge-
stellt, anhand derer sich Netzzugänge unterscheiden und bewerten lassen. Da für die Ent-
scheidungsfindung eine Zielstellung benötigt wird, folgte die Vorstellung einer denkbaren
Auswahl. Das vorgestellte
”
Providerkonzept“ erlaubt es, dass der Handoverentscheider
eine kombinierte Betrachtung von Netzzugangsgeräten und Netzzugangspunkten durch-
führen kann. Anschließend wurden verschiedene Formen von Handoverentscheidern und
deren Betriebsmodi vorgestellt, wobei REACH einen prädiktiven Handoverentscheider
mit der Möglichkeit
”
weicherer Handover“ und Kanalbündelungsszenarien anbietet. Da-
für wurde ein auf linearer Regressionsrechnung basierender Vorhersagemechanismus vor-
gestellt, dessen Ausreißerbehandlung
”
Fadingeffekte“ herausrechnen kann, wobei sowohl
innerhalb als auch außerhalb von Gebäuden überzeugende Ergebnisse bezüglich WLAN
erzielt werden konnten. Es wurde begründet, dass für die Ansteuerung von Netzzugangs-
geräten und die Manipulation von Routingtabellen plattformspezifische Mechanismen in-
volviert werden müssen. Diese gliedert REACH in so genannte
”
Backends“ aus, um einen
plattformunabhängigen Kern zu erhalten. Es wurden
”
Device Backends“ für Ethernet,
WLAN und für mittels Bluetooth angebundene Mobiltelefone vorgestellt. Das präsen-
tierte
”
Routing Backend“ erlaubt unter GNU/Linux alle drei Varianten der Wegewahl.
Damit mobile Endgeräte zu mehreren REACH-Proxyservern gleichzeitig Sitzungen
aufbauen können, wurde in Kapitel 7 das Suchkonzept von REACH vorgestellt. Es wurde
diskutiert, dass sich mit einer ortsabhängigen Proxyserverwahl die negativen Effekte von
”
Dreiecks-Routing“ behandeln lassen und eine
”
geographische Lastverteilung“ möglich
wird. Für die dafür notwendige Positionsbestimmung wurden Möglichkeiten aufgezeigt,
wobei sich für REACH eine Betrachtung der gerade involvierten Netzzugangspunkte als
geeignet erwiesen hat. Ein jeder REACH-Proxyserver spannt Einzugsgebiete (Zonen)
auf, anhand derer ein mobiles Endgerät erkennen kann, ob ein bestimmter Proxyserver
gerade als
”
nah“ gilt und bevorzugt verwendet werden sollte. Dabei wurde die Erreich-
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barkeit von REACH-Proxyservern diskutiert, denn abhängig vom Wegewahlschema und
dem Aufenthaltsort des mobilen Endgeräts müssen unterschiedliche IP-Adressen invol-
viert oder NAT-Grenzen überschritten werden. Es wurde begründet, dass die Protokol-
le von REACH keine Probleme bei der Überschreitung von NAT-Grenzen aufweisen.
Schlussendlich wurde der Dienstsuchemechanismus von REACH vorgestellt, welcher das
Dienstangebot mehrerer REACH-Proxyserver mit einbeziehen kann.
Kapitel 8 stellte die Testumgebung von REACH vor, welche gleichzeitig auch als De-
monstrator für Präsentationen herangezogen werden konnte. So wurde REACH bereits
zu diversen Anlässen vorgestellt, wobei sich die CeBIT 2009 als am publikumswirk-
samsten erwiesen hatte. Da REACH eine umfassende Mobilitätsunterstützung anbietet,
erwiesen sich Systemtests anschaulicher als Komponententests. Es wurde jedoch auch
das beobachtbare Verhalten abgefangener TCP- und UDP-basierter Datenübertragun-
gen untersucht, wobei besonders der Einfluss von Handoverereignissen im Vordergrund
stand.
Mit Kapitel 9 wurde ein Ausblick auf weiterführende Problemstellungen, welche durch
die vorliegende Dissertation zu Tage getreten sind, aufgeführt.
Der nachfolgende Anhang widmet sich einer vertiefenden Darstellung einzelner Aspek-
te, welche nicht mit in den Hauptteil integriert werden sollten. So befindet sich hier eine
Beschreibung der entwickelten Kommunikationsprotokolle, welche die handoverresisten-
te Kommunikation zwischen REACH-Client und REACH-Server ermöglichen. Es folgen





Routing Backends“, gefolgt von einer umfassenden Diskussion der Messreihen, wel-
che zur Parameterfindung des prädiktiv arbeitenden Handoverentscheiders beigetragen
haben. Anschließend wird anhand weiterer Messreihen der durch REACH verursachte
zusätzliche Übertragungsaufwand (Overhead) diskutiert. Die Ausarbeitung schließt mit
einer Vorstellung der im Demonstrator verwendeten Komponenten.
In Tabelle 10.1 wird ein abschließender Vergleich zwischen REACH und anderen Midd-
leware-basierten Mobilitätsunterstützungen aufgeführt. REACH erfüllt als einziges alle
gestellten Anforderungen und bietet eine Mobilitätsunterstützung an, welche mit heu-
tigen Anwendungen in heutigen Netzen funktioniert. Der entstandene Demonstrator
eignet sich sowohl für ein unbedarftes Publikum als auch für Experten, wobei beiden





















































































































































































































































































































MSOCKS − + − − − − − − s s s −
USHA + + s − + − − − + − s −
iMASH − + − − s s s − s + s s
PLASTIC − + − − + − s − + + s +
Drive-thru + + + + − − + − + + s +
MUM − + − − + − + − + + s +
REACH + + + + + + + + + + + +
(+) unterstützt, (−) nicht unterstützt
(s) spekulativ: möglich, keine Erwähnung bekannt
Tabelle 10.1: Beim Vergleich mit den bestehenden Middleware-basierten Mobilitätsun-







A Protokolle des Transportkonzepts
In diesem Kapitel werden die PDUs der Protokolle des transportorientierten Kerns von
REACH vorgestellt (siehe Kapitel 5). Begonnen wird mit den Protokollen der beiden
Multiplexer, wobei das
”
Stream Control Protocol for REACH“ (SCPR) für die strom-
orientierten und das
”
Packet Control Protocol for REACH“ (PCPR) für die paketori-
entierten logischen Verbindungen von REACH zuständig ist. Anschließend wird auf die
Protokolle der beiden Sicherungsinstanzen eingegangen. Hier ist das
”
Stream Protection
Protocol for REACH“ (SPPR) für die Sicherung des stromorientierten Summendaten-
stroms zuständig, während das
”
Packet Protection Protocol for REACH“ (PPPR) für
die Sicherung des paketorientierten Summendatenstroms entwickelt worden ist.
A.1 Protokolle der Multiplexer
Während ein stromorientierter Multiplexer eine SCPR-Protokollinstanz darstellt, ent-
spricht ein paketorientierter Multiplexer einer PCPR-Protokollinstanz. Beide Protokolle
werden jetzt nacheinander vorgestellt.
A.1.1 Das
”
Stream Control Protocol for REACH“ (SCPR)
Das SCPR ist für die Verwaltung und die Datenübertragung der stromorientierten lo-
gischen Verbindungen zuständig. Zwei miteinander assoziierte Multiplexer sind mittels
eines einzigen Summendatenstroms miteinander verbunden.
A.1.1.1 Übersicht aller SCPR-PDUs
Mit Hilfe des ersten Bytes einer jeden SCPR-PDU kann der genaue PDU-Typ ermittelt
werden. Er wird gemäß Abbildung A.1 anhand der drei höchstwertigen Bits bestimmt.
Die folgenden fünf Bits stellen das Initiator-Bit sowie die ersten vier Bits des Identifika-
tors (ID) der logischen Verbindung dar.
In Tabelle A.1 sind alle SCPR-PDUs aufgeführt. Nur die drei SCPR_DATA-PDUs kön-
nen Nutzdaten der höheren Schicht transportieren. Eine SCPR_SYN-PDU signalisiert eine







I ID ID ID ID
Abbildung A.1: Felder des ersten Bytes einer SCPR-PDU
neue stromorientierte logische Verbindung. Hierbei kann ein Signalisierungsdatenblock
übergeben werden, welcher unter anderem den Identifikator des übergeordneten Linkbün-
dels benennt. So kann der gerufene Multiplexer die eingehende logische Verbindung an
das zugehörige Linkbündel und damit an die korrekte
”
Relay Plugin“-Instanz übergeben.
P-Bits SCPR-PDU ID-Bits SCPR-Headerlänge Nutzdaten
000 SCPR_SYN unbenutzt 10-265 Byte Nein
001 SCPR_CLOSE unbenutzt 4 Byte Nein
010 SCPR_DATA4 4/4 Bits ID 3 Byte Ja
011 SCPR_DATA12 4/12 Bits ID 4 Byte Ja
100 SCPR_DATA20 4/20 Bits ID 5 Byte Ja
101 SCPR_FLOW4 4/4 Bits ID 2 Byte Nein
110 SCPR_FLOW12 4/12 Bits ID 3 Byte Nein
111 SCPR_FLOW20 4/20 Bits ID 4 Byte Nein
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Byte div 4096
F
Abbildung A.2: Der Protokollkopf einer SCPR_DATA4-PDU besteht aus mehreren Feldern.
Die
”
Maximum Transmission Unit“ (MTU) beträgt 8192 Byte.
SCPR_SYN
Anzeige einer neuen logischen Verbindung.
• 1 Byte SCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
• 1 Byte Länge des nachfolgenden Signalisierungsblocks (variabler Anteil)
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• 5-260 Byte Signalisierungsblock
SCPR_CLOSE
Beendigungsanzeige einer logischen Verbindung
• 1 Byte SCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
SCPR_DATA4
Daten-PDU für die Verbindungsidentifikatoren 0-15.
• 1 Byte SCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 2 Byte Flusssteuerung und Längenfeld Nutzdaten:
– 3 Bits Flusssteuerung (F ∈ [0 . . . 7], ×4096 Byte)
– 13 Bits Längenfeld Nutzdaten (L ∈ [1 . . . 8192] Byte)
• (L) Byte Datenfragment aus höherer Schicht
SCPR_DATA12
Daten-PDU für die Verbindungsidentifikatoren 16-4095.
• 1 Byte SCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 1 Byte mit weiteren 8 Bits ID
• 2 Byte Flusssteuerung und Längenfeld Nutzdaten:
– 3 Bits Flusssteuerung (F ∈ [0 . . . 7], ×4096 Byte)
– 13 Bits Längenfeld Nutzdaten (L ∈ [1 . . . 8192] Byte)
• (L) Byte Datenfragment aus höherer Schicht
SCPR_DATA20
Daten-PDU für die Verbindungsidentifikatoren 4096-1048575.
• 1 Byte SCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 2 Byte mit weiteren 16 Bits ID
• 2 Byte Flusssteuerung und Längenfeld Nutzdaten:
– 3 Bits Flusssteuerung (F ∈ [0 . . . 7], ×4096 Byte)
– 13 Bits Längenfeld Nutzdaten (L ∈ [1 . . . 8192] Byte)
• (L) Byte Datenfragment aus höherer Schicht
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SCPR_FLOW4
Reine Flusssteuerungs-PDU für die Verbindungsidentifikatoren 0-15.
• 1 Byte SCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 1 Byte Flusssteuerung (F ∈ [1 . . . 256], ×4096 Byte)
SCPR_FLOW12
Reine Flusssteuerungs-PDU für die Verbindungsidentifikatoren 16-4095.
• 1 Byte SCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 1 Byte mit weiteren 8 Bits ID
• 1 Byte Flusssteuerung (F ∈ [1 . . . 256], ×4096 Byte)
SCPR_FLOW20
Reine Flusssteuerungs-PDU für die Verbindungsidentifikatoren 4096-1048575.
• 1 Byte SCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 2 Byte mit weiteren 16 Bits ID
• 1 Byte Flusssteuerung (F ∈ [1 . . . 256], ×4096 Byte)
A.1.1.2 Automatengraph SCPR
Der Automatengraph einer SCPR-Protokollinstanz wird in Abbildung A.3 dargestellt.
Sowohl die Rolle als Initiator als auch als Gerufener wird modelliert.
A.1.2 Das
”
Packet Control Protocol for REACH“ (PCPR)
Das PCPR ist für die Verwaltung und die Datenübertragung der paketorientierten lo-




A.1.2.1 Übersicht aller PCPR-PDUs
Auch beim PCPR kann bereits anhand des ersten Bytes einer jeden PCPR-PDU der
genaue PDU-Typ ermittelt werden. Der primäre PDU-Typ wird gemäß Abbildung A.4
durch die zwei höchstwertigen Bits bestimmt. Sind beide Bits gesetzt, bestimmen die
vier ID-Bits den sekundären PDU-Typ. Das dargestellte
”
Protection Indication“-Bit (PI)
ist für den Multiplexer ohne Belang, da es für die paketorientiert arbeitende Sicherungs-
instanz reserviert worden ist.






































Abbildung A.3: Dieser Automatengraph repräsentiert eine SCPR-Protokollinstanz. Er
ist jedoch unvollständig, da aus Gründen der Übersichtlichkeit nicht








PI ID ID ID ID
PPPR "Protection Indication"−Bit
Abbildung A.4: Felder des PCPR-Protokollkopfes
In Tabelle A.2 sind die vier Möglichkeiten primärer PCPR-PDUs aufgeführt. Die drei
PCPR_DATA-PDUs dienen dem Transport von Nutzdaten der höheren Schicht und fügen
zu jedem Paket einen geringen Overhead von nur 1-3 Byte hinzu, abhängig vom Identi-
fikator der logischen Verbindung (ID). Sind beide P-Bits gesetzt, muss Tabelle A.3 zur
Bestimmung des sekundären PCPR-PDU-Typs herangezogen werden. Im Vergleich zum
SCPR werden hier viele PDUs unterschieden, da der paketorientierte Übertragungsweg
noch für weitere Aufgaben herangezogen wird. So gibt es PDUs für die Durchführung
der Isolationserkennung,
”
Keep-Alive“-PDUs für die Abrisserkennung sowie PDUs zur
Bestimmung der Umlaufzeiten. Obschon der paketorientierte Multiplexer als PCPR-In-
stanz angesehen werden kann, implementiert er nicht alle der hier aufgeführten PDU-
Typen. Einige werden, wie genannt, ausschließlich von Protokollinstanzen unterhalb des
Multiplexers erstellt und ausgewertet.
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P-Bits PCPR-PDU ID-Bits PCPR-Headerlänge Nutzdaten
00 PCPR_DATA4 4/4 Bits ID 1 Byte Ja
01 PCPR_DATA12 4/12 Bits ID 2 Byte Ja
10 PCPR_DATA20 4/20 Bits ID 3 Byte Ja
11 siehe sekundärer Typ Sekundärer Typ siehe sekundärer Typ evtl.
Tabelle A.2: Primäre PCPR-Pakettypen
ID-Bits PCPR-PDU PCPR-Headerlänge Nutzdaten
0000 PCPR_AUTH 1 Byte Anmeldung
0001 PCPR_SYN 14-269 Byte Nein
0010 PCPR_SYNDATA 14-269 Byte Ja
0011 PCPR_SYNACK 8 Byte Nein
0100 PCPR_SYNACKDATA 8 Byte Ja
0101 PCPR_SYNACKACK 8 Byte Nein
0110 PCPR_CLOSE 8 Byte Nein
0111 PCPR_CLOSEACK 8 Byte Nein
1000 PCPR_ISOPROBE 1 Byte Nein
1001 PCPR_RTTREQUEST 17 Byte Nein
1010 PCPR_RTTREPLY 13 Byte Nein
1011 PCPR_KEEPALIVE 1 Byte Nein
1100 nicht vergeben – –
1101 nicht vergeben – –
1110 nicht vergeben – –
1111 nicht vergeben – –
Tabelle A.3: Sekundäre PCPR-Pakettypen
PCPR_DATA4
Daten-PDU für die Verbindungsidentifikatoren 0-15. Nur ein Byte Overhead pro
Nutzlast.
• 1 Byte PCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• Rest: Gekapseltes Paket aus höherer Schicht
PCPR_DATA12
Daten-PDU für die Verbindungsidentifikatoren 16-4095. Zwei Byte Overhead pro
Nutzlast.
• 1 Byte PCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 1 Byte mit weiteren 8 Bits ID
• Rest: Gekapseltes Paket aus höherer Schicht
PCPR_DATA20
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Daten-PDU für die Verbindungsidentifikatoren 4096-1048575. Drei Byte Overhead
pro Nutzlast.
• 1 Byte PCPR-PDU-Typ, incl. Initiator-Bit und 4 Bits ID
• 2 Byte mit weiteren 16 Bits ID
• Rest: Gekapseltes Paket aus höherer Schicht
PCPR_AUTH
Authentifizierung einer Sitzung, Aufbau des Kommunikationskanals.
• 1 Byte PCPR-PDU-Typ
• Rest: Daten gemäß Authentifizierungsmechanismus
PCPR_SYN
Anzeige einer neuen logischen Verbindung.
• 1 Byte PCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
• 1 Byte Länge des nachfolgenden Signalisierungsblocks (variabler Anteil)
• 5-260 Byte Signalisierungsblock
PCPR_SYNDATA
Anzeige einer neuen logischen Verbindung zzgl. Nutzdaten.
• 1 Byte PCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
• 1 Byte Länge des nachfolgenden Signalisierungsblocks (variabler Anteil)
• 5-260 Byte Signalisierungsblock
• Rest: Gekapseltes Paket aus höherer Schicht
PCPR_SYNACK
Bestätigung einer Verbindungsanzeige.
• 1 Byte PCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
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PCPR_SYNACKDATA
Bestätigung einer Verbindungsanzeige zzgl. Nutzdaten.
• 1 Byte PCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
• Rest: Gekapseltes Paket aus höherer Schicht
PCPR_SYNACKACK
Bestätigung der Bestätigung einer Verbindungsanzeige.
• 1 Byte PCPR-PDU-Typ
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
PCPR_CLOSE
Beendigungsanzeige einer logischen Verbindung.
• 1 Byte PCPR-PDU-Typ, incl. Initiator-Bit
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
PCPR_CLOSEACK
Bestätigung einer Beendigungsanzeige einer logischen Verbindung.
• 1 Byte PCPR-PDU-Typ, incl. Initiator-Bit
• 3 Byte Verbindungsidentifikator (ID)
• 4 Byte Referenzfeld
PCPR_ISOPROBE
Erkennung von Isolationssituationen




Round Trip Time“ (RTT), wird nur vom REACH-Client ver-
schickt
• 1 Byte PCPR-PDU-Typ
• 4 Byte Sequenznummer
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• 4 Byte RTT-Messergebnis aus vorherigem Zyklus, in Millisekunden
• 4 Byte Zeitstempel, Anteil in Sekunden
• 4 Byte Zeitstempel, Anteil in Nanosekunden
PCPR_RTTREPLY
Beantwortung einer PCPR_RTTREQUEST-PDU, wird nur vom REACH-Server ver-
schickt
• 1 Byte PCPR-PDU-Typ
• 4 Byte Sequenznummer
• 4 Byte Zeitstempel, Anteil in Sekunden




• 1 Byte PCPR-PDU-Typ
A.1.2.2 Automatengraphen PCPR
Wird eine ausgehende logische Verbindung angefordert, agiert die lokale PCPR-Instanz
als Initiator, wobei der Automatengraph aus Abbildung A.5 gilt. Im Falle einer eintreffen-
den Verbindung (Rolle des Gerufenen) gilt dagegen der Automatengraph aus Abbildung
A.6. Zum Verbindungsabbau wird jedoch in beiden Fällen der Teilgraph aus Abbildung
A.7 benutzt.







































Abbildung A.5: Dieser Automatengraph repräsentiert eine PCPR-Protokollinstanz, wo-
bei hier nur der für den Initiator relevante Teil dargestellt wird. Er ist
jedoch unvollständig, da aus Gründen der Übersichtlichkeit nicht jeder




























































Abbildung A.6: Dieser Automatengraph repräsentiert eine PCPR-Protokollinstanz, wo-
bei hier nur der für den Gerufenen relevante Teil dargestellt wird. Er ist
jedoch unvollständig, da aus Gründen der Übersichtlichkeit nicht jeder
implementierte Zustandsübergang dargestellt wird.


















Abbildung A.7: Der unvollständige Automatengraph bezüglich des Abbaus paketorien-
tierter logischer Verbindungen. Die Probleme, welche durch eine schnelle
Neuvergabe des Identifikators verursacht werden und das zusätzliche Re-
ferenzfeld erforderlich gemacht haben, werden hier nicht dargestellt.
A.1.3 Struktur des Signalisierungsblocks
Eintreffende logische Verbindungen, welche von der Partnerinstanz angefordert worden
sind, müssen einem Linkbündel und damit einer lokalen
”
Relay Plugin“-Instanz zugeord-
net werden. Zudem benötigen manche
”
Relay Plugin“-Instanzen bereits bei der Annahme
logischer Verbindungen Zusatzinformationen, welche vorliegen müssen, bevor die ersten
Nutzdaten aus der logischen Verbindungen entnommen werden.
Zu diesem Zweck führen die SYN-PDUs einen Signalisierungsblock mit sich, welcher
immer wenigstens das Linkbündel sowie den Dienst-Typ des zugehörigen
”
Relay Plug-
ins“ benennt. Weiterhin kann ein bis zu 255 Byte großer Datenblock mitgegeben wer-
den, welcher von der annehmenden
”
Relay Plugin“-Instanz ausgewertet werden kann. Es
handelt sich um
”
Out-of-band“ Signalisierungsdaten, da sie losgelöst vom eigentlichen
Datenstrom der logischen Verbindungen behandelt werden.
Struktur des Signalisierungsblocks:
• 4 Byte Identifikator des zugehörigen Linkbündels
• 1 Byte Identifikator des Dienstes (Service-Typ) für Linkbündelaufbau
• 0-255 Byte Signalisierungsblock für Dienstnehmer (
”
Relay Plugin“)
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A.2 Protokolle der Sicherungsinstanzen
Stromorientiert arbeitende Sicherungsinstanzen implementieren das
”
Stream Protection
Protocol for REACH“ (SPPR), während paketorientiert arbeitende Sicherungsinstan-
zen das
”
Packet Protection Protocol for REACH“ (PPPR) umsetzen. Beide Protokolle
werden jetzt nacheinander vorgestellt.
A.2.1 Das
”
Stream Protection Protocol for REACH“ (SPPR)
Anhand des ersten Bytes einer jeden SPPR-PDU kann der genaue PDU-Typ ermittelt
werden. Er wird gemäß Abbildung A.8 anhand der zwei höchstwertigen Bits bestimmt.







A A A A A A
PDU−Typ
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Abbildung A.8: Felder des SPPR-Protokollkopfes
Tabelle A.4 führt die vier Möglichkeiten primärer SPPR-PDUs auf. Sind beide P-Bits
gesetzt, muss Tabelle A.5 zur Bestimmung des sekundären SPPR-PDU-Typs herange-
zogen werden. Bestätigungsinformationen werden grundsätzlich redundant übertragen,
also im Fall mehrerer Übertragungswege mehrfach versendet. Quittungsinformationen
werden allerdings pro Übertragungsweg nur einmalig übertragen, da SPPR-PDUs mit-
tels TCP-Verbindungen gesichert übertragen werden. Dadurch wird der Übertragungs-
aufwand für Bestätigungsinformationen gering gehalten.
P-Bits SPPR-PDU A-Bits SPPR-Headerlänge Nutzdaten
00 SPPR_ACK Anzahl SACKs (5 + A ∗ 8) Byte Nein
01 SPPR_DATA Anzahl SACKs (7 + A ∗ 8) Byte Ja
10 SPPR_DATAACK Anzahl SACKs (11 + A ∗ 8) Byte Ja
11 siehe sekundärer Typ Sekundärer Typ siehe sekundärer Typ Nein
Tabelle A.4: Primäre SPPR-Pakettypen
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A-Bits SPPR-PDU SPPR-Headerlänge
000000 SPPR_SYN (6 + 4) Byte
000001 SPPR_SYNACK 1 Byte
000010 SPPR_FIN 1 Byte
000011 nicht vergeben –
. . . . . . . . .
111111 nicht vergeben –
Tabelle A.5: Sekundäre SPPR-Pakettypen
SPPR_ACK
Bestätigung erhaltener Nutzdaten. Es wird ein lückenlos empfangener Datenbe-
reich quittiert, wobei die enthaltene Sequenznummer das obere Ende benennt. Zu-




• 1 Byte SPPR-PDU-Typ, incl. 6 Bits für Anzahl SACK-Blöcke (A)
• 4 Byte höchste lückenlos empfangene Sequenznummer
• (A) SACK-Blöcke, bestehend aus jeweils:
– 4 Byte Sequenznummer Blockanfang
– 4 Byte Sequenznummer Blockende
SPPR_DATA
Transport eines Nutzdatenblocks ohne
”
lückenlose“ Quittierungsinformationen. Zu-
sätzlich können zwischen 0 und 63 eigenständige Sequenznummernblöcke selektiv
bestätigt werden.
• 1 Byte SPPR-PDU-Typ, incl. 6 Bits für Anzahl SACK-Blöcke (A)
• 4 Byte Sequenznummer
• 2 Byte Längenfeld Nutzdaten (L ∈ [1 . . . 32768] Byte)
• (A) SACK-Blöcke, bestehend aus jeweils:
– 4 Byte Sequenznummer Blockanfang
– 4 Byte Sequenznummer Blockende
• (L) Byte Datenfragment aus höherer Schicht
SPPR_DATAACK
Transport eines Nutzdatenblocks mit zusätzlichen
”
lückenlosen“ Quittierungsinfor-
mationen. Zusätzlich können zwischen 0 und 63 eigenständige Sequenznummern-
blöcke selektiv bestätigt werden.
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• 1 Byte Byte SPPR-PDU-Typ, incl. 6 Bits für Anzahl SACK-Blöcke (A)
• 4 Byte Sequenznummer
• 2 Byte Längenfeld Nutzdaten (L ∈ [1 . . . 32768] Byte)
• 4 Byte höchste lückenlos empfangene Sequenznummer
• (A) SACK-Blöcke, bestehend aus jeweils:
– 4 Byte Sequenznummer Blockanfang
– 4 Byte Sequenznummer Blockende
• (L) Byte Datenfragment aus höherer Schicht
SPPR_SYN
Initiiert eine Sitzung zwischen zwei stromorientierten Sicherungsinstanzen. Die
PDU wird immer beidseitig versendet, zwecks einmaligem Austausch der Emp-
fangspuffergröße und eines frei definierbaren Signalisierungsdatenblocks für die
höhere Schicht (Austausch der Empfangspuffergröße stromorientierter logischer
Verbindungen, zur Initialisierung der Flusssteuerung im Multiplexer).
• 1 Byte SPPR-PDU-Typ
• 4 Byte Empfangspuffergröße des Absenders für Flusssteuerungszwecke
• 1 Byte Länge der nachfolgenden Signalisierungsdaten, variabler Anteil
• 0-255 Byte Signalisierungsdaten der höheren Schicht (momentan: 4 Byte)
SPPR_SYNACK
Bestätigung einer SPPR_SYN-PDU.
• 1 Byte SPPR-PDU-Typ
SPPR_FIN
Kommando zur sofortigen Beendigung einer Sitzung. Kann beidseitig verschickt
werden. Es werden keine weiteren PDUs versendet oder ausgewertet. Beide Siche-
rungsinstanzen und Multiplexer sind augenblicklich ungültig, und alle zugehörigen
logischen Verbindungen und Linkbündel gelten ab sofort als geschlossen.
• 1 Byte SPPR-PDU-Typ
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A.2.2 Das
”
Packet Protection Protocol for REACH“ (PPPR)
Die Aufgabe der paketorientiert arbeitenden Sicherungsinstanzen besteht darin, alle spe-
ziell durch REACH verursachten Duplikate am Empfänger zu erkennen und zu verwer-
fen.
Die PDUs des PCPR wurden bereits in Abschnitt A.1.2.1 vorgestellt, wobei das im
ersten Byte des Protokollkopfes (Header) aufgeführte
”
Protection Indication“-Bit bislang
nicht erläutert worden ist. Dieses Bit (siehe Abbildung A.9) ist Teil des ‘Packet Protec-




PIPP I ID IDID ID
"Protection Indication"−Bit
Abbildung A.9: Feld des PPPR-Protokollkopfes im PCPR-Protokollkopf
Soll eine PCPR-PDU mehrfach versendet werden, wird das
”
Protection Indication“-
Bit gesetzt und gleich nach dem ersten Byte ein Erweiterungspaketkopf eingefügt (sie-
he Abbildung A.10). Dieser enthält die Sequenznummer der PPPR-PDU, sodass der
Empfänger Duplikate erkennen und filtern kann.













X X X X X X X
X
Sequenznummer
Abbildung A.10: Das PPPR setzt bei allen mehrfach versendeten PCPR-PDUs im
ersten Byte des Protokollkopfes das
”
Protection Indication“-Bit und
fügt einen 4 Byte großen Erweiterungsheader ein. Dieser enthält eine
Sequenznummer.
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In diesem Kapitel werden Details bezüglich der Implementierung der
”
Device Backends“
von REACH geliefert. Als erstes wird auf das Kommunikationsprotokoll zwischen RE-
ACH-Client und den
”
Device Backends“ eingegangen. Anschließend werden die internen
Mechanismen der drei für den Prototyp implementierten
”









B.1 Kommunikation zwischen REACH-Client und den
”
Device Backends“
Im Folgenden wird ein exemplarischer Protokollablauf zwischen REACH-Client und ei-
nem
”
Device Backend“ vorgestellt. Hierbei kommt beispielhaft das
”
Device Backend“ für
WLAN zum Einsatz. Zuerst wird jedoch eine Übersicht über die existierenden Nachrich-
tentypen geliefert und auf deren Bedeutung eingegangen.
B.1.1 Protokollfunktionen
Die Kommunikation erfolgt anhand von Nachrichten im XML-Format, welche über die
Standardein- und ausgabe der gestarteten
”
Device Backends“ bidirektional ausgetauscht
werden. Dabei werden seitens des REACH-Clients andere Nachrichten verschickt als
seitens eines
”
Device Backends“. Es handelt sich hierbei um ein Protokoll, welches zur
Umsetzung des
”
Providerkonzepts“ von REACH erforderlich war (siehe Abschnitt 6.3.2).
B.1.1.1 Nachrichtentypen in Richtung eines
”
Device Backends“
Dem REACH-Client stehen die folgenden Nachrichtentypen zur Verfügung, welche an
ein
”
Device Backend“ verschickt werden können:





Device Backend“ wird mitgeteilt, welches Netzzugangsgerät
es verwalten soll. Dafür muss wenigstens ein Gerätename, beispielsweise wlan0,
spezifiziert werden. Je nach
”
Device Backend“ können noch weitere Parameter
erforderlich sein.
• <AddNetwork>: Ein Netzzugangspunkt wird bekannt gemacht. Von diesem Mo-
ment an kann das
”
Device Backend“ seine Umgebung mit Blick auf diesen Netzzu-
gangspunkt hin untersuchen, und gegebenenfalls seine Verfügbarkeit an den Han-
doverentscheider melden. Es können eine Vielzahl an Netzzugangspunkten bekannt
gemacht werden. Dabei werden Detektions- und Assoziationsparameter unterschie-
den.
• <ModNetwork>: Die Parameter eines bereits bekannt gemachten Netzzugangspunkts
können nachträglich geändert werden.
• <DelNetwork>: Ein bekannter Netzzuganspunkt soll
”
vergessen“ werden. Nach Er-
halt dieser Nachricht wird er nicht länger berücksichtigt, also beispielsweise als
verfügbar gemeldet.
• <Associate>: Der REACH-Client kann mit diesem Befehl einen Assoziationspro-
zess zu einem der momentan als verfügbar gemeldeten Netzzugangspunkte ansto-
ßen.
• <Dissociate>: Um eine bereits aufgebaute oder eine sich im Aufbau befindliche
Assoziation abzubauen, schickt der REACH-Client diese Nachricht.
• <ShutDown>: Mit Hilfe dieses Kommandos kann ein
”
Device Backend“ beendet
werden. Es wird daraufhin einen geordneten Zustand der überwachten Hardware
herstellen und sich beenden.
B.1.1.2 Nachrichtentypen in Richtung des REACH-Clients
Ein
”
Device Backend“ verschickt keine Befehlsnachrichten an den REACH-Client, son-
dern agiert ausschließlich als Befehlsempfänger. Es werden lediglich Nachrichten versen-
det, welche Statusänderungen anzeigen.
• <Attach>: Direkt nach seinem Start meldet sich das
”
Device Backend“ beim RE-
ACH-Client an. In dieser Nachricht wird ein Zeitstempel mitgeliefert, welcher als
Referenzzeitpunkt für alle weiteren (relativen) Zeitstempel herangezogen wird.
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• <DataTemplate scope="device">: Ein jedes
”
Device Backend“ erwartet einen
spezifischen Parametersatz bezüglich des zu überwachenden Netzzugangsgeräts.
Dafür enthält diese Nachricht eine
”
Schablone“, welche die unterstützen Parame-
ter beschreibt. Sie wird einmalig nach dem Start des
”
Device Backends“ an den
REACH-Client verschickt.
• <DataTemplate scope="network">: Die Bekanntmachung von Netzzugangspunk-
ten erfordert ebenfalls einen Satz an Parametern, welcher durch diese Nachricht
als Parameterschablone beschrieben wird. Sie wird einmalig nach dem Start des
Backends gesendet.
• <Parameters scope="device">: Eine solche Nachricht zeigt Änderungen bezüg-
lich des überwachten Netzzugangsgeräts an. Momentan sind die folgenden Daten-
punkte definiert, welche in Form von Schlüssel-Werte-Paaren übertragen werden:
– initialized: Der zugehörige Wert gibt an, ob das
”
Device Backend“ bereits
ausreichend mit Daten parametriert worden ist. Diese Nachricht wird im Nor-
malfall einmalig nach Erhalt des hardwarespezifischen Konfigurationsblocks
verschickt.
– measurements: Hiermit signalisiert das
”
Device Backend“ einmalig, ob das
verwaltete Netzzugangsgerät Gütewerte liefern wird. Dieser Parameter kann





Device Backends“ definiert werden muss.
– measurement_ms: Falls measurements eine Lieferung von Gütewerten anzeigt,
weist dieser Parameter auf das zu erwartende Erfassungsintervall in Millise-
kunden hin. Dieser Parameter gilt allerdings nur bezüglich des Netzzugangs-




– measurement_value und measurement_time: Diese Schlüssel deuten auf einen
zeitstempelbehafteten Signalstärke- oder Linkgütewert hin, welche periodisch
bezüglich einer bestehenden Assoziation anfallen können. Sie eignen sich für
Regressionszwecke, da hohe Erfassungsraten möglich sind.
• <Parameters scope="network">: Wenn sich Parameter bezüglich eines Netzzu-
gangspunkts ändern, wird dies anhand einer Liste an Schlüssel-Werte-Paaren kom-
muniziert. Dabei können eine Vielzahl an Netzzugangspunkten unterschieden wer-
den.
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unsichtbar“. Im ersten Fall kann ein Assoziationsprozess angestoßen werden.
– measurement_value und measurement_time: Diese Schlüssel deuten auf einen
zeitstempelbehafteten Signalstärke- oder Linkgütewert hin, welcher periodisch
pro
”
sichtbarem“ Netzzugangspunkt anfallen kann. Da die Erfassungsrate un-
bekannt ist, eignen sich diese Messwerte nicht für Regressionszwecke. Sie rei-
chen allerdings aus, um die Eignung des jeweiligen Netzzugangspunkts ab-
schätzen zu können. Bezüglich WLAN werden hiermit die Ergebnisse periodi-
scher
”
Scans“, welche beispielsweise alle 20 Sekunden durchgeführt werden,
mitgeteilt.
• <HardwareIsAvailable>: Wird das überwachte Netzzugangsgerät verfügbar, si-
gnalisiert das
”
Device Backend“ dies anhand einer solchen Nachricht.
• <HardwareIsNotAvailable>: Wird das überwachte Netzzugangsgerät entfernt oder
deaktiviert, erfährt der REACH-Client dies durch eine Nachricht diesen Typs.
• <Associated>: Eine angeforderte Assoziation konnte erfolgreich etabliert werden.
Das mobile Endgerät ist damit über einen weiteren Netzzugang mit dem Internet
verbunden. Als Parameter werden die der Schnittstelle zugewiesene IP-Adresse,
die Netzmaske sowie die IP-Adresse des Gateways mitgeliefert.
• <Dissociated>: Eine bestehende oder sich im Aufbau befindliche Assoziation wur-
de getrennt. Dies kann die Folge eines vorausgehenden Trennungskommandos sein,
oder einen spontanen Linkabriss bedeuten.
B.1.2 Beispielhafter Ablauf
Man kann die Herkunft einer Nachricht an ihrer äußersten XML-Schachtelung erkennen:
Eine Nachricht seitens eines
”
Device Backends“ weist die Schachtelung <DeviceBackend>





Device Backend“ gestartet worden ist, meldet es sich mit der in Ab-
bildung B.1 dargestellten <Attach>-Nachricht am REACH-Client an. Diese Nachricht
enthält einen Zeitstempel, welcher für relative Zeitangaben in späteren Nachrichten her-
angezogen wird. Zeitangaben relativ zum Start des jeweiligen
”
Device Backends“ sind
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für die Zwecke von REACH besser geeignet als die Systemzeit. Die so erhaltenen Zah-
len sind
”






Abbildung B.1: Die Anmeldenachricht eines
”
Device Backends“ enthält einen Zeitstem-
pel. Relativ zu diesem erfolgen alle späteren Zeitangaben.
Unmittelbar im Anschluss sendet das
”
Device Backend“ noch eine zweite Nachricht mit
zwei Parameterschablonen an den REACH-Client (siehe Abbildung B.2). Diese Schablo-
nen definieren, welche Parameter das
”
Device Backend“ bezüglich des zu überwachenden





















Device Backend“ schickt nach seinem Start zwei Parameterschablo-
nen an den REACH-Client.
Nach Erhalt dieser beiden Nachrichten ist sich der REACH-Client sicher, dass das
betroffene
”
Device Backend“ erfolgreich gestartet werden konnte. Zudem ist bekannt,
welche Parameter vom
”
Device Backend“ akzeptiert werden.
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B.1.2.2 Parametrierung des Netzzugangsgeräts
Zuerst muss dem
”
Device Backend“ durch den REACH-Client ein Netzzugangsgerät zu-
gewiesen werden. Eine solches wird unter GNU/Linux durch den Namen eines Interfaces
(interface) spezifiziert. Es können jedoch noch diverse weitere Parameter erforderlich
sein, wie der in Abbildung B.3 gezeigte Treibername (driver), welcher für die in diesem
Beispiel konfigurierte WLAN-Karte die
”
Wireless Extensions“ (wext) des Linux-Ker-
nel involviert. Für Regressionszwecke werden Signalstärkewerte (signalstrength) mit
einem Erfassungsintervall (measurement_ms) von 100 Millisekunden angefordert. Die
Parameter müssen der Schablone des
”













Abbildung B.3: Jedes gestartete
”
Device Backend“ ist genau für ein Netzzugangsge-
rät verantwortlich. Diese Nachricht an das
”
Device Backend“ benennt




Device Backend“ die in Abbildung B.3 aufgeführte Nachricht auswerten,
und wurden zudem auch alle erforderlichen Parameter gesetzt, wird eine Statusnachricht
(siehe Abbildung B.4) formuliert und an den REACH-Client geschickt. Sie signalisiert,
dass das überwachte Netzzugangsgerät vollständig und ordnungsgemäß initialisiert wor-
den ist. Von nun an kann der REACH-Client mit Nachrichten rechnen, welche eine
Änderung der Verfügbarkeit des zu überwachenden Netzzugangsgeräts anzeigen. Im In-
itialzustand gilt ein Netzzugangsgerät als
”




Des Weiteren wird in dieser Nachricht mitgeteilt, ob das betroffene
”
Device Backend“
Messwerte (Signalstärke- bzw. Linkgütewerte) liefern wird. Da es sich im vorliegenden
Beispiel um das
”
Device Backend“ für WLAN handelt, nennt dieser Parameter ein true,
also
”
wahr“. Zudem wird die Größe des Messintervalls in Millisekunden enannt.















Abbildung B.4: Nachdem ein
”
Device Backend“ mit ausreichend Parametern bezüglich
des zu überwachenden Netzzugangsgeräts versorgt wurde, deklariert es
sich mit Hilfe einer solchen Nachricht als
”
initialisiert“. Zudem wird
angezeigt, ob und wie häufig Messwerte geliefert werden und wie der
Name des verwalteten Interfaces lautet.





kennt“ somit das zu überwachende Netzzugangsgerät, aber es lie-
gen noch keine Informationen bezüglich möglicher Netzzugangspunkte vor. Diese Daten
werden allerdings benötigt, damit das
”
Device Backend“ seine Umgebung auf geeignete
Netzzugangspunkte hin beobachten kann.
Für die Bekanntmachung von Netzzugangspunkten werden <AddNetwork>-Nachrich-
ten (siehe Abbildung B.5) verwendet. In diesem Beispiel werden zwei Netzzugangspunkte
(hier: WLAN-Basisstationen) spezifiziert, welche durch jeweils eine eigene <AddNetwork>-
Schachtelung repräsentiert werden.
Zu jedem Netzzugangspunkt müssen Detektions- und Assoziationsparameter hinter-
legt werden. In diesem Fall gilt der Parameter "SSID" als Detektionsparameter, während
die mit "supplicant_configfile" referenzierte Konfigurationsdatei für die Anmeldung
und die Verschlüsselung bezüglich der zugehörigen WLAN-Basisstation benötigt wird.
Die Parameter müssen dabei der Schablone, welche das
”
Device Backend“ vorgegeben
hat (siehe Abbildung B.2), entsprechen.
B.1.2.4 Verfügbarkeit des Netzzugangsgeräts und der Netzzugangspunkte
Nachdem dem
”
Device Backend“ sowohl das Netzzugangsgerät als auch eine Menge an
Netzzugangspunkten bekannt gemacht worden sind, kann es deren Erkennung durchfüh-
ren. Hierbei können jederzeit weitere Netzzugangspunkte mit Hilfe von <AddNetwork>-




<AddNetwork label="WLAN AP 1">
<Item key="SSID"




<AddNetwork label="WLAN AP 2">
<Item key="SSID"







Device Backend“ für WLAN werden mit Hilfe dieser Nachricht
zwei Netzzugangspunkte bekannt gemacht. Es gibt hierbei Parameter,
welche der Detektion von Netzzugangspunkten dienen, während andere
Parameter für die Assoziationsprozedur benötigt werden.
Nachrichten hinzugefügt oder diese mit Hilfe von <ModNetwork>- oder <DelNetwork>-




Abbildung B.6: Wenn ein
”
Device Backend“ das überwachte Netzzugangsgerät erkennt,
meldet es dies zusammen mit dem Gerätenamen an den REACH-Client.
In diesem Beispielablauf wird jetzt das Vorhandensein des überwachten Netzzugangs-
geräts durch das
”
Device Backend“ erkannt. Es handelte sich hierbei um einen
”
WLAN-
USB-Stick“ mit USB-Anschluss, welcher vom Autor spontan in den Rechner gesteckt
worden ist. Dem REACH-Client wird die Verfügbarkeit durch die in Abbildung B.6 ge-
zeigte Nachricht mitgeteilt. Dabei wird der Gerätename mitgeliefert, welcher für hier
nicht genannte Folgeschritte innerhalb des REACH-Clients benötigt wird. Wird das
Netzzugangsgerät zu einem späteren Zeitpunkt wieder entfernt, reagiert das
”
Device
Backend“ darauf umgehend mit einer <HardwareIsNotAvailable>-Nachricht.
Wurde das Netzzugangsgerät gefunden, wird es von nun an vom
”
Device Backend“ zur
Detektion möglicher von Netzzugangspunkte herangezogen. Bei drahtlosen Netzen kann
dies durch die Beobachtung der Umgebung geschehen. Bei drahtgebundenen Netzen wie









Abbildung B.7: Wird ein Netzzugangspunkt verfügbar, meldet das
”
Device Backend“ die-
ses an den REACH-Client. Der Handoverentscheider kann den referen-
zierten Netzzugangspunkt von nun an für eine Assoziation heranziehen.
Ethernet bietet sich ein Abgleich der MAC-Adresse eines per DHCP zugewiesenen Gate-
ways mit einer Liste an hinterlegten Einträgen an. Ein erkannter und damit verfügbarer
Netzzugangspunkt wird durch eine visibility-Nachricht, wie sie Abbildung B.7 zeigt,
gemeldet. Für jeden als
”
sichtbar“ geltenden Netzzugangspunkt können Signalstärke-
oder Linkgütewerte anfallen, was aber vom
”
Device Backend“ abhängig ist.
<DeviceBackend>







Abbildung B.8: Bezüglich aller
”
sichtbaren“ Netzzugangspunkte können Signalstärke-
bzw. Linkgütewerte anfallen, was allerdings von der Netzzugangstech-
nologie abhängig ist. Zudem ist an dieser Stelle nicht erkennbar, was
durch den Messwert ausgedrückt wird. Es handelt sich um einen Wert,
dessen Wertebereich und Einheit unbekannt sind.
Falls möglich, werden Messwerte zyklisch wie in Abbildung B.8 dargestellt übertragen.
Ein solcher Messwert gilt immer für einen bestimmten Netzzugangspunkt, welcher vor-
ab als
”
sichtbar“ gemeldet worden ist. Man erkennt an der dargestellten Nachricht, dass
keine absoluten, sondern relative Zeitstempel verwendet werden. Diese beziehen sich auf
den in der Anmeldenachricht genannten Zeitpunkt, und verweist hier auf eine Zeitspan-
ne von 13064 Millisekunden seit der Anmeldung des
”
Device Backends“. Im weiteren
Verlauf können weitere Netzzugangspunkte
”
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B.1.2.5 Assoziation mit einem Netzzugangspunkt
Wird dem REACH-Client ein Netzzugangspunkt als
”
sichtbar“ gemeldet, gilt dieser für
den Handoverentscheider als assoziierbar. Deuten zudem die Messwerte auf eine ausrei-
chend gute Funkverbindung hin, kann der REACH-Client den Befehl äußern, dass das
”
Device Backend“ eine Assoziation mit diesem Netzzugangspunkt aufbauen soll.
<ReachClient>
<Associate label="WLAN AP 1" />
</ReachClient>
Abbildung B.9: Wünscht der Handoverentscheider eine Internetverbindung über einen
bestimmten Netzzugangspunkt, wird eine <Associate>-Nachricht an
das zugehörige
”
Device Backend“ geschickt. Anhand des label-Parame-
ters wird der Bezug zu einem per <AddNetwork>-Nachricht hinterlegten
Datensatz hergestellt.
Das dafür zuständige <Associate>-Kommando aus Abbildung B.9 benennt einen
Identifikator (label), welcher dem
”
Device Backend“ bereits aus einer <AddNetwork>-
Nachricht bekannt sein muss. Dieser Identifikator ist mit Assoziationsinformationen ver-
knüpft, welche für den
”





Device Backend“ immer nur zu einem Netzzugangspunkt gleichzeitig eine As-
soziation pflegen.
<DeviceBackend>





Abbildung B.10: War das
”
Device Backend“ mit dem Assoziationsprozess erfolgreich,
meldet es die erhaltenen IP-Adressinformationen an den REACH-
Client.
Konnte das Netzzugangsgerät erfolgreich mit einem Netzzugangspunkt assoziiert wer-
den, schickt das
”
Device Backend“ eine <Associated>-Nachricht. Diese enthält, wie in
Abbildung B.10 dargestellt, neben dem Identifikator des Netzzugangspunkts noch die
dem Interface zugewiesene IP-Adresse, die geltende IP-Netzmaske sowie die IP-Adresse
des Gateways. Es ist damit Aufgabe der
”
Device Backends“, die beim Assoziationsprozess
erhaltenen Adressinformationen zu ermitteln und sie dem REACH-Client mitzuteilen.
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Abbildung B.11: Bezüglich einer bestehenden Assoziation liefert das
”
Device Backend“
für WLAN einen hochratigen Strom an Messwerten, welcher sich für
Regressionszewecke eignet.
Konnte eine Assoziation aufgebaut werden, besteht bei WLAN die Möglichkeit, durch
Auslesen der Datei /proc/net/wireless sehr häufig Messwerte bezüglich der Funkstre-
cke zu erhalten. Eine diesbezügliche Nachricht ist in Abbildung B.11 dargestellt. Sie





Abbildung B.12: Um eine bestehende oder angeforderte Assoziation zu beenden, schickt




Wird eine Assoziation nicht länger benötigt, weil beispielsweise ein als besser geeignet
erscheinendes Netzzugangsgerät erfolgreich aktiviert werden konnte (
”
weicher vertikaler
Handover“) oder weil dieses Netzzugangsgerät mit einem anderen Netzzugangspunkt
assoziiert werden soll (
”
harter horizontaler Handover“), wird ein Dissoziationskommando
(siehe Abbildung B.12) an das
”
Device Backend“ übergeben.
Wurde eine Assoziation beendet, weil entweder ein Trennungsbefehl voraus ging oder
weil ein Abriss stattfand, meldet das
”
Device Backend“ diesen Zustandswechsel durch
eine <Dissociated>-Meldung (in Abbildung B.13 dargestellt).
Nachdem das Trennungsereignis an den REACH-Client kommuniziert wurde, wird der
Handoverentscheider aktiv und kann das
”
Device Backend“ für einen erneuten Assoziati-
onsprozess heranziehen. Anzumerken ist, dass die Nachrichten ereignisorientiert anfallen.




<Dissociated label="WLAN AP 1" />
</DeviceBackend>
Abbildung B.13: Wenn eine Assoziation auf Wunsch getrennt wurde oder abgerissen ist,
signalisiert eine solche <Dissociated>-Nachricht dem REACH-Client,
dass das vom
”
Device Backend“ verwaltete Netzzugangsgerät für eine
erneute Assoziationsprozedur zur Verfügung steht.
Es werden also lediglich Änderungen kommuniziert, mit Ausnahme von Signalstärke-
und Linkgütewerten, welche zyklisch1 anfallen. Alle Änderungen bezüglich der Verfüg-
barkeit des überwachten Netzzugangsgeräts, der Sichtbarkeit von Netzzugangspunkten
und dem Status einer angeforderten Assoziation werden wie dargestellt an den REACH-





Wird der REACH-Client beendet, schickt er ein Beendigungskommando an alle gest-
arteten
”
Device Backends“. Eine solche <ShutDown>-Nachricht wird in Abbildung B.14
gezeigt. Das
”
Device Backend“ wird sich daraufhin beenden, aber vorher noch für einen




Abbildung B.14: Mit Hilfe dieser <ShutDown>-Nachricht befiehlt der REACH-Client ei-
nem gestarteten
”




Im Folgenden werden die drei für den Demonstrator implementierten
”
Device Backends“
vorgestellt. Sie basieren allesamt darauf, dass auf dem mobilen Endgerät diverse Sys-
temkommandos verfügbar sind, welche auch ein Administrator benutzen würde, wenn
er einen Internetzugang manuell in der Kommandozeile konfigurieren wollte. Die
”
Device
Backends“ wurden so entwickelt, dass sie selbige Kommandos in ähnlicher Reihenfolge





automatisch aufrufen. Dabei wird jeweils die Ausgabe der Kommandos untersucht, um
einerseits Fehlerfälle feststellen zu können, aber auch um beispielsweise benötigte Adress-
informationen zu erhalten.
B.2.1 Ethernet
Ethernet ist eine weit verbreitete drahtgebundene Netzzugangstechnologie, welche in
vielen modernen mobilen Endgeräten (besonders in Laptops) vertreten ist. Die Unter-
stützung von Ethernet durch REACH bietet sich damit an.
Ethernet bietet dabei keine
”
Einwahlprozeduren“ an. Bezüglich einer Ethernetschnitt-
stelle kann allenfalls erkannt werden, ob sie über ein Kabel mit einem anderen Gerät
verbunden worden ist. Dazu wird das Vorhandensein eines Trägersignals überprüft, was
allerdings bereits durch die Hardware und den dazugehörigen Treiber seitens des Be-
triebssystems erfolgt.
Es liegt somit lediglich die Information vor, dass eine physikalische Verbindung vor-
liegt, jedoch nicht, an welchen Netzzugangspunkt das Gerät angeschlossen worden ist.
Um das herauszufinden, sind weitere Schritte notwendig.
Detektion des Netzzugangsgeräts und des Mediums
Die erste Aufgabe des
”
Device Backends“ für Ethernet besteht damit darin, zu erkennen,
ob die überwachte Ethernetschnittstelle verfügbar ist und ob momentan eine physikali-
sche Verbindung besteht. Diese Überprüfung muss zyklisch erfolgen, um beispielsweise
den Verlust des Trägersignals bei einem Abziehen des Netzwerkkabels zeitnah erkennen
zu können.
neelix ~ # ifplugstatus --auto eth0
eth0: unplugged
neelix ~ # ifplugstatus --auto eth1
eth1: link beat detected
neelix ~ # ifplugstatus --auto eth2
eth2: not supported
Failure (No such device)
Abbildung B.15: Der Status einer Ethernetschnittstelle lässt sich mit Hilfe des Kom-
mandos ifplugstatus ermitteln. Hier sind drei mögliche Ausgaben
des Kommandos aufgeführt.
Unter GNU/Linux bietet sich dazu das Kommando ifplugstatus an, welche eine
Ethernetschnittstelle auf das Vorhandensein eines Trägersignals hin untersuchen kann.
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In Abbildung B.15 sind die Ausgaben dieses Kommandos für drei Szenarien dargestellt.
Im ersten Fall konnte kein Trägersignal erkannt werden, im zweiten Fall dagegen schon.
Im dritten Fall ist das geprüfte Interface eth2 nicht vorhanden gewesen, da beispielsweise
die zugehörige Steckkarte nicht verfügbar war. Das Kommando sollte mit dem Parameter
--auto aufgerufen werden, da man sonst eine Fehlermeldung erhalten würde, sollte das
Interface vorab nicht anderweitig aktiviert worden sein.
Das
”
Device Backend“ für Ethernet ruft das ifplugstatus-Kommando zyklisch auf
und untersucht dessen Ausgabe auf das Vorhandensein bestimmter Zeichenketten. Konn-
te
”
unplugged“ gefunden werden, gilt das Netzzugangsgerät als verfügbar, aber ohne ein
angeschlossenes Kabel. Die Zeichenkette
”
link beat detected“ zeigt das Vorhanden-
sein des Geräts und einer Gegenstation an, während bei
”
No such device“ nicht einmal
das Netzzugangsgerät als verfügbar gilt.
Somit kann das
”
Device Backend“ den Verfügbarkeitsstatus der zu überwachenden
Ethernetschnittstelle erkennen und dies dem REACH-Client mitteilen. Dazu wird eine
<HardwareIsAvailable>- bzw. eine <HardwareIsNotAvailable>-Nachricht verschickt.
Erkennung des Netzzugangspunkts
Wird ein Trägersignal erkannt, gilt es herauszufinden, an welchen Netzzugangspunkt
das mobile Endgerät angeschlossen worden ist. Diese Information wird dazu benötigt,
den erkannten Netzzugangspunkt als
”
sichtbar“ melden zu können, damit der Hand-
overentscheider des REACH-Clients über die Nutzbarkeit des Netzzugangspunkts befin-
den kann.
Die Erkennung des aktuellen Aufenthaltsorts erfordert bei Ethernet den Einsatz des
”
Dynamic Host Configuration Protocols“ (DHCP). Dieses ermöglicht eine automatische
Adresskonfiguration. Die Nutzung von DHCP seitens des mobilen Endgeräts setzt aller-
dings voraus, dass das Netzwerk, an welches es angeschlossen wird, auch einen DHCP-
Server anbietet. Ist das nicht der Fall, werden keine Adressinformationen zugewiesen,
und es kann auch keine Positionsangabe abgeleitet werden. Der Netzzugang gilt in sol-
chen Fällen als nicht benutzbar.
Konnten der Ethernetschnittstelle erfolgreich Adressinformationen zugewiesen werden,
fehlt immer noch die für REACH wichtige Positionsangabe. Das mobile Endgerät muss
seine Umgebung
”




Dafür kann jedoch nicht die dem Interface zugewiesene IP-Adresse herangezogen wer-
den. Zum einen kann sich diese von Mal zu Mal ändern, sodass ein eigentlich bekannter




die verwendeten IP-Adressbereiche in der Praxis nicht eindeutig sein. DSL-Router für
den Heimgebrauch sind häufig so eingestellt, dass der eingebaute DHCP-Server IP-Adres-
sen aus dem Adressbereich 192.168.0.1/24 vergibt. Das mobile Endgerät kann hierbei
nicht mehr unterscheiden, an welchen DSL-Router es angeschlossen worden ist, wenn
identische Adressbereiche mehrfach verwendet werden.
Bevor die Frage der Positionserkennung geklärt wird, soll zunächst auf die Adresszu-
weisung mit Hilfe von DHCP eingegangen werden. Dieser Schritt ist notwendig, da er
der Positionserkennung vorausgeht.
neelix ~ # /sbin/dhcpcd -d -B -A -t 30 eth0
dhcpcd: version 5.2.2 starting
dhcpcd: eth0: executing ‘/lib/dhcpcd/dhcpcd-run-hooks’, reason PREINIT
dhcpcd: eth0: executing ‘/lib/dhcpcd/dhcpcd-run-hooks’, reason CARRIER
dhcpcd: eth0: reading lease ‘/var/lib/dhcpcd/dhcpcd-eth0.lease’
dhcpcd: eth0: discarding expired lease
dhcpcd: eth0: broadcasting for a lease
dhcpcd: eth0: sending DHCP_DISCOVER (xid 0xf7264b20), next in 4.19
dhcpcd: eth0: offered 192.168.1.32 from 192.168.1.1
dhcpcd: eth0: sending DHCP_REQUEST (xid 0xf7264b20), next in 3.22
dhcpcd: eth0: acknowledged 192.168.1.32 from 192.168.1.1
dhcpcd: eth0: leased 192.168.1.32 for 86400 seconds
dhcpcd: eth0: adding IP address 192.168.1.32/24
dhcpcd: eth0: adding route to 192.168.1.0/24
dhcpcd: eth0: adding default route via 192.168.1.1
dhcpcd: eth0: writing lease ‘/var/lib/dhcpcd/dhcpcd-eth0.lease’
dhcpcd: eth0: executing ‘/lib/dhcpcd/dhcpcd-run-hooks’, reason BOUND
Abbildung B.16: Für eine Adresszuweisung mit Hilfe von DHCP bietet sich das dhcpcd-
Kommando an. Dieses stellt alle relevanten Adressinformationen über
die Standardausgabe bereit, wo sie abgefangen werden können.
Für die Zuweisung einer IP-Adresse setzt das implementierte
”
Device Backend“ das
dhcpcd-Kommando ein. Alternativ wurde vom Autor versucht, das dhclient-Komman-
do zu benutzen, was allerdings scheiterte. Lediglich der dhcpcd liefert alle erforderlichen
Informationen über seine Ausgabe (siehe Abbildung B.16), welche vom
”
Device Backend“
ausgewertet werden. Zu diesem Zweck muss der dhcpcd mit dem Kommandozeilenpara-
meter -d in den
”
Debug-Modus“ geschaltet werden, da nur dann auch die IP-Adresse
des Gateways ausgegeben wird. Der Parameter -B sorgt dafür, dass sich das Programm
nicht
”
dämonisiert“, also dass es blockierend
”
im Vordergrund“ verbleibt. Der Schalter
-A sorgt dafür, dass die Adresszuweisungsprozedur beschleunigt wird, da nach erfolg-
reicher Zuweisung einer IP-Adresse auf eine Kollisionsprüfung mit Hilfe des
”
Address
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Resolution Protocols“ (ARP) verzichtet wird. Mit Hilfe des Parameters -t 30 wird eine
Zeitschranke von 30 Sekunden vorgegeben, sodass das Kommando in Netzwerken ohne
DHCP-Server nach einer definierten Zeitspanne eine Fehlermeldung liefern wird.
Wichtig ist für REACH, dass während einer solchen Assoziationsprozedur keine wirk-
samen
”
Default Routen“ hinzugefügt werden, da es sonst zu einem Fehlverhalten der
”
transparenten Proxyserver“ kommen würde (siehe Abschnitt 4.3.2.2). Dies ließe sich hier
mit Hilfe des Parameters -nogateway effektiv verhindern, jedoch würde dann in der
Ausgabe des dhcpcd-Kommandos die
”
adding route via GATEWAY“-Zeile nicht mehr
auftauchen. Diese Information wird allerdings unbedingt benötigt. Leider ist es mit Hil-
fe des dhcpcd-Kommandos nicht möglich, die mittels DHCP zugewiesene IP-Adresse des
Gateways zu erhalten, ohne dass dabei auch eine Route gesetzt wird. Dieses Problem
ließ sich mit der Installation einer aktuelleren Version des dhcpcd-Kommandos lösen
(Version 5.2.2 statt der als stabil gekennzeichneten Version 4.0.15). Die neuere Version
überführt zwar weiterhin besagte Einträge in die Routingtabelle, versieht sie allerdings
mit einem positiven Wert für die Metrik. Da nur der Weg mit der niedrigsten Metrik
verwendet wird, kam es zu keinen Wechselwirkungen mit den
”
transparenten Proxies“
mehr, da diese eine priorisierte Route mit der Metrik 0 involvieren.
Die Ausgabe von dhcpcd wird gezielt auf das Vorhandensein der im Folgenden aufge-
führten Zeichenketten hin untersucht. Die dabei ermittelten Informationen werden vom
”
Device Backend“ vermerkt und bei Bedarf dem REACH-Client mitgeteilt.
•
”
adding IP address 192.168.1.32/24“: Dem Interface wurde die IP-Adresse
192.168.1.32 zugewiesen. Die IP-Netzmaske liegt als Anzahl der 1-Bits (/24)
vor und muss anschließend noch umgerechnet werden. Schlussendlich liegt sie in
diesem Beispiel als 255.255.255.0 vor.
•
”
adding default route via 192.168.1.1“: Die nach der Zeichenkette via an-





BOUND“: Die Zeile mit dieser Zeichenkette kommt nach allen Zeilen, welche für
das
”




timed out“: Es konnte keine Adresszuweisung durchgeführt werden. Wahrschein-
lich ist kein DHCP-Server verfügbar.
•
”
carrier lost“: Das Netzwerkkabel wurde entfernt. Eine bestehende Adressbin-





Konnte die Adresszuweisungsprozedur erfolgreich durchgeführt werden, verfügt das
Interface über eine IP-Adresse und eine Netzmaske. Zudem ist die IP-Adresse des zuge-
wiesenen Gateways bekannt.
Die IP-Adresse des Gateways wird im nächsten Schritt dazu benutzt, um die Posi-
tionserkennung durchzuführen. Zwar ist die IP-Adresse des Gateways für sich alleine
gesehen nicht eindeutig, allerdings besitzt das Gateway eine eindeutige MAC-Adresse.
Diese MAC-Adresse gilt es herauszufinden. Sind dem REACH-Client die MAC-Adressen
der Gateways aller in Frage kommenden Netzzugangspunkte bekannt, kann so auf den
Aufenthaltsort geschlossen werden.
Um die verfügbare IP-Adresse des Gateways in eine MAC-Adresse aufzulösen, wird
das Kommando arp eingesetzt. Das führt allerdings nur dann zum Erfolg, wenn bereits
ein diesbezüglicher Eintrag in der ARP-Tabelle existiert. Nach einer
”
frischen“ Adress-
zuweisung über DHCP ist der zugehörige Eintrag noch nicht vorhanden, sodass erst das
”
Address Resolution Protocol“ (ARP) zur Adressauflösung benutzt werden muss. ARP
lässt sich jedoch nur indirekt anstoßen, was beispielsweise durch einen Datentransfer zu
der geforderten IP-Adresse erfolgen kann. Das
”
Device Backend“ bedient sich hierfür des
Kommandos ping.
neelix ~ # arp --device eth0 192.168.1.1
192.168.1.1 (192.168.1.1) -- no entry
neelix ~ #
neelix ~ # ping -r -c 1 -W 1 -I eth0 192.168.1.1
PING 192.168.1.1 from 192.168.1.32 eth0: 56(84) bytes of data.
64 bytes from 192.168.1.1: icmp_seq=1 ttl=64 time=1.16 ms
--- 192.168.1.1 ping statistics ---
1 packets transmitted, 1 received, 0% packet loss, time 0ms
rtt min/avg/max/mdev = 1.160/1.160/1.160/0.000 ms
neelix ~ #
neelix ~ # arp --device eth0 192.168.1.1
Address HWtype HWaddress Flags Mask Iface
my.router ether 00:17:31:dc:04:fb C eth0
neelix ~ #
Abbildung B.17: Die MAC-Adresse des zugewiesenen Gateways lässt sich mit Hilfe des
Kommandos arp aus der ARP-Tabelle auslesen, wenn diese vorher ge-
füllt worden ist. Dafür wird hier das ping-Kommando benutzt.
In Abbildung B.17 ist zweimal die Ausgabe des Kommandos arp aufgeführt. Die-
sem muss explizit das zu nutzende Interface (hier: eth0) mitgeteilt werden, damit die
Wegewahl umgangen wird. Schließlich ist nicht auszuschließen, dass die hier genannte
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IP-Adresse des Gateways 192.168.1.1 bereits über ein anderes Interface angesprochen
werden kann, wodurch die MAC-Adresse eines
”
falschen“ Systems zurückgeliefert werden
könnte.





Device Backend“ führt dieses
”
erste“ arp-Kommando
jedoch niemals aus, sondern startet vorab immer das genannte ping-Kommando zur
Füllung der ARP-Tabelle. Aber auch ping muss dazu veranlasst werden, die Routing-
tabelle zu ignorieren, was mit Hilfe des Parameters -r befohlen wird. Dieser Parameter
erfordert die explizite Angabe eines Interfaces, was hier der Zusatzparameter -I eth0
übernimmt. Mit -c 1 wird das ping-Kommando dazu angehalten, nur einen einzigen
ICMP-ECHO-REQUEST zu versenden. Zudem soll das Programm nach spätestens einer Se-
kunde (-W 1) abbrechen.
Die Ausgaben des ping-Kommandos sind für das
”
Device Backend“ nicht von Inter-
esse. Es dienst lediglich dazu, die ARP-Tabelle zu füllen, was im Beispiel in Abbildung
B.17 erfolgreich war: das zweite arp-Kommando lieferte schließlich die gesuchte MAC-
Adresse des Gateways. In der Ausgabe muss jedoch die korrekte Zeile gefunden werden,
was anhand der Iface-Spalte zu erfolgen hat. Liegt die korrekte Zeile vor, kann die zu-
gehörige MAC-Adresse ausgelesen werden. Diese kann jedoch auch
”
(incomplete)“ als
Inhalt haben, was auf ein zwischenzeitlich abgezogenes Netzwerkkabel schließen lässt.
Schlussendlich steht im Erfolgsfall eine
”
vollständig aufgebaute Verbindung“ zum In-
ternet bereit, obwohl der Handoverentscheider zu diesem Zeitpunkt noch nicht einmal
über die Sichtbarkeit eines Netzzugangspunkts informiert worden ist. Das erfolgt im
nächsten Schritt, nachdem das
”
Device Backend“ die jetzt bekannte MAC-Adresse mit
allen hinterlegten MAC-Adressen verglichen hat. Ist die MAC-Adresse bekannt, wird die
”
Sichtbarkeit“ des zugehörigen Netzzugangspunkts an den REACH-Client gemeldet.
Sollte sich der Handoverentscheider dazu entschließen, diesen
”
sichtbaren“ Netzzu-
gangspunkt zu benutzen, wird er eine <Associate>-Nachricht an das
”
Device Backend“
versenden. Dieses muss nun nichts weiter unternehmen, da
”
die Internetverbindung“ be-
reits besteht. Es wird lediglich vermerkt, dass die Assoziation angefordert worden ist,
und sofort mit einer <Associated>-Nachricht geantwortet. Diese enthält die vorab vom
dhcpcd-Kommando
”
abgegriffenen“ IP-Adresse des Interfaces, die IP-Netzmaske sowie
die IP-Adresse des Gateways. Sollte es im Folgenden zu einem Verlust des Trägersignals







Device Backend“ benötigte Parameter
Das
”
Device Backend“ für Ethernet benötigt zwei Parameter, um seine Aufgabe zu erfül-
len. Ersterer gilt als hardwarespezifischer Parameter, welcher einmalig angegeben werden
muss. Letzterer Parameter stellt einen Detektionsparameter dar, welcher bezüglich eines




device“: benennt die zu überwachende Ethernetschnittstelle, in den gezeig-








Device Backend“ für Ethernet wurde damit beschrieben. Die
genannten Mechanismen setzen das Vorhandensein bestimmter Systemkommandos, wie
beispielsweise ifplugstatus und dhcpcd, voraus. Das vorgestellte
”
Device Backend“ ist
somit hochgradig auf die GNU/Linux-Plattform zugeschnitten.
B.2.2 WLAN nach IEEE 802.11
WLAN stellt eine populäre, drahtlos arbeitende Netzzugangstechnologie dar. WLAN
zeichnet sich dadurch aus, dass es mehrere Varianten gibt, welche in verschiedenen Fre-
quenzbereichen arbeiten und dabei unterschiedliche Datenraten erreichen können. Zu-
dem lassen sich diverse Sicherheitsmechanismen auswählen. WLAN-Funknetze können
verschlüsselt oder unverschlüsselt arbeiten, wobei im ersten Fall eine Vielzahl an Schema-
ta angeboten werden. Die Herausforderung bei der Erstellung eines
”
Device Backends“
für WLAN bestand darin, für alle möglichen Szenarien eine Lösung anbieten zu können,
also Assoziationen zu ermöglichen.
Das vorliegende
”
Device Backend“ sieht für einen WLAN-Adapter des mobilen End-
geräts lediglich den
”
Station mode“ vor, also die Teilnahme an Infrastrukturnetzen. Der
so genannte
”
Ad-hoc mode“ wird nicht unterstützt, da das Augenmerk von REACH
auf der Erreichbarkeit von REACH-Proxyservern liegt, was in der aktuellen Implemen-
tierung nur beim Infrastrukturmodus gewährleistet werden kann. Der
”
Master mode“,
welcher aus einem WLAN-Adapter des mobilen Endgeräts eine Basisstation macht, wird
aus denselben Gründen ebenfalls nicht unterstützt.





assoziationsorientiert“, da sich ein mobiles Endgerät mit einer Basis-
station assoziieren muss. Dabei kann ein mobiles Endgerät eine Vielzahl nutzbarer Basis-
stationen in seiner Umgebung vorfinden, muss davon jedoch eine auswählen und sich mit
dieser assoziieren. Dabei können Anmelde- und Verschlüsselungsschemata durchlaufen
werden.
Detektion des Netzzugangsgeräts
WLAN-Adapter werden unter GNU/Linux über Interfaces angesprochen. Deren Namen
folgen je nach zu Grunde liegendem Treiber dem Benennungsschema wlanX, athX oder
ethX, wobei X eine natürliche Zahl darstellt. Die im Demonstrator verwendeten WLAN-
Adapter des Typs
”
ZyXEL G-220 v2“ basieren auf einem ZD1211-Chip und werden vom
Linux-Kernel durch den gleichnamigen Treiber über den
”
Universal Serial Bus“ (USB)
angesprochen. Die Interfaces werden hierbei beginnend mit wlan0 benannt.
Die erste Aufgabe des
”
Device Backends“ ist die Erkennung des Netzzugangsgeräts,
also des WLAN-Adapters. Der USB-Stick kann schließlich durch den Nutzer spontan




Der Linux-Kernel erkennt einen verfügbar gewordenen WLAN-Adapter augenblick-
lich; er aktiviert daraufhin den zugehörigen Treiber und vergibt einen Gerätenamen. Die-
ser Gerätename ist persistent, wird also pro
”
gesehenem“ Adapter dauerhaft vermerkt.
Dies wird bei aktuellen Linux-Installationen durch den
”
Device Manager“ udev [Wiki09g]
sichergestellt. Dadurch ist es beispielsweise egal, an welchen USB-Port ein WLAN-Adap-
ter angeschlossen wird, oder ob vorher noch ein anderer WLAN-Adapter angeschlossen
worden war. Ist der Interfacename eines bestimmten Adapters einmal bekannt, kann sich
der Nutzer sicher sein, dass beide dauerhaft miteinander verknüpft bleiben werden.
Ist ein Adapter verfügbar und konnte der zugehörige Treiber aktiviert werden, taucht
eine zugehörige Zeile in der Pseudo-Datei /proc/net/wireless, welche durch den Li-
nux-Kernel bereit gestellt wird, auf. Da jeder verfügbare WLAN-Adapter aufgeführt
wird, muss die relevante Zeile herausgesucht werden. Da die erste Spalte das Interface
benennt, ist eine Zuordnung problemlos möglich (siehe Abbildung B.18).
Wird ein WLAN-Adapter deaktiviert oder entfernt, verschwindet die zugehörige Zeile
aus der in Abbildung B.18 gezeigten Pseudodatei. Es bietet sich damit an, sie zyklisch
auf Änderungen hin zu untersuchen. Das beschriebene
”
Device Backend“ liest die Datei
hierfür sekündlich ein und generiert bei einem Zustandswechsel eine Änderungsnachricht
an den REACH-Client. Wird ein beobachteter Adapter erstmalig gefunden, generiert
das
”




neelix ~ # cat /proc/net/wireless
Inter-| sta-| Quality | Discarded packets
face | tus | link level noise | nwid crypt frag retry misc
wlan0: 0000 0 0 0 0 0 0 0 0
Abbildung B.18: In der Pseudodatei /proc/net/wireless werden alle momentan ver-
fügbaren WLAN-Adapter aufgeführt. Jedes Interface wird durch ei-
ne eigene Zeile beschrieben (die Darstellung wurde aus Platzgründen
rechtsseitig gekürzt).
länger gelistet, ist eine <HardwareIsNotAvailable>-Nachricht die Folge.
In Abbildung B.18 sind in den Spalten drei, vier und fünf jeweils noch Statusinforma-
tionen bezüglich der Linkgüte (
”







aufgeführt. Diese Werte sind hier jedoch alle mit Null angegeben, da sie nur dann gültig
sind, wenn der WLAN-Adapter mit einer Basisstation assoziiert ist. Im dargestellten
Fall bestand jedoch keine Assoziation, und damit waren keine Gütewerte verfügbar. Der
Vorteil bei der Ermittlung von Gütewerten über diese Pseudodatei liegt darin, dass die
Werte augenblicklich aktualisiert werden, wenn Daten von der zugehörigen Basisstation
empfangen werden. Demnach können Gütewerte mit einer hohen Rate ermittelt wer-
den, was sich der Handoverentscheider beim Einsatz von Regressionsrechnung zu Nutze
macht.
Linkgütewerte werden jedoch nicht nur bezüglich einer aktiven Assoziation benötigt,
sondern auch für alle
”
sichtbaren“ Basisstations-Kandidaten. Deren Gütewerte stehen
allerdings nicht über diesen Mechanismus bereit, sondern müssen über aktives
”
Scannen“
ermittelt werden, was ab Seite 298 beschrieben wird.
Aktivierung eines WLAN-Adapters
Ist ein WLAN-Adapter verfügbar, kann er zum
”
Scannen“ herangezogen werden. Dazu
muss er vorab aktiviert worden sein, was mit Hilfe des Kommandos ifconfig erfolgt.
Ein vom Kernel erkannter WLAN-Adapter ist anfangs noch inaktiv. Die Ausgabe des
Kommandos ifconfig sieht dann so aus wie im oberen Teil von Abbildung B.19. Mit
Hilfe des Parameters up kann der Adapter aktiviert werden, wonach die Ausgabe von
ifconfig dem unteren Teil der Ausgabe in Abbildung B.19 entspricht. Der Unterschied
zwischen einem inaktiven und einem aktivierten Adapter manifestiert sich in der zweiten
Zeile der Ausgabe. Ist hier das Schlüsselwort
”
UP“ zu finden, gilt der Adapter als aktiv
und es kann zum
”
Scannen“ herangezogen werden. Sollte das Schlüsselwort fehlen, muss
der Adapter erst aktiviert werden.
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neelix ~ # /sbin/ifconfig wlan0
wlan0 Link encap:Ethernet HWaddr 00:13:49:71:80:fc
BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)
neelix ~ # /sbin/ifconfig wlan0 up
neelix ~ # /sbin/ifconfig wlan0
wlan0 Link encap:Ethernet HWaddr 00:13:49:71:80:fc
UP BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)
Abbildung B.19: Mit Hilfe des Kommandos ifconfig kann überprüft werden, ob ein
WLAN-Adapter aktiviert worden ist. Sollte dies nicht der Fall sein,
kann dies mit Hilfe des Parameters up nachgeholt werden.
Suche nach Netzzugangspunkten





nen“ nach Basisstationen herangezogen. Relevante Basisstationen müssen dem
”
Device
Backend“ vorab bekannt gemacht worden sein, da sich nicht jede gefundene Basisstation
für eine Assoziation eignet: nur zu bekannten Basisstationen können auch Authentifika-
tionsparameter (Assoziationsparameter) hinterlegt worden sein, welche zum Beitritt zu
verschlüsselten Funknetzen unumgänglich sind.
Der eigentliche Suchmechanismus ist im Kernel implementiert und kann durch das
Kommando
”
/sbin/iwlist wlan0 scan“ angestoßen werden. Der Gerätename wlan0
ist entsprechend anzupassen.
Abbildung B.20 zeigt hierbei die Ausgabe des
”
Scan“-Kommandos, wenn das Interface
vorab nicht aktiviert wurde. Da in diesem Fall keine Ergebnisse zurückgeliefert werden
können, ist eine Aktivierung des Interfaces unumgänglich.
War der Adapter bereits aktiv, wird ein Suchvorgang angestoßen. Dieser kann je nach
Hardware und Treiber mehrere Sekunden in Anspruch nehmen, da hierbei aktiv alle re-
levanten Frequenzen auf das Vorhandensein von WLAN-Funknetzen hin untersucht wer-
den. Die Ausgabe des Kommandos ähnelt derjenigen aus Abbildung B.21, welche jedoch




neelix ~ # /sbin/iwlist wlan0 scan
wlan0 Interface doesn’t support scanning : Network is down
Abbildung B.20: Die in der Umgebung des mobilen Endgeräts verfügbaren WLAN-Ba-
sisstationen können durch das iwlist-Kommando
”
gescannt“ werden.
Hier wird ein Fehlerfall gargestellt: der Adapter war nicht aktiv.
on wird durch mehrere Zeilen beschrieben. Ein solcher
”
Block“ beginnt immer mit dem
Schlüsselwort Cell gefolgt von der Zellennummer, welche die gefundenen Basisstationen
aufsteigend nummeriert. Die zu jeder gefundenen Basisstation relevanten Informationen
sind der
”
Effective Service Set Identifier“ (
”









neelix ~ # /sbin/iwlist wlan0 scan
wlan0 Scan completed :
Cell 01 - Address: 00:17:31:DC:04:FB
Channel:11
Frequency:2.462 GHz (Channel 11)
Quality=69/100 Signal level=69/100
Encryption key:on
ESSID:"REACH Access Point 1"
Abbildung B.21: Im Erfolgsfall liefert das
”
Scannen“ eine Liste an verfügbaren Basis-
stationen. Aus Gründen der Übersichtlichkeit ist die hier dargestellte
Ausgabe vom Autor reduziert worden.
Der REACH-Client macht potentielle Netzzugangspunkte anhand der ESSID des
Funknetzes bekannt. Die ESSID stellt damit den Detektionsparameter dar, welcher Aus-
sagen über die Sichtbarkeit eines Netzzugangspunkts ermöglicht. Ist im Ergebnis eines
Suchvorgangs eine hinterlegte ESSID erstmalig aufgeführt, wird dem REACH-Client de-
ren
”






sichtbaren“ Netzzugangspunkt liegen gemäß des Suchergebnisses ein Link-
güte- und ein Signalstärkewert vor. Es konnte jedoch nicht herausgefunden werden, was
diese Werte genau bedeuten. Bei einem Linux-Kernel der Version 2.6.30 waren beim
zd1211-Treiber beide Werte immer gleich. Bei älteren Kerneln unterschieden sich beide
Werte noch, wobei sich der Signalstärkewert einen höheren Dynamikbereich aufwies als
der Linkgütewert. Anscheinend ist die Bedeutung dieses Werts sowohl von Kernelversion
zu Kernelversion als auch von Treiber zu Treiber unterschiedlich.
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ausreichender“ Signalstärke bzw. Linkgüte gilt
für den Handoverentscheider als benutzbar. Er kann den Netzzugangspunkt für einen





Bittsteller“) erfolgt. Der hierfür unter GNU/Linux verfügbare
wpa_supplicant unterstützt sowohl unverschlüsselte Funknetze sowie mit den Metho-
den
”
Wired Equivalent Privacy“ (WEP),
”
Wi-Fi Protected Access“ (WPA) oder
”
Wi-
Fi Protected Access 2“ (WPA2) verschlüsselte WLAN-Netze. Das macht ihn zu einem
universell einsetzbaren Werkzeug, wenn sich ein mobiles Endgerät mit einer WLAN-
Basisstation assoziieren soll.
Das wpa_supplicant-Kommando wird dabei mit vier
”
Schaltern“ aufgerufen (siehe
Abbildung B.22). Mit -d werden zusätzliche Debug-Ausgaben aktiviert, welche die Er-
kennung bestimmter Fehlerfälle erlauben. Zudem müssen der Treiber (
”
Driver“, -D) zum
Zugriff auf den Kernel, das Interface (
”
Interface“, -i) sowie der Dateiname einer Konfi-
gurationsdatei (
”
Configuration“, -c) angegeben werden.
neelix ~ # wpa_supplicant -d -D wext -i wlan0 -c ./supplicant_reach1.conf
CTRL-EVENT-SCAN-RESULTS
Trying to associate with 00:17:31:dc:04:fb (SSID=’REACH Access Point 1’ freq=2462 MHz)
Associated with 00:17:31:dc:04:fb
WPA: Key negotiation completed with 00:17:31:dc:04:fb [PTK=CCMP GTK=CCMP]
CTRL-EVENT-CONNECTED - Connection to 00:17:31:dc:04:fb completed (auth) [id=0 id_str=]
Abbildung B.22: Mit Hilfe des wpa_supplicant-Kommandos wird eine Assoziation mit
einer Basisstation eingerichtet. In diesem Beispiel wurde aus Gründen
der Übersichtlichkeit auf den Debug-Parameter verzichtet.
Der wpa_supplicant gibt nach seinem Start diverse Meldungen aus, wovon die meis-
ten für das
”
Device Backend“ ohne Belang sind. Es geht lediglich darum, zu erkennen, ob
die Assoziation erfolgreich hergestellt werden konnte. Eine gültige Assoziation liegt vor,
wenn die Zeichenkette
”
CTRL-EVENT-CONNECTED“ gefunden werden konnte. Werden da-
gegen die Zeichenketten
”
Network is down“ (Netzzugangsgerät nicht mehr verfügbar),
”
timed out“ (Fehlschlag bei Anmeldung) oder
”
Associated with 00:00:00:00:00:00“




Das, was von Netzzugangspunkt zu Netzzugangspunkt unterschiedlich sein wird, sind
die Konfigurationsdateien bezüglich des wpa_supplicant-Kommandos. Diese müssen
speziell auf das jeweils eingesetzte Authentifizierungsschema zugeschnitten werden und
enthalten beispielsweise Nutzernamen und Passwörter.















Abbildung B.23: Hier wird eine Konfigurationsdatei für das wpa_supplicant-Komman-
do gezeigt, welche auf dem WPA-PSK-Verfahren basiert.
ziert die Konfigurationsdatei supplicant_reach1.conf, deren Inhalt in Abbildung B.23
(mit unkenntlich gemachten Passwörtern) dargestellt ist. Sie benennt als Betriebsmodus
WPA2 und enthält zudem einen gemeinsam genutzten Schlüssel
”
Pre-shared Key“ (PSK).
Zur Erstellung dieser Datei kann das Kommandozeilenprogramm wpa_passphrase be-
nutzt werden, welches aus einer gegebenen SSID und einem Passwort (im Klartext) den
psk-Parameter errechnet.
Der wpa_supplicant kann jedoch auch mit aufwendigeren Schemata benutzt wer-
den, wie beispielsweise dem
”
Extensible Authentication Protocol“ (EAP) über IEEE





Deutschen Forschungsnetzes“ (DFN) teilnimmt. Die Anmeldung erfolgt
hierbei nicht länger auf vorab hinterlegten Schlüsseln (PSK) sondern auf der Basis von
Zertifikaten, Nutzername und Nutzerpasswort (WPA-EAP).
Die Konfigurationsdatei des wpa_supplicant-Kommandos sieht im Fall von WPA-
EAP komplexer aus. Das Rechenzentrum der TU Ilmenau stellt hierfür die in Abbildung
B.24 dargestellte Schablone [Tui8] bereit, in welche lediglich der Nutzername und das
Nutzerpasswort eingetragen werden müssen. Zudem muss vorab eine Datei mit Zertifi-
katen heruntergeladen werden, sodass die Referenz in der Konfigurationsdatei auf diese
Datei verweist. Es bietet sich an, die Datei mit den Zertifikaten in denselben Ordner
abzulegen, in dem auch alle anderen Konfigurationsdateien des REACH-Clients liegen.
Es ist damit erkennbar, dass die Konfigurationsdatei je nach Anwendungsfall un-
terschiedlich aussehen wird und zudem Zertifikate erforderlich sein können. Bezüglich
des
”
Device Backends“ wurde daher beschlossen, dass die Konfigurationsdateien des
wpa_supplicant-Kommandos vorab vom Nutzer erstellt werden müssen und diese nicht






















Abbildung B.24: Diese Schablone einer Konfigurationsdatei für den wpa_supplicant
wird vom Rechenzentrum der TU Ilmenau zum Download angeboten.
Bei dem hierbei eingesetzten Verfahren WPA-EAP werden ein Nutzer-
name, ein Passwort und eine Datei mit Zertifikaten benötigt.
durch den REACH-Client modifiziert werden. Die Alternative hieße, dass die Datei-
en bei Bedarf aus Konfigurationsparametern zusammengesetzt werden müssten, was
jedoch einen umfangreichen Parametersatz erfordern würde. Dabei bestünde die Gefahr,
dass ein bislang nicht berücksichtigtes Nutzungsschema nicht unterstützt werden könnte,
wenn ein bestimmter Parameter vergessen worden wäre.
Da alle Netzzugangspunkte bereits im Vorfeld bekannt sein müssen, ist es nach Ansicht
des Autors im aktuellen Stadium ein vertretbarer Aufwand, dass zu allen WLAN-Basis-
stationen (genauer: WLAN-Funknetzen) vorab eine solche Konfigurationsdatei angelegt
und erforderliche Zertifikate beschafft werden müssen.
Zuweisung von IP-Adressinformationen
Nachdem die Assoziationsprozedur erfolgreich durchlaufen worden ist, müssen Einstel-
lungen bezüglich der IP-Adresskonfiguration durchgeführt werden. Das ist jedoch nicht







Für die Ermittlung einer IP-Adresse für das Interface, dessen IP-Netzmaske, der IP-
Adresse diverser DNS-Server und der IP-Adresse des Gateways wird auf DHCP gesetzt.
Der Mechanismus basiert wiederum auf dem Kommando dhcpcd, welches bereits in
Abschnitt B.2.1 in Bezug auf Ethernet beschrieben worden ist. Die Implementierung
der beiden
”
Device Backends“ ist in Bezug auf die Verwendung des dhcpcd-Kommandos
identisch.
Nachdem die IP-Adressinformationen zugewiesen worden sind, gilt der Netzzugang
als aufgebaut. Das
”
Device Backend“ signalisiert dies mit Hilfe einer <Associated>-
Nachricht. Im Gegensatz zu Ethernet ist zu diesem Zeitpunkt bereits klar, mit wel-
chem Netzzugangspunkt eine Assoziation besteht, sodass die MAC-Adresse des Gate-
ways nicht ermittelt zu werden braucht. Bei WLAN wäre ein solches Schema sowieso
nicht zu empfehlen, da mehrere Basisstationen zu einem gemeinsamen
”
Roaming-Ver-
bund“ zusammengeschlossen sein können, und MAC-Adressen im Vorfeld nicht bekannt
sein können (oder nur mit einem hohen Aufwand).
Vom
”
Device Backend“ benötigte Parameter
Auch das
”




device“: Benennt das zu überwachende WLAN-Interface, hier wlan0.
–
”
driver“: Der Treiber, der vom wpa_supplicant-Kommando zur Ansteue-
rung des WLAN-Interfaces verwendet werden soll.
–
”
measurement_type“: Sollen Signalstärke- (signalstrength) oder Linkgüte-
werte (quality) ermittelt werden?
–
”
measurement_ms“: Der Abstand zwischen zwei Messungen kann bezüglich
aktiver Assoziationen in Millisekunden spezifiziert werden.
• Detektions- und Assoziationsparameter:
–
”
SSID“: Hiermit wird der
”
Service Set Identifier“ (SSID) bzw. der
”
Effecti-
ve Service Set Identifier“ (ESSID) des beschriebenen Netzzugangspunkts be-
nannt. Von einem ESSID spricht man, wenn mehrere Basisstationen zu einem
gemeinsamen Funknetz zusammengefasst worden sind. Der Parameter lautet
in beiden Fällen SSID und wird zur Erkennung verfügbarer Basisstationen
herangezogen.





supplicant_configfile“: Hiermit wird eine bereits existierende Konfigura-
tionsdatei referenziert. Diese wird benötigt, wenn eine Assoziation mit einer
Basisstation hergestellt werden soll.
Das soeben beschriebene
”
Device Backend“ für WLAN ist hochgradig auf GNU/Linux-
basierte Systeme zugeschnitten. Es gilt, dass die genannten Systemkommandos auf dem
mobilen Endgerät installiert sein müssen. Ferner ist sicherzustellen, dass neuere Versio-
nen keine abweichenden Ausgaben erzeugen. Sollte dies der Fall sein, wird es zu Fehl-
funktionen kommen, da die jeweiligen Schlüsselwörter nicht mehr erkannt werden oder
die Extraktion von Adressinformationen nicht länger funktioniert. In diesen Fällen muss
das
”
Device Backend“ angepasst oder es muss auf eine ältere Version der Hilfsprogramme
zurückgegriffen werden.
Fallstricke bei der Messwertermittlung
Für eine sinnvolle Regressionsrechnung muss eine häufige Ermittlung der Signalstärke-
bzw. Linkgütewerte stattfinden. Die Regressionsrechnung ist schließlich dazu da, zukünf-
tige Abrisse durch eine Beobachtung vergangener und aktueller Messwerte vorauszusa-
gen. Das funktioniert allerdings nur dann, wenn nicht seltener als ca. einmal pro Sekunde
ein neuer Wert ermittelt werden kann. Diese Problemstellung wurde bereits in Abschnitt
6.2.4 diskutiert.
Bei WLAN stehen zwei Mechanismen bereit, um Signalstärke- und Linkgütewerte zu
erhalten. Zum einen kann die Pseudodatei /proc/net/wireless ausgelesen werden, was
zwar hohe Erfassungsraten erlaubt, jedoch nur bezüglich einer bestehenden Assoziation
Werte liefert. Möchte man hingegen auch die Eignung alternativer Basisstationen in
Erfahrung bringen, muss eine Suche angestoßen werden. Diese liefert Signalstärke- und
Linkgütewerte für alle
”
sichtbaren“ Basisstationen in Reichweite, allerdings mit einer für
Regressionszewecke zu geringen Erfassungsrate. Eine Regressionsrechnung kann damit
ausschließlich bezüglich einer bestehenden Assoziation durchgeführt werden, und nicht
in Bezug auf Basisstations-Kandidaten in der Umgebung des mobilen Endgeräts.
Der Grund liegt darin, dass für einen solchen
”
Scanvorgang“ alle vom WLAN-Adapter
unterstützten Frequenzen untersucht werden müssen, was eine gewisse Zeitspanne erfor-
dert. Für die genutzten USB-basierten
”
Zyxel G-220 v2“ beträgt die Dauer ca. 800ms,
was durchaus noch vertretbar wäre. Für die in der REACH-Box verbauten WLAN-Ad-
apter des Typs
”
Wistron DCMA-81“ mit ihren 802.11 a/b/g-Transceivern beträgt die
gemessene Dauer bereits 4200ms, was deutlich zu viel ist, um noch eine sinnvolle Regres-




Das Problem erweist sich auf den zweiten Blick noch als weitaus gravierender. Bei
einem
”
Scan“ muss der Transceiver seine Frequenz ändern, sodass er keine Daten mehr
mit der Basisstation, mit welcher er assoziiert ist, austauschen kann. Die Folge ist, dass
man mit einem solchen
”
Scanvorgang“ eine bestehende Assoziation stören und sogar
unterbrechen kann. Eine Suche ist nur dann unproblematisch, wenn keine Daten über-
tragen werden sollen. Während einer laufenden Datenübertragung sind die Chancen
eines Abrisses allerdings hoch.
Das bedeutet leider nicht nur, dass keine Gütewerte mit ausreichender Rate ermittelt
werden können, sondern auch, dass während einer bestehenden Assoziation nicht nach
alternativen Basisstationen gesucht werden darf. Man müsste warten, bis die Signalstär-
ke der aktuell assoziierten Basisstation derart niedrig geworden ist, dass das
”
Device
Backend“ einen Linkabriss riskiert und seine Umgebung nach anderen Basisstationen
absucht.
Glücklicherweise ist das Problem bekannt und es steht eine
”
sehr junge“ Lösung seitens
der Kernelentwickler zur Verfügung. In Kernelversion 2.6.32 wurde der Suchmechanis-
mus für kernelinterne Treiber derart geändert, dass ein Suchvorgang eine aktive Assozia-
tion nicht länger negativ beeinflusst. Das wird dadurch erreicht, dass der
”
Scan“ immer
nur in unkritischen Phasen stattfindet, sodass es zu keinen Abrissen durch übersehene
Rahmen mehr kommt. Der Preis, den man aus Anwendersicht hierfür zu zahlen hat,
ist ein wesentlich längerer Suchvorgang. So wird in [Will09] angegeben, dass mit einer
Zeitspanne von 30 Sekunden pro Durchlauf zu rechnen ist. Das ist für eine Suche nach
alternativen Basisstationen ausreichend, verhindert jedoch diesbezüglich den sinnvollen
Einsatz von Regressionsrechnung.
B.2.3 Mobiltelefone mit Bluetooth-Anbindung
Das dritte für den Demonstrator implementierte
”
Device Backend“ ist für einen Inter-
netzugang über Bluetooth-fähige Mobiltelefone zuständig. Das Mobiltelefon wird dazu
als Modem angesprochen, wobei die Kommunikation zwischen mobilem Endgerät und
Mobiltelefon drahtlos über Bluetooth stattfindet. Bluetooth bietet hierfür das serielle
Profil an, sodass selbige Mechanismen zum Einsatz kommen können, welche auch für
seriell angebundene Modems angewendet werden.
Es spielt dabei keine Rolle, ob das Mobiltelefon mit Hilfe des
”
General Packet Radio
Service“ (GPRS) über das
”
Global System for Mobile Communications“ (GSM) oder
mit Hilfe von
”
Enhanced Data Rates for GSM Evolution“ (EDGE) arbeitet, oder ob
es auf dem
”
Universal Mobile Telecommunications System“ (UMTS) basiert [GMH0].
Aktuelle Weiterentwicklungen wie
”
High Speed Downlink Packet Access“ (HSDPA) und





Long Time Evolution“ (LTE) bilden keine Ausnah-
me. Der hier vorgestellte Mechanismus, bei welchem sich das Mobiltelefon aus Sicht
des mobilen Endgeräts wie ein Modem verhält, ist in allen Fällen identisch. Auf der
seriellen Schnittstelle kommt hierbei das
”
Point-to-Point Protocol“ (PPP) zum Einsatz.
Es ist dabei egal, ob die serielle Schnittstelle physikalisch vorhanden ist, oder ob diese
durch das serielle Profil von USB, einer Infrarotübertragung nach der
”
Infrared Data
Association“ (IrDA) oder mittels Bluetooth bereit gestellt wird. In allen diesen Fällen
taucht im /dev-Verzeichnis des GNU/Linux-Systems eine Gerätedatei auf, welche eine





Attention“-Kommandos (AT-Kommandos, Hayes-Befehlssatz) angestoßen und bei
Erfolg eine PPP-Instanz gestartet.
PPP kommt hierbei nur auf der seriellen Schnittstelle zum Einsatz, wird also vom
mobilen Endgerät und vom Mobiltelefon
”
gesprochen“. Das Mobiltelefon stellt seiner-
seits einen paketorientierten Netzzugang bereit, beispielsweise IP über GPRS, und wird
schlussendlich Datenpakete zwischen Telefonnetz und PPP-Übertragungskanal vermit-
teln.
Es gibt eine Vielzahl an Anleitungen im Internet, wie GNU/Linux-basierte Endge-
räte konfiguriert werden müssen, damit ein Zugang zum Internet über ein Mobiltelefon
bereit gestellt werden kann [Post09, Will08]. Die dazu notwendigen Schritte sind prin-




Diskussion: Netzzugangsgerät und Netzzugangspunkt
Auch dieses
”
Device Backend“ hat die Aufgabe, das Vorhandensein eines Netzzugangsge-
räts zu erkennen und diesbezügliche Zustandswechsel an den REACH-Client zu melden.
Unklar ist anfangs allerdings, was überhaupt mit
”
Netzzugangsgerät“ gemeint ist. So
wird beispielsweise ein als USB-Stick ausgeprägter Bluetooth-Adapter verwendet, wel-
cher den Zugriff auf das Mobiltelefon erst ermöglicht. Der Adapter wird dabei nicht
dauerhaft am mobilen Endgerät angeschlossen sein, und ein Mobiltelefon kann sich auch
außerhalb der Funkreichweite des Bluetooth-Adapters befinden.
Es gibt mehrere Möglichkeiten, was mit
”
der Verfügbarkeit des Netzzugangsgeräts“
und
”
der Sichtbarkeit von Netzzugangspunkten“ gemeint sein kann:
1. Mit
”
dem Netzzugangsgerät“ könnte der Bluetooth-Adapter am mobilen Endgerät
gemeint sein. Sobald beispielsweise der Bluetooth-USB-Stick angeschlossen ist, gel-
te dann
”
das Netzzugangsgerät“ als verfügbar. Die nächste Frage wäre dann aber,
was mit
”




Ist der Bluetooth-Adapter am mobilen Endgerät verfügbar, kann die Umgebung
nach bekannten Bluetooth-Geräten abgesucht werden. Im vorliegenden Fall wä-
re dies das Mobiltelefon, welches (1.) eingeschaltet sein, (2.) Bluetooth aktiviert
haben und (3.) sich in Funkreichweite des mobilen Endgeräts befinden muss.
Wäre damit das Mobiltelefon der Netzzugangspunkt, welcher als
”
sichtbar“ gemel-
det werden soll, sobald eine Verbindung über Bluetooth möglich erscheint? Da-
gegen spricht, dass
”
Sichtbarkeit“ die Möglichkeit einer Assoziation impliziert, al-
so dass ein seitens des Handoverentscheiders geäußertes <Associate>-Kommando
auch zu einem positiven Ergebnis führen kann. Dies ist allerdings alleinig durch die
Erreichbarkeit des Mobiltelefons über Bluetooth noch nicht sichergestellt. Schließ-
lich könnte sich der Nutzer samt seiner Geräte gerade in einem Tunnel befinden,
in welchem keine Netzabdeckung besteht. Der Handoverentscheider würde dann
wieder und wieder versuchen, eine Verbindung zum Internet aufzubauen, da der
gewünschte Netzzugangspunkt (das Mobiltelefon)
”
sichtbar“ wäre. Daher wurde
nach einer anderen Aufteilung gesucht.
2. Als
”
sichtbar“ darf ein Netzzugangspunkt also nur dann gelten, wenn auch eine
Assoziation möglich ist. Im Fall von Mobilfunk folgt daraus, dass sich das Mobil-
telefon in ein Funknetz eingebucht haben und dass die Signalstärke ausreichend
sein muss. Der Netzzugangspunkt wäre damit das Mobilfunknetz. Da jedoch ein
Mobiltelefon durch sein
”
Subscriber Identity Module“ (SIM, SIM-Karte) an einen
bestimmten Netzanbieter gebunden ist, hat man als Telefonbenutzer keine sinn-
volle Auswahlmöglichkeit, was mehrere Netzzugangspunkte im Sinne von REACH
angeht. Selbst die Vielzahl an Basisstationen, die einem Mobiltelefon zur Verfü-
gung stehen, sind aus Sicht eines Telefonbenutzers nicht unterscheidbar. Allerdings
kann es bei einem Auslandsaufenthalt notwendig sein, einen bestimmten Netzan-
bieter zu bevorzugen. Die hierfür notwendigen Schritte gehen jedoch über die hier
diskutierten AT-Kommandos hinaus und würden zusätzliche Parametersätze samt
Fallunterscheidung erfordern.
Daher wird folgende Vereinfachung angenommen: Ein Mobiltelefon bietet nur zu
einem einzigen Netzanbieter eine Assoziationsmöglichkeit. Wenn das Mobiltelefon
eingebucht ist, wird der Netzzugangspunkt als
”
sichtbar“ gemeldet. Ist das Mobil-





Netzzugangspunkt fallen zudem Signalstärke- bzw. Linkgütewerte an.
Ferner könnte noch unterschieden werden, ob beispielsweise gerade die
”
Homezo-
ne“ aktiv ist, oder ob überhaupt der heimische Netzanbieter ausgewählt wurde.
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Bei einem Auslandsaufenthalt könnten sonst durch
”
Roaming“ unerwünscht hohe
Rechnungsbeträge provoziert werden. Hierzu wären zusätzliche Detektionsparame-
ter notwendig, um den
”






Device Backend“ implementiert eine solche Erkennung nicht. Es wird
daher auch kein Detektionsparameter angeboten, welcher die Erkennung des aktu-




Bliebe abschließend zu klären, was mit
”
dem Netzzugangsgerät“ gemeint ist, und
welche Randbedingungen erfüllt sein müssen, damit es als verfügbar gelten kann.
Hierbei sind wiederum mehrere Möglichkeiten denkbar:
a)
”
Das Netzzugangsgerät“ ist der Bluetooth-Adapter, welcher als verfügbar ge-
meldet wird, wenn er am mobilen Endgerät aktiviert werden konnte.
Von Vorteil hierbei wäre es, dass am Verfügbarkeitsstatus sofort abgelesen wer-
den könnte, ob der Bluetooth-Adapter angeschlossen worden ist. Allerdings
würde sich diese Festlegung auf die weiteren Schritte nachteilig auswirken,
denn zwischen einem als verfügbar gemeldeten Bluetooth-Adapter und der
nächsten Erfolgsmeldung an den REACH-Client, welche die Möglichkeit ei-
ner Assoziation signalisieren würde, sind diverse Zwischenschritte notwendig.
Im Detail betrachtet bedeutet dies, dass das Mobiltelefon mittels Bluetooth
angesprochen werden können muss (eingeschaltet, mit aktiviertem Bluetooth-
Transceiver und in Reichweite). Weiterhin muss eine
”
Bindung“ zwischen bei-
den Geräten vollzogen worden sein, damit sie sich gegenseitig kennen und eine
verschlüsselte Kommunikationsbeziehung besteht. Wurde eine solche Bindung
hinterlegt, steht mit dem seriellen Profil ein Übertragungskanal bereit, über
welchen auf das GSM-Modem eingewirkt werden kann. Hierbei gilt es nun,
mit Hilfe von AT-Kommandos den Status der Netzabdeckung zu ermitteln,
um daraus auf
”
die Sichtbarkeit des Netzzugangs“ zu schließen.
Die Verfügbarkeitserkennung des Bluetooth-Adapters wäre dabei das kleinste
der genannten Probleme. Kritischer ist, ob eine
”
Bindung“ besteht und ob
sich das gewünschte Mobiltelefon mit aktiviertem Bluetooth-Transceiver in
Reichweite des mobilen Endgeräts befindet.
b) Als
”
Netzzugangsgerät“ gilt daher nicht der Bluetooth-Adapter, sondern das
Mobiltelefon. Dieses wird dann als
”
sichtbar“ gemeldet, wenn es über Blue-




Das Vorhandensein des Bluetooth-Adapters, die Bindungsprozedur sowie ein
Aufenthalt in Bluetooth-Funkreichweite gelten damit als notwendige Bedin-
gungen, damit das
”
Device Backend“ das Mobiltelefon als verfügbar melden
kann.
Im Fall eines verfügbaren Netzzugangsgeräts wird nach Netzzugangspunkten
gesucht. Bezogen auf den Internetzugriff über Mobiltelefone bedeutet dies,
dass mit Hilfe von AT-Kommandos die Signalstärke des Mobilfunknetzes er-
mittelt wird. Dabei fallen Signalstärkewerte an, welche vom Handoverentschei-
der des REACH-Clients zur Abschätzung der Eignung herangezogen werden
können.
Nachteilig ist es hierbei, dass die Signalstärkewerte der Bluetooth-Funkstre-
cke nicht mit in den Auswahlprozess einbezogen werden. Allerdings kann diese
Funkstrecke vereinfacht als
”
fest“ angesehen werden, da ein mobiler Teilneh-
mer sein Mobiltelefon zusammen mit seinem Laptop transportieren wird, so-
dass die Entfernung zwischen beiden Geräten als unkritisch angesehen werden
kann. Die Signalstärkewerte der Bluetooth-Funkstrecke werden zwar vom
”
De-
vice Backend“ ermittelt, jedoch nicht an den REACH-Client kommuniziert.
Es findet lediglich eine interne Auswertung statt, welche sich im Verfügbar-
keitsstatus niederschlägt. Sollte also die Funkverbindung zwischen mobilem
Endgerät und Mobiltelefon schlechter werden, wird ab einem gewissen Punkt
das Mobiltelefon nicht länger als verfügbar angezeigt.
Diese Variante war von den vorgestellten Möglichkeiten die Schlüssigste und




das Netzzugangsgerät“ gilt damit das Mobiltelefon. Zusätzliche Komponenten, wie
der Bluetooth-Adapter am mobilen Endgerät, welche für die Anbindung des Mobiltele-
fons an das mobile Endgerät erforderlich sind, werden nicht länger unterschieden. Deren




Im Folgenden wird diskutiert, wie ein Mobiltelefon durch das
”
Device Backend“ er-
kannt wird. Im Vorfeld müssen diverse Parameter ermittelt und die folgenden Vorberei-
tungsschritte durchgeführt worden sein:
• Die Bluetooth-Geräteadresse des Mobiltelefons muss bekannt sein, denn sie muss
dem
”
Device Backend“ als Detektionsparameter übergeben werden.
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• Es muss bereits eine
”
Bindung“ zwischen Mobiltelefon und mobilem Endgerät statt-
gefunden haben. Bei dieser Bluetooth-spezifischen Prozedur werden beide Geräte
miteinander bekannt gemacht und es findet ein Schlüsselaustausch statt.
• Auf dem mobilen Endgerät muss das
”
serielle Profil“ bezüglich Bluetooth konfigu-
riert worden sein. Dies geschieht unter GNU/Linux mit Hilfe der Konfigurations-
datei /etc/bluetooth/rfcomm.conf. Diese Datei gehört zum Bluez-Softwarepa-
ket und ist für die Zuordnung von Bluetooth-Adaptern zu Gerätedateien im /dev-
Verzeichnis zuständig. Bei Bluez lauten die Namen dieser Gerätedateien zu den
seriellen Schnittstellen /dev/rfcommX, mit X als natürliche Zahl.
Sind diese Vorbedingungen erfüllt, kann die Suche nach dem Mobiltelefon durchge-
führt werden. Damit diese erfolgreich sein kann, müssen der Bluetooth-Adapter am
mobilen Endgerät verfügbar sein (angeschlossen) und sich das Mobiltelefon mit akti-
viertem Bluetooth-Transceiver in Funkreichweite aufhalten. Dies kann mit Hilfe des
hcitool-Kommandos überprüft werden. Es ist Bestandteil des Bluez-Programmpa-
kets und wird zur Parametrierung des
”
Host Controller Interfaces“ (HCI) verwendet.
Das HCI stellt eine standardisierte Schnittstelle zur Basisband-Signalaufbereitung eines
Bluetooth-Transceivers dar.
Der hierzu verwendete Mechanismus ist in [BTPS07] dokumentiert. Dort wird beschrie-
ben, wie sich eine Arbeitsstation automatisch sperren lässt, wenn sich der Benutzer von
ihr entfernt. Hierzu wird die Bluetooth-Signalstärke des Mobiltelefons des Benutzers
ausgewertet.
neelix ~ # /usr/bin/hcitool -i hci0 cc 00:01:E3:1F:AE:EE
Invalid device: No such device
neelix ~ # /usr/bin/hcitool -i hci0 cc 00:01:E3:1F:AE:EE
Can’t create connection: Input/output error
Abbildung B.25: Der erste Bluetooth-Verbindungsversuch ist fehlgeschlagen, weil kein
Bluetooth-Adapter verfügbar war. Der zweite Versuch schlug fehl, weil
das Mobiltelefon mit der genannten Bluetooth-Adresse nicht erreicht
werden konnte.
In Abbildung B.25 wird die Anwendung des hcitool-Kommandos für den vorgestell-
ten Einsatzzweck gezeigt. Es werden zwei
”
Connect“-Versuche (cc) durchgeführt, wobei
jeweils die Bluetooth-Schnittstelle hci0 sowie das Mobiltelefon mit der Bluetooth-Adres-
se 00:01:E3:1F:AE:EE involviert werden. Beide dargestellten Versuche verliefen jedoch




Fall war er zwar verfügbar, aber das Mobiltelefon befand sich nicht in Funkreichweite.
Dies ist an den Rückmeldungen erkennbar.
neelix ~ # /usr/bin/hcitool -i hci0 cc 00:01:E3:1F:AE:EE
neelix ~ # /usr/bin/hcitool -i hci0 rssi 00:01:E3:1F:AE:EE
RSSI return value: 0
neelix ~ # /usr/bin/hcitool -i hci0 dc 00:01:E3:1F:AE:EE
[...]
neelix ~ # /usr/bin/hcitool -i hci0 cc 00:01:E3:1F:AE:EE
neelix ~ # /usr/bin/hcitool -i hci0 rssi 00:01:E3:1F:AE:EE
RSSI return value: -16
neelix ~ # /usr/bin/hcitool -i hci0 dc 00:01:E3:1F:AE:EE
Abbildung B.26: War der Verbindungsaufbau erfolgreich, kann der RSSI-Wert ermittelt
werden. Dieser liefert eine Aussage über die signalstärkebezogene Nutz-
barkeit der Bluetooth-Funkstrecke.
Zwei erfolgreiche Verbindungsversuche werden in Abbildung B.26 gezeigt: die Ver-
bindungswünsche wurden hierbei nicht mit einer Fehlermeldung quittiert. Anschließend
wurde jeweils der
”
Received Signal Strength Indicator“ (RSSI) mit Hilfe des Parameters
rssi ausgelesen. Das Ergebnis ist ein numerischer Wert, dessen Bedeutung im Anschluss
diskutiert wird. Die Verbindung ist anschließend wieder zu trennen, was mit Hilfe des
”
Disconnect“-Parameters (dc) geschieht. Die gezeigten Kommandos werden zyklisch auf-
gerufen, beispielsweise alle fünf Sekunden.
Der RSSI-Wert ermöglicht eine Aussage über die Nutzbarkeit der Bluetooth-Funk-
strecke. Die eigentliche Bedeutung dieses Werts ist jedoch komplex: Bluetooth stellt ein
System mit geregelter Sendeleistung dar, wobei versucht wird, die Signalstärke am ent-
sprechenden Empfänger in einem idealen Bereich zu halten. Dieser als
”
Golden Receive
Power Range“ bezeichnete Bereich sollte weder unter-, noch überschritten werden, damit
das Empfangssignal ordnungsgemäß dekodiert werden kann [BTGR]. Der als RSSI gelie-
ferte Wert drückt hierbei den
”
Abstand“ der aktuellen Signalstärke zur
”
Golden Receive
Power Range“ aus [Blue99]. Idealerweise ist der Wert also Null, was dank der Leistungs-
regelung bis zu einer bestimmten maximalen Entfernung zwischen beiden Bluetooth-
Transceivern eingehalten wird. Ein Wert von Null signalisiert also eine bedenkenlos be-
nutzbare Bluetooth-Funkstrecke.
In Abbildung B.26 ist noch eine zweite RSSI-Ermittlung dargestellt, wobei ein Wert
von -16 vorlag. Dieser Wert kam zu Stande, als der Autor sein Mobiltelefon in eine
Schreibtischschublade gelegt hatte. Da der RSSI-Wert hier ungleich Null war, sollte das
Mobiltelefon in diesem Fall nicht für einen Internetzugriff herangezogen werden. Das
”
Device Backend“ würde es als
”
nicht verfügbar“ melden.




Besteht bezüglich Bluetooth eine Zugriffsmöglichkeit auf das Mobiltelefon, sollte das
Betriebssystem das serielle Profil bereits automatisch aktiviert haben. Damit besteht
die Möglichkeit, mit Hilfe der über Bluetooth angebotenen seriellen Schnittstelle auf
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Abbildung B.27: Die Signalstärke des Mobilfunknetzes kann mit Hilfe des AT-Komman-
dos AT+CSQ ausgelesen werden.
In den hier gezeigten Beispielen wurde die serielle Schnittstelle durchgängig über die
Gerätedatei /dev/rfcomm0 zugänglich gemacht. Auf diese Schnittstelle kann beispiels-
weise mit einem Terminalprogramm zugegriffen werden, was in Abbildung B.27 demons-
triert wird. Der Zugriff auf das Mobiltelefon geschieht mit Hilfe von AT-Kommandos.
Ein spezielles AT-Kommando ist AT+CSQ, welches die aktuell anliegende Signalstärke
des Mobilfunknetzes liefert. Der erste Rückgabewert (hier: 19) beschreibt die eigentliche
Signalstärke, welche gemäß der in [Hütt] aufgeführten Tabelle in dBm umgerechnet wer-
den kann. Der zweite Wert (hier: 99) benennt die Qualität des Empfangssignals. Dieser
Wert liegt jedoch nur dann vor, wenn auch eine Verbindung besteht. Ist das Telefon im
Ruhezustand, wie es in diesem Beispiel der Fall war, lautet der Wert 99.
Je größer der erste Wert ist, desto stärker ist das Signal. Dabei sind Werte zwischen
0 und 31 definiert, wobei nicht jedes Mobiltelefon alle 32 Stufen unterscheiden kann.
Man muss sich jedoch für einen Schwellwert entscheiden, unterhalb dessen
”
das Netz“
als nicht mehr nutzbar gilt. Ist der zyklisch ermittelte Wert ungleich 99, gilt der Netz-
zugangspunkt als
”
sichtbar“. Die eigentliche Bewertung dieses Werts erfolgt jedoch erst
durch den Handoverentscheider im REACH-Client. Dieser implementiert zudem eine
Hysteresefunktion, um ein
”
Flattern“ des Nutzbarkeitszustands zu unterbinden. Für die
Abrissschwelle wurde ein Wert von 10, für die Eignungsschwelle ein Wert von 15 und




Einwahl: Aktivierung eines PDP-Kontexts
Der eigentliche Assoziationsprozess ist dem Einwahlvorgang eines Analogmodems ähn-
lich. So wird das ATD-Kommando zur Einwahl benutzt, allerdings mit einer besonderen
Rufnummer. Diese Rufnummer repräsentiert keine real existierende Rufnummer, son-
dern referenziert einen
”
Packet Data Protocol“-Kontext (PDP-Kontext), welcher vorab
definiert sein muss. Win solcher wird mit Hilfe des AT+CGDCONT-Kommandos hinterlegt
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Abbildung B.28: Ein PDP-Kontext kann zu Testzwecken direkt im Terminalprogramm
aktiviert werden. Die kryptischen Zeichen stellen den empfangenen
PPP-Datenstrom dar.
Die Hinterlegung und Aktivierung eines PDP-Kontexts kann manuell mit Hilfe ei-
nes Terminalprogramms ausprobiert werden (siehe Abbildung B.28). Die Parameter des
PDP-Kontexts müssen zum Mobilfunkprovider passen. Hier wird der Kontext 1 mit
dem Vermittlungsschichtprotokoll ip verknüpft, und als
”
Gateway GPRS Support No-
de“ (GGSN) der Rechnername internet.t-d1.de spezifiziert. Der Kontextidentifikator
1 taucht im Wählkommando ATD erneut auf. Konnte der PDP-Kontext erfolgreich ak-
tiviert werden, wird dies vom GSM-Modem mit einer CONNECT-Meldung angezeigt. Der
erkennbare Zeichensalat mit den vielen geschweiften Klammern ist bereits der PPP-Da-
tenstrom, welcher hier allerdings nur ausgegeben wird, da er vom Terminalprogramm
nicht interpretiert werden kann.
Um den PPP-Datenstrom interpretieren zu können, bedarf es des PPP-Dämons pppd.
Dieser übernimmt die Kontrolle über die serielle Schnittstelle, führt die in Abbildung






Chat-Skript“ erstellt werden (siehe Abbildung
B.29). Dieses ist für die
”
Einwahlprozedur“ mit Hilfe der beschriebenen AT-Kommandos
zuständig. Das pppd-Kommando bedient sich des externen chat-Kommandos, um den
PDP-Kontext zu aktivieren. Im Erfolgsfall steht an der seriellen Schnittstelle ein PPP-
Datenstrom bereit, welcher vom pppd-Kommando interpretiert werden kann.













neelix ~ # /usr/sbin/pppd nodetach /dev/rfcomm0 115200 \
usepeerdns nodefaultroute noauth connect \
’/usr/sbin/chat -v -f ./chat-ppp’
Serial connection established.
Using interface ppp0
Connect: ppp0 <--> /dev/rfcomm0
local IP address 80.187.63.48
remote IP address 192.168.254.254
primary DNS address 10.74.83.22
secondary DNS address 193.254.160.1
^CTerminating on signal 2
Connect time 0.2 minutes.
Sent 0 bytes, received 0 bytes.
Connection terminated.
Abbildung B.30: Das pppd-Kommando kann zu Testzwecken manuell in der Komman-




Das pppd-Kommando wird durch das
”
Device Backend“ gestartet. In Abbildung B.30
wird ein vergleichbarer manueller Start des pppd-Kommandos über die Kommandozeile
gezeigt. Der Parameter nodetach sorgt dafür, dass das Programm
”
im Vordergrund“
verbleibt, sich also nicht
”
dämonisiert“. Als zweiter Parameter folgt der Name der Ge-
rätedatei der seriellen Schnittstelle, in diesem Fall /dev/rfcomm0. Die Schnittstellenge-
schwindigkeit wird hier mit 115200 Baud angegeben. Mit usepeerdns werden bei Erfolg
bis zu zwei IP-Adressen zu DNS-Servern erfragt. Mit nodefaultroute wird verhindert,
dass eine
”
Default Route“ vom pppd-Kommando gesetzt wird. Da bei GPRS keine wei-
tere Authentifizierung über PPP stattfindet, muss dies per noauth-Parameter angezeigt
werden. Schlussendlich wird mit Hilfe des connect-Parameters das chat-Kommando









Mit dem in Abbildung B.30 dargestellten Kommando steht im Erfolgsfall eine vollwer-
tige Internetverbindung bereit. Lediglich bezüglich des
”
Default Gateways“ wurde kein
Eintrag in der Routingtabelle hinterlegt, was aber beabsichtigt ist. Das pppd-Kommando
wurde hier anschließend manuell mit Hilfe der Tastenkombination STRG-C abgebrochen.
Die folgenden Ausgaben des pppd sind für das
”
Device Backend“ relevant: Die Zeile mit
der Zeichenkette
”
local IP address“ benennt die lokal zugewiesene IP-Adresse, wäh-
rend die Zeichenkette
”
remote IP address“ auf die IP-Adresse des entfernten
”
Punkts“
hinweist. Letztere IP-Adresse ist als IP-Adresse des Gateways zu interpretieren. Die
Netzmaske ist bei PPP mit
”
255.255.255.255“ anzunehmen. Wurden beide IP-Adres-
sen gefunden, gilt
”
die Einwahl“ als abgeschlossen und die bestehende Assoziation zum
Netzzugangspunkt wird dem REACH-Client mitgeteilt.
In der Ausgabe des pppd-Kommandos wird auf drei Fehlerfälle geachtet: Die Mel-
dung
”
Failed to open“ lässt auf einen Verlust der seriellen Schnittstelle schließen. Die
Zeichenkette
”
Modem hangup“ signalisiert einen netzseitigen Verlust des PDP-Kontexts.
Die Meldung
”
Terminating on signal“, welche auch in Abbildung B.30 dargestellt ist,
steht für einen angeforderten Abbruch. Diese Meldung wird provoziert, wenn das
”
Devi-




Device Backend“ benötigte Parameter
Die Parameter des hier vorgestellten
”
Device Backends“ lassen sich in Detektions- und
Einwahlparameter gruppieren. Erstere sind für die Erkennung des Netzzugangsgeräts
(das Mobiltelefon) zuständig. Für die Erkennung des Netzzugangspunkts gibt es keine
dedizierten Parameter, da hierfür die Signalstärke bezüglich des Mobilfunknetzes ausge-





hci device“: Der Gerätename der verwendeten Bluetooth-Schnittstelle, in
diesem Beispiel durchgängig hci0.
–
”
rfcomm interface“: Die Gerätedatei der seriellen Schnittstelle zum Mobil-













chatscript“: Der Dateiname des
”
Chat-Skripts“, welches vorab durch den
Nutzer erstellt worden sein muss. Es enthält Mobilfunkanbieterspezifische AT-
Kommandos zur Hinterlegung und Aktivierung eines PDP-Kontexts.
B.3 Bereitstellung von Systemverwaltungsrechten
Eine weitere Annehmlichkeit bei der Nutzung von
”
Device Backends“ rührt aus der
Tatsache, dass für die Beeinflussung von Netzzugangsgeräten Systemverwaltungsrech-
te (
”
root-Rechte“) erforderlich sind. Da es sich bei den
”
Device Backends“ um eigen-
ständige Programme handelt, können diese gezielt mit gehobenen Privilegien gestartet
werden. Der REACH-Client selbst benötigt keine Systemverwaltungsrechte und kann
daher aus Sicherheitsgründen in einem
”
normalen“ Nutzerkontext gestartet werden. Un-
ter GNU/Linux bietet sich dazu die Verwendung der Software sudo (
”
substitute user
do“ [Wiki09f]) an. Sie erlaubt es einem Nutzer, bestimmte freigegebene Programme selek-
tiv mit erweiterten Privilegien zu starten. Sudo muss dafür im Vorfeld so parametriert
werden, dass die
”
Device Backends“ mit Systemverwaltungsrechten gestartet werden. Die
dazu relevanten Zeilen aus der Konfigurationsdatei /etc/sudoers zeigt Abbildung B.31.
Hierbei werden drei
”
Device Backends“ referenziert, welche für die Netzzugangstechno-
logien
”




Ethernet“ verantwortlich sind. Das
”
Routing Backend“, welches im nächsten Kapitel
genauer beleuchtet wird, muss ebenfalls über Sudo mit Systemverwaltungsrechten gest-
artet werden.
reach ALL = NOPASSWD: /usr/local/bin/reachplugin-device-bluetoothgprs
reach ALL = NOPASSWD: /usr/local/bin/reachplugin-device-wlan
reach ALL = NOPASSWD: /usr/local/bin/reachplugin-device-ethernet
reach ALL = NOPASSWD: /usr/local/bin/reachplugin-route
Abbildung B.31: In der Konfigurationsdatei /etc/sudoers werden die Programmnamen
hinterlegt, welche bestimmte Nutzer gezielt mit Systemverwaltungs-
rechten starten dürfen. In diesem Beispiel wird es dem Benutzer reach
gestattet, drei
”
Device Backends“ sowie ein
”
Routing Backend“ durch
Sudo mit root-Rechten zu starten. Dabei wird keine erneute Passwor-





Dieses Kapitel beginnt mit einer Beschreibung des Kommunikationsprotokolls zwischen
REACH-Client und dem
”
Routing Backend“. Anschließend wird auf die Mechanismen
eingegangen, welche notwendig sind, um auf einem GNU/Linux-System die Wegewahl




C.1 Kommunikation zwischen REACH-Client und dem
”
Routing Backend“
In diesem Abschnitt wird ein beispielhafter Protokollablauf zwischen REACH-Client
und
”
Routing Backend“ diskutiert. Dazu wird mit einer Vorstellung der möglichen Nach-
richtentypen begonnen.
C.1.1 Protokollfunktionen
Die Kommunikation erfolgt mittels Nachrichten im XML-Format, welche bidirektional
über die Standardein- und ausgabe des
”
Routing Backends“ ausgetauscht werden. Das
”
Routing Backend“ kann somit zu Testzwecken auch manuell gestartet werden. Der Auf-
bau der Nachrichten orientiert sich dabei an demselben Schema, welches bereits für die
Kommunikation mit den
”
Device Backends“ entwickelt worden ist (siehe Kapitel B).
C.1.1.1 Nachrichtentypen in Richtung des
”
Routing Backends“
Dem REACH-Client stehen die folgenden betriebssystemunabhängigen Nachrichtenty-
pen zur Verfügung, welche an das
”
Routing Backend“ verschickt werden können:
• <AddInterface>: Dem
”
Routing Backend“ wird ein neu hinzugekommenes Netzzu-
gangsgerät bekannt gemacht. Dies passiert immer dann, wenn ein
”
Device Backend“
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gestartet worden ist, und damit ein neues Interface in den Wegewahlmechanismus
eingebunden werden soll.
• <DelInterface>: Sobald ein
”
Device Backend“ für ein bestimmtes Netzzugangs-
gerät nicht länger verantwortlich ist, wird das betroffene Interface mit Hilfe einer
solchen Nachricht aus der Wegewahlbetrachtung entfernt.
• <Enable>: Konnte ein Netzzugangsgerät erfolgreich assoziiert werden, wird dem
”
Routing Backend“ hiermit mitgeteilt, dass alle Routen bezüglich dieses Netzzu-
gangsgeräts gesetzt werden sollen.
• <Disable>: Eine Assoziation wurde abgebaut, und alle diesbezüglichen Routen
sollen wieder aus den Routingtabellen entfernt werden.
• <AddAddress>: Für die zieladressbasierte Wegewahl müssen die IP-Adressen der
REACH-Proxyserver mit Netzzugangsgeräten des mobilen Endgeräts verknüpft
werden. Die Wegewahl erfolgt dann anhand von Zieladressen.
• <DelAddress>: Eine per <AddAddress>-Nachricht hinterlegte Adressbindung kann
hiermit wieder gelöst werden.
• <ShutDown>: Soll das
”
Routing Backend“ beendet werden, sendet ihm der REACH-
Client diese Nachricht. Es wird die Routingtabellen wieder in einen geordneten
Zustand überführen und sich anschließend beenden.
C.1.1.2 Nachrichtentypen in Richtung des REACH-Clients
Das
”
Routing Backend“ versendet nur dann Nachrichten, wenn es entweder
”
frisch“ ge-
startet worden ist oder wenn der REACH-Client auf eine Bestätigung wartet. Solche
Bestätigungsnachrichten dienen dazu,
”
Laufzeitprobleme“ zu verhindern, denn der RE-
ACH-Client kann erst nach Erhalt einer Bestätigungsnachricht von einer abgeschlossenen
Manipulation der Routingtabellen ausgehen.
• <Attach>: Sofort nachdem das
”
Routing Backend“ gestartet worden ist, meldet es
sich mit dieser Nachricht am REACH-Client an. Diese Nachricht signalisiert zudem,
ob sich das Backend für die quell- oder zieladressbasierte Wegewahl entschieden
hat.
• <Enabled>: Diese Nachricht ist eine Bestätigung zu einer vorausgegangenen Enable-
Nachricht. Sie zeigt an, dass alle Routen bezüglich eines Netzzugangsgeräts gesetzt
worden sind und dass der Netzzugang ab sofort benutzt werden kann.
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• <Disabled>: Hiermit wird der Erhalt einer Disable-Nachricht bestätigt. Sie wird
erst versendet, nachdem die Routingtabellen bezüglich einer abgebauten Assozia-
tion gesäubert worden sind.
• <AddressAdded>: Eine per <AddAddress>-Nachricht angeforderte Adressbindung
wurde von
”
Routing Backend“ vermerkt und wurde je nach Zustand des Netzzu-
gangsgeräts auch bereits in die Routingtabellen übertragen.
C.1.2 Beispielhafter Ablauf
Im Folgenden wird ein detaillierter Einblick in das Kommunikationsprotokoll zwischen
REACH-Client und
”
Routing Backend“ geboten. Anhand eines beispielhaften Protokol-
lablaufs werden zudem die Aufgaben des
”
Routing Backends“ herausgearbeitet. Das für
GNU/Linux erstellte
”
Routing Backend“ unterstützt alle drei der in den Abschnitten
5.5.5 und 6.4.1 vorgestellten Wegewahlschemata. Diese umfassen:
• Quelladressbasierte Wegewahl sowie
• zieladressbasierte Wegewahl, diese entweder
– mit der Möglichkeit einer Interface-Wahl pro Socket oder
– ohne diese Möglichkeit.
Da der REACH-Client als ein betriebssystemunabhängiges Programm implementiert
worden ist, werden die Auswahl des Wegewahlschemas sowie die eigentliche Modifika-
tionen der Routingtabellen1 durch das externe
”
Routing Backend“ übernommen. Dieses
wird vom REACH-Client gestartet und mit einem definierten Protokoll angesprochen,
sodass der REACH-Client über eine betriebssystemunabhängige Sichtweise auf die We-
gewahl verfügt.
REACH unterscheidet die zwei
”
Hauptbetriebsmodi“ quelladress- und zieladressba-
sierte Wegewahl. Die Auswahl erfolgt alleinig durch das
”
Routing Backend“, da nur
dieses die Fähigkeiten des vorliegenden Betriebssystems erkennen und verfügbare Sche-
mata ermitteln kann. Je nach getroffener Wahl unterscheidet sich allerdings der Umfang
der auszutauschenden Nachrichten. Daher wird bei der folgenden Vorstellung jeweils
genannt, für welchen Modus die jeweiligen Nachrichten relevant sind.
Das
”
Routing Backend“ erledigt unsichtbar im Hintergrund noch eine zweite Aufgabe.
Es ist verantwortlich dafür, dass die Namensauflösung funktioniert, was durch dedizierte
1Der Begriff ”Routingtabelle“ wird bewusst im Plural verwendet, da bei der quelladressbasierten We-
gewahl in der Tat mehrere Routingtabellen zum Einsatz kommen (Stichwort: ”Policy Routing“).
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Einträge in den Routingtabellen sichergestellt werden muss. Ist nämlich ein zu kontak-
tierender DNS-Server nicht direkter Bestandteil des Subnetzes des zugeordneten Interfa-
ces, können die DNS-Anfragen nicht direkt zugestellt werden, und die Namensauflösung
würde fehlschlagen. Da REACH nicht mit
”
Default Routen“ arbeitet, müssen in diesen
Fällen zu jedem DNS-Server explizit Routen gesetzt werden (siehe Kapitel 6.4.2). An
dieser Stelle ist es wichtig zu wissen, dass das
”
Routing Backend“ diese Aufgabe zwar




Routing Backend“ gestartet wird, führt es eine interne Initialisierung durch.
Es prüft dabei, welche Wegewahl-Schemata vom vorliegenden Betriebssystem unter-
stützt werden, und welche Systemkommandos für die Manipulation der Routingtabellen
zur Verfügung stehen. Konnte die Initialisierungsphase erfolgreich durchlaufen werden,
meldet sich das
”
Routing Backend“ mit der in Abbildung C.1 dargestellten <Attach>-
Nachricht am REACH-Client an. Die Nachricht benennt zudem den vom
”
Routing Ba-
ckend“ gewählten Hauptbetriebsmodus, was in diesem Beispiel die quelladressbasierte
Wegewahl ist (routing="sourcebased"). Das gewählte Wegewahlschema kann nicht






Routing Backend“ meldet sich nach erfolgreicher Initialisierung am
REACH-Client an. Dabei wird dem REACH-Client mitgeteilt, ob eine
quelladress- oder zieladressbasierte Wegewahl durchgeführt wird.
C.1.2.2 Bekanntmachung eines Netzzugangsgeräts
Die Netzzugangsgeräte (Interfaces) eines mobilen Endgeräts werden durch
”
Device Ba-
ckends“ verwaltet, was bereits in Kapitel 6.3.3 umfassend erläutert worden ist. Jedes
dieser
”
Device Backends“ ist für ein bestimmtes Interface des mobilen Endgeräts zustän-
dig und wird durchgängig durch einen Identifikator (label) referenziert.
Wurde ein
”
Device Backend“ gestartet und konnte es mit dem Namen eines Interfaces
parametriert werden, wird vom REACH-Client eine <AddInterface>-Nachricht an das
”
Routing Backend“ übergeben (Abbildung C.2). Sie benennt den Identifikator label so-
wie den Namen des Netzzugangsgeräts interface. Spätere Nachrichten an das
”
Routing
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Backend“ referenzieren das Netzzugangsgerät nur noch anhand seines labels, welches
dank der <AddInterface>-Nachricht jedoch auch später noch in den Interface-Namen
überführt werden kann.
<ReachClient>
<AddInterface label="ZD1211 USB" interface="wlan0" />
</ReachClient>
Abbildung C.2: Jedes von REACH verwaltete Netzzugangsgerät muss dem
”
Routing Ba-
ckend“ bekannt gemacht werden. Dadurch wird eine spätere Abbildung
zwischen label- und interface-Parameter ermöglicht.
Der Identifikator label stellt dieselbe Zeichenkette dar, welche in der Konfigurations-
datei devices.xml zur Benennung des
”
Device Entry“-Objekts angegeben worden ist
(siehe
”
Providerkonzept“ in Abschnitt 6.3.2).
C.1.2.3 Freigabe eines Netzzugangsgeräts
Analog zu der in Abbildung C.2 dargestellten <AddInterface>-Nachricht gibt es noch





Device Backend“ ein Netzzugangsgerät nicht länger kontrolliert. Das ist
beispielsweise dann der Fall, wenn ein
”
Device Backend“ beendet oder wenn diesem ein
anderes Netzzugangsgerät zugewiesen wird. Im letzteren Fall wird es im Anschluss eine
erneute <AddInterface>-Nachricht geben, allerdings mit dem neuen Interface-Namen
als Inhalt.
<ReachClient>
<DelInterface label="ZD1211 USB" />
</ReachClient>
Abbildung C.3: Wird ein Netzzugangsgerät nicht länger durch REACH verwaltet, muss
das
”
Routing Backend“ alle diesbezüglichen Bindungen vergessen und
die Routingtabellen bereinigen.
Die in Abbildung C.3 gezeigte <DelInterface>-Nachricht benennt lediglich das label
eines Netzzugangsgeräts, was jedoch dank der vorausgegangenen <AddInterface>-Nach-
richt ausreichend ist.
C.1.2.4 Bekanntgabe einer neuen Assoziation
Konnte ein Netzzugangsgerät erfolgreich mit einem Netzzugangspunkt assoziiert werden,
kann es vom REACH-Client zum Datentransfer herangezogen werden. Vorher müssen
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allerdings die Routingtabellen angepasst werden. Die dem Netzzugangsgerät zugewiesene
IP-Adresse, die geltende IP-Netzmaske sowie die IP-Adresse des Gateways werden hierzu
vom
”
Device Backend“ ermittelt. Der REACH-Client übergibt die ermittelten Adressen








Abbildung C.4: Konnte der REACH-Client ein Netzzugangsgerät mit einem Netzzu-
gangspunkt assoziieren, muss dies dem
”
Routing Backend“ mitgeteilt
werden. Dieses hat nun die Aufgabe, die entsprechenden Einträge in
den Routingtabellen zu hinterlegen.
Der Identifikator label referenziert das Netzzugangsgerät, welches ab sofort als assozi-
iert gilt, also
”
online“ ist. Neben den drei bereits vorgestellten Adressparametern ist noch
der Parameter bindIpAddress erkennbar. Diese Adresse wird bei quelladressbasierter
Wegewahl benutzt und stellt die von den betroffenen Sockets zu verwendende Absender-
adresse dar. Wird ein Socket auf diese IP-Adresse gebunden, werden alle ausgehenden
Daten dieses Sockets über das genannte Netzzugangsgerät versendet.
Dem
”
Routing Backend“ stehen damit im Fall von quelladressbasierter Wegewahl
bereits alle Informationen zur Verfügung, welche benötigt werden, um die erforderlichen








Abbildung C.5: Erst wenn das
”
Routing Backend“ diese Bestätigungsnachricht an den
REACH-Client versendet, ist sichergestellt, dass das Netzzugangsgerät
ordnungsgemäß bezüglich der Wegewahl konfiguriert worden ist.
Nach Auswertung der <Enable>-Nachricht und der erfolgreichen Manipulation der
Routingtabellen schickt das
”
Routing Backend“ eine wie in Abbildung C.5 dargestellte
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<Enabled>-Nachricht an den REACH-Client. Dadurch weiß dieser, dass das Netzzu-
gangsgerät auch bezüglich der Wegewahl parametriert worden ist. Der Netzzugang kann
von nun an zur Datenübertragung herangezogen werden.
Im Fall von zieladressbasierter Wegewahl gilt ein kleiner Unterschied: der Inhalt des
bindIpAddress-Parameters wird in diesem Fall vom
”
Routing Backend“ durch die dem
Netzzugangsgerät zugewiesene IP-Adresse ersetzt. Statt wie in Abbildung C.5 darge-






C.1.2.5 Verlust einer Assoziation
Wenn der Handoverentscheider bezüglich einer aktiven Assoziation (Internetverbindung)
einen Dissoziationswunsch geäußert hat oder wenn eine solche spontan abreißt, wird dies
von zugehörigen
”
Device Backend“ bemerkt und signalisiert. Alle bezüglich des betroffe-
nen Netzzugangsgeräts in den Routingtabellen hinterlegten Einträge werden nach diesem
Ereignis nicht länger gültig sein und müssen entfernt werden. Hierzu muss das
”
Routing
Backend“ über das Trennungsereignis informiert werden, was mit Hilfe einer <Disable>-
Nachricht geschieht (siehe Abbildung C.6).
<ReachClient>
<Disable label="ZD1211 USB" />
</ReachClient>
Abbildung C.6: Wurde eine Assoziation beendet, egal ob freiwillig oder auf Grund eines
spontanen Abrisses, muss das
”
Routing Backend“ die Routingtabellen
bezüglich des betroffenen Netzzugangsgeräts aufräumen.
Diese Nachricht drückt aus, dass zwischen dem Netzzugangsgerät mit label="ZD1211
USB" und einem (hier nicht genannten) Netzzugangspunkt keine Assoziation mehr be-
steht. Das
”
Routing Backend“ wird daraufhin alle Einträge, welche dieses Netzzugangs-
gerät involvieren, aus den Routingtabellen entfernen.
<RoutingBackend>
<Disabled label="ZD1211 USB" />
</RoutingBackend>
Abbildung C.7: Mit einer solchen Nachricht wird dem REACH-Client die erfolgreiche Be-
reinigung der Routingtabellen signalisiert. Erst jetzt darf der REACH-
Client das betroffene Netzzugangsgerät zu einem erneuten Assoziations-
vorgang heranziehen.





Routing Backend“ die betroffenen Einträge entfernt hat, antwortet es
mit einer <Disabled>-Nachricht (siehe Abbildung C.7). Der REACH-Client weiß damit,
dass zu dieser Assoziation keine
”
Spuren“ mehr in den Routingtabellen existieren, sodass
zukünftige Assoziationskommandos (über das zugehörige
”
Device Backend“) nicht durch
verwaiste Einträge in den Routingtabellen negativ beeinflusst werden können.
C.1.2.6 Verknüpfung einer Zieladresse mit einem Netzzugangsgerät
Im Betriebsmodus der quelladressbasierten Wegewahl reichen die bereits vorgestellten
Nachrichten aus, um alle relevanten Informationen zwischen REACH-Client und
”
Rou-
ting Backend“ auszutauschen. Für die zieladressbasierte Wegewahl werden jedoch noch
weitere Nachrichtentypen benötigt, da für die entsprechenden Einträge in der zentralen
Routingtabelle2 die Adressen der REACH-Proxyserver kommuniziert werden müssen.
Bei der zieladressbasierten Wegewahl wird eine Zieladresse (die IP-Adresse eines RE-
ACH-Proxyservers) mit einem Netzzugangsgerät verknüpft. Gewünscht wird eine deter-
ministische Bindung der Kommunikationsbeziehungen an vorgegebene Netzzugangsge-
räte des mobilen Endgeräts. Dazu werden Einträge in der zentralen Routingtabelle des
mobilen Endgeräts abgelegt, damit die ausgehenden IP-Pakete den gewünschten Weg
über das korrekte Netzzugangsgerät nehmen.
Der REACH-Client unterscheidet bei der zieladressbasierter Wegewahl zwei Betriebs-
modi. Beim
”
einfacheren“ der beiden Verfahren wird die Wahl des Netzzugangsgeräts
allein anhand der Zieladresse eines jeden IP-Pakets durchgeführt. Das bedeutet, pro zeit-
gleich zu nutzendem Netzzugangsgerät pro REACH-Proxyserver eine eigene, eindeutige
IP-Adresse benötigt. Kann ein bestimmter REACH-Proxyserver beispielsweise nur über
eine einzige IP-Adresse adressiert werden, ist auch nur eine einzige Kommunikations-
beziehung über ein Interface in der Routingtabelle spezifizierbar. In diesem Fall sind





erweiterte“ Betriebsmodus entspricht dem vorgestellten Schema, führt jedoch
noch eine
”
explizite Bindung“ der Sockets an das gewünschte Netzzugangsgerät durch.
Der Vorteil dabei ist, dass dann identische Zieladressen eines REACH-Proxyservers auch
bezüglich mehrerer ausgehender Wege verwendet werden können. Somit kann über meh-
rere Netzzugangsgeräte hinweg mit ein und demselben REACH-Proxyserver kommu-
niziert werden, auch wenn dieser nur über eine einzige öffentliche IP-Adresse verfügt.
Dieses Schema ist damit aus Sicht von REACH ähnlich leistungsfähig wie die quell-
adressbasierte Wegewahl, jedoch werden für die erforderliche SO_BINDDEVICE-Socketop-
tion erweiterte Privilegien benötigt. Ein
”
normaler“ Nutzer besitzt diese Privilegien nicht,
2Bei zieladressbasiertem Routing wird lediglich die zentrale Routingtabelle manipuliert.





erweiterte“ Modus nur dann zur Verfügung steht, wenn der REACH-Client
als Nutzer root gestartet worden ist. Der REACH-Client wurde so implementiert, dass
er das Vorhandensein der entsprechenden
”
CAP_NET_RAW-Capability“ erkennen kann und
dann bei zieladressbasierter Wegewahl automatisch auf den
”
erweiterten“ Betriebsmo-
dus zurückgreifen kann. Die vorausgehende Frage, ob eine zieladressbasierte Wegewahl
durchgeführt wird, beantwortet dem REACH-Client die bereits in Abbildung C.1 darge-
stellte <Attach>-Nachricht.
Der REACH-Client ist bei zieladressbasierter Wegewahl in der Pflicht, die entspre-
chenden Zieladressen an das
”
Routing Backend“ zu übergeben. Das geschieht mit Hilfe





Abbildung C.8: Bei zieladressbasierter Wegewahl wird dem
”
Routing Backend“ mitge-
teilt, welche Zieladressen mit welchen Netzzugangsgeräten verknüpft
werden sollen.
Diese Nachricht benennt den Namen eines Interfaces sowie die IP-Adresse eines RE-
ACH-Proxyservers. Damit ist ein Eintrag für die Routingtabelle formulierbar. IP-Pakete
mit der genannten IP-Adresse als Ziel werden anschließend über das durch den label-
Parameter referenzierte Netzzugangsgerät geleitet.
Jedes Netzzugangsgerät kann mit einer Vielzahl an IP-Adressen zu unterschiedlichen
REACH-Proxyservern verknüpft werden. Besteht beispielsweise Kontakt zu zehn RE-
ACH-Proxyservern gleichzeitig, müssen auch zehn IP-Adressen mit dem aktuell zu nut-
zenden Netzzugangsgerät (dem
”
Hauptlink“) verknüpft werden. Bei der
”
einfacheren“
Variante der zieladressbasierten Wegewahl darf jedoch keine IP-Adresse gleichzeitig in
mehreren Regeln vertreten sein, da es sonst zu Mehrdeutigkeiten käme. Beim
”
erweiter-
ten“ Betriebsmodus gilt diese Einschränkung nicht. Die Einträge in der Routingtabelle
werden dann lediglich dazu benötigt, dass die IP-Pakete überhaupt eine Route zum
REACH-Proxyserver vorfinden. Diese kann bewusst mehrdeutig sein, da die Wegewahl
bereits durch die SO_BINDDEVICE-Socketoption vorweggenommen worden ist.
Nachdem das
”
Routing Backend“ die <AddAddress>-Nachricht ausgewertet und ge-
gebenenfalls eine Modifikation der Routingtabelle durchgeführt hat, antwortet es dem
REACH-Client mit einer <AddressAdded>-Nachricht (siehe Abbildung C.9). Der RE-
ACH-Client wird damit in diesem Beispiel darüber informiert, dass über das Interface
mit dem Label "ZD1211 USB" eine Route zu der IP-Adresse "141.24.92.184" gesetzt








Abbildung C.9: Eine <AddAddress>-Nachricht wird mit einer solchen <AddressAdded>-
Nachricht bestätigt. Der REACH-Client ist sich nach Erhalt sicher, dass
die diesbezügliche Route hinterlegt worden ist.
worden ist. Steht dem REACH-Client die SO_BINDDEVICE-Socketoption zur Verfügung,
weiß er dank des Parameters interface auch, an welches Netzzugangsgerät die entspre-
chenden Sockets gebunden werden müssen (in diesem Fall an das Interface "wlan0").
<AddAddress>- und <AddressAdded>-Nachrichten werden nur bei zieladressbasierter
Wegewahl verwendet. Das gilt auch für die <DelAddress>-Nachrichten, welche im nächs-
ten Abschnitt vorgestellt werden.
C.1.2.7 Aufhebung einer Adressbindung
Um eine per <AddAddress>-Nachricht etablierte Bindung zwischen einem Netzzugangs-
gerät und einer IP-Adresse wieder aufzuheben, bedient sich der REACH-Client des





Abbildung C.10: Hinterlegte Adressbindungen können mit Hilfe von <DelAddress>-
Nachrichten aufgehoben werden.
Eine solche Nachricht fordert das
”
Routing Backend“ dazu auf, eine vorhandene Bin-
dung zwischen einem Netzzugangsgerät (label-Parameter) und einer IP-Adresse eines
REACH-Proxyservers zu
”
vergessen“. Dabei werden auch alle diesbezüglichen Einträge
aus der Routingtabelle entfernt.
Zu diesem Nachrichtentyp wird keine entsprechende Bestätigungsnachricht benötigt.
Ab dem Moment, wenn der REACH-Client die <DelAddress>-Nachricht absetzt, wird
er die betroffene Bindung nicht mehr in Anspruch nehmen. Daher besteht kein Bedarf
an einer Rückmeldung, welche signalisieren würde, dass der Eintrag wirklich verges-
sen wurde. Denn möchte der REACH-Client selbige Bindung erneut hinterlegen, muss
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er hierfür wiederum eine <AddAddress>-Nachricht absetzen und auf die entsprechende
<AddressAdded>-Bestätigung warten. Durch die serielle Abarbeitung der Nachrichten
innerhalb des
”
Routing Backends“ wird sichergestellt, dass der REACH-Client immer
über eine konsistente Sichtweise auf die ordnungsgemäß in der Routingtabelle hinterleg-
ten Adressbindungen verfügt.
Es gibt mehrere Fälle, in denen die Aufhebung einer Adressbindung durch eine solche
<DelNetwork>-Nachricht erforderlich ist:
• Nicht länger benötigte Adressbindung: Besteht zu einem REACH-Proxyser-
ver keine Kommunikationsbeziehung mehr, werden die zugehörigen Einträge aus
der Routingtabelle entfernt.
• Wechsel einer Zone: REACH implementiert ein ortsabhängiges Adressierungs-
schema, welches je nach Aufenthaltsort des mobilen Endgeräts einen gewünschten
REACH-Proxyserver über abweichende IP-Adressen kontaktieren kann. Ein sol-
ches Schema ist elementar wichtig für REACH, was in Abschnitt 7.2.2.1 nachgele-
sen werden kann.





Einzugsgebiet“ eines REACH-Proxyservers ändern kann, also eine neue Zone
gültig wird. In diesem Fall ändert sich die IP-Adresse, mit welcher der REACH-
Proxyserver über dieses Netzzugangsgerät angesprochen werden muss. Dazu er-
folgt eine Aufhebung der bestehenden Bindung (mit Hilfe einer <DelNetwork>-
Nachricht) und anschließend eine neue Bindung zwischen demselben Netzzugangs-
gerät und der von nun an zu benutzenden IP-Adresse (anhand einer <AddNetwork>-
Nachricht samt Bestätigung).
• Wiederverwendung knapper Zieladressen: Speziell bei der zieladressbasier-
ten Wegewahl ohne der Möglichkeit der expliziten Bindung von Sockets an ein
Netzzugangsgerät gelten die verfügbaren IP-Adressen eines jeden REACH-Proxy-
servers als knapp.
Ist ein bestimmter REACH-Proxyserver nur über eine einzige IP-Adresse erreich-
bar, muss im Rahmen eines
”
vertikalen Handovers“ die bestehende Adressbindung
über das
”
alte“ Netzzugangsgerät aufgehoben werden, damit die dabei
”
freigeworde-
ne“ IP-Adresse für eine Bindung über das
”
neue“ Netzzugangsgerät herangezogen
werden kann. Es ist erkennbar, dass dabei nur
”
harte Handover“ möglich sind.
Aus diesem Grund kann zu jedem REACH-Proxyserver eine Vielzahl an IP-Adres-
sen pro Zone angegeben werden. Auf mobilen Endgeräten, welche lediglich die
”
ein-
fache“ Variante der zieladressbasierten Wegewahl unterstützen, können dann auch






weichere Handover“ sowie Kanalbündelungsszenarien angeboten wer-
den. Die dafür notwendige Adressverwaltung ist im REACH-Client implementiert,
aber nur für letztgenanntes Wegewahlschema erforderlich.
C.1.2.8 Gültigkeitsdauer bei zieladressbasierter Wegewahl
Eine <AddAddress>-Nachricht wird vom
”
Routing Backend“ mit einer <AddressAdded>-
Nachricht beantwortet, unabhängig davon, ob das referenzierte Netzzugangsgerät zu die-
sem Zeitpunkt mit einem Netzzugangspunkt assoziiert ist oder nicht. Es gilt, dass hin-
terlegte Adressbindungen langlebiger Natur sind, also auch mehrerer Assoziations- und
Dissoziationsprozeduren überdauern. Eine Bindung kann nur durch eine <DelAddress>-
Nachricht wieder aufgelöst werden.
Adressbindungen werden vom
”
Routing Backend“ entgegen genommen und intern
vermerkt. Sie werden jedoch nur bei einer momentan bestehenden Assoziation auch
umgehend in die Routingtabelle überführt. Wird eine Assoziation erst später etabliert
(signalisiert anhand einer <Enable>-Nachricht), wird das
”
Routing Backend“ alle Ein-
träge bezüglich des
”
frisch“ assoziierten Netzzugangsgeräts wieder hinzufügen. Erst im
Anschluss, nachdem alle Routen gesetzt worden sind, wird die <Enabled>-Nachricht an
den REACH-Client versendet.
So wird sichergestellt, dass der REACH-Client immer genau weiß, welche Adressbin-
dungen tatsächlich in der Routingtabelle hinterlegt sind und benutzt werden dürfen. Für
jedes diesbezügliche Kommando an das
”
Routing Backend“ wird immer eine Antwort
erwartet, bevor der REACH-Client die Adressen benutzen darf: Eine <AddAddress>-
Nachricht wird durch eine <AddressAdded>-Nachricht bestätigt, und nach einer erfolgrei-
chen Assoziation wird die zugehörige <Enable>-Nachricht immer durch eine <Enabled>-
Nachricht bestätigt. Hat der REACH-Client beide
”
Bestätigungen“ vorliegen, gelten die
betroffenen Routen als gesetzt und der Netzzugang als benutzbar. Erst dann dürfen
Daten an den REACH-Proxyserver versendet werden.
C.1.2.9 Beendigungsphase
Mit Beendigung des REACH-Clients wird auch das
”
Routing Backend“ beendet. Dazu
wird die in Abbildung C.11 gezeigte <ShutDown>-Nachricht übergeben. Das
”
Routing
Backend“ wird daraufhin die Routingtabellen in einen geordneten Zustand überführen
und sich anschließend beenden.




Abbildung C.11: Diese Nachricht befiehlt dem
”
Routing Backend“, sich geordnet zu
beenden.
C.2 Zugriff auf die Routingtabellen
Der Datenübertragungsmechanismus zwischen REACH-Client und REACH-Proxyser-
ver kann mit Hilfe von quelladressbasierter oder zieladressbasierter Wegewahl
”
gesteu-
ert“ werden. Bei ersterem werden alle Sockets auf bestimmte IP-Adressen aus einem
privaten Adressbereich gebunden, wobei jede dieser IP-Adressen einem der verfügbaren
Netzzugangsgeräte zugeordnet ist. Es findet also eine Wegewahl statt, welche davon ab-
hängt, auf welche IP-Adresse ein Socket gebunden worden ist. Bei der zieladressbasierten
Wegewahl wird das Netzzugangsgerät hingegen anhand der Zieladresse eines jeden IP-
Pakets ermittelt. REACH erweitert dieses Schema noch um die explizite Bindung eines
Sockets an ein Netzzugangsgerät, was allerdings nicht in jedem Fall erlaubt ist.
Bislang wurde jedoch noch nicht beschrieben, welche Mechanismen notwendig sind,
um die Routingtabellen zu verändern. Dies soll nun geschehen.
C.2.1 Auswahl eines Routingschemas
Sobald das
”
Routing Backend“ gestartet wird, beginnt es mit der Ermittlung der ver-
fügbaren Wegewahlschemata. Ein
”
Routing Backend“ für Microsoft Windows bräuchte
diese Tests nicht durchzuführen, da hier prinzipiell keine quelladressbasierte Wegewahl
möglich ist. Zudem gehören bei Microsoft Windows die relevanten Systemkommandos
bereits zum Basissystem, sodass eine Verfügbarkeitsprüfung unnötig wäre. Da der Fo-
kus der vorliegenden Arbeit jedoch auf GNU/Linux-basierten mobilen Endgeräten liegt,
sind Aussagen bezüglich Microsoft Windows ungetestet und damit spekulativ.
Unter GNU/Linux sind zwei Fragen zu klären: Erstens, ist eine quelladressbasierte
Wegewahl seitens des Kernels verfügbar, und wenn ja, steht zudem das iproute2-Soft-
warepaket zur Verfügung? Letzteres enthält das modernere ip-Kommando, welches die
Funktionen der
”
klassischen“ Kommandos ifconfig und route vereint und zudem mit
mehreren Routingtabellen umgehen kann.
Der erste Test bezieht sich auf das ip-Kommando, wobei in Abbildung C.12 drei
mögliche Resultate dargestellt werden. Das Kommando wird hierzu mit
”
neutralen Pa-
rametern“ gestartet und anschließend dessen Ausgabe interpretiert. Im ersten Fall war
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system_a ~ # /sbin/ip route add
bash: /sbin/ip: No such file or directory
florian@system_b ~ $ /sbin/ip route add
RTNETLINK answers: Operation not permitted
florian@system_b ~ $ su
Password:
system_b florian # /sbin/ip route add
RTNETLINK answers: No such device
system_b florian #
Abbildung C.12: Es muss geprüft werden, ob das ip-Kommando verfügbar ist und ob die
Nutzerrechte ausreichend sind, um die Routingtabellen zu modifizieren.
das Kommando nicht verfügbar, womit es als nicht benutzbar gilt. Im zweiten Fall wurde
es als Nutzer florian auf einem anderen System gestartet, wobei es zwar als verfügbar
detektiert wurde (die erstgenannte Fehlermeldung blieb aus), jedoch deutet die gelieferte
Fehlermeldung auf nicht ausreichende Rechte hin. In diesem Fall kann das Kommando
ebenfalls nicht benutzt werden, wobei hier eher ein generelles Konfigurationsproblem zu
vermuten ist, da das
”
Routing Backend“ mit Systemverwaltungsrechten gestartet werden
muss. Dies wurde in diesem Beispiel durch das su-Kommando (
”
Set User“) nachgeholt,
wonach sich die Ausgabe des ip-Kommandos abermals geändert hatte: Die Meldung
”
No
such device“ ist hierbei als Erfolgsmeldung zu deuten, da es anzeigt, dass sowohl das
Kommando selbst auch genügend Rechte zur Manipulation der Routingtabellen vorhan-
den sind.
system_a ~ # /sbin/ip rule
RTNETLINK answers: Operation not supported
Dump terminated
system_b ~ # /sbin/ip rule
0: from all lookup local
32766: from all lookup main
32767: from all lookup default
Abbildung C.13: Ist das ip-Kommando verfügbar, wird anschließend geprüft, ob seitens
des Kernels die quelladressbasierte Wegewahl angeboten wird.
Konnte das ip-Kommando gefunden werden und sind zudem ausreichend Rechte ver-
fügbar, wird ein zweiter Test durchgeführt (siehe Abbildung C.13). Hierbei geprüft, ob
der Kernel mit
”
mehreren Routingtabellen“ umgehen kann.
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Im ersten Fall deutet die Fehlermeldung
”
Operation not supported“ darauf hin,
dass diese Kernelfunktion nicht verfügbar ist. Das
”
Routing Backend“ wird in diesem
Fall auf die zieladressbasierte Wegewahl Routing unter Verwendung des ip-Kommandos
zurückgreifen.
Im zweiten Fall wird eine Liste von Regeln (rule) ausgegeben, was auf eine vor-
handene Unterstützung von
”
Policy Routing“ hindeutet, und gleichbedeutend mit der
Verfügbarkeit mehrerer Routingtabellen ist. Das
”
Routing Backend“ wird in diesem Fall
die quelladressbasierte Wegewahl einsetzen.
system_a ~ # /sbin/route add default
bash: /sbin/route: No such file or directory
florian@system_b ~ $ /sbin/route add default
SIOCADDRT: Operation not permitted
florian@system_b ~ $ su
Password:
system_b florian # /sbin/route add default
SIOCADDRT: No such device
Abbildung C.14: Sollte das ip-Kommando nicht verwendet werden können, wird die
Nutzbarkeit des route-Kommandos überprüft.
Gab es dagegen ein prinzipielles Problem mit dem ip-Kommando, wird als Alternative
das route-Kommando getestet (siehe Abbildung C.14). Die Vorgehensweise ist dabei
ähnlich: im ersten Fall war das Kommando nicht verfügbar, im zweiten Fall waren die
Rechte nicht ausreichend und im dritten Fall war die Meldung
”
No such device“ als
Erfolg zu werten. Nur im letzten Fall kann eine zieladressbasierte Wegewahl auf der Basis
des route-Kommandos durchgeführt werden. In den beiden anderen Fällen fehlen dem
”
Routing Backend“ alle Werkzeuge. Es würde sich mit einer Fehlermeldung beenden.
C.2.2 Quelladressbasierte Wegewahl
Die quelladressbasierte Wegewahl basiert auf dem so genannten
”
Policy Routing“. Hier-





geroutet“. Allerdings wird erst durch diese Regeln bestimmt, welche
Routingtabelle zum Einsatz kommen wird. Die
”
zentrale Routingtabelle“, welche bei-
spielsweise mit Hilfe des route-Kommandos manipuliert werden kann, entspricht dabei
der Tabelle main (erkennbar in Abbildung C.13). Zudem existieren bereits in der Basis-
konfiguration zwei weitere Routingtabellen mit den Namen local und default, welche
für die vorgestellten Zwecke allerdings ohne Belang sind.
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”
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Für die quelladressbasierte Wegewahl macht man sich diese Struktur zu nutze. Die
Sockets, deren Datenströme über ein bestimmtes Netzzugangsgerät geleitet werden sol-
len, werden vom REACH-Client auf eine zugehörige lokale IP-Adresse gebunden. Diese
IP-Adressen werden mit Hilfe von
”
Policy Routing“ mit den Netzzugangsgeräten des
mobilen Endgeräts verknüpft. Dazu werden Regeln benutzt, welche die Absenderadres-
se der IP-Pakete auswerten. Als Ergebnis erhält man eine bestimmte Routingtabelle,
welche anschließend zur Weiterleitung des Pakets herangezogen wird.
neelix ~ # ip address show lo
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 16436 qdisc noqueue state UNKNOWN
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
inet 10.254.254.10/24 brd 10.254.254.255 scope host lo
inet 10.254.254.11/24 brd 10.254.254.255 scope host secondary lo
inet 10.254.254.12/24 brd 10.254.254.255 scope host secondary lo
Abbildung C.15: Für die quelladressbasierte Wegewahl werden dem lo-Device zusätzli-
che lokale IP-Adressen zugewiesen.
Die besagten lokalen IP-Adressen werden vorab dem Loopback-Device lo zugewiesen,
was idealerweise bereits durch die Startskripte des GNU/Linux-Systems erfolgt sein
sollte. In Abbildung C.15 werden alle dem lo-Device zugeordneten IP-Adressen aufgelis-
tet. Die Adressen 10.254.254.10, 10.254.254.11 und 10.254.254.12 sind dabei die
für den REACH-Client nutzbaren Adressen, was eine simultane Datenübertragung über
drei Netzzugangsgeräte gleichzeitig erlaubt.
neelix ~ # /sbin/ip rule add from 10.254.254.10 table 100
neelix ~ # /sbin/ip rule add from 10.254.254.11 table 101
neelix ~ #
neelix ~ # /sbin/ip route add default via 192.168.1.1 \
dev eth0 table 100
neelix ~ # /sbin/ip route add default via 192.168.1.1 \
dev wlan0 table 101
Abbildung C.16: Für die quelladressbasierte Wegewahl müssen Regeln (rule) und Rou-
ten (route) gesetzt werden.
Das
”
Routing Backend“ bedient sich zum Hinterlegen der Regeln und zum Setzen
der zugehörigen Routen des ip-Kommandos. Abbildung C.16 zeigt, wie diese Komman-
dos aussehen müssen, wenn man diese Mechanismen manuell über die Kommandozeile
konfigurieren möchte.
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Eine bestimmte Routingtabelle wird dabei über das Schlüsselwort table mit Hilfe ei-
nes numerischen Identifikators referenziert. REACH nutzt hierfür die Nummern ab 100
aufsteigend, wobei so viele Identifikatoren benötigt werden, wie das mobile Endgerät mit
Netzzugangsgeräten ausgestattet ist. Die quelladressbasierte Wegewahl basiert darauf,
dass für jede
”
besondere“ lokale IP-Adresse (die dem lo-Device zugewiesenen Adressen)
eine Regel (rule) hinzugefügt (add) wird, welche die genannte IP-Adresse als Absender-
adresse (from) bestimmt. Trifft diese Regel für ein bestimmtes IP-Paket zu, gilt die vom
table-Parameter referenzierte Routingtabelle.
Die genannten Routingtabellen sind anfangs leer. Pro Tabelle wird jedoch nur ein ein-
ziger Eintrag benötigt, nämlich eine
”
Default Route“ über das gewünschte Netzzugangs-
gerät. Jedes IP-Paket, welches mit Hilfe dieser Routingtabelle weitergeleitet wird, wird
demnach über dieses ausgehende Interface versendet. Da die Wahl der Tabelle anhand
der Absenderadresse erfolgt, bezeichnet man das vorgestellte Schema als quelladress-
basierte Wegewahl. Dabei ist es kein Problem, wenn die IP-Adressen zweier
”
Default
Gateways“ zufällig identisch sind. Durch den dev-Parameter wird hinsichtlich der Route
sichergestellt, dass das gewünschte Netzzugangsgerät (
”
Device“) auch wirklich benutzt
wird.
neelix ~ # /sbin/ip rule show
0: from all lookup local
32764: from 10.254.254.11 lookup 101
32765: from 10.254.254.10 lookup 100
32766: from all lookup main
32767: from all lookup default
neelix ~ #
neelix ~ # /sbin/ip route show table 100
default via 192.168.1.1 dev eth0
neelix ~ # /sbin/ip route show table 101
default via 192.168.1.1 dev wlan0
Abbildung C.17: Zwei erfolgreich gesetzte Regeln und Routen bei quelladressbasierter
Wegewahl.
In Abbildung C.17 ist dargestellt, wie die Regeltabelle und die Routingtabellen aus-
sehen, nachdem die Kommandos aus Abbildung C.16 eingegeben worden sind.
Der REACH-Client ist damit in der Lage, eine quelladressbasierte Wegewahl durch-
zuführen. Dazu muss er aber wissen, welches Netzzugangsgerät mit welcher lokalen IP-
Adresse verknüpft worden ist. Dieser Zusammenhang wird in der Konfigurationsdatei
routing.xml hergestellt, welche zudem den Dateinamen des zu startenden
”
Routing
Backends“ benennt. Zu jedem Gerätenamen deviceentrylabel wird hier die IP-Adres-









Abbildung C.18: Der REACH-Client erhält seine wegewahlspezifischen Parameter aus
der Konfigurationsdatei routing.xml. Diese benennt den Dateina-
men des
”
Routing Backends“ und spezifiziert zudem Netzzugangsgerät-
Adress-Paare für die quelladressbasierte Wegewahl.
se bindip aufgeführt, auf welche der REACH-Client im Fall von quelladressbasierter
Wegewahl seine Sockets
”
binden“ muss, wenn ein bestimmtes Netzzugangsgerät benutzt
werden soll.
Es wird jedoch noch ein letzter Schritt benötigt, damit das vorgestellte Schema ord-
nungsgemäß funktioniert. So wie dargestellt arbeitet zwar bereits die Wegewahl für
ausgehende IP-Pakete, jedoch weisen diese als Absenderadresse noch eine private IP-
Adresse des lo-Devices auf, anhand welcher im Internet nicht
”
geroutet“ werden kann.
Es muss also noch ein
”
Masquerading“ konfiguriert werden, sodass die Absenderadresse
eines jeden ausgehenden IP-Pakets mit der IP-Adresse des passierten Netzzugangsgeräts
”
maskiert“ wird. Für rücklaufende IP-Pakete muss zudem klar sein, auf welche lokale IP-
Adresse die Zieladresse wieder geändert werden muss, damit die Daten schlussendlich







Abbildung C.19: Bei Nutzung von Shorewall kann das für die quelladressbasier-
te Wegewahl erforderliche
”
Masquerading“ in der Konfigurationsdatei
/etc/shorewall/masq konfiguriert werden.
”
Masquerading“ wird bei Netfilter in der nat-Tabelle konfiguriert. Da im aufgebau-
ten Demonstrator durchgängig das Frontend Shorewall eingesetzt wird, beschränkt
sich der Konfigurationsaufwand auf die Datei /etc/shorewall/masq (siehe Abbildung
C.19). Hier wird jeweils das Interface genannt, dessen IP-Adresse benutzt werden soll,
um ein ausgehendes IP-Paket zu maskieren. In der zweiten Spalte stehen die zugehörigen
IP-Adressen des lo-Devices, welche ein Filterkriterium darstellen.
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Die masq-Datei wird von REACH nicht verändert und muss vorab hinterlegt worden
sein. Zudem muss das lo-Device die genannten IP-Adressen aufweisen und die Konfigu-
rationsdatei des REACH-Clients routing.xml muss die Adressbindung benennen.
C.2.3 Zieladressbasierte Wegewahl
Bei der zieladressbasierten Wegewahl wird die Zieladresse eines jeden IP-Pakets aus-
gewertet. Diese Zieladressen sind die IP-Adressen von REACH-Proxyservern. Jedoch
besteht das Problem nicht darin, die IP-Pakete bloß zustellen zu können, sondern es
muss eine deterministische Wegewahl stattfinden.
Dies geschieht dadurch, dass die IP-Adressen der REACH-Proxyserver jeweils mit
einem bestimmten Netzzugangsgerät verknüpft werden, damit ausgehende IP-Pakete
das mobile Endgerät über einen festgelegten Weg verlassen.
neelix ~ # /sbin/ip route add to 141.24.92.184 \
via 192.168.1.1 dev eth0
neelix ~ #
neelix ~ # /sbin/ip route del to 141.24.92.184 \
via 192.168.1.1 dev eth0
Abbildung C.20: Für die zieladressbasierte Wegewahl können die Routen mit Hilfe des
ip-Kommandos gesetzt und entfernt werden.
Zum Setzen und Löschen von Routen kann entweder das ip-Kommando (siehe Ab-
bildung C.20) oder das route-Kommando (siehe Abbildung C.21) benutzt werden. Die
Auswahl des Kommandos erfolgt wie bereits dargestellt durch das
”
Routing Backend“.
neelix ~ # /sbin/route add 141.24.92.184 \
gw 192.168.1.1 dev eth0
neelix ~ #
neelix ~ # /sbin/route del 141.24.92.184 \
gw 192.168.1.1 dev eth0
Abbildung C.21: Auch mit Hilfe des route-Kommandos können Routen zu REACH-
Proxyservern gesetzt und entfernt werden.
Die in den Abbildungen C.20 und C.21 gezeigten Befehle sind von ihrer Wirkung
her identisch: das erste Kommando setzt jeweils eine Route (add) zu einer bestimmten
IP-Zieladresse (141.24.92.184) über ein genanntes Gateway (192.168.1.1) durch ein
bestimmtes Interface (dev eth0). Das zweite Kommando entfernt die entsprechende
Route wieder aus der zentralen Routingtabelle.





In diesem Kapitel werden insgesamt zehn Messreihen vorgestellt, welche das Verhalten
des prädiktiven Handoverentscheiders von REACH demonstrieren. Dazu kam ein USB-
WLAN-Adapter der Firma ZyXEL zum Einsatz (Modell
”
ZyXEL ZyAIR G-200 v2“),
welcher die Standards IEEE 802.11b und g beherrscht. Als Basisstation kam jeweils ein
WLAN-Router (Modell
”
ASUS WL 500G Premium“) zum Einsatz, welcher an das Cam-
pusnetzwerk der TU Ilmenau angeschlossen worden ist. Bei allen
”
Outdoor“-Messungen
stand dieser außen auf einem Fensterbrett des Raums H3501 (das Fenster geradeaus
beim Betreten des Raums, mit gutem Blick auf den Platz mit Newtonbau, Humboldt-
bau und rechts den Kirchhoffbau). Bei den beiden
”
Indoor“-Messungen 7 und 8 befand
sich die Basisstation auf dem Schreibtisch des Autors.
In allen Fällen kam ein mit WPA2 verschlüsseltes Netzwerk zum Einsatz. Es wurde
jeweils ein TCP-Datenstrom von einem ortsfest aufgebauten PC in Richtung des Lap-
tops verschickt. Der Laptop ermittelte zyklisch die aktuell anliegende Signalstärke sowie
die Linkgüte durch Auslesen der Datei /proc/net/wireless und schrieb diese Werte
zusammen mit einem Zeitstempel sowie der gemessenen TCP-Datenrate in eine Datei.
Diese Datei wurde dann später
”
offline“ mit Hilfe des Handoverentscheiders von REACH
ausgewertet, was zu den Diagrammen in diesem Kapitel führte.
Anhand der aufgenommenen Signalstärke- und Linkgütewerte mussten in einem ersten
Schritt die drei Entscheidungsschwellen (Abriss-, Eignungs- und Idealschwelle) empirisch
bestimmt werden. Um die Schwellen möglichst passend zu wählen, wurde die Datenrate
des TCP-Datenstroms betrachtet. Der stetige Strom an eintreffenden Daten sorgte zu-
dem dafür, dass häufig Daten über die Luftschnittstelle empfangen wurden und somit
auch sich häufig ändernde Signalstärke- und Linkgütewerte ermittelt werden konnten.
Nachdem die Schwellen ausgewählt worden waren, konnte der Handoverentscheider zur
Auswertung der Messreihen herangezogen werden. Durch iteratives Ausprobieren wurde
zudem versucht, die anfangs getroffene Wahl für die Schwellen sukzessive zu verbessern.
Die zehn Messreihen sind zu unterschiedlichen Zeiten entstanden; die Messreihen 1
und 2 sind etwa 2 Jahre früher aufgenommen worden als die Messreihen 3 bis 10. Bei
allen
”
Outdoor“-Messungen herrschten trockene winterliche Bedingungen vor, das heißt,
es gab keine Abschattung durch belaubte Bäume oder durch Niederschlag in Form von
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Regen oder Schnee.
Die Messreihen 1 und 2 werden im Folgenden dazu benutzt, die Unterschiede zwi-
schen exponentieller, inversquadratischer und linearer Regressionsrechnung zu untersu-
chen. Bei beiden Messungen wurde ein Linux-Kernel in der Version 2.6.27 eingesetzt,




Die Messreihen 3 bis 6 wurden im Winter 2009 / 2010 aufgenommen, um die Funkti-
on des Handoverentscheiders anhand einer größeren Datenbasis untersuchen zu können.
Beim hierbei eingesetzten Linux-Kernel 2.6.31 lieferte der verwendete Treiber keine
Linkgütewerte mehr, sodass nur noch eine Betrachtung der Signalstärkewerte vorgenom-
men werden konnte. Zudem stand ein anderer Laptop zur Verfügung, sodass dank USB
2.0 hier höhere Datenübertragungsraten erreicht werden konnten.
Bei den Messreihen 7 und 8 handelt es sich um
”
Indoor“-Messungen. Es wurde vor-
ab vermutet, dass eine Signalstärkeermittlung mit einem Messwert pro Sekunde nicht
ausreichend sein würde, um innerhalb von Gebäuden brauchbare Prädiktionsergebnisse
zu erhalten. Daher wurden die Messwerte ab Messreihe 7 mit einer willkürlich festge-
legten höheren Rate von 50 Messungen pro Sekunde aufgenommen. Zusätzlich stellte
sich die Frage, ob die in den Messreihen 1 bis 6 verwendete lange Fenstergröße von 30
Sekunden innerhalb von Gebäuden noch Sinn ergibt. Um dies zu untersuchen, wurden
alle folgenden Messreihen jeweils mit einer Fenstergröße von 12, 20 sowie 30 Sekunden
ausgewertet, immer mit einem Mindestfüllstand von 10 Sekunden.
Die Ergebnisse aus den Messreihen 7 und 8 waren im Vergleich weitaus
”
schöner“,
sodass beschlossen wurde, mit den Messreihen 9 und 10 nochmals Außenmessungen
ebenfalls mit einer höheren Messwerterfassungsrate durchzuführen. Auch hier kamen
wieder die drei Fenstergrößen 12, 20 sowie 30 Sekunden zum Einsatz, wieder jeweils
mit einem Mindestfüllstand von 10 Sekunden. Die Idee war es, im Vergleich mit den
Messreihen 7 und 8 eine Fenstergröße zu finden, welche sowohl innerhalb von Gebäuden
als auch außerhalb sinnvolle Ergebnisse liefert.
Da sich gezeigt hat, dass der Rechenaufwand bei einer Messrate von 50 Werten pro
Sekunde nicht länger
”
online“ durchgeführt werden kann, blieb schlussendlich die Frage
zu klären, welche Erfassungsrate sowohl gute Ergebnisse liefert als auch noch zeitnah
berechenbar war. Daher wurden die Messreihen 8 und 10 zwar mit 50 Messwerten pro
Sekunde aufgenommen, deren Auswertung fand allerdings nur mit jedem fünften Wert
statt, was einer Erfassungsrate von 10 Werten pro Sekunde entspricht.
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D.1 Messreihe 1
Szenario
Anhand der Messreihe aus Abbildung D.1 sollte untersucht werden, wie sich Signalstärke,
Linkgüte und Datenrate verhalten, wenn sich das mobile Endgerät geradlinig von der
Basisstation entfernt. Die Messung begann direkt unterhalb der vom Autor aufgestellten
Basisstation, welche sich im zweiten Stock des Helmholtzbaus im Raum H3501 befand.
Der Laptop wurde mit langsamer Schrittgeschwindigkeit in Richtung des Newtonbaus
getragen. Es ging geradlinig weiter den Fußweg entlang, links am Staubecken vorbei in
Richtung Mensa. Etwa auf Höhe des Staubeckens wurde die Messung abgebrochen, da
die Werte bereits zu weit abgefallen waren. Da der Laptop vor dem Nutzer getragen
wurde, war die Funkstrecke meist verdeckt.
Die Messdaten wurden einmal pro Sekunde ermittelt. Für die Auswertung kam ein
Zeitfenster von 30 Sekunden (30 Messwerte) zum Einsatz, bei einem minimalen Füllstand
von 10 Sekunden (10 Messwerte). Da sowohl Signalstärke- als auch Linkgütewerte zur
Verfügung standen, werden im Folgenden beide Verläufe ausgewertet und miteinander
verglichen.
D.1.1 Auswertung des Signalstärkeverlaufs
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Abbildung D.1: Signalstärkewerte und TCP-Datenrate
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Messreihe 1, Signalstärkewerte, exponentielle Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.2: Das obere Diagramm zeigt die exponentiell gefilterten Signalstärkewerte
im Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem
Zeitpunkt den zeitlichen Abstand zum errechneten Schnittpunkt zwi-
schen der momentan gültigen Regressionsgeraden und der Abrissschwel-
le auf. Innerhalb der ersten 10 Sekunden war die Mindestwertemenge
für die Regressionsrechnung noch nicht verfügbar, sodass hier noch auf
eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.3: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
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Messreihe 1, Signalstärkewerte, inversquadratische Regression
       10
       15
       20
       25
       30
       35
       40
       45














     −400
     −300
     −200
     −100
        0
      100
      200
      300
      400











Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.4: Das obere Diagramm zeigt die inversquadratisch gefilterten Signalstär-
kewerte im Vergleich mit den Rohdaten. Das untere Diagramm führt zu
jedem Zeitpunkt den zeitlichen Abstand zum errechneten Schnittpunkt
zwischen der momentan gültigen Regressionsgeraden und der Abriss-
schwelle auf. Innerhalb der ersten 10 Sekunden war die Mindestwerte-
menge für die Regressionsrechnung noch nicht verfügbar, sodass hier
noch auf eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.5: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
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Messreihe 1, Signalstärkewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.6: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.7: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
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91 Beginne mit Datenübertragung
104 Stoppe Datenübertragung
108 Beginne mit Datenübertragung
Tabelle D.1: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen. Zur Anwendung kam hier-
bei die lineare Regressionsrechnung.
Diskussion: Auswertung der Signalstärkewerte
Die vorliegende Messreihe bestehend aus Signalstärkewerten wurde sowohl mit Hilfe ex-
ponentieller, inversquadratischer als auch mit linearer Regressionsrechnung ausgewertet.
In Bezug auf die Nutzung des Ersatzlinks lieferten die exponentielle und die inversquadra-
tische Regressionsrechnung ein vergleichbares Ergebnis (untere Diagramme in den Abbil-
dungen D.3 und D.5), während bei der linearen Regressionsrechnung zum Zeitpunkt 31s
der Ersatzlink unnötigerweise angefordert wurde (unteres Diagramm in Abbildung D.7).
Der Grund hierfür ist in den Restzeitdiagrammen (selbe Abbildungen, obere Diagram-
me) auszumachen. Bei der linearen Regressionsrechnung fällt das Restzeitdiagramm bei
31s kurzzeitig unter die Entscheidungsschwelle. Sowohl bei der exponentiellen als auch
der inversquadratischen Regressionsrechnung geschieht dies nicht, da deren Prognose auf
der Annahme eines konkaven Verlaufs beruht.
Für die exponentielle und die inversquadratische Regressionsrechnung kann festge-
stellt werden, dass sie in diesem Beispiel einen sehr guten Zeitpunkt zur Assoziation des
Ersatzlinks errechnet haben. Der aufgebaute Ersatzlink verweilt bis zu seiner Nutzung
nur wenige Sekunden im Leerlauf.
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D.1.2 Auswertung des Linkgüteverlaufs
Die in Abbildung D.8 gezeigten Linkgütewerte wurden in einem Schritt zusammen mit
den bereits diskutierten Signalstärkewerten aufgenommen. Obwohl sich der Verlauf und
die Charakteristik unterschiedlich zu den Signalstärkewerten verhalten, kann dennoch
eine ähnliche Entwicklung gemäß des beschriebenen Szenarios erkannt werden.
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Abbildung D.8: Linkgütewerte und TCP-Datenrate
348 D Prädiktive Handoverentscheidungen
Messreihe 1, Linkgütewerte, exponentielle Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.9: Das obere Diagramm zeigt die exponentiell gefilterten Linkgütewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.10: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
350 D Prädiktive Handoverentscheidungen
Messreihe 1, Linkgütewerte, inversquadratische Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.11: Das obere Diagramm zeigt die inversquadratisch gefilterten Linkgüte-
werte im Vergleich mit den Rohdaten. Das untere Diagramm führt
zu jedem Zeitpunkt den zeitlichen Abstand zum errechneten Schnitt-
punkt zwischen der momentan gültigen Regressionsgeraden und der
Abrissschwelle auf. Innerhalb der ersten 10 Sekunden war die Mindest-
wertemenge für die Regressionsrechnung noch nicht verfügbar, sodass
hier noch auf eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.12: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
352 D Prädiktive Handoverentscheidungen
Messreihe 1, Linkgütewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.13: Das obere Diagramm zeigt die linear gefilterten Linkgütewerte im Ver-
gleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.14: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
354 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
83 Assoziiere Ersatzlink
105 Assoziation aufgebaut
116 Beginne mit Datenübertragung
144 Stoppe Datenübertragung
159 Beginne mit Datenübertragung
Tabelle D.2: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen. Zur Anwendung kam hier-
bei die lineare Regressionsrechnung.
Diskussion: Auswertung der Linkgütewerte
Bei Betrachtung der Linkgütewerte liefern alle drei Regressionsrechnungen in Bezug auf
die Nutzung des Ersatzlinks ein vergleichbares Ergebnis. Ein kleiner Unterschied ist
jedoch bezüglich der inversquadratischen Regressionsrechnung feststellbar: gemäß Ab-
bildung D.12 (unteres Diagramm) wird der Ersatzlink hierbei zeitlich knapp aufgebaut
(gut, da pünktlich). Sowohl bei der exponentiellen als auch bei der linearen Regressions-
rechnung wird der Ersatzlink ein paar Sekunden früher angefordert.
Es stellt sich die Frage, ob man sich für die Auswertung der Signalstärke- oder der
Linkgütewerte entscheiden sollte. Zur Beantwortung dieser Frage ist es jedoch unzweck-
mäßig, die in den Tabellen D.1 und D.2 gezeigten Ersatzlinkereignisse miteinander zu
vergleichen. Die gezeigten Ergebnisse hängen sehr stark von den nutzerseitig festgeleg-
ten Entscheidungsschwellen ab, welche hier durch empirisches Ausprobieren und der
Methode des
”
scharfen Hinsehens“ ausgewählt worden waren.
D.2 Messreihe 2 355
D.2 Messreihe 2
Szenario
Bei Betrachtung der Signalstärkewerte aus Messreihe 1 (Abbildung D.1) zeigten sich
zwei Effekte. Zum einen war die maximal erreichbare Reichweite unerwartet gering, was
aber daran lag, dass der Benutzer den Laptop vor sich her trug und damit die Basissta-
tion abgeschattet worden war. Zweitens war ab ca. 140s eine kurzfristige Erholung der
Signalstärkewerte sowie der TCP-Datenrate erkennbar, für dessen Ursache ein alterna-
tiver Ausbreitungspfad vermutet wird. Ein
”
schön“ abfallender Verlauf war somit leider
nicht gegeben. Da es sich hierbei jedoch um reale Messwerte handelt, ist damit davon
auszugehen, dass in der Praxis eben keine
”
schönen“ Verläufe zu erwarten sind.
Nichtsdestotrotz wurde eine erneute Messung (siehe Abbildung D.15) mit identischem
Szenario aus Messreihe 1 wiederholt. Der einzige Unterschied bestand darin, dass der
Laptop jetzt seitlich getragen wurde, also die Antenne immer eine Sichtverbindung zur
Basisstation besaß. Die erhaltenen Verläufe sehen
”
glatter“ aus, und es konnte auch eine
größere Entfernung überbrückt werden. Erst, als der Laptop in Richtung Mensa hinter
dem Hügel
”
abtauchte“, brach die Datenrate zusammen.
D.2.1 Auswertung des Signalstärkeverlaufs
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Abbildung D.15: Signalstärkewerte und TCP-Datenrate
356 D Prädiktive Handoverentscheidungen
Messreihe 2, Signalstärkewerte, exponentielle Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.16: Das obere Diagramm zeigt die exponentiell gefilterten Signalstärkewer-
te im Vergleich mit den Rohdaten. Das untere Diagramm führt zu je-
dem Zeitpunkt den zeitlichen Abstand zum errechneten Schnittpunkt
zwischen der momentan gültigen Regressionsgeraden und der Abriss-
schwelle auf. Innerhalb der ersten 10 Sekunden war die Mindestwerte-
menge für die Regressionsrechnung noch nicht verfügbar, sodass hier
noch auf eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.17: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
358 D Prädiktive Handoverentscheidungen
Messreihe 2, Signalstärkewerte, inversquadratische Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.18: Das obere Diagramm zeigt die inversquadratisch gefilterten Signalstär-
kewerte im Vergleich mit den Rohdaten. Das untere Diagramm führt
zu jedem Zeitpunkt den zeitlichen Abstand zum errechneten Schnitt-
punkt zwischen der momentan gültigen Regressionsgeraden und der
Abrissschwelle auf. Innerhalb der ersten 10 Sekunden war die Mindest-
wertemenge für die Regressionsrechnung noch nicht verfügbar, sodass
hier noch auf eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.19: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
360 D Prädiktive Handoverentscheidungen
Messreihe 2, Signalstärkewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.20: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.21: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
362 D Prädiktive Handoverentscheidungen





128 Beginne mit Datenübertragung
136 Stoppe Datenübertragung
172 Beginne mit Datenübertragung
Tabelle D.3: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen. Zur Anwendung kam hier-
bei die lineare Regressionsrechnung.
Diskussion: Auswertung der Signalstärkewerte
Die exponentielle und die inversquadratische Regressionsrechnung lieferten wie in Mess-
reihe 1 (ähnliches Szenario) in Bezug auf die Inanspruchnahme des Ersatzlinks ein ver-
gleichbares Ergebnis. Bei Verwendung der linearen Regressionsrechnung wurde der Er-
satzlink jedoch unnötigerweise angefordert (siehe Abbildung D.21 und Tabelle D.3), was
an der ausgeprägten
”
hängenden Nase“ zum Zeitpunkt 35s im Restzeitdiagramm D.21 er-
kennbar ist. Die lineare Regressionsrechnung scheint den stark fallenden Verlauf zwischen
10s und 30s am getreuesten nachzubilden, was aber auch zu erwarten war, da sowohl
die exponentielle als auch die inversquadratische Regressionsrechnung einen
”
gebogenen“
(konkaven) Verlauf prognostizieren und damit tendenziell spätere Abrisse errechnen.
Alle drei Verfahren lieferten ein typisches und brauchbares Ergebnis: so wurde weder
der Ersatzlink für die gesamte Dauer angefordert (wie im Fall eines
”
gierigen“ Entschei-
ders), noch wurde der Ersatzlink erst zeitnah zum Zeitpunkt des Abrisses aufgebaut
(reaktiver Entscheider). Stattdessen schaffte es der proaktive Entscheider in allen drei
Fällen, den Ersatzlink immer
”
rechtzeitig genug“ aufzubauen. Im Fall der linearen Regres-
sionsrechnung ist jedoch wie in Messreihe 1 ein erhöhter Ressourcenverbrauch erkennbar.
D.2 Messreihe 2 363
D.2.2 Auswertung des Linkgüteverlaufs
Bei Betrachtung der Linkgütewerte fallen vereinzelte, stark gedämpfte Messwerte auf,
welche an
”
Deep Fading“ erinnern. Allerdings handelt es sich hierbei nicht um Signal-
stärkewerte (wo
”
Deep Fading“ zu erwarten wäre) sondern um errechnete Linkgütewerte,
in welche eine unbekannte Anzahl an Informationen mit eingeflossen sind.
Dieser stark durch Ausreißer geprägte Verlauf (Abbildung D.22) war mit dafür ver-
antwortlich, dass im Rahmen dieser Ausarbeitung ein besonderes Augenmerk auf eine
Ausreißerbehandlung gelegt wurde.
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Abbildung D.22: Linkgütewerte und TCP-Datenrate
364 D Prädiktive Handoverentscheidungen
Messreihe 2, Linkgütewerte, exponentielle Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.23: Das obere Diagramm zeigt die exponentiell gefilterten Linkgütewerte
im Vergleich mit den Rohdaten. Das untere Diagramm führt zu je-
dem Zeitpunkt den zeitlichen Abstand zum errechneten Schnittpunkt
zwischen der momentan gültigen Regressionsgeraden und der Abriss-
schwelle auf. Innerhalb der ersten 10 Sekunden war die Mindestwerte-
menge für die Regressionsrechnung noch nicht verfügbar, sodass hier
noch auf eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.24: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
366 D Prädiktive Handoverentscheidungen
Messreihe 2, Linkgütewerte, inversquadratische Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.25: Das obere Diagramm zeigt die inversquadratisch gefilterten Linkgüte-
werte im Vergleich mit den Rohdaten. Das untere Diagramm führt
zu jedem Zeitpunkt den zeitlichen Abstand zum errechneten Schnitt-
punkt zwischen der momentan gültigen Regressionsgeraden und der
Abrissschwelle auf. Innerhalb der ersten 10 Sekunden war die Mindest-
wertemenge für die Regressionsrechnung noch nicht verfügbar, sodass
hier noch auf eine Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.26: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
368 D Prädiktive Handoverentscheidungen
Messreihe 2, Linkgütewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.27: Das obere Diagramm zeigt die linear gefilterten Linkgütewerte im Ver-
gleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.28: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
370 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
121 Assoziiere Ersatzlink
143 Assoziation aufgebaut




Tabelle D.4: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen. Zur Anwendung kam hier-
bei die lineare Regressionsrechnung.
Diskussion: Auswertung der Linkgütewerte
Im Bereich von 0s bis 190s zeigen alle drei Berechnungsverfahren ein vergleichbares
Ergebnis: das Restzeitdiagramm fiel in allen drei Fällen bei ca. 120s unter die Marke
von 22s, was zu einem Aufbau des Ersatzlinks führte. Ab ca. 190s werden allerdings
Unterschiede deutlich.
Interessanterweise wurde bei der exponentiellen Regressionsrechnung der Ersatzlink
zum Zeitpunkt 195s getrennt (unteres Diagramm in Abbildung D.24). Es stellte sich
heraus, dass dies eine Fehlentscheidung war, da es sich nur um eine kurzfristige
”
Erho-
lung“ handelte, während der langfristige Trend weiter in Richtung eines Abrisses verlief.
Ursache dieses Verhaltens war eine augenscheinlich zu niedrig angesetzte Idealschwel-
le, da diese vom gefilterten Wert überschritten wurde, was schließlich zum Abbau des
Ersatzlinks führte. Allerdings ergäbe hierbei eine weitere Anhebung der Idealschwelle
keinen Sinn, da diese im Vergleich zu den Linkgütewerten
”
im guten Bereich“ (Abbil-
dung D.22, erste 50 Sekunden) bereits hoch angesetzt war. Scheinbar sind die Verläufe
von Linkgütewerten weniger gut geeignet als die Verläufe von Signalstärkewerten, da bei
Linkgütewerten eine Vielzahl an Parametern mit eingerechnet werden, und sich somit ein
vergleichsweise
”
unruhiger“ Verlauf ergibt. Daher würde sich der Autor nach Sichtung
der Messreihen 1 und 2 für eine zukünftige Auswertung von Signalstärkewerten entschei-
den. Diese Entscheidung musste jedoch nicht aktiv getroffen werden, da beginnend ab
Messreihe 3 vom Treiber des verwendeten WLAN-Chipsatzes keine Linkgütewerte mehr
geliefert wurden und sich die Wahl damit erübrigt hatte.
D.3 Messreihe 3 371
D.3 Messreihe 3
Szenario
Die Basisstation befand sich wiederum im Obergeschoss des Helmholtzbaus auf der äu-
ßeren Fensterbank des Raums H3501. Die Messung (siehe Abbildung D.29) begann auf
dem Fußweg nahe der Hausecke unterhalb der Basisstation. Der aufzeichnende Laptop
wurde mit betont langsamer Schrittgeschwindigkeit in Richtung des Newtonbaus bewegt.
Vor der Treppe wurde links abgebogen, und der Träger bewegte sich links entlang des
Newtonbaus in Richtung des Antennenlabors. Dabei wurde die Basisstation durch die
Hausecke des Helmholtzbaus abgeschattet, sodass sich die Signalstärke stetig verschlech-
terte bis schlussendlich kein Datentransfer mehr festgestellt werden konnte.
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Abbildung D.29: Signalstärkewerte und TCP-Datenrate
Es wurde immer ein Signalstärkewert pro Sekunde ermittelt. Die Fenstergröße betrug
30 Sekunden (30 Messwerte) bei einem minimalen Füllstand von 10 Sekunden (10 Mess-
werte). Die gezeigten Diagramme beruhen durchgängig auf linearer Regressionsrechnung.
372 D Prädiktive Handoverentscheidungen
Messreihe 3, Signalstärkewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.30: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.3 Messreihe 3 373
        0
       10
       20
       30
       40
       50
       60






















Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.31: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
374 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
35 Assoziiere Ersatzlink
57 Assoziation aufgebaut
58 Beginne mit Datenübertragung
Tabelle D.5: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen.
Diskussion
In diesem Szenario befand sich das mobile Endgerät anfangs in unmittelbarer Nähe zur
Basisstation, und entfernte sich dann von ihr. Die linear gefilterten Signalstärkewerte
verliefen beinahe entlang einer Geraden (oberes Diagramm in Abbildung D.30), was ein
gutes Ergebnis der linearen Regressionsrechnung vermuten ließ. Das untere Diagramm
zeigt einen ansehnlichen Verlauf mit anfänglich positiver Restzeit, welche stetig abnahm
und etwa zu Zeitpunkt 58s einen Nulldurchgang (Abriss) erfuhr.
Im untere Diagramm von Abbildung D.31 wurde die anfängliche Vermutung durch
eine ideale Nutzung des Ersatzlinks bestätigt. Bereits beim ersten
”
schlechten“ Signal-
stärkewert (die nach unten gerichtete Spitze zum Zeitpunkt 58s) stand der aufgebaute
Ersatzlink zur Verfügung (siehe Tabelle D.5).
Die im Bereich 40s bis 60s näherungsweise linear abfallende Restzeit im unteren Dia-
gramm von Abbildung D.31 zeigt, dass die Prognose auch für andere Ersatzlinktech-
nologien mit geringeren Assoziationszeiten (hier: 22 Sekunden) brauchbare Ergebnisse
liefern würde.
D.4 Messreihe 4 375
D.4 Messreihe 4
Szenario
Diese Messreihe (Abbildung D.32) begann am Newtonbau auf Höhe des gegenüber liegen-
den Eingangs zum
”
großen Hörsaal“. Der Nutzer bewegte sich in Richtung Humboldtbau
auf den Kirchhoffbau zu, nahm dabei die kleinere Treppe am Newtonbau (30s) und pas-
sierte anschließend die Fahrradständer unterhalb des Kirchhoffbaus (75s). Hinter diesen
machte er kehrt (105s), nahm aber den Rückweg in Richtung Helmholtzbau oberhalb
der Fahrradständer. Er ging die Treppe herauf (150s), und bog links herum in Richtung
des Brunnens vor dem Kirchhoffbau ab (190s). Beim Passieren der Ecke des Helmholtz-
baus war der Abstand zur Basisstation am geringsten (170s). Die Fortbewegung erfolgte
betont langsam.
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Abbildung D.32: Signalstärkewerte und TCP-Datenrate
Es wurde immer ein Signalstärkewert pro Sekunde ermittelt. Die Fenstergröße betrug
30 Sekunden (30 Messwerte) bei einem minimalen Füllstand von 10 Sekunden (10 Mess-
werte). Die gezeigten Diagramme beruhen durchgängig auf linearer Regressionsrechnung.
376 D Prädiktive Handoverentscheidungen
Messreihe 4, Signalstärkewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.33: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.4 Messreihe 4 377
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.34: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
378 D Prädiktive Handoverentscheidungen










201 Beginne mit Datenübertragung
Tabelle D.6: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen.
Diskussion
Das vorliegende Szenario zeichnet sich durch eine Vielzahl an unterschiedlichen Zeit-
abschnitten aus. Anfangs, als der Entscheider noch auf Grund der nicht ausreichend
verfügbaren Messwerte reaktiv arbeitete, wurde der Ersatzlink angefordert (gut erkenn-
bar im unteren Diagramm von Abbildung D.34). Zum Zeitpunkt 23s (aus Tabelle D.6
entnommen) stand der Ersatzlink bereit; er wurde allerdings nicht mehr benötigt und
gleich wieder getrennt. Sein Aufbau entpuppte sich rückwirkend als Fehlentscheidung.




Zum Zeitpunkt 64s unterschritt die prognostizierte Restzeit erstmals die Marke von
22 Sekunden (oberes Diagramm aus Abbildung D.34), was allerdings nur knapp erfolgte,
da sich die Prognose im Folgenden wieder in Richtung eines späteren Abrisszeitpunkts
korrigierte. Dies reichte jedoch aus, um die Assoziation des Ersatzlinks anzustoßen, und
genau zum Zeitpunkt 86s, als der Ersatzlink verfügbar war, wurde der Hauptlink schließ-
lich unbrauchbar. Der Anforderungszeitpunkt erwies sich als ideal.
Der zweite
”
Höcker“ zum Zeitpunkt 170s lag oberhalb der Idealschwelle, sodass der Er-
satzlink wieder abgebaut wurde. Das führte beim anschließenden raschen Abfall zu einer
baldigen Neuassoziation, welche allerdings zu lange benötigte, um rechtzeitig vor dem
folgenden Abrissereignis abgeschlossen zu sein. Dies wird durch die sehr rasch fallende
Abrissprognose bei 180s im unteren Diagramm aus Abbildung D.34 deutlich.
Es wurde zum Zeitpunkt 64s ein idealer Assoziationszeitpunkt gefunden, allerdings
standen ab ca. 180s weder Haupt-, noch Ersatzlink zur Verfügung.
D.5 Messreihe 5 379
D.5 Messreihe 5
Szenario
Diese Messreihe (siehe Abbildung D.35) begann neben dem Newtonbau, auf Seite den
Helmholtzbaus in Höhe des
”
großen Hörsaals“. Die Marschroute ging in Richtung des
Humboldtbaus, sodass etwa zum Zeitpunkt 20s die Basisstation in Sichtweite geriet. Der
Laptop wurde weiter in Richtung der Fahrradständer unterhalb des Kirchhoffbaus getra-
gen, welche unterhalb in Richtung Humboldtbau passiert wurden (etwa zum Zeitpunkt
60s). Nachdem die Fahrradständer vollständig passiert waren (90s), ging der Träger auf
die dortige Eingangstür des Kirchhoffbaus zu. Diese wurde zum Zeitpunkt 105s geöffnet
und durchschritten, wonach die Funkverbindung komplett abriss.
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Abbildung D.35: Signalstärkewerte und TCP-Datenrate
Es wurde immer ein Signalstärkewert pro Sekunde ermittelt. Die Fenstergröße betrug
30 Sekunden (30 Messwerte) bei einem minimalen Füllstand von 10 Sekunden (10 Mess-
werte). Die gezeigten Diagramme beruhen durchgängig auf linearer Regressionsrechnung.
380 D Prädiktive Handoverentscheidungen
Messreihe 5, Signalstärkewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.36: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.5 Messreihe 5 381
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.37: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
382 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
42 Assoziiere Ersatzlink
64 Assoziation aufgebaut
73 Beginne mit Datenübertragung
Tabelle D.7: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen.
Diskussion
Der aufgenommene Signalstärkeverlauf ist durch einen anfänglichen Anstieg und ab
Zeitpunkt 30s von einem längerfristigen Abfall geprägt. Zum Zeitpunkt 35s trat im Zeit-
differenzdiagramm eine Polstelle auf, da hier die Regressionsgerade
”
umklappte“ und
kurzzeitig horizontal verlief. Im Zeitraum von 50s bis 80s formten die Signalstärkewerte
eine Art Sattelpunkt, welcher im Restzeitdiagramm ab Zeitpunkt 60s zu einem starken
Anstieg führte. Die Abrissprognose korrigierte sich damit auf einen späteren Zeitpunkt,
was allerdings keine Auswirkung auf die Nutzung des Ersatzlinks hatte, da dessen As-
soziation bereits zum Zeitpunkt 42s abgestoßen worden war. Nachdem der Ersatzlink
verfügbar wurde, bleibt er noch für ca. 9 Sekunden ungenutzt, bis der Handoverentschei-
der schließlich seine Nutzung anordnete. Er wurde bis zum Ende der Messung involviert,
da sich der Hauptlink bis hin zum vollständigen Abriss weiter verschlechterte.
Zum Zeitpunkt 110s gab es einen interessanten Effekt zu beobachten, welcher auf
die verwendete lineare Regressionsrechnung zurückzuführen ist. Obwohl nur positive Si-
gnalstärkewerte
”
erlaubt“ sind, rutschte der linear interpolierte Signalstärkewerte in den
negativen Bereich ab (siehe Abbildung D.36). Bei der linearen Regressionsrechnung ist
das jedoch ein normales Verhalten, sodass hier noch eine anschließende Begrenzung des
Wertebereiches hätte stattfinden müssen. Sowohl die exponentielle als auch die invers-
quadratische Regressionsrechnung weisen diesen Effekt jedoch nicht auf, da die hierbei
verwendeten Rücktransformationen nur positive Werte liefern können.
D.6 Messreihe 6 383
D.6 Messreihe 6
Szenario
Diese Messreihe (Abbildung D.38) begann am hinteren Ende des Parkplatzes hinter dem
Humboldtbau, neben den Fenstern der Seminarräume und damit ohne Sichtverbindung
zur Basisstation. Der Laptop wurde mit sehr langsamer Schrittgeschwindigkeit in Rich-
tung der Basisstation getragen, also quer über den Platz in Richtung des Brunnens vor
dem Kirchhoffbau. Bei ca. 120s wurde die Hausecke mit der Basisstation passiert, wo-
bei es zu einer sofortigen Abschattung kam. Am Eingang des Helmholtzbaus wurde die
Messung unterbrochen.
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Abbildung D.38: Signalstärkewerte und TCP-Datenrate
Es wurde immer ein Signalstärkewert pro Sekunde ermittelt. Die Fenstergröße betrug
30 Sekunden (30 Messwerte) bei einem minimalen Füllstand von 10 Sekunden (10 Mess-
werte). Die gezeigten Diagramme beruhen durchgängig auf linearer Regressionsrechnung.
384 D Prädiktive Handoverentscheidungen
Messreihe 6, Signalstärkewerte, lineare Regression
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.39: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.6 Messreihe 6 385
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.40: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
386 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
0 Assoziiere Ersatzlink
22 Assoziation aufgebaut







Tabelle D.8: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen.
Diskussion
Dieser Signalstärkeverlauf ist von einer stetigen Verbesserung geprägt, welche sich je-
doch über einen längeren Zeitraum erstreckt und zudem von diversen mehrsekündlich
anhaltenden Tendenzen durchsetzt ist. Die Signalstärke befand sich anfangs unterhalb
der Abrissschwelle, sodass eine sofortige Assoziation des Ersatzlinks angeordnet worden
war. Diese Entscheidung erwies sich trotz des tendenziell ansteigenden Verlaufs als kor-
rekt, sodass der aufgebaute Ersatzlink ab Zeitpunkt 25s noch für ganze 21 Sekunden
benutzt werden konnte. Bei Zeitpunkt 55s durchschritt der linear gefilterte Signalstärke-
wert die Idealschwelle, was zum Abbau des Ersatzlinks führte. Der anschließende steile
Abfall sorgte jedoch wieder für eine Abrissprognose in der nahen Zukunft, sodass der Er-
satzlink zu Zeitpunkt 66s wieder angefordert worden war. Diese Entscheidung entpuppte
sich jedoch als Fehlentscheidung, da sich der abfallende Trend zeitnah wieder umkehrte.
Der Ersatzlink wurde lediglich für zwei Sekunden benutzt.
Als bei Zeitpunkt 125s die Häuserecke passiert wurde und sich die Signalstärkewer-
te rapide verschlechterten, kam die Regressionsrechnung nicht schnell genug hinterher.
Erst ca. 10 Sekunden später
”
zog“ die Prognose entsprechend
”
nach“, und der Ersatzlink
wurde zu Zeitpunkt 135s angefordert. Nur ein paar Sekunden später riss der Hauptlink
jedoch bereits ab, sodass an dieser Stelle kein signifikanter Zeitvorteil gegenüber einem
reaktiven Verhalten feststellbar war. Ein solcher Verlauf kann mit einem 30 Sekunden
langen Mittelungsfenster sowie einem Ersatzlink mit vergleichsweise langer Assoziations-
dauer nicht vernünftig behandelt werden.





Indoor“-Szenario (Abbildung D.41) stand der Laptop anfangs auf dem
Schreibtisch seines Besitzers, gleich neben der Basisstation. Nach 20 Sekunden wurde der
Laptop aus seiner
”
Dockingstation“ entnommen und vom Benutzer in Richtung Bürotür
getragen. Im Zeitraum zwischen 35s und 40s passierte der Benutzer die Bürotür; er blieb
kurz stehen, drehte sich zur Seite und öffnete die Tür, und bog dann links herum in den
Flur ab. Die Bürotür blieb offen. Es ging links herum mit langsamer Schrittgeschwin-
digkeit den Flur entlang, bis zum zentralen Treppenhaus des Helmholtzgebäudes. Die
Messung wurde unterbrochen, als kein Datenverkehr mehr festgestellt werden konnte.
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Abbildung D.41: Signalstärkewerte und TCP-Datenrate beim ersten Indoor-Szenario
Es wurden 50 Signalstärkemesswerte pro Sekunde (
”
Werte pro Sekunde“ (WpS)) ermit-
telt. Anschließend wurden drei unterschiedliche Fenstergrößen betrachtet: 12 Sekunden
(12 ∗ 50 = 600 Messwerte), 20 Sekunden (20 ∗ 50 = 1000 Messwerte) und 30 Sekunden
(30∗50 = 1500 Messwerte). Der minimale Füllstand betrug in allen Fällen 10 Sekunden.
Die gezeigten Diagramme beruhen durchgängig auf linearer Regressionsrechnung.
388 D Prädiktive Handoverentscheidungen
D.7.1 Messreihe 7, 12s/10s (600/500 Messwerte, 50 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.42: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.7 Messreihe 7 389
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.43: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
390 D Prädiktive Handoverentscheidungen
D.7.2 Messreihe 7, 20s/10s (1000/500 Messwerte, 50 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.44: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.7 Messreihe 7 391
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.45: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
392 D Prädiktive Handoverentscheidungen
D.7.3 Messreihe 7, 30s/10s (1500/500 Messwerte, 50 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.46: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.7 Messreihe 7 393
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.47: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
394 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
29 Assoziiere Ersatzlink
51 Assoziation aufgebaut
52 Beginne mit Datenübertragung
Tabelle D.9: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden) vom
Handoverentscheider abgesetzt bzw. empfangen. Das verwendete Fenster
umfasste 20 Sekunden (1000 Messwerte).
Diskussion
Dieses Szenario zeigt ein typisches
”
sich von einer Basisstation entfernen“-Schema. Im
unteren Diagramm von Abbildung D.46 kann man deutlich eine abfallende Restzeit zum
prognostizierten Abrissereignis hin erkennen. Zum Zeitpunkt 29s betrug die erwartete
Restzeit bis zum Linkabriss weniger als 22 Sekunden (oberes Diagramm in Abbildung
D.47), weshalb der Ersatzlink angefordert worden war (selbe Abbildung, unteres Dia-
gramm). Zum Zeitpunkt 52s durchstieß der linear gefilterte Signalstärkewert schließlich
die Abrissschwelle, und bereits eine Sekunde später war der Ersatzlink vollständig auf-
gebaut und verfügbar.
Betrachtenswert ist, dass die gefilterten Signalstärkewerte in zwei Intervallen beinahe
linear abfielen. Zwischen 25s und 35s bewegte sich der Nutzer innerhalb seines Büros von
der Basisstation weg, und im Zeitraum von 40s bis 60s ging er den Flur entlang. Das ist
der Grund dafür, dass die lineare Regressionsrechnung in diesem Szenario so gut funktio-
nierte: Zum Zeitpunkt 29s wurde der Ersatzlink angefordert (erwartete Komplettierung
bei 51s), und nur eine Sekunde später wurde die Abrissschwelle unterschritten.
An dieser Stelle muss jedoch darauf hingewiesen werden, dass anhand der beiden
linear anmutenden Bereiche der gefilterten Messwerte nur sehr grob auf den Verlauf der
Regressionsgeraden zu diesen Zeitpunkten geschlossen werden könnte. Diese fiel nämlich
zum Zeitpunkt 29s noch deutlich flacher ab als der anschließende
”
lineare“ Abschnitt, was
an der Krümmung des Werteverlaufs und der Betrachtung vergangener Werte begründet
liegt.
Nichtsdestotrotz ist diese Messreihe ein sehr anschauliches Beispiel dafür, dass die
Regressionsrechnung auch
”
Indoor“ eingesetzt werden kann und dabei brauchbare Er-
gebnisse liefert. Dazu müssen allerdings Messwerte mit einer hohen Rate zur Verfügung
stehen (hier: willkürlich 50 Signalstärkewerte pro Sekunde).
D.8 Messreihe 8 395
D.8 Messreihe 8
Szenario
Dieses Szenario (Abbildung D.48) startete im Obergeschoss nahe des zentralen Treppen-
hauses des Helmholtzbaus. Nachdem die Messung begonnen wurde, verweilte der Nutzer
noch ca. 10 Sekunden auf der Stelle, damit genügend Messwerte für die Regressionsrech-
nung bereit standen. Zu Zeitpunkt 20s wurde das offene Büro des Nutzers passiert, in
welchem sich die Basisstation befand. Anschließend ging es weiter in Richtung Treppe,
eine Etage herunter (40s) und unterhalb des Büros mit der Basisstation den Flur ent-
lang. Zu Zeitpunkt 50s befand sich der Laptop knapp unterhalb des Büros, weshalb
die Signalstärke im Folgenden wieder abfiel, bis der Datentransfer schließlich komplett
zusammenbrach.
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Abbildung D.48: Signalstärkewerte und TCP-Datenrate beim zweiten Indoor-Szenario
Es wurden 50 Signalstärkemesswerte pro Sekunde ermittelt, wobei anschließend vier
von fünf Messwerten ignoriert worden sind, was einer effektiven Erfassungsrate von 10
Signalstärkemesswerten pro Sekunde entspricht. Es wurden wiederum drei unterschied-
liche Fenstergrößen betrachtet: 12 Sekunden (12 ∗ 10 = 120 Messwerte), 20 Sekunden
(20 ∗ 10 = 200 Messwerte) und 30 Sekunden (30 ∗ 10 = 300 Messwerte). Der mini-
male Füllstand betrug in allen Fällen 10 Sekunden. Die gezeigten Diagramme beruhen
durchgängig auf linearer Regressionsrechnung.
396 D Prädiktive Handoverentscheidungen
D.8.1 Messreihe 8, 12s/10s (120/100 Messwerte, 10 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.49: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.8 Messreihe 8 397
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.50: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
398 D Prädiktive Handoverentscheidungen
D.8.2 Messreihe 8, 20s/10s (200/100 Messwerte, 10 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.51: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.8 Messreihe 8 399
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
        0
        1
        2
        3
        4
        5















Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.52: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
400 D Prädiktive Handoverentscheidungen
D.8.3 Messreihe 8, 30s/10s (300/100 Messwerte, 10 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.53: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.8 Messreihe 8 401
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.54: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
402 D Prädiktive Handoverentscheidungen





49 Beginne mit Datenübertragung
50 Stoppe Datenübertragung
59 Beginne mit Datenübertragung
Tabelle D.10: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden)
vom Handoverentscheider abgesetzt bzw. empfangen. Das verwendete
Fenster umfasste 20 Sekunden (200 Messwerte).
Diskussion
In den ersten 10 Sekunden lagen noch nicht genügend Messwerte für die Regressionsrech-
nung vor, daher wurde reaktiv entschieden und in allen Fällen eine sofortige Assoziation
des Ersatzlinks angeordnet (siehe Tabelle D.10). In den ersten 15 Sekunden hätte der
Ersatzlink auch gebraucht werden können, was an dem häufigen Wechsel zu Zustand 3
in allen drei Ersatzlinknutzungsdiagrammen erkennbar ist.
Zu Zeitpunkt 27s wurde ein Abriss für 22 Sekunden in der Zukunft prognostiziert,
daher kam es zu einem Aufbau des Ersatzlinks. Auf Grund des raschen Abfalls der
Signalstärke innerhalb von 10 Sekunden stand zum Abrisszeitpunkt (34s) noch kein
aufgebauter Ersatzlink bereit. Die verbleibende Zeit bis zum erfolgreichen Aufbau (bei
49s) betrug allerdings nur noch 15 Sekunden, was einem Zeitvorteil von 7 Sekunden
gegenüber einem reaktiven Entscheider entsprach.
Beim zweiten
”
Höcker“ wurde der Ersatzlink nicht länger benutzt, jedoch auch nicht
abgebaut (Idealschwelle nicht überschritten). Dadurch stand beim anschließenden Abfall
(Abriss bei 59s) sofort der Ersatzlink zur Verfügung.
Anhand dieser Messreihe lässt sich der Einfluss der verschiedenen Fenstergrößen er-
kennen. Je größer das Fenster gewählt wird, desto weiter rücken die prognostizierten Ab-
rissereignisse und damit die Assoziationskommandos in die Zukunft. Der Effekt umfasst
allerdings nur wenige Sekunden, welche in der Praxis aber einen spürbaren Unterschied
ausmachen können.
D.9 Messreihe 9 403
D.9 Messreihe 9
Szenario
Die vorliegende Messreihe (Abbildung D.55) wurde draußen aufgenommen, und ent-
spricht von Ihrer Konzeption her der Messreihe 3 (siehe Seite 371). Im Unterschied zu
Messreihe 3 wurden die Signalstärkewerte hier jedoch nicht sekündlich, sondern mit einer
Rate von 50 Messwerten pro Sekunde ermittelt. Damit sollten ein Vergleich zwischen
einer Regressionsrechnung mit niedriger Rate und einer mit einer hohen Rate ermöglicht
werden. Die Verwendung von Messwerten mit einer hohen Rate hatte bei den
”
Indoor“-
Messungen (Messreihen 7 und 8) gute Ergebnisse erzielt. Im Unterschied zu Messreihe
3 wurde zudem anfangs mehr als 10 Sekunden auf der Stelle verweilt, damit genügend
Werte für die Regressionsrechnung bereit standen.
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Abbildung D.55: Signalstärkewerte und TCP-Datenrate
Es wurden 50 Signalstärkemesswerte pro Sekunde ermittelt. Anschließend wurden drei
unterschiedliche Fenstergrößen betrachtet: 12 Sekunden (12 ∗ 50 = 600 Messwerte), 20
Sekunden (20 ∗ 50 = 1000 Messwerte) und 30 Sekunden (30 ∗ 50 = 1500 Messwerte).
Der minimale Füllstand betrug in allen Fällen 10 Sekunden. Die gezeigten Diagramme
beruhen durchgängig auf linearer Regressionsrechnung.
404 D Prädiktive Handoverentscheidungen
D.9.1 Messreihe 9, 12s/10s (600/500 Messwerte, 50 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.56: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.9 Messreihe 9 405
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, in Benutzung (5)
Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.57: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
406 D Prädiktive Handoverentscheidungen
D.9.2 Messreihe 9, 20s/10s (1000/500 Messwerte, 50 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.58: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.9 Messreihe 9 407
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.59: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
408 D Prädiktive Handoverentscheidungen
D.9.3 Messreihe 9, 30s/10s (1500/500 Messwerte, 50 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.60: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.9 Messreihe 9 409
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.61: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
410 D Prädiktive Handoverentscheidungen
Verstrichene Zeit [s] Ereignis Ersatzlink GPRS
29 Assoziiere Ersatzlink
51 Assoziation aufgebaut
52 Beginne mit Datenübertragung
Tabelle D.11: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden)
vom Handoverentscheider abgesetzt bzw. empfangen. Das verwendete
Fenster umfasste 20 Sekunden (1000 Messwerte).
Diskussion
Die vorliegende Messreihe eignet sich gut, um die Auswirkungen unterschiedlicher Fens-
tergrößen zu untersuchen. Bei der Auswertung mit der geringsten Fenstergröße (12 Se-
kunden, Abbildungen auf Seite 404) zeigt sich ein gutes Prognoseergebnis. Beim nächst-
größeren Berechnungsfenster von 20 Sekunden (siehe Seite 406) machte sich aber bereits
eine
”
Trägheit“ bemerkbar, da die Regressionsgerade dem fallenden Verlauf nicht schnell
genug folgen konnte. So kam es bereits zu einem verspäteten Aufbau des Ersatzlinks.
Beim dritten Regressionsfenster mit 30 Sekunden Dauer (siehe Seite 408) machte sich
diese Trägheit am deutlichsten bemerkbar. Der prognostizierte Abrisszeitpunkt wurde
auf Grund der langfristigen Betrachtung und der damit verbundenen zu flach abfallenden
Regressionsgeraden in Richtung Zukunft verschoben, sodass der Ersatzlink schlussend-
lich nicht mehr schnell genug aufgebaut werden konnte.
D.10 Messreihe 10 411
D.10 Messreihe 10
Szenario
Messreihe 10 (Abbildung D.62) wurde ebenfalls draußen aufgenommen, und entspricht
von Ihrer Konzeption her der Messreihe 4 (siehe Seite 375). Auch hier wurden die Signal-
stärkewerte, ähnlich wie in den Messreihen 7,8 und 9, mit 50 Messungen pro Sekunde
aufgenommen. Die Motivation zur Wiederholung der Messreihe war identisch mit der
Erklärung aus Messreihe 9.
Beim Vergleich des Signalstärkeverlaufs mit dem aus Messreihe 4 ist deutlich die
Ähnlichkeit erkennbar, da hier derselbe Weg abgeschritten worden ist. Allerdings hat der
Autor in dieser Messreihe sich mir normaler Schrittgeschwindigkeit fortbewegt, wodurch
die Zeitachse hier im Vergleich gestaucht erscheint.
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Abbildung D.62: Signalstärkewerte und TCP-Datenrate
Es wurden 50 Signalstärkemesswerte pro Sekunde ermittelt, wobei anschließend vier
von fünf Messwerten ignoriert worden sind, was einer effektiven Erfassungsrate von 10
Signalstärkemesswerten pro Sekunde entspricht. Es wurden wiederum drei unterschied-
liche Fenstergrößen betrachtet: 12 Sekunden (12 ∗ 10 = 120 Messwerte), 20 Sekunden
(20 ∗ 10 = 200 Messwerte) und 30 Sekunden (30 ∗ 10 = 300 Messwerte). Der mini-
male Füllstand betrug in allen Fällen 10 Sekunden. Die gezeigten Diagramme beruhen
durchgängig auf linearer Regressionsrechnung.
412 D Prädiktive Handoverentscheidungen
D.10.1 Messreihe 10, 12s/10s (120/100 Messwerte, 10 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.63: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.10 Messreihe 10 413
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Aufgebaut, Leerlauf (4)
Im Aufbau, Bedarf (3)
Im Aufbau, kein unmittelbarer Bedarf (2)
Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.64: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
414 D Prädiktive Handoverentscheidungen
D.10.2 Messreihe 10, 20s/10s (200/100 Messwerte, 10 WpS)
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Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.65: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.10 Messreihe 10 415
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
Einwahldauer Ersatzlink GPRS (22 Sekunden)
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Getrennt, Bedarf (1)
Getrennt (0)
Abbildung D.66: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
416 D Prädiktive Handoverentscheidungen
D.10.3 Messreihe 10, 30s/10s (300/100 Messwerte, 10 WpS)
       15
       20
       25
       30
       35
       40
       45
       50














     −300
     −200
     −100
        0
      100
      200
      300
      400











Zeitdifferenz bis Schnitt mit Abrissschwelle
Abbildung D.67: Das obere Diagramm zeigt die linear gefilterten Signalstärkewerte im
Vergleich mit den Rohdaten. Das untere Diagramm führt zu jedem Zeit-
punkt den zeitlichen Abstand zum errechneten Schnittpunkt zwischen
der momentan gültigen Regressionsgeraden und der Abrissschwelle auf.
Innerhalb der ersten 10 Sekunden war die Mindestwertemenge für die
Regressionsrechnung noch nicht verfügbar, sodass hier noch auf eine
Berechnung der Zeitdifferenz verzichtet worden war.
D.10 Messreihe 10 417
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Zeit bis zum errechneten Abriss
Kein drohender Abriss (60)
Abgerissen (0)
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Getrennt, Bedarf (1)
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Abbildung D.68: Voraussichtliche Restzeit bis zum Abriss des Hauptlinks (oberes Dia-
gramm) und Ersatzlinknutzung durch den Handoverentscheider (unte-
res Diagramm)
418 D Prädiktive Handoverentscheidungen





65 Beginne mit Datenübertragung
65 Stoppe Datenübertragung
68 Beginne mit Datenübertragung
96 Stoppe Datenübertragung




Tabelle D.12: Diese Kommandos und Statusänderungen wurden bezüglich des hier be-
trachteten Ersatzlinks (GPRS mit einer Einwahlzeit von 22 Sekunden)
vom Handoverentscheider abgesetzt bzw. empfangen. Das verwendete
Fenster umfasste 20 Sekunden (200 Messwerte).
Diskussion
Auch diese Messreihe eignete sich gut, um die Auswirkungen unterschiedlicher Fenster-
größen zu untersuchen. Deutlich machte sich hier wieder die mit wachsender Ausdehnung
des zeitlichen Fensters ansteigende Trägheit bemerkbar. Bei dem Fenster mit 12 Sekun-
den Dauer erfolgte die Anforderung des Ersatzlinks zu früh, aber bei dem 20 Sekunden
umfassenden Fenster ergab sich eine
”
gute“ Prognose.
Zudem ist deutlich erkennbar, wie sich die Diagramme mit steigender Größe des Be-
rechnungsfensters
”
beruhigen“, also einen glatteren Verlauf zeigen. Dieser Vorteil ist
jedoch vernachlässigbar, da durch die steigende Trägheit teilweise schlechtere Abrisspro-
gnosen errechnet worden sind. Deutlich wird dies beim raschen Abfall der Signalstärke-
werte ab 130s, welcher in keinem der drei Rechnungen abgebildet werden konnte. Mit
steigender Fenstergröße ist also wieder eine nachteilig anwachsende Trägheit erkennbar.
D.11 Fazit 419
D.11 Fazit
Anhand der zehn Messreihen konnte verdeutlicht werden, dass die Durchführung einer
Abrissprognose mit Hilfe der Regressionsrechnung brauchbare Ergebnisse liefert. Die-
ses positive Ergebnis hängt jedoch in hohem Maße von der Technologie des Hauptlinks
und von der Assoziationsdauer des Ersatzlinks ab. Bei langen Assoziationszeiten wie
den kalkulierten 22 Sekunden kam die Prognose gerade
”
Indoor“ an ihre Grenzen, da
sich die Signalstärkewerte bzw. Linkgütewerte vergleichsweise kurzfristig verschlechtern
können. Es ist angebracht, die Regressionsparameter sorfältig auszuwählen. Dazu bietet
sich eine empirische Wahl an, was durch die Aufnahme von Messreihen und sukzessives
Ausprobieren verschiedener Parametersätze zum Erfolg führt. Für den in REACH im-
plementierten Handoverentscheider können die vorgestellten Parameter beliebig durch
den Nutzer vorgegeben werden.
Inversquadratische vs. exponentielle vs. lineare Regression
In den Messreihen 1 und 2 hat sich gezeigt, dass sich die Ergebnisse der drei Regressions-
typen nicht nennenswert voneinander unterscheiden. Dies gilt jedenfalls für die vorliegen-
de Kombination aus WLAN-Adapter, dessen Treiber und der Version des verwendeten
Linux-Kernels. In der vorliegenden Konfiguration erwies sich die lineare Regressions-
rechnung als praktikabel. Es steht dem Nutzer allerdings frei, seine jeweils vorliegende
Konfiguration gegen alle Regressionsvarianten zu testen und das als am geeignetsten
erscheinende Schema empirisch auszuwählen. Daher wurde in dieser Ausarbeitung ent-
schieden, ab Messreihe 3 nur noch die lineare Regressionsrechnung einzusetzen.
Bei den drei untersuchten Verfahren wird bei der linearen Regressionsrechnung der
Ersatzlink tendenziell am frühesten aufgebaut, da im Vergleich zur exponentiellen und
zur inversquadratischen Regressionsrechnung bei einem Abfall kein konkav gekrümmter
Verlauf angenommen wird.
Signalstärkewerte vs. Linkgütewerte
In den Messreihen 1 und 2, welche mit Hilfe eines Linux-Kernels der Version 2.6.27
aufgenommen worden sind, waren für die Signalstärke und die Linkgüte jeweils noch
unterschiedliche Werte verfügbar. Anhand der abgebildeten Beispiele lässt sich jedoch
kein klarer Favorit ausmachen; dafür hätten zwecks Vergleichbarkeit noch Messungen
mit höheren Erfassungsraten durchgeführt werden müssen. Die Signalstärkeverläufe wie-
sen jedoch einen
”
ruhigeren Verlauf“ auf, waren also weniger von Ausreißern durchsetzt.
Als dies erkannt wurde, lieferte der zu dieser Zeit aktuelle Linux-Kernel in der Version
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2.6.31 bezüglich des verwendeten WLAN-Adapters nur noch Signalstärkewerte, wobei
die Linkgütewerte von diesen nicht länger abwichen. Dieses Verhalten ist nicht nur ab-
hängig von der Kernelversion, sondern hängt auch vom verwendeten WLAN-Treiber
ab. Der Autor empfiehlt daher, nach Erhalt der ersten Messreihen zur Bestimmung der
Entscheidungsschwellen beide Varianten zu testen. Im vorliegenden Fall fiel die Wahl
zwangsweise auf die Auswertung von Signalstärkewerten.
Proaktiver vs. reaktiver vs. gieriger Entscheider
Eine Prognose in die Zukunft kann keine idealen Ergebnisse liefern. Mit Fehlentscheidun-
gen, wie unnötigerweise aufgebaute Ersatzlinks oder zu spät angestoßene Assoziationen,
muss gerechnet werden.
Einerseits konnte allerdings verdeutlicht werden, dass durch den vorgestellten proak-
tiven Handoverentscheider weniger Ressourcen belegt werden als durch den
”
gierigen“
Entscheider, bei welchem ein Ersatzlink vorsorglich dauerhaft vorgehalten wird.
Andererseits sind beim proaktiven Entscheider die Zeitspannen ohne Ersatzlink bei
unbrauchbar gewordenem Hauptlink geringer als bei einem rein reaktiven Entscheider.
Es ist erkennbar, dass in den meisten Fällen wenigstens ein kleiner Zeitvorteil besteht,
also die Assoziation des Ersatzlink wenigstens ein paar Sekunden noch vor Abriss des
Hauptlinks angestoßen wird. Dieser
”
Vorlauf“ stellt den eigentlichen Vorteil des vorge-
stellten proaktiven Entscheiders gegenüber einem reaktiven Entscheider dar.
Welcher Entscheider jedoch der
”
ideale Entscheider“ ist, kann nur in Verbindung mit
einer weiteren nutzerseitigen Zielstellung entschieden werden. Eine möglichst ununter-
brochene Verbindung zum Internet kann nur durch eine größtmögliche Belegung von
Ressourcen anvisiert werden. Eine minimale Nutzung des Ersatzlinks (beispielsweise bei
einem
”
teuren“ Ersatzlink) erreicht auch ein rein reaktiv arbeitender Entscheider. Der
vorgestellte proaktiv arbeitende Entscheider ist damit zwischen den beiden Varianten
angesiedelt. Er ist in Bezug auf die Ersatzlinkverfügbarkeit niemals schlechter als der




Hohe vs. niedrige Rate der Messdatenerfassung
Die Erfassung der aktuellen Signalstärke oder Linkgüte können bereits mit einer Rate
von einem Wert pro Sekunde brauchbare Ergebnisse liefern, was durch die Auswertung
der Messreihen 1 bis 6 gezeigt worden ist. Zudem war der dabei benötigte Rechenaufwand
so gering, dass es zu keiner spürbaren Belastung kam. Für einen Vergleich ist es jedoch
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nachteilig, dass alle sechs Messreihen außerhalb von Gebäuden aufgenommen worden
sind. Bei einer
”
Indoor“-Messung können sich die Eigenschaften der Funkverbindung
nämlich schneller ändern als draußen. Dabei besteht die Gefahr, dass der Entscheider
nicht schnell genug reagiert, da die Dichte der Messwerte zu gering ist und zudem eine
rapide Verschlechterung durch die Ausreißerbehandlung maskiert werden kann.
Die Empfindlichkeit der Regressionsrechnung gegenüber Rauschen und Fading wird
mit wachsender Dichte der Messwerte geringer, und es können dann auch zeitlich kurze
Ereignisse durch mehrere Messwerte abgebildet werden. Der resultierende Vorteil ist
beim Vergleich der Messreihen 7 bis 10 gegenüber den Messreihen 1 bis 6 erkennbar. Mit
steigender Erfassungsrate wächst allerdings auch die Anzahl der Messwerte im Fenster,
was zu einem höheren Berechnungsaufwand führt.
Die anfangs gewählte Rate von einem Wert pro Sekunde wird vom Autor als zu
niedrig bewertet. Die später gewählte Rate von 50 Werten pro Sekunde führte dann
zwar zu einer weitaus besseren Filterung, allerdings war der Rechenaufwand enorm:
Die Berechnung der Diagramme der 67s langen Messreihe 9 benötigte für das 1500
Messwerte lange Fenster einen Zeitaufwand von knapp 25 Minuten, durchgeführt auf
dem leistungsfähigen Arbeitsplatz-PC des Autors. Ein solcher Rechenaufwand einzig
für Prognosezwecke ist nicht praxistauglich, und wie sich zeigte, auch unnötig. Nachdem
in den Messreihen 8 und 10 jeweils vier von fünf Messwerten ignoriert wurden, also die
Erfassungsrate nachträglich auf 10 Messwerte pro Sekunde reduziert worden ist, waren
sowohl die Ergebnisse noch brauchbar als auch der Rechenaufwand unkritisch. Daher
empfiehlt der Autor eine Erfassungsrate von 10 Messwerten pro Sekunde.
Große vs. kleine zeitliche Ausdehnung des Fensters
Um die Auswirkung der Fenstergröße auf das Ergebnis der Regressionsrechnung zu be-
urteilen, lohnt sich ein Blick auf die Messreihen 7 bis 10. Diese wurden jeweils mit einer
Fenstergröße von 12, 20 und 30 Sekunden ausgewertet, durchgängig mit einem minima-
len Füllstand von 10 Sekunden.
Bei allen vier Messreihen zeigte sich der folgende Effekt: Je geringer die zeitliche
Ausdehnung des Fensters war, desto eher wurde der Ersatzlink angefordert. Man kann
dies jeweils an den Ersatzlinknutzungsdiagrammen erkennen, wenn man die Zeitpunkte








Rauscheffektes“ bietet sich Messreihe 10 an. Beim
”
kürzesten“
Fenster von 12 Sekunden ist im Restzeitdiagramm (oberes Diagramm in Abbildung D.64
auf Seite 413) ein derart unruhiger Verlauf erkennbar, dass die Entscheidungsschwelle
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von 22s mehrfach unterlaufen wurde. Der Ersatzlink wurde daher sehr früh aufgebaut
und die Ressourcenbelegung war vergleichsweise hoch. Positiverweise war der Ersatzlink
aber immer dann verfügbar, wenn er benötigt wurde. Mit steigender Fenstergröße (Dia-
gramme auf den Seiten 415 und 417)
”
beruhigte“ sich der gezeigte Verlauf zwar, aber
die Zeitpunkte der Anforderung rückten dabei in die Zukunft.
Mit
”
Trägheit“ ist die Eigenschaft eines Handoverentscheiders gemeint, sich weniger
gut auf wechselnde Rahmenbedingungen einzustellen zu können. Die Ursache für Träg-
heit liegt in der Berücksichtigung vergangener Messwerte begründet. Je größer das zeit-
liche Fenster ist, desto älter sind die in die Regressionsrechung einfließenden Messwerte.
Bei gekrümmten Verläufen sorgen die alten Werte damit tendenziell dafür, dass die Re-
gressionsgerade nicht schnell genug mitschwenkt. Damit wird ein Schnittpunkt mit der
Abrissschwelle berechnet, welcher zu weit in der Zukunft liegt. Mit weiter voranschrei-
tender Zeit schmiegt sich die Regressionsgerade immer weiter an den realen Verlauf
an, sodass der errechnete Abrisszeitpunkt zusätzlich näher heranrückt. Dieser Effekt ist
jeweils an den Restzeitdiagrammen erkennbar, welche mit zunehmender Fenstergröße
immer steiler verlaufen. Die Assoziationsentscheidung wird damit zu spät gefällt, und
der Entscheider liefert keine guten Ergebnisse mehr.
Eine Fenstergröße von 30 Sekunden ist damit für WLAN zu lang. Zwischen 12 Se-
kunden und 20 Sekunden ist in den gezeigten Beispielen jedoch kaum ein Unterschied
feststellbar, beide reagieren hinreichend
”
flink“. Bei Messreihe 10 ist auf Seite 412 in
Abbildung D.63 jedoch erkennbar, dass die Diagramme bei einer Fenstergröße von 12s
”
unruhig“ verlaufen. Daraus wird gefolgert, dass ein Beobachtungshorizont von 12 Se-
kunden für die bei
”
Outdoor“-Verhältnissen typisch langsamen Änderungen nicht ausrei-
chend ist. Statt des gewünschten langfristigen Verlaufs fließen hier verstärkt auch kurz-
fristige Änderungen mit in die Abrissprognose ein, was zu einer
”
unruhigen“ Prognose
führt. Der Autor empfiehlt daher eine Fenstergröße von 20 Sekunden. In Verbindung
mit der bereits vorgeschlagenen Erfassungsrate von 10 Messwerten pro Sekunde ist der
Rechenaufwand vernachlässigbar, und es sind sowohl innerhalb als auch außerhalb von
Gebäuden brauchbare Ergebnisse zu erwarten.
423
E Betrachtung des Overheads
In Kapitel 8 wurden die Betriebsmodi
”
harter Handover“, Redundanzerhöhung und Ka-
nalbündelung vorgestellt und miteinander verglichen. Aus Platzgründen wurde aller-
dings bislang keine Betrachtung des Overheads, also des durch REACH zusätzlich ver-
ursachten Datenübertragungsaufwands, durchgeführt. Eine diesbezügliche Betrachtung
wird in diesem Kapitel nachgeholt.
Es handelt sich im Folgenden um ergänzende Diagramme zu den Messreihen der be-
reits in Abschnitt 8.2 vorgestellten Szenarien. Eine ausführliche Vorstellung des Testauf-
baus und des Testablaufs kann dort nachgelesen werden.
Problematik der Berechnung des Overheads
Vorsicht ist bei Betrachtung der nachfolgenden Abbildungen E.5, E.10 und E.15 geboten.
Diese sollen den Umfang des Overheads (Verwaltungsinformationen und redundante
Nutzdaten) bezüglich des Empfangsdatenstroms am mobilen Endgerät verdeutlichen.
Betrachtet man sich insbesondere die Diagramme E.5 und E.15, fällt eine zeitweise
negative Datenübertragungsrate auf. Der Grund für diesen sonderbaren Umstand liegt in
der verwendeten Berechnungsvorschrift begründet. Der REACH-Client erfasst nämlich
den anfallenden Overhead nicht direkt, sondern berechnet ihn aus der empfangenen
Gesamtdatenmenge (hier: der Umfang aller empfangenen SPPR-PDUs), von welcher
die Menge der schlussendlich abgerufenen Nutzdaten abgezogen wird.
Wird eine SPPR-PDU ausgewertet, erhöht sich augenblicklich das empfangene Ge-
samtdatenmenge. Einer SPPR-PDU kann allerdings noch nicht angesehen werden, wie
groß ihr Anteil am Overhead ist. Während der Paketkopf bereits eindeutig dem Over-
head zugerechnet werden dürfte, kann das Nutzdatenfeld noch nicht klassifiziert werden.
Schließlich könnte das enthaltene Datenfragment bereits empfangen worden sein, dann
wäre auch das Nutzdatenfeld als Overhead zu werten. Aber selbst wenn das Datenfrag-
ment
”
neu“ wäre, könnte auf dieser Ebene nicht festgestellt werden, wie groß der Anteil
am Overhead sein würde. Schließlich beschreiben die Datenfragmente ihrerseits einen
Strom aus SCPR-PDUs, welcher wiederum eine Mischung aus Paketköpfen, Nutzda-
tenfeldern und Signalisierungsblöcken darstellt. Der Overhead kann erst dann bestimmt
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werden, wenn die Daten durch alle Schichten von REACH
”
gewandert“ sind. Schlussend-
lich muss sämtliches Datenvolumen als Verwaltungsaufwand angesehen werden, welches
durch REACH selbst ausgewertet, also nicht an die Anwendungen weitergereicht worden
ist.
Die Idee hinter dieser Berechnungsvorschrift ist zwar korrekt, jedoch manifestiert sich
hierbei ein Problem, welches zu den dargestellten negativen Datenraten führte. Zwischen
Empfang einer SPPR-PDU und dem Abruf der enthaltenen Nutzdaten durch die An-
wendungen liegt ein zeitlicher Versatz. Dieser tritt besonders dann zu Tage, wenn der
SPPR-Empfangsdatenstrom Lücken aufweist, und ein erhaltenes Datenfragment zwar
vermerkt, jedoch noch nicht
”
hochgereicht“ werden kann.
Wird in diesem Fall eine SPPR-PDU empfangen (das enthaltene Fragment sei
”
neu“,
liegt jedoch nicht lückenlos an), trägt es unmittelbar zum Anwachsen der Gesamtdaten-
menge bei, jedoch ist noch kein Abruf weiterer Anwendungsdaten möglich. Gemäß der
verwendeten Berechnungsvorschrift würde die PDU für den Moment zu 100% dem Over-
head zugerechnet werden, und die momentane Datenrate des Overheads würde fälschli-
cherweise als zu hoch angenommen werden. Wird zu einem späteren Zeitpunkt die Lücke
im SPPR-Datenstrom geschlossen, stehen plötzlich SCPR-PDUs zur Auswertung bereit,
welche einen signifikanten Anteil an Nutzdaten transportieren können. Es kann passie-
ren, dass eine SPPR-PDU empfangen wird, welche eine Lücke schließt, sodass plötzlich
viele wartende SCPR-PDUs ausgewertet werden können. Die Menge der ausgelieferten
Anwendungsdaten erhöht sich, und kann dabei die Größe der lückenschließenden SPPR-
PDU überschreiten. Der REACH-Client würde in diesem Fall eine negative Datenra-
te bezüglich des Overheads errechnen, da im vorliegenden Betrachtungsintervall mehr
Anwendungsdaten zugestellt werden konnten, als seitens der Partnerinstanz empfangen
worden sind. In Wahrheit wurde jedoch nur die ursprünglich zu hoch errechnete Menge
an Overhead nach unten korrigiert.
Nichtsdestotrotz sind die Diagramme geeignet, die anfallende Menge an Overhead qua-
litativ zu verdeutlichen. Abbildung E.10, welche den empfangenen Overhead im Szenario
einer Redundanzerhöhung darstellt, unterstreicht diese Aussage.
Bei Betrachtung des senderseitigen Overheads tritt das beschriebene Problem eben-
falls auf. Da im dargestellten Szenario jedoch lediglich ein Download stattfand, also
keinerlei Nutzdaten versendet worden sind, trat der Effekt nicht zu Tage. Jede versen-







In diesem Abschnitt wird das Szenario des
”
harten Handovers“, welches in Abschnitt
8.2.1 des Hauptteils vorgestellt worden ist, in Bezug auf den angefallenen Overhead hin
untersucht. Abbildung E.1 ist identisch mit der bereits gezeigten Abbildung 8.6. Sie
wurde aus Gründen der Übersichtlichkeit erneut aufgeführt.
Auffällig war der Einbruch der Datenrate zum Zeitpunkt 30s, was typisch für den Be-
triebsmodus des
”
harten Handovers“ ist. In den Abbildungen E.2 und E.3 ist erkennbar,
dass immer nur ein Netzzugangsgerät aktiv war. Die kurzzeitige Überschneidung der
Linien in den linken Diagrammen zum Zeitpunkt 32s ist hingegen auf Laufzeiteffekte
innerhalb des REACH-Clients zurückzuführen.
Beim Vergleich des rechten Diagramms aus Abbildung E.1 mit den rechten Diagram-
men aus den Abbildungen E.4 und E.5 wird deutlich, dass zusätzlich zu den 950 MB
empfangenen Nutzdaten circa 550 kB durch REACH verursachten Overhead empfan-
gen und 800 kB versendet worden sind. Der Overhead belief sich in der Größenordnung
von ein Promille, bezogen auf den TCP-Nutzdatenstrom. Eine umfassende Betrachtung
des Übertragungsaufwands müsste aber eigentlich auf einer tieferen Ebene ansetzen, da
bislang nicht berücksichtigt wurde, dass auf Ebene von TCP zusätzliche Segmente und
Quittungen anfallen können.
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Datenmenge in Empfangsrichtung, ohne Overhead





Datenstrom mit Overhead, senderseitig
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Datenrate eth0 in Senderichtung, mit Overhead
Datenrate eth1 in Senderichtung, mit Overhead
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Datenmenge eth0 in Senderichtung, mit Overhead
Datenmenge eth1 in Senderichtung, mit Overhead
Abbildung E.2: Senderseitige Gesamtdatenrate und Gesamtdatenmenge, jeweils mit
Overhead. Beide Interfaces (eth0 und eth1) werden einzeln aufgeführt.
Da keinerlei Nutzdaten versendet worden sind, war das gesamte Daten-
aufkommen als Overhead zu klassifizieren. Es genügte, die angefallenen
Datenmengen in der Größenordnung Kilobyte (kB) anzugeben.
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Datenstrom mit Overhead, empfängerseitig
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Datenrate eth0 in Empfangsrichtung, mit Overhead
Datenrate eth1 in Empfangsrichtung, mit Overhead
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Datenmenge eth0 in Empfangsrichtung, mit Overhead
Datenmenge eth1 in Empfangsrichtung, mit Overhead
Abbildung E.3: Empfängerseitige Gesamtdatenrate und Gesamtdatenmenge, jeweils mit
Overhead. Beide Interfaces (eth0 und eth1) werden einzeln aufgeführt.
Hierbei handelt es sich tatsächlich um eine Mischung aus Nutzdaten
(
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Overhead in Senderichtung, Datenrate
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Overhead in Senderichtung, Datenmenge
Abbildung E.4: Senderseitiger Overhead, Datenrate und Datenmenge. Das angefallene
Datenvolumen wurde in der Größenordnung Kilobyte angegeben.
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Nur Overhead, empfängerseitig
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Overhead in Empfangsrichtung, Datenrate
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Overhead in Empfangsrichtung, Datenmenge
Abbildung E.5: Empfängerseitiger Overhead, Datenrate und Datenmenge. Das angefal-
lene Datenvolumen wurde in der Größenordnung Kilobyte angegeben.
(Achtung: Bitte Anmerkungen im Text beachten)
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E.2 Redundanzerhöhung
In Abschnitt 8.2.2 wurde der redundante Übertragungsmodus von REACH untersucht.
Abbildung E.6, welche den Inhalt aus Abbildung 8.7 wiederholt, zeigt die gemessene
Nutzdatenrate sowie den Anstieg der empfangenen Nutzdatenmenge.
Zum Zeitpunkt 30s wurde ein zusätzliches Netzzugangsgerät aktiviert und mit in die
Datenübertragung einbezogen. Dabei wurden identische Nutzdaten über unterschiedli-
che Wege versendet. Die Diagramme aus Abbildung E.6 zeigen, dass dadurch ein Absin-
ken der Datenrate bei einem spontanen Verlust eines Netzzugangs (zum Zeitpunkt 60s)
verhindert werden konnte.
Die Diagramme aus Abbildung E.7 untermauern, das hierbei eine redundante Ver-
sendung über beide Wege stattfand. Jeder Weg war ca. 60 Sekunden lang aktiv, und
schlussendlich wurde über beide Wege annähernd die gleiche Datenmenge versendet bzw.
empfangen (dargestellt in Abbildung E.8). Laut Abbildung E.9 hatte sich die Sendera-
te während der Phase der redundanten Datenübertragung näherungsweise verdoppelt,
was daran lag, dass jede Bestätigung immer über beide Wege versendet worden war.
Betrachtet man die Menge des empfängerseitigen Overheads in Abbildung E.10, wird
deutlich, dass das Datenaufkommen eines Weges (mit ca. 11 MB/s) redundant war. Im
Zeitintervall der mehrfachen Datenübertragung ist ein redundantes Datenvolumen von
ca. 310 MB angefallen.
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Datenrate in Empfangsrichtung, ohne Overhead
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Datenmenge in Empfangsrichtung, ohne Overhead
Abbildung E.6: Empfängerseitige Nutzdatenrate und Nutzdatenmenge, jeweils ohne
Overhead
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Datenstrom mit Overhead, senderseitig
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Datenrate eth0 in Senderichtung, mit Overhead
Datenrate eth1 in Senderichtung, mit Overhead
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Datenmenge eth0 in Senderichtung, mit Overhead
Datenmenge eth1 in Senderichtung, mit Overhead
Abbildung E.7: Senderseitige Gesamtdatenrate und Gesamtdatenmenge, jeweils mit
Overhead. Beide Interfaces (eth0 und eth1) werden einzeln aufgeführt.
Da keinerlei Nutzdaten versendet worden sind, war das gesamte Daten-
aufkommen als Overhead zu klassifizieren. Es genügte, die angefallenen
Datenmengen in der Größenordnung Kilobyte anzugeben.
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Datenstrom mit Overhead, empfängerseitig
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Datenrate eth0 in Empfangsrichtung, mit Overhead
Datenrate eth1 in Empfangsrichtung, mit Overhead
        0
      100
      200
      300
      400
      500
      600
      700












Datenmenge eth0 in Empfangsrichtung, mit Overhead
Datenmenge eth1 in Empfangsrichtung, mit Overhead
Abbildung E.8: Empfängerseitige Gesamtdatenrate und Gesamtdatenmenge, jeweils mit
Overhead. Beide Interfaces (eth0 und eth1) werden einzeln aufgeführt.
Hierbei handelt es sich tatsächlich um eine Mischung aus Nutzdaten
(
”
der Download“) und dem durch REACH verursachten Overhead.
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Nur Overhead, senderseitig
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Overhead in Senderichtung, Datenrate
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Overhead in Senderichtung, Datenmenge
Abbildung E.9: Senderseitiger Overhead, Datenrate und Datenmenge. Das angefallene
Datenvolumen wurde in der Größenordnung Kilobyte angegeben.
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Nur Overhead, empfängerseitig
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Overhead in Empfangsrichtung, Datenrate
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Overhead in Empfangsrichtung, Datenmenge
Abbildung E.10: Empfängerseitiger Overhead, Datenrate und Datenmenge. Auf Grund
der redundaten Übertragung großer Datenmengen war es notwendig,
den Overhead in der Größenordnung MByte anzugeben.
(Achtung: Bitte Anmerkungen im Text beachten)
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E.3 Kanalbündelung
Die folgenden Diagramme dienen als Ergänzung zu Abschnitt 8.2.3, in welchem ein Ka-
nalbündelungsszenario vorstellt worden ist. Abbildung E.11, welche bereits im Hauptteil
als Abbildung 8.8 vorgestellt worden ist, zeigt die hierbei erreichte Nutzdatenrate und
die übertragene Nutzdatenmenge.
Im Zeitraum zwischen 30s und 60s konnte eine höhere Datenübertragungsrate erreicht
werden, als es über eine der auf Ethernet basierenden Übertragungsstrecken alleine mög-
lich gewesen wäre. Bei Betrachtung der Abbildungen E.12 und E.13 wird jedoch deutlich,
dass keine Verdoppelung der Nutzdatenrate erreicht worden ist. Als Ursache hierfür ver-
mutet der Autor Laufzeiteffekte in den Flusssteuerungsmechanismen von REACH, was
allerdings bislang nicht weiter untersucht worden ist.
Aus den Abbildungen E.14 und E.15 geht hervor, dass während der Kanalbündelung
die Rate, mit welcher der Overhead anfiel, geringer geworden war. Einerseits liegt dies
darin begründet, dass die Gesamtdatenrate nicht das anvisierte Maximum erreicht hatte.
Zudem wird vermutet, dass die bislang ungeklärte Effekte der Flusssteuerungsmechanis-
men dafür sorgten, dass seltener Bestätigungsnachrichten verschickt worden waren und
sich die resultierenden Sammelquittungen als
”
effizienter“ erwiesen.
Schlussendlich muss festgestellt werden, dass die Kanalbündelung zwar funktionierte,
jedoch bislang kein
”
ideales Verhalten“ beobachtet werden konnte. Hierfür ist eine tief-
greifende Analyse des Laufzeitverhaltens von REACH notwendig, um die Ursache für
die gedrosselte Datenrate ausfindig zu machen und zu beheben.
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Datenstrom ohne Overhead
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Datenmenge in Empfangsrichtung, ohne Overhead
Abbildung E.11: Empfängerseitige Nutzdatenrate und Nutzdatenmenge, jeweils ohne
Overhead
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Datenstrom mit Overhead, senderseitig
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Datenrate eth0 in Senderichtung, mit Overhead
Datenrate eth1 in Senderichtung, mit Overhead
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Datenmenge eth0 in Senderichtung, mit Overhead
Datenmenge eth1 in Senderichtung, mit Overhead
Abbildung E.12: Senderseitige Gesamtdatenrate und Gesamtdatenmenge, jeweils mit
Overhead. Beide Interfaces (eth0 und eth1) werden einzeln aufgeführt.
Da keinerlei Nutzdaten versendet worden sind, war das gesamte Daten-
aufkommen als Overhead zu klassifizieren. Es genügte, die angefallenen
Datenmengen in der Größenordnung Kilobyte anzugeben.
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Datenstrom mit Overhead, empfängerseitig
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Datenrate eth1 in Empfangsrichtung, mit Overhead
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Datenmenge eth0 in Empfangsrichtung, mit Overhead
Datenmenge eth1 in Empfangsrichtung, mit Overhead
Abbildung E.13: Empfängerseitige Gesamtdatenrate und Gesamtdatenmenge, jeweils
mit Overhead. Beide Interfaces (eth0 und eth1) werden einzeln aufge-
führt. Hierbei handelt es sich tatsächlich um eine Mischung aus Nutzda-
ten (
”
der Download“) und dem durch REACH verursachten Overhead.
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Nur Overhead, senderseitig
        0
        1
        2
        3
        4
        5
        6
        7












Overhead in Senderichtung, Datenrate
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Overhead in Senderichtung, Datenmenge
Abbildung E.14: Senderseitiger Overhead, Datenrate und Datenmenge. Das angefallene
Datenvolumen wurde in der Größenordnung Kilobyte angegeben.
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Nur Overhead, empfängerseitig
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Overhead in Empfangsrichtung, Datenrate
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Overhead in Empfangsrichtung, Datenmenge
Abbildung E.15: Empfängerseitiger Overhead, Datenrate und Datenmenge. Das angefal-
lene Datenvolumen wurde in der Größenordnung Kilobyte angegeben.
(Achtung: Bitte Anmerkungen im Text beachten)
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In diesem Kapitel werden die Systeme der Testumgebung von REACH mit ihren techni-
schen Daten vorgestellt. Die Testumgebung umfasst ein mobiles Endgerät, eine REACH-
Box, mehrere REACH-Proxyserver sowie zwei WLAN-Basisstationen. Der bei einer De-
monstration für das Publikum
”
sichtbare“ Aufbau wird in Abbildung F.1 dargestellt.
Alle involvierten Systeme, einschließlich der REACH-Proxyserver, werden im Folgen-
den vorgestellt. Die dabei verwendeten Abkürzungen können im Abkürzungsverzeichnis
nachgeschlagen werden.
Abbildung F.1: Der Testaufbau im Büro des Autors, mit einem mobilen Endgerät, der
REACH-Box und zwei WLAN-Basisstationen (teilweise verdeckt)
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F.1 Der Laptop als mobiles Endgerät
Abbildung F.2: Als mobiles Endgerät kam dieser Laptop zum Einsatz. Er konnte mit
zwei Ethernetschnittstellen, zwei WLAN-Adaptern und einem Blue-




Prozessor: 2,2 GHz Intel Pentium 4 Mobile
Arbeitsspeicher: 768 MiB
Ethernet: 1x Realtek RTL-8139 10/100 (PCI)
1x Realtek RTL-8139 10/100 (PCMCIA)
USB-Anschlüsse: 4x USB 1.1
2x USB 2.0 mittels PCMCIA-Adapter, NEC
WLAN: Intersil Prism 2.5; 2,4 GHz IEEE 802.11b
2x Zyxel G-220 v2 USB (ZD1211); 2,4 GHz IEEE 802.11b/g
Bluetooth: USB-Adapter Celink BTA-3100
GPRS/GSM: Mobiltelefon Siemens S55, Zugriff über Bluetooth
Seriell: 9-poliger Anschluss
Tabelle F.1: Die technischen Daten des mobilen Endgeräts
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F.2 Die REACH-Box
Abbildung F.3: Als REACH-Box kam ein Industrie-PC zum Einsatz. Dieser wurde
mit zwei Ethernetschnittstellen und zwei WLAN-Adaptern ausgestat-
tet. Zudem besaß er zwei USB-Schnittstellen zum Anschluss weiterer
Netzzugangsgeräte.





Bezeichnung: PC Engines ALIX.2D2
Prozessor: 500 MHz AMD Geode LX800
Arbeitsspeicher: 256 MiB DDR DRAM
Massenspeicher: CompactFlash-Anschluss mit 44 Pins, IDE
bestückt mit: 8 GB CF Kingston Elite Pro 133x
Interne Anschlüsse: 2x MiniPCI
bestückt mit: 2x Wistron DCMA-81 MiniPCI; 2,4 / 5 GHz IEEE 802.11a/b/g
Ethernet: 2x VIA VT6105M 10/100
Grafik: Nicht verfügbar, aber mit 9-poligem Konsolenanschluss
USB-Anschlüsse: 2x USB 2.0
Abmessungen: 152,4 x 152,4 mm
Leistungsaufnahme: ca. 4-5 Watt (ohne Erweiterungskarten) bei 12 Volt
Tabelle F.2: Die technischen Daten der REACH-Box
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F.3 Der REACH-Proxyserver im Büro
Abbildung F.4: Der Arbeitsplatz-PC des Autors konnte zu Testzwecken auch die Aufga-




Prozessor: 3,0 GHz Intel Pentium 4, mit Hyperthreading
Arbeitsspeicher: 2 GiB
Ethernet: 1x ADMtek NC100 10/100
2x AMD 79c970 10/100
Tabelle F.3: Die technischen Daten des Arbeitsplatz-PCs des Autors
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F.4 Der REACH-Proxyserver im Rechnerraum
Abbildung F.5: Die einzige Aufgabe dieses Servers bestand darin, einen REACH-Proxy-







Prozessor: 2,4 GHz Intel Pentium 4
Arbeitsspeicher: 1 GiB
Ethernet: 1x AMD 79c970 10/100
Tabelle F.4: Die technischen Daten des dedizierten REACH-Proxyservers zeigen, dass
dieser mit insgesamt vier öffentlichen IP-Adressen (hier nur mit den zuge-
hörigen DNS-Namen aufgeführt) ausgestattet worden war.
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F.5 Der REACH-Proxyserver Daheim
Abbildung F.6: Dieser Server stand in der Wohnung des Autors und stellte ebenfalls
einen REACH-Proxyserver dar. Zudem verfügte er über eine Anbindung
an das digitale Telefonnetz (ISDN).
Rechnername: powerstation.homelinux.org, hinter einer NAT-Grenze
Einsatzzweck: REACH-Proxyserver, VoIP-PBX, ISDN-Gateway
Betriebssystem: Gentoo GNU/Linux
Prozessor: 1 GHz Intel Pentium 3
Arbeitsspeicher: 512 MiB
Ethernet: 3x Intel Ethernet Pro 100
Telefonie: 2x ISDN-PCI-Karte, Chipsatz HFC-S
ADSL: T-Com Speedport W 500V, 3000/512 kBit/s, Flatrate
Tabelle F.5: Die technischen Daten des privaten REACH-Proxyservers des Autors
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F.6 Die WLAN-Basisstationen im Büro
Abbildung F.7: Der Versuchsaufbau schloss diese beiden WLAN-Basisstationen, welche
formschön auf einem Brett montiert worden waren, mit ein. Sie boten
jeweils einen Zugang zum Internet mittels Ethernet und WLAN an.
Rechnernamen: midas1.e-technik.tu-ilmenau.de
midas2.e-technik.tu-ilmenau.de
Einsatzzweck: WLAN-Basisstation und Ethernet-Switch
Betriebssystem: Nicht modifizierte Firmware
Bezeichnung: ASUS WL-500g Premium
Ethernet: 1x WAN 100 MBit/s
4x LAN 100 MBit/s
WLAN: 1x 2,4 GHz IEEE 802.11b/g
Tabelle F.6: Die technischen Daten der beiden WLAN-Basisstationen
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Band 3 der Viewegs Fachbücher der Technik. Vieweg Verlag. 3–528–24937–
4, 3. Auflage, 1999.
[Perk02] C. Perkins. IP Mobility Support for IPv4. Internet Engineering Task Force,
http://www.ietf.org/rfc/rfc3344.txt, August 2002. RFC 3344 (Pro-
posed Standard), updated by RFC 4721.
458 Literaturverzeichnis
[PoRe85] J. Postel und J. Reynolds. File Transfer Protocol. Internet Engineering
Task Force, http://www.ietf.org/rfc/rfc959.txt, Oktober 1985. RFC
959 (Standard), updated by RFCs 2228, 2640, 2773, 3659.
[Post81] J. Postel. Internet Control Message Protocol. Internet Engineering Task
Force, http://www.ietf.org/rfc/rfc792.txt, September 1981. RFC
792 (Standard), updated by RFCs 950, 4884.
[Post09] Wesley Post. The Linux GPRS HOWTO. http://www.xs4all.nl/
~ernstagn/GPRS-HOWTO, Dezember 2009. [Online; Stand 3. Juni 2010].
[Reyn03] Patrick Reynolds. [Dulug] info on /proc/net/wireless and iwconfig.
https://lists.dulug.duke.edu/pipermail/dulug/2003-September/
007550.html, September 2003. [Online; Stand 3. Juni 2010].
[RFIG07] Letian Rong, Manel Fredj, Valérie Issarny und Nikolaos Georgantas. Mo-
bility management in B3G networks: a middleware-based approach. In
ESSPE ’07: International workshop on Engineering of software services
for pervasive environments, New York, NY, USA, 2007. ACM, S. 41–45.
[RiTu05] M. Riegel und M. Tuexen. Mobile SCTP (draft-riegel-
tuexen-mobile-sctp-05.txt). http://tools.ietf.org/html/
draft-riegel-tuexen-mobile-sctp-05, Juli 2005. [Online; Stand
3. Juni 2010].
[RMKG+96] Y. Rekhter, B. Moskowitz, D. Karrenberg, G. J. de Groot und E. Lear.
Address Allocation for Private Internets. Internet Engineering Task Force,
http://www.ietf.org/rfc/rfc1918.txt, Februar 1996. RFC 1918 (Best
Current Practice).
[RMMW08] J. Rosenberg, R. Mahy, P. Matthews und D. Wing. Session Traver-
sal Utilities for NAT (STUN). Internet Engineering Task Force, http:
//www.ietf.org/rfc/rfc5389.txt, Oktober 2008. RFC 5389 (Proposed
Standard).
[RSCJ+02] J. Rosenberg, H. Schulzrinne, G. Camarillo, A. Johnston, J. Peterson,
R. Sparks, M. Handley und E. Schooler. SIP: Session Initiation Protocol.
Internet Engineering Task Force, http://www.ietf.org/rfc/rfc3261.
txt, Juni 2002. RFC 3261 (Proposed Standard), updated by RFCs 3265,
3853, 4320, 4916, 5393.
Literaturverzeichnis 459
[SCFJ03] H. Schulzrinne, S. Casner, R. Frederick und V. Jacobson. RTP: A Trans-
port Protocol for Real-Time Applications. Internet Engineering Task For-
ce, http://www.ietf.org/rfc/rfc3550.txt, Juli 2003. RFC 3550 (Stan-
dard), updated by RFC 5506.
[Schm08] Val Schmidt. [SIO-SWAP] Meaning of “link quality” info in
/proc/net/wireless? http://siomail.ucsd.edu/pipermail/swap/
2008-September/000662.html, September 2008. [Online; Stand 3. Juni
2010].
[Schu08] Dominik Schulz. Erweiterung eines Entscheiders für vertikale Handover.
Studienarbeit, Fachgebiet Kommunikationsnetze, Technische Universität
Ilmenau, Juni 2008.
[ScWe00] Henning Schulzrinne und Elin Wedlund. Application-Layer Mobility Using
SIP. Mobile Computing and Communications Review Band 4, 2000, S. 47–
57.
[Sieg99] Gerd Siegmund. Technik der Netze. Hüthig Verlag, Heidelberg. 3–7785–
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ammering.org/pageID_5870581.html, Juli 2009. [Online; Stand 3. Juni
2010].
[Tor0] The Tor Project, Inc., https://www.torproject.org/overview. Tor:
Overview. [Online; Stand 3. Juni 2009].
[Toss09] Matthias Tosse. Entwicklung von Kommunikations-Backends für einen
Handover Demonstrator. Studienarbeit, Fachgebiet Kommunikationsnetze,
Technische Universität Ilmenau, Juli 2009.
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A.5 Sekundäre SPPR-Pakettypen . . . . . . . . . . . . . . . . . . . . . . . . 273
D.1 Messreihe 1, Signalstärkewerte, Linear: Statusänderungen Ersatzlink . . . 346
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Ci . . . . . . . . . . . . . . . . . . Geldkosten (‘costs’) bezüglich Netzzugang i
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WAN . . . . . . . . . . . . . . . Wide Area Network
WEP . . . . . . . . . . . . . . . Wired Equivalent Privacy
Wicd . . . . . . . . . . . . . . . Wireless Interface Connection Daemon
WiMAX . . . . . . . . . . . . Worldwide Interoperability for Microwave Access
WLAN . . . . . . . . . . . . . Wireless Local Area Network
WPA . . . . . . . . . . . . . . . Wi-Fi Protected Access
WPA-EAP . . . . . . . . . Wi-Fi Protected Access - Extensible Authentication Protocol
WPA-PSK . . . . . . . . . . Wi-Fi Protected Access - Pre-shared Key
WPA2 . . . . . . . . . . . . . . Wi-Fi Protected Access 2
WpS . . . . . . . . . . . . . . . . Werte pro Sekunde
X.25 . . . . . . . . . . . . . . . . Ein Netzzugangsprotokoll
XML . . . . . . . . . . . . . . . Extended Markup Language
zzgl. . . . . . . . . . . . . . . . . zuzüglich




Roaming-Enabled Architecture“ (REACH) stellt eine Mobilitätsunterstüt-
zung dar, welche mit beliebigen Anwendungen funktioniert. Es werden keine Mo-
difikationen der Anwendungen, der Betriebssysteme oder der Komponenten des
Netzwerks benötigt.
2. Nur die Gruppe der Middleware-basierten Mobilitätsunterstützungen, zu der auch
REACH gehört, eignet sich zur Erstellung einer praktikablen Lösung zum Einsatz
im heutigen Internet.
3. REACH implementiert einen
”
Multi-Layer“-Ansatz. Die Datenströme der nicht
modifizierten Anwendungen lassen sich auf unterschiedlichen Schichten abfangen,
wobei REACH auch eine Mobilitätsunterstützung auf Benutzerebene anbietet.
4. Nur ein kombiniertes Angebot unterschiedlicher Mechanismen erlaubt die bestmög-
liche Unterstützung einer Vielzahl an Anwendungen und Nutzungsszenarien.
5. Eine praxisrelevante Architektur zur Mobilitätsunterstützung muss Komponenten
zur Verwaltung von Netzzugangsgeräten, zum Treffen von Handoverentscheidun-
gen sowie eine optionale Bedienschnittstelle aufweisen.
6. Durch Auswertung von Signalstärke- oder Linkgütewerten kann REACH zukünf-




7. Mit der REACH-Box kann ein lokales Netzwerk
”
mobil gemacht“ werden, wobei
keinerlei Modifikationen der beteiligten Endgeräte mehr erforderlich sind.
Ilmenau, den 30. September 2010 Dipl.-Ing. Florian Evers
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