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We investigate different emergent dynamics namely oscillation quenching and revival of oscillation in a global
network of identical oscillators coupled with diffusive (positive) delay coupling as it is perturbed by symmetry
breaking localized repulsive delayed interaction. Starting from the oscillatory states (OS) we systematically
identify three types of transition phenomena in the parameter space: (1) The system may reach inhomogeneous
steady states (IHSS) from the homogeneous steady state (HSS) sometimes called as the transition from
amplitude death (AD) to oscillation death (OD) state i.e. OS-AD-OD scenario, (2) Revival of oscillation
(OS) from the AD state (OS-AD-OS) and (3) Emergence of OD state from oscillatory state (OS) without
passing through AD i.e. OS-OD. The dynamics of each node in the network is assumed to be governed either
by identical limit cycle Stuart-Landau system or by chaotic Ro¨ssler system. Based on clustering behavior
observed in oscillatory network we derive a reduced low-dimensional model of the large network. Using the
reduced model, we investigate the effect of time delay on these transitions and demarcate OS, AD and OD
regimes in the parameter space. We also explore and characterize the bifurcation transitions present in both
systems. The generic behavior of the low dimensional model and full network are found to match satisfactorily.
PACS numbers: 05.45.Xt, 05.45.Gg
We systematically explore the combined im-
pact of delay diffusive interaction and local repul-
sive links in globally coupled network of chaotic
and limit cycle oscillators. For a certain delay,
the system’s oscillations are collapsed to steady
states due to the presence of localized repulsive
links. Depending on strength and links the os-
cillatory system may directly move to oscillatory
state from amplitude death (AD) state i.e. homo-
geneous steady state (HSS) or may collapse into
another set of fixed points (IHSS or OD) from
AD. Based on a synchronization cluster behavior
we squeeze the big network into two coupled mod-
els which can successfully mimic the full network.
We have also identified the bifurcation routes for
revival of oscillations from steady states as well
as the emergence of inhomogeneous steady states
from homogeneous steady state.
I. INTRODUCTION
A combination of attractive and repulsive interaction
may create complex collective features in a network of dy-
namical units 1,2. For instance, the oscillatory networks
may settle down to diverse steady states with finite num-
ber of clusters3 or to a combination of coherent and non-
coherent states4–6. The synchronization of a brain net-
work is also studied in a mixture of attractive-repulsive
interaction7. On the other hand, an attractively cou-
pled oscillatory graph can be recast into a Turing type
bifurcation8 if a fraction of nodes are controlled by local-
ized repulsive feedback, a strategy successfully applied
by breaking the symmetry of globally coupled limit cy-
cles and chaotic oscillators9. The phenomena with same
strategy is also explored for relay system10. In a Turing
type bifurcation, inhomogeneity is created from a homo-
geneous pattern for a certain range of diffusion. This is
mapped as oscillation quenching mechanism11,12 in os-
cillatory networks, where the system undergoes transi-
tion from homogeneous steady states (HSS) to inhomo-
geneous steady states (IHSS). Homogeneous steady state
(HSS) is referred as amplitude death(AD) and IHSS is
named as oscillation death (OD) state. The emergence
of AD occurs in a system of coupled oscillators when all
the oscillators converge to a common fixed point or ho-
mogeneous steady state (HSS)13–18 by resetting them-
selves into original equilibrium points. On the other
hand OD state naturally depends on coupling strength
and eventually the oscillators are splitted into different
steady states (IHSS)12,19,20. The Turing like transition
(OS-AD-OD) has been established in coupled oscillators
with parameter mismatch19,21, local repulsion9,20, mean
field interaction25, cyclic coupling23, direct and indirect
interactions24 etc. and further validated with electronic
experiments22,26 and recently Shrimali et al. discovered
that the emergence of AD can be explosive27 in mean
field diffusion interaction. On the other hand, it is al-
ready accepted that a delayed diffusion18 or purely de-
layed repulsive mean field28 can systematically transform
an oscillatory network to AD and make it vice versa.
The key question, we raise here is whether and under
which condition a delayed attractive-repulsive interaction
can break the symmetry of the system by transforming
AD into OD, analogous to the occurrence of instability
in a purely homogeneous medium. More importantly,
we study the emergence of symmetry breaking inhomo-
geneity by perturbing the delayed diffusive network with
2delayed repulsive local mean field. We partially control
or perturb (increasing the asymmetry up to an optimal
level) the network by systematically adding local repul-
sive links within the network until (AD-OD) transition is
observed. Interestingly we have also shown that depend-
ing on the parameter space the network may be brought
back to the oscillatory states (OS) from AD states avoid-
ing OD states. In another parameter space, the sys-
tem goes directly to OD state from the OS state. Note
that, the return or re-emergence of oscillatory states from
death are investigated by setting a processing delay in
the coupling scheme29 and experimentally verified by in-
troducing a feedback factor in diffusive system30,31. To
explore these phenomena (OS-AD-OD, OS-AD-OS, OS-
OD) we have used two paradigmatic nonlinear dynamical
systems namely Stuart-Landau (SL) limit cycle oscillator
and chaotic Ro¨ssler system separately to model the dy-
namics of the individual nodes of the networks. For both
cases we have considered a delayed global network of os-
cillators and gradually added local repulsive delayed links
one by one and then perform numerical search when the
above mentioned transitions appear in the network. We
have also shown that for a certain range of delay strength,
the AD island can be expanded in the phase space of the
coupling strength and the number of perturbed nodes
(i.e. number of negative links). Further increase of delay
shrinks the AD or OD island, a consistent feature ap-
peared in both the oscillators. Furthermore, based upon
the two cluster synchronization which appears before the
HSS, we are able to reduce the global networks into two
coupled systems, where a semi analytical treatment sup-
ports our numerical simulation. We have shown that the
reduced system behaves quite similarly as its network
counterpart.
II. MATHEMATICAL MODEL
We consider a complete graph of size N , where the
flow vector of each node is described by f(X). Assume
that p number of oscillators are affected by the localized
negative links, in which the feed back comes from the
unperturbed group of oscillators. We describe the per-
turbed population as
X˙k = f(Xk (t)) +
ǫ
N
Γ1
N∑
j=1
(Xj (t− τ)−Xk (t))
− ǫΓ2(Xk (t) +X
∗(t− τ)), (k = 1, 2, ..., p) (1)
and the unperturbed population of the network is written
as
X˙l = f(Xl (t)) +
ǫ
N
Γ1
N∑
j=1
(Xj(t− τ)−Xl(t)),
(l = p+ 1, ..., N), (2)
in which Γ1 and Γ2 are m × m binary matrices that
encode the information of attractive and repulsive
coupling variables. The number of perturbed nodes is p
and that of the unperturbed nodes is N −p. The symbol
X∗ represents any arbitrary node of the unaffected
population impacting the first population negatively but
with some finite delay (τ). The coupling component
ǫΓ2(Xk + X
∗) represents the additional repulsive link
for a positive ǫ. Note that we have used a local repul-
sive mean field as a perturbative function, a common
coupling scheme to create AD-OD transition in coupled
oscillators9,20. If the system populates to amplitude
death states then all the states are time independent fixed
points i.e. X1 = X2 = . . .Xp = Xp+1 = · · · = XN.
On the other hand, in OD states the oscillators
populate in nontrivial coupling dependent fixed
points where X1 6= X2 6= . . .Xp 6= Xp+1 6= · · · 6= XN
or in the case of two cluster steady states
X1 = X2 = · · · = Xp 6= Xp+1 = · · · = XN. The choices
of Γ1 and Γ2 are wide and can be chosen in diverse ways.
For instance, for Stuart-Landau oscillators (m = 2) we
will use use the attractive delay coupling in x variable
i.e. Γ1 =
(
1 0
0 0
)
and Γ2 is chosen a such a way
that repulsive coupling is used in y variable, therefore
Γ2 =
(
0 0
0 1
)
. The coupling scheme is robust and generic
such that reversing the coupling variables can create
amplitude or oscillation death states from the steady
oscillations. Keeping similar configuration as described
here, in the subsequent subsections, we investigate the
phenomenon of transition from AD to OD in networks
of limit cycle as well as chaotic oscillators.
III. TRANSITION IN NETWORK OF
STUART-LANDAU OSCILLATORS
We start with an all-to-all network of paradigmatic
Stuart-Landau (SL) limit cycle oscillators. The complex
version of SL oscillator can be written as z˙ = [1 + iw −
z2]z, where w is the intrinsic frequency and the complex
variable z = x+ iy with real variables x and y. Following
the coupled equations described in (1 - 2) we can write
the two groups of SL oscillators (by decomposing into
real and imaginary part) as,
x˙k = [1− (xk(t)
2 + yk(t)
2)]xk − ωyk(t)
+
ǫ
N
N∑
j=1
(xj(t− τ) − xk(t)), (3)
y˙k = [1− (xk(t)
2 + yk(t)
2)]yk + ωxk(t)
− ǫ(yk(t) + yN(t− τ)), (k = 1, 2, . . . , p),
3and
x˙l = [1− (xl (t)
2 + yl(t)
2)]xl (t)− ωyl(t)
+
ǫ
N
N∑
j=1
(xj(t− τ) − xl (t)), (4)
y˙l = [1− (xl (t)
2 + yl(t)
2)]yl (t) + ωxl(t),
(l = p+ 1, p+ 2, . . . , N).
A. Numerical Simulation
We first perform numerical simulation of the equations
(3)-(4) using DDE23 solver of MATLAB for N = 50. We
then perturb 20 nodes of the network with local repul-
sive interaction i.e. p = 20. We set the delay strength
at 0.5 for both diffusive and repulsive interaction. The
FIG. 1. Temporal and spatio-temporal evolution of the vari-
able xi(i = 1, 2, . . . , 50) for an all-to-all coupled network of 50
SL oscillators with a delay τ = 0.5 and p = 20 as obtained
from numerical simulation. Left column describes the time
evaluation of the variables xi(i = 1, 2, . . . , 50) for three values
of ǫ. Solid red and blue curves represent the time evolution
of the variable corresponding to perturbed and unperturbed
nodes respectively. In the right column, corresponding spatio-
temporal pattern of all nodes are shown.
results are shown in the Fig. 1. We consider three cou-
pling strengths ǫ = 2, 6, 14. The left column represents
the temporal evolution of all the nodes and the spatio-
temporal propagation of all the nodes are displayed in
the right column. In the lower coupling range (ǫ = 2),
the whole population splits into two synchronized oscil-
latory states (OS) as shown in the upper panel. We ob-
serve that the time evolution of the perturbed population
(first 20 nodes) has less amplitude (shown with red color
in the left column) than the unperturbed nodes (shown
in blue color). The spatio-temporal propagation of the
whole population is shown in the right column of the up-
per panel where two clusters are clearly observed. If we
increase the coupling strength (ǫ = 6), the whole pop-
ulation collapses into homogeneous steady states (HSS),
a trivial zero equilibrium as shown in the middle panel.
If we now almost double the coupling strength (ǫ = 14),
the oscillatory nature (OS state) revives as logical conse-
quence of high competition between attractive and repul-
sive interaction. Keeping the number of repulsive links
constant, the system undergoes a transition from oscil-
latory (OS) to HSS/AD state and then again returns to
oscillatory state (OS) for higher coupling strength.
FIG. 2. Time series (left panel) and corresponding spatio-
temporal patterns (right panel) of the variables xi(i =
1, 2, . . . , 50) as obtained from numerical simulation of a net-
work of 50 SL oscillators where 50% of oscillators are per-
turbed (p = 25) for three values of the coupling strength ǫ.
Solid red and blue curves in the left panel corresponds to the
time series of the perturbed and unperturbed nodes of the
network respectively.
Next we perform numerical simulation of the network
of size N = 50 coupled SL oscillators having p = 25 i.e.
50% nodes of the network are perturbed with repulsive
links. The temporal evolution of the x variables as well
as the spatio-temporal patterns of the observed dynamics
is shown in the Fig. 2. From the figure we observe that
as the coupling strength ǫ is increased, the network state
move from oscillatory to AD state and for further increase
of ǫ, a transition from AD to OD occurs. Note that oscil-
latory state is not revived at higher coupling strength in
this case. A comparatively large perturbation (80% re-
pulsive links) transforms the oscillatory population (OS)
into OD state, a direct transition (Fig. 3) appears re-
sulting an absence of HSS/AD state. Depending on the
network perturbation (percentage of negative links) we
can reach three possible transition scenario: OS-AD-OS,
OS-AD-OD or OS-OD.
From the numerical simulation, it is clear now that
for a given delay (τ = 0.5), as the percentage of repul-
sive links is increased, the system may undergo various
4FIG. 3. Time series (left panel) and corresponding spatio-
temporal patterns (right panel) as obtained from numerical
simulation of a network of 50 SL oscillators where 80% of os-
cillators are perturbed (p = 40) for two values of the coupling
strength ǫ. Solid red and blue curves in the left panel corre-
sponds to the time series of the perturbed and unperturbed
nodes of the network respectively.
types of transition (OS-AD-OS, OS-AD) and the split-
ting of the populations into two oscillatory clusters (be-
fore the onset of steady states) enables us to derive a low
dimensional description of the network. The details are
described in the next subsection.
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FIG. 4. Synchronization Error (E) and master stability func-
tion (MSF) of two populations as a function of coupling
strength ǫ for the network of limit cycle oscillators.
B. A reduced order model
From the time evolution of the x-variable for ǫ = 2
as shown in Figs. 1, 2 and 3, we observe that the nodes
with repulsive link and the remaining nodes without re-
pulsive links form two distinct clusters and each cluster
is in perfect synchrony. Due to the presence of 2-cluster
synchronization we may write x1 = x2 = ... = xp = X1
for (i = 1, 2, . . . , p) and xp+1 = xp+2 = ... = xN = X2.
The same can be applied to the y variable as the cluster-
ing behavior is independent of variables. Inserting these
cluster relations in Eqs. (3) and (4), we arrive at the fol-
lowing low dimensional representation9,32–34 of the diffu-
sively coupled (but locally perturbed by delayed repulsive
link) network:
X˙1 = [1− (X1(t)
2 + Y1(t)
2)]X1(t)− ωY1(t)
+
qǫ
N
(X2(t− τ)−X1(t))
+
pǫ
N
(X1(t− τ)−X1(t)),
Y˙1 = [1− (X1(t)
2 + Y1(t)
2)]Y1(t) + ωX1(t)
− ǫ(Y1(t) + Y2(t− τ)), (5)
X˙2 = [1− (X2(t)
2 + Y2(t)
2)]X2(t)− ωY2(t)
+
pǫ
N
(X1(t− τ)−X2(t))
+
qǫ
N
(X2(t− τ)−X2(t)),
Y˙2 = [1− (X2(t)
2 + Y2(t)
2)]Y2(t) + ωX2(t).
A numerical observation of two cluster synchroniza-
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FIG. 5. Phase diagram in ǫ − p plane as obtained from the
reduced model of the network of SL units (N = 500, ω = 3.0)
for four values of τ . Limit cycle, AD and OD regions are de-
noted by white, red and green colors respectively. Different
boundaries separating these regions obtained from the nu-
merical simulation of the full network are shown with blue
diamonds.
tion demands stability under certain linear perturbation.
This is described in details in appendix for a general-
ized vector models (1) and (2). Note that, based on
these coupled equations and reduced coupled equations
5(Eqns. (13),(14), (15), (16) in appendix), we calculate
the maximum Lyapunov exponent (master stability func-
tions i.e. MSF) of the transverse manifold of each cluster.
Sign changes (From positive to negative) in MSF ensures
the stability of each cluster. It is clear from the Fig. 4
that the perturbed cluster becomes synchronized earlier
(Shown by red color), however unperturbed population
takes more strength (shown in blue) to synchronize. Both
cluster synchronize at ǫ ∼ 1. A time average mean Eu-
cledian distances among the nodes (within clusters) are
also plotted as Error (E) function which closely fit with
MSF curves. We have calculated MSF for the network
size 50 and repulsive links 25 and it is consistent with the
first row of the Fig. 2 where two cluster states appear at
ǫ = 2.0.
Based on these equations, we explore the parameter
space ǫ − p for four different delay (τ) values. Figure 5
shows the phase diagram constructed from the low di-
mensional model for a large network (N = 500) where
different regions (AD, OD and limit cycle) are clearly de-
marcated for four values of τ . For τ = 0.2 (Fig. 5(a)), we
observe that in weak coupling (ǫ ∼ 0) and less repulsive
environment (p ∼ 100) the network exhibits oscillatory
e.g limit cycle behavior (LC) shown in white space. A
moderate increase of p and ǫ sets the whole population
into AD state as shown by red color. Further increase
of p, the system reaches to inhomogeneous steady states
OD as shown in green color. The same type of transi-
tion is observed for higher delayed interaction (τ = 0.5
and τ = 1.0) as shown in (Fig. 5(b)-(c)). We have also
observed that AD island is slightly enhanced for the in-
crease of delay upto 1. For higher delay (τ = 1.5) the
AD island is decreased significantly. Higher delay con-
trols the regime of oscillatory state by increasing its area
in ǫ − p space. Although OS-AD-OD, OS-AD-OS and
OS-OD are still visible in vertical as well as in horizontal
direction shown in (Fig. 5(d)). OS-AD-OS transition oc-
curs at lower p (around p ∼ 200) where as OS-OD transi-
tion occurs when the 80% nodes are inherently perturbed
by the delayed repulsive links.
Next we perform numerical simulation in the whole net-
work to validate the results obtained from the low di-
mensional model. We use two global order parameters
defined in9 to distinguish the AD or OD states from its
oscillatory counter part. Considering few values from ǫ−p
phase space we numerically identify whether the whole
system is either in AD or OD states. The boundaries in
each cases determined from the large network have been
shown with blue diamonds in Fig. 5. It is clearly observed
that the numerical results are perfectly matched with the
results obtained from the low dimensional model.
Next we analytically calculate the critical curves for
AD regions from the reduced model (5). For linear sta-
bility of AD state, we have X1 = X2 = Y1 = Y2 = 0 is
the fixed point of the reduced model (5). The character-
istic equation of Eq. (5) at the trivial fixed point is given
by det(L) = 0, where
L =


1− qǫ
N
− λ −w qǫ
N
e−λτ 0
+ pǫ
N
(e−λτ − 1)
w 1− ǫ − λ 0 −ǫe−λτ
pǫ
N
e−λτ 0 1− pǫ
N
− λ −w
+ qǫ
N
(e−λτ − 1)
0 0 w 1− λ


and λ is the characteristic root or eigenvalue. Eventually
det(L) = 0 takes the form
P (λ) +Q(λ)e−λτ +R(λ)e−2λτ = 0, (6)
where,
P (λ) = −λ4 + (4− 3ǫ)λ3 + (w − 2w2 − 2 + 2ǫ− ǫ2)λ2
+ (4w2 − 3w2ǫ)λ− (w4 + w2(1− ǫ)(2 − ǫ) + (1− ǫ)3),
Q(λ) = ǫλ3 − (λ2 − ǫ + 1)λ2 + w2ǫλ+
w2pǫ2
N
− w2ǫ
− ǫ(1− ǫ), (7)
R(λ) =
ǫ2p
N
[w2 +
q
N
(ǫ− 2)]λ.
Now we set the real part of the eigenvalue equals to zero
and consider λ2 be the imaginary part of the eigenvalue
i.e. λ = iλ2 in Eq. (6). Separating real and imaginary
parts, we get
(a+ ǫ(1− ǫ)λ22) cos(λ2τ) + (w
2ǫλ2 − ǫλ
3
2) sin(λ2τ)
+b cos(2λ2τ) + λc sin(2λ2τ)
= λ42 + (w − 2w
2 + 2ǫ− ǫ2 − 2)λ22
+(w4 + w2(1 − ǫ)(2− ǫ) + (1 − ǫ)3), (8)
and
(a+ ǫ(1− ǫ)λ22) sin(λ2τ) + (w
2ǫλ2 − ǫλ
3
2) cos(λ2τ)
+b sin(2λ2τ) + λc cos(2λ2τ) = −λ
3
2(4 − 3ǫ)
+(4w2 − 3w2ǫ)λ2, (9)
where a = w
2pǫ2
N
− w2ǫ − ǫ(1 − ǫ), b = w
2pǫ2
N
and
c = ǫ
2pq
N2
(ǫ − 2). The critical AD curves in the p − ǫ
parameter plane obtained from the set of equations (8)
and (9) for different values of the time-delay τ are shown
in Fig. 5 by the black lines. The analytically derived lin-
ear stability curves for AD state are in excellent agree-
ment with the numerical results from reduced model as
well as large network. To understand the route to the
oscillation quenching mechanism, we construct two qual-
itatively different bifurcation diagrams from the low di-
mensional model with the help of XPPAUT software35.
The first type of transition (OS-AD-OS) is confirmed in
Fig. 6 (a), in which the model parameters are taken as
N = 500, p = 200 and τ = 0.5. AD appears from the
oscillatory system via reverse Hopf bifurcation (HB) at
ǫ = 3.7 and it exists in the range 3.7 ≤ ǫ ≤ 11.1 further
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FIG. 6. Bifurcation diagrams constructed from the reduced
order model (5) of a network of size N = 500 with delay
τ = 0.5 for (a) p = 200 and (b) p = 300. Along horizon-
tal and vertical axes the variation of coupling strength ǫ and
extremum values of a system variable X1 have been shown re-
spectively. Solid blue and red curves represent stable limit cy-
cles (LC) and AD states respectively, while dashed red curves
represents unstable zero fixed points. OD states are repre-
sented with solid cyan and green curves.
increase of ǫ the oscillation reappears through forward
Hopf bifurcation.
For a higher values of p (p = 300), the network shows
a transition from oscillatory to AD and then from AD to
OD (OS-AD-OD) shown in Fig. 6(b). From the bifurca-
tion diagram, we observe that the periodic oscillatory so-
lutions (solid blue curves) exists in the range 2 ≤ ǫ ≤ 3.5
and at ǫ = 3.5 the zero fixed point becomes stable via
reverse Hopf bifurcation and AD state is originated in
the system (solid red curve in the Fig. 6(b)). The AD
state is stable in the range 3.5 ≤ ǫ ≤ 4.25. At ǫ = 4.25,
the AD state becomes unstable via supercritical pitchfork
bifurcation (PB) and OD states appears. Two stable sta-
tionary branches appear from ǫ = 4.25 which are shown
with solid green and cyan curves in the bifurcation dia-
gram. Note that, the these two bifurcation diagrams are
the description of a reduced model in a specific parameter
space which is completely consistent with the transition
occurs in large network.
IV. NETWORK OF CHAOTIC OSCILLATORS
We extend our observation on AD-OD transition to a
network of chaotic Ro¨ssler oscillators. We separate all the
globally coupled Ro¨ssler oscillators once again into two
sub-populations, one perturbed by repulsive links and
another unperturbed. The perturbed and unperturbed
groups of Ro¨ssler oscillators are given by
x˙k = −yk − zk +
ǫ
N
N∑
j=1
(xj(t− τ)− xk (t)), (10)
y˙k = xk + ayk − ǫ(yk(t− τ) + yN(t)),
z˙k = bxk + zk(xk − c),
and
x˙l = −yl − zl +
ǫ
N
N∑
j=1
(xj(t− τ)− xl (t)), (11)
y˙l = xl + ayl ,
z˙l = bxl + zl(xl − c),
respectively where a, b and c are a system parameters,
k = 1, 2, ..., p and l = p+ 1, p+ 2, ..., N .
A. Numerical Simulation
Similar to network of limit cycle oscillators, here also
we perform numerical simulation of a small network of
size N = 20 and number of negative links p = 10 for a
set of values of the coupling constant ǫ. The values of the
parameters a, b and c are taken to be 0.36, 0.4 and 4.5
respectively for which the system show chaotic behav-
ior. Figure 7 shows the results of the simulation. From
the first column of Fig. 7, we find that as the coupling
strength increases the dynamics of the network passes
through chaotic, periodic, amplitude death and oscilla-
tion death state respectively. As expected, for networks
of delay coupled chaotic oscillators perturbed by 50% re-
pulsive links, a transition from AD to OD state occurs
(OS-AD-OD). We now explore this transition phenomena
in detail by constructing a reduced model of the network.
FIG. 7. Time series (left panel) and spatio-temporal (right
panel) dynamics of the variables xi(i = 1, 2, . . . , 20) for a
global network of 20 chaotic Ro¨ssler oscillators with τ = 0.5
and p = 10. Solid red and blue curves in the left panel corre-
spond to the perturbed and unperturbed nodes.
7B. A reduced order model
We adopt similar approach to derive a reduced order
model of the network of chaotic Ro¨ssler oscillators. The
formation of two groups is evident from the second row
of Fig. 7 before the onset of AD in the system, as it has
occurred in the case of the network of limit cycles SL
oscillators. We can also check the stability of two clus-
ter states by calculating the master stability functions
from Eqns. (13) and (14) (Please see the Appendix). As
expected, both clusters are stable beyond the coupling
strength ǫ ∼ 0.08 (Fig. 8) which also ensures the sta-
bility of the numerically simulated two clusters shown
in the second row of the Fig. 7 for ǫ = 0.2. Therefore,
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FIG. 8. Synchronization Error (E) and master stability func-
tion (MSF) of two populations as a function of coupling
strength ǫ for the networks (10) and (11) of chaotic oscillators.
by setting (xi, yi, zi) = (X1, Y1, Z1), (i = 1, 2, . . . , p) and
(xi, yi, zi) = (X2, Y2, Z2), (i = p+1, p+2, . . . , N) and us-
ing the equations (10) and (11) we arrive at the following
set of six equations
X˙1 = −Y1 − Z1 +
qǫ
N
(X2(t− τ)−X1(t))
+
pǫ
N
(X1(t− τ)−X1(t)),
Y˙1 = X1 + aY1 − ǫ(Y1(t− τ) + Y2(t)),
Z˙1 = bX1 + Z1(X1 − c),
X˙2 = −Y2 − Z2 +
pǫ
N
(X1(t− τ)−X2(t))
+
qǫ
N
(X2(t− τ)−X2(t)),
Y˙2 = X2 + aY2,
Z˙2 = bX2 + Z2(X2 − c), (12)
which is expected to represent the dynamics of the entire
network for the investigation of the transition either OS-
AD-OD, OS-AD-OS or OS-OD. We now use this model
to investigate the transition phenomenon in the network
of chaotic oscillators perturbed by repulsive links one by
one. We consider a large network of Ro¨ssler oscillators
of size N = 200 and c = 4.5. Figure 9 shows the phase
diagram in ǫ − p plane for two different values of τ as
50 100 150 200
0
1
2
3
4
50 100 150 200
(a) (b)
OD
AD
OD
AD
OS
OS
FIG. 9. Phase diagram in ǫ − p plane constructed from the
reduced model of the network of chaotic Ro¨ssler oscillators of
size N = 200 (a = 0.36, b = 0.4, and c = 4.5) for two values
of τ . White region represents oscillatory (OS) regime (either
chaotic or periodic), AD and OD regimes are shown with red
and green colors respectively. The blue diamonds shows the
boundary points obtained from the numerical simulation of
the full network.
constructed from the low dimensional model (12). In the
figure, oscillatory (OS), AD and OD regions are clearly
demarcated with different colors. Note that OS regime
consists of chaotic as well as periodic states of the system.
However, chaotic regimes are very thin and observed only
for very small values of ǫ. It is interesting to note here
that we do not observe any direct transition from OS to
OD states in the network of chaotic Ro¨ssler oscillators as
ǫ is increased for fixed value of p but one can observe a
transition from OS to OD state as p is increased for high
value of ǫ.
To understand the transition routes observed in the
network, we perform the bifurcation analysis of the low-
dimensional model (12). In order to understand the two
qualitatively different transitions in the network we have
perturbed the network with slightly less number of re-
pulsive links (p = 60) and with moderately high num-
ber of negative links (p = 150). Figure 10 shows two
bifurcation diagrams computed from the reduced order
model (12) for N = 200, τ = 0.2 and for two different
values of p. The bifurcation diagram 10(a) shows a tran-
sition from oscillatory state (Chaotic and periodic) to
AD state for smaller number of negative links (p = 60).
The AD state appears in the system via reverse Hopf
bifurcation at ǫ = 0.76. The AD state is stable in the
range 0.76 ≤ ǫ ≤ 2.63 and it becomes unstable via for-
ward Hopf bifurcation (HB) at ǫ = 2.63. After which the
oscillation is again revived in the system. For a larger
number of negative links (p = 150), a transition from
AD to OD occurs. This is nicely depicted in the bifur-
cation diagram 10(b). The AD state (solid red) is found
to appear via reverse Hopf bifurcation at ǫ = 0.3 and
remain stable in the range 0.3 ≤ ǫ ≤ 1.1. After that, OD
states appear via transcritical bifurcation (green curves
in the Fig. 10(b)) which is similar to the one as observed
in absence of delay9.
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FIG. 10. Bifurcation diagrams constructed from the reduced
order model (12) of a network of size N = 200 with delay
τ = 0.2 for (a) p = 60 and (b) p = 150. Along horizontal and
vertical axes the variation of coupling strength ǫ and extreme
values of a system variable X1 have been shown respectively.
Solid blue and red curves represent stable limit cycles (LC)
and AD states respectively, while dashed red curves represents
unstable zero fixed points. Stable OD states are represented
with solid green curves and it is originated via transcritical
bifurcation (TB). Brown dots represent chaotic solutions.
V. CONCLUSIONS
In this paper, we have investigated the effect of time
delay on transition from OS-AD-OD, OS-AD-OS or OS-
OD in globally coupled networks of nonlinear dynami-
cal systems. The dynamics of each node of the network
is assumed to be governed either by identical limit cy-
cle Stuart-Landau system or by chaotic Ro¨ssler system
which interact with other nodes via delay diffusive cou-
pling while some oscillators are perturbed through delay
repulsive coupling. Numerical simulations of the network
reveal that for a given number of repulsive links the whole
population of the network forms two groups as the cou-
pling strength crosses a threshold. The nodes with re-
pulsive links form one group and the remaining nodes
form another group. Each group of nodes is found to
be in synchronized state which is further confirmed by
constructing the master stability functions. For further
increase in the coupling strength, when the number of
repulsive links is greater than a critical value, oscillation
quenching either in the form of AD or OD appears in
the system. From this information, we derive reduced
order models of the large network. Using the reduced
order model, we investigate the effect of time delay on
the transition from AD to OD in the network and then
demarcate the oscillatory, AD and OD regimes in the pa-
rameter space quite easily in detail. Finally we compare
the reduced order model results with that of the direct
numerical simulations performed with larger networks.
The results of the reduced order model and the entire
network are found to match satisfactorily. Moreover, we
have performed bifurcation analysis of the reduced order
models of the networks which proves to be very effective
in finding the routes to oscillation quenching.
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VI. APPENDIX: STABILITY OF SYNCHRONIZED
CLUSTERS
We analytically derive the condition for synchroniza-
tion of Eqs. (1) and (2) by master stability function
approach36. If Xf and Xs are the synchronization man-
ifolds for the two sub-populations, then Xk = Xf for
k = 1, 2, ..., p and Xl = Xs for l = p + 1, p + 2, ..., N .
We Consider small perturbations δXk and δXl near
the synchronization manifolds, i.e. Xk = Xf + δXk for
k = 1, ..., p and Xl = Xs + δXl for l = p+1, ..., N . Then
the variational equations corresponding to Eqs.(1) and
(2) are respectively,
δX˙k = Jf(Xf )δXk +
ǫ
N
Γ1
N∑
j=1
(δXj (t− τ) − δXk (t))
− ǫΓ2(δXk (t) + δX
∗(t− τ)), k = 1, 2, ..., p (13)
δX˙l = Jf(Xs )δXl +
ǫ
N
Γ1
N∑
j=1
(δXj (t− τ)− δXl (t)),
l = p+ 1, p+ 2, ..., N (14)
where Jf denotes the Jacobian of f .
After clustered synchronization, reduce model from
Eqs. (1) and (2) becomes,
X˙f (t) = f(Xf (t)) +
ǫ
N
Γ1q(Xs(t− τ) −Xf (t))
+
ǫ
N
Γ1p(Xf (t− τ) −Xf (t))
− ǫΓ2(Xf (t) +Xs(t− τ)), (15)
and
X˙s(t) = f(Xs(t)) +
ǫ
N
Γ1q(Xf (t− τ) −Xs(t)),
+
ǫ
N
Γ1p(Xf (t− τ) −Xs(t)), (16)
respectively. Eqs. (13) and (14) are the master stability
equations for the cluster synchronization. Then we cal-
culate two maximum Lyapunov exponents (MLEs) cor-
responding to transverse direction of the cluster synchro-
nization manifolds from master stability Eqs. (13) and
(14) using Eqs. (15) and (16). Negativity of the MLEs
by changing of coupling strength ǫ gives the necessary
condition for cluster synchronization.
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