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time is assigned higher priority. These non-varying execution times have the effect of only yielding one possible execution scenario during the LCM. However, if for example, task A had a minimum execution time of 2 (BCET A =2; WCET A =6) we would get three possible execution scenarios, depicted in figures 1a -1c, i.e., in addition to the execution order scenario in Figure 1a , there are now possibilities for A to complete before B is released (Figure 1b) , and for A to complete before C is released (Figure 1c) .
Given that these different scenarios yield different system behaviors for the same input, due to the order or timing of the produced outputs, we would by using regular testing techniques for sequential programs get non-deterministic results.
Addressing this problem we suggest a testing strategy consisting of the following:
1. Identify all possible execution order scenarios for each scheduled node in the system during a single instance of the release pattern with duration T; typically equal to the LCM of the period times of the involved tasks.
2. Test the system using any regular testing technique of choice, and monitor for each test case which execution order scenario is run during [0,T], i.e., which, when and in what order jobs are started, preempted and completed. With jobs we mean single instances of the recurring tasks during T.
3. Map test case and output onto the correct execution ordering, based on observation.
4. Repeat 2-3 until sought coverage is achieved.
The contributions of this paper are suggestions on: how to identify the execution order scenarios for each node in the distributed system, how to compose them into global execution order scenarios, how to make use of them when testing (the test strategy), and how to reproduce the scenarios.
Yang, et al., have done similar work by identifying synchronization sequences (rendezvous) in concurrent Ada programs [36] and made use of a similar testing strategy where the number of synchronization sequences, and execution paths, exercised are used to define coverage. Pursuing this line of work, Hwang, et al. also attempt deterministic replay, i.e., not only observing synchronization sequences but also trying to enforce them [11] . To ensure Deterministic replay [6] [28] [34] the tasks' run-time behavior is recorded in a log over a period of time. The execution of the system can then be deterministically replayed off-line. The system cannot be suspended during run-time, but the off-line replay can be suspended and examined. The disadvantages with deterministic replay are [24] :
(a) One can only replay what has previously been observed, and no guarantees that every significant system behavior will be observed accurately can be provided. Also, if the inputs or the program has been modified (e.g., corrected) completely new traces have to be recorded.
(b) Dedicated special hardware has to be used in order to eliminate (or minimize) the probe-effect.
(c) Since replay takes place at machine level the amount of information required is usually large. All inputs and intermediate events, e.g. messages, must be kept.
Deterministic replay could also be used in our approach by using standard techniques [33] , however we have in addition the possibility to reproduce specific execution order scenarios during run-time without introducing any probe-effects. Since we do not need to do the "record on-line and examine off-line" procedure we can easily facilitate systematic testing via automation. In contrast with [6] [11] [28] [34] [36] we take a more holistic approach by consistently handling time, distribution, clock synchronization, interrupts and scheduling, where they only consider parts of or few of these topics.
When it comes to dealing with the probe-effect in distributed real-time systems we follow the philosophy that the probeeffect can only be eliminated through the allocation of sufficient resources and then letting the probes remain in the target system. This includes allocating resources for the probes' execution time, memory, communication bus bandwidth and accounting for the probes when designing and scheduling [30] . In order to guarantee consistent observations of the global state in the distributed real-time system we assume that the system is globally scheduled. Which means that the release and execution times can be related to a global synchronized time base with a known precision.
Other approaches to eliminating the probe effect are: (1) Use of Special hardware (co-processors and shared memory, etc.) for transparent monitoring of the system [10] [20][33] [34] , or application specific hardware using FPGAs and VHDL [4] with dedicated monitoring mechanisms. (2) Use of Software for instrumentation by including instrumentation code in the software [6] [32].
Paper outline: Section 2 presents our system model. Section 3 formalizes the concept of execution orderings and presents the algorithm for identifying all the possible execution orderings of a distributed real-time system. We also give some examples, and extend the analysis to consider the effects of interrupts. Section 4 suggests a testing strategy for achieving deterministic and reproducible testing in the context of the execution order analysis. Finally, in Section 5, we conclude and give some hints on future work.
THE SYSTEM MODEL
We assume a distributed system consisting of a set of nodes, which communicate via a broadcast network, that is temporally predictable, i.e., upper bounds on communication latencies are known or can be calculated [8] [13] [31] . Each node is a self sufficient computing element with CPU, memory, network access, a local clock and I/O units for sampling and actuation of the external system. We further assume the existence of a global synchronized time base [8] [14] with a known precision δ δ, meaning that no two nodes in the system have local clocks differing by more than δ δ.
The software that runs on the distributed system consists of a set of concurrent tasks, communicating by message passing. Functionally related, and cooperating, tasks, e.g., sample-calculate-actuate loops in control systems are defined as transactions. Each transaction has a precedence relation (execution order), interactions (data-flow), and a period time.
The tasks are geographically distributed over the nodes, typically with more than one task on each node, and consequently transactions can span several nodes. All synchronization is resolved before run-time and therefore no action is needed to enforce synchronization in the actual program code. Different release-times and priorities guarantee mutual exclusion and precedence. The distributed system is globally scheduled, which results in a set of specific schedules for each node. At run-time we need only synchronize the local clocks to fulfill the global schedule [13] .
Task model
We assume a set of jobs (i.e. invocations of tasks) J that are released in a time interval [0, J MAX ], where J MAX is typically equal to the LCM of the involved tasks. Each job j∈ J has a release time r j , worst case execution time (WCET j ), best case execution time (BCET j ), a deadline D j and a unique priority p j . J represents one instance of a recurring pattern of job executions with period J MAX , i.e., job j will be released at time r j , r j + J MAX , r j + 2J MAX , etc. We further assume that the schedule is feasible, i.e., each job j does always complete within its deadline D j .
We additionally assume a set of interrupts I, where each interrupt k ∈ I has a minimum, and maximum inter-arrival time (T k min and T k max ), priority p k (interrupts can preempt each other), and known worst and best case execution times of the interrupt routines (WCET k and BCET k , respectively). We further assume that the system is preemptive (both by jobs and interrupts) and that jobs may have identical release-times.
The task model is fairly general since it includes both preemptive scheduling of statically generated schedules [23] [35] and fixed priority scheduling of strictly periodic tasks [2] [18].
Related to the task model we assume that the tasks may have functional and temporal side effects due to preemption, message passing and shared memory. We assume however, that interrupts have only temporal side effects and no functional side effects. Furthermore, we assume that data is sent at the termination of the sending task (not during its execution), and that received data is available when tasks start (and is made private in an atomic first operation of the task) [7] [15] [21] .
Fault hypotheses
Note that, although synchronization is resolved by the off-line selection of release times and priorities, we cannot dismiss unwanted synchronization side effects. The schedule design can be erroneous, or the assumptions about the execution times might not be accurate due to poor execution time estimates, or simply due to design and coding errors.
Inter-task communication is restricted to the beginning and end of task execution, and therefore we can regard the transactions interior to tasks as atomic. With respect to access to shared resources, such as shared memory and I/O interfaces, the atomicity assumption is only valid if synchronization and mutual exclusion can be guaranteed.
Depending on pessimism we can therefore identify two fault hypotheses:
1. Errors can only occur due to erroneous outputs and inputs to jobs, and/or due to synchronization errors, i.e., jobs can only interfere via specified interactions.
2. In addition to (1) jobs can corrupt each others shared memory and I/O interfaces, i.e., they may interfere via unspecified side-effects.
The only possibility to guarantee (1) in a shared memory system is to use a hardware memory protection scheme, or to by design eliminate shared resources. The analysis of execution orderings in Section 3 corresponds to fault hypothesis (2), but we also show how the analysis can be abstracted to a less discriminating model corresponding to fault hypothesis (1).
EXECUTION ORDER ANALYSIS
In this section we present a method for identifying all the possible orders of execution for sets of jobs conforming to the task model introduced in Section 2. We will also show how the model and analysis can be extended to accommodate for multiple nodes by considering clock-synchronization effects, and how to account for the interference caused by interrupts.
Execution Orderings
In identifying the execution orderings of a job set we will only consider the following major events:
• The start of execution of a job, i.e., when the first instruction of a job is executed. We will use S(J) to denote the set of start points for the jobs in a job set J;
is the set of triples (j 1 , time, j 2 ), where j 2 is the (lower priority) job that is preempted by the start of j 1 at time, or possibly "_" if no such job exists.
• The end of execution of a job, i.e., when the last instruction of a job is executed. We will use E(J) to denote the set of end points (termination points) for jobs in a job set
is a set of triples (j 1 , time, j 2 ), where j 2 is the (lower priority) job that resumes its execution at the termination of j 1 , or possibly "_" if no such job exists. We will use e(j 1 , time, j 2 ) to denote an event (j 1 , time, j 2 ) in E.
We will now define an execution to be a sequence of job starts, job terminations and job preemptions, using the additional notation that
• ev.time denotes the time of the event ev,
• Ev\I denotes the set of events in Ev that occur in the time interval I,
• prec(Ev, t) are the event in Ev that occurred most recently in the past at time t (including events that occur at t).
• t_nxt(Ev,t) denotes the time of the next event in Ev after time t.
• Nxt(Ev, t) denotes the next event in Ev after time t.
• First(E) and Last(E) denote the first and last events in E, respectively,
Definition. An Execution of a job set J is a set of events X ⊆ S(J) ∪ E(J), such that 1. For each j∈J, there is exactly one start and termination event in X, denoted s(j,X) and e(j,X) respectively.
For each
, jobs are only preempted by higher priority jobs.
For each j∈J, s(j,X)
.time ≥ r(j), i.e., jobs may only start to execute after being released.
4. After its release, the start of a job may only be delayed by intervals of executions of higher priority jobs, i.e., using the convention that X\[j,j)=∅, for each job j∈J:
r(j)).time, s(j,X)) is either
• A start of the execution of a higher priority job, i.e. ev = s(j',X) and p j' >p j
• A job termination, at which a higher priority job resumes its execution, i.e., ev = (j', t, j''), where p j'' >p j 5. The sum of execution intervals of a job j∈J is in the range [BCET(j), WCET(j)], i.e.,
We will use EX t (J) to denote the set of executions of the job set J. all j∈J. However, if we disregard the exact timing of events and only consider the ordering of events we obtain a finite set of execution orderings for any finite job set J.
Using ev{x/t} to denote an event ev with the time element t replaced by the undefined element "x", we can formally define the set of execution orderings EX o (J) as follows:
Definition. The set of Execution orderings EX o (J) of a job set J is the set of sequences of events such that ev 0 {x/t}, ev 1 {x/t}, ..., ev k {x/t} ∈ EX o (J) iff there exists an X∈ EX t (J) such that
Intuitively, EX o (J) is constructed by extracting one representative of each set of equivalent execution orderings in EX t (J), i.e., using a quotient construction EX o (J) = EX t (J)\ ~, where ~ is the equivalence induced by considering executions with identical event orderings to be equivalent. This corresponds to our fault hypothesis (2) , with the relaxation that we only keep track of the timing of preemptions, not exactly where in the program code they occur. If we assume fault hypotheses (1), the set of execution orderings can be reduced further, since the preemptions are of no significance in this case, i.e., we can define EX o (J) = EX t (J)\ ≈, where ≈ is the equivalence induced by considering executions with identical start and stop event orderings to be equivalent. Even further reductions could be of interest, for instance to only consider orderings among tasks that are functionally related, e.g., by sharing data.
In the remainder we will use the terms execution scenario and execution ordering interchangeably.
Calculating EX o (J)
This section outlines a method to calculate the set of execution orderings EX o (J) for a set of jobs J. We will later (in section 3.2.2) present an algorithm that performs this calculation. In essence, our approach is to make a reachability analysis by simulating the behavior during one [0,J MAX ] period for the job set J.
The Execution Order Graph (EOG)
The algorithm we are going to present generates, for a given schedule, an Execution Order Graph (EOG), which is a finite tree for which the set of possible paths from the root contains all possible execution scenarios.
But before delving into the algorithm we describe the elements of an EOG. Formally, an EOG is a pair <N, A>, where
• N is a set of nodes, each node being labeled with a job and a continuos time, i.e., for a job set J: N⊆ J ∪{"_"} × I(J MAX ), where {"_"} is used to denote a node where no job is executing and I(J MAX ) is the set of continuos intervals
• A is the set of directed arcs (edges; transitions) from one node to another node, labeled with a continuos time interval, i.e., for a set of jobs J:
Intuitively,
• An edge, corresponds to the transition (task-switch) from one job to another.
The edge is annotated with a continuous interval of when the transition can take place, as illustrated in • A node, is a job annotated with a continuous interval of its possible execution, as illustrated by figure 4.
We define the interval of execution, [α, β ) by:
The interval, [α, β ), specifies thus the interval when A can be preempted.
• From each node there can be one or more transitions, representing one of four different situations:
1) That the job is the last job scheduled in this branch of the tree. In this case the transition is labeled with the interval of finishing times for the node, and has the empty job "_" as destination node.
2) That the job has a WCET such that it definitely completes before the release of any preempting job. In this case there is a single outgoing transition labeled with the interval of finishing times for the job, [a', b').
3) That the job has a BCET such that it definitely is preempted by another job. In this case there is a single outgoing transition labeled with the interval when the preemption may occur, [t,t], where t is the preemption time.
4) That the job has a BCET and WCET such that it may either be preempted or completes before any preempting job is released. In this case there can be two or three possible outgoing edges depending on if there are any lower priority jobs ready. One branch representing the preemption, labeled with the preemption time [t, t], and depending on if there are any lower priority jobs ready for execution we have two more transition situations: Figure 5 gives an example of how an EOG could look like, using the above notation and the attributes in table 1. Figure 5 The resulting execution order graph.
Example 1

Job Release Time BCET WCET
A [3, 6) root
The EOG algorithm
In defining the execution order analysis algorithm we use the following auxiliary functions and data structures:
1. rdy -the set of jobs ready to execute.
2. Next_release(I) -returns the earliest release time of a job j∈J within the interval I. That is, using I.l and I.r to denote the extremes of I. If no such job exists then ∞ is returned 3. P(t) -Returns the highest priority of the jobs that are released at time t. Returns -1 if t = ∞.
4. Make_ready(t, rdy) -adds all jobs that are released at time t to rdy. Returns ∅ if t=∞, else the set.
5. X(rdy) extracts the job with highest priority in rdy.
6. Arc(n, I, n') creates an edge from node n to node n' and labels it with the time interval I.
7. Make_node(j, XI) creates a node and labels it with the execution interval XI and the id of job j.
The execution order graph for a set of jobs J is generated by a call Eog(ROOT, {}, [0, 0], [0, J MAX ]), i.e., with a root node, an empty ready set, and the release interval RI, plus the considered interval SI. 
// n-previous node, rdy-set of ready jobs, RI -release interval, SI -the considered interval.
Eog(n, rdy, RI, SI)
n'=Make_node(T, [α, β) ) // Create a node for T and label it with the execution interval [α, β ).
Arc(n, RI, n') // Create an arc from the previous node to the node representing T. if(pT < P(t) ∧ t < β) // Does the next scheduled job preempt T? if(t > a' ) // Can T complete prior to the release of the next job at t?
Eog ( n', rdy, [a', t), [t, SI.r] ) // T completes.
if(rdy ≠ ∅) //If lower priority jobs after T make branch
Eog(n', Make_ready(t, rdy), [t, t), (t, SI.r]) // for completion immediately before t else if(t = a') // Does T complete immediately before t?
Eog(n', Make_ready(t, rdy), [t, t), (t, SI.r]) // T completes rdy=Make_ready(t, rdy) //Add all jobs that are released at time t. BCETT = max(BCETT -(t -(max(rT , RI.l)), 0) //Best case execution prior to preemption? (*D) WCETT = max(WCETT -(t -(max(rT , RI.r)), 0) // Worst case… (*E)
Eog( n', rdy + {T}, [t, t], (t, SI.r] ) else //Next high priority job starts later than T's latest completion time if (t ≠ ∞ ) Eog( n', rdy, [a', b'),[t, SI.r] ) //Next higher priority job else // t = ∞ no more jobs to execute
Eog( n', rdy, [a', b'),[ ∞,∞] ) }//End
Example 2
Based on the data in Table 2 we here give an example of the resulting execution order graph generated by the EOG algorithm. Table 3 gives a trace of the recursive calls to the EOG algorithm until it terminates. Figure 6 depicts the resulting graph. The ": number" after each transition interval refers to the number of the recursive EOG algorithm call in Table 3 . Table 2 The jobs of schedule J.
Completion times
An interesting property of the EOG is that we can easily find the worst and best-case completion-times for any job. We only have to search the EOG for the smallest and largest finishing times for all terminated jobs. The response time jitter (the difference between the maximum and minimum response times for a job) can also be quantified both globally for the entire graph and locally for each path, as well as for each job during an LCM cycle. This can be utilized for schedulability analysis of strictly periodic fixed priority scheduled systems.
Complexity
The complexity of the algorithm (the number of recursion calls and the number of different execution orderings) is a function of the scheduled set of jobs, J, their preemption pattern, and their jitter. From an O(n) number of operations for a system with no jitter (just one scenario) to exponential complexity in cases with large jitter. This is not really inherent to the algorithm but rather a reflection of the system it simulates.
Recursive call sequence Figure 6 The resulting execution order graph.
Adding interrupts
We will now incorporate the temporal side effects of interrupts, by regarding them as sporadic jobs with a known minimum and maximum inter-arrival time. If we were interested in addressing the functional side effects of the interrupts, we would have to model each interrupt as a job. This would however make EOG practically intractable, since we do not know the release times (or phases) of the interrupts, and must therefore consider all possible release times within their periodicity. We will here make use of standard response time analysis techniques [1] [12] for calculating the execution-and completion intervals. This is rather pessimistic when the duration between releases of tasks are nonharmonious with the inter-arrival times of the interrupts. We use this pessimistic method of calculating the interrupt interference to simplify the presentation. Thane [29] , presents how to exactly calculate the interrupt interference on the execution order graph.
Execution interval
The execution interval [α, β) (location *A in the algorithm) changes to: , a) , i.e., keeps the same value as in (3-2).
where w is the sum of WCET A and the maximum delay due to the preemption by sporadic interrupts, given by.
Just as Response Time Analysis (RTA) calculations [12] calculates the response times for jobs that are subjected to interference by preemption of higher priority jobs, we here calculate the interrupt interference on the preemption intervals.
Release time interval
When adding interrupts, the upper bound b' of the release time interval [a´, b'] is still equal to β β, whereas a' (location *B in the algorithm) changes to:
Where w a , is defined as:
This equation captures that the minimum interference by the interrupts occur when they have their maximum interarrival time and execute with their minimum execution time, and when they have their lowest possible number of hits within the interval. The latter is guaranteed by the use of the floor function (   ).
Execution times
In EOG we decrease a preempted job j's maximum and minimum execution time with how much it has been able to execute in the worst and best cases before the release time t of the preempting job. Affected parts in the algorithm are (*D) and (*E).
Since we are now dealing with interrupts, the effective time that j can execute prior to the preemption point will decrease due to interrupt interference. The remaining minimum execution time BCET T ' is given by:
Note that the sum of interrupt interference is not iterative, but absolute, because we are only interested in calculating how much the job j can execute in the interval, minus the interrupt interference.
Likewise we can calculate the remaining maximum execution time, WCET j ':
Example 3
Here we assume that the system is subjected to preemption by interrupts. The attributes are described in tables 4 and 5.
The side effects of the interrupts are solely of temporal character. Figure 7 depicts the EOG without interrupt interference, and Figure 8 with interrupts accounted for. The ": number" after each transition interval in figure 8 denotes the corresponding recursive EOG call number described in Table 6 .
The global EOG
In a distributed system with multiple nodes (and schedules) we generate one EOG for each node. From these, a global EOG describing all globally possible execution orderings can be constructed. In the case of perfectly synchronized clocks this essentially amounts to performing a parallel composition of the individual EOGs, using standard techniques for composing timed transition systems [26] . In other cases, we first need to introduce the timing uncertainties caused by the non-perfectly synchronized clocks in the individual EOGs.
Since the progress of local time on each node keeps on speeding up, and slowing down in order to accommodate for the local physical clocks mutual clock drift, the inter-arrival time of the clock ticks vary. The effect is such that for an external observer the scheduled release times and completion times according to a nominal (non-varying) tick interarrival time will change. Locally in the node the effect will manifest itself as a differential in the actual BCET and WCET from the estimated ditto. As the inter-arrival time between ticks increases, the BCET will decrease because of the possibility to execute more machine code instructions due to the longer duration. Likewise the WCET increases due to the decrease in the inter-arrival time of ticks. Table 4 The job attributes. Table 5 The Interrupt attributes.
Schedule, J
Recursive call sequence 
Figure 8 With interrupts
When scheduling the distributed real-time system it is essential to accommodate for the clock synchronization effects by time-wise separating the completion time of preceding, or mutually, exclusive tasks from the release time of a succeeding task with a factor δ, corresponding to the precision of the global time base.
When deriving the execution orderings we need thus change the estimations of the BCET and WCET:
Where the function K() is derived from the clock synchronization control loop implementation, and where the argument states how much of the clock synchronization interval is under consideration. The K() function substantially increases the precision, since it would be overly pessimistic to add, or subtract, δ/2 when it is possible that the BCET and WCET will only be fractions of the synchronization interval.
Calculating GEX o -the Global EOG.
After having generated EOGs for each node that accommodate for the effects of global clock synchronization we can construct the global EOG. 
Jitter
In the presented algorithms we take the effects of several different types of jitter into account:
• Schedule jitter, i.e., different instances of the same task in an LCM may have different relative release times for each period. This is specifically the case in statically scheduled systems.
• Release jitter, i.e., the inherited and accumulated jitter due to varying execution times for preceding higher priority jobs.
• Completion jitter, i.e., the response-time jitter due to schedule jitter, release jitter and the variation of the execution time for the job (Execution time jitter).
• Interrupt induced jitter, i.e., execution time variations induced by the preemption of interrupts.
• Clock synchronization jitter, i.e., the local clocks keep on speeding up, and down, depending on the global time base, leading to varying inter-arrival times between clock ticks.
An interesting conclusion that can be drawn from these types of jitter, and their effect on the execution order graph, is that:
1. Minimizing the execution time jitter minimizes the preemption and release intervals, with the positive effect of reducing the preemption "hit" window, and thus reducing the number of execution order scenarios.
2. By reducing the release jitter we reduce the execution order graph. This can be achieved by doing (1) or having fixed release-times.
3. Even though the BCET and WCET for all tasks are equal we will still have release and completion jitter if interrupts interfere.
Suggested actions for reducing jitter:
• Padding -the execution time for each execution path through a task is equalized by "no operation" instructions.
Other possibilities are to make use of delays in the code, or having a kernel that does not release a lower priority task until a preceding higher priority task has used up its scheduled WCET.
• Interrupt induced jitter can be minimized by eliminating interrupts by hardware design or minimizing the difference between minimum and maximum inter-arrival time for the interrupts.
• Clock synchronization jitter, must be accommodated for by adjusting the release times of the tasks in the schedule design.
The conclusion is that less jitter gives better testability. In general, real-time systems with tighter execution time estimates and WCET ≈ BCET, as well as interrupt inter-arrival times of T k max ≈ T k min , and better precision of the clock synchronization yields better testability than systems with larger jitter.
TOWARDS SYSTEMATIC TESTING
We will now outline a method for deterministic integration testing of distributed real-time systems, based on the identification of execution orderings. Testing of sequential programs (like single tasks) can be performed with regular unit testing [3] [27], using a black-box or white-box approach [3] . We assume that some method for testing of sequential programs is used. Exactly which one is not an issue here, since our focus is on serializing the distributed real-time system into a set of sequential programs.
Assumptions
In order to perform integration testing of distributed real-times systems the following is required:
• A feasible global schedule, including probes.
• Kernel-probes on each node that monitors task-switches. This information is sent to dedicated tasks (probetasks) that identify execution orderings from the task-switch information and correlate it to run test cases.
• A set of in-line probes that instrument tasks, as well as probe-nodes, which output and collect significant information to determine if a test run was successful or not.
• Control over, or at least a possibility to observe, the input data to the system with regard to contents, order, and timing.
Strategy
The test strategy consists of the following steps:
1. Identify the set of execution orderings by performing execution order analysis for the schedule on each node. 3. Map test case and output onto the correct execution ordering, based on observation.
Coverage
Depending on what we want to test: the entire system, multiple transactions (running over several nodes, single transactions (running over several nodes), multiple transactions (single node), single transactions (single node) or parts of transactions, we need different levels of coverage.
• Distributed coverage. When we test transactions that run over more than one node we need to consider the global EOG which can be represented by a set of tuples consisting of all possible permutations of the execution orderings on each node, as introduced in Section 3.3. If we test the system and observe, for each node, which execution scenario was run, we could classify every test run into a specific tuple. The coverage criteria could then be defined by specific subsets of all the possible tuples. The correspondence between observations on each node will be limited by the granularity of the global time base. That is, the global state has a granularity of δ, defined by the precision of the clock synchronization [30] .
• Node coverage. When we test transactions that run on a single node, we simply follow the test strategy.
However the coverage needs to be defined, and related to the transactions tested. A transaction may run several times during a [0,J MAX ] period, and it might therefore be necessary to give special attention to which instance gets which input.
Other issues
For a system that keeps state between periods, we must monitor or control, the jobs' internal variables, and not only the legal inputs defined by the jobs' interfaces, in order to guarantee determinism and coverage.
Reproducibility
To facilitate reproducible testing we must identify which execution orderings, or parts of execution orderings that can be enforced without introducing any probe effect. From the perspective of a single transaction this can be achieved by controlling the execution times of preceding and preempting jobs that belong to other transactions, these have no functional relation to the transaction under test. This of course only works in its entirety if we adhere to fault hypothesis (1) , that the jobs have no unwanted functional side effects via unspecified interfaces, otherwise we would miss such errors. Control over the execution times in other transactions can easily be achieved by incorporating delays in the jobs, or running dummies, as long as they stay within each job's execution time range [BCET, WCET].
Testability
The number of execution orderings is an objective measure of system testability, and can thus be used as a metric for comparing different designs, and schedules. Given that testability is an important system characteristic, we can use this measure, as a new optimization criterion in the heuristic search used to generate static schedules [35] , thereby generating schedules that are more testable.
CONCLUSION
In this paper we have given a description of a technique for achieving deterministic testing of distributed real-time systems. We have specifically address task sets with recurring release patterns, executing in a distributed system, where the scheduling on each node is handled by a priority driven preemptive scheduler, and were a global synchronized time base exists. The results can be summed up to:
• We have provided a method for finding all the possible execution scenarios for a DRTS with preemption, interrupts, and jitter.
• We have proposed a testing strategy for deterministic and reproducible testing of DRTS.
• A benefit of the testing strategy is that it allows any testing technique for sequential software to be used to test DRTS.
• Jitter increases the number of execution order scenarios, and jitter reduction techniques should therefore be used when possible to increase testability.
• The number of execution orderings is an objective measure of the testability of DRTS, which can be used as a new scheduling optimization criteria for generating schedules that are easier to test.
• If we relax the requirement on having feasible schedules to begin with, we can use the execution order analysis to calculate exact best-case and worst-case response-times for jobs, as well as calculating response-time jitter of the jobs.
Future pursuits include to experimentally validate the usefulness of the presented results, extend and refine the testing strategy and coverage criteria, devise testability increasing design rules for DRTS, and extend the technique to also handle critical regions with the ambition to obtain tighter response-times for fixed priority scheduled systems. Another pursuit would be to investigate the benefits of using the testability measure as a new heuristics in the generation of highly testable static schedules.
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