Abstract. We translate in semigroup theory Bismut's way of the Malliavin calculus.
Introduction
There are many types of infinite dimensional analysis (see works of Hida, Fomin, Albeverio, Elworthy, Berezanskii, etc) but one of the specificities of Malliavin calculus is that it can be applied to diffusions. Namely, one of the specificity of Malliavin calculus is to complete the classical differential operations on the Wiener space, such that functionals which belong to all the Sobolev spaces of Malliavin calculus are in general only almost surely defined, because there is no Sobolev imbedding theorem in infinite dimension. Diffusions, almost surely defined, belong to all the Sobolev spaces of Malliavin calculus.
By using this functional analysis approach, Malliavin [Ma 1 ] got a probabilistic proof of Hoermander's theorem (see [IW, Me, St, Ma 1 ,Ma 2 ,Nu] for a pedagogical introduction).
Bismut has avoided the heavy apparatus of functional analysis of Malliavin calculus, in order to prove again Hoermander's theorem by probabilistic methods [B 1 , No] .
We show that Bismut's mechanism can be suitably interpreted in terms of semigroup theory. We avoid using probability theory, but this work is the translation in semigroup theory of the work of Bismut. Remarkable formulas can be seen with the intuition of probability. Let us remark that it is not the first case that probability can explain easily magical formulas: the mysterious rescaling of Getzler's proof of the Index theorem can be easily interpreted in terms of probability theory in the work of Léandre [L 3 ]. We refer to the survey of Léandre [L 2 ] for various probabilistic proofs of the Index theorem, including Bismut proof [B 2 ].
For the sake of simplicity, we work in the elliptic case because in this case, the method of Léandre [L 1 , L 4 ] of inversion of the Malliavin matrix can be easily interpreted in terms of semigroup theory.
We use the classical results of differentiability of the solutions of parabolic equations which depend on a parameter, which are coming in stochastic analysis from the stochastic flow theorem.
Cameron-Martin-Girsanov-Maruyama formula in semigroup theory
Let us consider some vector fields X i , i = 0, . . . , m on R d with bounded derivatives of all order. Let L be the Hoermander type operator
acting on smooth bounded functions on R d . It can be written as
In (2.1), vector fields are considered as first order differential operators and in (2.2) vectors fields are considered as smooth applications from
3)
where t → h i t are smooth bounded functions which do not depend on x. L h generates an inhomogeneous Markov semigroup P h acting on bounded continuous functions on R d .
Let us consider on R d+1 some vector fields
and the generator acting on smooth functions off on R d+1 :
It generates a semigroupP h operating on the bounded continuous functions on R d+1 . In the sequel, for the integrability conditions, we refer to the Appendix.
Theorem 2.1 (Quasi-invariance).
Proof. Since the vector fieldsX t i are linear in u, we havẽ 
It is a classical result of stochastic analysis that:
On the other hand, let us consider the Itô equation on R d+1 starting from (x, 1):
if F is a bounded continuous function on R d+1 . Moreover, the classical Girsanov formula shows us that, by using stochastic calculus we have
where
Let us consider the vector fieldX
and the generator on R d+1 acting on smooth functionsf on R d+1 :
It generates a semigroupP h acting on the bounded continuous functions on R d+1 .
Theorem 2.2 (Elementary integration by parts formula).
with starting condition 0. On the other hand,
ds is a solution of the parabolic equation:
∂ ∂t
with starting condition 0. The result arises by unicity of the solution of this parabolic equation. ♦ Remark. Let us show from where this formula comes by stochastic analysis. In (2.9), we put a small λ before h i t and we get two processes x λ t (x) andx λ t (x). We get the formula:
We recognize in this last expression the quantity
which gives the second term of (2.15). On the other hand,
starting from 0. It can be solved by the method of variation of constant. Let U t be the solution of the matricial equation starting from I:
But (see Lemma 3.2 below), we have
The result follows by doing the change of variable s → t − s.
Malliavin's theorem in semigroup theory
For the integrability condition, we refer to the appendix. Let us consider the vector fields on
is the space of invertible matrices on R d , and M d the space of matrices on R d :
Let us consider the semigroup operating on continuous bounded functionals on V d generated byL:
We considerP t the semigroup associated toL. It is associated to the system of stochastic differential equation (in Stratonovitch form):
starting from (x,U,V ). If we consider U = Id and V = 0, U t corresponds to Dx t (x) and V t to the so-called Malliavin matrix. 
(3.5)
Proof. We write
In U 0 = I, we can computeLψ t . We get
with initial condition D f . Moreover, P t f satisfies the equation ∂ ∂t
such that ∂ ∂t DP t f satisfies (3.7) with the same initial condition D f . Therefore we get the result by the unicity of the solution of (3.7). ♦ Remark. Let us show from where this remarkable formula comes. We have
This result arises by the considerations following (3.4). Let us proceed as in [No] . We define on
where 
has derivatives of all orders with polynomial growth and X k 3,i has derivatives with polynomial growths.
We can define a semigroup P tot,k associated to 1/2 ∑ i>0 (X tot,k i
(3.14)
x k has to be seen as a matrix if X k 1,i is not equal to zero. Equation (3.14) can be seen by using stochastic analysis because P tot,k is associated to a step by step system of stochastic differential equations. Moreover, for all p we get as follows. PROPOSITION 3.3.
We refer to the Appendix for the proof of this proposition. Instead of considering the generator X 0 + 1/2 ∑ i>0 X 2 i by ∑ X i h i t where h i t is deterministic, we consider the perturbation by φ (x), h i X i where φ is smooth bounded with derivatives of polynomial growths.
We get a semigroup P λ t associated to the generator
Proof. The integrability conditions are satisfied by Proposition 3.4. LetP t be the semigroup associated to 1/2 ∑X 2 i +X 0 . If the Volterra expansion converges for the C k uniform norm on each compact, we get
(3.17)
which is the formula of Lemma 3.2. ♦
Remark. Let us show from where this formula comes. P λ t is associated to the stochastic differential equation in the Stratonovitch sense: 
and the couple of
where Q t is the semigroup generated bỹ
We get the following.
Proof. We remark that the vector fields involved withL commute with ∂ /∂ u such that
We remark therefore that
(3.26)
Therefore the result is as in the proof of Theorem 2.2. ♦
In the previous formula, 0) is a scalar. We would like to get a vector. In Lemma 3.4, we chooseX 0 = X t i (U −1 X i ) where U is chosen according to Lemma 3.2. We get with this extension
where u is a vector in Q t [ f u](x, I, 0) (see Lemma 3.7 for the definition ofP ′′ ).
has a smooth density.
Proof. We can use Proposition 3.5 to the extended semigroup of Proposition 3.3 where we replace φ (x) by t (U −1 X i ). We apply Proposition 3.5 to (V, f ) → fV −1 . We get
We iterate this procedure. We get ifP
for all r for the supremum norm · ∞ on functions on R d . Therefore the result. ♦
Proof of Malliavin's theorem. We have ifP
For that, we use the following lemma. 
Proof. LetP t be the semigroup associated to 1/2 ∑X 2 i +X 0 . It transforms a homogeneous polynomial in V into a homogeneous polynomial in V of same order (see (3.32)). Therefore, we havē
(3.30)
We put 0<s 1 <···<s n <tP
Let us recall thatP t is a Markov semigroup. LetÊ s 1 ,...,s n ,1 be the law of x s 1 ,U s 1 , . . . , x s n , U s n , x 1 ,U 1 , starting from (x, I) according this semigroup. We recognize in I n (s 1 , . . . , s n ),
Therefore the series (3.30) is finite and (3.30) is valid. But this last expression is nothing else butP
Therefore the series (3.30) is equal to
Therefore the result. ♦ Remark. Let us show from where this formula comes.P ′′ t is associated to the system of stochastic Stratonovitch differential equation,
starting from (x, I,V 0 ). We can solve the last equation by the method of the variation of constant, and we find that
Therefore the result.
Inversion of the Malliavin matrix in semigroup theory
In Theorem 3.1, V is called Malliavin's covariance quadratic form. To simplify this work, we will do the following elliptic hypothesis assumption in x:
for some C > 0.
Lemma 4.1. If |ξ | = 1,
Proof. We introduce a function g strictly decreasing, convex, from for some suitable γ > 0. ♦ As a corollary, we get the following.
Theorem 4.4. Under (4.1), f → P t [ f ](x) has a smooth density p t (x, y).
