An invariant state satisfying the Kubo-Martin-Schwinger condition is studied. It is shown that the decomposition of a given state into extremal invariant states yields states satisfying the KMS boundary condition if and only if the cyclic representation associated with the given state is ??-abelian, and that, if this is the case, the decomposition coincides with the standard central decomposition. The structure of the cyclic representation when it is non ?7-abelian is analyzed and typical examples are given. One of the examples gives a case where the cyclic representation is G-abelian but not Ty-abelian. § 1. Introduction
§ 1. Introduction
The Gibbs ensemble in quantum statistical mechanics satisfies the Kubo-Martin-Schwinger (KMS) boundary condition and a general property of such a state has been discussed [1], [2] , [3] , [4] . It is known that the center of the relevant TF*-algebra is time translation invariant [4] , From this it follows that the standard central decomposition yields again invariant states satisfying the KMS boundary condition. It is then an interesting question whether any further decomposition is possible and meaningful.
There exists theorems on the possibility of a unique decomposition into extremal invariant states under various assumptions: (weakly) asymptotic abelian [5] , [6] , ?7-abelian [7] , M-abelian [8] , large [9] , G-abelian [10] .
In this paper we shall show that, for an invariant state satisfying the KMS boundary condition, a decomposition into extremal invariant states is possible and yields exclusively states satisfying the KMS boundary condition if and only if the cyclic representation associated with the given state is ^-abelian. If that is the case, the decomposition coincides with the standard central decomposition.
If the restriction of the representation to the subspace of invariant vectors is abelian (G-abelian), then any decomposition finer than the central decomposition is shown to yield a state not satisfying the KMS boundary condition-If the restriction of the representation to the subspace of invariant vectors is a factor, then it must be a finite factor. If it is type I, the structure of the state is in a sense completely analyzed. It is a tensor product of two spaces, where the time translation acts only on one space in which the invariant vector is unique and on the other space the state is a trace. If the given state satisfies the KMS boundary condition, then the part of the representation algebra in the first space does not contain any time translation invariant observable. The general case is a combination of abelian and factor situations. Typical examples for the two cases are given. In particular, we have an example where the system is (non trivially) G-abelian but not ^-abelian and the state is a factor state.
From the analysis of the present paper, we have the impression that the central decomposition is probably optimal "good" decomposition for states satisfying the KMS boundary condition, as was hinted in [11], footnote to proposition 4. If the stationary observables are not commutative, a further non-unique reduction is possible according to their expectation values, but this does not change the structure of time dependent part. § 2. Preliminaries Let r be a continuous representation of a locally compact group G by automorphisms of a C*-algebra §1 and cp be a r(G) 
he set of all r(G) invariant central elements of 7r(Sl)" is C 0 . is 0 on IV Since 7z>( §l)n<p is dense in /Jp and (2. 28) is in ^(Sl)', we have
Namely B^R^. If J2/ is trivial, then S = c 1 and hence cp l = q>. Therefore, if RJ is trivial, <p is extremal.
§3. KMS Boundary Condition
In the rest of this paper, the group G is the additive group of reals. Definition 3. 1. AT (G) invariant state <p satisfies the KMS boundary condition if for any f(p) of the class 3), where we have used (iii) in the last step. Hence (iii) implies (iv). Conversely, (iv) implies that 7zv( §l) is ?7-abelian. It is known that if 7z>(3T) is 7?-abelian, then the weak cluster property (iv) implies
Theorem 3.6. Let SI be separable. In order that a r(G) invariant state <p satisfying KMS boundary condition is an integral of a family of r(G) extremal invariant states satisfying KMS boundary condition, it is necessary and sufficient that 7^ (31) Corollary 3. 8. Let 21 be separable and <p be a r(G x GJ invariant state of 21 which satisfies the KMS boundary condition with respect to the one parameter group G. Further assume that ^(21) is Mabelian or 7?-abelian for amenable group or weakly asymptotically abelian for a non compact group or large, with respect to G x . Then the decomposition of (p into extremal G l invariant state yields r(G) invariant state satisfying the KMS boundary condition with respect to G.
Proof. This follows from the previous Corollary and the known fact that R± is in the center of 7^ (21) We now analyze the general structure when 7r (p (2I) // is not ??-abelian 8 By Corollary 3. 7, the central decomposition always yields a r(G) invariant state satisfying the KMS boundary condition, our problem is reduced to a factor state <p which is r(G) invariant and satisfies the KMS boundary condition-For this case we have two steps of possible decomposition towards extremal invariant states. First step is the decomposition according to the central part RiE 0 n RZ'EQ. If this part is understood, we may proceed to the case where RJE Q is a factor on E Q H V . These two steps will be discussed here, together with typical examples. The first step necessarily yields a state not satisfying the KMS condition. In the second case, one can find the structure more explicitly. Our example also shows a case where n^)" is G abelian but not ?7-abelian.
If R a is not contained in CE Q (C is the center of 7z>( §l)") then a decomposition of <p into r(G) invariant states diagonalizing R a necessarily yields some states which do not satisfy the KMS boundary condition. Proof* Let F be a projection in R a . Since it is in R 2 'E Q9 there exists a projection F in J?/ such that FE Q = F. We note that F commutes with E 0 and Fe 7^(21)" Z) ./Si/• Now we assume that Therefore, we have A = X1.
Example 4. 4. (4. 7) ~~ (4. 11), where Q 2 and Q 2 ' may be any finite factor, gives an examples, which are not G-abelian. In this case any further decomposition with respect to J?/ which is obviously non unique yields states which differ with respect to stationary observables Q 2 but which are essentially the same for the time dependent part Q lt In general Q l can contain also stationary observables for which f^ is necessarily an eigen state. which is non zero for some A unless E Q BE 0 is a multiple of the identity operator on E Q H.
