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Let T = {T (t)}t∈R be a C0-group on a complex Banach space X dominated by a weight
function ω(t) = (1+|t|)α (0 α < 1) and let A be its generator with domain D(A). Among
other things, it is shown that if the operator A has compact local spectrum at x ∈ X , then
x ∈ D(A) and there exist double sequences of real numbers (cn)n∈Z and (tn)n∈Z such that
Ax =
∑
n∈Z
cnT (tn)x,
where ∑
n∈Z
|cn| = rA(x);
rA(x) is the local spectral radius of A at x. As an application, some inequalities of Bernstein
type in Lp-spaces are given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a complex Banach space and let B(X) be the algebra of all bounded linear operators on X . A family T= {T (t)}t∈R
in B(X) is called a C0-group if the following properties are satisﬁed:
(i) T (0) = I , the identity operator on X ;
(ii) T (t + s) = T (t)T (s), for all t, s ∈ R;
(iii) limt→0‖T (t)x− x‖ = 0, for every x ∈ X .
The generator of T is the linear operator A with domain D(A) deﬁned by
D(A) =
{
x ∈ X: lim
t→0
1
t
(
T (t)x− x) exists},
Ax = lim
t→0
1
t
(
T (t)x− x), x ∈ D(A).
The generator is always a closed, densely deﬁned operator.
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and by R(z, A) = (zI − A)−1, the resolvent of A. For an arbitrary x ∈ X , we deﬁne ρA(x) to be the set of all λ ∈ C for which
there exists a neighborhood of Uλ of λ with u(z) analytic on Uλ having values in D(A), such that (zI − A)u(z) = x on Uλ .
This set is open and contains the resolvent set ρ(A) of A. The function u is called local resolvent of A on Uλ . By deﬁnition,
the local spectrum of A at x, denoted by σA(x), is the complement of ρA(x), so it is a closed subset of σ(A) (see, [2]). The
local spectral radius of A at x is deﬁned as
rA(x) = sup
{|λ|: λ ∈ σA(x)}.
In this paper, we study some local spectral properties of the generators of C0-groups. Section 2 contains some prelimi-
nary results. In Section 3, we consider the C0-group T = {T (t)}t∈R (with generator A) on a Banach space X dominated by
a polynomial weight ω(t) = (1+ |t|)α (0 α < 1). It is shown that if the operator A has compact local spectrum at x ∈ X ,
then x ∈ D(A) and there exist double sequences of real numbers (cn)n∈Z and (tn)n∈Z such that
Ax =
∑
n∈Z
cnT (tn)x,
where∑
n∈Z
|cn| = rA(x).
As an application, we obtain some inequalities of Bernstein type in Lp-spaces.
2. Preliminaries
Let A be a complex commutative Banach algebra and let MA be its structure space. By â, we denote the Gelfand trans-
form of an element a ∈ A. If A has no unit element, then the algebra formed by adjoining an identity is denoted by A1. As
is well known, MA1 = MA ∪ {∞} is the one-point compactiﬁcation of MA . The hull of an ideal I ⊂ A is deﬁned as
hull(I) = {φ ∈ MA: â(φ) = 0, ∀a ∈ I}.
The algebra A is said to be (Shilov) regular if for each closed subset S of MA and each φ ∈ MA \ S there exists an element
a ∈ A with â(φ) = 1 and â(S) = {0}. Let A be a regular semisimple Banach algebra. As is well known for a closed subset S
of MA ,
I S =
{
a ∈ A: â(S) = {0}}
is the largest closed ideal in A whose hull is S and
J S = {a ∈ A: supp â ∩ S = ∅}
is the smallest closed ideal in A whose hull is S . A closed set S is said to be the set of synthesis for A if and only if
I S = J S . The algebra A is said to be Tauberian, if the set of all a ∈ A whose Gelfand transform has compact support is
dense in A. This is equivalent to the fact that {∞} is a set of synthesis for the algebra A1 in the case where A has no unit
element [7, Chapters 7 and 8].
We shall need the following lemma.
Lemma 2.1. Let A be a regular semisimple Banach algebra and let {Iγ }γ∈Γ be a collection of the closed ideals in A. Then, we have
hull
{⋂
γ∈Γ
Iγ
}
=
⋃
γ∈Γ
hull(Iγ )
weak∗
.
Proof. Let Sγ = hull(Iγ ) and let S =⋃γ∈Γ Sγ weak∗ . Since ⋂γ∈Γ Iγ ⊂ Iγ , we have
Sγ ⊂ hull
{⋂
γ∈Γ
Iγ
}
,
for every γ ∈ Γ , and so
S ⊂ hull
{⋂
γ∈Γ
Iγ
}
.
For the reverse inclusion, let φ ∈ MA be such that φ /∈ S . Since the algebra A is regular, there exists an element a ∈ A such
that â(φ) = 0 and â vanishes on some neighborhood of S . Consequently, a ∈ J S , where J S is the smallest closed ideal in A
whose hull is S . We can see that J S ⊂ Iγ for every γ ∈ Γ so that J S ⊂⋂γ∈Γ Iγ . Now, since a ∈⋂γ∈Γ Iγ and â(φ) = 0, we
have φ /∈ hull{⋂γ∈Γ Iγ }. 
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ω(t) 1 and ω(t + s)ω(t)ω(s) for all t, s ∈ R.
The Beurling algebra with weight ω(t) is
L1ω(R) =
{
f ∈ L1(R): ‖ f ‖ω =
∞∫
−∞
∣∣ f (t)∣∣ω(t)dt < ∞}.
L1ω(R) is a commutative Banach algebra with respect to convolution and admits a bounded approximate identity (b.a.i.). Let
L∞ω (R) be the space of equivalence classes of measurable function ϕ(t) on R for which
ess sup
t∈R
|ϕ(t)|
ω(t)
< ∞.
The space L∞ω (R) is the dual space of L1ω(R) for the pairing
〈ϕ, f 〉 =
∞∫
−∞
f (t)ϕ(−t)dt, ϕ ∈ L∞ω (R), f ∈ L1ω(R).
Let ω be a weight function on R and let Mω(R) be a convolution (commutative) Banach algebra of all regular complex
Borel measures μ on R such that
‖μ‖ω =
∞∫
−∞
ω(t)d|μ|(t) < ∞,
where |μ| is the total variation of μ. The space L1ω(R) is naturally identiﬁable with a closed ideal of Mω(R). The Fourier–
Stieltjes transform of μ ∈ Mω(R) is deﬁned by
μ̂(λ) =
∞∫
−∞
exp(−iλt)dμ(t).
The Fourier transform of f ∈ L1ω(R) is
f̂ (λ) =
∞∫
−∞
exp(−iλt) f (t)dt.
A weight function ω(t) is said to be non-quasianalytic if
∞∫
−∞
logω(t)
1+ t2 dt < ∞.
For example, ω(t) = (1+ |t|)α (α  0) is a non-quasianalytic weight and it is called polynomial weight.
We shall need the following result [9, Chapter 2].
Theorem 2.2. If ω(t) is a non-quasianalytic weight on R, then the following hold:
(i) The algebra L1ω(R) has structure space R and is regular;
(ii) The Gelfand transform of f ∈ L1ω(R) is just f̂ , the Fourier transform of f ;
(iii) L1ω(R) is Tauberian.
It follows from Theorem 2.2(iii) that if ω(t) is a non-quasianalytic weight on R, then the algebra L1ω(R) admits a b.a.i.
(en)n∈N such that supp ên (n ∈ N) is compact. Recall also that if ω(t) = (1 + |t|)α (0 α < 1), then every closed countable
subset of R is a set of synthesis for L1ω(R) [10, Chapter 6, §3].
By S(R), we will denote the set of all rapidly decreasing functions on the real line, i.e. the set of inﬁnitely differentiable
functions g on R such that
lim|x|→∞
∣∣xn g(k)(x)∣∣= 0 for all n,k = 0,1,2, . . . .
It can be seen that if ω(t) is a polynomial weight, then S(R) ⊂ L1ω(R).
For a function f :R → C and s ∈ R, f s will denote the translation of f by s: f s(t) = f (t − s).
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a constant C > 0 such that ‖T (t)‖ Cω(t) for all t ∈ R. Then, for every μ ∈ Mω(R), we can deﬁne μ̂(T) ∈ B(X), by
μ̂(T)x =
∞∫
−∞
T (t)xdμ(t), x ∈ X .
In the case, when f ∈ L1ω(R), we put
f̂ (T)x =
∞∫
−∞
f (t)T (t)xdt, x ∈ X .
It is easy to verify that the map θ :Mω(R) → B(X), deﬁned by θ(μ) = μ̂(T), is a continuous algebra homomorphism.
A straightforward application of a separation theorem shows that the union of the ranges of the operators f̂ (T), f ∈ L1ω(R),
is dense in X . It follows that if {en}n∈N is a b.a.i. for L1ω(R), then ên(T)x → x, as n → ∞, for every x ∈ X . Recall that the
Arveson spectrum, notation sp(T), is the hull of the closed ideal
I = { f ∈ L1ω(R): f̂ (T) = 0}.
As is well known [9, Theorem 5.4.1], if T is a C0-group of isometries on a Banach space with generator A, then sp(T) = σ(i A).
Let T = {T (t)}t∈R be a C0-group on a Banach space X dominated by some non-quasianalytic weight ω(t) on R. The
Arveson spectrum [1] of an element x ∈ X (with respect to T) denoted by spT(x) is deﬁned as the hull of the closed ideal
Ix =
{
f ∈ L1ω(R): f̂ (T)x = 0
}
.
It can be seen that if x = 0, then Ix is a proper ideal in L1ω(R). It follows from Theorem 2.2 and [7, Corollary 8.1.1] that
spT(x) = ∅, whenever x = 0. Note also that for every x ∈ X and f ∈ L1ω(R), the following relations (which can be readily
veriﬁed) hold:
spT(x) ∩
{
λ ∈ R: f̂ (λ) = 0}⊂ spT( f̂ (T)x) (2.1)
and
spT
(
f̂ (T)x
)⊂ spT(x) ∩ supp f̂ . (2.2)
Lemma 2.3. Let T = {T (t)}t∈R be a C0-group on a Banach space X dominated by some non-quasianalytic weight ω(t) on R and let
μ ∈ Mω(R). Then the following assertions hold:
(a) If μ̂(T)x = 0, then μ̂(λ) = 0 on spT(x);
(b) If μ̂ vanishes in a neighborhood of spT(x), then μ̂(T)x = 0;
(c) If μ̂(λ) = 1 in a neighborhood of spT(x), then μ̂(T)x = x.
Proof. (a) For a given f ∈ L1ω(R), we have f̂ ∗ μ(T)x = f̂ (T)μ̂(T)x = 0, so that f ∗ μ ∈ Ix . Therefore, f̂ (λ)μ̂(λ) vanishes
on spT(x) for every f ∈ L1ω(R). This clearly implies that μ̂(λ) = 0 on spT(x).
(b) Let {en}n∈N be a b.a.i. for L1ω(R). Note that the Fourier transform of the function μ ∗ en (n ∈ N) vanishes in a neigh-
borhood of spT(x). Consequently, μ ∗ en belongs to the smallest ideal of L1ω(R) whose hull is spT(x). Hence, μ ∗ en ∈ Ix , so
that μ̂(T)̂en(T)x = 0. As n → ∞, we obtain μ̂(T)x = 0.
(c) The Fourier transform of the function μ ∗ en − en (n ∈ N) vanishes in a neighborhood of spT(x). In view of (b),
μ̂(T)̂en(T)x = ên(T)x. As n → ∞, we obtain μ̂(T)x = x. 
Recall that a closed, densely deﬁned operator A on a Banach space X is said to have the single-valued extension property
(SVEP), if for every open set U in C the only analytic function u :U → D(A) for which the equation (zI − A)u(z) = 0 holds,
is the constant function u ≡ 0. Consequently, SVEP implies the existence of a maximal analytic extension of R(z, A)x to the
set ρA(x) for every x ∈ X .
Let T = {T (t)}t∈R be a C0-group on a Banach space X dominated by some non-quasianalytic weight ω(t) and let A be
its generator. Then σ(i A) is located on the real line [9, Chapter 2] and for every x ∈ X ,
iR(z, i A)x =
{∫∞
0 exp(izt)T (t)xdt, Im z > 0;
− ∫ 0−∞ exp(izt)T (t)xdt, Im z < 0. (2.3)
It follows that iλ ∈ σA(x) (λ ∈ R) if and only if R(z, i A)x cannot be extended analytically to a neighborhood of λ.
Note also that generators of the C0-groups with non-quasianalytic weight have the SVEP. To see this, let U be an open
set in C and let u :U → D(A) be an analytic function on U for which the equation (zI − A)u(z) = 0 (z ∈ U ) holds. Assume
that U ∩ R = ∅. Since σ(i A) ⊂ R, the operator (zI − A) is invertible for every z ∈ U , and so u(z) = 0 for all z ∈ U . If
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u(z) vanishes on U+ and on U− . It follows from the uniqueness theorem that u(z) = 0 for all z ∈ U .
Let ω(t) be a non-quasianalytic weight on R and let M be a non-void subset of L∞ω (R). A point λ ∈ R is said to be
a Beurling spectrum of M if the character exp(−iλt) belongs to the weak∗-closed translation invariant subspace of L∞ω (R)
generated by M . By spB{M}, we will denote the set of all Beurling spectra of M . It is easy to verify that
spB{M} = hull( JM),
where
JM =
{
f ∈ L1ω(R): f ∗ g = 0, ∀g ∈ M
}
is a closed ideal in L1ω(R). Further, since
JM =
⋂
g∈M
J g,
by Lemma 2.1 we have
spB{M} =
⋃
g∈M
spB{g}. (2.4)
For a subset M ⊂ L∞ω (R), we will write M∨ = {g∨: g ∈ M}, where g∨(t) = g(−t). It can be seen that
spB{M∨} =
{−λ: λ ∈ spB{M}}.
The Carleman transform of a function g ∈ L∞ω (R) is deﬁned as the analytic function G(z) on C \ R given by
G(z) =
{∫∞
0 exp(izt)g(t)dt, Im z > 0;
− ∫ 0−∞ exp(izt)g(t)dt, Im z < 0.
We shall need the following result which is proved in [5].
Theorem 2.4. Let ω(t) be a non-quasianalytic weight on R and let g ∈ L∞ω (R). Then, λ ∈ spB{g} if and only if there is no analytic
extension of G(z) to a neighborhood of −λ.
Let T = {T (t)}t∈R be a C0-group on a Banach space X dominated by some weight function ω(t) on R. For a given x ∈ X
and ϕ ∈ X∗ , we deﬁne the function ϕx on R, by ϕx(t) = ϕ(T (t)x). Then, ϕx is a continuous function from L∞ω (R). We put
Mx = {ϕx: ϕ ∈ X∗}.
Lemma 2.5. If T= {T (t)}t∈R is a C0-group dominated by some non-quasianalytic weight ω(t) on R, then for every x ∈ X,
spT(x) = spB
{
M∨x
}
.
Proof. It is enough to show that Ix = JM∨x . Note that f ∈ Ix if and only if f̂ s(T)x = 0 for all s ∈ R. Now, for a given ϕ ∈ X∗ ,
from the identity
ϕ
(
f̂ s(T)x
)= ∞∫
−∞
f (t − s)ϕ(T (t)x)dt
=
∞∫
−∞
f (t − s)ϕ∨x (−t)dt =
(
f ∗ ϕ∨x
)
(s)
we can deduce that f ∈ Ix if and only if f ∈ JM∨x . 
Lemma 2.6. Let T= {T (t)}t∈R be a C0-group dominated by some non-quasianalytic weightω(t) on R and let A be its generator. Then,
for every x ∈ X,
spT(x) = σi A(x).
Proof. First, let us show that spT(x) ⊂ σi A(x). In view of Lemma 2.5 and the identity (2.4) we have
spT(x) =
⋃
∗
spB
{
ϕ∨x
}
.ϕ∈X
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λ ∈ spB{ϕ∨x }, but λ ∈ ρi A(x). Then, there exists a neighborhood of Uλ of λ with u(z) analytic on Uλ having values in D(A)
such that (zI − i A)u(z) = x on Uλ . On the other hand, from the identity (2.3) we have
iϕ
(
R(z, i A)x
)={∫∞0 exp(izt)ϕx(t)dt, Im z > 0;− ∫ 0−∞ exp(izt)ϕx(t)dt, Im z < 0.
This shows that iϕ(R(z, i A)x) is the Carleman transform of ϕx . Moreover, iϕ(u(z)) is an analytic function on Uλ and
iϕ(R(z, i A)x) = iϕ(u(z)) for every z ∈ Uλ with Im z = 0. Hence, the function iϕ(R(z, i A)x) can be analytically extended
to a neighborhood of Uλ . By Theorem 2.4, −λ /∈ spB{ϕx}. Hence, we have that λ /∈ spB{ϕ∨x } which is a contradiction.
For the reverse inclusion, it is enough to show that
σi A(x) ⊂
⋃
ϕ∈X∗
spB
{
ϕ∨x
}
.
Assume that λ /∈ spB{ϕ∨x } for every ϕ ∈ X∗ . Then, −λ /∈ spB{ϕx} and by Theorem 2.4, the function iϕ(R(z, i A)x) can be
analytically extended to a neighborhood of λ for every ϕ ∈ X∗ . It follows that R(z, i A)x can be analytically extended to
a neighborhood of λ and hence, λ ∈ ρi A(x). 
Next, we will consider some examples.
Let X = Lp(R) (1  p < ∞) be the space of all p-integrable functions on R endowed with the corresponding
p-norm ‖ · ‖p . By W 1,p(R) we will denote the set of all f ∈ Lp(R) such that f is absolutely continuous and f ′ ∈ Lp(R). Fix
f ∈ Lp(R) arbitrary. Note that f ∗ k ∈ L∞(R) for every k ∈ Lq(R) ( 1p + 1q = 1). This enable us to deﬁne the spectrum Σ( f )
of f as follows:
Σ( f ) :=
⋃
k∈Lq(R)
σB( f ∗ k).
Note also that the translation operators
T (t)g(s) = g(s − t), g ∈ Lp(R),
deﬁne a C0-group T= {T (t)}t∈R of isometries on Lp(R) whose generator A is given by differentiation operator
Ag = − d
dt
g
with domain D(A) = W 1,p(R). It can be seen that ĥ(T) f = h ∗ f , h ∈ L1(R), so that
I f =
{
h ∈ L1(R): h ∗ f = 0}.
By Lemma 2.6,
σ 1
i
d
dt
( f ) = hull(I f ).
Further, for an arbitrary k ∈ Lq(R) since f ∗ k ∈ L∞(R), we can write
J f ∗k =
{
h ∈ L1(R): h ∗ f ∗ k = 0}.
It is easy to check that if kn = 2nχ[− 1n , 1n ] (n ∈ N), where χ[− 1n , 1n ] is the characteristic function of the interval [−
1
n ,
1
n ], then
kn ∈ Lq(R) and f ∗ kn → f in the Lp-norm. Using this fact, we have
I f =
⋂
k∈Lq(R)
J f ∗k.
Now taking into account Lemma 2.1, we obtain
σ 1
i
d
dt
( f ) =
⋃
k∈Lq(R)
σB( f ∗ k).
Hence, we have the following corollary.
Corollary 2.7. For every f ∈ Lp(R) (1 p < ∞),
σ 1
i
d
dt
( f ) = Σ( f ).
Note that in the case when f ∈ Lp(R) ∩ L∞(R), the ideals I f and J f coincide. Hence, we have the following.
Corollary 2.8. If f ∈ Lp(R) ∩ L∞(R) (1 p < ∞), then
σ 1
i
d
dt
( f ) = σB( f ).
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Before stating the main result of this section, we shall need the following theorem.
Theorem 3.1. Let T = {T (t)}t∈R be a C0-group on a Banach space X dominated by a polynomial weight ω(t) = (1 + |t|)α (α  0)
and denote by A its generator. Then the following assertions hold:
(a) If the local spectrum of A at x ∈ X is compact, then x ∈ D(A);
(b) If 0 α < 1 and the local spectrum of A at x ∈ X is a ﬁnite set {λ1, . . . , λn}, where λi = λ j (i = j), then
x ∈ Ker(A − λ1 I) ⊕ · · · ⊕ Ker(A − λn I).
Proof. (a) Assume that the local spectrum of A at x ∈ X is compact. Choose a function g ∈ S(R) such that ĝ(λ) = 1 in
a neighborhood of σi A(x). By Lemmas 2.3(c) and 2.6, we have x = ĝ(T)x and therefore, T (t)x = ĝt(T)x. Consequently, we
have
lim
t→0
T (t)x− x
t
= lim
t→0
ĝt(T)x− ĝ(T)x
t
= lim
t→0
∞∫
−∞
g(s − t) − g(s)
t
T (s)xds
= − lim
t→0
∞∫
−∞
g′(s − θst)T (s)xds (0 θs < 1). (3.1)
Let β = [α] + 2. Since g′ ∈ S(R), we have∣∣g′(s − θst)∣∣ C
(1+ |s − θst|)β
for some constant C > 0. On the other hand,(
1+ |s|)β  (1+ |s − θst|)β(1+ |θst|)β .
Hence, we have∣∣g′(s − θst)∣∣ C (1+ |θst|)β
(1+ |s|)β .
It follows that if |t| 1, then∣∣g′(s − θst)∣∣∥∥T (s)x∥∥ 2βC
(1+ |s|)β−α ‖x‖.
Since β − α > 1, the function 1
(1+|s|)β−α is integrable on R. By Lebesgue Dominated Convergence Theorem, from (3.1) we
obtain
lim
t→0
T (t)x− x
t
= −
∞∫
−∞
g′(s)T (s)xds = −ĝ′(T)x.
(b) Assume ﬁrst that σA(x) = {0} for some x ∈ X . By Lemma 2.6, hull(Ix) = {0}. Since {0} is a set of synthesis for L1ω(R)
[10, Chapter 6, §3], we have{
f ∈ L1ω(R): f̂ (T)x = 0
}= { f ∈ L1ω(R): f̂ (0) = 0}.
Note that for an arbitrary f ∈ L1ω(R) and t ∈ R, the Fourier transform of the function ft − f vanishes at zero. Consequently,
f̂ (T)(T (t)x− x) = 0 for all f ∈ L1ω(R) and t ∈ R. If {en}n∈N is a b.a.i. for L1ω(R), then we have
T (t)x− x = lim
n→∞ ên(T)
(
T (t)x− x)= 0.
Hence, T (t)x = x for all t ∈ R, so that Ax = 0. Assume that σA(x) = {λ}, λ ∈ iR. Since A−λI is the generator of the C0-group
deﬁned by Tλ = {exp(−λt)T (t)}t∈R and σA−λI (x) = {0}, we obtain Ax = λx.
Now, assume that σA(x) = {λ1, . . . , λn}, where λ1, . . . , λn ∈ iR and λi = λ j (i = j). Let U1, . . . ,Un be a disjoint neighbor-
hoods of iλ1, . . . , iλn , respectively. Let Vk be a neighborhood of iλk such that V k is compact and V k ⊂ Uk (k = 1, . . . ,n).
Then, there exist functions f1, . . . , fn in L1w(R) such that f̂k(λ) = 1 on Vk and f̂k(λ) = 0 outside Uk (k = 1, . . . ,n). Put
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where xk = f̂k(T)x (k = 1, . . . ,n). Further, it follows from Lemma 2.6 and the relations (2.1) and (2.2) that
{iλk} ⊂ σi A(xk) ⊂ σi A(x) ∩ supp f̂k = {iλk}.
Hence, we obtain σA(xk) = {λk}, and so Axk = λkxk . Thus we have that
x ∈ Ker(A − λ1 I) ⊕ · · · ⊕ Ker(A − λn I). 
Recall that in the case when α = 0 and n = 1, the assertion (b) of Theorem 3.1 is the C0-group version of the well-known
Gelfand Theorem (see, [3, p. 521] and [9, Lemma 5.1.4]).
Let A be a closed, densely deﬁned operator on a Banach space X with domain D(A). A linear subset D of D(A) is called
core [3, p. 52] for A if D is dense in D(A) for the graph norm ‖x‖A = ‖x‖ + ‖Ax‖.
Proposition 3.2. Let T= {T (t)}t∈R be a C0-group on a Banach space X dominated by a polynomial weight ω(t) = (1+ |t|)α (α  0)
and denote by A its generator. Then, the set D = {x ∈ X: rA(x) < ∞} is a core for A.
Proof. It is easy to see that σA(x+ y) ⊂ σA(x)∪σA(y) for every x, y ∈ X . From this and from Theorem 3.1(a) it follows that
D is a linear subset of D(A). Moreover, since σA(T (t)x) ⊂ σA(x) (t ∈ R), D is T-invariant. Now, by [3, p. 54, Proposition 1.7]
it is enough to show that D is dense in X . To see this let x ∈ X and let {en}n∈N be a b.a.i. for L1ω(R) such that supp ên
(n ∈ N) is compact. By (2.2) and Lemma 2.6, we have
σi A
(̂
en(T)x
)⊂ σi A(x) ∩ supp ên.
It follows that ên(T)x ∈ D . On the other hand, since ên(T)x → x, we obtain the required assertion. 
The following theorem is the main result of this paper.
Theorem 3.3. Let T= {T (t)}t∈R be a C0-group on a Banach space X dominated by a polynomial weightω(t) = (1+|t|)α (0 α < 1)
and denote by A its generator. If the operator A has compact local spectrum at x ∈ X, then there exist double sequences of real
numbers (cn)n∈Z and (tn)n∈Z such that
Ax =
∑
n∈Z
cnT (tn)x,
where∑
n∈Z
|cn| = rA(x).
For the proof, we need the following lemma.
Lemma 3.4. Let T= {T (t)}t∈R be a C0-group on a Banach space X dominated by a polynomial weight ω(t) = (1+ |t|)α (α  0) and
denote by A its generator. Let x ∈ X be such that 0 < rA(x) < ∞ and let μ ∈ Mω(R). If μ̂(λ) = λ on [−rA(x), rA(x)], then
μ̂(T)x = i Ax.
Proof. Let ε and ε′ be chosen such that 0 < ε < ε′ < 1. Consider the C0-group Tε deﬁned by Tε = {T (εt)}t∈R . Then εA is
the generator of Tε and rεA(x) = εrA(x). Suppose g ∈ S(R) is such that ĝ(λ) = 1 on [−ε′rA(x), ε′rA(x)] and ĝ(λ) vanishes
outside (−rA(x), rA(x)). Put h = ig′ . By Theorem 3.1(a), x ∈ D(A). Now using the identity
d
dt
T (t)x = AT (t)x,
we can write
ĥ(Tε)x = i
∞∫
−∞
g′(t)Tε(t)xdt
= −i
∞∫
−∞
g(t)
(
d
dt
Tε(t)x
)
dt
= −iεA
∞∫
−∞
g(t)Tε(t)xdt
= −iεAĝ(Tε)x.
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ĥ(λ) = −λĝ(λ) = −μ̂(λ)̂g(λ)
on (−ε′rA(x), ε′rA(x)). By Lemmas 2.3(b) and 2.6, we have
ĥ(Tε)x = −μ̂(Tε)̂g(Tε)x.
Since ĝ(λ) = 1 on (−ε′rA(x), ε′rA(x)), by Lemmas 2.3(c) and 2.6, ĝ(Tε)x = x. Consequently, we have
εi Ax = μ̂(Tε)x =
∞∫
−∞
T (εt)dμ(t),
for every 0 < ε < 1. As ε → 1, we obtain μ̂(T)x = i Ax. 
Proof of Theorem 3.3. If rA(x) = 0, then by Theorem 3.1(b), we have Ax = 0. In this case, there is nothing to prove. Hence,
we may assume that rA(x) > 0. Consider the function
h(λ) =
{
λ, −rA(x) λ rA(x);
2rA(x) − λ, rA(x) λ 3rA(x).
We extend this function periodically to the real line by putting h(λ+ 4rA(x)) = h(λ) for all λ ∈ R. The Fourier coeﬃcients of
the function h(λ) are given by the equalities:
cn(h) = 1
4rA(x)
3rA(x)∫
−rA(x)
exp
(
−i nπ
2rA(x)
λ
)
h(λ)dλ
= 1
4rA(x)
[ rA(x)∫
−rA(x)
λexp
(
−i nπ
2rA(x)
λ
)
dλ + (−1)|n|
rA(x)∫
−rA(x)
λexp
(
i
nπ
2rA(x)
λ
)
dλ
]
.
Simple calculations show that
c2k(h) = 0 and c2k+1(h) = 1i
4rA(x)
π2
(−1)|k| 1
(2k + 1)2 (k ∈ Z).
Let μ be a discrete measure on R concentrated at the points
tk = − 1rA(x) (2k + 1)
π
2
with corresponding weights
ak = 1i
4rA(x)
π2
(−1)|k| 1
(2k + 1)2 (k ∈ Z).
In other words,
μ =
∑
k∈Z
akδtk ,
where δtk is the Dirac measure concentrated at the point {tk} (k ∈ Z). Since 0 α < 1, we can see that∫
R
(
1+ |t|)α d|μ| =∑
k∈Z
|ak|
(
1+ |tk|
)α
< ∞,
so that μ ∈ Mω(R). Consequently, we have
μ̂(T)x =
∑
k∈Z
akT (tk)x.
On the other hand, it follows from the uniqueness theorem that μ̂(λ) = h(λ) and therefore, μ̂(λ) = λ on [−rA(x), rA(x)]. By
Lemma 3.4,
Ax = −iμ̂(T)x = −i
∑
k∈Z
akT (tk)x =
∑
k∈Z
ckT (tk)x,
where ck = −iak . Using now the following well-known identity∑ 1
(2k + 1)2 =
π2
4
,k∈Z
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n∈Z
|ck| = rA(x). 
By the well-known Stone Theorem the operators i A, where A runs over all self-adjoint operators (possibly unbounded)
on a Hilbert space are exactly generators of C0-groups of unitary operators. Let A be a self-adjoint operator on a Hilbert
space H and let E(·) be the spectral measure of A. For a given x ∈ H , let μx be the vector-measure deﬁned on the Borel
subsets of R by μx() = E()x. It can be seen that σA(x) = suppμx , so that rA(x) = sup{|λ|: λ ∈ suppμx}. From this and
the spectral decomposition of A, it easily follows that
‖Ax‖ rA(x)‖x‖, x ∈ D(A).
The following corollary shows that similar result holds for the generator of C0-group of isometries on a Banach space.
Corollary 3.5. If T= {T (t)}t∈R is a C0-group of isometries on a Banach space with generator A, then for every x ∈ D(A),
‖Ax‖ rA(x)‖x‖.
Applying Theorem 3.3 to the translation group on Lp(R) and taking into account Corollaries 2.7 and 2.8, we have the
following.
Corollary 3.6. Let f ∈ Lp(R) (1 p < ∞) be such that Σ( f ) is compact. Then:
(a) f ∈ W 1,p(R), and there exist double sequences of real numbers (cn)n∈Z and (tn)n∈Z such that
f ′(t) =
∑
n∈Z
cn f (t − tn),
where∑
n∈Z
|cn| =max
{|λ|: λ ∈ Σ( f )};
(b) ‖ f ′‖p max
{|λ|: λ ∈ Σ( f )}‖ f ‖p .
Corollary 3.7. Let f ∈ Lp(R) ∩ L∞(R) (1 p < ∞) be such that σB( f ) is compact. Then, f ∈ W 1,p(R) and
‖ f ′‖p max
{|λ|: λ ∈ σB( f )}‖ f ‖p .
Next, we will apply the above results to obtain well-known Bernstein’s Lp-inequality in the space of entire functions of
exponential type.
For a given σ > 0, let Bσ be the Banach space of entire functions f (z) for which
‖ f ‖σ = sup
z∈C
[∣∣ f (z)∣∣exp(−σ | Im z|)]< ∞.
It follows from Phragmen–Lindelöf Theorem that
‖ f ‖σ = sup
x∈R
∣∣ f (x)∣∣.
Let us see that σB( f |R) ⊂ [−σ ,σ ]. Indeed, if
f (z) =
∞∑
n=0
f (n)(0)
n! z
n
is the Taylor series of f (z) at zero, then it follows from the general theory of entire functions [8, p. 6, Theorem 3] that
lim
n→∞
∣∣ f (n)(0)∣∣ 1n  σ .
Consequently,
F (z) =
∞∑ f (n)(0)
zn+1
n=0
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F (z) =
{∫∞
0 exp(−zt) f (t)dt, Re z > σ ;
− ∫ 0−∞ exp(−zt) f (t)dt, Re z < σ.
It follows from Theorem 2.4 that σB( f |R) ⊂ [−σ ,σ ]. As a corollary, we obtain the following Lp-inequality of Bernstein [4].
Corollary 3.8. If f ∈ Lp(R) ∩ Bσ (1 p < ∞), then f ∈ W 1,p(R) and
‖ f ′‖p  σ‖ f ‖p .
We ﬁnish the paper with the following result.
Theorem 3.9. Let T= {T (t)}t∈R be a C0-group of isometries on a Banach space X with generator A and let y ∈ X be such that σA(y)
is compact. Then, for every λ ∈ iR \ σA(y) the equation Ax− λx = y has a solution x for which
‖x‖ π
2
1
dist(λ,σA(y))
‖y‖.
Proof. Put B = A − λI . Then, B is the generator of the C0-group of isometries on X deﬁned by Tλ = {e−λt T (t)}t∈R . Since
σB(y) = {μ − λ: μ ∈ σA(y)}, we have 0 /∈ σB(y). Hence, we must show that if 0 /∈ σA(y), then the equation Ax = y has
a solution x for which
‖x‖ π
2
1
inf{|μ|: μ ∈ σA(y)} ‖y‖.
Let δ = inf{|μ|: μ ∈ σA(y)}. Since σA(y) is compact and 0 /∈ σA(y), we have δ > 0. Let an arbitrary a > rA(y) be given.
Choose ε such that 0 < ε < δ. By Sz. Nagy–Strausz Theorem [6], there exists a function f ∈ L1(R) such that
f̂ (λ) = 1
λ
on |λ| δ − ε, and ‖ f ‖1  π
2(δ − ε) .
Further, there exists a measure μ ∈ M(R) such that μ̂(λ) = λ on [−a,a] (see, the proof of Theorem 3.3). Note that
(−a,−δ + ε) ∪ (δ − ε,a) is a neighborhood of σi A(y) and μ̂ ∗ f (λ) = 1 on (−a,−δ + ε) ∪ (δ − ε,a). By Lemmas 2.3(c)
and 2.6, we have μ̂(T) f̂ (T)y = y. On the other hand, from the relation
σi A
(
f̂ (T)y
)⊂ σi A(y) ∩ supp f̂ ,
we deduce that μ̂(λ) = λ on [−rA( f̂ (T)y), rA( f̂ (T)y)]. Taking into account Lemma 3.4, we can write
μ̂(T) f̂ (T)y = i A f̂ (T)y.
Hence, we have i A f̂ (T)y = y. This shows that x = i f̂ (T)y is a solution of the equation Ax = y and moreover,
‖x‖ ∥∥ f̂ (T)∥∥‖y‖ ‖ f ‖1‖y‖ π
2(δ − ε)‖y‖.
As ε → 0, we obtain that
‖x‖ π
2δ
‖y‖. 
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