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Abstract
The nonlinear di(usion equation arises in many important areas of science and technology such as model-
ing of dopant di(usion in semiconductors. We give analytical solution to N -dimensional radially symmetric
nonlinear di(usion equation of the form
@
@r
[
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]
+
N − 1
r
D(C)
@C
@r
=
@C
@t
;
where C(r; t) is the concentration and D(C) is di(usion coe8cient.
The transformation group theoretic approach is applied to present an analysis of the nonlinear di(usion
equation. The one-parameter group transformation reduces the number of independent variables by one and
the governing partial di(erential equation with the boundary conditions reduce to an ordinary di(erential
equation with the appropriate boundary conditions. E(ect of the time “t” and the number of dimension “N”
on the concentration di(usion function C(r; t) has been studied and the results are plotted. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The problem of N -dimensional radially symmetric nonlinear di(usion equation was treated by
King [11] in 1988. He introduced an approximate similarity solution to the porous-medium equation
∗ Corresponding author.
E-mail addresses: minab@aucegypt.edu (M.B. Abd-el-Malek), hossams@asst.edu (H.S. Hassan).
1 Presently on leave at: Department of Mathematics, The American University in Cairo, Cairo 11511, Egypt.
0377-0427/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(02)00474-0
386 M.B. Abd-el-Malek et al. / Journal of Computational and Applied Mathematics 147 (2002) 385–395
in one and two dimensions. He studied the case (N =1) and assumed D(C)=D0Cm. The problems
considered arise in the modeling of dopant di(usion in semiconductors.
He studied the cases m=1 for arsenic and boron in silicon; m=2 for phosphorus in silicon; m=2
or 3 for zinc in gallium arsenide.
Also, Hill [9] in 1989 studied the case (N = 1) and assumed D(C) = Cm but he introduced a
new exact solution for the power-law di(usivity of index m=−4=3 using continuous one-parameter
continuous group of transformations. Hill and Hill [10] in 1990 extended the results given in [9]
for particular power-law di(usivities Cm (such as m=−1=2; −1;−3=2 and −2) using one-parameter
continuous group of transformations.
King [12] in 1990 gave a new closed-form similarity solutions to N -dimensional radially symmetric
nonlinear di(usion equation. He studied two cases. First D(C)=Cm (power-law di(usivities) for both
m¿ 0 (slow di(usion), and m¡ 0 (fast di(usion), second D(C)=eC (exponential di(usivities). The
mathematical technique used in the present analysis is the one-parameter group transformation. The
group methods, as a class of methods, which lead to reduction of the number of independent variables,
were Krst introduced by Birkho( [7] in 1948, where he made use of one-parameter transformation
groups. In 1952, Morgan [13] presented a theory, which has led to improvements over earlier
similarity methods.
The method has been applied intensively in [1–5,14,13]. In this work, we present a general proce-
dure for applying a one-parameter group transformation to the multi-dimensional di(usion equation.
Under the transformation, the partial di(erential equation with boundary conditions, is reduced to
an ordinary di(erential equation with the appropriate corresponding conditions. The equation is then
solved numerically using nonlinear Knite di(erence method applied to the nonlinear second-order
boundary value problem [8], see the appendix.
2. Formulation of the problem and the governing equation
Consider a multi-dimensional di(usion equation of the form
@
@r
[
D(C)
@C
@r
]
+
N − 1
r
D(C)
@C
@r
=
@C
@t
(2.1)
with the boundary conditions
(i) C(0; t) = F(t); (2.2)
(ii) C(∞; t) = 0 (2.3)
and initial condition
C(r; 0) = 0; (2.4)
where “C(r; t)” is the concentration and “D(C)” is di(usion coe8cient. The functions “D(C)” and
“F(t)” are unknown functions and their proper forms will be determined later on, and “N” is the
number of dimensions.
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Assume
D(C) = Cm (2.5)
and
C(r; t) = F(t)q(r; t); (2.6)
where “q(r; t)” is unknown function and its proper form will be determined later on.
Substituting from (2.5) and (2.6) into (2.1) yields
@
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(
[F(t)q(r; t)]m
@
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)
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r
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=
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[F(t)q(r; t)]: (2.7)
Eq. (2.7) can be rewritten in the form
Fm+1qm
@2q
@r2
+ mFm+1qm−1
[
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r
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− q dF
dt
= 0 (2.8)
with the boundary conditions
(i) q(0; t) = 1; (2.9)
(ii) q(∞; t) = 0 (2.10)
and initial condition
q(r; 0) = 0: (2.11)
3. Solution of the problem
Our method of solution depends on the application of a one-parameter group transformation to the
partial di(erential equation (2.8). Under this transformation the two independent variables will be
reduced by one and the di(erential equation (2.8) transforms into an ordinary di(erential equation.
3.1. The group systematic formulation
The procedure is initiated with the group G, a class of transformation of one-parameter “a” of
the form:
G:


Mr = hr(a)r + kr;
Mt = ht(a)t + kt;
MF = hF(a)F + kF ;
Mq= hq(a)q+ kq;
(3.1)
where h’s and k’s are real-valued and at least di(erentiable in the real argument “a”.
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3.2. The invariance analysis
To transform the di(erential equation, transformations of the derivatives of F and q are obtained
from G via chain-rule operations
MSi =
[
hS
hi
]
Si; MSij =
[
hS
hihj
]
Sij; i = r; t; j = r; t; (3.2)
where S stands for F and q.
Eq. (2.8) is said to be invariantly transformed, for some function A(a) whenever:
( MF)m+1( Mq)m Mqrr + m( MF)
m+1( Mq)m−1( Mqr)
2 +
N − 1
Mr
( MF)m+1( Mq)m Mqr − MF Mqt − Mq MFt
=A(a)
(
Fm+1qmqrr + mFm+1qm−1(qr)2 +
N − 1
r
Fm+1qmqr − Fqt − qFt
)
: (3.3)
Substituting from (3.1) and (3.2) into (3.3) yields
(hFF + kF)m+1(hqq+ kq)m
hq
(hr)2
qrr
+m(hFF + kF)m+1(hqq+ kq)m−1
[
hq
hr
]2
(qr)2
+
N − 1
hrr + kr
(hFF + kF)m+1(hqq+ kq)m
hq
hr
qr − (hFF + kF) h
q
ht
qt
− (hqq+ kq) h
F
ht
Ft
=A(a)
(
Fm+1qmqrr + mFm+1qm−1(qr)2 +
N − 1
r
Fm+1qmqr − Fqt − qFt
)
: (3.4)
The invariance of (3.4) implies
kF = kq = kr = 0
and
(hF)m+1(hq)m+1
(hr)2
=
hFhq
ht
= A(a); (3.5)
which yields
ht =
(hr)2
(hF)m
: (3.6)
The invariance of the auxiliary conditions (2.9)–(2.11) implies that
hq = 1; kt = 0: (3.7)
Finally, we get the one-parameter group G, which transforms invariantly the di(erential equation
(2.8) and the auxiliary conditions (2.9)–(2.11).
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The group G is of the form:
G:


Mr = hrr;
Mt =
(hr)2
(hF)m
t;
MF = hFF;
Mq= q:
(3.8)
3.3. The complete set of absolute invariants
Our aim is to make use of group methods to represent the problem in the form of an ordinary
di(erential equation. Then, we have to proceed in our analysis to obtain a complete set of absolute
invariants. If  ≡ (r; t) is the absolute invariant of the independent variables, then
gj(r; t;F; q) =j[(r; t)]; j = 1; 2 (3.9)
are the two absolute invariants corresponding to F and q represented by gj. The application of a
basic theorem in group theory, see [6], states that: a function g(r; t;F; q) is an absolute invariant of
a one-parameter group if it satisKes the following Krst-order linear di(erential equation:
4∑
i=1
(iSi + i)
@g
@Si
= 0; Si ≡ r; t; F; q; (3.10)
where
i =
@hSi
@a
(a0) and i =
@kSi
@a
(a0); i = 1; 2; 3; 4 (3.11)
and a0 denotes the value of “a” which yields the identity element of the group G.
The group method applied to the given partial di(erential equation with the speciKc boundary
conditions yields a unique solution as condition (3.10) is used.
At Krst, we seek the absolute invariant of the independent variables. Owing to equation (3.10),
(r; t) is an absolute invariant if it satisKes the following Krst-order linear di(erential equation:
(1r + 1)
@
@r
+ (2t + 2)
@
@t
= 0: (3.12)
Since kr = kt = 0, and according to the deKnition of the ’s then 1 = 2 = 0.
Now Eq. (3.12) may be rewritten in the form:
1r
@
@r
+ 2t
@
@t
= 0: (3.13)
Applying separation of variables method, one can obtain a solution in the form:
= rt−B where B=
1
2
: (3.14)
The second step is to obtain the absolute invariants of the dependent variables F and q.
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By a similar analysis, using Eqs. (3.8), (3.10) and (3.11), we get
F(t) = R(t)(): (3.15)
Since F(t) and R(t) are independent of r, while  is a function of r and t, then () must be
constant, say () = 1, and from which
F(t) = R(t) (3.16)
and the second absolute invariant is
q(r; t) = (): (3.17)
4. The reduction to an ordinary di erential equation
Substitution from (3.14)–(3.17) into Eq. (2.8), we get
(Rm+1t−2B) m
d2
d2
+ (mRm+1t−2B) m−1
[
d
d
]2
+
(
N − 1
r
Rm+1 mt−B +
RB
t
)
d
d
− dR
dt
= 0: (4.1)
For (4.1) to be reduced to an ordinary di(erential equation in one variable , it is necessary that
the coe8cients should be constants or functions of  only. Thus,
m+ 1 = 2B; (4.2)
R(t) = t: (4.3)
Hence, Eq. (4.1) takes the form:
 m
d2
d2
+ m m−1
[
d
d
]2
+
(
N − 1

 m + B
)
d
d
− = 0: (4.4)
Under the similarity variable , the boundary conditions are
(0) = 1; (4.5)
(∞) = 0: (4.6)
5. Numerical solution
5.1. Study the e8ect of “t”
Consider m=− 12 and N = 2. From Eq. (4.2), B= 14 , which yields = r= 4
√
t.
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Fig. 1. E(ect of time t on the concentration function C(r; t) for m=− 12 and N = 2.
Eq. (4.4) takes the form:
d2
d2
− 1
2
[
d
d
]2
+
1

d
d
+

√

4
d
d
− 3=2 = 0: (5.1)
To know the Knal value of , using order of magnitude analysis [6]
d
d
∼= O
max
∼= 1
max
;
d2
d2
=
d
d
[
d
d
]
∼= 1
2max
:
The result for di(erent values of time “t” is plotted in Fig. 1.
5.2. Study the e8ect of “N”
Consider m=− 12 and t = 1. From Eq. (4.2), B= 14 , which yields = r= 4
√
t.
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Fig. 2. E(ect of N on the concentration function C(r; t) for m=− 12 and t = 1.
Eq. (4.4) takes the form:
d2
d2
− 1
2
[
d
d
]2
+
N − 1

d
d
+

√

4
d
d
− 3=2 = 0: (5.2)
The result for di(erent values of “N” is plotted in Fig. 2.
5.3. Study the e8ect of “m”
Consider N = 2 and t = 1.
Eq. (4.4) takes the form:
 m
d2
d2
+ m m−1
[
d
d
]2
+
1

 m
d
d
+ B
d
d
− = 0: (5.3)
The result for di(erent values of “m” is plotted in Fig. 3.
6. Results and discussion
The methods for obtaining similarity transformation were classiKed into (a) direct methods and (b)
group-theoretic methods. The direct methods such as separation of variables do not invoke group
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Fig. 3. E(ect of m on the concentration function C(r; t) for N = 2 and t = 1.
invariance. It is fairy straightforward and simple to apply. Group-theoretic methods on the other
hand are mathematically more elegant and the important concept of invariance under a group of
transformations is always invoked. In some group-theoretic procedures such as the Birkho(–Morgan
method and the Hellums–Churchill method, the speciKc form of the group is assumed a priori.
On the other hand, procedure such as the Knite group method of Moran–Gaggioli is deductive. In
this procedure, a general group of transformations is deKned and similarity solutions are systemati-
cally deduced.
The N -dimensional radially symmetric nonlinear di(usion equation, which is given by Eq. (2.1)
is solved with the assumption that, the function D(C) = Cm. Studying e(ect of the time on the
concentration C(r; t) show that, for constant value of m (m = − 12); C(r; t) is increasing as “t”
increases, see Fig. 1. Studying e(ect of “N” on the concentration C(r; t) show that, for constant
value of m (m=− 12); C(r; t) is increasing as “N” decreases, see Fig. 2. Studying e(ect of “m” on
the concentration C(r; t) show that, for N = 2; C(r; t) is increasing as “m” decreases, see Fig. 3.
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Appendix.
Assume
′′ = f(; ; ′); (0) =  and (∞) = : (A.1)
Let Wi be the numerical solution for (i). Substituting for the derivatives ′; ′′ with their approx-
imations in Knite di(erence; we get
Wi−1 − 2Wi +Wi+1
h2
= f
(
i;Wi;
Wi+1 −Wi−1
2h
)
; (A.2)
where “h” is the step size in .
Eq. (A.2) can be written in the form:
Wi−1 − 2Wi +Wi+1 = h2f
(
i;Wi;
Wi+1 −Wi−1
2h
)
; (A.3)
which can be rewritten as
F(Wi−1; Wi;Wi+1) = 0: (A.4)
Writing this equation for i = 1; 2; 3; : : : ; n.
Taking into consideration that the space domain ∈ [0;∞) is subdivided into the computational
mesh 0¡1¡2¡ · · ·¡n¡n+1 where n+1 will be at a far away distance from the initial
point 0 to represent our artiKcial boundary at ∞.
The result is a system of nonlinear equation in the unknowns W1; W2; : : : ; Wn.
The system is solved iteratively using the Newton method for such problem, which leads to
J (K)[ MW (K+1) − MW (K)] =− MF (K); (A.5)
where J (K) denotes the Jacobian of the system evaluate at the iterative step “K”.
MW (K) and MW (K+1) represent the unknown vector at step “K” and “K + 1”, respectively.
MF (K) is the vector representing the expression in (7.4) above evaluated at the iterative step “K”.
The Jacobian matrix “J” is obtained which is tri-diagonal matrix.
The resulting system is solved using the Lower–Upper decomposition.
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