INTRODUCTION
Understanding time-varying reservoir properties has many applications, including production of oil and gas, production and storage of drinking water, and the geologic sequestration of CO 2 . Seismic studies have long been a fundamental tool in determining reservoir properties and monitoring changes in those properties by way of induced variations in seismic wave propagation (Landrø and Stammeijer, 2004; Sayers, 2006; Duffaut et al., 2011) . Although many interrelated attributes of seismic propagation are measured and studied (e.g., amplitude, phase, velocity, and attenuation), determining kinematic attributes of the propagating wave (e.g., seismic velocity) has perhaps the most widespread interest. Fluid pressure in porous reservoirs is one factor known to affect seismic velocity, and in situ measurements of the relationship between pressure (or stress) and velocity are rare, with most measurements using reflection amplitude variation to remotely estimate pore-pressure changes (Trani et al., 2011) .
It is well-known that seismic velocity in porous rocks is a function of an effective stress state (e.g., Wyllie et al., 1958) , generally increasing as a function of applied stress in the elastic regime. From a microstructural perspective, this effect is thought to be due to the closure of compliant cracks and the stiffening of grain contacts during the application of stress. Todd and Simmons (1972) summarize earlier measurements and show, with low-porosity granite and limestone cores, that the P-wave velocity is controlled by effective hydrostatic pressure P e expressed as P e ¼ P c -nP p (1) rather than differential pressure, P e ¼ P c − P p , where P c is the hydrostatic confining pressure, P p is the pore pressure, n is the effective stress coefficient, following poroelasticity theory as developed by Biot (e.g., Biot and Willis, 1957) . Berryman (1992) extends the theory of effective stress to various physical properties of rocks and shows each has a separate effective stress coefficient. Mavko and Vanorio (2010) give a recent overview of stress sensitivity, measurement, and theory, focused specifically on the impact of pore fluid and wave frequency on the stress dependence and the deviation of n from unity. All published measurements found of velocity as a function of varying stress at reservoir conditions have been made in the laboratory on core samples. For example, in a recent review, Angus et al. (2009) examine published stress versus velocity data for cores to constrain a stress-dependent microcrack rock-physics model.
Although these laboratory measurements are crucial to our understanding, there are limitations on obtaining unaltered core samples from deep formations (e.g., Holt et al., 2005) , for example, in the case of shales, in which alteration during recovery and storage is common, particularly secondary microcrack formation due to gas exsolution. For large effective pressures, laboratory data can be fit to a linear trend (with an exponential relationship at lower pressures) as described by Shapiro (2003) . This method was applied by Vernik and Hamman (2009) , who limit the pressure range and avoided a low-porosity core from deep boreholes because of potential core damage. In addition to the problematic aspects of core integrity, most laboratory velocity-stress measurements are conducted at ultrasonic frequencies (approximately 10 5 -10 6 Hz), well above those used to probe seismic properties in the field (approximately 10-10 3 Hz). The presence of velocity dispersion in systems with microcracks (e.g., Sams et al., 1997) provides a second source of uncertainty when using laboratory measurements to calibrate field measurements of stress.
With problems of deep core integrity affecting analysis, field-scale measurements at in situ conditions are needed to calibrate the velocitystress relationship at high effective pressure. In addition, field-scale measurements can avoid some frequency-dependent effects related to high-frequency core measurements (Mavko and Vanorio, 2010) and directly incorporate the spatial averaging most relevant to field analysis, with the limitation being appropriate control of the measurement volume and in situ stress state. Field-scale measurements of stress sensitivity have generally focused on measurement of stress changes related to tectonics and earthquakes (Reasenberg and Aki, 1974; Furumoto et al., 2001; Niu et al., 2008) or monitoring of reservoir properties (often using analysis such as amplitude versus offset) (Landrø and Stammeijer, 2004; Sayers, 2006; Duffaut et al., 2011; Trani et al., 2011) . In the case of monitoring reservoir properties, there are several factors that limit the certainty of remote measurements using surface seismic (e.g., Vasquez et al., 2010) , with reservoir compaction often important for monitoring fluid withdrawal (Guilbot and Smith, 2002) .
The crosswell continuous active-source seismic monitoring (CASSM) system has been applied to detect stress-induced seismic velocity changes for earthquake monitoring (Silver et al., 2007; Niu et al., 2008) , to track changes in reservoir fluid saturation (Daley et al., 2010) , and to monitor shallow hydraulic fractures . The CASSM method discussed in this paper is an in situ technique using the crosswell acquisition geometry to directly and continuously measure changes in traveltime within approximately 3.2 km deep reservoir unit along source-sensor raypaths. Because the source-sensor distance does not change, the fractional change in traveltime dt∕T equals the fractional change in velocity dV∕V. The goal of this study was to determine the relationship between pore-fluid pressure and seismic velocity in situ (i.e., the velocity-stress sensitivity) during a field hydraulic test. The repeatability and durability of CASSM make it the ideal acquisition technique for such a measurement. The relatively low amplitude of piezoelectric sources, compared with that of sources used in standard seismic surveys (mechanical sources), is overcome by stacking because the source position remains fixed for the whole duration of the experiment . The results suggest that coupling the CASSM system to standard hydrologic field tests may provide an avenue to estimate the stress sensitivity of velocity at field-relevant length scales early in long-term monitoring studies.
DATA ACQUISITION

Cranfield DAS site
The CASSM deployment at Cranfield, located near Natchez, Mississippi, was part of a detailed area study (DAS) site in a CO 2 sequestration test performed by the southeast regional carbon sequestration partnership (SECARB). The DAS site includes three boreholes, an injection well (31 F-1), and two monitoring wells (31 F-2 and 31 F-3) configured in a linear array (Figure 1) . The project team selected the DAS site to examine multiphase fluid flow (supercritical CO 2 /brine) and pressure effects at the interwell scale in a brine reservoir. As of 2012, the sequestration project has stored more than 3 million metric tons of CO 2 . A description of the sequestration test is given by Hovorka et al. (2011) . 2011) is an oil-producing up-dip of the DAS site. The reservoir is composed of stacked and incised channel fills and is highly heterogeneous, with flow unit average porosities of 25% and permeability averaging 50 mD (millidarcy) and reaching up to 1 D (darcy). The confining stress (P c ) at the DAS site is approximately 65 MPa (Mavko et al., 2015) with preinjection pore pressure (P p ) of approximately 32 MPa (Delshad et al., 2013) .
CASSM deployment and instruments
At the DAS site, a CO 2 injection well was coupled with two observation wells (Figure 1 ) along an azimuth toward the down-dip plume edge, sampling a portion of the evolving pressure field and supercritical CO 2 plume in approximately 26 m thick perforated, packer-isolated interval. The bottom hole well spacing (31 F-2 to 31 F-3) was initially measured as 41 m; however, recent analysis of crosswell seismic tomography indicates deviation measurement error, with a true spacing estimated at 34.4 m (Ajo-Franklin et al., 2013) . Note that for estimating stress sensitivity from CASSM data, the distance is not a factor because we use traveltime changes (i.e., delay times dt) normalized by total traveltime T. The two monitoring wells had multiple instruments deployed on tubing including downhole pressure with real-time surface monitoring, an annular packer, U-tube fluid sampler, and the CASSM instruments (Hovorka et al., 2011) . For the CASSM survey, two piezoelectric seismic sources (described in Daley et al., 2007) were deployed in well 31 F-2, concentric on the 2.875 in production tubing, and two hydrophone arrays were deployed in well 31 F-3, also on 2.875 in production tubing. The seismic sources have a center frequency of approximately 1.5 kHz, and use a single coaxial electrical connection to the surface power supply. The two sources were excited sequentially using a single high-voltage amplifier (approximately 2 kV) fed through a custom computer-controlled, high-voltage multiplexer. The drive signal for the amplifier, triggering of the recording system, and control of the switch were coordinated through a flexible MATLAB scheduling system and appropriate D/A cards (National Instruments). Figure 2 shows a schematic representation of this acquisition geometry with example raypaths. The locations of the sources and sensors were chosen following finite-difference waveform and eikonal ray-tracing numerical modeling, and with consideration of deployment logistical considerations, to give the best coverage of supercritical CO 2 movement in the reservoir along with "control" data above the reservoir. The actual source and sensor depths are given in Table 1 .
The hydrophone arrays, fabricated by Z-Seis, consisted of two independently deployed systems (arrays 1 and 2), one above the reservoir section (sensors 1-5), and a second within the reservoir section (sensors 6-10), each using a seven-conductor electrical connection to the surface. All electrical lines, source and sensor, were tubing-encased conductors. Each hydrophone sensor is itself an array of eight individual hydrophones spanning 0.6 m length and wired together with a downhole amplifier, powered from surface electronics. The hydrophone arrays and the piezotube sources were pressure compensated to allow deployment at approximately 3.2 km Figure 2 . Schematic representation of CASSM data acquisition at the SECRAB Cranfield DAS. Raypaths from sources to hydrophone sensors are shown in black. Hydrophone sensor 1 failed during installation. Fluid was withdrawn from well 31 F-2 in three discrete events using a nitrogen lift procedure (Figure 4, pumping events 1-3) . Data shown in Figures 3-5 are from the raypath shown in red (source 2 to sensor 5).
In situ velocity-stress sensitivity Initial testing of the CASSM sources found electrical crosstalk between the high-voltage source power pulse and the downhole pressure-temperature gauge, interrupting digital transmission. Because of the crosstalk, the source power was reduced to 800 V peak-to-peak, using a 1 ms width pulse. This is noted because the potential signal-to-noise level of the CASSM system is much higher than that shown here. With this modification, the CASSM system began recording on 13 November 2009, recording one record per source every 5 min, with each record being a stack of 25 source pulses (i.e., 25 stacks). The recording system was a Geometrics Geode seismograph, recording at 8000 samples per second (125 μs sample interval). Each record included all 10 hydrophone sensors plus a recording of the scaled source waveform and amplifier excitation signal. Figure 3 shows a sample recording, which is a temporal gather for one source-sensor pair (source 2 to sensor 5). Time delays are expected to be equal to zero because no pumping test was conducted during the time this temporal gather was recorded. The data acquisition continued with no interruptions until 18 November 2009, giving approximately five days of data during on/off fluidpumping tests.
Fluid-pumping tests
On 14 November 2009, a coil-tubing unit was used to produce fluid from well 31 F-2 (using the production tubing, through the CASSM sources). Following an initial pressure test of the well head and blow out preventer (an increase in annular well pressure above the packer), fluid was withdrawn from well 31 F-2 in three discrete events during 14−16 November 2009, using a nitrogen lift procedure (Figure 4 , pumping events 1-3). A total of 876 barrels of fluid were produced from the well over three days. The downhole pressure was monitored and recorded with a quartz pressure/temperature gauge, fabricated by Kuster, installed on the production tubing of well 31 F-2, and placed within the perforated zone of the reservoir (Table 1) . These pressure data are used as a measure of pore pressure (P p ) in the formation.
CASSM data processing
The CASSM processing was performed using Schlumberger VISTA and in-house Lawrence Berkeley National Laboratory's MATLAB seismic processing package, based on the downhole seismic imaging package described by Beaty et al. (2002) . First, the field data were separated into source gathers. Then, we applied a band-pass filter (Ormsby filter 300-500-2000-4000 Hz) and sorted into source-sensor temporal gathers (Figure 3) . Following the methodology presented by Silver et al. (2007) , we subsampled the time series from 0.000125 (125 μs) to 0.000001 s (1 μs) in the frequency domain. This gather was windowed around the first arrival (e.g., 14-15.5 ms, in Figure 3) , and each trace crosscorrelated with the first trace in the sequence with interpolation between samples, to obtain the delay time of the first arrival for each source-sensor pair at 5 min intervals. This delay time versus calendar time result is the base CASSM data to be compared with the varying pore pressure (Figure 4) . A total of 18 CASSM data sets were collected, from nine sensors and two sources. Hydrophone sensor 1 failed during installation. The fluid-pressure data were not modified from field recording except to remove nonphysical data "spikes" due to downhole electrical noise. All points at time ¼ t i , where pressure (P i ) was greater than 40 MPa (well outside the range of the test) or less than 0 MPa were discarded and replaced with the mean of the surrounding points ðP i−1 þ P iþ1 Þ∕2. 
RESULTS: CASSM DATA ANALYSIS
The analysis of reservoir changes focused on those source-sensor pairs, whose raypath crossed the entire reservoir interval (source 1 for sensors 7-10; source 2 for sensors 2-5). The CASSM data quality, as measured by random variation in time delay, was quite variable with standard deviation variation of more than two orders of magnitude between source-sensor pairs. The standard deviation was calculated over a 10 h time window, during which delay times are expected to be equal to zero (Figure 4 , the time window centered around day 1). We did not use data whose standard deviation was greater than 100 μs. This limited the source-sensor pairs to 1-8, 1-9, 1-10, and 2-5, with the most consistent and interpretable response coming from source 2 to sensor 5 (Figure 2, red raypath) . Our initial analysis consisted of a visual comparison of reservoir bottom-hole fluid pressure and timedelay changes for the source-sensor pair over the approximately five days of monitoring. Figure 4 shows the pressure variation versus time-delay result for source 2 (just below the reservoir) and sensor 5 (just above the reservoir). The raw data curve, plotted as green points, shows a strong correlation with the CASSM time delay decreasing during periods of reduced pore pressure. This observation is consistent with velocity increasing when effective stress increases, as observed in laboratory studies. A drift in baseline traveltime delay is also observed, correlated with individual pumping phases; this delay change is suggestive of a secondary process changing formation properties independent of stress effects after each pumping test. One possible mechanism to explain this baseline change would be a gas exsolution process because the pore water is known to be saturated with respect to methane (CH 4 ) (Gao et al., 2012) . The exsolved gas would reduce seismic velocity and dissolution could be a rate-limiting step in returning the system to a baseline velocity state. To remove this effect, we detrended the data by applying an adaptive median filter that corrects for individual dissolution trends happening after each exsolution event, and by subtracting the background trends to the original time series. The resulting data, plotted as blue points in Figure 4 , effectively remove this background effect; an alternative detrending algorithm using a low-order spline fitting produced similar results. A final analysis was performed on the detrended data. Assuming no change in source-sensor distance (the tools are attached to production tubing and had been in place for weeks) the CASSM time-delay change (dt) can be directly interpreted as a velocity change in the reservoir (dV). The clearest anomalies are observed during the pumping between days two and three (referred to as pumping event 2) and between days three and four (referred to as pumping event 3). The same trend is observed in pumping event 1. Here, despite a substantial increase of pore pressure at the beginning of the pumping test (due to a wellhead pressure test), a subsequent decrease of pressure is matched by a decrease of traveltime delay during the duration of the pumping event.
After detrending, a linear fit can be constructed relating dt∕T (the change in time normalized by total traveltime T) to the change in pressure as observed via the downhole gauge (P p ). Figure 5 shows the resulting data set and least-squares fits including the full data set (Figure 5a ) and, alternatively, only the data within the vicinity of pumping event 2 (Figure 5b ) and pumping event 3 (Figure 5c ). Figure 5c shows the most consistent pumping response, i.e., the highest R 2 . The analysis of the crossplotted data in Figure 5 shows that an even higher R 2 can be obtained by shifting the pore pressure data set 45 min later in time (Figure 5c′) . A physical explanation for this observation relies on the delay in time needed by the reservoir to react to these rapid pressure changes. When the two data sets (time delays and pore pressure) are realigned with this shift, the calculation of the velocity/stress sensitivity becomes more accurate. Considering the 45 min shifted pore pressure data set and focusing on pumping event 3, a traveltime change (dt) of 0.036 ms is measured as the consequence of a change in effective pressure of approximately 2.55 MPa (dP e ). For T ¼ 13 ms total traveltime, and average velocity V, the velocitystress sensitivity of pumping event 3 is dV∕V∕dP e ¼ dt∕T∕dP e ¼ 10.9 × 10 −4 ∕MPa, assuming n ¼ 1 and confining pressure is unchanged (Figure 5c′) . Similarly, the resulting fits yield stress sensitivities = 6.2 × 10 −4 ∕MPa for the full data set (Figure 5a ) = 7.9 × 10 −4 ∕MPa for pumping event 2 (Figure 5b) , and = 1.6 × 10 −4 ∕MPa for pumping event 1 (not shown in figure) . The rapid pore-pressure variation at the beginning of pumping event 1 is responsible for the resulting low velocity-stress sensitivity calculated for the pumping event and, more generally, for the full data set (Figure 5a) . The stress sensitivity measurement is the fundamental result of this paper.
Uncertainty in the analysis is generated by the imperfect nature of the detrending process. The range 6.2 × 10 −4 to 10.9 × 10 −4 ∕MPa in pressure/delay crossplots, as shown in Figure 5 , captures some of the variability in analysis strategies. To evaluate the feasibility of the 45 min pressure diffusion lag, we use the closed form for hydraulic pressure diffusion for a homogeneous porous media presented by Bear (1972) . Assuming a porosity of 25%, a fluid viscosity of 2.4 × 10 −4 Pa Ã s (at in situ P-T conditions), an interwell distance of 30 m, a permeability of between 25 and 100 mD, and a total compressibility of between 10 −8 and 10 −9 ∕Pa, we can compute a range of likely hydraulic diffusion times analytically. The above parameter estimates are based on core and log measurements (porosity, permeability, and interwell distance) and available empirical models (brine viscosity); total compressibility is not well-constrained In situ velocity-stress sensitivity D323 Figure 5 . Detrended time-delay measurements for the raypath from source 2 to sensor 5 and pressure/delay crossplot analysis. The pressure dP e versus dt∕T regression results are shown for the full data set (a), and for the time portion including only the high-quality data proximal to the individual pumping events 2 (b), 3 (c), and 3 with the pore pressure data set shifted 45 min in time (c′).
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hence we consider a range of values appropriate for intact rock. Figure 6 shows the resulting calculation for the previously mentioned range of compressibility values and mean permeabilities of 25, 50, and 100 mD. As can be seen, a 45 min diffusion time over this distance is feasible assuming that mean permeabilities are within the lower range (50 mD or lower) and total compressibilities are greater than 5 × 10 −9 ∕Pa. Given the available site data, a more detailed hydrologic model could be constructed to evaluate the spatial distribution of pore-pressure perturbations generated by each pump test; however, such a calculation is outside the scope of this study.
It should be noted that this measured stress sensitivity is best considered a lower bound because we assume the entire reservoir thickness is changing in effective stress. More likely is that discrete highpermeability layers within the reservoir contain most of the pressure change, and therefore the stress sensitivity is higher in those layers. However, the average change over the entire reservoir is what is likely to be observed via changes in surface seismic response because of the longer elastic wavelengths used. From a rock-physics perspective, the relatively low value for stress sensitivity is also reflective of the high baseline effective stress state at Cranfield (Hovorka et al., 2009 ). Stress sensitivity is typically very high at low effective stress and decreases as the baseline effective stress increases, visible as a horizontal asymptote in velocity/stress plots. This phenomenon reflects the small number of compliant cracks, which remain open at high initial stress states (King, 1966) .
CONCLUSION
A crosswell CASSM experiment was conducted to monitor injection of supercritical CO 2 in the lower Tuscaloosa Formation reservoir at a depth of approximately 3.2 km in the Cranfield DAS site. The instruments consisted of two tubing-deployed piezoelectric seismic sources and 10 tubing-deployed hydrophones. During a preinjection fluid-pump test, a change in crosswell traveltime between a fixed source and sensor pair was observed. The traveltime change shows a correlation with the pore pressure (P p as measured by downhole pressure gauge in the perforated interval). This correlation is interpreted as the velocity-stress sensitivity, dV∕V∕dP e ¼ dt∕T∕dP e ¼ 10.9 × 10 −4 ∕MPa for the most consistent among three pumping event responses. Because of the uncertainty in the true porepressure distribution within the reservoir, we consider this measurement, the average over the approximately 26 m reservoir thickness, as a lower bound.
Stress sensitivity is an important parameter, used for seismic monitoring of reservoir pressure. Although core measurements can give accurate measurement of stress sensitivity, there are concerns over the upscaling to reservoir dimensions and the effects of unloading during core retrieval. Therefore, we believe this CASSM measurement offers a unique methodology for in situ determination of velocity stress sensitivity. 
