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ON THE FAILURE OF MULTILINEAR MULTIPLIER THEOREM
WITH ENDPOINT SMOOTHNESS CONDITIONS
BAE JUN PARK
Abstract. We study a multilinear version of the Ho¨rmander multiplier theorem,
namely
‖Tσ(f1, . . . , fn)‖Lp . sup
k∈Z
‖σ(2k·, . . . , 2k·)φ̂(n)‖L2
(s1,...,sn)
‖f1‖Hp1 · · · ‖fn‖Hpn .
We show that the estimate does not hold in the limiting case min (s1, . . . , sn) =
d/2 or
∑
k∈J
(sk/d− 1/pk) = −1/2 for some J ⊂ {1, . . . , n}. This provides the
necessary and sufficient condition on (s1, . . . , sn) for the boundedness of Tσ.
1. Introduction
Let n be a positive integer and σ be a bounded function on (Rd)n. The n-linear
multiplier operator Tσ associated with σ is defined by
Tσ
(
f1, . . . , fn
)
(x) :=
∫
(Rd)n
σ(ξ1, . . . , ξn)
( n∏
j=1
f̂j(ξj)
)
e2πi〈x,
∑n
j=1 ξj〉dξ1 · · · dξn
for Schwartz functions f1, . . . , fn in S(R
d), where f̂(ξ) :=
∫
Rd
f(x)e−2πi〈x,ξ〉dx is the
Fourier transform of f . The study on Lp1 × · · · × Lpn → Lp boundedness of Tσ,
1/p = 1/p1 + · · · + 1/pn, is one of principal questions in harmonic analysis as a
multilinear extension of classical Fourier multiplier theorems and there have been
many attempts to characterize σ for which the boundedness holds. A multilinear
version of the Ho¨rmander multiplier theorem was studied by Tomita [11] who obtained
Lp1 × · · · × Lpn → Lp boundedness (1 < p1, . . . , pn, p <∞) under the condition
(1.1) sup
j∈Z
∥∥σ(2j·1, . . . , 2j·n)φ̂(n)∥∥L2s((Rd)n) <∞, s > nd/2.
Here L2s((R
d)n) denotes the standard fractional Sobolev space on (Rd)n and φ(n)
is a Schwartz function on (Rd)n having the properties that Supp(φ̂(n)) ⊂ {~ξ :=
(ξ1, . . . , ξn) ∈ (Rd)n : 2−1 ≤ |~ξ| ≤ 2} and
∑
k∈Z φ̂
(n)(~ξ/2k) = 1 for ~ξ 6= 0. Grafakos
and Si [6] extended the result of Tomita to the case p ≤ 1, using Lr-based Sobolev
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spaces with 1 < r ≤ 2. Fujita and Tomita [1] provided weighted extensions of these
results for 1 < p1, . . . , pn, p <∞ with
(1.2) L2,(n)(s1,...,sn)[σ] := sup
j∈Z
∥∥σ(2j ·1, . . . , 2j·n)φ̂(n)∥∥L2
(s1,...,sn)
((Rd)n)
<∞,
for s1, . . . , sn > d/2, instead of (1.1), where L
2
(s1,...,sn)
((Rd)n) is a product-type Sobolev
space with the norm
‖f‖L2
(s1,...,sn)
((Rd)n) :=
(∫
(Rd)n
( n∏
j=1
(1 + 4π2|xj |2)sj
)
|f̂(x1, . . . , xn)|2dx1 · · · dxn
)1/2
.
The range of p in this result was extended by Grafakos, Miyachi, and Tomita [2].
In [7] Miyachi and Tomita obtained minimal conditions of s1, s2 in (1.2) for the
Hp1 × Hp2 → Lp boundedness of the bilinear operator (n = 2) and more recently,
Grafakos and Nguyen [4] and Grafakos, Miyachi, Nguyen, and Tomita [3] generalize
the result of bilinear operators to n-linear cases for n ≥ 3.
Theorem A. Let 0 < p1, . . . , pn ≤ ∞, 0 < p < ∞, 1/p1 + · · · + 1/pn = 1/p, and
suppose that
(1.3) s1, . . . , sn > d/2,
∑
k∈J
(sk
d
− 1
pk
)
> −1
2
for every nonempty subset J ⊂ {1, 2, . . . , n}. If σ satisfies (1.2), then we have
(1.4) ‖Tσ‖Hp1×···×Hpn→Lp . L2,(n)(s1,...,sn)[σ].
We also refer to [9, 10] for BMO extensions of the result.
The optimality of (1.3) was also studied in [3, 4, 7] and indeed, if (1.4) holds, then
we must necessarily have
s1, . . . , sn ≥ d/2,
∑
k∈J
(sk
d
− 1
pk
)
≥ −1
2
for every nonempty subset J ⊂ {1, 2, . . . , n}. The proof is based on a scaling argu-
ment by constructing two different multipliers σ
(ǫ)
1 and σ
(ǫ)
2 such that for 1 ≤ m ≤ n,
L2,(n)(s1,...,sn)[σ
(ǫ)
1 ] . ǫ
d/2−s1 and ‖T
σ
(ǫ)
1
‖Hp1×···×Hpn→Lp & 1 uniformly in ǫ,
L2,(n)(s1,...,sn)[σ
(ǫ)
2 ] . ǫ
d/2−(s1+···+sm) and ‖T
σ
(ǫ)
2
‖Hp1×···×Hpn→Lp & ǫd−d(1/p1+···+1/pm).
However, (1.4) still remains unknown in the critical case
min (s1, . . . , sn) = d/2 or
∑
k∈J
(sk
d
− 1
pk
)
= −1
2
for some J ⊂ {1, . . . , n}.
In this paper we shall address this question so that the necessary and sufficient
conditions on (s1, . . . , sn) for (1.4) are completely achieved.
Our main result is the following.
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Theorem 1.1. Let 0 < p1, . . . , pn ≤ ∞, 0 < p < ∞, 1/p1 + · · · + 1/pn = 1/p.
Suppose (1.2) holds for s1, . . . , sn > 0. Then (1.4) does not hold if
(1.5) min (s1, . . . , sn) ≤ d/2
or ∑
k∈J
(sk
d
− 1
pk
)
≤ −1
2
for some J ⊂ {1, . . . , n}.
In order to prove Theorem 1.1, two different multipliers will be constructed. For
the first case (1.5) we will use a more sophisticated scaling argument. The proof of
the other case relies on a variant of Bessel potentials that appeared in [5, 8].
2. Proof of Theorem 1.1
For notational convenience, we will occasionally write ~f := (f1, . . . , fn), ~ξ :=
(ξ1, . . . , ξn), ~x := (x1, . . . , xn), ~y := (y1, . . . , yn), d~x := dx1 · · · dxn, d~y := dy1 · · · dyn.
Lemma 2.1. Let g be a function in L2(s1,...,sn)((R
d)n). Then∥∥φ̂(n) · g∥∥
L2
(s1,...,sn)
((Rd)n)
. ‖g‖L2
(s1,...,sn)
((Rd)n).
Proof. By using the Minkowski inequality, we obtain that
∥∥φ̂(n) · g∥∥
L2
(s1,...,sn)
((Rd)n)
=
(∫
(Rd)n
( n∏
j=1
(
1 + 4π2|xj |2
)sj)∣∣φ(n) ∗ g∨(~x)∣∣2d~x)1/2
≤
∫
(Rd)n
φ(n)(~y)
(∫
(Rd)n
( n∏
j=1
(
1 + 4π2|xj |2
)sj)∣∣g∨(~x− ~y)∣∣2d~x)1/2d~y
and then using
(
1 + 4π2|xj |2
)sj
.
(
1 + 4π2|xj − yj|2
)sj(1 + 4π2|yj|2)sj , the last
expression is dominated by a constant multiple of ‖g‖L2
(s1,...,sn)
((Rd)n).

Case 1 : Suppose that min (s1, . . . , sn) ≤ d/2.
Let {λ1, λ2, . . . } be a sequence of disjoint lattices in Zd such that
|λm| ≤
√
dm1/d.(2.1)
One way to select such a sequence is as follows. For each k ∈ N let
λkd := (k, 0, 0, . . . , 0) ∈ Zd.
We observe that there are at most d(k + 1)d−1 integers between kd and (k + 1)d,
and there exist at least 2d(2k − 1)d−1 lattices on the surface of cube [−k, k]d. Since
d(k + 1)d−1 ≤ 2d(2k − 1)d−1 we can choose lattices λkd+1, λkd+2, . . . , λ(k+1)d−1 on the
surface of the cube and then clearly the length of those lattices is less than
√
dk,
which yields (2.1).
It is enough to consider the case s1 ≤ s2, . . . , sn and s1 ≤ d/2 as other cases will
follow from a rearrangement.
4 BAE JUN PARK
Let η and η˜ denote Schwartz functions on Rd having the properties that η ≥ 0,
η(x) ≥ c on {x ∈ Rd : |x| ≤ 1
100
} for some c > 0, Supp(η̂) ⊂ {ξ ∈ Rd : |ξ| ≤ 1
1000
},̂˜η(ξ) = 1 for |ξ| ≤ 1
1000
, and Supp(̂˜η) ⊂ {ξ ∈ Rd : |ξ| ≤ 1
100
}. We further denote by θ
and θ˜ two Schwartz functions on Rd such that Supp(θ̂) ⊂ {ξ ∈ Rd : 1
2000
√
n
≤ |ξ| ≤
1
1000
√
n
}
, Supp(
̂˜
θ) ⊂ {ξ ∈ Rd : |ξ| ≤ 1
100
√
n
}
, and
̂˜
θ(ξ) = 1 for |ξ| ≤ 1
1000
√
n
. Then it is
clear that η ∗ η˜ = η and θ ∗ θ˜ = θ. Let e1 := (1, 0, . . . , 0) ∈ Zd.
Let 1/2 < δ ≤ 1 and set N > 100 to be a sufficiently large number. We define
σ(N)(~ξ) :=
N∑
m=100
1
m
1
(lnm)δ
e2πi〈λm,ξ1−e1〉̂˜η(ξ1 − e1)̂˜θ(ξ2) · · · ̂˜θ(ξn).
Then it follows from the supports of ̂˜η and ̂˜θ that σ(N) is supported in {~ξ ∈ (Rd)n :
99
100
≤ |~ξ| ≤ 51
50
}, which implies that σ(N)(2j~ξ)φ̂(n)(~ξ) vanishes unless −1 ≤ j ≤ 1.
Moreover, due to Lemma 2.1 we have
L2,(n)(s1,...,sn)[σ(N)] . max−1≤j≤1
∥∥σ(N)(2j ·1, . . . , 2j·n)∥∥L2
(s1,...,sn)
((Rd)n)
,
which is further estimated, using scaling, by a constant times
‖σ(N)‖L2
(s1,...,sn)
((Rd)n)
.
∥∥∥ N∑
m=100
1
m
1
(lnm)δ
e2πi〈λm,·−e1〉̂˜η(· − e1)∥∥∥
L2s1(R
d)
=
(∫
Rd
(
1 + 4π2|x|2)s1( N∑
m=100
1
m
1
(lnm)δ
∣∣η˜(λm − x)∣∣)2dx)1/2
.M
(∫
Rd
(
1 + 4π2|x|2)s1( ∞∑
m=100
1
m
1
(lnm)δ
1
(1 + |x− λm|)M
)2
dx
)1/2
for sufficiently large M > 0.
Let
E0 :=
{
x ∈ Rd : |x| ≤ 1},
Ej :=
{
x ∈ Rd : 2j−1 < |x| ≤ 2j}, j ≥ 1.
Then the preceding expression is less than a constant times that( ∞∑
j=0
22js1
∫
Ej
( ∞∑
m=100
1
m
1
(lnm)δ
1
(1 + |x− λm|)M
)2
dx
)1/2
and the sum over m can be written as∑
m≥100:2j≥10√dm1/d
· · ·+
∑
m:2j<10
√
dm1/d
· · · =: I(j) + J (j).
Choose M > d and we see that for x ∈ Ej,
I(j) . 2−jM(1 + j)1−δ . 2−jd(1 + j)−δ
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and
J (j) . 2−jd(1 + j)−δ
∞∑
m=100
1
(1 + |x− λm|)M . 2
−jd(1 + j)−δ
where the last inequality holds since λm’s are disjoint lattices in Z
d.
Combining these estimates, we conclude that
L2,(n)(s1,...,sn)[σ(N)] .
( ∞∑
j=0
2−j(d−2s1)(1 + j)−2δ
)1/2
≤
( ∞∑
j=0
(1 + j)−2δ
)1/2
. 1, uniformly in N(2.2)
since |Ej| ≈ 2jd, s1 ≤ d/2, and 2δ > 1.
On the other hand, for 0 < ǫ < 1/100, let
f
(ǫ)
1 (x) := ǫ
d/p1η(ǫx)e2πi〈x,e1〉, f (ǫ)j (x) ::= ǫ
d/pjθ(ǫx), j = 2, . . . , n
Then it is clear that for each 1 ≤ j ≤ n
(2.3)
∥∥f (ǫ)j ∥∥Hpj (Rd) . 1, uniformly in ǫ.
We now assume toward a contradiction that for ~f
(ǫ)
:= (f
(ǫ)
1 , . . . , f
(ǫ)
n )
∥∥Tσ(N)~f (ǫ)∥∥Lp(Rd) . sup
j∈Z
∥∥σ(N)(2j·)φ̂(n)∥∥
L
2,(n)
(s1,...,sn)
((Rd)n)
n∏
j=1
‖f (ǫ)j ‖Hpj (Rd).
Then the estimates (2.2) and (2.3) yield that
(2.4)
∥∥Tσ(N)~f (ǫ)∥∥Lp(Rd) . 1, uniformly in ǫ, N.
Note that
Tσ(N)~f
(ǫ)
(x) = ǫd/p
(
θ(ǫx)
)n−1 N∑
m=100
1
m
1
(lnm)δ
η(ǫx+ ǫλm)e
2πi〈x,e1〉
since η̂(ξ/ǫ)̂˜η(ξ) = η̂(ξ/ǫ), θ̂(ξ/ǫ)̂˜θ(ξ) = θ̂(ξ/ǫ) , and 1/p = 1/p1 + · · ·+ 1/pn. Thus
we have
∥∥Tσ(N)~f (ǫ)∥∥Lp(Rd) =
∥∥∥|θ|n−1 N∑
m=100
1
m
1
(lnm)δ
η(·+ ǫλm)
∥∥∥
Lp(Rd)
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by using a scaling argument. Then (2.4) and the Fatou lemma yield that
1 & lim inf
ǫ→0
∥∥Tσ(N)~f (ǫ)∥∥Lp(Rd)
≥
∥∥∥ lim inf
ǫ→0
|θ|n−1
N∑
m=100
1
m
1
(lnm)δ
η(·+ ǫλm)
∥∥∥
Lp(Rd)
=
∥∥|η||θ|n−1∥∥
Lp(Rd)
N∑
m=100
1
m
1
(lnm)δ
≈
N∑
m=100
1
m
1
(lnm)δ
.
Since the above estimate is independent of N > 100, by taking N →∞, we see that
1 &
N∑
m=100
1
m
1
(lnm)δ
→∞,
which finally leads to a contradiction and the desired result follows.
Case 2 : Suppose that s1, . . . , sn > d/2 and
∑
k∈J
(
sk/d− 1/pk
) ≤ −1/2 for some
J ⊂ {1, . . . , n}. Without loss of generality, we may assume J = {1, . . . , m} for some
1 ≤ m ≤ n, by using a rearrangement argument.
We first consider the case 1 ≤ m < n. Then the condition
m∑
k=1
(
sk/d− 1/pk
) ≤ −1/2
is equivalent to
(2.5) s1 + · · ·+ sm + d/2 ≤ d/p1 + · · ·+ d/pm = d/p−
(
d/pm+1 + · · ·+ d/pn).
On the other hand, we observe from sj > d/2, 1 ≤ j ≤ n, that
s1 + · · ·+ sm + d/2 > (m+ 1)d/2,
which further implies that
m+ 1 < 2/p− (2/pm+1 + · · ·+ 2/pn).
Now we choose τ, τm+1, . . . , τn > 0 such that
τm+1 > 2/pm+1, . . . , τn > 2/pn
and
(2.6) 1 < τ < m+ 1 < 2/p− (τm+1 + · · ·+ τn) < 2/p− (2/pm+1 + · · ·+ 2/pn).
Let ψ, ψ˜ ∈ S(Rd) satisfy ψ ≥ 0, ψ(0) 6= 0, Supp(ψ̂) ⊂ {ξ ∈ Rd : |ξ| ≤ 1
200mn
},
Supp(
̂˜
ψ) ⊂ {ξ ∈ Rd : |ξ| ≤ 1
100n
}, and ̂˜ψ(ξ) = 1 for |ξ| ≤ 1
200n
.
We define
H(m)(x) := 1
(1 + 4π2|x|2) 12 (s1+···+sm+ d2 )
1
(1 + ln (1 + 4π2|x|2)) τ2 , x ∈ R
d,
K(m)(x) := H(m) ∗ ψ(x), x ∈ Rd,
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and
M (m)(ξ1, . . . , ξm) := K̂(m)
( 1
m
m∑
l=1
(ξl − µ1)
) m∏
j=2
ψ̂
( 1
m
m∑
l=1
(ξl − ξj)
)
where µ1 := (n
−1/2, 0, . . . , 0) ∈ Rd. Here, M (m) is defined on (Rd)m. Then the
multiplier σ on (Rd)n is defined by
σ(ξ1, . . . , ξn) := M
(m)(ξ1, . . . , ξm)
̂˜
ψ(ξm+1 − µ1) · · · ̂˜ψ(ξn − µ1).
To investigate the support of σ we first look at the support of M (m). From the
support ψ̂, we have ∣∣ξ1 + · · ·+ ξm −mµ1∣∣ ≤ 1
200n
,
and for each 2 ≤ j ≤ m
(2.7)
∣∣ξ1 + · · ·+ ξm −mξj∣∣ ≤ 1
200n
.
By adding up all of them, we obtain
(2.8)
∣∣ξ1 − µ1∣∣ ≤ 1
200n
and the sum of (2.7) and (2.8) yields that for each 2 ≤ j ≤ m∣∣µ1 + ξ2 + · · ·+ ξm −mξj∣∣ ≤ 1
100n
.
Let us call the above estimate E(j). Then for 2 ≤ j ≤ m, it follows from
E(j) +
m∑
l=2
E(l)
that ∣∣ξj − µ1∣∣ ≤ 1
100n
,
which proves, together with (2.8),
Supp(M (m)) ⊂ {(ξ1, . . . , ξm) ∈ (Rd)m : |ξj − µ1| ≤ 1
100n
, 1 ≤ j ≤ m}.(2.9)
Since
̂˜
ψ is also supported in {ξ ∈ Rd : |ξ| ≤ 1
100n
}, it is clear that
Supp(σ) ⊂ {(ξ1, . . . , ξn) ∈ (Rd)n : |ξj − µ1| ≤ 1
100n
, 1 ≤ j ≤ n}
⊂ {~ξ := (ξ1, . . . , ξn) ∈ (Rd)n : 99
100
≤ |~ξ| ≤ 101
100
}
,
which implies that σ(2j~ξ)φ̂(n)(~ξ) vanishes unless −1 ≤ j ≤ 1. Furthermore, using
Lemma 2.1 and the scaling argument we used in Case 1,
L2,(n)(s1,...,sn)[σ] . ‖σ‖L2(s1,...,sn)((Rd)n).
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We notice that ‖σ‖L2
(s1,...,sn)
((Rd)n) is dominated by a constant times
∥∥M (m)∥∥
L2
(s1,...,sm)
((Rd)m)
n∏
j=m+1
∥∥̂˜ψ∥∥
L2sj (R
d)
.
∥∥M (m)∥∥
L2
(s1,...,sm)
((Rd)m)
=
(∫
(Rd)m
( m∏
j=1
(1 + 4π2|xj|2)sj
)∣∣(M (m))∨(x1, . . . , xm)∣∣2dx1 . . . dxm)1/2.(2.10)
By using a change of variables
ζ1 :=
1
m
m∑
l=1
(ξl − µ1), and ζj := 1
m
m∑
l=1
(ξl − ξj), 2 ≤ j ≤ m,
so that
(2.11) ξ1 = ζ1 + · · ·+ ζm + µ1, and ξj = ζ1 − ζj + µ1, 2 ≤ j ≤ m,
we can write
(2.12)
∣∣(M (m))∨(x1, . . . , xm)∣∣ = m∣∣K(m)(x1 + · · ·+ xm)∣∣ m∏
j=2
∣∣ψ(x1 − xj)∣∣
since the Jacobian of the system (2.11) is m.
Consequently, (2.10) is less than a constant multiple of(∫
(Rd)m
( m∏
j=1
(1 + 4π2|xj|2)sj
)∣∣K(m)(x1 + · · ·+ xm)∣∣∣∣ m∏
j=2
∣∣ψ(x1 − xj)∣∣dx1 . . . dxm)1/2
and we perform another change of variables
y1 := x1 + · · ·+ xm, and yj := x1 − xj , 2 ≤ j ≤ m,
which is equivalent to
x1 =
1
m
m∑
l=1
yl, and xj =
1
m
m∑
l=1
(yl − yj), 2 ≤ j ≤ m,
to obtain that the preceding expression is controlled by a constant times(∫
Rd
(
1 + 4π2|y1|2
)s1+···+sm∣∣K(m)(y1)∣∣2dy1)1/2
×
m∏
j=2
(∫
Rd
(
1 + 4π2|yj|2
)s1+···+sm∣∣ψ(yj)∣∣2dyj)1/2
.
(∫
Rd
(
1 + 4π2|y|2)s1+···+sm∣∣H(m) ∗ ψ(y)∣∣2dy)1/2
where we applied the triangle inequality(
1 + 4π2|xj |2
)sj
.
(
1 + 4π2|y1|2
)sj · · · (1 + 4π2|ym|2)sj for each 1 ≤ j ≤ m.
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Since H(m) ∗ ψ(y) . H(m)(y), we conclude that
L2,(n)(s1,...,sn)[σ] .
(∫
Rd
(
1 + 4π2|y|2)s1+···+sm∣∣H(m)(y)∣∣2dy)1/2
=
(∫
Rd
1
(1 + 4π2|y|2)d/2
1
(1 + ln (1 + 4π2|y|2))τ dy
)1/2
. 1
since τ > 1.
To achieve
(2.13) ‖Tσ‖Hp1×···×Hpn→Lp =∞,
let
h(j)(x) :=
1
(1 + 4π2|x|2)
1
2
d
pj
1
(1 + ln (1 + 4π2|x|2)) τj2
, m+ 1 ≤ j ≤ n
and we define
f1(x) = · · · = fm(x) = 2dψ˜(2x)e2πi〈x,µ1〉,
fj(x) := h
(j) ∗ ψ(x)e2πi〈x,µ1〉, m+ 1 ≤ 1 ≤ n.
Clearly, ‖fj‖Hpj (Rd) . 1 for 1 ≤ j ≤ m and
‖fj‖Hpj ≈ ‖fj‖Lpj (Rd) .
∥∥h(j)∥∥
Lpj (Rd)
. 1 m+ 1 ≤ j ≤ n
since τjpj > 2.
On the other hand, using (2.9) and the facts that ψ ∗ ψ˜ = ψ and
f̂j(ξ) = 1 for |ξ − µ1| ≤ 1
100n
and 1 ≤ j ≤ m,
we see that
σ(ξ1, . . . , ξn)f̂1(ξ1) · · · f̂n(ξn) = M (m)(ξ1, . . . , ξm)f̂m+1(ξm+1) · · · f̂n(ξn),
which implies that
Tσ~f(x) =
(
M (m)
)∨
(x, . . . , x)fm+1(x) · · ·fn(x).
Since H(m), h(j), and ψ are nonnegative functions,∣∣Tσ~f (x)∣∣ = mH(m) ∗ ψ(mx)ψ(0)m−1 n∏
j=m+1
(
h(j) ∗ ψ(x))
where (2.12) is applied. Now, using the fact that
H(m)(x− y) ≥ H(m)(x)H(m)(y),
h(j)(x− y) ≥ h(j)(x)h(j)(y), m+ 1 ≤ j ≤ n,
we obtain that∥∥Tσ~f (x)∥∥Lp(Rd) &
∥∥∥H(m)(m·) n∏
j=m+1
h(j)
∥∥∥
Lp(Rd)
&
(∫
Rd
1
(1 + 4π2|x|2)d/2
1
(1 + ln (1 + 4π2|x|2)) p2 (τ+τm+1+···+τn)dx
)1/p
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where the second inequality is due to (2.5). Since τ + τm+1 + · · ·+ τn < 2/p, which
follows from (2.6), the preceding expression diverges and this completes the proof of
(2.13).
When m = n, the exactly same argument is applicable with 1 < τ < n + 1 < 2
p
,
σ := M (n), and fj(x) := 2
dψ˜(2x)e2πi〈x,µ1〉 for 1 ≤ j ≤ n. Since the proof is just a
repetition, we omit the details.
This ends the proof.
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