Abstract. We show that the typical coordinate-wise encoding of multivariate ergodic source changes the entropy profile of the source into the entropy profile that is arbitrarily close to the convolution of the original profile and a modular polymatroid that is determined by the cardinalities of the output alphabets. We show that the proportion of the exceptional encodings that are not close to the convolution goes to zero doubly exponentially. The result holds even for a larger class of multivariate sources that satisfy asymptotic equipartition property described via the mean fluctuation of the information functions. We also proved that the asymptotic equipartition property holds then for the output variables.
Introduction
In Information theory and namely in Network coding theory, the encoding of multiple possibly correlated sources have been extensively studied in last two decades (for the main framework, overview and references see [Yeu08] and [BMR + 13] ). The sources are usually assumed to be discrete and memoryless, so they are represented by sequences of i.i.d. discrete random variables. The important characteristics of multivariate sources, which we focus on, is its entropy profile (an entropic point corresponding to a given multivariate source, see [Kac12] ).
We deal with a problem how the entropy profile changes when "typical" coordinatewise encodings into prescribed output alphabets are applied. As was shown in [Mat07, Theorem 3] , in an asymptotic case, a typical encoding saves as much of the original information as possible. Namely, the conditional entropy of the encoded variable is naturally bounded from above by the conditional entropy of the source and also by the logarithm of the output alphabet. Matúš showed that this bound is asymptotically tight. More literary, a typical coordinate-wise encoding preserves almost all conditional entropy whenever the output alphabet is large enough, i.e., when the logarithm of the alphabet size exceeds the conditional entropy. If the logarithm is not larger, the conditional entropy of the encoded variable is close to the logarithm of the alphabet size. This observation is used to prove the closeness of the entropy region under the convolution with modular polymatroids ([Mat07, Theorem 2]). The role of convolution in the research on entropy region was then more explored in [MC16] .
In [Mat07] , the coordinate-wise encodings of the original multivariate source into prescribed alphabets are applied inductively, coordinate by coordinate, and in between these inductive steps, one has to pass from a random vector to its i.i.d. expansion (see the proof of Theorem 2 in the discussed paper). In particular, each encodings is applied to a different random vector. This procedure can be reinterpreted as simultaneous coordinate encodings applied on one fixed i.i.d. expansion of the original entropy vector. But this simple reasoning does not allow to deduce that the entropy profile obtained for a specific encoding is also realized by the most of the coordinate-wise encodings from some natural domain, as it can be deduced in the one-dimensional case.
The first step towards the results for "typical" encodings in the multivariate case was done in [MK10] , where the authors proved that the proportion of encodings of a two-dimensional random vector that realizes a given convolution goes to one doubly exponentially. It is also explained there that the encodings behave well not only when they are applied on i.i.d. copies of some random vector, but also when we apply them on any vector that is drawn from bi-variate (strictly stationary) ergodic source.
Our work presented in this article extends the control on the entropy-profile of transformed variables for the general multivariate case whenever the original source possesses asymptotic equipartition property (AEP). In our main results stated as Theorem 2 and Theorem 3, we show that the transformed variables have not only the entropy profile that we can express as a convolution with the appropriate modular polymatroid, but they also possess some kind of equipartition property. In the situation explained in Theorem 4, the transformed variables have even more uniform marginal, conditional, and joint distributions than the original ones. To describe the equipartition property of a random variable, we introduce a new quantity that measures the non-uniformness in a way that is well preserved via transformations (encodings), conditioning, and i.i.d. expansions.
Let us stress out that the extraction of the key property, namely the asymptotic equipartition property, that is sufficient assumption in Theorem 2, allows us to extend the previous works on this topics in three significant ways, the set of values generated by the source need not be finite, and the source has to be neither i.i.d., nor stationary. It is satisfactory if the original process is asymptotically mean stationary as defined in [Gra11, page 16] (the mentioned result can be found therein as Theorem 4.1 and Section 4.5), e.g., finite or countable irreducible positivelyrecurrent Markov chains.
For the sake of completeness, our main results also cover the situation when only some coordinates of the multivariate source are encoded.
Equipartition property and mean fluctuation of the information function
One can take into account the variance of the probability function p X or other central moments. Or, instead of the fluctuation of the probability function from the mean, the fluctuation from the median or other suitable constant can be taken into account. From the information-theoretical point of view, mainly when the entropy is investigated, the fluctuation of the information function I X = − log p X from its mean is more relevant quantity.
Another approach how to measure an equipartition property of a variable X is to take into account the Kullback-Leibler divergence from the uniform distribution on the values of the variable. This approach is adopted e.g. in the definition of security index in [CK11] . Nevertheless, this measurement is usually very large even for i.i.d. processes.
We unify both approaches via the mean fluctuation of the information function from a fixed value. We define first the information function and related notions for a discrete probability P on a countable probability space X . The corresponding information function I P : X → R in the standard manner, I P (x) = − log P(x), the entropy H(P) is defined as the expectation of I P . Put
where s(P) is the support of P. The notation a + and a − stands for positive and negative parts of a number a, respectively. In the similar manner, we define D − . We can express the entropy and the divergence from the uniform distribution on the support of the measure as follows:
Let us point out that the above-mentioned Kullback-Leibler divergence from the uniform distribution as well as the mean fluctuation from a = log(#s(P)) is well defined only if the support s(P) is finite. Since a discrete random variable X, e.g. a measurable map from a probability space (Ω, P) into an at most countable set X , induced in a natural way a discrete probability measure P X on X , we can extend immediately the previous notions as follows:
We will often use in text this small abuse of notation when the random variable is written down instead of the induced probability.
Let us notice that the term D + (X) is bounded above by log e e and can be often neglected as a term of small magnitude with respect to D(X). Using the notation s(X) for the subset of the support of P X that contains very small atoms, i.e. the values whose probability is less than 1/(#s(X)), we get the mentioned bound:
For a random variable, we define the following relative versions of the mean fluctuations:
The definition is correct as H(X) > 0. Otherwise, M rel and D rel are set to be zero. We call M rel the relative mean fluctuation and D rel the relative index of uniformity (see Matus, Csisar, etc.). Let us recall that for a positive random variable η the mean fluctuation is bounded as follows:
Hence, M rel is bounded by 2, whereas D rel has no reasonable bound. The following lemma shows that D rel dominates M rel .
Proof. Obviously,
Another useful fact about the mean fluctuation of the information function is stated in the following two lemmas.
Lemma 2. Let P = (1 − ε)P ′ + εP ′′ for three discrete probability measures P, P ′ and P ′′ defined on the same space and ε ∈ (0, 1). Then
Proof. Let us recall that
Let A denotes the set of all x's such that (1 − ε)P ′ (x) > εP ′′ (x). We conclude the proof by the following calculation:
Lemma 3. Let P = (1 − ε)P ′ + εP ′′ for three discrete probability measures P, P ′ and P ′′ defined on the same space and ε ∈ (0, 1). Then
2.1. Conditional versions. Given two discrete random variables X and Y defined on the same probability with values in the countable sets X and Y, respectively, we define the conditional information function by the formula I X|Y = I X,Y − I Y , where all the three functions are considered on the domain X × Y.
We can extend the definition of M and M rel to the conditional case as follows:
Since the information function satisfies the following chain rule,
we get
The following lemma is a simplified version of Lemma 6 in [Mat07] . It provides the crucial bound on the probability of the colored atoms that is applied in the next proposition. The proposition represents the first step towards the control of the mena fluctuation when a variable is encoded (colored) into new alphabet.
Lemma 4 (Matúš, [Mat07] ). Let P be a sub-probability measure on a at most countable set X . For k ≥ 1, ε > 0, the number of the encodings of those maps (encodings) f from X intok that violate
where q = max x∈ X P(x). 
is at most
Proof.
By Markov inequality, we get P(A) > 1 − α 1−r and P(B) > 1 − β 1−s . Let P ′ be the restriction of P on A, i.e. P ′ is sub-probability measure defined as follows:
Given y ∈ Y, measure Q y (x) = P ′ (x, y)/P(y) is a sub-probability measure that is bounded by e −H(X|Y )−α r t1 . We apply Lemma 4. Let c y be the proportion of encodings that violate the condition:
Let c be the proportion of the encodings that satisfy the above-mentioned conditions for all y ∈ B simultaneously. Then
For shortening the following statements, we denote P ′′ = P − P ′ ,
≤ log 2 + 2(α 1−r + β 1−s )R + 2(δ + log 2).
In addition,
for (x, y) ∈ B. Due to concavity of the function s → −s log(
Multivariate analysis
In this section, we will consider a sequence of random tuples Z (n) = (Z (n) i ) i∈N , n ∈ N, defined on the same probability space. Every random variable Z (n) i takes values in a at most countable set Z (n) i . We fix J ⊂ N and sequences of finite sets ( A (n) j ) n∈N , j ∈ J, with the respective cardinalities (k (n) j ) n∈N , j ∈ J. For given n, the sets A (n) j , j ∈ J, have the role of the output alphabet for an encodings of the multivariate source
is called a coordinate encoding. A J-encoding of Z (n) is any product f = i∈N f i , where f i is a coordinate encoding Z (n) i to A (n) i , for every i ∈ J, and f i is identity on Z (n) i , otherwise. Hence, a J encoding transforms a random vector Z (n) into another random vector (f i (Z (n) i )) i∈N , where the coordinates from J are changed, but coordinates out of J stay untouched. The set of all J-encodings is denoted by F (n) . We also use the subsets of N as an index for the encodings and put f I = i∈I f i .
With this notation, we introduce our main theorem. ) n tends to zero. Let (log k (n) j /n) n∈N converges to a finite number g j , for every j ∈ J. Put g j = h j , for j ∈ N \ J and g be a modular polymatroid over N generated by (g j ) j∈N .
Let h ′ = (h I ) I⊂N be a convolution of h = (h I ) I⊂N and g, namely
Given ε > 0, the proportion of those J-encodings f ∈ F (n) that violates either of the conditions:
goes to zero (doubly exponentially) w.r.t. n.
Proof. We prove the theorem via induction over the number of elements in J. The theorem surely holds for the empty J. Let us assume that the theorem works for |J| = d and assume that |J| = d + 1. Let Z (n) , h, g and k satisfy the assumptions of the theorem.
Fix j o ∈ J, J ′ = J \ {j 0 }. Let us define the modular polymatroid g ′ by the equalities:
We denote by h ′′ the convolution of g ′ and h, i.e.
Later on, we will use a simple observation that the convergence of the entropy rates Fix an arbitrary ε > 0, r, s ∈ (0, 1). Surely, there exists τ ∈ (0, 1) and n 0 ∈ N such that 4τ < ε,
Let us denote by G n the set of J ′ -encodings of Z (n) that satisfy the following conditions:
The proportion of these encodings among all J ′ -encodings is then
By the inductive assumption, log(− log(1 − p ′ n )) has at least linear growth with a positive slope (1 − p ′ n goes to zero doubly exponentially). Given a J ′ -encoding f ′ and I ⊂ N , put
and denote the set of the encodings f ′′ from Z (n) j0 to k (n) j0 that satisfy the conjunction
Applying Proposition 1 with δ = nε 32 , t 1 = t 2 = n, we get that, for n big enough, the proportion of those encodings f ′′ from Z We have used here the inequalities (2) and (3).
Sequence p ′′ n goes to zero doubly exponentially. Every J-encoding f = i∈N f i can be expressed in the form
where f ′ i are the coordinate mappings for a J ′ -encoding f ′ and f ′′ is a encoding of the coordinate j 0 (Let us recall, that J = J ′ ∪j 0 ). The J ′ -encoding and the encoding of the coordinate j 0 can be chosen arbitrarily and every such pair corresponds with a J-encoding in a one-to-one manner.
Let n be big enough to get
We are going to show that these conditions ensures that f satisfies (5).
If I does not contain j 0 , then (5) holds simply by the fact that f (Z (n)
I ) and τ < ε. If I contains j 0 , then the inductive assumption and the chain rule for the conditional entropy implies that the difference between
Finally,
The last inequality follows from the fact that h
. In addition, by the same chain rule,
It remains to show that the proportion of J-encodings that are of the form (4) for some f ′ ∈ G n and f ′′ ∈ C f ′ goes to one doubly exponentially. Let us notice (4) establishes one-to-one correspondence between J-encodings and pairs (
where
Indeed, the pro proportion p n of those pairs (
Thus p n goes to zero doubly exponentialy. 
Ergodic sources
In the previous section we deal with the sequences of multivariate random variables Z (n) , n ∈ N, that has values in sets that can change with n and we usualy consider them as finer and finer, in other words, the etropy of Z (n) increases with linear speed.
Let X = (X(k)) k∈N be a multivariate random process with values in a Cantor product of at most countable sets X i , i ∈ N . Hence, each X(k) is a tuple of random variables, X(k) = (X i (k)) i∈N . For a subset of coordinates J ⊂ N , we define a sub-process X J = (X J (k)) k∈N in the following way: X J (k) = (X j (k)) j∈J . We define an entropy profile of the multivariate process X as the vector h(X) = (h(X J )) J⊂N ∈ RÑ , where h(X J ) is the entropy rate of the process X J , i.e.
We will also use the abbreviationk for the set {1, 2, . . . , k} and X J (k) for the random vector (X J (1), X J (2), . . . , X J (k)). We say that the entropy profile is well defined if the limits in the definiton exist and are finite. As in the previous section, we fix J ⊂ N and sequences of finite sets ( A (n) j ) n∈N , j ∈ J, with the respective cardinalities (k
Theorem 3. Let X = (X(k)) k∈N be a multivariate stationary ergodic process with values in a at most countable Cantor product i∈N X i with well-defined entropy profile h(X). Let (log k (n) j /n) n∈N converges to a finite number g j , for every j ∈ J. Put g j = h(X) j , for j ∈ N \ J and g be a modular polymatroid over N generated by (g j ) j∈N .
Let h ′ = (h I ) I⊂N be a convolution of h(X) and g, namely
Given ε > 0, the proportion of those J-encodings f = i∈N f i , where
that violates either of the conditions:
i ) i∈N . Therefore the conclusion of the theorem coincides with the conclusion of Theorem 2 for the sequence (Z (n) ) n∈N . By the extension of Shannon-McMillan theorem for countable
) n goes to zero. We conclude the proof by the application of Theorem 2 on the sequence Z (n) = (Z (n) i ) i∈N . Let us remark that for ergodic sources the limits in the definition of the entropy profile exist always, but can be infinite. It is an easy consequence of subadditivity, that the the entropy profile is well defined if and only if there exists n ∈ N such that H(X(n)) is finite.
Processes and Asymptotic equipartition property
We already mentioned that for a variable X with an infinite support s(X), the value D(X) and D rel (X) is not well-defined whereas the values M (X) and M rel (X) can take arbitrarily small positive values. In this section we show that the difference between these two notions remains significant even in the case of finite-valued i.i.d. process.
Lemma 5. Let X = (X i ) i∈N be an ergodic stationary process with strictly positive and finite entropy rate h. Then
Proof. We use the weaker form of AEP for the ergodic processes. Namely, 1 n I X n 1 converges to h in probability. Since 1 n H(X n 1 ) goes to h too, the difference
) converges to zero in probability. Since Eξ n is zero,
But ξ − n goes to zero in L 1 -norm, because it converges in probability and is bounded by H(X 1 ). It follows that ξ n goes to zero in L 1 -norm, i.e. E|ξ n | goes to zero. Thus, We introduce also the conditional counterpart of the previous lemma. The following lemma is a direct consequence of the property of the divergence for the product measures. The lemmas show that the control of the uniformity of the distribution of the random variable via the relative mean fluctuation is weaker than that via the relative divergence from the uniform distribution on the set of values.
On the other hand, the next theorem shows that a typical encoding from Theorems 2 and 3 provides small D rel when the output alphabets for given subset of the coordinates is asymptotically tight.
We adopt the notations and notions from the beginning of Section 3.
