In this paper we describe an algorithm visiting all the numerical semigroups up to a given genus using a new representation of numerical semigroups.
Introduction
A numerical semigroup S is a subset of N containing 0, close under addition and of finite complement in N. For example the set S E = {0, 3, 6, 7, 9, 10} ∪ [12, +∞[
is a numerical semigroup. The genus of a numerical semigroup S, denoted by g(S), is the cardinality of N \ S, i.e, g(S) = card(N \ S). For example the genus of S E defined in (1) is 6, the cardinality of {1, 2, 4, 5, 8, 11} For a given positive integer g, the number of numerical semigroups is finite and is denoted by n g . In J.A. Sloane's on-line encyclopedia of integer [1] we find the values of n g for g 52. These values have been obtain by M. Bras-Amorós (view [2] for more details for g 50). On his home page [3] , M. Delgado gives the value of n 55 without specifying the values of n 53 and n 54 . M. -Bras Amorós used a depth first search exploration of the tree of numerical semigroups up to a given genus. This tree was introduced by J.C. Rosales and al. in [4] and it is the subject of the Section 2.
Starting with all the numerical semigroups of genus 49 she obtained the number of numerical semigroups of genus 50 in 18 days on a pentium D runing at 3GHz. In the package NumericalSgs [5] of GAP [6] , M. Delgado together with P.A. Garcia-Sanchez and J. Morais used the same method of exploration.
The paper is divided as follows. In section 2 we describe the tree of numerical semigroups and give bounds for some parameters attached to a numerical semigroup. In Section 3 we describe a new representation of numerical semigroups that is well suited to the construction of the tree. In Section 4 we describe an algorithm based on the representation given in Section 3 and give its complexity. Section 5 is more technical, and is devoted to the optimisation of the algorithm introduced in Section 4.
The tree of numerical semigroups
We first start by some notations. Definition 2.1. Let S be a numerical semigroup. We define i) m(S) = min(S \ {0}), the multiplicity of S; ii) g(S) = card(N \ S), the genus of S; iii) c(S) = 1 + max(N \ S), the conductor of S for S different from N. By convention the conductor of N is 0.
By definition a numerical semigroup is an infinite object. We need a finite description of such a semigroup. That is the role of generating sets.
Definition 2.2.
A subset X of a semigroup is a generating set of S if every element of S can be express as a sum of elements in X.
We now introduce a specific generating set. Definition 2.4. A non-zero element x of a numerical semigroup S is said to be irreducible if it cannot be expressed as a sum of two non-zeros elements of S. We denote by Irr(S) the set of all irreducible elements of S. Proposition 2.5. Let S be a numerical semigroup. Then Irr(S) is the minimal generating set of S.
Proof. Assume for a contradiction, that there exists an integer x in S than cannot be decomposed as a sum of irreducible elements. We may assume that x is minimal with this property. As x cannot be irreducible, there exist y and z in S \ {0} satisfying x = y + z. Since we have y < x and z < x, the integers y and z can be expressed as a sum of irreducible elements of S and so x = y + z is a sum of irreducible elements, in contradiction to hypothesis.
As irreducible elements of S cannot be decomposed as the sum of two non-zeros integers in S, they must occur in each generating set of S.
We recall that Apéry elements of a numerical semigroup S associated to m(S) are the integers x in S such that x−m(S) is no longer in S. We denote by App(S) the set of these elements. It is well known that the cardinality of App(S) is exactly m(S) (see [7] for example). Note that the set Irr(S) is in included in App(S). In particular, the set Irr(S) is finite and its cardinality is at most m(S).
If we reconsider the numerical semigroup of (1), we obtain
Let S be a numerical semigroup. The set T = S ∪ {c(S) − 1} is also a numerical semigroup and its genus is
Therefore every semigroup S of genus g can be obtained from a semigroup T of genus g − 1 by removing an element of T greater than or equal to c(T ). 
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Proof. If x is not irreducible in S, then there exist a and b in S \ 0 such that x = a + b. Since a = 0 and b = 0 hold, the integers a and b belong to S \ {x}. Since x = a + b and x ∈ S x , it follows that S x is not stable under addition.
Conversely, assume that x is irreducible in S. As 0 is never irreducible, the set S x contains 0. Let a and b be two integers belonging to S x . The set S is stable under addition, hence a + b lies in S. As S is equal to S x ∪ {x}, the integer a + b also lies in S x except if it is equal to x. The latter is impossible since a and b are different from x and x is irreducible. Proposition 2.6 implies that every semigroup T of genus g can be obtained from a semigroup S by removing a generator x of S that is greater than c(S).
We construct the tree of numerical semigroups, denoted by T as follows. The root of the tree is the unique semigroup of genus 0, i.e, 1 that is equal to N. If S is a semigroup in the tree, the sons of S are exactly the semigroup S x where x belongs to Irr(S) ∩ [c(s), +∞[. By convention, when depicting the tree, the ,numerical semigroup S x is in the left of S y if x is smaller than y.
The above remarks imply that a semigroup S has depth g in mathcalT if and only if its genus is g, see Figure 1 . We denote by T g the subtree of T resticted to all semigroup of genus g.
As the reader can check, the main difficulty to characterize the sond of a semigroup is to determine its irreducible elements. In [5] , the semigroup are given by their Apéry set App(S) and then the main difficulty is to describe App(S x ) from App(S). This approach is elegant but not sufficiently basic for our optimisations.
We conclude this section with some basic results on numerical semigroups of a given genus. Let S be a numerical semigroup. We first prove :
x ∈ Irr(S) implies x c(S) + m(S).
(
If y is a positive integer with y c(S) + m(S) then y lies in S (as y c(S) holds). Moreover, we always have y−m(S) c(s) and so y is not irreducible.
In contradiction with the definition of conductor. Thus we define an involution 
we obtain c(S) = k + g(S) and so c(S) 2g(S).
Decomposition number
The aim of this section is to describe a new representation of numerical semigroups. which is well suited to a efficient exploration of the tree T of numerical semigroups. 
holds. For S = N we have the equality for D S (x) and so for d S (x).
Proof. We start with i). If x is an element of S then x equals 0 + x. the integer x must be in S. As x = 0 + x is always a decomposition of x as a sum of two elements in S, we obtain D S (x) = {0}. If there exist y and z in S such that y z and x = y + z hold then y lies in D S (x). This implies y = 0 and z = x. Hence x is irreducible in S.
We note that 0 is never irreducible despite the fact d S (0) is 1 for all numerical semigroup S.
We now explain how to compute the S-decomposition numbers function of a numerical semigroup from these of its father. Therefore we obtain
A new algorithm
We can easily explore the tree of numerical semigroups up to a genus G using a depth search first algorithm using a stack (see 1). This approach does not seem to have been used before. In particular, M. Bras-Amorós and M. Delgado use instead a breadth search first exploration. The main hal-00823339, version 1 -16 May 2013 advantage in our approach is the small memory needs. The cost to pay is that, if we want to explore the tree deepero, we must restart from the root. end while 15: end procedure
In Algorithm 1 we do not specify how to compute c(S), g(S) and m(S) from S neither how to test if an integer is irreducible. It also miss the characterisation of S x from S. These items depend heavily of the representation of S. Our choice is to use the S-decomposition numbers function. The first task is to use a finite set of such numbers to characterise the whole semigroup. 
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Even though it is quite simple, the computation of c(S), m(S) and g(S) from δ S has a non negligible cost. We represent a numerical semigroup S of genus g G by (c(S), g(S), c(S), δ S ). In an algorithmic context, if the variable S stands for a numerical semigroup we use: -S.c, S.g and S.m for the integers c(S), g(S) and m(S); -S.d[i] for the integer d S (i). For example the following Algorithm initializes a representation of the semigroup N ready for an exploration up to genus G.
Algorithm 2 Return the root of T for an exploration up to genus
We can now describe an algorithm that returns the representation of the semigroup S x from that of the semigroup S where x is an irreducible element of S greater than c(S). Let us now prove the complexity statement. Since by (5) and (4) Proof. The correctness of the algorithm is a consequence of Proposition 4.2 and of the description of the tree T of numerical semigroups.
For the time complexity, let us remark that Algorithm Son is called for every semigroup of the tree T G (the restriction of T to semigroup of genus G). Since there are exactly N = G g=0 n g such semigroups, the time complexity of Son established in Proposition 4.2 guarantees that the running time of Count is in O(log(G) × G × N ), as stated.
Let us now prove the space complexity statement. For this we need to describe the stack through the run of the algorithm. Since the stack is filled with a depth first search algorithm, it has two properties. The first one is that reading the stack from the bottom to the top, the genus of semigroup increases. The second one is that, for all g ∈ [0, G], every semigroup of genus g in the stack has the same father. As the number of sons of a semigroup S is the number of S-irreducible elements in [c(S), c(S) + m(S) − 1], a semigroup S has at most m(S) sons. By (4) , this implies that a semigroup of genus g as at most g + 1 sons. Therefore the stack contains at most g + 1 semigroup of genus g + 1 for g G. So the size of the stack is bounded by
A semigroup is represented by a quadruple (c(S), g(S), m(S), δ S ). By equations (5) and (4), we have c 2g(S) and m g(S) + 1. As g(S) G holds, the integers c, g and m of the representation of S require a memory space in O(log(G)). The size of δ S = (d S (0), ..., d S (3G)) is exactly 3G + 1. Each entry of δ S is the S-decomposition number of an integer smaller than 3G and hence requires log(G) bytes of memory space. Therefore the space complexity of δ S is in O(log(G) × G), which implies that the space complexity of the Count algorithm is
Technical optimizations and results
Assume for example that we want to construct the tree T 100 of all numerical semigroup of genus smaller than 100. In this case, the representation of numerical semigroup given in Section 3 uses decomposition numbers of integers smaller than 300. By Lemma 3.3, such a decomposition number is smaller than 151 and requires 1 byte of memory. Thus at each for step of Algorithm Son, the CPU actually works on 1 byte. However current CPUs work on 8 bytes. The first optimization uses this point.
To go further we must specify that the array of decomposition numbers in the representation of a semigroup corresponds to consecutive bytes in memory. In the for loop of Algorithm Son we may imagine two cursors:
hal-00823339, version 1 -16 May 2013 the first one, denoted src pointing to the memory byte of S.d[0] and the second one, denoted dst pointing to the memory byte T.d [y] . Using these two cursors, Lines 10 to 14 of Algorithm Son can be rewritten as follows
if content(src) > 0 then decrease content(dst) by 1 end if increase src,dst,i by 1 end while In this version we can see that the cursors src and dst move at the same time and that the modification of the value pointed by dst only needs to access the values pointed by src and dst. We can therefore work in multiple entries at the same time without collision. Current CPUs allow this thanks to the SIMD technologies as MMX, SSE, etc. The acronym SIMD stands for Single Operation Multiple Data.
The MMX technology permits to work on 8 bytes in parallel while the SSE works in 16 bytes. As the rest of the CPU works on 8 bytes, the SSE technology needs some constraint on memory access than cannot be fulfilled in our algorithm. This motivate our choice to use the MMX technology. More precisely, we use three commands: pcmpeqb, pandn and psubb. These commands work on two arrays of 8 bytes, called s and d here. In each case the array d is modified. We denote bytes by {0, 1}-words of length 8 Our second optimization is to use parallelism on exploration of the tree. Today, CPU of personal computer have several cores (2, 4 or more). The given version of our exploration algorithm uses a single core and so a fraction only of the power of a CPU.
Our method of parallelism is very simple: for G ∈ N, we cut the tree T G in sub-trees T 1 , ..., T n and we launch our algorithm on these sub-trees. The advantage of this method is that there is no communication between the instances of our algorithm. The disadvantage is that the cutting controls the efficiency of the parallelism. Assume for example that we want to explore the tree T 40 . We first determine all numerical semigroups S 1 , ...S n 20 of genus 20. To explore T it remains to explore the tree T i rooted in S i for i = 1, ..., n 20 . This works but the time to explore T 1 is similar to the time need to explore the tree T 40 . And in this case, using many cores does not reduce the time to explore the tree.
Let us now explain in more detail how we cut the tree T G in order to use parallelism. Semigroups of the form g + 1, ..., 2g + 1 , which are of genus g, are called ordinary in [8] . Each ordinary semigroup has a unique son that is also ordinary. We define X to be the set of all the non-ordinary sons of an ordinary semigroup and X G the restriction of X to semigroup of genus G. We then denote by T i the tree rooted on S i where X G = {S 1 , ..., S n }. The time needed to explore T i is very heterogeneous but there are many tree T i with maximal time. This cutting is more efficient than the previous one. Figure 5 summarizes the time complexity of various exploration algorithms.
The version depth − expl − δ − mmx of our algorithm compute the value of n g for g 50 in 196 minutes on the i5-3570K CPU while the parallel version running on the 4 cores of the same CPU end the work in 50 minutes.
Using two i7 based computers and our parallel algorithm we computed in two days the values of n g for g 60, confirming the values given by M.Bras-Amorós and M. Delgado : hal-00823339, version 1 -16 May 2013 g n g n g /n g−1 
