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Abstract
We study the learning models defined in [D. Angluin, M. Krikis, R.H. Sloan, G. Turán, Malicious omissions and errors in an-
swering to membership queries, Machine Learning 28 (2–3) (1997) 211–255]: Learning with equivalence and limited membership
queries and learning with equivalence and malicious membership queries.
We show that if a class of concepts that is closed under projection is learnable in polynomial time using equivalence and
(standard) membership queries then it is learnable in polynomial time in the above models. This closes the open problems in
[D. Angluin, M. Krikis, R.H. Sloan, G. Turán, Malicious omissions and errors in answering to membership queries, Machine
Learning 28 (2–3) (1997) 211–255].
Our algorithm can also handle errors in the equivalence queries.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The exact learning model was introduced by Angluin [1] and since then has attracted a lot of attention. The learning
algorithm collects information about a target function f chosen from a concept class C by asking queries: the learning
algorithm may ask for the value f (x) on points x of its choice (these are called membership queries) or it may suggest
a hypothesis h from some hypothesis space H to which it gets a counterexample x if such exists (i.e., x such that
f (x) = h(x)). The second type of queries are called equivalence queries.
In this paper we study the exact learning model defined by Angluin et al. [2]. In this model the learning algorithm
learns exactly a target function using equivalence and membership queries with at most some number  of errors or
omissions in answers to the membership queries. The limited membership query may give a special “I don’t know”
answer, while a malicious membership query may give a wrong answer. Any class of concepts learnable in polynomial
time using equivalence and malicious membership queries is learnable in polynomial time using equivalence and
limited membership queries. Angluin et al. [2] stated the converse as an open problem and they showed that the
classes of monotone DNF, DFA, and decision trees are learnable with equivalence and malicious membership queries.
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learning model without errors. That is, if a class C is closed under projection and is learnable from membership and
equivalence queries then C is learnable from malicious (respectively limited) membership and equivalence queries.
We note that closure under projection is, in some sense, not a constraint because all the classes considered in the
literature are classes that are closed under projection.
Our technique can also handle errors in answering equivalence queries. We show that if a class is closed under
projection and is learnable from equivalence queries only then it is learnable from malicious equivalence queries only,
i.e., equivalence queries that return at most  wrong answers.
We also consider limited membership query LMQK for some setK of sub-domains K ⊆ {0,1}n. This query returns
correct answers for all assignments that are in some sub-domain K ∈K chosen by some adversary. We show that if K
(as concept class of boolean functions) is learnable as disjoint DNF (i.e., the hypotheses used by the equivalence
queries are disjoint DNF) from membership and equivalence queries then learning with limited membership queries
LMQK and equivalence queries is equivalent to learning with membership and equivalence queries.
There have been very few works on omissions and errors in the exact learning model. Angluin and Slonim [3]
introduced the exact learning model with Randomly Fallible Teachers. In this model, the teacher with probability p
answers “I don’t know” to the membership query.1 Very few classes are known to be learnable in this model [6,8,11].
Except for classes that can be learned from equivalence queries only, almost nothing is known to be learnable in the
exact learning model where the teacher lies on answering membership queries with a constant probability p. On the
other hand, many results are known in the PAC learning model [15] when the teacher lies on answering membership
queries with some probability [7,10,12,13]. See also [9].
In Section 2 we give some preliminary results. In Section 3 we define the learning models. In Section 4 we show a
general technique for learning classes that are closed under projection that will be used in the sequel. In Section 5 we
study learning with limited membership queries. In Section 6 we study learning with malicious membership queries
and malicious equivalence queries with  errors and show that it is equivalent to learning with membership and
equivalence queries.
2. Preliminaries
A concept class is C =⋃∞n=0 Cn where each Cn is a set of Boolean functions f (x1, . . . , xn) : {0,1}n → {0,1}.
A partial assignment p is (p1, . . . , pn) where pi ∈ {0,1, xi}. We say that a concept class C is closed under projection
if for every f (x1, . . . , xn) ∈ C and every partial assignment p, f (p) ∈ C. We will sometimes write fp for f (p).
We say that C is closed under perfect projection if for any f (x1, . . . , xn) ∈ C we have f (x1, . . . , xn−1,0) ∈ C and
f (x1, . . . , xn−1,1) ∈ C. It is clear that if C is closed under projection then it is closed under perfect projection. We
note here that all the concept classes of Boolean functions considered in the literature are closed under projection.
For λ ∈ {0,1} and a boolean variable y we define yλ = y if λ = 1 and yλ = y if λ = 0. For a partial assignment
p = (p1, . . . , pn) and an assignment a = (a1, . . . , an) we write p(a) for the assignment b = (b1, . . . , bn) where bi = ai
if pi = xi and bi = pi otherwise.
Let Vn = {x1, x2, . . . , xn}. A literal is a variable xi or a negated variable xi , i = 1, . . . , n. A term over Vn is a
conjunction of literals. A set of terms over Vn, T = {T1, T2, . . . , Tm} is called a complete set of terms if for every
assignment a ∈ {0,1}n exactly one term Ti satisfies a, i.e., Ti(a) = 1 for exactly one i. For example: The set T =
{x1x3, x1x3, x1x2, x1x2} is a complete set of terms over V3.
Define for an assignment a ∈ {0,1}n the following terms over Vn: Ta,n = x1−ann , Ta,0 = xann · · ·xa11 and for 0 <
k < n,
Ta,k = xann · · ·xak+1k+1 x1−akk .
We now show
Fact 1. For any assignment a ∈ {0,1}n the set
T a = {Ta,k | k = 0,1,2, . . . , n}
1 In all the models we assume that the teacher is persistent, i.e., if it queried more than once on the same assignment, it will always return the
same answer.
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Proof. Notice that Ta,k1 ∧ Ta,k2 = 0 for k1 = k2 and therefore it is enough to show that every assignment satisfies at
least one term.
Let d ∈ {0,1}n. If d = a then Ta,0(d) = 1. If d = a then let k be the maximal integer such that dn = an, dn−1 =
an−1, . . . , dk+1 = ak+1 and dk = ak . Then, Ta,k(d) = 1. 
A decision tree is a rooted binary tree whose internal nodes are labeled with variables Vn and whose leaves are
labeled with constants {0,1}. Each internal node has precisely two outgoing edges, one labeled with 0 and the other
labeled with 1. A decision tree computes a Boolean function from {0,1}n to {0,1} in the following natural way. Given
an assignment a ∈ {0,1}n, the computation starts at the root node. At each node v, if it is labeled with xi then the
computation takes the edge labeled with ai out to the next node. The computation stops at a leaf node and outputs the
label at this node. The size of a decision tree D is the number of leaves in D.
A decision tree with non-labeled leaves is a decision tree whose leaves are non-labeled. This will be used later in
this section to divide the domain {0,1}n to smaller sub-domains.
A disjoint DNF is the class of DNF formula whose terms are “disjoint,” that is, every assignment a satisfies at most
one term. This is equivalent to the conjunction of every two terms in the DNF being 0. The size of a DNF formula
(or a disjoint DNF formula) f is the number of terms in f . It is easy to show that any decision tree D with s leaves
can also be represented by a disjoint DNF with at most s terms. We can correspond to each leaf in the tree D a term
(as described below). The disjunction of all terms that correspond to the leaves in D that are labeled with 1 forms a
disjoint DNF that is logically equivalent to D.
A complete set of terms can be built using any decision tree D with non-labeled leaves. Let v be a leaf of D and
let v1, v2, . . . , vm = v be the path from the root of D to v. Let xij be the label of vj and ψj the label of the edge
(vj , vj+1), j < m. Then the term
T [v] = xψ1i1 x
ψ2
i2
· · ·xψm−1im−1
is called the term that corresponds to the leaf v in D. This term satisfies: T [v](a) = 1 if and only if the computation
of D(a) stops at leaf v. Each leaf in the tree D corresponds to a term and each assignment belongs to (respectively,
satisfies) exactly one leaf (respectively, exactly one term). We denote by T (D) the set of terms that correspond to the
leaves of D. We now show
Fact 2. For every decision tree D, the set T (D) is a complete set of terms.
Proof. Every assignment a corresponds to exactly one leaf and therefore satisfies only the term that corresponds to
this leaf. 
For an assignment a ∈ {0,1}n define Da to be the following decision tree:
If (xn = an) then ◦ elseif (xn−1 = an−1) then ◦ elseif · · · elseif (x1 = a1) then ◦ else ◦
where ◦ is an empty leaf. Then
T (Da) = T a.
The decision tree (if it exists) that corresponds to a complete set of terms T is a decision tree D such
that T (D) = T . Not every complete set of terms corresponds to a decision tree. For example the set T1 =
{x1x2x3, x1x2x3, x1x3, x1x2, x2x3} is a complete set of terms that cannot be generated from a decision tree.
Let S = {a(1), . . . , a(l)} ⊆ {0,1}n be a set of assignments. Let χS be the characteristic boolean function of S, i.e.,
χS(a) = 1 if a ∈ S and χS(a) = 0 otherwise. For a term T , let A(T ) def= {a | T (a) = 1}. We say that a complete set of
terms T isolates S if for every term T ∈ T either A(T ) ⊆ S or A(T ) ⊆ S = {0,1}n\S. For example, if n = 3 then the
above complete set of terms T1 isolates the set S = {(000), (100), (110), (111)}. Notice that T a isolates S = {a}.
We now prove the following.
Lemma 3. Let S ⊆ {0,1}n. Then
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a decision tree of size s for χS .
(2) There is a complete set of terms of size s that isolates S if and only if there is a disjoint DNF for χS of size s1 and
a disjoint DNF for χS of size s2 and s = s1 + s2.
Proof. Let T be a complete set of terms of size s that isolates S that corresponds to a decision tree D. That is,
T = T (D) and for every T ∈ T either A(T ) ⊆ S or A(T ) ⊆ S. For every leaf in D we label this leaf with 1 if the
corresponding term T of this leaf satisfies A(T ) ⊆ S and 0 otherwise. Since⋃
T ∈T (D)
A(T ) = {0,1}n,
and for every T ∈ T (D) either A(T ) ⊆ S or A(T ) ⊆ S we have⋃
T ∈T (D),A(T )⊆S
A(T ) = S, (1)
and therefore D with the labeled leaves is a decision tree of size s for χS .
On the other hand, if D is a decision tree for χS then (1) is true and therefore, T (D) is a complete set of terms that
isolates S. This completes the proof for 1.
To prove 2 let T be a complete set of terms that isolates S. Then it is easy to see that∨
T ∈T ,A(T )⊂S
T = χS and
∨
T ∈T ,A(T )⊂S
T = χS.
On the other hand, let χS = T1∨T2∨· · ·∨Ts1 and χS = T ′1 ∨T ′2 ∨· · ·∨T ′s2 be disjoint DNF. Let T = {Ti | i  s1}∪{T ′j |
j  s2}. Then, ∨i Ti ∨∨j T ′j = χS ∨χS = 1, A(Ti) ⊆ S, A(T ′j ) ⊆ S. Also Ti ∧ T ′j ⇒ χS ∧χS = 0 and therefore T is
a complete set of terms that isolates S. 
Savický in [14] shows that there is a quasi-polynomial gap between the minimal size of a complete set of terms
that isolates S and the minimal size of a complete set of terms that corresponds to a decision tree that isolates S. He
shows
Lemma 4. There is a set of assignments S that has a complete set that isolates it of size s but any complete set that
isolates S that corresponds to a decision tree is of size at least
sΩ((log s)
0.26).
We say that a complete set of terms T is a perfect complete set if T = {1} or for each term T ∈ T there is an
assignment a ∈ {0,1}n and 0 k  n such that T = Ta,k .
We now show
Lemma 5. We have
(1) Every perfect complete set corresponds to some decision tree. That is, for every perfect complete set of terms T
there is a decision tree D such that T (D) = T .
(2) For every set of assignments S ⊆ {0,1}n, where |S| > 1, there is a perfect complete set of terms of size at most
n|S| that isolates S.
Proof. We prove (5) by induction on n. If n = 0 then T = {1} and the empty leaf tree D (a tree with one leaf) satisfies
T (D) = T . For n > 0, since T is perfect, it is either T = {1} or each term in T contains either xn or xn. If T = {1}
then, as in the case n = 0, the tree is one leaf. If T = {1} then since there is a term T that is satisfied by the zero
vector 0, i.e., T (0) = 1, and a term that satisfies the one vector 1, there is at least one term in T that contains the literal
xn and one term that contains the literal xn. We define a decision tree D with a label xn in its root. This splits T into
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removed, and, for xn = 0, we have T0, the set of terms in T that contain xn with xn removed. Obviously, T0 and T1
are perfect complete sets over n − 1 variables. Now by the induction hypothesis T0 and T1 corresponds to decision
trees D0 and D1. We place D0 as the 0-son of the root of D and D1 as the 1-son and get a decision tree for T . We can
write this decision tree as: Tree(n, {1}) = ◦ and if T = {1} then
Tree(n,T ) := If (xn = 1) then Tree(n− 1,T1) else Tree(n− 1,T0)
where for ξ ∈ {0,1},
Tξ =
{
T ∈ T ∣∣ xξn · T ∈ T }.
To prove (5) we build a decision tree for χS as follows: If S = ∅ then the tree is D = ◦. If S = ∅ then we label the
root of the tree with xn. For xn = 0 (respectively, xn = 1) we recursively build a decision tree for S0 = {a ∈ S | an = 0}
(respectively, S1 = {a ∈ S | an = 1}). If s(n,S) is the size of the tree then s(n,∅) = 1. If Si = ∅ for some i ∈ {0,1}
then s(n,S) = s(n− 1, S1−i )+ 1. If both are non-empty then s(n,S) = s(n− 1, S0)+ s(n− 1, S1). Now it is easy to
prove by induction that s(n,S) = n+ 1 for |S| = 1 and s(n,S) |S|n for |S| > 1. 
The following lemma shows that the above bound is tight even for (non-perfect) complete sets.
Lemma 6. There is a set of assignments S ⊂ {0,1}n of polynomial size (in n) such that any complete set of terms that
isolates S is of size Ω(n|S|).
Proof. Consider the set S of all assignments of weight (number of ones) k for some constant k. Let T1 ∨ T1 ∨ · · · ∨ Tt
be any DNF for χS . Consider an assignment b of weight k + 1. Since χS(b) = 1 there is a term Tr that satisfies b. If
there is another assignment b′ = b of weight k + 1 that is satisfied by Tr then all the assignment b′′ between b and
b∧ b′, i.e. b b′′  b∧ b′, is satisfied by Tr . Since the weight of b∧ b′ is at most k this implies that some assignment
of weight k is satisfied by Tr and therefore is satisfied by χS . This is a contradiction. Therefore, each assignment b of
weight k + 1 corresponds to a different term in the DNF of χS . This implies that
sizeDNF(χS)
(
n
k + 1
)
.
Therefore, any complete set of terms for S is of size at least(
n
k + 1
)
= n− k
k + 1
(
n
k
)
= O(n|S|). 
3. The exact learning model
In this paper we try to exactly identify a target function hidden by a teacher, using queries. Although the functions
we consider are boolean functions f : {0,1}n → {0,1}, our technique can also be applied to other boolean function
domains.
Let C =⋃∞n=0 Cn be a concept class of boolean functions where each Cn contains the functions in C over the
domain {0,1}n. The size of f ∈ C is the minimal number of nodes in any Boolean circuit (over {∧,∨,¬}) that
represents f . We will write size(f ) for the size of f and n(f ) for the dimension of the domain of f .
In learning, a learner has access to a set of queries Q for some hidden function f ∈ C. The goal of the learner
is to run in polynomial time in n(f ) and size(f ), ask queries from Q, and output a polynomial size circuit that is
equivalent to f .
We will consider the following queries.
(1) A membership query MQ(a) for f , for some a ∈ {0,1}n, returns f (a).
(2) An equivalence query EQ(h) for f , for some polynomial size circuit h, either return “Yes,” meaning that h is
logically equivalent to f (that is, for every x ∈ {0,1}n we have h(x) = f (x)), or “No,” meaning that h and f are
not logically equivalent, together with a counterexample (that is, an assignment b such that h(b) = f (b)).
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algorithm A uses queries from Q and outputs a function h that is logically equivalent to f . We say that a learning
algorithm A (exactly) learns C in polynomial time from a set of queries Q if for any target function f ∈ C the
algorithm A uses queries from Q and after polynomial time in n(f ) and size(f ) outputs a function h that is logically
equivalent to f .
We will also consider learnability when the output hypothesis is from some hypothesis space H . We say that a
learning algorithm A (exactly) learns C as H from a set of queries Q if for any target function f ∈ C the algorithm
A uses queries from Q, uses hypotheses from H for the equivalence queries and outputs h ∈ H that is logically
equivalent to f .
We will also consider membership queries that do not answer on some sub-domain of the function.
Let K be a set of sub-domains of {0,1}n. In the limited membership query model LMQK an adversary chooses
some K ∈K and then LMQK(a) = f (a) if a ∈ K and LMQK(a) = “I don’t know” if a /∈ K . In this model we define
a hypothesis to be “non-strictly” correct if it agrees with the target concept on all examples except possibly those ones
for which the limited membership query answers “I don’t know.” Thus, if K ⊆ {0,1}n is the domain where the limited
membership query answers correctly then the elements in K (where the limited membership query answers “I don’t
know”) are allowed to be classified arbitrarily by the final hypothesis of the learning algorithm. The equivalence query
always gives counterexamples from K and it answers “Yes” if the hypothesis is non-strictly correct.
In this model, the goal of the learner is to run in polynomial time in n(f ), size(f ) and some measure of K and
output a “non-strict” correct hypothesis.
Other queries that will be studied are malicious membership queries and malicious equivalence queries. In the
malicious membership query MMQ the query can return wrong answers to at most  different assignments, for some
integer . In the malicious equivalence query MEQ the query can return a wrong counterexample a (an assignment
that is not a counterexample) for at most  different assignments, for some integer . That is, the MEQ can choose
any  assignments and can lie on those assignments as many times as it wants. However, if the malicious equivalence
query returns a true counterexample a it cannot lie on a afterwards. If we do not have this constraint then learning is
impossible because the MEQ can keep on returning the same assignment for any hypothesis.
The goal of the learner is to run in polynomial time in n(f ), size(f ) and  and find a function that is equivalent to
the target on the points on which the queries did not lie.
4. Learning using a complete set of terms
In this section we show how to use complete sets of terms for learning. The technique we use here is an extension
of the divide and conquer method developed in [4].
Let T be a complete set of terms. For each term T ∈ T we define the corresponding partial assignment pT where
pTi = 1 if xi appears positive in T , pTi = 0 if it appears negative and pTi = xi otherwise. The partial assignment pT
represents the set of all assignments that satisfy the term T .
Let C be a concept class that is closed under projection and let A be a learning algorithm that learns C from
membership and equivalence queries.
Notice that
Lemma 7. For every boolean function f and every complete set of terms T we have
f (x) =
( ∨
T ∈T
T (x) · fpT (x)
)
,
where fpT = f (pT ) ∈ C.
Proof. Let a be any assignment. By the definition of complete set of terms there is exactly one term T0 ∈ T such that
T0(a) = 1. Since pT0(a) = a we have( ∨
T (a) · fpT (a)
)
= T0(a)fpT0 (a) = f
(
pT0
)
(a) = f (pT0(a))= f (a). T ∈T
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1. For every T ∈ T
2. Run AT ≡A to learn fpT with the following changes:
3. If AT asks MQ(a) then ask MQ(pT (a)).
4. If AT asks EQ(hT ) or outputs hT then wait.
5. Define H = (∨T ∈T T (x) · hT (x)). If no AT ask EQ then output H else ask EQ(H).
6. If the answer is “Yes” then halt and output(H ).
7. If the answer is “No” with b then let T ′ ∈ T such that T ′(b) = 1.
8. Return b to the algorithm AT ′ and continue running AT ′ with the following changes:
9. If AT ′ asks MQ(a) then ask MQ(pT
′
(a)).
10. If AT ′ asks EQ(hT ′ ) or outputs hT ′ then wait.
11. Goto 5.
Fig. 1. Learning given an algorithm A for C and a complete set of terms T .
To learn f in the above representation we run |T | algorithms, one for each fpT where T ∈ T . Denote by AT the
algorithm for learning fpT . The membership query MQ(a) for fpT can be simulated by asking MQ(pT (a)) for f .
This is because fpT (a) = f (pT )(a) = f (pT (a)). To simulate equivalence queries we wait until all the algorithms
AT , T ∈ T , ask equivalence queries EQ(hT ) or output hT and then ask equivalence query EQ(H) where
H(x) =
( ∨
T ∈T
T (x) · hT (x)
)
.
Since T is a complete set of terms, a counterexample b will be a counterexample for the hypothesis hT ′ for which
T ′(b) = 1. This is because hT ′(b) = H(b) = f (b) = fpT ′ (b). We use this counterexample to continue running AT ′
until another equivalence query is asked by AT ′ or AT ′ outputs some hypothesis hT ′ .
For a class C that is closed under projection, a learning algorithmA for C and a complete set of terms T , algorithm
LEARN(A,C,T ) in Fig. 1 learns C using the complete set of terms T . LEARN(A,C,T ) runs algorithmAT ≡A for
every term T ∈ T with the following changes: If A asks a membership query MQ(a) then AT asks the membership
query MQ(pT (a)) (see step (3)). If A asks an equivalence query EQ(hT ) or output hT , then algorithm AT waits.
When all the algorithms AT , T ∈ T , are in the “wait” state, LEARN(A,C,T ) continues in step (5). It then asks
equivalence query with
H(x) =
( ∨
T ∈T
T (x) · hT (x)
)
.
A counterexample for H(x) will be a counterexample for one of the algorithms AT ′ , T ′ ∈ T . LEARN(A,C,T )
continues to run AT ′ (steps (8)–(10)) until it asks another equivalence query or outputs a hypothesis. In the latter case
AT ′ waits and LEARN(A,C,T ) again asks an equivalence query.
Proposition 8. If algorithm A runs in time t with m membership queries and e equivalence queries then
LEARN(A,C,T ) learns C in time O(|T |t) with |T |m membership queries and |T |e equivalence queries.
In particular
Proposition 9. If algorithm A runs in time t with m membership queries then LEARN(A,C,T ) learns C in time
O(|T |t) with |T |m membership queries.
We use this technique to handle lies in the queries. If a learning algorithm A for C fails to learn f (because of
some lie in one of the queries) one may try to build an appropriate complete set T and learn f as described in this
section. This may not correct the lie but it may isolate it in a smaller domain.
In the next section we will run LEARN(A,C,T ) with a set of terms T that are disjoint terms but not complete. In
this case the algorithm may receive a counterexample a that satisfies T (a) = 0 for all T ∈ T . We use this counterex-
ample to modify T and run LEARN(A,C,T ) again.
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1. Run B with the following changes:
2. If B asks MQ(a) then ask LMQK(a).
3. If the answer is “I don’t know” then return 0 else return 1.
4. If B asks EQ(g) or outputs g then wait.
5. T ← the set of terms of g.
6. Run W =LEARN(A,C,T ) with LMQK queries instead of MQ.
7. If W asks LMQK(a) and it returns “I don’t know” then Goto 11.
8. If W asks EQ(H) and it returns a and g(a) = 0 then Goto 11.
9. If W outputs H then
10. Ask EQ(H); If it returns a then Goto 11 else Output(H ).
11. Send a as a counterexample to B.
12. Goto 1 to Continue running B.
Fig. 2. Learning with limited membership queries.
5. The algorithm with limited membership queries
In this section we will study exact learning with equivalence and limited membership queries. For a class K of
subsets of {0,1}n we will consider the limited membership query LMQK. We show that if C is learnable from mem-
bership and equivalence queries in time t andK is learnable as disjoint DNF (the hypotheses in the equivalence queries
are disjoint DNF) from membership and equivalence queries in time t ′ then C is learnable from limited membership
queries LMQK and equivalence queries in time poly(t, t ′).
One interesting case is when K is the set of all sets {0,1}n \ L where |L| . In this case LMQK is the limited
membership query that answers “I don’t know” on at most  assignments. We denote this query by LMQ. We will
show that K is learnable in time O(n) as disjoint DNF from equivalence queries only and therefore we get the result
of learning with  “I don’t know” answers to the membership queries.
Let C be a concept class that is closed under projection. Let A be an algorithm that learns C with membership
and equivalence queries. Let B be the algorithm that learns K as disjoint DNF with membership and equivalence
queries. Consider the algorithm LMQ-LEARN(A,B,C,K) in Fig. 2. This algorithm runs algorithm B first and for
each membership query it changes the “I don’t know” answers to 0 and the 0,1 answers to 1. So B tries to learn χK .
When B asks equivalence query with a disjoint DNF function g it waits and then LMQ-LEARN(A,B,C,K) runs
LEARN(A,C,T ) where T is the set of terms of g. Notice that T contains disjoint terms but may not be a complete
set of terms. So, three things may happen that disturb running LEARN(A,C,T ):
(1) The limited membership query LMQK(a) answers “I don’t know.” In this case a is returned as a negative coun-
terexample for the algorithm B and algorithm B continues to run.
(2) The equivalence query answers with an assignment a and all the terms T ∈ T satisfy T (a) = 0. In this case we
know that algorithm LEARN(A,C,T ) cannot continue running. Then a is returned to B as a positive counterex-
ample.
(3) The algorithm outputs a hypothesis H which is not equivalent to the target. In this case we ask an equivalence
query and return the answer as a positive counterexample.
Now, we only need to prove that in all the three cases a is indeed a counterexample for g and when B learns K then
LEARN(A,C,T ) learns a non-strictly correct hypothesis.
We show the following
Theorem 10. Let C be a class that is closed under projection. Suppose K is learnable in polynomial time as disjoint
DNF of size s from mK membership queries and eK equivalence queries and C is learnable in polynomial time from
m membership queries and e equivalence queries. Then C is learnable in polynomial time with (eK + 1)sm + mK
limited membership queries LMQK and (eK + 1)(se + 1) equivalence queries.
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We first show that a is indeed a counterexample for g.
Case I. If LEARN(A,C,T ) asks LMQK(a) then we know that T (a) = 1 for some T ∈ T (see Fig. 1) and therefore
g(a) = 1. If LMQK(a) answers “I don’t know” then a /∈ K and χK(a) = 0. Therefore g(a) = χK(a) and a is a
negative counterexample for g.
Case II. If LEARN(A,C,T ) asks EQ(H) and the assignment a that is received by the equivalence query satisfies
g(a) = 0 then we know that a ∈ K because the equivalence query does not return assignments from K . Therefore
χK(a) = 1 = g(a) and a is a positive counterexample for g.
Case III. If LEARN(A,C,T ) outputs
H(x) =
( ∨
T ∈T
T (x) · hT (x)
)
then we know that all the algorithms AT , T ∈ T halt and output hypotheses and therefore hT (x) = fpT (x) for all
T ∈ T . This implies that H(x) ⇒ f (x). Therefore, the counterexample a will satisfy H(a) = 0 and f (a) = 1. This
implies that g(a) = 0 and as in the second case χK(a) = 1 = g(a) and a is a positive counterexample for g.
Now we show that when B learns χK then LEARN(A,C,T ) learns C. If B learns K then χK = g =∨T ∈T T .
Then by the above argument LMQK(a) will not answer “I don’t know” and EQ(H) will not answer an assignment a
such that g(a) = 1.
Now for the complexity of the algorithm, LEARN(A,C,T ) runs at most eK + 1 times and each time with at
most |T |m sm membership queries and |T |e+ 1 se+ 1 equivalence queries. Algorithm B asks mK membership
queries but the answers for its equivalence queries are received from LEARN(A,C,T ). Thus follows the result. 
In particular we have
Corollary 11. Let C be a class that is closed under projection. Suppose K is learnable in polynomial time as disjoint
DNF of size s from mK membership queries and C is learnable in polynomial time from m membership queries only.
Then C is learnable in polynomial time with sm+mK limited membership queries LMQK only.
When the limited membership query answers “I don’t know” on at most  points then K is the class of all sets
{0,1}n \L where |L| . This class can be learned with  equivalence queries only with hypotheses that are decision
trees of size n as follows: We ask EQ(1) and get an assignment in L. After learning q assignments a1, . . . , aq ∈ L we
build a decision tree for h = χ{a1,...,aq } as defined in Lemma 5 and ask equivalence query EQ(h). A new assignment
aq+1 from L must be returned by the equivalence query. Since by Lemma 5 the size of the decision tree for h is at
most n we have the following.
Corollary 12. Let C be a class that is closed under perfect projection. If C is learnable in time t from m membership
queries and e equivalence queries then C is learnable in time poly(n, , t) from O(n2m) limited membership queries
LMQ and O(n2e) equivalence queries.
In the next subsection we show that the algorithm LMQ-LEARN(A, t,C) in Fig. 4 gives a complexity that is
linear on  rather than quadratic.
In [4] Bshouty showed that the class Fk that contains all the functions f (Q1, . . . ,Qk) where each Qi is either a
term or a clause and f is any boolean function, is learnable as a decision tree of size s = O((n
k
))
in eK = O
((
n
k
))
equivalence queries and mK = O
((
n
k
)
n
)
membership queries. Notice that this class includes the classes k-term DNF
and k-clause CNF. By Theorem 10 we have
Corollary 13. Let C be a class that is closed under projection. If C is learnable in polynomial time from m membership
queries and e equivalence queries, then C is learnable in polynomial time with at most O(n2km) limited membership
queries LMQF and O(n2ke) equivalence queries.n
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and f is any boolean function, is learnable as a decision tree of size O(nk) from O(n2k) membership queries. By
Corollary 11 we have
Corollary 14. Let C be a class that is closed under projection. If C is learnable in polynomial time from m membership
queries, then C is learnable in polynomial time with at most O(n3km) limited membership queries LMQMk .
5.1. The algorithm with LMQ
In this subsection we prove the following
Theorem 15. Let C be a class that is closed under perfect projection. If C is learnable in time t from m membership
queries and e equivalence queries then C is learnable in time O(nt) from O(nm) limited membership queries
LMQ and O(ne) equivalence queries.
The same algorithm also gives the following:
Corollary 16. Let C be a class that is closed under perfect projection. If C is learnable in time t from m membership
queries only then C is learnable in time O(nt) from O(nm) limited membership queries LMQ only.
Let A be an algorithm that learns C from membership and equivalence queries. We will assume that when the
number of variables n = 0 (the target then is a constant function) the algorithm just asks EQ(0) and then EQ(1). One
of them will answer “Yes.”
Before we give a formal proof of our main theorem we show how the algorithm runs on a simple example. See
Figs. 3 and 4.
Fig. 3. Example for learning with LMQ.
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1. T = {1}; q1 ← 0; A1 ≡A.
2. While there exists T ∈ T with qT = 0.
3. qT ← 1.
4. Continue to Run AT to learn fpT and at each step do.
5. If AT asks MQ(a) then ask LMQ(pT (a)).
6. If LMQ answers “I don’t know” then
7. d ← pT (a).
8. T ← (T \ {T })∪ {T ′ ∈ T d : |T ′| > |T |}.
9. For every T ′ ∈ T d with |T ′| > |T | do
10. qT ′ = 0; AT ′ ≡A.
11. Discard algorithm AT .
12. If AT asks EQ(hT ) or output hT then wait.
13. Ask EQ(H) where H = (∨T∈T T (x) · hT (x)).
14. If the answer is “Yes” then halt and output(H ).
15. If the answer is b then let T ′ ∈ T such that T ′(b) = 1.
16. Return b to the algorithm AT ′ .
17. qT ′ ← 0.
18. Goto 2.
Fig. 4. Learning with LMQ.
Suppose we run the algorithm for n = 6. The algorithm starts by defining T = {1} andA1 ≡A and runsA1 as long
as no membership query answers “I don’t know” (steps (4)–(5)). If A1 receives “I don’t know” for a1 = (001100)
then the algorithm builds the complete set of terms
T = T a1 = {x6, x6x5, x6x5x4, x6x5x4x3, x6x5x4x3x2, x6x5x4x3x2x1, x6x5x4x3x2x1}.
This corresponds to the first tree in Fig. 3. This complete set of terms isolates the assignment a1. We discard A1
and replace it with the algorithms AT ≡A for all T ∈ T (steps (6)–(11)). The other parts of the algorithm are simply
the algorithm LEARN(A,C,T ).
Suppose another “I don’t know” is received, say a2 = (010000). This belongs to the algorithm Ax6x5x4 . We then
replace x6x5x4 with (see step (8))
{x6x5x4x3, x6x5x4x3x2, x6x5x4x3x2x1, x6x5x4x3x2x1},
discard Ax6x5x4 and run new algorithms AT for the new terms. The latter terms isolate the assignment a2. The terms
in T after this change correspond to the second tree in Fig. 3. The leaves that are labeled with ? correspond to the
assignments a1 and a2. The third tree results from receiving “I don’t know” for the assignment a3 = (011100).
We now prove our main theorem.
Proof of Theorem 15. Notice that the algorithm is identical to LEARN(A,C,T ) except that after each “I don’t
know” T is updated. A term T ∈ T is removed and its algorithm AT is discarded and is replaced with new terms.
Therefore it is enough to show the following:
(1) At each stage of the algorithm, T is a perfect complete set of terms that isolates all the assignments for which
LMQ answered “I don’t know.”
(2) If LMQ answered “I don’t know” for some assignment d then no algorithm AT will ask LMQ(d) again.
The latter implies that T is updated at most  times. Since each update discards one algorithm and adds at most n new
algorithms AT , the number of algorithms that run is at most n. This implies the result.
We now prove (1). Suppose T is a perfect complete set of terms and let T ∈ T . Let d be any assignment such that
T (d) = 1 and consider
T ′ = (T \ {T })∪ {T ′ ∈ T d : |T ′| > |T |}.
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T ′ = (T \ {T })∪ {T T ′′: T ′′ ∈ T (d1,...,dn−|T |)}.
Now take any assignment a. Since T is a complete set of terms there is T1 ∈ T such that T1(a) = 1 and for
every T2 ∈ T \ {T1} we have T2(a) = 0. If T (a) = 0 then exactly one term in T ′ satisfies a. If T (a) = 1 then all
the terms in T \ {T } do not satisfy a and since T (d1,...,dn−|T |) is a complete set of terms exactly one of the terms in
{T T ′′: T ′′ ∈ T (d1,...,dn−|T |)} satisfies a. The set T ′ is perfect since all the terms in T ′ are of the form Ta,k for some
assignment a and integer k. This proves (1).
To prove (2) notice that the only term that satisfies d is Td,0. For this term the algorithm is EQ(0) followed by
EQ(1). So no other algorithm will ask the query LMQ(d). 
6. The algorithm with malicious queries
In this section we study learning with malicious membership queries and malicious equivalence queries. In the
malicious membership queries (MMQ) the query can return a wrong answer to at most 1 different assignments. In
the malicious equivalence query (MEQ) the query can return a wrong counterexample (an assignment that is not a
counterexample) for at most 2 different assignments. We will use  = 1 + 2 for the total number of possible lies.
Our algorithm will learn a hypothesis h that is equivalent to the target hypothesis except for the assignments that
the MEQ lies on. In that case the MEQ has to eventually return the true values of one of these assignments. The
algorithm updates the value of h on this assignment and asks again MEQ.
In this section we prove the following
Theorem 17. Let C be a class that is closed under perfect projection. If C is learnable in time t from membership
and equivalence queries then C is learnable in time O((+ t)2n) from malicious membership queries and malicious
equivalence queries.
In particular, we have
Corollary 18. If C is closed under perfect projection and is learnable in polynomial time from membership and equiv-
alence queries then C is learnable in polynomial time from malicious membership queries and malicious equivalence
queries.
In [5], Bennet and Bshouty show that for certain classes a better time complexity can be achieved.
Let A be a learning algorithm that learns C in time t from membership and equivalence queries. We will assume
that the learner knows t . Later in this section we will remove this constraint. We will also assume that the first three
commands in algorithm A are EQ(0); EQ(1); EQ(0). This just shortens the code of the algorithm.
The learning algorithm MMQ-LEARN(A, t,C) in Fig. 5 runs A1 ≡A that corresponds to the term 1, i.e., it runs
LEARN(A,C,T ) for T = {1} (see steps (2), (4), (11)–(18) in the algorithm). If A1 runs more than t steps (tT > t in
step (6)) or cannot continue running (gets stuck or cannot execute a command) then the learning algorithm knows that
the MMQ or MEQ gave at least one wrong answer. The learning algorithm then splits the term 1 into two terms xn
and xn (step (7)) and learns the class with the perfect complete set T = {xn, xn}. The algorithm at any stage is simply
running LEARN(A,C,T ) and each time AT , for some T ∈ T , fails to learn, the learning algorithm splits T into two
terms T · xn−|T | and T · xn−|T |.
We will first prove the following claims.
Claim 19. At each step of the learning algorithm MMQ-LEARN(A, t,C), T is a perfect complete set of terms.
Proof. From steps (7) and (8) it is clear that T = xnxn−1 · · ·xn−|T |+1. If T is a perfect complete set of terms then
since xn−|T | is a variable that is not in T we have that T ← (T \{T })∪{T ·xn−|T |, T ·xn−|T |} is perfect complete. 
Claim 20. If T ∈ T is a full term, i.e., T = Ta,0 for some a ∈ {0,1}n, then the learning algorithm stops splitting T .
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1. T = {1}. (* An initial complete set of terms *)
q1 ← 0. (* qT = 0 if AT is ready to run *)
t1 ← 0. (* tT is the number of steps executed in AT *)
A1 ≡A. (* The initial algorithm *)
2. While there exists T ∈ T with qT = 0.
3. qT ← 1.
4. Continue to run AT to learn fpT and at each step do.
5. tT ← tT + 1.
6. If tT > t or AT cannot continue running then
(* tT > t means that the algorithm has run longer than it should *)
7. nT ← n− |T |; T1 ← T · xnT ; T0 ← T · xnT ;
(* Split the term to two terms *)
8. T ← (T \ {T })∪ {T0, T1}.
9. tT0 ← 0; tT1 ← 0. qT0 ← 0; qT1 ← 0.
(*Create two new algorithms, one for each term *)
10. Halt AT and create two algorithms AT0 ≡A; AT1 ≡A.
11. If AT asks MQ(a) then ask MMQ(pT (a)).
12. If AT asks EQ(hT ) or output hT then wait.
13. Ask MEQ(H) where H = (∨T ∈T T (x) · hT (x)).
14. If the answer is “Yes” then halt and output(H ).
15. If the answer is b then let T ′ ∈ T such that T ′(b) = 1.
16. Return b to the algorithm AT ′ . (* b is a counterexample for AT ′ *)
17. qT ′ ← 0. (* AT ′ is ready to continue running *)
18. Goto 2
Fig. 5. Learning with malicious membership queries and malicious equivalence queries.
Proof. We remind the reader that the first three commands of A are EQ(0); EQ(1); EQ(0) and if the malicious
equivalence query returns a true counterexample a it cannot lie on a afterwards.
When T = Ta,0 is a full term then fpT (x) ≡ f (a). The algorithm AT first asks EQ(0). If AT receives a counterex-
ample b then T (b) = 1 and therefore b = a. So the only counterexample that AT can receive is a. If this is a true
counterexample then fpT (x) ≡ 1 and in the second command EQ(1) the algorithm will not receive again a. If a is not
a true counterexample then fpT (x) = 0 and then when AT asks EQ(1) in its second command it can only receive the
true counterexample a again. Then in the third command EQ(0), AT will not receive a again. 
Let DT be the decision tree that corresponds to the perfect complete set T . The ith level of the tree DT contains
all the nodes at depth i (where the root is at level 1).
We now show
Claim 21. At each level of the tree there are at most  internal nodes.
Proof. A node is internal if it is split into two nodes. A split happens only when a lie occurs. Since there is at most 
lies and each lie belongs to at most one node in level i in the tree DT , the number of nodes that split into two nodes
at level i is at most . 
It follows from Claim 21 that
Claim 22. The number of nodes in T is at most 2n− 2log + 2− 1.
Proof. Since at level i of DT there is at most min(2i−1, ) internal nodes the number of internal nodes of DT is
at most n − log +  − 1. Now the result follows because the number of leaves in DT is the number of nodes
plus 1. 
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algorithm then C is learnable in time at most cnt with malicious membership queries and malicious equivalence
queries for some constant c.
Proof. Since the number of times A runs is the number of nodes in DT and the number of nodes in DT is at most
2n the result follows. 
Notice that the constant c depends on the number of commands in MMQ-LEARN(A, t,C) and is known. Now
we are ready to prove Theorem 17.
Proof of Theorem 17. Since we do not know t and  we use the doubling technique on t and . That is we run the
learning algorithm MMQ-LEARN(A, t,C) for (t, ) = (1,1) and if the algorithm does not output a hypothesis after
cnt steps we double them and run the learning algorithm with (t, ) = (2,2), then (t, ) = (22,22), etc. The algorithm
will halt at stage k when 2k max(, t) > 2k−1. Then the complexity is cn+ c4n+ · · ·+ c22kn = O((+ t)2n). This
implies the result in Theorem 17. 
7. Conclusion
In this paper we showed that for classes that are closed under projection, learning with equivalence and malicious
(or limited) membership queries is equivalent to learning with membership and equivalence queries. This solves the
open problem in [2]. We also consider some extensions, including, errors in answering equivalence queries and limited
membership queries that answer “I don’t know” on a large domain. Our results can be easily extended to handle non-
boolean domains and errors in other models (such as PAC, PAExcat, etc.) and queries (such as subset query, superset
query, etc.).
A natural goal for future work is to obtain results in the model where errors occur with some probability p. In the
literature, except for classes that can be learned from equivalence queries only, almost nothing is known to be learnable
in the exact learning model where the teacher lies on answering membership queries with a constant probability p.
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