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1 Introduction
The aim of this paper is to prove the Kazhdan-Lusztig type character formula for irre-
ducible highest weight modules with positive rational highest weights over symmetrizable
Kac-Moody Lie algebras.
Let us formulate our results precisely. Let g be a symmetrizable Kac-Moody Lie
algebra over the complex number field C with Cartan subalgebra h. We denote by W
the Weyl group and by {αi}i∈I the set of simple roots. For a real root α, we define the
corresponding coroot by α∨ = 2α/(α, α), where ( , ) denotes a standard non-degenerate
symmetric bilinear form on h∗. For λ ∈ h∗, let ∆+(λ) denote the set of positive real
roots α satisfying (α∨, λ) ∈ Z, and let Π(λ) denote the set of α ∈ ∆+(λ) such that
sα(∆
+(λ) \ {α}) = ∆+(λ) \ {α}. Here sα ∈ W denotes the reflection with respect to α.
Then the subgroup W (λ) of W generated by {sα ; α ∈ ∆+(λ)} is a Coxeter group with
the canonical generator system {sα ; α ∈ Π(λ)}. Fix ρ ∈ h∗ satisfying (ρ, α∨i ) = 1 for any
i ∈ I and define a shifted action of W on h∗ by
w ◦ λ = w(λ+ ρ)− ρ for w ∈ W and λ ∈ h∗.
For λ ∈ h∗ let M(λ) (resp. M∗(λ), L(λ)) be the Verma module (dual Verma module,
irreducible module) with highest weight λ. We denote their characters by ch(M(λ)),
ch(M∗(λ)), ch(L(λ)) respectively. We have ch(M(λ)) = ch(M∗(λ)), and ch(M(λ)) is
easily described.
The main result of this paper is the following.
Theorem 1.1 Assume that λ ∈ h∗ satisfies the following conditions.
2(α, λ+ ρ) 6= (α, α) for any positive imaginary root α.(1.1)
(α∨, λ+ ρ) /∈ Z≤0 for any positive real root α.(1.2)
If w ∈ W satisfies w ◦ λ = λ, then w = 1.(1.3)
(α∨, λ) ∈ Q for any real root α.(1.4)
Then for any w ∈ W (λ) we have
ch(M(w ◦ λ)) =
∑
y≥λw
P λw,y(1) ch(L(y ◦ λ)),(1.5)
ch(L(w ◦ λ)) =
∑
y≥λw
(−1)ℓλ(y)−ℓλ(w)Qλw,y(1) ch(M(y ◦ λ)).(1.6)
Here, ≥λ, ℓλ, P λw,y, Q
λ
w,y denote the Bruhat ordering, the length function, the Kazhdan-
Lusztig polynomial, and the inverse Kazhdan-Lusztig polynomial for the Coxeter group
W (λ), respectively.
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When g is a finite-dimensional semisimple Lie algebra, this result for integral weights
was conjectured by Kazhdan-Lusztig [19], and proved by Beilinson-Bernstein [1] and
Brylinski-Kashiwara [2] independently. Later its generalization to rational weights was
obtained by combining the results by Beilinson-Bernstein (unpublished) and Lusztig [21].
As for the symmetrizable Kac-Moody Lie algebra, Theorem 1.1 for integral weights
was obtained by Kashiwara(-Tanisaki) in [14] and [16] (see also Casian [3]). We note that
a generalization of the original Kazhdan-Lusztig conjecture to affine Lie algebras in the
negative level case was obtained by Kashiwara-Tanisaki [17], Casian [4] (integral weights),
Kashiwara-Tanisaki [18] (rational weights). We finally point out that (1.6) for w = 1 was
proved by Kac-Wakimoto [11].
Let us give a sketch of the proof of our theorem.
Let X = G/B− be the flag manifold introduced in Kashiwara [13], which is an infinite-
dimensional scheme. We have a stratificationX =
⊔
w∈W Xw by finite-codimensional Schu-
bert cellsXw = BwB
−/B−. For λ ∈ h∗ letDλ be the TDO-ring (ring of twisted differential
operators) on X corresponding to the parameter λ. For w ∈ W define Dλ-modules Bw(λ)
(resp. Mw(λ), Lw(λ)) as the meromorphic extension (resp. dual meromorphic extension,
minimal extension) of the DXw-module OXw to a Dλ-module. They are objects of the
category H(λ) consisting of N+-equivariant holonomic Dλ-modules.
For λ ∈ h∗ satisfying the conditions (1.1), (1.2) and (1.3), we define a modified global
section functor Γ˜ from H(λ) to the category M(g) of g-modules. Then Theorem 1.1 is a
consequence of the following results.
Theorem 1.2 Assume that λ ∈ h∗ satisfies the conditions (1.1), (1.2) and (1.3).
(i) The functor Γ˜ : H(λ)→M(g) is exact.
(ii) Γ˜(Bw(λ)) =M∗(w ◦ λ) for any w ∈ W .
(iii) Γ˜(Mw(λ)) = M(w ◦ λ) for any w ∈ W .
(iv) Γ˜(Lw(λ)) = L(w ◦ λ) for any w ∈ W .
Theorem 1.3 Assume that λ ∈ h∗ satisfies the condition (1.4). Then for any w ∈ W
which is the smallest element of wW (λ) and any x ∈ W (λ), we have
[Lwx(λ)] =
∑
y≥λx
(−1)ℓλ(y)−ℓλ(x)Qλx,y(1)[Mwy(λ)](1.7)
in the (modified) Grothendieck group K(H(λ)) of H(λ).
The proof of Theorem 1.2 is similar to the one in [14]. In the course of the proof we
also use the modified localization functor Dλ⊗ˆ • from a category of certain g-modules to a
category of certain Dλ-modules as in [14], and we prove simultaneously that Dλ⊗ˆΓ˜(M) ≃
M for any M ∈ Ob(H(λ)). Aside from the technical complexity in dealing with non-
integral weights, the main new ingredients compared with the integral case [14] are the
embeddings of Verma modules (Theorem 2.5.3) and the proof of the injectivity of the
canonical morphism M(w ◦ λ)→ Γ˜(Mw(λ)) (Proposition 4.7.2).
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The proof of Theorem 1.3 is based on the theory of Hodge modules by M. Saito [23]
as in [16]. As for the combinatorics concerning the Kazhdan-Lusztig polynomials we use
the dual version of the result in [22].
In the affine case, we can deduce the non-regular highest weight case from the above
result by using the translation functors.
Theorem 1.4 Let g be an affine Lie algebra, and assume that λ ∈ h∗ satisfies
(δ, λ+ ρ) 6= 0, where δ is the imaginary root.(1.8)
(α∨, λ+ ρ) ∈ Q \ Z<0 for any positive real root α.(1.9)
Then W0(λ) = {w ∈ W ;w ◦ λ = λ} is a finite group. Let w be an element of W (λ) which
is the longest element of wW0(λ). Then we have
ch(L(w ◦ λ)) =
∑
y≥λw
(−1)ℓλ(y)−ℓλ(w)Qλw,y(1) ch(M(y ◦ λ)).
A motivation of our study comes from a recent work of W. Soergel [24] concerning
tilting modules over affine Lie algebras. We would like to thank H. H. Andersen for leading
our attention to this problem.
2 Highest weight modules
2.1 Kac-Moody Lie algebras
In this section, we shall review the definition of Kac-Moody Lie algebras, and fix notations
employed in this paper.
Let h be a finite-dimensional vector space over C, and let Π = {αi}i∈I and Π∨ = {hi}i∈I
be subsets of h∗ and h respectively indexed by the same finite set I subject to
Π and Π∨ are linearly independent subsets of h∗ and h respectively,(2.1.1)
(〈hi, αj〉)i,j∈I is a symmetrizable generalized Cartan matrix.(2.1.2)
Here 〈 , 〉 : h× h∗ → C denotes the natural paring. The elements of Π and Π∨ are called
simple roots and simple coroots respectively. We fix a non-degenerate symmetric bilinear
form ( , ) on h∗ such that
(αi, αi) ∈ Q>0 for any i ∈ I,(2.1.3)
〈hi, λ〉 = 2(λ, αi)/(αi, αi) for any λ ∈ h∗ and i ∈ I.(2.1.4)
We denote the corresponding Kac-Moody Lie algebra by g. Recall that g is the Lie
algebra over C generated by elements ei, fi (i ∈ I) and the vector space h satisfying the
following defining relations (see Kac [9]):
[h, h′] = 0 for h, h′ ∈ h,
[h, ei] = 〈h, αi〉ei, [h, fi] = −〈h, αi〉fi for h ∈ h and i ∈ I,
[ei, fj] = δijhi for i, j ∈ I,
ad(ei)
1−〈hi,αj〉(ej) = ad(fi)
1−〈hi,αj〉(fj) = 0 for i, j ∈ I with i 6= j.
(2.1.5)
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Define the subalgebras n+, n−, b, b− of g by
n+ = 〈ei ; i ∈ I〉, n− = 〈fi ; i ∈ I〉,
b = 〈h, ei ; h ∈ h, i ∈ I〉, b− = 〈h, fi ; h ∈ h, i ∈ I〉.
(2.1.6)
The vector space h is naturally regarded as an abelian subalgebra of g, and we have the
decompositions
g = n− ⊕ h⊕ n+, b = h⊕ n+, b− = h⊕ n−.(2.1.7)
For λ ∈ h∗ set gλ = {x ∈ g ; [h, x] = 〈h, λ〉x for h ∈ h}, and define the root system ∆
of g by
∆ = {λ ∈ h∗ ; gλ 6= 0} \ {0}.(2.1.8)
Set
Q =
∑
i∈I
Zαi, Q
± = ±
∑
i∈I
Z≥0αi,(2.1.9)
∆± = ∆ ∩Q±.(2.1.10)
We have Π ⊂ ∆+ and ∆ = ∆+ ⊔∆−. The elements of ∆+ and ∆− are called positive and
negative roots respectively.
For a subset Θ of ∆ such that (Θ+Θ)∩∆ ⊂ Θ we define the subalgebra n(Θ) of g by
n(Θ) =
∑
α∈Θ
gα.(2.1.11)
For α =
∑
i∈I miαi ∈ Q, its height ht(α) is defined by
ht(α) =
∑
i∈I
mi.(2.1.12)
For i ∈ I define the simple reflection si ∈ GL(h∗) by
si(λ) = λ− 〈hi, λ〉αi.(2.1.13)
The subgroup W of GL(h∗) generated by S = {si ; i ∈ I} is called the Weyl group.
It is a Coxeter group with the canonical generator system S. The length function
ℓ : W → Z≥0 of the Coxeter group W satisfies
ℓ(w) = ♯(∆− ∩ w∆+) for any w ∈ W.(2.1.14)
We denote the Bruhat ordering on W by ≥. Note that we have
(wλ,wµ) = (λ, µ) for any λ, µ ∈ h∗ and w ∈ W.(2.1.15)
Set
∆re =W Π , ∆im = ∆ \∆re , ∆
±
re = ∆re ∩∆
± , ∆±im = ∆im ∩∆
± .(2.1.16)
The elements of ∆re and ∆im are called real and imaginary roots, respectively. For α ∈ ∆re
set
α∨ = 2α/(α, α),(2.1.17)
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and define the reflection sα ∈ GL(h
∗) by
sα(λ) = λ− (λ, α
∨)α.(2.1.18)
Then we have sα ∈ W for any α ∈ ∆re.
We fix a vector ρ ∈ h∗ such that 〈hi, ρ〉 = 1 for any i ∈ I. Then the shifted action of
W on h∗ is defined by
w ◦ λ = w(λ+ ρ)− ρ .(2.1.19)
Note that ρ− wρ ∈ Q+ for any w ∈ W and it does not depend on the choice of ρ.
2.2 Integral Weyl groups
In this section, we study the properties of integral Weyl groups. We start the study in a
more general setting 1.
Let ∆1 be a subset of ∆re satisfying the following condition:
sαβ ∈ ∆1 for any α, β ∈ ∆1.(2.2.1)
In particular, we have −∆1 = ∆1. We set
∆±1 = ∆1 ∩∆
±,(2.2.2)
Π1 = {α ∈ ∆
+
1 ; sα(∆
+
1 \ {α}) ⊂ ∆
+
1 },(2.2.3)
W1 = 〈sα;α ∈ Π1〉 ⊂W.(2.2.4)
We call the elements of ∆+1 (resp. ∆
−
1 , Π1) positive roots (resp. negative roots, simple
roots) for ∆1, and W1 the Weyl group for ∆1.
Note that if ∆1 satisfies the condition (2.2.1), then w∆1 also satisfies (2.2.1) for any
w ∈ W .
Lemma 2.2.1 If ∆1 contains a simple root αi, then αi is in Π1.
Lemma 2.2.2 Assume that αi 6∈ ∆1. Set ∆′1 = si∆1. Then ∆
′
1 satisfies the condition
(2.2.1). Moreover ∆′1
⋂
∆+ = si∆
+
1 , the set of simple roots for ∆
′
1 is siΠ1, and the Weyl
group for ∆′1 is siW1si.
The above two lemmas immediately follow from si∆
+ = (∆+ \ {αi}) ∪ {−αi}.
Lemma 2.2.3 If α ∈ Π1 and i ∈ I satisfy (αi, α) > 0, then either α = αi or αi 6∈ ∆1.
1 After writing up this paper, the authors were informed by S. Naito the existence of two papers,
R. Moody–A. Pianzola, Lie Algebras with Triangular Decompositions, Canadian Mathematical Society
series of monographs and advanced texts, A Wiley-Interscience Publication, JohnWiley & Sons, 1995, and
Jong-Min Ku, On the uniqueness of embeddings of Verma modules defined by the Shapovalov elements,
J. Algebra, Vol. 118, (1988) 85–101. They showed results similar to those in this subsection by a different
formulation and method. In the last paper, Ku also obtained a result weaker than Theorem 2.5.3.
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Proof. Assume α 6= αi and αi ∈ ∆1. Then β = sααi = αi − (α
∨, αi)α is a positive root.
Then αi = β + (α
∨, αi)α contradicts (α
∨, αi) ∈ Z>0 . Q.E.D.
Lemma 2.2.4 For any α ∈ Π1 there exist w ∈ W and i ∈ I such that wα = αi and
w∆+1 = w∆1
⋂
∆+.
Proof. We shall show this by induction on ht(α). If ht(α) = 1, then there is nothing to
prove. Assume ht(α) > 1. Write α =
∑
j∈I mjαj with mj ≥ 0. Then we have
0 < (α, α) =
∑
j∈I
mj(α, αj),
and hence there exists some j ∈ I such that (α, αj) > 0. Since ht(α) > 1, we have α 6= αj
and hence αj /∈ ∆1 by Lemma 2.2.3. Set ∆′1 = sj∆1, (∆
′
1)
+ = sj∆
+
1 ,Π
′
1 = sjΠ1. Then
(∆′1)
+ and Π′1 are the set of positive and simple roots for ∆
′
1 respectively by Lemma 2.2.2.
Set α′ = sjα ∈ Π′1. Since ht(α
′) < ht(α), there exist some w′ ∈ W and i ∈ I such that
w′α′ = αi and w
′(∆′1)
+ ⊂ ∆+ by the hypothesis of induction. Then setting w = w′sj we
have wα = αi and w∆
+
1 = w
′(∆′1)
+ ⊂ ∆+. Q.E.D.
The following lemma follows from the above lemma by reducing to the case α = αi
for i ∈ I.
Lemma 2.2.5 For any positive integer n and α ∈ Π1, we have nα 6∈
∑
β∈(∆+
1
\{α})∪∆+
im
Z≥0β.
Lemma 2.2.6 For any β ∈ ∆+1 , there exists α ∈ Π1 such that (α, β) > 0.
Proof. We shall prove this by the induction on ht(β). If ht(β) = 1, then Lemma 2.2.1
implies β ∈ Π1, and we can take β as α. Assume that ht(β) > 1. Take i such that
(αi, β) > 0. If αi ∈ ∆1, then it is enough to take αi as α. Now assume that αi 6∈ ∆1.
Set ∆′1 = si∆1, (∆
′
1)
+ = si∆
+
1 ,Π
′
1 = siΠ1. Then (∆
′
1)
+ and Π′1 are the set of positive
and simple roots for ∆′1 respectively by Lemma 2.2.2. Set β
′ = siβ ∈ (∆′1)
+. We have
ht(β ′) < ht(β) by (β, αi) > 0. Hence by the hypothesis of induction there exists some
α′ ∈ Π′1 such that (α
′, β ′) > 0. Then α = siα
′ ∈ Π1 satisfies (α, β) = (α′, β ′) > 0. Q.E.D.
Lemma 2.2.7 (i) ∆1 = W1Π1.
(ii) ∆+1 ⊂
∑
α∈Π1 Z≥0α.
(iii) W1 contains sα for any α ∈ ∆1.
Proof. Since (iii) follows from (i), it is enough to show that any β ∈ ∆+1 is contained
in W1Π1
⋂∑
α∈Π1 Z≥0α. We shall prove this by the induction on ht(β). By Lemma 2.2.6
there exists α0 ∈ Π1 such that (α0, β) > 0. If β = α0, then there is nothing to prove. If
β 6= α0, then γ = sα0β ∈ ∆
+
1 by the definition of Π1 and ht(γ) < ht(β). Now we can
apply the hypothesis of induction to conclude γ ∈ W1Π1
⋂∑
α∈Π1 Z≥0α, which implies the
desired result. Q.E.D.
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Lemma 2.2.8 For α ∈ ∆+1 , the following conditions are equivalent.
(i) α ∈ Π1.
(ii) sβα ∈ ∆
−
1 for any β ∈ ∆
+
1 such that (α, β) > 0.
(iii) α cannot be written as α = m1β1 +m2β2 for βν ∈ ∆
+
1 and mν ∈ Z>0 (ν = 1, 2).
(iv) α cannot be written as α =
∑k
ν=1 βν for k > 1, βν ∈ ∆
+
1 (1 ≤ ν ≤ k).
Proof. (i)⇒(iv) follows from Lemma 2.2.5. (iv)⇒(iii) is trivial. (iii)⇒(ii) is also imme-
diate. Let us prove (ii)⇒(i). By Lemma 2.2.6, there exists β ∈ Π1 such that (β, α) > 0.
Hence γ = −sβα ∈ ∆
+
1 . Rewriting this, we have (β
∨, α)β = α + γ. Then Lemma 2.2.5
implies α = β or γ = β. It is now enough to remark that γ = β implies α = β. Q.E.D.
The following proposition is proved by a standard argument (see e.g. [18, §3.2]).
Proposition 2.2.9 (i) W1 is a Coxeter group with a generator system S1 = {sα ; α ∈
Π1}.
(ii) Its length function ℓ1 : W1 → Z≥0 is given by ℓ1(w) = ♯(∆
−
1 ∩ w∆
+
1 ).
(iii) For x, y ∈ W , x ≥1 y with respect to the Bruhat order ≥1 for (W1, S1) if and only if
there exist β1, . . . , βr ∈ ∆
+
1 (r ≥ 0) such that x = ysβ1 · · · sβr and ysβ1 · · · sβj−1βj ∈
∆+1 for j = 1, . . . , r.
Lemma 2.2.10 For α, β ∈ Π1 such that α 6= β we have (α, β) ≤ 0.
Proof. We have sαβ ∈ ∆
+
1 by the definition of Π1. Since β ∈ Π1, Lemma 2.2.8 implies
the desired result. Q.E.D.
By this lemma,
(
(β, α∨)
)
α,β∈Π1
is a symmetrizable generalized Cartan matrix. Hence
W1 is isomorphic to the Weyl group for the Kac-Moody Lie algebra with
(
(β, α∨)
)
α,β∈Π1
as a generalized Cartan matrix.
Proposition 2.2.11 For w ∈ W the following conditions are equivalent.
(i) l(x) ≥ l(w) for any x ∈ wW1.
(ii) wx ≥ wy for any x, y ∈ W1 such that x ≥1 y.
(iii) w∆+1 ⊂ ∆
+.
Proof. Let us first prove (iii)⇒(ii). We may assume without loss of generality that
x = ysβ for some β ∈ ∆
+
1 . Then yβ ∈ ∆
+
1 and hence wyβ ∈ ∆
+. This implies wx =
wysβ ≥ wy.
(ii) implies (i) by taking y = 1 in (ii). (i) implies (iii) because, for any α ∈ ∆+1 ,
l(wsα) ≥ l(w) implies wα ∈ ∆+. Q.E.D.
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For λ ∈ h∗ set
∆(λ) = {β ∈ ∆re; (β
∨, λ+ ρ) ∈ Z}
= {β ∈ ∆re; (β∨, λ) ∈ Z}.
(2.2.5)
This satisfies the condition (2.2.1). We set ∆±(λ) = ∆(λ) ∩ ∆±. Let Π(λ) and W (λ)
be the set of simple roots and the Weyl group for ∆(λ), respectively. We call W (λ) the
integral Weyl group for λ. We denote by ℓλ : W (λ) → Z≥0 and ≥λ the length function
and the Bruhat order of the Coxeter group W (λ), respectively.
Remark.
(i) In [18], we introduced W (λ) and W ′(λ). The integral Weyl group introduced here
is equal to W ′(λ) loc.cit. As a matter of fact, W (λ) and W ′(λ) loc.cit. coincide.
The opposite statement in [18, Remark 3.3.2] should be corrected.
(ii) The set Π(λ) is linearly independent when g is finite-dimensional. But it is not
necessarily linearly independent in the affine case, although we have assumed the
linear independence of {αi}i∈I . For example, for g = A
(1)
3 and λ = (Λ1 + Λ3)/2, we
have Π(λ) = {α0, α2, −α0 + δ, −α2 + δ}.
(iii) For x, y ∈ W1, x ≥1 y implies x ≥ y (Lemma 2.2.11). However the converse is
false in general. For example for g = A3 and λ = (Λ1 + Λ3)/2, we have Π(λ) =
{α2, α1 + α2 + α3} and sα1+α2+α3 ≥ sα2 .
2.3 Category of highest weight modules
In this subsection we shall recall some properties of the category O of highest weight
g-modules.
In general, for a Lie algebra a we denote its enveloping algebra by U(a) and the
category of (left) U(a)-modules by M(a).
For k ∈ Z≥0 set
n
±
k = n(±∆
+
k ) with ∆
+
k = {α ∈ ∆
+ ; ht(α) ≥ k}(2.3.1)
(see (2.1.11) and (2.1.12) for the notation). A U(g)-module M is called admissible if, for
any m ∈ M , there exists some k such that n+km = 0. We denote by Madm(g) the full
subcategory of M(g) consisting of admissible U(g)-modules. It is obviously an abelian
category.
For M ∈M(h) and ξ ∈ h∗ we set
Mξ = {u ∈M ; (h− 〈h, ξ〉)nu = 0 for any h ∈ h and n >> 0}.
It is called the generalized weight space of M with weight ξ. We denote by O the full
subcategory of M(g) consisting of U(g)-modules M satisfying
M =
⊕
ξ∈h∗
Mξ,(2.3.2)
dimMξ <∞ for any ξ ∈ h∗,(2.3.3)
for any ξ ∈ h∗ there exist only finitely many µ ∈ ξ +Q+ such that Mµ 6= 0.(2.3.4)
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It is an abelian subcategory of Madm(g).
For M ∈ Ob(O), or more generally for an h-module M satisfying (2.3.2) and (2.3.3),
we define its character as the formal infinite sum
ch(M) =
∑
ξ∈h∗
(dimMξ) e
ξ.
For a U(g)-moduleM , the dual space HomC(M,C) is endowed with a U(g)-module struc-
ture by
〈xm∗, m〉 = 〈m∗, a(x)m〉 for m∗ ∈ HomC(M,C), m ∈M , x ∈ g,
where a : g→ g is the anti-automorphism of the Lie algebra g given by
a(h) = h for h ∈ h, a(ei) = fi, a(fi) = ei for i ∈ I.
If M ∈ Ob(O), then
M∗ :=
⊕
ξ∈h∗
(Mξ)
∗ ⊂ HomC(M,C)
is a U(g)-submodule of HomC(M,C) belonging to Ob(O). Indeed we have
(M∗)ξ = (Mξ)
∗ .
Moreover, it defines a contravariant exact functor (•)∗ : O→ O such that (•)∗∗ is naturally
isomorphic to the identity functor on O. In particular, we have
Homg(M,N) ≃ Homg(N
∗,M∗) for M,N ∈ Ob(O).(2.3.5)
We also note
ch(M∗) = ch(M) for any M ∈ Ob(O).(2.3.6)
An element m of a U(g)-module M is called a highest weight vector with weight λ if
m ∈Mλ and eim = 0 for any i ∈ I. A U(g)-module M is called a highest weight module
with highest weight λ if it is generated by a highest weight vector with weight λ. Highest
weight modules belong to the category O.
For λ ∈ h∗ define a highest weight moduleM(λ) with highest weight λ, called a Verma
module, by
M(λ) = U(g)/(
∑
h∈h
U(g)(h− λ(h)) +
∑
i∈I
U(g)ei).
The element of M(λ) corresponding to 1 ∈ U(g) will be denoted by uλ. Set M∗(λ) =
(M(λ))∗. There exists a unique (up to a constant multiple) non-zero homomorphism
M(λ) → M∗(λ). Its image L(λ) is a unique irreducible quotient of M(λ) and a unique
irreducible submodule of M∗(λ). In particular, we have (L(λ))∗ ≃ L(λ).
We have the following lemma (see Lemma 9.6 of Kac [9]).
Lemma 2.3.1 For any M ∈ Ob(O) and µ ∈ h∗, there exists a finite filtration
0 =M0 ⊂M1 ⊂ · · · ⊂Mr = M
ofM by U(g)-modulesMk (k = 0, . . . , r) such that for any k we have either (Mk/Mk−1)µ =
0 or Mk/Mk−1 ≃ L(ξ) for some ξ ∈ h∗.
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For M ∈ Ob(O) and µ ∈ h∗ we set
[M : L(µ)] = ♯{k ; Mk/Mk−1 ≃ L(µ)},
for a filtration of M as in Lemma 2.3.1. It does not depend on the choice of a filtration.
Then we have the equalities
[M : L(µ)] = [M∗ : L(µ)] ,
ch(M) =
∑
µ∈h∗
[M : L(µ)] ch(L(µ)).
We frequently use the following lemma later.
Lemma 2.3.2 Let M ∈ Ob(O) and µ ∈ h∗.
(i) dimHomg(M(µ),M) and dimHomg(M,M
∗(µ)) are less than or equal to [M : L(µ)].
(ii) Assume that if ξ ∈ h∗ satisfies [M : L(ξ)] 6= 0 and [M(ξ) : L(µ)] 6= 0, then
ξ = µ. Assume further [M : L(µ)] 6= 0. Then neither Homg(M(µ),M) nor
Homg(M,M
∗(µ)) vanishes.
Proof. (i) is obvious. Let us prove (ii). Consider the set A of submodules R of M
satisfying [R : L(µ)] = 0. There exists the largest element K of A with respect to the
inclusion relation. Set N =M/K.
We shall prove Nµ+γ = 0 for any γ ∈ Q+\{0}. Assume that there exist some γ ∈ Q+\{0}
such that Nµ+γ 6= 0. Since N is an object of O, there exists finitely many such γ. Take
γ ∈ Q+ \ {0} such that Nµ+γ 6= 0 and Nµ+γ+δ = 0 for any δ ∈ Q+ \ {0}. Then we
have [N : L(µ + γ)] > 0. Let N ′ be the g-submodule of N generated by Nµ+γ . By
the maximality of K we have [N ′ : L(µ)] 6= 0. Hence, [M(µ + γ) : L(µ)] 6= 0 by the
construction of N ′. This contradicts
[M : L(µ + γ)] ≥ [N : L(µ+ γ)] > 0.
Hence Nµ+γ = 0 for any γ ∈ Q+ \ {0}, which implies
Hom(M(µ), N∗) = {u ∈ N∗µ; hu = λ(h)u for any h ∈ h}.
Since dimN∗µ ≥ [N : L(µ)] = [M : L(µ)] > 0, Hom(M(µ), N
∗) does not vanish. Hence
Hom(M(µ),M∗) which contains Hom(M(µ), N∗), does not vanish either. By applying
the same argument to M∗ we have Hom(M(µ),M) 6= 0. Q.E.D.
2.4 Enright functor for non-integral weights
In order to obtain some results on Verma modules (Proposition 2.4.8), we construct a
version of Enright functor with non-integral weights (see Enright [8], Deodhar [5]).
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Since the action of ad(fi) on U(g) is locally nilpotent, the ring U(g)[f
−1
i ] , a localization
of U(g) by fi, is well-defined. It contains U(g) as a subring. Similarly we can consider a
U(g)-bimodule U(g)fa+Zi for any scalar a ∈ C. As a left U(g)-module it is given by
U(g)fa+Zi = lim−→
n
U(g)fa−ni ,(2.4.1)
where U(g)fa−ni is a rank one free U(g)-module generated by the symbol f
a−n
i and the
homomorphism U(g)fa−ni → U(g)f
a−n−1
i is given by f
a−n
i 7→ fif
a−n−1
i . The left module
U(g)fa−ni is naturally identified with a submodule of U(g)f
a+Z
i and we have U(g)f
a+Z
i =⋃
n∈Z U(g)f
a−n
i . Its right module structure is given by
fa+mi P =
∞∑
k=0
(
a+m
k
)
(ad(fi)
kP )fa+m−ki for any m ∈ Z and any P ∈ U(g).(2.4.2)
As a right U(g)-module, we also have
U(g)fa+Zi = lim−→
n
fa−ni U(g) =
⋃
n
fa−ni U(g).
By (2.4.2) we have
Pfa+mi =
∞∑
k=0
(−1)k
(
a +m
k
)
fa+m−ki (ad(fi)
kP ).(2.4.3)
In particular, we have
eni f
a
i =
n∑
k=0
fa−ki e
n−k
i (k!)
2
(
n
k
)(
a
k
)(
hi + n− a
k
)
.(2.4.4)
The U(g)-bimodule U(g)fa+Zi depends only on a modulo Z.
Lemma 2.4.1 For a, b ∈ C, the map fa+b+ni 7→ f
a+n
i ⊗ f
b
i = f
a
i ⊗ f
b+n
i (n ∈ Z) defines
an isomorphism of U(g)-bimodules
U(g)fa+b+Zi → U(g)f
a+Z
i ⊗U(g) U(g)f
b+Z
i .
Since the proof is straightforward, we omit it. Hence
⊕
a∈C/Z
U(g)fa+Zi has a structure
of a ring containing U(g).
For any g-module M , U(g)fa+Zi ⊗U(g) M is isomorphic to the inductive limit
M
fi−→M
fi−→M
fi−→· · ·
as a vector space. Hence we obtain the following result.
Proposition 2.4.2 The functor M → U(g)fa+Zi ⊗U(g) M is an exact functor from M(g)
into itself.
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Let a be a Lie algebra, and let k be its subalgebra such that a is locally k-finite
with respect to the adjoint action. Then for any a-module M , the subspace {m ∈
M ; dimU(k)m <∞} is an a-submodule of M .
In particular, for a g-moduleM its subspace {m ∈M ; dimC[ei]m <∞} is a g-submodule
of M . For a ∈ C, we define a functor
Ti(a) : M(g)→M(g)(2.4.5)
by
Ti(a)(M) = {u ∈ U(g)f
a+Z
i ⊗U(g) M ; dimC[ei]u <∞}
for M ∈ Ob(M(g)). It is obviously a left exact functor.
For a ∈ C, let Mai (g) be the category of locally C[ei]-finite U(g)-modules M such that
M has a weight decomposition
M =
⊕
λ∈h∗
Mλ,
the action of h on M is semisimple, and Mλ = 0 unless 〈hi, λ〉 − a ∈ Z.
Lemma 2.4.3 For a ∈ C, M ∈ Ob(Mai (g)) and u ∈ M , we have f
a+n
i ⊗ u ∈ Ti(a)(M)
for n >> 0.
Proof. We may assume that u has weight λ such that 〈hi, λ〉 = a without loss of gener-
ality. We have em0i u = 0 for some m0 > 0. We have
emi (f
a+n
i ⊗ u) =
m∑
k=0
fa+n−ki e
m−k
i (k!)
2
(
m
k
)(
a+ n
k
)(
hi +m− n− a
k
)
⊗ u
=
m∑
k=0
fa+n−ki (k!)
2
(
m
k
)(
a+ n
k
)(
m− n
k
)
⊗ em−ki u.
Assume m ≥ n ≥ m0. Then each term survives only when k ≤ m − n and m − k < m0,
or equivalently m−m0 < k ≤ m− n, and there is no such k. Hence emi (f
a+n
i ⊗u) = 0 for
m ≥ n ≥ m0. Q.E.D.
For a ∈ C, the functor Ti(a) sends Mai (g) to M
−a
i (g).
The morphism of U(g)-bimodules
U(g)→ U(g)f−a+Zi ⊗U(g) U(g)f
a+Z
i (1 7→ f
−a
i ⊗ f
a
i )(2.4.6)
(see Lemma 2.4.1) induces a morphism of functors
idMai (g) → Ti(−a) ◦ Ti(a).(2.4.7)
Indeed, for M ∈ Ob(Mai (g)), (2.4.6) gives a morphism
M → U(g)f−a+Zi ⊗U(g) U(g)f
a+Z
i ⊗U(g) M.
For any u ∈M , the image of u by the above homomorphism is equal to f−a−ni ⊗f
a+n
i ⊗u,
and Lemma 2.4.3 implies that fa+ni ⊗u belongs to Ti(a)(M) for n >> 0. Hence the image of
the above homomorphism is contained in Ti(−a)◦Ti(a)(M) ⊂ U(g)f
−a+Z
i ⊗U(g) Ti(a)(M).
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Define the ideal n−(i) of n− by
n
−(i) = n(∆− \ {−αi}).(2.4.8)
By the PBW theorem, we have U(n−) = U(n−(i))⊗ C[fi], which implies
U(n−(i))⊗ C[fi, f
−1
i ]f
a
i ⊗ U(b) −→
∼ U(g)fa+Zi .
The following lemma follows immediately from this isomorphism.
Lemma 2.4.4 For any λ ∈ h∗, we have an isomorphism
U(n−(i))⊗ C[fi, f
−1
i ]f
a
i ⊗ Cuλ −→
∼ U(g)fa+Zi ⊗U(g) M(λ).
Lemma 2.4.5 For any λ ∈ h∗, the element f 〈hi,λ〉+1i ⊗ uλ of U(g)f
〈hi,λ〉+Z
i ⊗U(g) M(λ) is
a highest weight vector with weight si ◦ λ. Here ◦ is the shifted action defined in (2.1.19).
Proof. Set λi = 〈hi, λ〉. We have for j 6= i
ej(f
λi+1
i ⊗ uλ) = f
λi+1
i ej ⊗ uλ = f
λi+1
i ⊗ ejuλ = 0.
If j = i, then
ei(f
λi+1
i ⊗ uλ) = (f
λi+1
i ei + (λi + 1)f
λi
i (hi − λi))⊗ uλ = 0.
Q.E.D.
Proposition 2.4.6 Assume that λ ∈ h∗ satisfies a = 〈hi, λ+ ρ〉 6∈ Z>0. Then we have
Ti(a)(M(λ)) = U(g)(f
〈hi,λ+ρ〉
i ⊗ uλ) ∼= M(si ◦ λ).
Proof. We have
Ti(a)(M(λ)) = {u ∈ U(g)f
a+Z
i ⊗U(g) M ; e
m
i u = 0 for a sufficiently large m}.
By the preceding lemma, fai ⊗ uλ is a highest weight vector of Ti(a)(M(λ)) . It is enough
to show that Ti(a)(M(λ)) is generated by this vector.
By Lemma 2.4.4, any v ∈ Ti(a)(M(λ)) can be written in a unique way
v =
∑
n∈Z
Pnf
a+n
i ⊗ uλ
for Pn ∈ U(n−(i)). Here Pn vanishes except for finitely many n.
Take a positive integer m such that emi v = 0. Then we have
0 = emi v
=
∑
n
m∑
k=0
(
m
k
)
(ad(ei)
m−kPn)e
k
i f
a+n
i ⊗ uλ
=
∑
n
m∑
k=0
(
m
k
)
(ad(ei)
m−kPn)
k∑
ν=0
fa+n−νi e
k−ν
i
(ν!)2
(
k
ν
)(
a + n
ν
)(
hi + k − a− n
ν
)
⊗ uλ
=
∑
n
m∑
k=0
(
m
k
)
(ad(ei)
m−kPn)f
a+n−k
i
(
k − 1− n
k
)
(k!)2
(
a + n
k
)
⊗ uλ.
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Rewriting this equality, we have
0 =
∑
n
m∑
k=0
(
m
k
)
(ad(ei)
m−kPn)f
n−k
i
(
k − 1− n
k
)
(k!)2
(
a + n
k
)
=
∑
n
m∑
k=0
(
m
k
)
(ad(ei)
m−kPn+k)f
n
i
(
−1− n
k
)
(k!)2
(
a+ n + k
k
)
.
The vanishing of the coefficient of fni implies
m∑
k=0
(
m
k
)(
−1 − n
k
)
(k!)2
(
a + n+ k
k
)
(ad(ei)
m−kPn+k) = 0(2.4.9)
for any n.
Now we shall prove that Pn = 0 for n < 0. Assuming the contrary we take the largest
c > 0 such that P−c 6= 0. By taking n = −c −m in (2.4.9), only k = m survives, and we
obtain (
−1 − n
m
)
(m!)2
(
a+ n +m
m
)
P−c = 0.
Hence we obtain (
−1 − c−m
m
)(
a− c
m
)
= 0.
Since −1− c−m < 0,
(
−1−c−m
m
)
does not vanish, and
(
a−c
m
)
must vanish. This means that
a− c is an integer and satisfies 0 ≤ a− c < m. This leads to the contradiction a ≥ c > 0.
Hence we have Pn=0 for n < 0, and we conclude v ∈ U(n−)fai ⊗ uλ = U(n
−)(fai ⊗ uλ).
Q.E.D.
Proposition 2.4.6 implies the following proposition.
Proposition 2.4.7 Assume a ≡ 〈hi, λ〉 6≡ 0 modZ. Then the morphism (2.4.7) induces
an isomorphism
M(λ) −→∼ Ti(−a) ◦ Ti(a)(M(λ)).
Now we are ready to prove the following proposition used later.
Proposition 2.4.8 Assume that λ, µ ∈ h∗ satisfy 〈hi, λ〉 6∈ Z. Then we have
Hom(M(si ◦ µ),M(si ◦ λ)) ≃ Hom(M(µ),M(λ)).
Proof. If λ−µ is not in the root lattice Q, then the both sides vanish. If λ−µ ∈ Q, then
〈hi, µ〉 ≡ 〈hi, λ〉 6≡ 0 modZ. Hence the assertion follows from the preceding proposition.
Q.E.D.
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2.5 Embeddings of Verma modules
We shall use the following result of Kac-Kazhdan.
Theorem 2.5.1 ([10]) Let λ, µ ∈ h∗. Then the following three conditions are equivalent.
(i) The irreducible highest weight module L(µ) with highest weight µ appears as a sub-
quotient of M(λ).
(ii) There exist a sequence of positive roots {βk}lk=1, a sequence of positive integers
{nk}lk=1 and a sequence of weights {λk}
l
k=0 such that λ0 = λ, λl = µ and λk =
λk−1 − nkβk, 2(βk, λk−1 + ρ) = nk(βk, βk) for k = 1, . . . , l.
(iii) There exists a non-zero homomorphism M(µ)→ M(λ).
Note that any non-zero homomorphism from a Verma module to another Verma module
must be a monomorphism. The implication (ii)⇒(iii) is not explicitly stated in Kac-
Kazhdan [10]. But it easily follows from Lemma 3.3 (b) in Kac-Kazhdan [10] and (i)⇔(ii).
We use also the following result in Kashiwara [14].
Proposition 2.5.2 For λ, µ ∈ h∗ and i ∈ I, we assume 〈hi, µ+ ρ〉 ∈ Z≥0 (which implies
M(si ◦ µ) ⊂M(µ)) and 〈hi, λ+ ρ〉 6∈ Z<0. Then we have
Ext1g(M(µ)/M(si ◦ µ),M(λ)) = 0.
Let K denote the set of λ ∈ h∗ satisfying the following two conditions.
2(β, λ+ ρ) 6= (β, β) for any positive imaginary root β,(2.5.1)
{β ∈ ∆+re; (β
∨, λ+ ρ) ∈ Z<0} is a finite set.(2.5.2)
The condition (2.5.2) implies that there exists w ∈ W (λ) such that w◦λ+ρ is integrally
dominant (i.e. (β∨, w ◦ λ+ ρ) /∈ Z<0 for any β ∈ ∆+re).
If λ in Theorem 2.5.1 satisfies the condition (2.5.1), then βk in (ii) must be a real
positive root. This easily follows from the fact that nβ is an imaginary root for any
positive integer n and any imaginary root β.
Note that K is invariant by the shifted action of W .
Theorem 2.5.3 For λ ∈ K we have
dimHomg(M(µ),M(λ)) ≤ 1
for any µ ∈ h∗.
Proof. There exists an embedding M(λ) →֒ M(λ′) for some λ′ ∈ W (λ) ◦ λ such that
λ′ + ρ is integrally dominant. Hence we may assume that λ + ρ is integrally dominant
from the beginning.
We assume that Hom(M(µ),M(λ)) is not zero. Then by Theorem 2.5.1, there exists
w ∈ W (λ) such that µ = w ◦ λ.
16
We shall argue by the induction on the lenght of w.
If w = 1, then it is evident. Assuming w 6= 1, let us take α ∈ Π(λ) such that
lλ(sαw) < lλ(w), which is equivalent to w
−1α ∈ ∆−(λ). Since λ+ρ is integrally dominant,
(w−1α∨, λ+ ρ) ≤ 0. Since we may assume sα ◦ µ 6= µ, we have
(α∨, µ+ ρ) = (w−1α∨, λ+ ρ) ∈ Z<0.(2.5.3)
Now we shall argue by the induction on ht(α).
(1) Case ht(α) = 1. In this case, α = αi for some i ∈ I. Then we haveM(si◦µ) ⊃M(µ).
Since 〈hi, λ+ ρ〉 ∈ Z≥0, Proposition 2.5.2 implies
Ext1(M(si ◦ µ)/M(µ),M(λ)) = 0.
Therefore the following sequence is exact.
Hom(M(si ◦ µ),M(λ))→ Hom(M(µ),M(λ))→ 0.
Since dimHom(M(si ◦ µ),M(λ)) ≤ 1 by the induction hypothesis on the length of w, we
obtain dimHom(M(µ),M(λ)) ≤ 1.
(2) Case ht(α) > 1. Take i such that 〈hi, α〉 > 0. Then αi 6∈ ∆(λ) by Lemma 2.2.3.
Hence we have
〈hi, λ〉 6∈ Z.(2.5.4)
Set λ′ = si ◦ λ. Then si∆(λ) = ∆(λ′), and siΠ(λ) = Π(λ′) by Lemma 2.2.2. Moreover
λ′ + ρ is also integrally dominant. Then w′ = siwsi ∈ W (λ
′) and lλ′(w
′) = lλ(w). Set
α′ = siα. Then α
′ ∈ Π(λ′), ht(α′) < ht(α) and lλ′(sα′w′) < lλ′(w′). We have also
µ′ = si ◦ µ = w′ ◦ λ′. Hence the induction hypothesis on ht(α) implies
dimHom(M(µ′),M(λ′)) ≤ 1.
By (2.5.4) we can apply Proposition 2.4.8 to deduce
Hom(M(µ′),M(λ′)) ≃ Hom(M(µ),M(λ)).
Thus we obtain the desired result dimHom(M(µ),M(λ)) ≤ 1. Q.E.D.
We denote by Kreg the set of λ ∈ K subject to the following condition:
If w ∈ W satisfies w ◦ λ = λ, then w = 1.(2.5.5)
In particular, this condition implies
(λ+ ρ, α∨) 6= 0 for any α ∈ ∆re.
Define a subset K+reg of Kreg by
K+reg = {λ ∈ Kreg ; (λ+ ρ, α
∨) > 0 for any α ∈ ∆+(λ)}.(2.5.6)
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Lemma 2.5.4 We have W ◦ Kreg = Kreg and Kreg =
⊔
λ∈K+reg
W (λ) ◦ λ.
The proof is standard by using the results in §2.2 and omitted.
By Theorem 2.5.1 and Theorem 2.5.3 we have the following proposition.
Proposition 2.5.5 Let λ ∈ K+reg.
(i) For x ∈ W (λ) and µ ∈ h∗ we have [M(x ◦ λ) : L(µ)] 6= 0 if and only if µ = y ◦ λ for
some y ∈ W (λ) satisfying y ≥λ x.
(ii) For x, y ∈ W (λ) we have dimHom(M(y◦λ),M(x◦λ)) = 1 or 0 according to whether
y ≥λ x or not.
Corollary 2.5.6 Let λ ∈ K+reg, x ∈ W and µ ∈ h
∗. Then [M(x ◦ λ) : L(µ)] 6= 0 implies
µ = y ◦ λ for some y ∈ xW (λ) satisfying y ≥ x.
Proof. Assume [M(x◦λ) : L(µ)] 6= 0. Take z1 ∈ W (x◦λ) such that λ′ = z
−1
1 x◦λ ∈ K
+
reg.
Then we have z1 ∈ W (λ′) and x ◦ λ = z1 ◦ λ′. By Proposition 2.5.5 there exists some
z2 ∈ W (λ
′) such that µ = z2 ◦ λ
′ and z2 ≥λ′ z1. Setting w = z
−1
1 x, y = z2w we have
x = z1w and µ = y ◦ λ. Since y = z2z
−1
1 x ∈ W (λ
′)x = xW (λ), the assertion follows from
the following lemma.
Lemma 2.5.7 Assume that λ, λ′ ∈ K+reg and w ∈ W satisfy λ
′ = w ◦ λ. Then for
z1, z2 ∈ W (λ′) such that z2 ≥λ′ z1 we have z2w ≥ z1w.
Proof. For λ ∈ K+reg, we have ∆
+(λ) = {α ∈ ∆re; (α
∨, λ + ρ) ∈ Z>0}. This implies
w−1∆+(λ′) = ∆+(λ) ⊂ ∆+. Then it is enough to apply Lemma 2.2.11. Q.E.D.
For a subset Ω of Kreg we denote by O{Ω} the full subcategory of O consisting of
M ∈ Ob(O) such that any irreducible subquotient of M is isomorphic to L(λ) for some
λ ∈ Ω. For λ ∈ Kreg we set
O[λ] = O{W (λ) ◦ λ}, O(λ) = O{W ◦ λ}.(2.5.7)
By the definition, for any λ ∈ Kreg, we have
O[λ] = O[w ◦ λ] for any w ∈ W (λ),(2.5.8)
O(λ) = O(w ◦ λ) for any w ∈ W .(2.5.9)
By Proposition 2.5.5 we have
M(λ) ∈ Ob(O[λ]) for any λ ∈ Kreg.(2.5.10)
By Lemma 2.3.2 and Corollary 2.5.6 we have the following lemma.
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Lemma 2.5.8 Let λ ∈ K+reg and w ∈ W . Assume that M ∈ Ob(O) satisfies the condi-
tions
[M : L(w ◦ λ)] 6= 0,
[M : L(y ◦ λ)] = 0 for any y ∈ wW (λ) such that y < w.
Then neither Homg(M(w ◦ λ),M) nor Homg(M,M
∗(w ◦ λ)) vanishes.
We shall use later the following result of S. Kumar [20] (a generalization of a result in
Deodhar-Gabber-Kac [6]).
Theorem 2.5.9 Any object M of O{Kreg} decomposes uniquely into
M =
⊕
λ∈K+reg
Mλ (Mλ ∈ Ob(O[λ])).
In [20], the theorem is proved for M with a semisimple action of h. However the same
arguments can be applied in our situation.
For λ ∈ Kreg we denote by
Pλ : O{Kreg} → O[λ](2.5.11)
the projection functor.
We define a new abelian category O˜ by
O˜ =
∏
λ∈K+reg
O[λ].(2.5.12)
We denote by the same symbol Pλ the projection functor Pλ : O˜ → O[λ]. It is an exact
functor. By the definition we have
Hom
O˜
(M,N) =
∏
λ∈K+reg
Homg(Pλ(M), Pλ(N)) for M , N ∈ O˜.
The category O{Kreg} can be regarded as a full subcategory of O˜. For M ∈ O˜ and
λ ∈ Kreg we set
[M : L(λ)] = [Pλ(M) : L(λ)] .
For a subset Ω of Kreg, we set
O˜{Ω} =
∏
λ∈K+reg
O{Ω ∩ (W (λ) ◦ λ)} ,(2.5.13)
and for λ ∈ Kreg,
O˜(λ) = O˜{W ◦ λ} .(2.5.14)
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3 Twisted D-modules
We shall give a generalization of the theory of D-modules on infinite-dimensional schemes
developed in [14] and [16] to that of twisted left D-modules (modules over a TDO-ring).
Since the arguments are analogous to the original non-twisted case, we only state the
results and omit proofs.
3.1 Finite-dimensional case
For a scheme X we denote by OX the structure sheaf. For a scheme X smooth (in
particular quasi-compact and separated) over C, we denote by ΩX , ΘX and DX the
canonical sheaf, the sheaf of vector fields, and the sheaf of rings of differential operators
on X , respectively.
Let X be a scheme smooth over C. A TDO-ring on X is by definition a sheaf A
of rings on X containing OX as a subring such that there exists an increasing filtration
F = {FnA}n∈Z of the abelian sheaf A satisfying the following conditions.
FnA = 0 for n < 0.(3.1.1)
FnA · FmA ⊂ Fn+mA.(3.1.2)
[FnA, FmA] ⊂ Fn+m−1A.(3.1.3)
F0A = OX .(3.1.4)
The homomorphism gr1A→ ΘX (P mod F0A 7→ (OX ∋ a 7→ [P, a] ∈ OX)) of(3.1.5)
OX-modules induced by (3.1.3), (3.1.4) is an isomorphism.
The homomorphism SOX (gr1A)→ grA of commutative OX-algebras is an(3.1.6)
isomorphism.
Here we set grnA = FnA/Fn−1A, grA =
⊕
n grnA, and SOX (gr1A) denotes the symmetric
algebra of the locally free OX -module gr1A. The filtration F is uniquely determined by
the above conditions, and it is called the order filtration. A TDO-ring is quasi-coherent
over OX with respect to its left and right OX -module structures.
Let A be a TDO-ring on a scheme X smooth over C. For a coherent (left) A-module
M we can define its characteristic variety Ch(M) as a subvariety of the cotangent bun-
dle T ∗X as in the case A = DX . A coherent A-module M is called holonomic if
dimCh(M) ≤ dimX . We denote byMh(A) the category of holonomic A-modules, and by
Dbh(A) the derived category consisting of bounded complexes of quasi-coherent A-modules
with holonomic cohomologies. Set
A−♯ = Ω⊗−1X ⊗OX A
op ⊗OX ΩX ,
where Aop denotes the opposite ring of A. Then A♯ is also a TDO-ring. We define the
duality functor
D : Dbh(A)→ D
b
h(A
−♯)op
by
DM = RHomA(M, A)⊗OX Ω
⊗−1
X [dimX ].
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Let f : X → Y be a morphism of smooth schemes over C, and let A be a TDO-ring
on Y . Set
AX→Y = OX ⊗f−1OY f
−1A, AY←X = f
−1A⊗f−1OY f
−1Ω⊗−1Y ⊗f−1OY ΩX .
Define the subring f ♯A of Endf−1A(AX→Y ) by
f ♯A =
⋃
n∈N
Fn(f
♯A),(3.1.7)
Fn(f
♯A) = 0 for n < 0,(3.1.8)
Fn(f
♯A) = {P ∈ Endf−1A(AX→Y ) ; [P,OX ] ⊂ Fn−1(f
♯A)} for n ≥ 0.(3.1.9)
Then f ♯A is a TDO-ring on X . Moreover, AX→Y has a structure of an (f
♯A, f−1A)-
bimodule, and AY←X has a structure of an (f
−1A, f ♯A)-bimodule. We have
f ♯(A−♯) = (f ♯A)−♯(3.1.10)
for any TDO-ring A. We define functors
Df • : Dbh(A)→ D
b
h(f
♯A),(3.1.11)
∫
f
: Dbh(f
♯A)→ Dbh(A),
∫
f !
: Dbh(f
♯A)→ Dbh(A)(3.1.12)
by
Df •(M) = AX→Y ⊗Lf−1A f
−1M,
∫
f M = Rf∗(AY←X ⊗
L
f♯AM),∫
f ! = D ◦
∫
f ◦D.
(3.1.13)
We shall also use their variants
Df ∗, Df ! : Dbh(A)→ D
b
h(f
♯A), Df∗, Df! : D
b
h(f
♯A)→ Dbh(A)(3.1.14)
given by
Df ∗ = D ◦ Df • ◦D, Df ! = Df • [2(dimX − dimY )],
Df∗ =
∫
f [dim Y − dimX ], Df! =
∫
f ! [dimY − dimX ].
3.2 Infinite-dimensional case
Now we shall study TDO-rings on infinite-dimensional varieties. We say that a scheme
X over C satisfies the property (S) if X ≃ lim
←−
n
Sn for some projective system {Sn}n∈N
satisfying the following conditions.
The scheme Sn is smooth (in particular quasi-compact and separated)(3.2.1)
over C for any n.
The morphism pnm : Sm → Sn is affine and smooth for any m ≥ n.(3.2.2)
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We call such {Sn}n∈N a smooth projective system for X . For example, the infinite-
dimensional affine space
A∞ = lim
←−
n
An = SpecC[xi; i ∈ N]
satisfies the property (S).
Let S denote the category whose objects are smooth C-schemes and whose morphisms
are affine and smooth morphisms. Then the pro-object “lim
←−
n
”Sn in S depends only on
X and does not depend on the choice of a smooth projective system {Sn}n∈N ([7]). This
follows from the fact
Hom(X,S) = lim
−→
n
Hom(Sn, S)
for any scheme S.
A C-scheme X is called pro-smooth if it is covered by open subsets satisfying (S).
Let f : X → Y be a morphism of C-schemes such that X is pro-smooth and Y is
smooth over C, and let A be a TDO-ring on Y . Set AX→Y = OX⊗f−1OY f
−1A, and define
the subring f ♯A of Endf−1A(AX→Y ) by (3.1.7)–(3.1.9). Then AX→Y is an (f
♯A, f−1A)-
bimodule. For an A-module M we define the f ♯A-module f •M by
f •M = AX→Y ⊗f−1A f
−1M.(3.2.3)
For a pro-smooth scheme X , a TDO-ring on X is by definition a sheaf A of rings on X
containing OX as a subring satisfying the following condition.
For any x ∈ X , there exist a morphism f : U → Y from an open neighborhood(3.2.4)
U of x to a smooth C-scheme Y and a TDO-ring B on Y such that A|U = f ♯B.
By the definition, a TDO-ring A on a pro-smooth scheme X is locally of the form A = f ♯B
where B is a TDO-ring on a smooth C-scheme. We can patch together f ♯B−♯ and obtain
a TDO-ring A−♯ on X .
For an invertible OX-module L on a pro-smooth scheme X , we have a TDO-ring
DX(L) given as follows.
DX(L) =
⋃
n
FnDX(L) ⊂ EndC L.(3.2.5)
FnDX(L) = 0 for n < 0.(3.2.6)
FnDX(L) = {P ∈ EndC L ; [P, a] ∈ Fn−1DX(L) for any a ∈ OX} for n ≥ 0.(3.2.7)
We set DX = DX(OX). Then we have DX(L) ≃ L ⊗OX DX ⊗OX L
⊗−1. More generally,
for an invertible OX -module L and a scalar a ∈ C we can define a TDO-ring DX(La) =
La⊗OXDX⊗OXL
⊗−a by the following patching procedure although La does not necessarily
exist. A section ofDX(La) is locally of the form sa⊗P⊗s−a, where s is a nowhere vanishing
section of L and P is a section of DX , and we have s
a
1 ⊗ P1 ⊗ s
−a
1 = s
a
2 ⊗ P2 ⊗ s
−a
2 if and
only if P1 = (s2/s1)
aP2(s2/s1)
−a as sections of DX .
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Let A be a TDO-ring on a pro-smooth scheme X . We call a (left) A-module M
admissible if it satisfies the following conditions.
M is quasi-coherent over OX .(3.2.8)
For any affine open subset U of X and any s ∈ Γ(U ;M), there exists a finitely(3.2.9)
generated C-subalgebra B of Γ(U ;OX) such that Ps = 0 for any P ∈ Γ(U ;A)
satisfying P (B) = 0.
We denote the category of admissible A-modules by Madm(A). We call an admissible
A-module M holonomic if it satisfies the following condition.
For any x ∈ X there exist a morphism f : U → Y , a TDO-ring B on Y(3.2.10)
as in (3.2.4) and a holonomic B-module M′ such that M|U = f •M′.
We denote the category of holonomic A-modules by Mh(A).
Let A be a TDO-ring on a C-scheme X satisfying the property (S). Then we can take
a smooth projective system {Sn}n∈N for X and TDO-rings An on Sn such that
p♯nmAn
∼= Am for any m ≥ n, p
♯
nAn
∼= A,(3.2.11)
where pn : X → Sn is the projection. We call {(Sn, An)}n∈Z a smooth projective system
for (X,A). Since pnm is smooth, the functor p
•
nm : Mh(An) → Mh(Am) is exact, and we
have the equivalence of categories
Mh(A) ∼= lim
−→
n
Mh(An).
LetX be a pro-smooth C-scheme and A a TDO-ring onX . LetD(Madm(A)) be the de-
rived category of Madm(A). Let us denote by D
b
h(A) the full subcategory of D
b(Madm(A))
consisting of bounded complexes whose cohomology groups are holonomic.
If X satisfies (S) and {(Sn, An)}n∈Z is a smooth projective system for (X,A), then we
have an equivalence of categories:
Dbh(A) = lim−→
n
Dbh(An).
The duality functors D : Dbh(An)→ D
b
h(A
−♯
n )
op induce the duality functor
D : Dbh(A)→ D
b
h(A
−♯)op.(3.2.12)
For a morphism f : X → Y of pro-smooth C-schemes and a TDO-ring A on Y , we
define a TDO-ring f ♯A on X by the same formulas (3.1.7)–(3.1.9). The functor
Df • : Dbh(A)→ D
b
h(f
♯A)(3.2.13)
is defined by the same formula as in (3.1.13). It is well-defined as seen in the following.
The question being local, we may assume that X and Y satisfy (S). Then we can take a
smooth projective system {Xn} for X and a smooth projective system {(Yn, An)}n∈Z for
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(Y,A). Let pXn : X → Xn and pY n : Y → Yn be the projections. We may assume further
that there exists {fn} : {Xn} → {Yn} such that f = lim
←−
n
fn. For M ∈ Ob(Dbh(A)) there
exist some n and Mn ∈ Ob(Dbh(An)) such that M = p
•
Y nMn. Then we have
Df •M = p•XnDf
•
nMn.
Let f : X → Y be a morphism of pro-smooth schemes. We assume that f is of finite
presentation type. Let A be a TDO-ring on Y . We define a functor∫
f
: Dbh(f
♯A)→ Dbh(A)(3.2.14)
by the same formula as in (3.1.13). We can see that it is well-defined as follows. The
question being local on Y , we can take a smooth projective system {Xn} for X , a smooth
projective system {(Yn, An)}n∈Z for (Y,A), and {fn} : {Xn} → {Yn} such that f = lim
←−
n
fn
and the following diagram is Cartesian for any n ([7]).
Xn
fn−−−→ Yny y
X0
f0−−−→ Y0 .
Let pXn : X → Xn and pY n : Y → Yn be the projections. Let M ∈ Ob(Dbh(f
♯A)). There
exists some n and Mn ∈ Ob(Dbh(f
♯
nAn)) such that M = p
•
XnMn. Then we have∫
f
M = p•Y n
∫
fn
Mn.
Under the same assumption, we define the relative dimension df by dimX0 − dim Y0.
We shall also use the following functors for a morphism f : X → Y of schemes
satisfying (S):
Df ∗, Df ! : Dbh(A)→ D
b
h(f
♯A),
∫
f !
, Df∗ , Df! : D
b
h(f
♯A)→ Dbh(A)(3.2.15)
defined by
Df ! = Df •[2df ], Df
∗ = D ◦ Df • ◦D,∫
f !
= D ◦
∫
f
◦D, Df∗ =
∫
f
[−df ], Df! =
∫
f !
[−df ].
Note that Df • and Df ∗ are defined for any morphism f of schemes satisfying (S), while
other functors in (3.2.14), (3.2.15) are defined only when f is of finite presentation type.
For a morphism f : X → Y of pro-smooth schemes, a TDO-ring A on Y , and k ∈ Z
we can define functors
HkDf ∗ : Mh(A)→ Mh(f
♯A)(3.2.16)
by patching together the locally defined object Hk(Df ∗M) for M ∈ Ob(Mh(A)). Simi-
larly, for a morphism f : X → Y of pro-smooth schemes which is of finite presentation
type, a TDO-ring A on Y , and k ∈ Z we can define functors
Hk
∫
f ! , H
kDf! : Mh(f
♯A)→Mh(A).(3.2.17)
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3.3 Equivariant D-modules
Let G be an affine group scheme over C. We assume that OG(G) is generated by countably
many generators as a C-algebra. Then G ≃ lim
←−
n∈N
Gn for a projective systems of affine
algebraic group over C, and hence G satisfies the condition (S). Let g be the Lie algebra
of G. Then g is the projective limit of the Lie algebras gn of Gn.
Let X be a pro-smooth C-scheme with an action of G.
Then we have the diagram
−−−→p1 −−−→µX
G×G×X −−−→p2 G×X ←−−i X .
−−−→prX−−−→p3
(3.3.1)
Here µX : G×X → X is the action morphism, prX : G×X → X the second projection,
and
i(x) = (1, x),
p1(g1, g2, x) = (g1, g2x),
p2(g1, g2, x) = (g1g2, x),
p3(g1, g2, x) = (g2, x).
A G-equivariant TDO-ring A on X is a TDO-ring endowed with an isomorphism of TDO-
rings
α : µ♯XA −→
∼ pr♯XA
with the cocycle condition (see [12, §4.6]), i.e. the commutativity of the following diagram.
p♯2µ
♯
XA
p♯2α−−−−−−−−−−−−−−−−−→ p♯2pr
♯
XA
≀ ≀
p♯1µ
♯
XA
p♯1α−−−→p♯1pr
♯
XA
∼= p♯3µ
♯
XA
p♯3α−−−→ p♯3pr
♯
XA
(3.3.2)
Then the G-equivariance structure induces a ring homomorphism
U(g)→ Γ(X ;A).
A G-equivariant module M over a G-equivariant TDO-ring A on X is an A-module
endowed with an isomorphism of pr♯XA-modules
µ•XM −→
∼ pr•XM
with a similar cocycle condition (see [12, §4.7] and (3.3.5) below).
We can generalize the notion of equivariance to that of twisted equivariance. Assume
for the sake of simplicity that G is a finite-dimensional affine algebraic group with Lie
algebra g. Let qi : G × G → G (i = 1, 2) be the first and the second projection and
µG : G×G→ G the multiplication morphism. Let iG : pt→ G be the identity.
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Let λ ∈ g∗ be a G-invariant vector. Let T (λ) be the free OG-module generated by the
symbol eλ. We define its DG-module structure by
RAe
λ = λ(A)eλ for any A ∈ g,
where RA is the left invariant vector field on G corresponding to A. Then we have a
canonical isomorphism of DG-modules
i•GT (λ)
∼= C ,
mλ : µ
•
GT (λ) −→
∼ q•1T (λ)⊗ q
•
2T (λ) ,
(3.3.3)
sending eλ to 1 and eλ ⊗ eλ, respectively. A twisted G-equivariant A-module M with
twist λ is an A-module with an isomorphism of pr♯XA-modules
β : µ•XM−→
∼ q•T (λ)⊗ pr•XM,(3.3.4)
with the cocycle condition. Here q : G × X → G is the first projection. The cocycle
condition means the commutativity of the following diagram of r♯3A-modules on G×G×X .
q•12µ
•
GT (λ)⊗ r
•
3M −−−→
mλ q•12(r
•
1T (λ)⊗ r
•
2T (λ))⊗ r
•
3M
‖ ∥∥∥
p•2(q
•T (λ)⊗ pr•XM)
∥∥∥x β ∥∥∥
p•2µ
•
XM
∥∥∥
‖ r•1T (λ)⊗ r
•
2T (λ)⊗ r
•
3M
p•1µ
•
XM
∥∥∥y β ∥∥∥
p•1(q
•T (λ)⊗ pr•XM)
∥∥∥
‖
∥∥∥
r•1T (λ)⊗ p
•
3µ
•
XM −−−→
β r•1T (λ)⊗ p
•
3(q
•T (λ)⊗ pr•XM) .
(3.3.5)
Here q12 : G × G × X → G × G is the (1, 2)-th projection, and ri is the i-th projection
from G×G×X .
Let ψ : G→ C× be a character, and let δψ ∈ g∗ be its differential. Then eλ+δψ ↔ ψeλ
gives a canonical isomorphism
T (λ+ δψ) ∼= T (λ)
compatible with the multiplicative structure (3.3.3). Hence the twisted equivariance with
twist λ is equivalent to that with twist λ+ δψ.
4 D-modules on the flag manifold
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4.1 Flag manifolds
We recall basic properties of the flag manifold for the Kac-Moody Lie algebra g (Kashi-
wara [13]).
Fix a Z-lattice P of h∗ satisfying
αi ∈ P, 〈P, hi〉 ⊂ Z for any i ∈ I.(4.1.1)
We define affine group schemes as follows:
H = SpecC[P ],(4.1.2)
N± = lim
←−
k
exp(n±/n±k ),(4.1.3)
B = (the semi-direct product of H and N+),(4.1.4)
B− = (the semi-direct product of H and N−)(4.1.5)
(see (2.3.1) for the definition of n±k ). Here, for a finite-dimensional nilpotent Lie algebra a
we denote the corresponding unipotent algebraic group by exp(a). Then N± is an affine
scheme isomorphic to Spec(S(n∓)).
For a subset Θ of ∆± such that (Θ + Θ) ∩∆ ⊂ Θ, we denote by N(Θ) the subgroup
exp(n(Θ)) of N±.
In Kashiwara [13], a separated scheme G is constructed with a free right action of
B− and a free left action of B. The flag manifold X is defined as the quotient scheme
X = G/B−. The flag manifold is a separated scheme. For w ∈ W , Uw = wBB−/B−
is an open subset of X . A locally closed subscheme Xw = BwB
−/B− of X is called a
Schubert cell.
Proposition 4.1.1 (i) X =
⋃
w∈W Uw =
⊔
w∈W Xw.
(ii) For any w ∈ W , we have Xw =
⋃
y≥wXy and Xw ⊂ Uw ⊂
⋃
x≤wXx.
(iii) We have an isomorphism
N(w∆+ ∩∆−)×N(w∆+ ∩∆+) −→∼ Uw ((x, y) 7→ xywB
−)
of schemes. Moreover, the subscheme {1} ×N(w∆+ ∩∆+) is isomorphic to Xw by
this isomorphism.
In particular, Uw and Xw are isomorphic to
Aℓ = SpecC[xk ; 0 ≤ k < ℓ]
for some ℓ ∈ Z≥0 ⊔ {∞}, and the codimension of Xw in X is the length ℓ(w) of w ∈ W .
Hence X is pro-smooth.
We call a subset Φ of W admissible if
w ∈ Φ, y ≤ w =⇒ y ∈ Φ.
For an admissible subset Φ of W we define an open subset XΦ of X by XΦ =
⋃
w∈ΦXw.
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For a finite admissible subset Φ, XΦ is a quasi-compact scheme with the condition
(S). Indeed for k >> 0, the subgroup exp(n+k ) = lim←−
l≥k
exp(n+k /n
+
l ) acts freely on XΦ and
{XΦ/ exp(n
+
k )}k is a smooth projective system for XΦ (see [18]). Note that, since XΦ is
separated over C, XΦ/ exp(n
+
k ) is separated for k >> 0 by the following lemma.
Lemma 4.1.2 Let {Xn}n∈N be a projective system of quasi-compact and quasi-separated
schemes. Assume that the morphism Xn+1 → Xn is an affine morphism for any n. Let
X∞ be its projective limit. If X∞ is separated, then Xn is separated for n >> 0.
Proof. Let fnm : Xm → Xn be the canonical projection (0 ≤ n ≤ m ≤ ∞). Since X0
is quasi-compact, X0 is covered by finitely many affine open subsets U
0
j (j = 1, . . . , N).
Then the inclusion U0j → X0 is of finite presentation. Set U
n
j = f
−1
0n (U
0
j ) (0 ≤ n ≤ ∞).
Since X∞ is separated, U
∞
j → X∞ is an affine morphism. Hence [7, Theorem (8.10.5)]
implies that Unj → Xn is an affine morphism for n >> 0. Hence we may assume from the
beginning that U0j ∩ U
0
k is affine for any j, k = 1, . . . , N .
The ring homomorphism OX(U∞j ) ⊗ OX(U
∞
k ) → OX(U
∞
j ∩ U
∞
k ) is surjective by the
assumption that X∞ is separated, Since OX(U0j ∩ U
0
k ) is a finitely generated algebra
over OX(U0j ), the image of OX(U
0
j ∩ U
0
k ) → OX(U
n
j ∩ U
n
k ) is contained in the image of
OX(Unj )⊗OX(U
n
k )→ OX(U
n
j ∩ U
n
k ) for n >> 0. On the other hand, we have
OX(U
n
j ∩ U
n
k )
∼= OX(U
n
j )⊗OX(U0j ) OX(U
0
j ∩ U
0
k ).
Hence OX(Unj )⊗OX(U
n
k ) → OX(U
n
j ∩ U
n
k ) is surjective for n >> 0. This shows that Xn
is separated for n >> 0. Q.E.D.
Set X˜ = G/N−. We denote by ξ : X˜ → X the canonical projection. It is an H-
principal bundle. For w ∈ W we set X˜w = ξ
−1Xw = BwN
−/N−, and for an admissible
subset Φ of W we set X˜Φ = ξ
−1XΦ =
⋃
w∈Φ X˜w. The scheme X˜ is also pro-smooth.
4.2 Twisted D-modules on the flag manifold
Let p : G → X be the projection. For µ ∈ P we define the invertible OX-module OX(µ)
as follows:
Γ(U ;OX(µ)) = {ϕ ∈ Γ(p
−1U ;OG) ; ϕ(xg) = g
−µϕ(x) for (x, g) ∈ p−1U ×B−}
∼= {ϕ ∈ Γ(ξ−1U ;OX˜) ; ϕ(xh) = h
−µϕ(x) for (x, h) ∈ ξ−1U ×H}
for any open subset U of X . Here x 7→ x−µ is the character of B− corresponding to the
weight −µ. Twisting DX by OX(µ) we obtain a TDO-ring
Dµ = OX(µ)⊗OX DX ⊗OX OX(−µ).
This definition can be generalized to any µ ∈ h∗ and we can define an N+-equivariant
TDO-ring Dµ on X (see Kashiwara [12] and Kashiwara-Tanisaki [18]). Note that the pull-
back ξ♯Dµ of the TDO-ring Dµ under ξ : X˜ → X is canonically isomorphic to DX˜ . Hence
the pull-back ξ•M of an admissible Dµ-moduleM is naturally regarded as a DX˜-module.
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Moreover, by the functor ξ•, the category of admissible Dµ-modules is equivalent to the
category of admissible twisted H-equivariant DX˜ -modules with twist µ.
The infinitesimal action of g on X lifts to an algebra homomorphism
U(g)→ Γ(X ;Dµ).
In particular, Hn(U ;M) has a g-module structure for any open subset U of X , any
Dµ|U -module M and n ∈ Z.
For w ∈ W , let iw : Xw →֒ X be the inclusion. Then for any µ ∈ h∗, the N+-
equivariant TDO-ring i♯wDµ is canonically isomorphic to the N
+-equivariant TDO-ring
DXw . We define the N
+-equivariant holonomic Dµ-modules Bw(µ),Mw(µ) by
Bw(µ) = H
0
∫
iw
OXw , Mw(µ) = H
0
∫
iw!
OXw .(4.2.1)
Note that Hk
∫
iw
OXw = H
k
∫
iw!
OXw = 0 for any k 6= 0 because iw is an affine embedding.
By the definition we have
HomDµ(Mw(µ),M) −→
∼ HomDµ|U (Mw(µ)|U ,M|U),(4.2.2)
HomDµ(M,Bw(µ)) −→
∼ HomDµ|U (M|U ,Bw(µ)|U)(4.2.3)
for any open subset U ofX containing Xw and any holonomic Dµ-moduleM. The isomor-
phism Mw(µ)|U ∼= Bw(µ)|U extends to a canonical non-zero homomorphism Mw(µ) →
Bw(µ). We denote its image by Lw(µ). It is a unique irreducible quotient of Mw(µ) and
a unique irreducible submodule of Bw(µ). Note that HomDµ(Mw(µ),Bw(µ)) = 1.
For µ ∈ h∗ and a finite admissible subset Φ of W , we denote by HΦ(µ) the category of
N+-equivariant holonomic Dµ|XΦ-modules. For µ ∈ h
∗ we denote by H(µ) the category
of N+-equivariant holonomic Dµ-modules. Then we have obviously
H(µ) = lim
←−
Φ
HΦ(µ),
where Φ ranges over the set of finite admissible subset of W .
For any w ∈ W and µ ∈ h∗ the Dµ-modules Bw(µ), Mw(µ) and Lw(µ) are objects of
H(µ). Note that Lw(µ) is a simple object of H(µ).
For any N+-equivariant admissible Dµ-module M, we denote the support of M by
Supp(M). It is an N+-stable closed subset of X , and hence it is also B-stable.
Lemma 4.2.1 For w ∈ W , let U be an open subset of X which contains Xw as a closed
subset. For any N+-equivariant admissible Dµ-moduleM such that Supp(M)∩U ⊂ Xw,
there exist some index set J and isomorphisms
Mw(µ)
⊕J |U −→∼ M|U −→∼ Bw(µ)
⊕J |U .
Furthermore if M is holonomic, then J is a finite set and the above isomorphisms can be
extended to morphisms in H(µ)
Mw(µ)
⊕J →M→ Bw(µ)
⊕J .
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Proof. Let i : Xw → U be the closed embedding. By the condition on M there exists
an N+-equivariant holonomic DXw -module N such that M|U ≃
∫
iN . Since Xw is a ho-
mogeneous space of N+ with a connected isotropy subgroup, we see that N is isomorphic
to O⊕JXw for some J . If M is holonomic then N is holonomic, and hence J is a finite set.
Thus we have
M|U ≃
∫
i
O⊕JXw ≃ (Bw(µ)|U)
⊕J ≃ (Mw(µ)|U)
⊕J .
To see the last statement, it is enough to apply (4.2.2) and (4.2.3). Q.E.D.
LetM∈ Ob(H(µ)). By Lemma 4.2.1, for any finite admissible subset Φ ofW ,M|XΦ ∈
Ob(HΦ(µ)) has finite length and it has finite composition series whose composition factors
are isomorphic to Lw(µ)|XΦ for some w ∈ Φ. For w ∈ W the multiplicity of Lw(µ)|XΦ
in the composition series of M|XΦ does not depend on the choice of a finite admissible
subset Φ of W such that w ∈ Φ. We denote it by [M : Lw(µ)]. Note that the multiplicity
does not depend on the N+-equivariance structure.
Lemma 4.2.2 We have [Mw(µ) : Ly(µ)] = [Bw(µ) : Ly(µ)] for any w, y ∈ W .
Replacing the modules Mw(µ), Ly(µ) and Bw(µ) with their images by ξ
•, this follows
from the following general result.
Proposition 4.2.3 ([15]) Let j : X → Y be an embedding of smooth C-schemes. Then
for any holonomic DX-module M, we have the equality∑
i∈Z
(−1)i[H i(
∫
j
M)] =
∑
i∈Z
(−1)i[H i(
∫
j!
M)]
in the Grothendieck group of the category of holonomic DY -modules.
Proof. We can decompose this proposition into the closed embedding case and the open
embedding case. Since the first case is obvious, we may assume that j is an open em-
bedding. Since the question being local on Y , we can easily reduce to the case where
X is the complement of a hypersurface of Y . Then
∫
jM and
∫
j!M are concentrated at
degree 0. We may assume further that Y \X is defined by f = 0 for some f ∈ Γ(Y ;OY ).
Let ψf (M) be the near-by cycle ofM, which is a holonomic DY -module with support in
Y \X . Let var : ψf(M)→ ψf (M) be the variation. Then the kernel (resp. the cokernel) of∫
j!M→
∫
jM is isomorphic to the kernel (resp. the cokernel) of var : ψf(M)→ ψf (M).
Therefore we have
[
∫
j
M]− [
∫
j!
M] = [Coker(var)]− [Ker(var)] = 0.
Q.E.D.
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4.3 Cohomologies of Bw(µ)
We first study the cohomology groups of Bw(µ).
Proposition 4.3.1 Let µ ∈ h∗, w ∈ W and let Φ be a finite admissible subset of W
containing w. Then we have
(i) Hn(XΦ;Bw(µ)) = Hn(X ;Bw(µ)) = 0 for any n 6= 0.
(ii) We have
Γ(XΦ;Bw(µ)) = Γ(X ;Bw(µ)) ≃ U(
w
b)⊗U(wb∩b) (Γ(Xw;OXw)⊗ Cw◦µ)
as a U(wb)-module. Here wb = h ⊕ (
⊕
α∈w∆+ gα) and Cw◦µ is the one-dimensional
U(wb ∩ b)-module with w ◦ µ as a weight.
Proof. By the definition of Bw(µ) we have
Hn(XΦ;Bw(µ)) ≃ H
n(X ;Bw(µ)) ≃ H
n(Uw;Bw(µ)).
Hence the assertion easily follows from Proposition 4.1.1 (iii) (cf. [14, 18]). Q.E.D.
Later, we shall see that Γ(X ;Bw(µ)) is isomorphic to the dual Verma module under
certain conditions. The following corollary is a key of its proof.
Corollary 4.3.2 Let µ ∈ h∗ and w ∈ W .
(i) ch(Γ(X ;Bw(µ))) = ch(M(w ◦ µ)).
(ii) If ζ ∈ h∗ and non-zero m ∈ Γ(X ;Bw(µ))ζ satisfy n(w∆+ ∩∆+)m = 0, then we have
ζ ∈ w ◦ µ−
∑
α∈∆+∩w∆− Z≥0α.
(iii) If ζ ∈ h∗ and non-zero m ∈ Γ(X ;Bw(µ))∗ζ satisfy n(w∆
− ∩∆+)m = 0, then we have
ζ ∈ w ◦ µ−
∑
α∈∆+∩w∆+ Z≥0α.
Proof. By Proposition 4.3.1 we have
Γ(X ;Bw(µ)) ≃ U(n(w∆
+ ∩∆−))⊗ Γ(Xw;OXw)⊗ Cw◦µ
≃ U(n(w∆+ ∩∆−))⊗ S(n(w∆− ∩∆−))⊗ Cw◦µ,
(4.3.1)
and hence we have
ch(Γ(X ;Bw(µ))) = ch(U(n(w∆
+ ∩∆−))) ch(S(n(w∆− ∩∆−)))ew◦µ
=
∏
α∈w∆+∩∆−
(1− eα)− dimgα
∏
α∈w∆−∩∆−
(1− eα)−dimgα ew◦µ
=
∏
α∈∆−
(1− eα)− dimgα ew◦µ
= ch(M(w ◦ µ)).
Thus (i) is proved.
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Let us prove (iii). Assume that a non-zero vector m ∈ Γ(X ;Bw(µ))
∗
ζ with ζ ∈ h
∗
satisfies n(w∆−∩∆+)m = 0. Then we have
(
Γ(X ;Bw(µ))/n(w∆+∩∆−)Γ(X ;Bw(µ))
)
ζ
6=
0. Then (4.3.1) implies
ch
(
Γ(X ;Bw(µ))/n(w∆
+ ∩∆−)Γ(X ;Bw(µ))
)
= ch(S(n(w∆− ∩∆−)))ew◦µ
=
∏
α∈w∆−∩∆−
(1− eα)− dimgα ew◦µ,
and we obtain (iii).
Let us finally show (ii). Define a filtration {Fℓ}ℓ∈Z of U(n(w∆
+ ∩∆−)) by
Fℓ =
⊕
ht(β)≤ℓ
U(n(w∆+ ∩∆−))−β.
Then the subspace Fℓ ⊗ Γ(Xw;OXw)⊗ Cw◦µ of Γ(X ;Bw(µ)) is stable under the action of
n(w∆+ ∩∆+), and the action of n(w∆+ ∩∆+) on the quotient
(Fℓ ⊗ Γ(Xw;OXw)⊗ Cw◦µ)/(Fℓ−1 ⊗ Γ(Xw;OXw)⊗ Cw◦µ)
= (Fℓ/Fℓ−1)⊗ Γ(Xw;OXw)⊗ Cw◦µ
is given by
x(u⊗ n) = u⊗ xn for x ∈ n(w∆+ ∩∆+), u ∈ Fℓ/Fℓ−1, n ∈ Γ(Xw;OXw)⊗ Cw◦µ.
Take the smallest ℓ such that m ∈ Fℓ ⊗ Γ(Xw;OXw)⊗ Cw◦µ and denote by m the corre-
sponding element of (Fℓ/Fℓ−1)⊗ Γ(Xw;OXw)⊗ Cw◦µ. Write m as
m =
r∑
j=1
uj ⊗ nj ,
where uj (j = 1, . . . , r) are linearly independent elements of Fℓ/Fℓ−1 and nj (j = 1, . . . , r)
are elements of Γ(Xw;OXw)⊗Cw◦µ. By the assumption onm we have n(w∆
+∩∆+)nj = 0
for any j. Since Xw is a homogeneous space of N(w∆
+ ∩∆+), we have nj ∈ C⊗Cw◦µ ⊂
Γ(Xw;OXw)⊗ Cw◦µ. Thus
m ∈ (Fℓ/Fℓ−1)⊗ C⊗ Cw◦µ,
and we obtain (ii). Q.E.D.
Proposition 4.3.3 For λ ∈ K+reg and w ∈ W , we have
Γ(X ;Bw(λ)) ≃ M
∗(w ◦ λ).
Proof. Since ch(Γ(X ;Bw(λ))) = ch(M∗(w◦λ)), it is sufficient to show that if there exists
m ∈ Γ(X ;Bw(λ))ζ \ {0} such that n+m = 0, then ζ = w ◦ λ.
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Since [M(w ◦ λ) : L(ζ)] 6= 0, Corollary 2.5.6 implies ζ = y ◦ λ for y ∈ wW (λ). Hence
there exist some γ1, · · · , γr ∈ ∆+(λ) such that
w−1y = sγ1 · · · sγr , sγ1 · · · sγj−1γj ∈ ∆
+.
Then we have
λ+ ρ− w−1y(λ+ ρ) = λ+ ρ− sγ1 · · · sγr(λ+ ρ)
=
r∑
j=1
(sγ1 · · · sγj−1(λ+ ρ)− sγ1 · · · sγj (λ+ ρ))
=
r∑
j=1
(λ+ ρ, γ∨j )sγ1 · · · sγj−1(γj).
Since λ ∈ K+reg, we have (λ+ ρ, γ
∨
j ) ∈ Z>0, and hence λ+ ρ− w
−1y(λ+ ρ) ∈ Q+.
On the other hand, Corollary 4.3.2 (ii) implies
λ+ ρ− w−1y(λ+ ρ) = w−1(w ◦ λ− ζ) ∈ w−1(
∑
α∈∆+∩w∆−
Z≥0α) ⊂ −Q
+ .
Thus we obtain λ+ ρ− w−1y(λ+ ρ) = 0, and hence ζ = w ◦ λ. Q.E.D.
Remark. This proposition 4.3.3 can be also proved by using the theory of the Radon
transform in §4.6. Indeed, Theorem 4.6.2 implies Γ(X ;Bw(λ)) ∼= Γ(X ;Be(w ◦ λ)). The
last module is isomorphic to Γ(Xe;OX)⊗Cw◦λ, and it has a unique highest weight vector,
because Xe is a homogeneous space of N
+.
4.4 Modified cohomology groups
The cohomology group Hn(X ;M) itself may be too wild. We shall replace it with a
modified one easier to manipulate.
Lemma 4.4.1 Let Φ be a finite admissible subset of W . For any µ ∈ h∗, n ∈ Z and
M∈ Ob(H(µ)), we have the following.
(i) Hn(XΦ;M) is an object of O.
(ii) If [Hn(XΦ;M) : L(ζ)] 6= 0, then there exists some w ∈ Φ such that Xw ⊂ Supp(M)
and that [M(w ◦ µ) : L(ζ)] 6= 0.
(iii) For any admissible subset Ψ of W such that Ψ ⊂ Φ, let N1 (resp. N2) be the kernel
(resp. cokernel) of the natural homomorphism Hn(XΦ;M) → Hn(XΨ;M). Then
Ni belongs to Ob(O) for i = 1, 2. Moreover, if [Ni : L(ζ)] 6= 0 for i = 1 or 2, then
[M(x ◦ µ) : L(ζ)] 6= 0 for some x ∈ Φ \Ψ.
Proof. We first show (iii) by the induction of ♯(Φ \Ψ).
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If ♯(Φ\Ψ) = 0, it is trivial. In the case ♯(Φ\Ψ) = 1, set Φ\Ψ = {x}. Let i : Xx → XΦ
and j : XΨ → XΦ be the inclusion. By the assumption i is a closed embedding and j is
an open embedding. The distinguished triangle
Di∗Di
!M→M→ Dj∗Dj
•M
+1
−−−→
induces an exact sequence
Hn(XΦ;Di∗Di
!M)→ Hn(XΦ;M)→ H
n(XΨ;M)→ H
n+1(XΦ;Di∗Di
!M).(4.4.1)
Therefore the kernel N1 is a quotient of H
n(XΦ;Di∗Di
!M), and the cokernel N2 is a
submodule of Hn+1(XΦ;Di∗Di
!M). By Lemma 4.2.1, the object Hk(Di∗Di!M) in HΦ(µ)
is isomorphic to a direct sum of finitely many copies of Bx(µ)|XΦ. Hence Proposition 4.3.1
(i) implies
Hk(XΦ;Di∗Di
!M) = Γ(XΦ;H
k(Di∗Di
!M)) ,
and its character is a constant multiple of the character of the Verma module M(x ◦ µ)
for any k by Corollary 4.3.2. This shows (iii) in the case ♯(Φ \Ψ) = 1.
Assume ♯(Φ \Ψ) > 1. Taking a maximal element x of Φ \Ψ, set Φ′ = Φ \ {x}. Then
Φ′ is an admissible subset such that Ψ ⊂ Φ′ ⊂ Φ. Consider the diagram
Hn(XΦ;M)
α
−−−→Hn(XΦ′;M)
β
−−−→Hn(XΨ;M).
Then we have an exact sequence
0→ Ker α→ Ker(β ◦ α)→ Ker β
Cokerα→ Coker(β ◦ α)→ Coker β → 0.
By the induction hypothesis, Ker α and Ker β belong to O. Hence N1 = Ker(β◦α) belongs
to O. If [N1 : L(ζ)] 6= 0, then [Ker α : L(ζ)] 6= 0 or [Ker β : L(ζ)] 6= 0. The induction
hypothesis implies [M(x ◦ µ) : L(ζ)] 6= 0 in the first case and [M(w ◦ µ) : L(ζ)] 6= 0 for
some w ∈ Φ′ \ Ψ in the second case. This shows the assertion for N1. The assertion for
N2 is similarly proved.
We obtain (i) and (ii) from (iii) by taking Ψ = ∅ or Ψ = {w ∈ Φ ; Xw ∩ SuppM = ∅}.
Q.E.D.
By Lemma 4.4.1, Proposition 2.5.5 and theW -invariance of Kreg, we have the following
corollary.
Corollary 4.4.2 For λ ∈ Kreg and M∈ Ob(H(λ)), we have
Hn(XΦ;M) ∈ Ob(O(λ))
for any finite admissible subset Φ of W and any n ∈ Z.
Lemma 4.4.3 Let λ, µ ∈ Kreg. Then for any ζ ∈ h
∗ there exists a finite admissible subset
Φ of W such that the restriction homomorphism
(Pµ(H
n(XΦ′;M)))ζ′ → (Pµ(H
n(XΦ;M)))ζ′
is bijective for any finite admissible subset Φ′ of W containing Φ, ζ ′ ∈ ζ + Q+, M ∈
Ob(H(λ)) and n ≥ 0 (see (2.5.11) for the definition of Pµ).
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Proof. We may assume µ ∈ K+reg. Then W (µ) ◦ µ ∩ (ζ − µ + Q
+) is a finite set. Since
{w ∈ W ;w◦λ = λ} = {1}, there exist only finitely many w ∈ W satisfying w◦λ ∈ W (µ)◦µ
and w ◦ λ − ζ ∈ Q+. Thus we conclude that there exists a finite admissible subset Φ of
W satisfying
w ∈ W, w ◦ λ ∈ W (µ) ◦ µ, w ◦ λ− ζ ∈ Q+ =⇒ w ∈ Φ.
Then the assertion follows from Lemma 4.4.1 (iii) and the assumption on Φ. Q.E.D.
For λ, µ ∈ Kreg, M∈ H(λ) and n ∈ Z≥0 we set
H˜nµ (M) =
⊕
ξ∈h∗
lim
←−
Φ
(Pµ(H
n(XΦ;M)))ξ ,(4.4.2)
where Φ is running over finite admissible subsets of W .
Lemma 4.4.4 For λ, µ ∈ Kreg, H˜nµ is an additive functor from H(λ) to O[µ] for any
integer n.
Proof. Let M ∈ Ob(H(λ)). Take any ζ ∈ h∗. Let Φ be as in Lemma 4.4.3. Then we
have ∑
ξ∈ζ+Q+
dim H˜nµ (M)ξ =
∑
ξ∈ζ+Q+
dim(Pµ(H
n(XΦ;M)))ξ <∞
by Lemma 4.4.1 (i). Thus H˜nµ (M) ∈ Ob(O). Q.E.D.
Now for λ ∈ Kreg and M ∈ H(λ) we define the object of O˜ (see (2.5.12)) as follows:
H˜n(M) =
∏
µ∈K+reg
H˜nµ (M).(4.4.3)
Then H˜n(M) is the projective limit of Hn(XΦ;M) in the category O˜.
We write Γ˜(M) for H˜0(M).
Proposition 4.4.5 Let λ ∈ Kreg.
(i) H˜n is a functor from H(λ) to O˜(λ).
(ii) For any short exact sequence
0→M1 →M2 →M3 → 0
in H(λ), we have a functorial long exact sequence
0 → H˜0(M1) → H˜0(M2) → H˜0(M3)
→ H˜1(M1) → H˜1(M2) → H˜1(M3)
→ · · ·
in O˜.
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(iii) Assume that [H˜n(M) : L(ζ)] 6= 0 for M ∈ Ob(H(λ)), ζ ∈ h∗, n ∈ Z≥0. Then there
exists some w ∈ Φ such that Xw ⊂ Supp(M) and that [M(w ◦ µ) : L(ζ)] 6= 0.
(iv) If λ ∈ K+reg and M ∈ H(λ), then H˜
n(M) belongs to O˜{S(M) ◦ λ}, where S(M) =
{w ∈ W ; Xw ⊂ Supp(M)}.
Proof. (i), (ii) and (iii) easily follow from the definition along with Lemma 4.4.1 and
Corollary 4.4.2. Let us prove (iv). Assume [H˜n(M) : L(ζ)] 6= 0. By (iii) there exists
some x ∈ Φ such that Xx ⊂ Supp(M) and that [M(x ◦µ) : L(ζ)] 6= 0. Then by Corollary
2.5.6, we have ζ = w ◦ λ for some w ∈ W with w ≥ x. Hence Xw ⊂ Xx ⊂ Supp(M).
Therefore w ∈ S(M). Q.E.D.
Lemma 4.4.6 Let λ ∈ Kreg. For M ∈ Ob(O{Kreg}) and M∈ Ob(H(λ)) we have
Hom
O˜
(M, Γ˜(M)) ≃ Homg(M,Γ(X ;M)).
Proof. Note that Γ˜(M) is the projective limit of {Γ(XΦ;M)}Φ in O˜, where Φ ranges
over the set of finite admissible subsets of W , while Γ(X ;M) is the projective limit of
{Γ(XΦ;M)}Φ in the category of g-modules. Hence we have
Hom
O˜
(M, Γ˜(M)) ≃ lim
←−
Φ
Hom
O˜
(M,Γ(XΦ;M))
≃ lim
←−
Φ
Homg(M,Γ(XΦ;M))
≃ Homg(M,Γ(X ;M)).
Q.E.D.
By Corollary 4.3.2 and Proposition 4.3.3 we have the following proposition.
Proposition 4.4.7 Let λ ∈ Kreg.
(i) H˜n(Bw(λ)) = 0 for n 6= 0.
(ii) Γ˜(Bw(λ)) = Γ(X ;Bw(λ)) and ch(Γ˜(Bw(λ))) = ch(M(w ◦ λ)).
(iii) Γ˜(Bw(λ)) ≃M
∗(w ◦ λ) if λ ∈ K+reg.
Proposition 4.4.8 For λ ∈ K+reg and w ∈ W we have
Hom
O˜
(M(w ◦ λ), Γ˜(Mw(λ))) −→∼ HomO˜(M(w ◦ λ), Γ˜(Bw(λ)))
∼= C.(4.4.4)
Proof. Set N1 = Bw(λ)/Lw(λ),N2 = Ker(Mw(λ)→ Lw(λ)). Then we have Supp(Ni) ⊂
Xw \Xw for i = 1, 2. Hence Proposition 4.4.5 (iv) implies [H˜
n(Ni) : L(w◦λ)] = 0. Taking
the cohomologies of the short exact sequences
0→ N2 →Mw(λ)→ Lw(λ)→ 0,
0→ Lw(λ)→ Bw(λ)→ N1 → 0,
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we obtain exact sequences
0→ Γ˜(N2)→ Γ˜(Mw(λ))→ Γ˜(Lw(λ))→ H˜
1(N2),
0→ Γ˜(Lw(λ))→ Γ˜(Bw(λ))→ Γ˜(N1).
Therefor we have
[Γ˜(Mw(λ)) : L(w ◦ λ)] = [Γ˜(Lw(λ)) : L(w ◦ λ)]
= [Γ˜(Bw(λ)) : L(w ◦ λ)]
= [M∗(w ◦ λ) : L(w ◦ λ)]
= 1 .
Here the third equality follows from (iii) in the preceding proposition. By Proposition 4.4.5
(iv), we have
[Γ˜(Mw(λ)) : L(y ◦ λ)] = 0 for y < w.
Hence Lemma 2.5.8 implies that Hom
O˜
(M(w ◦ λ), Γ˜(Mw(λ))) does not vanish. By the
exact sequence
0→ Γ˜(N2)→ Γ˜(Mw(λ))→ Γ˜(Bw(λ))
and Hom
O˜
(M(w ◦ λ), Γ˜(N2)) = 0, the homomorphism
Hom
O˜
(M(w ◦ λ), Γ˜(Mw(λ)))→ HomO˜(M(w ◦ λ), Γ˜(Bw(λ)))
∼= C
is injective, which implies the desired result. Q.E.D.
4.5 Modified localization functor
For µ ∈ h∗ there exists a unique additive functor
Dµ⊗ˆ • : Madm(g)→Madm(Dµ) (M 7→ Dµ⊗ˆM),(4.5.1)
called the modified localization functor, such that
Homg(M,Γ(X ;M)) = HomDµ(Dµ⊗ˆM,M)(4.5.2)
for M ∈ Ob(Madm(g)), M∈ Ob(Madm(Dµ)).
In [14] it is constructed in the case where µ is integral. Since the construction in the
general case is completely similar, we do not repeat it here. As in [14] we have the
following proposition.
Proposition 4.5.1 Let µ ∈ h∗.
(i) The functor (4.5.1) is right exact, and commutes with the inductive limit.
(ii) For any M ∈ O, Dµ⊗ˆM is an N+-equivariant admissible Dµ-module.
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In particular, for M ∈ Ob(O), the support Supp(Dµ⊗ˆM) of Dµ⊗ˆM is a B-stable
closed subset of X .
By Lemma 4.4.6 we have the following lemma.
Lemma 4.5.2 For λ ∈ Kreg, M ∈ Ob(O{Kreg}) and M ∈ Ob(H(λ)) we have
Hom
O˜
(M, Γ˜(M)) = HomDλ(Dλ⊗ˆM,M) .
Proposition 4.5.3 Let λ ∈ K+reg, M ∈ Ob(O).
(i) Assume that Xw is open in Xw
⋃
Supp(Dλ⊗ˆM). Then Dλ⊗ˆM |Uw is isomorphic to
the direct sum of dimHomg(M,M
∗(w ◦ λ)) copies of Bw(λ)|Uw .
(ii) Supp(Dλ⊗ˆM) is the union of Xw such that Homg(M,M∗(w ◦ λ)) 6= 0.
(iii) If λ ∈ K+reg, then Supp(Dλ⊗ˆM) is the union of Xw such that [M : L(w ◦ λ)] 6= 0.
Proof. Let us first show (i). Assume thatXw is open inXw∪Supp(Dλ⊗ˆM). Lemma 4.2.1
implies thatDλ⊗ˆM |Uw is isomorphic to Bw(λ)
⊕J |Uw for some index set J . Hence by (4.2.3),
(4.5.2), and Proposition 4.3.3 we have
Homg(M,M
∗(w ◦ λ)) ≃ HomDλ(Dλ⊗ˆM,Bw(λ))
≃ HomDλ|Uw (Dλ⊗ˆM |Uw ,Bw(λ)|Uw)
≃ HomC(C
⊕J ,C).
Hence ♯J = dimHomg(M,M
∗(w ◦ λ)) < ∞. Let us show (ii). By (i) it is obvious that
Supp(Dλ⊗ˆM) in contained in the union. Conversely assume Homg(M,M∗(w ◦λ)) 6= 0. If
Xw is not contained in Supp(Dλ⊗ˆM), then Xw is open in Xw ∪Supp(Dλ⊗ˆM), and hence
(i) implies that Supp(Dλ⊗ˆM) contains Xw.
Let us show (iii). By (ii), it is enough to show that [M : L(w ◦ λ)] 6= 0 implies
Xw ⊂ Supp(Dλ⊗ˆM). Let us take x ∈ W such that x ≤ w, [M : L(x ◦ λ)] 6= 0 and
[M : L(y ◦ λ)] = 0 for any y < x. Then Lemma 2.5.8 implies Homg(M,M∗(x ◦ λ)) 6= 0.
Hence (ii) implies Supp(Dλ⊗ˆM) ⊃ Xx ⊃ Xw. Q.E.D.
Proposition 4.5.4 For λ ∈ K+reg the functor (4.5.1) induces the functor
Dµ⊗ˆ • : O→ H(λ).(4.5.3)
Proof. Set M0 = U(g)/U(g)n
+. We shall first show that Dλ⊗ˆM0 is holonomic. Let Φ
be a finite admissible subset of W . Set Yk = XΦ/ exp(n
+
k ), and let pk : XΦ → Yk be the
projection. Then Yk is a smooth C-scheme for k >> 0. For k0 >> 0, let {(Yk, Ak)}k≥k0
be a smooth projective system of (XΦ, Dλ|XΦ). Since Yk has finitely many orbits by the
action of exp(n+/n+k ), the Ak-module Ak ⊗U(n+/n+
k
) C is a holonomic Ak-module. Since
Dλ⊗ˆM0|XΦ = p
•
k(Ak ⊗U(n+/n+
k
) C) for k >> 0 (see [14]), it is also holonomic. Thus we
have proved that Dλ⊗ˆM0 is holonomic. Then we see that Dλ⊗ˆ(U(g) ⊗U(n+) V ) is also
holonomic for any finite-dimensional b-module V . Indeed V has a finite filtration whose
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graduation is isomorphic to C as an n+-module. More generally for any g-module M
which is generated by a finite-dimensional b-module V , Dλ⊗ˆM is holonomic.
Now let us show that Dλ⊗ˆM is holonomic for anyM ∈ O. Let Φ be a finite admissible
subset of W . Let M1 be the g-submodule of M generated by
⊕
w∈ΦMw◦λ, and set M2 =
M/M1. Then we have [M2 : L(w ◦ λ)] = 0 for any w ∈ Φ. Hence Proposition 4.5.3 (iii)
implies that Dλ⊗ˆM2|XΦ = 0. By the exact sequence
Dλ⊗ˆM1 → Dλ⊗ˆM → Dλ⊗ˆM2 → 0
Dλ⊗ˆM1|XΦ → Dλ⊗ˆM |XΦ is surjective. Since Dλ⊗ˆM1 is holonomic, Dλ⊗ˆM |XΦ is holo-
nomic. Q.E.D.
Corollary 4.5.5 For λ ∈ K+reg and µ = w ◦ λ ∈ K
+
reg with w ∈ W , Supp(Dλ⊗ˆM) ⊂ Xw
for any M ∈ O[µ].
Proof. For x ∈ W , if [M : L(x ◦ λ)] 6= 0 then x ◦ λ ∈ W (µ) ◦ µ. Hence x ∈ W (µ)w and
Lemma 2.5.7 implies x ≥ w. Then the desired result follows from Proposition 4.5.3 (iii).
Q.E.D.
Corollary 4.5.6 Let λ ∈ K+reg and µ ∈ Kreg. For M ∈ Ob(O[µ]) we have Dλ⊗ˆM = 0
unless µ ∈ W ◦ λ.
Proof. Assume Dλ⊗ˆM 6= 0. Take w ∈ W such that Xw is open in Supp(Dλ⊗ˆM). Then
Proposition 4.5.3 implies [M : L(w ◦ λ)] 6= 0. Hence w ◦ λ ∈ W ◦ µ. Q.E.D.
We define Dλ⊗ˆM for λ ∈ K+reg and M ∈ O˜ by
Dλ⊗ˆM =
⊕
µ∈K+reg
Dλ⊗ˆPµ(M) =
⊕
µ∈W◦λ∩K+reg
Dλ⊗ˆPµ(M) .
Here the last equality follows from Corollary 4.5.6. Then Corollary 4.5.5 implies that, for
any finite admissible subset Φ, Dλ⊗ˆPµ(M)|XΦ = 0 except finitely many µ ∈ W ◦λ∩K
+
reg.
Hence Dλ⊗ˆ • is a right exact functor from O˜ to H(λ). The composition of functors
O{Kreg} −→ O˜
Dλ⊗ˆ−−→H(λ)
coincides with the restriction of the original functor Dλ⊗ˆ • by Theorem 2.5.9. Moreover
we have the following property analogous to (4.5.2).
Proposition 4.5.7 For λ ∈ K+reg, the functor Dλ⊗ˆ • : O˜→ H(λ) is a left adjoint functor
of Γ˜ : H(λ)→ O˜. Namely we have an isomorphism functorial in M∈ H(λ) and M ∈ O˜ :
HomH(λ)(Dλ⊗ˆM,M) ∼= HomO˜(M, Γ˜(M)) .
In particular we have a morphism functorial in M∈ H(λ)
Dλ⊗ˆΓ˜(M)→M .
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Proposition 4.5.8 Let λ ∈ K+reg, and Φ a finite admissible subset of W . ForM ∈ Ob(O˜)
we have Dλ⊗ˆM |XΦ = 0 if and only if M ∈ Ob(O˜{(Kreg \ (Φ ◦ λ)}).
Proof. We may assumeM ∈ Ob(O). Then it is an immediate consequence of Proposition
4.5.3. Q.E.D.
Theorem 4.5.9 For any λ ∈ K+reg and w ∈ W , there is a canonical isomorphism
Dλ⊗ˆM(w ◦ λ) −→∼ Mw(λ).
Proof. We have dimHomg(M(w ◦ λ),M∗(y ◦ λ)) = 1 or 0 according to whether w = y
or w 6= y. Hence by Proposition 4.5.3 we have Supp(Dλ⊗ˆM(w ◦ λ)) = Xw, and
Dλ⊗ˆM(w ◦ λ)|Uw ≃ Bw(λ)|Uw ≃Mw(λ)|Uw .
By (4.2.2) the isomorphism Mw(λ)|Uw ≃ Dλ⊗ˆM(w ◦ λ)|Uw is uniquely extended to a
homomorphism ϕ :Mw(λ)→ Dλ⊗ˆM(w ◦ λ).
On the other hand, by Proposition 4.4.8 we have a unique non-zero homomorphism
M(w ◦ λ) → Γ˜(Mw(λ)). Let ψ : Dλ⊗ˆM(w ◦ λ) → Mw(λ) be the corresponding homo-
morphism. By the same proposition, the composition Dλ⊗ˆM(w ◦ λ)→Mw(λ)→ Bw(λ)
is non-zero. Hence ϕ|Uw and ψ|Uw are inverse to each other up to a non-zero constant
multiple. In particular we have ψ◦ϕ|Uw is the identity endomorphism ofMw(λ)|Uw . Thus
ψ ◦ ϕ = id by (4.2.2).
It remains to show that ϕ is an epimorphism. Note that Supp(Coker(ϕ)) ⊂ Xw \Xw.
Assume that Coker(ϕ) 6= 0. By Lemma 4.2.1, there exists some y ∈ W such that y > w
and that HomDλ(Coker(ϕ),By(λ)) 6= 0. Since Coker(ϕ) is a quotient of Dλ⊗ˆM(w ◦ λ),
we obtain
Homg(M(w ◦ λ),M
∗(y ◦ λ)) ≃ HomDλ(Dλ⊗ˆM(w ◦ λ),By(λ)) 6= 0.
This implies w = y, which contradicts y > w. Thus Coker(ϕ) = 0 and hence ϕ is an
epimorphism. Q.E.D.
For λ ∈ K+reg, a canonical morphism Dλ⊗ˆM
∗(w ◦ λ) → Bw(λ) is defined by Proposi-
tion 4.3.3 and (4.2.3).
Lemma 4.5.10 For any λ ∈ K+reg and w ∈ W , the canonical morphism Dλ⊗ˆM
∗(w◦λ)→
Bw(λ) is surjective.
Proof. By Proposition 4.3.3, we have Γ(X ;Bw(λ)) ∼= M∗(w ◦ λ). Since the open embed-
ding i : Uw → X is an affine morphism and Bw(λ) is a quasi-coherent OX -module, the
natural homomorphism OX ⊗M
∗(w ◦ λ) ∼= OX ⊗ Γ(Uw;Bw(λ)) → i∗i
−1Bw(λ) ∼= Bw(λ)
is surjective. Hence the assertion follows from the fact that OX ⊗M∗(w ◦ λ) → Bw(λ)
decomposes into OX ⊗M∗(w ◦ λ)→ Dλ⊗ˆM∗(w ◦ λ)→ Bw(λ). Q.E.D.
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4.6 Radon transforms
For i ∈ I, µ ∈ h∗ and n ∈ Z, we shall construct functors
Sni ∗ : H(µ)→ H(si ◦ µ), S
n
i ! : H(µ)→ H(si ◦ µ),(4.6.1)
called the Radon transforms, and investigate their properties. We use results in [18]
without giving proofs.
Fix i ∈ I. Let P− be the algebraic group containing B− with Lie algebra b−⊕gαi . We
have a natural free right action of P− on G (see [13]). Set Y = G/P−, and let π : X → Y
be the projection. Then Y is a separated pro-smooth scheme, and π is a P1-bundle. Set
Z = X ×Y X, Z0 = Z \∆(X),
where ∆ : X →֒ Z denotes the diagonal embedding. Let pr : Z0 → X (r = 1, 2) be the
first and the second projections.
For a holonomic Dµ-module M we set
Sni ∗M = H
n(
∫
p1
p•2M), S
n
i !M = H
n(
∫
p1!
p•2M).(4.6.2)
Since Ωπ = OX(−αi), we have p
♯
1Dsi◦µ = p
♯
2Dµ (see Lemma 1.3.3 of [18]), and hence S
n
i ∗
and Sni ! are well-defined.
By Lemma 1.4.3 and Theorem 1.5.1 of [18], we have the following proposition.
Proposition 4.6.1 Let µ ∈ h∗, and let i ∈ I and w ∈ W such that wsi < w.
(i) S0i ∗Bw(µ) = Bwsi(si ◦ µ) and S
n
i ∗Bw(µ) = 0 for n 6= 0.
(ii) S0i !Mw(µ) =Mwsi(si ◦ µ) and S
n
i !Mw(µ) = 0 for n 6= 0.
(iii) S0i !Bwsi(µ) = Bw(si ◦ µ) and S
n
i !Bwsi(µ) = 0 for n 6= 0.
(iv) S0i ∗Mwsi(µ) =Mw(si ◦ µ) and S
n
i ∗Mwsi(µ) = 0 for n 6= 0.
Theorem 4.6.2 Let λ ∈ Kreg, w ∈ W, i ∈ I such that wsi < w and 〈hi, λ + ρ〉 /∈ Z>0.
Then we have
H˜n(Bwsi(λ)) ≃ H˜
n(Bw(si ◦ λ)), H˜
n(Mw(λ)) ≃ H˜
n(Mwsi(si ◦ λ))
for any n ∈ Z.
Proof. Take a finite admissible subset Φ of W such that Φsi = Φ. By Proposition 4.6.1,
Corollary 1.6.2 of [18], and by 〈hi, λ+ ρ〉 /∈ Z>0 we have
Hn(XΦ;Bwsi(λ)) ≃ H
n(XΦ;Bw(si ◦ λ)), H
n(XΦ;Mw(λ)) ≃ H
n(XΦ;Mwsi(si ◦ λ))
for any n ∈ Z. Hence the desired results follow by taking the projective limit with respect
to Φ. Q.E.D.
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Corollary 4.6.3 Let λ ∈ K+reg, z ∈ W . Assume that z ◦ λ ∈ K
+
reg. Then we have
H˜n(Bw(λ)) ≃ H˜
n(Bwz−1(z ◦ λ)), H˜
n(Mw(λ)) ≃ H˜
n(Mwz−1(z ◦ λ))
for any w ∈ W and n ∈ Z.
Proof. Take a reduced expression z = si1si2 · · · sip of z ∈ W . It is sufficient to show
H˜n(Bwsip ···sij+1 (sij+1 · · · sip ◦ λ)) ≃ H˜
n(Bwsip ···sij (sij · · · sip ◦ λ))
H˜n(Mwsip ···sij+1 (sij+1 · · · sip ◦ λ)) ≃ H˜
n(Mwsip ···sij (sij · · · sip ◦ λ))
for any j. By Theorem 4.6.2 we have only to show
(sij+1 · · · sip ◦ λ+ ρ, α
∨
ij
) /∈ Z>0 ∪ Z<0.
Since λ ∈ K+reg and sip · · · sij+1(αij ) ∈ ∆
+
re, we have
(sij+1 · · · sip ◦ λ+ ρ, α
∨
ij
) = (λ+ ρ, sip · · · sij+1(α
∨
ij
)) /∈ Z<0.
On the other hand, since z ◦ λ ∈ K+reg and si1 · · · sij−1(αij ) ∈ ∆
+
re, we have
(sij+1 · · · sip ◦ λ+ ρ, α
∨
ij
) = −(z ◦ λ+ ρ, si1 · · · sij−1(α
∨
ij
)) /∈ Z>0.
The proof is completed. Q.E.D.
4.7 Global sections of Mw(λ)
For λ ∈ K+reg and w ∈ W , we denote by
ϕλw :M(w ◦ λ)→ Γ˜(Mw(λ))(4.7.1)
a non-zero morphism in O˜ (see Proposition 4.4.8). Note that ϕλw is unique up to a non-zero
constant multiple. The aim of this section is to prove that it is a monomorphism.
Let i ∈ I. Let π : X → Y be the P1-bundle as in §4.6. Assume that w ∈ W satisfy
wsi > w. Set Yw = π(Xw). Then Yw is an affine scheme. Xiw = π
−1(Yw) = Xw ⊔ Xwsi
and Xwsi → Yw is an isomorphism. Hence Xwsi is a closed hypersurface of Xiw. Let
j : Xiw → X be the inclusion. Let λ be an element of h∗ satisfying (λ + ρ, α∨i ) ∈ Z.
Then there exists an N+-equivariant line bundle L on Xiw such that j
♯Dλ ≃ DXiw(L).
Let j0 : Xw → Xiw be the open embedding and i0 : Xwsi → Xiw the closed embedding.
We have the exact sequences of holonomic DXiw-modules
0→
∫
j0 !
OXwsi →
∫
i0 !
OXw → OXiw → 0,
0→ OXiw →
∫
i0
OXw →
∫
i0
OXwsi → 0.
Since j is an affine morphism, H0
∫
j ! and H
0
∫
j are exact functors. Tensoring L to the
exact sequences above, and applying the exact functors H0
∫
j ! and H
0
∫
j , we obtain exact
sequences in H(λ)
0 −→Mwsi(λ)
ι
−→Mw(λ) −→ L −→ 0 ,
0 −→ L′ −→ Bw(λ) −→ Bwsi(λ) −→ 0 .
(4.7.2)
where L = H0
∫
j ! L and L = H
0
∫
j L. We have L|U ≃ L
′|U for any open set containing
Xiw as a closed subset.
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Lemma 4.7.1 Assume that λ ∈ K+reg, i ∈ I and w ∈ W satisfy wsi > w and αi ∈
∆(λ). Let ι∗ : Γ˜(Mwsi(λ)) → Γ˜(Mw(λ)) be the monomorphism in O˜ induced by the
monomorphism ι :Mwsi(λ)→Mw(λ) in (4.7.2). Let j : M(wsi ◦ λ)→ M(w ◦ λ) be the
injective homomorphism of g-modules (see Proposition 2.5.5). Then the following diagram
in O˜ is commutative up to a non-zero constant multiple.
M(wsi ◦ λ)
ϕλwsi−−−→ Γ˜(Mwsi(λ))yj yι∗
M(w ◦ λ)
ϕλw−−−→ Γ˜(Mw(λ)) .
Proof. It is sufficient to show the following two statements.
dimHom
O˜
(M(wsi ◦ λ), Γ˜(Mw(λ))) = 1.(4.7.3)
ϕλw ◦ j 6= 0.(4.7.4)
We first show (4.7.3). The first exact sequence in (4.7.2)
0→Mwsi(λ)→Mw(λ)→ L→ 0
induces exact sequences
0→ Hom
O˜
(M(wsi ◦ λ), Γ˜(Mwsi(λ)))→ HomO˜(M(wsi ◦ λ), Γ˜(Mw(λ)))(4.7.5)
→ Hom
O˜
(M(wsi ◦ λ), Γ˜(L)).
Since dimHom
O˜
(M(wsi◦λ), Γ˜(Mwsi(λ))) = 1 by Proposition 4.4.8, it is sufficient to show
Hom
O˜
(M(wsi ◦ λ), Γ˜(L)) = 0. Since Mwsi(λ)
∼= Dλ⊗ˆM(wsi ◦ λ) by Theorem 4.5.9, we
reduce this to Hom(Mwsi(λ),L) = 0. Set Φ = {x ∈ W ; x ≤ wsi} and Ψ = Φ \ {wsi}.
They are finite admissible subsets of W , and XΦ ∩Xw = Xiw = Xw ⊔Xwsi. Then (4.7.2)
induces an exact sequence:
0→ L|XΦ → Bw(λ)|XΦ → Bwsi(λ)|XΦ → 0.
Since Mwsi(λ)|XΨ = 0, we have by (4.2.2) and (4.2.3)
Hom(Mwsi(λ),L) ≃ Hom(Mwsi(λ)|XΦ ,L|XΦ)
⊂ Hom(Mwsi(λ)|XΦ ,Bw(λ)|XΦ)
≃ Hom(Mwsi(λ)|XΨ ,Bw(λ)|XΨ) = 0.
Thus the proof of (4.7.3) is completed.
Let us prove (4.7.4). Consider the chain of morphisms
ψ : M(w ◦ λ)→ Γ˜(Mw(λ)) −→∼ Γ˜(Mwsi(si ◦ λ))→ Γ˜(Bwsi(si ◦ λ)).
Here the middle isomorphism follows from Theorem 4.6.2, because
(si ◦ λ+ ρ, α
∨
i ) = −(λ+ ρ, α
∨
i ) 6∈ Z>0.
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In order to prove (4.7.4), it is sufficient to show that the composition of
M(wsi ◦ λ)
j
−−−→M(w ◦ λ)
ψ
−−−→Γ˜(Bwsi(si ◦ λ))
is non-zero. Assuming that ψ is a non-zero homomorphism for a while, we shall finish the
proof. Since ch(Γ˜(Bwsi(si ◦ λ))) = ch(M(w ◦ λ)), we have [Ker(ψ) : L(ζ)] = [Coker(ψ) :
L(ζ)] for any ζ . Assume that ψ◦j = 0. Then Ker(ψ) containsM(wsi◦λ) as a submodule.
Hence we have
[Coker(ψ) : L(wsi ◦ λ)] = [Ker(ψ) : L(wsi ◦ λ)] > 0,
Since Coker(ψ)w◦λ = 0, [Coker(ψ) : L(ζ)] 6= 0 only if ζ = y ◦ λ for some y ∈ W such that
y > w. If [M(ζ) : L(wsi ◦ λ)] 6= 0 and [Coker(ψ) : L(ζ)] 6= 0, then we have ζ = y ◦ λ with
wsi ≥ y > w (by Corollary 2.5.6), and hence ζ = wsi ◦ λ. Hence Lemma 2.3.2 implies
dimHomg(M(wsi ◦ λ),Coker(ψ)
∗) > 0.
Thus we obtain
dimHomg(M(wsi ◦ λ), Γ˜(Bwsi(si ◦ λ))
∗) ≥ dimHomg(M(wsi ◦ λ),Coker(ψ)
∗) > 0.
Applying Corollary 4.3.2 (iii), we have
wsi ◦ λ ∈ w ◦ λ−
∑
α∈∆+∩wsi∆+
Z≥0α,
and hence
(λ+ ρ, α∨i )αi = w
−1(w ◦ λ− wsi ◦ λ) ∈ w
−1
∑
α∈∆+∩wsi∆+
Z≥0α =
∑
α∈w−1∆+∩si∆+
Z≥0α
⊂
∑
α∈∆+\{αi}
Z≥0α.
This is a contradiction. Hence ψ ◦ j 6= 0.
It remains to prove that ψ does not vanish. In order to see this, it is sufficient to show
the injectivity of the homomorphism
Hom
O˜
(M(w ◦ λ), Γ˜(Mwsi(si ◦ λ)))→ HomO˜(M(w ◦ λ), Γ˜(Bwsi(si ◦ λ))) .
Let N be the kernel of the morphism Mwsi(si ◦ λ)→ Bwsi(si ◦ λ). By the exact sequence
0→ Hom
O˜
(M(w ◦ λ), Γ˜(N ))→ Hom
O˜
(M(w ◦ λ), Γ˜(Mwsi(si ◦ λ)))
→ Hom
O˜
(M(w ◦ λ), Γ˜(Bwsi(si ◦ λ))),
we can reduce the assertion to [Γ˜(N ) : L(w ◦ λ)] = 0. Assume the contrary. Then by
Proposition 4.4.5 (iii), there exists some x ∈ W such that
[M(xsi ◦ λ) : L(w ◦ λ)] 6= 0 and(4.7.6)
Xx ⊂ SuppN ⊂ Xwsi \Xwsi.(4.7.7)
Then (4.7.6) implies xsi ≤ w by Corollary 2.5.6, and (4.7.7) implies wsi < x. Hence we
obtain xsi ≤ w < wsi < x, which implies l(xsi) ≤ l(w) < l(wsi) < l(x) ≤ l(xsi) + 1. This
is a contradiction. Hence we have proved the non-vanishing of ψ. Q.E.D.
Now we are ready to prove the following result.
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Proposition 4.7.2 Let λ ∈ K+reg, w ∈ W . Then the morphism
ϕλw : M(w ◦ λ)→ Γ˜(Mw(λ))
is a monomorphism.
Proof. Take x ∈ W (w ◦ λ) such that λ′ = x−1w ◦ λ ∈ K+reg. Then w ◦ λ = x ◦ λ
′ and
x ∈ W (λ′). By Corollary 4.6.3 we have Γ˜(Mw(λ)) ≃ Γ˜(Mx(λ′)). The composition of
M(w ◦ λ) =M(x ◦ λ′)
ϕλ
′
x−−−→Γ˜(Mx(λ
′)) ≃ Γ˜(Mw(λ))
coincides with ϕλw up to a non-zero scalar multiple by Proposition 4.4.8. Hence we may
assume from the beginning that w ∈ W (λ).
For y, x ∈ W (λ) such that y ≥λ x, we denote by f yx : M(y ◦ λ)→M(x ◦ λ) a non-zero
homomorphism of g-modules.
Assume that for any w ∈ W (λ) there exists a monomorphism
Fw : Γ˜(Mw(λ))→ Γ˜(Me(λ))
in O˜ such that the diagram
M(w ◦ λ)
ϕλw−−−→ Γ˜(Mw(λ))yfwe yFw
M(λ) −−−→
ϕλe
Γ˜(Me(λ))
(4.7.8)
is commutative. If Ker ϕλe 6= 0, then there exists some w ∈ W such that Im f
w
e ⊂ Ker ϕ
λ
e .
Since ϕλw 6= 0, this contradicts the injectivity of Fw. Hence ϕ
λ
e is injective. Thus ϕ
λ
w is a
monomorphism by the commutativity of (4.7.8).
Therefore it remains to show that for any w ∈ W (λ) there exists a monomorphism
Fw : Γ˜(Mw(λ))→ Γ˜(Me(λ)) in O˜ such that the diagram (4.7.8) is commutative.
For w ∈ W (λ), take a reduced expression w = sβ1 · · · sβr (βk ∈ Π(λ)). Set wk =
sβ1 · · · sβk . Then wk = wk−1sβk , and wk−1βk ∈ ∆
+.
Then it is sufficient to show that for any k there exists a monomorphism
Fk : Γ˜(Mwk(λ))→ Γ˜(Mwk−1(λ))
in O˜ such that the diagram
M(wk ◦ λ)
ϕλwk−−−→ Γ˜(Mwk(λ))yfwkwk−1 yFk
M(wk−1 ◦ λ) −−−→
ϕλwk−1
Γ˜(Mwk−1(λ))
(4.7.9)
is commutative (see Theorem 2.5.3). By Lemma 2.2.4 we can take x ∈ W such that
λ′ = x ◦ λ ∈ K+reg, x(βk) = αi ∈ Π. We have αi ∈ ∆(λ
′). Set y = wk−1x
−1. Then
yαi = wk−1βk ∈ ∆
+ and hence ysi > y. We have wk−1 ◦ λ = y ◦ λ
′, wk ◦ λ = ysi ◦ λ
′, and
hence M(wk−1 ◦ λ) = M(y ◦ λ′),M(wk ◦ λ) = M(ysi ◦ λ′). Moreover, by Corollary 4.6.3,
we have Γ˜(Mwk−1(λ)) = Γ˜(My(λ
′)), Γ˜(Mwk(λ)) = Γ˜(Mysi(λ
′)). Hence the desired result
follows from Lemma 4.7.1. Q.E.D.
45
4.8 Correspondence of g-modules and D-modules
We shall prove the following theorem on a partial correspondence between H(λ) and
O˜(λ). This theorem says in particular that the composition H(λ)
Γ˜
−−→ O˜(λ)
Dλ⊗ˆ−−→H(λ)
is an equivalence of categories. Hence H(λ) is equivalent to a full subcategory of O˜(λ).
Moreover,Mw(λ), Bw(λ) and Lw(λ) in the category H(λ) correspond toM(w◦λ),M∗(w◦
λ) and L(w ◦ λ) in O˜(λ), respectively.
Theorem 4.8.1 Let λ ∈ K+reg.
(i) H˜n(M) = 0 for any M∈ Ob(H(λ)) and n 6= 0.
(ii) Γ˜(Bw(λ)) ≃M∗(w ◦ λ) and Γ˜(Mw(λ)) ≃M(w ◦ λ) for any w ∈ W .
(iii) Γ˜(Lw(λ)) ≃ L(w ◦ λ) for any w ∈ W .
(iv) Dλ⊗ˆΓ˜(M) −→∼ M for any M ∈ Ob(H(λ)).
Proof. Note that the first statement in (ii) is already proved (Proposition 4.4.7). We
first show (i), (ii) and (iv). It is sufficient to show the following statements (a), (b) and
(c) for any finite admissible subset Φ of W .
(a) For M ∈ Ob(H(λ)), we have H˜n(M) ∈ Ob(O˜{(W \ Φ) ◦ λ}) for any n 6= 0.
(b) For w ∈ Φ, the cokernel of the monomorphism ϕλw : M(w ◦λ)→ Γ˜(Mw(λ)) belongs
to O˜{(W \ Φ) ◦ λ}.
(c) For M ∈ Ob(H(λ)) and a morphism ϕ : M → Γ˜(M) in O˜, assume that Ker(ϕ)
and Coker(ϕ) belong to O˜{(W \ Φ) ◦ λ}. Then the canonical homomorphism
Dλ⊗ˆM |XΦ →M|XΦ is an isomorphism.
Fixing Φ, we shall show the following statements (a)Ψ, (b)Ψ, (c)Ψ for a finite admissible
subset Ψ of W such that Ψ ⊂ Φ by induction on ♯(Φ \Ψ). Note that (a)=(a)∅, (b)=(b)∅
and (c)=(c)∅.
(a)Ψ Let M ∈ Ob(H(λ)) such that Supp(M) ∩ XΨ = ∅. Then we have H˜
n(M) ∈
Ob(O˜{(W \ Φ) ◦ λ}) for any n > 0.
(b)Ψ For w ∈ Φ \ Ψ, the cokernel of the monomorphism ϕλw : M(w ◦ λ) → Γ˜(Mw(λ))
belongs to O˜{(W \ Φ) ◦ λ}.
(c)Ψ Let M ∈ Ob(H(λ)) such that Supp(M) ∩ XΨ = ∅. Assume that a morphism
ϕ : M → Γ˜(M) in O˜ satisfies Ker(ϕ), Coker(ϕ) ∈ Ob(O˜{(W \ Φ) ◦ λ}). Then the
canonical homomorphism Dλ⊗ˆM |XΦ →M|XΦ is an isomorphism.
In the case Φ = Ψ, (a)Φ follows from Proposition 4.4.5 (iv), (b)Φ is trivial, and (c)Φ
is a consequence of Proposition 4.4.5 (iv) and Proposition 4.5.8.
Assume ♯(Φ\Ψ) > 0. Take a minimal element y of the set Φ\Ψ, and set Ψ′ = Ψ∪{y}.
Then Ψ′ is a finite admissible subset of W satisfying Ψ ⊂ Ψ′ ⊂ Φ and ♯(Φ \ Ψ′) =
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♯(Φ \ Ψ)− 1. Hence we may assume the statements (a)Ψ′, (b)Ψ′ , (c)Ψ′ by the hypothesis
of induction.
Set L = By(λ)/Ly(λ). Since Supp(L) ∩XΨ′ = ∅, (a)Ψ′ implies H˜n(L) ∈ Ob(O˜{(W \
Φ) ◦ λ}) for n 6= 0. By considering the long exact sequence associated to the short exact
sequence
0→ Ly(λ)→ By(λ)→ L→ 0 ,
we obtain H˜n(Ly(λ)) ∈ Ob(O˜{(W \ Φ) ◦ λ}) for any n ≥ 2 and an exact sequence
Γ˜(By(λ))→ Γ˜(L)→ H˜
1(Ly(λ))→ 0.(4.8.1)
Consider the following natural commutative diagram.
Dλ⊗ˆΓ˜(By(λ))|XΦ
f1−−−→ Dλ⊗ˆΓ˜(L)|XΦyh1 yh2
By(λ)|XΦ
f2−−−→ L|XΦ .
Then h2 is an isomorphism by (c)Ψ′ , h1 is surjective by Lemma 4.5.10, and f2 is obvi-
ously surjective. Thus Dλ⊗ˆΓ˜(By(λ))|XΦ → Dλ⊗ˆΓ˜(L)|XΦ is surjective. Hence we have
Dλ⊗ˆH˜1(Ly(λ))|XΦ = 0 by (4.8.1). Then we obtain H˜
1(Ly(λ)) ∈ Ob(O˜{(W \ Φ) ◦ λ}) by
Proposition 4.5.8. We have thus proved that H˜n(Ly(λ)) ∈ Ob(O˜{(W \Φ) ◦λ}) for n > 0.
Set L′ = Ker(My(λ) → Ly(λ)). Since Supp(L′) ∩ XΨ′ = ∅, (a)Ψ′ implies H˜n(L′) ∈
Ob(O˜{(W \Φ) ◦ λ}) for any n > 0. By considering the long exact sequence associated to
the short exact sequence
0→ L′ →My(λ)→ Ly(λ)→ 0 ,
we obtain
H˜n(My(λ)) ∈ Ob(O˜{(W \ Φ) ◦ λ}) for any n > 0.(4.8.2)
Let us show (a)Ψ. By Lemma 4.2.1 there exists a morphism f :My(λ)⊕r →M whose
restrictionMy(λ)⊕r|XΨ′ −→
∼ M|XΨ′ is an isomorphism. Setting N = Im(f), N1 = Ker(f)
and N2 = Coker(f), we obtain exact sequences
0→ N1 →My(λ)
⊕r → N → 0,
0→ N →M→N2 → 0.
Note that Supp(Ni) ∩XΨ′ = ∅ for i = 1, 2. Let n > 0. By (a)Ψ′ and (4.8.2), the objects
H˜n+1(N1), H˜n(N2) and H˜n(My(λ)) belong to O˜{(W \Φ)◦λ}. Hence H˜n(M) also belongs
to O˜{(W \ Φ) ◦ λ} by the exact sequences
H˜n(My(λ))⊕r → H˜n(N )→ H˜n+1(N1),
H˜n(N )→ H˜n(M)→ H˜n(N2).
The statement (a)Ψ is proved.
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We next show (b)Ψ. By (b)Ψ′ we have only to deal with the case w = y. By
Lemma 4.2.2 we have, for any µ ∈ Kreg,∑
n
(−1)n ch(PµH˜
n(My(λ))) =
∑
n
(−1)n ch(PµH˜
n(By(λ))) = ch(PµΓ˜(By(λ)))
= ch (Pµ(M(y ◦ λ))) .
Since H˜n(My(λ)) belongs to O˜{(W \ Φ) ◦ λ} for any n > 0 by (a)Ψ, we see that
ch(Pµ(Cokerϕ
λ
y)) = ch(PµΓ˜(My(λ))) − ch(Pµ(M(y ◦ λ))) is in
∑
x∈W\Φ Z ch(L(x ◦ λ)).
The statement (b)Ψ is proved.
Let us show (c)Ψ. Take r, f,N ,N1,N2 for M as in the proof of (a)Ψ. Set N =
ϕ−1(Im(Γ˜(N ) → Γ˜(M))) and N2 = M/N . Then we obtain the following commutative
diagrams whose rows are exact.
0y
0 → N −−−→ M −−−→ N2 −−−→ 0yψ yϕ yϕ′ y
0 → Γ˜(N ) −−−→ Γ˜(M)
h
−−−→ Γ˜(N2) −−−→ H˜1(N )
Dλ⊗ˆN −−−→ Dλ⊗ˆM −−−→ Dλ⊗ˆN2 → 0y y y
0 → N −−−→ M −−−→ N2 → 0.
By the definition of N2, ϕ
′ is a monomorphism. By (a)Ψ, we have H˜
1(N ) ∈ Ob(O˜{(W \
Φ) ◦ λ}). Hence by the exact sequences
0→ Ker ψ → Ker ϕ→ 0→ Cokerψ → Cokerϕ→ Cokerϕ′ → H˜1(N ),
and by the assumption on ϕ, we obtain
Ker(ψ), Coker(ψ), Coker(ϕ′) ∈ Ob(O˜{(W \ Φ) ◦ λ}).(4.8.3)
Since Supp(N2)∩XΨ′ = ∅, the morphism Dλ⊗ˆN2|XΦ → N2|XΦ is an isomorphism by (c)Ψ′
and (4.8.3). Hence it is sufficient to show that Dλ⊗ˆN |XΦ → N|XΦ is an isomorphism.
Set N0 = ψ
−1(Im(Γ˜(My(λ)⊕r) → Γ˜(N ))) and let ψ0 : N0 → Γ˜(N ) be the restriction
of ψ. Since H˜1(N1) ∈ Ob(O˜{(W \ Φ) ◦ λ}) by (a)Ψ′, we have
N/N0, Ker ψ0, Cokerψ0 ∈ Ob(O˜{(W \ Φ) ◦ λ})(4.8.4)
by (4.8.3) and the exact sequences
0→ N/N0 → H˜
1(N1), 0→ Ker ψ0 → Ker ψ,
N/N0 → Cokerψ0 → Cokerψ → 0.
Proposition 4.5.8 implies Dλ⊗ˆ(N/N0)|XΦ = 0, and hence Dλ⊗ˆN0|XΦ → Dλ⊗ˆN |XΦ is
surjective. Since Dλ⊗ˆN0|XΦ → N|XΦ decomposes into Dλ⊗ˆN0|XΦ → Dλ⊗ˆN |XΦ → N|XΦ,
it is sufficient to show that Dλ⊗ˆN0|XΦ → N|XΦ is an isomorphism.
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Let R be the fiber product of Γ˜(My(λ)
⊕r) and N0 over Γ˜(N ), and consider the fol-
lowing commutative diagrams whose rows are exact:
0 → Γ˜(N1) −−−→ R −−−→ N0 −−−→ 0yid yψ′ yψ0 y
0 → Γ˜(N1) −−−→ Γ˜(My(λ)⊕r)
k
−−−→ Γ˜(N ) −−−→ H˜1(N1) ,
Dλ⊗ˆΓ˜(N1) −−−→ Dλ⊗ˆR −−−→ Dλ⊗ˆN0 → 0y y y
0 −−−→ N1 −−−→ My(λ)⊕r −−−→ N → 0 .
By (c)Ψ′ the morphism Dλ⊗ˆΓ˜(N1)|XΦ → N1|XΦ is an isomorphism. Hence it is sufficient
to show that the morphism Dλ⊗ˆR|XΦ →My(λ)
⊕r|XΦ is an isomorphism.
Since Ker ψ′ and Cokerψ′ are isomorphic to subobjects of Ker ψ0 and Cokerψ0 respec-
tively, we have
Ker(ψ′), Coker(ψ′) ∈ Ob(O˜{(W \ Φ) ◦ λ})(4.8.5)
by (4.8.4). Thus we have reduced (c)Ψ to the case M =My(λ)⊕r.
The statement (b)Ψ implies that ϕ
λ
y : M(y ◦ λ)→ Γ˜(My(λ)) is a monomorphism such
that Cokerϕλy ∈ Ob(O˜{(W \Φ) ◦λ}). Let R
′ be the Cartesian product of M(y ◦λ)⊕r and
R over Γ˜(My(λ)⊕r) :
R′
η
−֒−→ Ryψ′′ yψ′
M(y ◦ λ)⊕r
ϕλy
⊕r
−֒−→ Γ˜(My(λ)⊕r).
Then Coker η belongs to O˜{(W \ Φ) ◦ λ}, and hence Dλ⊗ˆCoker η|XΦ = 0 by Proposition
4.5.8. Hence we obtain
Dλ⊗ˆR′|XΦ → Dλ⊗ˆR|XΦ is surjective.(4.8.6)
On the other hand, the cokernel of ψ′′ belongs to O˜{(W \ Φ) ◦ λ}, which implies that ψ′′
is surjective. Since the kernel of ψ′′ also belongs to O˜{(W \ Φ) ◦ λ}, Dλ⊗ˆKer ψ′′|XΦ = 0.
Hence we have
Dλ⊗ˆR
′|XΦ −→
∼ Dλ⊗ˆM(y ◦ λ)
⊕r|XΦ
∼=My(λ)
⊕r|XΦ .
Since the isomorphism Dλ⊗ˆR
′|XΦ −→
∼ My(λ)
⊕r|XΦ factors through Dλ⊗ˆR|XΦ , (4.8.6)
implies that Dλ⊗ˆR|XΦ →My(λ)
⊕r|XΦ is an isomorphism. The statement (c)Ψ is proved.
The proof of (i), (ii) and (iv) is now completed.
Let us finally show (iii). By (i) the functor Γ˜ : H(λ)→ O˜(λ) is exact. Hence the exact
sequences
Mw(λ)→ Lw(λ)→ 0, 0→ Lw(λ)→ Bw(λ)
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induce exact sequences
Γ˜(Mw(λ))→ Γ˜(Lw(λ))→ 0, 0→ Γ˜(Lw(λ))→ Γ˜(Bw(λ)) .
Since we have already seen Γ˜(Mw(λ)) ≃ M(w ◦ λ) and Γ˜(Bw(λ)) ≃ M
∗(w ◦ λ), we
have only to show that the morphism Γ˜(Mw(λ)) → Γ˜(Bw(λ)) induced by the canonical
morphism Mw(λ) → Bw(λ) is non-zero. This follows from (iv). The statement (iii) is
proved. Q.E.D.
5 Twisted intersection cohomology groups
5.1 Combinatorics
We first recall a result of Lusztig [22].
Set
h
∗
Q = Q⊗Z P, Γ = h
∗
Q/P,
where P is as in §4.1. Note that the Weyl group W naturally acts on Γ. For λ ∈ Γ let
Mλ be the free Z[q, q−1]-module with basis {Aλw}w∈W .
For i ∈ I we define θi∗, θi! ∈ HomZ[q,q−1](M
λ,Msiλ) by the following.
θi∗(A
λ
w) =

q−1Asiλwsi if 〈λ, hi〉 /∈ Z, wsi > w,
Asiλwsi if 〈λ, hi〉 /∈ Z, wsi < w,
q−1Aλwsi + (q
−1 − 1)Aλw if 〈λ, hi〉 ∈ Z, wsi > w,
Aλwsi if 〈λ, hi〉 ∈ Z, wsi < w,
θi!(A
λ
w) =

Asiλwsi if 〈λ, hi〉 /∈ Z, wsi > w,
qAsiλwsi if 〈λ, hi〉 /∈ Z, wsi < w,
Aλwsi if 〈λ, hi〉 ∈ Z, wsi > w,
qAλwsi + (q − 1)A
λ
w if 〈λ, hi〉 ∈ Z, wsi < w.
Then θi! :M
λ → Msiλ and θi∗ : Msiλ →Mλ are inverse to each other.
Lemma 5.1.1 (Lusztig [22]) (i) There exists a unique endomorphism m 7→ m of the
abelian group Mλ satisfying
Aλe = A
λ
e , qm = q
−1m, θi∗(m) = θi!(m)
for any m ∈Mλ.
(ii) We have m = m for any m ∈Mλ, and
Aλw ∈ q
−ℓ(w)Aλw +
∑
y<w
Z[q, q−1]Aλy
for any w ∈ W .
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Proposition 5.1.2 (Lusztig [22]) (i) For w ∈ W and λ ∈ Γ there exists a unique
Cλw ∈M
λ satisfying
Cλw ∈ A
λ
w +
∑
y<w
(
q(ℓ(w)−ℓ(y)−1)/2Z[q−1/2] ∩ Z[q, q−1]
)
Aλy ,(5.1.1)
Cλw = q
−ℓ(w)Cλw.(5.1.2)
(ii) If w is the element of wW (λ) with minimal length, then for any x ∈ W (λ) we have
Cλwx =
∑
y∈W (λ),y≤λx
(−1)ℓλ(x)−ℓλ(y)qc(y,x)P λy,x(q)A
λ
wy,
where c(y, x) =
(
(ℓ(x) − ℓ(y))− (ℓλ(x) − ℓλ(y))
)
/2, and P λy,x(q) ∈ Z[q] denotes the
Kazhdan-Lusztig polynomial for the Coxeter group W (λ) (Kazhdan-Lusztig [19]).
We define κ ∈ HomZ[q,q−1](M
λ,M−λ) by κ(Aλw) = A
−λ
w .
Lemma 5.1.3 (i) For any i ∈ I and λ ∈ Γ we have θi∗ ◦κ = κ ◦ θi∗ and θi! ◦κ = κ ◦ θi!
on Mλ.
(ii) We have κ(m) = κ(m) for any m ∈Mλ.
(iii) We have κ(Cλw) = C
−λ
w for any w ∈ W .
Proof. The statements (i) and (ii) follow from the definition of θi∗, θi! and .¯
Applying κ to (5.1.1) we have
κ(Cλw) ∈ A
−λ
w +
∑
y<w
(q(ℓ(w)−ℓ(y)−1)/2Z[q−1/2] ∩ Z[q, q−1])A−λy .
By (ii) and (5.1.2) we have
κ(Cλw) = κ(C
λ
w) = κ(q
−ℓ(w)Cλw) = q
−ℓ(w)κ(Cλw).
Thus we obtain (iii) by Proposition 5.1.2. Q.E.D.
Lusztig [22] used Proposition 5.1.2 to compute the twisted intersection cohomology
groups of the finite-dimensional Schubert varieties. In order to compute that of the finite-
codimensional Schubert varieties, we need its dual version.
Set
Nλ = HomZ[q,q−1](M
λ,Z[q, q−1]),
and define Bλw ∈ N
λ for w ∈ W by 〈Bλw, A
λ
y〉 = δy,w. Then any element of N
λ is uniquely
written as a formal infinite sum
∑
w∈W awB
λ
w with aw ∈ Z[q, q
−1].
For i ∈ I we define θi∗, θi! ∈ HomZ[q,q−1](N
λ, N siλ) by
〈θi∗n,m〉 = 〈n, θi∗m〉, 〈θi!n,m〉 = 〈n, θi!m〉 for n ∈ Nλ, m ∈Mλ.
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By the definition we have the following.
θi∗(B
λ
w) =

Bsiλwsi if 〈λ, hi〉 /∈ Z, wsi > w,
q−1Bsiλwsi if 〈λ, hi〉 /∈ Z, wsi < w,
Bλwsi if 〈λ, hi〉 ∈ Z, wsi > w,
q−1Bλwsi + (q
−1 − 1)Bλw if 〈λ, hi〉 ∈ Z, wsi < w,
θi!(B
λ
w) =

qBsiλwsi if 〈λ, hi〉 /∈ Z, wsi > w,
Bsiλwsi if 〈λ, hi〉 /∈ Z, wsi < w,
qBλwsi + (q − 1)B
λ
w if 〈λ, hi〉 ∈ Z, wsi > w,
Bλwsi if 〈λ, hi〉 ∈ Z, wsi < w.
Let a 7→ a be the endomorphism of the ring Z[q, q−1] given by q = q−1. We define an
endomorphism n 7→ n of the abelian group Nλ by
〈n,m〉 = 〈n,m〉 for n ∈ Nλ, m ∈Mλ.
By Lemma 5.1.1 we have n = n for any n ∈ Nλ, and
Bλw ∈ q
ℓ(w)Bλw +
∑
y>w
Z[q, q−1]Bλy
for any w ∈ W . Define Dλw ∈ N
λ by 〈Dλw, C
λ
y 〉 = δy,w. By Proposition 5.1.2 we have the
following.
Proposition 5.1.4 (i) For w ∈ W and λ ∈ Γ we have
Dλw ∈ B
λ
w +
∑
y>w
(q(ℓ(y)−ℓ(w)−1)/2Z[q−1/2] ∩ Z[q, q−1])Bλy ,(5.1.3)
Dλw = q
ℓ(w)Dλw.(5.1.4)
(ii) If w is the element of wW (λ) with minimal length, then for any x ∈ W (λ) we have
Dλwx =
∑
y∈W (λ),y≥λx
qc(x,y)Qλx,y(q)B
λ
wy,
where c(x, y) =
(
(ℓ(y) − ℓ(x)) − (ℓλ(y)− ℓλ(x))
)
/2 and Qλx,y(q) ∈ Z[q] denotes the
inverse Kazhdan-Lusztig polynomial for the Coxeter group W (λ) given by∑
x≤λy≤λz
(−1)ℓλ(y)−ℓλ(x)Qλx,y(q)P
λ
y,z(q) = δx,z.(5.1.5)
Define κ ∈ HomZ[q,q−1](N
λ, N−λ) by
〈κ(n), m〉 = 〈n, κ(m)〉 for n ∈ Nλ, m ∈M−λ.
By Lemma 5.1.3 we obtain the following.
Lemma 5.1.5 (i) We have κ(Bλw) = B
−λ
w for any w ∈ W .
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(ii) For any i ∈ I and λ ∈ Γ we have θi∗ ◦ κ = κ ◦ θi∗ and θi! ◦ κ = κ ◦ θi! on N
λ.
(iii) We have κ(n) = κ(n) for any n ∈ Nλ.
(iv) We have κ(Dλw) = D
−λ
w for any w ∈ W .
Let R be a ring containing Z[q, q−1] as a subring. Assume that we are given an
involutive automorphism r 7→ r of the ring R and a family of Z-submodules {Ri}i∈Z of R
such that
R =
⊕
i∈Z
Ri, RiRj ⊂ Ri+j , 1 ∈ R0, q ∈ R2, q = q
−1, Ri = R−i.(5.1.6)
Define the endomorphism m 7→ m of the abelian group R ⊗Z[q,q−1] M
λ by
a⊗m = a⊗m for a ∈ R and m ∈Mλ.
Set NλR = HomR(R⊗Z[q,q−1]M
λ, R). We can naturally regard Nλ as a Z[q, q−1]-submodule
of NλR. Define an endomorphism n 7→ n of the abelian group N
λ
R by
〈n,m〉 = 〈n,m〉 for n ∈ NλR, m ∈ R⊗Z[q,q−1] M
λ,
and a homomorphism κ : NλR → N
−λ
R of R-modules by
〈κ(n), m〉 = 〈n, κ(m)〉 for n ∈ NλR, m ∈ R⊗Z[q,q−1] M
λ.
Then we have the following characterization of Dλw.
Proposition 5.1.6 Let w ∈ W and λ ∈ Γ. Assume that D+ ∈ NλR and D
− ∈ N−λR
satisfy the following properties:
D± ∈ B±λw +
∑
y>w
(
⊕
i≤ℓ(y)−ℓ(w)−1
Ri)B
±λ
y ,(5.1.7)
κ(D+) = qℓ(w)D−.(5.1.8)
Then we have D± = D±λw .
Proof. Since (5.1.7) and (5.1.8) are satisfied for D± = D±λw , it is sufficient to show that
there exist unique D± ∈ NλR satisfying (5.1.7) and (5.1.8).
By (5.1.7) we have
D± =
∑
y≥w
F±y B
±λ
y with F
±
w = 1 and F
±
y ∈
⊕
i≤ℓ(y)−ℓ(w)−1Ri for y > w.
We have to show that F±y are uniquely determined by the condition (5.1.8). Write
Bλy =
∑
z≥y
Gy,zB
λ
z with Gy,z ∈ R,Gy,y = q
ℓ(w) .
Then we have
q−ℓ(w)κ(D+) = q−ℓ(w)
∑
y≥w
F+y (
∑
z≥y
Gy,zB
−λ
z ) =
∑
z≥w
(
∑
z≥y≥w
q−ℓ(w)F+y Gy,z)B
−λ
z ,
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and hence ∑
z≥y≥w
q−ℓ(w)F+y Gy,z = F
−
z
for any z ≥ w. Thus
F−z − q
−ℓ(w)+ℓ(z)F+z =
∑
z>y≥w
q−ℓ(w)F+y Gy,z
for any z > w. By the assumption we have
F−z ∈
⊕
i≤ℓ(z)−ℓ(w)−1
Ri, q
−ℓ(w)+ℓ(z)F+z ∈
⊕
i≥ℓ(z)−ℓ(w)+1
Ri.
Therefore F±z are uniquely determined inductively. Q.E.D.
5.2 Character formula
For λ ∈ h∗ and a finite addmissible subset of W , let K(HΦ(λ)) be the Grothendieck group
of the category HΦ(λ). It is a module with
{
[Mw(λ)]
}
w∈Φ
as a basis. Let K(H(λ)) be
the projective limit of K(HΦ(λ)), where Φ ranges over the set of finite admissible subsets
of W . Then {[Mw(λ)]}w∈W as well as {[Lw(λ)]}w∈W is a formal basis of K(H(λ)).
The aim of this section is to prove the following result.
Theorem 5.2.1 Let λ ∈ h∗Q, and let w ∈ W such that ℓ(z) > ℓ(w) for any z ∈ wW (λ) \
{w}. Then for any x ∈ W (λ) we have
[Lwx(λ)] =
∑
y≥λx
(−1)l(y)−l(x)Qλx,y(1)[Mwy(λ)],(5.2.1)
[Mwx(λ)] =
∑
y≥λx
P λx,y(1)[Lwy(λ)].(5.2.2)
The proof of this theorem will be given in the next subsection. The corresponding
result for finite-dimensional Schubert varieties was proved by Lusztig (see [21], [22]).
Note that (5.2.1) and (5.2.2) are equivalent by (5.1.5).
By Theorem 4.8.1, Proposition 4.4.5 and Theorem 5.2.1, we obtain the following main
result of this paper.
Theorem 5.2.2 Assume that λ ∈ h∗ satisfies the following conditions.
2(α, λ+ ρ) 6= (α, α) for any positive imaginary root α.(5.2.3)
(α∨, λ+ ρ) /∈ Z≤0 for any positive real root α.(5.2.4)
If w ∈ W satisfies w ◦ λ = λ, then w = 1.(5.2.5)
(α∨, λ) ∈ Q for any real root α.(5.2.6)
Then for any w ∈ W (λ) we have
ch(M(w ◦ λ)) =
∑
y≥λw
P λw,y(1) ch(L(y ◦ λ)),(5.2.7)
ch(L(w ◦ λ)) =
∑
y≥λw
(−1)ℓλ(y)−ℓλ(w)Qλw,y(1) ch(M(y ◦ λ)).(5.2.8)
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As a special case, we obtain the following result.
Theorem 5.2.3 Assume that g is finite-dimensional or affine and λ ∈ h∗ satisfies
(β∨, λ+ ρ) ∈ Q \ Z≤0 for any β ∈ ∆+re.(5.2.9)
(δ, λ + ρ) 6= 0 if g is affine. Here δ is an imaginary root.(5.2.10)
Then (5.2.7) and (5.2.8) hold for any w ∈ W (λ).
In the affine case, the condition (5.2.5) on the triviality of the isotropy subgroup of λ
follows from the following well-known lemma.
Lemma 5.2.4 The isotropy subgroup {w ∈ W ;w ◦ λ = λ} is generated by {sβ; β ∈
∆+re, (β, λ+ ρ) = 0} whenever g is affine and λ ∈ h
∗ satisfies (5.2.10).
In the affine case, we can derive the following result on the non-regular highest weight
case from the regular highest weight case above by using the translation functors (we omit
the proof).
Theorem 5.2.5 Let g be an affine Lie algebra, and assume that λ ∈ h∗ satisfies
(δ, λ+ ρ) 6= 0,(5.2.11)
(α∨, λ+ ρ) ∈ Q \ Z<0 for any positive real root α.(5.2.12)
Then W0(λ) = {w ∈ W ;w ◦ λ = λ} is a finite group. Let w be an element of W (λ) which
is the longest element of wW0(λ). Then we have
ch(L(w ◦ λ)) =
∑
y≥λw
(−1)ℓλ(y)−ℓλ(w)Qλw,y(1) ch(M(y ◦ λ)).
5.3 Hodge modules on flag manifolds
Let R (resp. Ri for i ∈ Z) denote the Grothendick group of the category of mixed Hodge
structures (resp. pure Hodge structures with weight i) over Q. Then we have R =
⊕
i∈ZRi.
Let Q
H
(k) be the Hodge structure of Tate with weight −2k. Set q = [Q
H
(−1)] ∈ R2, and
let r 7→ r denote the endomorphism of the ring R induced by the duality operation on
the mixed Hodge structures. Then the condition (5.1.6) is satisfied for the above R.
For a smooth C-scheme S, let MH(S) denote the category of mixed Hodge modules
on S (see Saito[23]). Here we use the convention that the perversity is stabel under the
smooth inverse image.
For a scheme S satisfying (S) with a smooth projective system {Sn}n∈N, let us denote
by MH(S) the inductive limit of MH(Sn). It is an abelian category and there is an exact
functor
MH(S)→Mh(DS)
We call an object of MH(S) a mixed Hodge module over S.
For λ ∈ Γ = h∗Q/P we denote by T
H(λ) the Hodge module on H corresponding to T (λ)
(see §3.3) of weight 0. By the assumption on λ, the monodromies of the corresponding
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local system are roots of unity, and hence it has a structure of variation of polarizable
Hodge structure. Hence TH(λ) is defined as a Hodge module on H of weight 0.
For a C-scheme S satisfying (S) with an action of H , we can define the twisted H-
equivariance of mixed Hodge module on S as in §3.3 by the aid of TH(λ). We denote by
MH(S, λ) the category of twisted H-equivariant mixed Hodge modules on S with twist λ.
It depends only on the image of λ in Γ = h∗Q/P .
Recall that X˜ = G/N− and ξ : X˜ → X is the natural projection. Then B × H acts
on X˜ by (b, h) ◦ (gN−) = bgh−1N−. By the action of H on X˜, ξ : X˜ → X is a principal
H-bundle. For a finite admissible subset Φ of W and λ ∈ Γ we denote by MHΦ(λ) the
category of twisted (N ×H)-equivariant mixed Hodge modules with twist λ.
Set
MH(λ) = lim
←−
Φ
MHΦ(λ).
Since ξ♯DX,λ = DX˜ and since ξ is a smooth morphism, we have an equivalence ξ
•
from the category of holonomic Dλ-modules to the category of H-equivariant holonomic
DX˜-modules with twist λ. Hence we have an exact functor
MH(λ)→ H(λ).(5.3.1)
For w ∈ W , set X˜w = BwN−/N− = ξ−1(Xw) and let ı˜ : X˜w →֒ X˜ be the embedding.
By the isomorphism of schemes
H ×N(∆+ ∩ w∆+) −→∼ X˜w ((h, u) 7→ uwh
−1N−),
we can define a morphism pw : X˜w → H by pw(uwh−1N−) = h for u ∈ N(∆+∩w∆+) and
h ∈ H . We define a Hodge module FHw (λ) on X˜w by F
H
w (λ) = p
∗
wT (λ). We denote by the
same letter FHw (λ) the object ı˜!F
H
w (λ) in the derived category of the category of mixed
Hodge modules. Let us denote by πFHw (λ)[−ℓ(w)] the minimal extension of F
H
w (λ)[−ℓ(w)].
Then FHw (λ)[−ℓ(w)] and
πFHw (λ)[−ℓ(w)] are objects of MH(λ). By the functor (5.3.1),
Fw(λ)[−ℓ(w)] and πFw(λ)[−ℓ(w)] correspond to the objects Mw(λ) and Lw(λ) of H(λ).
For a finite admissible set Φ, X˜Φ has the N ×H-orbit decomposition X˜Φ =
⊔
w∈Φ X˜w.
Hence the irreducible objects of MHΦ(λ) is of the form H ⊗
πFHw (λ)[−ℓ(w)]|X˜Φ for some
w ∈ Φ and some irreducible Hodge structure H . We denote the Grothendieck group of
MHΦ(λ) by K(MHΦ(λ)). This has a structure of R-module. We set
K(MH(λ)) = lim
←−
Φ
K(MHΦ(λ)).
For F ∈ MH(λ) we denote by [F ] the element of K(MH(λ)) corresponding to F , and[
F [n]
]
= (−1)n[F ]. Any m ∈ K(MH(λ)) can be written uniquely as
m =
∑
w∈W
aw[
πFHw (λ)] =
∑
w∈W
bw[F
H
w (λ)] (aw, bw ∈ R).
Define an isomorphism
ϕλ : K(MH(λ)) −→∼ N
λ
R
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of R-modules by ϕλ([F
H
w (λ)]) = B
λ
w.
For i ∈ I we shall define
S˜i∗, S˜i! ∈ HomR
(
K(MH(λ)), K(MH(siλ))
)
.
The definition is analogous to §4.6, and we use the notations in §4.6.
Set N−i = exp(n(∆
− \ {−αi})) ⊂ N
−, and Z˜0 = G/N
−
i . The group B ×H acts on Z˜0
by (b, h) ◦ (gN−i ) = gh
−1N−i . Let p˜i : Z˜0 → X˜ (i = 1, 2) be the morphism defined by
p1(gN
−
i ) = gN
− and p2(gN
−
i ) = gsiN
−.
We have the commutative diagram
X˜
p˜1←−−− Z˜0
p˜2−−−→ X˜yξ yξ′ yξ
X
p1←−−− Z0
p2−−−→ X.
(5.3.2)
Then ξ′ : Z˜0 → Z is a principal H-bundle. The morphisms p˜1 and p˜2 are B-equivariant,
and they satisfy the following relation with the action of H .
p˜1(hz) = hp˜1(z)
p˜2(hz) = si(h)p˜2(z)
for h ∈ H and z ∈ Z˜0.(5.3.3)
Here si is the group automorphism ofH corresponding to the simple reflection si ∈ Aut(h).
For F ∈ MH(X˜, λ) we set
S˜i!(F ) = Rp˜2!p˜1
∗F, S˜i∗(F ) = Rp˜2∗p˜1
!F.(5.3.4)
Then Hk(S˜i!(F )) and H
k(S˜i!(F )) are objects of MH(siλ) by (5.3.3).
We define S˜i∗, S˜i! ∈ HomR
(
K(MH(λ)), K(MH(siλ))
)
by
S˜i!([F ]) =
∑
k
(−1)k[Hk(S˜i! F )], S˜i∗([F ]) =
∑
k
(−1)k[Hk(S˜i∗ F )].
Proposition 5.3.1 We have
ϕsiλ ◦ S˜i∗ = θi∗ ◦ ϕλ, ϕsiλ ◦ S˜i! = θi! ◦ ϕλ.
Proof. Fix w ∈ W such that wsi > w. It is sufficient to show the following:
S˜i∗[F
H
w (λ)] =
{
[FHwsi(siλ)] if 〈λ, hi〉 /∈ Z,
[FHwsi(λ)] if 〈λ, hi〉 ∈ Z,
(5.3.5)
S˜i∗[F
H
wsi
(λ)] =
{
q−1[FHw (siλ)] if 〈λ, hi〉 /∈ Z,
q−1[FHw (λ)] + (q
−1 − 1)[FHwsi(λ)] if 〈λ, hi〉 ∈ Z,
(5.3.6)
S˜i![F
H
w (λ)] =
{
q[FHwsi(siλ)] if 〈λ, hi〉 /∈ Z,
q[FHwsi(λ)] + (q − 1)[F
H
w (λ)] if 〈λ, hi〉 ∈ Z.
(5.3.7)
S˜i![F
H
wsi
(λ)] =
{
[FHw (siλ)] if 〈λ, hi〉 /∈ Z,
[FHw (λ)] if 〈λ, hi〉 ∈ Z.
(5.3.8)
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Set Y = X˜w ⊔ X˜wsi and let j : Y → X˜ be the embedding.
As in Lemma 1.4.1 and Corollary 1.5.2 in [18], S˜i! and S˜i∗ commute with j!. Hence we
can reduce these statements to the case g = sl2 where we can check them directly. Details
are omitted. Q.E.D.
The duality functor for Hodge modules induces a contravariant exact functor
D : MH(λ)→ MH(−λ).
We also denote by
D : K(MH(λ))→ K(MH(−λ)).
the induced homomorphism of abelian groups. By the definition we have the following
result.
Lemma 5.3.2 (i) We have
D(rn) = rD(n)
for any r ∈ R and n ∈ K(MH(λ)).
(ii) We have
D ◦ S˜i∗ = S˜i! ◦D, D ◦ S˜i! = S˜i∗ ◦D
on K(MH(λ)).
Proposition 5.3.3 We have
ϕ−λ(Dn) = κ(ϕλ(n))
for any n ∈ K(MH(λ)).
Proof. It is sufficient to show
〈ϕ−λ(Dn), A
−λ
w 〉 = 〈κ(ϕλ(n)), A
−λ
w 〉
for any w ∈ W . By Lemma 5.1.5 the right side coincides with 〈ϕλ(n), Aλw〉 and hence we
have to show
〈ϕ−λ(Dn), A
−λ
w 〉 = 〈ϕλ(n), A
λ
w〉.(5.3.9)
We first consider the case w = e. In this case we have Aλe = A
λ
e . We may assume that
n = [FHx (λ)] for x ∈ W . Since DF
H
x (λ)
∼= FHx (λ)(−ℓ(x))[−2ℓ(x)] on a neighborhood of
X˜w, we have
ϕ−λ(D[F
H
x (λ)]) ∈ q
ℓ(x)B−λx +
∑
y>x
RB−λy .
Thus the both sides of (5.3.9) are equal to δx,e.
For general w ∈ W , take a reduced expression w = si1 · · · sir . By the definition of θi!
we have A±λw = θir ! · · · θi1!A
±wλ
e . Thus we have
Aλw = θir ! · · · θi1!A
wλ
e = θir∗ · · · θi1∗A
wλ
e = θir∗ · · · θi1∗A
wλ
e .
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Hence by Lemma 5.3.2 we obtain
〈ϕ−λ(Dn), A
−λ
w 〉 = 〈ϕ−λ(Dn), θir ! · · · θi1!A
−wλ
e 〉
= 〈θi1! · · · θir !ϕ−λ(Dn), A
−wλ
e 〉
= 〈ϕ−wλ(S˜i1! · · · S˜ir!Dn), A
−wλ
e 〉,
= 〈ϕ−wλ(D S˜i1∗ · · · S˜ir∗ n), A
−wλ
e 〉,
= 〈ϕwλ(S˜i1∗ · · · S˜ir∗ n), A
wλ
e 〉
= 〈θi1∗ · · · θir∗ϕλ(n), A
wλ
e 〉
= 〈ϕλ(n), θir∗ · · · θi1∗A
wλ
e 〉
= 〈ϕλ(n), Aλw〉
Q.E.D.
Theorem 5.3.4 We have ϕλ([
πFHw (λ)]) = D
λ
w for any w ∈ W .
Note that Theorem 5.2.1 is a consequence of Theorem 5.3.4. In fact, if w ∈ W satisfies
ℓ(z) > ℓ(w) for any z ∈ wW (λ) \ {w}, then we have
[πFHwx(λ)] =
∑
y∈W (λ),y≥λx
qc(x,y)Qλx,y(q)[F
H
wy(λ)](5.3.10)
in K(MH(λ)) for any x ∈ W (λ) by Proposition 5.1.4 and Theorem 5.3.4. Applying the
canonical homomorphism K(MH(λ))→ K(H(λ)) to (5.3.10) we obtain (5.2.1).
Proof of Theorem 5.3.4. Set D± = ϕ±λ([
πFHw (±λ)]). It is sufficient to show that D
±
satisfy the conditions (5.1.7) and (5.1.8) in Proposition 5.1.6.
By Proposition 5.3.3 we have
κ(D+) = κϕλ([πFHw (λ)])
= ϕ−λ(D([
πFHw (λ)]))
= ϕ−λ([D
πFHw (λ)])
= ϕ−λ(
[
πFHw (−λ)[−2ℓ(w)](−ℓ(w))
]
)
= qℓ(w)ϕ−λ([
πFHw (−λ)])
= qℓ(w)D−,
and hence (5.1.8) holds.
For x ∈ W , let ı˜x : X˜x →֒ X˜ be the embedding and let MH
x(±λ) denote the abelian
category of twisted N ×H-equivariant mixed Hodge modules on X˜x with twist ±λ. Since
X˜w is an orbit of N × H , any object of MH
x(±λ) has a form H ⊗ FHx (±λ) for some
mixed Hodge module H . Hence its Grothendieck group K(MHx(±λ)) is a free R-module
generated by [FHx (±λ)]. The inverse image functor ı˜
∗
x induces a homomorphism
ιx : K(MH(±λ))→ R ([˜ı
∗
xF ] = ιx([F ])[F
H
x (±λ)]).
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of R-modules. Then we have
ϕ±λ(n) =
∑
x∈W
ιx(n)B
±λ
w
for any n ∈ MH(±λ) because this formula obviously holds for n = [FHy (±λ)] with y ∈ W .
We have obviously ιw([([
πFHw (±λ)]) = 1. Let y > w. Since
πFHw (±λ) is pure of weight 0,
Hj (˜ı∗y(
πFHw (±λ))) is a mixed Hodge module of weight ≤ j for any j. On the other hand
the perversity property of πFHw (±λ) implies H
j (˜ı∗y(
πFHw (±λ))) = 0 for j ≥ ℓ(y) − ℓ(w).
Thus we obtain ιy([([
πFHw (±λ)]) ∈
∑
j≤ℓ(y)−ℓ(w)−1Rj . Hence the condition (5.1.8) also
holds. Q.E.D.
By using a C×-action, we can prove that, for any j, Hj (˜ı∗y(
πFHw (±λ))) is a pure Hodge
module of weight j as in Kazhdan-Lusztig [19] and Kashiwara-Tanisaki [16]. This gives
the following stronger version of Theorem 5.2.1. Since this result is not used in this paper,
the details are omitted.
Theorem 5.3.5 Let λ ∈ Γ = h∗Q/P , and let w ∈ W such that ℓ(z) > ℓ(w) for any
z ∈ wW (λ) \ {w}. Let x, y ∈ W (λ) such that y ≥ x and write Qλx,y(q) =
∑
j cjq
j.
(i) H2j+1(˜ı∗y(
πFHwx(λ)) = 0 for any j ∈ Z.
(ii) H2j (˜ı∗y(
πFHwx(λ)) ≃ F
H
wy(λ)(−j)
⊕cj for any j ∈ Z.
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