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General introduction
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1.1 The burden and epidemiology of malaria
1.1.1 The status of malaria worldwide and in Ethiopia
About half the world population is at risk for malaria infection and around
250 million cases occur annually which accounts for 2.6% of the total global
disease burden (WHO, 2008). In 2010, 3.3 billion people were at risk of
malaria infection (WHO, 2011) and 1.24 million people died of the disease
worldwide (Murray et al., 2012). In Africa, malaria is the leading cause of
mortality for children under five years of age. Over 86% of the global burden
and 90% of the global deaths occur in sub-Saharan Africa. Malaria causes
great economic loss in many African countries and is considered as a major
barrier to the socio-economic development of the continent (Malaney et al.,
2004; Kouyate´ et al., 2007).
In Ethiopia, malaria is a major public health problem and has been con-
sistently reported as one of the three leading causes of morbidity and mor-
tality. Approximately 52 million people (68%) live in malaria risk areas of
Ethiopia, primarily at altitudes below 2,000 meters above sea level. Malaria
is mainly seasonal with unstable transmission in the highland fringe areas
and of relatively longer transmission duration in lowland areas, river basins
and valleys. The country is also one of the most malaria epidemic-prone
countries in Africa. Rates of morbidity and mortality increase dramatically
(i.e. 3-5 fold) during epidemics (MOH, 2012).
Historically, in Ethiopia there have been an estimated 10 million clinical
cases of malaria annually. However, in the past few years, the rapid scaling
up of interventions to control malaria in the country (i.e., the distribution of
more than 20 million bed nets to 10 million households in 2005 and doubling
of DDT spraying between 2007 and 2008) appears to have resulted in an ap-
preciable decline in the overall malaria burden of the country (MOH, 2008).
Nevertheless, malaria remains a major cause of mortality and is a severe
economic loss to the country. Peak malaria transmission occurs at the end
of the rainy season, generally lasting from mid-September to mid-November
(Ghebreyesus et al., 2006). This coincides with the major growing season
and harvest time and so malaria diminishes agricultural productivity.
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1.1.2 Epidemiology of malaria
Malaria is a vector born disease, where its transmission involves a complex
interaction among the causative agent (Plasmodium parasites), the vector
(female Anopheles mosquitoes) and the host (humans).
Causative agent (Plasmodium spp):
Four species of malaria parasites are reported in humans. Plasmodium falci-
parum is known to cause the most severe form of the disease. Other species
are Plasmodium vivax, Plasmodium ovale and Plasmodium malariae (Kibret
et al., 2009). All these four Plasmodia parasites are reported in Ethiopia,
out of which Plasmodium falciparum is the most dominant and important
parasite species followed by Plasmodium vivax. These two species account
for nearly 70% and 30% of all malaria infections, respectively (WHO, 2011).
However, the relative frequency of the two species varies according to locality
and season (Yewhalaw et al., 2009). Plasmodium falciparum is responsible
for most, if not all, epidemics. It is considered the most severe and almost
all deaths occur by infection with this parasite (MOH, 2005).
Mosquito (Anopheles species):
In sub-Saharan Africa, there are 140 Anopheles species of which approxi-
mately 20 are known to transmit malaria to human beings under natural
conditions (Fontenille and Lochouarn, 1999). Of these, Anopheles gambiae
sensu stricto Giles, An. arabiensis Patton and An. Funestus Giles are the
most widely distributed and the most efficient malaria vector species in trop-
ical Africa. Forty-two anopheline species have been recorded in Ethiopia
(Covell, 1957; Melville and Wilson, 1945). Anopheles arabiensis is the princi-
pal malaria vector reported in many parts of the country while An. funestus,
An. pharoensis and An. nili play a secondary role in malaria transmission
(White et al., 1980; Abose et al., 1998).
Generally, mosquitoes breed in non- or slow flowing, shallow water bod-
ies, unaffected by waves. Both An. gambiae s.s. and An. arabiensis prefer
to breed in temporary sunlit puddles, including those produced by rain and
irrigation, as well as in shallow shoreline puddles adjacent to rivers and lakes.
An. funestus and An. pharoensis prefer shaded and permanent freshwater
bodies (Kibret et al., 2009).
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The stability of malaria transmission is a function of many environmental
factors. Many studies have shown that climatic variables, such as temper-
ature, rainfall and humidity, profoundly affect key determinants of malaria
transmission (Macdonald, 1956; Martens, 1995; Lindsay and Birley, 1996;
Kiszewski and Teklehaimanot, 2004; Teklehaimanot et al., 2004; Zhou et al.,
2004).
1.1.3 Dams and malaria in Ethiopia
Human-induced land use changes are the primary drivers of a range of infec-
tious disease outbreaks as they modify the transmission of infections (Patz
et al., 2000). Dam building is one of the many human-induced land use
changes which create a new environment. Construction of dams and irriga-
tion schemes has long been associated with the creation of breeding habitats
for malaria vector mosquitoes (Keiser et al., 2005).
Evidence shows that, after dam constructions the prevalence and/or inci-
dence of water-borne diseases can increase (Lerer and Scudder, 1999; Erlanger
et al., 2005; Keiser et al., 2005; Steinmann et al., 2006), because dams dis-
turb the ecological equilibrium, possibly further influenced by canalization
and the nearby presence of humans.
The construction of large dams in Ethiopia may directly contribute to
the increase of vector populations mainly by increasing surface water and
humidity (Kibret et al., 2009). In addition, during the construction of dams,
additional mosquito breeding grounds are created and hence enhance dam-
induced malaria prevalence and/or incidence.
Ethiopia has built several mega dams for hydropower generation, irriga-
tion and flood control. The rapid increase in the number of dams might have
major implications on the transmission and epidemiology of diseases such as
malaria. Among those hydropower dams is the Gilgel Gibe dam (Figure 1.1).
The development of the Gilgel Gibe hydro-electric dam results in potential
gains but may also have some negative effects on the health of the local pop-
ulations.
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A study by Yewhalaw et al. (2009) showed a higher Plasmodium vivax
prevalence in communities living near the Gilgel Gibe hydro-electric dam
(southwest Ethiopia) as compared to communities living further away. This
study indicated that 43% of the malaria cases were the result of living near
the dam. A similar study showed an increase in the number of malaria
cases in the vicinity of the Koka dam (central Ethiopia) reservoir region
(Lautze et al., 2007). There, the prevalence in the reservoir region (6.74
cases per 1000) was 2.3 times higher than in communities that were 6-9 km
from the reservoir (2.91 cases per 1000). This study also suggested three ad-
ditional reasons for a prevalence increase: rising groundwater levels, creation
of permanent lakes and the occurrence of water leakage in areas surrounding
the dam reservoir. Hence, as dam reservoirs often increase the number of
malaria cases in communities living near dam reservoirs, it is recommended
for prevention and control programs to set up basic health care facilities for
screening and treating cases, and to undertake periodic vector surveillance.
1.2 Introducing the malaria dataset
1.2.1 Overview of the study setting
The dataset used in this thesis was obtained from a study conducted in vil-
lages around Gilgel Gibe hydropower dam area, southwestern Ethiopia (Fig-
ure 1.1 and 1.2). The Gilgel Gibe hydropower dam is located in Jimma zone,
which is about 260 km from the capital city, Addis Ababa. It is one of the
largest hydropower dams in Ethiopia with an area of 52 km2 and power gen-
erating potential of 184 MW. The dam has become operational since 2004.
Jimma zone is situated within 7o131 to 8o551 North latitude and 35o251 to
37o371 East longitude. The altitude of the area ranges from 1500 to 2300
meters above sea level (m.a.s.l) and receives a bimodal rainfall. The main
rainy season is from June to September. The mean annual rainfall is about
1250-1750 mm and mean annual temperature is between 18 to 25oC. Study
villages were selected from four districts (Kerssa, Tiro Afeta, Omo Nada and
Sekoru) bordering the Gilgel Gibe dam reservoir. About 3,000 people were
displaced from these districts and resettled in nine new villages in Kerssa
district during the construction of the dam. All the selected study villages
were within the same agro-climatic zone at an altitude range of 1670-1864
m.a.s.l and had similar socio-economic activity and socio-cultural condition
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(Yewhalaw et al., 2010). The inhabitants of the study villages had access
to health facilities and they were neither displaced nor resettled due to the
introduction of the dam. Malaria is endemic in the area which was the case
even before the introduction of the dam. Moreover, similar malaria control
methods were employed in all the study villages before and during the study.
Figure 1.1: Gilgel Gibe hydro-electric dam and the surrounding villages
(Photo credits: Salini website).
1.2.2 The Gilgel Gibe longitudinal malaria study: time
to malaria data
In order to assess the effect of a mega hydropower dam on malaria incidence,
a longitudinal cohort study was conducted in southwestern Ethiopia over a
period of two years (July 2008 - June 2010) among children less than 10 years
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of age living around the Gilgel Gibe hydropower dam (Figure 1.2). Prior to
the study, all villages within 10 km radius (range: 0.26 - 9.05 km) from the
dam reservoir shore were first identified and then 16 villages, located at dif-
ferent distances from the dam reservoir shore, were randomly selected among
villages starting from the closest villages to the farthest ones based on similar
eco-topography, access to health facilities, without major impounded water
nearby and homogeneous with respect to socio-cultural and daily economic
activities. Details of the study design and population are described elsewhere
(Yewhalaw et al., 2010).
The cohort of 2082 children was monitored longitudinally for malaria inci-
dence by active case detection. Children residing in the study area for at least
six months were eligible for the study. Each selected child was followed-up
by trained data collectors at weekly intervals based on house to house visits.
If the child presented itself with fever, an axillary body temperature greater
than 37.5oC or when the mother or guardian reported that the child had
fever in the past 24 hours, a finger prick blood sample was taken. Blood
smears (thick and thin) were stained with Giemsa stain following a standard
technique (Bruce Chwatt, 1985) and were read by experienced investigators
on site. A film was recorded as negative, if two hundred optical fields un-
der 1000x oil immersion magnification were all negative. Films positive for
plasmodia parasites and 10% of sample films negative for parasites were read
by independent blinded senior investigators at Jimma University hospital
laboratory for further confirmation. All subjects with documented fever got
treatment on site as per the national malaria diagnosis and treatment guide-
lines.
The coordinates of each household and the center of each village were
determined using a Geographical Positioning System (GPS) device. The
shortest possible distance between each geo-referenced household and the
nearest point on the margin of the Gilgel Gibe reservoir was calculated using
the great circle formula. The distances between the center of each village and
the nearest point to the reservoir shore were calculated in the same manner.
The time to malaria data structure is presented in Table 1.1.
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Figure 1.2: Map of Ethiopia (as part of horn of Africa) showing districts in
Jimma zone and Gilgel Gibe hydro-electric dam.
1.2.3 The Gilgel Gibe entomological survey: mosquito
count data
Adult mosquitoes were collected monthly in all study villages to assess the
effect of distance from the dam reservoir and season on mosquito density.
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Two houses, one located at the center and one at the periphery of the vil-
lage were selected for mosquito collection in each of the 16 study villages.
Mosquitoes were collected one day a month, from 1800 to 0600 hours from
each of the two selected houses using CDC light trap catches. Traps were
hung from the roof supports or pillars at the foot end of the bed or tradi-
tional mud-made sleeping place. The trap was suspended about 1.5 meters
above the bed. In all the selected houses occupants were provided with new
untreated nets prior to the start of the entomological survey. Collection
bags were retrieved from traps in the morning from 0800 to 0900 hours. The
collected mosquitoes were then transferred into paper cups, killed using chlo-
roform, sorted by genus and sex and then counted. The number of human
occupants and potential hosts in each surveyed house during the previous
night was recorded. Morphological identification of collected mosquitoes was
carried out using standard keys (Gillies and Coetzee, 1987). Morphologically
identified mosquitoes were then scored as unfed, fed, half gravid and gravid.
Members of the An. gambiae s.l complex were further assigned to sibling
species using polymerase chain reaction (PCR) techniques as described by
Hunt et al. (1998) and modified by Yewhalaw et al. (2010).
Time series of meteorological data (monthly rainfall, relative humidity,
air temperature) for stations operated in the vicinity of Gilgel Gibe reservoir
were obtained from the southwestern branch regional office of the Ethiopian
Meteorological Agency for the two years of the follow-up study. Similar
climatic conditions were assumed for all the 16 villages. The mosquito count
are presented in Table 1.2.
1.3 Modeling clustered survival data
There are several models that can take into account the clustering of time
to event observations. First, in Section 1.3.1 we will introduce univariate
survival data analysis techniques, where each event time is assumed to be in-
dependent. In Section 1.3.2 we will discuss regression modeling approaches in
survival analysis. Various modeling approaches to handle clustered survival
data are presented and discussed in Section 1.3.3. In Section 1.3.4 marginal
and mixed count regression modeling techniques are presented.
1.3. MODELING CLUSTERED SURVIVAL DATA 11
1.3.1 Univariate survival data analysis
Survival analysis is one of the important statistical techniques used to de-
scribe and model time to event data. The term survival analysis suggests
that the event is death, but that is not necessarily so. Events could also
denote success, such as recovery from a particular disease. Survival time de-
scribes the time from a certain origin to the occurrence of an event. Time to
event data can be found in many disciplines, for example in medicine (time
to death for patients having a certain disease, time to relapse/cure from a
certain disease), in agriculture (length of time required for a cow to conceive
after calving, time until a farm experiences its first case of an exotic disease),
in sociology (time to find a new job after a period of unemployment, the time
until re-arrest after release from prison) and in engineering (time to failure
of the machine). Survival analysis is also known as lifetime data analysis,
time to event analysis, reliability and event history analysis depending on
the discipline.
The incompleteness of survival data distinguishes survival analysis from
other fields of statistics. Censoring and/or truncation are the most frequently
encountered types of incompleteness in survival data. In the case of censor-
ing, discussed in Section 1.3.1.2, we have some information about the event
time, but we do not know the event time itself. In the case of truncation,
which is often confused with censoring, subjects with event time less than
some threshold may not be observed at all. That is, in truncation, part of
the relevant subjects will not be presented at all in the data and hence, the
sample on which the study is based is not representative for the population
of interest.
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Table 1.1: Time to malaria dataset.
The first column contains the child identification number, the second column gives the time to malaria (in days),
the third column gives the censoring status taking value one (status=1) if the child is infected with malaria and zero
(status=0) otherwise. The fourth column gives the village to which the child belongs. The fifth and sixth columns
give age (in years) at start and sex of the child. The seventh column gives the minimum distance (in km) of each
household to the dam shore. The eighth and ninth columns give GPS coordinates in radian (latitude & longitude)
of the household. The last two columns give the start and end dates of the follow-up period.
Childid Time to malaria Status Village Age Sex Distance Lat Long EndDate StartDate
1002001 43 1 1 3 M 1.19 0.13650 0.65179 7/8/2008 8/20/2008
1004002 698 0 1 4 F 1.16 0.13647 0.65180 7/8/2008 6/7/2010
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
16138254 698 0 16 3 M 6.36 0.13446 0.65124 7/8/2008 6/7/2010
16138256 430 1 16 3 M 6.36 0.13446 0.65124 7/8/2008 9/15/2009
Table 1.2: Mosquito count dataset.
The first and second columns give year and month of mosquito collection. The third column gives the
village to which the house belongs. The fourth column gives the minimum distance (in km) of the house-
hold. Mean monthly mosquito count per house is given in the fifth column. Rainfall (in mm), relative
humidly (in %), minimum and maximum temperatures (in oC) are given from sixth to ninth columns, respectively.
Year Month Village Distance Mosquito count Rainfall Relative humidity Min temperature Max temperature
2008 7 1 1.16 3.5 6.94 75.74 12.37 23.89
2008 7 2 1.79 9.5 6.94 75.74 12.37 23.89
. . . . . . . . . . . . . . . . . . . . . . . . . . .
2010 5 15 1.68 0 5.25 66.77 13.16 27.47
2010 5 16 8.05 0 5.25 66.77 13.16 27.47
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1.3.1.1 Basic quantities in survival analysis
This section describes basic aspects of univariate survival data and contains
notation and important quantities which puts the basis for specific points in
the coming chapters. For most statistical applications it is usual to describe
models in terms of either the probability density function fptq or the distri-
bution function F ptq. For survival analysis other relevant functions, such as
the survival and hazard functions, are often used (Getachew et al., 2009).
Let T be a non–negative continuous random variable, representing the
time until a certain event, and let F ptq “ PpT ď tq, respectively fptq be its
distribution and probability density function. In order to characterize the
distribution of T , one often uses the following functions in survival analysis.
Survival function Sptq
The survival function is given by
Sptq “ PpT ą tq “ 1´ F ptq
where t is the survival time and Sptq is the probability that a randomly
selected individual will survive beyond time t. The survival function Sptq is
a decreasing function defined in the interval r0, 1s.
Cumulative hazard function Hptq
The cumulative hazard function corresponds to
Hptq “ ´ log Sptq
Hence, the survival function can be rewritten as Sptq “ exp p´Hptqq. The
cumulative hazard function is an increasing function defined in the interval
r0,8s.
Hazard function hptq
The hazard function is given by
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hptq “ lim
∆tÑ0`
P pt ď T ă t`∆t|T ě tq
∆t
“ 1
P pT ě tq lim∆tÑ0`
P pt ď T ă t`∆tq
∆t
“ fptq
Sptq “
´d
dt
log Sptq “ d
dt
Hptq
It follows that hptq∆t converges to the instantaneous risk of dying in
rt, t`∆ts given the individual is alive at time t. It further follows that hptq
is a positive function, not necessarily increasing or decreasing. The hazard
function can have different shapes. Figure 1.3 shows some types of hazard
rate, often encountered in practice.
Note that knowing one of the functions suffices to determine the other
functions using the following one-to-one relationships:
fptq “ ´dSptq
dt
hptq “ fptq
Sptq “
´d log Sptq
dt
Sptq “ exp p´Hptqq
1.3.1.2 Censoring
A special characteristic of survival data is that the exact event time is not
known for all subjects. Nevertheless, the information available for such sub-
jects still needs to be taken into account in the analysis. This incompleteness
in survival analysis is known as censoring. Right, left and interval censoring
are the three basic types of censoring (Figure 1.4). Usually, we assume that
the event time and censoring time are independent from each other. This
implies that the censoring time is non-informative in analysing the event
time. Throughout this thesis non-informative censoring is assumed, which is
an essential assumption to ensure that censoring does not have an impact on
the parameter estimates.
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Figure 1.3: Different types of hazard functions that are often encountered in
practice.
Right censoring:
This is the most frequently encountered type of censoring and occurs when
only a lower bound for the time to the event of interest is known (Figure
1.5). Assume that each subject in the study has its own survival time T and
censoring time C, however, we can only observe the random vector pY, δq,
where
Y “ minpT,Cq
“
"
T for uncensored observation
C for censored observation
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Time (in days)
0 60 120 180
Subject C
Subject B
Subject A
Study start
1st observation 2nd observation 3rd observation 4th observation
Study end
Figure 1.4: An illustration of the different types of censoring.
Events are marked by an asterisk (˚). Subjects are evaluated for the event at the start
and 60, 120 and 180 days after the start of the study. Subject A is right censored: its event
time is larger than the last observation time. Subject B is left censored: its event time is
smaller than the first observation time. Subject C is interval censored: its event time is
between the second and third observation time.
δ “ IpT ď Cq
“
"
1 for uncensored observation
0 for censored observation
Three different schemes of censoring occur with right censoring:
‚ Type I censoring : All subjects are observed for a fixed period of time.
At the end of the follow-up period, any subject that has not yet failed
is censored.
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Figure 1.5: Illustration of right censored observations using the malaria in-
fection history of four children.
Events and right censored observations are marked by an asterisk (˚) and circle (˝), respec-
tively. The time lines begin at the point when the child was first observed for the presence
of malaria and ends after 210 days of follow-up period. Child A and C experienced the
event (malaria) while child B and D were censored (i.e. child B didn’t experience the event
before the last observation time, while child D was lost to follow-up from the study).
‚ Type II censoring : Subjects are included in the study at the same time
and followed up until a predefined number of events is observed.
‚ Random censoring : In random censoring, the study continues until a
fixed time point but subjects enter and leave the study at different
time points. Some individuals experience the event of interest, some
individuals are lost to follow-up and others did not experience the event
yet at the end of the study.
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Left censoring:
Left censoring occurs when subjects have already experienced the event at
the time they are entered in the study. Therefore, it is only known that
the event took place before a certain time, one can only observe the random
vector pY, δq, where
Y “ maxpT,Cq
“
"
T for uncensored observation
C for censored observation
δ “ IpT ě Cq
“
"
1 for uncensored observation
0 for censored observation
Example 1.1 Left censoring in malaria trial
In a study, children between 2 and 10 years are followed up for malaria. The
event corresponds to malaria contact, which can be deduced from the anti-
body titer. Once children have been in contact with malaria, they will have
antibodies in their blood against the Plasmodium parasite. Children that
are entered in the study at a certain age might be naive, i.e., no antibodies
present, or might have already been in contact with the parasite. The event
time of the last type of children is left censored ; it is only known that the
malaria contact took place before the time they were entered in the study
(Getachew et al., 2009).
Interval censoring:
Interval censoring occurs when the survival time is known to occur only
within a certain interval (l, r), where l and r stands for lower and upper
endpoints of the censoring interval.
Example 1.2 Interval censoring in malaria trial
In the same malaria trial as the previous example, all event times are ac-
tually interval censored, which is typical for infection status deduced from a
diagnostic test. The diagnostic test will be done with a certain interval, and
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the first contact with malaria is known to have occurred between the last
negative and the first positive test (Getachew et al., 2009).
1.3.1.3 Survival likelihood
Due to the existence of censoring in survival data, the survival likelihood
is quite different from the classical likelihood for independent data without
censoring. We first consider the construction of the likelihood function for
the most common type of survival data: right censored data. Next, we give a
general expression for the likelihood function which accommodates left, right
and interval censoring.
Suppose we have a random sample of size n from a specific population
with independent survival times T1, T2, . . . , Tn. However, due to censoring,
we do not always have the opportunity of observing these survival times.
Denote the censoring times by C1, C2 . . . , Cn. Thus, the observed data are
the minimum of the survival time and censoring time for each subject in the
sample and the indication whether or not the subject is censored. We have
the observed data (Yi, δi), i “ 1, . . . , n, where Yi = min(Ti, Ci) is the time
recorded, and δi indicates whether we observed an event or the subject was
censored.
Let fp¨q (F p¨q) and gp¨q (Gp¨q) denote the probability density functions
(distribution functions) for T and C, respectively. We assume that T and C
are independent.
For right-censored data with random censoring, the likelihood contribu-
tion of an event time (yi “ ti, δi “ 1) is given by p1´Gpyiqq fpyiq. On the
other hand, for a right-censored observation (yi “ ci, δi “ 0) the contribution
to the likelihood is given by p1´ F pyiqq gpyiq. Hence, the likelihood is given
by (due to independence)
L “
nź
i“1
rp1´Gpyiqq fpyiqsδi rp1´ F pyiqq gpyiqs1´δi
If we further assume that the distribution of the censoring times does not
depend on the parameters of interest related to the survival function, called
uninformative censoring (Liang et al., 1995; Fleming and Harrington, 1991),
the factors p1´Gpyiqqδi and pgpyiqq1´δi are not informative for inference on
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the survival function and, therefore, they can be deleted from the likelihood
resulting in
L “
nź
i“1
pfpyiqqδi pSpyiqq1´δi
“
nź
i“1
phpyiqqδi pSpyiqq (1.1)
or alternatively, with D the set of survival times and R the set of right
censored times
L “
ź
dPD
fpydq
ź
rPR
Spyrq
The likelihood discussed above can be generalized to include right, left
and interval censoring. The likelihood expression for such data is given by
L “
ź
iPD
fpyiq
ź
iPR
Spyiq
ź
iPL
p1´ Spyiqq
ź
iPI
pSpriq ´ Spliqq (1.2)
where D is the set of survival times, R is the set of right censored times, L is
the set of left censored times and I is the set of interval censored times with
li the lower limit and ri the upper limit of the interval.
1.3.2 Regression modeling in survival analysis
1.3.2.1 Semiparametric proportional hazards model
A typical goal of a study with time to event outcome is to relate the effect
of explanatory variables to the time to the event of interest. Often, it is con-
venient to build a regression model using the hazard rate as target function.
The Proportional Hazards (PH) model introduced by Cox (1972) remains the
most widely used method for survival analysis in the statistical and medical
literature. The hazard function for the ith individual, hiptq, with a set of
covariates xti “ pxi1, . . . , xipq takes the form
hijptq “ h0ptq exppxtiβq (1.3)
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where xi is the p x 1 vector containing the covariate information for subject
i, β is a p x 1 vector of regression parameters and h0ptq is the baseline hazard
function, which corresponds to the hazard function for a subject with xi “ 0.
For the semiparametric PH model, we leave the form of h0ptq unspecified.
That is the reason why the Cox PH model (1.3) is called a semiparametric
model.
In the proportional hazards formulation, the coefficients β capture the
effect of the covariates on the event risk, and are therefore the parameters of
interest in most survival analyses. The proportional hazards model is named
thus because the ratio of hazards for two subjects does not depend on the
baseline hazard, that is,
h1pt|x1q
h2pt|x2q “ exppβ
tpx1 ´ x2qq (1.4)
and is therefore constant over time. The proportion (1.4) is called the rel-
ative risk or hazard ratio of the two subjects. For example, if the covariate
vectors of two individuals differ only by a binary covariate, then the risk of
experiencing the event for the individual with x1 = 1 relative to the individ-
ual with x2=0 is e
β.
Cox (1972) proposed the partial likelihood idea, which was further formal-
ized in Cox (1975), whereby the coefficients β can be estimated separately
from the baseline hazard h0ptq. The proportional hazards model has been
widely used for the analysis of biomedical data from both longitudinal stud-
ies and clinical trials. This is mainly due to its appealing mathematical
simplicity as well as its general availability in most statistical packages. The
methodology can be extended to data with tied event times, time-dependent
covariates, strata and different censoring mechanisms with relative ease. An-
dersen et al. (1993) present the Cox model and its extensions in detail, and
Kalbfleisch and Ross (2002) give a thorough discussion of the procedure’s
theoretical underpinnings. Therneau and Grambsch (2000) present current
software implementations in R and SAS and discuss their proper use.
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1.3.2.2 Parametric proportional hazards model
In the parametric proportional hazards model, the baseline hazard function
h0ptq is modeled parametrically. Different parametric choices are available,
but the most prominent choice is the parametric baseline hazard function
that leads to Weibull distributed event times. The baseline hazard function
for Weibull distributed event times is given by:
h0ptq “ λγtγ´1,
with γ ą 0 the shape parameter and λ ą 0 the scale parameter.
The hazard function for this distribution thus varies with time. If γ is
less than 1 the hazard decreases monotonically with time, whereas with γ
greater than 1 the hazard increases monotonically with time. If γ equals 1
the hazard function is constant over time and is equivalent to the exponen-
tial distribution. That is why, the Weibull distribution is a popular choice as
it is a flexible distribution that often describes the evolution of the hazard
well in practice. Figure 1.6a shows the effect of different scale parameters on
the Weibull hazard function with a fixed shape parameter (γ “ 1.1) while
Figure 1.6b shows the effect of different shape parameters with a fixed scale
parameter (λ “ 0.03). Other possible choices for the distribution of the event
times include the exponential, Gompertz, loglogistic and lognormal distribu-
tion (Marshall and Olkin, 2007).
1.3.3 Clustered survival data analysis
The underlying assumption of the survival models discussed in the previous
sections is that the survival times of different subjects are independent from
each other. That is, all individuals sharing the same covariate information
are subject in principle to the same risk (e.g. risk of diseases recurrence,
risk of death, etc). In practice, however, this is not often the case, as the
population may be a mixture of individuals with different risks. For example
in most cases it is impossible to measure all the important covariates or the
failure times may belong to related individuals from some group resulting in
times that are correlated. Subjects often cluster together, so that two sub-
jects in the same cluster are on average more alike than two subjects from
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Figure 1.6: Weibull hazard functions with (a) different scale (fixed γ “ 1.1)
and (b) different shape parameters (fixed λ “ 0.03).
different clusters. An example of such clustering in the medical sector con-
sists of patients clustered in hospitals: due to the type of patients sent to the
particular hospitals (peripheral versus central hospital) or the difference in
patient management or quality of patient care, substantial differences might
exist between hospitals, leading to correlated event times within a cluster;
or to put in an another way, this causes heterogeneity between the clus-
ters. Such forms of dependence between subjects (or heterogeneity between
clusters) cannot be reliably captured by means of covariates, yet ignoring it
entirely can lead to unacceptable errors.
There are several models that somehow take into account such clustering
of observations in survival analysis. First, in Section 1.3.3.1, we will discuss
the fixed effects model, where the clusters are introduced in the model as
fixed effects. Another approach to model the clusters by using stratification
is presented in Section 1.3.3.2. In Section 1.3.3.3, we presented marginal
models, where the covariate effects are specified unconditionally with the as-
sumption that the regression model holds marginally for each individual, but
that individuals within groups are associated. Further, in Section 1.3.3.4, a
conditional modeling approach is presented, where we assume instead that
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the model holds for each individual conditional on some unobserved effect,
which is modeled as a random effect.
Suppose there are i “ 1, 2, . . . , s clusters (villages), where cluster i has
ni subjects, i.e. j “ 1, 2, . . . , ni. We record Yij for each subject, which is
the minimum of the survival time Tij and censoring time Cij. Denote by
δij “ I pTij ď Cijq the event indicator, where Ip¨q is the indicator function.
The covariate information for subject j in cluster i is denoted by xij.
1.3.3.1 The fixed effects model
One way of addressing the clustering in survival data is adding cluster-specific
fixed effects to the model (Yamaguchi, 1986). In fact, a categorical variable
is included in the hazard model indicating to which cluster a particular ob-
servation belongs: observations belonging to the same cluster have the same
value, while observations belonging to different clusters have different values.
Let’s start from the simple model presented in Section 1.3.2, which does
not take into consideration the clustering:
hijptq “ h0ptq exppxtijβq (1.5)
with hijptq the hazard function at time t for subject j (j “ 1, . . . , ni) from
cluster i (i “ 1, . . . , s) with covariate information xij, and h0ptq the baseline
hazard at time t.
The likelihood for the unadjusted model corresponds to
Lunadj pξ,βq “
sź
i“1
niź
j“1
`
h0ptq exppxtijβq
˘δij exp `´H0ptq exppxtijβq˘ ,
with ξ a vector containing the parameters related to the baseline hazard
function.
The cluster effect can be introduced in this model as a fixed effect, leading
to the following model:
hijptq “ h0ptq exppxtijβ ` fiq (1.6)
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where fi is the fixed effect for the i
th cluster. This model is overparame-
terised; we therefore add the restriction f1 “ 0.
The likelihood for the fixed effects model corresponds to
Lfixed pξ,β, fq “
sź
i“1
niź
j“1
`
h0ptq exppxtijβ ` fiq
˘δij exp `´H0ptq exppxtijβ ` fiq˘ ,
with f a vector containing all the fixed cluster effect parameters.
1.3.3.2 The stratified model
Another possible approach to handle the clustering in the data, is to use a
different unspecified baseline hazard for each of the clusters. This gives the
semiparametric stratified model
hijptq “ hi0ptq exp
`
xtijβ
˘
(1.7)
with hi0ptq the baseline risk for cluster i. In this model we assume that the
baseline hazards are completely unrelated nuisance functions and that the
regression coefficients are the same in each stratum. Thus, this model is
even more flexible than the fixed effects model as the baseline hazard can
evolve independently over time within each cluster, whereas in the fixed ef-
fects model it is restricted to be of form h0ptq exppfiq where fi is the constant
specific effect for cluster i.
To estimate β we applied the partial likelihood idea (Cox, 1975). With
Ri pyijq “ tl : yil ě yiju ,
the risk set for cluster i at time yij containing all the subjects in cluster i
who are still at risk at time yij, the partial likelihood for this model is
sź
i“1
niź
j“1
˜
exp
`
xtijβ
˘
ř
lPRipyijq
exp pxtilβq
¸δij
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1.3.3.3 The marginal model
The marginal modeling approach is well suited for the situation where one
aims at estimating regression effects at the population level. That is, this
model formulates the marginal distributions of clustered survival times with
the Cox hazards models while leaving the nature of dependence among re-
lated survival times completely unspecified. The estimates of the parameters
are consistent with fitting a model without cluster effects, but the standard
errors of the parameters are not. Consistent variance estimates can be ob-
tained by the robust variance estimator (Lin and Wei, 1989; White, 1982;
Lipsitz and Parzen, 1996).
The independent working Cox model for the jth event and the ith cluster
is given by
hijptq “ h0ptq exppxtijβq,
with partial likelihood contribution
Lijpβq “
sź
i“1
niź
j“1
«
exppxtijβqř
lPRjpyijq
exppxtijβq
ﬀδij
where h0ptq is an arbitrary baseline hazard function. Wei et al. (1989) es-
timate β1, . . . , βp by the maximum partial likelihood estimates βˆ1, . . . , βˆp,
respectively, and use a robust sandwich covariance matrix estimate to ac-
count for the dependence of the clustered survival times.
The fact that marginal models do not make any assumption regarding
the dependence structure can be seen as an advantage due to its simplicity
but such models cannot be used for assessment of dependence within, or het-
erogeneity between clusters. This modeling approach is often used when the
main purpose is to estimate the marginal (population) covariate effects.
1.3.3.4 The conditional model
In the case of the conditional modeling approach, we assume that the model
holds for each individual conditional on some unobserved effect, which is
modeled as a random effect. Basically, random effects have been suggested
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to model two different but related sources of variation in event time data.
Vaupel et al. (1979) introduced a random effect into a survival model to ad-
dress the issue of variation due to unobserved variables. They introduced
the term frailty and applied the model in a demographic setting to adjust for
population heterogeneity. In this setting the frailty accounts for unobserved
individual covariates that are not included in the study either because of
practical circumstances, or because they are not known to be risk factors.
Clayton (1978) also suggested to incorporate a random effect to account for
variation that stems from unobserved common risk factors. According to
Glidden and Vittinghoff (2004), in a broad range of settings, random effects
approaches (i.e. conditional models), result in a lower mean squared error
than the fixed effects or stratified modeling approaches.
The frailty is often modeled as an unobserved random variable acting
multiplicatively on the baseline hazard. We illustrate conditional model-
ing by considering a frailty term in a simple model where all members of
the same cluster share the same frailty value, hence known as shared frailty
model (Duchateau and Janssen, 2008).
We introduce the shared frailty model for the time to malaria data. The
time to malaria in children less than 10 years of age is studied as a function of
different covariates, but we concentrate on the household distance from the
hydropower dam. Children are grouped based on the village they belong to
(Figure 4.1). The number of observed events in the ith cluster is di “
řni
j“1 δij.
The shared frailty model (Duchateau and Janssen, 2008) is defined as
hijptq “ h0ptq exppxtijβ ` wiq (1.8)
where hijptq is the conditional hazard function for the jth subject from the
ith cluster (conditional on wi); h0ptq is the baseline hazard, β is the fixed
effects vector of dimension p, xij is the vector of covariates, and wi is the
random effect for the ith cluster. The wi’s, i “ 1, . . . , s, are the actual values
of a sample from a density fW . This model can be rewritten as
hijptq “ h0ptqui exppxtijβq (1.9)
where ui “ exppwiq is called the frailty for the ith cluster. The ui’s, i “
1, . . . , s, are the actual values of a sample from a density fU . Model (1.9) is
called the shared frailty model because subjects in the same cluster all share
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the same frailty factor.
The frailties (ui’s) are assumed to come from a density fUpuq. There
are several possible choices for densities of the frailties including the gamma
distribution, the inverse Gaussian distribution, the positive stable distribu-
tion, the power variance function, the compound Poisson distribution and
the lognormal distribution (Duchateau and Janssen, 2008). A mathemati-
cally convenient choice for the distribution of the ui’s, is the one-parameter
gamma distribution (gammap1{θ, 1{θq) with density:
fUpuq “ u
1{θ´1 expp´u{θq
θ1{θΓp1{θq , (1.10)
with θ ą 0 and Γp.q the gamma function. The distribution has mean 1 and
variance θ. The parameter θ provides information on the variability (the
heterogeneity) in the population of clusters.
In case of right censoring and a gamma distribution for the frailties, the
conditional likelihood contribution for cluster (village) i is:
Lipξ, θ, β|uiq “
niź
j“1
ph0pyijqui exppxtijβqqδij expp´H0pyijqui exppxtijβqq
with ni the number of subjects (children) in cluster (village) i, ξ containing
the parameters of the baseline hazard (in case of Weibull: λ and γ). The
marginal likelihood for the ith cluster (village) is:
Lmarg,ipξ, θ, βq “
8ż
0
niź
j“1
ph0pyijqu exppxtijβqqδij expp´H0pyijqu exppxtijβqq
ˆ u
1{θ´1
θ1{θΓp1{θq exp p´u{θq du.
The frailties can be integrated out from the conditional likelihood in
an analytical way, resulting in a simple and closed form expression for the
marginal likelihood. The marginal likelihood for cluster (village) i is then:
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Lmarg,ipξ, θ, βq “
Γpdi ` 1{θq
niś
j“1
ph0pyijq exppxtijβqqδij˜
1{θ `
niř
j“1
H0pyijq exppxtijβq
¸1{θ`di
θ1{θΓp1{θq
with di “
niř
j“1
δij the number of observed events in cluster i.
The marginal loglikelihood for the entire dataset is then given by (Klein
and Moeschberger, 1997):
lmargpξ, θ, βq “
sÿ
i“1
«
di log θ ´ log Γp1{θq ` log Γp1{θ ` diq
´p1{θ ` diq log
˜
1` θ
niÿ
j“1
H0pyijq exppxtijβq
¸
`
niÿ
j“1
δij
`
xtijβ ` log h0pyijq
˘ﬀ
,
In model (1.9), different parametric forms can be assumed for the base-
line hazard h0ptq. The Weibull baseline hazard is often used in practice. The
disadvantage of parametric models is that they are often not flexible enough
to describe changes in the shape of the hazard function, e.g, Weibull hazards
are monotone by definition. On the other hand, parametric models can be
made more flexible by dividing the time axis into intervals and thereby allow-
ing the baseline hazard to be different in each interval. That is, the at risk
period is split into different intervals and each interval has its own baseline
hazard function. Such models are called piecewise constant baseline hazard
models in the case of the exponential distribution.
In the malaria study, mainly due to fluctuation of climatic variables (such
as rainfall), it was expected that there would be variation of malaria incidence
between seasons. Most frequently, peak malaria incidence occurred during
the main rainy season (July to November); low malaria incidence (December
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to March), and relatively moderate level of malaria incidence occurred during
the short rainy season (April to June). Hence, in the analysis of malaria data,
we assumed a parametric constant baseline hazard within each season per
year, rather than the unspecified baseline hazard, which will not allow us to
include season in the model. We divided the two years study time into 6
periods: period I: 0 - 150days, period II: 151 - 270 days, period III: 271 - 360
days, period IV: 361 - 510 days, period V: 511 - 630 days, and period VI: 631
- 690 days (Figure 1.7). This gives the following piecewise constant baseline
hazard frailty model
hijptq “
«
λ01Ipt ď 150q ` λ02Ip151 ă t ď 270q ` λ03Ip271 ă t ď 360q
`λ04Ip361 ă t ď 510q ` λ05Ip511 ă t ď 630q ` λ06Ipt ą 631q
ﬀ
ˆui exppxtijβq, (1.11)
with λ0ipi “ 1, . . . , 6q is the ith period constant baseline hazard.
If a parametric assumption is made for the baseline hazard (e.g. piecewise
constant), the marginal loglikelihood is fully parametric and classical max-
imisation techniques can be used to obtain parameter estimates. Standard
errors can be obtained from the inverse of the observed information matrix.
More details about the maximization are given by Duchateau and Janssen
(2008).
1.3.4 Count regression models
So far we have considered various modeling approaches using time to event
as the response variable. Alternatively, event times can be aggregated and
the resulting counts modeled using the total time at risk as fixed offset term.
The main difference between the time to event and count regression model-
ing approaches is the observational unit. In the time to event modeling, the
subject (child) is the observational unit, whereas, in the count regression, the
cluster (village) is the observational unit.
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Figure 1.7: The baseline hazard functions in the piecewise constant baseline
hazard model.
Poisson (count) regression is a form of regression analysis used to model
count data (for instance the number of malaria cases per village per season).
The count will obviously depend on the number of subjects followed up, and
the duration of the follow-up time. Therefore, a fixed offset term, corre-
sponding to the total time at risk for specific village-season count, is added
to the model. The model assumes that the response variable has a Poisson
distribution, and the logarithm of its expected value can be modeled as a
linear function of the parameters of interest. In Section 1.3.4.1 and 1.3.4.2
marginal and mixed Poisson regression models are presented, respectively.
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1.3.4.1 Marginal Poisson regression model
We introduce the marginal count regression model in the context of malaria
data. We use time-space aggregated events (dik), which are number of
malaria cases in each of the six periods per village, as response variable
with total time at risk as fixed offset variable (aik). It is obvious that the
individual (household) level covariates or risk factors (such as household dis-
tance from the dam) cannot be handled by this model. Rather, risk factors
at cluster (village) level are modeled. Therefore, we used only cluster level
covariate (such as the average distance of the village to the dam), denoted
by x¯i. for the i
th village, and this leads to the following Poisson regression
model:
log pEpdikqq “ logpaikq ` βtx¯i. with dik „ Poisson pEpdikqq (1.12)
where, dik is the number of events (assumed to be independent between vil-
lages) in period k of the ith village. aik is the total time at risk for village
i in period k. x¯i. denote those risk factors at cluster level (such as average
distance for each village).
Model (1.12) does not take into account the dependence in time between
the counts measured at different seasons in the same village. Although the
estimate from this model is a consistent estimator for the population based
parameter β, its standard error is not. Sandwich estimators that cope with
the dependence in the data should then be used to adjust the standard error
(White, 1982; Zhang et al., 2012).
1.3.4.2 Mixed Poisson regression model
One possible way of handling the dependence between the observed counts
is inclusion of a random effect term (wi) in model (1.12) resulting in the
following mixed Poisson regression model
log pEpdikqq “ logpaikq ` βtx¯i. ` wi (1.13)
with wi „ N
`
0, σ2p
˘
and dik „ Poisson pEpdikqq.
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1.4 Research objectives
The research presented in this thesis stem from the practical problems ob-
served while analysing the clustered malaria dataset collected in southwestern
part of Ethiopia. Hence, our overall goal was to come up with workable mod-
els for analysing the effect of household distance from the dam on malaria
incidence, where the covariate of interest, distance, is highly confounded with
the clustering structure (i.e village) in the study area.
In Chapter 2, frailty and mixed effects Poisson regression models are ap-
plied to investigate whether household distance from dam reservoirs has an
influence on P. falciparum malaria incidence risk and/or on malaria vector
abundance, and thereby to assess the dynamics of malaria and its vectors
with season.
In Chapter 3, the marginal and conditional Poisson and hazard models
are presented and their equivalence is demonstrated when average cluster
distance is used. Furthermore, a simulation study is performed to compare
the power of the mixed Poisson regression and the frailty models.
In Chapter 4, various modeling techniques in survival data analysis;
namely, the marginal model, the fixed effects model, the stratified model
and the frailty model are presented and compared in the context of modeling
the effect of household distance from a dam (which is highly confounded with
the clustering structure, village) on time to malaria.
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Abstract
Background: Reservoirs created by damming rivers are often believed to
increase malaria incidence risk and/or stretch the period of malaria trans-
mission. In this paper, we report the effects of a mega hydropower dam on
P. falciparum malaria incidence in Ethiopia.
Methods: A longitudinal cohort study was conducted over a period of 2
years to determine P. falciparum malaria incidence among children less than
10 years of age living near a mega hydropower dam in Ethiopia. A total
of 2082 children from 16 villages located at different distances from a hy-
dropower dam were followed up from 2008 to 2010 using active detection of
cases based on weekly house to house visits. Of this cohort of children, 951
(48.09%) were females and 1059 (51.91%) were males, with a median age of
5 years. Malaria vectors were simultaneously surveyed in all the 16 study
villages. Frailty models were used to explore associations between time to
malaria and potential risk factors, whereas, mixed-effects Poisson regression
models were used to assess the effect of different covariates on anopheline
abundance.
Results: Overall, 548 (26.86%) children experienced at least one clini-
cal malaria episode during the follow-up period with mean incidence rate of
14.26 cases/1000 child-months at risk (95% CI: 12.16 - 16.36). P. falciparum
malaria incidence showed no statistically significant association with distance
from the dam reservoir (p “ 0.32). However, P. falciparum incidence varied
significantly between seasons (p ă 0.01). The malaria vector, An. arabiensis,
was however more abundant in villages nearer to the dam reservoir.
Conclusions: P. falciparum malaria incidence dynamics were more in-
fluenced by seasonal drivers than by the dam reservoir itself. The findings
could have implications in timing optimal malaria control interventions and
in developing an early warning system in Ethiopia.
keywords: Malaria incidence, P. falciparum, Mosquito, Dam, Season, Ethiopia
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2.1 Background
Globally, 60% of the world’s large river systems are impacted by dams (Nils-
son et al., 2005). Such dams have a wide range of benefits, mainly of eco-
nomic nature (Biswas, 1997; Jobin, 1999; Dudgeon et al., 2006). On the
other hand, such dams can have profound effects on the survival, density
and distribution of disease vectors and parasites such as malaria, by altering
the local ecology and habitats. The altered vector/parasite ecology modifies
the transmission of vector-borne diseases and subsequently the local disease
incidence and prevalence (Grillet, 2000; Patz et al., 2000; Norris, 2004; Poff
et al., 2007). Worldwide, 18.9 million people living close to large dams are
at risk of malaria. In Africa alone, 9.4 million people live near to large dams
(Van der Hoek, 2006).
Ethiopia has recently constructed a large number of dams to produce
electricity, irrigate agricultural lands, control flood, reduce poverty and sus-
tain economic growth. Examples of mega hydropower projects are Gilgel
Gibe I and II (completed), Gibe III and the Grand Ethiopian Renaissance
Dam (under construction) with a capacity of generating 184MW, 420MW,
1870MW and 6000MW, respectively. More damming projects are underway,
as Ethiopia currently uses only 3% of its hydro-electric potential (Ledec and
Quintero, 2003).
In Ethiopia, little or no information is available on the effect of such large
hydropower dams on P. falciparum malaria incidence. This study is the first
longitudinal study conducted in Ethiopia to investigate the effect of large
hydropower dams and on malaria incidence risk. The findings of this study
could assist the development of a dam-associated malaria control programme.
Thus, the objective of this longitudinal study was:
1. To investigate whether the distance from the dam reservoir has an
influence on P. falciparum malaria incidence and/or on malaria vector
abundance, and
2. To investigate the dynamics of malaria and its vectors with season.
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2.2 Materials and methods
2.2.1 Study area and population
A longitudinal cohort study was conducted over a period of two years (July
2008 - June 2010) among children less than 10 years living in 16 study vil-
lages around the Gilgel Gibe hydropower reservoir in southwestern Ethiopia
(Figure 2.1). Details of the study setting are described elsewhere (Yewhalaw
et al., 2010a; 2011). In brief, prior to the study, all villages within 10 km ra-
dius (265 - 9046 meters) from the dam reservoir shore were first identified and
then 16 villages, located at different distances from the dam reservoir shore,
were randomly selected among villages starting from the closest villages to
the farthest ones based on similar eco-topography, access to health facilities,
without major impounded water nearby and homogeneous with respect to
socio-cultural and daily economic activities.
2.2.2 Sample size and participant selection
The study was designed to detect a 5% difference in malaria incidence rate
and the sample size calculation (with α = 0.05 and β = 0.20) was based on
a foreseen Plasmodium falciparum malaria incidence rate of 15% and 10%
in ’distant’ and ’nearby’ villages, respectively. A dropout rate of 10% and
a design factor equal to three (to adjust for the clustering effect) were used
to get a representative sample size of 2082 study participants. Hence, 130
children were randomly selected from a list of all children less than 10 years
of age in each of the 16 villages for the follow-up study. Details of the study
design and population are described elsewhere (Yewhalaw et al., 2010).
2.2.3 Clinical P. falciparummalaria follow-up and lab-
oratory processing
The cohort of 2082 children was monitored longitudinally for P. falciparum
malaria incidence by active case detection. Children residing in the study
area for at least six months were eligible for the study. Site-based data
collectors with at least secondary school education were recruited, trained
and assigned to collect data in each of the 16 study villages. They were
trained in recording body temperature, making thick and thin blood smears
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Figure 2.1: Map of Ethiopia showing districts in Jimma zone, Gilgel Gibe
hydro-electric dam and study villages.
and administration of anti-malarial drugs. Each selected child was followed-
up by trained data collectors at weekly interval based on house to house visits.
If the child presented itself with fever, an axillary body temperature ě 37.5˝C
or when the mother or guardian reported that the child had fever in the past
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24 hours, a finger prick blood sample was taken. Blood smears (thick and
thin) were stained with Giemsa stain following a standard technique (Bruce-
Chwatt, 1985) and were read by experienced investigators on site. A film was
recorded as negative, if two hundred optical fields under 1000x oil immersion
magnification were all negative. Films positive for plasmodia parasites and
10% of sample films negative for parasites were read by independent blinded
senior investigators at Jimma University hospital laboratory for confirmation.
All subjects with documented fever got treatment on site as per the national
malaria diagnosis and treatment guidelines. Whenever necessary mothers or
guardians were advised to seek further treatment at the nearby health center.
2.2.4 Ethical approval
The study was reviewed by the World Health Organization/TDR research
ethics committee and ethical approval was obtained from the research and
ethics committee of Jimma University. Verbal and written signed informed
consent was obtained from the mother or caregiver of each child before en-
rollment of the child in the study.
2.2.5 Mosquito sampling and identification
Adult mosquitoes were collected monthly in all study villages to assess the ef-
fect of distance from the dam reservoir and season on mosquito density. Two
houses, one located at the center and one at the periphery of the village were
selected for mosquito collection in each of the 16 study villages. Mosquitoes
were collected one day a month, from 1800 to 0600 hours from each of the
two selected houses using light trap catches. Traps were hung from the roof
supports or pillars at the foot end of the bed or traditional mud-made sleep-
ing place. The trap was suspended about 1.5 meters above the bed. In all the
selected houses occupants were provided with new untreated nets prior to the
start of the entomological survey. Collection bags were retrieved from traps
in the morning from 0800 to 0900 hours. The collected mosquitoes were then
transferred into paper cups, killed using chloroform, sorted by genus and sex
and then counted. The number of human occupants and potential hosts in
each surveyed house during the previous night was recorded. Space spray
catches (SSCs) were not included as the mosquito population in the study
area showed high levels of insecticide resistance (Yewhalaw et al., 2010a;
2011). Morphological identification of collected mosquitoes was carried out
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using standard keys (Gillies and Coetzee, 1987). Morphologically identified
mosquitoes were then scored as unfed, fed, half gravid and gravid. Members
of the An. gambiae s.l complex were further assigned to sibling species us-
ing polymerase chain reaction (PCR) techniques as described by Hunt et al.
(1998) and modified by Yewhalaw et al. (2010b).
2.2.6 Climatological data
Monthly rainfall (mm), relative humidity (%), maximum and minimum tem-
perature (˝C) of the study area were obtained from the southwestern branch
regional office of the Ethiopian Meteorological Agency for the two years of
the follow-up study. Similar climatic conditions were assumed for all the
sixteen villages.
Data analysis
P. falciparum malaria incidence rates were expressed as the number of cases
per 1000 child-months at risk. Two or more consecutive episodes occurring
within 30 days of the first episode were considered recrudescent infections
and treated as a single episode. The 95% confidence intervals of malaria in-
cidence rates were calculated assuming that the number of new malaria cases
is Poisson distributed.
The P. falciparum malaria risk was analysed through a time to event
model, which is the most efficient way to model time to event data (Duchateau
and Janssen, 2008). A piecewise constant hazard function was used to take
into account hazard rate changes between different seasons and years. First,
univariable hazard models were fitted to evaluate the marginal effects of dif-
ferent covariates on time to malaria. For the multivariable analyses, different
covariates were entered into the model simultaneously.
The covariates used were: distance from the dam reservoir shore, season,
sex, age, year, and mosquito density. Since children are clustered within
villages, village was introduced in the piecewise constant hazard model as
a gamma distributed random effect (frailty) to accommodate for the corre-
lations in the data. The data were analyzed using STATA 10 (Stata Corp,
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2008).
A mixed-effects Poisson regression model was used to explore the asso-
ciation between mosquito abundance and the following covariates: distance
from the dam reservoir shore, year, climatic variables, and season. Village
was treated as a random effect in the model. To get better insights in the
specific role of the climatic variables, the relation between mosquito density
and climatic variables at different lag periods was tested as well. The analysis
was performed using PROC GENMOD (SAS Institute, 2008).
2.3 Results
Of 2082 children enrolled at the start of the study (July, 2008), 29 (1.4%)
died due to various reasons and 15 (0.72%) migrated elsewhere. Of the mi-
grant children, two children were tracked back and 13 were lost to follow-up
(until June 2010). Therefore, the effective number of children followed up
was 2040 (97.98%) resulting in 48,960 person-months at risk. Of this co-
hort, 951 children (48.09%) were females and 1059 (51.91%) males. The
median age of children in the cohort was five years. In total, 548 (26.86%)
children experienced at least one clinical malaria episode during the follow-
up. The number of children with 1, 2 and 3 clinical malaria episodes were
421 (20.64%), 119 (5.83%) and 7 (0.34%), respectively. One child had five
(0.26%) clinical malaria episodes over the two years follow-up period. Over-
all, the number of new P. falciparum malaria clinical episodes recorded was
685 resulting in an overall incidence rate of 14 cases/1000 child-months at
risk (95% CI: 12.16 - 16.36) and the annual parasite index (API) for year 1
and year 2 was 177/1000 children and 158/1000 children, respectively.
Figure 2.2 presents the seasonal dynamics of P. falciparum malaria inci-
dence in the study area over the 2 years study period. Three malaria inci-
dence climate seasons (MICS) could be identified consistently over the two
years follow-up: a high malaria incidence climate season (HMICS) from Au-
gust to November, a moderate malaria incidence climate season (MMICS)
from April to July, and a low malaria incidence climate season (LMCIS)
from December to March. Malaria peaked in October/November following
the main rains (25.8 vs. 29.4 cases per 1000 child-months at risk). In general,
malaria in the study area also showed marked seasonality as more than 75%
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Figure 2.2: Seasonal dynamics of malaria incidence (number of cases per
1000 child-months) and mosquito density (number of mosquitos captured
per house per night) between 2008 and 2010 at the Gilgel Gibe hydro-electric
dam in the Jimma zone, Ethiopia.
of clinical cases occurred in less than 6 months over the two years study pe-
riod. Figure 2.2 also indicates the relationship between mosquito abundance
and malaria incidence.
Table 2.1 shows the associations between the hazard of a malaria event
and the different covariates. The first column shows the results of the uni-
variable analyses while the second column shows results of the multivariable
model with all covariates included. In columns 3 and 4, the mosquito density
and the season were respectively dropped from the multivariable model as
these two covariates were highly correlated. No significant differences be-
tween the first and second year of follow-up in the P. falciparum risk (362 or
7.39 cases/1000 child-months at risk in the first year and 323 cases or 6.60
cases/1000 child-months at risk, in the second year) were found. No asso-
ciation between P. falciparum malaria incidence and the distance from the
dam reservoir shore was found. The difference in malaria risk between the
two sexes was not significant. However, the difference in malaria risk among
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the three age strata was significant with children above three years of age
having significantly higher P. falciparum risk than children less than 3 years
of age. A significant association was also observed between P. falciparum
malaria risk and season (p ă 0.001) (Table 2.1).
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Table 2.1: Parameter estimates with 95% confidence interval (in parentheses) for the time to first malaria
based on different univariable and multivariable shared frailty models.
Covariates Univariable model Multivariable models
HR; (95% CI) Adjusted HR (95% CI)
Distance (km) 0.989(0.894, 1.093) 0.990(0.896, 1.093) 0.995(0.900, 1.100) 0.993(0.899,1.096)
Sex Female (ref) 1.000 1.000 1.000 1.000
Male 0.951(0.803, 1.127) 0.952(0.804, 1.127) 0.952(0.804, 1.128) 0.952(0.804, 1.127)
Age ď 3 years (ref) 1.000 1.000 1.000 1.000
3 to 7 years 1.663˚(1.117, 2.474) 1.804˚˚(1.211, 2.687) 1.678˚(1.126, 2.500) 1.802˚˚(1.210, 2.685)
ě 7 years 1.656˚(1.098, 2.498) 1.791˚˚(1.182, 2.713) 1.686˚(1.112, 2.554) 1.790˚˚(1.182, 2.712)
Year Year 1 (ref) 1.000 1.000 1.000 1.000
Year 2 0.991(0.837, 1.1756) 0.921(0.773, 1.097) 0.983(0.826, 1.170) 0.933(0.785, 1.110)
Mosquito density
(per trap/house) 1.006˚(1.001, 1.011) 0.997(0.992, 1.003) 1.006˚(1.001, 1.011)
Season Dry season (ref) 1.000 1.000 1.000
Long rainy season 4.415˚˚(3.390, 5.750) 4.545˚˚(3.478, 5.938) 4.455˚˚(3.421, 5.802)
Short rainy season 2.182˚˚(1.580, 3.013) 2.178˚˚(1.576, 3.008) 2.174˚˚(1.574, 3.004)
˚ Significant at P ă 0.05
˚˚ Significant at P ă 0.01
;Hazard Ratio (HR): is an expression of the hazard or chance of infected with malaria in a particular category as a ratio of the hazard of the events
occurring in the reference category. i.e. Estimates of hazard ratios correspond to the hazard of contracting malaria for a child divided by the hazard
for a child in the reference category.
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Overall, 2353 adult female anopheline mosquitoes belonging to 10 species
were collected in 2 years study period. Morphological identification showed
that An. gambiae s.l., was the most predominant (88%) followed by An.
demelloni (6.25%) and An. coustani (2.68%). All other anopheline species
constituted 3.2% of all the collected anopheline species including An. funestus
and An. pharoensis, which have a secondary role in malaria transmission in
Ethiopia. Molecular identification of An. gambiae complex revealed that over
98.5% of the assayed specimens were An. arabiensis.
Table 2.2 shows the results of mixed-effects Poisson regression model, indi-
cating the association between mosquito density (An. arabiensis) and differ-
ent covariates. The first column shows the results of the univariable analyses
while the second column shows results of the multivariable model with all
covariates included. In column 3, the climatic variables were dropped from
the multivariable model as they were highly correlated with season. There
was a significant association between mosquito density and distance from the
dam reservoir (p ă 0.01). Mosquito density decreased by 53% at 6-7 km from
the dam, compared with localities close to the dam reservoir. The strong ef-
fect of season was modified through the climatic variables indicating that a
strong part of the seasonal effect was based on climate. Table 2.3 shows the
relationship between mosquito density and climatic variables at different lag
periods. All climatic variables (rainfall, relative humidity and temperature)
were strong predictors of mosquito density.
The spatio-temporal pattern of P. falciparum malaria incidence is shown
in Figure 2.3. Over the two years follow-up period, the heterogeneity in
malaria incidence rates between the villages was high as compared to within
village heterogeneity. That is, out of the overall variation in malaria in-
cidence, 72.83% of it is due to the 16 villages in the study. Whereas the
remaining 27.17% of the total variation is accounted for the within village
heterogeneity (Figure 2.3). We applied restricted maximum likelihood esti-
mation technique to come-up with the within and between village hetero-
geneity of malaria incidence.
5
4
C
H
A
P
T
E
R
2
.
D
A
M
S
A
N
D
S
E
A
S
O
N
S
O
N
M
A
L
A
R
I
A
I
N
C
I
D
E
N
C
E
Table 2.2: Parameter estimates with 95% confidence interval (in parentheses) for the association of mosquito
density (per trap/house) with different covariates based on univariable and multivariable Poisson regression
models.
Covariates Univariable model Multivariable models
IRR; (95% CI) Adjusted IRR (95% CI)
Distance (km) 0.721˚˚(0.581, 0.894) 0.779˚(0.626, 0.969) 0.734˚˚(0.585, 0.920)
Year Year 1 (ref) 1.000 1.000 1.000
Year 2 0.486˚(0.266, 0.886) 0.704(0.373, 1.327) 0.761(0.410, 1.415)
Climatic variables Rainfall (mm) 1.550˚˚(0.443, 1.665) 1.091(0.975, 1.222)
Relative humidity (%) 1.095˚˚(1.069, 1.122) 1.046(0.982, 1.114)
Maximum temperature (oC) 0.580˚˚(0.474, 0.70) 1.102(0.651, 1.865)
Minimum temperature (oC) 1.525˚˚(1.320, 1.761) 0.940(0.827, 1.067)
Season Dry season (ref) 1.000 1.000 1.000
Long rainy season 27.121˚˚(12.238, 60.106) 9.020˚˚(3.235, 25.147) 21.048˚˚(8.549, 51.821)
Short rainy season 5.508˚˚(2.802, 10.829) 2.484˚(1.087, 5.675) 3.720˚˚(1.789, 7.733)
Table 2.3: Parameter estimates with 95% confidence interval (in parentheses) for the association of mosquito
density (per trap/house) with climatic variables based on univariable Poisson regression models at different
lag points in time.
IRR; (95% CI)
Climatic variables Current month One month lag Two months lag Three months lag
Rainfall (mm) 1.550˚(1.443, 1.665) 1.567˚(1.433, 1.715) 1.407˚(1.264, 1.566) 1.226(1.127, 1.334)
Minimum temperature (oC) 1.525˚˚(1.320, 1.761) 1.900˚˚(1.454, 2.474) 2.138˚˚(1.599, 2.860) 1.853˚˚(1.494, 2.298)
Maximum temperature (oC) 0.580˚(0.474, 0.709) 0.644˚(0.527, 0.788) 0.788˚(0.635, 0.977) 1.033(0.940, 1.135)
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Figure 2.3: Malaria incidence (number of cases per 1000 child months) among
villages located at different distance from the dam reservoir shore in different
seasons (LOW: from December to March, MODERATE: from April to July
and HIGH: from August to November MICS) over two years study period in
Gilgel Gibe dam area, Ethiopia.
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2.4 Discussion
Malaria transmission in the study setting occurs throughout the year but it
has a seasonal pattern with an incidence peaking during October/November
and with more than 75% of the cases occurring in six months. The seasonal-
ity of malaria incidence was consistent over the two years study period and
is comparable to observations in other parts of the country (Mabaso et al.,
2007).
No association between the P. falciparum malaria incidence and the dis-
tance from the Gilgel Gibe dam reservoir was found. This finding was in-
consistent with the often stated hypothesis that dams influence malaria in-
cidence and/or prolong the seasonality of malaria transmission by increasing
mosquito abundance. Other studies from the Rift Valley of Ethiopia (Lautze
et al., 2007; Kibret et al., 2010) indicated that dams are associated with an in-
creased malaria risk. Other small dams constructed for irrigation in Ethiopia
were also shown to be associated with higher malaria incidence (Ghebreyesus
et al., 1999; Kibret et al., 2009).
Higher densities of the major local malaria vector, Anopheles arabiensis,
were recorded during the wet season in villages nearer to the dam reservoir.
This could be explained by the larger number of temporary mosquito breed-
ing sites due to the presence of the reservoir.
Although higher malaria vector abundance is associated with higher malaria
incidence, and mosquito abundance is higher close to the dam, no effect of the
distance to the dam is found on malaria incidence. This apparent paradox
can be explained by the large seasonal effects. The effect of mosquito density
on malaria incidence in the univariable model disappears when controlling
for season in the multivariable model. There is indeed a large difference
between mosquito density and malaria incidence between the rainy and dry
season. In the rainy season, mosquito density is high everywhere, and the
higher mosquito number near to the dam is therefore superfluous.
Several studies also reported that only small populations of mosquitoes
are required to maintain a high level of transmission (Trung et al., 2004;
Tadesse et al., 2012). During the dry season, the overall level of mosquitoes
was low and likewise the dam did not result in a sufficient augmentation of
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malaria incidence.
Climate seems to be the most important determinant of malaria risk
through its influence on mosquito density (Gomez-Elipe et al., 2007; Thom-
son et al., 2006), as is reported elsewhere (Protopopoff et al., 2009). Eskindir
and Bernt (2010) reported that monthly rainfall, minimum and maximum
temperatures were predictors of P. falciparum malaria incidence in different
localities in Ethiopia. In our study, minimum temperature was correlated
with higher mosquito density, while maximum temperature showed no effect
on mosquito density. Minimum temperature predicts malaria risk mainly due
to its direct effect on the survival and feeding frequency of malaria vectors
(Ye´ et al., 2007) and by shortening the incubation period of the parasite
in mosquitoes (Patz et al., 1996). In Uganda, average minimum tempera-
ture was also significantly associated with the number of An. gambiae s.l.
(Lindblade et al., 2000). At high altitudes, minimum temperature enhance
the survival of both the parasite and the vector and thus accelerate the
transmission dynamics of malaria (Loevinsohn, 1994). Other similar studies
conducted in different geographic regions of Ethiopia highlighted the impor-
tance of minimum temperature in predicting malaria incidence (Abeku et al.,
2003; 2004). On the other hand, higher maximum temperature seemed to
have a negative effect on mosquito density. Maximum temperature could
also influence mosquito survival and may result in breeding sites drying up
faster after seasonal rains in cold environments such as the current study
area (Teklehaimanot et al., 2004).
The contrasting effect of minimum and maximum temperature indicates
that an optimal temperature might exist. Moreover, the climatic variables
also showed a lag effect on malaria incidence. Rainfall was found to be a
predictor of P. falciparum malaria incidence with 1-3 months lag period as
was also observed in several other localities in Ethiopia (Eskindir and Bernt,
2010).
In addition to climate, our findings indicate that the risk of malaria varied
with age with older children being more at risk which is in agreement with
other studies (Peterson et al., 2009). No difference was observed in malaria
incidence between boys and girls.
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2.5 Conclusion
No effect of the distance of the dam on malaria incidence was found. An-
thropogenic environmental changes do not necessarily result in increased
mosquito-borne disease incidence in the surrounding human population as
the link between anthropogenic environmental changes and disease incidence
is complex and can be influenced by several other variables (De Plaen et al.,
2003). Hence, the relationship between malaria incidence and water resource
development is often complex and local-specific (Bi et al., 2003). It is also
important to note that, as the reservoir matures, it may allow the growth
of aquatic vegetation. This could provide more ideal conditions for other
malaria vector species and for a vector shift that could alter the malaria
transmission pattern in the area. This suggests the need for appropriate and
continued vector surveillance and monitoring operations (Norris, 2004).
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Abstract
To study the effect of a mega hydropower dam in Southwest Ethiopia on
malaria incidence, a longitudinal study has been set up. To gain insight in
temporal and spatial aspects, i.e., in time (period=year-season combination)
and location (village), we need models that account for these effects. The
frailty model with periodwise constant baseline hazard (a constant value for
each period) and a frailty term that models the clustering in villages, pro-
vides an appropriate tool for the analysis of such incidence data. Count data
can be obtained by aggregating for each period events at the village level.
The mixed Poisson regression model can be used to model the count data.
We show the similarities between the two models. The risk factor in both
models is the distance to the dam and we study the effect of the risk factor on
malaria incidence. In the frailty model each subject has its own risk factor,
whereas in the Poisson regression model we also need to average the risk fac-
tors of all subjects contributing to a particular count. The power loss caused
by using village averaged distance instead of individual distance is studied
and quantified. The loss in the malaria data example is rather small. In
such a setting, it might be advantageous to use less labor intensive sampling
schemes than the weekly individual follow-up scheme used in this study; the
proposed alternative sampling schemes might also avoid community fatigue,
a typical problem in such research projects.
keywords: Mixed Poisson regression, periodwise constant hazard, frailty
model, power, malaria incidence
3.1 Introduction
To study the temporal (year-season combination) and spatial (village as a
cluster) dynamics of malaria occurrence, malaria incidence data are required.
The sampling plan of such a malaria incidence study can vary substantially
in terms of sampling frequency. The malaria incidence data, collected in the
present study, sit at one extreme of the sampling spectrum: children are fol-
lowed up for malaria on a weekly basis, so that these data can be regarded as
actual event times, up to an interval censoring period of seven days which is
very small relative to the length of study period. Such an intensive sampling
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scheme, however, is costly not only in terms of logistics and budget, but also
in terms of community fatigue resulting from the intensive contribution to
the research project. The other extreme of the spectrum is a cross-sectional
study with the malaria status assessed only once at a particular moment in
time. This type of data collection allows to estimate prevalence but not inci-
dence, moreover it does not allow to investigate infectious disease dynamics.
An essential question addressed in the paper is whether the intensive sam-
pling scheme used in the current malaria incidence study is really needed,
and whether less demanding sampling schemes can be as effective.
The frailty model (Duchateau and Janssen, 2008) can be used to analyse
the clustered time to malaria data. A frailty model with piecewise constant
baseline hazard (for each period (year-season combination) the baseline haz-
ard takes a constant value), a frailty term that accounts for the clustering of
the data at the village level and - for each subject - the distance to the dam
as risk factor, provides an appropriate inferential tool for the analysis of the
incidence data. By aggregating, for each period, events at the village level,
count data are obtained and mixed Poisson regression models can be used
for the analysis. The frailty model and mixed Poisson regression model are
tightly connected. In the context of the hierarchical Cox model Ha and Lee
(2003) and Ma et al. (2003) show that their likelihoods correspond.
In this paper we show that such likelihood correspondence also holds
for parametric frailty models with periodwise constant baseline hazard and
mixed Poisson regression models. Of course mixed Poisson regression model-
ing is not based on individual risk factors, it needs an aggregated risk factor,
i.e., a risk factor that is the average of the risk factors of all the subjects
contributing to a particular count.
Interest in this malaria study is mainly in the effect of the dam on malaria
incidence. The dam, with its vast water surface, is an excellent breeding place
for the Anopheles mosquito, which is the vector of the Plasmodium parasite
that causes malaria. The expectation is therefore that children living close
to the dam are more at risk for malaria.
For the time to malaria data, each subject has its own specific distance
to the dam. For the Poisson regression, however, since events are aggregated
according to village and period, the risk factor used for a particular count
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consists of the mean of the subject distances of a village to the dam. The loss
of power due to the aggregation of the risk factor is studied through simula-
tion. The important insight gained from the simulation is that less intensive
sampling schemes reach almost the same efficiency as the longitudinal cohort
sampling scheme described above.
Details on the time to event data and their aggregated counts are given
in Section 3.2. The marginal and conditional Poisson and hazard models
are discussed in Section 3.3, where also the equivalence of the two models is
demonstrated. The analysis results are shown in Section 3.4 and followed by
a simulation study in Section 3.5 to compare the power of the mixed Poisson
regression model and the frailty model. The conclusions are in Section 3.6.
3.2 Individual and aggregated incidence data
In order to assess the effect of a mega hydropower dam in Southwest Ethiopia
on malaria incidence in children below 10 years of age, a longitudinal cohort
study was set up. A total of 2082 children under 10 years from 16 villages
located at different distances to the dam shore, with a range of 0.26 to 9.05
km, were enrolled and followed up from July 2008 to June 2010 at weekly
intervals based on house to house visits. Details of the study design and
study population are described elsewhere (Yewhalaw et al., 2010).
We investigated the effect of distance to the dam on malaria incidence.
The children are clustered within villages. Within each village i (i “ 1, . . . , 16),
a number of children j (j “ 1, . . . , ni) is followed up for malaria (see Figure
4.1). The number of children per village is on average 130, and does not
differ much from one village to another. We observe yij, the minimum of the
censoring time cij and the event time tij and δij “ Iptij ď cijq, the censor-
ing indicator. We study the effect of xij, the distance to the dam, on the
(possibly censored) event time. The yij ’s are used for survival modeling. In
Poisson regression models, however, we need to aggregate these individual
event times, both in terms of time and space. The time axis is split into six
periods (3 seasons per year and 2 study years).
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Figure 3.1: Map of the study area showing the distribution of Gilgel Gibe
hydro-electric dam reservoir, study villages and children, Southwest Ethiopia.
Period k starts at time rk´1 and ends at time rk. As children are clus-
tered within villages, the most obvious spatial aggregation level is the village.
Aggregating event times for each period-village combination leads to a small
set of summary statistics. The first summary statistic for village i is the
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number of events in period k, dik “
řni
j“1 δijIprk´1 ă yij ď rkq. The sec-
ond summary statistic is the total time at risk for village i in period k,
aik “
řni
j“1pminpyij , rkq ´ rk´1qIpyij ą rk´1q. Counts dik are assumed to be
independent between villages; the proposed model will accommodate for de-
pendence between counts in different periods in the same village.
The summary statistics used in the Poisson regression correspond to
pdik, aikq, i “ 1, . . . , 16, k “ 1, . . . , 6.
3.3 Count and survival models
In Section 3.3.1 we consider marginal models. Conditional models, i.e., mod-
els where we add random effects, are studied in Section 3.3.2.
3.3.1 The marginal model
In the count regression model we use, for k “ 1, . . . , 6 and i “ 1, . . . , 16, dik
as response variable and the corresponding total time at risk, aik as fixed
offset variable. It is obvious that the individual distance from the child to
the dam, the actual risk factor, cannot be used for these aggregated data.
We rather use the average distance of the village to the dam, denoted by
x¯i. “
´řni
j“1 xij
¯
{ni for village i. Furthermore, we have to adjust for period
as a large part of the variation in malaria incidence is due to yearly and
seasonal variation. We therefore write the Poisson regression model in terms
of the expected number of events ξik “ Epdikq as
logpξikq “ logpaikq ` ηik (3.1)
where
ηik “ β0 ` βyxyk ` βs2xs2,k ` βs3xs3,k ` βdx¯i.
72 CHAPTER 3. TIME AND SPACE IN MODELING MALARIA INCIDENCE
with
xyk “
"
1 k ą 3
0 k ď 3
xs2,k “
"
1 k “ 2, 5
0 otherwise
xs3,k “
"
1 k “ 3, 6
0 otherwise
and βs2, βs3, βy and βd the effect of the second season (dry season), the third
season (short rainy season), the second year and the distance respectively.
The data are connected to the model by the distributional assumption dik „
Poissonpξikq.
The parametric survival model, on the other hand, is based on the indi-
vidual data. We propose the hazard model
hijptq “
6ÿ
k“1
exppλijkqIprk´1 ă t ď rkq (3.2)
where
λijk “ α0 ` αyxyk ` αs2xs2,k ` αs3xs3,k ` αdxij
or
exppλijkq “ exppα0 ` αyxyk ` αs2xs2,k ` αs3xs3,kq exppαdxijq
with αs2, αs3, αy and αd the effect of the second season, the third season,
the second year and the distance, respectively. We consider the first fac-
tor as the baseline hazard which is constant within each of the six periods.
This piecewise constant baseline hazard is different from the usual piecewise
constant hazard model in the sense that the constant hazards are functions
of the season and year effect, which allows evaluation of such effects on the
baseline hazard. More flexible baseline hazards can be used based on splines
(Nielsen and Parner, 2010).
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None of the two models above takes into account the dependency in the
data. There is on the one hand the dependence in time between the counts
measured at different periods in the same village, i.e., between di1, . . . , di6.
On the other hand, there is the dependence in space between the times mea-
sured for different children in the same village, i.e., between yi1, . . . , yini .
Although the estimates βˆd and αˆd from these independence working models
are consistent estimators for the population based parameters, their standard
errors are not. Sandwich estimators that cope with the dependence in the
data should be used to adjust the standard error (White, 1982; Zhang et al.,
2012).
3.3.2 The conditional model
An alternative to cope with the dependencies in the observations is the con-
ditional model. A nice feature of the conditional model is that it provides
information on the strength of the dependence.
The mixed Poisson regression model is given by
logpξikq “ logpaikq ` ηik ` wi (3.3)
with wi, the random effect, normally distributed with mean zero and vari-
ance σ2p.
The mixed survival model, the frailty model (Duchateau and Janssen,
2008), is given by
hijptq “
6ÿ
k“1
exppλijk ` uiqIprk´1 ă t ď rkq (3.4)
with ui assumed to be normally distributed with mean zero and variance σ
2
f
which describes the heterogeneity between clusters (villages).
The presence of the random effect in (3.3) makes logpξq a random variable.
Insight in the effect of the heterogeneity between clusters (villages) on the
’expected’ count ξ can be obtained by looking at its density
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fξpxq “ 1?
2πσ2
1
x
exp
ˆ
´plogpx{aq ´ ηq
2
2σ2
˙
(3.5)
For frailty models we can translate the heterogeneity at the level of the
hazard function to heterogeneity in terms of the median malaria event time
or in terms of the percentage of subjects having had malaria at a particular
time over the different villages. See Duchateau and Janssen (2005) for a de-
tailed discussion.
3.3.3 Equivalence of the count and survival model
Although the model specifications of the mixed Poisson regression model
(3.3) and the frailty model (3.4) are quite different, we show that the two
modeling approaches give the same parameter estimates, apart from the fact
that the mixed Poisson regression model uses mean risk factors, i.e., mean of
the children distances to the dam, whereas the frailty model uses individual
risk factors, i.e., individual child distance to the dam.
The conditional loglikelihood contribution of the ith village in the kth
period is given by
ℓpik “ dik logpξikq ´ ξik ´ logpdik!q
Dropping the last term, a constant, and replacing ξik using (3.3) we obtain
ℓpik “ dik logpaikq ` dikpηik ` wiq ´ aik exppηik ` wiq (3.6)
On the other hand, we consider the frailty model replacing the individual
child distance to the dam xij with the village mean x¯i., leading to model
hijptq “
6ÿ
k“1
exppλik ` uiqIprk´1 ă t ď rkq (3.7)
with
λik “ α0 ` αyxyk ` αs2xs2,k ` αs3xs3,k ` αdx¯i.
Using (3.7) the cumulative hazard for rk´1 ă t ă rk is given by
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Hijptq “ pr1 ´ r0q exppλi1 ` uiq
`pr2 ´ r1q exppλi2 ` uiq
...
`pt´ rk´1q exppλik ` uiq
“
6ÿ
k“1
Ipt ą rk´1qpminprk, tq ´ rk´1q exppλik ` uiq
from which follows
log Sijptq “ ´Hijptq “ ´
6ÿ
k“1
Ipt ą rk´1qpminprk, tq´rk´1q exppλik`uiq (3.8)
The conditional loglikelihood contribution of the jth child in the ith village
is generally given by
ℓsij “ δij logphijpyijqq ` logpSijpyijqq
and using (3.7) and (3.8) we have
ℓsij “
6ÿ
k“1
δijkpλik ` uiq ´ Ipyij ą rk´1qpminprk, yijq ´ rk´1q exppλik ` uiq
with δijk denoting whether an event takes place (δijk “ 1) or not (δijk “ 0)
in period k for the particular child. Now summing over all children in the
village and splitting up the sum over the 6 different periods, we obtain
ℓsik “ dikpλik ` uiq ´ aik exppλik ` uiq (3.9)
It is now easy to see that (3.6) and (3.9) are the same loglikelihood ex-
pressions, and parameter estimates will thus be exactly the same.
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3.4 The malaria incidence data analysis
The malaria incidence data were analysed using both the marginal and con-
ditional model, and both the Poisson regression and hazard model. The
marginal model parameter estimates can be obtained by fitting the model
to the data not taking into consideration the dependence structure in the
data, and next replace the standard error by its robust sandwich estimator.
For the conditional model, Gaussian quadrature is applied to numerically
integrate out the normally distributed random effects, after which the result-
ing likelihood expression can be maximised (Liu and Huang, 2008). Model
fitting was based on the SAS nlmixed procedure (see Appendix) and results
are presented in Table 3.1.
Although in none of the models a significant effect of distance was found,
it is to be noted that three out of four models predict increasing incidence
with increasing distance to the dam. Only the frailty model predicts a de-
creasing incidence with increasing distance to the dam. It is noteworthy that
replacing the individual distance with the mean distance from the village
will lead to the same results for the mixed Poisson regression model and the
frailty model. Therefore, the fact that the effect of the distance changes di-
rection is entirely due to the use of individual distances. This point will be
taken up further in the discussion.
We can further make use of (3.5) to get some insight in the data hetero-
geneity. As the outcome of interest is the expected count, the at risk time of
the different villages needs to be set at a same value a. The fixed offset term
a for the first season in the first year, the period with the highest malaria
incidence, is determined as follows. The total time at risk over all villages
in that period equals 289841 days, corresponding to an average time at risk
per village equal to 18115 days, which is the value used for a. We further
set ηˆ “ βˆ0 ` βˆd ˆ distance “ ´7.389` 0.054ˆ distance and σ2p “ 0.310. We
depict the density functions for three different distances to the dam (1, 4 and
8 km) in Figure 3.2. The average of the expected count (the mean of the
density) is increasing with decreasing distance from the dam, with highest
average expected count at 1 km. When considering the density function of
the expected count over villages at equal distance to the dam, for instance
at 1 km, represented by the solid line in Figure 3.2, the variance of that den-
sity function is much larger than the variation between the average expected
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Table 3.1: Parameter estimates (standard error) for the malaria incidence
data from the marginal and conditional Poisson regression and hazard mod-
els.
Hazard models are based on the individual child distance to the dam, Poisson models on
the mean of the children distances of the village to the dam. The parameter β0 corresponds
to the logarithm of the expected number of events over the at risk time in the first period
(year 1 and season 1) in the Poisson model, with βs2, βs3, βy and βd the effect of the second
season, the third season, the second year and the distance respectively. The parameter α0
corresponds to the baseline hazard in the first period (year 1 and season 1) in the hazard
model, with αs2, αs3, αy and αd the effect of the second season, the third season, the
second year and the distance respectively. The parameters σ2 and θ correspond to the
variance of the random effects in the conditional Poisson and frailty model respectively.
Parameter Marginal Poisson Marginal hazard Conditional Poisson Conditional hazard
β0{α0 -7.302 (0.164) -7.269 (0.152) -7.389 (0.244) -7.167 (0.255)
βs2{αs2 -1.543 (0.183) -1.543 (0.183) -1.524 (0.136) -1.524 (0.136)
βs3{αs3 -0.826 (0.104) -0.827 (0.103) -0.803 (0.119) -0.802 (0.119)
βy{αy -0.191 (0.081) -0.192 (0.080) -0.154 (0.088) -0.154 (0.088)
βd{αd 0.069 (0.053) 0.056 (0.056) 0.054 (0.074) -0.035 (0.057)
σ2{θ 0.310 (0.129) 0.349 (0.148)
count at the different distances.
3.5 The power of count and survival models
The main difference between the mixed Poisson regression model and the
periodwise constant hazard frailty model is the ability to make use of ag-
gregated versus individual risk factors. Therefore, we study the effect of the
individual versus the averaged risk factor on the size and the power of the
test for that particular risk factor.
We simulate data from the periodwise constant hazard frailty model using
parameters as estimated from the model and presented in Table 3.1. We use
the individual distances observed in the data as risk factors, and generate a
total of 5000 datasets for each value of αd that is assessed. The simulation
results are summarised by the median, 5th and 95th quantile of the 5000 gen-
erated results for αˆd and its standard error, and further the coverage of the
95% confidence interval in Table 3.2.
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Figure 3.2: Density functions of the expected count in villages as a function
of distance to the dam. The mean (circle) with 95% interval for the three
distances is given in the top panel.
When generating data under the assumption αd “ 0, the coverage equals
0.91 and 0.93 for the mixed Poisson and frailty model respectively, convert-
ing to test sizes equal to 0.09 and 0.07. When generating data under the
assumption αd ą 0, the observed bias is rather small for both models, but
the coverage of the frailty model, equal to 0.92, is always slightly better than
that of the mixed Poisson regression model, which is between 0.88 and 0.90.
The power is defined as the number of times the confidence interval of
αd does not contain zero when generating data under a specific alternative
assumption αd “ 0. The simulation results on the power are presented in
Figure 3.3. Within the range 0.08 to 0.15 for αd, the largest power gain for
the frailty model is observed, with a maximum for αd “ 0.12 corresponding
to a difference in power equal to 0.123.
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Table 3.2: Simulation results for the malaria incidence data comparing the
mixed Poisson regression and hazard models, assuming different values for
αd.
The frailty model is based on the individual child distance to the dam, the mixed Poisson
regression models on the mean of the children distances of the village to the dam. The
median of the estimate and the standard error (with 5th (P5) and 95th (P95) percentile) is
reported for βˆd (Poisson) and αˆd (Hazard), together with the coverage (aiming at a 95%
confidence interval).
Parameter value Model Median estimate (P5, P95) Median se(β) (P5, P95) Coverage
0.00 Poisson 0.000 (-0.087,0.079) 0.045 (0.031,0.061) 0.91
Hazard 0.000 (-0.071,0.068) 0.040 (0.029,0.049) 0.93
0.05 Poisson 0.049 (-0.034,0.130) 0.044 (0.031,0.060) 0.90
Hazard 0.050 (-0.019,0.118) 0.039 (0.029,0.048) 0.92
0.10 Poisson 0.098 (0.012,0.176) 0.044 (0.030,0.059) 0.88
Hazard 0.099 (0.033,0.164) 0.038 (0.028,0.046) 0.92
0.15 Poisson 0.149 (0.065,0.227) 0.043 (0.029,0.059) 0.88
Hazard 0.151 (0.084,0.213) 0.037 (0.027,0.045) 0.92
0.20 Poisson 0.198 (0.117,0.274) 0.042 (0.029,0.058) 0.89
Hazard 0.200 (0.137,0.262) 0.036 (0.027,0.043) 0.92
3.6 Discussion
The frailty model with village as frailty term and baseline hazard constant
within period is equivalent to the mixed Poisson regression model with vil-
lage as random effect when counts are aggregated within period and village,
whenever the covariate information is constant within a village. In our data
setting, however, the covariate of interest, i.e., distance to the dam, is chang-
ing within village. This has important consequences on the analyses results
of the two models, and also on the power of particular sampling schemes.
Although none of the two conditional models leads to a significant ef-
fect of the distance to the dam on malaria incidence, it is remarkable that
the effect changes direction from one model to the other, merely due to the
fact that the frailty model uses individual distance compared to the mixed
Poisson regression model that is based on the average distance of the village.
This difference can be explained as follows. Consider the best linear unbiased
predictors of the frailties ui as a function of the distance to the dam in Figure
3.4. There seems to be a positive relationship between the predictors uˆi and
the distance to the dam, which corresponds to the positive relationship ob-
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Figure 3.3: The power of the mixed Poisson regression and frailty models to
test for the effect of the distance of the dam for different alternative values
for that effect αd.
served in the frailty model with average distance. The parameter αd in the
frailty model with individual distance describes the effect of distance over
and above the average distance effect of the village captured by the frailty
term; whereas the parameter βd in the mixed Poisson regression model de-
scribes the effect of distance between villages. It is also not surprising that
the estimate of the parameter αd in the marginal hazard model is close to
both the conditional and marginal Poisson model, because the effect of the
distance in the marginal hazard model is based on all subjects without taking
into consideration the clustering, and especially those children far away and
close to the dam will have a large influence on the parameter estimate. From
a practical point of view, the results from either the mixed Poisson regression
model or the marginal hazard model seem to be more relevant, as interest is
in the distance effect at the larger scale between villages.
Both models, the frailty model and the mixed Poisson regression model,
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Figure 3.4: Best linear unbiased predictors (BLUPs) of the village effects
represented as a function of distance to the dam. The BLUPs are obtained
from the frailty model with individual time to malaria as response variable,
individual distance as a fixed effects factor and village as a frailty term. The
line corresponds to the regression of the BLUPs on the distance to the dam.
lead to sizes above the significance level, although in the case of the frailty
model, with a size of 7%, it is only slightly above the significance level of
5%. The larger type I error in the mixed Poisson regression model is due to
the fact that there is no sufficient replication at the cluster level. Based on
simulations, doubling the number of clusters to 32 will bring the size down
to 6.6% for the mixed Poisson regression model. We can conclude that 16
clusters are at the borderline, and preferably more clusters should be avail-
able (Appendix: Table 3.3).
The aggregation of the time to event data to count data reduces informa-
tion, which has an effect on the power as demonstrated in Figure 3.3. There-
fore, if the total time at risk is fixed and the power needs to be maximised,
individual event times should be collected and analysed by the frailty model.
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The power reduction, however, is rather small. Under certain assumptions,
this opens up opportunities for improved sampling schemes.
Under the assumption of periodwise constant baseline hazard, event times
can be aggregated to counts which can be modelled using the mixed Pois-
son regression model. It means that it is no longer necessary to follow-up
individuals as intensively as in the present study with continuous subject
follow-up. It would be more appropriate to include a larger number of sub-
jects over more villages, that are followed only for a brief period in time. The
increase in the number of clusters and the number of subjects will make the
conclusions more general on the one hand, and will provide more replication
at the level of the cluster which will improve the size of the test. Another
important advantage is the reduction of the risk of community fatigue; it is
often observed that with long follow-up studies that study subjects adhere
less and less to the protocols.
In a small simulation study based on the same setting as Section 3.5,
we reduced the time at risk in each village to 50% of the time at risk in
the original dataset, which can be done in practice by either reducing the
number of children in the village, or reducing the time to follow-up of each
individual child. This substantial reduction in time at risk in each village
will reduce the power for αd “ 0.1 from 59.8% to 57.4% and from 98.7% to
98.2% for αd “ 0.2, which corresponds to a negligible decrease in power for
a substantial decrease in workload. Similarly, the increase in bias by doing
so is minimal, i.e, for a 50% reduction in the follow-up time, the bias of the
parameter estimates increased from 0.001 to 0.002 for αd “ 0.1 and from
0.002 to 0.006 for αd “ 0.2. However, doubling the number of households
per cluster (keeping the number of clusters as in the original data) with a
50% of the time at risk as in the original data, did not bring any substantial
improvment in the power of the test (Appendix: Table 3.3). Clearly, this
is due to the fact that, in Poisson regression models summary statistics at
village level are used for modeling the distance effect. This warrants further
research to run such studies in a more efficient way.
The mixed Poisson regression seems to be a good alternative for the
frailty model. Aggregation in periods, however, remains essential, as it has
been shown that reducing time to event data to binary data (event or not
in the whole follow-up period) reduces the power of the test substantially
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Appendix
SAS program (nlmixed procedure) to fit mixed
Poisson and frailty model
data malaria;
input cluster time cens dist;
cards;
1 230 1 3.45
1 720 0 3.67
...
16 465 1 7.88
;
proc sort data=malaria;
by cluster;
proc means data=malaria noprint;
var dist;output out=dist mean=distm;
by cluster;
data quant_d;
qd0=0;qd1=150;qd2=270;qd3=365;qd4=515;qd5=635;qd6=730;
data all; set malaria;if _n_=1 then set quant_d;
data new; set all;
array quant_d{7} qd0 qd1 qd2 qd3 qd4 qd5 qd6;
array d{6} d1-d6;
array e{6} e1-e6;
do i=1 to 6;
d{i}=0;e{i}=0;
end;
do i=2 to 7;
if time<=quant_d{i} then do;
e{i-1}=(cens=1);d{i-1}=time-quant_d{i-1}; i=7;
end;
else d{i-1}=quant_d{i}-quant_d{i-1};
end;
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data haz;merge new dist;
by cluster;
/*Frailty model with individual distance
(for mean distance replace dist with distm)*/
proc nlmixed data=haz;
parms l=1 s2=1 s3=1 y2=1 beta=1 sig2f=1;
bounds theta >= 0;
basehaz=exp(l*e1+(l+s2)*e2+(l+s3)*e3+(l+y2)*e4+(l+y2+s2)
*e5+(l+y2+s3)*e6+beta*dist+nu);
cumhaz=(exp(l)*d1+exp(l+s2)*d2+exp(l+s3)*d3+exp(l+y2)*d4
+exp(l+y2+s2)*d5+exp(l+y2+s3)*d6)*exp(beta*dist+nu);
loglik0=-cumhaz;
if cens=0 then loglik=loglik0;
if cens=1 then loglik=log(basehaz)+loglik0;
model time~general(loglik);
random nu~normal(0,sig2f) subject=cluster;
run;
proc means data=new noprint;
var d1 d2 d3 d4 d5 d6 e1 e2 e3 e4 e5 e6;
output out=datcount
sum=d1 d2 d3 d4 d5 d6 e1 e2 e3 e4 e5 e6;
by cluster;
data datcount(keep=cluster dist period year season y a);
set datcount;
period=1;year=1;season=1;y=e1;
a=d1;output;
period=2;year=1;season=2;y=e2;a=d2;output;
period=3;year=1;season=3;y=e3;a=d3;output;
period=4;year=2;season=1;y=e4;a=d4;output;
period=5;year=2;season=2;y=e5;a=d5;output;
period=6;year=2;season=3;y=e6;a=d6;output;
data datcount;
merge datcount dist;
by cluster;
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data datcount(keep=cluster distm loga y season year
season2 season3 year2);
set datcount;loga=log(a);season2=0;
if season=2 then season2=1;season3=0;
if season=3 then season3=1;
year2=0;if year=2 then year2=1;
/*Mixed Poisson regression model with mean distance*/
proc nlmixed data=datcount;
parms logsigp 0 int 1 bs2 1 bs3 1 by2 1 betad 1;
eta=int+ loga+bs2*season2+bs3*season3+by2*year2
+betad*distm+e;
lambda=exp(eta);
model y ~ poisson(lambda);
random e~normal(0,exp(2*logsigp))subject=cluster;
run;
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Table 3.3: Simulation results for the malaria incidence data comparing the mixed Poisson regression models
using different values for the distance from the dam (αd), cluster (village) size, time at risk and number of
households per cluster.
Parameter Cluster Number of Time at risk: Median estimate Median se(β)
value size household per cluster (P5, P95); (P5, P95); Coverage˚ Power˚
0.00 16 Same as in the study 100% -0.001 0.046 0.9154 ¨ ¨ ¨
(-0.087, 0.079) (0.032, 0.060)
0.00 16 Same as in the study 50% -0.001 0.048 0.9158 ¨ ¨ ¨
(-0.093, 0.083) (0.033, 0.065)
0.00 16 Doubled 50% -0.001 0.044 0.9113 ¨ ¨ ¨
(-0.085, 0.079) (0.031, 0.060)
0.00 32 Same as in the study 100% -0.001 0.034 0.9343 ¨ ¨ ¨
(-0.062, 0.059) (0.027, 0.042)
0.00 32 Same as in the study 50% 0.000 0.037 0.9370 ¨ ¨ ¨
(-0.066, 0.060) (0.029, 0.045)
0.10 16 Same as in the study 100% 0.099 0.043 0.9015 0.5982
(0.013, 0.180) (0.030, 0.059)
0.10 16 Same as in the study 50% 0.098 0.045 0.9111 0.5735
(0.014, 0.179) (0.030, 0.061)
0.10 16 Doubled 50% 0.097 0.043 0.9235 0.5937
(0.019, 0.172) (0.029, 0.058)
0.20 16 Same as in the study 100% 0.198 0.043 0.9140 0.9873
(0.120, 0.276) (0.029, 0.058)
0.20 16 Same as in the study 50% 0.194 0.043 0.9005 0.9818
(0.114, 0.270) (0.028, 0.059)
0.20 16 Doubled 50% 0.193 0.041 0.9156 0.9877
0.193 (0.117, 0.267) (0.028, 0.056)
:Percentage of time at risk as in the study set-up.
;The median of the estimate and the standard error (with 5th (P5) and 95th (P95) percentile) is reported for βˆd.
˚Coverage (aiming at a 95% confidence interval) and power of the test.
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4.1 Introduction
Malaria remains an important disease in terms of morbidity and mortality
in many developing countries. In Ethiopia, 52 million people are at risk for
malaria (MOH, 2008). Around hydro-electric dams, this risk might even in-
crease due to the large water bodies available to the Anopheles mosquito
which functions as a vector for the disease.
During two years (between July 2008 and June 2010), time to malaria was
followed up on a weekly basis around one of the largest hydro-electric dams
in Ethiopia, the Gilgel Gibe dam, situated in the Southwestern part of the
country. In each of 2082 households, one child younger than 10 years old was
chosen for follow-up. The households are located at different distances from
the dam. The households cluster into 16 villages (Yewhalaw et al., 2010), as
presented in Figure 4.1.
The aim of this paper is to study the effect of the distance from the dam
on malaria incidence. Different standard techniques in survival analysis exist
to model such clustered survival data, among them the marginal model, the
fixed effects model, the stratified model and the frailty model. These time to
malaria data have certain characteristics that makes the marginal and con-
ditional approaches lead to quite diverse effects. Although the interpretation
of parameters is different in these two approaches, i.e., a population versus a
conditional interpretation, in most real life datasets the two approaches lead
to similar parameter estimates. The observed differences in our particular
setting are due to the fact that the covariate of interest in the dataset, dis-
tance from the dam, is highly confounded with the clustering process, i.e.,
the village.
This confounding problem has been studied in other settings. Neuhaus
and Kalbfleisch (1998); Neuhaus and McCulloch (2006) describe the situation
of clustered normally distributed and binary data. They describe the bias in
generalized mixed models when the between and within cluster effect differs.
Apart from the conditional likelihood which leads to within cluster effect es-
timates, they propose a generalized mixed model in which the exposure effect
is partitioned into a within cluster and between cluster exposure effect, and
demonstrate by simulation that the within cluster exposure effect is similar
to the conditional likelihood based exposure effect estimates. The simplicity
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Figure 4.1: Gilgel Gibe hydro-electric dam reservoir together with the dis-
tribution of study households and villages around the dam.
of this between-within model makes it a popular approach, especially as it is
easily accommodated in standard software (Ten Have et al., 2004).
The between-within model, however, has been criticized by (Goetgeluk
and Vansteelandt, 2008) who demonstrate that this model may lead to in-
consistent estimates for the within cluster exposure effect. They suggest to
use a conditional generalized estimation equations approach for this type of
data. Furthermore, Brumback et al. (2010) gave a simulated example where
the between-within model estimate is seriously biased.
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Sjo¨lander et al. (2013) introduced the between-within model to clus-
tered survival data modeling. Although, aware of the possible biases in the
between-within model, they argue that in practical datasets, it might be a
viable approach. They show that the between-within model often produce
more powerful test than that of the conditional likelihood method, i.e., the
stratified model, as compared to observation in the normal or binomial dis-
tribution case.
In section 2, the data structure together with the standard Cox pro-
portional hazard models are introduced. In Section 3, the ordinary frailty
model is extended to the between-within frailty model. Section 4 contains
the results of the different analyses of the malaria dataset. In Section 5,
the differences in the estimated distance effect obtained with the different
models are explained in terms of the partial likelihood expressions of the
different models. In section 6, we carry out a simulation study to investigate
the performance of the between-within frailty model and to compare it with
the marginal, fixed-effects, stratified and frailty models. Section 7 and 8,
contains discussion and conclusions, respectively.
4.2 Standard Cox proportional hazard mod-
els
The malaria incidence data are clustered by village. The jth child, j “
1, . . . , ni, from the i
th cluster, i “ 1, . . . , r, has event time tij, but we observe
yij “ minptij, cijq with cij the censoring time, and the censoring indicator
δij “ Iptij ď cijq. The covariate consists of the shortest distance (in km)
between the household in which the child resides and the dam, xij . This dis-
tance differs between children in the same village, but on average less than
between children from different villages.
There are different techniques in survival analysis exist to model such
clustered survival data. We consider different Cox regression models for
these time to malaria data, and thus leave the baseline hazard unspecified.
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The simplest (and naive) model neglects the clustering in the data leading
to the hazard model
hijptq “ h0ptq exp pxijβq (4.1)
The naive model (4.1) leads to a consistent estimate of the population
hazard ratio, but its variance estimator is inconsistent (Huster et al., 1989).
Therefore, the naive estimator of the standard error is often replaced by the
grouped jackknife estimator (Lipsitz and Parzen, 1996). We will call the
naive model with the adjusted standard error the marginal model.
A first approach to cope with the clustering in the data is to introduce
the village as a fixed effect, leading to the fixed effects hazard model
hijptq “ h0ptq exp pxijβ ` fiq (4.2)
Another approach is to stratify for the clustering effect. The stratified
model allows a different baseline hazard function for each cluster, leading to
the following model representation
hijptq “ hi0ptq exp pxijβq (4.3)
with different baseline hazard function hi0ptq for each different cluster.
Finally, the conditional (frailty) model introduces the cluster as a random
effect, wi, characterized by a particular distribution fwpwiq
hijptq “ h0ptq exp pxijβ ` wiq (4.4)
with wi „ fwpwiq “ Np0, σ2q, i.e., we assume the normal distribution for the
random effect.
4.3 Between-within frailty model
In the extended between-within frailty model, the distance covariate (xij)
is split into two orthogonal parts, a covariate corresponding to the mean
distance of the cluster, say x¯i., and a covariate corresponding to the deviation
of the subject from the cluster mean, dij “ xij ´ x¯i.. Both x¯i. and xij are
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Euclidian distances. These two covariates, x¯i. and dij are orthogonal. Based
on these covariates, we specify the following extended between-within frailty
model
hijptq “ h0ptq exp pdijβw ` x¯i.βb ` wiq (4.5)
with wi „ fwpwiq “ Np0, σ2q.
In order to get better insight in the distance covariates, consider one of
the villages in the study area, namely Yaso, presented in Figure 4.2. The
mean distance of the cluster from the dam, x¯1., corresponds to 4.6 km. The
distance from the dam for household 1, x11, equals 2.6 km, and thus d11 “ ´2
km. Equally, for household 2, x12, equals 4.4 km, and thus d12 “ ´0.2 km.
Finally, household 3 is further way from the dam, with x13 “ 5.6 km and
d13 “ 1 km.
4.4 Analysis output of time to malaria data
We first consider the naive model which does not accommodate for cluster-
ing in the data. The naive model leads to the conclusion that the hazard
increases significantly with increasing distance from the dam. The estimate
of the effect of distance from the dam is the same for the naive and marginal
model, but the standard error differs. Due to the much lower standard error
in the naive model, the hazard ratio differs significantly from 1, which is not
the case when the grouped jackknife estimator is used (Table 4.1).
Table 4.1: Analysing time to malaria data with individual distance to the
dam as risk factor.
Model β (se) Hazard ratio (95 % CI) P-value
Naive 0.057 (0.0198) 1.059 (1.018;1.101) 0.004
Marginal 0.057 (0.0562) 1.059 (0.948;1.182) 0.311
Fixed effects -0.116 (0.0749) 0.890 (0.769;1.031) 0.121
Stratified -0.116 (0.0749) 0.890 (0.769;1.031) 0.121
Frailty -0.039 (0.0555) 0.962 (0.863;1.072) 0.480
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Figure 4.2: Detailed map of one study village, Yaso.
The distance of the village mean to the dam is shown by the bold solid line. Distances
between three households and the dam by fine dotted lines.
In the fixed effects model, the hazard ratio is equal to 0.890 but does not
differ significantly from 1 (Table 4.1). Compared to the naive and marginal
model, the direction of the effect has now changed: the hazard of a malaria
event is now decreasing with increasing distance from the dam. Remark
that the standard error is higher than the grouped jackknife estimator of
the marginal model due to the introduction of the fixed effects. Taking the
inverse of the element of the observed information matrix referring to the
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covariate effect of the fixed effects model, the standard error is estimated
as 0.0189, which is close to the standard error of the covariate effect from
the naive model. It is thus the correlation between the fixed effects and the
covariate effect that makes the standard error of the covariate effect estimate
go up. This is demonstrated in a more explicit way in the Appendix.
The effect of the correlation between βˆ and the fˆ ’s on the variance of βˆ
can also be interpreted in terms of the profile log likelihood idea (Reid, 2010).
The profile log likelihood function of β depicts the profile log likelihood for a
sequence of fixed values of β. The profile log likelihood for a particular value
of β in the fixed effects model is obtained by maximising the log likelihood for
the fˆ ’s conditional on the fixed value of β. Obviously, for the naive model,
the log likelihood itself is depicted as there is only one parameter, β. The
profile log likelihood function for β in the fixed effects model is much more
flat than the log likelihood function for the naive model (Figure 4.3). Due
to the large correlation between βˆ and the fˆ ’s, the drop in the log likelihood
function in the naive model when diverging from the maximum likelihood
estimate can be partially counteracted in the fixed effects model by changing
the estimates for the f ’s. The curvature of the log likelihood function is
approximated by the second derivative of the log likelihood evaluated at the
maximum likelihood estimate, and its inverse is therefore proportional to the
variance of the estimate (Edwards, 1972). The profile likelihood function can
also be used to derive confidence intervals. A 95% confidence interval for β
is defined as the collection of values β0 for which
log pLpβ0qq ą log
´
Lpβˆq
¯
´ 0.5χ21p0.95q (4.6)
with L(.) the likelihood function, βˆ the maximum likelihood estimator and
χ21p0.95q the 95th percentile of the Chi-squared distribution with one degree
of freedom. The profile likelihood based 95% confidence intervals based are
depicted in Figure 4.3.
The hazard ratio for the distance effect and its standard error from the
stratified model is precisely the same as that of the fixed effects model. The
hazard ratio estimate of the frailty model corresponds to 0.962 and does not
differ significantly from one. The standard error of β is similar to that of
the marginal model and substantially smaller than that of the fixed effects
model. The hazard ratio estimate of the frailty model sits in between the
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Figure 4.3: The (profile) likelihood of β in the naive and the fixed effects
model. The circles refer to the maximum likelihood estimate in the two
models. The horizontal lines on the two curves correspond to the 95% con-
fidence intervals for βˆ in the naive and the fixed effects model.
marginal and fixed effects model. The estimate of the variance equals σˆ2 =
0.395. A way to interpret this variance in terms of relevant summary statis-
tics can be found in Duchateau and Janssen (2005).
Finally, the output from the extended frailty model is βˆw “ ´0.116
(se=0.075) and βˆb “ 0.072 (se=0.233). The direction of the distance ef-
fect is thus different within and between villages. The relationship is shown
in Figure 4.4.d. The variance of the random effect has decreased to 0.269; a
substantial part of the between village variance has thus been explained by
introducing the distance effect at the village level. Note that the standard
error for the between village effect of the distance is much larger than that
for the within village effect of the distance, which is due to the small number
of replicates at that level, i.e., only 16 villages.
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4.5 Understanding the model differences
through the partial likelihood expressions
The partial likelihood expression for the naive model (4.1) is given by
Ln “
rź
i“1
niź
j“1
˜
exppxijβqř
klPRpyijq
exppxklβq
¸δij
(4.7)
with Rpyijq “ tkl : ykl ě yiju the risk set at event time yij comprising all
subjects still at risk at that time.
The actual distance from the dam is taken for a particular child as risk
factor without any correction for the village to which the child belongs. This
leads to the relationship depicted in Figure 4.4.a.
The partial likelihood expression for the fixed effects model (4.2) is given
by
Lf “
rź
i“1
niź
j“1
˜
exppxijβ ` fiqř
klPRpyijq
exppxklβ ` fkq
¸δij
(4.8)
If there exists an effect of distance from the dam at the village level, then
this effect will be modeled by the fixed effects, rather than by the distance
effect. The remaining distance effect, within village, will be modeled by the
distance effect β, after adjustment for the village effect, which leads to the
relationship depicted in Figure 4.4.b. The within village distance effect has
different direction than the distance effect in the marginal model, i.e., the
hazard decreases with increasing distance from the dam. Each village has
now its distinct relationship, and part of the effect of the distance from the
dam sits in the differing intercepts of the lines related to the different villages.
The same phenomenon can be demonstrated even more clearly in the
stratified model (4.3) with partial likelihood given by
Ls “
rź
i“1
niź
j“1
˜
exppxijβqř
ilPRipyijq
exppxilβq
¸δij
(4.9)
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with Ripyijq “ tl : yil ě yiju the risk set at event time yij comprising all sub-
jects in village i still at risk at that time. In the stratified model, the distance
effect is fully related to the within village effect.
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Figure 4.4: The estimated hazard ratio in the different models as a function
of the distance from the dam, with a child at distance zero from the dam
(and fixed or random village effect equal to zero for the respective models) as
reference category, with a) the naive model b) the fixed effects model c) the
frailty model with individual distance and d) the frailty model with mean
village distance and deviation from mean distance.
Finally, the frailty model (4.4) has the following partial likelihood expres-
sion
Lr “
rź
i“1
niź
j“1
˜
exppxijβ ` wiqř
klPRpyijq
exppxklβ ` wkq
¸δij rź
i“1
1?
2πσ2
exp
ˆ´w2i
2σ2
˙
(4.10)
4.5. UNDERSTANDING THE MODEL DIFFERENCES
THROUGH THE PARTIAL LIKELIHOOD EXPRESSIONS 105
The first factor of this partial likelihood is essentially the same as the
fixed effects model. The second factor is often called the penalty term. Re-
mark, however, that the penalty term is not necessarily smaller than 1. The
penalty term needs to be interpreted conditionally on a fixed value for σ2.
Given a particular value of σ2, the largest value for the penalty term is ob-
tained for the wi’s all equal to zero, and the more that the wi’s differ from
zero, the smaller the penalty term will get (and the more the likelihood will
be penalised). Along the same lines, it is to be noted that the penalised
partial likelihood expression (4.10) cannot be maximised simultaneously for
all the parameters, i.e., β, the wi’s and σ
2. Duchateau and Janssen (2008, p.
217) demonstrated that the profile likelihood for σ2 is increasing further with
increasing values for σ2 beyond the maximum likehood estimator. Maximum
likelihood estimates are obtained by iterating between the estimation of σ2,
based on the predictions of the wi’s in the previous step, and the estima-
tion of the other parameters, given the estimation of σ2 of the previous step
(McGilchrist and Aisbett, 1991).
The more wi differs from zero for fixed σ
2, the smaller the penalised
partial likelihood will be. This has important implications for the estimation
of β. Without the penalty term, the estimates for the wi’s would be the same
as the fixed effects estimates. Due to the penalty term, the random effect
estimates are shrunk towards the mean, i.e., zero. The random village effect
estimates will therefore, in absolute terms, be smaller than the fixed village
effect estimates. Due to the shrinkage, part of the effect of the distance at the
village level will be transferred to the distance covariate effect. This results in
a distance effect estimate between the estimate of the marginal and the fixed
effects model. The distance effect estimate in the frailty model is therefore a
weighted combination of the within village and between village effect of the
distance. This is demonstrated in Figure 4.4.c. The lines representing the
different villages are closer together compared to the fixed effects model, and
at the same time the within village effect, represented by the common slope,
is between the slope of the marginal and the fixed effects model.
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4.6 Simulation
In order to study the confounding between the effect of the distance and the
clustering mechanism further, we consider two different possible scenarios
which are studied through simulations.
We differentiate between the effect of distance within the cluster, βw, and
the effect between the clusters, βb. In the first scenario, the two effects are
the same, βw “ βb, and either differ from zero or not. In a second scenario,
there is an effect of distance between the villages, βb “ 0, but not within the
village, βw “ 0. This might happen when a village must be close enough to
the dam for the mosquitos to reach the village, but once the mosquitos reach
the village, they will spread throughout the village.
We simulated 1500 datasets for each of the two scenarios using the ex-
tended frailty model (4.5), but replacing the unspecified function h0ptq with a
piecewise constant baseline hazard function (constant hazard within a season-
year period) estimated from the data. Frailties are generated from a normal
distribution with mean zero and variance equal to 0.270. In the first sce-
nario, we set βw “ βb “ 0.0531, whereas in the second scenario βw “ 0 and
βb “ 0.0531.
Table 4.2: Simulation results for the different models with two different sce-
narios.
Scenario 1: βw=βb=0.0531 Scenario 2: βw=0 & βb=0.0531
Model Parameter Median (5%;95% quantile) Median (5%;95% quantile)
Naive β 0.048 (-0.054;0.150) 0.044 (-0.057;0.150)
Marginal β 0.048 (-0.054;0.150) 0.044 (-0.057;0.150)
Fixed effects β 0.052 (-0.060;0.166) -0.000 (-0.113;0.114)
Frailty β 0.053 (-0.029;0.136) 0.026 (-0.057;0.111)
Extended βw 0.052 (-0.060;0.168) -0.000 (-0.112;0.090)
βb 0.051 (-0.058;0.161) 0.051 (-0.059;0.160)
The first scenario is straightforward, in that both β’s describe the same
relationship, and the different models will lead to similar results, as demon-
strated in Table 4.2. In scenario 2, however, a distance effect will be found
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in the marginal model approach due to the difference between villages, but
such an effect will not be found in the fixed effects model; the effect will be
sublimated by the fixed village effects. The frailty model will try to accom-
modate a part of the between village distance effect in the covariate due to
the penalisation of the frailty terms. On the other hand, the fact that no
such distance effect exists within a village leads to some discordance between
observed and expected values in a village.
4.7 Discussion
Different models that cope with clustering in survival data can lead to contra-
dictory results when the covariate of interest is confounded to a large extent
with the clustering mechanism. The marginal model leads to quite different
results compared to the other models, especially if the within village distance
effect differs from the between village distance effect. In the marginal model,
the overall effect of distance is studied, whereas in the fixed and stratified
model, rather the within village effect of distance is investigated. The frailty
model somehow combines these two approaches, but the way these two esti-
mates are combined depends on factors that are hidden for the data analyst.
However, there are cases where scientific interest focuses exclusively on clus-
ter level effects. For example, in the malaria study considered here, one of
the major interests of the study is to investigate the impact of village (clus-
ter) proximity to the dam on malaria incidence. The set-up of the study was
done in such a way to have 8 at risk villages and 8 control villages, mainly
based on maximum flying distance of mosquito (Yewhalaw et al., 2010). Due
to this, the “treatment” is more related to the cluster than the individual
household, and hence, clustering is more related to the covariate of interest,
which is distance from the dam. Likewise, Haas et al. (2003) studied the
effect of community level predictors on individual level health care decisions.
In such type of situations, inference should necessarily also include about the
between-cluster effect of the covariate. Therefore, we propose to extend the
frailty model so that the between and within village distance effect can be
estimated separately.
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4.8 Conclusion
The frailty model is often considered the standard model for clustered sur-
vival data. In a certain sense, it is the most efficient model under certain as-
sumptions, in that it has the smallest standard error (Wild, 1983; Duchateau
and Janssen, 2008). This increase in efficiency, as compared to the fixed
effects model, is obtained by the so-called recovery of between blocks infor-
mation (Patterson and Thompson, 1971). The frailty model estimate is a
weighted combination of the within and between village estimate of the dis-
tance effect. Such a weighted combination, however, makes only sense if the
same relationship holds between and within clusters (blocks), i.e., village.
This assumption, however, is questionable for the type of dataset that is
considered here (see for instance scenario 2 in the section 4.6). Therefore, in
such situation, we advice to split covariates into two orthogonal covariates,
one referring to the covariate effect between clusters, and another referring
to the covariate effect within clusters.
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Appendix
Consider the fixed effects model (4.2) and denote the observed information
matrix by
I “
¨
˚˚˚
˝
abb ab1 ¨ ¨ ¨ abk
ab1 a11 ¨ ¨ ¨ a1k
...
...
. . .
...
abk a1k ¨ ¨ ¨ akk
˛
‹‹‹‚“
ˆ
abb Abf
Afb Aff
˙
where, with ℓ the partial likelihood evaluated at the maximum likelihood
estimates βˆ and fˆj, j “ 1, . . . , k,
abb “ ´ B
2ℓ
Bβ2
abj “ ´ B
2ℓ
BβBfj , j “ 1, . . . , k
ajl “ ´ B
2ℓ
BfjBfl , j, l “ 1, . . . , k
and Abf “ pab1, . . . , abkq and Afb “ A1bf .
The variance-covariance matrix is then estimated by the inverse of I,
I´1 “
ˆ
abb Abf
Afb Aff
˙
The first element, corresponding to the estimate of the variance of βˆ is
given by
abb “ 1
abb
`
1´ AbfAfb
˘
(4.11)
In the case of independence between βˆ and the fˆj’s, the variance of βˆ
corresponds to a´1bb as A
bf “ Afb “ 0. The second term of the rhs of (4.11)
is always larger than 1 which can be shown by rewriting it as
1´ AbfAfb “ 1` a´1bb AbfAffAfb
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with abb ě 0, and AbfAffAfb a positive definite (p.d.) quadratic form as Aff
corresponds to the variance-covariance matrix of the fˆj’s, and is therefore a
p.d. matrix.
This second term is called the variance inflation term, and quantifies the
inflation of the variance of βˆ due to the covariance between βˆ and the fˆj’s.
Chapter 5
General discussion and
concluding remarks

5.1. GENERAL DISCUSSION 115
5.1 General discussion
The malaria dataset in this thesis was mainly used to assess the impact of
living near or far from a hydropower dam on the hazard of a malaria event.
Such a dam can serve as a breeding habitat for the malaria vector. For
this purpose, a cohort of 2082 children (households) from 16 villages located
at different distances from the Gilgel Gibe dam were enrolled and followed
up for two years, between 2008 and 2010, on a weekly basis. Households
are clustered within villages. Mainly due to the fluctuation of climatic vari-
ables, such as rainfall and relative humidity, substantial variation of malaria
incidence was observed between seasons in the study area. Peak malaria
incidence occurred during the main rainy season, whereas low and relatively
moderate levels of malaria incidence occurred during the short rainy season.
We mainly investigate the effect of the distance from the dam on malaria
incidence. The most detailed information (raw data) in the malaria dataset
consists of the time to malaria or censoring, yij , the censoring indicator,
δij, and the distance of each household from the dam shore, xij . There are
different ways of modeling such type of data. Such raw data can also be sum-
marized at the level of the cluster (village), resulting in count data. Such
count data can be analysed by Poisson regression modeling. In other cases,
investigators have simplified the data, and only use the censoring indica-
tor, denoting whether the child had an event (malaria) during the follow-up
period or not (i.e binary data). Such binary data can then be handled by
logistic regression modeling (Lindsey, 1998).
The better approach, however, is to model the most detailed information,
i.e., the individual time to event data. The Cox proportional hazards model,
with the baseline hazard left unspecified, is the standard model for most
data modelers when using the individual time to event data. Further, the
presence of clustering in the dataset, as in the case of the malaria data, can
be handled by the introduction of a random effect term in this model. Such
models are known as frailty models. More specifically in the shared frailty
model the random effect (frailty) value is shared by all subjects in the same
cluster (Duchateau and Janssen, 2008).
The Cox model with unspecified baseline hazard, however, is not our
model of choice for the malaria dataset. Large seasonal variation occurs re-
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sulting in substantial variation of malaria incidence over the year in the study
area. This is essential information, that needs to be captured by the model.
The seasonal covariates, however, cannot be handled by partial likelihood,
as each subject in a particular risk set will share the same value for the co-
variate. Therefore, we opted for a parametric frailty model with piecewise
constant hazard, assuming different baseline hazard for each period (season-
year combination).
Apart from the above mentioned model, count (Poisson) regression mod-
eling is another possible approach to assess the effect of distance from the
dam on malaria incidence. In this modeling approach, summary statistics,
i.e., number of events and time at risk per village-period combination, are
used rather than individual event times. In such Poisson regression models,
random effects are also included for village, as in the case of frailty model.
There is, however, a substantial difference between the clustering taken into
account by the random effects in the two models. In the frailty model, the
clustering refers to space, i.e., two subjects share the same village, and there-
fore the same frailty. In the Poisson regression model, the clustering refers
to time, i.e., counts of the same village measured at different periods.
Although the model specifications appear very different for the frailty
model based on individual event times and the Poisson regression model
based on aggregated data, it is shown in Chapter 3, that equivalence exists
between the likelihood of the two models if the mean cluster distance from
the dam is used as surrogate for individual distance in the frailty model.
When most of the variation of distance from the dam is due to villages, and
less so due to households within villages, we expect only minor differences
between the two modeling approaches. Thus, although the model specifi-
cations of the mixed Poisson regression model and the piecewise constant
frailty model are quite different, the two modeling approaches give the same
parameter estimates, apart from the fact that the mixed Poisson regression
model uses mean risk factors (i.e., mean of the household distances to the
dam), whereas the frailty model uses individual risk factors (i.e., individual
household distance to the dam). The mean cluster distance vector is com-
pletely confounded with the random effects, i.e., the mean cluster distance
vector is contained in the space spanned by the random effects. As the ran-
dom effects therefore cope with the between village difference, the parameter
estimate for the effect of distance from the dam will mainly relate to the
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effect of distance within a village.
The next practical question is then, how to handle and use individual
level covariates, such as, household distance from the dam (which is highly
confounded with the clustering structure) in the malaria dataset?
The frailty model is considered to be the standard model as it allows to
incorporate the individual level covariates (household distance from the dam)
in the model. One of the key assumptions of the ordinary frailty model, how-
ever, is independence between the covariates and the random effects. This
is certainly not the case for our dataset. Furthermore, the interpretation of
parameter estimates from this model is not straightforward due to the afore-
mentioned confounding problem. As presented and discussed in Chapter 4,
this is mainly due to the fact that the variation of distance in the malaria
dataset, is partially due to the variation between villages and partially due
to the variation within villages.
In order to get more insight in the meaning of the parameter estimates
from this model, we fitted marginal and conditional time to event models
to the malaria data, and we compared parameter estimates from these two
models. Though it was expected that the direction of the effect would be
the same in the two models, the hazard ratio from the marginal and condi-
tional models are 1.058 and 0.962, respectively. The fact that the sign of the
parameters estimates from these two models have changed, indicates that
the parameter estimates have a different meaning. That is, in the marginal
(conditional) model, the hazard of a malaria event is increasing (decreasing)
with increasing distance from the dam.
Also other models were put into context, namely fixed effects, conditional
and marginal models using individual and mean distances from the dam sep-
arately as a covariate.
Fixed effects model: As the name implies, in a fixed effects model, the
cluster is introduced in the model as fixed effect term, primarily to take care
of the clustering in the data. However, because of the complete confounding
between the covariate and the fixed effect terms, the effect of mean distance
on malaria incidence cannot be estimated in the fixed effects framework. On
the other hand, the fixed effects model can be fitted in the case of individual
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distance from the dam, where the fixed effects part accommodates for the
effect of mean distance in a non-structured way. The remaining unexplained
part is taken up by the parameter estimates for the within cluster distance
effect. The parameter estimate in the fixed effects model thus refers to the
within village distance effect.
Conditional model: The effect of either individual or mean distance on
time to malaria can be studied using the conditional time to event model,
frailty model, where the clustering in the data is handled by the random
effect (frailty) term in the model. Unlike the fixed effects model, the mean
distance can be fitted without any problem in the conditional model. This
is due to the fact that there is a penalty term in the likelihood for the frail-
ties, not for the parameters to be estimated. Because of this penalisation of
the frailty terms, the model will try to accommodate a part of the between
village distance effect in the covariate. The fact that the distance within a
village is different from the between villages leads to some discordance be-
tween observed and expected values in a village.
One of the major research objectives of the malaria study considered in
this thesis is to investigate the impact of village proximity (control versus
at-risk villages) to the dam on malaria incidence. Therefore, clusters are
more related to the covariate of interest, distance from the dam, than indi-
vidual households. In such situations, where the covariate of interest is highly
related to the clusters rather than the within cluster component, covariate
decomposition into between and within cluster components has been rec-
ommended, as one alternative way of handling the problem of confounding
(Neuhaus and Kalbfleisch, 1998; Neuhaus and McCulloch, 2006; Sjo¨lander
et al., 2013).
Marginal model: The other possible approach is the marginal model,
where the clustering in data is left unspecified. The parameter estimates
are consistent with the population parameters, when fitting a model without
cluster effects. The standard errors of the parameter estimates, however,
are not consistent; instead a robust variance estimator is used for inference
purposes (Lin and Wei, 1989; White, 1982; Lipsitz and Parzen, 1996). Unlike
the fixed effects and the ordinary conditional (frailty) models, under the
marginal time to event models all the variation in data can be used to explain
the effect of distance from the dam on malaria incidence.
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5.2 Concluding remarks
In this section overall conclusions and possible recommendations based on
the research outputs are presented. Since, this thesis contains both statistical
as well as malaria research findings, this section is organized into two parts;
namely the statistics and malaria conclusion parts.
5.2.1 Conclusion: statistics
Although different types of models have been used in the past to describe
time to malaria data, such as the Poisson regression on aggregated count
data, or logistic regression, using only the censoring indicator, genuine sur-
vival models use the available data in the most efficient way.
The frailty Cox model is a standard model for multivariate or clustered
survival data. This model has the advantage that no baseline hazard function
needs to be specified. However, in epidemic malaria, the malaria incidence
varies substantially over time, which is of interest by itself. Seasonal co-
variates, however, cannot be dealt with by the Cox model. Therefore, an
alternative but also very flexible approach is used: a parametric piecewise
constant baseline hazard.
The proposed frailty model with parametric baseline hazard is easy to
implement. However, in the context of the malaria dataset with confounding
between the clustering factor and the covariate of interest, the interpretation
of the parameter estimates is difficult and may not be that much relevant in
a practical sense. This is because, the parameter estimates from this model
refer to the effect of the weighted combination of the within and between
village distance effect from the dam on malaria incidence. This problem is
related to the data structure and is generally true, not only for frailty models,
but also for any model including random effects that are confounded with
the covariate of interest in the model, e.g., also mixed model.
Therefore, in such situation, where there is confounding between the co-
variate of interest, household distance from the dam, and the clustering struc-
ture, village, we advice to either use marginal models with robust standard
errors or the extended frailty model with two orthogonal covariates, one re-
ferring to the covariate effect between villages, and another referring to the
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covariate effect within villages.
5.2.2 Conclusion: malaria
Transmission of malaria around Gilgel Gibe dam occurs throughout the year
but is clearly seasonal with an incidence peaking during October/November
and with more than 75% of the cases occurring in less than or equal to six
months. The seasonality of malaria incidence was consistent over the two
years study period and is comparable to observations in other parts of the
country (Mabaso et al., 2007).
The time to event analysis did not reveal any significant association
between the malaria incidence and the household distance from the dam.
Though it was non-significant, the hazard of getting malaria was increasing
with increasing household distance from the dam. Such unexpected trend
was observed possibly because of one study village, namely Kara, which is
located far from the dam but yet has a high malaria incidence. Such dis-
crepancies could have been minimized if a larger number of replications at
cluster level (villages) would have been used in the study. Therefore, with
the current knowledge we conclude that the dam has no major role on the
dynamics of malaria incidence.
The dam, however, had a significant impact on mosquito density. Higher
densities of the malaria vector were recorded during the wet season in villages
nearer to the dam as compared to villages located further away from the
dam. This apparent paradox (malaria incidence not linked and mosquito
abundance linked to the distance from the dam) can be explained due to
large seasonal effect in the study area. Indeed, as presented and discussed
in Chapter 2, a clear difference was noticed both in malaria incidence and
mosquito density between the rainy and the dry season. The high numbers
of malaria vectors during the rainy season was higher near the dam, but
due to a saturation effect, the influence on the incidence was only marginal.
During the dry season, the levels of mosquitoes were low and likewise the
dam did not result in a sufficient augmentation of malaria incidence. The
apparent distance-malaria incidence paradox therefore could be attributed
to the seasonal effect.
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5.3 Future research perspective
In this thesis different models are proposed and used to assess the effect of
distance from the dam on malaria incidence in the presence of a clustering
structure that is confounded with distance from the dam. The piecewise con-
stant shared frailty model was used and further extended to a between-within
shared frailty model to address the problem of the correlation between the
covariate of interest and the clustering structure. However, in such models,
households in the same village (cluster) share the same frailty value, which
might not be the case in reality. We recommend to undertake further re-
search to model such data using more complex spatial correlation structures
based on the distance between households, rather than simple shared frailty
model.
In Chapter 3 of this thesis, to gain insight in the temporal and spatial as-
pects of the malaria dataset, frailty models with periodwise constant baseline
hazard and mixed Poisson regression models by aggregating for each period
event at the village level were used and compared. The risk factor in both
models was the distance to the dam and we studied the effect of the risk fac-
tor on malaria incidence. Moreover, based on a simulation study, the power
loss caused by using village averaged distance instead of individual distance
is studied and quantified. We found that a reduction of 50% of the total time
at risk in each village was negligible. This can be done in practice by either
reducing the number of children in the village, or reducing the time to follow-
up of each individual child. In such a setting, it might be advantageous to
use less labor intensive sampling schemes with less community fatigue than
the weekly individual follow-up scheme used in this malaria study. Since our
results are based on a small simulation study, using these research outputs
as a starting point, we recommend such type of studies in a more detailed
way.

Bibliography
Duchateau, L. and Janssen, P. (2008). The frailty model, Springer-Verlag ,
New York.
Lin, D. and Wei, L.-J. (1989). The robust inference for the cox propor-
tional hazards model, Journal of the American Statistical Association
84(408): 1074–1078.
Lindsey, J. (1998). Counts and times to events, Statistics in Medicine 17(15-
16): 1745–1751.
Lipsitz, S. R. and Parzen, M. (1996). A jackknife estimator of variance for
cox regression for correlated survival data, Biometrics pp. 291–298.
Mabaso, M., Craig, M., Ross, A. and Smith, T. (2007). Environmental pre-
dictors of the seasonality of malaria transmission in Africa: the challenge,
The American Journal of Tropical Medicine and Hygiene 76(1): 33–38.
Neuhaus, J. M. and Kalbfleisch, J. D. (1998). Between-and within-cluster
covariate effects in the analysis of clustered data, Biometrics pp. 638–645.
Neuhaus, J. M. and McCulloch, C. E. (2006). Separating between-and within-
cluster covariate effects by using conditional and partitioning methods,
Journal of the Royal Statistical Society: Series B (Statistical Methodology)
68(5): 859–872.
Sjo¨lander, A., Lichtenstein, P., Larsson, H. and Pawitan, Y. (2013). Between–
within models for survival analysis, Statistics in medicine .
White, H. (1982). Maximum likelihood estimation of misspecified models,
Econometrica: Journal of the Econometric Society pp. 1–25.
123

Summary

SUMMARY 127
The research presented in this thesis is motivated by the research question
whether hydro-electric dams have an impact on malaria incidence. This re-
search question is investigated using data on malaria incidence around the
Gilgel Gibe hydro-electric dam in southwestern part of Ethiopia. More specif-
ically, the distance from the dam of a household is considered as a risk factor
for malaria.
The specific problem that arises in these data is the confounding of the
clustering, i.e., the village, with the covariate of interest, i.e., distance from
the dam, as a substantial part of the variation in distance is obviously related
to the village location. The effect of this confounding problem is investigated
in the multivariate survival data.
In Chapter 1, the burden and epidemiology of malaria is put into context
for Ethiopia. The structure of the malaria dataset is described. Finally a
review of different modeling approaches for clustered survival data is given.
In the malaria data, households are clustered within villages in the study
area. The underlying assumption in a standard (univariate) survival model
is that the survival times of different subjects are independent from each
other. That is, all individuals sharing the same covariate information are
subject to the same risk. In practice, however, such as in the case of the
malaria data, this is not often the case, as the population may be a mixture
of individuals with different risks. Several models that take into account
such clustering of observations in survival analysis, such as the fixed effects,
stratified, marginal, and conditional modeling approach are presented and
discussed in Chapter 1. Due to the large seasonal variation occurring in the
study leading to substantial variation of malaria incidence over the year, a
parametric conditional survival model with piecewise constant hazard, as-
suming different baseline hazard for each season per year is used.
In Chapter 2, frailty and mixed effects Poisson regression models are ap-
plied to investigate whether household distance from a hydro-electric dam has
an influence on malaria incidence risk and/or on mosquito (malaria vector)
abundance, and thereby assessing the dynamics of malaria and its vectors in
southwestern part of Ethiopia as a function of season and distance from the
dam.
We found a non-significant association between the malaria incidence and
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the household distance from the dam. The dam, however, had a significant
impact on mosquito density. Higher densities of the malaria vector were
recorded during the wet season in villages nearer to the dam as compared to
villages located further away from the dam. Large seasonal variations in the
study area resulted in the paradox of the absence of a dam effect on malaria
incidence whereas the mosquito abundance is influenced by the dam. That
is, malaria vectors were more abundant during the rainy season near the
dam, but due to a saturation effect, the influence on malaria incidence dur-
ing that season was only marginal. During the dry season, few mosquitoes
were present, even close to the dam and likewise the dam did not result in
an augmentation of malaria incidence.
In Chapter 3, the performance of both the marginal and conditional Pois-
son regression models and hazard models are compared for the modeling
the effect of the distance from the dam on malaria incidence. It is proven
that equivalence exists between the conditional Poisson regression model and
frailty model whenever the average distance of the village from the dam is
used for the frailty model instead of the individual household distance. On
the other hand, the direction of the distance effect changed when using indi-
vidual household distance in the frailty model instead of the average village
distance. The main reason for this reversal is that the distance effect in the
frailty model mainly relates to the within village effect, whereas the between
village effect is modeled through the frailty terms.
Furthermore, a simulation study was performed to compare the power of
the mixed Poisson regression model and the frailty model. The power loss in
the malaria data was negligible, when using village averaged distance instead
of individual household distance from the dam. In such a setting, it might be
advantageous to use less labor intensive sampling schemes than the weekly
individual follow-up scheme used in this study. The proposed alternative
sampling schemes might also avoid community fatigue, a typical problem in
such research projects.
In Chapter 4, various modeling techniques in survival data analysis were
compared. The marginal model, the fixed effects model, the stratified model
and the frailty model are presented and compared in the context of modeling
the effect of household distance from a dam on time to malaria, with the dis-
tance highly confounded with the clustering structure. We found that these
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different models that cope with clustering in survival data led to contradic-
tory results when the covariate of interest is confounded to a large extent with
the clustering mechanism. The marginal models led to quite different results
compared to the other models, especially if the within village distance effect
differed from the between village distance effect. The frailty model somehow
combines these two approaches, but the way these two estimates are com-
bined depends on factors that are hidden for the data analyst. Therefore, we
extended the frailty model so that the between and within village distance
effect could be estimated separately. In the extended model, the distance
covariate was divided into two orthogonal parts, a covariate corresponding
to the mean distance of the cluster, and a covariate corresponding to the
deviation of the subject from the cluster mean.
Further, in order to study the confounding between the effect of the dis-
tance and the clustering mechanism, we investigated two different possible
scenarios which were studied through simulations studies, where we differen-
tiate between the effect of distance within the cluster and the effect between
the clusters. In the first scenario these two effects are assumed to be the
same, and the different models led to similar results. In scenario 2, however,
it was assumed that there was only an effect of the distance between villages,
but not within villages. We found a distance effect in the marginal model
approach due to the difference between villages, but such an effect was not
found in the fixed effects model; the effect was sublimated by the fixed vil-
lage effects. The frailty model accommodates a part of the between village
distance effect in the covariate due to the penalisation of the frailty terms.
On the other hand, the fact that no such distance effect existed within a
village led to some discordance between observed and expected values in a
village.
Although, the frailty model is often considered to be the optimal model for
clustered survival data, in the case of the malaria data, parameter estimates
from this model are a weighted combination of the within and between village
estimate of the distance effect on time to malaria. Such a weighted combina-
tion, however, makes only sense if the same relationship holds between and
within clusters, i.e., village. This assumption, however, is questionable for
the dataset that is considered here. Therefore, in such situation, where there
is confounding between the clustering structure (village) and the covariate
of interest (household distance from the dam), we recommend to use either
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marginal models with robust standard errors or a frailty model with two
orthogonal covariates, one referring to the covariate effect between villages,
and another referring to the covariate effect within villages.
Samenvatting
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De motivatie voor het onderzoek dat in deze thesis wordt voorgesteld bestaat
uit de onderzoeksvraag of hydro-electrische dammen een invloed hebben op
de incidentie van malaria. Deze onderzoeksvraag wordt bestudeerd aan de
hand van gegevens aangaande de incidentie van malaria rond de Gilgel Gibe
dam in Ethiopie¨. Meer specifiek wordt het effect van de afstand tot de dam
van de woonst beschouwd als risicofactor voor malaria.
Het specifieke probleem dat zich voordoet in deze gegevens bestaat uit
het feit dat het clustereffect dat samenhangt met een dorp sterk verstrengeld
is met de risicofactor die ons aanbelangt, i.e., de afstand tot de dam, omdat
een belangrijke deel van de variatie in de afstand samenhangt met de locatie
van de dorpen. Het effect van deze verstrengeling wordt bestudeerd voor
deze multivariate overlevingsgegevens.
In Hoofdstuk 1 wordt eerst het probleem van malaria in Ethiopie¨ en de
epidemiologie van de ziekte beschreven. Vervolgens wordt de structuur van
de malaria gegevens voorgesteld. In een derde deel wordt een kort overzicht
gegeven van de verschillende mogelijke modellen die deze gegevens kunnen
beschrijven. De malaria gegevens zijn gegroepeerd in dorpen in het studiege-
bied. In het standaard overlevingsanalysemodel wordt er van uit gegaan dat
de overlevingstijden van personen onafhankelijk zijn van elkaar. Dat houdt
dan in dat alle personen met dezelfde risicofactoren ook een zelfde risico
hebben voor malaria. In de praktijk echter bestaat een data set gewoonlijk
uit een groep personen met verschillend risico, en dat is niet anders voor
de malariagegevens. Er bestaan verschillende modellen die het voorkomen
van groepen personen in de gegevens in rekening kunnen brengen, zoals het
’fixed effect’ model, het gestratifieerde model, het marginale model en het
conditionele model. Deze modellen worden summier besproken in Hoofdstuk
1. De regio waar deze gegevens werden verzameld wordt gekarakteriseerd
door een grote seizoenale variatie, wat tevens leidt tot grote verschillen in
de incidentie van malaria over een jaar. Malaria is vooral epidemisch in
deze streek. Om deze seizoenale effecten op afdoende wijze te modelleren,
werd gebruik gemaakt van een ’piecewise’ constante risicofunctie, i.e., in een
bepaalde seizoen-jaar combinatie neemt de risicofunctie een constante waarde
aan, maar ze varieert van seizoen tot seizoen en van jaar tot jaar.
In Hoofdstuk 2 worden zowel ’frailty’ modellen als ’mixed effects’ Poisson
regressiemodellen gebruikt om te onderzoeken of de individuele afstand van
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een gezin tot de dam een effect heeft op de incidentie van malaria en het
voorkomen van de mug (de malaria vector). Het gebruik van deze model-
len verschaft inzicht in de dynamiek van de malaria transmissie in Zuidwest
Ethiopie¨ in functie van het seizoen en de aanwezigheid van de dam.
De associatie tussen de incidentie van malaria en de individuele afstand
tot de dam was niet statistisch significant. Anderzijds had de dam wel een
significant effect op het aantal muggen. In het regenseizoen werd een hogere
muggendensiteit opgemeten dichter bij de dam. Dit leidt tot de volgende
paradox: ondanks het feit dat de muggendensiteit in het regenseizoen hoger
is dichter bij de dam, resulteert dit toch niet in een verhoogde incidentie
van malaria. Deze paradox kan verklaard worden door de grote seizoenale
effecten die in de Gilgel Gibe regio bestaan. In het regenseizoen zijn er overal
veel muggen, zowel dicht bij als ver van de dam, en is er een saturatie-effect;
het aantal extra muggen dichter bij de dam heeft geen impact op de trans-
missie omdat het aantal muggen niet langer de beperkende factor is. In het
droge seizoen is het aantal muggen overal laag wat leidt tot een lage trans-
missie in de hele regio.
In Hoofdstuk3 worden de performantie van zowel het marginale als con-
ditionele Poisson regressie model en het hazard model vergeleken voor het
modeleren van het effect van de afstand tot de dam op de incidentie van
malaria. Er wordt aangetoond dat het conditionele Poisson regressie model
equivalent is aan het ’frailty’ model in zoverre de gemiddelde afstand van
het dorp tot de dam gebruikt wordt in het ’frailty’ model in plaats van de
individuele afstand. Indien de gemiddelde afstand van het dorp tot de dam
vervangen wordt door de individuele afstand in het frailty model, verandert
het effect van richting: in het ene model neemt de incidentie van malaria
toe in functie van de afstand, in het andere model neemt de incidentie af.
De hoofdoorzaak van deze verandering bestaat uit het feit dat het effect van
afstand in het ’frailty’ model vooral betrekking heeft op het effect binnen een
dorp, terwijl het effect van afstand tussen de dorpen voornamelijk gemod-
elleerd wordt door de ’frailty’ termen.
Er werd verder ook een simulatiestudie uitgevoerd om het onderscheid-
ingsvermogen van het conditionele Poisson regressiemodel te vergelijken met
het ’frailty’ model. Het verlies aan onderscheidingsvermogen in de malaria
data set was verwaarloosbaar wanneer de gemiddelde afstand van het dorp
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gebruikt wordt in plaats van de individuele afstand. Dit schept de mogeli-
jkheid om op andere manieren personen op te volgen in studies, die minder
arbeidsintensief zijn dan de wekelijkse opvolging die in onze studie werd ge-
bruikt. Dergelijke alternatieve opvolgingsmethoden kunnen ook voorkomen
dat de interesse daalt bij de gemeenschap aangezien ze minder vaak worden
bezocht.
In Hoofdstuk 4 worden verschillende modeleertechnieken voor overlev-
ingsgegevens vergeleken. Het marginale model, het ’fixed’ effecten model, het
gestratifieerde model en het ’frailty’ model worden voorgesteld en vergeleken
in de context van het modelleren van het effect van de afstand tot de dam op
de incidentie van malaria, waarbij de afstand tot de dam sterk verstrengeld
is met het groepseffect, i.e., het dorp. Verschillende van deze modellen leiden
tot contradictorische resultaten. Vooral het marginale model verschilt van
alle andere modellen, des te meer naarmate de verstrengeling tussen het dorp-
effect en het effect van de afstand groter is. Het ’frailty’ model ligt tussen het
’fixed’ effecten model en het marginale model, maar de wijze waarop die twee
modellen worden samengesmolten in het ’frailty’ model is onduidelijk, ook
voor de statisticus. Om meer inzicht te krijgen in bovenstaand model, werd
het ’frailty’ model uitgebreid om het effect van afstand binnen en tussen dor-
pen onafhankelijk van elkaar te modelleren. In dit uitgebreide model wordt
de afstand opgedeeld in twee orthogonale variabelen, een eerste variabele
komt overeen met de gemiddelde afstand van het dorp, de andere variabele
met de afwijking van de individuele afstand ten opzichte van de gemiddelde
dorpsafstand.
Voorts werd ook nog een simulatiestudie opgezet, waarbij twee verschil-
lende scenario’s worden uitgewerkt. In een eerste scenario worden gegevens
gegenereerd onder de veronderstelling dat het effect van afstand binnen een
dorp en tussen dorpen hetzelfde is; dit leidt er toe dat alle modellen soortgeli-
jke parameterschatters hebben. In een tweede scenario echter wordt veron-
dersteld dat er geen effect is van afstand binnen een dorp, maar enkel tussen
dorpen. In het marginale model wordt dan een effect van afstand gevonden,
maar dat is niet meer het geval voor het ’fixed’ effecten model. In het ’fixed’
effecten model wordt dit effect gemodelleerd door de ’fixed’ effecten. In het
’frailty’ model wordt een deel van het effect van de afstand tussen dorpen
in de schatter van de risicofactor opgenomen, in vergelijking met het ’fixed’
effecten model, doordat de ’frailties’ worden gepenaliseerd voor sterk afwijk-
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ende waarden.
Ondanks het feit dat het ’frailty’ model vaak wordt beschouwd als het
optimale model voor gegroepeerde overlevingsgegevens, bleek in het geval
van de studie van het effect van de afstand tot de dam op de incidentie van
malaria dat de parameterschatters van dit model moeilijk interpreteerbaar
zijn. De schatter van de risicofactor is een gewogen combinatie van het effect
van de afstand in een dorp en het effect van de afstand tussen dorpen. Een
dergelijke gewogen combinatie heeft echter alleen maar betekenis als die twee
onderliggende parameters hetzelfde zijn. Dit blijkt evenwel niet het geval te
zijn voor de malariagegevens. In het geval er een sterke verstrengeling bestaat
tussen de risicofactor en de groeperingsfactor, is het aan te raden om eerder
met marginale modellen te werken, of expliciet beide effecten, i.e., effect van
de risicofactor binnen de groep en tussen de groepen, te modelleren.
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