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Chapter 9
A sequence of new families in the stable
homotopy groups of spheres
In this Chapter, we will state and prove the existence of a sequence of
new families in the stable homotopy groups of spheres which is in base on
several papers of the author (especially [7][8][9][24]).As a preminilaries, in
§1 we introduce some spectra which is closely related to Moore spectrum
and Smith-Toda spectrum V (1) and state some of their properties. In §2
we state and prove a general result on the convergence of h0σ and h0σ
′ for
a pair of a0-related elements σ and σ
′. ( the generalization of [8] Theorem
A). §3 is devoted to state and prove a general result on the convergence
of (i′i)∗(h0σ) induces the convergence of (i
′i)∗(g0σ) in the stable homotopy
groups of Smith-Toda spectrum V (1) (the generalization of [7] Theorem II).
In §4 we prove a pull back Theorem in the Adam spectral sequence and as a
corollary of the main results in §2 and §4 , in §5 we obtain the convergence
of a sequence of h0hn, h0bn, h0hnhm, h0(hnbm−1 − hmbn−1) new families in
the stable homotopy groups of spheres. §6 concerns with the convergence of
a sequence of h0σγ˜s, g0σγ˜s-elements. In §7, we first prove hn Theorem and
then obtain the third periodicity γpn/s-families ([24] Theorem I and Theorem
II)). At last , in §8, the second periodicity βtpn/j,i+1-families in the stable
homotopy groups of spheres are detected.
§1. Some spectra closely related to the Moore spectrum and
Smith-Toda spectrum V (1)
Let M be the Moore spectrum given by the cofibration
(9.1.1) S
p
−→ S
i
−→M
j
−→ ΣS
Let α : ΣqM → M be Adams map and K be its cofibre given by the
cofibration
(9.1.2) ΣqM
α
−→M
i′
−→ K
j′
−→ Σq+1M
The above spectrum K which we briefly write as K actually is the Smith-
Toda spectrum V (1) in Chapter 6 §2.
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Now we introduce some spectra closely related to S,M or K . Let L
be the cofibre of α1 = jαi : Σ
q−1S → S given by the cofibration
(9.1.3) Σq−1S
α1−→ S
i′′
−→ L
j′′
−→ ΣqS.
Let Y be the cofibre of i′i : S → K given by the cofibration
(9.1.4) S
i′i
−→ K
r
−→ Y
ǫ
−→ ΣS.
Y actually is the Toda spectrum V (112 ), and it also is the cofibre of jα :
ΣqM → ΣS given by the cofibration
(9.1.5) ΣqM
jα
−→ ΣS
w
−→ Y
u
−→ Σq+1M ,
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma in the stable homotopy category (cf. Chapter 3 §7)
S
i′i
−→ K
j′
−→ Σq+1M
ց i ր i′ ց r ր u
(9.1.6) M Y
ր α ց j ր w ց ǫ
ΣqM
jα
−→ ΣS
p
−→ ΣS
Note that α1 ·p = p ·α1 = 0, then there exist π ∈ [Σ
qS,L] and ξ ∈ [L,S]
such that p = j′′π and p = ξi′′. since πqS = 0, then πqL ∼= Z(p){π}.
Moreover, i′′ξi′′ = i′′ · p = (p ∧ 1L)i
′′, then p ∧ 1L = i
′′ξ + λπj′′ for some
λ ∈ Z(p). By composing j
′′ on the above equation we have p·j′′ = j′′(p∧1L) =
λj′′π · j′′ = λp · j′′ so that λ = 1 and we have
(9.1.7) p ∧ 1L = i
′′ξ + πj′′.
By the following homotopy commutative diagram of 3× 3-Lemma
ΣqS
p
−→ ΣqS
α1−→ ΣS
ց π ր j′′ ց i ր jα ց i′′
(9.1.8) L ΣqM Σq+1L
ր i′′ ց h ր u ց j ր π
S
w
−→ Σ−1Y
ju
−→ Σq+1S
we obtain the following cofibration
(9.1.9) ΣqS
π
−→ L
h
−→ Σ−1Y
ju
−→ Σq+1S
and there are equations uh = i · j′′, h¯i′′ = w, π · j = i′′jα By 2αijα =
ijα2 + α2ij (cf. (6.5.3)), then we have α1α1 = 0 and so there are φ ∈
[Σ2q−1S,L] and (α1)L ∈ [Σ
q−1L,S] such that
(9.1.10) j′′φ = α1 = (α1)L · i
′′.
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Let W be the cofibre of φ : Σ2q−1S → L, then W also is the cofi-
bre of (α1)L : Σ
q−1L → S , This can be seen by the following homotopy
commutative diagram of 3× 3-Lemma
Σ2q−1S
α1−→ ΣqS
α1−→ ΣS
ց φ ր j′′ ց i′′ ր (α1)L
(9.1.11) L ΣqL
ր i′′ ց w ր u ց j′′
S
wi′′
−→ W
j′′u
−→ Σ2qS.
that is, we have two cofibrations
(9.1.12) Σ2q−1S
φ
−→ L
w
−→W
j′′u
−→ Σ2qS
(9.1.13) Σq−1L
(α1)L
−→ S
wi′′
−→W
u
−→ ΣqL.
We write the Toda spectrum V (12 ) as K
′, it is the cofibre of jj′ :
Σ−1K → Σq+1S given by the cofibration
(9.1.14) Σ−1K
jj′
−→ Σq+1S
z
−→ K ′
x
−→ K
K ′ also is the cobibre of αi : ΣqS →M given by the cofibration
(9.1.15) ΣqS
αi
−→M
v
−→ K ′
y
−→ Σq+1S
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma
ΣqS
αi
−→ M
i′
−→ K
ց i ր α ց v ր x
(9.1.16) ΣqM K ′
ր j′ ց j ր z ց y
Σ−1K
jj′
−→ Σq+1S
p
−→ Σq+1S
By α1 ∧ 1M = ijα − αij, let α
′ = α1 ∧ 1K ∈ [Σ
q−1K,K], then j′α′ =
−(α1 ∧ 1M )j
′ = αijj′ ∈ [Σ−2K,M ]. By (9.1.16) we have y · z = p, then
y ·z ·y = p ·y = y(1K ′∧p), so that z ·y = 1K ′∧p. This is because [K
′,M ] = 0
which can be seen by the following exact sequence induced by (9.1.15)
0 = [Σq+1S,M ]
y∗
−→ [K ′,M ]
v∗
−→ [M,M ]
(αi)∗
−→
where [M,M ] ∼= Zp{1M} so that the above (αi)
∗ is monic. Moreover, by the
following homotopy commutative diagram of 3×3-Lemma we know that the
cofibre of αijj′ : Σ−1K → ΣM is K ′ ∧M given by the following cofibration
(9.1.17) Σ−1K
αijj′
−→ ΣM
ψ
−→ K ′ ∧M
ρ
−→ K
4
Σ−1K
αijj′
−→ ΣM
v
−→ ΣK ′
ց jj′ ր αi ց ψ ր1K′∧j
(9.1.18) Σq+1S K ′ ∧M
ր y ց z ր1K′∧i ց ρ
K ′
1K′∧p−→ K ′
x
−→ K
From (1K ′ ∧ j)(v ∧ 1M )mM = v(1M ∧ j)mM = v = (1K ′ ∧ j)ψ we
have (v ∧ 1M )mM = ψ and d(ψ) ∈ [Σ
2M,K ′ ∧M ] = 0. Similarly, from
mK(x∧1M )(1K ′∧i) = mK(1K∧i)x = x = ρ(1K ′∧i) we have ρ = mK(x∧1M )
and d(ρ) ∈ [ΣK ′ ∧M,K] = 0. Concludingly, up to sign we have
(9.1.19) ρ = mK(x ∧ 1M ), ψ = (v ∧ 1M )mM , d(ρ) = 0, d(ψ) = 0.
Let α′ = α1∧1K ∈ [Σ
q−1K,K], where α1 = jαi ∈ πq−1S, then j
′α′α′ =
0 and so by (9.1.17), there exists α′K ′∧M ∈ [Σ
q−1K,K ′ ∧ M ] such that
ρα′K ′∧M = α
′. and d(α′K ′∧M ) ∈ [Σ
qK,K ′ ∧M ] = 0. Hence ρα′K ′∧M i
′ =
α′i′ = i′(α1 ∧ 1M ) = ρ(vi ∧ 1M )(α1 ∧ 1M ) and so we have α
′
K ′∧M i
′ =
(vi ∧ 1M )(α1 ∧ 1M ) + λψ(ijαij) with λ ∈ Zp ,this is because [Σ
q−2M,M ] ∼=
Zp{ijαij}. Since the derivation d(α
′
K ′∧M ) = 0, d(i
′) = 0, d(vi ∧ 1M ) =
0, d(α1 ∧1M ) = 0, d(ψ) = 0 and d(ijαij) = −α1∧1M , then by applying d to
the above eqaution we have λψ(α1 ∧ 1M ) = 0 so that λ = 0. Concludingly
we have
(9.1.20) ρα′K ′∧M = α
′, α′K ′∧M i
′ = (vi∧ 1M )(α1 ∧ 1M ), d(α
′
K ′∧M ) = 0,
ρ(1K ′ ∧ ij)α
′
K ′∧M = −α
′′ ∈ [Σq−2K,K]
where we use d(α′′) = −α′ (cf. (6.5.5) ).
Proposition 9.1.21 Let p ≥ 5, V be any spectrum and f : ΣtK ′ →
V ∧K be any map, then f · z = 0 ∈ [Σt+q+1S, V ∧K].
Proof: By Theorem 6.5.16 and Theorem 6.5.19, there is a commutative
multiplication µ : K ∧ K → K such that µ(i′i ∧ 1K) = 1K = µ(1K ∧ i
′i)
and there is an injection ν : Σq+2K → K ∧K such that (jj′ ∧ 1K)ν = 1K .
Then by (9.1.14) we have z ∧ 1K = (z ∧ 1K)(jj
′ ∧ 1K)ν = 0 and f · z =
(1V ∧ µ)(1V ∧K ∧ i
′i)f · z = (1V ∧ µ)(f · z ∧ 1K)i
′i = 0. Q.E.D.
By (9.1.6) we have ǫ · w = p(up to sign), Then it is easy to proof
that w · ǫ = (1Y ∧ p). By the following homotopy commutative diagram of
3× 3-Lemma in the stable homotopy category
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ΣqM
α′i′
−→ ΣK
r
−→ ΣY
ց jα ր i′i ց(r∧1M )mKր1Y ∧j
(9.1.22) ΣS Y ∧M
ր ǫ ց w ր1Y ∧i ց
mM (u∧1M )
Y
1Y ∧p−→ Y
u
−→ Σq+1M
we know that the cofibre of α′i′ : ΣqM → ΣK is Y ∧M given by the following
cofibration
(9.1.23) ΣqM
α′i′
−→ ΣK
(r∧1M )mK
−→ Y ∧M
mM (u∧1M )
−→ Σq+1M .
By (9.1.10), α1 = j
′′ · φ, where φ ∈ π2q−1L. Then we have
(9.1.24) mM (uh¯ ∧ 1M )(φ ∧ 1M ) = mM (ij
′′ ∧ 1M )(φ ∧ 1M ) = α1 ∧ 1M .
Since α′i′ ·α = 0, then by the cofibration (9.1.23), there is αY ∧M ∈ [Σ
2q+1M,
Y ∧M ] such that α = mM (u∧1M )αY ∧M . In addition, mM (u∧1M )αY ∧MmM
(u ∧ 1M ) = αmM (u ∧ 1M ) = mM (u ∧ 1M )(1Y ∧ α) so that by (9.1.23) we
have αY ∧MmM (u ∧ 1M ) = 1Y ∧ α modulo (r ∧ 1M )mK ∗ [Σ
q−1Y ∧M,K]
= 0, this is because [ΣqK,K] = 0 = [Σ2qM,K] (cf. Theorem 6.5.9 and
Theorem 6.2.11). Note that d(αY ∧M ) ∈ [Σ
2q+2M,Y ∧M ] = 0, this is because
[Σq+1M,M ] = 0 and [Σ2q+1M,K] = 0 (cf. Theorem 6.2.11 ), then (ju ∧
1M )αY ∧M ∈ [Σ
q−1M,M ]∩ (kerd) ∼= Zp{α1 ∧ 1M} and so (ju∧ 1M )αY ∧M =
α1 ∧ 1M (up to scalar). In addition, mM (u ∧ 1M )αY ∧M · (α1 ∧ 1M ) =
α(α1∧1M ) = (α1∧1M)α = mM (u∧1M )(h¯φ∧1M )α, Then by (9.1.23) we have
αY ∧M (α1 ∧ 1M ) = (h¯φ ∧ 1M )α, this is because [Σ
3q−1M,K] = 0. Moreover
we have, (1Y ∧α)(h¯φ∧1M ) = αY ∧MmM (u∧1M )(h¯φ∧1M ) = αY ∧M (α1∧1M ).
Hence, we have the following relations
(9.1.25) mM (u ∧ 1M )αY ∧M = α, αY ∧MmM (u ∧ 1M ) = 1Y ∧ α,
(ju ∧ 1M )αY ∧M = α1 ∧ 1M (up to scalar)
αY ∧M (α1 ∧ 1M ) = (1Y ∧ α)(h¯φ ∧ 1M ) = (h¯φ ∧ 1M )α
where αY ∧M ∈ [Σ
2q+1M,Y ∧M ] ∩ (kerd) and φ ∈ π2q−1L.
Now recall the ring spectrum properties of the spetrumK. By Theorem
6.5.16 and (6.5.17), there is a homotopy equivalence K ∧K = K ∨ΣL∧K∨
Σq+2K and there are projections and injections
(9.1.26) µ : K ∧K → K, µ2 : K ∧K → ΣL ∧K, jj
′ ∧ 1K : K ∧K →
Σq+2K
i′i∧1K : K → K∧K, ν2 : ΣL∧K → K∧K, ν : Σ
q+2K → K∧K
such that (cf. Theorem 6.5.16, Theorem 6.5.19 )
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µ(i′i ∧ 1K) = 1K = µ(1K ∧ i
′i), (jj′ ∧ 1K)ν = 1K = (1K ∧ jj
′)ν ,
(i′i ∧ 1K)µ+ ν2µ2 + (jj
′ ∧ 1K)ν = 1K∧K , µ2(i
′i ∧ 1K) = 0.
Hence ,by (9.1.4), there exists µ2 ∈ [Y ∧K,ΣL∧K] such that µ2(r∧1K) = µ2
and d(µ2) = 0 ∈ [Y ∧K,L ∧K], this can be obtained from d(µ2(r ∧ 1K)) =
d(µ2) = 0 (cf. Theorem 6.5.19(H)). By the first equation of (9.1.25) ,
(9.1.23)(9.1.3) and the following homotopy commutative diagram (9.1.28)
of 3 × 3-Lemma we know that the cofibre of αY ∧M : Σ
2q+1M → Y ∧M is
ΣL ∧K given by the following cofibration
(9.1.27) Σ2q+1M
αY ∧M−→ Y ∧M
µ2(1Y ∧i
′)
−→ ΣL ∧K
j′(j′′∧1K)
−→ Σ2q+2M
ΣqM
α′i′
−→ ΣK
i′′∧1K−→ ΣL ∧K
ց i′ ր α′ ց(r∧1M )mKր µ2(1Y ∧ i
′)
(9.1.28) ΣqK Y ∧M
ր(j′′∧1K)ց j
′ րαY ∧Mց
mM (u∧1M )
L ∧K
j′(j′′∧1K)
−→ Σ2q+1M
α
−→ Σq+1M
Since ǫ∧1K = µ(i
′i∧1K)(ǫ∧1K) = 0, then the cofibration (9.1.4) induces
a split cofibration K
i′i∧1K−→ K ∧K
r∧1K−→ Y ∧K. that is, there is a homotopy
equivalence K ∧ K = K ∨ Y ∧ K so that Y ∧ K = ΣL ∧ K ∨ Σq+2Kand
there are projections µ2 : Y ∧ K → ΣL ∧ K , ju ∧ 1K : Y ∧K → Σ
q+2K
and injections νY : Σ
q+2K → Y ∧ K, ν2 : ΣL ∧ K → Y ∧ K such that
νY = (r ∧ 1K)ν and
(9.1.29) (ju∧1K)νY = 1K , µ2ν2 = 1L∧K , νY (ju∧1K)+ν2µ2 = 1Y ∧K .
By (9.1.1)(9.1.15)(9.1.3) and homotopy commutative diagram of 3× 3-
Lemma we can easily know that the cofibre of vi : S → K ′ is ΣL given by
the following cofibration
(9.1.30) S
vi
−→ K ′
k
−→ ΣL
ξ
−→ ΣS
with relations ξ ·i′′ = p so that ξi′′∧1M = p∧1M = 0 and so ξ∧1M = α(j
′′∧
1M ). In addition, ξi
′′∧1K = p∧1K = 0 so that ξ∧1K ∈ (j
′′∧1K)
∗[ΣqK,K]
= 0. Then , the cofibration (9.1.30) induces a split cofibration K
vi∧1K−→
K ′ ∧ K
k∧1K−→ ΣL ∧ K. That is to say, K ′ ∧ K splits into K ∨ ΣL ∧ K
so that there is ν ′2 : ΣL ∧ K → K
′ ∧K such that (k ∧ 1K)ν
′
2 = 1L∧K and
µ(x∧1K)(vi∧1K ) = 1K , (vi∧1K)µ(x∧1K)+ν
′
2(k∧1K) = 1K ′∧K . Moreover,
x(1K ′ ∧ ǫ) = (1K ∧ ǫ)(x ∧ 1Y ) = 0 ∈ [Σ
−1K ′ ∧ Y,K], Hence , by (9.1.14) we
have, 1K ′ ∧ ǫ = z · ω, ω ∈ [K
′ ∧ Y,Σq+2S]. We claim that K ′ ∧ Y splits into
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Σq+2S ∨ΣL ∧K, this can be seen by the following homotopy commutative
diagram of 3× 3-Lemma in the stable homotopy category
K ′ ∧ Y
1K′∧ǫ−→ ΣK ′
x
−→ ΣK
ց ν˜ ր z ց1K′∧i
′iրµ(x∧1K)
(9.1.31) Σq+2S ΣK ′ ∧K
ր jj′ ց 0 ր ν ′2 ց
1K′∧r
K
0
−→ Σ2L ∧K
ν˜2−→ ΣK ′ ∧ Y .
That is, we have a split cofibration ΣL ∧K
ν˜2−→ K ′ ∧ Y
ν˜
−→ Σq+2S so that
there are τ˜ : Σq+2S → K ′ ∧ Y, µ˜2 : K
′ ∧ Y → ΣL ∧K such that
(9.1.32) ν˜ · τ˜ = 1S , µ˜2ν˜2 = 1L∧K , τ˜ ν˜ + ν˜2µ˜2 = 1K ′∧Y .
Proposition 9.1.33 Let V be any spectrum, then there is a direct
sum decomposition
[Σ∗M,V ∧K] = (kerd)i′ ⊕ (kerd)i′ij
where kerd = [Σ∗K,V ∧K] ∩ (kerd).
Proof : For any f ∈ [Σ∗M,V ∧ K] we have (1V ∧ µ)(fi ∧ 1K)i
′i =
(1V ∧ µ(1K ∧ i
′i))fi = fi, where µ : K ∧ K → K is the multiplication of
the ring spectrum K such that µ(i′i∧ 1K) = 1K = µ(1K ∧ i
′i) (cf. (9.1.26)).
Then f = (1V ∧µ)(fi∧1K)i
′+f2 ·j for some f2 ∈ [Σ
∗+1S, V ∧K]. It follows
that f = (1V ∧µ)(fi∧ 1K)i
′+(1V ∧µ)(f2 ∧ 1K)i
′ij which proves the result,
where d(fi∧ 1K) = fi∧ d(1K) = 0, d(1V ∧µ) = 1V ∧ d(µ) = 0 (cf. Theorem
6.5.19(G)). Q.E.D.
§2. A general result on convergence of a0-related elements
From [12] p. 11 Theorem 1.2.14, there is a nontrivial secondary dif-
ferential in the Adams spectral sequence d2(hn) = a0bn−1, n ≥ 1, where
d2 : Ext
1,pnq
A (Zp, Zp) → Ext
3,pnq+1
A (Zp, Zp) is the secondary diffenrential of
the Adams spectral sequence. We call hn ∈ Ext
1,pnq
A (Zp, Zp) and bn−1 ∈
Ext2,p
nq
A (Zp, Zp) is a pair of a0-related elements. In this section, we prove a
general result on convergence of a0-related elements in the Adams spectral
sequence of sphere spectrum and Moore spectrum.
Definition 9.2.1 Let p ≥ 7, s ≤ 4, and there is a nontrivial sec-
ondary differential of the Adams spectral sequence d2(σ) = a0σ
′, we call
8
σ ∈ Exts,tqA (Zp, Zp) and σ
′ ∈ Exts+1,tqA (Zp, Zp) is a pair of a0-related ele-
ments. We have the following general result.
The main Theorem A (the generalization of [8] Theorem A) Let
p ≥ 7, s ≤ 4, σ be the unique generator of Exts,tqA (Zp, Zp) and there is
a nontrivial secondary differential d2(σ) = a0σ
′ in the ASS, where σ′ is
the unique generator (or the linear combination of the two generators) of
Exts+1,tqA (Zp, Zp). Moreover, suppose that
(I) Exts,tq+rq−uA (Zp, Zp) = 0(r = 2, 3, 4, u = 1, 2).
Exts+1,tq+qA (Zp, Zp)
∼= Zp{h0σ}, Ext
s+1,tq+1
A (Zp, Zp)
∼= Zp{a0σ},
Exts+1,tq−qA (Zp, Zp) = 0
Exts+1,tq+kq+r−1A (Zp, Zp) = 0(k = 2, 3, 4, r = 0, 1),
Exts+1,tq+kq+r−2A (Zp, Zp) = 0(k = 1, 2, 3, r = 0, 1).
(II) Exts+2,tq+rq+uA (Zp, Zp) = 0,r = 2, 3, 4, u = −1, 0 or r = 3, 4, u = 1,
Exts+2,tqA (Zp, Zp) = 0 or has unique generator ι such that a
2
0ι 6= 0,
Exts+2,tq+qA (Zp, Zp)
∼= Zp{h0σ
′} or Zp{h0σ
′
1, hoσ
′
2}.
(III) Exts+3,tq+rq+1A (Zp, Zp) = 0(r = 1, 3, 4),
Exts+3,tq+rqA (Zp, Zp) = 0(r = 2, 3)
Exts+3,tq+2q+1A (Zp, Zp)
∼= Zp{α˜2σ
′} or Zp{α˜2σ
′
1, α˜2σ
′
2}
Exts+3,tq+2A (Zp, Zp)
∼= Zp{a
2
0σ
′} or Zp{a
2
0σ
′
1, a
2
0σ
′
2}
Exts+3,tq+1A (Zp, Zp)
∼= Zp{a0ι} or 0,
Then h0σ
′ ∈ Exts+2,tq+qA (Zp, Zp) and i∗(h0σ) ∈ Ext
s+1,tq+q
A (H
∗M,Zp) are
permanent cycles in the ASS.
To prove the main Theorem A, we need some preminilaries as follows.
For (α1)L ∈ [Σ
q−1L,S] in (9.1.10) we have α1 · (α1)L ∈ [Σ
2q−2L,S] = 0
which is obtained from πrq−2S = 0 (r = 2, 3). Then there is φ¯ ∈ [Σ
2q−1L,L]
such that j′′φ¯ = (α1)L ∈ [Σ
q−1L,S] and φ¯ · i′′ ∈ π2q−1L. Since πrq−1S
has unique generator α1 = jαi, α2 = jα
2i for r = 1, 2 respectively and
j′′φ ·p = α1 ·p = 0, then φ ·p = i
′′α2 (up to scalar). That is, i
′′
∗π2q−1S also is
generated by φ , so that π2q−1L ∼= Zps{φ}, for some s ≥ 1. Hence, φi
′′ = λφ
with λ ∈ Z(p) and we have λα1 = λj
′′φ = j′′φi′′ = (α1)Li
′′ = α1 so that λ = 1
(mod p). Moreover, (α1)Lφ ∈ [Σ
3q−2L,S] = 0, this is because πrq−2S = 0
(r = 3, 4), then, by (9.1.13), there is φ¯W ∈ [Σ
3q−1L,W ] such that uφW = φ.
Concludingly, we have elements φ ∈ [Σ2q−1L,L], φW ∈ [Σ
3q−1L,W ] such
that
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(9.2.2) j′′φ¯ = (α1)L, φi
′′ = λφ, λ = 1 (mod p), uφW = φ.
Proposition 9.2.3 Let p ≥ 7, then
(1) Up to nonzero scalar we have φ · p = i′′α2 = π · α1 6= 0 , (α1)L · π = α2 ,
p · (α1)L = α2 · j
′′ = (α1)Lπj
′′ 6= 0,
[Σ2q−1L,L] has unique generator φ modulo some elements of filtration
≥ 2.
(2) h¯φ(p ∧ 1L) 6= 0 ∈ [Σ
2qL, Y ]
(3) h¯φ˜(π ∧ 1L)(p ∧ 1L) 6= 0 ∈ [Σ
3qL, Y ] , j′′φ˜(π ∧ 1L)π = jα
3i ∈ π3q−1S
(up to mod p nonzero scalar) , and h¯φ˜(π ∧ 1L)π 6= 0 ∈ π4qY , where φ˜ ∈
[Σ2q−1L ∧ L,L]] such that φ˜(1L ∧ i
′′) = φ¯.
(4) π4qY has unique generator h¯φ˜(π ∧ 1L)π such that h¯φ˜(π ∧ 1L)π · p = 0.
Proof: (1) Since j′′φ ·p = α1 ·p = 0 = j
′′π ·α1, and π2q−1S ∼= Zp{α2},
then φ · p = i′′α2 = π · α1 (up to scalar). We claim that φ · p 6= 0, this can
be proved as follows. Consider the following exact sequence
Zp{jα
2} ∼= [Σ2q−1M,S]
i′′
∗→ [Σ2q−1M,L]
j′′
∗→ [Σq−1M,S]
(α1)∗
→
induced by (9.1.3). The right group has unique generator jα satisfying
(α1)∗jα = jαijα =
1
2jααij 6= 0, then the above (α1)∗ is monic, imj
′′
∗ = 0
so that [Σ2q−1M,L] ∼= Zp{i
′′jα2}. Suppose in contrast that φ · p = 0, then
φ ∈ i∗[Σ2q−1M,L] and so φ = i′′jα2i , α1 = j
′′φ = j′′i′′α2 = 0 which is a
contradiction. This shows that φ · p 6= 0 so that the above scalar is nonzero
(mod p).
The proof of the second result is similar. To prove the last result, let
x be any element of [Σ2q−1L,L], then j′′x ∈ [Σq−1L,S] ∼= Zps{(α1)L} for
some s ≥ 2. Hence, j′′x = λj′′φ with λ ∈ Zps so that x = λφ + i
′′x′ ,where
x′ ∈ [Σ2q−1L,S]. Since x′i′′ ∈ π2q−1S ∼= Zp{jα
2i} and π3q−1S ∼= Zp{jα
3i} ,
then x′ is an element of filtration ≥ 2 which shows the result.
(2) Suppose incontrast that h¯φ¯(p ∧ 1L) = 0, then by (9.1.9) we have
φ¯(p ∧ 1L) = λ
′π · (α1)L ,where λ
′ ∈ Z(p). Since j
′′π ∧ 1M = p ∧ 1M = 0,
then π ∧ 1M = (i
′′ ∧ 1M )α, and so λ
′(π ∧ 1M )i · (α1)L = λ
′(1L ∧ i)π(α1)L
= 0. Moreover we have λ′(i′′ ∧ 1M )αi(α1)L = λ
′(π ∧ 1M )i(α1)L = 0 , then
λ′αi(α1)L ∈ (α1 ∧ 1M )∗[Σ
qL,M ] and so λ′αiα1 ∈ (α1 ∧ 1M )(i
′′)∗[ΣqL,M ] =
0 which can be obtained by the following exact sequence
[Σ2qS,M ]
(j′′)∗
→ [ΣqL,M ]
(i′′)∗
→ [ΣqS,M ]
(α1)∗
→
induced by (9.1.3),where the right group has unique generaator αi satisfying
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(α1)
∗αi = αijαi 6= 0 so that (i′′)∗[ΣqL,M ] = 0. The above equation implies
that λ′ = 0 so that we have φ¯(p ∧ 1L) = 0, this contradicts with the result
in (1) on j′′φ(p ∧ 1L) = p · (α1)L 6= 0. This shows that h¯φ¯(p ∧ 1L) 6= 0.
(3) Since πrq−2S = 0( r = 2, 3, 4), then φ¯(1L∧α1) ∈ [Σ
3q−2L,L] = 0, and
so there is φ˜ ∈ [Σ2q−1L∧L,L] such that φ˜(1L∧ i
′′) = φ¯. We first prove φ˜(π∧
1L)(p∧1L) 6= 0. For otherwise, if it is zero, then φπ ·p = φ˜(π∧1L)(p∧1L)i
′′ =
0 so that φπ ∈ i∗[Σ3q−1M,L]. However, (j′′)∗[Σ
3q−1M,L] ⊂ [Σ2q−1M,S] the
last of which has unique generator jα2 satisfying (α1)∗(jα
2) = jαijα2 6= 0,
then (j′′)∗[Σ
3q−1M,L] = 0 and so we have (α1)Lπ = j
′′φπ ∈ i∗(j′′)∗[Σ
3q−1M,
L] = 0, this contradicts with the result in (1).
Now suppose in contrast that h¯φ˜(π∧1L)(p∧1L) = 0, then by (9.1.9) we
have, φ˜(π∧1L)(p∧1L) = π ·ω , where ω ∈ [Σ
2q−1L,S] satisfying ωi′′ = λ1α2
for some λ1 ∈ Zp. It follows that (i
′′∧1M )αiω = (1L∧i)π ·ω = 0, then αiω ∈
(α1 ∧ 1M )∗[Σ
2qL,M ] and so λ1αiα2 = αiωi
′′ ∈ (α1 ∧ 1M )∗(i
′′)∗[Σ2qL,M ] =
(α1)
∗(i′′)∗[Σ2qL.M ] = 0. This shows that λ1 = 0 (since αiα2 = αijα
2i 6= 0).
Hence, ω = λ2jα
3i·j′′ and φ˜(π∧1L)(p∧1L) = λ2π·jα
3i·j′′ for some λ2 ∈ Z(p).
It follows that φπ · p = φ˜(π ∧ 1L)(p ∧ 1L)i
′′ = 0 , then φπ ∈ i∗[Σ3q−1M,L]
and so (α1)Lπ = j
′′φπ ∈ i∗(j′′)∗[Σ
3q−1M,L] = 0. This contradicts with the
result in (1) on (α1)Lπ 6= 0.
For the second result, by (9.1.9) we have π · j = i′′jα , then j′′φ˜(π ∧
1L)π · j = j
′′φ˜(π ∧ 1L)i
′′jα = j′′φπjα = (α1)Lπjα = α2jα = jα
3ij (up to
mod p nonzero scalar) . Consequently we have j′′φ˜(π ∧ 1L)π = jα
3i (up to
nonzero scalar), This is because π3q−1S ∼= Zp{α3} so that p
∗π3q−1S = 0.
For the last result, we first prove φ˜(π ∧ 1L)π 6= 0. For otherwise , if it
is zero, then 0 = φ˜(π ∧ 1L)π · j = φ˜(π ∧ 1L)i
′′jα = φπjα and so α2jα =
(α1)Lπjα == j
′′φπjα = 0 , this is a contradiction (since α2jα = jα
2ijα 6=
0 ∈ [Σ3q−2M,S]). Now suppose incontrast that h¯φ˜(π ∧ 1L)π = 0, Then ,
by (9.1.9) and π3q−1S ∼= Zp{α3} we have φ˜(π ∧ 1L)π = λπ · jα
3i = λi′′jα4i
for some λ ∈ Zp and so j
′′φ˜(π ∧ 1L)π = 0, this contradicts with the second
result.
(4) Since (u)∗π4qY ⊂ π3q−1M and the last of which has unique gen-
erator ijα3i = ij′′φ˜(π ∧ 1L)π = uh¯φ˜(π ∧ 1L)π(up to nonzero scalar) and
π4q−1S ∼= Zp{jα
4i} such that (w)∗π4q−1S = 0, then π4qY has unique gen-
erator h¯φ˜(π ∧ 1L)π. Moreover by (9.1.7) we have, h¯φ˜(π ∧ 1L)π · p = h¯(p ∧
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1L)φ˜(π∧1L)π = h¯i
′′ξφ˜(π∧1L)π = wjα
4i = 0. This shows the result. Q.E.D.
Proposition 9.2.4 Let p ≥ 7, then under the supposition of the main
Theorem A we have
Exts+1,tq+qA (H
∗L,Zp) = 0, Ext
s+1,tq
A (H
∗L,H∗L) ∼= Zp{(σ
′)L} or
Zp{(σ
′
1)L, (σ
′
2)L}, where L is the spectrum in (9.1.3) and there are relations
(i′′)∗(σ′)L = (i
′′)∗(σ
′) or (i′′)∗(σ′1)L = (i
′′)∗(σ
′
1), (i
′′)∗(σ′2)L = (i
′′)∗(σ
′
2).
Proof: Consider the following exact sequence
Exts+1,tq+qA (Zp, Zp)
i′′
∗−→ Exts+1,tq+qA (H
∗L,Zp)
j′′
∗−→ Exts+1,tqA (Zp, Zp)
(α1)∗
−→
induced by (9.1.3). The right group has unique generator σ′ or has two
generators σ′1, σ
′
2 satisfying (α1)∗(σ
′) = h0σ
′ 6= 0 or (α1)∗(σ
′
1) = h0σ
′
1 6=
0, (α1)∗(σ
′
2) = h0σ
′
2 6= 0 ∈ Ext
s+2,tq+q
A (Zp, Zp) (cf. the supposition II),
then the above (α1)∗ is monic so that im j
′′
∗ = 0. Moreover, the left
group has unique generator h0σ = (α1)∗(σ) , then im i
′′
∗ = 0 so that
Exts+1,tq+qA (H
∗L,Zp) = 0. Look at the following exact sequence
0 = Exts+1,tq+qA (H
∗L,Zp)
(j′′)∗
−→ Exts+1,tqA (H
∗L,H∗L)
(i′′)∗
−→ Exts+1,tqA (H
∗L,Zp)
(α1)∗
−→
induced by (9.1.3). Since Exts+1,tqA (Zp, Zp)
∼= Zp{σ
′} or Zp{σ
′
1, σ
′
2} and
Exts+1,tq−qA (Zp, Zp) = 0, then the right group has unique generator (i
′′)∗(σ
′)
or has two generators (i′′)∗(σ
′
1), (i
′′)∗(σ
′
2), the image of which under (α1)
∗
is zero. Then, the result on the middle group is proved. Q.E.D.
Proposition 9.2.5 Let p ≥ 7, then under the supposition of the main
Theorem A we have
(1) Exts+3,tq+3q+1A (H
∗L,Zp) ∼= Zp{φ¯∗π∗(σ
′
1), φ¯∗π∗(σ
′
2)} or has unique gener-
ator φ∗π∗σ
′
(2) Exts+3,tq+3q+2A (H
∗Y,H∗L) ∼= Zp{h¯∗φ˜∗(π∧1L)∗(σ
′
1)L, h¯∗φ˜∗(π∧1L)∗(σ
′
2)L}
or has unique generator h¯∗φ˜∗(π ∧ 1L)∗(σ
′)L, where φ˜ ∈ [Σ
2q−1L∧L,L] such
that φ˜(1L ∧ i
′′) = φ¯ ∈ [Σ2q−1L,L] (cf. Prop. 9.2.3(3)).
Proof: (1) Consider the following exact sequence
Exts+3,tq+3q+1A (Zp, Zp)
i′′
∗−→ Exts+3,tq+3q+1A (H
∗L,Zp)
j′′
∗−→ Exts+3,tq+2q+1A (Zp, Zp)
(α1)∗
−→
induced by (9.1.3). The left group is zero and the right group has unique
generator α˜2σ
′ or has two generators α˜2σ
′
1, α˜2σ
′
2(cf. the supposition III).
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Note that jααi = (α1)L · π = j
′′φ¯ · π ∈ π2q−1S, (cf. Prop. 9.2.3), then
α˜2σ
′
1 = j∗α∗α∗i∗(σ
′
1) = j
′′
∗ φ¯∗π∗(σ
′
1) and α˜2(σ
′
2) = j
′′
∗ φ¯∗π∗(σ
′
2) so that the
result on the middle group follows.
(2) Consider the following exact sequence
0 = Exts+3,tq+4q+1A (H
∗L,Zp)
(j′′)∗
−→ Exts+3,tq+3q+1A (H
∗L,H∗L)
(i′′)∗
−→ Exts+3,tq+3q+1A (H
∗L,Zp)
(α1)∗
−→
induced by (9.1.3). By the supposition III, Exts+3,tq+rq+1A (Zp, Zp) = 0 (
r = 3, 4). By (1) and φ¯ = φ˜(1L ∧ i
′′), the right group has unique gener-
ator φ¯∗π∗(σ
′) = (i′′)∗(φ˜∗(π ∧ 1L)∗(σ
′)L or has two generators φ¯∗π∗(σ
′
1) =
(i′′)∗φ˜∗(π ∧ 1L)∗(σ
′
1)L, φ¯∗π∗(σ
′
2) = (i
′′)∗φ˜∗(π ∧ 1L)∗(σ
′
2)L the image of which
under (α1)
∗ is zero, then the middle group has unique generator φ˜∗(π ∧
1L)∗(σ
′)L or has two generators φ˜∗(π ∧ 1L)∗(σ
′
1)L, φ˜∗(π ∧ 1L)∗(σ
′
2)L. More-
over, by Exts+3,tq+rqA (Zp, Zp) = 0( r = 2, 3) we know that Ext
s+3,tq+2q
A (Zp,
H∗L) = 0, then by (9.1.9), Exts+3,tq+3q+2A (H
∗Y,H∗L) = h¯∗Ext
s+3,tq+3q+1
A
(H∗L,H∗L) and the result follows as desired. Q.E.D.
Proposition 9.2.6 Let p ≥ 7, then under the supposition of the main
Theorem A we have
(1) Exts+2,tq+3q+1A (H
∗Y,H∗L) = 0, Exts+2,tq+4q+2A (H
∗Y,Zp) = 0.
(2) Exts+1,tq+3q+rA (H
∗Y,H∗L) = 0, r = 0, 1.
Proof: (1) Consider the following exact sequence
Exts+2,tq+3qA (H
∗L,H∗L)
(h¯)∗
−→ Exts+2,tq+3q+1A (H
∗Y,H∗L)
(ju)∗
−→ Exts+2,tq+2q−1A (Zp,H
∗L)
(π)∗
−→
induced by (9.1.9). By the supposition II on Exts+2,tq+rqA (Zp, Zp) = 0
( r = 2, 3, 4) we know that the left group is zero. By the supposition II on
Exts+2,tq+rq−1A (Zp, Zp) = 0(r = 2, 3) also know that the right group is zero.
Then the middle group is zero as desired.
For the second result, consider the following exact sequence
Exts+2,tq+4q+1A (H
∗L,Zp)
(h¯)∗
−→ Exts+2,tq+4q+2A (H
∗Y,Zp)
(ju)∗
−→ Exts+2,tq+3qA (Zp, Zp)
induced by (9.1.9). By the supposition II on Exts+2,tq+rq+1A (Zp, Zp) = 0 (
r = 3, 4) we know that the left group is zero. Similarly, the right group also
is zero. Then the middle group is zero as desired.
(2) Consider the following exact sequence (r = 0, 1)
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Exts+1,tq+3q+r−1A (H
∗L,H∗L)
(h¯)∗
−→ Exts+1,tq+3q+rA (H
∗Y,H∗L)
(ju)∗
−→ Exts+1,tq+2q+r−2A (Zp,H
∗L)
induced by (9.1.9). By the supposition I on Exts+1,tq+kq+r−1A (Zp, Zp) = 0
(k = 2, 3, 4, r = 0, 1) we know that the left group is zero. By the supposition
II on Exts+1,tq+kq+r−2A (Zp, Zp) = 0 (k = 2, 3, r = 0, 1) also know that the
right group is zero, then the middle group is zero as desired. Q.E.D.
Proposision 9.2.7 Let p ≥ 7, then under the supposition of the main
Theorem A we have
(1) Exts+1,tq+3qA (H
∗W,H∗L) ∼= Zp{(φW )∗(σ)L}, where φW ∈ [Σ
3q−1L,
W ] satisfying uφW = φ ∈ [Σ
2q−1L,L] and (σ)L ∈ Ext
s,tq
A (H
∗L,H∗L) such
that (i′′)∗(σ)L = (i
′′)∗(σ) ∈ Ext
s,tq
A (H
∗L,Zp).
(2) Exts,tq+3qA (H
∗Y,H∗L) = 0, Exts,tq+q−1A (H
∗M,H∗L) = 0
Proof: (1) Consider the following exact sequence
Exts+1,tq+3qA (H
∗L,H∗L)
w∗−→ Exts+1,tq+3qA (H
∗W,H∗L)
(j′′u)∗
−→ Exts+1,tq+qA (Zp,H
∗L)
φ∗
−→
induced by (9.1.12). By the supposition I on Exts+1,tq+rqA (Zp, Zp) = 0 (r =
2, 3, 4) we know that the left group is zero. By (i′′)∗ ·Exts+1,tq+qA (Zp,H
∗L) ⊂
Exts+1,tq+qA (ZpZp) and the last of which has unique generator h0σ = (α1)
∗ ·
(σ) = (i′′)∗((α1)L)
∗(σ) and Exts+1,tq+2qA (Zp, Zp) = 0 , then the right group
has unique generator ((α1)L))
∗(σ) = ((α1)L)∗(σ)L = (j
′′u)∗(φW )∗(σ)L, where
(σ)L ∈ Ext
s,tq
A (H
∗L,H∗L) satisfying (i′′)∗(σ)L = (i
′′)∗(σ) ∈ Ext
s,tq
A (H
∗L,Zp).
Moreover, φ∗((α1)L)∗(σ)L = 0 ∈ Ext
s+2,tq+3q
A (H
∗L,H∗L), then the middle
group has unique generator (φW )∗(σ)L.
(2) Consider the following exact sequences
Exts,tq+3q−1A (H
∗L,H∗L)
h¯∗−→ Exts,tq+3qA (H
∗Y,H∗L)
(ju)∗
−→ Exts,tq+2q−2A (Zp,H
∗L)
Exts,tq+q−1A (Zp,H
∗L)
i∗−→ Exts,tq+q−1A (H
∗M,H∗L)
j∗
−→ Exts,tq+q−2A (Zp,H
∗L)
induced by (9.1.9) and (9.1.1) respectively. By the supposition I on
Exts,tq+rq−1A (Zp, Zp) = 0( r = 2, 3, 4) we know that the upper left group
is zero. By the supposition I on Exts,tq+rq−2A (Zp, Zp) = 0 ( r = 2, 3 ), the
upper right group is zero. Then the upper middle group is zero as desired.
Similarly, the lower middle also is zero. Q.E.D.
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Proposition 9.2.8 Let p ≥ 7, then under the supposition (I)(III) of
the main Theorem A we have
Exts+3,tq+2A (H
∗M,Zp) = 0,
Exts+1,tq+q+1A (H
∗M ∧ L,Zp) ∼= Zp{(i ∧ 1L)∗π∗(σ)}.
Proof: Consider the following exact sequence
Exts+3,tq+2A (Zp, Zp)
i∗−→ Exts+3,tq+2A (H
∗M,Zp)
j∗
−→ Exts+3,tq+1A (Zp, Zp)
p∗
−→
induced by (9.1.1). By the supposition III, the right group is zero or has
unique generator a0ι which satisfies p∗(a0ι) = a
2
0ι 6= 0 ∈ Ext
s+4,tq+2
A (Zp, Zp),
then im j∗ = 0. By the supposition III, the left group has unique generator
a20σ
′or has two generators a20σ
′
1 = p∗(a0σ
′
1), a
2
0σ
′
2 = p∗(a0σ
′
2 so that we have
im i∗ = 0. Then, the middle group is zero as desired.
For the second result, consider the following exact sequence
Exts+1,tq+q+1A (H
∗L,Zp)
(i∧1L)∗
−→ Exts+1,tq+q+1A (H
∗M ∧ L,Zp)
(j∧1L)∗
−→ Exts+1,tq+qA (H
∗L,Zp)
induced by (9.1.1). By Prop. 9.2.4, the right group is zero. Since (j′′)∗
Exts+1,tq+q+1A (H
∗L,Zp) ⊂ Ext
s+1,tq+1
A (Zp, Zp)
∼= Zp{a0σ = (j
′′)∗π∗(σ)} and
Exts+1,tq+q+1A (Zp, Zp) = 0 then the left group has unique generator π∗(σ)
and the result follows. Q.E.D.
Now we begin to prove the main Theorem A. The proof will be done by
processing an argument processing in the Adams resolution of some spectra
related to S. Let
(9.2.9) · · ·
a¯2−→ Σ−2E2
a¯1−→ Σ−1E1
a¯0−→ E0 = Syb¯2
yb¯1
yb¯0
Σ−2KG2 Σ
−1KG1 KG0
be the minimal Adams resolution of the sphere spectrum S which satisfies
(1) Es
b¯s→ KGs
c¯s→ Es+1
a¯s→ ΣEs are cofibrations for all s ≥ 0, which in-
duce short exact sequences in Zp-cohomology 0 → H
∗Es+1
c¯∗s→ H∗KGs
b¯∗s→
H∗Es → 0.
(2) KGs is a graded wedge sum of Eilenberg-Maclane spectra KZp of type
Zp.
(3) πtKGs are the E
s,t
1 -terms of the Adams spectral sequence, (b¯sc¯s−1)∗ :
πtKGs−1 → πtKGs is the d
s−1,t
1 -differentials of the Adams spectral sequence
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, and πtKGs ∼= Ext
s,t
A (Zp, Zp) (cf. [3] p.180).
Then, an Adams resolution of an arbitrary spectrum V can be obtained by
smashing V to (9.2.9). We first prove some Lemmas.
Lemma 9.2.10 Let p ≥ 7, then under the supposition of the main
Theorem A we have
c¯s+1 · h0σ = (1Es+2 ∧ α1)κ (up to scalar)
where κ ∈ πtq+1Es+2 such that c¯s+1 · σ = a¯s+1 · κ and b¯s+2 · κ = a0σ
′ ∈
πtq+1KGs+2 ∼= Ext
s+2,tq+1
A (Zp, Zp).
Proof: The d1-cycle (1KGs+1 ∧ i
′′)h0σ ∈ πtq+qKGs+1 ∧L represents an
element in Exts+2,tq+qA (H
∗L,Zp) and this group is zero by Prop. 9.2.4 , then
it is a d1-boundary and so (c¯s+1 ∧ 1L)(1KGs+1 ∧ i
′′)h0σ = 0 , c¯s+1 · h0σ =
(1Es+2 ∧ α1)f
′′ for some f ′′ ∈ πtq+1Es+2. It follows that a¯s+1 · (1Es+2 ∧
α1)f
′′ = 0 , then a¯s+1 · f
′′ = (1Es+1 ∧ j
′′)f ′′2 with f
′′
2 ∈ πtq+q(Es+1 ∧ L).
The d1-cycle (b¯s+1 ∧ 1L)f
′′
2 ∈ πtq+qKGs+1 ∧ L represents an element in
Exts+1,tq+qA (H
∗L,Zp) and this group is zero, then (b¯s+1 ∧ 1L)f
′′
2 = (b¯s+1c¯s ∧
1L)g
′′ with g′′ ∈ πtq+q(KGs ∧ L). Hence, f
′′
2 = (c¯s ∧ 1L)g
′′ + (a¯s+1 ∧ 1L)f
′′
3 ,
for some f ′′3 ∈ πtq+q+1Es+2∧L and we have a¯s+1 ·f
′′ = a¯s+1(1Es+2 ∧ j
′′)f ′′3 +
c¯s(1KGs∧j
′′)g′′ = a¯s+1(1Es+2∧j
′′)f ′′3 +λc¯s ·σ = a¯s+1(1Es+2∧j
′′)f ′′3 +λa¯s+1 ·κ
for some λ ∈ Zp, this is because (1KGs∧j
′′)g′′ ∈ πtqKGs ∼= Ext
s,tq
A (Zp, Zp)
∼=
Zp{σ}. Then, f
′′ = (1Es+2∧j
′′)f ′′3 +λκ+ c¯s+1 ·g
′′
2 for some g
′′
2 ∈ πtq+1KGs+1
and so c¯s+1 · h0σ = (1Es+1 ∧ α1)κ (up to scalar). Q.E.D.
Since h¯φ · p = h¯i′′jα2i = 0 (cf. Prop. 9.2.3(1) and (9.1.9)(9.1.5)), then
h¯φ = (1Y ∧ j)αY ∧M i , where αY ∧M ∈ [Σ
2q+1M,Y ∧M ]. Let ΣU be the
cofibre of h¯φ = (1Y ∧ j)αY ∧M i : Σ
2qS → Y given by the cofibration
(9.2.11) Σ2qS
h¯φ
−→ Y
w2−→ ΣU
u2−→ Σ2q+1S
Moreover, w2(1Y ∧ j)αY ∧M = w˜ · j, where w˜ : Σ
2qS → U whose cofibre is X
given by the cofibration Σ2qS
w˜
−→ U
u˜
−→ X
jψ˜
−→ Σ2q+1S. Then, ΣX also is
the cofibre of ω = (1Y ∧ j)αY ∧M : Σ
2qM → Y given by the cofibration
(9.2.12) Σ2qM
(1Y ∧j)αY ∧M
−→ Y
u˜w2−→ ΣX
ψ˜
−→ Σ2q+1M
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma
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Σ2qS
h¯φ
−→ Y
u˜w2−→ ΣX
ց i ր(1Y ∧j)αY ∧Mց w2 ր u˜ ց ψ˜
(9.2.13) Σ2qM ΣU Σ2q+1M
ր ψ˜ ց j ր w˜ ց u2 ր i
X
jψ˜
−→ Σ2q+1S
p
−→ Σ2q+1S
Since ju(h¯φ) = 0, then by (9.2.11) we have, ju = u3w2, for some
u3 ∈ [U,Σ
q+1S]. Hence, the spectrum U in (9.2.11) also is the cofire of
wπ : ΣqS →W given by the cofibration
(9.2.14) ΣqS
wπ
−→W
w3−→ U
u3−→ Σq+1S
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma in the stable homotopy category
Σ−1Y
ju
−→ Σq+1S
wπ
−→ ΣW
ց w2 ր u3 ց π ր w ց w3
(9.2.15) U ΣL ΣU
ր w3 ց u2 ր φ ց h¯ ր w2
W
j′′u
−→ Σ2qS
h¯φ
−→ Y
Moreover, by u3w˜ = α1, the cofibre of u˜w3 : W → X is Σ
q+1L given by the
cofibration
(9.2.16) W
u˜w3−→ X
u′′
−→ Σq+1L
w′(π∧1L)
−→ ΣW
where w′ ∈ [L ∧ L,W ] such that w′(1L ∧ i
′′) = w. This can be seen by
the following homotopy commutative diagram of 3× 3-Lemma in the stable
homotopy category
W
u˜w3−→ X
jψ˜
−→ Σ2q+1S
ց w3 ր u˜ ց u
′′ ր j′′
(9.2.17) U Σq+1L
ր w˜ ց u3 ր i
′′ ցw
′(π∧1L)
Σ2qS
α1−→ Σq+1S
wπ
−→ ΣW
Lemma 9.2.18 (1) Let φW ∈ [Σ
3q−1L,W ] be the map in Prop. 9.2.7
such that uφW = φ ∈ [Σ
2q−1L,L], then
(1) u˜w3φW (p ∧ 1L) 6= 0 ∈ [Σ
3q−1L,X].
(2) Exts,tq+3q−1A (H
∗X,H∗L) = 0,
Exts+1,tq+3qA (H
∗X,H∗L) = (u˜w3)∗Ext
s+1,tq+3q
A (H
∗W,H∗L).
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Proof: (1) Suppose in contrast that u˜w3φW (p ∧ 1L) = 0, then by
(9.2.16) and the result of Prop. 9.2.3(1) on [Σ2q−1L,L] we have
(9.2.19) φW (p ∧ 1L) = λw
′(π ∧ 1L)φ modulo F3[Σ
3q−1L,W ]
for some λ ∈ Z(p), where F3[Σ
3q−1L,W ] denotes the subgroup of [Σ3q−1L,W ]
consisting by all elements of filtration ≥ 3. Moreover, note that uw′(π∧1L) ∈
[L,L] and this group has two generators (p ∧ 1L), πj
′′ which has filtration
one, then uw′(π∧1L) = λ1(p∧1L)+λ2πj
′′ with λ1, λ2 ∈ Z(p). By (9.1.13) we
have λ1p·(α1)L+λ2(α1)Lπj
′′ = 0 so that λ2 = λ0λ1, here we use the equation
(α1)Lπj
′′ = −λ0p·(α1)L, λ0 6= 0 ∈ Zp. Then , by composing u on (9.2.19) we
haveφ(p∧ 1L) = uφW (p∧ 1L) = λuw
′(π ∧ 1L)φ = λλ1φ(p∧ 1L)+λλ0λ1πj
′′φ
(mod F3[Σ
2q−1L,L]) and so by (9.1.9) h¯φ(p ∧ 1L) = λλ1h¯φ(p ∧ 1L) (mod
F3[Σ
2qL, Y ]). This implies that λλ1 = 1 (mod p) (cf. the following Remark
9.2.20).
Hence we have λλ1λ0πj
′′φ = 0 (mod F3[Σ
2q−1L,L]) and by the same
reason as shown in the following Remark 9.2.20, this implies that λλ1λ0 =
0 (mod p) which yields a contradiction.
(2) Consider the following exact sequence
Exts,tq+3qA (H
∗Y,H∗L)
(u˜w2)∗
−→ Exts,tq+3q−1A (H
∗X,H∗L)
(ψ˜)∗
−→ Exts,tq+q−1A (H
∗M,H∗L)
induced by (9.2.12). By Prop. 9.2.7(2), both sides of groups are zero ,so tha
the middle group is zero as desired. Look at the following exact sequence
Exts+1,tq+3qA (H
∗W,H∗L)
(u˜w3)∗
−→ Exts+1,tq+3qA (H
∗X,H∗L)
(u′′)∗
−→ Exts+1,tq+2q−1A (H
∗L,H∗L)
induced by (9.2.16). By the supposition on Exts+1,tq+rq−1A (Zp, Zp) = 0 (
r = 1, 2, 3) we know that the right group is zero and so the result follows.
Q.E.D.
Remark 9.2.20 Here we give an explanation on the reason why the
coefficient in the equation (1−λλ1)h¯φ(p∧1L) = 0 (mod F3[Σ
2qL, Y ]) must be
zero (mod p). For otherwise , if 1−λλ1 6= 0 (mod p), then (1−λλ1)h¯φ(p∧1L)
must be represented by some nonzero element x ∈ Ext2,2q+2A (H
∗Y,H∗L) in
the ASS. However , it also equals to an element of filtration ≥ 3, then x
must be a d2-boundary, that is, x = d2(x
′) ∈ d2Ext
0,2q+1
A (H
∗Y,H∗L) = 0,
this is because Ext0,2q+1A (H
∗Y,H∗L) = Hom2q+1A (H
∗Y,H∗L) = 0 which is
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obtained by HrL 6= 0 only for r = 0, q. This is a contradiction so that we
have 1− λλ1 = 0 (mod p).
Lemma 9.2.21 For the element κ ∈ πtq+1Es+2 in Lemma 9.2.19,
it is known that a¯s+1 · κ = c¯s · σ and b¯s+2 · κ = a0σ
′ ∈ πtq+1KGs+2 ∼=
Exts+2,tq+1A (Zp,
Zp), then there exists f ∈ πtq+3Es+4 ∧M and g ∈ πtq+1(KGs+1 ∧M) such
that
(A) (1Es+2 ∧ i)κ = (c¯s+1 ∧ 1M )g + (a¯s+2a¯s+3 ∧ 1M )f
and
(B) (1Es+4 ∧ (1Y ∧ j)αY ∧M )f · (α1)L = 0 ∈ [Σ
tq+4q+2L,Es+4 ∧ Y ],
where αY ∧M ∈ [Σ
2q+1M,Y ∧M ] satisfying (1Y ∧ j)αY ∧M i = h¯φ ∈ π2qY .
Proof: Note that the d1-cycle (b¯s+2∧1M )(1Es+2∧i)κ ∈ πtq+1KGs+2∧M
represents an element i∗(a0σ
′) = i∗p∗(σ
′) = 0 ∈ Exts+2,tq+1A (H
∗M,Zp) so
that it is a d1-boundary. That is, (b¯s+2∧1M )(1Es+2 ∧ i)κ = (b¯s+2c¯s+1∧1M )g
for some g ∈ πtq+1KGs+1 ∧M . Then, by Ext
s+3,tq+2
A (H
∗M,Zp) = 0 (cf.
Prop. 9.2.8) we have (1Es+2 ∧ i)κ = (c¯s+1 ∧ 1M )g + (a¯s+2a¯s+3 ∧ 1M )f for
some f ∈ πtq+3Es+4 ∧M . This shows (A). For (B), by Prop. 9.2.3(1) we
have φ · p = i′′jα2i (up to nonzero scalar), then h¯φ · p = h¯i′′jα2i = 0 and
so h¯φ = (1Y ∧ j)αY ∧M i for some αY ∧M ∈ [Σ
2q+1M,Y ∧ M ]. Then, by
composing 1Es+2 ∧ (1Y ∧ j)αY ∧M on the equation (A) we have
(9.2.22) (1Es+2 ∧ h¯φ)κ = (1Es+2 ∧ (1Y ∧ j)αY ∧M i)κ
= (a¯s+2a¯s+3 ∧ 1Y )(1Es+4 ∧ (1Y ∧ j)αY ∧M )f
where (1Y ∧ j)αY ∧M induces zero homomorphism in Zp-cohomology so that
(c¯s+1 ∧ 1Y )(1KGs+1 ∧ (1Y ∧ j)αY ∧M )g = 0.
By composing (α1)L on (9.2.22) we have (a¯s+2a¯s+3 ∧ 1Y )(1Es+4 ∧ (1Y ∧
j)αY ∧M )f ·(α1)L = (1Es+2∧h¯)(κ∧1L)φ·(α1)L = 0, this is because φ·(α1)L ∈
[Σ3q−2L,L] = 0 which is obtained by πrq−2S = 0( r = 2, 3, 4). Then we have
(a¯s+3 ∧ 1Y )(1Es+4 ∧ (1Y ∧ j)αY ∧M )f · (α1)L = (c¯s+2 ∧ 1Y )g1 = 0
where the d1-cycle g1 ∈ [Σ
tq+3q+1L,KGs+2 ∧ Y ] represents an element in
Exts+2,tq+3q+1A (H
∗Y,H∗L) and this group is zero (cf. Prop. 9.2.6(1)) so
that it is a d1-boundary and we have (c¯s+2 ∧ 1Y )g1 = 0. Briefly write
(1Y ∧ j)αY ∧M = ω and let V be the cofibre of (1Y ∧ (α1)L)(ω ∧ 1L) =
ω · (1M ∧ (α1)L) : Σ
3q−1M ∧ L→ Y given by the cofibration
(9.2.23) Σ3q−1M ∧ L
(1Y ∧(α1)L)(ω∧1L)
−→ Y
w4−→ V
u4−→ Σ3qM ∧ L
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It follows that (a¯s+3 ∧ 1Y )(1Es+4 ∧ 1Y ∧ (α1)L)(ω ∧ 1L)(f ∧ 1L) = (a¯s+3 ∧
1Y )(1Es+4 ∧ (1Y ∧ j)αY ∧M )f · (α1)L = 0, then by (9.2.23) we have (a¯s+3 ∧
1M∧L)(f ∧ 1L) = (1Es+3 ∧ u4)f2 for some f2 ∈ [Σ
tq+3q+2L,Es+3 ∧ V ]. Con-
sequently, (b¯s+3 ∧ 1M∧L)(1Es+3 ∧ u4)f2 = 0 so that we have
(9.2.24) (b¯s+3 ∧ 1V )f2 = (1KGs+3 ∧ w4)g2
with g2 ∈ [Σ
tq+3q+2L,KGs+3 ∧Y ]. Then, (b¯s+4c¯s+3 ∧ 1V )(1KGs+3 ∧w4)g2 =
0 and so (b¯s+4c¯s+3∧1Y )g2 ∈ (1KGs+4 ∧ (1Y ∧ (α1)L(ω∧1L))∗[Σ
∗L,KGS+4∧
M ∧ L] = 0. That is, g2 is a d1-cycle which represents an element [g2] ∈
Exts+3,tq+3q+2A (H
∗Y
,H∗L) and this group has two generators as shown in Prop. 9.2.5(2)), then
we have
(9.2.25) [g2] = h¯∗φ˜∗(π ∧ 1L)∗(λ1[σ
′
1 ∧ 1L] + λ2[σ
′
2 ∧ 1L])
with λ1, λ2 ∈ Zp. By (9.2.24) we know that
(w4)∗[g2] ∈ E
s+3,tq+3q+2
2 (V ) = Ext
s+3,tq+3q+2
A (H
∗V,H∗L)
is a permanent cycle in the ASS. However, (1Y ∧ (α1)L)(ω ∧ 1L) is a map
of filtration 2, then the cofibration (9.2.23) induces an exact sequence in
Zp-cohomology which is split as A-module. That is , it induces a split ex-
act sequence in the E1-term of the ASS : E
s+3,∗
1 (Y )
(w4)∗
−→ Es+3,∗1 (V )
(u4)∗
−→
Es+3,∗−3q1 (M ∧ L). It follows that it induces a split exact sequence in the
Er-term of the ASS for all (r ≥ 2)
(9.2.26) Es+3,∗r (Y )
(w4)∗
−→ Es+3,∗r (V )
(u4)∗
−→ Es+3,∗−3qr (M ∧ L)
Then , dr((w4)∗[g2]) = 0 implies that dr([g2]) = 0( r ≥ 2). That is , (9.2.24)
implies that [g2] also is a permanent cycle in the ASS. Since the secondary
differential d2[g2] = 0 and d2(σ) = a0σ
′ in which σ′ is the linear combination
of σ′1, σ
′
2, then λ1, λ2 linearly dependent. That is, (9.2.25) becomes
[g2] = λ1h¯∗φ˜∗(π ∧ 1L)∗[σ
′ ∧ 1L].
Now we consider the case λ1 is nonzero or zero respectively.
If λ1 6= 0 , (9.2.24) imp;ies [g2] and so h¯∗φ˜∗(π∧1L)∗[σ
′∧1L] ∈ E
s+3,tq+3q+2
2
(Y ) = Exts+3,tq+3q+2A (H
∗Y,H∗L) is a permanent cycle in the ASS. More-
over, by (a¯s+3 ∧ 1Y )(1Es+4 ∧ (1Y ∧ j)αY ∧M )f · (α1)L = 0 we have
(1Es+4 ∧ (1Y ∧ j)αY ∧M )f · (α1)L = (c¯s+3 ∧ 1Y )g3
for some d1-cycle g3 ∈ [Σ
tq+3q+2L,KGs+3 ∧ Y ] and it represents an ele-
ment [g3] ∈ Ext
s+3,tq+3q+2
A (H
∗Y,H∗L) so that we have [g3] = h¯∗φ˜∗(π ∧
1L)∗(λ3[σ
′
1 ∧ 1L] + λ4[σ
′
2 ∧ 1L]) for some λ3, λ4 ∈ Zp. By the above equa-
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tion and (1Y ∧ (α1)L)(ω ∧ 1L) has filtration 2 we know that the secondary
differential d2([g3]) = 0 so that by the similar reason as above , λ3, λ4 is
linearly dependent . That is, [g3] = λ3h¯∗φ˜∗(π∧1L)∗[σ
′∧1L] so that we have
(1Es+4 ∧ (1Y ∧ (α1)L)(ω ∧ 1L))(f ∧ 1L) = (c¯s+3 ∧ 1Y )g3 = 0 and the result
follows.
If λ1 = 0, then g2 = (b¯s+3c¯s+2∧1Y )g4 for some g4 ∈ [Σ
tq+3q+2L,KGs+2∧
Y ] and (9.2.24) becomes (b¯s+3 ∧ 1V )f2 = (b¯s+3c¯s+2 ∧ 1V )(1KGs+2 ∧ w4)g4.
Consequently we have f2 = (c¯s+2 ∧ 1V )(1KGs+2 ∧w4)g4+(a¯s+3 ∧ 1V )f3 with
f3 ∈ [Σ
tq+3q+3L,Es+4 ∧V ] and so (a¯s+3 ∧ 1M∧L)(f ∧ 1L) = (1Es+3 ∧u4)f2 =
(a¯s+3∧1M∧L)(1Es+4∧u4)f3. Hence, (f∧1L) = (1Es+4∧u4)f3+(c¯s+3∧1M∧L)g5
for some g5 ∈ [Σ
tq+3q+3L,KGs+3∧M∧L] and so by (9.2.23) we have (1Es+4∧
(1Y ∧ (α1)L)(ω∧1L))(f ∧1L) = (c¯s+3∧1Y )(1KGs+3 ∧ (1Y ∧ (α1)L)(ω∧1L))g5
= 0 (this is because (α1)L induces zero homomorphsm is Zp-cohomology).
Q.E.D.
Proof of the main Theorem A: We will continue the argument in
Lemma 9.2.21. Note that the spectrum V in (9.2.23) also is the cofibre of
(1M ∧ wi
′′)ψ˜ : X → Σ2qM ∧W given by the cofibration
(9.2.27) X
(1M∧wi
′′)ψ˜
−→ Σ2qM ∧W
w5−→ V
u5−→ ΣX
this can be seen by the following homotopy commutative diagram of 3× 3-
Lemma
Σ3q−1M ∧ L −→ Y
u˜w2−→ ΣX
ց1M∧(α1)L ր ω ց w4 ր u5 ց ψ˜
(9.2.28) Σ2qM V Σ2q+1M
ր ψ˜ ց1M∧wi
′′
ր w5 ց u4 ր1M∧(α1)L
X −→ Σ2qM ∧W
1M∧u−→ Σ3qM ∧ L
By Lemma 9.2.21(B) and (9.2.23), f ∧ 1L = (1Es+4 ∧ u4)f5 for some f5 ∈
[Σtq+3q+3L
,Es+4 ∧ V ] and so by Lemma 9.2.21(A) we have
(9.2.29) (a¯s+2a¯s+3∧1M∧L)(1Es+4∧u4)f5 = (a¯s+2a¯s+3∧1M∧L)(f∧1L)
= (1Es+2 ∧ i ∧ 1L)(κ ∧ 1L)− (c¯s+1 ∧ 1M∧L)(g ∧ 1L).
It follows that (a¯sa¯s+1a¯s+2a¯s+3∧1M∧L)(1Es+4∧u4)f5 = 0 and so (a¯sa¯s+1a¯s+2
a¯s+3 ∧ 1V )f5 = (1Es ∧w4)f6 with f6 ∈ [Σ
tq+3q−1L,Es ∧ Y ]. Clearly we have
(b¯s∧1V )(1Es∧w4)f6 = 0, then (b¯s∧1Y )f6 = 0 and by Ext
s+1+r,tq+3q+r
A (H
∗Y,
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H∗L) = 0( r = 0, 1, cf. Prop. 9.2.6) we have (a¯sa¯s+1a¯s+2a¯s+3 ∧ 1V )f5 =
(a¯sa¯s+1
a¯s+2∧1V )(1Es+3 ∧w4)f7, with f7 ∈ [Σ
tq+3q+2L,Es+3∧Y ]. Consequently we
have
(9.2.30) (a¯s+1a¯s+2a¯s+3 ∧ 1V )f5
= (a¯s+1a¯s+2 ∧ 1V )(1Es+3 ∧ w4)f7 + (c¯s ∧ 1V )g6
with d1-cycle g6 ∈ [Σ
tq+3qL,KGs ∧ V ] which represents an element [g6] ∈
Exts,tq+3qA (H
∗V,H∗L). Note that the d1-cycle (b¯s+3 ∧ 1Y )f7 ∈ [Σ
tq+3q+2L,
KGs+3∧Y ] represents an element [(b¯s+3∧1Y )f7] ∈ Ext
s+3,tq+3q+2
A (H
∗Y,H∗L)
which has two generators (cf. Prop. 9.2.5)(2)), then [(b¯s+3 ∧ 1Y )f7] =
λ′h¯∗φ˜∗(π∧ 1L)∗[σ
′
1 ∧ 1L]+λ
′′h¯∗φ˜∗(π ∧ 1L)∗[σ
′
2∧ 1L] for some λ
′, λ′′ ∈ Zp. By
the vanishes of the secondary differential : 0 = d2[(b¯s+3 ∧ 1Y )f7] we know
that λ′, λ′′ is linearly dependent . Then we have
(9.2.31) [(b¯s+3 ∧ 1Y )f7] = λ
′h¯∗φ˜∗(π ∧ 1L)∗[σ
′ ∧ 1L]
∈ Exts+3,tq+3q+2A (H
∗Y,H∗L)
We claim that the scalar λ′ in (9.2.31) is zero. This can be proved as follows.
The equation (9.2.30) means that the secondary differential of the ASS
d2[g6] = 0 ∈ E
s+2,tq+3q+1
2 (L, V ) = Ext
s+2,tq+3q+1
A (H
∗V,H∗L), then [g6] ∈
Es,tq+3q3 (L, V ) and
The third differential d3[g6] = (w4)∗[(b¯s+3∧1Y )f7] ∈ E
s+3,tq+3q+2
3 (L, V )
Note that (ω∧1L)(1M ∧(α1)L)(i∧1L)π = (1Y ∧j)αY ∧M i(α1)Lπ = h¯φ(α1)Lπ
= 0 , this is because φ(α1)L ∈ [Σ
3q−2L,L] = 0 which is obtained by πrq−2S =
0 (r = 2, 3, 4). Hence , by (9.2.23), (i∧1L)π = u4τ with τ ∈ [Σ
4qS, V ] which
has filtration 1. Moreover, u4τ ·p = (i∧1L)π ·p = 0 , then , by Prop. 9.2.3(4),
τ · p = λ˜w4h¯φ˜(π ∧ 1L)π for some λ˜ ∈ Z(p). This scalar λ˜ must be zero (mod
p),this is because the left hand side of the equation has filtration 2 and the
right hand side has filtration 3 (cf. Remark 9.2.20 and Ext0,4q+1A (H
∗V,Zp) =
0 which is obtained by Ext0,4q+1A (H
∗Y,Zp) = 0 = Ext
0,q+1
A (H
∗M ∧ L,Zp)).
Consequently, by Prop. 9.2.3(4) we have τ · p = 0 and so τ = τi with
τ ∈ [Σ4qM,V ]. Since (u4)∗(π)
∗[g6] ∈ Ext
s+1,tq+q+1
A (H
∗M ∧L,Zp) ∼= Zp{(i∧
1L)∗(π)∗(σ)} ( cf. Prop. 9.2.8), then (u4)∗π
∗[g6] = λ0(i ∧ 1L)∗π∗(σ) =
λ0(u4)∗(τ i)∗(σ) for some λ0 ∈ Zp and so by (9.2.23) we have π
∗[g6] =
λ0τ∗i∗(σ) ∈ Ext
s+1,tq+3q+1
A (H
∗V,Zp), this is because Ext
s+1,tq+3q+1
A
(H∗Y,H∗L) = 0 (cf. Prop. 9.2.6). By the supposition on d2(σ) = a0σ
′ =
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p∗(σ
′) ∈ Exts+2,tq+1A (Zp, Zp), we have d2i∗(σ) = 0 so that i∗(σ) ∈ E
s+2,tq+1
3 (S,
M). Moreover, Es+3,tq+22 (S,M) = Ext
s+3,tq+2
A (H
∗M,Zp) = 0 (cf. Prop.
9.2.8) then Es+3,tq+23 (S,M) = 0 so that the third differential d3i∗(σ) ∈
Es+3,tq+23 (S,M) = 0. Since π
∗[g6] = λ0(τ)∗i∗(σ) ∈ E
s+1,tq+4q+1
2 (S, V ), then
π∗[g6] = λ0τ∗(i∗(σ)) ∈ E
s+1,tq+4q+1
3 (S, V ) and so
d3π
∗[g6] = λ0d3(τ)∗(i∗(σ)) = λ0(τ )∗d3(i∗(σ)) = 0 ∈ E
s+4,tq+4q+3
3 (S, V )
Hence, (w4)∗π
∗[(b¯s+3 ∧ 1Y )f7] = d3π
∗[g6] = 0 ∈ E
s+4,tq+4q+2
3 (S, V ). In
addition, by the split exact sequence (9.2.26) we have π∗[(b¯s+3 ∧ 1Y )f7] =
0 ∈ Es+4,tq+4q+33 (S, Y ). Then, in the E2-term, π
∗[(b¯5 ∧ 1Y )f7] must be a
d2-boundary, that is
π∗[(b¯s+3 ∧ 1Y )f7] ∈ d2E
s+2,tq+4q+2
2 (S, Y ) = d2Ext
s+2,tq+4q+2
A (H
∗Y,Zp) = 0
(cf. Prop. 9.2.6(1)). Hence, by (9.2.31), λ′h¯∗φ˜∗(π ∧ 1L)∗π∗(σ
′) = 0. This
implies that the scalar λ′ is zero (cf. Prop. 9.2.9(3)) which shows the above
claim.
So,(9.2.30) becomes (a¯s+1a¯s+2a¯s+3∧1V )f5 = (a¯s+1a¯s+2a¯s+3∧1V )(1Es+4∧
w4)f8 + (c¯s ∧ 1V )g6 for some f8 ∈ [Σ
tq+3q+3L,Es+4 ∧ Y ]. By composing
1Es+1∧u5 on the above equation we have (a¯s+1a¯s+2a¯s+3∧1X)(1Es+4∧u5)f5 =
(a¯s+1a¯s+2a¯s+3 ∧ 1X)(1Es+4 ∧ u˜w2)f8 ( cf. (9.2.28)), this is because (1KGs ∧
u5)g6 ∈ [Σ
tq+3q−1L,KGs ∧X] represents an element in Ext
s,tq+3q−1
A (H
∗X,
H∗L) = 0 (cf. Lemma 9.2.18(2)) so that it is a d1-boundary and (c¯s ∧
1X)(1KGs ∧ u5)g6 = 0. Consequently we have
(9.2.32) (a¯s+2a¯s+3 ∧ 1X)(1Es+4 ∧ u5)f5
= (a¯s+2a¯s+3 ∧ 1X)(1Es+4 ∧ u˜w2)f8 + (c¯s+1 ∧ 1X)g7
for some d1-cycle g7 ∈ [Σ
tq+3q+1L,KGs+1∧X] such that [g7] ∈ Ext
s+1,tq+3q
A
(H∗X,H∗L).
Now we prove (c¯s+1 ∧ 1X)g7 = 0 as follows. By Lemma 9.2.18(2) and
Prop. 9.2.7(1), [g7] = λ3(u˜w3)∗(φW )∗[σ ∧ 1L] and the equation (9.2.32)
means that the secondary differential d2[g7] = 0. Since d2(σ) = a0σ
′ =
p∗(σ
′) ∈ Exts+2,tq+1A (Zp, Zp) , then λ3(u˜w3)∗(φW )∗(p ∧ 1L)∗[σ
′ ∧ 1L] =
d2[g7] = 0 ∈ Ext
s+3,tq+3q+1
A (H
∗X,H∗L). By Lemma 9.2.18(1), this implies
that λ3 = 0 so that g7 is a d1-boundary and (c¯s+1 ∧ 1X)g7 = 0.
Hence, (9.2.32) becomes (a¯s+2a¯s+3∧1Y ∧W )(1Es+4∧u5)f5 = (a¯s+2a¯s+3∧
1X)(1Es+4∧u˜w2)f8 and so by (9.2.28)(9.2.12) we have, (a¯s+2a¯s+3∧1M )(1Es+4
∧ (1M ∧ (α1)L)u4)f5 = (a¯s+2a¯s+3 ∧ 1M )(1Es+4 ∧ ψ˜u5)f5 = 0. On the other
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hand, by composing (1Es+2 ∧ 1M ∧ (α1)L) on the equation (9.2.29) we have
(1Es+2∧i)κ·(α1)L = (1Es+2∧1M∧(α1)L)(1Es+2∧i∧1L)(κ∧1L) = (a¯s+2a¯s+3∧
1M )(1Es+4 ∧ (1M ∧ (α1)L)u4)f5 = 0.
It follows that
(9.2.33) κ · (α1)L = (1Es+2 ∧ p)f9
for some f9 ∈ [Σ
tq+qL,Es+2]. Since b¯s+2·κ = a0σ
′ = p∗(σ
′) ∈ Exts+2,tq+1A (Zp,
Zp), then κ · (α1)L lifts to a map f˜ ∈ [Σ
tq+q+1L,Es+3] such that b¯s+3 · f˜
represents p∗((α1)L)∗[σ
′ ∧ 1L] 6= 0 ∈ Ext
s+3,tq+q+1
A (Zp,H
∗L) ( cf. Prop.
9.2.3(1)). Then , by (9.2.33), p∗[b¯s+2 · f9] = p∗((α1)L)∗[σ
′ ∧ 1L] so that
[b¯s+2 · f9] ∈ Ext
s+2,tq+q
A (Zp,H
∗L) must equal to ((α1)L)∗[σ
′ ∧ 1L] , this is
because the group has two generators ((α1)L)∗[σ
′
1 ∧ 1L], ((α1)L)∗[σ
′
2 ∧ 1L].
Write ξn,s+2 = f9i
′′, then
(9.2.34) κ · α1 = (1Es+2 ∧ p)ξn,s+2
such that b¯s+2 · ξn,s+2 = h0σ
′ ∈ Exts+2,tq+qA (Zp, Zp) and by Lemma 9.2.10
we have (c¯s+1 ∧ 1M )(1KGs+1 ∧ i)h0σ = (1Es+2 ∧ i)κ ·α1 = 0. This shows the
second result of the main Theorem.
In addition, by (9.2.34) and Lemma 9.2.10(2), a¯0a¯1 · · · a¯s+1(1Es+2 ∧
p)ξn,s+2
= 0, this shows that ξn = a¯0a¯1 · · · a¯s+1 · ξn,s+2 ∈ πtq+q−s−2S is an element
of order p and it is represented by h0σ
′ ∈ Exts+2,tq+qA (Zp, Zp) in the ASS.
Q.E.D.
Remark 9.2.35 In the proof of the main Theorem A, we obtain a
stronger result. By (9.2.33), κ·(α1)L = (1Es+2∧p)f9, then (1Es+2∧i)κ·(α1)L
= 0, and so (1Es+2 ∧1L∧ i)(κ∧1L)φ = (1Es+2 ∧1L∧ i)(κ∧1L)((α1)L∧1L)i˜
′′
= 0, where i˜′′ ∈ πqL ∧ L such that ((α1)L ∧ 1L)˜i
′′ = φ. It can be easily
proved that (κ ∧ 1L)φ = (c¯s+1 ∧ 1L)σφ, where σφ ∈ πtq+2q(KGs+1 ∧ L) is a
d1-cycle which represents (φ)∗(σ) ∈ Ext
s+1,tq+2q
A (H
∗L,Zp). Then we obtain
that (c¯s+1 ∧ 1L∧M )(1KGs+1 ∧ i)σφ = 0. That is to say, (1L ∧ i)∗(φ)∗(σ) ∈
Exts+1,tq+2qA (H
∗L ∧ M,Zp) is a permanent cycle in the ASS . Moreover,
by (9.2.34) we have ξn,s+2 = f9i
′′, then (1KGs+2 ∧ α1)ξn,s+2 = (1KGs+2 ∧
α1)f9i
′′ = f9i
′′ ·α1 = 0 and so ξn,s+2 = (1Es+2 ∧j
′′)f˜9 with f˜9 ∈ πtq+2qEs+2∧
L. Since ξn,s+2 is represented by h0σ
′ = (j′′)∗φ∗(σ
′) in the ASS , then f˜9 is
represented by (φ)∗(σ
′) ∈ Exts+2,tq+2qA (H
∗L,Zp) in the ASS. That is to say
(φ)∗(σ
′) ∈ Exts+2,tq+2qA (H
∗L,Zp) is a permanent cycle in the ASS. This is a
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stronger result obtained in the main Theorem A.
§3. A general result on convergence in the spectrum V (1)
In this section we will prove , under some suppositions, a general result
on the convergence of i′∗i
′ ∗ (h0σ) ∈ Ext
s+1,tq+q
A (H
∗V (1), Zp) to the homo-
topy groups of the spectrum V (1) can implies the convergence of i′∗i∗(g0σ) ∈
Exts+2,tq+pq+2qA (H
∗V (1), Zp) in the ASS. We have the following main The-
orem.
The main Thoerem B (generalization of [7] Theorem II) Let p ≥
5, s ≤ 4, Exts,tqA (Zp, Zp)
∼= Zp{σ}, Ext
s+1,tq+q
A (Zp, Zp)
∼= Zp{h0σ},
Exts+2,tq+2q+1A (Zp, Zp)
∼= Zp{α˜2σ} and suppose that
(I) Exts+1,tq+rq+uA (Zp, Zp) = 0, for r = 1, u = −1, 1, 2, 3 or r = 2, u =
−1, 0, 1, 2, 3.
Exts+1,tqA (Zp, Zp) is zero or has (one or two) generator σ
′ satisfying
a0σ
′ 6= 0.
Exts+1,tq+rA (Zp, Zp) = 0 for r = −2,−1, 2, 3 and has unique generator
a0σ for r = 1 satisfying a
2
0σ 6= 0.
Exts,tq+qA (Zp, Zp) = 0 or = Zp{h0τ
′}, Exts,tq+1A (Zp, Zp) = 0 or Zp{a0τ
′}.
Exts,tq+rq+uA (Zp, Zp) = 0, r = 1, u = 1, 2, r = −1, u = −1, 0.
(II) i′∗i∗(h0σ) ∈ Ext
s+1,tq+q
A (H
∗K,Zp) is a permanent cycle in the ASS,
then i′∗i∗(g0σ) ∈ Ext
s+2,tq+pq+2q
A (H
∗K,Zp) also is a permanent cycle in the
ASS and it conveges to a nontrivial element in πtq+pq+2q−s−2K.
To prove the main Theorem B, we need some knowledge on derivation of
maps between M - module spectra and some lower dimensional Ext groups.
These preminilaries will be used in the proof of the main Theorem B and
especially in the proof of Theorem 9.3.9 below.
Prop. 9.3.0 Let p ≥ 5, s ≤ 4, then under the supposition of the main
Theorem B we have
(1) Exts+1,tq+rA (H
∗M,H∗M) = 0 for r = 1, 2.
(2) Exts+1,tq+rA (Zp,H
∗M) = 0 for r = 0, 1,
Exts,tq+rA (H
∗M,Zp) = 0 for r = 1, 2,
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Proof (1) Consider the following exact sequence ( r = 1, 2, 3)
Exts+1,tq+rA (Zp, Zp)
i∗→ Exts+1,tq+rA (H
∗M,Zp)
j∗
→ Exts+1,tq+r−1A (Zp, Zp)
p∗
→
induced by (9.1.1). By the supposition, the left group is zero for r = 2, 3
and has unique generator a0σ = p∗(σ) for r = 1 so that im i∗ = 0. By the
supposition, the right group is zero for r = 3 and has unique generator a0σ
for r = 2 which satisfies p∗(a0σ) = a
2
0σ 6= 0. By the supposition, the right
group is zero for r = 1 and has (one or two) generator σ′ for r = 2 (both)
satisfying p∗(σ
′) = a0σ
′ 6= 0. Then , the above p∗ is monic so that im j∗
= 0. This shows that the middle group is zero which shows the first result.
The second result can be obtained immediately by the first result.
(2) Consider the following exact sequence (r = 0, 1)
Exts+1,tq+r+1A (Zp, Zp)
j∗
−→ Exts+1,tq+rA (Zp,H
∗M)
i∗
−→ Exts+1,tq+rA (Zp, Zp)
p∗
−→
induced by (9.1.1). By the supposition, the left group is zero for r = 1 and
has unique generator a0σ = p
∗(σ) for r = 0 so that im j∗ = 0. The right
group has unique generator a0σ for r = 1 which satisfies p
∗(a0σ) = a
2
0σ 6= 0.
The right group is zero for r = 0 or has (one or two) generator σ′ satisfying
p∗(σ′) = a0σ
′ 6= 0. Then im i∗ = 0 so that the middle group is zero as
desired. The proof of the second result is similar. Q.E.D.
Proposition 9.3.1 Let p ≥ 5, s ≤ 4, then under the supposition of
the main Theorem B we have
(1) Exts,tqA (H
∗M,H∗M) ∼= Zp{σ˜} satisfying i
∗(σ˜) = i∗(σ) ∈ Ext
s,tq
A
(H∗M,Zp), j∗(σ˜) = j
∗(σ) ∈ Exts,tq−1A (Zp,H
∗M).
(2) Exts+1,tq+qA (H
∗M,H∗M) ∼= Zp{(ij)∗α∗(σ˜), α∗(ij)
∗(σ˜)} ,
(3) Exts+1,tq+q+1A (H
∗M,H∗M) ∼= Zp{α∗(σ˜) = α
∗(σ˜)},
(4) Exts+1,tq+qA (H
∗K,H∗M) ∼= Zp{i
′
∗(ij)∗α∗(σ˜) = i
′
∗(α1 ∧ 1M )∗(σ˜)},
where α1 = jαi : Σ
q−1S → S and α∗ : Ext
s,tq
A (H
∗M,H∗M)→ Exts+1,tq+q+1A
(H∗M,H∗M) is the connecting (or boundary) homomorphism induced by
α : ΣqM →M .
Proof: (1) Consider the following exact sequence
0 = Exts,tq+1A (H
∗M,Zp)
j∗
→ Exts,tqA (H
∗M,H∗M)
i∗
→ Exts,tqA (H
∗M,Zp)
p∗
→
induced by (9.1.1). The right group has unique generator i∗(σ) , this is
because Exts,tq−rA (Zp, Zp) = 0 for r = 1) and has unique generator σ for
r = 0. Moreover, p∗i∗(σ) = i∗p
∗(σ) = i∗(a0σ) = i∗p∗(σ) = 0, then the
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middle has unique generator σ˜ such that i∗(σ˜) = i∗(σ). This shows the
result and the second relation can be similarly proved.
(2) By the supposition, Exts+1,tq+qA (Zp, Zp) has unique generator h0σ =
j∗α∗i∗(σ) = j∗α∗i
∗(σ˜), Then the result follows by the following exact se-
quence
p∗
→ Exts+1,tq+q+1A (H
∗M,Zp)
j∗
→ Exts+1,tq+qA (H
∗M,H∗M)
i∗
→ Exts+1,tq+qA (H
∗M,Zp)
p∗
−→
induced by (9.1.1), where the right group has unique generator i∗(ij)∗α∗(σ˜) =
(ij)∗α∗i∗(σ) satisftying p
∗(ij)∗α∗i∗(σ) = (ij)∗α∗i∗p∗(σ) = 0 and the left
group has unique generator α∗i∗(σ) = i
∗α∗(σ˜).
(3) Consider the following exact sequence
Exts+1,tq+q+2A (H
∗M,Zp)
j∗
−→ Exts+1,tq+q+1A (H
∗M,H∗M)
i∗
−→ Exts+1,tq+q+1A (H
∗M,Zp)
p∗
−→
induced by (9.1.1). The left group is zero, this is because by the supposi-
tion, Exts+1,tq+q+rA (Zp, Zp) = 0 for r = 1, 2, 3. The right group has unique
generator (αi)∗(σ) = i
∗α∗(σ˜), this is because Ext
s+1,tq+q+r
A (Zp, Zp) is zero
for r = 1 and has unique generator h0σ = j∗(αi)∗(σ) for r = 0. Since
p∗(αi)∗(σ) = (αi)∗p∗(σ) = 0, then the middle group has unique genera-
tor α∗(σ˜) as desired. Moreover we have α∗(σ˜) = α
∗(σ˜), this is because
i∗j∗α∗(σ˜) = j∗α∗i∗(σ) = h0σ = (jαi)
∗(σ) = i∗j∗α
∗(σ˜).
(4) Consider the following exact sequence
Exts+1,tq+qA (H
∗M,H∗M)
i′
∗→ Exts+1,tq+qA (H
∗K,H∗M)
j′
∗→ Exts+1,tq−1A (H
∗M,H∗M)
α∗−→
induced by (9.1.2). By the supposition, Exts+1,tq−rA (Zp, Zp) = 0 for r = 1, 2
and has unique generator σ′ for r = 0 , then the right group has unique gen-
erator (ij)∗(σ˜′) satisfying α∗(ij)
∗(σ˜′) = j∗α∗i∗(σ
′) 6= 0 ∈ Exts+2,tq+qA (H
∗M,
H∗M) . Hence, Exts+1,tq+qA (H
∗K,H∗M) = i′∗Ext
s+1,tq+q
A
(H∗M,H∗M) has unique generator (i′)∗(ij)∗α∗σ˜ = i
′
∗(α1 ∧ 1M )∗(σ˜), this
is because (α1 ∧ 1M )∗(σ˜) = (ij)∗α∗(σ˜) − α∗(ij)∗(σ˜) which is obtained by
α1 ∧ 1M = ijα− αij. Q.E.D.
Proposition 9.3.2 Let p ≥ 5, s ≤ 4 , then under the supposition of
the main Theorem B we have
(1) Exts+1,tq+2q+rA (H
∗K,H∗M) = 0, r = 0, 1, 2,
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Exts+1,tq+2q+1A (H
∗K,Zp) = 0.
(2) Exts+1,tq+q+rA (H
∗K,Zp) = 0 , r = 1, 2, 3,
Exts+1,tq+q+rA (H
∗K,H∗M) = 0 ,r = 1, 2.
(3) Exts+1,tq+qA (H
∗K,H∗K)∼= Zp{(h0σ)
′}with (i′)∗(h0σ)
′ = (i′ijα)∗(σ˜).
Proof: (1) Consider the following exact sequence
Exts+1,tq+2q+rA (H
∗M,H∗M)
i′
∗→ Exts+1,tq+2q+rA (H
∗K,H∗M)
j′
∗→ Exts+1,tq+q+r−1A (H
∗M,H∗M)
α∗→
induced by (9.1.2). The left group is zero by the supposition on Exts+1,tq+2q+uA
(Zp, Zp) = 0 for u = −1, 0, 1, 2 . The right group has unique generator
(ij)∗(ij)∗α∗(σ˜) for r = 0 and is generated by two generators (ij)∗α∗(σ˜) ,
(ij)∗α∗(σ˜) for r = 1. Moreovre, the right group has unique generator α∗(σ˜)
for r = 2 (cf. Prop. 9.3.1(3)). We claim that (i) α∗(ij)
∗(ij)∗α∗(σ˜) 6= 0 .
(ii) α∗[λ1(ij)∗α∗(σ˜) + λ2α∗(ij)
∗(σ˜)] 6= 0. (iii) α∗α∗(σ˜) 6= 0. Then the above
α∗ is monic and so imj
′
∗ = 0. This shows Ext
s+1,tq+2q+r
A (H
∗K,H∗M) = 0
with r = 0, 1, 2 and consequently we have Exts+1,tq+2q+1A (H
∗K,Zp) = 0.
To prove the claim, recall from the supposition that α˜2σ = j∗α∗α∗i∗(σ)
6= 0 ∈ Exts+2,tq+2q+1A (Zp, Zp), then i∗(α˜2σ) 6= 0 ∈ Ext
s+2,tq+2q+1
A (H
∗M,Zp)
, this is because Exts+1,tq+2qA (Zp, Zp) = 0 from the supposition. In addition,
we also have j∗i∗(α2σ) 6= 0 ∈ Ext
s+2,tq+2q
A (H
∗M,H∗M) ,this is because
Exts+1,tq+2qA (H
∗M,Zp) = 0. Hence, by 2αijα = ijα
2 + α2ij we have
(9.3.3) α∗(ij)
∗(ij)∗α∗(σ˜) = j
∗α∗(ij)∗α∗i∗(σ)
= 12j
∗(ij)∗α∗α∗i∗(σ) =
1
2j
∗i∗(α2σ) 6= 0
This shows the claim (i). For the claim (ii),
α∗[λ1(ij)∗α∗(σ˜) + λ2α∗(ij)
∗(σ˜)]
= 12λ1(ij)∗α∗α∗(σ˜) + (
1
2λ1 + λ2)α∗α∗(ij)
∗(σ˜) 6= 0
, this is because this two terms is linearly independent which can be obtained
from (ij)∗α∗α∗(ij)
∗(σ˜) 6= 0 ( cf. (9.3.3)). The claim (iii) is immediate , this
is because i∗j∗α∗α∗(σ˜) = j∗α∗α∗i∗(σ) = α˜2σ 6= 0.
(2) Consider the following exact sequence (r = 1, 2, 3)
Exts+1,tq+q+rA (H
∗M,Zp)
i′
∗−→ Exts+1,tq+q+rA (H
∗K,Zp)
j′
∗−→ Exts+1,tq+r−1A (H
∗M,Zp)
α∗−→
induced by (9.1.2). The left group is zero for r = 2, 3 which can be ob-
tained from the supposition of Exts+1,tq+q+uA (Zp, Zp) = 0( u = 1, 2, 3). The
left group has unique generator α∗i∗(σ) for r = 1, then in any case we
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have im i′∗ = 0. The right group is zero for r = 2, 3 (cf. Prop. 9.3.0)
and has unique generator i∗(σ
′) for r = 1 which satisfies α∗i∗(σ
′) 6= 0 ∈
Exts+2,tq+q+1A (H
∗M,Zp) so that j
′
∗ = 0 and the result follows.
(3) Consider the following exact sequence
Exts+1,tq+2q+1A (H
∗K,H∗M)
(j′)∗
−→ Exts+1,tq+qA (H
∗K,H∗K)
(i′)∗
−→ Exts+1,tq+qA (H
∗K,H∗M)
induced by (9.1.2). The left group is zero by (1) and the right group has
unique generator i′∗(ij)∗α∗(σ˜) (cf. Prop. 9.3.1(4)) which satisfies α
∗i′∗(ij)∗
α∗(σ˜) = i
′
∗(ij)∗α∗α
∗(σ˜) = i′∗(ij)∗α∗α∗(σ˜) = 0, this is because i
′ijα2
= 2i′αijα − i′α2ij = 0 ∈ [Σ2q−1M,K]. Then the result follows. Q.E.D.
Proposition 9.3.4 Let p ≥ 5, s ≤ 4, then under the supposition of
the main Theorem B we have
Exts+1,tq+q−1A (H
∗K,H∗K) ∼= Zp{(h0σ)
′′}
satisfying (i′)∗(h0σ)
′′ = i′∗(ij)∗(α1 ∧ 1M )∗(σ˜).
Proof: Consider the following exact sequence
Exts+1,tq+2qA (H
∗K,H∗M)
(j′)∗
−→ Exts+1,tq+q−1A (H
∗K,H∗K)
(i′)∗
−→ Exts+1,tq+q−1A (H
∗K,H∗M)
induced by (9.1.2). The left group is zero by Prop. 9.3.2(1) and similar to
that in Prop. 9.3.1, the right group has unique generator (ij)∗i′∗(ij)∗α∗(σ˜) =
i′∗(ij)∗(α1 ∧ 1M )∗(σ˜) which satisfies α
∗i′∗(ij)∗(α1 ∧ 1M )∗(σ˜) = i
′
∗(ij)∗(α1 ∧
1M )∗α∗(σ˜) = 0 ∈ Ext
s+2,tq+2q
A (H
∗K, H∗M), this is because i′ij(α1 ∧ 1M )α
= 0 ∈ [Σ2q−2M,K]. Then the result follows. Q.E.D.
Proposition 9.3.5 Let p ≥ 5, s ≤ 4, then under the supposition of
the main Theorem B we have
Exts+1,tq+q+1A (H
∗K ′ ∧M,H∗M) ∼= Zp{ψ∗(ij)∗α∗(σ˜), ψ∗(ij)
∗α∗(σ˜)}.
where ψ : ΣM → K ′ ∧M is the map in (9.1.17).
Proof: Consider the following exact sequence
Exts+1,tq+qA (H
∗M,H∗M)
ψ∗
−→ Exts+1,tq+q+1A (H
∗K ′ ∧M,H∗M)
ρ∗
−→ Exts+1,tq+q+1A (H
∗K,H∗M) = 0
induced by (9.1.17). The result follows immediately form Prop. 9.3.1(2)
and Prop.9.3.2.(Note: By the supposition, similar to that given in Prop.
9.3.2(2), we can prove that Exts,tq+q+1A (H
∗K,H∗M) = 0 so that the above
ψ∗ is monic). Q.E.D.
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Proposition 9.3.6 Let p ≥ 5, s ≤ 4, then under the supposition of
the main Theorem B we have
Exts,tqA (H
∗K,H∗K) ∼= Zp{(σ)
′} satisfying (i′)∗(σ)′ = (i′)∗(σ˜).
Proof: Consider the following exact sequence
Exts,tq+q+1A (H
∗K,H∗M)
(j′)∗
−→ Exts,tqA (H
∗K,H∗K)
(i′)∗
−→ Exts,tqA (H
∗K,H∗M)
induced by (9.1.2). Since j′∗Ext
s,tq+q+1
A (H
∗K,H∗M)⊂ Exts,tqA (H
∗M,H∗M)
∼= Zp{σ˜} and α∗(σ˜) 6= 0 ∈ Ext
s+1,tq+q+1
A (H
∗M,H∗M), then im (j′)∗ = 0 and
so Exts,tq+q+1A (H
∗K,H∗M) = i′∗Ext
s,tq+q+1
A (H
∗M,H∗M). Moreover, by
the supposition on Exts,tq+q+rA (Zp, Zp) = 0 , r = 1, 2, and Ext
s,tq+q
A (Zp, Zp)
is zero or ∼= Zp{h0σ
′′} we have Exts,tq+q+1A (H
∗M,H∗M) ∼= Zp{α∗(σ˜′′)},
then Exts,tq+q+1A (H
∗K,H∗M) = (i′)∗Ext
s,tq+q+1
A (H
∗M,H∗M) = 0. On the
other hand, it is easily seen that Exts,tqA (H
∗K,H∗M) has unique generator
i′∗(σ˜) which satisfies α
∗i′∗(σ˜) = i
′
∗α∗(σ˜) = 0. Then the result follows. Q.E.D.
By (6.5.5), there is α′′ ∈ [Σq−2K,K] such that α′′i′ = i′ijαij. Let X
be the cofibre of α′′ : Σq−2K → K given by the cofibration
(9.3.7) Σq−2K
α′′
−→ K
w
−→ X
u
−→ Σq−1K,
Then, α′′ induces a boundary homomorphism (or connecting homomot-
phism) (α′′)∗ : Exts,tqA (H
∗K,H∗K)) → Exts+1,tq+q−1A (H
∗K,H∗K). Since
α′′i′ = i′ijαij = i′ij(α1∧1M ) , then (i
′)∗(α′′)∗(σ)′ = (α′′i′)∗(σ)′ = (i′ij(α1∧
1M ))
∗(σ)′ = (α1 ∧ 1M )
∗(ij)∗(i′)∗(σ)′ = (i′ij)∗(α1 ∧ 1M )∗(σ˜) = (i
′)∗(h0σ)
′′
(cf. Prop. 9.3.4) . Then we have
(9.3.8) (h0σ)
′′ = (α′′)∗(σ)′ ∈ Exts+1,tq+q−1A (H
∗K,H∗K)
this is because the above (i′)∗ is monic which can be obtained by Exts+1,tq+2qA
(H∗K,H∗M) = 0 (cf. Prop. 9.3.2).
After finishing the above preminilaries , we now turn to prove the fol-
lowing Theorem 9.3.9. It is proved by some argument processing in the
Adams resolution (9.2.9) of some spectra related to the sphere spectrum S.
Theorem 9.3.9 Let p ≥ 5, s ≤ 4 , then under the supposition of the
main Theorem B we have (c¯s+1∧1K)(h0σ)
′′ = 0, where (h0σ)
′′ ∈ [Σtq+q−1K,
KGs+1 ∧K] is a d1-cycle which represents the unique generator (h0σ)
′′ of
Exts+1,tq+q−1A (H
∗K,H∗K) (cf. Prop. 9.3.4).
Before proving Theorem 9.3.9, we first prove the following Lemma.
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Lemma 9.3.10 Let p ≥ 5, s ≤ 4, then under the supposition of the
main Theorem B we have
(1) (c¯s+1 ∧ 1K)(h0σ)
′′ = (1Es+2 ∧ α
′′)(κ ∧ 1K),
(2) (c¯s+1 ∧ 1K)(h0σ ∧ 1K) = (1Es+2 ∧ α1 ∧ 1K)(κ ∧ 1K)
where κ ∈ πtq+1Es+2 such that a¯s+1κ = c¯sσ with σ ∈ πtqKGs
∼= Ext
s,tq
A (Zp, Zp).
Proof: Recall that X is the cofibre of α′′ : Σq−2K → K given by
the cofibration (9.3.7). Since (h0σ)
′′ ∈ [Σtq+q−1K,KGs+1 ∧ K] represents
(h0σ)
′′ = (α′′)∗(σ)′ ∈ Exts+1,tq+q−1A (H
∗K, H∗K), then (h0σ)
′′u ∈ [ΣtqX,
KGs+1 ∧K] is a d1-boundary so that (c¯s+1 ∧ 1K)(h0σ)
′′u = 0 and (c¯s+1 ∧
1K)(h0σ)
′′ = f ′α′′ for some f ′ ∈ Σtq+1K,Es+2 ∧K]. It follows that (a¯s+1 ∧
1K)f
′α′′ = 0 and so (a¯s+1∧ 1K)f
′ = f ′2w with f
′
2 ∈ [Σ
tqX,Es+1 ∧K]. Then,
(b¯s+1∧1K)f
′
2w = 0 and (b¯s+1∧1K)f
′
2 = g
′·u for some g′ ∈ [Σtq+q−1K,KGs+1∧
K]. g′ is a d1-cycle, this is because (b¯s+2c¯s+1 ∧ 1K)g
′ = g′2α
′′ (with g′2 ∈
[Σtq+1K,KGs+2 ∧ K]) = 0 since α
′′ induces zero homomorphism in Zp-
cohomology. Then, by Prop. 9.3.4 and (9.3.8), g′ represents (h0σ)
′′ =
(α′′)∗(σ)′ ∈ Exts+1,tq+q−1A (H
∗K,H∗K) and so g′ · u is a d1-boundary , that
is g′ ·u = (b¯s+1c¯s ∧ 1K)g
′
3 with g
′
3 ∈ [Σ
tqX,KGs ∧K]. Then (b¯s+1∧ 1K)f
′
2 =
(b¯s+1c¯s ∧ 1K)g
′
3 and so f
′
2 = (c¯s ∧ 1K)g
′
3 + (a¯s+1 ∧ 1K)f
′
3 for some f
′
3 ∈
[Σtq+1X,Es+2∧K] and we have (a¯s+1∧1K)f
′ = f ′2w = (c¯s∧1K)g
′
3w+(a¯s+1∧
1K)f
′
3w. Clearly, g
′
3w ∈ [Σ
tqK,KGs ∧ K] is a d1-cycle which represents
Exts,tqA (H
∗K,H∗K) ∼= Zp{(σ)
′} (cf. Prop. 9.3.6). Then g′3w = σ∧1K (up to
scalar and modulo d1-boundary), where σ ∈ πtqKGs ∼= Ext
s,tq
A (Zp, Zp). So
we have (a¯s+1∧1K)f
′ = (c¯s∧1K)(σ∧1K)+(a¯s+1∧1K)f
′
3w = (a¯s+1∧1K)(κ∧
1K) + (a¯s+1 ∧ 1K)f
′
3w , where κ ∈ πtq+1Es+2 satisfying a¯s+1κ = c¯sσ. It fol-
lows that f ′ = κ∧1K+f
′
3w+(c¯s+1∧1K)g
′
4 for some g
′
4 ∈ [Σ
tq+1K,KGs+1∧K]
and we have (c¯s+1∧1K)(h0σ)
′′ = f ′α′′ = (κ∧1K)α
′′ = (1Es+2 ∧α
′′)(κ∧1K).
This shows (1). The proof of (2) is similar. Q.E.D.
Proof of Theorem 9.3.9 At first, by the supposition of the main
Theorem B on i′∗i∗(h0σ) ∈ Ext
s+1,tq+q
A (H
∗K,Zp) in a permanent cycle in
the ASS we have (c¯s+1 ∧ 1K)(h0σ ∧ 1K) = 0. The there exists η
′
n,s+1 ∈
[Σtq+qK,Es+1 ∧K] such that (b¯s+1 ∧ 1K)η
′
n,s+1 = (h0σ ∧ 1K).
By Lemma 9.3.10, it suffices to prove (1Es+2 ∧ α
′′)(κ ∧ 1K) = 0. Note
that, by a¯s+1κ = c¯sσ we have a¯s+1(1Es+2 ∧ α1)κ = c¯s(1KGs ∧ α1)σ = 0 and
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so (1Es+2 ∧ α1)κ = c¯s+1(h0σ) (up to scalar), this is because πtq+qKGs+1
∼=
Exts+1,tq+qA (Zp, Zp)
∼= Zp{h0σ}. Then, by Lemma 9.3.10 we have
(9.3.11) (1Es+2 ∧ α1 ∧ 1K)(κ ∧ 1K) = (c¯s+1 ∧ 1K)(h0σ ∧ 1K) = 0.
Moreover, by (9.1.20) we have (1Es+2 ∧ρα
′
K ′∧M )(κ∧1K)i
′ = (1Es+2 ∧
α′)(κ ∧ 1K)i
′ = 0, Then, by (9.1.17), (1Es+2 ∧ α
′
K ′∧M )(κ ∧ 1K)i
′ = (1Es+2 ∧
(v∧1M )mM )f for some f ∈ [Σ
tq+q−1M,Es+2∧K
′∧M ] and so (1Es+2∧i
′)f =
(1Es+2∧ρ(1K ′∧ij)α
′
K ′∧M )(κ∧1K)i
′ = (1Es+2∧α
′′)(κ∧1K)i
′ = (1Es+2∧α
′)(κ∧
1K)i
′ij = 0. Hence f = (1Es+2 ∧α)f2 for some f2 ∈ [Σ
tq−1M,Es+2∧M ] and
we have (1Es+2 ∧ (x∧1M )α
′
K ′∧M )(κ∧1K)i
′ = (1Es+2 ∧ (i
′∧1M )mMα)f2 = 0
and (1Es+2∧(x∧1M)α
′
K ′∧M )(κ∧1K)ρ(v∧1M ) = (1Es+2∧(x∧1M)α
′
K ′∧M )(κ∧
1K)ρ(vi∧1M )mM ++(1Es+2∧(x∧1M )α
′
K ′∧M )(κ∧1K )ρ(v∧1M )mM (j∧1M )
= 0, this is because ρ(v ∧ 1M )mM = 0 , ρ(vi ∧ 1M ) = i
′. Then we have
(9.3.12) (1Es+2 ∧ (x ∧ 1M )α
′
K ′∧M )(κ ∧ 1K)ρ = f3(y ∧ 1M )
with f3 ∈ [Σ
tq+2q+1M,Es+2∧K∧M ]∩(kerd) (cf. (9.1.15) and Cor. 6.4.15).
It follows that
(9.3.13) (a¯s+1 ∧ 1K∧M )f3 = f4(αi ∧ 1M )
with f4 ∈ [Σ
tq+qM ∧ M,Es+1 ∧ K ∧ M ] ∩ (kerd)(cf. (9.1.15) and Cor.
6.4.15). Note that the d1-cycle (b¯s+1∧ 1M )(1Es+1 ∧ jj
′ ∧ 1M)f4 ∈ [Σ
tq−2M ∧
M,KGs+1 ∧M ] ∼= Zp{(σ
′ ∧ 1M )ij(j ∧ 1M )}, then (b¯s+1 ∧ 1M )(1Es+1 ∧ jj
′ ∧
1M )f4 = λ · (σ
′ ∧ 1M )ij(j ∧ 1M ) and by applying the derivation d we have
λ · (σ′ ∧ 1M )(j ∧ 1M) = 0 and this implies that λ = 0. That is to say (b¯s+1 ∧
1M )(1Es+1 ∧ jj
′ ∧ 1M )f4 = 0 , then (b¯s+1 ∧ 1K∧M )f4 = (1KGs+1 ∧ x ∧ 1M )g
with d1-cycle g ∈ [Σ
tq+qM ∧M,Es+1 ∧K
′ ∧M ] ∩ (kerd)( cf. Cor. 6.4.15).
By Theorem 6.4.3, g = g(i ∧ 1M )mM + gmM (j ∧ 1M ). Now we claim
that g(i ∧ 1M ) = λ1(1KGs+1 ∧ vi ∧ 1M )(h0σ ∧ 1M ) and gmM = λ2(1KGs+1 ∧
(v ∧ 1M )mM )(h0σ ∧ 1M ) (mod d1-boundary), where λ1, λ2 ∈ Zp.
To prove the claim, note that the d1-cycle g(i ∧ 1M ) represents an el-
ement [g(i ∧ 1M )] ∈ Ext
s+1,tq+q
A (H
∗K ′ ∧M,H∗M) and [(1KGs+1 ∧ ρ)g(i ∧
1M )] ∈ Ext
s+1,tq+q
A (H
∗K,H∗M) ∼= Zp{[(1KGs+1 ∧ i
′)(h0σ∧ 1M)]} (cf. Prop.
9.3.2(4)). Then (1KGs+1∧ρ)g(i∧1M ) = λ1(1KGs+1∧ρ(vi∧1M ))(h0σ∧1M )+
(b¯s+1c¯s∧1K)g2 for some g2 ∈ [Σ
tq+qM,KGs∧K]. Since (1KGs∧j
′α′)g2 = 0,
then g2 = (1KGs ∧ ρ)g3 with g3 ∈ [Σ
tq+qM,KGs ∧K
′ ∧M ]. Then g(i∧ 1M )
= λ1(1KGs+1∧vi∧1M )(h0σ∧1M )+(b¯s+1c¯s∧1K ′∧M )g3+(1KGs+1∧ψ)g4 with
g4 ∈ [Σ
tq+q−1M,KGs+1∧M ] ∼= Zp{(h0σ∧1M )ij} and so g4 = λ
′(h0σ∧1M )ij
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for some λ′ ∈ Zp. However, d(i ∧ 1M ) = 0 and d(g) = 0 this implies that
d(g(i ∧ 1M )) = 0, then, by applying the derivation d to the above equation
we have (1KGs+1 ∧ψ)d(g4) + (b¯s+1c¯s ∧ 1K ′∧M )d(g3) = 0, that is λ
′(1KGs+1 ∧
ψ)(h0σ∧1M ) = (b¯s+1c¯s∧1K ′∧M )d(g3) and this means that the scalar λ
′ = 0,
this is because ψ∗[h0σ∧1M ] 6= 0 ∈ Ext
s+1,tq+q+1
A (H
∗K ′∧M,H∗M)(cf. Prop.
9.3.5). This shows that g(i∧1M ) = λ1(1KGs+1∧vi∧1M )(h0σ∧1M) (mod d1-
boundary). In addition, by d(mM ) ∈ [Σ
2M,M ∧M ] ∼= [Σ2M,M ]+[ΣM,M ]
= 0, then similarly we have gmM = λ2(1KGs+1 ∧ ψ)(h0σ ∧ 1M ) (mod d1-
boundary). This proves the above claim.
Then, modulo d1-boundary we have
(9.3.14) g = g(i ∧ 1M )mM + gmM (j ∧ 1M )
= λ1(1KGs+1∧vi∧1M )(h0σ∧1M )mM+λ2(1KGs+1∧ψ)(h0σ∧1M )(j∧1M )
= λ1(h0σ∧1K ′∧M )(vi∧1M )mM +λ2(h0σ∧1K ′∧M )(v∧1M )mM (j∧1M )
We claim that
(9.3.15) The scalar in (9.3.14) λ1 = λ2.
This will be proved in the last. Then , g = λ1(1KGs+1 ∧ v ∧ 1M )(h0σ ∧
1M ∧ 1M ) and so we have (b¯s+1 ∧ 1K∧M )f4 = (1KGs+1 ∧ x ∧ 1M )g =
λ1(1KGs+1 ∧ i
′ ∧ 1M )(h0σ ∧ 1M ∧ 1M ) = λ1(h0σ ∧ 1K ∧ 1M )(i
′ ∧ 1M ) +
(b¯s+1c¯s∧1K∧M)g5 = λ1(b¯s+1∧1K∧M)(η
′
n,s+1∧1M )(i
′∧1M )+(b¯2c¯1∧1K∧M)g5
and f4 = λ1(η
′
n,s+1i
′ ∧ 1M ) + (c¯s ∧ 1K∧M)g5 + (a¯s+1 ∧ 1K∧M )f5 with f5 ∈
[Σtq+q+1M ∧M,Es+2 ∧K ∧M ]. It follows that (a¯s+1 ∧ 1K∧M)f3 = f4(αi ∧
1M ) = (a¯s+1∧1K∧M)f5(αi∧1M ) and so f3 = f5(αi∧1M )+(c¯s+1∧1K∧M)g6
for some g6 ∈ [Σ
tq+2q+1M,Es+2 ∧ K ∧M ]. So (1Es+2 ∧ α
′′)(κ ∧ 1K)ρ =
(1Es+2 ∧ (1K ∧ j)(x ∧ 1M )α
′
K ′∧M )(κ ∧ 1K)ρ = (1Es+2 ∧ 1K ∧ j)f3(y ∧ 1M ) =
(c¯s+1 ∧ 1K)(1KGs+1 ∧ 1K ∧ j)g6(y ∧ 1M ) = 0, this is because the d1-cycle
(1KGs+1 ∧ 1K ∧ j)g6 ∈ [Σ
tq+2qM,KGs+1 ∧ K] represents an element in
Exts+1,tq+2qA (H
∗K,H∗M) = 0 (cf. Prop. 9.3.2(1)).
It follows from (9.1.11) that (1Es+2 ∧ α
′′)(κ ∧ 1K) = f6αijj
′ for some
f6 ∈ [Σ
tq+q+1M,Es+2 ∧K] and (a¯s+1 ∧ 1K)f6αijj
′ = (a¯s+1 ∧ 1K)(1Es+2 ∧
α′′)(κ∧ 1K ) = (c¯1 ∧ 1K)(1KGs ∧α
′′)(σ∧ 1K) = 0. Then, by (9.1.14) we have
(a¯s+1∧1K)f6αi = f7z with f7 ∈ [Σ
tq+q−1K ′, Es+1∧K]. Moreover, by Prop.
9.1.21, f7z = 0, then f6αi = (c¯s+1∧1K)g7 for some g7 ∈ πtq+2q+1(KGs+1∧K)
and so (1Es+2 ∧ α
′′)(κ ∧ 1K) = f6αijj
′ = (c¯s+1 ∧ 1K)g7jj
′ = 0, this is
because the d1-cycle g7 ∈ πtq+2q+1(KGs+1 ∧ K) reprresents an element in
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Exts+1,p
nq+2q+1
A (H
∗K,Zp) = 0. This shows the result of the Theorem and
the remaining work is to prove the claim (9.3.15).
To prove (9.3.15), Note that by Theorem 6.4.3 and (9.1.15) we have
(v ∧ 1M )mM (α1 ∧ 1M ) = (v ∧ 1M )mM (j ∧ 1M )(αi ∧ 1M ) = −(v ∧ 1M )(i ∧
1M )mM (αi ∧ 1M ) = −(vi ∧ 1M )α. Similarly we have α(ju ∧ 1M ) = −(α1 ∧
1M )mM (u ∧ 1M ), where u : Y → Σ
q+1M and v : ΣM → K ′ are the map
(9.1.5)(9.1.15).
Then, modulo d1-boundary we have
(1KGs+1 ∧ vi ∧ 1M )(h˜0σ) = −(1KGs+1 ∧ v ∧ 1M )mM (h0σ ∧ 1M )
(h˜0σ)(ju ∧ 1M ) = −(h0σ ∧ 1M )mM (u ∧ 1M )
where h˜0σ ∈ [Σ
tq+q+1M,KGs+1∧M ] is a d1-cycle which represents α∗(σ˜) ∈
Exts+1,tq+q+1A (H
∗M,H∗M). So, by (9.3.14), modulo d1-boundary we have
g(u∧1M ) = λ1(1KGs+1 ∧ v∧1M )(h0σ∧1M ∧1M )(u∧1M )+ (λ2−λ1)
(1KGs+1 ∧ v ∧ 1M )mM (h0σ ∧ 1M )(ju ∧ 1M )
= (λ1 − λ2)(1KGs+1 ∧ vi ∧ 1M )(h˜0σ)(ju ∧ 1M )
this is because (1KGs+1 ∧ v)(h0σ ∧ 1M )u = (1KGs+1 ∧ v)[h˜0σ)ij + (1KGs+1 ∧
ij)(h˜0σ)u = 0 (mod d1-boundary). On the other hand, modulo d1-boundary
we have
g(u ∧ 1M ) = λ2(1KGs+1 ∧ v ∧ 1M )(h0σ ∧ 1M ∧ 1M )(u ∧ 1M ) + (λ1−
λ2)(1KGs+1 ∧ vi ∧ 1M )(h0σ ∧ 1M )mM (u ∧ 1M )
= (λ2 − λ1)(1KGs+1 ∧ vi ∧ 1M )h˜0σ(ju ∧ 1M ).
Moreover, (1KGs+1 ∧ vi ∧ 1M )h˜0σ(ju ∧ 1M ) represents an nonzero element
in the Exr group, this is because (1KGs+1 ∧ (1K ∧ i)(x∧ 1M ))(1KGs+1 ∧ vi ∧
1M )h˜0σ(ju ∧ 1M )(r ∧ 1M )(1K ∧ i) = (1KGs+1 ∧ i
′ij)h˜0σijj
′ = (1KGs+1 ∧
i′)(h0σ ∧ 1M )ijj
′ represents a nonzero element in the Ext group. Then, by
comparison to the above two equations we have λ1 − λ2 = λ2 − λ1 so that
λ1 = λ2. This shows the claim (9.3.15). Q.E.D.
Remark In the last of section 4, we will also give another proof of
Theorem 9.3.9.
Proof of the main Theorem B By Theorem 9.3.9, there exists
(ηn,s+1)
′′ ∈ [Σtq+q−1K,Es+1 ∧K] such that (b¯s+1 ∧ 1K)(ηn,s+1)
′′ = (h0σ)
′′ ∈
[Σtq+q−1K,KGs+1∧K]. Let (ηn)
′′ = (a¯0 · · · a¯s∧1K)(ηn,s+1)
′′ ∈ [Σtq+q−s−2K,
K] and consider the map
(ηn)
′′βi′i ∈ πtq+pq+2q−s−2K
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where β ∈ [Σ(p+1)qK,K] is the known second periodicity element which has
filtration 1. Since (ηn)
′′ is represented by (h0σ)
′′ ∈ Exts+1,tq+q−1A (H
∗K,H∗K)
in the ASS, then (ηn)
′′βi′i ∈ πtq+pq+2q−s−2K is represented by (βi
′i)∗(h0σ)
′′
= (βi′i)∗(α′′)∗(σ)′ = α′′∗β∗(i
′i)∗(σ) ∈ Ext
s+2,tq+pq+2q
A (H
∗K,Zp). By [14]
Theorem 3.2 and [15] Theorem 5.2 we know that α′′βi′i ∈ πpq+2q−2K
is represented by α′′∗β∗(i
′i)∗(1) = (i
′i)∗(g0) ∈ Ext
2,pq+2q
A (H
∗K,Zp)(up to
nonzero scalar) in the ASS so that (ηn)
′′βi′i is represented by α′′∗β∗(i
′i)∗(σ) =
(i′i)∗(g0σ) ∈ Ext
s+2,tq+pq+2q
A (H
∗K,Zp). Q.E.D.
Using the stronger result of the main Theorem A which is stated in the
Remark 9.2.35, the result of the main Theorem B also can be obtained by
the following main Theorem B’.
The main Theorem B’ Let σ ∈ Exts,tqA (Zp, Zp), σ
′ ∈ Exts+1,tqA (Zp,
Zp) be a pair of a0-related elements, that is, there is a secondary differential
d2(σ) = a0σ
′. Suppose that all the supposition of the main Theorem A hold,
then (i′i)∗(g0σ) ∈ Ext
s+2,tq+pq+2q
A (H
∗K,Zp), (i
′i)∗(g0σ
′) ∈ Exts+3,tq+pq+2qA
(H∗K,Zp) are permanent cycles in the ASS.
Proof Let φσ ∈ πtq+2qKGs+1, φσ
′ ∈ πtq+2qKGs+2 be d1-cycles which
represent φ∗(σ) ∈ Ext
s+1,tq+2q
A (H
∗L,Zp), φ∗(σ
′) ∈ Exts+2,tq+2qA (H
∗L,Zp)
respectively. By the stronger result of the main Theorem A (cf. Remark
9.2.35) we have (c¯s+2 ∧ 1L)φσ
′ = 0, (c¯s+1 ∧ 1L∧M )(1KGs+1 ∧ 1L ∧ i)φσ =
0. Then (c¯s+2 ∧ 1L∧K)(φσ
′ ∧ 1K) = 0 and by using the multiplication of
the ring spectrum K we have (c¯s+1 ∧ 1L∧K)(φσ) ∧ 1K) = 0. In addition,
(h0σ)
′′ = (1KGs+1 ∧∆)(φσ ∧ 1K), (h0σ
′)′′ = (1KGs+2 ∧∆)(φσ
′ ∧ 1K), this is
because ∆(φ ∧ 1K) = α
′′ ∈ [Σq−2K,K]. Then we have (c¯s+1 ∧ 1K)(h0σ)
′′ =
0, (c¯s+2 ∧ 1K)(h0σ
′)′′ = 0. The remaining steps is similiar to that given in
the proof of the main Theorem B. Q.E.D.
§4. A general result on pull back convergence of h0σ
In this section, we will prove that, under some suppositions, the con-
vergence of the element (1L ∧ i)∗φ∗(σ) ∈ Ext
s+1,tq+2q
A (H
∗L ∧M,Zp) can be
pull backed to obtain the convergence of h0σ ∈ Ext
s+1,tq+q
A (Zp, Zp) in the
stable homotopy groups of spheres. We have the following main Theorem.
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The main Theorem C ( generalization of [24] Theorem A) Let p ≥
5, s ≤ 4 and suppose that
(I)(a) Exts,tqA (Zp, Zp)
∼= Zp{σ}, Ext
s+1,tq+q
A (Zp, Zp)
∼= Zp{h0σ}
Exts+2,tq+2q+1A (Zp, Zp)
∼= Zp{α˜2σ} satisfying a
2
0σ 6= 0.
(b) Exts+1,tq+uA (Zp, Zp)
∼= Zp{a0σ} for u = 1 and is zero for u = 2, 3.
Exts+1,tqA (Zp, Zp) is zero or has (one or two) generator σ
′ such
that (both) satisfies
h0σ
′ 6= 0, a0σ
′ 6= 0,
Exts+1,tq+rq+uA (Zp, Zp) = 0 for r = −1, 2, 3, u = −2,−1, 0, 1, 2, 3
or
for r = 1, u = −2,−1, 1, 2, 3
(c) Exts,tq+uA (Zp, Zp) = 0 for u = −1, 1, 2, 3
Exts,tq+rq+uA (Zp, Zp) = 0 for r = −2,−1, 1, 2, u = −2,−1, 0, 1, 2, 3
(II) (1L ∧ i)∗(φ)∗(σ) ∈ Ext
s+1,tq+2q
A (H
∗L∧M,Zp) is a permanent cycle
in the ASS, then (αi)∗(σ) ∈ Ext
s+1,tq+q+1
A (H
∗M,Zp) also is a permanent
cycle in tha ASS so that h0σ = j∗(αi)∗(σ) ∈ Ext
s+1,tq+q
A (Zp, Zp) converges
to an element in πtq+q−s−1S of order p.
Note that the supposition (I) of the main Thoerem C contains the
supposition I of the main Thoerem B, then some results on Ext groups in
§3 also hold under the supposition of the main Theorem C. Before proving
the main Theorem C, we first recall the properties of some spectra related
to K and M and prove some results on low dimensional Ext groups.
By (9.1.27), ((1Y ∧ j)αY ∧M ∧ 1M )mM = αY ∧M , (9.2.12) and the fol-
lowing homotopy commutative diagram of 3× 3-Lemma
X ∧M
mM (ψ˜∧1M )
−→ Σ2qM
0
−→ Σ2q+2M
ցψ˜∧1M ր mM ց
(φ∧1K)i
′
րj′(j′′∧1K) ց mM
(9.4.1) Σ2qM ΣL∧K Σ2q+2M ∧M
ր mM ց
(1Y ∧j)αY ∧M∧1Mր ց u′ ր ψ˜ ∧ 1M
Σ2q+1M
αY ∧M−→ Y ∧M
u˜w2∧1M−→ ΣX ∧M
we know that the cofibre of mM (ψ˜ ∧ 1M ) : X ∧M → Σ
2qM is ΣL∧K given
by the following cofibration
(9.4.2) X ∧M
mM (ψ˜∧1M )
−→ Σ2qM
(φ∧1K)i
′
−→ ΣL ∧K
u′
−→ ΣX ∧M
Since (1L∧ i
′)(φ∧1M )mM (ψ˜∧1M ) = 0, then by [Σ
−q−1X∧M,L∧M ]∩
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(kerd) ∼= Zp{u
′′ ∧ 1M} and (9.1.2) we have (φ ∧ 1M )mM (ψ˜ ∧ 1M ) = (1L ∧
α)(u′′ ∧ 1M ) (up to nonzero scalar). Since (φ ∧ 1K)i
′α = 0, then by (9.4.2),
there exists αX∧M ∈ [Σ
3qM,X ∧ M ] such that mM (ψ˜ ∧ 1M )αX∧M = α.
In addition, mM(ψ˜ ∧ 1M )αX∧MmM (ψ˜ ∧ 1M ) = αmM (ψ˜ ∧ 1M ) = mM (ψ˜ ∧
1M )(1X ∧α) so that by (9.4.2) we have αX∧MmM (ψ˜∧1M ) = 1X ∧α modulo
(u′)∗[Σ
qX ∧ M,L ∧ K] = 0 , this is because [ΣqL ∧ K,L ∧ K] = 0 and
[Σ3qM,L ∧K] = 0. Concludingly we have
(9.4.3) (φ ∧ 1M )mM (ψ˜ ∧ 1M ) = (1L ∧ α)(u
′′ ∧ 1M ),
αX∧MmM (ψ˜ ∧ 1M ) = 1X ∧ α
The cofibre of the map αX∧M : Σ
3qM → X ∧M is W ∧K given by the
cofibration
(9.4.4) Σ3qM
αX∧M−→ X ∧M
µX∧M−→ W ∧K
j′(j′′u∧1K)
−→ Σ3q+1M
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma
Σ3qM
α
−→ Σ2qM
(φ∧1K)i
′
−→ ΣL ∧K
ց αX∧M րmM (ψ˜∧1M )ց i
′ ր (φ ∧ 1K)
(9.4.5) X ∧M Σ2qK
ր u′ ց µX∧M ր j
′′u ∧ 1K ց j
′
L ∧K
w∧1K−→ W ∧K
j′(j′′u∧1K)
−→ Σ3q+1M
By (9.2.13), ijmM (ψ˜ · u˜ ∧ 1M ) = ij(u2 ∧ 1M ) = (u2 ∧ 1M )(1U ∧ ij) =
mM (ψ˜ · u˜ ∧ 1M )(1U ∧ ij) = mM (ψ˜ ∧ 1M )(1X ∧ ij)(u˜ ∧ 1M ), then we have
ijmM (ψ˜ ∧ 1M ) = mM (ψ˜ ∧ 1M )(1X ∧ ij) + λ(jψ˜ ∧ 1M ) for some λ ∈ Zp.
It follows that λj(jψ˜ ∧ 1M ) = −jmM (ψ˜ ∧ 1M )(1X ∧ ij) = −jψ˜(1X ∧ j) =
j(jψ˜ ∧ 1M ) and so λ = 1. In addition, i
′(α1 ∧ 1M )mM (ψ˜ ∧ 1M ) = (j
′′ ∧
1K)(1L ∧ i
′)(φ ∧ 1M )mM (ψ˜ ∧ 1M ) = 0, then by (9.1.23) we have mM (ψ˜ ∧
1M ) = mM (u ∧ 1M )ψX∧M , where ψX∧M ∈ [Σ
−q+1X ∧ M,Y ∧ M ]. In
addition, [Σ−q+1X ∧M,Y ∧M ] ∼= Zp{ψX∧M} , this can be obtained from
[Σ−2qX ∧M,M ] ∼= Zp{mM (ψ˜ ∧ 1M )} , (9.1.23) and [Σ
−qX ∧M,K] = 0.
Then, by j′(j′′u ∧ 1K) · µX∧M = 0 and (9.1.27) we have (u ∧ 1K)µX∧M =
µ2(1Y ∧ i
′)ψX∧M (up to nonzero scalar). Concludingly we have
(9.4.6) jψ˜ ∧ 1M = ijmM (ψ˜ ∧ 1M )−mM (ψ˜ ∧ 1M )(1X ∧ ij),
(u ∧ 1K)µX∧M = µ2(1Y ∧ i
′)ψX∧M (up to nonzero scalar)
[Σ−q+1X ∧M,Y ∧M ] ∼= Zp{ψX∧M},
mM (u ∧ 1M )ψX∧M = mM (ψ˜ ∧ 1M ),
37
By the following homotopy commutative diagram of 3× 3-Lemma
L ∧K
(1X∧j)u
′
−→ ΣX
1X∧p−→ ΣX
ց u′ ր 1X ∧ j ց ω ր u˜w2
X ∧M Y
ր 1X ∧ i ց
mM (ψ˜∧1M )ր(1Y ∧j)αY ∧Mց
µ2(1Y ∧i
′i)
X
ψ˜
−→ Σ2qM
(φ∧1K)i
′
−→ ΣL ∧K
we know that the cofibre of (1X ∧ j)u
′ : L ∧ K → ΣX is Y given by the
cofibration
(9.4.7) L ∧K
(1X∧j)u
′
−→ ΣX
ω
−→ Y
µ2(1Y ∧i
′i)
−→ ΣL ∧K
In addition, by the commutativity of the above rectangle we have
(9.4.8) ω ∧ 1M = αY ∧MmM(ψ˜ ∧ 1M ).
Proposition 9.4.9 Under the supposition (I) of the main Thoerem
C we have
(1) Exts+1,tq+rA (H
∗K,H∗M) = 0 for r = 1, 2,
(2) Exts+1,tq+rq+1A (H
∗K,H∗K) = 0 for r = −1, 0, 1, 2.
Proof: (1) By the supposition, Exts+1,tq−q+rA (Zp, Zp) = 0 for r =
−1, 0, 1,
2, 3, then (j′)∗Ext
s+1,tq+r
A (H
∗K,Zp) ⊂ Ext
s+1,tq−q−r−1
A (H
∗M,Zp) = 0 for
r = 1, 2, 3 and so Exts+1,tq+rA (H
∗K,Zp) = (i
′)∗Ext
s+1,tq+r
A (H
∗M,Zp) = 0
for r = 1, 2, 3 (cf. Prop. 9.3.0(1)) and the result follows.
(2) Consider the following exact sequence (r = −1, 0, 1, 2)
0 = Ext
s+1,tq+(r+1)q+2
A (H
∗K,H∗M)
(j′)∗
−→ Exts+1,tq+rq+1A (H
∗K,H∗K)
(i′)∗
−→ Exts+1,tq+rq+1A (H
∗K,H∗M)
induced by (9.1.2). The right group is zero for r = 0, 1, 2( cf. (1) and Prop.
9.3.2(1)(2)) and also is zero for r = −1 which is obtained by the supposition
on Exts+1,tq−q+rA (Zp, Zp) = 0 for r = −1, 0, 1, 2. The left group is zero for
r = −1, 0, 1 (cf. (1) and Prop. 9.3.2). The left group also is zero for r = 2,
this is because Exts+1,tq+rq+uA (Zp, Zp) = 0 for r = 2, 3, u = 0, 1, 2, 3 by the
supposition. Then the middle group is zero as desired. Q.E.D.
Proposition 9.4.10 Under the supposition (I) of the main Theorem
C we have
(1) Exts+1,tq+q+1A (H
∗W ∧K,H∗X ∧M) = 0.
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(2) Exts+1,tq+2q+1A (H
∗Y,H∗M) ∼= Zp{((1Y ∧ j)αY ∧M )∗(σ˜)},
Exts+1,tq+qA (H
∗Y,H∗Y ) ∼= Zp{(u)
∗((1Y ∧ j)αY ∧M )∗(σ˜)},
(3) Exts+1,tq+3qA (H
∗X,H∗M) ∼= Zp{((1X ∧ j)αX∧M )∗(σ˜)}
Proof: (1) Consider the following exact sequence
0 = Exts+1,tq+3q+1A (H
∗W ∧K,H∗M)
mM (ψ˜∧1M )
∗
−→ Exts+1,tq+q+1A (H
∗W ∧
K,H∗X ∧M)
(u′)∗
−→ Exts+1,tq+q+1A (H
∗W ∧K,H∗L ∧K)
induced by (9.4.2). The right group is zero by Prop. 9.4.9(2) and (9.1.12)(9.1.3).
The left group also is zero by Exts+1,tq+rq+1A (H
∗K,H∗M) = 0(for r =
1, 2, 3)(cf. the proof of Prop. 9.4.9(2)) . Then the middle group is zero
as desired.
(2) Since u(1Y ∧ j)αY ∧M ∈ [Σ
q−1M,M ] ∼= Zp{ijα, αij}, then u(1Y ∧
j)αY ∧M = λ1ijα + λ1αij where the scalar λ1, λ2 ∈ Zp satisfy λ1jαijα +
λ2jα
2ij = 0. Consider the following exact sequence
Exts+1,tq+2qA (Zp,H
∗M)
(w)∗
−→ Exts+1,tq+2q+1A (H
∗Y,H∗M)
(u)∗
−→ Exts+1,tq+qA (H
∗M,H∗M)
(jα)∗
−→
induced by (9.1.5). The left group is zero which can be obtained by the
supposition on Exts+1,tq+2q+kA (Zp, Zp) = 0 (for k = 0, 1). By Prop. 9.3.1(2),
the right group has two generators (ij)∗α∗(σ˜) and α∗(ij)∗(σ˜) . Then (u)∗
Exts+1,tq+2q+1A (H
∗Y,H∗M) has unique generator (u)∗((1Y ∧ j)αY ∧M )∗(σ˜)
so that the first result follows. For the second result, consider the following
exact sequence
Exts+1,tq+qA (Zp, Zp)
(w)∗
−→ Exts+1,tq+q+1A (H
∗Y,Zp)
(u)∗
−→ Exts+1,tqA (H
∗M,Zp)
(jα)∗
−→
induced by (9.1.5). By the supposition, the left group has unique generator
h0σ = (jαi)∗(σ) so that im (w)∗ = 0. The right group is zero or has (one
or two) generator i∗(σ
′) such that (jα)∗i∗(σ
′) = h0σ
′ 6= 0. Then the middle
group is zero and so the second result follows.
(3) Since ψ˜(1X ∧ j)αX∧M ∈ [Σ
q−1M,M ] ∼= Zp{ijα, αij}, then ψ˜(1X ∧
j)αX∧M = λ3ijα + λ4αij, where the scalar λ3, λ4 ∈ Zp satisfy λ3(1Y ∧
j)αY ∧M ijα + λ4(1Y ∧ j)αY ∧Mαij = 0. Then, similar to that in (2), (ψ˜)∗
Exts+1,tq+3qA (H
∗X,H∗M) has unique generator (ψ˜)∗((1X ∧ j)αX∧M )∗(σ˜) so
that Exts+1,tq+3qA (H
∗X,H∗M) has unique generator ((1X ∧ j)αX∧M )∗(σ˜) ,
this is because Exts+1,tq+3q+1A (H
∗Y,H∗M) = 0 which can be obtained by the
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supposition (I)(b) on Exts+1,tq+rq+kA (Zp, Zp) = 0 for r = 1, 2, k = −1, 0, 1, 2).
Q.E.D.
Proposition 9.4.11 Under the supposition (I) of the main Theorem
C we have
(1) Exts,tq−2qA (H
∗M,H∗X ∧M) ∼= Zp{mM (ψ˜ ∧ 1M )
∗(σ˜)}.
(2) Exts,tq+rq+uA (H
∗K,H∗M) = 0 for r = −1, 1, 2, 3, u = 0, 1, 2
Exts,tqA (H
∗K,H∗K) ∼= Zp{σK} satisfying (i
′)∗(σK) = (i
′)∗(σ˜),
(3) Exts,tqA (H
∗L ∧K,H∗L ∧K) ∼= Zp{σL∧K}
satisfying (j′′ ∧ 1K)∗(σL∧K) = (j
′′ ∧ 1K)
∗(σK)
Exts,tq+rq+uA (H
∗L ∧K,H∗M) = 0 for r = 1, 2, 3, u = 0, 1, 2,
(4) Exts,tq+rq+uA (H
∗W ∧K,H∗M) = 0 for r = 1, 2, 3, u = 0, 1, 2,
Exts,tq+qA (H
∗W ∧K,H∗X ∧M) = 0
Proof: (1) Consider the following exact sequence
Exts,tqA (H
∗M,H∗M ∧M)
(ψ˜∧1M )
∗
−→ Exts,tq−2qA (H
∗M,H∗X ∧M)
(u˜w2∧1M )
∗
−→ Exts,tq−2qA (H
∗M,H∗Y ∧M)
induced by (9.2.12). By the suppopsition on Exts,tq−rq+uA (Zp, Zp) = 0 with
(r = 1, 2, u = 0, 1, 2) and the degree of the top cell of Y ∧M is q + 3 we
know that the right group is zero. Since (mM )
∗Exts,tqA (H
∗M,H∗M ∧M) ⊂
Exts,tq+1A (H
∗M,H∗M) = 0 ( cf. Prop. 9.3.0(2)), then the left group has
unique generator (mM )
∗(σ˜) and so the result follows.
(2) Consider the following exact sequence (r = −1, 1, 2, 3, u = 0, 1, 2)
Exts,tq+rq+uA (H
∗M,H∗M)
(i′)∗
−→ Exts,tq+rq+uA (H
∗K,H∗M)
(j′)∗
−→ Ext
s,tq+(r−1)q+u−1
A (H
∗M,H∗M)
α∗−→
induced by (9.1.2). The left group is zero for r = −1, 1, 2, 3, u = 0, 1, 2,
this is obtained from the supposition I(c) on Exts,tq+rq+kA (Zp, Zp) = 0 (for
r = −1, 1, 2, 3, k = −1, 0, 1, 2, 3). By the supposition and Prop. 9.3.0(2),the
right group is zero except for r = 1, u = 0, 1 it has unique generator (ij)∗(σ˜)
or σ˜ respectively. However, it satisfies α∗(ij)∗(σ˜) 6= 0, α∗(σ˜) 6= 0 then, the
middle group is zero as desired. Consider the following exact sequence
0 = Exts,tq+q+1A (H
∗K,H∗M)
(j′)∗
−→ Exts,tqA (H
∗K,H∗K)
(i′)∗
−→ Exts,tqA (H
∗K,H∗M)
α∗
−→
induced by (9.1.2). The left group is zero as shown above. The right group
has unique generator (i′)∗(σ˜) , this is because (j
′)∗Ext
s,tq
A
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(H∗K,H∗M) ⊂ Exts,tq−q−1A (H
∗M,H∗M) = 0 and Exts,tqA (H
∗M,H∗M) ∼=
Zp{σ˜}. Then the middle has unique generatot σK as desired.
(3) Consider the following exact sequence (r = −1, 0)
Ext
s,tq+(r+1)q
A (H
∗K,H∗K)
(j′′∧1K)
∗
−→ Exts,tq+rqA (H
∗K,H∗L ∧K)
(i′′∧1K)
∗
−→ Exts,tq+rqA (H
∗K,H∗K)
(α1∧1K)
∗
−→
induced by (9.1.3). The left group is zero for r = 0 , this is because by (2)
(i′)∗Exts,tq+qA (H
∗K,H∗K) ⊂ Exts,tq+qA (H
∗K,H∗M) = 0 and Exts,tq+2q+1A
(H∗K,H∗M) = 0. Moreover, by (2), the left group has unique genera-
tor σK for r = −1. The right group is zero r = −1, this is because by (2)
(i′)∗Exts,tq−qA (H
∗K,H∗K) ⊂ Exts,tq−qA (H
∗K,H∗M) = 0 and Exts,tq+1A (H
∗K,
H∗M) = 0. The right group has unique generator σK for r = 0 which
satisfies (α1 ∧ 1K)
∗(σK) 6= 0 ∈ Ext
s+1,tq+q
A (H
∗K,H∗K) , this is because
(i′)∗(α1 ∧ 1K)
∗(σK) = (α1 ∧ 1M )
∗(i′)∗(σK) = (α1∧ 1M )
∗(i′)∗(σ˜) = (i
′)∗(α1 ∧
1M )∗(σ˜) 6= 0 ∈ Ext
s+1,tq+q
A (H
∗K,H∗M). Then the middle group is zero for
r = 0 and has unique generator (j′′ ∧ 1K)
∗(σK) for r = −1 so that the first
result can be obtained by the following exact sequence
0 = Exts,tqA (H
∗K,H∗L ∧K)
(i′′∧1K)∗
−→ Exts,tqA (H
∗L ∧K,H∗L ∧K)
(j′′∧1K)∗
−→ Exts,tq−qA (H
∗K,H∗L ∧K)
(α1∧1K)∗
−→
induced by (9.1.3). For the second result, look at the following exact se-
quence (r = 1, 2, 3, u = 0, 1, 2)
0 = Exts,tq+rq+uA (H
∗K,H∗M)
(i′′∧1K)∗
−→ Exts,tq+rq+uA (H
∗L ∧K,H∗M)
(j′′∧1K)∗
−→ Ext
s,tq+(r−1)q+u
A (H
∗K,H∗M)
(α1∧1K)∗
−→
induced by (9.1.3). By (2), the left group is zero for r = 1, 2, 3, u = 0, 1, 2
and the right group also is zero for r = 2, 3, u = 0, 1, 2. By Prop. 9.3.0
and the supposition , the right group also is zero for r = 1, u = 1, 2. For
r = 1, u = 0, The right group has unique generator (i′)∗(σ˜) which satisfies
(α1 ∧ 1K)∗(i
′)∗(σ˜) 6= 0. Then the middle group is zero for r = 1, 2, 3, u =
0, 1, 2.
(4) Consider the following exact sequence (r = 1, 2, 3, u = 0, 1, 2)
0 = Exts,tq+rq+uA (H
∗L∧K,H∗M)
(w∧1K)∗
−→ Exts,tq+rq+uA (H
∗W∧K,H∗M)
(j′′u∧1K)∗
−→ Ext
s,tq+(r−2)q+u
A (H
∗K,H∗M)
(φ∧1K)∗
−→
induced by (9.1.12). By (3), the left group is zero for r = 1, 2, 3, u = 0, 1, 2.
By (2), the right group is zero for r = 1, 3, u = 0, 1, 2 and by Prop. 9.3.0
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and the supposition, it also is zero for r = 2, u = 1. For r = 2, u = 0, the
right group has unique generator (i′)∗(σ˜) which satisfies (φ∧ 1K)∗(i
′)∗(σ˜) 6=
0 ∈ Exts+1,tq+2qA (H
∗L ∧ K,H∗M). Then the middle group is zero for r =
1, 2, 3, u = 0, 1, 2 as desired.
Since (u˜w2w∧1M )
∗Exts,tq+qA (H
∗W ∧K,H∗X∧M) ⊂ Exts,tq+qA (H
∗W ∧
K,H∗M) = 0, then, by (9.1.5), (u˜w2∧1M )
∗Exts,tq+qA (H
∗W∧K,H∗X∧M) =
(u∧ 1M )
∗Exts,tq+2q+1A (H
∗W ∧K,H∗M ∧M) = 0. and by using (9.2.12) we
know that Exts,tq+qA (H
∗W ∧ K,H∗X ∧M) = (ψ˜ ∧ 1M )
∗Exttq+3qA (H
∗W ∧
K,H∗M ∧M) = 0. Q.E.D.
The proof of the main Theorem C will be done by some argument
processing in the Adams resolution (cf. 9.2.9) of some spectra related to the
sphere spectrum S. Before proving the main Theorem C , we first prove the
following Lemmas.
Lemma 9.4.12 Under the supposition (I)(II) of the main Theorem
C we have
(1) Let h˜0σ ∈ [Σ
tq+q+1M,KGs+1∧M ] be a d1-cycle which represents
α∗(σ˜) ∈ Ext
s+1,tq+q+1
A (H
∗M,H∗M), then (c¯s+1∧ 1M )h˜0σ = (1Es+2 ∧α)(κ∧
1M ) (up to scalar), where κ ∈ πtq+1Es+2 such that a¯s+1 · κ = c¯s · σ and
σ ∈ πtqKGs ∼= Ext
s,tq
A (Zp, Zp).
(2) (1Es+2 ∧ φ ∧ 1M )(κ ∧ 1M ) = 0, (1Es+2 ∧ α1 ∧ 1M )(κ ∧ 1M ) = 0.
Proof: (1) Since (1KGs+1 ∧ i
′)h˜0σ is a d1-boundary, then (c¯s+1 ∧ 1K)
(1KGs+1 ∧ i
′)(h˜0σ) = 0 so that (c¯s+1 ∧ 1M )h˜0σ = (1Es+2 ∧ α)f
′ for some
f ′ ∈ [Σtq+1M,Es+2 ∧M ]. It follows that (a¯s+1 ∧ 1M )(1Es+2 ∧ α)f
′ = 0 and
so (a¯s+1 ∧ 1M )f
′ = (1Es+1 ∧ j
′)f ′2 with f
′
2 ∈ [Σ
tq+q+1M,Es+1 ∧K]. The d1-
cycle (b¯s+1∧1K)f
′
2 represents an element in Ext
s+1,tq+q+1
A (H
∗K,H∗M) and
this group is zero by Prop. 9.3.2(2), then (b¯s+1∧1K)f
′
2 = (b¯s+1c¯s∧1K)g
′
0 for
some g′0 ∈ [Σ
tq+q+1M,KGs ∧K]. Consequently we have, f
′
2 = (c¯s ∧ 1K)g
′
0+
(a¯s+1 ∧ 1K)f
′
3 for some f
′
3 ∈ [Σ
tq+q+2M,Es+2 ∧K] and so (a¯s+1 ∧ 1M )f
′ =
(a¯s+1 ∧ 1M )(1Es+2 ∧ j
′)f ′3 + (c¯s ∧ 1M )(1KGs ∧ j
′)g′0 = (a¯2 ∧ 1M )(1Es+2 ∧
j′)f ′3+(c¯s∧1M )(σ∧1M ) = (a¯s+1∧1M )(1Es+2 ∧ j
′)f ′3+(a¯s+1∧1M )(κ∧1M ),
where the d1-cycle (1KGs∧j
′)g′0 ∈ [Σ
tqM,KGs∧M ] represents an element in
Exts,tqA (H
∗M,H∗M) and this group has unique generator σ˜ so that it equals
to σ∧1M (mod d1-boundary). Hence we have f
′ = (1Es+1∧j
′)f ′3+(κ∧1M )+
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(c¯s+1 ∧ 1M )g˜1 for some g˜1 ∈ [Σ
tq+1M,KGs+1 ∧M ] and so (c¯s+1 ∧ 1M )h˜0σ =
(1Es+2 ∧ α)f
′ = (1Es+1 ∧ α)(κ ∧ 1M ) which shows the result.
(2) Since Exts+1,tq+rqA (Zp, Zp) is zero for r = 2 and has unique genera-
tor h0σ = (j
′′)∗(φ)∗(σ) forr = 1, then Ext
s+1,tq+2q
A (H
∗L,Zp) ∼= Zp{(φ)∗(σ)}
and Exts+1,tq+2qA (H
∗W,Zp) = 0. By this and a similar proof as given in
(1) we know that (1Es+2 ∧ φ)κ = (c¯s+1 ∧ 1L)σφ (up to scalar), where σφ ∈
πtq+2q(KGs+1∧L) is a d1-cycle which represents (φ)∗(σ) ∈ Ext
s+1,tq+2q
A (H
∗L,
Zp). Then, by the supposition (II) of the main Theorem C we have (1Es+2 ∧
φ ∧ 1M )(κ ∧ 1M ) = (c¯s+1 ∧ 1L∧M )(σφ ∧ 1M ) = 0 so that the result follows.
Q.E.D.
Lemma 9.4.13 Under the supposition (I) of the main Theorem C we
have
(1) Exts,tqA (H
∗X ∧M,H∗X ∧M) ∼= Zp{[σ ∧ 1X∧M ]}.
(2) For any d1-cycle g0 ∈ [Σ
tq+qX,KGs+1 ∧ X], g0 = λ
′(h0σ ∧
1X) (mod d1-boundary) with λ
′ ∈ Zp and (ψX∧M )∗[h0σ ∧ 1X∧M ] 6= 0 ∈
Exts+1,tq+1A (H
∗Y ∧M,H∗X ∧M).
Proof (1) Consider the following exact sequence
Exts,tq+2qA (H
∗L∧K,H∗M)
mM (ψ˜∧1M )
∗
→ −→ Exts,tqA (H
∗L∧K,H∗X ∧M)
(u′)∗
−→ Exts,tqA (H
∗L ∧K,H∗L ∧K)
((1L∧i
′)(φ∧1M ))
∗
−→
induced by (9.4.2). By Prop. 9.4.11(3), the left group is zero and the right
group has unique generator σL∧K which satisfies ((1L∧i
′)(φ∧1M ))
∗(σL∧K) 6=
0 ∈ Exts+1,tq+2qA (H
∗L ∧K,H∗M), this is because (j′′ ∧ 1K)∗((1L ∧ i
′)(φ ∧
1M ))
∗(σL∧K) = ((1L∧i
′)(φ∧1M ))
∗(j′′∧1K)∗(σL∧K) = ((1L∧i
′)(φ∧1M )
∗(j′′∧
1K)
∗(σK) = ((α1 ∧ 1K)i
′)∗(σK) = (α1 ∧ 1M )
∗(i′)∗(σ˜) = (i
′(α1 ∧ 1M ))∗(σ˜) 6=
0 ∈ Exts+1,tq+qA (H
∗K,H∗M). Then the middle group is zero. Look at the
following exact sequence
Exts,tqA (H
∗L ∧K,H∗X ∧M)
(u′)∗
−→ Exts,tqA (H
∗X ∧M,H∗X ∧M)
mM (ψ˜∧1M )∗
−→ Exts,tq−2qA (H
∗M,H∗X ∧M)
((1L∧i
′)(φ∧1M ))∗
−→
induced by (9.4.2). As shown above, the left group is zero. By Prop.
9.4.11(1), the right group has unique generator mM (ψ˜ ∧ 1M )
∗(σ˜)
= mM (ψ˜ ∧ 1M )
∗[σ ∧ 1M ] = [(σ ∧ 1M )mM (ψ˜ ∧ 1M )] = [(1KGs ∧ mM(ψ˜ ∧
1M ))(σ ∧ 1X∧M )] = mM (ψ˜ ∧ 1M )∗[σ ∧ 1X∧M ] and it satisfies ((1L ∧ i
′)(φ ∧
1M ))∗mM (ψ˜ ∧ 1M )
∗(σ˜) = ((1L ∧ i
′)(φ∧ 1M ))∗mM (ψ˜ ∧ 1M )∗[σ ∧ 1X∧M ] = 0.
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Then the middle group has unique generator [σ ∧ 1X∧M ] as desired.
(2) Note that (ψ˜)∗(u˜w2)
∗Exts+1,tq+qA (H
∗X,H∗X) ⊂ Exts+1,tq−q−1A (H
∗M,
H∗Y ). Similar to that in Prop. 9.3.0(1), by the supposition we know that
Exts+1,tqA (H
∗M,H∗M) is zero or has (one or two ) generator σ˜′, then
Exts+1,tq−q−1A (H
∗M,H∗Y ) is zero or has (one or two) generator (u)∗(σ˜′) and
it satisfies ((1Y ∧ j)αY ∧M )∗(u)
∗(σ˜′) = ((1Y ∧ j)αY ∧M )∗(u)∗[σ
′∧1Y ] = (1Y ∧
α1)∗[σ
′ ∧ 1Y ] = [h0σ
′ ∧ 1Y ] 6= 0, then (ψ˜)∗(u˜w2)
∗Exts+1,tq+qA (H
∗X,H∗X) =
0 and so we have (u˜w2)
∗Exts+1,tq+qA (H
∗X,H∗X) = (u˜w2)∗Ext
s+1,tq+q
A (H
∗Y,
H∗Y ) = 0 , this is becauseExts+1,tq+qA (H
∗Y,H∗Y ) ∼= Zp{((1Y ∧j)αY ∧M )∗(u)
∗
(σ˜)} ( cf. Prop. 9.4.10(2)). ThenExts+1,tq+qA (H
∗X,H∗X) = (ψ˜)∗Exts+1,tq+3qA
(H∗X,H∗M) and it has unique generator (ψ˜)∗((1X∧j)αX∧M )∗(σ˜) = ((1X ∧
j)αX∧M )∗[(σ ∧ 1M )ψ˜] = ((1X ∧ j)αX∧M )∗[(1KGs+1 ∧ ψ˜)(σ ∧ 1X)] = ((1X ∧
j)αX∧M )∗mM(ψ˜∧ 1M )∗(1X ∧ i)∗[σ∧ 1X ] = (1X ∧ jαi)∗[σ∧ 1X ] = [h0σ∧ 1X ]
(cf. Prop. 9.4.10(3)) Then the first result follows. For the second result
, by (9.4.6), the d1-cycle (1KGs+1 ∧ mM(u ∧ 1M )ψX∧M )(h0σ ∧ 1X∧M ) =
(1KGs+1 ∧mM(ψ˜∧ 1M ))(h0σ∧ 1X∧M ) = (h0σ∧ 1M )mM (ψ˜∧ 1M ) and it rep-
resents an elementmM (ψ˜∧1M )
∗[h0σ∧1M ] = mM (ψ˜∧1M )
∗(α1∧1M )∗(σ˜) 6= 0
so that the second result follows. Q.E.D.
Proof the main Theorem C By Lemma 9.4.12(1), it suffices to
prove (c¯s+1 ∧ 1M )h˜0σ = (1Es+1 ∧ α)(κ ∧ 1M ) = 0. The proof is divided into
the following two steps.
Step 1 To prove (κ ∧ 1X∧M )(1X ∧ α) = 0.
By (9.4.3), (φ∧ 1M )mM (ψ˜ ∧ 1M ) = (u
′′ ∧ 1M )(1X ∧α), then by Lemma
9.4.12(2) we have (1Es+2 ∧u
′′∧1M )(1Es+2∧1X ∧α)(κ∧1X∧M ) = (1Es+2 ∧φ∧
1M )(κ∧ 1M )mM (ψ˜ ∧ 1M ) = 0. Moreover, by (9.2.16) we have (1Es+2 ∧ 1X ∧
α)(κ ∧ 1X∧M ) = (1Es+2 ∧ u˜w3 ∧ 1M )f for some f ∈ [Σ
tq+q+1X ∧M,Es+2 ∧
W ∧M ] ∩ (kerd) (cf. Cor. 6.4.15). By composing (1Es+2 ∧ 1X ∧ i
′i ∧ 1M )
on the above equation we have (1Es+2 ∧ u˜w3 ∧ 1K∧M )(1Es+2 ∧ 1W ∧ i
′i ∧
1M )f = (1Es+2 ∧ (1X ∧ (i
′i ∧ 1M )α)(κ ∧ 1X∧M ) = (1Es+2 ∧ 1X ∧mK i
′(α1 ∧
1M )))(κ∧ 1X∧M ) = 0 ,where we use the result on (1Es+2 ∧α1 ∧ 1M )(κ∧ 1M )
= 0 in Lemma 9.4.12(2). Consequently, by (9.2.16), (1Es+2 ∧ 1W ∧ i
′i ∧
1M )f = (1Es+2 ∧ w
′(π ∧ 1L) ∧ 1K∧M)f2 = 0 (for some f2 ∈ [Σ
tq+1X ∧
M,Es+2 ∧ L ∧ K ∧M ]), this is because π ∧ 1K = 0. Then by (9.1.4) we
have f = (1Es+2 ∧ 1W ∧ ǫ∧ 1M )f3 = (1Es+2 ∧ 1W ∧αmM (u∧ 1M )f3 for some
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f3 ∈ [Σ
tq+q+2X ∧M,Es+2 ∧W ∧ Y ∧M ] ∩ (kerd) ( cf. Cor. 6.4.15) and so
(9.4.14) (1Es+2 ∧ 1X ∧ α)(κ ∧ 1X∧M )
= (1Es+2 ∧ u˜w3 ∧ 1M )(1Es+2 ∧ 1W ∧ αmM (1M ∧ u))f3
= (1Es+2∧αX∧M (j
′′u∧1M ))(1Es+2∧1W ∧mM (1M∧u))f3 ( cf. (9.4.3))
By (9.4.14), (a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u˜w3 ∧ 1M )(1Es+2 ∧ (1W ∧ αmM (u∧
1M ))f3 = (a¯s+1 ∧ 1X∧M )(1Es+2 ∧ 1X ∧ α)(κ∧ 1X∧M ) = (c¯s ∧ 1X∧M )(1KGs ∧
1X ∧ α)(σ ∧ 1X∧M ) = 0 ,this is because α induces zero homomorphism in
Zp-cohomology. Then, by (9.2.16) and w
′(π ∧ 1L) ∧ 1M = (w ∧ 1M )(1L ∧ α)
we have
(9.4.15) (a¯s+1 ∧ 1W∧M )(1Es+2 ∧ 1W ∧ αmM (u ∧ 1M ))f3
= (1Es+1 ∧ (1W ∧ α)(w ∧ 1M ))f5
with f5 ∈ [Σ
tqX ∧M,Es+1 ∧ L ∧M ] ∩ (kerd) ( cf. Cor. 6.4.15 ).
By (9.4.15)(9.1.2) , (a¯s+1 ∧ 1W∧M )(1Es+2 ∧ 1W ∧ mM (u ∧ 1M ))f3 =
(1Es+1∧w∧1M )f5+(1Es+1∧1W ∧j
′)f6 for some f6 ∈ [Σ
tq+q+1X∧M,Es+1∧
W ∧K]∩(kerd) ( cf. Prop. 6.5.26). Since (1W ∧α1)w = w(1L∧α1) = w ·φj
′′
= 0, then w = (1W ∧ j
′′)ψW , where ψW ∈ [Σ
qL,W ∧ L]. So we have
w ∧ 1M = (1W ∧ j
′′)ψW ∧ 1M = (1W ∧mM (u ∧ 1M ))((1W ∧ h¯)ψW ∧ 1M ).
Hence, −(a¯s+1 ∧ 1W∧Y ∧M )f3 = (1Es+2 ∧ (1W ∧ h)ψW ∧ 1M )f5 + (1Es+1 ∧
1W ∧ (1Y ∧ i)r)f6 + (1Es+1 ∧ 1W ∧ (r ∧ 1M )mK)f7 and by Prop. 6.5.26,
f7 = f8(1X∧i
′)+f9(1X∧i
′ij), where f8 ∈ [Σ
tq+qX∧K,Es+1∧W∧K]∩(kerd)
and f9 ∈ [Σ
tq+q+1X ∧ K,Es+1 ∧ W ∧ K] ∩ (kerd). Since d((1Y ∧ i)r) =
((r ∧ 1M )d(1K ∧ i) = (r ∧ 1M )(1K ∧mM)(TK,M ∧ 1M )(1M ∧ 1K ∧ i)mK =
(r ∧ 1M )(1K ∧mM (1M ∧ i)mK = (r ∧ 1M )mK , by applying the derivation d
using Theorem 6.4.8(1) we have −(1Es+1 ∧ 1W ∧ (r ∧ 1M )mK)f6 − (1Es+1 ∧
1W ∧ (r ∧ 1M )mK)f9(1X ∧ i
′) = 0 (Note : f6 has odd degree) and so
(9.4.16) −(a¯s+1 ∧ 1W∧Y ∧M )f3 = (1Es+1 ∧ (1W ∧ h¯)ψW ∧ 1M )f5
+(1Es+1 ∧ 1W ∧ (1Y ∧ i)r)f6 + (1Es+1 ∧ 1W ∧ (r ∧ 1M )mK)f8(1X ∧ i
′)
−(1Es+1 ∧ 1W ∧ (r ∧ 1M )mK)f6(1X ∧ ij)
Note that the d1-cycle (b¯s+1 ∧ 1W∧K)f6 ∈ [Σ
tq+q+1X ∧ M,KGs+1 ∧
W ∧K] ∩ (kerd) represents an element in Exts+1,tq+q+1A (H
∗W ∧K,H∗X ∧
M) and by Prop. 9.4.10(1) this group is zero, then (b¯s+1 ∧ 1W∧K)f6 =
(b¯s+1c¯s ∧ 1W∧K)g for some g ∈ [Σ
tq+q+1X ∧M,KGs ∧ W ∧ K] ∩ (kerd)
(cf. Prop. 6.5.26) and so f6 = (c¯s ∧ 1W∧K)g + (a¯s+1 ∧ 1W∧K)f
′ with
f ′ ∈ [Σtq+q+2X ∧M,Es+2 ∧W ∧K] ∩ (kerd) ( cf. Prop. 6.5.26). Then we
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have
(9.4.17) −(a¯s+1 ∧ 1W∧Y ∧M )f3 = (1Es+1 ∧ (1W ∧ h¯)ψW ∧ 1M )f5
+(a¯s+1 ∧ 1W∧Y ∧M )(1Es+2 ∧ 1W ∧ (1Y ∧ i)r)f
′
+(c¯s ∧ 1W∧Y ∧M )(1KGs ∧ 1W ∧ (1Y ∧ i)r)g
+(a¯s+1 ∧ 1W∧Y ∧M )(1Es+2 ∧ 1W ∧ (r ∧ 1M )mK)f
′(1X ∧ ij)
−(c¯s ∧ 1W∧Y ∧M )(1KGs ∧ 1W ∧ (r ∧ 1M )mK)g(1X ∧ ij)
+(1Es+1 ∧ 1W ∧ (r ∧ 1M )mK)f8(1X ∧ i
′)
Let P be the cofibre of (1W ∧ h¯)ψW : Σ
q+1L → W ∧ Y given by the
cofibration
(9.4.18) Σq+1L
(1W∧h¯)ψW
−→ W ∧ Y
w5−→ P
u5−→ Σq+2L
Then the cofibre of w5(1W ∧ r) :W ∧K → P is ΣX given by the cofibration
(9.4.19) W ∧K
w5(1W∧r)
−→ V
w6−→ ΣX
u6−→ ΣW ∧K
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma
W ∧K
w5(1W∧r)
−→ P
u5−→ Σq+2L
ց 1W ∧ r ր w5 ց w6 ր u
′′
W ∧ Y ΣX
ր(1W∧h¯)ψWց 1W ∧ ǫր u˜w3 ց u6
Σq+1L
w′(π∧1L)
−→ ΣW
1W∧i
′i
−→ ΣW ∧K
Note that u6 = µX∧M (1X ∧ i), then by composing (b¯s+1 ∧ 1P )(1Es+1 ∧
w5 ∧ j) on the left hand side of (9.4.17) and composing (1X ∧ i) on the right
hand side we have (b¯s+1 ∧ 1P )(1Es+1 ∧ w5(1W ∧ r))f8(1X ∧ i
′i) = 0 and so
(b¯s+1∧1W∧K)f8(1X ∧ i
′i) = (1KGs+1 ∧u6)g0 = (1KGs+1 ∧µX∧M (1X ∧ i))g0 =
(1KGs+1 ∧µX∧M)(g0 ∧ 1M )(1X ∧ i) with d1-cycle g0 ∈ [Σ
tq+qX,KGs+1 ∧X].
Moreover , by Lemma 9.4.13(2), g0 = λ1(h0σ ∧ 1X) (mod d1-boundary),
where λ1 ∈ Zp. On the other hand, by applying the derivation d to (b¯s+1 ∧
1W∧K)f8(1X ∧ i
′ij) = (1KGs+1 ∧ µX∧M )(g0 ∧ 1M )(1X ∧ ij) we have
(9.4.20) (b¯s+1 ∧ 1W∧K)f8(1X ∧ i
′) == (1KGs+1 ∧ µX∧M )(g0 ∧ 1M ) ,
g0 = λ1(h0σ ∧ 1X) ∈ [Σ
tq+qX,KGs+1 ∧ X] (mod d1-
boundary)
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Consider the following commutative diagram of exact sequences
Σq+1L∧M
w∧1M−→ Σq+1W∧M
j′′u∧1M−→ Σ3q+1M
φ∧1M−→ Σq+2L∧M
x1L∧M
x1W ∧mM(u∧1M )
xu7
x1L∧M
Σq+1L∧M
(1W∧h¯)ψW∧1M
−→ W∧Y ∧M
w5∧1M−→ P∧M
u5∧1M−→ Σq+2L∧M
of the cofibrations (9.1.12)(9.4.18). Since the left rectangle homotopy com-
mutes then there exists u7 ∈ [Σ
−3q−1P ∧ M,M ] such that all the above
rectangle homotopy commute. That is we have
(9.4.21) u7(w5 ∧ 1M ) = (j
′′u ∧ 1M )(1W ∧mM(u ∧ 1M )),
(φ ∧ 1M )u7 = ± u5 ∧ 1M
where u7 ∈ [Σ
−3q−1P ∧M,M ]. By the above two equations , we have the
following homotopy commutative diagram of 3× 3-Lemma in which we use
the cofibrations (9.2.12)(9.4.18)(9.1.23)
P ∧M
u5∧1M−→ Σq+2L ∧M
w∧1M−→ Σq+2W ∧M
ց u7 ր φ∧ 1M ց
((1W∧h¯)ψW∧1Mր1W∧mM (u∧1M )ց
j′′u∧1M
(9.4.22) Σ3q+1M ΣW ∧ Y ∧M Σ3q+2M
ր j′′u ∧ 1M ց
(φW∧1K)i
′
ր1W∧(r∧1M )mKց w5 ∧ 1M ր u7
Σq+1W ∧M
λ˜(1W∧α
′i′)
−→ Σ2W ∧K −→ ΣP ∧M
Then there is a cofibration
(9.4.23) Σ3q−1M
(φW∧1K)i
′
−→ W ∧K
(w5∧1M )(1W∧(r∧1M )mK)
−→
Σ−1P ∧M
u7−→ Σ3qM
in which φW ∈ [Σ
3q−1S,W ] such that u · φW = φ ∈ [Σ
2q−1S,L]. Since
(φ ∧ 1K)i
′ · u7 = (u · φW ∧ 1K)i
′ · u7 = 0, then by (9.4.2) we have
(9.4.24) u7 = mM (ψ˜ ∧ 1M )u8
where u8 ∈ [Σ
−q−1P ∧M,X ∧M ]. On the other hand, by (9.4.8), (ω ∧
1M )u8(w5(1W ∧r)∧1M ) = αY ∧MmM (ψ˜∧1M )u8(w5(1W∧r)∧1M ) = αY ∧Mu7
(w5(1W ∧ r)∧ 1M ) = αY ∧M j
′(j′′u∧ 1K)(1W ∧mK) = 0 (cf. (9.1.27)). Then,
by (9.4.7), u8(w5(1W ∧ r)∧ 1M ) = ((1X ∧ j)u
′ ∧ 1M )∆1 with ∆1 ∈ [Σ
−qW ∧
K∧M,L∧K∧M ]∩ (kerd). By composing µX∧M (1X ∧ i)∧1M on the above
equation and using (9.4.19) we have ((1X∧j)u
′∧1M )∆1(µX∧M (1X∧i)∧1M )
= 0 and so by (9.4.7)(9.4.6), ∆1(µX∧M (1X ∧ i) ∧ 1M ) = (µ2(1Y ∧ i
′i) ∧
1M )ψX∧M . Then (j
′′ ∧ 1K∧M)∆1(µX∧M (1X ∧ i)∧ 1M ) = ((j
′′ ∧ 1K)µ2(1Y ∧
i′i) ∧ 1M )ψX∧M = (i
′u ∧ 1M )ψX∧M = (i
′i ∧ 1M )mM (u ∧ 1M )ψX∧M + (i
′ ∧
1M )mM (ju ∧ 1M )ψX∧M and so (j
′′ ∧ 1K∧M)∆1(µX∧M (1X ∧ i) · u˜w2 ∧ 1M )
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= 0. Consequently we have (j′′ ∧ 1K∧M )∆1(µX∧M (u˜w2 ∧ 1M ) ∧ 1M ) ∈
(1Y ∧ j ∧1M )
∗[Σ−2qY ∧M,K ∧M ] = 0, this is because the degree of the top
cell of Y ∧M is q+3. Then (j′′∧1K∧M)∆1(µX∧M ∧1M ) ∈ (ψ˜∧1M∧M )
∗[M ∧
M∧M,K∧M ] and so (j′(j′′∧1K)∧1M )∆1(µX∧M∧1M ) = 0 and by (9.4.4) we
have (j′(j′′∧1K)∧1M )∆1 = ∆2(j
′(j′′u∧1K)∧1M) = λ(j
′(j′′u∧1K)∧1M ) with
λ ∈ Zp, this is because ∆2 ∈ [M ∧M,M ∧M ]∩(kerd) ∼= Zp{1M∧M}. Hence,
(ψ˜∧1M )u8(w5(1W∧r)∧1M ) = (ψ˜(1X∧j)u
′∧1M )∆1 = (j
′(j′′∧1K)∧1M )∆1 =
λ(j′(j′′u ∧ 1K) ∧ 1M ) and by (9.4.21)(9.4.24) we know that λ = 1 so that
(9.4.25) mM(ψ˜ ∧ 1M )u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r) = j
′(j′′u ∧ 1K)
= (jψ˜ ∧ 1M )u8(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK) ,
(jψ˜ ∧ 1M )u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r) = ijj
′(j′′u ∧ 1K)
where we use (jj′ ∧ 1M )mK = j
′ in the above equation. By composing
(1Es+1 ∧ u8(w5 ∧ 1M )) (it has odd degree) on (9.4.17) we have
(9.4.26) (a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u8(w5 ∧ 1M ))f3
= −(a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)f
′
−λ(a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u
′(u ∧ 1K))f
′(1X ∧ ij)
+(c¯s ∧ 1X∧M )(1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)g
−(c¯s ∧ 1X∧M )(1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK))g(1X ∧ ij)
+λ(1Es+1 ∧ u
′(u ∧ 1K))f8(1X ∧ i
′)
where we use u8(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK) = λu
′(u ∧ 1K), for some
nonzero λ ∈ Zp. Moreover, by (9.4.20)(9.4.6), (b¯s+1 ∧ 1L∧K)(1Es+1 ∧ u ∧
1K)f8(1X ∧ i
′) = (1KGs+1 ∧ (u ∧ 1K)µX∧M )(g0 ∧ 1M ) = (1KGs+1 ∧ µ2(1Y ∧
i′)ψX∧M )(g0∧1M ) = λ1(1KGs+1∧µ2(1Y ∧i
′)ψX∧M )(h0σ∧1X∧M ) = λ1(h0σ∧
1L∧K)µ2(1Y ∧ i
′)ψX∧M (mod d1-boundary). Then [(b¯s+1∧1L∧K)(1Es+1 ∧u∧
1K)f8(1X∧i
′)] = λ1(φ∧1K)∗(j
′′∧1K)∗[(σ∧1L∧K)µ2(1Y ∧i
′)ψX∧M ] = λ1(φ∧
1K)∗(j
′′∧1K)∗(µ2(1Y ∧ i
′))∗(ψX∧M )∗[σ∧1X∧M ] = λ1(φ∧1K)∗(i
′)∗(mM (u∧
1M ))∗(ψX∧M )∗[σ∧1X∧M ] = λ1((1L∧i
′)(φ∧1M ))∗(mM (ψ˜∧1M )∗[σ∧1X∧M ] =
0 ∈ Exts+1,tqA (H
∗L∧K,H∗X∧M). That is we have (b¯s+1∧1L∧K)(1Es+1∧u∧
1K)f8(1X∧i
′) = (b¯s+1c¯s∧1L∧K)g3 with g3 ∈ [Σ
tqX∧M,KGs∧L∧K]∩(kerd)
( cf. Prop. 9.5.26) and so (1Es+1 ∧ u ∧ 1K)f8(1X ∧ i
′) = (c¯s ∧ 1L∧K)g3 +
(a¯s+1 ∧ 1L∧K)f
′
2 with f
′
2 ∈ [Σ
tq+1X ∧M,Es+2 ∧ L ∧K] ∩ (kerd) (cf. Prop.
6.5.26). Hence, (9.4.26) becomes
(9.4.27) (a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u8(w5 ∧ 1M ))f3
= −(a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r))f
′
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−λ(a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u
′(u ∧ 1K))f
′(1X ∧ ij)
+(c¯s ∧ 1X∧M )(1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r))g
−(c¯s ∧ 1X∧M )(1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK))g(1X ∧ ij)
+λ(c¯s ∧ 1X∧M )(1KGs ∧ u
′)g3 + λ(a¯s+1 ∧ 1X∧M )(1Es+2 ∧ u
′)f ′2
By (9.4.27), (1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)g − (1KGs ∧ u8(w5 ∧
1M )(1W ∧(r∧1M )mK)g(1X∧ij)+λ(1KGs∧u
′)g3 ∈ [Σ
tqX∧M,KGs∧X∧M ]
is a d1-cycle which represents an element in Ext
s,tq
A (H
∗X ∧M,H∗X ∧M) ∼=
Zp{[σ ∧ 1X∧M ]} ( cf. Lemma 9.4.13). Then we have
(9.4.28) (1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)g + λ(1KGs ∧ u
′)g3
−(1KGs ∧ u8(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK))g(1X ∧ ij)
= λ¯0(σ ∧ 1X∧M ) (mod d1-boundary).
Now we consider the cases of λ¯0 6= 1 or λ¯0 = 1 separately .
If λ¯0 6= 1, then by (9.4.27) and c¯s · σ = a¯s+1 · κ we have
(1Es+2 ∧u8(w5∧1M ))f3 = −(1Es+2 ∧u8(w5∧1M )(1W ∧ (1Y ∧ i)r)f
′
−λ¯(1Es+2 ∧ u
′(u ∧ 1K))f
′(1X ∧ ij) + λ¯(1Es+2 ∧ u
′)f ′2
+λ¯0(κ ∧ 1X∧M ) + (c¯s+1 ∧ 1X∧M )g4
with g4 ∈ [Σ
tq+1X∧M,KGs+1∧X∧M ] and by composing (1Es+2∧1X∧α) =
(1Es+2 ∧ αX∧MmM (ψ˜ ∧ 1M )) we obtain that (1Es+2 ∧ 1X ∧ α)(κ ∧ 1X∧M ) =
(1Es+2 ∧αX∧M (j
′′u∧ 1M )(1W ∧mM (u∧ 1M ))f3 = (1Es+2 ∧αX∧M ·mM (ψ˜ ∧
1M )u8(w5 ∧ 1M ))f3 = λ¯0(1Es+2 ∧ 1X ∧ α)(κ ∧ 1X∧M ) so that the result of
the step 1 follows.
If λ¯0 = 1, then by composing (1KGs ∧ mM (ψ˜ ∧ 1M )) on (9.4.28) and
using (9.4.25) we have (1KGs∧j
′(j′′u∧1K))g = (1KGs∧mM(ψ˜∧1M )u8(w5∧
1M )(1W ∧(1Y ∧i)r)g = (σ∧1M )mM (ψ˜∧1M ) (mod d1-boundary). Moreover,
by composing (1KGs ∧ jψ˜ ∧ 1M ) on (9.4.28) and using (9.4.25) we have
(1KGs ∧ jψ˜ ∧ 1M )(σ ∧ 1X∧M )
= (1KGs ∧ (jψ˜ ∧ 1M )u8(w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)g
−(1KGs ∧ (jψ˜ ∧ 1M )u8(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK))g(1X ∧ ij)
+λ(1KGs ∧ (jψ˜ ∧ 1M )u
′)g3
= (1KGs ∧ ij(j
′(j′′ ∧ 1K)(u ∧ 1K))g
−(1KGs∧j
′(j′′u∧1K))g(1X∧ij)+λ¯(1KGs∧j
′(j′′∧1K))g3 by (9.4.25)
= (1KGs ∧ ij)(σ ∧ 1M )mM (ψ˜ ∧ 1M )− (σ ∧ 1M )mM (ψ˜ ∧ 1M )(1X ∧ ij)
+λ(1KGs ∧ j
′(j′′ ∧ 1K))g3
= (1KGs ∧ jψ˜ ∧ 1M )(σ ∧ 1X∧M ) + λ(1KGs ∧ j
′(j′′ ∧ 1K))g3 by (9.4.6)
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(mod d1-boundary), then (1KGs ∧ j
′(j′′ ∧ 1K))g3 = 0 and so g3 = (1KGs ∧
µ2(1Y ∧ i
′))g5 (mod d1-boundary) for some g5 ∈ [Σ
tq+q+1X ∧ M,KGs ∧
Y ∧ M ]. So, by (9.4.6)(9.4.20) (1KGs+1 ∧ µ2(1Y ∧ i
′)ψX∧M )(g0 ∧ 1M ) =
(1KGs+1∧(u∧1K)µX∧M )(g0∧1M ) = (b¯s+1∧1L∧K)(1Es+1∧u∧1K)f8(1X∧i
′) =
(b¯s+1c¯s∧1L∧K)g3 = (b¯s+1c¯s∧1L∧K)(1KGs ∧µ2(1Y ∧ i
′))g5 so that (1KGs+1 ∧
ψX∧M )(g0∧1M ) = (b¯s+1c¯s∧1Y ∧M )g5 , this shows λ1(ψX∧M )∗[h0σ∧1X∧M ] =
(ψX∧M )∗[g0 ∧ 1M ] = 0 ∈ Ext
s+1,tq+1
A (H
∗Y ∧M, .H∗X ∧M) and by Lemma
9.4.13(2) we have λ1 = 0 . Then [g0 ∧1M ] = 0 and so (b¯s+1∧1W∧K)f8(1X ∧
i′) = (b¯s+1c¯s ∧ 1W∧K)g6 for some g6 ∈ [Σ
tq+qX ∧M,KGs ∧W ∧ K] and
f8(1X ∧ i
′) = (c¯s ∧ 1W∧K)g6 + (a¯s+1 ∧ 1W∧K)f
′
3 with f
′
3 ∈ [Σ
tq+q+1X ∧
M,Es+2 ∧W ∧K]. Then, by composing (1Es+1 ∧ w5 ∧ 1M ) on (9.4.17) we
have
−(a¯s+1 ∧ 1P∧M )(1Es+2 ∧w5 ∧ 1M )f3
= (a¯s+1 ∧ 1P∧M )(1Es+2 ∧ (w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)f
′
+(a¯s+1 ∧ 1P∧M )(1Es+2 ∧ (w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK)f
′(1X ∧ ij)
+(a¯s+1∧1P∧M)(1Es+2∧(w5∧1M )(1W ∧(r∧1M )mK)f
′
3+(c¯s∧1P∧M )g7
where the d1-cycle g7 = (1KGs ∧ (w5 ∧ 1M )(1W ∧ (1Y ∧ i)r)g − (1KGs ∧
(w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK)g(1X ∧ ij) + (1KGs ∧ (w5 ∧ 1M )(1W ∧ (r ∧
1M )mK)g6 ∈ [Σ
tq+q+1X ∧M,KGs ∧P ∧M ] which represents an element in
Exts,tq+q+1A (H
∗P ∧M,H∗X ∧M). However, this group is zero , this can be
obtained by the following exact sequence
0 = Exts,tq+qA (H
∗W ∧K,H∗X ∧M)
((w5∧1M )(1W∧(r∧1M )mK)∗
−→
Exts,tq+q+1A (H
∗P ∧M,H∗X ∧M)
(u7)∗
−→
Exts,tq−2qA (H
∗M,H∗X ∧M)
((1W∧i
′)(φW∧M))∗
−→
induced by (9.4.23), where the left group is zero by Prop. 9.4.11(4) and by
Prop. 9.4.11(1) the right group has unique generatormM (ψ˜∧1M )
∗(σ˜), which
satisfies ((1W ∧ i
′)(φW ∧ 1M ))∗mM (ψ˜ ∧ 1M )
∗(σ˜) 6= 0 ∈ Exts+1,tq+qA (H
∗W ∧
K,H∗X ∧M).
Then, (c¯s ∧ 1P∧M )g7 = 0 and so −(1Es+2 ∧w5∧ 1M )f3 = (1Es+2 ∧ (w5 ∧
1M )u8(1W ∧ (1Y ∧ i)r)f
′ − (1Es+2 ∧ (w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK)f
′(1X ∧
ij) + (1Es+2 ∧ (w5 ∧ 1M )(1W ∧ (r ∧ 1M )mK))f
′
3 + (c¯s+1 ∧ 1P∧M )g8 for some
g8 ∈ [Σ
tq+q+2X∧M,KGs+1∧P ∧M ]. By composing (1Es+2 ∧αX∧M ·u7) we
have (1Es+2 ∧ 1X ∧α)(κ∧ 1X∧M ) = (1Es+2 ∧αX∧M (j
′′u∧ 1M )(1W ∧mM(u∧
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1M ))f3 = (1Es+2 ∧ αX∧M · u7(w5 ∧ 1M ))f3 = 0 . This shows the result of
step 1.
Step 2 To prove (c¯s+1 ∧ 1M )h˜0σ = (κ ∧ 1M )α = 0.
By (9.4.3)(9.4.4), µX∧M (1X ∧ αi) = µX∧MαX∧M ψ˜ = 0 and so by
(9.1.15) µX∧M = µX∧K ′(1X ∧ v) , where µX∧K ′ ∈ [X ∧ K
′,W ∧ K]. We
claim that X ∧K ′ splits into W ∧K ∨ΣqY , that is, there is a split cofibra-
tion ΣqY → X ∧K ′ →W ∧K, this can be seen by the following homotopy
commutative diagram of 3×3-Lemma and using (1Y ∧j)αY ∧M j
′ = r(1K∧α1)
X ∧M
µX∧M−→ W ∧K
0
−→ Σq+1Y
ց 1X ∧ v ր µX∧K ′ ց
j′(j′′u∧1K)ր(1Y ∧j)αY ∧M
X ∧K ′ Σ3q+1M
ր τ˜X∧K ′ ց 1X∧ ր ψ˜ ց αX∧M
ΣqY
u˜w2−→ Σq+1X
1X∧αi−→ ΣX ∧M
Hence, there is a split cofibration ΣqY
τX∧K′−→ X ∧ K ′
µX∧K′−→ W ∧K and so
there are νX∧K ′ : X ∧ K
′ → ΣqY and ν˜X∧K ′ : W ∧ K → X ∧ K
′ such
that νX∧K ′ · τX∧K ′ = 1Y , µX∧K ′ · ν˜X∧K ′ = 1W∧K , τ˜X∧K ′ · νX∧K ′ + ν˜X∧K ′ ·
µX∧K ′ = 1X∧K ′ .
By the result of step 1 we have (κ∧1M∧X∧K ′)(α∧1X∧K ′) = 0, then (κ∧
1M∧Y )(α∧1Y ) = (1Es+2∧1M∧νX∧K ′)(κ∧1M∧X∧K ′)(α∧1X∧K ′)(1M∧τX∧K ′)
= 0. Moreover, by using the splitness in (9.1.32) we have (c¯s+1 ∧ 1M )h˜0σ =
(κ∧ 1M )α = (1Es+2 ∧ 1M ∧ ν˜)(κ∧ 1M∧Y ∧K ′)(α ∧ 1Y ∧K ′)(1M ∧ τ˜) = 0 which
shows the main Theorem C. Q.E.D.
Remark. In the proof of the main Theorem C, We only use the sup-
position (II) for our geometric input to obtain that (1Es+2 ∧ φ ∧ 1M )(κ ∧
1M )mM (ψ˜ ∧ 1M ) = 0. Then , the geometric supposition (II) of the main
Theorem C can be weakened to be the supposition on mM (ψ˜ ∧ 1M )
∗(φ ∧
1M )∗(σ˜) ∈ Ext
s+1,tq
A (H
∗L∧M,H∗X ∧M) is a permanent cycle in the ASS.
Using some new cofibrations in this section , we also can give an alter-
native proof of Theorem 9.3.9( and so the main Theorem B). We first do
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some preminalaries.
Since α′α′i′ = 0, then by (9.1.23), there exists α′′Y ∧M ∈ [Σ
q−2Y ∧M,K]
such that α′′Y ∧M (r∧1M )mK = α
′. By applying the derivation d, d(α′′Y ∧M )(r∧
1M )mK = −d(α
′) = 0 and so d(α′′Y ∧M ) ∈ (mM (u ∧ 1M ))
∗[Σ2qM,K] = 0.
αY ∧M (1Y ∧ i)r ∈ [Σ
q−2K,K] ∼= Zp{α
′′} and so α′′Y ∧M (1Y ∧ i)r = λα
′′ for
some λ ∈ Zp. Note that d((1Y ∧i)r) = (r∧1M )d(1K∧i) = (r∧1M )mK , then
by applying the derivation d, we have α′ = α′′Y ∧M (r ∧M)mK = λd(α
′′) =
−λα′ and so λ = −1. By (9.1.8), h¯i′′ = w, ri′ = w · j( up to sign), then
(r ∧ 1M )mKi
′ = −(ri′ ∧ 1M )mM = ±(w ∧ 1M ) = ±(h¯i
′′ ∧ 1M ) and so
α′′Y ∧M (h¯i
′′∧1M ) = λ0α
′′
Y ∧M (r∧1M )mK i
′ = λ0α
′i′ = λ0i
′((α1)Li
′′∧1M ) and
we have α′′Y ∧M (h¯ ∧ 1M ) = λ0i
′((α1)L ∧ 1M ), where λ0 = ±1. On the other
hand, i′((α1)L ∧ 1M )(1L ∧ j
′)(i′′ ∧ 1K) = i
′(α1 ∧ 1M )j
′ = i′(ijα−αij)j′ = 0,
then i′((α1)L∧1M )(1L∧j
′) = λ′α′′(j′′∧1K) with λ
′ ∈ Zp. By composing the
map ∆˜ in Theorem 6.5.18 we have λ′α′i′ijj′ = λ′α′′i′j′ = λ′α′′(j′′ ∧ 1K)∆˜ =
i′((α1)L∧1M )(1L∧j
′)∆˜ = −i′((α1)Li
′′∧1M )ijj
′ = −α′i′ijj′ so that λ′ = −1.
Concludingly , there is α′′Y ∧M ∈ [Σ
q−2Y ∧M,K] such that
(9.4.29) α′′Y ∧M (r ∧ 1M )mK = α
′, α′′Y ∧M (1Y ∧ i)r = −α
′′,
d(α′′Y ∧M ) = 0, α
′′
Y ∧M (h¯ ∧ 1M ) = λ0i
′((α1)L ∧ 1M ),
i′((α1)L ∧ 1M )(1L ∧ j
′) = −α′′(j′′ ∧ 1K)
where λ0 = ±1.
Note that the cofibre of α′′Y ∧M : Σ
q−2Y ∧M → K is X ∧M given by
the cofibration
(9.4.30) Σq−2Y ∧M
α′′
Y ∧M−→ K
u′(i′′∧1K)
−→ X ∧M
ψX∧M−→ Σq−1Y ∧M
and the above map ψX∧M ∈ [X ∧M,Σ
q−1Y ∧M ] and u′ ∈ [L∧K,X ∧M ] is
just the map in (9.4.2) and (9.4.6). This can be seen by the equation mM (u∧
1M )ψX∧M = mM (ψ˜ ∧ 1M ) in (9.4.6),(9.4.2) and the following homotopy
commutative diagram of 3× 3-Lemma
X ∧M
mM (ψ˜∧1M )
−→ Σ2qM
α′i′
−→ Σq+1K
ց ψX∧M ր
mM (u∧1M ) ց(φ∧1K)i
′
ր j′′∧1K ց
(r∧1M )mK
(9.4.31) Σq−1Y ∧M ΣL ∧K ΣqY ∧M
ր(r∧1M )mK ցα
′′
Y ∧M ր i′′ ∧ 1K ց u
′ ր ψX∧M
ΣqK
α′
−→ ΣK
u′(i′′∧1K)
−→ ΣX ∧M
and by this we have the following relation
(9.4.32) ψX∧Mu
′ = (r ∧ 1M )mK(j
′′ ∧ 1K).
52
Proposition 9.4.33 Let p ≥ 5 and V be any spectrum, then for any
map f ∈ [Σ∗K,V ∧K] we have (1V ∧ α
′)d(f) = d(f)α′ = 0.
Proof: By (6.5.12), α∧1K = m
′
Kα
′m′K , wherem
′
K = mKT : M∧K →
K, m′K = TmK : ΣK → M ∧K. d(f)α
′m′K = (1V ∧m
′
K)(T
′ ∧ 1K)(1M ∧
f)m′Kα
′m′K = (1V ∧ m
′
K)(T
′ ∧ 1K)(1M ∧ f)(α ∧ 1K) = (1V ∧ m
′
K)(T
′ ∧
1K)(α∧1V ∧1K)(1M ∧f) = (1V ∧m
′
K(α∧1K))(T
′∧1K)(1M ∧f) = 0, where
T ′ :M ∧ V → V ∧M is the switching map. Q.E.D.
Proposition 9.4.34 Under the supposition (I) of the main Theorem
B we have
(1) Exts,tq−1A (H
∗K,H∗K) = 0.
(2) Exts,tqA (H
∗Y ∧M,H∗K) has unique generator (1Y ∧ i)∗r∗[σ ∧ 1K ].
Proof: (1) Consider the following exact sequence
Exts,tq+qA (H
∗M,H∗M)
(i′)∗
−→ Exts,tq+qA (H
∗K,H∗M)
(j′)∗
−→ Exts,tq−1A (H
∗M,H∗M)
α∗−→
induced by (9.1.2). By the supposition (I), the right group has unique
generator j∗i∗(σ) which satisfies α∗j
∗i∗(σ) = (ij)∗α∗(σ˜) 6= 0. Then im (j
′)∗
= 0. By the supposition (I), the left group is zero or has two generators
(ij)∗α∗(τ˜
′), (ij)∗α∗(τ˜
′) (this can be obtained by a similar proof as given in
Prop. 9.3.1(2)), then Exts,tq+qA (H
∗K,H∗M) = (i′)∗Ext
s,tq+q
A (H
∗M,H∗M)
is zero or has unique generator (i′)∗(α1 ∧ 1M )∗(τ˜
′). Look at the following
exact sequence
Exts,tq+qA (H
∗K,H∗M)
(j′)∗
−→ Exts,tq−1A (H
∗K,H∗K)
(i′)∗
−→ Exts,tq−1A (H
∗K,H∗M)
α∗
−→
induced by (9.1.2). By the supposition (I), the right group has unique
generator j∗(i′i)∗(σ) which satisfies α
∗j∗(i′i)∗(σ) = (i
′)∗(ij)∗α∗(σ˜) 6= 0 ∈
Exts+1,tq+qA (H
∗K,H∗M) so that im (i′)∗ = 0. The left group is zero or has
unique generator (i′)∗(α1 ∧ 1M )∗(τ˜
′) and so im (j′)∗ = 0 and the middle
group is zero as desired.
(2) For any g ∈ Exts,tqA (H
∗Y ∧M,H∗K),mM (u∧1M ))∗(g) ∈ Ext
s,tq−q−1
A
(H∗M,H∗K) ∼= Zp{(j
′)∗(σ˜)}, this can be obtained from Exts,tqA (H
∗M,H∗M)
∼= Zp{σ˜} in Prop. 9.3.0(2) and Ext
s,tq−q−1
A (H
∗M,H∗M) = 0, where the last
is obtained by the supposition (I) on Exts,tq−q+uA
(Zp, Zp) = 0(for u = 0,−1, 1). Then (mM (u∧ 1M ))∗(g) = λ
′(j′)∗[σ ∧ 1M ] =
λ′[(σ ∧ 1M )j
′] = λ′[(1KGs ∧ j
′)(σ ∧ 1K)] = λ
′(j′)∗[σ ∧ 1K ] = λ
′(mM (u ∧
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1M ))∗(1Y ∧ i)∗r∗[σ ∧ 1K ] and so g = λ
′(1Y ∧ i)∗r∗[σ ∧ 1K ] ( with λ
′ ∈ Zp)
modulo ((r ∧ 1M )mK)∗Ext
s,tq−1
A (H
∗K,H∗K) = 0. Q.E.D.
An alternative proof of Theorem 9.3.9: By the supposition (II)
of the main Theorem B we have (1Es+2∧α
′)(κ∧1K) = (c¯s+1∧1K)(h0σ∧1K)
= 0, then (κ ∧ 1K) = (1Es+2 ∧ j
′′ ∧ 1K)f and we have d((1Es+2 ∧ j
′′ ∧ 1K)f)
= 0. That is we have
(9.4.35) κ ∧ 1K = (1Es+2 ∧ j
′′ ∧ 1K)f d(f) = (1Es+2 ∧ i
′′ ∧ 1K)f
′
for some f ∈ [Σtq+q+1K,Es+2 ∧ L ∧K], f
′ ∈ [Σtq+q+2K,Es+2 ∧K].
By (9.4.29)(9.4.35),(1Es+2 ∧ α
′′
Y ∧M (h¯ ∧ 1M )(1L ∧ j
′))f = λ0(1Es+2 ∧
i′((α1)L ∧ 1M )(1L ∧ j
′))f = −λ0(1Es+2 ∧ α
′′(j′′ ∧ 1K))f = −λ0(1Es+2 ∧
α′′)(κ ∧ 1K), where λ0 = ±1. That is we have
(9.4.36) (1Es+2 ∧ α
′′
Y ∧M (h¯ ∧ 1M )(1L ∧ j
′))f = −λ0(1Es+2 ∧ α
′′)(κ ∧ 1K)
where λ0 = ±1
It follows that (a¯s+1∧1K)(1Es+2∧α
′′
Y ∧M (h¯∧1M )(1L∧j
′))f = −λ0(a¯s+1∧
1K)(1Es+2 ∧ α
′′)(κ ∧ 1K) = −λ0(c¯s ∧ 1K)(1KGs ∧ α
′′)(σ ∧ 1K) = 0 since α
′′
induces zero homomorphism in Zp-cohomology. Then, by (9.4.30),(a¯s+1 ∧
1Y ∧M )(1Es+2∧(h¯∧1M )(1L∧j
′))f = (1Es+1∧ψX∧M )f2 with f2 ∈ [Σ
tq+q−1K,
Es+1 ∧ X ∧M ]. Consequently, (b¯s+1 ∧ 1Y ∧M )(1Es+1 ∧ ψX∧M )f2 = 0 and
so by (9.4.30) we have (b¯s+1 ∧ 1X∧M )f2 = (1KGs+1 ∧ u
′(i′′ ∧ 1K))g, with
d1-cycle g ∈ [Σ
tq+q−1K,KGs+1 ∧ K] and this d1-cycle represents an ele-
ment in Exts+1,tq+q−1A (H
∗K,H∗K) ∼= Zp{(h0σ)
′′}. Then [g] = λ′(h0σ)
′′ =
λ′(α′′)∗[σ ∧ 1K ] for some λ
′ ∈ Zp so that
[(b¯s+1 ∧ 1X∧M )f2] = (u
′(i′′ ∧ 1K))∗[g] = λ
′(u′(i′′ ∧ 1K))∗(α
′′)∗[σ ∧ 1K ]
= λ′(u′(i′′ ∧ 1K))∗(α
′′
Y ∧M )∗((1Y ∧ i)r)∗[σ ∧ 1K ] = 0
Hence, (b¯s+1∧1X∧M )f2 = (b¯s+1c¯s∧1X∧M )g2 for some g2 ∈ [Σ
tq+q−1K,KGs∧
X ∧M ] and so f2 = (c¯s ∧ 1X∧M )g2+(a¯s+1∧ 1X∧M )f3 with f3 ∈ [Σ
tq+q−1K,
Es+2 ∧X ∧M ] and we have
(a¯s+1 ∧ 1Y ∧M )(1Es+2 ∧ (h¯ ∧ 1M )(1L ∧ j
′))f
= (a¯s+1 ∧ 1Y ∧M )(1Es+2 ∧ ψX∧M )f3 + (c¯s ∧ 1Y ∧M )(1KGs ∧ ψX∧M )g2
= (a¯s+1∧1Y ∧M )(1Es+2 ∧ψX∧M )f3+λ(c¯s∧1Y ∧M )(1KGs ∧ (1Y ∧ i)r)(σ∧
1K)
= (a¯s+1 ∧ 1Y ∧M )(1Es+2 ∧ ψX∧M )f3
+λ(a¯s+1 ∧ 1Y ∧M )(1Es+2 ∧ (1Y ∧ i)r)(κ ∧ 1K)
with λ ∈ Zp, where the d1-cycle (1KGs ∧ ψX∧M )g2 ∈ [Σ
tqK,KGs ∧ Y ∧M ]
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represents an element λ((1Y ∧ i)r)∗[σ ∧ 1K ] ∈ Ext
s,tq
A (H
∗Y ∧ M,H∗K)(
cf. Prop. 9.4.34(2)) and so it equals to λ(1KGs ∧ (1Y ∧ i)r)(σ ∧ 1K) (
mod d1-boundary). Then we have (1Es+2 ∧ (h¯ ∧ 1M )(1L ∧ j
′))f = (1Es+2 ∧
ψX∧M )f3 + λ(1Es+2 ∧ (1Y ∧ i)r)(κ ∧ 1K) + (c¯s+1 ∧ 1Y ∧M )g3 for some g3 ∈
[Σtq+1K,KGs+1 ∧ Y ∧M ]. By composing 1Es+2 ∧ 1Y ∧ α and using(9.4.8)
we have (1Es+2 ∧ ω ∧ 1M )f3 = (1Es+2 ∧ αY ∧MmM (ψ˜ ∧ 1M ))f3 = (1Es+2 ∧
(1Y ∧ α)ψX∧M )f3 = −λ(1Es+2 ∧ (1Y ∧ αi)r)(κ ∧ 1K) = −λ(1Es+2 ∧ (r ∧
1M )mKα
′)(κ∧1K) = 0 and by (9.4.7) we have f3 = (1Es+2∧(1x∧j)u
′∧1M )f4
with f4 ∈ [Σ
tq+q+1K,Es+2 ∧ L ∧K ∧M ]. That is we have
(9.4.37) (1Es+2∧(h¯∧1M )(1L∧j
′))f = (1Es+2∧ψX∧M((1X∧j)u
′∧1M))f4
+λ(1Es+2 ∧ (1Y ∧ i)r)(κ ∧ 1K) + (c¯s+1 ∧ 1Y ∧M )g3
= (1Es+2 ∧ ψX∧Mu
′)f5 + (1Es+2 ∧ ψX∧M (1X ∧ ij)u
′(1L ∧mK))f4
+λ(1Es+2 ∧ (1Y ∧ i)r)(κ ∧ 1K) + (c¯s+1 ∧ 1Y ∧M )g3
where we use f4 = (1Es+2∧(1L∧mK)(1L∧K ∧j))f4+(1Es+2∧(1L∧K∧ i)(1L∧
mK))f4 and write (1Es+2 ∧ 1L∧K ∧ j)f4 = f5.
By composing 1Es+2 ∧ α
′′
Y ∧M on (9.4.37) and using (9.4.36)(9.4.30) we
have −λ0(1Es+2
∧ α′′)(κ ∧ 1K) = (1Es+2 ∧ α
′′
Y ∧M (h¯∧ 1M )(1L ∧ j
′))f = λ(1Es+2 ∧ α
′′
Y ∧M (1Y ∧
i)r)(κ∧ 1K) = −λ(1Es+2 ∧α
′′)(κ∧ 1K). If λ 6= λ0, then (1Es+2 ∧α
′′)(κ∧ 1K)
= 0 and the Theorem follows. So, we suppose that λ = λ0.
By (9.1.8) we have uh¯ = i · j′′ so that mM (u∧ 1M )(h¯∧ 1M ) = j
′′ ∧ 1M (
up to sign). Then, what happen is either mM (u∧1M )(h¯∧1M ) = λ0(j
′′∧1M )
or mM(u ∧ 1M )(h¯ ∧ 1M ) = −λ0(j
′′ ∧ 1M ). Now we consider this two cases
separately.
Case 1 mM (u ∧ 1M )(h¯ ∧ 1M ) = λ0(j
′′ ∧ 1M ).
In this case, by composing 1Es+2 ∧mM (u ∧ 1M ) on (9.4.37) we have
(9.4.38) λ0(1Es+2 ∧ j
′)(κ ∧ 1K) = λ0(1Es+2 ∧ j
′(j′′ ∧ 1K))f
= λ0(1Es+2 ∧ (j
′′ ∧ 1M )(1L ∧ j
′))f = (1Es+2 ∧mM(u∧ 1M )(h¯∧ 1M )(1L ∧
j′))f
= (1Es+2 ∧mM (u ∧ 1M )ψX∧M (1X ∧ ij)u
′(1L ∧mK))f4
+λ0(1Es+2 ∧ j
′)(κ ∧ 1K) + (c¯s+1 ∧ 1M )(1KGs+1 ∧mM (u ∧ 1M ))g3
= −(1Es+2 ∧ j
′(j′′ ∧ 1K)(1L ∧mK))f4
+λ0(1Es+2 ∧ j
′)(κ ∧ 1K) + (c¯s+1 ∧ 1M )(1KGs+1 ∧mM (u ∧ 1M ))g3
and so (1Es+2 ∧ j
′(j′′ ∧ 1K)(1L ∧mK))f4 = (c¯s+1 ∧ 1M )(1KGs+1 ∧mM (u ∧
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1M ))g3, where we use mM (u ∧ 1M )ψX∧M (1X ∧ ij)u
′ = mM (ψ˜ ∧ 1M )(1X ∧
ij)u′ = −(jψ˜ ∧ 1M )u
′ = −j′(j′′ ∧ 1K) which is obtained by (9.4.6) and the
right rectangle of the diagram (9.4.1). Moreover, by applying the derivation
d to the equation (9.4.37) we have
(9.4.39) (1Es+2 ∧ (h¯∧1M)(1L∧ j
′)(i′′∧1K))f
′ = (1Es+2 ∧ψX∧Mu
′)d(f5)
+(1Es+2 ∧ ψX∧M (1X ∧ ij)u
′)d((1Es+2 ∧ 1L ∧mK)f4)
+(1Es+2 ∧ ψX∧Mu
′(1L ∧mK))f4 − λ0(1Es+2 ∧ (r ∧ 1M )mK)(κ ∧ 1K)
+(c¯s+1 ∧ 1Y ∧M )d(g3)
By (9.4.32) we have ψX∧Mu
′ = (r∧1M )mK(j
′′∧1K) so that (ju∧1M )ψX∧Mu
′ =
j′(j′′ ∧ 1K). Then, by composing 1Es+2 ∧ φ · ju∧ 1M on (9.4.39), it becomes
(9.4.40) λ0(1Es+2 ∧ (φ ∧ 1M )j
′)(κ ∧ 1K) = (1Es+2 ∧ (φ ∧ 1M )j
′(j′′ ∧
1K))d(f5)
+(1Es+2 ∧ (φ ∧ 1M )ijj
′(j′′ ∧ 1K))d((1Es+2 ∧ 1L ∧mK)f4) = 0
here we use (1Es+2 ∧ (φ · ju ∧ 1M )ψX∧Mu
′(1L ∧mK))f4 = (1Es+2 ∧ j
′(j′′ ∧
1K)(1L ∧mK))f4 = (c¯s+1 ∧ 1L∧M )(1KGs+1 ∧ (φ ∧ 1M )mM (u ∧ 1M ))g3 = 0
and by 1L ∧ α1 = φ · j
′′(up to nonzero scalar) we obtain that (1Es+2 ∧ (φ ∧
1M )j
′(j′′ ∧ 1K))d(f5) = (1Es+2 ∧ (1L ∧ j
′α′))d(f5) = 0 ( cf. Prop. 9.4.33)
and so the first term of the right hand side of (9.4.40) is zero. the second
term of the right hand side of (9.4.40) is zero by the same reason.
It follows from (9.4.40) that (1Es+2 ∧ φ ∧ 1K)(κ ∧ 1K) = (1Es+2 ∧ (1L ∧
µ(i′i∧ 1K))(φ∧ 1K)(κ∧ 1K)(jj
′ ∧ 1K)ν = 0 and so we have (1Es+2 ∧α
′′)(κ∧
1K) = (1Es+2 ∧∆(φ ∧ 1K))(κ ∧ 1K) = 0 and the Theorem follows.
Case 2 mM(u ∧ 1M )(h¯ ∧ 1M ) = −λ0(j
′′ ∧ 1M ).
In this case, the left hand side of (9.4.38) changes sign, then −(1Es+2 ∧
j′(j′′∧1K)(1L∧mK))f4+(c¯s+1∧1M )(1KGs+1∧mM (u∧1M ))g3 = −2λ0(1Es+2∧
j′)(κ ∧ 1K) and by composing 1Es+2 ∧ φ · ju ∧ 1M on (9.4.39) we have
(λ0 − 2λ0)(1Es+2 ∧ (φ ∧ 1M )j
′)(κ ∧ 1K)
= λ0(1Es+2∧(φ∧1M )j
′)(κ∧1K)−(1Es+2∧(φ∧1M )j
′(j′′∧1K)(1L∧mK))f4
= (1Es+2 ∧ (φ ∧ 1M )j
′(j′′ ∧ 1K))d(f5)
+(1Es+2 ∧ (φ ∧ 1M )ijj
′(j′′ ∧ 1K))d((1Es+2 ∧ 1L ∧mK)f4) = 0
so that the Theorem follows by the same reason. Q.E.D.
§5. A sequence of h0σ new families in the stable homotopy groups of
spheres
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In this section, the convergence of a sequence of h0σ and h0σ
′ new
families will be derived by the main Theorem A in §2 and the main Theorem
C in §4, where σ and σ′ is a pair of a0-related elements.
Theorem 9.5.1 Let p ≥ 7, n ≥ 2, then
h0hn ∈ Ext
2,pnq+q
A (Zp, Zp), h0bn−1 ∈ Ext
3,pnq+q
A (Zp, Zp)
are permanent cycles in the ASS and they converge in the ASS to homotopy
elements of order p in πpnq+q−2S, πpnq+q−3S respectively.
Proof : By [12] Theorem 1.2.14 we have d2(hn) = a0bn−1 ∈ Ext
3,pnq+1
A
(Zp, Zp), n ≥ 1, where d2 : Ext
1,pnq
A (Zp, Zp) → Ext
3,pnq+1
A (Zp, Zp) is a sec-
ondary differential in the ASS. That is, hn and bn−1 is a pair of a0-related ele-
ments so that the main Theorem A can apply to (σ, σ′) = (hn, bn−1), (s, tq) =
(1, pnq). We only need to check the supposition (I)(II)(III) in the main The-
orem A hold. By knowledge on the Zp-base of Ext
s,∗
A (Zp, Zp) for (s ≤ 3)
we know that the the supposition (I)(II) of the main Theorem A hold for
(σ, σ′) = (hn, bn−1), (s, tq) = (1, p
nq). On the other hand, from some results
on Ext4,∗A (Zp, Zp) in [17] we know that the following hold.
Ext4,p
nq+rq+1
A (Zp, Zp) = 0(r = 1, 3, 4),
Ext4,p
nq+rq
A (Zp, Zp) = 0(r = 2, 3),
Ext4,p
nq+2q+1
A (Zp, Zp)
∼= Zp{α˜2bn−1},
Ext4,p
nq+2
A (Zp, Zp)
∼= Zp{a
2
0bn−1}, Ext
4,pnq+1
A (Zp, Zp) = 0.
That is, the supposition )III) of the main Theorem A hold for (σ, σ′) =
(hn, bn−1), (s, tq) = (1, p
nq). Then, by the main Theorem A we obtain that
h0bn−1 ∈ Ext
3,pnq+q
A (Zp, Zp), i∗(h0hn) ∈ Ext
2,pnq+q
A
(H∗M,Zp) are permanent cycles in the ASS. By Remark 9.2.35, the main
Theorem A also obtains that (1L ∧ i)∗φ∗(hn) ∈ Ext
2,pnq+2q
A (H
∗L,Zp) is a
permanent cycle in the ASS so that the main Theorem C can apply to obtain
the result of the Theorem, this is because by knowledge on the Ap-base of
Exts,∗A (Zp, Zp) for s = 1, 2, 3 we can easy to see that the supposition (I) of
the main Theorem C hold for (σ, σ′, s, tq) = (hn, bn−1, 1, p
nq). Q.E.D.
Now we apply the main Theorem A and the main Theorem C to
(σ, σ′) = (hnhm, hnbm−1 − hmbn−1), (s, tq) = (2, p
nq + pmq) to obtain an-
other sequence of h0σ families in the stable homotopy groups of spheres.
For checking the supposition (I)(II)(III) of the main Theorem A, we first
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prove the following Proposition.
Proposition 9.5.2 Let p ≥ 7, n ≥ m+ 2 ≥ 4, tq = pnq + pmq, then
(1) Ext4,tq+rq+uA (Zp, Zp) = 0 for r = 2, 3, 4, u = −1, 0 or r = 3, 4, u = 1,
Ext4,tq+qA (Zp, Zp)
∼= Zp{h0hnbm−1, h0hmbn−1},
Ext4,tqA (Zp, Zp)
∼= Zp{bn−1bm−1},
Ext4,tq+1A (Zp, Zp)
∼= Zp{a0hnbm−1, a0hmbn−1}
(2) Ext5,tq+rq+1A (Zp, Zp) = 0 for r = 1, 3, 4,
Ext5,tq+rqA (Zp, Zp) = 0 for r = 2, 3,
Ext5,tq+2q+1A (Zp, Zp)
∼= Zp{α˜2hnbm−1, α˜2hmbn−1},
Ext5,tq+2A (Zp, Zp)
∼= Zp{a
2
0hnbm−1, a
2
0hmbn−1},
Ext5,tq+1A (Zp, Zp)
∼= Zp{a0bn−1bm−1},
a20bn−1bm−1 6= 0 ∈ Ext
6,tq+2
A (Zp, Zp)
Proof : By Theorem 5.5.3, there is a May spectral sequence (MSS)
{Es,t,∗r , dr} which converges to Ext
s,t
A (Zp, Zp) and whose E1-term is
E∗,∗,∗1 = E(hi,j | i > 0, j ≥ 0)⊗ P (bi,j | i > 0, j ≥ 0)⊗ P (ai | i ≥ 0),
where E denotes the exterior algebra and P denotes a polynomial algebra,
, hi,j ∈ E
1,2(pi−1)pj ,2i−1
1 , bi,j ∈
E
2,2(pi−1)pj+1,p(2i−1)
1 , ai ∈ E
1,2pi−1,2i+1
1 . Consider the following second de-
grees (mod pnq) of the generators in the E∗,∗,∗1 -term, where 0 ≤ i ≤ n, n ≥
m+ 2 ≥ 4
| hs,i |= (p
s+i−1 + · · ·+ pi)q (mod pnq), 0 ≤ i < s+ i− 1 < n
= (pn−1 + · · ·+ pi)q (mod pnq ), 0 ≤ i < s+ i− 1 = n,
| bs,i−1 |= (p
s+i−1 + · · ·+ pi)q (mod pnq), 1 ≤ i < s+ i− 1 < n,
= (pn−1 + · · ·+ pi)q (mod pnq), 1 ≤ i < s+ i− 1 = n.
| ai+1 |= (p
i + · · ·+ 1)q + 1 (mod pnq ), 1 ≤ i < n
| ai+1 |= (p
n−1 + · · ·+ 1)q + 1 (mod pnq ), i = n.
For degree k = tq + rq + u such that 0 ≤ r ≤ 4,−1 ≤ u ≤ 2 we have
k ≡ pmq + rq + u (mod pnq ). Then, for 3 ≤ w ≤ 5, Ew,tq+rq+u,∗1 has
no such generators which have one of the above elements as a factor, this is
because such a generator will have second degree (cnp
n−1+· · ·+c1p+c0)q+d
(mod pnq ), where ci 6= 0(1 ≤ i ≤ m − 1 or m < i < n), 0 ≤ cl < p, l =
0, · · · , n, 0 ≤ d ≤ 5. In addition, the second degree | b1,i−1 |= p
iq (mod pnq)(
1 ≤ i ≤ n),| h1,i |= p
iq (mod pnq)( 0 ≤ i ≤ n). Then , exclude the above
factor and the factor which has second degree ≥ tq + pq, we know that the
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only possibility of the factor of the generators in Ew,tq+rq+u,∗1 are a1, a0, h1,0
, h1,n, h1.m, b1,n−1, b1,m−1 .
Then, by degree reasons we have
E4,tq+rq+1,∗1 = 0 for r = 3, 4, E
4,tq+rq+u,∗
1 = 0 for r = 2, 3, 4, u = −1, 0
E4,tq,∗1 = Zp{b1,n−1b1,m−1}, E
4,tq+1,∗
1
∼= Zp{a0h1,nb1,m−1, a0h1,mb1,n−1},
E4,tq+2,∗1 = Zp{a
2
0h1,nh1,m},
E4,tq+2q+1,∗1 = Zp{h1,0a1h1,nh1,m},
E4,tq+q,∗1 = Zp{h1,0h1,nb1,m−1, h1,0h1,mb1,n−1},
E3,tq+1,∗1 = Zp{a0h1,nh1,m}, E
3,tq.∗
1 = Zp{h1,nb1,m−1, h1,mb1,n−1},
E3,tq+q,∗1 = Zp{h1,0h1,nh1,m}, E
3,tq+2q+1,∗
1 = 0
Note that the differentials in the MSS is derivative, that is, dr(xy) = dr(x)y+
(−1)sxdr(y) for x ∈ E
s,t,∗
1 , y ∈ E
s′,t′,∗
1 . In addition, ,a0, h1,n, b1,n−1, h1,0a1
are permanent cycles in the MSS which converge to a0, hn, bn−1, α˜2 ∈ Ext
∗,∗
A
(Zp, Zp) respectively.
Then, the differential drE
3,tq+sq+u,∗
r = 0 for all r ≥ 1 and s = u = 0 or
s = 1, u = 0 or s = 0, u = 1 or s = 2, u = 1 so that b1,n−1b1,m−1, a0h1,nb1,m−1,
a0h1,mb1,n−1, h1,0h1,nb1,m−1, h1,0h1,mb1,n−1 ∈ E
4,∗,∗
r are not dr-boundary in
the MSS and so bn−1bm−1, a0hnbm−1, a0hmbn−1, h0hnbm−1,
h0hmbn−1 are all nontrivial in Ext
4,∗
A (Zp, Zp). This shows (1).
Similarly, by degree reasons we have
E5,tq+q+1,∗1
∼= Zp{a0h1,0h1,nb1,m−1, a0h1,0h1,mb1,n−1, a1b1,n−1b1,m−1}
E5,tq+rq+1,∗1 = 0 for r = 3, 4, E
5,tq+rq,∗
1 = 0 for r = 2, 3
E5,tq+2q+1,∗1
∼= Zp{h1,0a1h1,nb1,m−1, h1,0a1h1,mb1,n−1}
E5,tq+1,∗1 = Zp{a0b1,n−1b1,m−1}, E
4,tq+2q+1,∗
1
∼= Zp{h1,0a1h1,nh1,m}
E5,tq+2,∗1 = Zp{a
2
0h1,mb1,n−1, a
2
0h1,nb1,n−1}
All the generators of E5,tq+q+1,∗1 dy in the MSS, this is because a0h1,0h1,nb1,m−1
= −d1(a1h1,nb1,m−1), a0h1,0h1,mb1,n−1 = −d1(a1h1,mb1,n−1) and
d1(a1b1,n−1b1,m−1) = −a0h1,0b1,n−1b1,m−1 6= 0 ∈ E
5,tq+q+1,∗
1
Then, Ext5,tq+q+1A (Zp, Zp) = 0. In addition, similar to that given in (1) we
have, drE
4,tq+u,∗
r = 0, drE
4,tq+2q+1,∗
r = 0 for all r ≥ 1, u = 1, 2 . Then, the
generators in E5,∗,∗1 converge in the MSS to α˜2hnbm−1, α˜2hmbn−1, a0bn−1bm−1,
a20hmbn−1, a
2
0hnbm−1 respectively. For the last result, note that drE
5,tq+2,∗
r
= 0 for all r ≥ 1 , then a20bn−1bm−1 6= 0 ∈ Ext
6,tq+2
A (Zp, Zp). This shows
(2). Q.E.D.
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Theorem 9.5.3 Let p ≥ 7, n ≥ m+ 2 ≥ 4, then
h0hnhm ∈ Ext
3,pnq+pmq+q
A (Zp, Zp),
h0(hnbm−1 − hmbn−1) ∈ Ext
4,pnq+pmq+q
A (Zp, Zp)
are permanent cycles in the ASS and they converge to homotopy elements
of order p in πpnq+pmq+q−3S and πpnq+pmq+q−4S respectively.
Proof : By [12]p.11 Theorem 1.2.14, there is a nontrivial secondary dif-
ferential d2(hn) = a0bn−1(n ≥ 1 ) and it follows that d2(hnhm) = d1(hn)hm+
(−1)1+p
nqhnd2(hm) = a0hmbn−1 − a0hnbm−1. That is, (hnhm, hmbn−1 −
hnbm−1) is a pair of a0-related elements. By applying the main Theorem
A to (σ, σ′) = (hnhm, hmbn−1 − hnbm−1), (s, tq) = (2, p
nq + pmq) we have
h0(hmbn−1 − hnbm−1)
∈ Ext4,p
nq+pmq+q
A (Zp, Zp) and i∗(h0hnhm) ∈ Ext
3,pnq+pmq+q
A (Zp, Zp) are
permanent cycles in the ASS, this is because by knowledge of Zp-base of
Exts,∗A (Zp,
Zp) for s ≤ 3 we know that the supposition (I)(II)(III) of the main The-
orem A hold. By Remark 9.2.35, the main Theorem A also obtains that
(1L ∧ i)∗φ∗(hnhm) ∈ Ext
3,pnq+pmq+2q
A (H
∗L,Zp) is a permanent cycle in the
ASS so that by the main Theorem C , the result of the Theorem follows.
This is because the supposition (I) of the main Theorem C hold by the
knowledge of the Zp-base of Ext
s,∗
A (Zp, Zp) for s = 1, 2, 3. Q.E.D.
From Theorem 9.5.1 and Theorem 9.5.3 , we obtain four families of h0σ
new families. In fact, there are many pairs of a0-related elements so that we
can expect to obtain some other sequence of h0σ new families in the stable
homotopy groups of speheres. We have the following conjectures.
Conjecture 9.5.4 Let p ≥ 7, n ≥ 3, then there is a secondary dif-
ferential d2(gn) = a0ln ∈ Ext
4,pn+1q+2pnq+1
A (Zp, Zp), n ≥ 3 (up to nonzero
scalar) and
h0gn ∈ Ext
3,pn+1q+2pnq+q
A (Zp, Zp)
h0ln ∈ Ext
4,pn+1q+2pnq+q
A (Zp, Zp)
are permanent cycles in the ASS and they converge to homotopy elements
of order p in πpn+1q+2pnq+q−3S and πpn+1q+2pnq+q−4S respectively, where
gn ∈ Ext
2,pn+1q+2pnq
A (Zp, Zp), ln ∈ Ext
3,pn+1q+2pnq
A (Zp, Zp).
Conjecture 9.5.5 Let p ≥ 7, n ≥ 3, then there is a secondary dif-
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ferential d2(kn) = a0l
′
n ∈ Ext
4,2pn+1q+pnq+1
A (Zp, Zp) ( up to nonzero scalar),
n ≥ 3 and
h0kn ∈ Ext
3,2pn+1q+pnq+q
A (Zp, Zp)
h0l
′
n ∈ Ext
4,2pn+1q+pnq+q
A (Zp, Zp)
are permanent cycles in the ASS and they converge to homotopy elemen-
tws of order p in π2pn+1+pnq+q−3S and π2pn+1q+pnq+q−4S , where kn ∈
Ext2,2p
n+1q+pnq
A (Zp, Zp), l
′
n ∈ Ext
3,2pn+1q+pnq
A (Zp, Zp).
Remark 9.5.6 By [10][25], there is Thommap Φ : Exts,∗BP∗BP (BP∗, BP∗)
→ Exts,∗A (Zp, Zp)( s = 2, 3) such that Φ(βpn−1/pn−1−1) = h0hn, Φ(βpn−1/pn−1) =
bn−1, Φ(βpm−1/pm−1−1βpn−1/pn−1 − βpn−1/pn−1−1βpm−1/pm−1) = h0(hmbn−1
− hnbm−1), Φ(γpn−2/pn−2−pm−1,pm−1−1) = h0hnhm. Then, the h0hn, h0bn−1,
h0(hmbn−1−hnbm−1), h0hnhm-map obtained by Theorem 9.5.1 and Theorem
9.5.3 are represented by βpn−1/pn−1−1 + other terms ∈ Ext
2,pnq+q
BP∗BP
(BP∗, BP∗),
α1βpn−1/pn−1 + other terms ∈ Ext
3,pnq+q
BP∗BP
(BP∗, BP∗), βpm−1/pm−1−1βpn−1/pn−1−
βpn−1/pn−1−1 · βpm−1/pm−1 + other terms ∈ Ext
4,pnq+pmq+q
BP∗BP
(BP∗, BP∗),
γpn−2/pn−2−pm−1,pm−1−1 + other terms ∈ Ext
3,pnq+pmq+q
BP∗BP
(BP∗, BP∗) respec-
tively in the Adams-Novikov spectral sequence.
§6. A sequence of h0σγ˜s, g0σγ˜s new families in the stable homotopy
groups of spheres
In this section, we use the main Theorem B to obtain i′∗i∗(g0hn),
i′∗i∗(g0bn−1), i
′
∗i∗(g0hnhm), i
′
∗i∗(g0(hnbm−1 − bmbn−1)) et al converge to the
corresponding nontrivial homotopy elements in the homotopy groups of
Smith-Toda spectrum V (1). In base of these results, we obtain a sequence
of g0σγ˜s, h0σγ˜s new families in the stable homotopy groups of spheres.
Theorem 9.6.1 Let p ≥ 5, n ≥ 2, then
i′∗i∗(g0hn) ∈ Ext
3,pnq+pq+2q
A (H
∗K,Zp)
i′∗i∗(g0bn−1) ∈ Ext
4,pnq+pq+2q
A (H
∗K,Zp)
are permanent cycles in the ASS and they converge to the corresponding
homotopy element in πpnq+pq+2q−3K,πpnq+pq+2q−4K respectively.
Proof : We first apply the main Theorem B to (σ, s, tq) = (hn, 1, p
nq).
By Theorem 9.5.1, the supposition (II) of the main Theorem B holds. More-
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over, by knowledge on the Zp-base of Ext
s,∗
A (Zp, Zp) for s = 1, 2, 3 we know
that the supposition (I) of the main Theorem B holds, then the first result
of the Theorem follows by the main Theorem B.
For the second result, we apply the main Theorem B to (σ, s, tq) =
(bn−1, 2, p
nq). Similarly by Theorem 9.5.1, the supposition (II) of the main
Theorem B holds. Noreover, by knowledge on the Zp-base of Ext
s,∗
A (Zp, Zp)
for s = 2, 3 and some result in [17] on Ext4,∗A (Zp, Zp) we know that the
supposition (I) of the main Theorem B holds. Then , the second result also
follows by the main Theorem B. Q.E.D.
alternative Proof : It is known from the proof of Theorem 9.5.1
that the supposition (I)(II)(III) if the main Theorem A hold for (σ, σ′) =
(hn, bn−1), (s, tq) = (1, p
nq). Then , applying the main Theorem B’ in §3
to (σ, σ′) = (hn, bn−1), (s, tq) = (1, p
nq) we obtain the two results of the
Theorem. Q.E.D.
Theorem 9.6.2 Let p ≥ 7, n ≥ m+ 2 ≥ 4, then
i′∗i∗(g0hnhm) ∈ Ext
4,pnq+pmq+pq+2q
A (H
∗K,Zp)
i′∗i∗(g0(hnbm−1 − hmbn−1)) ∈ Ext
5,pnq+pmq+pq+2q
A (H
∗K,Zp)
are permanent cycles in the ASS and they converge to nontrivial homotopy
elements in πpnq+pmq+pq+2q−4K,πpnq+pmq+pq+2q−5K respectively.
Proof : We first apply the main Theorem B to (σ, s, tq) = (hnhm, 2, p
nq+
pmq). By Theorem 9.5.3, the supposition (II) of the main Theorem B holds.
By knowledge on the Zp-base of Ext
s,∗
A (Zp, Zp) for s = 2, 3 and some result in
[17] on Ext4,∗A (Zp, Zp) we know that the supposition (I) of the main Theorem
B also holds. Then the first result follows by the main Theorem B. Moreover,
we apply the main Theorem B to (σ, s, tq) = (hnbm−1−hmbn−1, 3, p
nq+pmq).
Similarly by Theorem 9.5.3, the supposition (II) of the main Theorem B
holds. By knowledge on the Zp-base of Ext
3,∗
A (Zp, Zp) for s = 3, 4 and the
result on Ext5,p
nq+pmq+2q+1
A (Zp, Zp)
∼= Zp{α˜2hnbm−1, α˜2hmbn−1} in Prop.
9.5.2 we know that the supposition (I) of the main Theorem B holds. Then,
the second result follows immediately by the main Theorem B. Q.E.D.
alternative Proof : It is known from the proof of Theorem 9.5.2
that the supposition (I)(II)(III) of the main Theorem A hold for (σ, σ′) =
(hnhm, hnbm−1 − hmbn−1), (s, tq) = (2, p
nq + pmq). Then by applying the
main Theorem B’ in §3 to (σ, σ′) = (hnhm, hnbm−1 − hmbn−1), (s, tq) =
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(2, pnq + pmq), we obtain the two result of the Theorem. Q.E.D.
Using the notation in the cofibration (6.2.7)–(6.2.10), we know that
γ˜s = ((j1j2j3)∗(γ)
s
∗(i3i2i1)∗(1) ∈ Ext
s,sp2q+(s−1)pq+(s−2)q+s−3
A (Zp, Zp)
converges to the following third periodicity element in the ASS
γs = j1j2j3γ
si3i2i1 ∈ πsp2q+(s−1)pq+(s−2)q−3S
where 3 ≤ s < p and 1 ∈ Ext0,0A (Zp, Zp). Now we consider the products
g0σγ˜s, h0σγ˜s, in Ext
∗,∗
A (Zp, Zp) and we will prove that they converge to the
corresponding homotopy element of order p in the stable homotopy groups
of spheres, where σ = hn, bn−1, hnhm, or hnbm−1 − hmbn−1.
Theorem 9.6.3 Let p ≥ 7, n ≥ 3, 3 ≤ s < p, then the products
g0hnγ˜s 6= 0 ∈ Ext
s+3,pnq+sp2q+spq+sq+s−3
A (Zp, Zp)
g0bn−1γ˜s 6= 0 ∈ Ext
s+4,pnq+sp2q+spq+sq+s−3
A (Zp, Zp)
are permanent cycles in the ASS and they converge to the corresponding
homotopy elements of order p in the stable homotopy groups of spheres.
Proof: By Theorem 9.6.1, there is a nontrivial f ∈ πpnq+pq+2q−3K such
that it is represented by i′∗i∗(g0hn) ∈ Ext
3,pnq+pq+2q
A (H
∗K,Zp) in the ASS.
Let f˜ = j1j2j3γ
si3f be the following composition (tq = p
nq + pq + 2q − 3)
f˜ : ΣtqS
f
−→ V (1)
i3−→ V (2)
γs
−→ Σ−s(p
2q+pq+q)V (2)
j1j2j3
−→ Σ−s(p
2+p+1)q+(p+2)q+q+3S
Since f is represented by (i2)∗(i1)∗(g0hn) ∈ Ext
3,pnq+pq+2q
A (H
∗K,Zp) in the
ASS, then the above f˜ is represented by
c = (j1j2j3)∗(γ∗)
s(i3i2i1)∗(g0hn) ∈ Ext
s+3,pnq+s(p2+p+1)q+s−3
A (Zp, Zp)
By knowledge of Yoneda products we know that the above element c is just
the products g0hnγ˜s ∈ Ext
s+3,pnq+s(p2+p+1)q+s−3
A (Zp, Zp). Then, to obtain
the first result, it suffices to prove the product g0hnγ˜s is nonzero in the Ext
group and it is not a dr-boundary in the ASS, that is, we still need to prove
Ext
s+3−r,pnq+s(p2+p+1)q+s−2−r
A (Zp, Zp) is zero for r ≥ 2. We may prove this
two facts by an argument in the May spectral sequence. By degree reasons,
hn, g0, γ˜s is represented by h1,n, h2,0h1,0, h2,1h1,2h3,0a
s−3
3 ∈ E
∗,∗,∗
1 in the MSS
respectively. Then, the products g0hnγ˜s is represented by
h1,nh2,0h1,0h2,1h1,2h3,0a
s−3
3 ∈ E
s+3,pnq+s(p2+p+1)q+s−3,∗
1
in the MSS and so we can do some computation in the degree to prove
E
s+2,pnq+s(p2+p+1)q+s−3,∗
1 = 0 and E
s+3−r,pnq+s(p2+p+1)q+s−2−r,∗
1 = 0(r ≥ 2)
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so that the first result follows. We leave this computation to the reader.
The proof and computation for the second result is similar. Q.E.D.
By using Theorem 9.6.2, Theorem 9.5.1 and Theorem 9.5.3, similar
to that given in the proof of Theorem 9.6.3, we can obtain the following
Theorem 9.6.4–9.6.6.
Theorem 9.6.4 Let p ≥ 7, n ≥ m+ 2 ≥ 5, 3 ≤ s < p, then
g0hnhmγ˜s 6= 0 ∈ Ext
s+4,pnq+pmq+s(p2+p+1)q+s−3
A (Zp, Zp)
g0(hnbm−1 − hmbn−1)γ˜s 6= 0 ∈ Ext
s+5,pnq+pmq+s(p2+p+1)q+s−3
A (Zp, Zp)
are permanent cycles in the ASS and they converge to the corresponding
homotopy elements of order p in the stable homotopy groups of spheres.
Theorem 9.6.5 Let p ≥ 7, n ≥ 3, 3 ≤ s < p, then the products
h0hnγ˜s 6= 0 ∈ Ext
s+2,pnq+sp2q+(s−1)(p+1)q+s−3
A (Zp, Zp)
h0bn−1γ˜s 6= 0 ∈ Ext
s+3,pnq+sp2q+(s−1)(p+1)q+s−3
A (Zp, Zp)
are permanent cycles in the ASS and they converge to the corresponding
elements of order p in the stable homotopy groups of spheres.
Theorem 9.6.6 Let p ≥ 7, n ≥ m + 2 ≥ 5, 3 ≤ s < p, then the
products
h0hnhmγ˜s 6= 0 ∈ Ext
s+3,pnq+pmq+sp2q+(s−1)(p+1)q+s−3
A (Zp, Zp)
h0(hnbm−1 − hmbn−1)γ˜s 6= 0 ∈ Ext
s+4,pnq+pmq+sp2q+(s−1)(p+1)q+s−3
A (Zp, Zp)
are permanent cycles in the ASS and they converge to the corresponding
homotopy elements of order p in the stable homotopy groups of spheres.
Remark 9.6.7 The new families obtained in Theorem 9.6.5 and The-
orem 9.6.6
are the composition products of h0hn-element , h0bn−1-element in Theo-
rem 9.5.1, h0hnhm-element,h0(hnbm−1−hmbn−1)- element in Theorem 9.5.3
and γs = j1j2j3γ
si3i2i1 ∈ πsp2q+(s−1)pq+(s−2)q−3S. However, the new fami-
lies obtained in Theorem 9.6.3 and Theorem 9.6.4 are indecomposable ele-
ments in the stable homotopy groups of spheres, that is, they are not com-
positions of some other elements of lower degrees in the stable homotopy
groups of spheres. This is because g0 ∈ Ext
2,pq+2q
A (Zp, Zp) dies in the ASS,
that is, it support a nontrivial differential in the Adams spectral sequence
: d2(g0) = b0α˜2 (up to nonzero scalar) ∈ Ext
4,pq+2q+1
A (Zp, Zp) which can be
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easily proved as follows. Since α˜2, b0 converge in the ASS to α2 = jα
2i, β1 =
jj′βi′i ∈ π∗S,then the composition products of β1α2 ∈ πpq+2q−3S must be
represented by b0α˜2 ∈ Ext
4,pq+2q+1
A (Zp, Zp) in the ASS. However, it is eas-
ily seen that β1α2 = jj
′βı′ijα2i = 0 and b0α˜2 6= 0 ∈ Ext
4,pq+2q+1
A (Zp, Zp),
then b0α˜2 must be a dr-boundary. By degree reason, the only possibility is
b0α˜2 = d2(g0)(up to nonzero scalar).
Conjecture 9.6.8 By the conjecture 9.5.4–9.5.5, we can conjecture
that, for p ≥ 7, n ≥ 3, 3 ≤ s < p, the products h0gnγ˜s, h0lnγ˜s, g0gnγ˜s, g0lnγ˜s,
h0knγ˜s, h0l
′
nγ˜s, g0knγ˜s, g0l
′
nγ˜s are permanent cycles in the ASS and they con-
verge to the corresponding homotopy elements of order p in the stable homo-
topy groups of spheres. In addition, all results or conjectures in this section
also hold when we replace the products with γ˜s to be the products with
β˜s(2 ≤ s < p). That is, we can obtain a sequence of h0σβ˜s, g0σβ˜s-elements,
where β˜s = (j1j2)∗β
s
∗(i1i1)∗(1) ∈ Ext
s,spq+(s−1)q+s−2
A (Zp, Zp), 2 ≤ s < p.
§7. Third periodicity families in the stable homotopy groups of
spheres
In this section, we will first prove the convergence of hn-elements in
the homotopy groups of Smith-Toda spectrum V (1) and in base of this we
obtain the convergence of third periodicity γpn/s families (1 ≤ s ≤ p
n − 1)
in the Adams-Novikov spectral sequence.
Theorem 9.7.1 ([9] Theorem II) Let p ≥ 5, n ≥ 0,
hn ∈ Ext
1,pnq
BP∗BP
(BP∗, BP∗K)
be the element represented by [tp
n
1 ] in the cobar complex. Then this hn is a
permanent cycle in the Adams-Novikov spectral sequence and it converges
to a nontrivial homotopy element in πpnq−1K.
The proof of the above hn-Theorem will be the main content of this
section. By Theorem 8.1.6(b)(ii), there is a relation
(9.7.2) hn = c2(p
n−2) + vp
n−2
2 hn−2 ∈ Ext
1,pnq
BP∗BP
(BP∗BP∗K)
By [10].p.502 Cor. 7.8, the image of vs2c2(p
n−2)(pn−2 > s ≥ 1) under the
boundary homomorphism (or connecting homomorphism)
j′∗ : Ext
1,∗
BP∗BP
(BP∗, BP∗K)→ Ext
2,∗
BP∗BP
(BP∗, BP∗M)
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and
j∗ : Ext
2,∗
BP∗BP
(BP∗, BP∗M)→ Ext
3,∗
BP∗BP
(BP∗, BP∗)
is just the third periodicity family γpn−2/pn−2−s 6= 0 ∈ Ext
3,∗
BP∗BP
(BP∗,
BP∗). Then, by Theorem 9.7.1, the relation (9.7.2) and Theorem 7.3.2, we
can obtain the following convergence Theorem of third periodicity families
in the stable homotopy groups of spheres immediately.
Theorem 9.7.3 ([9] Theorem I) Let p ≥ 5, n ≥ 1 and 1 ≤ s ≤ pn−1,
then the following third periodicity family
γpn/s ∈ Ext
3,∗
BP∗BP
(BP∗, BP∗)
is a permanent cycle in tha ASS and it converge to an element of order p in
π∗S which has degree p
n+2q + (pn − s)(p+ 1)q − q − 3.
To prove Theorem 9.7.1, we first prove the following weaker Theorem.
Theorem 9.7.4 ([9] Theorem 4.1) Let p ≥ 5, n ≥ 0, hn ∈ Ext
1,pnq
A (Zp,
Zp) be the element represented by ξ
pn in the cobar complex, then i′∗i∗(hn) ∈
Ext1,p
nq
A (H
∗K,Zp) is a permanent cycle in the ASS and it converge to a
nontrivial homotopy element in πpnq−1K.
The proof of Theorem 9.7.4 will be the main content of the rest of this
section. The proof need some preminilaries on low dimensional Ext groups
and an argument processing in the Adams resolution of some spectra related
to S. We first prove some results on Ext groups.
Theorem 9.7.5 Let p ≥ 3, n ≥ 2, , then
(1) Exts,p
nq+r
A (H
∗K,Zp) = 0 for s = 2, 3, r = 1, 2,
Exts,p
nq+1
A (H
∗K,H∗M) = 0,
Ext3,p
nq+q
A (H
∗K,H∗K) ∼= Zp{(h0bn−1)
′}.
(2) Exts−1,p
nq+q+s−3
A (H
∗Y,Zp) = 0 for s = 1,2,3.
(3) Ext1,p
nq
A (H
∗K,H∗Y ) = 0,
where Y is the spectrum in the cofibration (9.1.4).
Proof : (1) Consider the following exact sequence (s = 1, 2, 3, r = 1, 2)
Exts,p
nq+r
A (Zp, Zp)
i∗→ Exts,p
nq+r
A (H
∗M,Zp)
j∗
→ Exts,p
nq+r−1
A (Zp, Zp)
p∗
→
induced by (9.1.1). By knowledge of Zp-base of Ext
s,∗
A (Zp, Zp) for s = 1, 2, 3
we know that the right group is zero except for (s, r) = (1, 1), (2, 1), (2, 2), (3, 2)
it has unique generator hn, bn−1, a0hn, a0bn−1. However,p∗(hn) = a0hn 6=
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0, p∗(bn−1) = a0bn−1 6= 0, p∗(a0hn) = a
2
0hn 6= 0, p∗(a0bn−1) = a
2
0bn−1 6= 0,
then the above p∗ is monic and so im j∗ = 0. In addition, the left group
is zero except for (s, r) = (2, 1), (3, 1), (3, 2) it has unique generator a0hn =
p∗(hn), a0bn−1 = p∗(bn−1), a
2
0hn = p∗(a0hn) respectively. Then we have im
i∗ = 0 and obtain that Ext
s,pnq+r
A (H
∗M,Zp) = 0 for s = 1, 2, 3, r = 1, 2.
Look at the following exact sequence (s = 2, 3, r = 1, 2)
0 = Exts,p
nq+r
A (H
∗M,Zp)
i′
∗−→ Exts,p
nq+r
A (H
∗K,Zp)
j′
∗−→ Exts,p
nq−q+r−1
A (H
∗M,Zp)
induced by (9.1.2). The left group is zero as shown above. The right group
also is zero, this is because Exts,p
nq−q+r−1
A (Zp, Zp) = 0 for s = 2, 3, r =
1, 2, 3(cf. Chap. 5). Then, the middle group is zero for s = 2, 3, r = 1, 2 and
so Exts,p
nq+1
A (H
∗K,H∗M) = 0 (s = 2, 3).
For the last result, consider the following exact sequence
Ext3,p
nq+2q+1
A (H
∗K,H∗M)
(j′)∗
−→ Ext3,p
nq+q
A (H
∗K,H∗K)
(i′)∗
−→ Ext3,p
nq+q
A (H
∗K,H∗M)
α∗
−→
induced by (9.1.2). The left group is zero by Prop. 9.3.2(1) and the right
group has unique generator i′∗(α1 ∧ 1M )∗(b˜n−1)) (cf. Prop. 9.3.1) such that
α∗(i′)∗(α1 ∧ 1M )∗(b˜n−1) = 0. Then, the middle group has unique generator
(h0bn−1)
′ such that (i′)∗(h0bn−1)
′ = i′∗(α1 ∧ 1M )(b˜n−1). Q.E.D.
(2) The result is obvious for s = 1. For s = 2, 3, consider the following
exact sequence
(i′i)∗
−→ Exts−1,p
nq+q+s−3
A (H
∗K,Zp)
r∗−→ Exts−1,p
nq+q+s−3
A (H
∗Y,Zp)
ǫ∗−→ Exts,p
nq+q+s−3
A (Zp, Zp)
(i′i)∗
−→
induced by (9.1.4). The left group is zero for s = 2, this is because
Ext1,tA (Zp, Zp) = 0 for t = −1,−2 (mod q). The left group has unique gener-
tor (i′i)∗(h0hn) for s = 3 so that im r∗ = 0. The right group is zero for s = 2
and has unique generator h0bn−1 for s = 3 which satisfies (i
′i)∗(h0bn−1) 6= 0,
then im ǫ∗ = 0 and so the middle group is zero for s = 1, 2, 3.
(3) Observe the following exact sequence
0 = Ext0,p
nq
A (H
∗K,Zp)
ǫ∗
−→ Ext1,p
nq
A (H
∗K,H∗Y )
r∗
−→ Ext1,p
nq
A (H
∗K,H∗K)
(i′i)∗
−→
induced by (9.1.4). The left group clearly is zero and the right group
has unique generator (hn)
′ (cf. Prop. 9.3.6) which satisfies (i′i)∗(hn)
′ =
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(i′i)∗(hn) 6= 0 ∈ Ext
1,pnq
A (H
∗K,Zp) , then the middle group is zero as de-
sired. Q.E.D.
Prop. 9.7.6 Let p ≥ 3, n ≥ 2, then
(1) Ext2,p
nq
A (Zp,H
∗M) = 0, Ext3,p
nq+1
A (Zp,H
∗M) = 0.
(2) Ext2,p
nq
A (Zp,H
∗K) = 0 , Ext3,p
nq+1
A (Zp,H
∗K) = 0.
(3) Ext2,p
nq+q−u
A (Zp,H
∗K) = 0 for u = 0, 1 ,
Ext3,p
nq+q
A (Zp,H
∗K) = 0.
Proof: (1) Consider the following exact sequences
Ext2,p
nq+1
A (Zp, Zp)
j∗
→ Ext2,p
nq
A (Zp,H
∗M)
i∗
→ Ext2,p
nq
A (Zp, Zp)
p∗
→
Ext3,p
nq+2
A (Zp, Zp)
j∗
→ Ext3,p
nq+1
A (Zp,H
∗M)
i∗
→ Ext3,p
nq+1
A (Zp, Zp)
p∗
→
induced by (9.1.1). The upper left group has unique generator a0hn which
satisfies j∗(a0hn) = j
∗p∗(hn) = 0 and the upper right group has unique gen-
erator bn−1 satisfying p
∗(bn−1) = a0bn−1 6= 0 ∈ Ext
3,pnq+1
A (Zp, Zp) (cf. The-
orem 5.4.1), then we have Ext2,p
nq
A (Zp,H
∗M) = 0. The lower left group has
unique generator a20hn satisfying j
∗(a20hn) = j
∗p∗ (a0hn) = 0 and the lower
right group has unique generator a0bn−1 such that p
∗(a0bn−1) = a
2
0bn−1 6=
0 ∈ Ext4,p
nq+2
A (Zp, Zp) (cf. Prop. 9.5.2(2)) , then Ext
3,pnq+1
A (Zp,H
∗M) =
0.
(2) Consider the following exact sequences
0 = Ext2,p
nq+q+1
A (Zp,H
∗M)
(j′)∗
−→ Ext2,p
nq
A (Zp,H
∗K)
(i′)∗
−→ Ext2,p
nq
A (Zp,H
∗M) = 0
0 = Ext3,p
nq+q+2
A (Zp,H
∗M)
(j′)∗
−→ Ext3,p
nq+1
A (Zp,H
∗K)
(i′)∗
−→ Ext3,p
nq+1
A (Zp,H
∗M) = 0
induced by (9.1.2). Both two right groups are zero by (1) and both two left
groups are also zero , this is because Ext2,p
nq+q+r
A (Zp, Zp) = 0 for r = 1, 2
(cf. Chapter 5) and Ext3,p
nq+q+r
A (Zp, Zp) = 0 for r = 2, 3 (cf. Theorem
5.4.1), then the result follows.
(3) Consider the following exact sequence
α∗
−→ Ext2,p
nq+2q
A (Zp,H
∗M)
(j′)∗
−→ Ext2,p
nq+q−1
A (Zp,H
∗K)
(i′)∗
−→ Ext2,p
nq+q−1
A (Zp,H
∗M)
α∗
−→
induced by (9.1.2). The left group is zero, this is because Ext2,p
nq+2q+r
A (Zp, Zp)
68
= 0 for r = 0, 1 (cf. Chapter 5). The right group has unique generator
j∗(h0hn) since Ext
2,pnq+q−1
A (Zp, Zp) = 0 and Ext
2,pnq+q
A (Zp, Zp)
∼= Zp{h0hn}.
In addition, we claim that α∗j∗(h0hn) =
1
2 · j
∗(α˜2hn) 6= 0 ∈ Ext
3,pnq+2q
A (Zp,
H∗M) . To prove this, it suffices to prove α∗j∗(h0) =
1
2j
∗(α˜2) ∈ Ext
2,2q
A (Zp,
H∗M). Since i∗α∗j∗(h0) = α
∗
1(h0) = h
2
0 = 0, thenα
∗j∗(h0) = λj
∗(α˜2) for
some scalar λ ∈ Zp. Since both sides of the equation detect the correspond-
ing homotopy elements, then the relation α1jα =
1
2α2j implies λ =
1
2 . This
shows the above claim and so the above α∗ is monic, im (i′)∗ = 0 and we
have Ext2,p
nq+q−1
A (Zp,H
∗K) = 0. The proof of the case for u = 0 is similar.
For the second result, consider the following exact sequence
Ext3,p
nq+2q+1
A (Zp,H
∗M)
(j′)∗
−→ Ext3,p
nq+q
A (Zp,H
∗K)
(i′)∗
−→ Ext3,p
nq+q
A (Zp,H
∗M)
α∗
−→
induced by (9.1.2). The left group has unique generator j∗α∗α∗(h˜n) =
j∗α∗α
∗(h˜n), this is because Ext
3,pnq+2q+1
A (Zp, Zp) has unique generator α˜2hn
= j∗α∗α∗i∗(hn) = i
∗j∗α∗α∗(h˜n) and Ext
3,pnq+2q+2
A (Zp, Zp) = 0 (cf. Theorem
5.4.1), then im (j′)∗ = 0. The right group has unique generator j∗α∗(b˜n−1)
since Ext3,p
nq+q
A (Zp, Zp) has unique generator h0bn−1 = j∗α∗i∗(bn−1) =
j∗α∗i
∗(b˜n−1) and Ext
3,pnq+q+1
A (Zp, Zp) = 0 (cf. Theorem 5.4.1). In addi-
tion, α∗j∗α∗ · (b˜n−1) = j∗α∗α∗(b˜n−1) 6= 0 ∈ Ext
4,pnq+2q+1
A (Zp,H
∗M), this
is because i∗j∗α∗α∗ · (b˜n−1) = α˜2bn−1 6= 0 (cf. Prop. 9.5.2(2)). Then the
above α∗ is monic, im (i′)∗ = 0 and so the middle group is zero as desired.
Q.E.D.
Proposition 9.7.7 Let p ≥ 3, n ≥ 2, then
(1) Ext2,p
nq
A (Zp,H
∗X) = 0, Ext3,p
nq+1
A (Zp,H
∗X) = 0.
(2) Ext3,p
nq+q
A (H
∗X,H∗K) ∼= Zp{w∗(h0bn−1)
′}.
(3) Ext1,p
nq+q−1
A (H
∗X,Zp) ∼= Zp{τ∗(hn)},
where X is the spectrum in the cofibration (9.3.7) , τ : Σq−1S → X is a
map satisfying uτ = i′i : S → K which is obtained by α′′i′i = 0 and (9.3.7).
Proof : (1) Consider the following exact sequences
0 = Ext2,p
nq+q−1
A (Zp,H
∗K)
u∗
−→ Ext2,p
nq
A (Zp,H
∗X)
w∗
−→ Ext2,p
nq
A (Zp,H
∗K) = 0
0 = Ext3,p
nq+q
A (Zp,H
∗K)
u∗
−→ Ext3,p
nq+1
A (Zp,H
∗X)
w∗
−→ Ext3,p
nq+1
A (Zp,H
∗K) = 0
induced by (9.3.7). By Prop. 9.7.6(2)(3), Both sides four groups are zero so
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that the result follows.
(2) We first claim that Exts,p
nq+1
A (H
∗K,H∗K) = 0( s = 2, 3), then the
result follows by the following exact sequence
(α′′)∗
−→ Ext3,p
nq+q
A (H
∗K,H∗K)
w∗−→ Ext3,p
nq+q
A (H
∗X,H∗K)
u∗−→ Ext3,p
nq+1
A (H
∗K,H∗K) = 0
induced by (9.3.7), where the left group has unique generator (h0bn−1)
′(cf.
Prop. 9.7.5(1)). To prove the above claim, consider the following exact
sequence
α∗
−→ Exts,p
nq+q+2
A (H
∗K,H∗M)
(j′)∗
−→ Exts,p
nq+1
A (H
∗K,H∗K)
(i′)∗
−→ Exts,p
nq+1
A (H
∗K,H∗M)
α∗
−→
induced by (9.1.2)¿ The right group is zero for s = 2, 3 (cf. Prop. 9.7.5(1))
and the left group is zero by Prop. 9.3.2(2). This shows the above claim.
(3) Since α′′i′i = 0, then, by (9.3.7), there is τ ∈ πq−1X such that
uτ = i′i : S → K. Consider the following exact sequence
0 = Ext1,p
nq+q−1
A (H
∗K,Zp)
w∗−→ Ext1,p
nq+q−1
A (H
∗X,Zp)
u∗−→ Ext1,p
nq
A (H
∗K,Zp)
α′′
∗−→
induced by (9.3.7). The left group is zero since Ext1,tA (Zp, Zp) = 0 for t ≡
−1,−2 (mod q). The right group has unique generator (i′i)∗(hn) which
satisfies α′′∗(i
′i)∗(hn) = 0, then the middle group has unique generator τ∗(hn)
such that u∗τ∗(hn) = (i
′i)∗(hn). Q.E.D.
Since uτ · p = i′i · p = 0, then by (9.3.7) we have τ · p = wi′iα1
(uo to nonzero scalar), this is because πq−1K ∼= Zp{i
′i(α1)}. Then, by
Ext2,p
nq+1
A (H
∗K,Zp) = 0(cf. Prop. 9.7.5(1)) and the Ext exact sequence
induced by (9.3.7) we have
(9.7.8) τ∗(a0bn−1) = τ∗p∗(bn−1) = w∗(i
′i)∗(α1)∗(bn−1)
= w∗(i
′i)∗(h0bn−1) 6= 0 ∈ Ext
3,pnq+q
A (H
∗X,Zp).
Proposition 9.7.9 Let p ≥ 3, n ≥ 2, then
(1) Ext1,p
nq+q−1
A (H
∗K,H∗K) = 0, Ext1,p
nq
A (H
∗K,H∗X) = 0.
(2) Ext1,p
nq−q+1
A (H
∗K,H∗X) ∼= Zp{u
∗(hn)
′}.
(3) Ext2,p
nq+q
A (H
∗X,Zp) ∼= Zp{w∗(i
′i)∗(h0hn)}.
(4) Ext2,p
nq+1
A (H
∗X,H∗K) = 0.
Proof: (1) Consider the following exact sequence
α∗
−→ Ext1,p
nq+2q
A (H
∗K,H∗M)
(j′)∗
−→ Ext1,p
nq+q−1
A (H
∗K,H∗K)
70
(i′)∗
−→ Ext1,p
nq+q−1
A (H
∗K,H∗M)
induced by (9.1.2). The right group is zero since Ext1,p
nq−2
A (H
∗M,H∗M) =
0, Ext1,p
nq+q−1
A (H
∗M,H∗M) = 0 which is obtained by Ext1,tA (Zp, Zp) = 0 for
t ≡ −1,−2 (mod q) and Ext1,p
nq+q+t
A (Zp, Zp) = 0 for t = −1, 0, 1. The left
group also is zero sinceExt1,p
nq+q−1
A (H
∗M,H∗M) = 0 and Ext1,p
nq+2q
A (H
∗M,
H∗M) = 0 which is obtained by the same reason as above. Then the middle
group is zero.
The second result follows by the following exact sequence
0 = Ext1,p
nq+q−1
A (H
∗K,H∗K)
u∗
−→ Ext1,p
nq
A (H
∗K,H∗X)
w∗
−→ Ext1,p
nq
A (H
∗K,H∗K)
(α′′)∗
−→
induced by (9.3.7), where the right group has unique generator (hn)
′ which
satisfies (α′′)∗(hn)
′ = (h0hn)
′′ 6= 0 ∈ Ext2,p
nq+q−1
A (H
∗K,H∗K) ( cf. (9.3.8)).
(2) Consider the following exact sequence
α∗
−→ Ext1,p
nq+2
A (H
∗K,H∗M)
(j′)∗
−→ Ext1,p
nq−q+1
A (H
∗K,H∗K)
(i′)∗
−→ Ext1,p
nq−q+1
A (H
∗K,H∗M)
α∗
−→
induced by (9.1.2). The left group is zero since Ext1,p
nq−q+1
A (H
∗M,H∗M) =
0 and Ext1,p
nq+2
A (H
∗M,H∗M) = 0 which is obtained byExt1,p
nq−q+t
A (Zp, Zp)
= 0 for t = 0, 1, 2 and Ext1,p
nq+t
A (Zp, Zp) = 0 (t = 1, 2). The right group also
is zero since Ext1,p
nq−2q
A (H
∗M,H∗M) = 0 and Ext1,p
nq−q+1
A (H
∗M,H∗M)
= 0 . Then we have Ext1,p
nq−q+1
A (H
∗K,H∗K) = 0.
The desired result can be obtained by the following exact sequence
(α′′)∗
−→ Ext1,p
nq
A (H
∗K,H∗K)
u∗
−→ Ext1,p
nq−q+1
A (H
∗K,H∗X)
w∗
−→ Ext1,p
nq−q+1
A (H
∗K,H∗K) = 0
induced by (9.3.7), where the left group has unique generator (hn)
′ (cf. Prop.
9.3.6).
(3) Consider the following exact sequence
Ext1,p
nq+1
A (H
∗K,Zp)
α′′
∗−→ Ext2,p
nq+q
A (H
∗K,Zp)
w∗−→
Ext2,p
nq+q
A (H
∗X,Zp)
u∗−→ Ext2,p
nq+1
A (H
∗K,Zp) = 0
induced by (9.3.7). The right group is zero by Prop. 9.7.5(1) and the left
group has unique generator (i′i)∗(h0hn) since Ext
2,pnq+q
A (Zp, Zp)
∼= Zp{h0hn}
and Ext2,tA (Zp, Zp) = 0 for t ≡ −1,−2 (mod q). In addition, Ext
1,pnq+1
A (H
∗K,
Zp) = 0, this is because Ext
1,pnq+1
A (H
∗M,Zp) = 0 ( cf. the proof of Prop.
9.7.5(1)) and Ext1,p
nq−q
A (H
∗M,Zp) = 0 ( cf Chapter 5), then w∗ is monic so
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that the result follows.
(4) Consider the following exact sequence
0 = Ext2,p
nq+1
A (H
∗K,H∗K)
w∗−→ Ext2,p
nq+1
A (H
∗X,H∗K)
u∗−→ Ext2,p
nq−q+2
A (H
∗K,H∗K) = 0
induced by (9.3.7). The left group is zero as pointed out in the proof of
Prop. 9.7.7(2). The right group also is zero since Ext2,p
nq+3
A (H
∗K,H∗M)
= 0 and Ext2,p
nq−q+2
A (H
∗K,H∗M) = 0 which is obtained by Ext2,p
nq+t
A
(Zp, Zp) = 0 for t = 2, 3 and Ext
2,pnq−rq+t
A (Zp, Zp) = 0 for r = 1, 2 , t =
1, 2, 3. Then the middle group is zero as desired. Q.E.D.
Now we proceed to prove the main Theorem 9.7.4 in this section. The
proof will be done by some argument processing in the Adams resolution
(9.2.9) . We first prove the following Proposition and Lemmas.
Proposition 9.7.10 Let p ≥ 5, n ≥ 2, (h0hn)
′′ ∈ [Σp
nq+q−1K,KG2 ∧
K] be d1-cycle which represents the element (h0hn)
′′ = (α′′)∗(hn)
′ ∈
Ext2,p
nq+q−1
A (H
∗K,H∗K)(cf. (9.3.8)), then there exist η′′n,2 ∈ [Σ
pnq+q−1K,
E2 ∧K] and (η
′′
n,2)Y ∈ [Σ
pnq+q−1Y,E2 ∧K] such that (b¯2 ∧ 1K)η
′′
n,2 = (b¯2 ∧
1K)(η
′′
n,2)Y · r = (h0hn)
′′ ∈ [Σp
nq+q−1K,KG2 ∧K] where r : K → Y is the
map in (9.1.4).
Proof : Applying Theorem 9.3.9 to (σ, s, tq) = (hn, 1, p
nq), or applying
the mian Theorem B’ and its proof to (σ, σ′) = (hn, bn−1), (s, tq) = (1, p
nq),
we have (c¯2∧1K)(h0hn)
′′ = 0,. Them there exists η′′n,2 ∈ [Σ
pnq+q−1K,KG2∧
K] such that (b¯2 ∧ 1K)η
′′
n,2 = (h0hn)
′′ ∈ [Σp
nq+q−1K,KG2 ∧ K]. For the
second result, note that (h0hn)
′′i′i ∈ [Σp
nq+q−1S,KG2 ∧ K] = 0, this is
because πpnq+tq−uKG2 ∼= Ext
2,pnq+tq−u
A (Zp, Zp) = 0 for t = 0, 1, u = 1, 2, 3.
Then there is (h0hn)
′′
Y ∈ [Σ
pnq+q−1Y,KG2∧K] such that (h0hn)
′′ = (h0hn)
′′
Y ·
r, where r : K → Y is the map in (9.1.4). Then by Theorem 9.3.9 we have
(c¯2∧1K)(h0hn)
′′
Y ·r = 0 and so , by the cofibration (9.1.4), (c¯2∧1K)(h0hn)
′′
Y =
f ′0ǫ = (1E2 ∧ ǫ ∧ 1K)(1Y ∧ f
′
0) = 0, for some f
′
0 ∈ [Σ
pnq+qS,E3 ∧K], where
we use ǫ ∧ 1K = µ(i
′i ∧ 1K)(ǫ ∧ 1K) = 0 which is obtained by (9.1.26) and
the cofibration (9.1.4). Hence, there is (η′′n,2)Y ∈ [Σ
pnq+q−1Y,E2 ∧K] such
that (b¯2 ∧ 1K)(η
′′
n,2)Y = (h0hn)
′′
Y ∈ [Σ
pnq+q−1Y,KG2 ∧K]. Q.E.D.
Lemma 9.7.11 Let p ≥ 5, n ≥ 2 and (η′′n)Y = (a¯0a¯1 ∧ 1K)(η
′′
n,2)Y ∈
[Σp
nq+q−3Y,K] be the map obtained in Prop. 9.7.10, then w(η′′n)Y · r =
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λ′w(ζn−1 ∧ 1K) + (a¯0a¯1a¯2a¯3 ∧ 1X)f
′′
1 for some f
′′
1 ∈ [Σ
pnq+q+1K,E4 ∧ X]
and nonzero λ′ ∈ Zp, where ζn−1 ∈ πpnq+q−3S is the element obtained in
Theorem 9.5.1 which is represented by h0bn−1 ∈ Ext
3,pnq+q
A (Zp, Zp) in the
ASS.
Proof : By Prop. 9.7.10 and (9.3.8)(9.3.7), (b¯2∧1X)(1E2 ∧w)(η
′′
n,2)Y ·r
= (1KG2∧w)(h0hn)
′′ = (b¯2c¯1∧1X)g
′′ with g′′ ∈ [Σp
nq+q−1K,KG1∧X], then
(9.7.12) (1E2 ∧ w)(η
′′
n,2)Y · r = (c¯1 ∧ 1X)g
′′ + (a¯2 ∧ 1X)f
′′
0
for some f ′′0 ∈ [Σ
pnq+qK,E3∧X]. The d1-cycle (b¯3∧1X)f
′′
0 ∈ [Σ
pnq+qK,KG3∧
X] represents an element in Ext3,p
nq+q
A (H
∗X,H∗K) and this group has
unique generator w∗[h0bn−1 ∧ 1K ] ( cf. Prop. 9.7.7(2)), then
(b¯3 ∧ 1X)f
′′
0 = λ
′(1KG3 ∧ w)(h0bn−1 ∧ 1K) + (b¯3c¯2 ∧ 1X)g˜0
= λ′(b¯3 ∧ 1X)(1E3 ∧w)(ζn−1,3 ∧ 1K) + (b¯3c¯2 ∧ 1X)g˜0
with λ′ ∈ Zp and g˜0 ∈ [Σ
pnq+qK,KG2 ∧X], where we use (b¯3 ∧ 1K)(ζn−1,3 ∧
1K) = h0bn−1 ∧ 1K (cf. Theorem 9.5.1) . Then f
′′
0 = λ
′(1E3 ∧ w)(ζn−1,3 ∧
1K) + (c¯2 ∧ 1X)g˜0 + (a¯3 ∧ 1X)f
′′
1 for some f
′′
1 ∈ [Σ
pnq+q+1K,E4 ∧X] and so
we have (a¯2 ∧ 1X)f
′′
0 = λ
′(a¯2 ∧ 1X)(1E3 ∧ w)(ζn−1,3 ∧ 1K) + (a¯2a¯3 ∧ 1X)f
′′
1
and (9.7.12) becomes
(9.7.13) (1E2 ∧ w)(η
′′
n,2)Y · r = (c¯1 ∧ 1X)g
′′
+λ′(a¯2 ∧ 1X)(1E3 ∧ w)(ζn−1,3 ∧ 1K) + (a¯2a¯3 ∧ 1X)f
′′
1
with g′′ ∈ [Σp
nq+q−1K,KG1 ∧X], f
′′
1 ∈ [Σ
pnq+q+1K,E4 ∧X] and λ
′ ∈ Zp.
To prove the Lemma, it suffices to prove the scalar λ′ in (9.7.13) is
nonzero. Suppose in contrast that λ′ = 0, then by (9.7.13)(9.1.4) we have
(9.7.14) (a¯2a¯3 ∧ 1X)f
′′
1 i
′i = −(c¯1 ∧ 1X)g
′′i′i
This will yield a contradiction as shown below.
Note that the d1-cycle g
′′i′i ∈ πpnq+q−1KG1 ∧X represents an element
in Ext1.p
nq+q−1
A (H
∗X,Zp) ∼= Zp{τ∗(hn)} ( cf. Prop. 9.7.7(3)). Then g
′′i′i =
λ0(1KG1 ∧ τ)(hn) , where hn ∈ πpnqKG1
∼= Ext
1,pnq
A (Zp, Zp) and λ0 ∈ Zp.
Consequently, (9.7.14) becomes
(9.7.15) (a¯2a¯3 ∧ 1X)f
′′
1 i
′i = −λ0(c¯1 ∧ 1X)(1KG1 ∧ τ)(hn)
The equation (9.7.15) means the secondary differential −λ0d2(τ∗(hn))
= 0. However, by [12] p.11 Theorem 1.2.14, d2(hn) = a0bn−1 6= 0 ∈
Ext3,p
nq+1
A (Zp, Zp), where d2 : Ext
1,pnq
A (Zp, Zp)→ Ext
3,pnq+1
A (Zp, Zp) is the
secondary differential in the ASS. This implies that d2(τ∗(hn)) = τ∗d2(hn) =
τ∗(a0bn−1) = w∗(i
′i)∗(h0bn−1) 6= 0 ∈ Ext
3,pnq+q
A (H
∗X,Zp) ( cf. (9.7.8)).
73
This shows that λ0 = 0 and so by (9.7.15) we have (a¯2a¯3 ∧ 1X)f
′′
1 i
′i = 0.
It follows that (a¯3∧1X)f
′′
1 i
′i = (c¯2∧1X)g
′′
2 = 0 , where the d1-cycle g
′′
2 ∈
πpnq+qKG2∧X represents an element in Ext
2,pnq+q
A (H
∗X,Zp) ∼= Zp{w∗(i
′i)∗
(h0hn)} (cf. Prop. 9.7.9(3)) and the generator of this group is a permanent
cycle in the ASS (cf. Theorem 9.5.1) so that we have (c¯2 ∧ 1X)g
′′
2 = 0. Then
f ′′1 i
′i = (c¯3 ∧ 1X)g
′′
3 = (c¯3 ∧ 1X)g
′′
4 i
′i for some g′′3 ∈ πpnq+q+1KG3 ∧ X and
g′′4 ∈ [Σ
pnq+q+1K,KG3 ∧X] , this is because g
′′
3 · ǫ = 0 which is obtained by
the fact that ǫ : Y → ΣS induces zero homomorphism in Zp-cohomology.
Consequently we have f ′′1 = (c¯3∧1X)g
′′
4 +f
′′
2 r with f
′′
2 ∈ [Σ
pnq+q+1Y,E4∧X]
and (a¯2a¯3 ∧ 1X)f
′′
1 = (a¯2a¯3 ∧ 1X)f
′′
2 r. Hence, if λ
′ = 0, (9.7.13) becomes
(1E2 ∧ w)(η
′′
n,2)Y · r = (a¯2a¯3 ∧ 1X)f
′′
2 r + (c¯1 ∧ 1X)g
′′
5r
where g′′5 ∈ [Σ
pnq+q−1Y,KG2 ∧ X] such that g
′′
5r = g
′′. Moreover, by the
above equation we have
(9.7.16) (1E2 ∧ w)(η
′′
n,2)Y = (a¯2a¯3 ∧ 1X)f
′′
2 + (c¯1 ∧ 1X)g
′′
5 + f
′′
3 ǫ
with f ′′3 ∈ πpnq+qE2 ∧ X. Since ǫ : Y → ΣS induces zero homomorphism
in Zp-cohomology , then the right hand side of (9.7.16) has filtration ≥ 3.
However, (η′′n)Y = (a¯0a¯1 ∧ 1K)(η
′′
n,2)Y has filtration 2, this is because it is
represented by (h0hn)
′′
Y ∈ Ext
2,pnq+q−1
A (H
∗K,H∗Y ) in the ASS. Moreover,
by the following exact sequence
0 = Ext1,p
nq
A (H
∗K,H∗Y )
α′′
∗−→ Ext2,p
nq+q−1
A (H
∗K,H∗Y )
w∗−→ Ext2,p
nq+q−1
A (H
∗X,H∗Y )
(α′′)∗
−→
induced by (9.3.7) we know that w∗(h0hn)
′′
Y 6= 0, where the left group is zero
by Prop. 9.7.5(3). That is to say, (1E2 ∧ w)(η
′′
n)Y has filtration 2 which is
represented by w∗(h0hn)
′′
Y in the ASS. This shows that the equation (9.7.16)
is a contradiction so that the scalar λ′ must be nonzero. Q.E.D.
Lemma 9.7.17 Let w : K → X be the map in the cofibration (9.3.7)
and W is the cofibre of wi′i : S → X given by the cofibration S
wi′i
−→ X
w1−→
W
u1−→ ΣS , then
(1) Exts−1,p
nq+q+s−3
A (H
∗W,Zp) = 0 for s = 1, 3 and has unique gen-
erator (w1)∗τ∗(hn) = (τ)
∗(w1)∗[hn ∧ 1X ] for s = 2.
(2) Ext1,p
nq
A (H
∗W,H∗X) ∼= Zp{(w1)∗(hn)
′
X = (w1)∗[hn ∧ 1X ]}.
(3) (w1)∗[a0bn−1 ∧ 1X ] 6= 0 ∈ Ext
3,pnq+1
A (H
∗W,H∗X).
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Proof : (1) Note that W also is the cofibre of rα′′ : Σq−2K → Y ,
this can be seen by the following homotopy commutative diagram of 3× 3-
Lemma.
S
wi′i
−→ X
u
−→ Σq−1K
ց i′i ր w ց w1 ր u2
K W
ր α′′ ց r ր w2 ց u1
Σq−2K
rα′′
−→ Y
ǫ
−→ ΣS
That is , we have a cofibration
Σq−2K
rα′′
−→ Y
w2−→ W
u2−→ Σq−1K and it induces the following exact se-
quence
Exts−1,p
nq+q+s−3
A (H
∗Y,Zp)
(w2)∗
−→ Exts−1,p
nq+q+s−3
A (H
∗W,Zp)
(u2)∗
−→ Exts−1,p
nq+s−2
A (H
∗K,Zp)
(rα′′)∗
−→
The left group is zero for s = 1, 2, 3 ( cf. Prop. 9.7.5(2)). The right group
also is zero for s = 1, 3 (cf. Prop. 9.7.5(1)) and has unique generator
(i′i)∗(hn) = u∗τ∗(hn) = (u2)∗(w1)∗(τ)∗(hn) for s = 2. Then the result
follows.
(2) Consider the following exact sequence
Ext1,p
nq
A (H
∗X,H∗X)
(w1)∗
−→ Ext1,p
nq
A (H
∗W,H∗X)
(u1)∗
−→ Ext2,p
nq
A (Zp,H
∗X) = 0
The right group is zero by Prop. 9.7.7(1) and by Prop. 9.7.9(2)(1) we know
that the left group has unique generator (hn)
′
X = [hn ∧ 1X ] which satisfies
u∗(hn)
′
X = u
∗(hn)
′ ∈ Ext1,p
nq−q+1
A (H
∗K,H∗X) . Then the middle group
has unique generator (w1)∗(hn)
′
X .
(3) Since α′′ : Σq−2K → K is not an M -module map, then , as the cofi-
bre of α′′, the spectrumX is not anM -moduld spectrum, that is, the map p∧
1X 6= 0 ∈ [X,X]. So [a0∧1X ] = (p∧1X)∗[τ∧1X ] 6= 0 ∈ Ext
1,1
A (H
∗X,X∗X) (
where τ is the unit in π0KG0), and so [a0bn−1∧1X ] = (p∧1X)∗[bn−1∧1X ] =
[a0 ∧ 1X ][bn−1 ∧ 1X ] 6= 0 ∈ Ext
3,pnq+1
A (H
∗X,X∗X) which can be obtained
by by knowledge of Yoneda products and a0bn−1 6= 0 ∈ Ext
3,pnq+1
A (Zp, Zp).
Note to the following exact sequence
0 = Ext3,p
nq+1
A (Zp,H
∗X)
(wi′i)∗
−→ Ext3,p
nq+1
A (H
∗X,H∗X)
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(w1)∗
−→ Ext3,p
nq+1
A (H
∗W,H∗X)
where the left group is zero by Prop. 9.7.7(1), then (w1)∗ is monic and so
the reslt follows. Q.E.D.
Remark The result on [a0bn−1 ∧ 1X ] 6= 0 in Lemma 9.7.17(3) also
can be proved by some computation in Ext groups as follows. Suppose in
contrast that (p ∧ 1X)∗[bn−1 ∧ 1X ] = [a0bn−1 ∧ 1X ] = 0, then by (9.1.1),
[bn−1 ∧ 1X ] = (j ∧ 1X)∗(x1) with x1 ∈ Ext
2,pnq+1
A (H
∗M ∧ X,H∗X). Re-
call that X is the spectrum in (9.3.7), then we have w∗(1M ∧ u)∗(x1) ∈
Ext2,p
nq−q+1
A (H
∗M ∧K,H∗K) = 0 which can be obtained by Ext2,p
nq−q+1
A
(H∗M∧K,H∗M) = 0 and Ext2,p
nq+2
A (H
∗M∧K,H∗M) = 0. By the Ext ex-
act sequence induced by (9.3.7) we have (1M∧u)∗(x1) ∈ u
∗Ext2,p
nq+1
A (H
∗M∧
K,H∗K). However, this group has unique generator (mK)∗(bn−1)
′, then
(1M ∧u)∗(x1) = λu
∗(mK)∗(bn−1)
′ for some λ ∈ Zp. By applying (1M ∧α
′′)∗
we have λu∗(1M ∧α
′′)∗(mK)∗(bn−1)
′ = 0 and so λ(1M ∧α
′′)∗(mK)∗(bn−1)
′ ∈
(α′′)∗Ext2,p
nq+1
A (H
∗M∧K,H∗K). Then λ(α1∧1K)∗(bn−1)
′ = λ(mK)∗(1M ∧
α′′)∗(mK)∗(bn−1)
′ = 0 which shows that λ = 0. So x1 = (1M ∧ w)∗(x2)
for some x2 ∈ Ext
2,pnq+1
A (H
∗M ∧ K,H∗X). Similarly we can prove that
w∗(x2) = 0. Then x1 ∈ u
∗(1M ∧ w)∗Ext
2,pnq+q
A (H
∗M ∧ K,H∗K). How-
ever, Ext2,p
nq+q
A (H
∗M ∧ K,H∗K) has two generators (i ∧ 1K)∗(h0hn)
′ ,
(mK)∗(h0hn)
′′ and u∗(h0hn)
′′ = u∗(α′′)∗(hn)
′ = 0, then we have x1 =
u∗(1M ∧ w)∗(i ∧ 1K)∗(h0hn)
′( up to scalar) and so [bn−1 ∧ 1X ] = (j ∧
1X)∗(x1) = 0. This is a contradiction and shows that [a0bn−1 ∧ 1X ] 6=
0 ∈ Ext3,p
nq+1
A (H
∗X,X∗X).
Proof of Theorem 9.7.4 : The result for n = 0, 1 is wellknown, then
we assume that n ≥ 2. By Lemma 9.7.11 and (9.1.4) we have
(9.7.18) λ′wi′iζn−1 = λ
′w(ζn−1 ∧ 1K)i
′i = −(a¯0a¯1a¯2a¯3 ∧ 1X)f
′′
1 i
′i.
Moreover, by the cofibration in Lemma 9.7.17 we have (a¯0a¯1a¯2a¯3 ∧
1W )(1E4 ∧ w1)f
′′
1 i
′i = 0 and so (a¯0a¯1a¯2a¯3 ∧ 1W )(1E4 ∧ w1)f
′′
1 u = kτ
′ for
some k ∈ [Σp
nq−2X ′,W ] , where i′i = uτ : Σq−1S
τ
→ X
u
→ Σq−1K which
is obtained by α′′i′i = 0 and (9.3.7) and τ ′ : X → X ′ is the map in the
following cofibration
(9.7.19) Σq−1S
τ
→ X
τ ′
→ X ′
τ ′′
→ ΣqS.
We claim that k ∈ [Σp
nq−2X ′,W ] has filtration ≥ 4, this can be proved
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as follows.
By Lemma 9.7.17(1) and (9.7.18) we have (τ ′′)∗Exts−1,p
nq+q+s−3
A (H
∗W,
Zp) = 0 ⊂ Ext
s,pnq+s−2
A (H
∗W,H∗X ′) and so (τ ′)∗ : Exts,p
nq+s−2
A (H
∗W,
H∗X ′)→ Exts,p
nq+s−2
A (H
∗W,H∗X) for s = 1, 2, 3 is monic. Then, the fact
that kτ ′ has filtration≥ 4 implies that k ∈ [Σp
nq−2X ′,W ] also has filtration
≥ 4. This shows the above claim and so k = (a¯0a¯1a¯2a¯3∧1W )k3 for some k3 ∈
[Σp
nq+2X ′, E4∧W ] and (a¯0a¯1a¯2a¯3∧1W )(1E4∧w1)f
′′
1 u = (a¯0a¯1a¯2a¯3∧1W )k3τ
′.
It follows that
(9.7.20) (a¯2a¯3 ∧ 1W )(1E4 ∧ w1)f
′′
1 u = (a¯2a¯3 ∧ 1W )k3τ
′ + (c¯1 ∧ 1W )g¯
= (a¯2a¯3 ∧ 1W )k3τ
′ + λ1(c¯1 ∧ 1W )(1KG1 ∧w1)(hn ∧ 1X)
where the d1-cycle g¯ = λ1(1KG1 ∧ w1)(hn ∧ 1X) ∈ [Σ
pnqX,KG1 ∧W ] with
λ1 ∈ Zp which is obtained by Lemma 9.7.17(2).
The equation (9.7.20) means that the differential d2(λ1(w1)∗[hn ∧ 1X ])
= 0. However, d2((w1)∗[hn ∧ 1X ]) = (w1)∗[a0bn−1 ∧ 1X ] 6= 0 ( cf. Lemma
9.7.17(3)). Then the scalar λ1 = 0 and we have g¯ = 0, (a¯2a¯3 ∧ 1W )(1E4 ∧
w1)f
′′
1 u = (a¯2a¯3∧1W )k3τ
′ and (a¯2a¯3∧1K)(1E4 ∧u)f
′′
1 i
′i = (a¯2a¯3∧1K)(1E4 ∧
u2w1)f
′′
1 uτ = 0. Consequently we have (a¯3 ∧ 1K)(1E4 ∧ u)f
′′
1 i
′i = (c¯2 ∧
1K)g¯2 = 0 , this is because the d1-cycle g¯2 ∈ πpnq+1KG2 ∧K represents an
element in Ext2,p
nq+1
A (H
∗K,Zp) = 0 (cf. 9.7.5(1)) . Then, (1E4 ∧ u)f
′′
1 i
′i =
(c¯3 ∧ 1K)g¯3 for some g¯3 ∈ [Σ
pnq+2S,KG3 ∧ K]. Since (1KG3 ∧ α
′′)g¯3 = 0,
then g¯3 = (1KG3 ∧u)g¯4 for some g¯4 ∈ [Σ
pnq+q+1S,KG3 ∧X] and so we have
(1E4 ∧ u)f
′′
1 i
′i = (c¯3 ∧ 1K)(1KG3 ∧ u)g¯4 , f
′′
1 i
′i = (c¯3 ∧ 1X)g¯4 + (1E4 ∧ w)f¯2
with f¯2 ∈ [Σ
pnq+q+1S,E4 ∧K].
Hence, by (9.7.18) we have λ′wi′iζn−1 = −(a¯0a¯1a¯2a¯3 ∧ 1X)f
′′
1 i
′i =
−(a¯0a¯1a¯2
a¯3 ∧ 1X)(1E4 ∧w)f¯2 and by (9.3.7), λ
′i′iζn−1 = −(a¯0a¯1a¯2a¯3 ∧ 1K)f¯2 + α
′′ωn
with ωn ∈ πpnq−1K. Since λ
′i′iζn−1 is a map of filtration 3 which is rep-
resented by λ′(i′i)∗(h0bn−1) ∈ Ext
3,pnq+q
A (H
∗K,Zp) in the ASS, then α
′′ωn
has filtration 3 and so ωn ∈ πpnq−1K has filtration ≤ 2. However, by Prop.
9.7.5(1) we have Ext2,p
nq+1
A (H
∗K,Zp) = 0 , then ωn ∈ πpnq−1K must be
represented by the unique generator (i′i)∗(hn) ∈ Ext
1,pnq
A (H
∗K,Zp) (up to
nonzero scalar). This shows the Theorem. Q.E.D.
Remark The element ωn ∈ πpnq−1K obtained in Theorem 9.7.4 can
be extended to (ωn)
′ ∈ [Σp
nq−1K,K] such that (ωn)
′i′i = ωn. Then, (ωn)
′
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is represented by (hn)
′ ∈ Ext1,p
nq
A (H
∗K,H∗K) in the ASS and α′′(ωn)
′,
(ωn)
′α′′ ∈ [Σp
nq+q−3K,K] is represented by α′′∗(hn)
′ = (α′′)∗(hn)
′ = (h0hn)
′′
∈ Ext2,p
nq+q−1
A (H
∗K,H∗K). By Theorem 9.7.4 and Lemma 9.7.11 we have
α′′(ωn)
′ = (ωn)
′α′′ + λ′ζn−1 ∧ 1K (modulo higher filtration).
By [10] p.511, there is a map φ∗φ : BP∗BP → A∗ such that tn 7→ the
conjugate of ξn, where A∗ = E[τ0, τ1, τ2, ...] ⊗ P [ξ1, ξ2, ...] is the dual of the
Steenrod algebra A. Then φ∗φ induces the Thom map Φ : Ext
1,pnq
BP∗BP
(BP∗,
BP∗K)→ Ext
1,pnq
A (H
∗K,Zp) such that the image of hn ∈ Ext
1,pnq
BP∗BP
(BP∗,
BP∗K) is Φ(hn) = (i
′i)∗(hn) ∈ Ext
1,pnq
A (H
∗K,Zp). Then, the element
ωn ∈ πpnq−1K obtained in Theorem 9.7.4 is represented by hn + other
terms ∈ Ext1,p
nq
BP∗BP
(BP∗,
BP∗K) in the Adams-Novikov spectral sequence. To know what the ele-
ments in the other terms, we first prove the following Lemma.
Lemma 9.7.21 By degree reason, Ext1,p
nq
BP∗BP
(BP∗, BP∗K) is gener-
ated (additively) by the following v2-torsion elements c2(p
n−2) and v2-torsion
free elements hn, v
pn−2(p−1)
2 hn−2, v
aipi
2 hi , where i ≥ 0, ai = (p
2k − 1)/(p+1)
, n − i = 2k ≥ 4. In addition, there is a relation hn = c2(p
n−2) +
v
pn−2(p−1)
2 hn−2 ∈ Ext
1,pnq
BP∗BP
(BP∗, BP∗K).
Proof : By [19] Theorem 1.1 and 1.5, Ext1,∗(BP∗, BP∗K) is a Zp[v2]-
module which is generated by v2-torsion elements c2(ap
s) and v2-torsion
free elements w2, hi, where a 6= 0 (mod p), s ≥ 0 and i ≥ 0. Moreover, the
internal degree | hi |= p
iq, | c2(ap
s) |= aps(p2+ p+1)q− q(aps)(p+1)q and
| w2 |= (p+ 1)
2q.
Since | vb2w2 |≡ 0 (mod (p + 1)q), then | v
b
2w2 |6= p
nq. If | vb2hi |= p
nq,
then b(p+1)q+ piq = pnq, b(p+1) = pi(pn−i− 1) and so (pn−i− 1) must be
divisible by p+1. Hence b = 0 and i = n or b = aip
i with ai = (p
2k−1)/(p+1)
and n− i = 2k ≥ 2. Then hn, v
pn−2(p−1)
2 hn−2 and v
aipi
2 hi(0 ≤ i < n− 2) are
the only torsion free elements of Ext1,p
nq(BP∗, BP∗K).
If | vb2c2(ap
s) |= pnq, then pnq = aps(p2+ p+1)q− (q(aps)− b)(p+1)q,
aps(p2 + p+ 1) = pn + (q(aps) − b)(p + 1) and so the right hand side must
be divisible by p2 + p+ 1. So we have
(9.7.22) aps = pn−2 + (q(ap
s)−b−pn−2)(p+1)
p2+p+1 .
We claim that s ≤ n − 2 which will be proved below , then q(aps) − b
must be divisible by ps. However, by [19] p.132, q(aps) = ps for a = 1
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and q(aps) = ps + other terms for a ≥ 2. Then, the only possibility is
q(aps) = ps, a = 1, b = 0 and s = n − 2. That is to say, the only v2-torsion
elements in Ext1,p
nq(BP∗, BP∗K) is c2(p
n−2).
Now we prove the above claim. Suppose in contrast that s ≥ n − 1 ,
then, by (9.7.22) we have (q(ap
s)−b−pn−2)(p+1)
p2+p+1 = ap
s − pn−2 ≥ ps − pn−2,
2ps > q(aps)− b− pn−2 ≥
(ps − pn−2)(p2 + p+ 1)
p+ 1
> ps+1 − pn−1
and this is a contradiction which shows the above claim. Q.E.D.
Proof of Theorem 9.7.1 For the Thom Φ : Ext1,p
nq
BP∗BP
(BP∗, BP∗K)
→ Ext1,p
nq
A (H
∗K,Zp) we have Φ(hn) = (i
′i)∗(hn). By this we know that
the element ωn ∈ πpnq−1K obtained in Theorem 9.7.4 is represented by hn
+ ( other terms) ∈ Ext1,p
nq
BP∗BP
(BP∗, BP∗K) in the Adams-Novikov spectral
sequence. By Lemma 9.7.21, the other terms are the linear combination of
v
pn−2(p−1)
2 hn−2 and v
aipi
2 hi, where i ≥ 0, n − i = 2k ≥ 4 and ai = (p
2k −
1)/(p+1). Let β ∈ [Σ(p+1)qK,K] be the known v2-map, then i
′iα1 ∈ πq−1K
and i′j′βi′i ∈ πpq−1K is represented by h0, h1 ∈ Ext
1,∗
BP∗BP
(BP∗, BP∗K)
respectively. That is, h0, h1 ∈ Ext
1,∗
BP∗BP
(BP∗, BP∗K) are permanent cycles
in the Adams-Novikov spectral sequence. Suppose inductively that hi ∈
Ext1,p
iq
BP∗BP
(BP∗, BP∗K) for i ≤ n − 1(n ≥ 2) are permanent cycles in the
Adams-Novikov spectral sequence. Since ωn ∈ πpnq−1K,ωn+1 ∈ πpn+1q−1K
are represented by the linear combination of
hn + v
pn−2(p−1)
2 hn−2 and v
aipi
2 hi ∈ Ext
1,pnq
BP∗BP
(BP∗, BP∗K),
hn+1 + v
pn−1(p−1)
2 hn−1 and v
aip
i
2 hi ∈ Ext
1,pn+1q
BP∗BP
(BP∗, BP∗K)
then hn, hn+1 ∈ Ext
1,∗
BP∗BP
(BP∗, BP∗K) also are permanent cycles. This
completes the induction and the result of the Theorem follows. Q.E.D.
Conjecture 9.7.22 Theorem 9.7.4 can be generalzed to be the follow-
ing general result. Let p ≥ 5, s ≤ 4 , Exts,tqA (Zp, Zp)
∼= Zp{x}, Ext
s+1,tq+q
A
(Zp, Zp) ∼= Zp{h0x}, Ext
s+2,tq+2q+1
A (Zp, Zp)
∼= Zp{α˜2x} and some supposi-
tion on vanishes of some Ext groups. If the secondary differential d2(x) =
a0x
′ ∈
Exts+2,tq+1A (Zp, Zp) with x
′ ∈ Exts+1,tqA (Zp, Zp), that is, x and x
′ is a pair of
a0-related elements, then there exists ω ∈ πtq−sK such that i
′iξ = α′′·ω (mod
F s+2π∗K) and ω ∈ πtq−sK is represented by (i
′i)∗(x) ∈ Ext
s,tq
A (H
∗K,Zp)
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in the ASS, where ξ ∈ πtq+q−s−2S is the homotopy element which is repre-
sented by h0x
′ ∈ Exts+2,tq+qA (Zp, Zp) in the ASS and F
s+2π∗K denotes the
group consisting of all elements in π∗K filtration ≥ s+ 2.
§8. Second periodicity families in the stable homotopy groups of
spheres
By Theorem 8.1.2 in chapter 8, Ext1,∗BP∗BP (BP∗, BP∗) is generated by
αtpn/n+1(n ≥ 0, p not divisible by t ≥ 1) and It was proved by Novikov that
all these first periodicity families converge to the im J ⊂ π∗S. In this sec-
tion, using the h0hn+1-element obtained in Theorem 9.5.1 and the elements
βp/r, 1 ≤ r ≤ p − 1 and βtp/r, t ≥ 2, 1 ≤ r ≤ p as our geometric input,
we prove the following Theorem on the convergence of second periodicity
families βtpn/r in the Adams-Novikov spectral sequence.
Theorem 9.8.1 Let p ≥ 5, n ≥ 1, 1 ≤ s ≤ pn − 1 if t ≥ 1 is not
divisible by p or 1 ≤ s ≤ pn if t ≥ 2 is not divisible by p , then The elements
βtpn/s ∈ Ext
2,tpn(p+1)q−sq
BP∗BP
(BP∗, BP∗)
in Theorem 8.1.3 are permanent cycles in the Adams-Novikov spectral se-
quence and they converge to the corresponding homotopy elements of order
p in πtpn(p+1)q−sq−2S.
We will prove Theorem 9.8.1 in case t ≥ 1 or t ≥ 2 separately. The proof
will be done by some arguments processing in the cannical Adams-Novikov
resolution. We first do some preminilaries as follows.
Let M be the Moore spectrum whose BP∗-homology are BP∗(M) =
BP∗/(p). Let α : Σ
qM → M be the Adams map which induces BP∗-
homomorphisms are v1 : BP∗/(p) → BP∗/(p). Let Kr be the cofibre of
αr : ΣrqM →M given by the cofibration
(9.8.2) ΣrqM
αr
−→M
i′r−→ Kr
j′r−→ Σrq+1M
The cofibration (9.8.2) induces a short exact sequence of BP∗-homology
0→ BP∗/(p)
vr
1−→ BP∗/(p) −→ BP∗/(p, v
r
1)→ 0
Recall from §5 in chapter 6, Kr is a M -module spectrum and we have the
following derivations
(9.8.3) d(i′r) = 0, d(j
′
r) = 0, d(α) = 0, d(ij) = −1M .
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Moreover, the cofibre of i′sj
′
r : Kr → Σ
rq+1Ks is ΣKr+s given by the
cofibration
(9.8.4) ΣrqKs
ψs,s+r
−→ Ks+r
ρs+r,r
−→ Kr
i′sj
′
r−→ Σrq+1Ks
This can be seen by the following homotopy commutative diagram of 3× 3-
Lemma
Kr
i′sj
′
r−→ Σrq+1Ks
j′s−→ Σ(r+s)q+2M
ց j′r ր i
′
s ց ψs,r+s ր j
′
r+s ց α
s
(9.8.5) Σrq+1M ΣKr+s Σ
rq+2M
ր αs ց αr ր i′r+s ց ρr+s,r ր j
′
r
Σ(r+s)q+1M
αr+s
−→ ΣM
i′r−→ ΣKr
Moreover, the cofibration (9.8.4) induces a short exact sequence of BP∗-
homology
0→ BP∗/(p, v
s
1)
vr
1−→ BP∗/(p, v
s+r
1 ) −→ BP∗/(p, v
r
1)→ 0
and by the homotopy commutative diagram (9.8.5) , we have the following
relations
(9.8.6) ψs,s+ri
′
s = i
′
s+rα
r, j′rρs+r,r = α
sj′s+r
j′s+rψs,s+r = j
′
s, ρs+r,ri
′
s+r = i
′
r.
Proposition 9.8.7 Let p ≥ 5 and f ∈ [ΣtKr, S] be any map, then
f = jj′rf for some f ∈ [Σ
t+rq+2Kr,Kr].
Proof : By Theorem 6.5.16(A) in chapter 6, there is νr : Σ
rq+2Kr →
Kr ∧ Kr such that (jj
′
r ∧ 1Kr)νr = 1Kr . Let K
′
r be the cofibre of jj
′
r :
Σ−1Kr → Σ
rq+1S given by the cofibration Σ−1Kr
jj′r−→ Σrq+1S
zr−→ K ′r →
Kr, then zr∧1Kr = (zrjj
′
r∧1Kr)νr = 0 ∈ [Σ
rq+1Kr,K
′
r∧Kr]. Consequently,
zrf = (1K ′r ∧f)(zr∧1Kr) = 0 and so f = jj
′
rf for some f ∈ [Σ
t+rq+1Kr,Kr].
Q.E.D.
Let
(9.8.8) · · ·
a˜2−→ Σ−2E˜2
a˜1−→ Σ−1E˜1
a˜0−→ E˜0 = Syb˜2
yb˜1
yb˜0
Σ−2BP ∧ E˜2 Σ
−1BP ∧ E˜1 BP ∧ E˜0 = BP
be the canonnical Adams-Novikov resolution of the sphere spectrum S,
where E˜s
b˜s−→ BP ∧ E˜s
c˜s−→ E˜s+1
a˜s−→ ΣE˜s are cofibrations for all s ≥ 0
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such that E˜0 = S, b˜s = τ ∧ 1E˜s
( s >0) and b˜0 = τ : S → BP is the
injection of the bottom cell. Then πtBP ∧ E˜s is the E
s,t
1 -term of the Adams-
Novikov spectral sequence, (b˜s+1c˜s)∗ : πtBP ∧ E˜s → πtBP ∧ E˜s+1 are the
ds,t1 -differential and
Es,t2 = Ext
s,t
BP∗BP
(BP∗, BP∗) =⇒ (πt−sS)p
Proposition 9.8.9 Let p ≥ 3, r ≥ 1, s ≥ 0 and E˜s be the spectrum in
the Adams-Novikov resolution (9.8.8), ∧sBP = BP ∧· · ·∧BP be the smash
products of s copies of BP , then (BP∧E˜s)
∗, (BP∧E˜s)
∗(M), (BP∧E˜s)
∗(Kr)
are the direct summand of (∧s+1BP )∗, (∧s+1BP )∗(M), (∧s+1BP )∗(Kr) and
we have [ΣtM,BP ∧ E˜s] = (BP ∧ E˜s)
−t(M) = 0 for t 6= −1 (mod q),
[ΣtKr, BP ∧ E˜s] = (BP ∧ E˜s)
−t(Kr) = 0 for t 6= −2 (mod q).
Proof : We first consider the BP ∗-cohomology. It is known that
πtBP = BPt = BP
−t, then BP ∗ = Z(p)[v1, v2, · · ·] , where | vi |= −2(p
i−1)
and In = (p, v1, · · · , vn−1), (p, v
r
1) is the invariant ideal of BP
∗. Clearly,
there are two exact sequences on BP ∗-cohomology as follows
0→ BP ∗
p
−→ BP ∗
ρ0
−→ BP ∗/(p)→ 0
0→ Σ−rqBP ∗/(p)
vr
1−→ BP ∗/(p)
ρ1
−→ BP ∗/(p, vr1)→ 0
where ρ0, ρ1 are the projections.
Note that (∧sBP )∗ = π∗(∧
sBP ) = BP∗(∧
s−1BP ) = BP∗BP ⊗ · · · ⊗
BP∗BP with s− 1 copies of BP∗BP and s ≥ 2. Then we have the follwing
short exact sequences (s ≥ 1)
(9.8.10) 0→ (∧sBP )∗
p
−→ (∧sBP )∗ −→ (∧sBP )∗/(p)→ 0
0→ Σ−rq(∧sBP )∗/(p)
vr
1−→ (∧sBP )∗/(p) −→ (∧sBP )∗/(p, vr1)→ 0
For any f ∈ [ΣtM,∧sBP ] = (∧sBP )−t(M), if t 6= 0(mod q) , then by
the sparseness of (∧sBP )∗ = BP∗BP ⊗ · · · ⊗ BP∗BP ( that is, BPrBP =
0 for r 6= 0 (mod q)) we have fi ∈ (∧sBP )−t = 0 ; if t = 0 (mod q), then
fi is an element of order p in Z(p)-module (∧
sBP )−t so that we have fi =
0. This shows that i∗ = 0 : (∧sBP )∗(M) → (∧sBP )∗. Similarly we have
(i′r)
∗ = 0 : (∧sBP )∗(Kr) → (∧
sBP )∗(M) ( r ≥ 1). Then, the cofibration
(9.1.1) (9.8.2) induces respectively the following short exact sequences for
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all (r ≥ 1)
0→ (∧sBP )∗
p
−→ (∧sBP )∗
j∗
−→ (∧sBP )∗(M)→ 0
0→ (∧sBP )∗(M)
(αr)∗
−→ (∧sBP )∗(M)
(j′r)
∗
−→ (∧sBP )∗(Kr)→ 0
where the degrees | j∗ |= −1, | (j′r)
∗ |= −(rq + 1). By comparison to the
above two short exact sequences with (9.8.10) we have
(9.8.11) (∧sBP )∗(M) ∼= Σ(∧sBP )∗/(p),
(∧sBP )∗(Kr) ∼= Σ
rq+2(∧sBP )∗/(p, vr1).
Let µ : BP ∧ BP → BP be the multiplication of the ring spectrum
BP and τ : S → BP be the injection of the bottom cell, , then we have
µ(1BP ∧ τ) = 1BP = µ(τ ∧ 1BP ) so that the cofibration E˜s−1
b˜s−1
−→ BP ∧
E˜s−1
c˜s−1
−→ E˜s
a˜s−1
−→ ΣE˜s−1 induces a split short exact sequence
BP ∧ E˜s−1
1BP∧b˜s−1
−→ BP ∧BP ∧ E˜s−1
1BP∧c˜s−1
−→ BP ∧ E˜s
this is because (µ ∧ 1
E˜s−1
)(1BP ∧ b˜s−1) = (µ ∧ 1E˜s−1
)(1BP ∧ τ ∧ 1E˜s−1
) =
1
BP∧E˜s−1
. That is to say, BP ∧E˜s is the direct summand of BP ∧BP ∧E˜s−1
and by induction we have BP∧E˜s is the direct summand of ∧
s+1BP . Hence,
(BP ∧ E˜s)
∗, (BP ∧ E˜s)
∗(M), (BP ∧ E˜s)
∗(Kr) are the direct summand of
(∧s+1BP )∗, (∧s+1BP )∗(M), (∧s+1BP )∗(Kr) respectively and the last result
can be obtained by (9.8.11). Q.E.D.
Proposition 9.8.12 Let p ≥ 3, n ≥ 1, then
Ext
0,pn(p+1)q
BP∗BP
(BP∗, BP∗/(p, v
pn−1
1 ))
is generated additively by the generators vp
n
2 , v
pn−pn−2r
1 c˜1(trp
n−2r) ( r ≥ 1),
where tr = (p
2r+1+1)/(p+1) and c˜1(ap
s) is the generator in Theorem 8.1.7
in chapter 8 which has degree sps(p+ 1)q.
Proof : By Theorem 8.1.7, the desired generators are of the form
vb1c˜1(ap
s) with degrees bq + aps(p + 1)q = pn(p + 1)q, a ≥ 1 is not divisible
by p, 0 ≤ b < pn − 1 and b ≥ max {0, pn − 1− q1(ap
s)}, where q1(ap
s) = ps
if a = 1, q1(ap
s) = ps + ps−1 − 1 if a ≥ 2 is not divisible by p.
If b = 0, then the generator is vp
n
2 . Since b < p
n − 1, then s < n and
b ≡ 0 ( mod ps) and so b ≥ pn − 1 − q1(ap
s) ≥ pn − pn−1 if b ≥ 1. Let
b = (p−1)pn−1+ cn−2p
n−2+ · · ·+ csp
s be the p-adic expasion of b such that
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0 ≤ ci ≤ p−1. By b ≥ (p
n−1)− (ps+ps−1−1) or b ≥ (pn−1)−ps we have
cn−2p
n−2+ · · ·+ csp
s ≥ pn−1− ps − ps−1 or pn−1− ps − 1. Consequently we
have cn−2 = · · · = cs = p − 1. On the other hand, b is divisible by p + 1,
then (p− 1)− cn−2 + · · ·+ (−1)
n−1−scs = 0 so that n− 1− s must be odd.
Let n− 1 − s = 2r − 1, then we have s = n− 2r, b = pn − pn−2r as desired
and a = (p2r+1 + 1)/(p + 1). Q.E.D.
Proposition 9.8.13 Let p ≥ 3, n ≥ 1, then
(1) Ext2,p
n+1q+q
BP∗BP
(BP∗, BP∗) is generated additively by the generators
βpn/pn−1, βtrpn−2r/pn−2r−1 for all r ≥ 1), where tr = (p
2r+1 + 1)/(p + 1).
(2) Ext1,p
n+1q+q
BP∗BP
(BP∗, BP∗M) is generated additively by the generators
β′pn/pn−1, β
′
trpn−2r/pn−2r−1
for all r ≥ 1), where tr = (p
2r+1 + 1)/(p + 1) and
β′tpn/s is the generator in Ext
1,∗
BP∗BP
(BP∗, BP∗M) such that j∗(β
′
tpn/s) =
βtpn/s ∈ Ext
2,∗
BP∗BP
(BP∗, BP∗).
Proof : By Theorem 8.1.3 in chapter 8, Ext2,∗BP∗BP (BP∗, BP∗) is gen-
erated additively by the generators βaps/b,c+1 ∈ Ext
2,aps(p+1)q−bq
BP∗BP
(BP∗, BP∗)
, where s ≥ 0, a ≥ 1 is not divisible by p, b ≥ 1, c ≥ 0 and subject to
(i) b ≤ s if a = 1.
(ii) pc | b ≤ ps−c + ps−c−1 − 1
(iii) ps−c−1 + ps−c−2 − 1 < b if pc+1 | b,
and βaps/b,1 = βaps/b. Then, for βaps/b,c+1 ∈ Ext
2,pn+1q+q
BP∗BP
(BP∗, BP∗) we
have aps(p+1)q−bq = pn+1q+q = pn(p+1)q−(pn−1)q so that aps(p+1)q+
(pn−1−b)q = pn(p+1)q. Similar to that in the proof of Prop. 9.8.12 we have
a = 1, s = n, b = pn − 1 or a = (p2r+1 +1)/(p+1), b = pn−2r − 1, s = pn−2r(
r ≥ 1) and consequently c = 0. This shows (1) and the proof of (2) is
similar. Q.E.D.
After finishing the proof of the above Proposition, we proceed to prove
Theorem 9.8.1 in case t ≥ 1. The proof will be done by some argument
processing in the Adams-Novikov resolution of some spectra and using the
h0hn+1-map in Theorem 9.5.1 as our geometric input. We first prove the
following Lemma.
Lemma 9.8.14 If g′′ is the element in πpn(p+1)qBP such that b˜1c˜0g
′′j
j′pn−1 = 0 ∈ [Σ
pn+1q+q−2Kpn−1, BP ∧ E1], then there exists g¯ = px1 +
vp
n−1
1 x2 ∈ πpn(p+1)qBP such that b˜1c˜0(g
′′ − g¯) = 0 ∈ πpn(p+1)qBP ∧ E˜1,
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where x1, x2 is some elements in π∗BP .
Proof : Let µ : BP ∧ BP → BP be the multiplication of the ring
spectrum BP , then µ(b˜0 ∧ 1BP ) = 1BP = µ(1BP ∧ b˜0), where b˜0 = τ : S →
BP is the injection of the bottom cell as stated above. Then we have the
following split cofibration
BP
1BP∧b˜0−→ BP ∧BP
1BP∧c˜0−→ BP ∧ E˜1
1BP∧a˜0=0−→ ΣBP
BP ∧ E˜1
1BP∧b˜0∧1
E˜1−→ BP ∧BP ∧ E˜1
1BP∧c˜1−→ BP ∧ E˜2
1BP∧a˜0=0−→ ΣBP ∧ E˜1
and there is µ′ : BP ∧E˜1 → BP ∧BP such that (1BP ∧ b˜0)µ+µ
′(1BP ∧ c˜0) =
1BP∧BP .
By b˜1c˜0g
′′jj′pn−1 = 0 we have c˜0g
′′jj′pn−1 = a˜1g
′ with g′ ∈
[Σp
n+1q+q−1Kpn−1, E˜2]. Then (1BP ∧ c˜0g
′′jj′pn−1) = (1BP ∧ a˜1)(1BP ∧ g
′) =
0 so that1BP ∧ g
′′jj′pn−1 = [(1BP ∧ b˜0)µ + µ
′(1BP ∧ c˜0)](1BP ∧ g
′′jj′pn−1) =
(1BP ∧ b˜0)µ(1BP ∧ g
′′jj′pn−1) and we have
(9.8.15) (b˜0 ∧ 1BP )g
′′jj′pn−1 = (1BP ∧ g
′′jj′pn−1)(b˜0 ∧ 1Kpn−1)
= (1BP ∧ b˜0)µ(1BP ∧ g
′′jj′pn−1)(b˜0 ∧ 1Kpn−1)
= (1BP ∧ b˜0)g
′′jj′pn−1.
Note that (b˜0 ∧ 1BP )∗, (1BP ∧ b˜0)∗ : BP∗ → BP∗BP are the right and
left unit ηR, ηL : BP∗ → BP∗BP respectively, then by (9.8.15) we have
ηR(g
′′) = ηL(g
′′) mod (p, vp
n−1
1 ). This means that (p, v
pn−1
1 , g
′′) is a BP∗
invariant ideal , or equivalently, g′′ ∈ Ext
0.pn(p+1)q
BP∗BP
(BP∗, BP∗/(p, v
pn−1
1 )).
Then by Prop. 9.8.12 we have
(9.8.16) g′′ = λvp
n
2 +Σλrv
pn−pn−2r
1 c˜1(trp
n−2r) + px1 + v
pn−1
1 x2 ∈ BP∗
where 1 ≤ λ, λr ≤ p−1, tr = (p
2r+1+1)/(p+1) and x1, x2 are some elements
in BP∗.
Let g¯ = px1+ v
pn−1
1 x2, then (b˜0 ∧ 1BP )(g
′′− g¯) = ηR(g
′′− g¯) = ηL(g
′′−
g¯) = (1BP ∧ b˜0)(g
′′ − g¯) so that b˜1c˜0(g
′′ − g¯) = (1BP ∧ c˜0)(b˜0 ∧ 1BP )(g
′′ − g¯)
= 0. Q.E.D.
Proof of Theorem 9.8.1 in case t ≥ 1 By Theorem 9.5.1, there is
η˜n+1 ∈ πpn+1q+q−1M such that ηn+1 = jη˜n+1 ∈ πpn+1q+q−2S is represented
in the ASS by h0hn+1 ∈ Ext
2,pn+1q+q
A (Zp, Zp). By Theorem 8.1.5 in chapter
8, Φ(βpn/pn−1) = h0hn+1, where Φ : Ext
2,∗
BP∗BP
(BP∗, BP∗)→ Ext
2,∗
A (Zp, Zp)
is the Thom map. Then ηn+1 = jη˜n+1 is represented by βpn/pn−1 + x ∈
Ext2,p
n+1q+q
BP∗BP
(BP∗, BP∗) in the Adams-Novikov spectral sequence, where x =
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Σr≥1λrβtrpn−2r/pn−2r−1 with λr ∈ Z(p) ( cf. Prop. 9.8.13). Moreover, η˜n+1 ∈
πpn+1q+q−1M is represented by β
′
pn/pn−1 + x
′ + i∗(y) in the Adams spectral
sequence, where y ∈ Ext1,∗BP∗BP (BP∗, BP∗), and x
′ = Σr≥1λrβ
′
trpn−2r/pn−2r−1
, β′tpn/s are the elements in Ext
1,∗
BP∗BP
(BP∗, BP∗(M)) such that j∗β
′
tpn/s =
βtpn/s ∈ Ext
2,∗
BP∗BP
(BP∗, BP∗) . It is known that all the generators in
Ext1,∗BP∗BP (BP∗, BP∗) are permanent cycles in the Adams-Novikov spectral
sequence , then there exists f˜ ∈ πpn+1q+q−1M such that it is represented by
β′pn/Pn−1 + x
′. In addition, f˜ can be extended by f ∈ [Σp
n+1q+q−1M,M ] ∩
kerd such that f˜ = fi. Recall from (9.8.8)
· · ·
a˜2∧1M−→ Σ−2E˜2 ∧M
a˜1∧1M−→ Σ−1E˜1 ∧M
a˜0∧1M−→ E˜0 ∧M =Myb˜2 ∧ 1M
yb˜1 ∧ 1M
yb˜0 ∧ 1M
Σ−2BP ∧ E˜2 ∧M Σ
−1BP ∧ E˜1 ∧M BP ∧M
is the Adams-Novikov resolution of the Moore spectrumM . Then fi can be
lifted to f1i ∈ πpn+1q+q(E˜1 ∧M) with f1 ∈ [Σ
pn+1q+qM,E1 ∧M ]∩ kerd such
that a˜0∧ 1M )f1i = fi and the d1-cycle (b˜1 ∧ 1M)f1i ∈ πpn+1q+qBP ∧ E˜1∧M
represents β′pn/pn−1 + x
′ ∈ Ext1,p
n+1q+q
BP∗BP
(BP∗, BP∗(M)). By applying d to
the equation (a˜0 ∧ 1M )f1ij = fij we have (a˜0 ∧ 1M )f1 = f .
Since (a˜0∧1M )f1i = fi ∈ πpn+1q+q−1M is represented by β
′
pn/pn−1+x
′ ∈
Ext1,p
n+1q+q
BP∗BP
(BP∗, BP∗(M)) in the Adams-Novikov spectral sequence and
vp
n−1
1 (β
′
pn/pn−1 + x
′) = 0, then (a˜0 ∧ 1M )f1α
pn−1i = fαp
n−1i = αp
n−1fi
has BP - filtration > 1 so that (b˜1 ∧ 1M )f1α
pn−1i is a d1-boundary and
it equals to (b˜1c˜0 ∧ 1M )gi for some g ∈ [Σ
pn(p+1)qM,BP ∧ M ]. Hence,
(b˜1 ∧ 1M )f1α
pn−1 = (b˜1c˜0 ∧ 1M )g , this is because πpn(p+1)q+1BP ∧ E˜1 ∧M
= 0 which is obtained by the sparseness fo BP∗(E˜1 ∧M). Consequently we
have
f1α
pn−1 = (c˜0∧1M)g+(a˜1∧1M)f2 with f2 ∈ [Σ
pn(p+1)q+1M, E˜2∧M ]
and
(1
E˜1
∧ j)f1α
pn−1 = c˜0g
′′j + a˜1(1E˜2
∧ j)f2 with g
′′ ∈ πpn(p+1)qBP ,
where g′′j = (1BP ∧j)g, this is because (1BP ∧j)gi ∈ πpn(p+1)q−1BP = 0. In
addition, by b˜2(1E˜2
∧j)f2 ∈ [Σ
pn(p+1)qM,BP∧E˜2]= 0 and [Σ
pn(p+1)q+1M,BP
∧ E˜3] = 0 ( cf. Prop. 9.8.9), then (1E˜2
∧ j)f2 = a˜2a˜3f3 for some f3 ∈
[Σp
n(p+1)q+2M,E4] and we have
(9.8.17) (1E1 ∧ j)f1α
pn−1 = c¯0g
′′j + a˜1a˜2a˜3f3.
By (9.8.17) we have b˜1c˜0g
′′jj′pn−1 = 0, then by Lemma 9.8.14, there is
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g¯ = px1+v
pn−1
1 x2 ∈ πpn(p+1)qBP with x1, x2 ∈ π∗BP such that b˜1c˜0(g
′′− g¯)
= 0. Consequently, c˜0(g
′′ − g¯) = a˜1f4 for some f4 ∈ πpn(p+1)q+1E˜2 and
f4 = a˜2a˜3f5 with f5 ∈ πpn(p+1)q+3E˜4 which is obtained by the sparseness of
π∗BP ∧ E˜s. So, (9.8.17) becomes
(9.8.18) (1
E˜1
∧ j)f1α
pn−1 = c˜0g¯j + a˜1a˜2a˜3f5j + a˜1a˜2a˜3f3.
Note that g¯ = px1+v
pn−1
1 x2, then , g¯jj
′
pn−1 = 0 ∈ BP
∗(Kpn−1) ∼= Σ
−(pn−1)q−2
BP ∗/(p, vp
n−1
1 ) so that g¯j = g˜α
pn−1 for some g˜ ∈ [Σp
n+1q+q−1M,BP ]. Con-
sequently, by (9.8.4), the equation (9.8.18) becomes
(9.8.19) (1
E˜1
∧ j)f1j
′
1ρpn,1 = (1E˜1
∧ j)f1α
pn−1j′pn
= c˜0g˜α
pn−1j′pn + a˜1a˜2a˜3(f5j + f3)j
′
pn
= c˜0g˜j
′
1ρpn,1 + a˜1a˜2a˜3(f5j + f3)j
′
pn
Moreover, by (9.8.4)(9.8.6) we have a˜1a˜2a˜3(f5j + f3)j
′
pn−1 = a˜1a˜2a˜3(f5j +
f3)j
′
pnψpn−1,pn = 0 and so (f5j + f3)j
′
pn−1 = 0 , this is because [Σ
pn+1q+q+r
Kpn−1, BP ∧ E˜2+r] = 0 for r = −1, 0, 1( cf. Prop. 9.8.9). This shows that
(f5j + f3) = f6α
pn−1 with f6 ∈ [Σ
pn+1q+q+2M, E˜4]. Hence, the equation
(9.8.19) becomes
(9.8.20) (1
E˜1
∧ j)f1j
′
1ρpn,1 = c˜0g˜j
′
1ρpn,1 + a˜1a˜2a˜2f6α
pn−1j′pn
= c˜0g˜j
′
1ρpn,1 + a˜1a˜2a˜3f6j
′
1ρpn,1
and by (9.8.6) we have
(9.8.21) (1
E˜1
∧ j)f1j
′
1 = c˜0g˜j
′
1 + a˜1a˜2a˜3f6j
′
1 + ǫi
′
pn−1j
′
1
for some ǫ ∈ [Σp
n+1q+q−1Kpn−1, E˜1]. By composing a˜0 to (9.8.21) we have
jfj′1 = a˜0a˜1a˜2a˜3f6j
′
1 + a˜0ǫi
′
pn−1j
′
1 = a˜0a˜1a˜2a˜3f6j
′
1 + jj
′
pn−1ǫi
′
pn−1j
′
1 , this
is because a˜0ǫ = jj
′
pn−1ǫ for some ǫ ∈ [Σ
pn(p+1)qKpn−1,Kpn−1] (cf. Prop.
9.8.2). Consequently we have
(9.8.22) jfi = a˜0a˜1a˜2a˜3f6i+ jj
′
pn−1ǫi
′
pn−1i+ f7αi
with f7 ∈ [Σ
pn+1q−2M,S].
We claim that the map f7αi in (9.8.22) has filtration ≥ 3 so that
by (9.8.22) we obtain that jj′pn−1ǫ˜i
′
pn−1i ∈ πpn+1q+q−2S is represented by
h0hn+1 ∈ Ext
2,pn+1q+q
A (Zp, Zp) in the Adams spectral sequence. This claim
will be proved in the last.
Then, jj′pn−1ǫ˜i
′
pn−1i is represented by λ0βpn/pn−1+Σr≥1λrβtrpn−2r/pn−2r−1
∈ Ext2,∗BP∗BP (BP∗, BP∗) in the Adams-Novikov spectral sequence so that
by Prop. 9.8.12 we know that ǫ˜i′pn−1i ∈ πpn(p+1)qKpn−1 is represented by
vp
n
2 + Σr≥1λrv
pn−pn−2r
1 c˜1(trp
n−2r) ∈ Ext
0,pn(p+1)q
BP∗BP
(BP∗, BP∗Kpn−1), where
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λr ∈ Zp and tr = (p
2r+2 + 1)/(p + 1).
By [22] Theorem C,D, it is known that vtp2 ∈ Ext
0,∗
BP∗BP
(BP∗, BP∗Kr) ,
for t ≥ 1, 1 ≤ r ≤ p− 1, is a permanent cyce in the Adams-Novikov spectral
sequence. Suppose inductively that vtp
s
2 ∈ Ext
0,∗
BP∗BP
(BP∗, BP∗Kr) (for t ≥
1, 1 ≤ r ≤ ps− 1 and s ≤ n− 1) is a permanent cycle in the Adams-Novikov
spectral sequence, then we know that vp
n−pn−2r
1 c˜1(trp
n−2r) ∈ Ext
0,pn(p+1)q
BP∗BP
(BP∗, BP∗Kpn−1) also is a permanent cycle for all r ≥ 1. Moreover, by the
representation of the above ǫ˜i′pn−1i we obtain that v
pn
2 ∈ Ext
0,pn(p+1)q
BP∗BP
(BP∗,
BP∗Kpn−1) is a permanent cycle. Hence, by (9.8.6), there exists k ∈
[Σp
n(p+1)qKpn−1,Kpn−1] such that the induced BP∗-homomorphism k∗ =
vp
n
2 . In addition, the map ρpn−1,r : Kpn−1 → Kr in (9.8.4) for all r ≤
pn − 1 is a projection, then ρpn−1,rk
ti′pn−1i ∈ πtpn(p+1)qKr is represented by
vtp
n
2 ∈ Ext
0,∗
BP∗BP
(BP∗, BP∗Kr) in the Adams-Novikov spectral sequence.
This completes the induction and jj′rρpn−1,rk
ti′pn−1i ∈ π∗S is just the βtpn/r-
element of the Theorem.
Now our remaining work is to prove the above claim. We turn to
an argument in the ASS and let A be the mod p Steenrod algebra. By
Ext1,p
n+1q−1
A (Zp,H
∗M) ∼= Zp{j
∗(hn+1)} and the result on βpn/pn ∈ Ext
2,pn+1q
BP∗BP
(BP∗, BP∗) support a nontrivial differential in the Adams-Novikov spectral
sequence in [12] p.106 Thoerem 5.4.8(i), we know that
(9.8.23) j∗(hn+1) ∈ Ext
1,pn+1q−1
A (Zp,H
∗M) dies in the ASS
Then, the map f7 ∈ [Σ
pn+1q−2M,S] in (9.8.22) has filtration ≥ 2 in the
ASS and so f7αi has filtration ≥ 3. Moreover, by (9.8.21) we know that
jj′pn−1ǫi
′
pn−1i and jfi ∈ πpn+1q+q−2S must have the same filtration so that
it is repesented by h0hn+1 ∈ Ext
2,pn+1q+q
A (Zp, Zp) in the ASS. This shows
the above claim and the Theorem is proved. Q.E.D.
Remark 9.8.24 We give a detail proof of the result in (9.8.23) as
follows. It will be done by some argument processing in the Adams resolution
(9.2.9). Suppose in contrast that the map j∗hn+1 ∈ Ext
1,pn+1q−1
A (Zp,H
∗M)
is a permanent cycle in the ASS, then we have c¯1hn+1 · j = 0 , where hn+1 ∈
πpn+1qKG1 ∼= Ext
1,pn+1q
A (Zp, Zp). Consequently c¯1hn+1 = f¯ · p for some
f¯ ∈ πpn+1qE2. On the other hand, b¯2f¯ ∈ πpn+1qKG2 ∼= Ext
2,pn+1q
A (Zp, Zp)
∼=
Zp{bn} so that we have b¯2f¯ = λ · bn with λ ∈ Zp. However, the scalar λ
must be zero, this is because bn support a nontrivial differential d2p−1(bn) =
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d2p−1Φ(βpn/pn) = Φd2p−1(βpn/pn) = Φ(α1β
p
pn−1/pn−1) = h0b
p
n−1 6= 0 (cf. [12]
p.206 Theorem 5.4.8(i) ). Hence f¯ = a¯2f¯1 for some f¯1 ∈ πpn+1q+1E3 and
we have c¯1hn+1 = a¯2f¯1 · p = a¯2a¯3f¯2 with f¯2 ∈ πpn+1q+2E4. This means that
the secondary differential d2(hn+1) = 0 which contradicts with the following
known nontrivial differential d2(hn+1) = a0bn 6= 0 ∈ Ext
3,pn+1q+1
A (Zp, Zp) (
cf. [12] p.11 Theorem 1.2.14). So we have c˜1hn+1 · j 6= 0 and so (9.8.23)
holds.
Now we proceed to prove Theorem 9.8.1 in case t ≥ 2. We first prove
the following Lemmas and Propositions.
Lemma 9.8.25 Let p ≥ 3 and v1x ∈ Ext
0,tpn(p+1)q
BP∗BP
(BP∗, BP∗Kpn),
then v1x = Σ
[n/2]
r=1 λrv
pn−pn−2r
1 c˜1(arp
n−2r), where λr ∈ Zp, ar = (tp
2r+1 +
tp2r − p2r + 1)/(p + 1) and c˜1(ap
s) is the generator in Theorem 8.1.7 in
chapter 6 which has degree aps(p+ 1)q.
Proof : By Theorem 8.1.7 in chapter 8, v1x is a linear combination of
the following generators vb1c˜1(ap
s), where a ≥ 1 is not divisible by p, 1 ≤ b <
pn, b ≥ max{0, pn−q1(ap
s} and q1(ap
s) = ps if a = 1, q1(ap
s) = ps+ps−1−1
if a ≥ 2.
By degree reasons we have bq + aps(p + 1)q = tpn(p + 1)q, then s <
n, b ≥ pn− (ps+ps−1−1) > 0 and so b ≥ pn−pn−1 if s ≤ n−2. If s = n−1,
then b is divisible by pn−1(p + 1) so that b ≥ pn + pn−1. So, in any case we
have b ≥ pn−1(p− 1) and the remaining steps is similar to that given in the
proof of Prop. 9.8.12. Q.E.D.
Proposition 9.8.26 Let r > s and ρr,s : Kr → Ks be the map in
(9.8.4), then d(ρr,s) = i
′
sξj
′
r with ξ ∈ [Σ
rq+1M,M ] ∩ kerd.
Proof : By (9.8.6)(9.8.3) we have j′sd(ρr,s) = d(j
′
sρr,s) = d(α
r−sj′r) = 0
, then d(ρr,s) = i
′
sξ for some ξ ∈ [ΣKr,M ] and ξ = ξj
′
r with ξ ∈ [Σ
rq+1M,M ]
, this is because ξi′r ∈ [ΣM,M ] = 0. By Theorem 6.4.14 in chapter 6, we
may assume ξ = ξ1 + ξ2ij with ξ1, ξ2 ∈ kerd ∩ [Σ
∗M,M ]. Then d(ρr,s) =
i′sξ1j
′
r+i
′
sξ2ijj
′
r and by applying the derivation d using (9.8.3) we have i
′
sξ2j
′
r
= 0. Consequently we have i′sξ2 = ξ3α
r = 0, this is because ξ3 ∈ [Σ
2M,Ks]
= 0. Then d(ρr,s) = i
′
sξ1j
′
r with ξ1 ∈ kerd ∩ [Σ
rq+1M,M ]. Q.E.D.
Proof of Thoerem 9.8.1 in case t ≥ 2: By Theorem 9.8.1 in case
t ≥ 1, there exists f ′ ∈ [Σp
n(p+1)qKa,Ka] such that the induced BP∗-
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homomorphism f ′∗ = v
pn
2 , where we briefly write p
n − 1 as a. By Theo-
rem 6.5.22 in chapter 6, we may assume f ∈ Mod∗ , this is because the
components of f ′ in Der∗ and Mod∗δ0 induce zero BP∗-homomorphism.
Write δ′ = i′sj
′
s ∈ [Σ
−sq−1Ks,Ks]. By Theorem 6.5.23 in chapter 6,
δ′f ′ − f ′δ′ ∈ Mod∗ and this group is a commutative subring of [Σ
∗Ks,Ks].
Then we have f ′(δ′f ′ − f ′δ′) = (δ′f ′ − f ′δ′f ′)f ′ or equivalently, (f ′)2δ′ −
δ′(f ′)2 = 2((f ′)2δ′ − f ′δ′f ′). By induction we have (f ′)sδ′ − δ′(f ′)s =
s((f ′)sδ′ − (f ′)s−1δ′f ′) , s ≥ 1. That is
(9.8.27) s · (f ′)s−1δ′f ′ = δ′(f ′)s + (s− 1)(f ′)sδ′, s ≥ 1
Let ρa,1 : Ka → K1 be the projection in (9.8.4), then by Theorem in
chapter 6, ρa,1(f
′)si′ai ∈ π∗K1 can be extended to ks ∈Mod∗ ⊂ [Σ
spn(p+1)qK1,
K1] such that ρa,1(f
′)si′ai = ksi
′
1i and (ks)∗ = v
spn
2 . Since j
′
1ksi
′
1i =
αa−1j′a(f
′)si′ai and (i
′
1j
′
1ks − ksi
′
1j
′
1) ∈ Mod∗, then (i
′
1j
′
1ks − ksi
′
1j
′
1)i
′
1i =
0 and so i′1j
′
1ks = ksi
′
1j
′
1. By applying the derivation d to the equation
ρa,1(f
′)si′aδ = ksi
′
1δ (where we write δ = ij) we have
(9.8.28) ρa,1(f
′)si′a = ksi
′
1 − d(ρa,1)(f
′)si′aδ = ksi
′
1 − i
′
1ξj
′
a(f
′)si′aδ
= ksi
′
1 − i
′
1j
′
a(f
′)si′aξδ, s ≥ 1,
where ξ ∈ [Σaq+1M,M ] ∩ kerd( cf. Prop. 9.8.26). Let t ≥ 2 is not divisible
by p, then by (9.8.27)(9.8.28) we have i′1j
′
a(f
′)ti′a = ρa,1i
′
aj
′
a(f
′)ti′a = t ·
ρa,1(f
′)t−1i′aj
′
af
′i′a = t · k
t−1i′1j
′
af
′i′a − t · i
′
1j
′
a(f
′)t−1i′aξδj
′
af
′i′a and
(9.8.29) i′1j
′
aφ = t · k
t−1i′1j
′
af
′i′a,
where we write φ = (f ′)ti′a + t · (f
′)t−1i′aξδj
′
af
′i′a.
Let X be the cofibre of i′1j
′
af
′i′a : Σ
pn+1q+q−1M → K1 given by the cofi-
bration in the upper row of the following homnotopy commutative diagram
(m = (t− 1)pn(p+ 1)q + (pn − 1)q)
Σ−1X
u
−→ Σp
n+1q+q−1M
i′
1
j′af
′i′a
−→ K1
w
−→ X
(9.8.30)
yφ¯
yφ
yt · kt−1
yφ¯
Σ−m−1Ka+1
ρa+1,a
−→ Σ−m−1Ka
i′
1
j′a
−→ Σ−m+aqK1
ψ1,a+1
−→ Σ−mKa+1
Note that the above middle rectangle is homotopy commutative by (9.8.29),
then there exists φ¯ such that all the above rectangles commute up to homo-
topy.
By wi′1j
′
af
′i′a = 0 we have wi
′
1j
′
af
′ = yj′a with y ∈ [Σ
pn(p+1)qM,X] so
that uyj′a = 0 and uy = λ · α
a for some λ ∈ [M,M ] ∼= Zp{1M}, that is we
have
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(9.8.31) wi′1j
′
af
′ = yj′a, uy = λ · α
a for some λ ∈ Zp.
On the other hand, j′a(f
′)sψ1,ai
′
1 = j
′
a(f
′)si′aα
a−1 = αa−1j′a(f
′)si′a = j
′
1ρa,1
(f ′)si′a = j
′
1ksi
′
1, then j
′
af
′ψ1,a = j
′
1k1 + ηj
′
1 with η ∈ [Σ
∗M,M ] and so
yj′1 = wi
′
1j
′
af
′ψ1,a = wi
′
1j
′
1k1 + wi
′
1ηj
′
1 = wk1i
′
1j
′
1 + wi
′
1ηj
′
1 and we have
(9.8.32) y = wk1i
′
1 + wi
′
1η + zα with z ∈ [Σ
∗M,X],
φ¯y = t · ψ1,a+1kt−1k1i
′
1 + t · ψ1,a+1kt−1i
′
1η + φ¯zα
which is obtained by (9.8.31).
We claim that
(9.8.33) φ¯zαi ∈ πtpn(p+1)q+aqKa+1 has BP filtration > 0
This will be proved in the last. Then φ¯yi = t · ψ1,a+1kt−1k1i
′
1i (modulo
higher filtration) is represented by t ·va1v
tpn
2 ∈ Ext
0,∗
BP∗BP
(BP∗, BP∗Ka+1) in
the Adams-Novikov spectral sequence.
Hence , by (9.8.31)(9.8.30)(9.8.28)(9.8.27) we have φ¯yj′a = φ¯wi
′
1j
′
af
′ =
t · ψ1,a+1kt−1i
′
1j
′
af
′ = t · ψ1,a+1ρa,1(f
′)t−1i′aj
′
af
′ = ψ1,a+1ρa,1(i
′
aj
′
a(f
′)t + (t−
1)(f ′)ti′aj
′
a) = (t−1)ψ1,a+1ρa,1(f
′)ti′aj
′
a and so φ¯y = (t−1)ψ1,a+1ρa,1(f
′)ti′a+
f˜αa with f˜ ∈ [Σtp
n(p+1)qM,Ka+1].
By the claim (9.8.33), φ¯yi is represented by t · va1v
tpn
2 in the Adams-
Novikov spectral sequence, then f˜αai is represented by va1v
tpn
2 and so f˜ i ∈
πtpn(p+1)qKa+1 is represented by v
tpn
2 +v1x ∈ Ext
0,tpn(p+1)q
BP∗BP
(BP∗, BP∗Ka+1),
where v1x = Σ
[n/2]
r=1 λrv
pn−pn−2r
1 c˜1(arp
n−2r) which is obtained by Lemma
9.8.25.
By [20], if t ≥ 2 is not divisible by p and 1 ≤ r ≤ p, vtp2 ∈ Ext
0,∗
BP∗BP
(BP∗,
BP∗Kr) is a permanent cycle in the Adams-Novikov spectral sequence. Sup-
pose inductively that vtp
s
2 ∈ Ext
0,∗
BP∗BP
(BP∗, BP∗Kr) are permanent cycles
for all t ≥ 2 is not divisible by p, 1 ≤ r ≤ ps and s ≤ n − 1. Then, it is
easily seen that vp
n−pn−2r
1 c˜1(arp
n−2r) is realizable in [Σtp
n(p+1)qKa+1,Ka+1]
so that the above by the induction hypothesis we know that v1x also is
a permanent cycle. . So, vtp
n
2 ∈ Ext
0,∗
BP∗BP
(BP∗, BP∗Ka+1) is a per-
manent cycle in the Adams-Novikov spectral sequence and there exists
h ∈ πtpn(p+1)qKa+1 such that the induced BP∗-homomorphism h∗ = v
tpn
2 .
Hence, for 1 ≤ r ≤ a + 1 = pn, jj′rρa+1,rh ∈ πtpn(p+1)q−rq−2S is just the
βtpn/s-element of the Theorem.
Now our remaining work is to prove the claim (9.8.33). Recall as known
above that j′af
′i′ai ∈ π∗M is represented by β
′
pn/pn−1 ∈ Ext
1,∗
BP∗BP
(BP∗,
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BP∗M) in the Adams-Novikov spectral sequence and β
′
pn/pn−1 = v1β
′
pn/pn ,
then (i′1)∗(β
′
pn/pn−1) = 0 ∈ Ext
1,∗
BP∗BP
(BP∗, BP∗K1) and so i
′
1j
′
af
′i′ai ∈ π∗K1
has BP -filtration ≥ q + 1. Then, in the Adams-Novikov resolution of the
spectrum K1 , i
′
1j
′
af
′i′ai can be lifted to κ ∈ π∗E˜q+1 ∧ K1 such that (a˜0 ∧
1K1) · · · (a˜q ∧ 1K1)κ = i
′
1j
′
af
′i′ai. Since K1 is an M -module spectrum , then
κ = κ′ · i with κ′ ∈ [Σ∗M, E˜q+1 ∧ K1]. Consequently we have i
′
1j
′
af
′i′a =
(a˜0 ∧ 1K1) · · · (a˜q ∧ 1K1)κ
′ + σj with σ ∈ [Σp
n+1q+qS,K1]. Note that (b˜0 ∧
1K1)σ ∈ πpn+1q+qBP ∧ K1
∼= Hom
pn+1q+q
BP∗BP
(BP∗, BP∗(BP ∧ K1)) is a d1-
cycle in the Adams-Novikov resolution of K1 and it represents an element in
Ext0,p
n+1q+q
BP∗BP
(BP∗, BP∗K1). However, this group is zero by degree reason ,
this is because Ext0,∗BP∗BP (BP∗, BP∗K1)
∼= Zp[v2]). Then we have (b˜0∧1K1)σ
= 0 so that σ can be lifted to σ′ ∈ π∗E˜q+1∧K1 such that (a˜0∧1K1) · · · (a˜q ∧
1K1)σ
′ = σ. So we have i′1j
′
af
′i′a = (a˜0∧1K1) · · · (a˜q∧1K1)(κ
′+σ′j). By this
we know that the following short exact sequence induced by the cofibration
in the top row of (9.8.30) is a split exact sequence of BP∗BP -comodule:
0→ BP∗K1
u∗−→ BP∗X
w∗−→ BP∗M → 0
where | w∗ |= −(p
n+1 + 1)q
Moreover, this splitness also hold in the following Ext0,∗BP∗BP -stage :
0→ Ext0K1
u∗−→ Ext0X
w∗−→ Ext0M → 0
That is to say, there is an invariant BP∗-homomorphism u
′ : Ext0X →
Ext0K1 and w
′ : Ext0M → Ext0X such that u′u∗ = 1Ext0K1 , w∗w
′ =
1Ext0M and u∗u
′ + w′w∗ = 1Ext0X , where we briefly write Ext
0,∗
BP∗BP
(BP∗,
BP∗X) as Ext
0X.
To prove the claim (9.8.33), suppose in contrast that φ¯zαi ∈ π∗Ka+1 has
BP -filtration 0, then, by (9.8.32), it is represented by λva1v
tpn
2 ∈ Ext
0Ka+1
in the Adams-Novikov spectral sequence, where λ 6= 0 ∈ Zp. Then zi ∈
πtpn(p+1)q+(a−1)qX must have BP filtration 0 and it is represented by some
x ∈ Ext0,∗X and (φ¯)∗(v1x) = λ · v
a
1v
tpn
2 . However,
x = u∗u
′(x) + w′w∗(x) = w
′w∗(x)
, this is because by degree reason we have u′(x) ∈ Ext0,tp
n(p+1)q+(a−1)qK1
= 0, Then
x = λ′w′(vr1), for some λ
′ ∈ Zp, rq = tp
n(p+1)q+(a−1)q−pn+1q− q
since w∗(x) ∈ Ext
0,rM ∼= Zp{v
r
1}, Then
λva1v
tpn
2 = (φ¯)∗(v1x) = λ
′(φ¯)∗w
′(vr+11 )
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Moreover, since w′(vr+11 ) is belong to Ext
0,∗X the summand which is iso-
morphic to Ext0,∗M and Ext0,∗M is a trivial Zp[v2]-module, then we have
0 = vp
n
2 · (φ¯)∗w
′(vr+11 ) = λ · v
a
1v
(t+1)pn
2 ∈ Ext
0,∗Ka+1
This is a contradiction and then shows the claim(9.8.33). Q.E.D.
After finishing the proof of Thoerem 9.8.1 on second periodicity ele-
ments in the stable homotopy groups of spheres, we state the following The-
orem on further result on second periodicity families in the stable homotopy
groups of spheres without proof. The proof is done in base on the result of
Theorem 9.8.1 and using some properties of the spectrumM(pr, vap
s
1 ) which
is the geometric realization of BP∗/(p
r, vap
s
1 ). The details of the proof can
be seen in [23] §3.
Theorem 9.8.34 Let p ≥ 5. j = cpi ≤ pn−i − 1 if t ≥ 1 (cpi ≤ pn−i
if t ≥ 2), then the element
βtpn/j,i+1 ∈ Ext
2,∗
BP∗BP
(BP∗, BP∗)
is a permanent cycle in the Adams-Novikov spectral sequence and it con-
verges to the corresponding homotopy element of order pi+1 in π∗S.
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