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We present polynomial algorithms to locate minimum weight dominating sets and independent 
dominating sets in strongly chordal graphs. We utilize an intimate relationship between strongly 
chordal graphs and totally balanced matrices to show that the domatic number achieves its 
theoretical lower bound in strongly chordal graphs and to efficiently solve certain optimization 
problems for totally balanced matrices. 
1. Introduction 
A set S of vertices of a graph G= (KE) is dominating if every vertex in V-S 
is adjacent to some vertex in S, and is independent if no two vertices in S are 
adjacent. An independent dominating set in G is a set of vertices of G which is both 
independent and dominating. If the vertices of G are assigned real weights then the 
weight of S is the sum of the weights of its elements. The domatic number of G, 
denoted d(G), is the maximum number of pairwise disjoint dominating sets in G. 
The problems of locating minimum cardinality dominating sets, minimum weight 
dominating sets, and minium cardinality independent dominating sets have been 
studied previously. Since each of these problems is NP-hard for arbitrary graphs 
[ 141, most of the work has been devoted to solving these problems for certain classes 
of graphs. A linear algorithm for locating a minimum cardinality independent 
dominating set in a tree is given in [3], and we have recently solved the problem for 
chordal graphs [ 111; see also [lo]. Surprisingly, the problem of locating a minimum 
weight independent dominating set in a chordal graph with integer vertex weights 
is NP-hard [5]. The problem of locating a minimum cardinality dominating set in 
a chordal graph is also NP-hard [4]. However, efficient algorithms have been found 
to solve this problem for several subclasses of chordal graphs. In particular, linear 
algorithms to solve this problem have been designed for trees [7], powers of trees 
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(when the underlying tree is known) [23], and directed path graphs (given an ap- 
propriate path representation) [4]. (We note that interval graphs are directed path 
graphs.) In addition, linear algorithms to locate minimum weight dominating sets 
in trees are given in [9] and [19]. 
The class of strongly chordal graphs, introduced in [lo], is an interesting subclass 
of chordal graphs which properly includes trees, powers of trees, and directed path 
graphs. We present efficient algorithms to locate minimum weight dominating sets 
(Section 3) and independent dominating sets (Section 4) in these graphs. These 
algorithms are linear, given a certain ordering on the vertices (see Section 2). In 
addition, we utilize an intimate relationship between strongly chordal graphs and 
totally balanced matrices to show that the domatic number of a strongly chordal 
graph achieves its theoretical lower bound (Section 5), and to efficiently solve 
certain optimization problems for totally balanced matrices (Section 6). 
We remark that we have designed a polynomial algorithm to recognize a strongly 
chordal graph which constructs the required ordering on the vertices, if one exists 
[12]; see also [lo]. Moreover, the ordering can be found in linear time for trees, 
powers of trees (when the underlying tree is known), and directed path graphs (given 
an appropriate path representation) [IO]. 
We employ the same general method in each of the algorithms presented here and 
in [9] and [ll]. This method differs from the methods used in [3], [4], [7], [19], and 
[23], which relied upon ad hoc calculations. We begin by putting the problem at 
hand into the framework of linear programming. In particular, we exhibit a linear 
program with O-l solutions which correspond to potential solutions to the problem 
at hand. Each algorithm has two stages. The first stage is a greedy algorithm which 
solves the dual of the linear program mentioned above, and the second stage uses 
this solution to the dual to read off a feasible O-l solution to the primal. By verify- 
ing that these solutions satisfy the conditions of complementary slackness, we are 
able to show that they are optimal, and hence yield a solution to the problem at 
hand. (We refer the reader to any standard textbook on linear programming, e.g. 
Simmons [22], for an introduction to linear programming duality and the principle 
of complementary slackness.) We emphasize that it is because the associated linear 
programs have O-l optimal solutions that the algorithms solve the original 
problems. 
After submitting the original version of this paper for publication, we learned of 
the related work of Hoffman, Kolen and Sakarovitch [15] and Chang and 
Nemhauser [6]. Hoffman, Kolen and Sakarovitch study totally balanced matrices 
and solve a problem which is slightly more general than that treated in Section 6. 
Chang and Nemhauser define a class of graphs, which they call sun-free triangulated 
graphs, in terms of certain forbidden induced subgraphs, and show that a minimum 
cardinality dominating set in any power of such a graph can be found in polynomial 
time. The definition of a sun-free triangulated graph coincides exactly with a for- 
bidden induced subgraph characterization of the class of strongly chordal graphs 
presented in [lo, 121. Lubiw recently showed that any power of a strongly chordal 
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graph is strongly chordal [18]. In light of these facts, it becomes clear that the 
weighted domination algorithm presented in this paper actually solves a more 
general problem than that solved by Chang and Nemhauser. 
2. Strongly chordal graphs 
A graph is chordal if it contains no cycle of length greater than three as an induced 
subgraph. Rose [20] gives an interesting characterization of chordal graphs. 
Definition [20]. A perfect elimination ordering of a graph G = (V, E) is an ordering 
ui,u2,**. , v, of V with the property that, for each i, j and k, if i<j<k and 
[vi, vj], [u;, vk] E E, then [uj, ok] E E. 
Theorem 2.1 [20]. A graph is chordal if and only if it admits a perfect elimination 
ordering. 
Using the above characterization and an algorithm by Rose, Tarjan, and Lueker 
[21] to construct a perfect elimination ordering in linear time, we gave a linear 
algorithm to locate a minimum cardinality independent dominating set in a chordal 
graph [ll]; see also [lo]. Unfortunately, our technique does not lend itself to the 
problem of locating minimum weight independent dominating sets in chordal 
graphs because the associated linear program may not have O-l optimal solutions. 
However, if we require that a stronger ordering condition hold (see below), then our 
method can be employed to solve this problem. 
Definition. A strong elimination ordering of a graph G=(V, E) is an ordering 
ut,u2,***, v, of I/ satisfying the following two conditions for each i, j, k and I: 
(a) If i<j< k and [o,, Vj], [vi, ok] E E, then [Vj, ok] E E. 
(b) If i<j<k<l and [vi, I_J~], [Vi, 011, [vjv ok] EE, then [Vi, o,] EE. 
Definition. A graph is strongly chordal if it admits a strong elimination ordering. 
Notice that an ordering that satisfies condition (a) is a perfect elimination order- 
ing. Hence, every strong elimination ordering is a perfect elimination ordering, and 
every strongly chordal graph is chordal. In the lemma below we give another 
description of a strong elimination ordering. First, however, we introduce some 
notation which will be used throughout the paper. 
Notation. Let G = (V, E) be a graph on the vertices vi, u2, . . . , v,. We will write 
(i) i-j if i=j or [ui,Vj]~E, 
(ii) isj if i-j and irj, and 
(iii) izj if i-j and isj. 
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Lemma 2.2. An ordering q, v2, . . . , v, of the vertices of G is a strong elimination 
ordering of G if and only if for each i, j, k, and 1 with is j, kl 1, and i- k, i - 1, and 
j-k we have j-l. 
Proof. (Necessity) Suppose vl, v2, . . . , v, is a strong elimination ordering of G. Sup- 
pose, too, that ilj, ksl, and l-i-k-j. If i=j, k=l, or j=l, then j-l. Suppose, 
on the other hand, that i c j, k < 1, and j # 1. By symmetry, we may assume that i I k. 
We consider three cases. 
Case 1. Suppose j= k. Then i< jcl and [Vi, Vj], [Vi, v,] E E, whence [Vj, v,] E E, by 
the definition of a strong elimination ordering. 
Case 2. Suppose j< k. Then i< j< kc I and [vi, ok], [vi, v,], [Vi, ok] E E, whence 
[Vj, vl] E E, by the definition of a strong elimination ordering. 
Case 3. Suppose isk<j. If i=k, then [v~,v,]EE. Otherwise, i<k<l and 
[Vi, ok], [vi, 0~1 E E, whence [vk, v,] E E. Consequently, [vk, v,], [vk, vi] E E and either 
k<l<j or k<j<l. In either case, [vj,v,]EE. 
This completes the proof of necessity. The proof of sufficiency is trivial and we 
omit it. q 
In [lo] and [12] we give several other characterizations of strongly chordal graphs, 
including a forbidden induced subgraph characterization, 
3. Domination 
In this section we will present a linear algorithm to locate a minimum weight 
dominating set in a strongly chordal graph, given a strong elimination ordering. 
Throughout this section and the next we will let n denote the number of vertices of 
a graph and let m denote the number of edges. 
Let G be a graph on the vertices vl, v2,. . . , v, which have been assigned arbitrary 
real weights wi, w2, . . . , w,. As we mentioned in the introduction, we will locate a 
minimum weight dominating set in G by solving an associated linear program. Con- 
sider the following linear program. 
P,(G): Minimize 
subject to c Xi? 1 for each j, 
i-j 
Xi L 0 for each i. 
By the definition, a set S of vertices of G is a dominating set if and only if, for 
each j, S contains some vertex vi such that i-j. Consequently, there is a one-to-one 
correspondence between feasible O-l solutions to PI(G) and dominating sets in G. 
Moreover, an optimal O-l solution to PI(G) corresponds to a minimum weight 
dominating set in G. Unfortunately, if Wi<O for any i, then PI(G) is unbounded 
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and hence no O-l solution to Pi(G) is an optimal solution to Pi(G). Therefore, 
one cannot simply solve P,(G) in order to find a minimum weight dominating set 
in G. Fortunately, this particular obstacle can be overcome. 
Let S, S'C V(G). We say that S’ dominates S if every vertex in S- S’ is adjacent 
to some vertex in S’. If S is the singleton {vi} we say that S’ dominates Vi. Let 
U= { ui E V(G) : WilO} and let U* be the set of all vertices of G which are 
dominated by U. Let S be a minimum weight set of vertices of G - CT which 
dominates V(G) - U*, where G - U is the subgraph of G induced by V(G) - U. 
Then it is not difficult to see that UUS is a minimum weight dominating set in G. 
Notice that every vertex in V(G) - U has strictly positive weight. Moreover, it is not 
difficult to see that G - U is strongly chordal if G is strongly chordal. Consider the 
following two problems: 
Problem 1. Given a strongly chordal graph G with arbitrary real vertex weights, 
find a minimum weight dominating set in G. 
Problem 2. Given a strongly chordal graph G with positive vertex weights and a set 
SC V(G), find a minimum weight set of vertices of G which dominates S. 
What we have shown above is that Problem 1 can be reduced to Problem 2. The 
algorithm which we will present in this section solves Problem 2. 
For the remainder of this section we will assume that the graph G has positive 
vertex weights. Let SC V(G) and, for each j, let bj = 1 if Uj E S and bj = 0 if Vj $ S 
(b is the characteristic function of S). Consider the following linear program: 
P2(G 8: Minimize 
subject to 2 Xi~ bj for each j, 
i-J 
Xi 2 0 for each i. 
There is a one-to-one correspondence between feasible O-l solutions to P,(G, S) 
and sets of vertices which dominate S. Moreover, an optimal O-1 solution to 
P,(G, S) corresponds to a minimum weight set of vertices which dominates S. If G 
is strongly chordal, then the algorithm which will be presented solves P,(G, S) as 
well as the following dual: 
Dz(G, S): Maximize Jg, bjyj, 
subject to C Yjl Wi for each i, 
j-i 
Yj20 for each j. 
It will follow from the algorithm that if G is strongly chordal, then P,(G, S) has 
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O-l optimal solutions and if, in addition, G has integer vertex weights, then 
D,(G, S) has integer optimal solutions. 
Note that the above linear programs are independent of the ordering of V(G). 
Consequently, one might try to solve P,(G, S) for an arbitrary graph G in hopes of 
finding a minimum weight set of vertices which dominates S. Unfortunately, this 
approach can fail even for cycles and for chordal graphs which are not strongly 
chordal, as the following two examples demonstrate. 
Example 1. Consider the 4-cycle, C4, on the vertices or, u2, u3, 04. Let w1 = w2 = 
w3=w4=1 andletS={~~,~~,~3,~4}.Thenx~=x~=x~=x~=~isafeasiblesolution 
to Pz(C4, S) of value 0, and yr =y2 =y, =y4 = f is a feasible solution to D2(C4, S) of 
value 4. By the duality theorem of linear programming, both of these solutions are 
optimal and hence neither Pz(C4, S) nor D2(C4, S) has integer optimal solutions. 
Example 2. Consider the graph G* in Fig. 1. Let wi = 1 for each i and let 
S = V(G*). Then x1 =x2=x3 = 0 and x4=x5 =x6 = 3 is a feasible solution to 
P,(G*, S) of value 5, and y, =y2 =y3 = + and y4 =y5 =y6 = 0 is a feasible solution to 
D,(G*, S) of value :. By the duality theorem of linear programming, both of these 
solutions are optimal and hence neither P,(G*, S) nor D2(G*, S) has integer op- 
timal solutions. 
Actually, it would have been surprising if solving P2(G, S) would locate a 
minimum weight set of vertices which dominates S for an arbitrary chordal graph 
G, since, as we have previously mentioned, the problem of locating a minimum car- 
dinality dominating set in a chordal graph is NP-hard, whereas linear programs can 
be solved in polynomial time [ 161. 
For the remainder of this section we will assume that G is strongly chordal and 
that ul,u2,..., u, is a strong elimination ordering of G. To simplify the presenta- 
tion of the algorithm we define a function h and a family of sets associated to 
P,(G,S) and its dual, D2(G,S): For each i, 
“5 “3 
Fig. 1. G* 
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h(i)=wi- c yj, and z={k: k-i and yk>O}. 
1-i 
Note that h(i) is the slack in the dual constraint associated with vertex ui, and q 
is the set of constraints in P,(G, S) containing Xi which must be at equality to 
satisfy the conditions of complementary slackness. 
The algorithm has two stages. Stage one finds a feasible solution to D,(G, S) by 
scanning the vertices in the order or, u2, . . . , u,, and stage two uses this solution to 
find a feasible O-l solution to P2(G, S) by scanning the vertices in the order 
u,,u,-1,..*,nr. In this algorithm we will utilize a set T to assure that the com- 
plementary slackness conditions are satisfied. Initially, T = ( 1,2, . . . , n}, each vj = 0, 
and each Xi = 0. If bj = 1, then when uj is scanned in stage one we add as much as 
possible to rj without violating any dual constraints. Otherwise, _Yj remains 0. In 
stage two, if h(i) = 0 and I;: C T when Ui is scanned then we set Xi + 1 and replace 
T by T- Y&. Otherwise Xi remains 0. A more formal description of the algorithm 
follows. 
Algorithm I 
Input: A strongly chordal graph G with strong elimination ordering ur, u2, . . . , u, 
and positive vertex weights wl, w2, . . . , w,; and a subset S of vertices of G. 
Output: Optimal solutions to P2(G, S) and D,(G, S). 
Initially, T= { 1,2, . . . , n}, each JJj = 0, and each Xi = 0. 
Stage One: FOR j = 1 TO n DO 
IF bj= 1 THEN yj+min(h(k): k-j}. 
Stage Two: FOR i = n TO 1 BY - 1 DO 
IF h(i) = 0 and 7; c T THEN DO 
Xi + I 
T+-T- 7;. 
We will now establish the validity of Algorithm I. 
Theorem 3.1. Given as input a strongly chordal graph G with strong elimination 
ordering u1,u2,..., u, and positive vertex weights w,, w2, . . . , w,, and a subset S of 
vertices of G, Algorithm I halts after O(n + m) operations, and the final values of 
x1,x2,..., x,, and Y~,Y~,..., y, are optimal solutions to P2(G, S) and D,(G, S) 
respectively. 
Proof. It is easy to see that the algorithm halts in O(n + m) operations. In order to 
show that the algorithm finds optimal solutions to P,(G, S) and D2(G, S), it suf- 
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fices to show that these solutions are feasible and that they satisfy the conditions 
of complementary slackness. 
(i) Feasiblility of dual solution. The instructions in stage one guarantee that 
yjzO and h(j)?0 for each j. 
(ii) Feasibility of primal solution. Clearly, each xi is either 0 or 1. Thus it suf- 
fices to show that if bj = 1, then Xi = 1 for some i-j. Suppose that bj = 1. By the 
choice of yj, there is some k-j such that h(k) =0 and max Tk5j. If xk= 1 we are 
done. Otherwise, by the algorithm, Tk was not contained in T when uk was scanned 
in stage two. Since, in stage two, the vertices are scanned in the order v,, v,_ i, . . . , vl, 
there is some I > k such that xl = 1 and Ttfl Tk # 0. Let i E T,fl Tk. Then i 5j since 
max Tklj. Thus ilj, k<i, and I-i-k-j, whence l-j by Lemma 2.2, since 
h,U2,..., v, is a strong elimination ordering. Hence 1-j and x[ = 1. Consequently, 
the primal solution is feasible. 
(iii) Complementary slackness. If xi > 0, then Xi = 1 and so h(i) = 0, i.e., Ci_; yj = 
Wj. 
Suppose _Yj> 0. Then bj = 1, It is clear from the instructions that if Xi =Xk = 1, 
then 7;,fl Tk= 0. Thus, C,_, xi< 1. Equality follows from the feasibility of the 
primal solution. q 
Corollary 3.2. If G is a strongly chordal graph with positive vertex weights and S 
is a set of vertices of G, then P2(G, S) has O-l optimal solutions. If, in addition, 
G has integer vertex weights then D,(G, S) has integer optimal solutions. 
This corollary is an immediate consequence of Theorem 3.1. It also follows from 
the fact that the matrix of the linear programs P,(G, S) and Dz(G, S) is totally 
balanced (see Sections 5 and 6). 
Corollary 3.3. Under the same hypotheses as Theorem 3.1, Algorithm I locates a 
minimum weight set of vertices of G which dominates S. 
Let w=(w,,w2,..., w,) be a vector of real numbers. We define y,(G) to be the 
minimum weight of a dominating set in G weighted by w, and we define uJG) to 
be the maximum number of vertices of G (with repetition allowed) such that each 
vertex vi of G is equal or adjacent to at most w; of them. 
Corollary 3.4. If G is a strongly chordal graph on n vertices then y,(G) = n&G) 
for each n-vector w of non-negative integers. 
Proof. This is a restatement of Corollary 3.2 in the special case that S = V(G). 0 
4. Independent domination 
In this section we will present a linear algorithm to locate a minimum weight in- 
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dependent dominating set in a strongly chordal graph, given a strong elimination 
ordering. 
Let G be a strongly chordal graph with strong elimination ordering ul, v2, . . . , u, 
and arbitrary real vertex weights wl, w2, . . . , w,. For each j, let Cj be the subgraph 
of G induced by { ui : isj}. (Recall that is:j means i-j and izj.) It follows from 
the definition of a strong elimination ordering that each Cj is complete. Moreover, 
each edge of G is in some Cj. Consequently, a set S of vertices of G is independent 
if and only if each Cj contains at most one vertex of S. Recall that S is dominating 
if and only if, for each j, S contains some ui such that i-j. Consider the following 
linear program: 
P,(G): Minimize 
subject to c xi2 1 for each j, 
i-J 
,z xi I 1 for each j, 
x; 2 0 for each i. 
It follows from the above comments that there is a one-to-one correspondence 
between independent dominating sets in G and feasible O-l solutions to P3(G). 
Moreover, an optimal O-l solution to P,(G) corresponds to a minimum weight 
independent dominating set in G. Notice that a set S of vertices of G is an indepen- 
dent dominating set in G if and only if it is a maximal independent set in G. Conse- 
quently, there exist independent dominating sets, and P,(G) is a feasible linear pro- 
gram. It will follow from the algorithm presented in this section that P,(G) has O-l 
optimal solutions, and that, if G has integer vertex weights, then the following dual 
program has integer optimal solutions: 
Q(G): Maximize i: (Yj-zj), 
,=I 
subject to c _Yj - c Zj I wi for each i, 
j-i j z i 
_Yj, Zj20 for each j. 
The algorithm that we present will solve the linear programs P,(G) and D,(G). 
To simplify the presentation of the algorithm we define a function f, and a family 
of sets: For each i, 
f(O=Wi+,~i~j- C Yj, 
j-i 
and 
S;={j: i-j and Yj>O). 
Note that f(i) is the slack in the dual constraint associated with vertex ui, and Sj 
124 M. Farber 
is the set of “2” constraints in Ps(G) containing xi which must be at equality to 
satisfy the conditions of complementary slackness. 
As in the preceding algorithm, this algorithm has two stages; stage one finds a 
feasible solution to Ds(G) by scanning the vertices in the order ui, u2, . . . , v,; and 
stage two uses this solution to find a feasible O-l solution to Z’s(G) by scanning the 
vertices in the order o,, u,_ 1, ***9 ol. In this algorithm we will utilize a set S to 
assure that the conditions of complementary slackness are satisfied. Initially, 
S={1,2,... , n}, each _vj = 0, each Zj = 0, and each xi = 2. (The interpretation of xi = 2 
is that xi has not yet been assigned as value.) If, at the time Uj is scanned in stage 
one, the dual constraint associated with uj is violated, i.e., if f(j)<O, then we add 
just enough to Zj to bring that constraint into feasibility. Otherwise, we add as 
much as possible to JJj without violating the dual constraint associated with Uj or 
with any previously scanned vertex. In stage two, if Xi = 2, f(i) = 0, and Si C S when 
v; is scanned then we set Xi 6 1, S +S - Si, and Xk +O for each uk adjacent to Ui. A 
more formal description of the algorithm follows. 
Algorithm II 
Input: A strongly chordal graph G with strong elimination ordering ui, u2, . . . , v,, 
and real vertex weights wi, w2, . . . , w,. 
Output: Optimal solutions to P,(G) and Q(G). 
Initially, S = (1,2, . . . , n}, each vj = 0, each z; = 0, and each xi = 2. 
Stage One: FOR j= 1 TO n DO 
If f(j)<0 THEN zj+-f(j) 
ELSE yjtmin{f(k): kZ j}. 
Stage Two: For i= n TO 1 BY - 1 DO 
IF xi = 2, f(i) = 0, and SC S THEN DO 
Xi+1 
S&S-S, 
For each uk adjacent to ui DO 
X, +O. 
We now establish the validity of Algorithm II. 
Theorem 4.1. Given as input a strongly chordal graph G with strong elimination 
ordering v1,v2, .. . . v, and real vertex weights wl, w,, . . . , w,,, Algorithm II halts 
after O(n + m) operations and the final values of x,, x2, . . . , x,, and y,, y,, . . . , 
Yn,Z1.Z2,-.., z,, are optimal solutions to P,(G) and D,(G) respectively. 
Several lemmas are needed for the proof of this theorem. 
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Lemma 4.2. For each j, f(j)20 at all times after scanning Vj in stage one. 
Proof. The fact that f(j)?0 immediately after scanning Vj in stage one follows 
from the choice of Zj and Yj- The fact that f(j)20 after scanning each uk where 
k>j fOllOWS from the choice Of yk. 0 
Lemma 4.3. For each j, yj 2 0 at the end of stage one. 
Proof. Given the choice of yj, this is an immediate consequence of Lemma 
4.2. 0 
Lemma 4.4. Let k E { 1,2, . . . , n}. Suppose that f(k) = 0 immediately after scanning 
Vj in stage one, where j 5 k. Then there is some 12 k such that 1 -j and xl = 1. 
Proof. We first claim that f(k) =0 at the end of stage one and 
&n{j+l,j+2,..., n} = 0. After scanning vj, the value of zI remains fixed for each 
1 (_j. This fact, together with Lemma 4.2 and Lemma 4.3, guarantees that f(k) = 0 
at all times after scanning vj in stage one, and that yi = 0 for each i - k such that 
i>j. Thus ilj for each iE&. 
Now, it is clear from the instructions that, for each 1, if xl= 1 at any time during 
the execution of the algorithm, then x,= 1 at the end of the execution of the 
algorithm. If xk was 2 and Sk was contained in S immediately prior to scanning uk 
in stage two, then since f(k) = 0 at the end of stage one, xk was assigned the value 
of 1 when uk was scanned, and hence xk= 1 at the end of stage two. Otherwise, 
either xk was 0 or Sk was not contained in S. In the first case, xk=O by virtue of 
the fact that xl= 1 for some previously scanned neighbour vI of ok, i.e. for some 
Irk. Now k<l, ksj, and l-k-j, whence l-j since v,,v~,...,v, is a strong 
elimination ordering. In the second case, there is some I> k such that x, = 1 and 
s[nsk#@. Let ie&n&. Then ilj since iesk. Thus we have ilj, k<l, and 
l-i-k-j, and so l-j by Lemma 2.2 and the fact that u~,LJ~,...,u, is a strong 
elimination odering. 0 
Proof of Theorem 4.1. It is easy to see that the algorithm halts after O(n +m) 
operations. In order to show that the algorithm finds optimal solutions to P,(G) 
and D,(G) it suffices to show that these solutions are feasible and that they satisfy 
the condition of complementary slackness. 
(i) Feasibility of dual solution. Clearly zjr0 for each j. By Lemmas 4.2 and 
4.3, _Yj>O and f(j)>0 for each j. 
(ii) Feasibility of primal solution. We will first show that each Xj is either 0 or 
1. Let jE{1,2 ,..., n}. By the choice of zj and yj, there is some kz? j such that f(k) 
was 0 immediately after sanning Vj in stage one. By Lemma 4.4, there is some 1~ k 
such that 1 -j and x1 = 1. Thus, when x, was assigned the value of 1, Xj was assigned 
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the value of either 1 or 0, depending upon whether j does or does not equal 1. Hence, 
each Xj is either 0 or 1. 
NOW, by the algorithm, if Xi = 1 then Xj = 0 for each uj adjacent to ui, and if xi = 0 
then Xj = 1 for some uj adjacent to ui. Thus, the set {ui :xi = l} is an independent 
dominating set, and so the primal solution is feasible. 
(iii) Complementary slackness. If xi > 0, then Xi = 1 and SO, by the algorithm, 
f(i)=O, i.e. Cj_jYj-Cj+iZj=W;. 
If Xi =Xk = 1 and i# k, then &n&= 0, by the algorithm. Thus if _Yj>O, then 
Ci_i Xi I 1. Equality follows from the feasibility of the primal solution. 
Suppose Zj> 0. Then f(j) was 0 immediately after scanning Vj in stage one. 
Hence, by Lemma 4.4, there is some 15j such that xl = 1, whence CisjXiZ 1. 
Equality follows from the feasibility of the primal solution. 0 
Corollary 4.5. If G is a strongly chordal graph with strong elimination ordering 
Ol,U2,..., v, and arbitrary real vertex weights, then P,(G) has O-l optimal solu- 
tions. I_ in addition, the vertex weights are integral, then D3(G) has integer op- 
timal solutions. 
Corollary 4.6, Under the same hypotheses as Theorem 4.1, Algorithm II locates a 
minimum weight independent dominating set in G. 
Remark. Given as input a chordal graph G with perfect elimination ordering 
ui,u2,..*, v, and O-l vertex weights, Algorithm II will find optimal solutions to 
P,(G) and D,(G). Hence, Algorithm II can be used to locate minimum cardinality 
independent dominating sets in chordal graphs (cf. [ll]). 
5. The domatic number 
The domatic number was defined and studied in [8]. A theoretical lower bound 
for the domatic number was established, and it was shown that the domatic number 
achieves this lower bound in trees, cliques and maximal outerplanar graphs. 
Let 6(G) be the minimum degree of a vertex of the graph G. 
Theorem 5.1 [8]. For any graph G, d(G)sG(G) + 1. 
In this section we will show that the domatic number achieves this lower bound 
in strongly chodal graphs. We begin with some terminology. 
A O-l matrix is balanced [2] if it does not contain as a submatrix an (edge-vertex) 
incidence matrix of an odd cycle, and is totally balanced [17] if it does not contain 
as a submatrix an incidence matrix of any cycle of length at least three. The 
neighbourhood matrix of a graph G on the vertices u,, v2, . . . , v, is the n x n matrix 
whose (i, j)th entry is 1 if i-j and is 0 otherwise. Thus the neighbourhood matrix 
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of G is the adjacency matrix of G plus the identity matrix. We have established the 
following relationship between strongly chordal graphs and totally balanced 
matrices. 
Theorem 5.2 [12]. A graph is if and only if its neighbourhood 
totally balanced. 
We can view a O-1 matrix with no zero rows or as the incidence matrix 
of a hypergraph. vertices all of the 
edges. Berge proved the following duality theorem pertaining 
Theorem 5.3 [2]. If the incidence matrix of a hypergraph H is balanced, then the 
maximum number of pairwise disjoint transversals in H equals the minimum car- 
dinality of an edge of H. 
By viewing the neighbourhood matrix of a graph as the incidence matrix of a 
hypergraph, we obtain the following corollary to Theorems 5.2 and 5.3. 
Corollary 5.4. Zf G is strongly chordal then d(G) =6(G) + 1. 
6. Totally balanced matrices 
In [13], it was shown that if A is a balanced matrix with no zero rows and w is 
a vector (of appropriate dimension) of positive numbers, then the linear program 
p&A, w): Minimize w. x, 
subject to Ax> 1, 
xro 
has O-l optimal solutions, and that if, in addition, w is integral, then the dual linear 
program 
D464, w>: Maximize 1 . y 
subject to Atyr w, 
yzo 
has integer optimal solutions. 
In this section we will show how to efficiently solve these linear programs in the 
case that A is totally balanced by reducing P,(A, w) to the problem of locating a 
minimum weight set of vertices which dominates some subset of vertices of a 
strongly chordal graph. 
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For a given matrix A, let A* be the matrix 
Z A L 1 A’ J 
where J is the matrix (of appropriate dimension) of all 1’s. The following theorem 
leads to another relationship between strongly chordal graphs and totally balanced 
matrices. The proof is simple and is omitted. 
Theorem 6.1. A is a totally balanced matrix if and only if A* is a totally balanced 
matrix. 
Corollary 6.2. Let A be a totally balanced matrix. Then A* is the neighbourhood 
matrix of a strongly chordal graph. 
Proof. A* is the neighbourhood matrix of a graph since it is symmetric and has l’s 
on the main diagonal. The associated graph is strongly chordal by Theorems 5.2 and 
6.1. 0 
Now, let A be an m x n totally balanced matrix with no zero rows and let w be 
an n-vector of positive numbers. Let M be an m-vector all of whose entries are 
greater than 1 . w. Consider the following linear program: 
&(A, w): Minimize Ma y + w. x, 
subject to Zy+ Ax2 1, 
A’y+JxzO, 
yr0, 
xro. 
It is easy to see that, in any optimal solution to P,(A, w), y = 0, and thus there is 
a one-to-one correspondence between optimal solutions to P,(A, w) and P,(A, w). 
Consequently, we can solve P,(A, w) by solving P,(A, w). Moreover, P,(A, w) is 
precisely the linear program associated with locating a minimum weight dominating 
set of a subset of vertices of the strongly chordal graph G associated with A*. Thus, 
given a strong elimination ordering of G, we can use Algorithm I to solve P,(A, w). 
(As we have previously mentioned, this ordering can be found in polynomial time.) 
Note that the first stage of Algorithm I will also solve D4(A, w). 
We remark that, with simple modifications, Algorithm I can be used to solve 
P,(A, w) and D4(A, w) directly, without solving P,(A, w), as long as the rows and 
columns of A are permuted to correspond to a strong elimination ordering of the 
graph associated with A*. 
Hoffman, Kolen and Sakarovitch [15] have independently obtained similar 
results. They say that a O-1 matrix A is in standard greedy form if its rows and 
columns have been permuted in a way that corresponds exactly to a strong elimina- 
tion ordering of the graph associated with A*. They present polynomial algorithms 
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to put a totally balanced matrix into standard greedy form (cf. [l]) and to solve 
linear programs of the form 
Minimize w. x, and Maximize b. y, 
subject to Ax?& subject to A’yc w, 
XZO YrO, 
where A is in standard greedy form, w is a vector of positive numbers, and b’= 
]b,,bz,..., b,] satisfies bt z b2 2 ... 1 b, 10. The method used in the latter algorithm 
is essentially the same as that described in this paper. 
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