Abstract Let G d be the complete graph with d vertices, and let X and Y be two simple symmetric continuous-time random walks on the vertices of G n d . When d = 2, X and Y are random walks on the hypercube Z n 2 , for which a stochastically fastest co-adapted coupling is described in (2). Here we extend this result to random walks on G n d , once again producing a stochastically optimal coupling: as d → ∞ we show that this optimal co-adapted coupling tends to a maximal coupling.
1. Introduction. Let G d be the complete graph with d vertices, d ≥ 2, and let G n d be the set of n-tuples of the form (x(1), . . . , x(n)) with x(i) ∈ G d , 1 ≤ i ≤ n. G n d forms a group under coordinate-wise addition modulo d, and G n 2 ∼ = Z n 2 . For i = 1, . . . , n we define e i ∈ G n d to satisfy e i (k) = 1 [i=k] , where 1 [·] denotes the indicator function. For x, y ∈ G n d , let |x − y| denote the Hamming distance between x and y. (In particular, |x| equals the number of non-zero coordinates of x.)
Let Λ i , 1 ≤ i ≤ n, be independent unit-rate marked Poisson processes on [0, ∞), with marks distributed uniformly on the set {1, . . . , d − 1}. A simple symmetric continuous-time random walk X on G n d may be defined by increasing the i th coordinate of X by k (mod d) at incident times of Λ i for which the corresponding mark is equal to k. We write L(X t ) for the law of X at time t. The unique equilibrium distribution of X is the uniform distribution on G n d . Suppose that we now wish to couple two such processes, X and Y , starting from different states. In (2) , an explicit, intuitive coupling strategy is described when d = 2, and is shown to yield the stochastically minimal coupling time of all co-adapted couplings. This coupling strategy at time t depends only on the parity of N t = |U t |, and may be summarised as follows:
• matched coordinates are always made to move synchronously; • if N is odd, all unmatched coordinates of X and Y are made to evolve independently until N becomes even; • if N is even, unmatched coordinates are coupled in pairs -when an unmatched coordinate on X flips (thereby making a new match), a different unmatched coordinate on Y is flipped at the same instant (making a total of two new matches).
The work of (2) motivates the following question: what is the optimal co-adapted coupling when d > 2? Intuitively, we expect the optimal strategy when d = 2 to become inefficient as d gets large: the rate at which unmatched coordinates can be made to agree using either 'independent' or 'pairwise' coupling (as described above) is proportional to N/d. In Sections 2 and 3 we show how to describe the problem of finding an optimal co-adapted coupling as an exercise in optimal stochastic control (generalizing the idea used in (2)), and solve this problem to once again produce a stochastically minimal coupling time; some of the longer proofs can be found in Section 5. In Section 4 we study the behaviour of this coupling as d → ∞ and show that, for fixed n, the optimal co-adapted coupling tends to a maximal coupling.
2. Co-adapted couplings for random walks on G n d . In order to find the optimal co-adapted coupling of X and Y , it is first necessary to be able to describe a general coupling strategy c ∈ C. To this end, let Λ (i,k)(j,l) (1 ≤ i, j ≤ n and 1 ≤ k, l ≤ d) be independent marked Poisson processes on [0, ∞), each of rate (d − 1) −1 , and with marks
We let (F t ) t≥0 be any filtration satisfying
The transitions of X c and Y c will be driven by the marked Poisson processes, and controlled by a process {Q c (t)} t≥0 which is adapted to (F t ) t≥0 . Here,
A similar argument to that in (2) shows that a general co-adapted coupling for X and Y may be defined as follows: if there is a jump in the process Λ (i,k)(j,l) at time t ≥ 0, and the mark
To ease notation, in the sequel we shall write q c (ik),(jl) (t) instead of q c
(ik),(jl) (t) is proportional to the instantaneous rate at which (X c t (i), Y c t (j)) jumps to (k, l).
Note that if k = X c t− (i) and the 'move' is accepted, there is no change to the value of X c (i) at time t: thus this setup allows for the possibility of a jump taking place on only one process at any given instant. Furthermore, the total rate at which X c t (i) changes value is given by
since the bracketed double sum is simply that of the ([i − 1]d + k) th row of Q c (t), and hence equal to one. Similarly, the rate at which X c (i) changes from r to r
From this construction it follows directly that X c and Y c both have the correct marginal transition rates to be continuous-time simple random walks on G n d as described in Section 1, and are co-adapted.
3. Optimal coupling. Our proposed optimal couplingĉ d once again depends upon the parity of N t , the number of unmatched coordinates of X and Y at time t. It now also depends upon how this number relates to the parameter d.
Definition 3.1. The matrix processQ corresponding to the couplinĝ c d is as follows: • if Y t− (i) = k (which occurs with probability 1/d), choose another unmatched coordinate j uniformly at random, and set Y t (j) = X t− (j) -this decreases N by two;
to be the tail probability of the coupling time underĉ d . The main result of this paper is the following generalisation of (2, Theorem 3.1).
Theorem 3.2. For any states x, y ∈ G n d and time t ≥ 0,
In other words,τ d is the stochastic minimum of all co-adapted coupling times for the pair (X, Y ).
From Definition 3.1 it is evident thatĉ d is invariant under coordinate permutation, and thatv d (x, y, t) only depends on (x, y) through |x − y|, and so we shall usually writê
with the convention thatv d (m, t) = 0 for m ≤ 0.
As in (2), we shall write λ c t (m, m + s) for the rate (according to Q c (t)) at which N c t jumps from m to m + s, for s ∈ {−2, . . . , 2}. For example:
The expression for λ c t (m, m − 2) is easy to understand: N c t decreases by two if and only if different unmatched coordinates on X and Y flip at the same instant, with each flip making one new match.
λ c t (m, m − 1) comprises four sums however, and so requires a little more explanation. The first sum in (3.4) gives the rate at which the same unmatched coordinate flips on both X and Y to the same value, making one new match. The second term is the rate at which an unmatched coordinate on one process flips to make a new match, while a different unmatched coordinate on the other process flips without making another new match. Finally, the third and fourth sums in (3.4) give the rate at which an unmatched coordinate on one process flips and makes a new match, while on the other process a matched coordinate is selected and made to stay at its current value.
Similar decompositions may be written down for λ c t (m, m+1) and λ c t (m, m+ 2), but we will have no need of them in the sequel.
Using the constraints on the row and column sums of Q c t , the first of these terms may be bounded as follows:
Similar simple bounds on the sums in (3.4) show that 0
Denote by L n d the set of nonnegative λ satisfying the linear constraint 
(See Section 5 for the proof.) It follows that the upper bound of (3.6) is always attained underĉ d . Although the framework laid out above for describing a general coupling c ∈ C differs from the setup in (2), we can immediately obtain the result of that paper:
The optimality ofĉ d when d = 2 now follows from the proof of Theorem 3.1 of (2).
For a strategy c ∈ C, define the process S c t by
where T > 0 is some fixed time. This is the conditional probability of X and Y not having coupled by time T , when strategy c has been followed over the interval [0, t] andĉ d has then been used from time t onwards. Now, (point process) stochastic calculus yields:
where Z c t is a martingale, and A c t is the "generator" corresponding to the matrix Q c (t). Due to the independence of the Poisson processes Λ (i,k)(j,l) , for any function f : 
Our first step is to simplify this maximisation problem by showing that
The proof of the following result can be found in Section 5. in order to achieve the maximum in (3.11) It therefore now suffices to maximise
subject to the constraint from (3.6):
Putting these together we see that we need to maximise (for m ≥ 2) arising from using our candidate optimal strategy,ĉ d . Thusĉ d is truly an optimal co-adapted coupling, as claimed.
Limiting behaviour.
In this section we briefly consider the limiting behaviour of the coupling timeτ d of the optimal co-adapted coupling, both as n → ∞ and d → ∞. Recall that the coupling inequality bounds the tail distribution of any coupling of X and Y by the total variation distance between the two processes (9):
Furthermore, due to the general results of (7; 10), there exists a maximal coupling c * -one whose coupling time τ * achieves equality in (4.1). Such a coupling is not, in general, co-adapted. A natural question is whether the optimal co-adapted coupling for (X, Y ) described in the previous section is also maximal. 
Then as n → ∞, for all θ ∈ R,
where Φ(·) is the standard normal distribution function.
This shows that the distance between L(X) and π d exhibits a cutoff phenomenon (1; 3; 4) at time
2 log n. We can bound E [τ d ] as follows. Underĉ,N = Nĉ is a decreasing process, with jumps being of size -1 or -2. Suppose thatN = 2m and hence is even. Then the total rate at whichN jumps is equal (by [C2]) to
For k = 1, 2, let M k be a process that takes only steps of size −k at rate M k , and let τ k be the time taken for M k to be absorbed at zero.
Averaging over the starting state of Y 0 we see that
, and so the optimal co-adapted coupling is not maximal for any fixed d. Proof. Let A 0 be the set of points in [0, 1) n which have at least one coordinate equal to 0. Then, by definition of total variation distance,
= 1 − P all coordinates ofX have jumped by time t
Now consider the optimal co-adapted coupling strategyĉ d as d → ∞. From (3.8) we see that
with all other rates tending to zero. Thus the limiting strategyĉ ∞ may be described as follows: let {Λ i } n 1 be independent marked unit-rate Poisson processes, with marks distributed uniformly on [0, 1); flip (X(i),Ỹ (i)) to (k, k) whenever there is an incident on Λ i with mark equal to k. IfÑ counts the number of unmatched coordinates under this coupling, then it is clear that the only jumps inÑ are of size -1, and that these occur at rateÑ .
The coupling timeτ ∞ = inf{t :Ñ t = 0} trivially satisfies
Thereforeĉ ∞ is indeed a maximal coupling.
Furthermore, if we now let n → ∞, the distance between L(X t ) and π n ∞ again obeys a cutoff phenomenon, this time with cutoff time equal to log n. (This may appear surprising, since T d → 1 2 log n as d → ∞. However, note that the expression on the right-hand-side of (4.2) tends to one for all θ ∈ R as d → ∞, showing that 
Finally, [C1] and [C2] imply that, underĉ d , the only non-zero term in equation (3.4) is the first sum, and so We begin by consideringv d (1, t). By (3.7) and (3.9) it follows directly that for all values of d,
Now consider (for m > 1) that part of the couplingĉ d described in [C2]. From (3.8), the total rate at which N t can change under [C2] is given by
Using this, along with (3.7) and (3.8), we obtain for m > 1: 
