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Abstract
In this work, we study the design of the precoder on the user downlink of a multibeam satellite
channel. The variations in channel due to time-varying phase components and the long round trip
delay result in outdated channel state information at the transmitter. The phase uncertainty is
modelled and a robust design framework is formulated based on availability and average signal to
interference and noise ratio (SINR) constraints. Probabilistic and expectation based approaches
are used and the design problem is formulated and solved using convex optimization tools. The
performance of the resulting precoder is evaluated through extensive simulations. Although we
considered a satellite channel, the presented analysis is valid for any vector channel with phase
uncertainty.
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2I. INTRODUCTION
Owing to their potential in enhancing communication efficiency, downlink precoding tech-
niques have been widely studied in the context of multiuser terrestrial communication systems
[3]. A key objective of such techniques is to minimize the transmit power, while meeting certain
Quality of Service (QoS) considerations as well as a variety of system constraints. Following
terrestrial trends, satellite communications have moved from the traditional TV broadcasting
to provide interactive broadband services even to urban customers (see Viasat’s Exede service
in the US) [4]. Such a development is triggered by the emergence of multiple spot beam
satellites where the frequency reuse provides a trade-off between available bandwidth and co-
channel interference (CCI). While precoding techniques have been studied in terrestrial systems to
mitigate CCI, of late, they have also attracted a significant research interest among academia and
industry for application in multibeam satellite systems with high frequency reuse factors [5]–[7].
Furthermore, precoding is now supported in terms of framing and signaling in the latest extension
of the DVB-S2 (digital video broadcasting over satellite 2) standard; see in particular [8, Annex
E].
We note that, a usual requirement to ensure effective precoding is the availability of accurate
channel state information at the transmitter (CSIT) [9]. This has been assumed to be the case in
[5], [6]. Unlike the terrestrial counterparts, geostationary orbit (GEO) satellite communication
systems work with long round trip delays (RTD) between the gateway (GW) and User Terminals
(UTs). In particular, the two-hop propagation delay in the GEO orbit is about 250 milliseconds
(ms) [7] compared to the few milliseconds in cellular systems. Towards incorporating the use
of precoding in next generation satellite systems, it has now become essential to investigate
the effect of artifacts, if any, induced by the RTD. Pursuing this goal, one may recognize that
the main time-varying component affecting the channel amplitude is the rain attenuation whose
variations are typically slow [10], [11]. Hence, it can be assumed that the amplitude of the
channel is fixed during the feedback interval. On the other hand, there is a significant variation
in the channel phase arising from the different time-varying phase components [12]. Thus, the
time-varying nature of the channel and a high RTD lead to an outdated CSIT, or more specifically
an outdated estimate of the channel phase. Therefore, the performance of the system becomes
unpredictable when the GW uses the CSIT (specifically, with uncertainty in phase) estimated by
3the terminals at t0 = t1 − 250ms to design a precoder at t1 for a channel at t2 = t1 + 250ms.
Robust precoding design paradigms have been considered in the literature in order to mitigate
the sensitivity of the precoding techniques to inaccurate CSIT [13]–[17]. In general, there are
several different strategies to obtain robustness against channel uncertainty [18]: (a) Probabilistic
design using a stochastic uncertainty model and optimizing the performance at a certain outage
level [14]–[17]. (b) Expectation-based design using a stochastic uncertainty model but optimizing
the average performance [18]. (c) Worst-case design using a deterministic uncertainty model,
where the true value is known to be within a certain interval, and optimizing the performance
of the worst-case situation. This is sometimes called max-min robustness [13].
The purpose of this work is to design a robust precoder under the existence of phase uncertainty
due to the outdated feedback in a multibeam satellite system. While the literature focuses
on the additive uncertainty model for robust designs [13]–[19], the current study employs a
multiplicative model for the phase induced channel uncertainty. The use of such an uncertainty
model, which describes the satellite communication channel, and the ensuing analysis are novel.
A stochastic model is used to represent the phase uncertainty, therefore the probabilistic approach
(a) and the expectation-based approach (b) are suitable for the robust precoding design.
In [1] and [2], respectively, approaches (a) and (b) were briefly introduced for a channel
with phase uncertainty. The contributions of the present work vis-a-vis [1] and [2] include: (1)
Incorporation of new QoS goals: in addition to the transmit power minimization, we also consider
a max-min formulation involving the SINR of users in different beams under power constraint on
each antenna. This is reflective of scenarios involving next-generation high power satellites. (2)
Use of new QoS leads to optimization formulations and analysis hitherto not considered in [1]
and [2]. Further, the analysis in [1] is refined in this work, removing the necessity of resorting
to bounds for solving the power minimization problem. (3) The optimization involves relaxing
the rank-one constraint. The current work discusses the possibility of rank-one solution. (4) It
also provides extensive simulations to support the discussions.
Depending on the required QoS goals, an appropriate design approach will be used to guarantee
them. One very important QoS measure is the user availability which is defined as (1− out-
age probability× 100%). Another important QoS measure is the average SINR. Throughout the
paper, we will focus on these two measures in the robust design formulations. The robustness
is imparted to the design by modelling the phase uncertainty as a random process and ensuring
4that the QoS measures are maintained at desired levels.
The rest of this paper is organised as follows. Section II presents a study of the time-
varying satellite channel and introduces a phase uncertainty model. Section III presents a robust
precoding formulation and shows how it can be transformed to a convex optimization problem.
In Section IV, the satellite channel model is described and system parameters are provided.
Moreover, numerical results are presented and discussed. Finally, Section V concludes the paper.
Notation: Boldface upper-case letters denote matrices, boldface lower-case letters denote col-
umn vectors. X < 0 means X is positive semidefinite (PSD). The superscripts (·)†, (·)T and
(·)1/2 denote the Hermitian conjugate, the transpose and the positive semidefinite square root
of a matrix, respectively. We denote Euclidean norm by ‖ · ‖. vec(X) denotes stacking the
elements of the matrix X in one long column vector and [X]i,j denotes the (i, j)th element of
the matrix X. The Hadamard product (Schur product) and the Kronecker product are denoted
by ⊙ and ⊗, respectively. diag(x) is a square diagonal matrix with the elements of the vector
x = [x1, x2, . . . , xK ] on the diagonal. The trace and the rank operations are represented by Tr(·)
and rank(·), respectively. Pr{·} denotes the probability that an event will occur. Finally, for any
scalar a, xa = [x1a, x2a, . . . , xKa]T and ax = [ax1 , ax2, . . . , axK ]T .
II. MULTIBEAM SATELLITES SYSTEM
A. System and Channel Model
We consider a typical Ka-band multibeam GEO satellite system with K beams [5] employing
a full frequency reuse where all the beams operate at the same frequency. We further assume a
single feed per beam scenario with K antenna feeds at the satellite used to form the K fixed
beams. Further, the ith feed has a constraint on the maximum power denoted by Pi. Towards
focussing on the precoder design, a single GW is assumed to manage K adjacent beams and that
the feeder-link (the link between the GW and the satellite) is considered ideal; such assumptions
are commonplace in the related literature [5], [6]. Time division multiple access (TDMA) is
employed on the user downlink (link between satellite and user) wherein a single user is served
in a beam for every time slot. The focus of this work relates to the precoding on the forward
link (the link from the GW towards users); a preliminary analysis of the return link can be found
in [20].
5Since the beams are not perfectly isolated, each user receives transmissions from all the K
feeds [5]. This combined with the use of TDMA results in a user being interfered by K − 1 co-
channel users. Such a system then resembles the traditional multiuser MISO downlink, thereby
facilitating further analysis.
In the considered Ka-band scenarios with fixed users, the channel is typically line of sight
(LOS) with minimal scattering. The quantities defining such a frequency flat channel are the
beam gains, rain attenuation (time varying) and frequency dependent path loss. Therefore, the
time varying downlink channel vector between the K satellite transmit antennas and ith user can
be expressed as,
hi(t) =
√
ri(t)Ci b
1
2
i ⊙ ejθi(t) (1)
where ri(t) represents the time varying rain attenuation between the satellite antennas and the
ith user ( it can be assumed that all sub-channels experience the same rain attenuation), in
dB, 10 log10(ri), has a log-normal distribution [10]. θi(t) is a vector that represents the phase
components of the channel. We let θi(t) , [θi1(t), θi2(t), . . . , θiK(t)]T . bi is the beam gain from
satellite antennas to ith user and its calculation details will be provided in Section IV. Note that,
the amplitude of the channel is also affected by cloud attenuation and the gaseous absorbtion [10],
[11]. But, since these components are negligible compared to the rain attenuation in Ka-band
and also change slower than the rain attenuation, they are not considered in (1). In Section IV,
more detail about the link budget will be provided.
B. Phase Uncertainty Model
In typical precoding applications, the transmitter needs to know the CSI of the downlink
channel. In the satellite context the UT estimates the amplitude and the phase of each of the sub-
channels and feeds them back to the GW. Based on (1), the baseband time-varying sub-channel
in the forward-link between antenna j and user i at time t can denoted by hi,j(t) = |hi,j|ejθi,j(t).
As mentioned, the amplitude variation of this channel is dominated by the rain attenuation which
changes very slowly in the RTD interval. Therefore, the temporal variations of the amplitude are
considered to be negligible over the intervals of interest and hence time dependency is omitted
from |hi,j|.
6On the other hand, the phase of the sub-channels can be affected by different time varying
components. For example, each feed will contribute a random phase component to the sub-
channels. This random phase component corresponds to the frequency drifts and the phase noise
of the LO. Further, temperature changes can also introduce time varying phase variations to
each sub-channel. Finally, the imperfections and the channel nature result in time varying phase
components which are independent across the sub-channels and are incorporated in the channel
model as θi,j(t).
Note that, there are also other components that are identical for all the sub-channels of the ith
user and hence do not affect the received SINR. An example of such a component can be phase
noise of the LO at receiver front end at UT. Hence, we do not consider such variations in our
work. The interested reader is referred to [7], [21] for further details on the various contributors
to the time varying phase.
As mentioned earlier, due to the long RTD in GEO satellite systems and the time varying
phase components, the phase of the channel when precoding is applied at t2 ≈ t0 +500ms will
be different than the phase at t0, θi(t0). Since θi,j(t2) is the actual phase for the sub-channel
hi,j(t2) and further using θi(t2), we model the temporal variations as,
θi(t2) = θi(t0) + ei, (2)
where ei , [ei1, ei2, . . . , eiK ]T is the phase error, or phase uncertainty, vector with independent
identically distributed (i.i.d) Gaussian random entries, ei ∼ N (0, σ2i I). Here, σ2i is the variance
of the phase error for the ith user. For ease of notation, we define the corresponding channel at
t2 and t0, respectively ,
hi , [|hi1|ejθi1(t2), . . . , |hiK |ejθiK(t2)]T , (3a)
ĥi , [|hi1|ejθi1(t0), . . . , |hiK |ejθiK(t0)]T . (3b)
Under these notations and assuming that the channel amplitudes are identical at t2 and t0, the
K × 1 channel fading coefficients from all antenna feeds towards the ith UT at instance t2 are
then given by,
hi = ĥi ⊙ qi, (4)
where qi = ejei . In (4), ĥi is a known channel vector at t0, but qi is a random vector due to
the randomness of ei which represents the uncertainty. The correlation matrix of qi, denoted by
7Ci, is known and takes the form,
Ci , E{qiq†i} = E{Qi}, (5)
where Qi , qiq†i . The diagonal elements of Ci are unity and off-diagonal entries can be found
by using the moment generating function of the Guassian random variable as follows,
[Ci]lm = E{[Qi]lm}
= E{ejei,l}E{e−jei,m} = e−σ2i , ρi. (6)
C. Precoding Problem
Let si(t) denote the complex signal intended for user i with E{|si(t)|2} = 1. Prior to
transmission, each si(t), i ∈ [1, K] is weighted at the GW by the corresponding precoding
vector wi ∈ CK , and the resulting transmitted signal from the GW is given by,
x(t) =
K∑
i=1
wisi(t). (7)
The assumptions on ideal feeder link and lossless processing on-board the satellite allows us to
consider x(t) as the signal transmitted from the satellite. At time instance t1, the signal x(t1) is
acted upon by the channel vectors {hi}Ki and the signal received by the ith user is (time index
is dropped for ease of comprehension),
ri = h
†
iwisi + h
†
i
∑
j 6=i
wjsj + ni, (8)
where ni is the circularly symmetric complex Gaussian noise with zero mean and variance N0.
This additive receiver noise is i.i.d. across the users. The received SINR at the ith user then takes
the form,
SINRi =
Tr(RiWi)∑
j 6=i Tr(RiWj) +N0
, (9)
where,
Ri , hih
†
i = diag(ĥi)Qi diag(ĥ
†
i )
= ĥiĥ
†
i ⊙Qi, (10)
Wi , wiw
†
i and Ri ∈ CK×K is the instantaneous channel correlation matrix at t1. In (10), ĥi is
the known (estimated) channel vector at t0 and Qi is a random matrix which conveys the phase
uncertainty and makes the SINR random.
8If the perfect CSI (zero phase uncertainty) is assumed in the system, qi in (4) will become
the all one vector, viz. 1T . The standard precoding design formulation is to minimize the total
transmit power subject to a set of constraints on SINR [18], [19] and [22]. A similar problem
can be formulated in the satellite context where on-board the satellite, the transmitted power is
a scarce resource. So the objective of the optimization problem is to minimize the total transmit
power subject to a set of constraints on SINR and some individual per-antenna power constraints.
The per-antenna constraints indicate the limitation on the power that can be handled by a single
feed. Assuming perfect CSI, this can be written as,
B : minimize
W
K∑
i=1
Tr (Wi)
subject to
∀i
SINRi ≥ γth ,
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1
where W , {W1, . . . ,WK}. In this formulation, Pi denotes the maximum transmit power of
the ith antenna feed serving the ith user located in the ith beam. Here, the per-antenna power
constraint is needed in order to limit the transmit power of each antenna feed. This is a practical
constraint since each antenna has its own amplifier onboard the satellite.
However, in the presence of channel uncertainty, robust design approaches need to be con-
sidered. In the following sections, we study different robust precoding designs for the channel
with phase uncertainty depending on the targeted QoS goals.
Remark 1. While the current work considers phase uncertainty in the satellite channel, the
ensuing analysis can be applied to any downlink channel with phase uncertainty if it can be
modelled as (4).
III. ROBUST PRECODING FORMULATION
A. Probabilistic Approach: Power Minimization
An approach to achieve robustness against the channel uncertainty is to design the precoder
that can satisfy the QoS requirement on availability. In this case, the precoder ensures that
9the SINR of each user is greater than a specific chosen threshold, γth, with probability of αi.
Mathematically, it can be expressed by the constraint Pr{SINRi ≥ γth} ≥ αi. Considering this
approach, a meaningful formulation of the forward-link precoding problem leads to,
P :minimize
W
K∑
i=1
Tr (Wi)
subject to
∀i
Pr
{
SINRi ≥ γth
}
≥ αi,
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1
where αi is the required availability for ith user. The objective of this formulation is to mini-
mize the total transmit power while enforcing the constraints on the availability for each user
considering the per-antenna power constraints.
Equations (9) and (10) indicate that SINRi is a random variable due to qi. A probabilistic
approach is then pursued towards evaluating the availability over these random variables. In
general, the first constraint, is difficult to tackle and we will now study it in more detail.
Let us denote the availability of ith user by fi(W). Using (9) we have,
fi(W) , Pr
{
SINRi ≥ γth
}
,
= Pr
{
Tr(RiWi)− γth
∑
j 6=i
Tr(RiWj) ≥ γthN0
}
. (11)
By defining Zi , Wi − γth
∑
j 6=iWj , we can write,
fi(W) = Pr
{
Tr (RiZi) ≥ γthN0
}
. (12)
It is interesting to have an insight on what (12) denotes. Tr (RiZi) can be interpreted as the
effective received power, since it is the difference between a scaled version of the received inter-
ference power, γth
∑
j 6=i Tr(RiWj), and the useful received power, Tr(RiWi). The coefficient
γth in the interference term can be interpreted as the price of having a specific SINR threshold
of γth. This means that for a fixed W, the higher the threshold chosen, the higher will the
interference perceived by users be. This results in a lower effective received power. These two
competing measures, will affect the feasibility of the problem at high γth.
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For simplicity, let us denote the effective received power by yi , Tr (RiZi). Using (10) and
the fact that Tr (XY) = Tr (YX) [23], we have,
yi = Tr
(
diag(ĥi)Qi diag(ĥ†i)Zi
)
= Tr (AiQi) , (13)
where Ai = diag(ĥ†i)Zi diag(ĥi). The following lemma provides the mean and variance of the
random variable yi.
Lemma 1: With Qi defined in (5) and for any Hermitian matrix Ai ∈ CK×K , the mean and
variance of yi = Tr (AiQi) can be found as µi = Tr(AiCi) and σ2i = vec(ATi )TGi vec(Ai),
respectively.
Proof. The mean and variance of yi can be calculated respectively as follows,
µi = E{yi} = Tr(Ai E{Qi}) = Tr(AiCi), (14)
σ2i = E{(yi − µi)2} = E{Tr (AiQi)Tr (AiQi)} − µ2i . (15)
The first term in (15) can be rewritten as,
E{Tr(q†iAiqi)Tr(q†iAiqi)} (16a)
= E{q†iAiqiq†iAiqi} = E{Tr(q†iAiqiq†iAiqi)} (16b)
= E{Tr(AiQiAiQi)} (16c)
= vec(A†i)
† E{QTi ⊗Qi} vec(Ai). (16d)
We define the K2 × K2 matrix G′i = E{QTi ⊗ Qi}. This matrix can be computed using (6)
and statistical independence of the elements of qi. More details are provided in Appendix A
regarding the calculation of the matrix G′i.
Now, the variance of yi can be expressed as,
σ2i = vec(A
†
i)
†G′i vec(Ai)− Tr(AiCi)2 (17)
Knowing that Tr(XY) = vec(XT )T vec(Y), the second term in (17) can be expanded and finally
we have,
σ2i = vec(A
†
i)
†Gi vec(Ai) (18)
where Gi = G′i − vec(Ci) vec(CTi )T . Since for any Ai, we have σ2i ≥ 0, we can conclude that
Gi  0.
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It can be shown that yi is a sum of K dependent random variables, so it is difficult to find its
exact PDF. Knowing only the mean and variance of yi, we need to find an approximation for
Pr{yi ≥ γthN0}. Our approach is to approximate the distribution of yi by a Gaussian distribution,
then evaluate the availability of users. In Section IV, we will discuss how this approximation
will affect the results.
With the Gaussian approximation for yi and knowing µi and σ2i , we can evaluate fi(W) in
(11). It can be shown that,
fi(W) ≈


1
2
+
1
2
erf
(
µi − γth N0√
2σi
)
, µi ≥ γthN0 (19)
1
2
− 1
2
erf
(
γth N0 − µi√
2σi
)
, µi < γthN0 . (20)
Since user’s acceptable availability requirement is at least αi > 0.5 [14], we need fi(W) ≥
αi > 0.5, and hence only (19) will be considered. Clearly, fi(W) ≥ αi subsumes µi ≥ γthN0
when αi > 0.5. Hence, it suffices to consider one of them. Then by considering fi(W) ≥ αi,
we can rewrite the availability constraint as,
0.5 + 0.5 erf
(
µi − γthN0√
2σi
)
≥ αi. (21)
After straightforward algebra and using µi and σ2i defined in (14) and (17), the constraint in (21)
can be expressed as,
bi
√
vec(ATi )
TGi vec(Ai) ≤ µi − γthN0, (22)
where bi =
√
2 erf−1(2αi − 1) and bi > 0. Finally, (22) can be rewritten as,
bi‖
√
Gi vec(Ai)‖ ≤ Tr(AiCi)− γthN0, (23)
It can be seen that (23) is a convex constraint, since it is an inverse image of the second-order
cone [24],
S = {(x, z)| ‖x‖ ≤ z, z ≥ 0}, (24)
under the affine transformation x =
√
bi
√
Gi vec(Ai) and z = Tr(AiCi) − γthN0. Note that
from (19) where αi > 0.5, we have z ≥ 0. Hence, in P , the only non-convex constraint is
rank(Wi) = 1. However, this can be relaxed by retaining only the semidefiniteness constraint,
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Wi < 0, which is convex [22]. Under this relaxation, the variables of optimization problem
would be {Wi}K1 . Then per-antenna power constraints will also be convex. By replacing the
availability constraint in P with the one in (23), the resulting optimization problem can be
written as,
Pr :minimize
W
K∑
i=1
Tr(Wi)
subject to
∀i
bi‖
√
Gi vec(Ai)‖ ≤ Tr(AiCi)− γthN0
[ K∑
j=1
Wj
]
i,i
≤ Pi , Wi < 0.
This optimization problem can be solved by using standard convex solvers like CVX [25].
We denote the resulting precoding matrix of Pr by W⋆ = [w⋆1, · · · ,w⋆K ] where w⋆i is the
precoding vector for the ith user. Note that the solution to Pr can yield high rank {Wi}K1 .
In such situations, rank-one approximation techniques [26] need to be employed. Additional
details are provided in Section IV regarding the solution of the optimization problem and rank-
one approximation techniques. It should be noted that the rank-one relaxed problem, Pr, is
equivalent to P if it is possible to find a rank-one solution for Pr.
B. Probabilistic Approach: Max-Min Availability
In this part, unlike the previous section, the goal is to maximize the utility function f(W)
which should be an strictly increasing function of {fi(W)}K1 . A function that considers the
fairness in the sense of availability among the users and yet easier to analyze is f(·) = min(·).
By defining this function, the objective is to maximize the minimum of the availabilities subjected
to the per-antenna power constraint. The motivation behind this formulation can be the need for
having the highest possible QoS, considering the per antenna power constraints. The optimization
problem can be written as,
F :maximize
W
min{f1(W), . . . , fK(W)}
subject to
∀i
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1,
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A first step towards solving F is to characterize the objective function and the same is undertaken
in the following Lemma.
Lemma 2: With the Gaussian approximation for yi, f(W) is a quasiconcave function.
Proof. At first, consider the Gaussian approximation for yi which results in (19). It can be shown
that fi(W) is a quasiconcave function, since its superlevel set {(x, z) | fi(W) ≥ t} is convex
as it was shown in (23) and (24) ( αi should be replaced by t). Also, it can be shown that the
minimum of the quasiconcave functions, is quasiconcave [24]. Therefore,
f(W) = min{f1(W), f2(W), . . . , fK(W)}
is a quasiconcave function.
Hence, the optimization problem F can be written as the following feasibility problem [24],
F1(t) : find W
subject to
∀i
f(W) ≥ t,
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1.
It is straightforward to show that the first constraint in F1(t) is equivalent to fi(W) ≥ t, ∀ i.
Therefore, fi(W) ≥ t can be written similar to (23). Finally, by dropping the rank-one constraint,
the relaxed optimization problem can be written as,
F2(t) : find W
subject to
∀i
bi‖
√
Gi vec(Ai)‖ ≤ Tr(AiCi)− γthN0,
[ K∑
j=1
Wj
]
i,i
≤ Pi, Wi < 0.
where bi =
√
2 erf−1(2t−1). This is a feasibility problem and the optimal solution can be found
by using the bisection method [24] and CVX tool [25]. Again, it is possible that F2(t) yields
non unity rank solutions. In Section IV, we will discuss how to extract rank-one solution from
high rank solution. It only remains to find the optimal value of t to solve F2(t). This is explained
next.
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Towards this, we assume that the optimal value of t is in the interval of [l, u] and is denoted
by t⋆ while the corresponding optimal precoding matrices are denoted by W⋆ = F2(t⋆). In
Algorithm 1, the bisection method for finding the optimal value, t⋆, is explained. As was indicated
in Section III-A, an acceptable value for user’s availability is greater than 0.5. Therefore, we can
assume 1 > t⋆ > 0.5. Then, the appropriate values for l and u would be 0.5 and 1, respectively.
The idea of the Algorithm 1 is to search for the optimal point by iteratively bisecting the interval
[l, u]. At each iteration, the midpoint of the interval is checked for feasibility. If F2(t) is feasible,
the optimal point is in the upper half of the interval, else it is in the lower half. Then the values
of u and l are updated to search in an appropriate interval. This process is repeated until the
searching interval gets small enough, u− l < ǫ.
Algorithm 1: Bisection Method for the quasiconcave optimization problem F2(t)
initialize l, u, tolerance ǫ > 0 ;
while l − u > ǫ do
t← (u+ l)/2 ;
Solve the feasibility problem F2(t) using CVX ;
if F2(t) is feasible then
l ← t ;
else
u← t ;
end
end
t⋆ ← l and W⋆ = F2(t⋆)
C. Expectation Based Approach: Power Minimization
In this section, an expectation based approach will be discussed where the robustness is
achieved by defining the required QoS goals based on the average performance of the system.
Since the average SINR of the users is closely related to the average performance of the system,
it defines another QoS measure. To this end, the precoder is designed to satisfy the requirement
on the average SINR, with E{SINRi} ≥ γth, where expectation is over the random qi.
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Following this approach, the robust precoding formulation can be written as,
G :minimize
W
K∑
i=1
Tr(Wi)
subject to
∀i
E{SINRi} ≥ γth,
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1.
The objective of this optimization problem is to minimize the total transmit power subject to
satisfying the required average SINR for each user considering the per-antenna power constraint
for each antenna feed. As discussed in Section III-B, the rank-one constraint can be relaxed
towards reducing G to a convex optimization problem.
In general, it is difficult to evaluate the exact value of E{SINRi}, since the expectation of
SINRi over qi is untractable. We use an approximation for SINRi denoted by SINR′i where the
received signal and interference power are replaced by their expected values [27]. Then, SINR′i
can be expressed as,
SINR′i ,
E
{
Tr(RiWi)
}
E
{∑
j 6=i Tr(RiWj)
}
+N0
. (25)
Numerical evaluations show that SINR′i is a tight lower bound on E{SINRi}. Therefore, if the
precoding matrices satisfy the constraint SINR′i ≥ γth, then they can also satisfy the constraint
E{SINRi} ≥ γth. So, we can replace the constraint on the average SINR in G by the stricter
constraint SINR′i ≥ γth.
Note that the constraint in (25) also can be interpreted as the result of using long-term
(averaging over phase noise) channel correlation matrix, E{Ri}, instead of instantaneous Ri
to achieve the robustness. After the expectation operation, the constraint SINR′i ≥ γth can be
rewritten as,
Tr(AiCi)− γthN0 ≥ 0, (26)
where Ai and Ci are defined in (13) and (5), respectively. This is a convex (affine in Wi)
constraint and the effect of the phase uncertainty is reflected in Ci.
It is interesting to relate the probabilistic and expectation based approaches.
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Remark 2. The constraint in (26) can be obtained directly from the availability constraint in
(23) by assuming bi = 0.
This happens when αi = 0.5, and by using (21) it can be shown that the constraint Pr{SINRi ≥
γth} ≥ 0.5 is equivalent to the constraint SINR′i ≥ γth. The constraint in (23) can be rewritten
as,
Tr(AiCi)− γthN0 ≥ biσi ≥ 0. (27)
It can be observed that for αi > 0.5, (27) is stricter than (26).
Finally, the expectation based robust optimization problem can be written as,
G1 :minimize
W
K∑
i=1
Tr(Wi)
subject to
∀i
Tr(AiCi)− γthN0 ≥ 0,
[ K∑
j=1
Wj
]
i,i
≤ Pi, Wi < 0.
This can be solved by using the standard convex solvers like CVX [25].
D. Expectation Based Approach: Max-Min SINR′i
This section briefly studies the problem of maximizing the minimum of SINR′is subject to
per-antenna power constraints where the fairness among the users is considered. Therefore, the
robust optimization problem can be formulated as,
E :maximize
W
min{SINR′1, . . . , SINR′K}
subject to
∀i
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1.
It can be shown that SINR′i is a quasiconcave function of W since SINR′i ≥ t′ is a convex
constraint as was seen in (26). Similar to the approach used in Section III-B, this optimization
17
problem can be written as,
E1(t′) : find W
subject to
∀i
SINR′ ≥ t′,
[ K∑
j=1
Wj
]
i,i
≤ Pi,
Wi < 0, rank(Wi) = 1.
where SINR′ = min{SINR′1, . . . , SINR′K}. The constraint SINR′ ≥ t′ is equivalent to SINR′i ≥ t′,
∀i. Then, by using (26) and relaxing the rank constraint, E1(t′) can be rewritten as,
E2(t′) : find W
subject to
∀i
Tr(AiCi)− t′N0 ≥ 0,
[ K∑
j=1
Wj
]
i,i
≤ Pi,Wi < 0.
The optimal value of t′ in the feasibility problem E2(t′) can be found by using the Algorithm 1
and CVX. For this purpose, t and F2 in Algorithm 1 should be replaced by t′ and E2, respectively.
The parameters l and u can be chosen equal to the SNRs corresponding to the lowest and the
highest supported ModCods, respectively. Therefore, based on DVB-S2 ModCods [28], we have
l = −2.72dB and u = 16.2dB and DVB-S2x has extended both these limits [8].
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, we discuss the performance of the proposed robust precoders through numerical
evaluations.
Based on the channel model explained in Section II, we generate 1000 random realizations
of the user locations within each of the 7 beams, where users are uniformly distributed within
the beam, each having a diameter of 500km. As shown in Fig. 1, the first tier of 7 beams is
considered. The reason for considering 7 beams is that traditionally 4 color multibeam satellite
system is represented by 7 beams. Then, we find the corresponding channel vector for each user
based on the model described in Section II. Given the ith user’s random location within a beam,
we define the angle subtended by the chord between ith user and the kth beam center at the
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TABLE I
LINK BUDGET AND SYSTEM PARAMETERS
Parameter Value
Orbit GEO, d0 = 35786 (km)
Downlink Band Ka-Band, f = 20 (GHz)
Number of beams K = 7
Beam radius 250 (km)
Boltzmann’s constant κ = 1.38 × 10−23 (J/m)
Noise bandwidth B = 50 (MHz)
Satellite antennae gain Gs,k = 38 (dBi)
Receiver gain to noise temperature Gr,i/T = 15 (dB/K)
3dB Angle θ3dB = 0.4◦
TWTA RF Power @ Saturation Pi = 200 (W)
satellite as ϕk,i. The 3 dB angle for the kth beam is denoted by ϕk3dB which is a constant. The
beam gain from the kth antenna to ith user in (1) is then approximated by [29],
[bi]k = Gs,k
(
J1(uk)
2uk
+
36J3(uk)
u3k
)2
, (28)
where Gs,k is the satellite transmit antenna gain for the kth beam and uk = 2.07123
(
sin(ϕk,i)
sin(ϕk3dB)
)
.
Here, J1 and J3, respectively, are the first and third order Bessel functions of first kind. In (1),
the coefficient Ci is defined as,
Ci =
(
ν
4πfd0
)2
Gr,i
κBT
, (29)
to include effects of the free space loss, (ν/(4πfd0))2, ith UT receive antenna gain, Gr,i, and
noise power at receiver, κBT . We normalized the noise power by κBT , so noise power can be
assumed to be one. In (29), ν is the speed of light, f is operating frequency of the downlink, κ
is Boltzmann’s constant, B is the noise bandwidth and T is the receiver noise temperature.
Here, we assume a clear sky channel (no rain fading), in order to focus only on the effect of
the phase uncertainty. We also assume that a single user per beam is served in each transmission
slot; therefore in total 7 users are targeted in each precoded signal. A single user is selected
from each beam to make a group of 7 users, and the precoding matrix is subsequently designed.
The algorithm that selects and groups the users to be served in a same time slot is called user
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Fig. 2. Feasibility rate of different optimization problems for 1000 channel realizations
selection (or scheduling). It is an important issue that can affect the total performance of the
system [30], [31].
After generating the channel realizations, all the optimization problems discussed in Section III
are solved. Let W⋆ = {W⋆1, . . . ,W⋆K} denote the solution of the rank-one relaxed optimization
problem. If W⋆i is rank-one, then we can write W⋆i = w⋆iw
⋆†
i where w⋆i is the optimal solution.
On the other hand, if the rank of W⋆i is larger than one, then we have to extract a rank-one
solution from W⋆i [26]. Let ri = rank(W⋆i ) and W⋆i =
∑ri
j=1 λijωijω
†
ij , where λi1 ≥ λi2 ≥
. . . λiri are the eigenvalues of W⋆i and ωij are the corresponding eigenvectors. Numerically, we
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Fig. 3. Average Availability of users for different optimization problems
declare that W⋆i is rank-one if it satisfies the following condition,
λi1∑ri
j=2 λij
≥ 104, ∀ i. (30)
Table II shows the results for different formulations. In this table, the numerators of the fractions
are the number of the rank-one solutions and the denominators are the number of feasible solution
obtained using CVX for 1000 sample runs.
Interestingly, it was observed that the power minimization approaches, Pr and G1, yield rank-
one solutions for all feasible instances in 1000 realizations. Hence, associated rank-one solutions
can be simply found as w⋆i =
√
λi1ωi1.
For the feasibility problems, F2(t) and E2(t′), it was observed that the solutions are not always
rank-one. Curiously, it was observed that even in the numerically simulated cases having non unit
rank solutions, we could still use
√
λi1ωi1 as the rank-one solution which satisfies all constraints
in F2(t) and E2(t′).
Now, we provide more details about the reasons behind the rank-one solutions of optimization
problem G1.
Remark 3. We can write the optimization problem G1 as a separable SDP problem [32].
Using the results of [32] for the separable SDP problems, we can show that for optimal
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TABLE II
RATIO OF RANK-ONE SOLUTIONS TO FEASIBLE SOLUTIONS IN 1000 REALIZATIONS
Uncertainty σi = 5◦ σi = 10◦
γth 4dB 7dB 4dB 7dB
Pr ( αi = 90%) 841/841 396/396 627/627 129/129
F2(t) 82/866 184/465 265/772 228/268
G1 872/872 494/494 791/791 291/291
E1(t
′) 827/1000 719/998
solution of G1, the following bound holds,
K∑
i=1
rank2(W⋆i ) ≤ 2K, (31)
where 2K is the number of constraints in G1. If we denote the number of rank-one solutions by
η, then at least the following should hold,
η + 4(K − η) ≤ 2K, (32)
which results in η ≥ 2K
3
. This means that at least 2K
3
of {W⋆i } will be rank-one for G1. Also
note that since the total power is minimized in G1, in practice some of the per-antenna power
constraints will not be active. Therefore, based on (31), the fewer the number of active constraints,
the higher the number of rank one solutions.
Fig. 2 shows the feasibility rate of the different optimization problems for 1000 channel
realizations. The feasibility rate is the number of the feasible realizations (solvable instances of
the optimization problem) divided by the total number of realizations. For the power minimization
probabilistic approach (problem Pr) the feasibility rate is calculated for the availability of 90%.
As an example, consider the problem Pr where σ = 5◦. For γth = 6dB, it can be seen that the
designed robust precoder can guarantee for almost 60% of the realization (users), it can provide
SINR greater than 6dB for 90% of times (or with probability of 0.9). As expected, by increasing
the phase uncertainty to σ = 10◦, the feasibility rate decreases.
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For the availability Max-Min problem, F2, the precoding design is declared feasible for a
specific realization, if the designed precoder can guarantee that the minimum of availabilities,
f(W), is greater than 50%. As it can be seen, for the same γth, the feasibility rate of F2 is
higher than Pr. This is because of the fact that the availability of users in F2 is not forced to
be higher than 90% as in Pr.
Also, the feasibility rate of the problem G1 is shown. It can be seen that among the two power
minimization approaches, G1 and Pr, the former has a higher feasibility rate. This is because of
the fact that the availability constraint in Pr is stricter than constraint SINR′i ≥ γth, as it was
discussed in Section III-C.
We denote the number of feasible realizations by Nf and availability of users in nth feasible
realization by f (n)i (W). Then we define the average system availability as
f¯(W) =
1
KNf
Nf∑
n=1
K∑
i=1
f
(n)
i (W) (33)
where K is number of co-channel users in one transmission slot (number of beams). Fig. 3 shows
the average availability of all users for 1000 realizations. It can been seen that for the problem
Pr, the average availability for different γth is close to the required availability of αi = 90%. Note
that, due to the approximation, the obtained solution differs slightly from the desired availability.
On the other hand, the formulation F2 provides higher availability at lower SINRs. As expected,
the achieved average availability decreases, as γth increases.
Fig. 4 shows the average (over feasible realizations) total transmitted power for the different
formulation. It is observed that the formulation Pr is efficient in the sense of transmitted power
and by increasing γth, the average transmitted power increases. Note that for a higher phase
uncertainty, more power is needed to achieve 90% availability. As it can be seen, the formulation
F2 requires more power than Pr. An important observation is that, for the high γth, although F2
is using more power than Pr but its average availability is lesser than that for Pr ( kindly refer
to Fig. 3). The reason is that in F2, we do not have a constraint to have availability of 90%,
so users with a bad channel will be considered for being served. These users will require high
power but will still have low availability which affects the average performance of the system.
It can also be observed that for the same γth, both Pr and G1 require almost the same average
total transmit power.
Fig. 5 shows the average sum rate. As expected, by increasing γth the average sum rate
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increases. From Fig. 4 and Fig. 5, it can be observed that in general the higher total transmit
power results in the higher average sum rate.
Fig. 6 and Fig. 7 show the results for formulation E2(t′). Fig. 6 depicts the distribution of
t′ for σi = 5◦ and σi = 10◦. It can be seen that by decreasing the amount of the uncertainty,
distribution of t′ is shifted to the right, which means that probability of having a higher t′ is
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Fig. 7. Distribution of the total transmit power for E2(t′) in 1000 iterations.
increased. For σi = 10◦ and σi = 5◦, the average t′ are 4.3dB and 5.8dB, respectively. Fig. 7
shows the distribution of the total transmit power. It is observed that when σi = 5◦, more power
is transmitted compared to the case of σi = 10◦. This can be explained by having look at Fig. 6.
When uncertainty is lesser, the transmitter can use more power in order to provide higher t′.
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V. CONCLUSION
While multibeam satellite system with full frequency reuse provides an ideal forum for
introducing and exploiting precoding techniques, the precoding design has so been confined to an
ideal situation. This paper considers the impact of phase uncertainty resulting from time-varying
channel and long RTD on precoding. This uncertainty is modelled as a random process and
constraints are imposed on the availability and average SINR of the users to render the precoder
robust to untractable phase variations. For each of these QoS requirements, probabilistic and
expectation based approaches to the design of the precoder are pursued leading to 4 different
precoding designs. The choice of different QoS requirements and the approach provide flexibility
to the system designer. The resulting optimization problems are formulated and solved using
convex optimization techniques. Numerical evaluations illustrate the detrimental effect of phase
uncertainty and vindicate the need for robust designs by showing that the pursued designs achieve
the required QoS requirements. This would further accelerate the proliferation of precoding in
the satellite community.
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APPENDIX A
CALCULATION OF {G′i}
The matrix G′i can be rewritten as G′i = E{qiq†i ⊗ qiq†i}. After some calculation, the entry
of G′i in the rth row and the cth column can be found as,
[G′i]rc = E{ejei,r1e−jei,c1ejei,r2e−jei,c2}, (34)
where,
r = (r1 − 1)K + r2, 1 ≤ r1, r2 ≤ K, (35a)
c = (c1 − 1)K + c2, 1 ≤ c1, c2 ≤ K. (35b)
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For simplicity, let G′i be partitioned as,
G′i =


G′i,11 G
′
i,12 · · · G′i,1K
G′i,21 G
′
i,22 · · · G′i,2K
.
.
.
.
.
.
.
.
.
.
.
.
G′i,K1 G
′
i,K2 · · · G′i,KK

 , (36)
where {G′i,r1c1} are K×K matrices. Considering the model used in (2) for {ei} and after some
calculation, the submatrices G′i,r1c1 can be found as follow,
G′i,r1c1 = Ci if r1 = c1, (37)
where Ci is defined in (5). However, if r1 6= c1, the entries of G′r1c1 can be obtained as,
[G′i,r1c1 ]r2c2 =


ρi, if r2 = c2
1, if r2 = r1 and c2 = c1
ρ4i , if r2 = c1 and c2 = r1
(38)
and rest of the entries (if not defined by (38)) are given by
[G′i,r1c1]r2c2 =


ρi, if r2 = r1 or c2 = c1
ρ3i , if r2 = c1 or c2 = r1
ρ2i , otherwise
(39)
Note that in the above expressions, ρi is as defined (6).
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