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a b s t r a c t
This paper deals with an efficient algorithm for optimization of the solution of the
parameter-dependent Sylvester equation
(A0 − vC1CT2 )X(v)+ X(v)(B0 − vD1DT2) = E,
where A0, B0 arem×m and n×nmatrices, respectively. Further, C1 and C2 arem×r1,D1 and
D2 are n×r2 and X , E arem×nmatrices, while v is real parameter. For optimizationwe use
the following two optimization criteria: Tr(X(v))→ min and ∥X(v)∥F → min.Wepresent
an efficient algorithm based on derived formulas for the trace and for the Frobenius norm
of the solution X as functions v → Tr(X(v)) and v → ∥X(v)∥F as well as for derivatives of
these functions. That ensures fast optimization of these functions via standard optimization
methods like Newton’s method. A special case of this problem is a very important problem
of damper viscosity optimization in mechanical systems.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Sylvester equations appear frequently inmany areas of appliedmathematics, both theoretically and practically. Anm×n
Sylvester equation takes the form
AX + XB = E, (1)
where A, B, and E are m × m, n × n, and m × n matrices, respectively, while X is an m × n unknown matrix. A Lyapunov
equation is a special case of the Sylvester equation with m = n, B = A∗, and E = E∗, where the star superscript denotes
complex conjugation and transposition. Eq. (1) has a unique solution if and only if A and B have no common eigenvalues
(see e.g. [1]), which will be assumed throughout this paper.
Sylvester equations play a vital role in a number of applications such as matrix eigen-decompositions [2], control
theory [3–6], model reduction [4,7,8], the numerical solution ofmatrix differential Riccati equations [9] and algebraic Riccati
equations [10,11], image processing [12], the eigenvalue assignment problem (EVAP) [13,14], the problem of damping in
mechanical systems [15–17], the problem of calculation of the smoothed spectral abscissa [18], and many more.
This paper is concerned with the numerical solution of structured Sylvester equations. Lyapunov equations (with
corresponding structure) as a special case are also discussed. There are several numerical algorithms for solving Sylvester
equations of the general form. The standard ones are the Bartels–Stewart algorithm [19] and the Hessenberg–Schur method
first described in [9], but more often attributed to Golub et al. [20]. All these methods have a complexity of O(n3 +m3).
Since, through this paper we assume the special structure (which will be explained below) on the matrices A and B, our
aim is to derive formula and construct corresponding algorithms which will be more efficient than standard ones.
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Our approach was inspired by the ideas from [21], where optimization of the trace of the solution of the Lyapunov
equation was considered. Here we improve and generalize the results from [21] in three directions. First, instead of the
Lyapunov equation we consider the Sylvester equation, and we present new algorithms for the optimization of the trace of
the solution of the Sylvester equation, which assumes thatm = n in (1). Second,we present new algorithms for optimization
of the Frobenius norm of the solution of the rectangular Sylvester equation (1). Finally, as the third improvement we
successfully avoid a major drawback from the algorithm for solving the Lyapunov equation proposed in [21], which was
the construction of an auxiliary matrix of large dimension and then usage of Hessenberg decomposition, which was the
most time and memory consuming part of algorithm proposed in [21].
More precisely, the main part of the paper is devoted to the construction of new algorithms for the minimization of the
trace and/or the Frobenius norm of the solution of the following parameter-dependent Sylvester equation:
(A0 − vC1CT2 )X(v)+ X(v)(B0 − vD1DT2) = E, (2)
where A0 ism×m, B0 is n× n, C1 and C2 arem× r1,D1 and D2 are n× r2 matrices and the unknownmatrix X as well as the
right-hand side matrix E are m × nmatrices. Here v is real parameter, that is v ∈ S, S ⊆ R, where the structure of subset
S depends on considered application. We will additionally assume that A0 and B0 are strongly structured; that is, we will
assume that A0 and B0 have a structure which allows that the corresponding Sylvester equation
A0X + XB0 = E
can be solved in O(mn) operations. For example, A0, B0 can be diagonal or block diagonal with 2 × 2 or any other small
blocks. Matrices C1, C2,D1 and D2 are assumed to have a small column rank so that C1CT2 and B1B
T
2 are m × m and n × n
matrices, respectively, with a small rank.
We would like to minimize two different penalty functions of the solution X(v) of the Sylvester equation (2):
1. We consider the case when m = n, that is a quadratic Sylvester equation. For that case we will derive an efficient
algorithm for minimization of the trace of the solution X(v), or more precisely, we will construct the algorithm which
calculates Tr(X)→ min in O(rm2k), where k ≪ m.
2. In the second case wewill consider a general form of the Sylvester equation (2); that is,m ≠ n. In that case the solution X
is a rectangular matrix, so the trace of X is not defined. Themost similar is to observe Tr(XX∗), so the criterion of minimal
Frobenius norm ∥X∥F = √Tr(XX∗) can be taken as an appropriate substitute for the criterion of the minimal trace. We
will derive an efficient algorithm for minimization of the Frobenius norm of the solution X(v), or more precisely, we will
construct an algorithm which calculates ∥X∥F → min again in O(rn2k) or O(rm2k), where k ≪ m, n.
The main idea here is to construct the algorithm which calculates the solution X(v) of the Sylvester equation (2) almost
parameter free; that is, the most expensive part of this algorithm is calculated independently of v in O(rmnk). This enables
calculation of X(v), X ′(v), X ′′(v) in O(rmn) operations. This is the most important part of the new approach, since the
standard approaches for calculation or approximation of the solution X(v) cannot be implemented independently of v.
As we have already mentioned, the key idea in this paper is similar to the one from [21]. Using the fact that matrices
C1CT2 and B1B
T
2 from (2) are assumed to have a small rank, we will apply the Sherman–Morrison–Woodbury formula on the
corresponding Sylvester operator (obtained by the Kronecker product and the vectorization operator). This will allow us to
calculate very efficiently the parameter free approximation of the solution X(v) using a Krylov subspace method (e.g. Full
Orthogonalization Method (FOM)). It will be presented in Section 2 that our approach allows us also to derive efficiently the
first and the second derivative for both cases 1–2, which indicates that for the minimization process we can use Newton’s
process.
The applications of our algorithms will be illustrated in two examples. The first example considers the minimization of
the Frobenius norm and the trace of a cross-Gramian of the continuous linear time-invariant (LTI) system
x˙(t) = Ax(t)+ Bu(t), t > 0, x(0) = x0, (3)
y(t) = Cx(t), t ≥ 0,
with A ≡ A0− vC1CT2 ∈ Rn×n, B ∈ Rn×m and C ∈ Rm×n, C1, C2 ∈ Rn×r1 . This minimization corresponds to the minimization
of the Frobenius norm (∥X(v)∥F → minv∈S) and the traceminimization (Tr(X(v))→ minv∈S) of the solution of the Sylvester
equation
(A0 − vC1CT2 )X + X(A0 − vC1CT2 )+ BC = 0.
Here, minimization of the trace corresponds to the minimization of the sum of the Hankel singular values of the system (3).
The second application will be illustrated by an example of damping optimization of the mechanical system whose
linearized form is given by the first-order differential equation:
x˙(t) = Ax(t), t > 0, x(0) = x0,
with A ≡ A0 − vC1CT1 ∈ Rm×m and C1 ∈ Rm×r . Here we will again use both penalty functions; that is, we will minimize
the Frobenius norm (∥X(v)∥F → minv∈R,v>0) as well as the trace (Tr(X(v))→ minv∈R,v>0) of the solution of the Lyapunov
equation
(A0 − vC1CT1 )X + X(A0 − vC1CT1 )T = −Z,
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where the matrix Z determines which part of the undamped spectrum has to be damped. The matrix C1 depends on
the number and positions of the dampers, while parameter v is dampers’ viscosity. Note that for this example the trace
minimization corresponds to theminimization of the total energy of a mechanical system (see e.g. [16]), so byminimization
of the trace of the solution of the previous Lyapunov equation with respect to v ∈ R, v > 0, we obtain the viscosity of
dampers which corresponds to the minimal total energy of a mechanical system.
The rest of this paper is organized as follows. The whole algorithm is described in Section 2. In Section 2.1 the proce-
dure for calculation of vec(X(v)) is given and in Sections 2.2 and 2.3 the optimization processes with respect to the cri-
terions Tr(X(v))→ min and ∥(X(v))∥F → min are described, respectively. Section 3 is devoted to the applications of our
algorithms: in Section 3.1 optimization of the cross-Gramian of the LTI system is given and in Section 3.2 the problem of
optimization of damper viscosity in mechanical systems is observed. In Section 3.3 we present some numerical examples.
Throughout the paperwewill use the following notation. The symbol ∥A∥F denotes the Frobenius normand Tr(A)denotes
the trace of matrix A. A ⊗ B denotes the Kronecker product of A and B and vec(A) denotes the vectorization of the matrix
A formed by stacking the columns of A into a single column vector. The symbol Im denotes an m × m identity matrix and
the subscript will be omitted when the dimension is clear from the context. We will use a MATLAB symbol : to access
submatrices of a matrix or parts of a vector. For example, A(i : j, :) denotes the submatrix of Amade from columns of Awith
indices from i to j.
2. Optimization of the solution of the parameter-dependent Sylvester equation
We consider the Sylvester equation
(A0 − vC1CT2 )X + X(B0 − vD1DT2) = E, (4)
where A0 ism×m, B0 is n× n, C1 and C2 arem× r1,D1 and D2 are n× r2 matrices and the unknownmatrix X as well as the
right-hand side matrix E are m × nmatrices, and v is a real parameter. Further, we assume that (4) has a unique solution;
that is, that A and−B have no common eigenvalues.
Using the Kronecker product and the vectorization operator, we can rewrite the Eq. (4) in the form (see [1])
(In ⊗ (A0 − vC1CT2 )+ (B0 − vD1DT2)T ⊗ Im)vec(X) = vec(E), (5)
where L⊗T denotes the Kronecker product of L and T and vec(L) denotes the vectorization of thematrix L formed by stacking
the columns of L into a single column vector.
In order to simplify Eq. (5), let us denote
A = In ⊗ A0 + BT0 ⊗ Im, D = In ⊗ C1CT2 + D2DT1 ⊗ Im, (6)
and if we denote
D1 = [In ⊗ C1 D2 ⊗ Im] ∈ Rnm×(r1n+r2m), (7)
D2 = [In ⊗ C2 D1 ⊗ Im] ∈ Rnm×(r1n+r2m),
then it easily follows D = D1DT2 .
Now with (6) and (7), Eq. (5) has the form
(A− vD1DT2)vec(X) = vec(E). (8)
After applying the Sherman–Morrison–Woodbury’s formula (see [2]), we obtain
(A− vD1DT2)−1 = A−1 + vA−1D1(I − v∆)−1DT2A−1, (9)
where
∆ = DT2A−1D1. (10)
It is now easy to see from (8) and (9) that the solution of Eq. (4) is given by
vec(X(v)) = (A−1 + vA−1D1(I − v∆)−1DT2A−1)vec(E). (11)
In the next section we will construct an algorithm for efficient calculation of vec(X(v)) from (11).
2.1. Efficient calculation of vec(X(v))
Our aim is to construct an efficient method which calculates vec(X(v)). For that purpose we need efficient calculation
of a product of matrices A−1,D1 and DT2 by a vector. Especially, we will consider the calculation procedure for a product of
(I−v∆)−1 by a vector, which will be themost expensive part of our algorithm. Also, because of a potential lack of computer
memory, we do not want to form large matrices so we will need a method for performing these multiplications without
explicitly constructing matrices A,D1,D2 and∆.
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2.1.1. Description of the algorithm
Multiplication of the matrix A−1 by some vector y is contained a few times in calculation of vec(X(v)). This means that
we need an algorithm for efficient solving of the system of linear equations Ax = y. In order to use this algorithm for very
largem and n, we will solve the system without forming the matrix A ∈ Rmn×mn. This product is one of the most expensive
parts of our algorithm and the costs of that product make the leading part in the number of all operations in our algorithm.
The system Ax = y is equivalent to the Sylvester equation
A0Xˆ + XˆB0 = Yˆ , (12)
where vecXˆ = x, vecYˆ = y. Recall that we have assumed that A0 and B0 have a special structure, which implies that one can
solve the Sylvester equation (12) in O(mn) operations. Without loss of generality, we will assume that A0 and B0 are block
diagonal matrices with 2× 2 blocks on diagonals.
Eq. (12) can be solved now, for example, by a 2-solve scheme for the Sylvester equation as described in [22]. Here we
will modify this 2-solve scheme for the special structure of A0 and B0 to obtain an algorithmwhich needs 8mn+O(m) flops.
This modification is given in Algorithm 1.
Algorithm 1 The 2-solve scheme for Sylvester equation A0Xˆ + XˆB0 = Yˆ , where A0, B0 are block diagonal with 2× 2 blocks.
Require: A0 ∈ Rm×m, B0 ∈ Rn×n, Yˆ ∈ Rm×n
Ensure: Xˆ ∈ Rm×n
while j < n+ 1 do
(a) r11 = B0(j, j), r12 = B0(j, j+ 1),
r21 = B0(j+ 1, j), r22 = B0(j+ 1, j+ 1),
y = Yˆ (:, j : j+ 1)
(b) Solve linear equations
(A20 + (r11 + r22)A0 + (r11r22 − r12r21)I)x = y
Set Xˆ(:, j+ 1) = x
(c) Set j = j+ 2
end while
Let us now consider multiplication of matrices D1 and DT2 by a vector. Is is easy to see that
D1x =

In ⊗ C1 D2 ⊗ Im vec(Xˆ1)vec(Xˆ2)

= vec(C1Xˆ1 + Xˆ2D2),
DT2y =

In ⊗ CT2
DT1 ⊗ Im

vec(Yˆ ) =

(In ⊗ CT2 )vec(Yˆ )
(DT1 ⊗ Im)vec(Yˆ )

=

vec(CT2 Yˆ )
vec(YˆDT1)

,
where Xˆ1 ∈ Rr1×n, vec(Xˆ1) = x(1 : r1n), Xˆ2 ∈ Rm×r2 , vec(Xˆ2) = x(r1n+ 1 : r1n+ r2m) and vec(Yˆ ) = y. Now it is clear that
the number of operations needed for each of the products D1x and DT2y is 2mn(r1 + r2).
Note that nowwe can also performmultiplication of (r1n+ r2m)×(r1n+ r2m)matrix∆ = DT2A−1D1 by a vector without
forming matrix∆ by three matrix - vector products in 4(r1 + r2 + 2)mn operations.
The last part that still needs to be calculated in (11) is the product of (I−v∆)−1 by a vector y, that is, we need a procedure
for solving the linear system (I − v∆)x = y. Since in our applications we will have to calculate vec(X(v)) from (11) many
times for different parameters v, we will have to use an efficient linear solver.
One possibleway to do this is to transform∆ into theHessenberg form,whichwas done in [21]. Themain drawback of this
approach is that one has to formexplicitlymatrix∆ and that construction can have high space and time complexity. Contrary
to this approach, here we propose to solve the system (I − v∆)x = y approximately, using Arnoldi’s Full Orthogonalization
Method (FOM), see for example [23,24].
We use a method based on the k-step Arnoldi factorization. The k-step Arnoldi factorization of the matrix ∆ produces
the upper Hessenberg matrix Hk of dimension k × k and (r1n + r2m) × k matrix Uk whose columns form an orthonormal
basis for the Krylov subspaceKk = span{y,1y,∆2y, . . . ,∆k−1y} such that
UTk1Uk = Hk, UTk Uk = Ik. (13)
For the k-step Arnoldi factorization, the number of operations can be counted as follows: in the j-th step of the
Arnoldi procedure, we need to multiply ∆ by a vector, which costs 4(r1 + r2 + 2)mn operations, additionally for the
reorthogonalization step we need (r1n+ r2m)(4j+ 5) operations, thus for all k steps we need 4(r1 + r2 + 2)mnk+ (r1n+
r2m)k(2k+ 7) operations.
For solving the system (I−v∆)x = y approximately, wewill use a Galerkin-type projection via the columns of thematrix
Uk, so the linear system is transformed into a k× k Hessenberg system
(I − vHk)UTk x = UTk y.
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Table 1
Distribution of flops for calculating vec(X(v)).
Step Quantity Number of operations
1 ∆ = UkHkUTk 8(r + 1)m2k+ 2rmk(2k+ 7)
2 x1 = A−1vec(E) 8m2 + O(m)
3 x2 = DT2x1 4rm2
4 x3 = (I − vHk)−1UTk x2 4rmk+ O(k2)
5 x4 = D1Ukx3 4rm2 + 4rmk
6 x5 = A−1x4 8m2 + O(m)
This completes our procedure for the calculation of vec(X(v)) from (11). The whole number of operations will be
presented below. For the sake of simplicity, we assume that O(r1) = O(r2) = r and O(m) = O(n) = m. In Table 1, we
present the number of operations for each step of our procedure.
Note that calculation of vec(X(v)) for one value of the parameter v costs 8(rk+r+k+2)m2+O(rmk). For every additional
evaluation of vec(X(v))we need to perform only steps 4–6 so it can be done in (4r + 8)m2 + O(rmk) operations.
Further, we would like to emphasize that our approach allows calculation of the first and the second derivative of
vec(X(v))with small extra costs. The first and the second derivatives of vec(X(v)) are given by
vec(X ′(v)) = (A−1D1(I − v∆)−1DT2A−1 + vA−1D1(I − v∆)−1∆(I − v∆)−1DT2A−1)vec(E) (14)
and
vec(X ′′(v)) = 2(A−1D1(I − v∆)−1∆(I − v∆)−1DT2A−1 + vA−1D1((I − v∆)−1∆)2(I − v∆)−1DT2A−1)vec(E). (15)
It is easy to see that the additional number of operations for calculation of vec(X ′(v)) and vec(X ′′(v)) is (4r+8)m2+O(rmk)
for each.
Now, we can proceed with construction of the algorithm for trace and Frobenius normminimization of the solution X(v)
of the Sylvester equation (4). In the next section we will construct an algorithm for trace optimization.
2.2. Optimization criterion Tr(X(v))→ min
Our aim is to minimize the function v → Tr(X(v)), where X(v) is the solution of Eq. (4), wherem = n. Since our aim is
to apply the Newton’s minimization process, we will need a method which calculates Tr(X(v)) and its derivatives quickly
and accurately enough. It is easy to see that
Tr(X(v)) = vec(I)Tvec(X) (16)
so the value of Tr(X(v)) using the previous algorithm for vec(X) can be calculated in 8(rk+r+k+2)m2+O(rmk) operations
and each additional evaluation of Tr(X(v)) can be done in (4r + 8)m2 + O(rmk) operations.
This additional evaluation can be calculated even more efficiently. For that purpose, let us introduce some auxiliary
notation. Using formula for vec(X) given in (11), Eq. (16) can be written as
Tr(X(v)) = x0 + vaTL (I − v∆)−1aR, (17)
where
x0 = vec(I)A−1vec(E) ∈ R,
aL = DT1A−Tvec(I) ∈ Rr1n+r2m,
aR = DT2A−1vec(E) ∈ Rr1n+r2m,
and ∆ is given by (10). Now it is easy to see that for each additional evaluation of Tr(X(v)) we have to solve the system
(I−vHk)UTk x = UTk aR and thenmultiply the result by vector aL, so the number of operations needed for additional evaluation
is 2(2k+ 1)rm+ O(k2).
Now let us see how we can calculate the first and the second derivative of Tr(X(v)) efficiently for many values of
parameter v. The function v → Tr(X(v)) is continuously differentiable with derivative
d
dv
Tr(X(v)) = Tr(X ′(v)),
so the first and the second derivative of F(v) := Tr(X(v)) are given by
F ′(v) = aTL (I − v∆)−1aR + vaTL (I − v∆)−1∆(I − v∆)−1aR,
F ′′(v) = 2aTL (I − v∆)−1∆(I − v∆)−1aR + 2vaTL ((I − v∆)−1∆)2(I − v∆)−1aR
and they can be calculated in an additional 20rmk+ O(k2) operations.
Now we have efficient methods for calculating derivatives of Tr(X(v)). Thus, for finding the optimal value of Tr(X(v))
we can use the Newton’s minimization process.
In the next section we present an algorithm for optimization of the value ∥X(v)∥F .
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2.3. Optimization criterion ∥X(v)∥F → min
In the previous section we presented the algorithm for optimization with respect to Tr(X(v)), which has sense only for
the casem = n. In casem ≠ n, the trace does not exist, thus we suggest minimization of the Frobenius norm of the solution
of Eq. (4).
Let us denote
F(v) = ∥X(v)∥2F = vec(X(v))Tvec(X(v)).
We deal with the continuously differentiable function and we can easily obtain first and second derivatives of function
F as
F ′(v) = vec(X ′(v))Tvec(X(v))+ vec(X(v))Tvec(X ′(v))
= 2vec(X(v))Tvec(X ′(v));
F ′′(v) = 2vec(X ′(v))Tvec(X ′(v))+ 2vec(X(v))Tvec(X ′′(v)),
where vec(X ′(v)) and vec(X ′′(v)) are given in (14) and (15).
For finding the optimal value of ∥X(v)∥F we can also use the Newton’s minimization process.
3. Applications
In this section we will illustrate possible applications of our algorithm in two areas. The first possible application we
consider is minimization of the Frobenius norm and the trace of the cross-Gramian of the continuous linear time-invariant
(LTI) system. The second application will be exemplified by damping optimization of the mechanical system.
3.1. Optimization of the cross-Gramian of the LTI system
We consider a continuous linear time-invariant (LTI) system of the following form
x˙(t) = Ax(t)+ Bu(t), t > 0, x(0) = x0, (18)
y(t) = Cx(t), t ≥ 0,
with state matrix A ∈ Rn×n, input matrix B ∈ Rn×m and output matrix C ∈ Rp×n, while x, u, y are vector valued functions of
time. We assume stability of (18), that is, all eigenvalues of the matrix A are assumed to be in the open left half plane C−.
A cross-Gramian X for a square system (that is, p = m) of the form (18) is given by
X =
 ∞
0
eAtBCeAtdt. (19)
It is well known (see [25]) that the cross-Gramian (19) is equivalently given by the solution of the Sylvester equation
AX + XA = −BC . (20)
If we asume that matrix A is of the form A ≡ A0 − vC1CT2 , where A0 ∈ Rn×n and C1, C2 ∈ Rn×r , then Eq. (20) is a parameter-
dependent Sylvester equation of the form suitable for using our algorithm.
An application of our algorithm to optimization of damper viscosity in mechanical systems will be presented in the next
section.
3.2. Optimization of damper viscosity in mechanical systems
We consider a damped linear vibrational system described by the system of ordinary differential equations
Mx¨+ Dx˙+ Kx = 0, (21)
x(0) = x0, x˙(0) = x˙0,
where matrices M and K are n × n positive definite matrices called mass and stiffness, respectively, and D = Cu + C is an
n × n positive definite damping matrix. Matrix Cu is positive definite and presents internal damping while C is a positive
semidefinite matrix which describes external damping and usually has a small rank.
As an illustrative example consider the mechanical system shown in Fig. 1 where
M = diag(m1, . . . ,mn),
K =

k1 + k2 −k2
−k2 k2 + k3 −k3
. . .
. . .
. . .
−kn−1 kn−1 + kn −kn
−kn kn + kn+1
 .
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Fig. 1. The n-mass oscillator.
There are two dampers at positions one and three with viscosities v1 and v2. This means that D = Cu + C = Cu +
v1e1eT1 + v2e3eT3 . Internal damping Cu is usually taken to be 2%–10% of the critical damping.
A very important problem that arises in considerations of damped systems (21) is to determine optimal damper
viscosities in order to ensure an optimal evanescence. One can use different optimality criteria for such optimization. A
criterion wewill use is given by the requirement for minimization of the average total energy of the system. It can be shown
that this average is the trace of the solution of the corresponding Lyapunov equation (see [16,17,26])
AX + XAT = −Z, (22)
where matrix A is a 2n × 2n matrix obtained by linearization of (21) and matrix Z determines which part of undamped
eigenfrequencies has to be damped. The case Z = GGT , where
G =
Is 00 00 Is
0 0
 ,
corresponds to the case when just the first s, (s < n) eigenfrequencies of the undamped system have to be damped.
Particularly, if G = I , then all undamped eigenfrequencies have to be damped. More about the problem of optimal damping
can be found in [15–17,21,26–29].
As we have already said, minimizing the average total energy of the system is equivalent tominimizing the trace Tr(X) of
the solution of the systems’ corresponding Lyapunov equation (22). In the case of r dampers of the same viscosity v, matrix A
from (22) is of the form A = A0+vC1CT1 , so this problem fits into the problem described in Section 2 and it can be efficiently
solved by using our algorithm.
In the next section we will give a comparison between our algorithm and two other algorithms for solving the problem
of optimal damper viscosity.
3.3. Numerical examples
As described in the previous section, our new algorithm (hereinafter denoted by new) costs 8(rk+ r+k+2)m2+O(rmk)
operations (see Table 1). We will compare our algorithm applied to the problem of optimal viscosity with the following two
algorithms:
1. A standard Newton type routine based on the Bartels – Stewart solver (hereinafter denoted by lyap). This routine has
to solve 3 Lyapunov equation per one iteration, which costs (26+ 3× 6)m3 + O(m2), i.e. 44m3 + O(m2) (see [30]) and
usually one needs between 10 and 20 iterations to obtain the minimal value.
2. The algorithm from [21] (hereinafter denoted by truh), which costs 37.33r3m3+O(r2m2) for the whole optimization. A
drawback of this algorithm lies in large memory usage, which makes it completely useless for bigger dimensionsm and
it is also suitable for use only for small values of r (in [21] is suggested r ≤ 4).
As an illustration, we show results obtained for the optimal trace Tr(X(v)) for the following configuration:
M = In, k1 = k2 = · · · = kn+1 = 1, Z = Im,
r = 2, C = v(en/10eTn/10 + en/5eTn/5)
for two dimensions: n = 200 (m = 400) and n = 1000 (m = 2000).
For n = 200 (m = 400), the minimal trace of the solution of Lyapunov equation (22) is obtained in all three algorithms
for v = 1.3633, where in our algorithm k is needed to be k ' 9% m.
For n = 1000 (m = 2000), the minimal trace of the solution of Lyapunov equation (22) is by algorithms new and lyap
obtained for v = 1.3996, where in our algorithm k needs to be k ' 1.5% m. Algorithm truh has failed because of a lack of
computer memory.
Fig. 2 gives a graphical presentation (semi-log graph) of flops number growth for all three algorithms for the case of
one, two, three and four dampers. We can see that our new algorithm has much better time performance than the other
two algorithms. Our algorithm also has good computer memory usage which allows us to perform calculations with high
dimensions.
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Fig. 2. Semi-log graph of the number of flops for all three methods and different values of r .
Fig. 3. Dependence between a relative error of optimal Tr(X) and dimension k.
Finally, let us consider the problem of choosing the dimension k in (13). A suitable dimension depends on the original
problem dimension: for very small problems of dimension O(100) k should not be chosen below 10% of the problem’s
dimension and for larger problems of dimension O(1000) it can be chosen to be 1%–3% of the problem’s dimension. For
example, Fig. 3 presents a relative error of a calculated optimal value of Tr(X) for Lyapunov equation (22)withn = m = 1000
in dependence on dimension k. In that example, to obtain a relative error less than 10−6, it is enough for k to be about 1.5%
ofm.
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