This paper examines the differences in the behaviors of high and low inventory turnover retailers in responding to demand shocks. We identify quantity-and price-responsiveness as two mediating mechanisms that distinguish how high-and low-inventory-turnover retailers (HIT and LIT retailers, respectively) can manage demand shocks. Using quarterly firm-level data of 183 U.S. retailers between 1985 and 2012, we find that HIT retailers are able to respond quickly by changing their purchase quantities in response to demand shocks, while LIT retailers primarily rely on price changes to manage demand shocks. We demonstrate the responsiveness of HIT retailers by showing that they can postpone ordering to a later time period compared to LIT retailers, who react to older demand signals. In addition, we examine the differential implications of these mechanisms on the financial performance of HIT and LIT retailers. On average, HIT and LIT retailers appear to be adept at using quantity-and price-responsiveness to avoid excesses and shortages during demand shocks. However, the negative financial impact of excesses and shortages, when they occur, can be eight times more severe for LIT retailers compared to HIT retailers.
Introduction
The virtues of high inventory turnover have been expounded for decades. Yet, considerable heterogeneity in inventory turns across retailers can be observed even in narrowly defined segments. For example, the 80 th and 20 th percentile of inventory turns in the apparel segment (SIC: 56) in 2012 are 5.84 and 2.68. In other words, retailers in the 20 th percentile require 120% more inventory to generate the same sales as retailers in the 80 th percentile. Recent research in operations management has examined the differences in performance across high and low inventory turnovers. Researchers have benchmarked inventory turnover (Gaur et al. 2005) , reconciled inventory variation in practice with analytical inventory theory (Rumyantsev and Netessine 2007a , Bray and Mendelson 2012 , Jain et al. 2012 , Rajagopalan 2012 , and also correlated inventory productivity with financial performance (e.g., Chen et al. 2007 , Rumyantsev and Netessine 2007b , Larson et al. 2011 . However, little research has been done to understand the behavioral differences between high and low inventory turnover retailers that contribute to the observed performance differences. For example, it is unclear how these retailers manage demand-side risk and whether there are differences in the way they do so that could contribute to the observed performance differences in these two groups of retailers.
Consider the reactions of the two groups of retailers in the apparel segment (discussed above) during the recent economic downturn. Prior to the most recent economic slowdown the Consumer Confidence Index (CCI) had risen steadily from 2003 and peaked at 111.9 points in July 2007. In the next quarter, the CCI declined abruptly by 15%. Both groups of retailers experienced similar decline in sales of about 6.3% during that quarter. We expect both retailers to adjust to this downturn by changing their orders. Consistent with our expectation, we find that the ratio of purchases to cost-of-goods sold (COGS) for retailers above the 80 th percentile of inventory turns reduced by 30% in that quarter. However, for those retailers with turns in the bottom 20 th percentile, this ratio increased by 30% in that quarter before declining by 44% in the next quarter. One possible explanation is that the purchases of low inventory turnover retailers responded to the demand shock with a delay. In contrast, the gross margin of these low inventory turnover retailers declined by nearly twice the amount compared to their high inventory turnover counterparts suggesting that low inventory turnover retailers may have reduced prices more aggressively than high inventory turnover retailers.
Together, this example suggests that the group of retailers with higher inventory turns were able to change their orders quickly (quantity response) to manage demand shocks while low inventory turnover retailers changed prices (price response) to manage demand shocks.
Inventory theory offers an explanation for this observed difference in behavior. Specifically, the difference in responses to demand shocks between high inventory turnover (HIT) and low inventory turnover (LIT) retailers are consistent with the joint inventory-pricing literature. This literature considers how firms can change their order quantity (quantity response) and/or pricing (price response) to manage demand uncertainty. Smaller ordering costs (Chen and Simchi-Levi 2004) and shorter lead time (Bernstein et al. 2014) are generally associated with smaller, more frequent orders and less price changes compared to higher ordering costs and longer lead time, respectively. Since firms with lower set-up costs and shorter lead times will have higher inventory turnover, ceteris paribus, the HIT retailers may have been able to change their orders in a timely fashion in response to demand changes. Thus, we expect HIT retailers to rely less on price responses compared to LIT retailers. Admittedly, lead time and set-up costs are not reported by firms or observed in their public data. However, the implications of our arguments are testable. Thus, we address the following questions in this paper: (i) do HIT retailers use more quantity response and less price response (than LIT retailers) to manage demand shocks? (ii) what are the resulting implications of the differences in this behavior on the profitability of the two types of retailers?
Using 9,028 quarterly observations from 183 U.S. public retailers from the Compustat database for the period 1985-2012 and consumer confidence index (CCI) from the Conference Board, and dividing retailers in each SIC segment into time-invariant high-and low-inventory-turnover groups, we find that:
(i) The inventory purchases of LIT retailers are affected by less recent demand shocks than those of HIT retailers. The former respond to demand shocks occurring two, three and four quarters ago, whereas the latter respond to demand shocks in the current quarter. Thus, HIT retailers appear to have more responsive supply chains than LIT retailers.
(ii) Consistent with less responsive supply chains for LIT retailers, the order variability of LIT retailers is significantly more sensitive to demand shocks compared to that of HIT retailers.
(iii) LIT retailers change their gross margins by significantly larger amounts compared to HIT retailers in response to demand shocks. So, LIT retailers appear to use price response, as opposed to quantity response, to manage demand shocks.
(iv) The quantity response strategy of HIT retailers enables them to avoid excesses and shortages of inventory (as measured by abnormal inventory growth) but LIT retailers incur such abnormal inventory growth in subsequent quarters after a demand shock.
(v) Finally, abnormal inventory growth, when it occurs, is much more detrimental to the financial performance of LIT retailers than HIT retailers. We find that a one-standard-deviation increase (from the mean) in abnormal inventory growth (ABIG) leads to a 0.64% decline in return on assets (ROA) for HIT retailers, and a 1.42% decline in ROA for LIT retailers. A one-standard-deviation decrease (from the mean) in ABIG leads to a 0.42% decline in ROA for HIT retailers, and a much larger 4.29% decline in ROA for LIT retailers. Thus, LIT retailers face more severe penalty when there are excesses and shortages of inventory.
We obtain these results using two different methodologies and two different measures of demand shocks.
In the first methodology, we utilized a vector auto regression (VAR) model to determine the impact of demand shocks on demand, purchases, gross margin, ABIG, and ROA for the following reasons. Purchases for a retailer in a quarter are measured using the accounting identity: purchases = ending inventory + cost of goods sold -beginning inventory. The VAR methodology is advantageous as it handles the simultaneity among different variables and permits the examination of contemporaneous as well as delayed impacts of demand shocks on the variables using an impulse response function (IRF) analysis. The VAR models are extensively used in Economics, Finance, Marketing, and Operations Management for modeling multivariate time series models. We use macroeconomic shocks as proxy for firm-level demand shock in this methodology. In the second methodology, we use individual reduced form regressions to examine the impact of demand shocks. In this methodology, we measure independent firm-level demand shocks based on Martingale Model of Forecast Evolution (MMFE). Both methodologies and measures of demand shocks support our theory.
This evidence is timely and relevant because demand uncertainty has been increasing in recent years due to lengthening supply chains, global recession, and macroeconomic events. So, while retail managers are under competitive pressure to lower the physical costs in their supply chain by sourcing from different parts of the world, they also worry about the mediation costs due to mismatches in supply and demand arising from uncertainty (Cave, 2014) . The challenge to examining this trade-off between lower physical costs in the supply chain and increased mediation costs is that the mediation costs are less visible and harder to quantify.
Our paper quantifies mediation costs that arise from less responsive supply chains and shows that the ABIG is larger for such supply chains and hurts their profitability by much more compared to responsive supply chains.
Our paper contributes to the academic literature in the following ways. First, this paper contributes to the recent empirical research that has observed that high inventory turnover retailers have better financial performance (e.g., Alan et al. (2014) , Chen et al. 2007, Rumyantsev and Netessine 2007b) by demonstrating one reason for the observed difference. This paper shows that high inventory turnover retailers pursue an order postponement strategy that enables them to manage demand-side risk better than low inventory turnover retailers who rely on changing prices to manage this risk.
In addition, this paper offers a new explanation for the presence of the 'earns versus turns' trade-off in retailing. The empirical evidence of this inverse relationship between inventory turns and gross margin has been well documented in prior research (Gaur et al. 2005) . The reasons for the presence of this trade-off are usually argued based on the occurrence of competition, inherent differences in product characteristics across firms, and the newsvendor logic. According to the first explanation, firms with low inventory turns and low gross margin will exit the market, those with high inventory turns and high gross margin will erode their advantage over time, and the average firm in the marketplace will manifest a negative correlation between inventory turns and gross margin. According to the newsvendor logic, retailers with higher margin have greater incentives to carry more inventory and will therefore have lower inventory turns. These arguments, however, assume that other aspects of retail inventory management, such as set-up costs and lead time, do not vary across firms. Yet, we find contrasting examples of firms that source domestically, e.g., American
Apparel, and those that source from faraway foreign locations, e.g., Gap, for the same market. Our paper offers a new explanation for this trade-off that is based on substitution of capabilities to respond to demand shocks with ordering or pricing changes motivated by the joint pricing and inventory management literature.
LIT retailers who are unable to react to demand shocks due to their less responsive supply chains will need to change prices; sustaining greater price volatility would require higher margins. Thus, LIT retailers will have higher margins compared to HIT retailers, leading to this trade-off. Future research may examine what drives retailers to adopt an earns versus a turns strategy in the first place.
Third, this paper also contributes to empirical research on inventory turnover performance by showing differences in the impact of abnormal inventory on financial performance across HIT and LIT retailers. Both the accounting and operations management literatures have highlighted the importance of the ABIG metric as a predictor of earnings per share, ROA, and stock prices (Abarbanell and Bushee 1997, Thomas and Zhang 2000; Netessine 2007b, Kesavan and Mani 2013) . While Rumyantsev and Netessine (2007b) and Kesavan and Mani (2013) document a non-linear relationship between ABIG and profitability, we show the nature of this relationship to be moderated by the type of retailer: namely, HIT or LIT. So, while prior literature has shown the financial performance of all retailers to be impacted by excesses and shortages in inventory, our paper shows that this impact is much larger for LIT retailers.
Hypotheses
In this section, we argue for the difference in behaviors between HIT and LIT retailers during demand
shocks. An important challenge in theorizing about the differences in the behaviors of HIT and LIT retailers is that the primitives that drive the ability of a retailer to use quantity response or price response to demand shocks are unobservable. For example, inventory theory suggests that factors such as replenishment lead time, length of review cycle, and fixed ordering costs play important roles in determining when an order would be placed. However, using publicly available data it is not possible to determine how HIT and LIT retailers vary along these different dimensions. To overcome this gap between theory and the observable data, we assume that HIT retailers have a shorter lead time, a shorter review cycle, and a smaller fixed ordering cost compared to LIT retailers and generate our hypotheses about their behaviors implied by those underlying primitives. It is not necessary for HIT retailers to be superior to LIT retailers in each of these dimensions for our hypotheses to be supported. So, a support for our hypotheses implies that HIT retailers on an average have a more responsive supply chain due to shorter lead time and/or shorter review cycle and/or smaller fixed ordering costs compared to LIT retailers. Other factors such as gross margin, sales growth, and firm size may differ between HIT and LIT retailers as well. Thus, we use control variables from the previous literature to test the predictions of normative theory as closely as possible.
We use examples of inventory models with nonstationary demand to motivate the hypotheses on quantity response, and joint inventory-price optimization models for the hypotheses on price response. We measure quantity response through change in purchases, and price response through changes in gross margin.
Hypotheses 1-3 below pertain to quantity response, Hypothesis 4 to price response, and Hypothesis 5 to the financial impact of demand shocks on HIT and LIT retailers
Quantity Response
The inventory purchase quantity in a periodic review model is determined by forecasting demand for the sum of the lead time L and the review cycle R. Therefore, a historical demand shock will affect purchases through the forecast of future demand over L+R. Intuitively, the longer the lead time or the length of the review cycle, the larger will be the effect of a demand shock on the forecast of demand, and thereby on the purchase quantities. Similarly, the higher the fixed ordering cost, the less frequent the orders, which then has the same effect as the length of the review cycle. For the rest of our hypotheses' development, we focus on the effect of lead time. The effect of length of review cycle is similar. We formalize this reasoning below. H1
and H2 differentiate between HIT and LIT retailers with respect to purchases, while H3 formulates the post facto implication for their inventory levels. The intuition behind the above hypotheses can be understood through a consideration of the classic "Beer Game" simulation of supply chain management (Sterman 1989) . Lee et al. (1997) describe forecast updating and order batching as two causes of the bullwhip effect simulated in the game. If we expect HIT retailers to have a shorter lead time and smaller order batches than LIT retailers, then HIT retailers would be less susceptible to the bullwhip effect. They would see faster response to demand shocks (H1), smaller variations in purchases (H2), and less excess and shortage of inventory (H3). These hypotheses also follow the predictions of the literature on the value of postponement, wherein demand uncertainty is associated with costs of excess and shortage of inventory, and lead time reduction is used as a mechanism for performance improvement.
We derive the three hypotheses on quantity responses using the models by Lee et al. (2000) for AR (1) demand, by Graves (1999) for ARIMA(0,1,1) demand. Next, we use each of these models sequentially to argue these hypotheses. First, consider the model of Lee et al. (2000) . 1 Demand Dt follows an AR(1) process,
where (0,1) and t is a sequence of i.i.d. normally distributed random variables with mean zero and constant variance. Let the replenishment lead time be r. From Lee et al. (2000) , the order quantity Yt after observing the demand in period t is:
This order quantity is delivered in period t+r. Representing the delivered quantity as purchases, we obtain: 
This expression shows that the observed impact of a demand shock t at time t depends on two factors. First, the magnitude of the impact depends on the lead time. The longer the lead time, the larger is the coefficient of t, and the larger the impact on purchases. Therefore, LIT retailers, which have longer lead times, will have larger changes in their purchases for a given demand shock than HIT retailers. Second, the impact of the shock will be realized on purchases only after the lead time. Thus, purchases of HIT retailers will respond to more recent demand shocks than will those of LIT retailers. In other words, HIT retailers can postpone their orders to later periods compared to LIT retailers. Thus, these two effects motivate H1 and H2.
The same inference can be drawn from the ARIMA(0,1,1) demand model of Graves (1999) . In this model, the retailer's demand during period t, Dt, is represented as:
Here, t is a series of i.i.d. shocks with mean zero and variance  2 , and  is the moving average coefficient.
This coefficient may be interpreted in the following way: t is the shift in demand during future periods due to shock t. Further, when  is equal to zero, demand is expected to follow a stationary i.i.d. process, with mean d. As  increases, the demand during any time period is expected to depend more and more on recent demand realizations. Again let the replenishment lead time from the manufacturer to the retailer be one period. In this setup, Graves (1999) proposes a base-stock policy that yields the order quantity during period t as: Yt = Dt + t. The first component of the ordering quantity represents the amount of replenishment required to make up for the demand, and the second component adjusts the base-stock level for the change in forecast over the lead time. Graves (1999) notes that this policy is not optimal, but a reasonable extension of the base-stock policy to the case of nonstationary demand. This gives us:
Thus, we find that the effect of the demand shock t in time period t increases with lead time. This implies that magnitude of changes in purchases of LIT retailers will be greater than HIT retailers yielding H1.
Moreover, HIT retailers will respond to more recent demand shocks than LIT retailers leading to H2.
H3 follows in each of the above cases because retailers with a longer lead time will face more excess or shortage of inventory before they can recover from a demand shock. Thus, we would expect LIT retailers to have more excess and shortage in inventory than do HIT retailers following demand shocks.
Price Response
We next argue for a difference in the price responses of HIT and LIT retailers. As alternatives to adjusting their purchases, retailers can react to demand shocks by changing prices, which would then affect their gross margins. The theory on joint inventory-price optimization models predicts that retailers with higher fixed ordering costs who cannot adjust their purchases quickly will rely on price adjustments more than will retailers with smaller fixed ordering costs. Therefore, we propose the following hypothesis, comparing LIT and HIT retailers:
H4:
The gross margin of LIT retailers is more responsive to demand shocks than is that of HIT retailers.
Chen and Simchi-Levi (2004) present an infinite-horizon, single-period, periodic-review inventory model with fixed ordering cost, in which a retailer optimizes both price and order quantities to maximize the expected discounted profit. The authors show the optimality of a stationary (s,S,p) policy in which order quantities are determined based on the classical (s,S) policy, and the price in each period is determined based on the inventory position at the start of that period. Applying this model, if LIT retailers have higher fixed ordering costs than HIT retailers, then they would have a higher order up to level S. Correspondingly, they would place orders infrequently, greater heterogeneity in inventory position at the start of each period, and thus, their prices would vary more than HIT retailers' price from one period to the next. This yields H4. Chen et al. (2006) consider the impact of setup cost on joint inventory and pricing optimization in periodic review systems with lost sales, and find that the profit impact of dynamically changing prices increases with setup cost. Aguirregabiria (1999) uses data from supermarkets to show that fixed ordering costs are associated with greater price changes.
These papers support our arguments for differences in ordering costs across HIT and LIT retailers contributing to differences in changes in gross margin across these retailers. We note that the existing literature has considered fixed ordering cost, but not lead time, in multiperiod joint price-inventory optimization. The theory on joint inventory-price optimization typically ignores lead time for reasons of mathematical tractability (Bernstein et al. 2014) . So, Bernstein et al. (2014) use a heuristic to show that shorter lead time is associated with a more stable pricing policy. In summary, the theoretical literature has shown that longer lead time or higher ordering costs are associated with more price changes. Therefore, we expect LIT firms to have greater changes in gross margin compared to HIT firms.
Financial Performance
In H3, we argued that LIT retailers will have more excesses and shortages compared to HIT retailers.
The current literature has shown that abnormal growth in inventory is detrimental to financial performance 8 of retailers. Netessine (2007b) use ROA and Kesavan and Mani (2013) use earnings per share as measures of financial performance to provide evidence of non-linearity in the relationship between ABIG and profitability. Neither paper examines whether this impact of ABIG on financial performance varies across retailers.
Excesses and shortages impact financial performance in different ways. Excess inventory increases direct costs for a retailer due to the capital tied to inventory and physical costs of holding inventory. Excesses could also force retailers to undertake steep discounting or clearance sales that will result in a decline in gross margin. In extreme cases, excess inventory can lead to write-offs. Larson et al. (2011) find that retailers with inventory write-down experienced an average decline in ROA of -15.4%. Shortages, on the other hand, affect financial performance primarily due to lost sales.
We argue that the impacts of excesses and shortages on financial performance can be mitigated if a retailer is able to quickly change its purchases. Retailers that have excess inventory in a period can reduce their replenishments for the next period, thereby limiting the impact of excess inventory to only one time period.
Similarly, retailers who suffer a shortage of inventory can reduce its impact on financial performance by replenishing their stores during the next period. If HIT retailers have shorter lead times and smaller ordering costs compared to LIT retailers, then we argue that HIT retailers will be able to mitigate the impacts of excesses and shortages on financial performance better than LIT retailers.
H5: The financial performance of LIT retailers is more negatively impacted by inventory excesses and
shortages than is the financial performance of HIT retailers.
Data and Methodology
We obtain data from two public sources: COMPUSTAT and the Conference Board. Quarterly data for retailer-level variables were obtained from COMPUSTAT for 28 years, 1985-2012 . These data correspond to all retailers required to file financial statements with the SEC. These retailers belong to one of the eight twodigit SIC codes numbered 52 to 59, which correspond to the retail sector. These SIC codes cover the In order to perform the empirical analysis, we only use retailers with fiscal year end of December and January so that they are aligned in the release of macroeconomic information. Retailers with fiscal year end in December and January constitute about 68% of the overall population. We adjust all of the firm-level variables with consumer price index in order to control for inflation. Table 1 summarizes data sources and measurements of different variables. We generated the following independent and dependent variables for our analyses. Inventory Turns (ITit) is measured as the ratio of costof-goods-sold to average inventory. Purchases (PURCHit) in a given quarter are obtained using the following accounting identity: purchases = ending inventory + cost of goods sold -beginning inventory. While H1 and H2 deal with purchase quantity, we are limited by data availability to measure purchases in dollar amounts.
This follows standard approach in the literature (Cachon et al. 2007 , Larson et al. 2011 ).
--Insert Table 1 
about here--
We use ABIG as a proxy for excesses and shortages, where ABIGit is defined as inventory growth (IGit) minus sales growth (SGit) with respect to the same quarter in the previous year. This measure has been used in the accounting literature (Lev and Thiagarajan 1993; Abarbanell and Bushee 1997) , operations management literature (Rumyantsev and Netessine 2007b; Kesavan and Mani 2013) , and has been found to be used in practice (Raman et al. 2005) . We treat ABIG>0 as a proxy for excess inventory, and ABIG<0 as a proxy for shortages.
Finally, we use Return on Assets (ROAit) as the measure of financial performance and Gross Margin (GMit) as proxy for price. Though gross margin can also change as a result of change in input costs, we assume that retailers' demand shocks do not have a differential impact on the input costs of HIT retailers compared to LIT retailers. So, we expect the differences in gross margins across HIT and LIT retailers to be a proxy for the relative changes in prices.
We trim the top 1% and bottom 1% of observations based on Purchases, ABIG, and gross margin. This approach ensures that our analyses are not unduly influenced by extreme outliers.
Classification of HIT and LIT retailers
The VAR methodology that we employ to test our hypotheses requires us to group retailers into two time-invariant groups (HIT vs. LIT) so we can perform a split-sample analysis. We perform the grouping in the following way. First we classified retailers in every quarter into two groups based on whether their rank on inventory turns within their SIC segment falls in the top 75 th percentile or bottom 25 th percentile. Then we classified those retailers that appeared in the top 75 th percentile for more than 75% of the quarters they were presented as HIT retailers and those retailers that appeared in the bottom 25 th percentile for more than 75%
of the quarters as LIT retailers. The rest of the retailers were not used for the main analysis but they were included in robustness checks where we reclassify HIT and LIT retailers based on whether their inventory turn was above or below the median for the segment in that quarter. We begin with 13,227 quarterly observations from 357 retailers and used our sorting procedure to obtain 9,028 quarterly observations across 183 retailers. We summarize key variables in our data by each industry in Table 2 and by their inventory turn classification in Table 3 . As seen in Table 3 , the average quarterly inventory turn for high sample (HIT) is 1.65, and is significantly greater than that for low sample (LIT), i.e. .63.
--Insert Tables 2 and 3 about here--
The two main concerns with using time-invariant classification of retailers into HIT and LIT groups are that if retailers frequently change their positions between these groups and, more importantly, if this switching is driven by demand shocks then this method of classification is neither appropriate nor exogenous to the dependent variables being examined. We use three tests to rule out such confounding effects. First, we examine if past demand shocks explain whether a retailer is classified as HIT or LIT. We use random effects panel data Probit model to estimate group membership of the key dependent variable: probability of a retailer belonging to HIT classification, as a function of past financial performance, size, and demand shocks. The results are reported in Table 4 . The results suggest that while past performance and assets are significant determinants of retailer's relative inventory turn position in their industry, past demand shocks play no role.
Second, we permit HIT and LIT classification to vary over time and generate a transition matrix (see Table 5 ) to see how often such transition is observed in the data. The results suggest that on 17% of instances retailers' transition between groups. However, most of these transitions are observed between adjacent groups (i.e. Low to Medium and vice-a-versa, Medium to High and vice-a-versa). Less than 1% of transitions are observed between two extreme groups (i.e. LIT and HIT). Thus, our analysis is not unduly affected by retailers who may belong to both groups at different points in time. We perform further tests to rule out that these transitions are driven by demand shocks.
We model the probability of a retailer transiting between two different groups (i.e. between diagonals and off diagonals in Table 5 ). Again, we use random effects panel data Probit model to estimate group membership of the key dependent variable: probability of retailer transitioning between groups, as a function of past financial performance, size, and demand shocks. The results of this analysis are reported in Table 6 .
We find that the impact of demand shocks on probability of a retailer transiting between groups is not statistically significant. These tests establish that although demand shocks may impact inventory turns of the retailers, their relative position amongst their peers remains unaffected. Therefore, our HIT and LIT classification is exogenous to the demand shocks.
--Insert Table 4 , 5, & 6 about here--
Model Specification to test Hypotheses H1-H4
We use a vector auto regression (VAR) model to determine the impact of demand shocks on demand, purchases, gross margin, abnormal inventory growth, and ROA as they allow us to account for simultaneity among them and their lagged effects. For example, increase in purchases may lead to reduction in gross margins, which in turn, may lead to higher demand. In addition, several variables are influenced by their own past realizations as well as past realizations of other variables. For example, purchase decisions should take into account past purchases, demand, and gross margin. The VAR models are similar in spirit to simultaneous equation models but provide the following additional benefits compared to a simultaneous equation system: (a) the VAR models allow for dynamic interactions between the variables thereby improving model fit, (b) the VAR models permit policy simulations through an impulse response function (IRF) analysis, and (c) the VAR models enable us to identify dynamic impacts such as delayed response and persistence. Stock and Watson (2001) provide additional details on VAR models.
The VAR models are extensively used in Economics, Finance, and Marketing for modeling multivariate time series. For example: in Economics, the methodology was promoted by Nobel laureate Christopher Sims in his seminal paper (1980) and has since been applied to study relationships between macroeconomic variables such as interest rates, unemployment, inflation, exchange rates, and economic growth (see Stock and Watson 2001 for a review). In Finance, the methodology has been used for understanding relationships between stock prices, dividends, earning (Campbell and Shiller 1988) ; international transmission of stock market movements (Eun and Shim 1989); information content of stock trades (Hasbrouck 1991); and monetary policy and stock returns (Thorbecke 1997) . In Marketing, the methodology has been adopted to examine the relationships between consumer demand, advertising spending, promotional expenditure, and customer profitability (see Dekimpe and Hanssens 1999); product quality and profitability (Jacobson and Aaker 1987); new product introduction, sales promotion, and firm value (Pauwels et al. 2004) ; and word of mouth and social networking (Trusov et al. 2009 ). More recently, the technique has found utility in Operations Management literature for studying relationships between inventory investment and other firm decisions (see Wu and Chen 2010; Kesavan and Kushwaha 2014) The first step in model specification is to determine whether VAR models need to be specified in levels or changes. Consistent with Levin et al. (2002) Therefore, we specify all variables, except CCI and ABIG, as the fourth differenced specification.
Furthermore, the tests suggest that when differenced these variables are stationary. The choice of using fourth differencing rather than conventionally used first differencing is driven by seasonality considerations.
The quarterly public filing data is not seasonally adjusted and retail industry exhibits strong seasonality.
The second step, in model specification requires two other choices: identifying the endogenous variables and specifying the number of lags for those endogenous variables (order of the model). We use the Granger causality test to determine choice of endogenous variables (Enders 1995), see Web Appendix B for details. Our results indicate that sales, purchases, gross margin, abnormal inventory growth, return on assets and demand shocks are Granger-caused by other variables in the system and are therefore endogenous. 4 The third step is determining optimal order of lags of the variables to be included in the model. These lags act as instruments for identifying the system of equations specified above. In order to determine the optimal lag length, we used the Schwarz Bayesian Information Criterion (SBIC) that consistently estimates the lag structure that minimizes the sum of squared errors by taking into account model complexity (Schwarz 1978 ),
see Web Appendix C for details. The suggested order of the VAR model is four.
In matrix formulation the VAR model for each retailer i from industry segment j can be written as: 
where, l stands for number of lags of each endogenous variable to be included. We are primarily interested in examining the impact of demand shock ( CCI it  ) on the rest of the variables. The second and third rows explain changes in demand (measured as change in log cost of goods sold -ΔLCOGSit) and purchases (measured as change in log purchases -ΔLPURCHit), respectively. The fourth, fifth, and sixth rows explain changes in gross margin (ΔLGMit), abnormal inventory growth, and change in return on assets (ΔROAit), respectively. We control for industry segment specific fixed effects () in our system of equations. The 's are white noise residuals which are distributed MVN (0,Σ). The lag terms act as instruments to identify the system. In the above system, 11, λ22, λ33, λ44, λ55, and λ66 are the carryover effects (lag terms) for the endogenous variables.
The last step in the VAR methodology is the use of impulse response functions (IRFs) to examine the impact of demand shock (
CCI it
 ) on the rest of the variables. An impulse response analysis is frequently undertaken after model estimation since interpreting the coefficients of a VAR model is often problematic due to multicollinearity amongst lags of variables (Sims 1980) . This is consistent with previous work in operations management where, Wu and Chen (2010; p. 1375) recommend that "Because of the complicated dynamics in VAR, impulse responses are more informative than the estimated VAR coefficients or R 2 statistics, which typically go unreported." An impulse response is the forecasted response of a system of variables to a unit (or one standard deviation) exogenous shock in another variable. The procedure in using IRF analysis for VAR models is as follows. We first estimate the system of equations as specified in the VAR model. Next, we predict the change in value of other endogenous variables over the next 10 quarters due to a one standard deviation shock to CCI in the current quarter. The statistical significance of the impulse response weights are assessed by examining the t-statistics associated with the forecasted values of the dependent variable (Sims 1980 From the IRFs we calculate the immediate and total impact of demand shock on other variables in the system. The immediate impact is operationalized as the impulse response weight in the concurrent time period.
The total impact is operationalized as the sum of effects of impulse response weights until equilibrium (i.e., mean reversion or new trend) is reached. We exemplify these impacts using Figure 1 . In interest of parsimony we only highlight the impact of demand shocks on purchases. The solid lines represent the immediate impact of demand shock in time period 't' on purchases in time period 't'. This impact includes the direct impact as well as the one that permeates through change in demand. The dashed lines represent the delayed impact of demand shock in time period 't' on purchases in time periods 't+1' and 't+2'. Again, this effect includes the direct impact as well as the one that permeates through demand as well as recursive relationships between demand shocks, demand, and purchases. The sum total of immediate and delayed impact is the total impact.
--Insert Figure 1 about here--
In the VAR methodology, the moderating impact of a variable is examined by using a split-sample approach (see Kesavan and Kushwaha 2014 for a similar approach). We perform VAR analysis for HIT and LIT sub-samples separately and compare the results.
Model Specification to test Hypothesis H5
In H3 we argued that demand shocks would create different amounts of excesses and shortages for HIT and LIT retailers. H5 predicts that the impact of such ABIG on profitability would be different for HIT and LIT retailers. Because such an impact is likely to be non-linear (Rumyantsev and Netessine 2007b) , we cannot use the VAR analysis. Instead, consistent with past research (Kesavan and Mani 2013), we account for the nonlinearity in the relationship between ABIG and ROA using linear and quadratic terms for ABIG in the following model specification:
Here, α are response parameters, Zit is the vector of control variables including linear and quadratic terms of gross margin, CCI, and lagged ROA. To account for retailer and quarter-industry specific unobserved heterogeneity in the above equation, we include retailer dummies (i) and quarter-industry (t) dummies.
Since we hypothesize a nonlinear impact of ABIG on ROA, and ABIG takes both positive and negative values, comparing statistical significance of coefficients α 1 and α 2 across the HIT and LIT subsamples may not reveal the range of ABIG values in which ROA differs across the two types of retailers. Bollen and Stein (1990) find that in large sample the bootstrap distribution of an estimator is close to that assumed with classical methods. They also suggest that such bootstrap distribution of an estimator is appropriate for nonlinear and indirect effects. We formally test the difference in the impact of ABIG on ROA between HIT and LIT retailers by performing 1,000 bootstraps of linear and quadratic coefficients from their two standard deviation asymptotic intervals. We compare the mean of fitted ROA values across the 1,000 bootstraps between the two subsamples in the observed ABIG range, and test for the statistical significance of the difference between the means to evaluate the range of ABIG values in which HIT and LIT retailers are different from each other. This constitutes the test of H5.
Results

Results: Hypotheses 1-4
As discussed previously, we generate IRFs and calculate immediate and total effects of demand shocks for hypotheses testing. The IRF and their associated effects for our key variables of interest are reported in Figures 2a-2j .For completeness, we report the coefficients from estimation of two VAR models in Web Appendix E. These coefficients along with variance-covariance matrix are used for generating IRFs discussed below. As mentioned earlier, the standard errors are not meaningful due to the high level of multicolinearity amongst the lagged variables.
--Insert Figure 2 about here--Demand Shock  Demand. We find that a one standard deviation (1) increase in demand shock leads to 0.0049 (p<0.05) and 0.0050 (p<0.05) increase in realized demand (i.e. cost-of-goods-sold) in the HIT and LIT sample respectively. These coefficients imply that demand increases by 0.49% and 0.50% for HIT and LIT retailers compared to their demand four quarters back, respectively. 5 These effects are immediate with no significant persistence. After the quarter in which the demand shock occurs, the demand change quickly reverts to zero. Additionally, the impact of demand shocks on two samples is uniform (i.e. 0.0049≈0.0050).
This suggests that difference in purchase behavior across two types of retailers is not attributable to different demand shifts.
Demand Shock  Purchases. We find that for a 1 increase in demand shock, an HIT retailer increases its purchase by 0.0080 (p<0.05). This effect is immediate with no significant persistence. On the contrary, for a 1 increase in demand shock, the immediate increase in purchases is not statistically significant for the LIT sample (0.0097, p>0.10). However, the impact of demand shock on purchases for the LIT sample is felt beyond the first quarter and is persistent for up to four quarters. As seen in the IRF in Figure 2d the impact of this demand shock is statistically significant in second through fourth quarter. This supports H1 that the impact of demand shocks on purchases will be delayed for LIT retailers as the orders from LIT retailers are delivered (as purchases) with a longer lag due to slower responsiveness of its supply chain compared to HIT retailers.
LCOGS it = LCOGS it -LCOGS it-4 = Log(COGS it /COGS it-4 ).
For HIT retailers the impact of 1 demand shock on demand is 0.0049 which translates to e (0.0049) for ratio of year-over-year change in demand. Thus for HIT retailers the ratio of year-over-year change in demand is 1.0049, i.e. the demand increases 0.49% over same quarter last year.
Additionally, the persistence of effect suggests that the response time of LIT retailers can be potentially as long as four quarters. The total effect of 1 increase in demand shock on purchases for LIT sample (0.0529, p<0.01) is greater (Diff = 0.0449, p<0.01) than that for the HIT sample. Thus in response to demand shocks the LIT retailers increase their purchases by 4.6% more than their HIT counterparts. These two results support H2 which had argued that order variance will be larger for LIT retailers compared to HIT retailers.
Demand Shock Gross Margin. The impact of 1 increase in demand shock on gross margin is positive but not significant for HIT retailers (see Figure 2e) . However, LIT retailers increase their gross margin in response to demand shocks (0.0043, p<0.01). This impact is only immediate (i.e. concurrent quarter) with no persistence. This is along the expected direction as changing gross margin does not require advanced planning unlike placing orders where lead time considerations are important. These findings support H3.
Demand Shock  ABIG. Figure 2g and 2h suggest that both HIT and LIT retailers do not face immediate increase in ABIG in response to demand shocks. This is inconsistent with H4. It suggests that even though LIT retailers are able to respond slowly in changing their purchases, they are able to change gross margin quickly to avoid ABIG in the current quarter. However, as shown above LIT retailers' orders get delivered as purchases after one quarter. So, consistent with this earlier finding, we observe abnormal inventory growth in subsequent quarters as shown in Figure 2h . Thus, the impact of demand shocks on ABIG of LIT retailers occurs after the current quarter but persists up to the fourth quarter.
The total impact of the demand shocks on ABIG of LIT retailers is significant (0.0304, p<0.01) and greater than that for HIT retailers (Diff=0.0326, p<0.01). Thus quantity responsiveness mechanism adopted by HIT retailers for mitigating impact of demand shocks appears to be more effective in preventing ABIG compared to the price responsiveness mechanism adopted by the LIT retailers.
Demand Shock  ROA. Figure 2i and 2j suggest that both HIT and LIT retailers face immediate changes in firm performance, measured as return on asset, in response to demand shocks. The immediate (i.e. HIT=0.0047≈LIT=0.0053) and total (i.e. HIT=0.0141≈LIT=0.0119) effect of demand shocks on ROA for two samples is uniform. Thus the baseline impact of demand shocks on ROA is consistent across both HIT and LIT retailers, after controlling for ABIG.
Results: Hypothesis 5
Results of the impacts of ABIG on ROA are reported in Table 7 . In both sub-samples, we find support for an inverted-U relationship between ABIG and ROA. This is consistent with the nonlinear relationships demonstrated in Rumyantsev and Netessine (2007b) and Kesavan and Mani (2013) . For the LIT sample, the coefficients of the linear (0.1071, p<0.01) and quadratic terms (-0.8712, p<0.01) for ABIG are significant. For the HIT sample, only the coefficient for the quadratic term is significant (-0.0693, p<0.01 ). Table 7 about here--To quantify the impact of ABIG on ROA of HIT and LIT retailers, we examine the effect of one standard deviation change in ABIG from its mean values on the ROA of both types of retailers. The mean () and standard deviation () of ABIG for HIT retailers in our sample are -0.023 and 0.349, respectively. For HIT retailers, a 1 increase in ABIG at the mean leads to a decrease in ROA by 0.63%. Similarly, for these retailers, a 1 decline in ABIG at the mean leads to a decrease in ROA by 1.08%. The mean and standard deviation of ABIG for LIT retailers in our sample are -0.021 and 0.261, respectively. For LIT retailers, a 1 increase in ABIG leads to a 2.44% decrease in ROA and a 1 decline in ABIG leads to a 9.95% decrease in ROA. Thus for a 1 increase (decrease) in ABIG the ROA of LIT retailers is 1.81% (8.87%) less than their HIT counterparts.
--Insert
We formally test these differences in the impact of ABIG on HIT and LIT retailers by performing 1,000 bootstraps of linear and quadratic coefficients from their two standard deviation asymptotic interval. The mean values and associated standard errors for these bootstraps are reported in Table 8 . We plot the mean of these bootstrapped ROA values against ABIG for HIT and LIT retailers in Figure 3 . The figure suggests that the impact of ABIG on ROA is larger for LIT retailers compared to HIT retailers. We find that departure from mean ABIG in either direction is associated with lower ROA. Importantly, we find that the implications of these inventory excesses and shortages in terms of declining ROA are much more severe for LIT retailers than for HIT retailers. Specifically, for the 2 increase in ABIG values, the decrease in ROA of LIT retailers is about five times more severe than that for HIT retailers. The magnitude of this difference is much larger for a 2 decline in ABIG values, where we observe the impact on LIT retailers to be close to eight times more than that on HIT retailers. Thus, we find support for H5. Table 8 shocks. This impact is sticky and can persist for as long as four quarters. (e) While, the impact of demand shocks on firm performance is consistent across HIT and LIT retailers, the negative impact of ABIG on firm performance is more severe and long lasting for LIT retailers vis-à-vis their HIT counterparts.
Robustness Checks
Alternate Methodology. We replace the VAR methodology used to test Hypotheses 1-4 with an alternate methodology to validate the robustness of our results. Further, we use macroeconomic shocks as a proxy for demand shocks in the VAR methodology. In the alternate methodology, we generate firm-level demand shocks directly based on the Martingale Model of Forecast Evolution (MMFE) (Hausman 1969, Heath and Jackson 1994) , in which the difference in successive forecasts for a time period is used as a measure of demand shock. We generate demand signals of different quarterly lead times using these shocks and examine the signal(s) to which HIT and LIT retailers react. In recent research, Bray and Mendelson (2012) Next we explain the model for forecasting quarterly demand for retailers. Since demand is typically not observed at the firm level, it is conventional to use cost-of-goods-sold (COGS) as a proxy for the size of demand at cost (example, Bray and Mendelson 2012). We estimate the following autoregressive demand forecast model of order four at five discrete lagged time periods with r ∈ (1, 5) for each retailer i:
where Fq,r represents the macroeconomic forecast for personal consumption expenditure (PCE) for quarter q released in quarter q-r.
The fitted values from above regressions are used to obtain Di,q,r. Since we make comparisons across retailers, we compute the lead-r demand signals after normalizing i.e.,
. We measure five demand shocks corresponding to r = 0...4, which are encountered by retailer i in quarters q, q-1, q-2, q-3, and q-4, respectively.
We use these demand shocks to examine Hypotheses H1-H4. The detailed methodology and the results are provided in Web Appendix F. We find support for all Hypotheses H1-H4. One advantage of this methodology is that we can interpret the magnitude of the impact of demand shocks on different variables, which was harder in the case of VAR models. For example, we find that the impact of 1% demand shock at the mean values on change in purchases amounts to increases of $1.68m and $6.61m in YOY purchases for HIT and LIT retailers respectively. Thus, LIT retailers increase their purchases four times as much as their HIT counterparts. We also find that LIT retailers change their gross margin 2.5 times more than HIT retailers.
In summary, we find that even with an alternate methodology that employs a different model specification and different measures of demand shocks, we obtain consistent results that support our contention that HIT and LIT retailers differ in their responses to demand shocks.
Alternate Classification of Retailers in High and Low
Group. Recall, we classify retailers in high, medium, and low inventory turn group, though we use only the high and low group for hypotheses testing. To ensure a conservative test of our hypotheses we utilize the entire sample by classifying retailers into high (low) inventory turn group if they are above (below) the median inventory turns in their industry for at least 3/4 th of the quarters that they are present in the sample. This permits us to utilize data from more than 300 retailers (vis-à-vis 183 before) to test our hypotheses. The immediate and total impact from the IRFs from this sample are reported in Web Appendix G. The results are directionally consistent with, albeit slightly weaker than, those reported in Figure 2 . Thus our results are not sensitive to alternate classification schemes.
Face Validity of Findings. Since we find that when faced with demand shocks, LIT retailers face higher ABIG which subsequently has stronger detrimental impact on financial performance, it is likely that their (a) long term financial performance and (b) survival rate should be inferior to those of their HIT counterparts.
To test the face validity of our findings we conduct two tests. First, we generate monthly portfolio returns of HIT and LIT retailers for ten year window (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) . We permit portfolio rebalancing at the end of each month. We plot the value of HIT and LIT portfolios in Web Appendix H for $100 invested in each of them on 01/01/2003. We find that over the 10 year window the HIT portfolio outperforms the LIT portfolio by a significant margin. By 12/31/2012, the value of HIT and LIT portfolios is $205 and $132 respectively. This result is consistent with Alan et al. (2014) .
Second, we examine rate of bankruptcies for two different types of retailers using the UCLA-LoPucki Bankruptcy Database. 6 From the database we extract bankruptcies filed by publicly traded US retailers between 1985 and 2011. We find 36 instances of bankruptcies of which 18 are from LIT retailers and seven are from HIT retailers. The remaining 11 are filed by medium inventory turn retailers. Thus half of all bankruptcies are filed by LIT retailers which constitute 29% of our sample. On the other hand HIT retailers which constitute 23% of the sample form only 19% of the bankruptcies filed. The fact that LIT retailers have inferior stock market returns and lower survival rate provides additional evidence in support of our findings.
Conclusions, Limitations, and Future Work
We use a vector auto regression (VAR) methodology to discern differences in ordering and pricing behavior across HIT and LIT retailers. We find that HIT retailers are able to quickly respond to demand shocks by changing their purchase quantity. LIT retailers appear to depend primarily on price changes to manage demand shocks. Consistent with slower response time in their supply chains, LIT retailers need to change their order quantities by more compared to HIT retailers. This results in relatively more ABIG for LIT retailers. Finally, we find that such ABIG has a much larger detrimental effect on the financial performance of LIT retailers compared to HIT retailers.
Our empirical analysis suggests areas for future work in theoretical and empirical research. First, lead time may be an important predictor in the choice of price and quantity response to demand shocks. Most theoretical papers in joint price-inventory optimization assume lead time to be zero. Incorporating lead time in these models may help to reflect reality and help bridge the gap between theoretical research and practical application. Finally, while our paper does not distinguish between ordering cost, lead time and review cycle, future research may develop a methodology that permits estimation of the differential impacts of each of these factors on the ability to respond to demand shocks.
The managerial implication of our paper is in quantifying the value of supply chain responsiveness in the retail setting. While it is known that market mediation costs due to excesses and shortages would increase in the presence of demand volatility for firms with less responsive supply chains, limited empirical evidence exists about these costs at the firm-level (Randall and Ulrich 2001 is a notable exception). Recent moves by U.S. manufacturers to source products from Mexico instead of China have been motivated by concerns about responsiveness (Cave 2014). While price responsiveness might appear like a substitute to quantity responsiveness to manage demand shocks, our paper suggests that price responsiveness as a strategy to manage demand shocks may be inferior to being able to have quantity responsiveness. Thus, retailers with less responsive supply chains cannot merely depend upon price changes through markups and markdowns to manage demand shocks. Our paper uses data from about 300 retailers over a 25-year period to show that the financial performance of HIT retailers are better than LIT retailers, in part due to the ability of HIT retailers to postpone orders.
Our examination of HIT and LIT retailers also sheds new light on trade-offs faced by these managers.
Prior empirical research used observable factors such as gross margin, size, and growth to explain differences in inventory turns across retailers. Our research, however, shows that HIT and LIT retailers may also differ on unobservable factors such as ordering cost, lead time, and review cycle. These appear to be critical in predicting how retailers react to demand shocks. Both ordering cost and lead time are drivers of the "bullwhip effect," the amplification of order variability as one moves upstream in a supply chain. Our finding that orders from LIT retailers are more variable than those from HIT retailers suggests that supply chains of LIT retailers could have large bullwhip effects. Future research may examine if there is a difference in the magnitude of bullwhips generated by LIT retailers and HIT retailers. In interest of parsimony we only highlight the impact of Demand Shocks on Demand and Purchases. Other effects similarly follow.
Immediate impact of demand shock in 't' on purchases in 't' (direct as well as through change in demand) Delayed impact of demand shock in 't' on purchases in 't+1' and 't+2' (direct as well as through change in demand) + Total Impact 
HIT Retailers
Derivation of Impulse Response Function and their Standard Error
Let us consider a simple VAR system with two variables A and S, both being endogenous to each other.
At t+ 1 the impact is
If SA (S Granger Causes A) the structural equations in D1 can be specified as:
Where,  captures the contemporaneous impact of S on A which recovered though the residual covariance matrix as follows.
Expanding the above system leads to the following reduced form specification:
The above set of recursive equations can be specified in matrix form as: 
Where, The variance covariance matrix of the impulses is given by: In the main paper we used a VAR methodology to test Hypotheses H1-H4. In this Appendix, we use a reduced form methodology to test Hypotheses H1-H4. H1 and H2 are based on the impact of demand shocks on purchases, while H3 and H4 are based on the impact of demand shocks on abnormal inventory growth and gross margin, respectively.
Calculation of demand shocks
Our methodology to measure demand shocks is based on the Martingale Model of Forecast Evolution (MMFE) (Hausman 1969, Heath and Jackson 1994) , in which the difference in successive forecasts for a time period is used as a measure of demand shock. We generate demand signals of different quarterly lead times using these shocks and examine the signal(s) to which HIT and LIT retailers react. In other words we use the Next we explain the model for forecasting quarterly demand for retailers. Since demand is typically not observed at the firm level, it is conventional to use cost-of-goods-sold (COGS) as a proxy for the size of demand at cost (example, Bray and Mendelson 2012). We estimate the following autoregressive demand forecast model of order four at five discrete lagged time periods with l ∈(1, 5) for each retailer i: . We measure five demand shocks corresponding to l = 0...4, which are encountered by retailer i in quarters q, q-1, q-2, q-3, and q-4, respectively. Figure WAF1 illustrates the temporal sequencing of demand shocks and orders placed. Figure WAF1 about here--
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Model Specification to test H1-2
The model specification to estimate the impact of demand shocks on purchases is as follows:
where Δ represents year-over-year (YOY) change (i.e. ΔLPq= LPq-LPq-4), L indicates that the respective variables have been logged, DSi,q,r is demand shock in quarter q-r in the forecast for quarter q, GM denotes gross margin, W are a lagged set of control variables, x are the response coefficients,  are the coefficients of control variables, j(i),q are industry-quarter dummies for the industry j(i) that firm i is classified in, and ξ is a normally distributed random error. We avoid using to capture the contemporaneous demand shock as it would cause the coefficients' estimates to be biased because both the demand shock and the dependent variable are functions of cost-of-goods-sold. Instead, we include the actual macroeconomic shock in that quarter, (measured as the change in personal consumption expenditure), as it would be correlated with the demand shock experienced by retailers.
Since purchases in a given quarter are the result of orders placed earlier, we use actual macroeconomic shock from quarter q and demand shocks from quarters q-1 to q-4 to examine the lead times of orders for retailers. A significant coefficient for ,, i q r DS would indicate that retailers placed orders in quarter q-r for quarter q. We expect purchases of long lead time retailers to be correlated with older shocks compared to those of short lead time retailers. This is the basis of our identification strategy.
The control variables include: ΔLCOGSq-4 as a proxy for the YOY change in demand, ΔLIq-4 is the YOY change in ending inventory to control for replenishment effects, ΔLATq-4 represents YOY changes in assets, to control for such impacts on inventory purchases as new store openings and existing store closings, and ΔICOSTq-4 represents YOY change in inventory carrying cost, to control for the cost of financing inventories (Rumyantsev and Netessine 2007a) .
Logarithms of variables are used in order to account for differences in scale across firms in the data set.
YOY change in variables is used to account for seasonality and eliminate firm-wise fixed effects that would be present in a levels model. To account for industry-and time-specific unobserved heterogeneity, we include industry-quarter (j(i),q) dummies in the above equation. To account for state dependence, we include a lagged change in purchases (ΔLPi,q-4). Since quantity and pricing decisions are made jointly we include contemporaneous change in gross margin (ΔLGMq) as an explanatory variable in the above model. We resolve the endogeneity of contemporaneous change in gross margin using lagged value (ΔLGMq-4) as instrument.
In H1 we proposed that HIT retailers have a shorter lead time than LIT retailers. The statistical significance of different shock coefficients across the two samples would indicate the relative importance of lead time. For example, if 1, the coefficient for the latest shock, is significant in the HIT sample but not in the LIT sample, that would suggest HIT retailers have a shorter lead time compared to LIT retailers. In H2, we proposed that the ordering behavior of HIT retailers is significantly less impacted by demand shocks compared to that of LIT retailers. The difference between the sum of coefficients 1 through 5 for the HIT and LIT subsamples provides a test of H2.
Model Specification to test H3
In H3 we proposed that LIT retailers are more susceptible to excesses and shortages of inventory vis-à-vis HIT retailers when faced with unexpected demand shocks. We use the following model specification to estimate the impact of actual demand shock on ABIG after controlling for all other variables that may drive ABIG:
As explained earlier, we use actual macroeconomic shock as a proxy for actual demand shock in this regression. The control variables in Yi,q-1 include ABIGi,q-1, ΔLATi,q-1, and ΔICOSTi,q-1. To account for simultaneity between abnormal inventory growth and pricing decisions, we include contemporaneous change in gross margin (ΔLGMi,q) in the model. We resolve this endogeneity using lagged value (ΔLGMiq-4). To account for industry-and time-specific unobserved heterogeneity, we include quarter-industry dummies (δj(i),q) in the above equation. The difference between the estimates of 1 for the HIT and LIT subsamples is a test of H3.
Model Specification to test H4
In H4, we proposed that LIT retailers are likely to be more price-responsive than HIT retailers when faced with demand shocks. The model specification to study the impact of actual demand shocks on gross margin, after controlling for all factors that might predict change in gross margin, is as follows:
Here, γ are the response parameters, Xi,q-1 are the control variables,  are the coefficients of control variables, ηj(i),q are the industry-quarter dummies, and i,q is the normally distributed random-error term. The control variables include lagged change in (log) assets (ΔLATi,q-1), (log) gross margin (ΔLGMi,q-1), inventory holding cost (ΔICOSTi,q-1), and contemporaneous change in purchases (ΔLPi,q). We include contemporaneous change in purchases to account for simultaneity in price and quantity decisions. We resolve the endogeneity of ΔLPi,q using lagged value (ΔLPi,q-2) as instrument. We do not use demand shocks from prior quarters because the lead time associated with changing prices is usually negligible. The direct impact of macroeconomic demand shocks ASq,0 on gross margin is captured by coefficient γ1. The difference between the estimates of coefficient γ1 for HIT and LIT subsamples is the test of H4.
Results
Estimation of demand shocks of HIT and LIT retailers:
The summary statistics for demand shocks are provides in Tables AH1 and AH2 . For the 100 quarters in our data window , the mean values of the forecasted demand shocks , ,1 , , ,2 , , ,3 , and , ,4 for the entire sample are -0.59%, -0.29%, -0.17%, and -0.38%, respectively. Further the demand shocks across HIT and LIT retailers are comparable in magnitude, as shown in Table WAF1 . Finally, we find that the correlation across forecasted demand shocks is low, as shown in Table WAF2 , indicating that the shocks are independent of each other, i.e., they contain new information.
--Insert Table WAF1 & WAF2 about here--
Next we present the results of purchase, ABIG, and gross margin models in Table AH4 -6, respectively.
Results: Quantity Response
From Table WAF3 , we observe that HIT retailers react to only the current macroeconomic shock (1=.0023, p<.10) and to the last forecast update (2=.0037, p<.05). LIT retailers do not react to these two shocks (1=.0008, p>.10, and 2=.0029, p>.10), showing that they have longer lead times. Instead, they react to older shocks that occur two quarters (3=.0185, p<.01), three quarters (4=.0110, p<.01), and four quarters (5=.0002, p<.01) ago. Since LIT retailers do not respond to demand shocks in the current and the preceding quarter, our estimates imply that their lead time is longer than three months. This evidence supports H1 and suggests that LIT retailers have longer lead times compared to HIT retailers. Table WAF3 about here--We find that the impact of shocks on purchases for LIT retailers is .0334 (p<.01), and for HIT retailers is .0088 (p<.05). The difference in magnitude of these coefficients across the two subsamples suggests that LIT retailers react more strongly to demand shocks compared to their HIT counterparts (diff = .0246, p<.01 We note that the coefficients' estimates of the control variables are in the expected direction: the greater the closing inventory, the lower is the inventory investment made in the current quarter; and the greater the change in sales and assets, the greater the inventory investment in the current quarter. Thus, retailers with a higher growth rate and greater increase in assets are likely to make more purchases.
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Abnormal Inventory Growth Model. Next consider the impact of actual demand shocks on abnormal inventory growth for HIT and LIT retailers. The results of nested ABIG models are reported in Table   WAF4 . The coefficient 1 measures the impact of actual macroeconomic shock encountered in quarter q on ABIG during quarter q. The impact of actual demand shock on ABIG for LIT retailers is (.0003, p>.10),
while that for HIT retailers is (.0008, p>.10). The difference between the sum of coefficients of the HIT and LIT subsamples (diff = .0005, p>.10) is not significant. Thus we do not find support for H3. This result is consistent with our VAR analysis where we found that demand shocks do not create excesses and shortages in the contemporaneous quarter. However, the VAR analysis showed that LIT retailers have abnormal inventory growth in the subsequent quarters as their orders get delivered with a delay. Table WAF4 about here--
Results: Price Response
In H4, we argued that LIT retailers are likely to change their prices more than HIT retailers to manage demand shocks. Table WAF5 shows that the coefficient, 1, for LIT retailers is .0026 (p<.01), indicating that demand shocks are associated with significant price changes for LIT retailers. We find that HIT retailers also change their gross margin when faced with demand shocks (.0011, p<.05) . A comparison of the magnitudes of coefficients across HIT and LIT retailers (diff = .0015, p<.01) emphasizes the significantly large impact of demand shock on the gross margin of LIT retailers compared to HIT retailers. Thus we find support for H4. Table WAF5 about hereIn summary, our results are consistent with those reported in the VAR analysis in the main section of the paper. We find that with an alternate methodology that employs a different model specification and different measures of demand shocks, we obtain consistent results that support our contention that HIT and LIT retailers differ in their responses to demand shocks.
--Insert
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