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Abstract—The multitemporal classification of remote sensing
images is a challenging problem, in which the efficient combination
of different sources of information (e.g., temporal, contextual, or
multisensor) can improve the results. In this paper, we present a
general framework based on kernel methods for the integration of
heterogeneous sources of information. Using the theoretical prin-
ciples in this framework, three main contributions are presented.
First, a novel family of kernel-based methods for multitemporal
classification of remote sensing images is presented. The second
contribution is the development of nonlinear kernel classifiers for
the well-known difference and ratioing change detection methods
by formulating them in an adequate high-dimensional feature
space. Finally, the presented methodology allows the integration
of contextual information and multisensor images with different
levels of nonlinear sophistication. The binary support vector (SV)
classifier and the one-class SV domain description classifier are
evaluated by using both linear and nonlinear kernel functions.
Good performance on synthetic and real multitemporal classifica-
tion scenarios illustrates the generalization of the framework and
the capabilities of the proposed algorithms.
Index Terms—Change detection, information fusion, kernel
methods, multisource, multitemporal classification, support vector
(SV) domain description (SVDD), support vector machine (SVM).
I. INTRODUCTION
THE PROBLEMS of multitemporal image classificationand change detection are highly relevant in many do-
mains [1], particularly in the field of remote sensing [2]–[4].
Typical applications consider updating digital remote sensing
databases, following multiseasonal crop cover phenology or the
automatic detection of growing urbanization. With the increas-
ing multitemporal and multisensor data available from remote
sensing platforms, the efficient fusion and exploitation of this
unprecedented wealth of data is a critical issue at present. Many
methods have been proposed to tackle the problem of multi-
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temporal classification, in general, and of change detection, in
particular. However, so far, there is no general methodological
framework for combining different sources of information that
involve different sensors, time instants, and spatial or contextual
extracted features efficiently and with tunable complexity. This
is the focus of this paper.
On the one hand, multitemporal classification algorithms
classify pixels by learning the changing mapping between dates
in a temporal sequence of images. When a labeled image
dataset is available, supervised classifiers can yield improved
performance over unsupervised approaches. Other advantages
are their capability to explicitly detect land-cover transitions,
robustness to different atmospheric and light conditions at the
acquisition times, and their demonstrated ability to process
multisensor/multisource images [5]. Many multitemporal su-
pervised methods have been used during the last years, such
as evidence reasoning [6], generalized least squares [7], or
neural networks [8]–[10]. Nevertheless, several problems are
identified in the presented strategies. First, classifiers are, in
general, sensitive to the high dimension of pixels in hyperspec-
tral images or to the high input space generated by putting
together multisensor features at different temporal instants.
This “stacked approach” increases the well-known “curse of
dimensionality,” which has lately been alleviated by using
support vector (SV) machines (SVMs) in this setting [11], [12].
Second, classifiers can suffer from false-alarm detection rates
when the contextual or textural information of the change is
not considered. This is an important issue because in practice,
the user is ultimately interested in very precisely detecting
both the position and the spatial extent of the class(es) of
interest. Multitemporal and multiband synthetic aperture radar
(SAR) classification of urban areas using spatial analysis has
been successfully addressed with both statistical and neural
approaches [13] and at feature and pixel information levels
[14]. Third, and very importantly, most methods do not con-
sider the (potentially nonlinear) cross information among pixels
(and among features) at different time instants. In fact, the
learning paradigm is often violated because the classifier is
trained and tested with data coming from different distributions
due to differences in atmospheric and light conditions, sensor
drifts, etc. To address this problem, several strategies have been
presented. A dynamic approach to link hidden Markov random
fields at different dates is used in [15], whereas in [16], scenes
are classified by a fuzzy fusion of the spatial and spectral
information, whereas the temporal information is obtained from
transition probabilities. Last, but not least, it should be noted
that, in most cases, only two dates are considered to illustrate
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method capabilities, and thus, the performance of the algo-
rithms for long-term operational studies is unclear. In [17], a
methodology that encompasses the use of both temporal and
contextual information was presented for the classification of
the long time series of satellite data. The method was based
on krigging-integrated variograms and Gaussian maximum-
likelihood classification and showed very good results. All the
aforementioned shortcomings can be simultaneously alleviated
with the adequate formulation of novel kernel methods [18],
[19] that we will focus on in this paper.
On the other hand, change detection can be viewed as a par-
ticular case of the multitemporal image classification problem.
Two main approaches are followed in the literature, namely:
1) postclassification comparison and 2) preclassification en-
hancement. In the first case, the images of two dates are
independently classified and coregistered, and an algorithm is
used to identify those pixels whose predicted labels change
between dates. In the second case, a single classification is
performed on the combined image dataset for the two dates. The
postclassification approach can fail, considering that it relies on
the accuracy of each independent classifier. Both approaches,
however, inherit all the aforementioned problems of the mul-
titemporal image classification scenario. Classical change de-
tection techniques are based on multidate principal-component
analysis, temporal image subtraction or ratioing, change-vector
analysis, clustering, or cross-correlation analysis [2]. The main
ideas underlying these techniques are visualizing, analyzing, or
computing the differences among the sample distributions for
two dates in a low-dimensional subspace (e.g., two principal
components, few bands, etc.). If one detects changes in a
(representative-enough) space, then, one can analyze the nature
of the change by inspecting the spectral signatures involved in
it. All these techniques are unsupervised in the sense that they
do not require a labeled image at time t1 to learn from and
then to extrapolate to the subsequent image at time t2. The
early approaches considered intuitive threshold-based image
differencing or ratioing; however, this was readily demonstrated
to be inefficient. The selection of suitable thresholds under
Bayesian criteria have been largely studied [5], [20]. Recently,
the Kittler–Illingworth minimum-error thresholding algorithm
attained good results for unsupervised SAR change detection
[21], whereas a fuzzy hidden Markov chain model has been
successfully used in combination with the ratio approach [22].
Furthermore, a full methodology for change detection based
on the analysis of the difference vectors in the polar domain
has been presented [23], and a method based on studying
the evolution of the local statistics using the Kullback–Leibler
divergence has been proposed with good results [24]. It is only
recently that authors have turned to kernel-based methods for
change detection. In [25], a semisupervised oil slick detection
was proposed by using the SV domain description (SVDD)
classifier in the wavelet domain of SAR images, and in [26], the
SV classifier (SVC) for abrupt change detection was presented
for detecting buried landmines from ground-penetrating radar
data. Not only do these kernel methods allow large-margin
classifications, but they also intrinsically match the well-known
nonlinear nature of the change [27]. However, none of them
has been particularly redesigned to consider cross relations
between time instants or to efficiently include contextual and
multisource data in the classifier.
In this scenario and attending to the previously identified
problems, we present a novel methodological framework that
allows us to develop a family of nonlinear classifiers for
multitemporal, contextual, and multisource image classification
and change detection. In particular, the methods are developed
under the framework of kernel methods [18], [19], which has
demonstrated good results in high-dimensional image classi-
fication [28]–[30]. Certainly, these are important character-
istics of kernel methods, which become strictly necessary
when multitemporal, multisensor, and contextual features are
extracted and need to be combined. In addition, we derive
specific formulations for dealing with the peculiarities of the
change detection problem by proposing the “difference” and
the “ratioing” of images in the kernel space. The proposed
methodological framework also serves to efficiently integrate
different information sources such as optical and SAR data.
The rest of this paper is organized as follows. Section II
reviews both the framework of the kernel methods, paying
special attention to their general properties, and the formula-
tions of the standard SVC and SVDD supervised classifiers.
Section III introduces the novel methodological framework
for information fusion based on the kernels. The proposed
family of kernels is used in Section IV to develop specific
kernel classifiers for multitemporal classification and change
detection. Section V exploits the presented framework to in-
tegrate the contextual, textural, and multisource information
in the classifier. Section VI presents the experimental results
in both long time series of simulated images and challenging
real scenarios of multitemporal image classification and change
detection. Finally, Section VII draws some concluding remarks.
II. KERNEL METHODS AND DATA CLASSIFICATION
Kernel methods offer a general framework for machine
learning problems (classification, clustering, regression, density
estimation, and visualization) with heterogeneous types of data,
such as time series, images, strings, or objects [18], [19]. In
this section, we briefly review the main properties of Mercer’s
kernels and the standard formulations for the binary SVC
and for the one-class SVDD used in this paper, which have
demonstrated excellent characteristics in problems with a low
number of high-dimensional training samples [30], [31].
A. Background on Kernel Methods
When using linear algorithms, a well-established theory and
efficient methods are often available. Kernel methods exploit
this fact by embedding the dataset S defined over the input
or attribute space X (S ⊆ X ) into a higher (possibly infinite)
dimensional HilbertH or “feature” space, and then, they build a
linear algorithm therein, resulting in an algorithm which is non-
linear with respect to the input data space. The mapping func-
tion is denoted as φ : X → H. Although linear algorithms will
benefit from this mapping because of the higher dimensionality
of the feature space, the computational load would dramatically
increase because we should compute sample coordinates in that
high-dimensional space. This computation is avoided through
the use of the kernel trick by which, if an algorithm can be
expressed with dot products in the input space, its (nonlinear)
kernel version only needs the dot products among mapped
samples. The kernel methods compute the similarity between
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Fig. 1. Kernel classifiers. (a) SVC. Linear decision hyperplanes in a non-
linearly transformed space, where the slack variable ξi is included to deal
with errors. (b) SVDD. The hypersphere containing the (colored) target data
is described by center a and radius R. Samples in the boundary and outside the
ball are (green) unbounded and bounded SVs, respectively.
training samples S = {xi}ni=1 using pairwise inner products
between mapped samples, and thus, the so-called kernel matrix
Kij = K(xi,xj) = 〈φ(xi),φ(xj)〉 contains all the necessary
information to perform many classical linear algorithms in the
feature space.
B. SVC
Given a labeled training dataset {(xi, yi)}ni=1, where xi ∈
R
N and yi ∈ {−1,+1}, and given a nonlinear mapping φ(·),
the SVC method solves
min
w,ξi,b
{
1
2
‖w‖2 + C
n∑
i=1
ξi
}
(1)
constrained to
yi (〈φ(xi),w〉+ b) ≥ 1− ξi ∀i = 1, . . . , n (2)
ξi ≥ 0 ∀i = 1, . . . , n (3)
where w and b define a linear classifier in the feature space and
ξi represents the positive slack variables which enable dealing
with permitted errors [Fig. 1(a)]. The appropriate choice of
nonlinear mapping φ guarantees that the transformed samples
are more likely to be linearly separable in the feature space
[32]. The parameter C controls the generalization capabilities
of the classifier, and it must be selected by the user. The
primal problem (1) is solved by using its dual-problem coun-
terpart [18], and the decision function for any test vector x∗ is
given by
f(x∗) = sgn
(
n∑
i=1
yiαiK(xi,x∗) + b
)
(4)
where αi represents the Lagrange multipliers corresponding
to the constraints in (2) and b can be easily computed from
a few SVs, which are those training samples xi with nonzero
Lagrange multipliers αi [18].
C. SVDD Classifier
A different problem statement for classification is given by
the SVDD algorithm. Now, let {xi}ni=1 be a dataset belonging
to a given class of interest. The purpose is to find a minimum-
volume hypersphere in a high-dimensional feature space H,
with radius R > 0 and center a ∈ H, which contains most of
these data objects [33] [Fig. 1(b)]. Considering that the training
set may contain outliers, we introduce a set of slack variables
ξi ≥ 0, and the problem then becomes
min
R,a
{
R2 + C
n∑
i=1
ξi
}
(5)
constrained to
‖φ(xi)− a‖2 ≤R2 + ξi, ∀i = 1, . . . , n (6)
ξi ≥ 0 ∀i = 1, . . . , n (7)
where parameter C controls the trade-off between the volume
of the hypersphere and the permitted errors. One can define the
rejection fraction parameter to be tuned as ν = 1/nC, as noted
in [34].
The dual functional leads to a quadratic programming prob-
lem that yields a set of αi corresponding to the Lagrange
multipliers of (6). These ones allow us to calculate the distance
from a test point to the center R(x∗), i.e.,
R(x∗) = K(x∗,x∗)− 2
n∑
i=1
K(xi,x∗) +
n∑
i,j=1
K(xi,xj)
(8)
which is to be compared against the ratio R. Unbounded SVs
are those samples xi satisfying 0 < αi < C, whereas bounded
SVs are samples whose associated αi = C, and they are con-
sidered outliers.
D. Kernel Functions and Basic Properties
The bottleneck for any kernel method is the definition of
a kernel mapping function φ that accurately reflects the sim-
ilarity among samples. However, not all metric distances are
permitted. In fact, valid kernels are only those that fulfill
Mercer’s theorem [35], [36], and the most common ones are the
linear K(x, z) = 〈x, z〉, the polynomial K(x, z) = (〈x, z〉+
1)d, d ∈ Z+, and the radial basis function (RBF) K(x, z) =
exp(−‖x− z‖2/2σ2), σ ∈ R+.
Some properties of Mercer’s kernels that are relevant for this
paper are the following.
Property 1: Let K1 and K2 be two Mercer’s kernels on S ×
S, A a symmetric positive semidefinite n× n matrix, and µ >
0. Then, the following kernels
K(x, z) =K1(x, z) + K2(x, z) (9)
K(x, z) =µK1(x, z) (10)
K(x, z) =xAz (11)
are valid Mercer’s kernels. 
Therefore, one can design kernels by summing up (weighted)
valid kernels. This intuitive idea is formally expressed in the
following sections under a general-purpose kernel-based frame-
work for information fusion.
III. KERNEL-BASED INFORMATION FUSION
In this section, we present a novel methodological framework
for information fusion based on kernels. As a general-purpose
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TABLE I
FORMULATION OF THE COMPOSITE-KERNEL FRAMEWORK: INPUT VECTOR DEFINITION
AND THE ASSOCIATED NONLINEAR KERNEL TRANSFORMATIONS
methodology, it constitutes a set of basic tools and associated
properties for kernel-based model building, as follows.
Definition 1: Let the composite vector be a process charac-
terized with P different information sources, each of which is
given by a (possibly different dimensional) vector x(p), p =
1, . . . , P . The composite vector of the information sources is
given by
x =
P⋃
p=1
x(p) (12)
where the operator
⋃
represents the concatenation to a single
vector. 
Property 2—Stacked Composite Kernel: Given the compos-
ite vectors x and z, and the nonlinear mapping φ, the associated
kernel given by
K(x, z) = 〈φ(x),φ(z)〉 (13)
is a Mercer’s kernel. 
Definition 2—Composite Vector in the Feature Space: Given
a composite vector x, its generalized nonlinear transformation
into a feature space is given by
φ(x) =
P⋃
p=1
{
Apϕp
(
x(p)
)}
(14)
where ϕp represents the nonlinear mappings of each informa-
tion component to (possibly different) Hilbert spaces, whose
formal definition is included in Table I, and Ap represents
positive definite matrices. Hence, the composite vector in the
feature space is given by the concatenation of the nonlinearly
transformed and matrix-scaled information sources. 
Property 3—Direct Summation Composite Kernel: Given a
composite vector x and its corresponding vector in the feature
space as in (14), the kernel given by
K(x, z) =
P∑
p=1
Kp
(
x(p), z(p)
)
(15)
is a Mercer’s kernel, and its associated mapping φ(·) is given
in Table I. 
Property 4—Weighted Summation Composite Kernel: Given
the composite vectors x and z, their vectors in the feature spaces
can be redefined to take advantage of Property 1 (10), and then,
the kernel becomes
K(x, z) =
P∑
p=1
µpKp
(
x(p), z(p)
)
(16)
which is a Mercer’s kernel with associated mapping φ defined
in Table I. 
Property 5—Cross-Information Composite Kernel: Given a
composite vector, its vector in the feature space can be conve-
niently redefined, and then, the kernel
K(x, z) =
P∑
p=1
Kp
(
x(p), z(p)
)
+
P∑
p,p′=1
Kp,p′
(
x(p), z(p
′)
)
(17)
is a Mercer’s kernel whose associated mapping φ(·) is defined
in Table I. 
These composite-kernel basic tools were originally intro-
duced in [37] for SVM-based nonlinear system identification
problems, and they were recently extended to a Bayesian frame-
work [38]. In [30], Camps-Valls et al. also exploited the same
methodology to integrate the spatial (contextual or textural) and
the spectral information in kernel-based hyperspectral image
classifiers. Camps-Valls et al. [39] have also used the same
idea under a semisupervised graph-based approach. In the
following sections, we will deploy it for multitemporal image
classification and for integrating multisensor information in the
classifiers.
IV. MULTITEMPORAL CLASSIFICATION AND
CHANGE DETECTION WITH KERNELS
First, this section introduces novel formulations for the prob-
lem of multitemporal data classification. Then, we formulate
“kernelized” versions of the familiar difference and ratio meth-
ods for change detection.
A. Problem Statement
Let us start by formally revising the main differences be-
tween multitemporal classification and change detection. In
the first case, one tries to classify the pixels of an image at
the observation time to by using all available (instantaneous
and/or previous) information t ≤ to. In the second case, the aim
is only to identify those pixels that have changed. Although,
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Fig. 2. Scheme for multitemporal classification and change detection. The
problem of multitemporal classification consists of classifying a given pixel j at
time to, x(to)j , using all available information (t ≤ to), while change detection
tries to identify if the pixel’s class label has changed or not.
intrinsically, very similar problems, the second one could re-
quire less effort [1]. In this paper, we follow a cascade strategy
for classification, i.e., only the previous acquired information
is used to classify a given image. This strategy differs from a
mutual strategy in which the posterior images are also used.
Therefore, under the supervised-learning framework, two main
situations may arise, depending on the availability of informa-
tion at the classification time t = to (see Fig. 2).
1) Labeled information is available only for t < to. This is
the most common scenario and discourages the use of
classifiers, such as the SVC, that learn to discriminate
classes at t < to and then are used to extrapolate their
predictions at t = to.
2) Labeled information is available for t ≤ to. This much
more advantageous situation makes the use of supervised
classifiers, such as binary (SVC) and one-class (SVDD)
schemes, more appropriate.
In both scenarios, we will use the SVC and SVDD classifiers,
according to whether there is full information on the class labels
or only on the class(es) of interest, respectively.
B. Multitemporal Classification
Let us assume a multitemporal set of labeled training samples
(pixels) at a time t {x(t)i } ∈ RN and their corresponding output
labels {y(t)i } ∈ N, where i = 1, . . . , n and t = 1, . . . , to − 1 or
t = 1, . . . , to, depending on the available data (aforementioned
cases 1 and 2). An important assumption in the following is
that the images at subsequent dates are coregistered so that,
from a machine learning perspective, pixels {x(t)i } are different
(temporal) views of the same object or pixel entity xi. In
addition, let Ω = {ω1, . . . , ωNC} be the set of NC classes that
characterize the geographical area at any time, thus assuming
that the spatial distribution of such classes changes but their
number does not. This can be fairly assumed in standard and
operational situations considering that the number of classes
of interest is commonly prespecified by the user. If we now
define T = max(t), generic multitemporal kernel-based clas-
sifiers can be formulated as described in the following.
1) Stacked Input-Vector Kernel: The most common ap-
proach to exploit the multitemporal information is to stack
vectors at different time instants in order to predict the sample
label at to. The composite input vector is given here by x(to)i ≡⋃T
t=1 x
(t)
i , which yields the stacked kernel
K
(
x(to)i ,x
(to)
j
)
=
〈
φ
(
x(to)i
)
,φ
(
x(to)j
)〉
. (18)
However, although this straightforward approach to data merg-
ing can yield good performance with respect to previously
proposed methods, it does not include explicit cross relations
between samples at different time instants x(t)i .
2) Direct Summation Kernel: A simple composite kernel
combining the static available information comes from the
concatenation of nonlinear transformations for each x(t)i ac-
cording to (14), which can be easily computed as follows:
K
(
x(to)i ,x
(to)
j
)
=
T∑
t=1
Kt
(
x(t)i ,x
(t)
j
)
. (19)
Note that this composite kernel basically sums the similarities
of samples at each time instant individually, whereas stacking
features is avoided. Once more, no temporal correlation among
pixels in different images is included in the classifier.
3) Weighted Summation Kernel: By exploiting the kernel
property in (10), a composite kernel that balances the temporal
content in (19) can also be created as follows:
K
(
x(to)i ,x
(to)
j
)
=
T∑
t=1
µtKt
(
x(t)i ,x
(t)
j
)
(20)
where µt is a function assigning different weights to each time-
dependent kernel and can either be estimated from the data or
fixed by the user. A good choice is an exponential decay; this is
µt = λ−(to−t), λ ∈ (0, 1).
4) Cross-Information Kernel: In order to account for the
cross relationship among subsequent time instants, we can use
the cross-information kernel in (17), which yields
K
(
x(to)i ,x
(to)
j
)
=
T∑
t=1
Kt
(
x(t)i ,x
(t)
j
)
+
T∑
t,t′=1
Kt,t′
(
x(t)i ,x
(t′)
j
)
.
(21)
Note that this is a complex composite kernel that contains the
cross information among all possible kernel matrices computed
at different time instants. It is easy to show that this general
equation can be simplified for the case of considering the
correlation only for subsequent time instants t and t + 1, and
then, the composite kernel takes the form
K
(
x(to)i ,x
(to)
j
)
=
T−1∑
t=1
[
Kt
(
x(t)i ,x
(t)
j
)
+Kt
(
x(t+1)i ,x
(t+1)
j
)
+Kt
(
x(t)i ,x
(t+1)
j
) ]
. (22)
We should note that each term in the kernel summation can be
of different type (RBF, polynomial, linear, etc.).
C. Change Detection
In this section, we present two novel kernel-based formula-
tions to deal with the particular problem of change detection.
The methods are inspired by the usual difference and ratioing
operations; however, instead of being calculated in the input
space, they are calculated in the feature space. The two main
advantages of defining these operations in a high-dimensional
feature space are the following: 1) it allows us to deal with the
likely nonlinear nature of the relationships among samples and
2) the free parameters are learned from the data.
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1) Image Difference in Feature Spaces: We can see change
detection as a particular case of multitemporal classification,
in which the only property to be detected is the presence of
changes in the scene. In remote sensing, change identification
traditionally subtracts the subsequent images and then applies a
threshold that is tuned either heuristically or under other more
sophisticated criteria [5], [20], [21], [23]. This difference vector
can be formulated in the kernel feature space by defining a
proper kernel mapping function. If we define the difference of
the same sample in two subsequent images the following kernel
is obtained (see Table I for the definition of the associated
mapping φ to this kernel):
K
(
x(to)i ,x
(to)
j
)
=Kto
(
x(to)i ,x
(to)
j
)
+Kto−1
(
x(to−1)i ,x
(to−1)
j
)
−Kto,to−1
(
x(to)i ,x
(to−1)
j
)
−Kto−1,to
(
x(to−1)i ,x
(to)
j
)
. (23)
Given that this difference kernel can only be used in the sce-
nario where supervised information at time to is available, it can
be seen as a particular case of the previous cross-information
kernel in (21).
2) Image Ratioing in Feature Spaces: Another classical
change detection method is the ratioing between images at two
different dates, which helps to accommodate changes due to
factors such as sun angle and shadows and is widely used for
SAR data processing. By defining the ratio kernel mapping in
Table I, we obtain the ratioing operation with kernels
K
(
x(to)i ,x
(to)
j
)
=γδij+
Kto−1
(
x(to−1)i ,x
(to−1)
j
)
Kto
(
x(to)i ,x
(to)
j
) (24)
where we have introduced the regularization parameter γ to
make the matrix definitely positive. Otherwise, there would not
be any warranty for this kernel to be a valid Mercer’s kernel (see
Table I for the formal definition of the associated mapping).
3) Remarks: The presented formulations are all valid for
any kernel-based algorithm, such as the binary SVC and the
one-class SVDD, because they ultimately rely on building a
similarity (kernel) matrix among samples. The SVC will build
the kernel among samples belonging to all labeled classes,
whereas the SVDD will consider only samples belonging to
the class of interest. Then, a multiclass strategy can be fol-
lowed. Finally, note that solving the minimization problem
in all kinds of composite kernels requires the same number
of constraints as in the conventional algorithm, and hence,
no additional computational efforts are induced in the size of
their corresponding quadratic programming problems. In turn,
by constructing dedicated kernels to process each information
source, the problem of multicollinearity among features is
alleviated, and the increase of the dimensionality of the training
samples induced by stacking features is limited.
V. CONTEXTUAL AND MULTISOURCE DATA
FUSION WITH KERNELS
In this section, we briefly review the use of the presented
framework to incorporate the contextual or textural informa-
tion in the kernel, and we also extend it to deal with multi-
source data.
A. Contextual Information
Let us now characterize the spectral content of a pixel at time
to as ω
(to)
i ∈ RNω , with Nω being the number of its spectral
bands. Now, let us perform some (local or global) feature
extraction on the image, which yields the vector s(to)i ∈ RNs
associated to ω(to)i , with Ns representing the spatial (contextual
or textural) features. The usual way to develop a kernel-based
classifier that accounts for both the spectral and spatial
features considers stacking both vectors x(to)i ≡ {ω(to)i , s(to)i }
which are fed to a standard classifier. This is known as
the stacked kernel, in which the kernel to be constructed
is given by K(x(to)i ,x
(to)
j ). However, by exploiting the
previous composite methods, one can define several contextual
kernel classifiers [30]: the direct summation kernel, which
is given by K(x(to)i ,x
(to)
j ) = Ks(s
(to)
i , s
(to)
j ) + Kω(ω
(to)
i ,
ω
(to)
j ), and the cross-information kernel, which is given
by K(x(to)i ,x
(to)
j ) = Ks(s
(to)
i , s
(to)
j ) + Kω(ω
(to)
i ,ω
(to)
j ) +
Ksω(s
(to)
i ,ω
(to)
j ) + Kωs(ω
(to)
i , s
(to)
j ). Note that for the latter
kernel, s(to)i and ω
(to)
j need to have the same dimension
(Nω = Ns) for this formulation to be valid. A possibility to
enable its use is to extract a spatial feature per spectral band.
B. Multisource Data
Similarly, we can integrate multisensor information in the
kernel itself in an elegant way. Now, if we have optical
and radar information associated with the same coregistered
pixel at time to, we can define the optical feature vector
o(to)i , the radar feature vector r
(to)
i , and its concatenation
x(to)i ≡{o(to)i , r(to)i }. Working with these vectors forces us to
develop the stacked kernel given by K(x(to)i ,x
(to)
j ). Other
kernels can be computed instead: the direct summation
kernel, which is given by K(x(to)i ,x
(to)
j )=Ko(o
(to)
i ,o
(to)
j )+
Kr(r
(to)
i , r
(to)
j ), and the cross-information kernel, which is
given by K(x(to)i ,x
(to)
j )=Ko(o
(to)
i ,o
(to)
j )+Kr(r
(to)
i , r
(to)
j ) +
Kor(o
(to)
i , r
(to)
j ) + Kro(r
(to)
i ,o
(to)
j ). Here, note once more
that o(to)i and r
(to)
j need to have the same dimension (Nr =
No) for this formulation to be valid, which is not a common
situation.
C. Remarks
Note that at this point, the general problem of multitem-
poral classification can be decomposed in many constituents
(temporal, spectral, spatial, source, etc.) which are mapped into
different feature spaces and combined there implicitly through
composite kernels. This will report some advantages, such
as working with dedicated kernels to each information view,
combining them linearly, and alleviating the problem of the
curse of dimensionality because the stacking features are no
longer necessary.
VI. EXPERIMENTAL RESULTS
In this section, we analyze the performance of the pro-
posed methodological framework based on kernels. Extensive
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comparison is conducted for all scenarios (partial or complete
labeled information at the prediction time): for multitemporal
classification and change detection, multisource information
fusion, and for many composite kernel combinations. We first
illustrate the performance of the classification framework in
a long time series of synthetic images. Then, we tackle the
challenging problem of multitemporal and multisource image
classification and change detection with two additional real
test sites.
A. Model Development and Free-Parameter Selection
In our experiments, we used the linear and the RBF kernels
to construct the kernel matrices. The linear kernel is tested
here in order to show the performance of the standard “linear”
techniques revised in Section I. However, we should note here
that this linear kernel classifier is a more sophisticated model
than the common approaches used in the literature because it
constitutes a maximum margin algorithm. In addition, these
linear-kernel-based classifiers allow a fair comparison with the
nonlinear RBF kernel because, following the same composite-
kernel framework, the temporal, contextual, and multisource
information are also included. Considering that the number of
potentially useful combinations of (spatial, spectral, temporal,
and multisource) composite kernels is very high, in this paper,
we will restrict ourselves to present results on those combina-
tions showing the best performance according to our previous
experience and experiments [30], [31], [39], [40].
For the case of the linear kernel machines, only the penaliza-
tion factor C had to be tuned. For the case of the nonlinear RBF
kernel classifiers and depending on the composite kernel used,
a different σ parameter was additionally tuned for each com-
ponent of the composite kernel. The sum of kernels was nor-
malized in feature spaces before training [19]. All RBF kernel
widths were tuned in the σ = {10−3, . . . , 103} range, the regu-
larization parameter C for SVC was varied in [10−1, 103], and
the rejection parameter ν for the SVDD method was tuned in
the range [10−3, 100]. In the case of the multitemporal weighted
summation kernel, µ was varied in the [0, 1] range. An exhaus-
tive search among all free parameters is computationally un-
feasible. Therefore, a nonexhaustive iterative search strategy (τ
iterations) was used here. At each iteration, a sequential search
of the minimum ten-fold cross-validation estimated kappa sta-
tistic on each parameter domain was performed by splitting
the range of the parameter in L points. The values of τ = 3
and L = 20 exhibited good performance in our simulations.
A one-against-one multiclassification scheme was adopted for
the SVC classifier and the multiclass scheme presented in [41]
for one-class SVDD classification (complementary material
(MATLAB source code, synthetic data, and demos) is avail-
able at http://www.uv.es/gcamps/soft.htm for those interested
readers).
B. Experiment 1: Multitemporal Hyperspectral
Image Classification
The first battery of experiments is concerned with assessing
the multitemporal image classification framework presented,
and thus, contextual or multisource information is not processed
here. For this purpose, we generated a long time series of
12 synthetic labeled hyperspectral images of 200 × 200 pixel
size containing eight classes (forest, grassland, shallow water,
bare soil, rural urban area, sand, winter crops, and summer
crops) that vary along time.
1) Synthetic Data: For the generation of realistic synthetic
hyperspectral images, we used data from the Compact High-
Resolution Imaging Spectrometer (CHRIS), which is mounted
onboard the European Space Agency (ESA) satellite “Project
for On Board Autonomy” (PROBA). CHRIS sensor provides
hyperspectral images in the spectral range from 400 to 1050 nm
(62 spectral channels for acquisition Mode 1) [42]. The se-
lected image was acquired in the Agricultural Bio-/Geophysical
Retrievals from Frequent Repeat SAR and Optical Imaging
(AgriSAR) 2006 campaign over the Demmin site (in Germany)
[43]. This image was selected for the study in order to take
into account different surface types, and spatial textures (soil,
vegetation, water, urban areas, etc.).
First, we manually labeled the CHRIS/PROBA image. In
multispectral image processing, the assumption that the dis-
tribution of image classes can be approximated as a mixture
of normally distributed samples is widely accepted. Therefore,
we considered each homogeneous land cover as a normal
distribution and used the labeled regions of the CHRIS image to
estimate the parameters of a Gaussian mixture model (GMM;
mean, µ, and covariance matrix, Σ, for each class). Once we
had the ground truth with the areas covered by the different
spectral classes, the parameters of the GMM and the priors, we
generated a synthetic image, as follows: 1) the required number
of samples for each class was randomly generated from the
corresponding 62-D Gaussian distribution; 2) a proper texture
of gray-level values was assigned to each region (or class) in
the image; and 3) the generated spectra of each class were
shortened depending on their brightness (intensity) and were
iteratively assigned to the image location that presented the next
higher value in the texture image.
Following this procedure, the final image preserved the spec-
ified textures; however, the spectral classes are not modified. In
addition, in order to simulate the mixed pixels, which usually
occur in the boundaries between classes, we included a gradual
linear spectral mixture in the four pixels that are closest to the
class boundaries.
When generating the time series of 12 synthetic labeled
hyperspectral images, we can distinguish three kinds of changes
in the spectral signature of a given pixel along time, as follows:
1) natural spectral variability of the class accounted by the
covariance matrix and the random generation of the samples
for the different dates; 2) changes of the class distributions
between dates (e.g., due to illumination or atmospheric effects)
simulated with a multiplicative factor over the distribution pa-
rameters (µt = δtµ and Σt = δ2t Σ, where δt = 0.01t + 0.94,
t = 1, . . . , 11 for all classes); and 3) artificially generated
changes in the ground truth. These latter class changes were
only included at odd time instants (t3, t5, t7, t9, and t11),
which allows us to study the adaptation capabilities of the
time-varying kernel classifiers (see Table II for details of the
introduced changes).
2) Multitemporal Image Classification: In order to analyze
the performance of the proposed methods under realistic
ill-posed situations, we varied the number of training samples
per class (n = {5, 10, 15, 20, 30, 40, 50}) and measured the
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TABLE II
INTRODUCED CHANGES AT THE CORRESPONDING TIME INSTANTS
overall accuracy (OA; in percent), the estimated kappa statistic
(κ), and the complexity of the machines using the rate of
SVs (in percent). The best composite kernels were selected
according to the κ score in it. Average results for a number
of ten realizations and over all time prediction instants are
shown at the top part of Fig. 3. In all cases, the RBF kernel
outperformed the linear kernel.
Several conclusions can be derived. First, as we increase the
number of training samples, the accuracy and sparsity increase.
Second, the best kernel classifier is constituted by the cross-
terms kernel because it includes the temporal information of
image evolution (22). The weighted and direct summation
kernels produce very similar (but lower) accuracy and sparse
solutions, and the stacked kernel approach produces the worst
results in almost all the domain, which are probably due to
the extremely high input-space dimensionality generated. It
is also important to note that the proposed classifiers obtain
results close to the maximum a posteriori (MAP) classifier1
even when working with a reduced number of training samples.
This can be explained because the composite kernel classifiers
consider the temporal information in addition to the static
spectral information.
3) Change Detection: The same experiment was conducted
for the change detection problems. Average results are shown at
the bottom part of Fig. 3. Once again, the RBF kernel yielded
higher accuracy than the linear kernel. The best results were
obtained by using the difference kernel (average improvement
of ∼5%), which is closely followed by the summation and the
stacked composite kernels. The ratio kernel produces competi-
tive results; however, some instabilities are appreciated in the
accuracy curves, which are mainly due to the difficulties in
selecting the regularization parameter γ, which is a topic to
be studied in the future. It should be noted that, in general,
OA and κ measurements are unbalanced, suggesting that high
values of false detections are produced. Finally, all classifiers
have similar structural complexities (SVs; in percent); however,
in general terms, the SVDD offers sparser solutions, which are
slightly more significant for the proposed difference and ratio
kernels.
4) Classification Maps: For further comparison of the clas-
sifiers, we focused on the case of 50 training samples for each
class (last point in the curves of Fig. 3). The top part of Table III
shows the sequence of synthetic images; their corresponding
true maps; and the classification maps obtained with the optimal
MAP classifier, the best composite-kernel SVC, and SVDD
1Note that the MAP classification constitutes an upper bound of model
performance because the true distribution that generated the data is used to
generate the classifier.
classifiers at each time instant. It can be noted that, again,
the SVC works slightly better than the SVDD in almost all
the cases. This can be due to the fact that distributions vary
along time quite smoothly, and thus, pure inductive classifiers
can yield good results in this experiment.2 One can also notice
that, in general, results are improved when enough temporal
data are available to allow the classifiers to follow the dynamic
changes. Accuracy reaches the maximum values starting at
time t7, getting closer to the MAP solution with relatively few
training data.
The bottom part of Table III shows the results for the change
detection maps obtained with the RBF, the linear difference,
and ratio kernels at each time instant. Note that good results
are obtained with the nonlinear RBF kernel classifier, which
are both in terms of accuracy and estimated kappa figures, thus
suggesting robust and stable models. However, significantly
lower kappa statistics are obtained at t5 and t9 whenever the
(C4) “bare soil” class changes to (C5) “rural urban areas” and
(C7) “winter-crops,” respectively. These heterogeneous areas of
the real hyperspectral images were formed by both vegetated
and bare-soil pixels, and hence, the learned changes are similar
to the natural within-class variability of these two classes. In
consequence and due to the random generation of the synthetic
images, this fact produces a drastic increase of false detections.
This problem is even more critical because of the low number
of available training samples (50 for the change and 50 for the
no-change class), where the linear kernel clearly fails in almost
all scenarios.
As in the multitemporal classification problem, one can
observe, however, that all the classification maps appear quite
noisy, which is a direct consequence of not considering the con-
textual or textural information. In the following section, we will
analyze the impact that contextual, textural, and multisource
information have on the classification of real images.
C. Experiment 2: Multitemporal/Source Urban Monitoring
This battery of experiments extends the previous ones by
exploiting the proposed composite-kernel framework to build
classifiers that, in addition to the temporal information, also
integrate contextual, textural, and multisource data. The ex-
periments consider multitemporal classification and change
detection in real images.
1) Data Collection and Feature Extraction: The images
used in this experiment were collected in the Urban Expansion
Monitoring (UrbEx) ESA project [44]. Results from the UrbEx
project were also used to perform the analysis of the selected
test sites and for validation purposes.3 The considered test sites
were Rome and Naples (in Italy), where images from European
Remote Sensing 2 (ERS2) SAR and Landsat Thematic Mapper
(TM) sensors were acquired in 1995 and 1999. In this set of
experiments, only two time instants are available, and thus, the
complexity of the classifiers reduces significantly as to = 2.
An external digital elevation model and a reference land-
cover map provided by the Italian Institute of Statistics (ISTAT)
were also available. The ERS2 SAR 35-day interferometric
2This hypothesis was confirmed by noting that the optimal time window of
images was three (results not shown).
3For further details, visit: http://dup.esrin.esa.int/ionia/projects/
summaryp30.asp.
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Fig. 3. Results for the (top) multitemporal classification and (bottom) change detection problems. (Left) Overall accuracy, (middle) kappa statistic, and (right)
rate of SVs as a function of the number of training samples per class. Several kernel classifiers are shown by using (squares) SVC and (circles) SVDD with
the RBF kernel function. (Thick solid lines) Cross-information and difference kernels, (dash-dotted lines) weighted and ratio kernels, (dashed lines) summation
kernel, and (thin solid lines) stacked approach. Average results for all time instants and ten realizations are shown for all methods and the MAP classifier.
TABLE III
SEQUENCE OF SYNTHETIC IMAGES (RED–GREEN–BLUE (RGB) COMPOSITION, BANDS [19–12–2]) AND THEIR CORRESPONDING TRUE CLASSIFICATION
MAPS. ONLY 50 TRAINING SAMPLES WERE USED FOR ALL CASES, AND THE ODD TIME INSTANT IMAGES ARE DEPICTED, CONSIDERING
THAT CLASS CHANGES (BOUNDARIES HIGHLIGHTED IN RED) WERE ONLY INTRODUCED AT THESE DATES.
ACCURACIES ARE INDICATED ON THE FORM (OA [IN PERCENT], κ)
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pairs were selected with perpendicular baselines between 20
and 150 m in order to obtain the interferometric coherence
from each complex SAR image pair. The available features
were initially labeled as: L1–L7 for Landsat bands, In1–In2 for
the SAR backscattering intensities (0–35 days), and Co for the
coherence.
Considering that these features come from different sensors,
the first step was to perform a specific processing and condi-
tioning of optical and SAR data and to coregister all images.
The seven bands of Landsat TM were coregistered with the
ISTAT classification data and resampled to 30 × 30 m with the
nearest neighbor algorithm. The registration for the multisource
images was performed at a subpixel level, obtaining a root-
mean-squared error of about 10 m, which potentially enables
good urban classification abilities [45].
In the case of the optical images, the seven Landsat TM
spectral bands (containing three visible, one near infrared (IR),
two short-wave IR, and one thermal IR bands) were directly
used oi = {L1, . . . ,L7}. In the case of the SAR images, the
intensity and coherence were computed [46]. However, consid-
ering that speckle disturbs image interpretation, a multistage
spatial filtering approach over coherence images was followed
to increase the urban-area discrimination [47], which yielded
the fourth radar input feature Co′. Therefore, in this case, we
define ri = {In1, In2,Co,Co′}i.
Once features were extracted from optical and SAR images,
we analyzed their potential use for urban change detection. The
high overlapping of change and no-change pixels indicated an
extremely difficult change detection problem and suggested that
non-linear methods should be deployed. We also computed spa-
tial and textural features from these optical and SAR features.
Specifically, the spatial features for the optical images were the
average of all pixels in the surrounding 7 × 7 window, and
the textural features for the SAR data were Gabor-filtered [48]
versions of ri at different scales (θ = 1, . . . , 4) and orientations
{0◦, 45◦, 90◦, 135◦}, thus yielding the textural radar features.
In the following experiments, we selected subset images
from the Rome and Naples scenes containing 200 × 200 pixels
in areas with substantial urban changes. For the case of the
Rome scene, 1392 pixels changed to “nonurban,” 780 pixels
changed to “urban,” and 2978 changed to the “unknown” status
in this four-year period. For the case of the Naples scene,
1826 pixels changed to “urban,” 215 pixels changed to “nonur-
ban,” and 1973 changed to the “unknown” status. Pixels be-
longing to the unknown class were not considered, and hence,
this becomes a classical binary problem of change versus no-
change identification. In both cases, we randomly selected 25%
of the changed pixels for training and used five-fold cross
validation for free-parameter tuning. Then, we tested the built
classifier on the whole image.
2) Multitemporal Image Classification: Table IV shows the
results obtained by different supervised classifiers. Specifically,
we compare SVC and SVDD under the (left) multitemporal
classification and (right) change detection using different tem-
poral, spatiospectral, and multisource composite kernels for the
scenes of Rome and Naples. In the comparison, we also include
the well-known multilayer perceptron (MLP) neural network,
which has been a traditional approach for supervised multitem-
poral image classification and change detection [8]–[10], [13].
The MLP was trained using the Levenberg–Marquardt algo-
rithm, which is more efficient in terms of computational cost
than the standard back-propagation algorithm [49]. Different
numbers of hidden neurons in the hidden layer were tested nh ∈
[2, 100], and the best architecture was selected by evaluating
the averaged five-fold cross-validation kappa statistic. In order
to include temporal, multisource, or contextual information in
the MLP, we followed the traditional stacked approach because,
this way, a nonlinear relationship among inputs can be modeled
in the hidden layer. The best OA (in percent) and estimated
κ values are provided in all cases. We also analyze class-by-
class accuracies for particularly interesting cases and assess
statistical differences among classifiers through Wilcoxon’s
rank-sum test at a 95% confidence interval.
The following conclusions can be obtained from this table.
In all cases and scenes, it becomes obvious that the use of
the RBF kernel provides much better results than the linear
kernel which, in turn, constitutes an upper bound of the model’s
performance for (change detection) thresholding methods. The
results yielded by the MLP are, in all cases, inferior to those
provided by the RBF kernel approaches, which is probably due
to the fact that the input dimension increases when stacking
many features. Certainly, neural networks cannot efficiently
cope with very high input dimensional spaces, as in our case.
For the Rome scene (top part of Table IV) and in the case with
unlabeled information of the prediction date image (1999), i.e.,
t < to, only the labeled samples for 1995 can be used to train
a classifier and predict for 1999. In this complex situation, a
purely supervised approach like the SVC yields poor solutions
(OA (in percent); < 70% and κ < 0.6) because there is no
information on the change. Contrarily, SVDD offers good
results because, rather than building a separating hyperplane
“urban”/“nonurban,” the method tries to model the “urban”
class accurately. In all cases, the best composite kernel for
integrating the spatial and the different data sources was con-
stituted by the summation kernel, i.e., dedicating separated ker-
nels for the Landsat bands, SAR features, contextual Landsat
features, and textural Gabor-filtered SAR features. This best
method yielded a maximum accuracy of 84.2% but with biased
classifications (κ = 0.51), which was confirmed by looking at
the individual class accuracies (90.3% for urban and 53.4% for
nonurban). Finally, it is also worth noting that solutions are
much sparser for the SVDD (average of 22% of SVs) than for
the SVC (average of 59% of SVs). For the Naples scene, similar
results are obtained (see the bottom part of Table IV). Again,
when no information is available at time to, the SVDD con-
stitutes a better approximation either with RBF or linear kernel
embedding. These results are not only numerically different but,
also, differences are statistically significant (see star symbols in
Table IV; p < 0.05).
In the case with available labeled information for to, several
composite kernels have been tested, drastically improving the
results in both scenes. This is a clear consequence of using
labeled samples from the to image. In these cases, the SVC
classifiers show the best results; however, it can be appreci-
ated that the SVDD classifiers also produce stable and robust
outcomes, which confirms their suitability to application sce-
narios in which incomplete or partially complete information
is available. Similar results have been lately observed in [41].
The same behavior is observed for the neural network, which
provides inferior accuracies to the nonlinear SVC and SVDD
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TABLE IV
RESULTS FOR THE (TOP) ROME AND (BOTTOM) NAPLES SCENES. OA (IN PERCENT) AND KAPPA STATISTIC (κ) FOR THE DIFFERENT SCENARIOS (t < to
AND t ≤ to), TIME INTEGRATION, MULTISOURCE FUSION, AND CLASSIFIER ALGORITHMS. AVERAGE RESULTS OVER TEN REALIZATIONS ARE SHOWN
FOR SVC, SVDD (USING BOTH LINEAR AND RBF KERNELS), AND MLP. (BOLD) BEST AND (ITALICS) SECOND-BEST RESULTS ARE HIGHLIGHTED FOR
EACH COLUMN AND KERNEL TYPE. STATISTICALLY DIFFERENT RESULTS, EITHER IN TERMS OF OA (IN PERCENT; TESTED THROUGH PAIRED
WILCOXON’S RANK-SUM TEST AT 95% CONFIDENCE INTERVAL) OR κ (CONSIDERING IT IS NORMALLY DISTRIBUTED)
FROM THE BEST CLASSIFIER ARE MARKED WITH A STAR “”
classifiers (both numerical and statistical). The best overall
result was obtained by using simple summation kernels for
integrating the spatio-spectral information and, in some cases,
more complex cross-information kernels to process the tem-
poral information. This type of classifier yielded a maximum
OA = 94.3%, a statistically compensated model (κ = 0.78),
and good individual classification accuracies (97.1% for urban
and 82.5% for nonurban, respectively) for the Rome image and
yielded a maximum OA = 96.8% (κ = 0.64) and individual
classification accuracies of 98.3% for urban and 83.3% for
nonurban in the Naples image.
3) Change Detection: The right part of Table IV shows the
results for the difference and ratio kernels for change detection.
In these cases, labeled information for to is provided in the
form of “change” versus “no-change” for the 1999 image;
therefore, it can be considered as a supervised learning strat-
egy. In general, a significant (both numerical and statistical)
difference is observed by using RBF-based kernel classifiers
(e.g., accuracy is about +12% higher). Note that the lower
results offered by the MLP on the Naples image suggest the
weakness of this method in dealing with high-dimensional,
heterogeneous, and redundant input data. Note that in this case,
even a linear regularized method yields significantly better OA
(+8%). The SVCs yield very good results in terms of accuracy
(OA > 90%, κ > 0.7); however, the SVDD provides better
kappa values (although no significant statistical differences are
appreciated), which indicates well-balanced classifications with
reduced false detections. For the best SVC (SVDD) classifier,
the individual accuracies were 97% (98%) for the change class
and 69% (74%) for the unchanged class in the Rome image
dataset. For the Naples dataset, results between SVC and SVDD
did not differ significantly (98% versus 97% for the change
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Fig. 4. Best classification maps as boldfaced in Table I for the (top) Rome and (bottom) Naples scenes. In the multitemporal classification maps, white pixels
represent the class “nonurban,” black pixels are “unknown class,” and gray pixels are “urban.” For the change detection maps, we have plotted the no-change
classification in gray, the change in white, and the unknown class in black.
class and 75% versus 74% for the unchanged class), which are
probably due to the fact that this dataset constitutes an easier
problem and no particular guide to learn a specific class is
included in the methods. Note, however, that this is a different
(and much easier) experimental setup than the multitemporal
approach, considering that the classifier only has to detect if the
pixel’s class label changed or not.
4) Classification Maps: The classification maps offered by
the best methods (boldfaced in Table IV) are shown in Fig. 4 for
(top) Rome and (bottom) Naples. The numerical results (which
are already discussed before) are, in general, confirmed by the
visual inspection. For instance, in the case of t < to, the results
offered by the SVDD method are much better than the SVC
(more homogenous areas and lower number of false detections),
which are also observed in the case of using the difference or
ratio kernels for change detection, although (slightly) better
accuracies are obtained by using the SVC. In the case of
t ≤ to, the SVDD does not outperform the SVC, which is
mainly because the SVDD poorly integrates the spatial/textural
information (e.g., see the southern parts of the Rome scene
or the middle eastern part of the Naples scene where evident
changes occur). In addition, the neural network produces more
noisy classification maps, which are particularly noticeable in
change detection.
VII. CONCLUSION
In this paper, we have introduced a general methodologi-
cal framework based on composite kernels for multitemporal
classification of remote sensing images that simultaneously
takes into account the spectral, spatial, and multisensor infor-
mation. The main advantages of the proposed framework are
the following. First, there is an alternative to stacking features
for exploiting heterogeneous data sources, thus alleviating the
curse of dimensionality. Second, the nonlinear relationship
among pixels (and among features) at different time instants is
treated with tunable flexibility. In this paper, we also introduced
nonlinear kernel-based versions for the well-known difference
and ratioing methods for change detection. In these cases, when
a linear kernel is used, the approaches constitute an upper bound
of their traditional counterparts.
As core learners, the binary SVC and the one-class SVDD
classifier were used, and they were also benchmarked with
neural networks in real scenarios. In general, neural networks
show inferior results compared with nonlinear kernel classi-
fiers, which is a direct consequence of their difficulties when
working with very high dimensional input samples that are
particularly important when stacking together other information
sources, such as contextual or multitemporal. The binary SVC
was more suitable than the SVDD when labeled data from the
prediction instant were available or when the temporal dynam-
ics of changes were slow. However, this is not the common
situation, thus revealing the one-class SVDD as a particularly
well-suited tool for learning the change detection problem.
We have illustrated the performance of the framework in both
synthetic and real multitemporal images. The result of a long
sequence of synthetic images, where a near optimal classifi-
cation is obtained with a reduced number of training samples,
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is particularly attractive. In general terms, the best composite
kernel has been the cross-information kernel; however, we
have also observed that simple composite kernels, such as the
summation kernel, offered a very competitive performance.
In the real-case scenario, results have also demonstrated that
the use of basic composite kernels yields good results in the
particular application domain of urban monitoring, outperform-
ing the traditional stacked-vector approach in all cases. More
sophisticated composite kernels that explicitly include cross
relations between different information sources show better
performance at the expense of increased computational burden.
Further work will consider the formulation of semisuper-
vised kernel-based techniques in the multitemporal and mul-
tisource change detection framework. At present, good results
have been obtained by using graph-based methods [39]; how-
ever, it is worth stressing that any kernel-based transductive or
one-class learning algorithm could be adapted for this purpose.
In addition, the future is tied to the study of optimizing methods
of the linear summation of kernels [50] and of the formulation
of adaptive (online) versions of the presented methodology.
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