The object of this paper is to expand and develop the equilibrium theory outlined in the first part of this series, within the framework of a general kinetic theory of fluids.
I n t r o d u c t io n
In part I of this series (Bom & Green 1946) , Professor Max Bom and the author gave a general survey of a theory designed to describe both equilibrium and dynamical properties of liquids. A brief treatm ent of the equilibrium state was included, sufficient to show th a t results consistent with the application of statistical mechanics could be obtained. There were, however, two important gaps in our outline, which it is the purpose of the present paper to fill.
In the first place, we found it necessary to appeal to statistical mechanics in order to prove th a t the Maxwellian distribution of velocities in a molecular assembly was a unique consequence of our equilibrium theory, though we were afterwards able to show th at by assuming this, the complete statistical mechanical solution could be obtained. I t is obviously desirable, however, to make an exposition of this kind independent, as far as possible, of external theories, even though their subject-matter may overlap to a certain extent with our own. The first part of this paper is therefore devoted to a generalization of the famous Boltzmann .0-theorem (Chapman & Cowling 1939) , which enables us to establish our treatment of the equilibrium properties on an independent basis. At the same time a direct proof is offered of certain general formulae of statistical thermodynamics.
Secondly, although the object of this series is specifically to provide a theory of the liquid state, in part I no indication was given of the role played by this particular phase in our theory. Indeed, in its present form, it is equally applicable to the gaseous phase, and, apart from modifications probably of a quantum-mechanical nature, to the solid state as well. I t just happens th at there are already theories which adequately describe these other states. However, some explanation of the phenomenon of condensation, and the distinction between the gaseous and liquid states, is plainly required, and this it is the endeavour of the second part of the present paper to give.
A theory of condensation, based on statistical mechanics, has already been elaborated by Mayer and others (Mayer 1937; Born & Fuchs 1938; Kahn 1938) , who showed that condensation is associated with the divergence of the series obtained by expanding the normalized phase integral in powers of the density. The nature of this singularity, and of the continuation beyond, has, however, so far remained somewhat obscure. The investigation which follows indicates th at the singularity is, in fact, a branch point, from which spring two branches associated with the gaseous and liquid states respectively.* With the aid of an approximate solution of an integral equation derived in part I, it has been found possible to derive equations of state for both phases, and any other equilibrium properties which may be required. This part of the work offers many opportunities for numerical comparison with experiment, but it has not seemed worth while to specialize in this way a t present; on account of the approximation involved, qualitative rather than exact quantitative agreement may be expected. However, the equilibrium theory now seems sufficiently well established to enable us to proceed to the more interesting dynamical properties, some of which Professor Born and the author hope to treat in the third part of this series.
Preliminary
A fundamental theorem in the kinetic theory of gases, due to Boltzmann, shows th a t a certain quantity H, closely connected with the entropy S, cannot, on the average, increase, but must tend to a fixed minimum, associated with the equili brium state. Both the definition of H, and the proof of the so-called //-theorem, must, however, be generalized to apply to the liquid phase.
The appropriate definition is suggested by known results of statistical mechanics, in the following way. In equilibrium, the free energy A of an assembly of N molecules is known to be given by 1 r(2 A r) r n e~^T = _ J ... 1 e-wikT n dxPdgo, (2-1)
N
•where W = \m 2 + (2*2) i= 1 in the notation of part I. An independent proof of this result, based on the exact formula for n2, will be found in the appendix. Note here th a t (2-2) implies th at the molecules possess no internal degrees of freedom, a simplification which will be made throughout the present paper.
* The liquid phase is distinguished from the gaseous phase by the existence of real roots of a certain transcendental equation. In this respect the theory resembles a theory of conden sation proposed by Kaplan & Dresden (1944) . In spite of its attractive simplicity, however, the latter remains extremely speculative.
I t was found in p art I that, for equilibrium,
where so th a t
The entropy is where
is the internal energy. Hence, in equilibrium, if/ jv+ i is assumed to vanish. The 'auxiliary equations' for the integration of (2*10),
are identical with Lagrange's equations for the motion of the system. They yield 6 N functionally independent integrals of the form * C" r = 1,..., QN, which, when solved for x(<) and ^(i), provide a detailed description of the motion in terms of the time t and the parameters Cr which are specified by the initial conditions. /# is thereby determined as an arbitrary function of the 6N variables Ir, which include the total energy W, the total momentum M, and the total angular momentum A of the system. This solution is, however, much too general for the present purpose, which requires the form assumed by /# when the system has been left for some time, and has arrived a t a 'norm al' state. Also, the idea of statistical interaction has disappeared from the equations, which, as one might expect, leads to the paradoxical result dH/dt = 0 even when statistical equilibrium has not been reached.
Therefore, instead of (2*10) the equation
will be considered, which has the effect of providing an external system (to be imagined as the vapour with which the liquid is in contact, for example) with similar distribution properties, and with which the given system may statistically interact. Also, to make the treatm ent as general as possible, the possibility of a conservative field of force -0¥//0x acting on the molecules is contemplated, which requires only
tage th a t the boundary of the fluid may be represented by a wall where W-+co \ of course, a t the w all,/# and surface integrals involving/# must vanish, otherwise the total potential energy of the fluid would diverge.
T h e g e n e r a l iz e d i f -th e o r e m
Now proceed to calculate the rate of change with time of the quantity H defined in (2-9). Thus 9/7 /*(2 The analysis which follows is a generalization of th at in appendix I to part I of this series, with which it should be compared. Write x~£ ( x « +**+«), r = x^+D-xW]
By solving the equations (3*4) \ and p can be expressed, and therefore J*(1) and in terms of m , a, w and r*. A function f N+1 can then be defined by f N+l =/«+!<*, x«>......*»+», ......?<« m,a,w>), ' (3-5) and it is easily verified th a t
On substituting 1 3/Wi W m & E < n 3xW from (3*6) into (3*2) the only term which does not vanish is found to be -ifj ... Ju + log/^p^ML ndXOdS,®.
Now, m , a and w may be regarded as geometrical parameters specifying the trajectories which would be followed by the molecules numbered (1) and (N + 1) if no other molecules were present. Thus, if the x(Ar+1). domain be imagined as par titioned by tubes formed by the trajectories of (N+1) relative to (1), it is seen th at the integration over x(iV+1) may be performed, as in appendix I to part I, first along the typical trajectory, where m , a and w are constant, and then over all values of the cross-section radius b. At each end of the trajectory the interaction vanishes, and f N+1 factorizes in to /^v+1)/ iV. Since the sphere around x(1) in which < J > is effectively different from zero is of microscopic dimensions, it need not be supposed that x(iv+1) differs macroscopically from either x(1) or x, or that the time differs from t, at the ends of the trajectories. The initial velocites and $-(iV+1)' must, however, be determined from the actual, final velocities by the equations, following from (3*4)
After the integration, (3-2) becomes
* Only two components of a are strictly required for this transformation, but for symmetry this fact is ignored.
Now denote by FN the function obtained from f N by replacing the variables x (<) and by and I g i + N )r espectively, and rewrite (3*8), using (2*4) o the form
By a series of transformations familiar in the proof of the //-theorem for gases, one obtains finally (3'10) which makes it clear th a t dHjdt is essentially negative or zero.
T h e e x a c t e q u il ib r iu m s o l u t io n
I t is inferred from the calculations of the last section th a t it is a condition of equilibrium th at the entropy should have attained its maximum value, for which log fN + log Fn = log + log F'n where Fn = / iV(x^+1), ...,$«*)),
..,X<2iV> ,^+ 1),,^+ 2 ), and equations (3-7) are satisfied. Owing to the symmetry between the variables, one obtains from (4*1) by a succession of 1 arbitrary transformations of the type (3-7), log f N + log Fn = log/^r + log F " n , To determine these functions, substitute in (2*12), modified for equilibrium conditions. Then 3/W+ d t i= 1 8x(i) vanishes; the statistical term y j |j r >^dx"+I)d5<w +1)
can be reduced to terms of the form
by analysis similar to th at of the last section, and also vanishes. (2*12) therefore reduces to (4-7)
and then, on substitution from (4-6). dcr 9x<*> 
where C" is a pure constant; and the last reduces to 2 5(*)*a"7i)50)2 = showing i,j= l N __ only that the visible kinetic energy \m £ ?(,)2 is conserved.
i -i The most general form for f N when there are no changes in the entropy has thus been obtained.
T h e solution of t h e in teg r a l equation
Now proceed to examine the equilibrium state in detail by the method proposed in § 5 of part I, namely, by the solution of the integral equation for n 2(r):
g (** -f2) -T + r) -n f f d t n 2{s) ds.
(5-1) n\ k T
First linearize the equation by writing n2(r) -nle-*r)W{l +f(r)}
and neglecting squares and higher powers of /(r). This procedure will be justified if the right-hand side of (5-1) is not too large; hence Now observe th a t a(r) and a'(r) are both negligible except for small r, so that, when multiplied by these factors, f(r) may be replaced by e -1, its average value in the neighbourhood of the origin. Then, after integration by parts, 
s2 -t2)(t + r)a(t + r)dta'(s){l+

rf(r) -271% I j (t +
J
I t will be supposed th a t there is an analytic function jS(z) which reduces to fi(r)
when z = r is real. The most general solution of (5*5) is then given by (5*8), where the path of integration may follow any course from negative to positive infinity in the complex plane. This is most easily seen by remarking th a t if f(r) is a solution, A so is f(r) + -* sin (rzk), where zk is any root of the transcendental equation
(5-9) the additional term may, however, be obtained from (5-8) by deforming the path of integration to enclose the singular point zk. I t will be seen in the next section, however, th at the precise path of integration is determined by the boundary condition f(r) * 0(r~8) as oo, (5-10) which follows from the requirement th at J(?412) -) dx (2) Explicit formulae for all the im portant thermodynamical functions have thus been obtained, except th a t the path of integration, which is the same in (5*8), (6*3), (6*5) and (6-7), is so far undetermined. To apply the boundary condition use is made of the well-known lemma lim f sin (rs) ds = = \ i (6*8)
I t is necessary also to discuss the dependence of <x(r) and jS(r) on the temperature. Since <j>(r) is negative for all large r, in this range ) will become increasingly positive as the temperature decreases. I t follows th at j8(r) will behave in the same way when r is small. Referring to (5*9), it is necessary to distinguish between two cases. For sufficiently low densities and high temperatures, A/e exceeds the upper bound of and (5*9) has no real roots; the path of integration may then be taken along the real axis, since (5*10) is thereby satisfied. In the region of higher densities and lower temperatures, however, (5-9) will have a pair of equal and opposite real roots (since /?(z) is an even function of z), and in this case the path of integration must be taken just above both singularities on the real axis. On such a path,
so th a t the singularities in the integrand do not affect the behaviour of the integral for large r. The possibility th a t the two cases described above correspond to the gaseous and liquid phases respectively has already been expressed, and in the following sections con vincing evidence will be given to confirm this view.
D e v e l o p m e n t f o r t h e g a s e o u s p h a s e
The expressions found in the last section for the thermodynamical functions are quite general, but not very informative to the physical intuition, or convenient for numerical evaluation. Certain developments in series of the general expressions will therefore be considered. In the region of low densities and high temperatures efi(s) < 1 for all real s, and it is permissible to develop the infinite integrals in powers of the density. Hence
I*00 fi(s)v+1 s2ds) r+ lr
which is the equation of state.
Under the same conditions, however, Mayer (1937) has obtained an exact develop ment quite analogous to (7*1) by evaluation of the integral expression in (2*1). A concise and perfected exposition of the method has been given by Born & Fuchs (1938) ; the result obtained is
A general kinetic theory of liquids where the first /?" are given by
fix -(2w fifiW fit = 4(2w)* f P(yfiny*dy, Comparing (7*1) and (7*3), it is found that fiv = ^(27| Pisy+'s^ds J -C O (7-4) (7-S) (7-6) Substituting v = 2 in (7*6), agreement is obtained with the value of /?2 given by (7*5 provided e = 1; the remaining /?" given by (7-6) are approximate, but far more tractable expressions for the viral coefficients than those obtained by Mayer's combinational method.
Mayer found that the equation of state derived from (7*3) will not describe the liquid phase, for the simple reason that the infinite series becomes divergent on approaching the point of condensation. Precisely the same thing happens to the present series (7*1) when the transcendental equation (5*9) first has a real root, and the provisional hypothesis advanced at the end of the last section is therefore confirmed.
I t is important to notice, however, that the solution of the equation (5*9) will not necessarily yield the boiling-point as a function of density, but rather the highest temperature to which the liquid can be superheated without boiling. The boiling-point must be determined by the usual thermodynamical method of con sidering the equilibrium between the two phases.* 8. D evelopm ent for the liq u id ph ase I t has been seen th at the power series (7*1) can describe only the gaseous phase, and th at another form of expansion is required to adapt the formulae of § 6 for the liquid as well as the gas. For this purpose it is convenient to consider the complex roots zu (u = 1,2,3, etc.) of (5*9) in the upper half of the 2-plane. Assume th at /?(z) ->0 as 12 1 -»oo, uniformly with respect to arg2, in this region; by the theory of residues, the following expansion is then obtained from ( the equation (6*6) is again integrable, and
The formulae of this section hold equally for the liquid and the gas. The difference arises from the fact that in the case of the liquid there are two real roots which are not included in the w-summation; when the temperature is raised beyond the boilingpoint these roots migrate in opposite directions into the complex plane, and the one above the real axis is now included in the w-summation. Thus there is a real dis continuity in the radial distribution function and all the thermodynamic functions at the point of condensation-a consequence of the theory which is confirmed by experience. However, the discontinuity in the radial distribution function corre sponds only to a transfer from one branch of the general solution of the integral equation to another; the point of condensation is therefore a kind of branch point.
An approximate classical theory of the solid state appears to result in the following way. When the boundary condition (5*10), which can be correct only AJc for liquids, is omitted, the possibility of a periodic term -sin rzk in the expression for n2(r), where zk is the real root of (5*9), is not excluded. Such periodicity at large distances from a given lattice point is characteristic of the solid state. This may provide confirmation of the idea of Vlasov mentioned in the introduction to the first paper of this series.
A general kinetic theory of liquids
A p p e n d ix
Here a proof of the formula (2*1) for the free energy will be given. First show that the quantity there defined satisfies the differential equation (6-6), or the equivalent partial differential equations
where E and p are defined by (6* 1) and (6*2) respectively. Use is made of the formula
The first of the equations (9*1) follows immediately on differentiating (9-3); to obtain the second, write x(i) = Z0(i), where l3 = V ; t h where Q 1 1 " Mj ***J so that
This leads immediately to the second of equations (9*1).
I t remains to be shown that the quantities E and p as defined correspond to the internal energy and pressure as observed experimentally. That this is so in the case of the internal energy follows easily on calculating the mean value of the Hamil tonian energy W. The evaluation of the pressure requires rather more attention; in order to make the discussion as general as possible, equilibrium conditions will not be assumed, and the pressure tensor in the fluid will be evaluated in the first instance. (The analysis which follows is borrowed from part I I I on dynamical properties, now in preparation by Professor M. Bom and the author.)
Multiply in agreement with the value found previously by differentiating the pnase integral.
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