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ABSTRACT 
When planning long duration space missions, radiation effects due to large solar particle 
events (SPEs) can become a major concern. As time in space increases, the chance 
that a measurable amount of dose is received from a SPE also increases. Therefore, a 
prediction mechanism for SPEs needs to be in place, which allows spacecraft operators 
to estimate the time until certain doses are reached following the onset of one of these 
events. Typical dose-time profiles of these events exhibit a Weibull functional form, 
which can be described by three fitting parameters. Since the profiles are nonlinear, the 
use of neural networks to approximate the profiles is ideal. The purpose of this research 
is to use neural networks to forecast the dose-time profiles of SPEs. 
A network set comprised of three networks is used to forecast each of the three Weibull 
parameters based on doses during the early stages of the SPE. The networks either 
utilize sliding or conventional time delay techniques. Once all three parameters have 
been forecasted, profiles are determined and compared to actual profiles. Sometimes a 
second, or even third event occurs before the first event is complete; therefore, the 
network set also has the ability to determine when one of these "multiple-rise" events 
occurs and can determine the profile for each subsequent event. From these profiles, 
radiation doses from a particular event and the length of time until applicable dose limits 
are reached can be forecasted. 
This research showed that neural networks do have the ability to forecast the Weibull 
parameters necessary for describing dose-time profiles of SPEs, both single and 
multiple-rise. Typically the forecasts were within thirty percent error of the actual profile 
before half of the event dose was received. Sometimes one or more of the parameters 
was not adequately forecasted, which caused the event to be either over- or under­
predicted. However, when comparing times and doses exceeding particular dose limits, 
forecasts and actual values were always within a few percent of each other. 
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1. INTRODUCTION 
As residence time in the next frontier increases, the need for better solar activity 
prediction is important. The construction of the International Space Station (ISS) has 
increased an astronaut's time in space, whether inside the station or on a space walk, by 
an incredible magnitude. During the time that the space station has been in orbit, six 
different expeditions have been launched, starting in October 2000, with crew stay times 
ranging from a minimum of 128 days during expedition three to a maximum of 195 days 
during expedition four. During these six expeditions, four relatively significant solar 
particle events (SPEs) (Nov. 8, 2000, Sept. 24, 2001, Nov. 4, 2001 and Nov. 21, 2001) 
and two smaller, yet still significant, SPEs (Oct. 1, 2001 and April 21, 2002) occurred. At 
the time of this publication, there have been 25 Shuttle based space walks and 25 ISS 
based walks for a total time of 312.2 hours (NASA, 2003). With the space station always 
undergoing changes and additions, this time in space will continually increase, thereby 
allowing for the chance that an astronaut to be caught unaware by the onset of a SPE 
while on a space walk. With this increase in time that the astronaut is unprotected comes 
the chance that the astronaut will receive a measurable radiation dose. After the 
occurrence of a SPE, it is possible that the background particle flux can be increased by 
two to five orders of magnitude (Balch, 1999). If a SPE occurs while the astronaut is in 
space, the amount of absorbed dose increases drastically, thereby critically increasing 
the radiological concerns. 
For this reason, a prediction mechanism needs to be in place to allow crews to know 
when a dose limit will be reached after the start of one of these events. During the 
August 1972 SPE, which occurred midway between the Apollo 16 (April 1972) and 
Apollo 17 (December 1972) manned space missions (NASA, 2003), the dose rate 
behind 1 g cm-2 aluminum shielding exceeded the ICRP low-dose-rate limit (ICRP, 1990) 
of 10 cGy h-1 to the skin for 18.9 hours and to the bone marrow for 8 hours. During the 
period in which the dose rates exceeded the limit, the skin received 14.8 Gy and the 
bone marrow received 0.6 Gy (Parsons and Townsend, 2000). During the events in the 
last five months of 1989, up to 22 cGy was received to the bone marrow behind 2 g cm-2 
aluminum shielding (Zapp et al., 1999). Although during any given year of a solar 
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maximum, the likelihood of a large event is small, and the likelihood of multiple large 
events is even smaller (Wilson et al., 1991), the events of 1989 and of 2001 have shown 
that this statement is not always correct. During 1989, four large events occurred from 
September through November. During 2001, a large skin dose event occurred at the end 
of September, followed immediately by a smaller event at the beginning of October, and 
then in November, two large events occurred. This first of the two events in November 
was the third largest dose event in recorded history (behind the August 1972 event and 
the July 2000 event). 
At this time, the Space Environment Services Center of the National Oceanic and 
Atmospheric Administration (NOAA) uses a warning system that observes solar flares 
and makes predictions based on the flare output (Heckman et al., 1992; Singer et al., 
2001 ). The system uses flare precursor information to predict flare charged particle 
fluxes. Flare forecasts are based on observations of solar images and sunspot 
observations. Predictions of proton event probability are based on known information on 
the location of a flare, the maximum temperature of the flare and the maximum flux 
(Singer et al., 2001 ). However, the current system is not complete and improvements 
are necessary. Such improvements include coronal mass ejection information, continued 
data on solar observables and the possibility of coronal propagation. Also, in order to 
enhance the system to its highest capabilities, the temporal (change over time) and 
spectral (energy differences) variations during a SPE need to be predicted. 
Forecasts of solar proton time-intensity profiles have been generated using either the 
"protons," the PPS-87, or the JPL 1991 prediction models (Balch, 1999; Smart and 
Shea, 1989; Feynman et al., 1993). The "protons" model predicts event probability, peak 
flux and rise time and can discriminate between those events associated with a solar 
flare and those that are not. The PPS-87 model makes predictions of the heavy ion flux 
within minutes after a solar flare occurs. This model converts predicted flux into 
expected radiation dose. The JPL 1991 model estimates spacecraft exposures from 
solar protons with increased accuracy in comparison to other models. These models, 
however, do not reflect the actuality of events since SPEs do not always occur when 
there is a solar flare. 
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Most solar activity predictions forecast the sunspot number, the 10. 7-cm flux data, or 
other solar observables (Macpherson et al. ,  1995; Calvo et al., 1995; Koons and Gorney, 
1990; Williams, 1991; Joselyn et al., 1996; Joselyn et al. , 1997; Nikonova, 2000). For 
example, the work completed by Macpherson and collaborators used smoothed monthly 
data for training artificial neural networks (ANN) in order to predict monthly sunspot 
numbers, monthly solar fluxes, and geomagnetic activity indices. In the work by Calvo 
and collaborators, the yearly mean sunspot number is forecasted based on time series 
solar activity data. That work uses a feed-forward neural network to predict sunspots for 
the 22nd and 23rd solar cycle. In the work by Koons and Gorney, a backpropagation 
neural network is used to make sunspot predictions -the maximum thirteen-month 
smoothed sunspot number and the month during which the maximum occurs. In the 
work by Williams, a multi-layer feed-forward network utilizing backpropagation is applied 
to predict 32-day average solar fluxes and the yearly solar index. In the works by 
Joselyn et al., forecasts are made for the sunspot number, the 10. 7-cm solar flux, aa and 
Ap. The 10.7-cm solar flux is the total solar radio flux with particles of 10.7-cm 
wavelength. The other two values, aa and Ap, are measures of geomagnetic activity. The 
first value, aa, is a three-hour equivalent amplitude index of local geomagnetic activity at 
a latitude of 50° . The second value, Ap, is an average of eight three-hour indices from a 
specific set of stations (Space Environment Center). Various prediction techniques, 
including neural networks, were used for these forecasts. In the work by Nikonova and 
collaborators, the nonlinear spectral model is used to make forecasts of solar activity 
parameters including sunspots and mean solar magnetic field. In all of these cases, 
researchers use various techniques, including neural networks, to predict the solar 
observables. However, the number of sunspots observed does not always reflect the 
magnitude of the radiation dose. 
Although previous work in the forecasting of solar observables emphasized sunspot 
number and geomagnetic indices, others more recently have shown that these values 
are not required in accurately predicting space weather conditions (Feynman and 
Gabriel, 2000). This work concluded that predictions were not needed of the sunspot 
number because they are not related to the direct prediction of a solar flare. Also, 
predictions of geomagnetic indices were not required in necessary predictions. However, 
proton and heavy ion fluences are important when forming SPE predictions. Also, since 
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it is believed that the most hazardous particles of a SPE are related to the shocks of 
coronal mass ejections (CME) (Reames, 1999), predictions of CMEs are needed. 
According to Reames, it is possible to warn astronauts after the onset of a SPE so that 
they have a chance to take cover before the arrival of the shock. 
Recently, neural networks have been used to predict the occurrence of SPEs using data 
leading up to the event (Patrick et al. , 2002). This work uses x-ray and solar radio data 
from tens of days prior to the event. The prediction of SPE occurrence within two days of 
the event onset is a step in the right direction in the terms of where prediction models 
need to go; however, this model only predicts the occurrence of the event, not the dose 
and especially not the dose-time profile. This is an improvement because previous 
methods of forecasting SPE occurrence were extremely weak for events with lead times 
of days to weeks (Feynman and Ruzmaikin, 1999). 
Until recently, prediction techniques of the dose-time profile have been extremely limited. 
The first step taken was the parameterization of the profile through the use of the 
Weibull growth curve (Zapp, 1997; Lamarche and Poston, 1996). That work gives the 
range of values for the three parameters used to describe the profile. This work only 
included events between November 1987 and August 1991 with doses to the organs of 
interest behind 2 g cm-2 of aluminum shielding. Of particular interest from this work are 
the tabular data of the fitting parameters used to describe the proton fluence for each 
event. 
The second prediction technique was the use of a slid ing time delay neural network 
(STDNN) to predict the asymptotic dose during the early stages of the SPE (Tehrani, 
1998). This prediction, however, is limited because it cannot make forecasts of the other 
two Weibull parameters such that the dose-time profile of the event can be determined. 
In this work, the researcher made use of the events described by Zapp in 1997. This 
causes problems since the event with the largest dose, August 1972, was not included in 
the training data. Therefore, if an event larger than October 1989 were to occur, the 
asymptotic dose would not be predi_cted accurately since it is outside of the training 
parameters. This work also does not describe methods to predict doses for the multiple-
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rise events, similar to that of October 1 989. However, of interest from that work is the 
neural network architecture for the prediction of the asymptotic dose parameter. 
Most recently, dose-time profiles were forecasted using Bayesian inference techniques 
while employing Markov Chain Monte Carlo methods (Townsend et al., 2000; Neal, 
2001 ). This work made forecasts of dose and dose rate time profiles from early time 
points following the onset of a solar particle event. Both hierarchical non-linear 
regression models and Bayesian inference methods were used to provide predictions of 
the dose-time profiles, the dose rate and the uncertainty in all predictions. 
1 .1 .  RESEARCH PROGRAM AN D OBJ ECTIVE 
In this work, for the first time, an artificial neural network set using MATLAB 
programming to predict the dose-time profiles of solar particle events has been 
developed (MathWorks, 1 992; Demuth, 1 994). This research enhances existing solar 
activity prediction mechanisms. The work reported herein includes verification of the 
prior neural network asymptotic dose predictions, construction of new neural networks to 
predict the other two Weibull fitting parameters, testing and verification of the new neural 
network set, and generalization of entire network to test multiple-rise events. 
The verification of the asymptotic dose prediction was done to ensure that the existing 
sliding time delay network can handle larger events, such as the August 1 972 SPE. This 
portion of the research was completed, not as original work, but as an addition to 
previous work (Tehrani, 1 998). The network had the ability to train with larger events and 
then to generalize for other large events when testing. The necessity of this work was to 
enhance the asymptotic dose prediction by the inclusion of much larger events. 
The construction of the new network set, which predicts the two Weibull fitting 
parameters along with the asymptotic dose, uses doses at particular times during the 
early stages of the event and the predicted asymptotic dose. As. the parameters are 
predicted, the predicted Weibull and the known Weibull are compared to determine how 
well the network is working. The neural network for the asymptotic dose is the same as 
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in previous work (Tehrani, 1 998); however, the networks for the predictions of the 
Weibull fitting parameters use different techniques in selecting the data. Training of this 
network includes an extreme case event to ensure that if an event larger than the August 
1 972 SPE were to occur, it would be possible to make a forecast. 
Testing and verification of this network is the most important part of the entire process. 
This step makes sure that the network has the capability to generalize to events it has 
not seen. A small set of data is removed from the entire data set to serve as the testing 
set. Since the parameters are already known quantities, it is possible to make sure that 
each is within the upper and lower boundaries for the parameters in the training set. This 
ensures that the entire region is covered as well as that no event lies outside the training 
space. As new events occur, the data can be incorporated into the database of events 
that are used for training. 
The final step generalizes the above set of networks to include events that are 
comprised of multiple-rises. Examples of this type of event include the October 1 989 and 
the November 2001 events. Since more than one event is involved, all must 
parameterized. This step looks at the doses over time, and when the network sees a 
new increase after the asymptotic dose, it starts the entire testing process over. 
1 .2. IMPACT AND ORIGINALITY 
The use of neural networks in previous solar activity predictions has been limited. In 
most cases, neural networks have only been used in the prediction of solar observables, 
such as sunspot number and 1 0. 7-cm flux. However, these cases are limited and do not 
take into account the dose delivered by a solar energetic particle event. Recently, the 
use of neural networks resulted in the prediction of the asymptotic dose of SPEs. This 
prediction yields the estimated final dose an astronaut will receive for the entire event. I t  
does not, however, tell how long a time interval is involved until the astronaut reaches 
this final dose or the way in which the dose will be delivered. This step was looked at 
within the past couple of years using Bayesian inference techniques to predict dose-time 
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profiles. This past year neural networks were also used to determine when an event will 
occur. 
This research represents the continued attempt at the prediction of measurable 
quantities of solar particle events and other solar observables using neural networks. 
This will be the first time that neural networks have been used to predict the temporal 
profile of a solar particle event. The SPE temporal profile is important in that it allows for 
operators to know the length of time from the event onset until the asymptotic dose, or a 
dose limit, is reached. Knowing the time frame would allow the crew ample time in which 
to take precautions against the oncoming radiation dose. The profile is also necessary 
when dealing with events containing multiple rises. 
1 .3. OUTLINE OF RESEARCH 
This research, predicting SPE dose-time profiles using neural networks, is presented in 
the next seven chapters. Chapters two through five describe the background necessary 
to understand the distinct portions of this work. These chapters are broken down as 
follows: 
- Chapter two: space radiation environment, 
- Chapter three: charged particle transport, 
- Chapter four: dose calculations and 
- Chapter five: neural networks. 
Chapter six describes the methodology for developing the neural network architecture 
necessary for training and testing both single-rise and multiple-rise events. Chapter 
seven presents all results calculated using the methods set forth in the previous chapter. 
Chapter eight provides relevant conclusions on the research and discusses 
improvements needed to further enhance the viability of this work. Following the main 
body of this research are six appendices. These include actual solar particle event dose 
data; MATLAB training and testing programs; weights/biases from training programs; 
extra results from the small data set; extra results from the large data set and extra 
results from the multiple-rise data set. 
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2. SPACE RADIATION ENVIRONM ENT 
When a crew leaves the protective environment of the Earth, there are many concerns 
that are dealt with in order to ensure the success of the mission. Most of these 
occurrences are not life threatening and can be controlled by either the crew or mission 
control on the Earth. There is one concern, however, that the crew cannot control, which 
is the hazardous and unpredictable environment of space. In this environment, the crew 
may be bombarded with naturally occurring radiations from three different sources: the 
Van Allen belts trapped radiation, the galactic cosmic rays (GCR), and protons from 
solar particle events (SPEs). Figure 2.1 shows the space radiation environment as a 
function of particle energy. This figure shows the mag nitude of the flux that each 
radiation source exhibits at particular energies. This chapter will discuss the three 
sources of space radiation, concentrating on the energetic SPEs. Since this study 
focuses on SPEs, the end of this chapter will be dedicated to a brief discussion of the 
effects to humans that would be of a concern for radiation protection. 
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Figure 2.1. Space radiation environment (Wilson et al., 1991 ). 
2.1 . VAN ALLEN BELTS 
During the late 1 950's, James Van Allen and collaborators discovered the Earth's 
trapped radiation belts while performing experiments with Explorer I .  These belts consist 
of energetic protons and electrons trapped within two regions surrounding the Earth. The 
belt found at lower altitudes is called the "inner belt" and is mainly composed of high­
energy protons with some low energy electrons. The belt found at higher altitudes is 
called the "outer belt" and is composed mainly of high-energy electrons with some lower 
energy protons. Figure 2.2 illustrates the trapped radiation environment around the Earth 
and is given as a function of particle energy and particle flux. The right side of the figure 
shows the fluxes for lower energy particles, while the left side shows the fluxes for higher 
energy particles. The dashed line represents the flux for protons, and the undashed line 
represents the flux for electrons. The inner belt, because it is dominated by Earth's 
magnetic field, remains relatively stable; however, the outer belt is heavily influenced by 
temporal fluctuations in Earth's geomagnetic tail (Hastings, 1 996). This causes the 
center of the belt to move further from the Earth. Because the magnitude of the energies 
from protons in the inner belt and from electrons in the outer belt is large enough to 
penetrate matter to a significant depth, these particles are the greatest hazards within 
the magnetosphere to both the equipment and the crew (Space Studies Board, 2000). 
Figure 2. 1 emphasizes this phenomenon in that the fluxes of the trapped electrons and 
the inner belt trapped protons are of a larger magnitude than the other radiations. 
- Electrons/cm2-sec 
Electrons > 1 .6 Me V Protons > 30 Me V Electrons > 40 ke V Protons = 0.1 to 5.0 MeV 
I I I I I I I I I I I I I I I 7 6 5 4 3 2 0 2 3 4 5 6 7 8 9 10 Distance from center of Earth, Earth radii 
Figure 2.2. Near-Earth trapped radiation environment (Wilson et al. ,  1 991  ). 
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Particles, within both belts, travel in helical trajectories governed by the Earth's magnetic 
field lines. The motions of the particles reach a maximum altitude at the geomagnetic 
equator and a minimum altitude at the polar latitudes. Because the peak is over the 
geomagnetic equator rather than over the geographic equator, a resultant skewness 
occurs which extends the inner belt to lower altitudes in a region of the South Atlantic 
near Brazil. This region is known as the "South Atlantic Anomaly" (SM). Based on data 
from the MIR space station, one-half of the total radiation dose for a mission is 
accumulated during the two to five percent of the mission time spent in the SM (Space 
Studies Board, 2000). 
2.2. GALACTIC COSMIC RAYS 
Particles that originate outside the solar system and bombard the Earth from beyond its 
atmosphere are called galactic cosmic rays (GCR). Because the particles come from 
outside the galaxy, particle fluxes outside Earth's magnetosphere are isotropic over the 
entire energy range. The GCR consists of all known naturally occurring elements from 
protons through uranium. Ninety-eight percent of the GCR are protons and heavier ions, 
while the remaining two percent are electrons and positrons. The breakdown of the 
protons and heavier ions results in eighty-seven percent protons, twelve percent helium 
ions and one percent ions with atomic number of three or larger. Interplanetary protons 
and ionized heavy nuclei that make up the GCR have energies from about 1 0 MeV 
nucleon-1 to above 101 1  GeV nucleon-1 • The electrons of the GCR are usually low in 
energy. For example, measured electron intensities above 100 MeV are at least one 
order of magnitude smaller than the intensities measured for protons (Hastings, 1996). 
Galactic cosmic rays are affected by both the Earth's magnetic field and the 11-year 
solar cycle. Figure 2.3 shows the interaction of the GCR with the geomagnetic field. At 
low inclinations, only particles with sufficiently high energy, or rigidity (momentum per 
unit charge), can penetrate the magnetic field, and the lowest energy particles are 
deflected away from the Earth. At polar regions, particles enter parallel to the magnetic 
field lines allowing for the entrance of lower rigidity particles. Because the Earth's 
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Figure 2.3. GCR interaction with the geomagnetic field (Wilson et al., 1991 ). 
magnetic field responds to fluctuations in solar wind output, the GCR flux in Earth's 
geomagnetic field is dependent on the solar cycle. At solar minimum, the GCR intensity 
is at a maximum, and at solar maximum, the GCR intensity is at a minimum. As the solar 
activity increases, the solar wind increases. This means that the magnetic fields near 
Earth increase allowing a greater number of lower energy GCR particles to be deflected, 
thereby decreasing the intensity of particles. 
2.3. SOLAR PARTICLE EVENTS 
During large disturbances on the sun, energetic particles are injected into interplanetary 
space. These disturbances were first noticed in the 1940s when ionization chambers on 
the Earth's surface measured increases in cosmic rays (Kahler, 2001 ). These 
disturbances, whether the result of a solar flare or a coronal mass ejection (CME), are 
called solar particle events (SPEs). Depending on the size of the event, the particles 
emitted generally have intensities that are several orders of magnitude larger than those 
particles in the GCR (Hastings, 1996). Although protons, electrons, alphas and heavier 
nuclei compose the particles emitted from the Sun, only protons and sometimes alphas 
are of importance in terms of radiation protection. This occurs because the flux for the 
heavier ions and electrons is not large enough to cause harm. Therefore, only doses 
from the protons will be considered in this study. Most SPEs are not of a radiation 
protection concern because the peak flux is low, the energy spectrum is too soft, or the 
particles are emitted away from the region of interest. A soft spectrum means that the 
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flux of higher energy particles is low and the lower energy particles do not have the 
ability to penetrate. However, once or twice during the 11-year solar cycle, an extremely 
large event occurs that is of concern (Reames, 2001 ). Most SPEs occur during the solar 
maximum period (years three through eight) of the solar cycle. However, an extremely 
large SPE can occur at any time within the solar cycle (Shea and Smart, 2002). 
Particles in a SPE can come from either a solar flare or the shock wave from a CME. A 
solar flare is an intense burst of radiation associated with some visual event, such as a 
sunspot, on the Sun. These flares may be accompanied by ejections of energetic 
particles. A CME, on the other hand, is when the solar atmosphere suddenly and 
violently erupts releasing gigantic bubbles of gas, magnetic fields and solar material. 
CMEs are sometimes, but not always, associated with flares. In general, solar flare 
particles reach the Earth more quickly than particles from a CME, because the CME 
particles can become trapped behind a slower moving shock wave. It is most likely that 
the events with the largest doses are a result of a CME. 
When particles are emitted from the Sun, they travel along the interplanetary magnetic 
field lines. The transit time from the Sun to the Earth is anywhere from thirty minutes to a 
few hours depending on the energies of the particles and the shape of the magnetic field 
at the time of the event. Figure 2.4 1 illustrates this interaction between the Sun and the 
Earth. The higher energy particles tend to arrive at the Earth and interact with the Earth's 
magnetic field long before the low energy particles. As with the GCR particles, SPE 
protons are deflected from the equatorial regions of the geomagnetic field and nearly all 
pass through to low altitudes at the polar regions. However, a geomagnetic storm can 
weaken the Earth's magnetic field allowing for SPE particles to penetrate to lower 
altitudes at lower latitudes. 
Some of the SPEs that have been included in this study are historically the largest that 
have been analyzed. Although the February 1956 SPE, which had the hardest spectrum, 
and the November 1960 SPE, which had the largest alpha component, were two of the 
largest events, they have not been included in this research because doses at varying 
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Figure 2.4. Solar cosmic-ray interaction with the Earth (Wilson et al., 1991 ). 
times throughout the event are not known. Only the final total absorbed dose is known. 
Included in this study are the August 1972 SPE, which provided the largest dose, all of 
the large 1989 SPEs, which occurred in a short span of time and included the October 
1989 SPE (largest fluence of protons), and all of the recent SPEs (July 2000, November 
2000, September 2001 and November 2001 ). The integral spectrum for each of these 
large events is displayed in Figure 2.5. 
According to the Space Environment Center (SEC) of NOAA, a SPE is declared in 
progress when the rate of particles with energies greater than or equal to 10 MeV 
exceeds 10 particles/cm2-sec-ster for more than fifteen minutes (Feynman and 
Ruzmaikin, 1999). Also, an energetic SPE is declared when particles with energies 
greater than or equal to 100 MeV exceed 1 particle/cm2-sec-ster (Space Studies Board, 
2000). During solar cycle 22 (from September 1986 through May 1996), the SEC 
designated twenty events as SPEs. NOAA has also produced a space weather scale for 
solar radiation storms, or SPEs. Exposure from a SPE depends on the total size of the 
event, i.e., the event fluence, and the energy spectrum of the event (Turner, 2001 ). 
2.3. 1 .  Effects of SPEs 
When determining if a mission will be affected by a SPE, it is necessary to determine if 
the mission is occurring at or near solar maximum. If this is the case, the SPE could be a 
problem. When the crew is in low earth orbit (LEO), SPEs should not be of a major 
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Figure 2.5. SPE integral spectrum versus energy for several large SPEs. 
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concern at low inclination orbits (28.5° for the Shuttle) since the magnetic field deflects 
most of the particles. However, for higher inclination orbits (51.6°), SPE protons will be 
of more concern because more particles can get through the magnetic field. If a crew 
were to again travel to the moon, the stay time on the surface dictates the chance of a 
significant SPE dose. As the stay time increases, the likelihood of a SPE also increases. 
Therefore, adequate shielding must be provided in order to prevent acute effects and the 
increased risk of stochastic effects, such as cancer. It is more likely that a mission to 
Mars will occur before another mission to the moon. During planning for this type of 
mission, there are two main components: the transit to Mars and the stay of the surface. 
Although the risk from an event is small, there is a significant likelihood that an event will 
occur especially if either transit occurs during or near solar maximum. As it was with the 
moon, as the stay time on the Martian surface increases, the likelihood of a SPE also 
increases, thereby increasing the risk to the crew. Unlike the moon, which has no 
atmosphere, the Martian atmosphere provides some radiation protection for crews on 
the surface (Townsend, 2000). 
Dose effects that can happen if a SPE occurs while a crew is in space fall into two 
categories, either deterministic or stochastic effects. Deterministic effects are those in 
which the severity of the effect increases as the dose increases. For these effects, there 
is a threshold below which no effect is observed. Examples include skin reddening 
and/or damage, which are both early effects, and cataracts or sterility, which are both 
late effects. Acute responses are also included in this category. Stochastic effects, on 
the other hand, are those in which the probability of the effect, not the severity, increases 
as the dose increases. It is an all or nothing type of response. Examples include cancer 
and genetic effects. 
One of the main concerns for astronauts while on an extra-vehicular activity (EVA) is the 
onslaught of an unpredicted energetic SPE. If one of these events occurs, the astronaut 
could receive a large whole-body dose of radiation, which could result in numerous 
tissues and/or organs becoming seriously damaged. The symptoms that develop from 
this radiation dose are known as the acute radiation syndrome. This syndrome develops 
across four phases: prodromal, latent, manifest illness and recovery (Turner, 1995). 
During the prodromal stage, the astronaut would feel as though s/he had the flu -
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tiredness, nausea, anorexia and sweating. After about two days, the latent stage would 
begin, and the flu-like symptoms would disappear. Following this stage, two to three 
weeks later, the third and most serious stage would begin. Noticeable damage to large 
systems, such as hematological and gastrointestinal, would become obvious. Other 
noticeable symptoms would include fever, epilation and lethargy. If the astronaut 
survived through this stage, either because of medical attention or a lower dose, then 
the last stage would be entered. For an astronaut, the prodromal stage would be the 
most important while in space. I t  could be possible that s/he would still be in a spacesuit 
when symptoms begin to appear. Even if symptoms did not arise till aboard the craft, the 
astronaut would still be in space - basically with the 48-hour flu. Although the third stage 
is much more serious, the chance that the astronaut would still be in space is quite slim, 
and treatment would be attended to on Earth. Of course, this assumes that the astronaut 
is only on a LEO or moon mission, and not a mission to Mars. For example, the August 
1972 SPE, which had the largest dose, occurred during the time between the last two 
Apollo Moon landings. This event delivered such a large dose during a span of twelve 
hours that if it had actually occurred during one of the missions, the crew in the lunar 
module would have suffered from the acute radiation syndrome (Space Studies Board, 
2000). 
2.3.2. Dose and Dose Rate Limits 
Although it is almost impossible to determine when an event will occur, it is important 
that the astronaut seeks cover immediately once an event has started so as to reduce 
the amount of radiation dose received. When the astronaut receives a dose of radiation, 
both the total amount of radiation received and the rate at which the radiation is 
delivered make a difference in determining what types of effect will arise. 
Three "low-dose-rate" guidelines have previously been used when determining what 
type of effect will occur. These are defined by different advisory bodies and are solely 
related to stochastic effects. The guidelines are: 
- NCRP low-dose-rate criteria: 0.05 Gy yf1 , or 0.0137 cGy d-1 (NCRP, 1980); 
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- UNSCEAR low-dose-rate criteria: 0 . 1 mGy min-1 , or 1 4.4 cGy d-1 (UNSCEAR, 
1 993); 
- ICRP low-dose-rate criteria: 0. 1 Gy h(1 , or 240 cGy d-1 ( ICRP, 1 990) . 
The large disparity between the gu idelines results from the d ifferent advisory bodies 
using a different acceptable level of risk. An example of a high dose rate event is the 
August 1 972 event which exceeded the ICRP low-dose-rate criterion for almost 1 9  hours 
with a total skin dose of 1 4.8 Gy (Parsons and Townsend, 2000) . 
Radiation l imits are related to the total amount of radiation received during an event. 
Career l imits are based on an acceptable level of excess risk of cancer mortality of three 
percent (NCRP, 2000). These l imits only apply to space missions in low Earth orbit, i .e. 
I nternational Space Station . However, the l imits can be used as a metric for in itializing 
alternative criterion for exploration l imits (Turner, 2001 ) .  The short-term l imits (annual 
and 30 days) are used in order to reduce deterministic effects, whi le the career l imits , 
wh ich are dependent on age and gender, are related to stochastic effects. Table 2. 1 
shows the dose l imits for the two short-term l imits . The dose unit is Gy-Eq ,  which is 
equivalent to the dose in Gy multipl ied by the RBE for an SPE proton . The RBE (relative 
biolog ical effectiveness) is used to relate the dose effect caused by protons to those 
effects observed from gamma exposures . It is assumed that the RBE for an SPE proton 
is ~1 .5. Since this research uses doses, the table also g ives the l imits for annual and 30 
days in terms of cGy. Al l l imits are for al l  ages and both genders. 
Table 2. 1 .  Dose l imits for bone marrow, eye and skin (NCRP, 2000) . 
Bone Marrow Eye Skin 
Gy-Eq cGy Gy-Eq cGy Gv-Eq cGy 
Annual 0.5 33.333 2 .0 1 33.333 3.0 200 
30 day 0.25 1 6.667 1 .0 66.667 1 .5 1 00 
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3. CHARGED PARTICLE TRANSPORT 
The charged particles encountered in space may have the opportunity to come into 
contact with either an astronaut or a spacecraft. The fluxes of these particles must be 
transported through the spacecrafts' shielding and the body of the astronaut in order to 
determine the effect that the radiation from the particles will have. This section explains 
the theory behind the charged particle transport and the transport code that is used in 
this study. 
3.1 . CHARGED PARTICLE TRANSPORT THEORY 
All vector quantities in the following equations and text of this section are indicated by 
bold text. Assume that there is a spherical region in space with radius, o, filled with a 
media that is described by atomic and nuclear cross-sections. The number of particles of 
type j which are leaving the incremental surface element, o2dQ, is given by 
<t> 
j
(x + o!l, !l, Ef) 2d!l (3.1) 
where x is the vector to the center of the sphere, n is the unit normal to the surface 
element in the direction of particle motion, E is the particle energy and <t> j (x, !l, E) is the 
flux density of the jth particle type which is located at x moving in the direction n with 




(x - on, n, E"p 2dn (3.2) 
The assumption for both of the above cases is that the particles are moving in the same 
direction. All particles moving along x will move through the sphere on the same axis, 
which defines a flux tube through the spherical region. Since the volume is arbitrary, a 
balance of the gains and losses from atomic and nuclear collisions must be reached. 
This balance yields the following equation: 
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o 2d0<)>j (x + oO, O, E) = o 2dO<j> j (x - oO, O, E) 
0 
+ o 2 dO J d!L f a jk (O, O' , E, E')l>k (x + /O, O' , E')dE' dO' 
� k (3. 3) 
0 
- o  2d0 J dla /E)l>/x + /0, 0, E) 
where cr 
jk (0, 0' , E, E') and cr /E) are macroscopic cross-sections. The second term 
on the right-hand side of equation 3.3 represents the particle gains observed within the 
sphere integrated over the entire volume, while the third term on the right-hand side of 
the equation represents the losses integrated over the entire volume. The macroscopic 
cross-section, cr Jk (o, O' , E, E') , is inclusive of all processes that produce the j
1h particle 
with direction O and energy E from the kth particle with direction O' and E'. Following a 
Taylor expansion of <I> /x ± oO, O, E) and the dropping of all higher order terms within 
the expansion, equation 3.3 now becomes: 
0 • v<)> 1 (x, O, E) = L J  a jk (0, 0' , E, E')l>k (x, 0' , E')dE' dO' - a j (E)l>j (x, O, E) . (3.4) 
k 
The above equation is the time-independent Boltzmann equation for particles in a 
tenuous gas. 
The macroscopic cross-sections in both of the terms on the right-hand side of equation 
3.4 can be separated into atomic, elastic and reaction contributions. The atomic portion 
includes only those collisions with atomic electrons. Particles within this category only 
have the ability to change their energy. The elastic portion is a nuclear process that only 
includes elastic nuclear scattering. The particles in this portion can change direction 
and/or energy. The reaction portion is also a nuclear process, but it includes inelastic 
nuclear scattering, fission, fragmentation and spallation reactions. Particles falling under 
the category of reaction interactions, in addition to changing their direction and energy, 
can also change their identity. This separation of cross-sections can be written as 
a j (E) = a ;' (E) + a r (E) + a ;  (E) = a ;' (E) + a ;uc (E) (3.5) 
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where "at" represents atomic, "el" represents elastic, "r'' represents reaction and "nuc" 
represents nuclear. The cross-section for cr ik (U, U' , E, E') can be similarly expanded. 
The expansion of the cross-sections can be substituted into equation 3.4, and following 
a Taylor series expansion of the cr in (E)t> i (x, U, E +E n ) , which consequently allows for 
all atomic processes to cancel out, equation 3.4 can be written in the continuous slowing 
down approximation: 
n .  v<1>j (x, n, E) - _:{_ [sj (E)t>/x, n,E)]+cr t (E)t>/x, n, E) dE 
= � s- nuc (n U' E E'\i,. (x il' E')d�' dil' £..J V jk ' ' ' H k ' ' 
(3.6) 
where all cross-sections only contain the nuclear processes and Sj(E) is the stopping 
power. The stopping power is the mean energy loss by a charged particle per unit 
distance traveled. The relativistic stopping power, according to Bethe theory (Bethe, 
1930), is given as 
( ) - 47tNZJZ;e4 { [ 2m
. 
v2 ] 2 C } Sj E - 2 In ( 2v - P --mv 1 - P T Zr (3.7) 
where N is the target number density, Zj is the charge on the j1h ion (the projectile), Zr is 
target atom charge, m is the electron mass, v is the projectile ion speed, Ir is the mean 
excitation energy of the medium, c is the velocity of light, �=v/c and C/Zr is the shell 
correction term. The assumption in the derivation of equation 3. 7 is that all atomic 
electrons are treated as being unbound. This assumption is incorrect for innershell 
electrons, which are tightly bound to the nucleus. For this reason, the shell correction 
term is incorporated into the stopping power to account for innershell binding. 
Assuming that particles travel through space isotropically with equal intensity and 
extremely high energies, the straight-ahead approximation can be used. This 
approximation states that secondaries are produced only in the direction of motion of the 
primaries; therefore, all directional dependence of the particles can be neglected. This 
allows the multi-dimensional transport equation 3.6 to be reduced to one-dimension: 
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where A is the atomic mass of the j1h ion and E is now in terms of MeV nucleon·1. All 
other variables are the same as previously explained. 
Analytical methods for solving the transport equation entail rewriting the equation in 
operator notation and separating the resultant equation into projectile and target 
components. If the energy of the particle is extremely large, target fragment contributions 
to the transported flux can be neglected. Analytical methods can also be broken down 
into two categories: back-substitution and perturbation theory. Both are extremely useful 
for charged particle transport. Back-substitution yields integral-differential equations, 
which are difficult to solve. However, with the use of perturbation theory, the transport 
equation can be solved. This theory employs the method of characteristics that solves 
the transport equation by changing coordinate systems. The resultant differential 
equation in the new system can be solved through the use of an integrating factor, and 
then the corresponding solution can be transformed back into the original coordinate 
system. These solution methods and more details about the charged particle transport 
theory are described elsewhere (Wilson et al., 1991 ). The method of characteristics is 
used in the BRYNTRN space radiation transport code that is described in the following 
section. 
3.2. BRYNTRN SPACE RADIATION TRANSPORT CODE 
The BRYNTRN space radiation transport code is a deterministic, baryon transport code 
developed by the NASA Langley Research Center (Wilson et al., 1989) to characterize 
the primary and secondary interactions of solar particles. This code transports the 
incident protons from a SPE and their resultant secondaries (neutrons, protons, 
deuterons, tritons, helions and alphas) through a specified thickness of aluminum 
shielding and then through an additional quantity of water. This thickness of water is 
assumed to be a reasonable surrogate for the actual human body composition. Also 
taken into account by the code are target fragments and nuclear recoils. Based on the 
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charged particle transport theory outlined in the previous section, the BRYNTRN code 
solves the fundamental Boltzmann equation through the straight-ahead approximation 
and a marching algorithm. One assumption of this code is that the energy lost by the 
target fragments and recoil nuclei is deposited locally in the media. The straight-ahead 
approximation allows for a dose calculation in which mono-directional incident radiation 
on a slab of a particular thickness to be equivalent to a dose calculation in which 
isotropic incident radiation on a spherical-shell shield of the same particular thickness. 
Figure 3. 1 illustrates this concept. This helps in simplifying the calculation and increasing 
the efficiency of computing time. 
The outputs of this solution method are various dosimetric quantities, such as integral 
fluence, dose and dose equivalent, which are relevant in space radiation protection. The 
integral fluence of the jth particle at point x with energies greater than E is given as 





where cpj is the solution to the Boltzmann equation and Rj is the original range of the j
th 
particle with energy E. The absorbed dose of the jth particle due to energy deposition at 




(x, > E) = j A}P J, R1 (E')}i£• (3. 1 0) 
where A is the mass of jth incident particle. The dose is given in units of rad , where 1 00 
rad is equivalent to 1 Gy. 
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4. DOSE CALCULATIONS 
Since onboard dosimetry measurements are not readily available, satellite 
measurements and the BRYNTRN code are used to provide surrogate doses. These 
satellites are used to measure the particle fluxes from the event onset. Once the fluxes 
have been determined, the BRYNTRN code, as seen in the previous chapter, is used to 
estimate absorbed doses. Following these transport calculations, a dose-time profile can 
be determined through the use of a Weibull functional fit. This chapter describes both the 
satellite system and the parameterization used to determine the dose-time profiles. 
4.1 . GOES DATA 
The data used in this study are real-time measurements taken from the NOAA 
Geostationary Operational Environmental Satellites (GOES). Each satellite carries a 
space environment monitor (SEM) instrument package with capabilities to provide 
magnetometer, energetic particle and soft x-ray data since these data are used to 
provide dose estimates. In this study, it is only necessary to have the energetic particle 
data. These instruments provide dynamic measurements of the solar activity, charged 
particle environment and the Earth's magnetic field at the geosynchronous orbit. Of -� 
concern for this research is the proton monitoring by the energetic particle sensor (EPS). 
The EPS measures protons with energies ranging from 0.8 to 500 MeV. With the 
addition of the associated high-energy proton and alpha detector (HEPAD) , the proton 
energy ranges for the EPS are extended to 700+ MeV. The EPS contains two 
subassemblies that each house multiple silicon surface barrier detectors. The first is 
known as the telescope subassembly. This contains two small detectors used to 
measure low energy protons with energies less than 15 MeV. The second subassembly 
is the dome, which contains three sets of two larger detectors. These have different 
moderator thicknesses, which allow for the detection of different energy bands - ranging 
from 15 to 500 MeV. The HEPAD also has a telescope subassembly for measuring 
incident proton fluxes with energies ranging from 350 to 700+ MeV (NASA, 1996). 
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Five-minute proton fluence values (particles/cm2-sec-ster) for the various SPEs are 
available from the NOAA Space Environment Center's (SEC) website for recent events 
and on a CD-ROM for older events (Space Environment Center; Wilkinson, 1994). 
Figure 4.1 shows the five-minute proton data for the first two and a half days of the July 
2000 SPE. As can be seen from this figure, the start of the event was after 0900 on July 
14, 2000. Because the August 1972 event, the highest dose event recorded, occurred 
before this media was available, hourly fluence value can only be found in unpublished 
NASA correspondence (King, 1972). 
Previous analyses (Zapp, 1997) of the SPEs taken from the CD-ROM package use data 
from the GOES-7 and GOES-8 satellites, and continued analyses of other SPEs taken 
from the SEC website use data primarily from the GOES-8 satellite. Data from GOES-7 
are measured for energetic protons in the >30 MeV, >50 MeV, >60 MeV and >100 MeV 
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Figure 4.1. Five-minute proton flux for the July 2000 SPE (www.sec.noaa.gov). 
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channels of the EPS. Data from GOES-8 are measured for energetic protons in the >1 O 
MeV, >30 MeV, >50 MeV and >100 MeV channels of the EPS (Wilkinson, 1994). 
Fluxes obtained from either the EPS detectors are integrated over the entire five-minute 
collecting time period and a spherical 41t area. This yields cumulative proton fluences 
with units of particles cm-2 for use in the dose-time profile parameterization, as seen in 
the next section. 
4.2. PARAMETERIZATION OF DOSE-TIME PROFILES 
Values for the integral fluences, J, are calculated based on data obtained from the 
GOES satellites. Each time interval is parameterized using the exponential rigidity 
function 
(4.1) 
where R is the proton rigidity (momentum per unit charge) and J0 (protons cm-2) and Ro 
(GeV) are fitting parameters obtained using least-squares regression. These values of J0 
and Ro are used to describe the input spectra for the BRYNTRN space radiation 
transport code, as detailed in Chapter 3. This spectrum along with all the reaction 
secondaries are transported through a particular quantity of aluminum and then through 
an additional 100 cm of water. The output produced by BRYNTRN is a dose distribution 
versus depth in water each chosen aluminum thickness. 
The resulting absorbed doses are folded with the body organ self-shielding distributions 
computed from the Computerized Anatomical Man (CAM) model (Billings and Yucker, 
1973) to yield dose estimates for each chosen organ behind each thickness of 
aluminum. The CAM model is based on a 50th percentile United States Air Force male. 
The model includes material densities of organs, bone and other body constituents 
encountered by a particle as it traverses one of the 512 rays covering the entire 41t solid 
angle about the organ site. The three organs typically chosen are the eye, skin and bone 
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marrow. In the version of the CAM model used for this study (Atwell, 1990) , the eye is 
represented by one site within the ocular lens, and the skin and bone marrow are 
represented by an average distribution from thirty-three different locations within the 
body. These representations are assumed to be correct since the eye is a small, 
localized organ, and the skin and bone marrow are distributed over much of the body. In 
the case of the July 2000 SPE, two particular points (the pelvis and the mid-thigh) were 
chosen for the bone marrow. 
Dose-time profiles for each of the organs are generated behind each chosen thickness 
of aluminum shielding. Typical shields are 1, 2, 5 and 1 O g cm-2 representing a thin 
spacesuit, a nominal spacesuit or thin spacecraft, a nominal spacecraft and a "SPE" 
storm shelter, respectively. Each profile varies in magnitude, but all are represented by a 
Weibull functional form 
D(t) = Doo � - expl- (at )1 ll (4.2) 
where D(t) represents the organ dose in cGy at time t (where time is since the beginning 
of the event), o_ is the organ total absorbed dose for the event, and a ( 1 /day) and y 
(dimensionless) are fitting parameters. Figure 4.2 shows an example of the Weibull 
curve fitting procedure for the July 2000 SPE. The dashed lines represent dose points 
not used to create the Weibull fit, and the boxes represent dose points that were used to 
create the fit. The solid line is the final dose-time profile characterized by equation 4.2. 
For some events, multiple rises in dose occur during the duration of the event as protons 
are delivered with multiple waves of the interplanetary shock. Figure 4.3 shows an 
example of a multiple-rise SPE - the October 1989 event. For these cases, the profile 
becomes a summation of multiple Weibull functional forms given by 
D(t) = L nooJ - expl- (a; (t - toJt; n 
where the parameters are the same as those for equation 4.2, but with the index "i" 
representing each particular rise in the profile. The time given as to is the time at the 
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Figure 4.3. October 1989 SPE multiple-rise dose-time profile for the skin and eye doses 
behind 1 g cm-2 aluminum shielding. 
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Once the organ dose-time profiles are parameterized using either equation 4.2 or 4.3, 
they are differentiated in time to yield smoothed, continuous dose-rate curves of the form 
(4.4) 
where R(t) is the organ dose rate in cGy d-1 at time t (where t is since the beginning of 
the event). 
Zapp initially performed this parameterization in his thesis work (Zapp, 1997). The J0 and 
Ro values found in the appendices of this work were used to determine the 
parameterizations for the events prior to the year 2000, except for the August 1972 
event. Since that work, the dose-time profile parameterization has continued on events 
as they have occurred, or in the case of the August 1972 event, as the data have 
become available. Table 4.1 gives the parameters based on this continuing effort. In this 
table, aluminum shielding thicknesses, which are followed by multiple rows, correspond 
to multiple-rise events. The parameters for a multiple-rise event are given based on how 
they appear over time. Also given in this table are the parameters for a "worst-case" 
event, which in this case is four times the fluence for the August 1972 event {Townsend 
et al. , 2001 ). Table 4.2 gives the to values in hours since the onset of the initial event for 
each of the multiple-rise events. In the case of the October 1989 SPE, two values are 
given corresponding to the two separate rises after the initial rise. 
29 
Table 4.1. Weibull parameters for events behind given Al shielding thickness, where G is 
g cm -2 
Dose Infinity (cGy) Alpha (1/day) Gamma 
EVENT 
Skin Eye BFO Skin Eye BFO Skin Eye BFO 
1 370 670 76.2 2. 1 942 2.251 5 2.4891 3 .341 1 3.3209 3 .3984 
1 G  
1 32 54 2.6 3.2 164 3.3380 3.91 78 0.8402 0.8384 0.8287 
670 504 63.05 2.251 5 2 .2946 2.5520 3.3209 3.3759 3.3992 
2G 
Aug. 54 37 1 .75 3.3380 3 .391 9 4.2762 0.8384 0.8210  0.8575 
1 972 21 5.5 189.5 39.2 2.3858 2 .3847 2.6558 3.4230 3.2989 3.5827 
5G 
1 2  9 0.6 3.4125 3.6042 5.1 382 0.8026 0.8656 0.8838 
74.7 70.55 2.51 78 2.5494 3.3975 3.4951 
1 0G 22.5 2.7140 4.0453 
2.1  1 .75 4.0982 4.7650 0.8445 0.8572 
5475 3525 305 1 .3125 1 .3293 1 .4068 6.4282 6 .6322 6 .7770 
1 G  
535 31 0 1 0  3.2970 3.31 35 3.9840 0.8616  0 .8543 0 .8675 
4x 
2680 201 8  252.1  1 .3393 1 .3521 1 .4201 6.781 5 6.9492 6.8970 
Aug. 2G 
21 5 1 50 7 3.3 130 3 . 1 859 4.5093 0.8708 0.8457 0.8607 
1972 
863 757 1 .3787 1 .3856 6.8739 6.6777 
(Worst 5G 1 60 1 .4552 7.2360 
Case) 46 37 3.5126 3.781 3 0.8648 0.8612  
298.7 282.2 1 .4 189 1 .4258 6.8878 6.9526 
1 0G 90 1 .4932 7.9770 
8.2 7 4.5312 4.791 5 0.8805 0.8874 
31 8 1 54 2.6 1 .3526 1 .41 81 1 .6979 1 .8677 1 .9605 1 .7097 
1 G  
28 31 .5 3.2 0.51 88 0.6500 1 . 1 302 3.2893 2.4305 1 . 1 529 
91 . 1  54. 1  1 .75 1 .4668 1 .4887 1 .7648 1 .9288 1 .8301 1 .6925 
2G 
Aug. 32 26 2.5 0.8021 0.9057 1 . 1 840 1 .5089 1 .2868 1 .0880 
1989 1 2  9 .1  0.66 1 .6394 1 .6369 2.0200 1 .8085 1 .6750 2.0405 
5G 
1 1  9.3 1 .3 1 . 1444 1 . 1 531 1 . 1 451 1 . 1 368 1 . 1 196 1 . 1 643 
1 .75 1 .5 0.21 1 .8692 1 .8929 2. 1406 1 .671 6  1 .5522 1 .9385 
1 0G 
3 2.7 0.55 1 . 1 983 1 .2222 1 . 1 742 1 .0533 1 .0823 1 .0726 
1 G  240.5 1 63 18.3 0.9870 1 .021 1  1 .3768 1 .9940 1 .9220 1 .4774 
Sept. 2G 1 27.1 1 00 1 5.55 0.9989 1 .0873 1 .51 64 1 .81 81 1 .6552 1 .2971 
1 989 5G 47 42 1 0.3 1 . 1 681 1 .21 08 1 .6089 1 .7 122 1 .7224 1 .4266 
1 0G 18.5 1 7.6 6.05 1 .3752 1 .4034 2 . 1 21 1 1 .631 1 1 .5256 1 . 1 793 
448 291 27 0.7571 0 .7838 0.9045 3.8512 3.91 37 2.5371 
1 G  21 8 1 40 1 1 .2 1 .3514 1 .3886 1 .4050 1 .6385 1 .5808 1 .4 169 
Oct. 92.5 64 7.7 1 .2650 1 .2489 1 .2867 1 .8002 1 .7572 1 .6959 
1989 225 1 70 22.3 0.7963 0.8017  0.9366 3.2286 3.6 1 51 2 .4985 
2G 1 03 78 9.3 1 .3943 1 .4341 1 .7 139 1 . 5892 1 .5339 1 .3598 
51 40 6.6 1 .2959 1 .2808 1 .3058 1 .8348 1 .7764 1 .6990 
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Table 4.1 (continued). 
Dose Infi nity (cGy) Alpha (1/day) Gamma 
EVENT 
Skin Eye BFO Skin Eye BFO Skin Eye BFO 
74 65.5 1 4.25 0.8646 0.8531 1 .0040 2.8354 3. 1 31 9  2 . 1 092 
5G 33 28.5 5.55 1 .5376 1 .5640 1 .821 2  1 .431 8  1 .4408 1 .2470 
Oct. 
1 9.5 1 8  
1 989 
4.5 1 .2563 1 .2472 1 .2366 1 .6939 1 .6545 1 .6089 
(cont.) 
26.5 25 7 .7 0.9567 0.9426 1 . 1 859 2.3635 2.6322 1 .8887 
1 0G 1 1  1 0.5  3.04 1 .7 140 1 .7523 2 . 1 1 20 1 .3067 1 .2721 1 . 1 208 
7.8 7.4 2.55 1 .2882 1 .3004 1 .2955 1 .7 161  1 .7380 1 .661 9  
1 G  541 253 3.4 1 .3457 1 .3727 1 .3890 3.0496 3 . 1 296 3 . 1 627 
March 2G 1 44 83 2.2 1 .3504 1 .3805 1 .41 39 3.0575 3.01 34 3.2081 
1 991 5G 1 6.5 1 2. 1  0 .77 1 .3783 1 .4072 1 .4335 3. 1 084 3. 1 946 3.2489 
1 0G 2 . 1  1 .77 0.22 1 .3992 1 .4263 1 .4455 3. 1491 3.2348 3.2753 
1 G  47 .7 30 2.3 0 .8539 0.8846 1 .3029 2.2217  2 . 1 1 43 1 .291 1  
June 2G 22.5 1 6.5 1 .9 0.9023 0.9309 1 .3626 2.0491 1 .9676 1 . 1 693 
1 991 5G 6.8 6 1 . 1 3  1 .0273 1 . 1 397 1 .7735 1 .7720 1 .3 142 1 .0368 
1 0G 2.22 2 . 1  0.6 1 .3668 1 .3947 2.5746 1 .3 1 1 7  1 .2483 0.7402 




90 70 * 1 .0778 1 . 1 1 08 * 2.3229 2.0776 * 
1 0G 23 20.3 * 1 .3342 1 .4805 * 2. 1 1 09 2.2679 * 
1 G  636.5 379. 1 21 .5 0.9726 0.9969 1 . 1 948 2.9820 2.8989 3.4360 
Nov. 2G 273.4 1 93.7 1 7  1 .0058 1 .0251 1 .2208 3.3 129 3.2533 3.4256 
2000 5G 70.9 59.9 9.41 1 . 1 0 1 5  1 . 1 1 87 1 .3 1 1 2  3.31 52 3.2909 3.5679 
1 0G 1 9.9 1 8.3 4.62 1 .241 2  1 .261 2  1 .3890 3.6046 3.6464 3.6285 
1 G  305 1 61 4 .45 0.6435 0.6570 0.8288 2.3666 2.3038 2.2063 
Sept. 2G 1 04 66.5  3 .21 0 .6849 0.6979 0.8721 2.3241 2.2561 2.31 34 
2001 5G 1 8.3 14.5 1 .44 0.7688 0 .7840 0.9802 2.2355 2.2 161 2.5628 
1 0G 3.51 3.1 0 .56 0.9077 0.9276 1 .0970 2.3613  2.3861 3 . 1 289 
Oct. 1 G  23. 1  9.5 -------- 1 .0947 1 .0838 -------- 2.8006 2.6304 --------
2001 2G 4.4 2.22 -------- 1 . 1 081 1 .0927 -------- 2.6724 2.3626 --------
* See insert at the end of the table 
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Table 4.1 (continued). 
Dose Infinity (cGy) Alpha (1 /day) Gamma 
EVENT 
Skin Eye BFO Skin Eye BFO Skin Eye I BFO I 
1 30 77 4.21 1 .7228 1 .7790 2.3828 2.0901 1 .9965 1 .5387 
1 G  
61 5 332 1 0.2 2.0452 2.051 5 2. 1 443 2.21 56 2.2 122 2.3 146 
55 39 3.32 1 .8582 1 .8792 2.4673 1 .9859 1 .8701 1 .4551 
2G 
Nov. 220 1 43 7.38 2.0806 2.0881 2 . 1 663 2.21 90 2.2344 2.37 12  
2001 1 4. 1  1 2  1 .82 2.0656 2.0735 2.8734 1 .6931 1 .6073 1 .3860 
5G 
41 .5 33 3 .35 2 . 1 024 2.0951 2 . 1 909 2.2487 2.2790 2.4494 
3.9 3.6 0.85 2.4638 2.51 52 3.5647 1 .4391 1 .4028 1 . 1 985 
1 0G 
8.2 7 .25 1 .21 2. 1 654 2 . 1 681 2.2375 2.3884 2.41 65 2.7295 
1 G  141  77.5 2.8 0.9669 0.9964 1 .21 82 1 .8974 1 .8620 1 .5524 
April 2G 52.3 34.8 2.08 1 .01 85 1 .0422 1 .2541 1 .9048 1 .7836 1 .5903 
2002 5G 1 0.7 8.62 1 .01 1 . 1 081 1 . 1 468 1 .3629 1 .7427 1 .6576 1 .5 1 90 
1 0G 2.35 2 . 1 1 0.41 1 .2665 1 .301 3  1 .5046 1 .6258 1 .5484 1 .41 53 
Table 4.1 (insert) Weibull parameters for July 2000 SPE behind given Al shielding 
th' k h G · 2 1c ness, w ere 1s g cm- . 
Dose Infinity ( cGy) Alpha (1 /day) Gamma 
EVENT BFO- BFO- BFO-
BFO-Pelvis BFO-Pelvis BFO-Pelvis 
Mldthigh Mldthlgh Midthigh 
1 G  21 . 1  1 1  1 .4493 1 .7363 2.2754 2 . 1 202 July 
2000 5G 1 0.2 5.95 1 .8237 2.3542 2.1 401 2 .7959 
10G 5.25 3.72 2.4854 2.7432 3 . 1 068 2.9708 
Table 4.2. Weibull to values for multiple-rise SPEs. 
EVENT to value (hours) 
August 1 972 1 8  
4 x August 1 972 25 (worst case) 
August 1 989 76 
October 1 989 78 
1 24 
November 2001 21  
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5. NEURAL NETWORKS 
As seen from the dose calculations chapter, dose-time profiles are not linear systems. 
For this reason, simpler prediction techniques, such as linear interpolation, cannot be 
used. Therefore, a more complicated method is needed in order to predict the Weibull 
parameters necessary to describe the dose-time profile. In this work, an artificial neural 
network (ANN) is utilized to model the nonlinear characteristics of the dose-time profile. 
The definition of a neural network, as given by Haykin, is: 
A neural network is a massively parallel distributed processor made up of simple 
procession units, which has a natural propensity for storing experimental 
knowledge and making it available for use (Haykin, 1999, p.2). 
The ANN technique and subsequent modeling cover an extreme variety of subjects 
ranging from actual computations behind the ANN to the ways in which to properly 
reduce the error goal. Neural networks can be extremely useful tools, especially since 
they model the powerful reaction, storage and recall functions of the brain. Neural 
networks have many useful properties that allow their utilization in a variety of complex 
problems. These useful capabilities include: 
- the ability to solve nonlinear problems, 
- the adaptivity of the network, 
- the use of input and output pairings, 
- the ability to be implemented in large scale processes, and 
- the uniformity of the network design (Haykin, 1999). 
Neural networks have been utilized in the following types of applications: image 
processing and computer vision; signal processing and pattern recognition; medical, 
power, military and financial systems; speech recognition; and a variety of other 
situations (Schalkoff, 1997). 
As this chapter will discuss, the particular neural networks chosen for this research have 
distinct characteristics that are useful not only for predicting SPE dose-time profiles but 
for other nonlinear models in multiple disciplines. This chapter will be divided into several 
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sections: biological basis behind neural networks, ANN architecture, time delay neural 
networks, and training and error reduction. 
5.1 . BIOLOGICAL BASIS 
The neural network was developed with the biological neuron within the human brain as 
its blueprint. Within the human body, the neuron is the basic component of the nervous 
system. The biological neuron is composed of a cell body, dendrites and axons. The 
dendrites are like multiple fingers reaching off to receive information and signals from 
outside influences. The axon transmits a form of the information and signals to other 
neurons. The neuron operates by initially generating electric signals and then by passing 
those signals from itself to another neuron in the form of chemical messengers. These 
signals are transmitted across a synaptic junction and are used to alter the activity of the 
second neuron. Within this sequence, the neuron that releases the signals towards the 
synapse is the presynaptic neuron, while the neuron that receives the signals away from 
the synapse is the postsynaptic neuron. Within a neural pathway, convergence or 
divergence of neurons can occur. Convergence means that many presynaptic neurons 
can send signals to one postsynaptic neuron, and divergence means that one 
presynaptic neuron can affect the activity of many postsynaptic neurons. Upon the 
reception of the signal, the postsynaptic neuron can either exhibit an excitatory or 
inhibitory response. In other words, the activity of the neuron can either increase or 
decrease depending on the nature of the signal. If the signal that is received triggered a 
response, the signal can be transmitted to another neuron thereby extending the 
pathway and creating some kind of noticeable response (Vander et al., 1994). 
By connecting the signal to the response, learning occurs. For example, if a child 
touches a hot stove and burns his/her finger, s/he will learn that touching the stove hurts. 
Most likely this learning sequence will occur over several time periods. Ultimately, the 
child will learn that touching the stove implies getting hurt, and therefore, s/he will not 
touch the stove. The pathway is created that connects all of the necessary neurons that 
arise from this learning experience. 
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In  the same way, a neural network can learn about the relationship between given input 
signals and desired output responses. For a neural network, this relationship is a 
combination of weights and biases. Over several time periods, or epochs, this 
relationship is adjusted to minimize the error between the input and output. If proper 
learning occurs, other similar inputs can be given and the network will know how to 
properly respond, thereby giving outputs that are close to the desired outputs. According 
to Haykin, the brain and a neural network are similar in that they both acquire knowledge 
of a system through a learning experience, and they both store knowledge in synaptic 
weights (Haykin, 1999). 
Other similarities between the biological functions within the brain and those functions 
employed by neural networks include: 
1. storage and integration of experiences, 
2. contemplation on new experiences based on those in storage, 
3. prediction about new experiences based on those in storage, 
4. perfect inputs are not required, 
5. resultant behavior tends toward equilibrium status (Schalkoff, 
1997). 
These functions not only regulate how the human brain works and processes 
information, but also how the black-box system of the neural network is trained. 
5.2. ANN ARCHITECTURE 
A neural network follows a similar architecture no matter the type of problem. Input 
neurons receive external signals that are fed into the network. Once in the network, 
these signals are modified by weights. Following this modification, at each output 
neuron, the weighted inputs are summed, and then the sum is fed through an activation 
function. The result from the activation function is the desired output. Within this network 
each neuron is fully connected, which means that each neuron is connected to those in 
both the layer before and the layer after it (Haykin, 1999). This architecture is shown in 
Figure 5.1, where the inputs are represented by x, weights by w, and outputs by y. This 






Figure 5 .1. Neuron architecture. 
enter more than one output neuron, and each output may become the input to another 
set of new output neurons. When this occurs, the neurons in the middle layers are called 
hidden neurons. The above description represents a feed-forward network. When a 
feed-forward network contains hidden neurons, it is a multi-layer perceptron (MLP). 
The architecture of a network is composed of: 
- the number of input neurons, 
- the number of hidden layers with the number of neurons in each layer, 
- the number of output neurons and 
- the activation functions at each neuron. 
All of these features must be either chosen by the user or predescribed by the problem 
of interest before the neural network can be trained and then ultimately used. According 
to the universal approximation theorem, one hidden layer is sufficient enough in order to 
compute a uniform error approximation; however, one hidden layer may not be the 
optimal architecture in terms of computational ease or problem generalization (Cybenko, 
1989; Funahashi, 1989; Hornick et al., 1989). 
The MLP networks described in this section comprise a majority of the feed-forward 
networks used in a large portion of situations; however, in some cases, depending on 
the type of input data, an MLP is not always the best choice. 
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5.3. TIME  DELAY NEURAL NETWORKS 
When input data contain temporal relationships, a MLP neural network loses this 
important property because the network does not have memory of the past inputs. It is a 
static network. However, when systems, like a solar particle event dose-time profile, 
contain data that is dependent on time, it is important to have a network that can 
remember the inputs from previous times. For this reason, time delay network 
techniques were developed to allow for the dynamic relationships between certain data 
and time. Initially these techniques were developed for speech recognition (Lang and 
Hinton, 1988). 
A time delayed neural network (TDNN) is similar to a MLP except for the fact that the 
inputs represent past and present data signals. This allows for the temporal behavior of 
the particular problem to be learned by the network. The delay used between each input 
signal is the same in all cases. Several studies have used the TDNN technique for 
predictions of solar observables (Conway et al., 1998) and for recognition of sequence 
patterns (Cancelliere and Gemello, 1996). In Conway et al., a multi-layer feed-forward 
network is used with delays between inputs set at a month to predict sunspot number, 
solar 10. 7-cm flux and aa index. The input layer contains six nodes, which correspond to 
six consecutive months of data. In Cancelliere and Gemello, a detailed explanation of 
the differences between the error backpropagation for TDNN and standard MLP is given. 
A second type of TDNN, a sliding time delayed neural network (STDNN), was developed 
that had a varying time delay between each input signal (Tehrani, 1998; Forde et al., 
1998; Tehrani et al., 1999; Townsend et al., 2000). This technique allows the network to 
make new predictions each time new dose datum is input (see Chapter 4 for more 
information). Therefore, a prediction is made using the datum at the new time along with 
data from several past times. Since data are presented to the network as they are 
received, the differences between times are variable. Recall that the dose function is 
given as D(t). Allowing for n input neurons in the network and a delay time of -c, and 
given the dose function, the first input neuron acquires data from D(t), the second from 
D(t--c) and so forth until the final input neuron which acquires data from D[t-(n-1 )-c] (Forde 








Figure 5.2. STDNN block diagram. 
diagram of the sliding time delay neural network. For more information on this technique, 
see the references from this section. Since the data are only fed forward through the 
network, normal training techniques are used. The following section discusses the 
training algorithm and the means of error reduction within that algorithm. 
5.4. TRAIN ING AND ERROR REDUCTION 
Backpropagation is a supervised training algorithm that is used when training multiple 
(3+) layers in a neural network. Within this algorithm, two signal passes occur - one 
forward and one backward. The forward propagation involves passing the input signal 
forward through each layer of neurons until it reaches the output. Since the training is 
supervised, the target output is known so that an error between the target and the 
network output can be determined. The backward propagation, however, involves 
passing the error signal backward through each layer of neurons in order to adjust the 
weights throughout the entire network in order to minimize the error of the network 
(Rumelhart et al . ,  1986). The error is minimized when the error gradient is zero. 
However , this results at both a local and a global minimum. The local minimum provides 
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a partial solution for the network, which is not always the best solution. The global 
minimum is the solution that is eventually desired (Gurney, 1997). 
Figure 5.3 displays the network used to describe the forward and backward propagation. 
Within this figure the ith neuron layer feeds the lh neuron layer that in turn feeds the kth 
neuron layer. The ith neuron layer can either be the input layer or a hidden layer. Within 
this layer there are p number of neurons. The kth neuron layer can either be the output 
layer or a hidden layer. The jth neuron layer is a hidden layer. Within this layer there are 
q number of neurons. 
The forward propagation of the input signal from a neuron in the ith layer to a neuron in 
the jth layer is: 
(5.1) 
where 
- n is the iteration number, 
- yj is the output of a neuron in layer j, 
- <t>j is the activation function for a neuron in layer j, 







Figure 5.3. Multi-layer network represented by three layers. 
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- Yi is the output of a neuron in layer i, 
- bi is the bias for a neuron in layer layer j and 
- Ii is the summation function for a neuron in layer j used later for simplicity. 
These variables will represent the same numbers or functions throughout this entire 
formalism. The activation functions used in this work are a linear, a logistic and a 
hyperbolic tangent activation function. Using the formalism as given in equation 5.1, the 
linear activation function is given as: 
y/n) = I/n) . 
In the same way, the logistic activation function is given as: 
1 y . (n) = ( ( )) ' 1 l + exp -l
j 
n 
and the hyperbolic tangent activation function is given as: 
( ) - exp(I
1
(n))- exp(- I/n)) 
yj 




Following the pass of the modified input signal from a neuron in the ith to a neuron in the 
jth layer is the forward propagation of the signal from a neuron in the jth to one in the kth 
layer. · This is represented by: 
where 
40 
- ak is the output from a neuron in layer k, 
- <l>k is the activation function of a neuron in layer k, 
- wki is the weight from a neuron in layer j to one in layer k and 
- bk is the bias for a neuron in layer k. 
(5.5) 
As can be seen from equations 5. 1 and 5.2, each successive output depends on all the 
properties of all the previous layers. If the network had more than three layers, the above 
formalism could be continued until the network output is achieved . 
5.4. 1 .  Backpropagation Error Reduction 
Assuming that layer k is the output layer, the backward propagation of the error signal 




- E is the SSE for the network, 
- ek is the individual error for a neuron in layer k, summed over al l neurons in the 
layer, 
- � is the target value for a neuron in layer k and 
- ak is the output value from the network for a neuron in layer k .  
To begin,  the weight change between all layers follows the delta rule. This rule states 
that the weight change is proportional to the rate of change of the SSE with respect to 
that particular weight (Tsoukalas and Uhrig , 1 997) . Using this as the basis for the 
backward propagation of the error, the change in error from a neuron in the lh layer to 
one in the kth layer is: 
(5.7) 
where 
- the partial of the SSE with respect to the individual errors is: 
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- the partial of the individual errors with respect to the network output is: 





- <l>'k is the first derivative of the activation function for the kth layer and 
- the partial of the summation function with respect to the weight matrix 
is: 
(5.11) 
All other variables are described with equations 5.1 through 5.3. Therefore, the change 
in weight between a neuron in the lh layer and a neuron in the kth layer is: 
�wkj (n) = -11ek (n )t>; (lk (n ))y j (n) = -110 k (n )y j (n) (5.12) 
where 
- �wkj is the change in the weight between the neuron in the jth layer to one in the 
kth layer, 
- 11 is the learning rate and 
- ok is product of the individual error and the derivative of the activation function. 
The weight change is negative because the network is seeking the direction that reduces 
the error (Haykin, 1999). 
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Following the same formalism as above, the weight change for a neuron in the hidden 
layer immediately the output layer and a neuron in the previous layer (between ith and j1h 
layers) is: 




- tJ.wji is the change in the weight between the neuron in the ith layer to one in the j1h 
layer, 
- <t>'j is the first derivative of the activation function for the jth layer and 
- Oj is similar to the &c in that it is used for simplicity. 
The Oj(n) can also be written as: 
where 
- the partial of the SSE with respect to the output of layer j is: 
and 





- and the partial of the summation function with respect to the output of 
layer j is: 
(5.17) 
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As previously stated, all variables and functions are only defined once; however, all have 
been described following one of the previous equations. 
5.4.2. Higher Order Error Reduction 
However, as can be seen by the previous section, backpropagation can become slower 
when attempting the backward pass and may not result in an optimal network. For this 
reason, higher order gradient descent methods can be used to accelerate network 
learning. These methods are based on a Taylor series expansion of the error surface: 
E(w + dw) :::: E(w) + gr dw + ½dwT Hdw + . . .  (5.18) 
where E(w+�w) is the minimum error after the weight/bias change, E(w) is the current 
error with the current weight/bias, g is the Jacobian gradient vector and H is the Hessian 
matrix. The first order partial derivative of the error function yields the transpose of the 
Jacobian: 
VE = gT (5.19) 
and the second order partial derivative of the same function yields: 
a 2E a 2E d 2 E 
dw2 aw.aw2 aw. awn 
d 2E d 2 E d 2 E 
H =  dw2dw1 aw
2 dw2dwn (5.20) 2 




where wi are the individual weight/bias vectors. 
One particular gradient descent method is called the method of steepest descent. This 
method is based on a linear approximation, first order Taylor approximation, of the error 
about the current weights/bias vector on the error surface. Steepest descent relies on 
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the gradient vector as the only information necessary concerning the error surface. 
Updates to the weights/bias vectors occur in the negative gradient vector: 
L\w = -11g (5.21) 
where rt is the network learning rate. After each epoch, !),,w is updated and can therefore 
be different with each successive pass of the data. This method is extremely simple to 
implement; however, if the learning rate is small enough, it can have a slow rate of 
convergence to the minima, either local or global (Haykin, 1999). Likewise, if the learning 
rate is made too large, the weight changes will be unstable. 
Another method of gradient descent is Newton's method. This method is based on a 
quadratic approximation, second order Taylor approximation, of the error surface. 
Newton's method relies on the inverse Hessian matrix and the Jacobian gradient vector. 
Updates to the weights/bias vectors occur in the negative gradient vector: 
(5.22) 
Similar to the steepest descent method, !),,w is updated following each training epoch. 
This method can become extremely difficult because it can be hard to calculate the 
inverse Hessian. Also, if the error function is not quadratic or the Hessian matrix is 
singular, the method will not work. Because of the problems that can arise from the use 
of the Hessian matrix, an approximation can be used that simplifies the computations 
necessary in this method (Haykin, 1999). 
One such approximation is the Gauss-Newton method. The approximation in this 
method is based on the variation in the error functions due to the weights/biases: 
de1 de1 de1 
awl aw2 awn 
ae2 ae2 ae2 
A =  aw. aw2 awn 
aen aen aen 
awl aw2 awn 
(5.23) 
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where ei and wi are the individual errors and the individual weighUbias vectors, 
respectively. Using the above approximation, an updated Jacobian gradient vector: 
(5.24) 
and an updated Hessian matrix: 
(5.25) 
can be determined. Substituting these two updates into the weighUbias update (eq. 5.22) 
from Newton's method gives the following new update: 
(5.26) 
This method deletes the problems with the Hessian matrix; however, it is only 
appropriate when the error is close to the minimum. When in the vicinity of the minimum, 
this method has very fast convergence (Hines, 2001 ). 
This study uses a combination of the two methods given above: steepest descent and 
Gauss-Newton. This gradient descent method is the Levenberg-Marquardt method 
(Levenberg, 1944; Marquart, 1963): 
(5.27) 
where I is the identity matrix, A is convergence parameter and the other vectors are as 
given in equation 5.26. As can be seen from equation 5.27, l increases as the errors 
increase, and l decreases when the errors decrease. When the errors are increasing, 
the Levenberg-Marquardt method moves toward the reliable convergence of the 
steepest descent. On the other hand, when the errors are decreasing, the method 
moves toward the rapid convergence of Gauss-Newton's method. For a more complete 
explanation of this discussion on higher order error reduction, refer to Fletcher (1980). 
Once the errors have been minimized to the network's best ability, the weights/biases 
are fixed at their final values and then used later in the testing phase of the problem. 
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6. METHODOLOGY 
This chapter discusses the objectives set forth for this research, the neural network 
architecture used to forecast the three Weibull parameters that describe the dose-time 
profile of a SPE, and the methods for neural network training and testing used in this 
research. 
6.1 OBJ ECTIVE 
The goal of this research is to develop a neural network approach to forecast solar 
particle event dose-time profiles. These forecasts are based on calculated doses during 
the earliest stages of the event. In actual space operations, measured dose values 
obtained from dosimeters on board a spacecraft would be used. The steps necessary to 
achieve this goal are: 
- Obtain all Weibull parameters as set forth in Chapter 4.2 
- Reproduce and fix all programs for forecasting the SPE asymptotic dose based 
on the work done by Tehrani (Tehrani, 1998) 
- Create and optimize new neural networks (combination of multiple networks) to 
predict the three Weibull parameters needed to determine the dose-time profile 
- Train the new network combination using only simulated data (perfect dose data 
computed from known Weibull curves) 
- Train the new network combination using actual dose data and initial 
weights/biases obtained from simulated data training 
- Test this network using different actual data and the optimal weights/biases from 
actual data training 
- Determine the reset function necessary to handle multiple-rise SPEs 
- Test the network containing the reset function with actual data making sure to 
include events that either two or three rises within their profiles. 
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6.2. NEURAL NETWORK ARCHITECTURE 
The total set of neural networks developed in this research is comprised of three 
separate networks - one for each Weibull parameter. In this chapter, these networks will 
be called DooNN, a.NN and yNN, representative of each Weibull parameter. 
The DooNN is a sliding time delay neural network (STDNN), which is described in an 
earlier work (Tehrani, 1 998). A STDNN uses time delay techniques in which the delays 
are variable. In this case, the delays correspond to different times as the SPE 
progresses. The architecture of the network is as follows: 
- 1 input layer with 5 input neurons 
- 1 hidden layer with 1 0 neurons and a hyperbolic tangent activation function 
- 1 output layer with 1 neuron and a linear activation function. 
The dose data used as the inputs to the network are initially fed through a linear scaling 
function to ensure that all events are treated equally; therefore, events with asymptotic 
doses below 5 cGy carry just as much weight as those with doses greater than 1 000 
cGy. This architecture was chosen by the earlier work because it delivered the smallest 
sum of squared error (SSE) without overfitting the data. The weights between the input 
layer and the hidden layer make up a 1 0x5 matrix, and the biases between these layers 
consist of a 1 0x1 vector. The weights between the second hidden layer and the output 
layer are a 1x1 0  vector, and the bias is a 1 x1 vector. 
The a.NN and yNN chosen for this research have architectures that are identical in all 
ways except that the activation functions in the hidden layers are different. Table 6.1, 
which explains the choices made for the a.NN and yNN architectures, shows the SSE for 
combinations of hidden layer neurons and activation functions. The SSE values given in 
this table are following the training of the small data set, which is explained further in the 
next section, for 250 epochs. The first value corresponds to the 1 00-500 cGy category, 
and the second value corresponds to the 20-100 cGy category. These categories will be 
explained in the next section. As can be seen from the table, the hidden layer 
architecture is chosen when the SSE is minimized. These networks also use time delay 
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Table 6. 1 .  Various hidden layer combinations for the aNN and yNN. 
1 st hidden 2nd hidden Aloha Gamma 
layer layer Hyperbolic Logistic Hyperbolic Logistic Tanqent Tangent 
1 6  0 306.764 306.029 5300.61 5300.61 1 143.51 1 143.51 4881 .55 4881 .55 
1 6  1 6  63.1 654 88.4845 367.266 337.369 1 20. 1 87 1 50 .714 270.902 1 67. 1 35 
1 6  1 2  71 .521 2 73.01 26 355.929 338.505 142.948 1 33.285 1 98.96 251 .559 
1 6  8 1 28.294 92 .3428 364.777 407.31 7 143. 1 69 1 87.024 257.632 285.773 
1 2  0 323.37 323.37 5300.61 5300.61 1 143 .51 1 143 .51 4881 .55 4881 .55 
1 2  1 2  67.0569 70.7224 401 .455 325.372 1 26.2 1 9  1 32 .408 1 63.632 1 92 .225 
1 2  8 58.0285 70.5592 375.62 321 . 1 93 1 1 0.076 1 1 6.864 1 89.724 1 59.742 
8 0 323.37 323.37 5300.61 5300.61 1 143.51 1 1 43 .51 4881 .55 4881 .55 
8 8 94.6031 75.0384 464.22 1 437.23 1 1 2 . 1 01 1 92 .708 232.097 275.559 
techniques in which delays between data points are equivalent. These types of time 
delays are chosen because when trying to parameterize the a and y in a Weibull curve, 
more data is needed during the rise of the event. If variable time delays were used, a 
wide range of dose information is used which can cause the focus to be turned away 
from the rise of the curve. This time delay technique is described earlier in Chapter 5.3. 
The architecture of the aNN network is as follows: 
- 1 input layer with 5 input neurons 
- 2 hidden layers: 
- 1 2  neurons and a hyperbolic tangent activation function in the first hidden 
layer 
- 8 neurons and a hyperbolic tangent activation function in the second 
hidden layer 
- 1 output layer with 1 neuron and a linear activation function. 
The architecture of the yNN network is as follows: 
- 1 input layer with 5 input neurons 
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- 2 hidden layers: 
- 12 neurons and a logistic activation function in the first hidden layer 
8 neurons and a logistic activation function in the second hidden layer 
- 1 output layer with 1 neuron and a linear activation function. 
The dose data used as the inputs for both of these networks are also initially fed through 
a linear scaling function, which scales all data to values between zero and one linearly. 
Scaling is performed so as to not saturate hidden neurons with an extremely wide range 
of values. Although this architecture is more complex than that of the DooNN, it was 
chosen to ensure the minimalization of the generalization error. Figure 6.1 shows a circle 
and arrow drawing of this architecture. Notice in this figure that the activation functions 
are not explicitly labeled. Also, arrows are shown connecting one neuron to the all in the 
subsequent layer. This is only a representation, and all neurons in one layer are 
connected to all in the subsequent layer. The weights between the input layer and the 
first hidden layer make up a 12x5 matrix, and the biases between these layers consist of 
a 12x1 vector. The weights between the first hidden layer and the second hidden layer 
consist of an 8x12 matrix while the biases consist of an 8x1 vector. The weights between 
the second hidden layer and the output layer are a 1 x8 vector, and the bias is a 1 x1 
vector. 
6.3. NEURAL NETWORK TRAINING AND TESTING 
Before training commences of the aNN and yNN, the target (actual) dose infinities are 
used to separate the a and y into five categories to more accurately train for these 
parameters. Figure 6.2 shows a block diagram to explain the separation for the a and y 
training. These categories are chosen by the author and do not have any precedence in 
the literature. The categories are: Doo � 500 cGy, 500 > Doo � 100 cGy, 100 > Doo � 20 
cGy, 20 > Doo � 5 cGy and Doo < 5 cGy. Only the first four categories are trained , and 
each has its own resultant set of weights and biases. The final category is not trained 
because a dose less than 5 cGy is considered inconsequential. These same categories 
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Figure 6.2. SPE neural network training block diagram. 
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the weight/bias matrix for each category is attached to the previous one making one 
large matrix for each network. 
The MATLAB engineering analysis software package is used to perform the entire 
neural network training and testing (MathWorks, 1992; Demuth, 1994). Examples of all 
of the MATLAB programs created for this research are given in Appendix B. Each 
program contains a descriptive heading and thorough commenting. These programs 
include: 
- the training program which can be used for both actual and simulated data 
(lmtrain _ split.m) 
- the testing program which can be used for single and multiple rise events 
(lmtest_multsplit3.m) 
- a program to create data sets with time delays (stdnnprocess.m) 
- a program to do interpolation for actual data inputs (interp_process.m) 
- a program to determine if a multiple rise has occurred (multslope.m) 
- a program to create Weibull functions and output doses/times exceeding 
certain limits (weibullgraph3.m) 
- three programs as examples of how to create training and testing data for 
both the simulated and actual cases (spesimulated_train6c.m, 
speactual_train3.m and speactual_new_test3.m). 
The strategy for this research follows the outline set forth in the objective of this section. 
The total neural network set is trained using simulated data in order to obtain initial 
weights/biases for later training. This allows for training to begin with values other than 
random ones. Simulated data is drawn from the actual Weibull curves; therefore, it can 
be considered the perfect data without noise. For the initial training of the simulated 
data, a small data set of only thirty events, covering only two of the dose infinity 
categories, is used. The small set, or the pilot set, allows for optimization of the network. 
Table 6.2 gives the events used for the training of the small data set. Following this 
training, a more extensive data set of 113 events, covering all five dose infinity 
categories, is used. It is possible to have some of the same events in both training sets; 
however, the sets are independent of one another in that they do not use any of the 
same weights/biases. Table 6.3 gives the events used for the training of the large data 
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Table 6.2. Solar article events used for the trainin • with the small data set. 
Oct. 1 989 - eye 1 G  ( 1 s ) Aug.  1 989 - eye 1 G  (1 s ) Nov. 2001 - skin 1 G  ( 1 s ) 
Aug.  1 972 - skin 1 0G ( 1 st) July 2000 - eye SG March 1 991  - eye 1 G  
Sept. 1 989 - eye 1 G  Sept. 1 989 - eye 2G Aug.  1 972 -- bfo 1 G  ( 1 st) 
Aug. 1 972 -- bfo 2G ( 1 st) Aug.  1 972 - skin SG ( 1 st) March 1 991  - skin 2G 
July 2000 - skin SG Nov. 2000 - skin SG Nov. 2001 - skin 2G ( 1 st) 
Nov. 2000 - skin 2G Oct. 1 989 - eye 2G ( 1 st) Sept. 2001 - skin 2G 
Nov. 2001 - eye 1 G  ( 1 st) Sept. 2001 - eye 2G Oct. 1 989 - skin 2G ( 1 st) 
Sept. 2001 - eye 1 G  Aug.  1 989 - skin 2G ( 1 st) Oct. 1 989 - skin SG ( 1 st) 
Oct. 1 989 - eye SG ( 1 st) Nov. 2000 - eye 2G April 2002 - skin 1 G  
March 1 991  - e e 2G Au . 1 972 - e e 1 0G 1 st Au . 1 989 - e e 2G 1 st 
Table 6.3. Solar partic:le events used for the training with the large data set. 
4 x Aug. 1 972 - skin 1 G  ( 1 st) Aug.  1 972 - skin 1 0G ( 1 sr) Sept. 1 989 - bfo SG 
Aug.  1 972 - eye 2G ( 1 st) June 1 991  - skin 1 G  Nov. 2000 - bfo 1 0G 
Sept. 1 989 - skin 1 G June 1 991  - skin 2G Sept. 2001 - eye 1 0G 
April 2002 - skin 1 G  Nov. 2000 - bfo 2G March 1 991  - skin 1 0G 
4 x Aug. 1 972 - eye 1 G  ( 1 st) Oct. 1 989 - skin SG ( 1 st) July 2000 - bfo(mth igh) SG 
July 2000 - eye 1 G  Sept. 1 989 - skin SG Sept. 2001 - bfo 1 G  
Oct. 1 989 - skin 2 G  ( 1 st) Oct. 1 989 - bfo 2G ( 1 st) April 2002 - bfo 1 G 
Sept. 1 989 - skin 2G March 1 991 - skin SG June 1 991  - bfo 2G 
4 x Aug. 1 972 - eye 2G (1 st) Nov. 2000 - skin SG Oct. 2001 - eye 1 G  
Nov. 2000 - eye 1 G  Aug. 1 972 - bfo SG (1 st) Oct. 2001 - skin 2G 
Aug.  1 972 - skin SG ( 1 st) Nov. 2000 - bfo 1 G  Aug.  1 989 - bfo 1 G  ( 1 st) 
Sept. 2001 - skin 2G Sept. 1 989 - bfo 2G Nov. 2001 - bfo SG ( 1 st) 
Aug.  1 972 - skin 1 G  ( 1 st) Aug. 1 972 - eye 1 0G ( 1 st) Nov. 2000 - bfo SG 
Aug.  1 989 - skin 1 G  (1 st) Nov. 2001 - eye 2G ( 1 st) Nov. 2001 - bfo 1 G  (1 st) 
Nov. 2000 - eye 2G July 2000 - bfo(mthigh) 1 G  April 2002 - skin 1 0G 
Sept. 1 989 - eye 2G Sept. 2001 - eye SG July 2000 - skin 1 G 
July 2000 - eye SG April 2002 - eye SG Sept. 2001 - skin 1 G 
April 2002 - eye 2G Nov. 2001 - skin 1 0G (1 st) Aug. 1 972 - eye SG ( 1 stl 
July 2000 - eye 1 0G June 1 991  - bfo 1 G  Aug.  1 989 - skin 2G (1 s ) 
Oct. 1 989 - bfo SG ( 1 st) Aug.  1 972 - eye 1 G  ( 1 st) Sept. 2001 - eye 2G 
Oct. 1 989 - bfo 1 0G ( 1 st) 4 x Aug.  1 972 - bfo 1 G  ( 1 st) June 1 991  - eye 1 G  
July 2000 - bfo(pelvis) 1 0G Oct. 1 989 - eye 2G (1 st) Nov. 2000 - skin 1 0G 
Oct. 2001 - eye 2G 4 x Aug.  1 972 - bfo 1 0G Nov. 2001 - skin SG (1 st) 
4 x Aug. 1 972 - skin SG ( 1 st) Oct. 1 989 - eye SG (1 st) June 1 991  - skin SG 
4 x Aug .  1 972 - skin 1 0G ( 1 st) Oct. 1 989 - bfo 1 G  ( 1 st) Nov. 2001 - eye 1 0G (1 st) 
Sept. 2001 - eye 1 G Sept . 1 989 - skin 1 0G June 1 991  - skin 1 0G 
July 2000 - skin SG March 1 991 - eye SG 4 x Aug. 1 972 - eye SG ( 1 st) 
Nov. 2000 - eye SG Sept. 1 989 - bfo 1 0G Oct. 1 989 - eye 1 G  ( 1 st) 
Oct. 1 989 - eye 1 0G ( 1 st) March 1 991 - bfo 1 G  4 x Aug. 1 972 - bfo SG 
Nov. 2000 - eye 1 0G March 1 991 - bfo 2G April 2002 - eye 1 G 
Nov. 2001 - eye SG ( 1 st) Nov. 2000 - skin 1 G  Aug .  1 989 - eye 2G (1 st) 
June 1 991 - eye SG Nov. 2000 - skin 2G July 2000 - skin 1 0G 
Nov. 2001 - bfo 2G (1 st) Aug.  1 989 - eye 1 G  ( 1 st) Sept. 2001 - skin SG 
April 2002 - eye 1 0G Nov. 2001 - eye 1 G  ( 1 st) Aug. 1 989 - skin SG (1 st) i 
March 1 991  - skin 1 G April 2002 - skin 2G July 2000 - bfo(mth igh) 1 0G 
4 x Aug. 1 972 - bfo 2G ( 1 st) Aug. 1 972 - bfo 1 0G ( 1 st) Sept. 2001 - bfo 2G 
March 1 991  - skin 2G Sept. 1 989 - eye 1 0G June 1 991  - eye 1 0G 
Aug .  1 972 - bfo 1 G  ( 1 st) April 2002 - skin SG 
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set. In both tables, 1 st implies only the initial rise of a multiple-rise event is used for 
training. The neural network set is then trained using actual dose data, or data drawn 
directly from the transport calculations, and the final weights/biases from the simulated 
data training as the initial values. This training also uses the same two data sets (the 
small 30 event set and the large 1 1 3 event set). 
Following the training of both data sets is the testing of three different data sets: 
- small testing data set: 5 events 
- large testing data set: 20 events 
- multiple-rise data set: 6 events. 
A test set is considered to be a "mutually exclusive set" of input/output combinations that 
test the generalization capability of the network (Schalkoff, 1 997). Therefore, the 
generalization capability is the network's ability to perform well on data that was not 
initially included with the training data, i.e., the noise of the data was not learned by the 
system. 
Figure 6.3 shows a flow chart for the testing process. For testing, in both the small data 
set and the large data set cases, the dose infinity network is tested first. Using the 
outputs from this network testing, the alpha and gamma networks are tested. Each D_ 
forecast is used as a classifier (which dose infinity category does the forecast fall into) 
that allows the program to pick which weights/biases will be used for the alpha/gamma 
testing. Once all of the alpha/gamma forecasts have been made, the forecasting times 
are compared for all three parameters. These predictions are then used to make Weibull 
dose-time profiles. Also included as output from the testing program are statements 
telling the user the total time and dose amassed when the event dose rate exceeds 
particular "low-dose-rate" criterion. These statements also include time and dose since 
event onset when other dose limits are exceeded . . 
Upon the completion of the testing for the two different data sets, the multiple-rise data 
set is tested using the same weights/biases from the large data set. This testing 
capability allows for a reset function to be introduced into the training. When the slope 
between dose data points reaches approximately zero, or when the asymptotic dose 
levels off, the x-y axis is moved so that the new origin (time and dose equal to zero) 
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Figure 6.3. SPE neural network testing flowchart. 
occurs when a data point increases above the almost zero slope. This tells the program 
that a new rise in the event has occurred, resets the testing and saves the time and dose 
where the new origin was relocated. The outputs are similar to those of the small and 
large data sets; however, also included are statements telling the user the time and the 
dose when the multiple-rise occurred. 
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7. RESULTS 
As stated in the methodology chapter, two data sets containing vastly different numbers 
of events were used to train/test the neural network combination. The first two sections 
present a sampling of the results of these two data sets. The third section presents the 
results of the multiple-rise event training. The rest of the results for these two sections 
can be found in the Appendix. The final section of this chapter gives a comparison of 
actual to forecasted results in terms dose and dose rate limits. 
The following information is relevant to all the data sets and therefore, all of the sections 
in this chapter. This information assumes that the dose infinity (Doo) forecast is stable; 
however, if this forecast changes the profile would change only in magnitude. Forecast 
changes in alpha ( a) and gamma (y) cause shifts in the profiles. These shifts, which can 
be seen when looking at a figure containing a profile, include: 
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- a larger, y stationary - This forecast causes the entire profile to predict doses at 
an earlier time (over-predicting). 
- a smaller, y stationary - This forecast causes the entire profile to predict doses at 
a later time (under-predicting). 
- a stationary, y larger - The profile with this forecast begins as an under­
prediction, then it crosses the actual values to become an over-prediction. 
- a. stationary, y smaller - The profi le with this forecast begins as an over­
prediction, then it crosses the actual values to become an under-prediction. 
- a larger, y larger - The profile is under-predicted for a small period of time and 
then crosses the actual values to over-predict by a large amount. 
- a smaller, y smaller - The profile is over-predicted for a short period of time and 
then crosses the actual values to under-predict by a large amount. 
- a larger, y smaller - The profile is over-predicted until near the end of the event 
when it crosses the actual values and becomes an under-prediction. 
- a smaller, y larger - The profile is under-predicted until near the end of the event 
when it crosses the actual values and becomes an over-prediction. 
7.1 . SMALL DATA SET 
This section uses training and testing data that encompasses only the second and third 
D..., categories (D..., ranging from 1 00 to 500 cGy and from 20 to 1 00 cGy). As stated 
previously in the methodology chapter, the purpose of this data set is to ensure the 
accuracy of the neural network combination over a small section of the data before the 
addition of events in the other three categories. 
The simulated data were trained for the following number of epochs to reduce error but 
also to allow for network generalization: 
- Doo - 1 500, 
- a (both Doo categories) -1 000, 
- y (both Doo categories) -1 000. 
Upon the completion of this training, the final weights/biases are used as initial values in 
the training of the actual data. The actual data were trained for the following number of 
epochs for the same reasons as stated above: 
- D..., - 500, 
- a (both Doo categories) -500, 
- y (both Doo categories) -2000. 
Appendix C.1 gives the final weights and biases obtained from this method of training. 
The values in the appendix are presented to allow easier reproduction of the results. 
The five test events used in this section are: 
1 .  September 1 989, skin 1 G 
2. September 1 989, skin 2G 
3. November 2000, eye 5G 
4. August 1 972, eye 5G ( 1 st rise) 
5. April 2002, eye 1 G .  
These five events are new events that the neural network has not previously seen. 
The results for the second test event are given in Table 7. 1 .  This table contains the first 
twenty forecasts for each parameter for the event, the time at which each forecast was 
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made (times ranging from 0.062 to 1 .248 days, or 1 .5 to 30 hours), the percent error 
between the forecast and the actual parameter, the actual dose at each time step and 
the percentage of the actual dose received by each time step. 
As can be seen from this table, the forecasted results for Doo start off in good agreement 
with the actual value, drop off a little in the middle of the forecasting time period and then 
begin to improve as time increases. In other words, as more dose data are introduced to 
the network and as the doses become closer to the asymptotic dose value, the forecast 
for that particular event gets better. However, this is not the case with the alpha and 
gamma results. Because these parameters are related to only the dose data involved in 
the rise of the dose-time profile, the forecast gets better with time until the point in which 
the profile reaches the asymptotic dose. Because this is different for each event, it is 
difficult to predict the time at which this result will begin getting worse. However, since 
the actual dose data prior to the forecast time are known, it is possible to determine 
when the asymptotic dose has been reached and when the forecasted profile is on the 
verge of becoming incorrect. 
Table 7. 1 .  Results of test event 2 (Sept. 1 989 - skin 2G) for the small data set. 
Time o_ actual % dose % error a, % error 'Y % error dose 
{d) (cGy) (1 /day) {cGy} 
received 
0.062 1 1 6.88 8.041  0.99755 0. 1 35 1 .7509 3.696 0.81 60 0.642 
0 . 125 1 1 8.52 6.751 0.92 1 77 7.721 2 .81 38 -54.766 2.8539 2 .245 
0. 1 87 1 1 8.34 6.892 1 .0357 -3.684 3.3362 -83.499 5.8923 4.636 
0.250 1 1 9. 1 2  6 .279 1 .2091 -21 .043 2.4785 -36.324 9.7818  7.696 
0.31 2 1 31 .93 -3.8 1 . 1 677 -1 6.899 2.5503 -40.273 1 4.3896 1 1 .321 
0.375 1 28.25 -0.905 1 .021 5  -2 .262 2.56 1  -40.861  1 9.5882 1 5.41 2  
0.437 1 24.37 2 . 148 1 .0147 -1 .582 1 .0E-7 1 00 25.2541 1 9.869 
0.499 1 22 .07 3 .958 0.92236 7.662 1 .0E-7 1 00 31 .2692 24.602 
0.562 1 23 .71 2.667 0.88 1 65 1 1 .738 2 . 1027 -1 5.654 37.51 81 29.51 9 
0.624 1 1 6.09 8.662 0.85147 1 4.759 2 .8839 -58.622 43.8958 34.536 
0.687 1 07.59 1 5.35 0.81 91 9 1 7.991 2 .01 27 -1 0.703 50.3050 39.579 
0.749 1 01 .52 20. 1 26 0.88501 1 1 .402 3 . 1 954 -75.755 56 .6582 44.578 
0.81 1 99.906 21 .396 1 .31 79 -31 .935 0.54085 70.252 62 .8785 49.472 
0.874 1 00.9 20.61 4  0.95924 3.97 2. 1 58 -1 8.695 68.9012  54.21 0  
0.936 1 04.97 1 7.41 1 0.98821 1 .07 3 .3308 -83.202 74.6700 58.749 
0.999 98.025 22.876 0.38433 61 .525 1 .9387 -6 .633 80. 1 426 63.055 
1 .061 1 00.41 20.999 1 .0333 -3.444 2 .845 -56.482 85.2891 67. 1 04 
1 . 1 24 1 04 . 1 2  1 8.08 1 .021 9  -2 .303 1 .7601 3. 1 9  90.0804 70.874 
1 . 1 86 1 08.33 1 4.768 1 .006 -0.71 1 2.0096 -1 0.533 94.5076 74.357 
1 .248 1 1 1 .65 1 2 . 1 56 0.96955 2 .938 1 .9531 -7.425 98.5657 77.550 
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In some cases, a forecast of 1 .00e-7 is given. If this is the result, the original forecast 
was below zero. Since a negative result is not possible, it is best to use an extremely 
small number close to zero in those cases. In other cases, a forecast of eight is given. If 
this is the result, the original forecast was above eight. Since eight is larger than any of 
the observed values of gamma (see Table 4. 1 ), it is best to cut off the values. 
Figure 7. 1 shows the forecasted profiles for the second event. This figure shows the 
actual Weibull curve (teal dots) and the forecasted curves for the even numbered 
forecasts. The lines represent the forecasted curves at time point two (f1 ), time point four 
(f2), . . .  and time point twenty (f1 0) .  All time points are associated with the times from the 
table. In order to keep the figures readable, only six forecasts were placed on the chart. 
The first five forecasts shown in the figure were chosen because those during the early 
stages of the event are more important in terms of the crew having the ability to take 
protective action. Besides these five forecasts at the beginning of the event, one forecast 
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Figure 7 . 1 .  Small data set, event 2: September 1 989 - skin 2G (Doo = 1 27. 1 cGy, 
a =  0.9989 d-1, y =  1 .8 1 8 1 ). 
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already be collected. In figure 7.1, profile f4 is at the x-axis because the gamma forecast 
is 1.00e-7. Whenever gamma is forecasted as 1.00e-7, the profile is placed on the figure 
at the x-axis. Appendix D contains the tables and figures from the remaining four test 
events. Similar comparisons to those that will be made in this section can be made for 
these other events. 
For event 2 (Doo = 127.1 cGy, a = 0.9989 d-1, y = 1.8181 ), the best forecast occurs at 
about 1.5 hours (forecast number 1 ) .  At the time of this forecast, 0.64 percent of the total 
event dose has been delivered. This is equal to 0.816 cGy. The entire event dose is 
delivered within forty-four hours from the beginning of the event. The best forecast is 
chosen when the percent error between the actual profile and the forecasted profile is 
the smallest. The results for the best forecast are singled out from the rest of the 
forecasts to allow for profile comparisons. The forecasted values at the time of the best 
forecast are: 
- Doo = 116.88 cGy (8.04 percent error) 
- a = 0.99755 d-1 (0.14 percent error) 
- y = 1. 7509 (3. 70 percent error). 
Percent error is given as: 
o/c E actual - forecast 1 00 o rror = ------ * 
actual 
(7.1) 
Figure 7.2 shows the difference between the Weibull curve created using the actual 
parameters and the Weibull curve created using the forecasted values from the best 
forecast. As can be seen from the curve and from the above values, the forecasted 
values are all smaller than the actual values with a and y forecasts differing only by a 
slight amount. From Figure 7.2, it can be seen that the forecasted curve slightly over­
predicts in the beginning, then it crosses the actual curve between 0.25 and 0.3 days 
and then it under-predicts. If the predicted asymptotic dose value was the same as the 
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Figure 7.2. Actual and best forecasted Weibull dose-time profiles for event 2 (Sept. 1989 
-skin 2G) from the small data set. 
The forecast for Doo is relatively good throughout the first thirty hours of the event with 
errors between the forecast and actual values below 23 percent with most being below 
fifteen percent. The forecast for a is good for the first thirty hours with all errors under 
twenty percent except for the forecast at 19.5 and 24 hours, which have errors of 32 
percent and 62 percent, respectively. It is unknown why the forecasts in the middle of 
the profile rise are not as good. The forecast for y is not as good; however most of the 
errors between forecast and actual values are under 40 percent except for at hours 10.5, 
12 and 19.5. This forecast is extremely erratic with errors constantly making large 
changes from one forecast to the next. 
Comparing the actual profile to the forecasted profile, it can be seen that the values from 
forecast number 1 (1.5 hours) creates a similar Weibull curve as the actual values. 
When looking at the dose points throughout the entire Weibull (from the time of the 
prediction onward), the entire forecasted profile has errors below ten percent. Although 
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other forecasts, later in the event, may create better profiles, this forecast is by far the 
best up to this point in time. 
The following is a summary of the other four test events whose results are shown in 
Appendix D. For event one, the average percent errors for the three unknown 
parameters are: Doo - 36. 78%, a - 37 .28% and y - 33.67%. For event two, the average 
percent errors are: Doo - 95.66%, a-14.91 % and y - 32.52%. The error for Doo is high 
because the forecasts are over-predicted for the entire first day of the event. For event 
four, the average percent errors are: Doo - 9.86%, a -46.67% and y - 65.84%. For event 
five, the average percent errors are: Doo - 35.73%, a-26.36% and y - 43.35%. 
7.2. LARGE DATA SET 
This section corresponds to the training and testing data that encompasses all five Doo 
categories (Doo < 5 cGy to those > 500 cGy). As stated previously in the methodology 
chapter, the purpose of this data set is to ensure that the neural network combination 
has the ability to generalize to fit more expansive data sets. 
The simulated data were trained for the following number of epochs to reduce error and 
to allow for network generalization: 
- Doo - 500, 
- a-1000 (Doo > 500 cGy, 100 > Doo > 20 cGy, and 20 > Doo > 5 cGy) 
and 500 (500 > Doo > 100 cGy), 
- y - 500 (Doo > 500 cGy, 500 > Doo > 100 cGy, and 100 > Doo > 20 cGy) 
and 1000 (20 > Doo > 5 cGy). 
Upon the completion of this training, the final weights/biases are used as initial values in 
the training of the actual data. The actual data was trained for the following number of 
epochs for the same reasons as stated above: 
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- Doo - 500, 
- a-2000 (Doo > 500 cGy), 1000 (500 > Doo > 100 cGy), 500 (100 > D00 
> 20 cGy) and 1500 (20 > Doo > 5 cGy), 
- y - 1 000 (D00 > 500 cGy) , 500 (500 > D00 > 1 00 cGy) , 2000 (1 00 > D00 > 
20 cGy) and 1 500 (20 > D00 > 5 cGy) . 
Appendix C.2 gives the final weights and biases obtained from this training method . The 
values in the append ix were given to al low for easier reproduction of the resu lts . 
The twenty test events used in this section are: 
1 .  4 x August 1 972, skin 2G (1 st rise) 
2 .  September 1 989, eye 1 G  
3. September 1 989, eye 5G 
4. July 2000, bfo(pelvis) 1 G 
5. August 1 972, eye 1 G  (1 st rise) 
6. November 2001 , skin 1 G  (1 st rise) 
7. October 1 989, skin 1 0G (1 st rise) 
8 .  August 1 989, eye 5G (1 st rise) 
9. October 1 989, skin 1 G (1 st rise) 
1 0. March 1 991 , eye 2G 
1 1 .  October 2001 , skin 1 G 
1 2. July 2000, bfo(pelvis) 5G 
1 3. 4 x August 1 972, eye 1 0G (1 st rise) 
1 4. August 1 972, bfo 2G (1 st rise) 
1 5. September 1 989, bfo 1 G 
1 6 . September 2001 , skin 1 0G 
1 7 . March 1 991 , eye 1 G  
1 8 . November 2001 , skin 2G (1 st rise) 
1 9. June 1 991 , eye 2G 
20. Apri l 2002, bfo 2G . 
The results for three test events are given in this section. These results include tabular 
data similar to that in the previous section and figures showing forecasted profi les. For 
all three events, the table contains the first twenty forecasts for each parameter for each 
event, the time at which each forecast was made (times ranging from 0.062 to 1 .248 
days, or 1 . 5 to 30 hours), the percent error between the forecast and the actual 
parameter, the actual dose at each time step and the percentage of the actual dose 
received by each time step. This is the same as the previous section. The figures show 
the forecasted profi les for each event. These figures show the actual Weibul l curve (teal 
dots) and the forecasted curves for the even numbered forecasts. The l ines represent 
the forecasted curves at time point two (f1 ), time point four (f2) , . . .  and time point twenty 
(f1 0). In order to keep the figures readable, only six forecasts were placed on the chart. 
As with the small data set, more forecasts from the beginning of the event are presented 
in the figures because the information is needed early in the event if protective action is 
to be taken by the crew. If a figure is needed with any of the other forecasts, a simple 
change in the selection of forecast number can be made in the MATLAB testing program 
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and associated functions to enable the change in the figure. Appendix E contains the 
tables and figures from the remaining 1 7  test events. 
As can be seen from the tables, the results for Doo are not as good for al l  the events as 
was seen in the small train ing set case. This occurs because the range in training data is 
much larger - less than 2 cGy to greater than 5000 cGy. Since this range encompasses 
such a large variation in doses, the neural network cannot be trained with as much 
accuracy. This is not a problem since the forecasts are relatively good ; however, for 
actual values below 20 cGy, the forecasts are always over-predicted . The alpha and 
gamma results are relatively good in most of the twenty cases. Values of 1 .0E-7 and 8 
have the same meaning as previously stated in the small data set section. 
The results for the first test event (4 x August 1 972 - extreme case, skin 2G) are given in 
Table 7.2. Although this is an extreme case event, it is not outside the training boundary 
because the skin and eye behind 1 g cm-2 Al shielding , which have larger Doo than this 
event, are included in the training. Figure 7.3 shows the comparison between the even 
numbered forecasts and the actual Weibul l profi les . 
For event 1 (Doo = 2680 cGy, a = 1 . 3393 d-1 , y =  6.781 5), the best forecasted profi le 
occurs at 1 3 .5 hours into the event (forecast number 9). By th is time, 362.4 cGy has 
been delivered, which is 1 3.5 percent of the total dose. Within 23 hours from the onset of 
the event, the entire event dose has been del ivered . As with the small data set, the best 
forecast is chosen when the percent error between the actual profi le and the forecasted 
profi le is the smallest. The forecasted values at the time of the best forecast are: 
- Doo = 2352.7 cGy ( 1 2 .21  percent error) 
- a = 1 .3034 d-1 (2 .68 percent error) 
- y = 6. 7977 (0.24 percent error). 
Figure 7.4 shows the d ifference between the Weibul l  curve created using the actual 
parameters and the Weibull curve created using the forecasted values from the best 
forecast. As can be seen from the curve and from the above values, the forecasted 
values for Doo and a are both smaller than the actual values while the y forecast is larger 
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1 66.4 93 .791 
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3 175.3 -1 8.481 
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% error 'Y % error dose 
(cGy) 
9.71 4 4.8843 27.976 1 .31 6E-4 
1 0.244 3.0674 54.768 0.01 45 
1 9 .779 2.34 13  65.475 0.2264 
-4.435 2 .2326 67.078 1 .591 9  
-320.361 5.7448 1 5.287 7.22 1 4  
0.276 4.742 30.074 24.7823 
-20.794 5.3606 20.953 69.8907 
-1 8.308 4.3662 35.61 6  1 69.571 1 
2 .681 6.7977 -0.239 362.3931 
2 . 1 65 6.959 -2 .61 7 688.2993 
2 . 1 5 6 .9864 -3.02 1 1 1 59 .0794 
0.732 8 -1 7.968 1 71 5.5494 
-0.067 7.5 183 -1 0.865 22 18 .31 63 
-0. 142 6.7725 0. 1 33 2533 .5995 
-0.269 6.6377 2. 1 20 2654 . 1 587 
-0. 1 87 6.8 1 71 -0.525 2677 .9794 
-0.2 1 7  7.0242 -3 .579 2679 .9479 
-0 .21 7 7.03 16  -3.688 2679.9997 
-0.2 1 7  7.0509 -3 .973 2680 
-0.2 1 7  7.0509 -3 .973 2680 
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Figure 7 .3. Large data set, event 1 :  4 x August 1 972 (extreme case) - skin 2G, first rise 
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Figure 7.4. Actual and best forecasted Weibull dose-time profiles for event 1 (4 x August 
1 972 - extreme case, skin 2G) from the large data set. 
than the actual value. For both a and y forecasts, the values differ from the actual values 
by only a slight amount. From figure 7.4, it can be seen that the forecasted curve under­
predicts from the beginning. If the predicted asymptotic dose value was the same as the 
actual value, the forecasted curve would only slightly under-predict the actual curve. 
The forecast for D_ is low for the first twelve hours ( over fifty percent error) and then 
becomes much better with errors between the actual and forecasted values less than 
thirty percent for the remainder of the thirty hours with most below fifteen percent. The 
forecast for a is good with errors all under twenty percent for the first thirty hours except 
for at the hour 7.5 (320 percent error) . Most of the errors are below two percent 
especially for those forecasts after 1 3.5 hours. The forecast for y is erratic for the first 
twelve hours with errors ranging anywhere between fifteen and 68 percent. However, 
starting at 1 3.5 hours the error drops below twenty percent with most under four percent, 
especially after hour 21 .  
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Comparing the actual profile to the best forecasted profile, it can be seen from the 
values in Table 7.2 for hour 13.5 that the forecast creates a similar Weibull curve to the 
actual Weibull curve. Starting at hour 13.5 and progressing forward in time to hour thirty, 
the error between the actual Weibull and the forecasted Weibull starts at 26.5 percent 
error and drops to 12.2 percent error. Although other forecasts made later in the event 
have percent errors that are better than this event, this forecast is the first to have errors 
below 25 percent for the entire time period following the forecast time. 
The results for the fifth test event (August 1972, eye 1 G) are given in Table 7.3. Figure 
7.5 shows the comparison between the even numbered forecasts and the actual Weibull 
profiles. 
For event 5 (D_ = 670 cGy, a = 2.2515 d-1, y = 3.3209) , the best forecast occurs 10.5 
hours into the event (forecast number 7). At this time, 410.15 cGy (61.2 percent of the 
Table 7.3. Results of test event 5 (August 1 972, eye 1 G} for the large data set. 
Doo actual % dose Time % error a % error 'Y % error dose 
(d) (cGy) (1 /day) (cGy) 
received 
0.062 29.84 95.546 0.53812  76.099 8 -140.9 0.9902 0 . 148 
0. 1 25 80.63 87.966 4 .4887 -99.365 8 -1 40.9 9.8282 1 .467 
0. 1 87 95.71 8 85.714 1 .3897 38.277 8 -1 40.9 37.0049 5.523 
0.250 309.43 53 .81 6  1 .7986 20. 1 1 5  8 -140.9 91 .9925 1 3 .7 
0.3 1 2  353.78 47. 1 97 1 .292 42.616  8 -1 40.9 1 78.5235 26.645 
0.375 536.74 1 9.89 2.4355 -8. 1 72 8 -140.9 290.2239 43.31 7  
0.437 589.44 1 2 .024 2.4931 -1 0.731  3.4845 -4.926 410. 1 525 61 .2 1 7  
0.499 61 9.32 7.564 3 .7686 -67.382 3.435 -3 .436 516.8495 77. 1 42 
0.562 808. 1 9  -20.625 1 .4484 35.67 3.6291 -9.281 594 .4345 88 .722 
0.624 870.4 -29.91  0.387 1 6  82 .804 6.0902 -83.39 639.709 95.479 
0.687 689.57 -2 .921  1 .3 1 57 41 .563 4.7605 -43.35 660.4363 98.573 
0.749 474.72 29. 1 46 1 .002 55.496 8 -140.9 667.6967 99.656 
0.81 1 466.97 30.303 1 .001 5  55.51 9 3.0298 8.766 669.5906 99.939 
0.874 458.76 31 .528 1 .001 55.541 3.0298 8.766 669.9481 99.992 
0.936 531 .09 20.733 1 .3 141  41 .634 3.0298 8.766 669.9955 99.999 
0.999 61 9.25 7.575 1 .3 141  41 .634 8 -1 40.9 669.9997 1 00 
1 .06 1 650.42 2 .922 1 .3141  41 .634 8 -140.9 670 1 00 
1 . 1 24 683.02 -1 . 943 1 .3 141  41 .634 8 -1 40.9 670 1 00 
1 . 1 86 704 .42 -5. 1 37 1 .3 141  41 .634 8 -140.9 670 1 00 
1 .248 701 . 1 1 -4.643 1 .3 141  41 .634 8 -140.9 670 1 00 
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Figure 7.5. Large data set, event 5: August 1 972 - eye 1 G, first rise only (Doo = 670 cGy, 
a = 2.251 5 d-1 , y = 3.3209) . 
total event dose) has been delivered. By fifteen hours from the onset of the event, the 
entire event dose is delivered. The forecasted values at the time of the best forecast are: 
- Doo = 589.4 cGy (1 2.02 percent error) 
- a = 2.4931 d-1 ( 1 0.73 percent error) 
- y = 3.4845 (4.93 percent error) . 
Figure 7.6 shows the difference between the Weibull curve created using the actual 
parameters and the Weibull curve created using the forecasted values from the best 
forecast. As can be seen from the curve and from the above values , the forecasted 
values for a and y are both larger than the actual values while the Doo forecast is smaller 
than the actual value. From figure 7.6, it can be seen that the forecasted curve slightly 
over-predicts in the beginning, then it crosses the actual curve at 0.5 days and then it 
under-predicts. If the predicted asymptotic dose value was the same as the actual value, 
the forecasted curve would over-predict the entire time and reach the asymptotic value a 
little earlier than the actual curve. 
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Figure 7 .6. Actual and best forecasted Weibull dose-time profiles for event 5 (August 
1972, eye 1 G) from the large data set. 
The forecast for Doo is low through the first 7 .5 hours of the event with errors over 45 
percent. However, from nine hours onward, the error drops below thirty percent with 
most below fifteen percent error. The forecast for a is acceptable with all but two 
forecasting time points (1 .5 and 1 5  hours) having percent errors under 55 percent. Two 
of the time points (9 and 1 0.5 hours) have errors between forecasted value and actual 
value that are below ten percent error. The forecast for y is rather poor for most of the 
time steps with errors of about 14 1 percent. However, hours 1 0.5 through 1 6.5 and 19.5 
through 22.5 see errors under ten percent with two time steps having errors between 
forty and eighty percent. 
Comparing the actual Weibull profile to the Weibull profile created from the best forecast 
(hour 1 0.5), it can be seen that the forecasted values create a similar profile as that 
created by the actual values. Beginning with the best forecasting time, 1 0.5 hours, and 
progressing forward through the t ime steps, the errors between the actual and the 
forecasted dose-time profiles are all below twelve percent error. Although other forecasts 
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made later in the event may have better profiles in comparison to the actual profile, this 
forecast is the fist to have errors below fifteen percent for the entire time period following 
the forecasting time step. 
The results for the eighteenth test event (November 2001 , skin 2G) are given in Figure 
7.7 and Table 7 .4. The figure shows the comparison between the even numbered 
forecasts and the actual Weibull profile. 
For event 1 8  (Doo = 55 cGy, a = 1 .8582 d-1 , y = 1 .9859) , the best forecast occurs nine 
hours into the event (forecast number 6) . By this time, 21 .2 cGy, which is 38.5 percent of 
the total event dose, has been received. The total event dose is delivered 21 hours from 
the onset of the event. The forecasted values at the time of the best forecast are: 
- Doo = 49.4 cGy (1 0.24 percent error) 
- a = 1 .2532 d-1 (32.56 percent error) 
- y =  1 .7358 ( 1 2.59 percent error). 
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Figure 7.7. Large data set, event 1 8 : November 2001 - skin 2G, first rise only (Doo = 55 
cGy, a = 1 .8582 d-1 , y = 1 .9859). 
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Time % error 
a 
% error y % error dose 
(d) (cGy) ( 1 /day) (cGy) 
received 
0.062 25.287 54.024 1 .4667 21 .069 2.0916  -5 .323 0.7575 1 .377 
0 . 125 29. 1 31 47.035 1 .51 1 1  1 8.679 2.41 68 -2 1 .698 2.9399 5.345 
0. 1 87 32 .043 41 .74 1 .236 33.484 2.2786 - 14.739 6.361 1 1 1 .566 
0.250 38. 1 34 30.665 1 .2085 34.964 1 .8478 6.954 1 0.7561 1 9 .557 
0.3 1 2  42 . 1 38 23.385 1 . 1608 37.531 1 .8978 4.436 1 5.81 1 5 28.748 
0.375 49 .368 1 0.24 1 .2532 32.558 1 .7358 1 2 .594 21 . 1 986 38.543 
0.437 55.797 -1 .449 1 .0907 41 .303 1 .6687 1 5 .973 26 .6069 48.376 
0.499 63.63 1 -1 5.693 1 . 1 872 36. 1 1 2.4448 -23. 1 08 31 .7725 57.768 
0.562 66.658 -21 . 1 96 1 .2277 33.931 2.3737 -1 9.528 36.4922 66.35 
0.624 70.669 -28.489 1 . 1 039 40.593 2.566 1 -29.21 6  40.6361 73.884 
0.687 78.771 -43.22 1 . 1202 39.7 16  2 .803 -41 . 1 45 44. 14 14 80.257 
0.749 85.338 -55. 1 6  1 .07 42.41 7 2 .6898 -35.445 47.0039 85.462 
0.81 1 87.762 -59 .567 1 . 1 1 74 39.867 2.746 -38.275 49.2642 89.571 
0.874 85.973 -56.31 5 1 .0762 42.084 2.51 98 -26.885 50.9922 92.71 3 
0.936 77.942 -4 1 .71 3 1 .3233 28.786 3.81 69 -92.2 52.271 7 95.04 
0.999 64.078 - 16 .505 1 .3834 25.552 3.6431 -83.448 53 . 1 907 96.71  
1 .06 1 55.783 -1 .424 1 .3833 25.557 3.6431 -83.448 53.8313  97.875 
1 . 1 24 47.57 1 3 .509 1 .3832 25.562 3.6431 -83.448 54.2643 98.662 
1 . 1 86 54.037 1 .751 1 .383 1 25.568 3.6431 -83.448 54.5487 99. 1 8  
1 .248 59.926 -8.956 1 .383 25.573 3.6431 -83.448 54. 7303 99.51 
Figure 7.8 shows the difference between the Weibull curve created using the actual 
parameters and the Weibull curve created using the forecasted values from the best 
forecast. As can be seen from the curve and from the above values , the forecasted 
values for are all larger than the actual values. From Figure 7.8, it can be seen that the 
forecasted curve under-predicts the actual curve for the entire forecasting time period. 
The main reason is the large error in the a. forecast. If the predicted asymptotic dose 
value was the same as the actual value, the forecasted curve would still be under­
predicted; however, the asymptotic value would be reached at a later time. 
The forecast for o_ is low (over forty percent error) through the first 4.5 hours of the 
event, but starting at hour six, the errors drop below forty percent with most below 25 
percent error. The forecast for a. is slightly erratic with errors between forecasted values 
and the actual value ranging from 1 8  to 42 percent error. The forecast for y is good 
through the time in which the total dose is delivered with errors below thirty percent; 
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Figure 7.8. Actual and best forecasted Weibull dose-time profiles for event 1 8  
(November 2001 , skin 2G) from the large data set. 
3 
Comparing the actual Weibull dose-time profile to the Weibull dose-time profile created 
from the forecasted values made at hour nine, it can be seen from the values in Table 
7.4 and the curves in Figure 7.8 that the forecasted values create a similar profile as that 
which is created by the actual values . Beginning at hour nine and progressing forward 
through the time steps, the errors between the actual and the forecasted dose-time 
profiles begin at 45 percent and drop, as time progresses, to below twenty percent. This 
forecast is the first in which a majority of the profile is below thirty percent error for the 
entire time period following the forecasting time. 
The following is a summary of the other seventeen test events whose results are shown 
in Appendix E. For category one (D00>500 cGy) , there is one test event. The average 
percent errors for the three unknown parameters in this category are: Doo - 76.44% , ex. -
75.27% and y - 34.91  %. The error for Doo is high because the forecasts are under­
predicted for the entire first day of the event. For category two (500>Doo>1 00 cGy) , there 
are four test events. The average percent errors for these four events are: Doo - 42.83%, 
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a - 32 .58% and y - 47.58%. For category three (1 00>Doo>20 cGy) , there are five test 
events . The average percent errors for the events in this category are: Doo - 35.46%, a -
20. 78% and y - 1 9 .23%. For category four (20>Doo>5 cGy), there are five test events. 
The average percent errors for the events in this category are: Doo - 1 81 .22%,  a -
37 .03% and y - 50.86%.  The errors for the Doo forecasts are extremely high for this 
category because the forecasts are always predicted at or above 20 cGy, which is above 
the upper boundary of the category. For category five (Doo<5 cGy), there are two test 
events. The average percent errors for the events in this category are: Doo - 81 6.59%, a 
- 32 . 1 8% and y - 25.88%. The errors for the Doo forecasts are extremely high for this 
category for the same reason as in category four. When Doo forecasts are this bad, the a 
and y forecasts are somewhat unreliable since weights/biases are chosen based on the 
initial Doo forecast. 
7.3. MULTIPLE-RISE DATA SET 
This section corresponds to the multiple-rise testing data that encompasses all five Doo 
categories (Doo < 5 cGy to those > 500 cGy). As stated previously in the methodology 
chapter, the purpose of this data set is to ensure that the neural network combination 
has the ability to recognize when a new event (a multiple rise) has occurred. 
The final weights and biases from the large data set are used in the testing of this data 
set. As stated in the previous section, Appendix C.2 gives the final weights and biases 
from the large data set training . 
The five test events used in this section are: 
1 .  August 1 972, skin 2G (initial and second rises) 
2 .  October 1 989, skin 1 G (initial, second and third rises) 
3. August 1 989, eye 2G (initial and second rises) 
4. October 1 989, skin 2G (initial, second and third rises) 
5. August 1 989, skin 2G (initial and second rises) 
6. August 1 972, skin 1 G (initial and second rises). 
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The results for two of the test events are given in this section. These results include 
tabu lar data similar to that in the previous section and figures showing forecasted 
profiles. For each rise in both events, the table contains the first twenty forecasts for 
each parameter , the time at which each forecast was made, the percent error between 
the forecast and the actual parameter, the actual dose at each time step and the 
percentage of the actual dose received by each time step. This is similar to the previous 
section; however, the data for the second or third rise is a bit different. In the case of the 
time steps at which forecasts are ca lculated, the given time is after the reset has 
occurred, or in other words, the time at which the second or third rise occurs has already 
been subtracted from the total time. The other difference is in the actual dose and the 
percentage of the dose received. Each rise is treated separately; therefore, all r ises have 
the ability to reach 1 00 percent of the total rise dose before the next rise occurs. If the 
actual total dose and actual percentage are sought, then at each new rise the previous 
asymptotic doses are added to the Weibull function. 
The figures show the forecasted profiles for each event. These figures show the actual 
Weibull curve (teal dots) and the forecasted curves for the even numbered forecasts. 
The l ines represent the forecasted curves at time point two (f1 ) ,  time point four (f2) , . . .  
and time point twenty (f1 0). These figures are a l ittle misleading because the same 
legend is used for each rise. In the first rise, f 1 corresponds to time point two for the 
initial rise; however, in the second or third rise, f1 corresponds to the time point two for 
that rise. In order to keep the figures readable, only six forecasts were placed on the 
chart and the curve signatures were reused. Appendix F contains the tables and figures 
from the remaining four test events. 
As can be seen from the tables , the results for o_ are similar to what was seen with the 
large tra ining set case. This occurs because the range in training data is much larger -
less than 2 cGy to greater than 5000 cGy. Since this range encompasses such a wide 
range of doses , the neural network cannot be trained with as much accuracy. This is not 
a problem since the forecasts are relatively good; however, for actual values below 20 
cGy, the forecasts are always over-predicted. Values of 1 .0E-7 and 8 have the same 
meaning as previously mentioned in the small and large data set section. 
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The results for the fourth test event (October 1 989 - skin 2G, all 3 rises) are given in 
Figure 7.9 and Table 7.5. The figure shows the comparison between the even numbered 
forecasts and the actual Weibull profiles. In figure 7.9, the first panel corresponds to the 
first rise, the second panel corresponds to the second rise, and the third panel 
corresponds to the third rise. For the second and third panels, the rises previous to the 
ones being forecasted are given only as the actual data. 
For event 4 ( 1Doo = 225 cGy, 1 cx = 0. 7963 d-1 , 1y = 3.2286; 2Doo = 1 03 cGy, 2a = 1 .3943 d-1 , 
2y = 1 .2959; 3Doo = 51 cGy, 3a = 1 .5892 d-1 , 3y = 1 .8348) ,  the best forecasted profile 
occurs at 27 hours into rise one (forecast number 1 8) ,  at 1 6.5 hours into rise two 
(forecast number 1 1 )  and at 1 0.5 hours into rise three (forecast number 7). The network 
predicts that the second rise begins at 3.0961 3 d with a beginning dose of 221 .694 cGy 
and that the third rise begins at 5. 1 935 d with a beginning dose of 328.057 cGy. During 
rise one at the best forecast time point, 1 1 3.07 cGy has been delivered, which is 50.3 
percent of the total rise dose, or 29.8 percent of the total event dose. During rise two at 
the best forecast time point, 62.97 cGy has been delivered, which is 61 . 1  percent of the 
total rise dose. If the initial rise asymptotic dose is added to the second rise dose, 287.97 
cGy has been delivered by this time point, which is 76 percent of the total event dose. 
During the third rise at the best forecast time point, 20.44 cGy has been delivered, which 
is 40. 1 percent of the total rise dose. Again if the initial and second rise asymptotic 
doses are added to the third rise dose, 348.44 cGy has been delivered by this time point, 
which is 91 .9  percent of the total event dose. The forecasted values at the time of the 
best forecasts are: 
- Rise one: 
- Doo = 238 .25 cGy (5.9 percent error) 
- a =  0.9900 d-1 (24.33 percent error) 
- 'Y = 3.8577 (1 9.49 percent error); 
- Rise two: 
- Doo = 92.031 cGy ( 1 0.65 percent error) 
- a =  1 .2862 d-1 (7.75 percent error) 
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Figure 7.9. Multiple rise data set, event 4: October 1 989 -skin 2G (Rise 1 :  o_ = 225 
cGy, a = O. 7963 d-1, y = 3.2286); (Rise 2: o_ = 1 03 cGy, a = 1 .3943 d-1, 
y = 1 .2959); (Rise 3: o_ = 51 cGy, a = 1 .5892 d-1, y = 1 .8348). 
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Table 7.5. Results of test event 4 (October 1989 - skin 2G, all 3 rises) for the multiple-
rise data set (second rise: 221.694 cGy, 3.09613 d; third rise: 328.057 cGy, 5.1935 d) . 
Time D_ actual % dose % error a. % error y % error dose 
(d) (cGy) ( 1 /day) (cGy) 
received 
0.062 23.656 89.486 1 .3657 -71 .506 2 .61 30 1 9.067 1 .39E-2 0.006 
0. 1 25 24.7 1 1 89.01 7 1 .0806 -35.703 2 .492 1 22 .81 2 0 . 1 304 0.058 
0. 1 87 25.769 88.547 0.8525 -7.051 2 .3203 28. 1 33 0.4824 0.2 1 4  
0.250 32.038 85.761  1 .3090 -64.385 2.0090 37.775 1 .2 1 92 0.542 
0.31 2 34. 1 87 84.806 1 .0378 -30.328 2 . 1 880 32 .231 2 .4986 1 . 1 1  
0.375 43.09 80.849 1 .2477 -56 .687 1 .9014  41 . 1 08 4.481 2 1 .992 
0.437 45.869 79.61 4  1 . 1 962 -50.22 1 .741 9  46 .048 7.3237 3.255 
0.499 48.65 78.378 1 .2046 -51 .275 1 .881 5  41 . 724 1 1 . 1 723 4.965 
0.562 59.51 7 73.548 1 .2 1 22 -52.229 2.09 1 3  35.226 1 6 . 1 51 9 7 . 1 79 
0.624 70.424 68.7 1 .2 1 09 -52.066 2.50 1 8  22.51 1 22.36 1 2  9.938 
0.687 75.074 66.634 1 .3 148 -65. 1 1 4 2 .6453 1 8.067 29.86 14  1 3.272 
0.749 77.688 65.472 1 . 1 738 -47.407 2.5636 20.597 38.6686 1 7. 1 86 
0.81 1 79.07 64.858 1 . 1 397 -43. 1 24 2.69 1 2  1 6 .645 48.7471 21 .665 
0.874 79.709 64.574 1 .0636 -33.568 2.5644 20.572 60.0067 26.67 
0.936 83.646 62.824 1 .0851 -36 .268 2.6298 1 8.547 72.2945 32. 1 31 
0.999 87.583 61 .074 1 .0792 -35.527 2 .6684 1 7.351 85.4082 37.959 
1 .06 1 1 4 1 .49 37. 1 1 6  1 . 1 1 55 -40.085 2.5504 2 1 .006 99. 1 032 44.046 
1 . 1 24 238.25 -5.889 0.9900 -24.325 3.8577 -1 9.485 1 1 3.0745 50.255 
1 . 1 86 404.98 -79.991  0.7069 1 1 .227 3.9789 -23.239 1 27.0254 56.456 
1 .248 528.21 -1 34.76 1 .2 1 2 1  -52 .21 7 2 .9604 8.307 140.6461 62 .509 
0.062 22.853 77.8 1 3  1 .2033 1 3.699 5 .0265 -287.88 4.2623 4. 1 38 
0. 1 25 25.257 75.479 1 .4273 -2.367 3.4792 - 1 68.48 1 0. 1 516 9.856 
0. 1 87 25.928 74.827 1 .2080 1 3 .362 2 .6233 -1 02.43 1 6 .5786 1 6 .096 
0.250 32 .869 68.088 1 .4445 -3.600 1 .6785 -29.524 23. 1 659 22.491  
0.31 2 37.1 55 63.927 1 .41 63 -1 .578 2 .48 14  -91 .481 29.7029 28.838 
0.375 54.006 47.567 1 .4834 -6.39 2 .71 86 -1 09.79 36.0562 35.006 
0.437 59.342 42.386 1 .491 3  -6.957 2 .5322 -95.401 42. 1 396 40.91 2 
0.499 66. 1 58 35.769 1 .4341 -2 .854 2.5691  -98.248 47.8989 46.504 
0.562 74.21 2  27.95 1 .5669 -1 2 .379 2 .8086 -1 1 6,73 I 53.2993 51 .747 
0.624 82.794 1 9.6 1 7  1 .331 4  4.51 1 2 .4337 -87.8 58.3249 56.626 
0 .687 92 .031 1 0 .65 1 .2862 7 .753 2 .4632 -90.076 62.9709 61 . 1 37 
0.749 1 02 . 1  0.874 0.8306 40.43 2 .4696 -90.57 67.241 1 65.283 
0.81 1 1 1 0.44 -7.223 0.7867 43.579 2 .4345 -87.862 7 1 . 1 457 69.074 
0.874 1 1 8.89 -1 5.427 0 .7828 43.859 2 .3727 -83.093 74.7 72.524 
0.936 1 1 8.87 -1 5.408 1 .2795 8.234 2 .0587 -58.863 77.9207 75.651 
0.999 1 1 3 .25 -9.951  1 .0674 23.445 2 .2349 -72.459 80.8284 78.474 
1 .061 1 07.36 -4.233 1 .0940 2 1 .538 2 . 1 789 -68 . 1 38 83.4452 81 .01 5 
1 . 1 24 1 01 .58 1 .379 1 .0862 22.097 2 . 1 621  -66.842 85.7893 83.291 
1 . 1 86 1 1 0 . 1  -6 .893 1 .041 1  25.332 2 . 1 1 85 -63.477 87.8845 85.325 
1 .248 1 1 4.64 -1 1 .301 0.7480 46.355 1 .5007 -1 5.804 89.751 7 87. 1 38 
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1 . 1 24 
1 . 1 86 
1 .248 
Doo % error a % error 'Y 
(cGy} (1 /day) 
23. 1 52 54.604 1 .2727 1 9.91 6  1 .6939 
26.924 47.208 1 .6027 -0.849 2.8257 
28. 1  44.902 1 .2970 1 8.387 2 . 1428 
35.375 30.637 1 .51 05 4.952 2.7345 
37.961 25.567 1 .2055 24. 144 1 .8520 
41 .75 1 8. 1 37 1 . 1 627 26.837 1 .7581 
46. 1 4  9.529 1 . 1 857 25.39 2.01 82 
50.53 0.922 1 . 1 002 30.77 2 . 1671 
54.798 -7.447 0.9948 37.4 2 .0687 
57.207 -1 2 .1 71 1 .31 85 1 7.034 1 .8098 
56.836 -1 1 .443 0.9939 37.457 2 .0251 
53.948 -5.78 1 .0640 33.048 1 .9462 
55.207 -8.249 1 . 1 005 30.751 1 .8362 
56.465 -1 0.71 6 1 . 1 263 29. 1 28 1 .7443 
60.984 -1 9.576 1 . 1452 27.939 1 .6825 
65.509 -28.449 1 . 1 650 26.693 1 .6559 
68.496 -34.306 1 . 1 91 9  25 1 .6623 
70.471 -38. 1 78 1 .3758 1 3.428 1 .5767 
70.571 -38.375 1 .4736 7.274 1 .551 4  
68.547 -34.406 1 .81 23 -14.039 1 .4695 
- Rise three: 
- D_ = 46.1 4 cGy (9.53 percent error) 
- a = 1 .1 857 d-1 (25.39 percent error) 
- y = 2.01 82 ( 1 0.0 percent error). 
actual % dose % error dose 
(cGy} received 
7.679 0.7299 1 .431 
-54.006 2 .556 5.01 2 
-1 6.787 5.2304 1 0.256 
-49.035 8.5471 1 6 .759 
-0.937 1 2 .3096 24. 1 37 
4 . 18  1 6.3307 32.021 
-9.996 20.4401 40.079 
-1 8 .1 1 1  24.491 48.022 
-1 2 .748 28.3618 55.61 1 
1 .363 31 .962 62.671 
- 10.372 35.2296 69.078 
-6.072 38. 1 29 74.763 
-0.076 40.648 79.702 
4.932 42.7939 83.91 
8.301 44.5869 87.425 
9.75 46.0584 90.31 1 
9.402 47.2456 92.638 
1 4 .067 48. 1 861 94.482 
1 5.446 48.91 96 95.921 
1 9.91 49.4827 97.025 
Figure 7.1 0 shows the difference between the Weibull curve created using the actual 
parameters and the Weibull curve created using the forecasted values from the best 
forecasts. As can be seen from the curve and from the above values, the forecasted 
values for rise one for all three parameters are all larger than the actual values. The 
forecasted values for rise two for D_ and a are both slightly smaller than the actual 
values while the forecast for y is much larger than the actual value. The forecasted 
values for rise three for D_ and a are both smaller than the actual values while the 
forecast for y is larger than the actual value. From figure 7.1 0, it can be seen that the 
forecasted curve over-predicts for rise one and then under-predicts for both rise two and 
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Figure 7.10. Actual and best forecasted Weibull dose-time profiles for event 4 (October 
1989 - skin 2G, all 3 rises) from the multiple-rise data set. 
the forecasted curve would still over-predict the actual curve in rise one, under-predict 
until 4 d and then over-predict thereafter for rise two and would slightly under-predict for 
rise three. 
For rise one, the forecast for Doo is under-predicted until hour 25.5 and then becomes 
much better with errors between the actual and forecasted values less than forty percent 
until hour thirty when the error returns to eighty percent. The forecast for a. is adequate 
with errors all under fifty percent for the first th irty hours with most between 25 and 35 
percent. The forecast for y is adequate with errors all under 45 percent for the first thirty 
hours with most hovering around twenty percent. 
For rise two, the forecast for 000 is low until hour twelve and then becomes much better 
with errors less than 27 percent for the remaining forecasting times. After hour fifteen, 
the errors drop below twenty percent. The forecast for a. is good with errors all under 
fourteen percent for the first eighteen hours, and then the forecast becomes erratic with 
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the errors ranging from eight to 46 percent. The forecast for y is not very good with errors 
anywhere between 29 and > 100 percent; however, at hour thirty, the error drops to 
fifteen percent. 
For rise three, the forecast for Doo is low until hour six and then becomes much better 
with errors less than forty percent for the remaining forecasting times. From hours nine 
till 22.5, the errors are below twenty percent. The forecast for a is good with errors all 
under thirty percent except for hours 13 .5 and 1 6.5 in which the error is 37 percent. The 
forecast for y is good with errors below twenty percent except for hours three and six in 
which the error is about fifty percent. 
Comparing the actual profile to the best forecasted profile, it can be seen from the 
values in Table 7 .5 for hour 27 for rise one, hour 1 6.5 for rise two and hour 10.5  for rise 
three that the forecast creates a similar Weibull curve to the actual Weibull curve. When 
rise two begins, it is possible to assume that the asymptotic dose for rise one is already 
known since the network has the actual data; therefore, rise two is forecasted starting 
from rise one. This also works for rise three, specifically for this event, and for any other 
multiple-rise events. For rise one, starting at hour 27 and progressing forward in time to 
hour thirty, the error between the actual Weibull and the forecasted Weibu ll stays about 
fifty percent. For rise two, starting at hour 1 6.5 and progressing forward in time, the error 
starts at 24 percent and drops to 1 .6 percent. For rise three, starting at hour 10.5  and 
progressing forward in time, the error starts at 44 percent and drops to seventeen 
percent. Although other forecasts made later in the event for all three rises have percent 
errors that are better than this forecast, this is the first to predict all three Doo within ten 
percent and to have errors under 25 percent (rise two) and under 45 percent (rise three) 
for the entire time period following the forecast time. 
The results for the fifth test event (August 1 989 - skin 2G, both rises) are given in Table 
7.6 and Figure 7. 1 1 . The figure shows the comparison between the even numbered 
forecasts and the actual Weibull profiles. One profile in each rise has a forecasted 
gamma of 1 .00e-7. For the first rise, profile f1 0 is placed at the x-axis , and for the 
second rise, profile f4 is placed at the Doo value from the first rise. 
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Table 7.6. Results of test event 5 (August 1 989 - skin 2G, both rises) for the multiple-
rise data set (second rise: 90.8584 cGy, 3.0961 3 d). 
Time Doo actual % dose % error a % error y % error dose 
(d) (cGy) ( 1 /day) (cGy) 
received 
0.062 24.806 72.771 1 .4676 -0.055 2 .5502 -32.21 7  0.901 0.989 
0 . 1 25 30.005 67.064 1 .9048 -29.86 1 3.5272 -82.87 3.3828 3.7 1 3  
0. 1 87 32.791 64.005 1 .4299 2.51 6 2 .4857 -28.873 7 .2329 7.94 
0.250 52.609 42.251 1 .8778 -28.02 3. 1 231 -61 .91 9 1 2 .2239 1 3.41 8  
0.31 2 56. 1 69 38.344 1 .7026 -1 6.076 2 .9393 -52.39 1 8. 1 054 1 9.874 
0.375 64.044 29.699 1 .631 5  -1 1 .229 2.6826 -39.081  24.61 27 27.01 7 
0.437 74.067 1 8.697 1 .631 6  -1 1 .235 2 .5509 -32.253 31 .481 7 34.557 
0.499 84.09 7.695 1 .3588 7.363 2 .5282 -31 .076 38.4645 42.222 
0.562 89.78 1 .449 1 .32 1 9  9 .879 2 .4273 -25.845 45.3368 49.766 
0.624 93.4 -2.525 1 .3334 9.095 2.3399 -21 .3 14  51 .9 1 3  56.985 
0.687 97.904 -7 .469 1 .3261 9.592 1 .8831  2.369 58.0476 63.71 9  
0.749 93.895 -3.068 1 .3305 9.292 1 .9796 -2 .634 63.6371 69.854 
0.81 1 93. 1 1 5  -2.21 2  1 .5637 -6 .606 1 .9431 -0 .741  68.61 93 75.323 
0.874 91 .51 5 -0.456 1 .8661 -27.223 2 .0698 -7.31 72.9692 80.098 
0.936 97.662 -7.203 2 .0554 -40. 1 28 3.5 143 -82.201 76.691 2  84. 1 83 
0.999 1 02 .01 -1 1 .976 1 .0382 29.22 0.2586 86.593 79.81 59 87.61 4 
1 .061 1 03.71  -1 3.842 0.91 30 37.757 0.6671 65.41 3 82.3924 90.442 
1 . 1 24 1 04.87 -1 5 . 1 1 5  0.7904 46. 1 1 7  0.6703 65.246 84.4763 92.729 
1 . 1 86 1 08.72 -1 9.341  0.5972 59.283 0.6940 64.022 86. 1 339 94.549 
1 .248 1 07 .95 -1 8.496 1 .0E-7 1 00 1 .0E-7 1 00 87.43 95.971 
0.043 22.87 28.531 1 .2076 -50.555 4.95 1 5  -228. 1 5  0 . 1 988 0.621 
0.086 23. 1 43 27.678 1 . 1 520 -43.623 2 .8692 -90. 1 52 0.5625 1 .758 
0. 1 29 24.03 24.906 1 . 1 850 -47.737 1 .6654 -1 0.372 1 .0294 3.2 1 7 
0 . 1 72 24.3 1 5  24.01 6 0.9665 -20.499 0.7000 53.6 1 1 1 .575 4.922 
0.21 5 24.909 22 . 1 59 0.7858 2 .028 2 .2772 -50.91 8 2 . 1 837 6.824 
0.258 25.497 20.322 0.6780 1 5.469 2 .041 9 -35.324 2 .8436 8.886 
0.301 26.065 1 8.547 0.6263 2 1 .922 1 .0E-7 1 00 3.5456 1 1 .08 
0.345 26.632 1 6.775 0.6053 24.541  1 .0E-7 1 00 4.281 7 1 3 .38 
0.388 27. 1 99 1 5.003 0.6029 24.841 1 .0E-7 1 00 5.0454 1 5.767 
0 .43 1 28.93 9.594 0 .71 97 1 0.277 1 .7465 - 1 5 .747 5.8306 1 8 .221 
0 .474 31 . 1 05 2 .797 0.7537 6 .035 2 . 1 81 6  -44 .582 6.6322 20. 726 
0.51 7 32.636 -1 .988 0 .7939 1 .027 2 .8201 -86.898 7.4455 23.267 
0.560 33.223 -3.822 0.8470 -5.592 2 .4202 -60.395 8.2663 25.832 
0.603 33.81 -5.656 0.8938 -1 1 .435 2 .4350 -61 .376 9.0909 28.409 
0.646 34.358 -7.369 0.9333 -1 6 .352 2 .3943 -58.679 9.91 57 30.987 
0.689 35. 1 61 -9.878 0.9647 -20.276 2 .3627 -56.584 1 0.7377 33.555 
0.732 36.21  -1 3. 1 56 0.9894 -23.352 2 .3459 -55.471 1 1 .5542 36. 1 07 
0.775 37.26 -1 6 .438 1 .0089 -25.782 2.3386 -54.987 1 2 .3628 38.634 
0.81 8 38.31 -1 9 .71 9 1 .0247 -27.752 2.3362 -54.828 1 3. 1 6 1 2  41 . 1 29 
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Figure 7 . 1 1 .  Multiple rise data set, event 5: August 1 989 - skin 2G (Rise 1 :  Doo = 91 . 1  
cGy, ex = 1 .4668 d-1 , y = 1 .9288); (Rise 2: Doo = 32 cGy, ex = 0.8021 d-1 , 
y = 1 .5089). 
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For event 5 (1 D00 = 91 . 1  cGy, 1a = 1 .4668 d-1 , 1y = 1 .9288; 2D00 = 32 cGy, 
2a = 0.8021 d-1 , 
2y = 1 . 5089), the best forecasted profile occurs at 1 5  hours into rise one (forecast 
number 1 0) and at 1 0.3 hours into rise two (forecast number 1 0) .  The network pred icts 
that the second rise wi l l begin at 3 .0961 3 d with a beg inning dose of 90.8584 cGy. 
During rise one at the best forecast time point, 51 .91  cGy has been del ivered, wh ich is 
57 percent of the total rise dose, or 42.2  percent of the tota l event dose. During rise two 
at the best forecast time point, 5.83 cGy has been delivered , wh ich is 1 8.2 percent of the 
total rise dose. If the initial rise asymptotic dose is added to the second rise dose, 96.93 
cGy has been del ivered by this time point, which is 78. 7 percent of the total event dose. 
The forecasted values at the time of the best forecasts are: 
- Rise one: 
- Doo = 93.4 cGy (2.53 percent error) 
- a = 1 .3334 d-1 (9. 1 percent error) 
- y = 2.3399 (2 1 .3 1  percent error) ;  
- Rise two: 
- Doo = 28.93 cGy (9.59 percent error) 
- a =  0 .71 97 d-1 ( 1 0.28 percent error) 
- y = 1 .  7 465 ( 1 5. 75 percent error). 
Figure 7. 1 2  shows the difference between the Weibull curve created using the actual 
parameters and the Weibull curve created using the forecasted values from the best 
forecasts. As can be seen from the curve and from the above values, the forecasted 
values for rise one for Doo and y are both larger than the actual values while the forecast 
for a is smal ler than the actual value. The forecasted values for rise two for Doo and a are 
both smaller than the actual values while the forecast for y is larger than the actual value. 
From figure 7 . 1 2, it can be seen that the forecasted curve under-predicts until about one 
day and then crosses over and begins over-predicting for rise one and then slightly 
under-predicts for rise two. If the predicted asymptotic dose values were the same as the 
actual values, the forecasted curve would only sti ll under-predict the actual curve in rise 
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Figure 7 . 1 2. Actual and best forecasted Weibull dose-time profi les for event 5 (August 
1 989 - skin 2G, both rises) from the multiple-rise data set. 
For rise one, the forecast for D_ is low unti l hour nine and then becomes much better 
with errors between the actual and forecasted values less than thirty percent. From hour 
twelve until the end of the rise one forecasting time, the error is below twenty percent 
with most errors below ten percent. The forecast for a is good with errors under thirty 
percent with most under ten percent for the first 21 hours and then the error drops to 
between 27 and 60 percent until hour 30 when the forecast is under zero. The forecast 
for y is good, except for hours three and six, with errors al l under forty percent until hour 
21 when the forecasts are extremely bad. 
For rise two, the forecast for o_ is good for all forecasting time points with errors below 
thirty percent. From about hour 6.2 unti l the end, the errors are below twenty percent 
with most under ten percent. The forecast for a is good with errors all under thirty 
percent from hour four til l hour 1 7.5 during the forecasting time period . The forecast for y 
is very erratic with errors anywhere between ten and >1 00 percent with three forecasts 
in the middle of the time period that are extremely bad . 
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Comparing the actual profi le to the best forecasted profi le, it can be seen from the 
values in Table 7.6 for hour 1 5  for rise one and hour 1 0.3 for rise two that the forecast 
creates a simi lar Weibul l  curve to the actual Weibull curve. For rise one, starting at hour 
1 5  and progressing forward in time to hour thirty, the error between the actual Weibul l 
and the forecasted Weibul l starts at fourteen percent error and drops to 2.9 percent 
error. For rise two, starting at hour 1 0.3  and progressing forward in time, the error starts 
at 33 and drops to twenty percent. Although other forecasts made later in the event for 
both rises have percent errors that are better than this forecast, this is the first to have 
errors under fifteen percent (rise one) and under 35 percent (rise two) for the entire time 
period fol lowing the forecast time. 
The fol lowing is a summary of the other four test events whose results are shown in 
Appendix F .  For event one, a two-rise event, the average percent errors for the three 
unknown parameters are: Doo - 32.46%, a - 54.84% and y - 1 82.58%. For event two, a 
three-rise event, the average percent errors are: Doo - 48.59%, a - 32.86% and y -
61 .84%. For event three, a two-rise event, the average percent errors for the rises are: 
Doo - 23.03%, a - 1 4.37% and y - 55.71 %. For event six, a two-rise event, the average 
percent errors are: Doo - 26.57%, a - 37.81 % and y - 1 78.84%. 
7.4. LIMIT COMPARISON OF FORECASTED TO ACTUAL RESULTS 
As discussed earl ier in the dose/dose rate l imit section (Chapter 2 .3 .2 . ) ,  it is important to 
determine when certain l imits are surpassed for rad iation protection purposes. This 
section wil l  look at the best forecast for each of the events discussed in the previous 
three sections. Table 7.7 shows a comparison for al l six events of the total time and total 
dose that exceeds the three "low-dose-rate" l imits (0.01 37, 1 4.4 and 240 cGy/d) .  The 
total time given is the time during which the organ dose rate exceeds the specified 
values. The total dose g iven is the dose accumulated for the organ during the period in 
wh ich the dose rate exceeds the specified values. Table 7.8 shows a comparison for al l  
six events of the time at which the dose l imits (0.25, 0.5, 1 ,  1 . 5, 2 and 3 Gy-Eq) are 
exceeded. The actual time given in the table is the initial time from the onset of the event 
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Table 7.7. Total time and dose accumulated when the dose rate exceeds specified 
low-dose-rate limits (all times in days and doses in cGy),. 
0.0137 cGy/d 1 4.4 cGv/d 240 cGy/d 
Forecast Actual Forecast Actual Forecast Actual 
Sm. Data Time I 3.7453 3.6205 1 .81 02 1 .81 03 i 0 0 
'Ev. 2 Dose 1 1 5.979 1 26.281 1 1 1 0.086 I 1 20.6858 0 0 
Lg. Data Time 0.9988 1 .06 1 1 8  0.81 1 5  0.7491 
I 
0.56 1 8  0.56 1 8  
Ev. 1 Dose 2352 .72 2680 2351 .32 2676 .388 2285.87 2629.376 
Lg. Data Time I 0.81 1 5  0.8739 0.6242 0.6866 0.437 
I 
0.4994 
Ev. 5 Dose 588.449 669.0053 587.408 666.7065 554.359 629.8808 
Lg. Data Time 2.9338 1 .6854 1 .2484 0.8739 0 0 
Ev. 18  Dose 48.7765 54.2407 44. 1 502 51 .5142 0 0 
Mult Data Time 6.991 3 6.8663 4. 1 1 98 4.2447 I 0.437 0 
Ev. 4 Dose 408.303 372.2475 397.3 18  359.81 04 1 37.397 0 
Mult Data Time 6.26 15  6.7609 1 .91 82 2 . 1 766 0 0 
Ev. 5 Dose 1 2 1 .962 1 2 1 .951 5 1 01 .286 1 03.9835 0 0 
Table 7.8. Time at which specified dose limit is exceeded (all times in days and 




















Forecast 0.1 873 
Actual 0 . 1466 
Forecast 0.4994 
Actual 0.3222 









0 . 1 873 





0.56 1 8  
0.4535 
1 1 .5 2 3 I 
0.9363 1 .4981 -- --
0.8505 1 .27 1 9  -- --
0.4994 0.4994 0.5618  0.56 18  
0.4339 0.46 1 1 0.48 15  0.51 2 1  
0.2497 0.2497 0.31 21  0.31 2 1  
0.2252 0.2566 0.2823 0.3250 
-- -- -- --
-- -- -- --
0.81 1 5  I 0.8739 0.9988 1 . 1 860 
0.9083 1 .0652 1 .2 146 1 .6026 
0.8739 3.9145 -- --
0.786 1 3.7606 -- --
when the specified l imit is exceeded. The forecast time is the initial time from the onset 
of the event based on the different times used to make forecasts. 
As can be seen from both tables , the doses and times are very similar when comparing 
the forecasted value to the actual value. For event two from the small data set, from 
Table 7.7, it can be seen that the times are very similar for all three dose rate l imits; 
however, the doses for the first two l imits are sl ightly under-predicted for the forecasted 
values. This most l ikely arises because the forecasted Doo value is less than the actual 
Doo value. From Table 7 .8, it can be seen that the times start out similar, and then the 
actual is a little earlier than the forecasted starting at 1 Gy-Eq. 
Using the data from the first table for event one from the large data set, the doses are all 
predicted lower in the forecasted case because the forecasted Doo value is less than the 
actual Doo value. From the second table, it can be seen that it takes approximately the 
same time to reach the dose l imits. The actual times are all sl ightly earlier than the 
forecasted times, which is a result of the rig idity of the forecast times. Actual times can 
take on any value while forecast times can only be those values at which a forecast is 
made. 
For event five from the large data set, it can be seen from the first table that the 
forecasted times are smaller than the actual times and the forecasted doses are smaller 
than the actual doses for each dose rate lim it. The difference in the doses is most l ikely 
a result of the smaller forecast value for Doo. From the second table, it can be seen that it 
takes approximately the same time to reach the dose limits with only sl ight d ifferences 
between the times. These sl ight differences arise because of the times that were chosen 
to make the forecasts. 
For event eighteen from the large data set, it can be seen from the first table that the 
actual times are smaller than the forecasted times and the forecasted doses are smaller 
than the actual doses for each dose rate l imit. Again , the difference in the doses is most 
l ikely a result of the smaller forecast value for Doo. From the second table, it is seen that it 
takes more time for the forecasts to reach the dose l imits . 
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For the fourth event in the multiple-rise data set, it can be seen from the first table that 
the times are very simi lar for the first two dose rate l imits; however, the forecast has 
dose rates that exceed the th ird l imit wh ile the actual case does not. The doses for the 
first two l imits are larger for the forecasted values. This most l ikely arises because the 
forecasted Doo value is larger than the actual Doo value for the first rise. From the second 
table, it can be seen that it takes less time for the forecasted doses to exceed the dose 
l imits for al l six cases. 
For event five in the multiple-rise data set, from the first table it is seen that the 
forecasted times are smaller than the actual times, and the doses are the similar 
between the forecast and actual cases. From the second table, it is seen that it takes 
less time for the actual doses to exceed the dose limits . 
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8. CONCLUSIONS AND FUTURE WOR,K 
This chapter presents concluding statements for the research presented in this work and 
suggests future work that can follow this research. 
8.1 . CONCLUSIONS 
The MATLAB computer package with the Neural Networks Toolbox were used to 
evaluate forecasts of the three Weibull parameters needed to create dose-time profi les 
for energetic solar particle events (Mathworks, 1 992 ; Demuth, 1 994) .  This evaluation 
was implemented by training multiple SPEs covering the entire available space for al l 
three parameters. Events in two different sets were trained to create weight and bias 
vectors that could be used in the testing of other events. In the first set, th irty events 
were trained covering a smal l  data range. Following this training, five events were 
tested. I n  the second set, 1 1 3  events were trained covering the entire data range. 
Fol lowing this training, twenty single-rise events and six multiple-rise events were tested. 
Included in the testing was a subprogram that allowed for the output of the total time and 
dose when certain dose limits have been exceeded and when certain dose rate l imits 
have been exceeded . 
For the small data set, the average percent errors for the three unknown parameters 
were: Doo - 37.94%, a - 27.29% and y - 43.84%. For the large data set, the average 
percent errors for al l five Doo categories were: Doo - 1 53.52%, a - 33.35% and y -
39.96%. Not including the fourth and fifth categories, when the Doo was consistently over­
predicted , the average percent errors were: Doo - 40.83%, a - 32. 1 1  % and y - 36.40%. 
For the multiple-rise data set, the average percent errors were: Doo - 33.97%, a -
31 .55% and y - 90.43%. This y error is misleading because two rises out of fourteen 
total rises from this test set are extremely large. If these two rises are not included, the 
average percent errors were: Doo - 34.91  %, a - 26.49% and y - 57.60%. 
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The most important conclusion to be drawn from this work is the fact that neural 
networks have the abil ity to forecast the Weibul l parameters necessary for dose-time 
profi les of SPEs. Most of the time the forecasts were within thirty to forty percent error of 
the actual value before a majority of the event dose was received. It should also be 
noted that incorrect Doo forecasts can cause incorrect forecasts for a and y since the 
choice of weights/biases is dependent on the Doo forecast. However, sometimes a 
forecast of either one or more of the parameters for an event was not always good 
al lowing for the event to be either under or over-predicted . If this program were to 
become implemented by NASA, having an event under-predicted could cause extreme 
harm to an astronaut. It would be better to have an event over-pred icted because more 
precautions would be taken . Also, training of the neural network set took a tremendous 
amount of computational time. This was especial ly true for the a and y parameter 
training in which the events were subdivided into Doo categories and the network 
architecture included two hidden layers. Testing, on the other hand, was relatively quick 
and al lows for mu ltiple outputs and selections. 
Final ly, the main objective of this study was to use neural networks to forecast the dose­
time profiles of solar particle events, both single-rise and multiple-rise. As presented in 
this work, neural networks did a relatively good , between thirty and forty percent error, 
job forecasting a l l  three parameters and therefore, it is the conclusion of this study that 
neural networks can be used to forecast SPE dose-time profi les. 
8.2. FUTURE WORK 
Recommendations for future work based on the final results and conclusions of this 
research include: 
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- continued work on the MATLAB training and testing programs to al low for a 
faster training time and more specific testing outputs, 
- better predictions of Doo in order to improve predictions of a and y, 
- inclusion of more SPE parameters, especial ly in the upper and lower ends of 
the training regions, 
- parameterization of dose-time profile with other models, 
- addition of other training parameters, such as particle fluence, to aid in the 
forecast of the dose-time profile and 
- forecasts of dose rate-time profile using the dose versus time inputs. 
Through the continuation of the work on the programs as presented in this work, a 
quicker way to train the neural networks may be found that still allows for optimization 
and generalization, but not overfitting. As it stands in this work, training could take hours 
if events were located in all of the dose infinity categories. If one were to retrain the 
network set after the addition of a new event, this could become tedious and not very 
useful. Also, continuation of the work on the programs could aid in more specific outputs. 
For example, if only one particular limit were needed for one particular event, the testing 
program could output only that result, rather than every event outputting every result. In 
addition to continued work on the existing programs, new methods, such as kernel 
methods, could be utilized that would not only allow for faster training time, but also 
would include uncertainty analysis which the existing methods do not include. 
The second suggestion, better Doo predictions, stems from the result that a poor Doo 
prediction causes poor a and y predictions. Since the resultant forecast of Doo determines 
the category from which to pick a and y weights/biases, it is important to have a correct 
Doo forecast. Therefore, more accurate Doo predictions are needed which will allow for 
more accurate dose-time profile predictions. 
By including more events, the network set could train more accurately at the upper and 
lower ends of the training region. For this work, everything under 20 cGy seemed to 
always forecast to 20+ cGy. This indicates that more events need to be added in this 
region. Also, for events that have Doo above 500 cGy, it took more time for the forecasts 
to become more reliable. This also indicates that more events are needed in this training 
region to allow for more accurate testing. 
The final three suggestions are related indirectly to the performance of the programs 
presented in this work; however, more in-depth research would be needed to implement 
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these suggestions. In order to describe the SPE dose-time profile, another model, such 
as the Gompertz model, could be useful. In the work by Neal, several different models 
were used to describe the dose-time profile besides the Weibull (2001 ). By using the 
particle fluences instead of or in addition to the doses as inputs into the neural network, 
the steps leading up to the use of the programs would be reduced. In this work, the 
fluences are manipulated by hand and by the BRYNTRN space radiation transport 
program to yield doses. If fluences were used as direct inputs into the program, this 
initial set of steps could be eliminated. By forecasting dose rate versus time profiles, 
dose rate limits, which are important when looking at dose effects to the human body, 
could be more accurately predicted. Also, many other works have looked at dose rate-
time profiles (Neal, 2001 ; Townsend et al., 2001 ); therefore, forecasting these profiles 
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APPEN DIX A - ACTUAL SOLAR PARTICLE EVENT DATA 
CONTENTS : 
Actual data used in training and testing of small and large data set cases 
A.1. 
(first rise only for events with multiple rises). 
A.2 
Actual data for testing of multiple-rise data set - includes data for all 




A. 1 .  Actual data used in training and testing of small and large data set cases (first rise 
only for events with multiple rises). 
August 1972 SPE (first rise) 
- time = [0 0.083333 0. 1 25 0.1 66667 0.25 0.375 0.458333 0.541 667 0.625 0.75] 
skin 1 = [1 .2271 92 1 1 .55822 28.73636 64.91 329 1 80.81 07 551 . 1 573 750.3898 1004.937 
1 334.267 1 367.6 16] 
skin2 = [0.4925479 5.845774 14. 101 04 31 . 1 1 1 1 5  93.3701 7 297.0967 401 .2881 521 .7227 
655.598 668.9001 ]  
skin 5 = [0 . 1 1 38987 1 .991661 4.567607 9.687979 32.93524 1 1 2 .566 1 50.029 1 85.6777 
21 2.8304 21 5.4823] 
skin1 0 = [2.86E-02 0.7285937 1 .59095 3.247482 1 2 .46 102 45.63991 60.061 02 70.85944 
74.2901 2 74.65549] 
eye1 = [0.7032508 7.600105 1 8.54231 41 .281 25 1 20.4625 377.41 08 51 1 .2139 671 .801 3 
861 .6508 880.6722] 
eye2 = [0.3382055 4.473884 10.63692 23.206 1 5  72.1 7487 234.4421 31 5.451 9 404.3266 
494 .8535 503. 7842] 
eyes = [9.43E-02 1 .765718 4.01 41 1 3  8.45571 6  29.37405 1 01 .6267 1 35. 1 482 1 65.8547 
1 87.1 1 22 1 89. 1 9] 
eye10 = [2 .60E-02 0.6925332 1 .504209 3.057571 1 1 .8868 43.851 83 57.631 88 67.6561 1 
70.25609 70.54403] 
bfo1 = [3 .21 E-02 0. 7351 099 1 .621 382 3.338538 1 2 .49505 45.26851 59.68209 70 .94852 
75.67567 76. 1 722] 
bfo2 = [2.47E-02 0.61 5295 1 1 .342871 2.742066 1 0.53339 38 .71 568 50.90841 59 .91 862 
62 .7058 63.01 476] 
bfo5 = [1 .29E-02 0.3934841 0.837281 2 1 .6757 4 6.85301 5 26.08072 34.06773 39. 1 5405 
39.1 4076 39. 1 8081 ]  
bfo1 0 = [5 .63E-03 0.21 92501 0.4522987 0.8834276 3.90001 2 1 5 .4951 5 20.08547 22 .40285 
21 . 1 7263 21 .0939] 
4 x August 1972 (first rise) 
- time = [0 0 . 125 0.25 0.333333 0.41 6667 0.5 0.666667 0.833333 0.91 6667 0.958333 
1 .041667] 
102 
skin 1 = [0. 1 91 64692 1 . 1 57098 3.701 688 1 6.61427 1 14.9454 452.0624 2204 .629 401 9 .748 
5337.068 5400.04 5470.464] 
skin2 = [0.07872221 0.4 1 9758 1 . 1 2 1 564 8. 1 6758 56.40416  225.9872 1 1 88.387 2086.891 
2622 .392 2647.591 2 2675.6004] 
skins = [0.01 892644 0.081 903464 0. 1 61 709024 2 .65371 76 1 8.270428 75.50988 450.264 
742 .71 08 851 .3216  856.3872 861 .9292] 
eye1 = [0 . 1 1 1 26631 0.6276756 1 .836 191 1 0.73265 74 . 1 6924 295.089 1 509.643 2687.205 
3446 .603 3482.582 3522 .6888] 
eye2 = [0.05463045 0.27542415  0.681 256 6.1 66476 42.54668 1 71 .9895 937.7684 1 61 7.306 
1 979 .414 1 996.3632 201 5. 1 368] 
eyes = [0 .01 57842 1 7  0.065841 384 0. 1 233461 48 2 .333391 2 1 6 .056452 66 .71 84 406 .5068 
663.41 88 748.4488 752 .4276 756 .76] 
bfo1 = [0.00546628 0.02096902 0.03585254 0.9441 984 6.485528 27 .45042 1 81 .07 4 
283 . 794 1 302. 7027 303 .6656 304 .6888] 
bfo2 = [0.00424033 0.01 5501 75 0.02471 1 34 0.78251 44 5.371 484 22 .88352 1 54.8627 
239.6745 250.8232 251 .4288 252.05904] 
time2 = [0 0.25 0.333333 0.41 6667 0.5 0.666667 0.833333 0.91 6667 1 .041 667] 
skin10 = [0.004929043 0.025550241 0.9270764 6.3638 27. 1 05896 1 82.55964 283.43776 
297.1 6048 298.621 96] 
eye10 = [0.00451 044 0.0220689 0.87681 84 6.01 6836 25 .71 208 1 75.4073 270.6244 
28 1 .0244 282. 1 761 2] 
- time3 = [0 0.25 0.333333 0.4 1 6667 0.5 0.666667 0.833333] 
bfo 10 = [0.001 01 1 748 0.003 1 92725 0.264468968 1 .809 1948 7.979628 61 .9806 89.6 1 1 4] 
- time4 = [0 0.25 0. 333333 0.41 6667 0.5 0.666667 0.833333 1 . 1 25 1 .5 1 .958333] 
bfo5 = [0.002259979 0.0098632 1 0.4886548 3.3491248 14 .49251 2 104.32288 1 56.6 162 
157.50 1 76 1 58.93584 158.99324] 
August 1989 (first rise) 
time = [0 0. 1 66667 0.5 0.666667 0.91 6667 1 . 166667 1 .333333 1 .666667 2 . 1 66667 2.833333 
3. 1 66667] 
skin 1 = [2 .50951 6 1 3.29903 1 38.5662 203.6964 253. 703 286.991 2 298.9707 307 .6538 
3 1 1 . 1442 31 3.6492 31 7.266] 
skin2 = [0 .69251 73 4. 1 77536 44.4 7351 62 .36727 75.35268 83.4 7866 86 .45075 88.64698 
89.50654 90. 1 433 91 .05036] 
skins = [0.085352384 0.63997 1 1  7.063896 9. 1 51 726 10.5072 1 1 1 .23933 1 1 .52449 1 1 .74723 
1 1 .8287 1 1 .89455 1 1 .98481 ]  
eye1 = [1 . 1 9334 6.71 051 1 70.6481 6 1 01 .539 124.6899 1 39.7098 145. 1 522 1 49. 1 295 
1 50. 7109 1 5 1 .86 1 1  1 53.51 1 5] 
eye2 = [0.4049458 2.576027 27.67439 38.04807 45.39554 49.86293 51 .51 355 52 .74638 
53 .22243 53.581 12  54.08833] 
eyes = [0.063388251 0.493266 5.478656 7.001 749 7.968789 8.4732 14  8.673472 8.832 1 6  
8.889297 8.936436 9.000492] 
bfo1 = [0 .01 7769493 0. 14566 1 9  1 .634102 2 .044308 2 .297 184 2 .422363 2.4 73902 2 .51 572 
2.53043 2.542924 2.559751 ]  
September 1989 SPE 
- time = [0 0.1 66667 0.4 1 6667 0.666667 1 1 .25 1 .5 1 .75 2 2 .25 2.5 2 .75 3 .333333] 
skin 1 = [0.006539288 1 .99932 1 40.4876 90.90524 148.21 27 1 85.6291 2 1 1 .5437 228.661 2 
233.0845 237.2 124 238.7477 238. 7 184 240.2408] 
skin2 = [4.58E-03 1 .46 1 307 25.49467 54 .0872 83.78075 101 .8714 1 1 3.9483 1 21 .6424 
1 23.536 1 25.51 53 1 26.2841 1 26.2636 127.0244] 
skins = [2 .67E-03 0.91 16908 1 2 .48879 24. 1 367 34 .34985 39.76489 43. 1 2 1 35 45.08761 
45.5066 46. 1 0823 46 .36406 46.3541 1 46.60624] 
skin 1 0  = [1 .64E-03 0.5947 1 1 8 6.47962 1 1 .45539 1 5.02836 1 6.59326 1 7 .4632 1 1 7 .89684 
1 7  .95527 18. 14417  1 8 .23491 18.23001 18 .31 857] 
eye1 = [5.33E-03 1 .675024 30.71 146 66.4007 1 04 .6692 1 28.591 1 144.7892 1 55.256 
1 57.883 160.5094 16 1 .5 1 24 16 1 .4886 162.4819] 
eye2 = [4.09E-03 1 .328658 2 1 .67038 44.75375 67 .64 109 81 .0839 89.8864 1 95.381 9 
96.69335 98. 1 6452 98.73237 99.31 004] 
eyes = [2.58E-03 0.887446 1 1 .75544 22.38903 31 .42473 36 .08148 38. 92305 40.55465 
40.88848 41 .40949 41 .63535 41 .62571  41 .84 781 ]  
eye10  = [1 .63E-03 0.5944785 6 .372844 1 1 . 1 7779 14 . 55061 1 5.98998 1 6.777 1 2 1 7 . 1 5808 
1 7.2034 1 7 .37959 1 7 .46555 1 7.46066 1 7 .54451 ] 
bfo1 = [1 .59E-03 0.581 3027 6.301 1 96 1 1 . 1 8255 1 4.76944 1 6 .39548 1 7.32397 1 7.80618  
1 7.88057 1 8.07614 1 8. 1 681 1 8. 1 632 1 8 .2531 9] 
bfo2 = [1 .47E-03 0.5435169 5.656342 9.86949 1 2.82807 14 . 1 05 14.81 27 15. 1 62 1 5.20644 
1 5.36423 1 5 .44063 1 5 .43631 1 5.51 095] 
bfo5 = [1 .20E-03 0.4563652 4.288733 7.1 77655 8.971 524 9 .638288 9.97274 1 10. 1 0608 
1 0. 1 0529 1 0. 1 9644 1 0 .2443 10.241 1 8  10 .28774] 
bfo10 = [9. 14E-04 0.3594531 2.957751 4.694087 5.5851 92 5.82881 7 5.920768 5.925841 
5.903366 5.946731 5.972607 5.970598 5.99561 3] 
1 03 
October 1 989 (fi rst rise) 
- time = [0 0 .1 66667 0.333333 0.583333 0.9 16667 1 .083333 1 .333333 1 .583333 1 .9 16667 
2.41 6667 2.75 3.25] 
skin1 = [2.70e-3 1 .539144 1 0.88803 38.51 575 78 . 1 0603 1 1 3.4625 352.9825 401 .4786 
427 .0504 439.4051 443.4818 446.3046] 
skin2 = [1 .87E-03 1 .085458 7.264384 24.79905 48.53389 67.55207 1 80.0453 202.3451 
21 3 .8545 21 9.2381 221 .01 06 222.1 886] 
skin5 = [1 .07E-03 0.6393505 3 .91 1 1 5 1 2.59924 23 .2625 30. 1 7752 62.21 631  68.53938 
71 .6627 73.02006 73.46489 73.72974] 
skin 1 0  = [6.46E-04 0.3950658 2.21 9941 6.767859 1 1 .821 28 1 4.33706 23.07468 24.93 1 85 
25. 79744 26 .1 31 1 26.23955 26.29023] 
eye1 = [2 . 1 8E-03 1 .259397 8.58527 29.65448 58.72348 82.91 306 233 .3458 263.41 37 
279.0645 286.4843 288.9276 290.5789] 
eye2 = [1 .66E-03 0.971 7655 6.343 146 21 .30056 40.996 1 55.91 234 1 38.3534 1 54.6 
1 62.8909 1 66.7014 1 67.9527 1 68.7646] 
eyes = [1 .03E-03 0.61 78627 3.733454 1 1 .92498 2 1 .82303 27.99725 55.29303 60.70258 
63 .35097 64 .48301 64.853 65.06779] 
eye 1 0  = [6.43E-04 0.3936641 2. 1 991 1 5  6.675557 1 1 .60577 1 3.99088 21 .96489 23.68336 
24 .4 783 24. 77896 24.87656 24.9201 8] 
bfo1 = [6.29E-04 0.3850358 2 . 1 58046 6.577923 1 1 .50228 1 3.99467 23.22 101 25 . 18243 
26.1 1 06 26 .47974 26.60023 26.66081]  
bfo2 = [5.80E-04 0.3566775 1 .969335 5.942855 1 0.28502 1 2.35384 1 9.49296 21 .0524 
2 1 .7796 22.05962 22. 1 507 1 22. 1 93 1 3] 
bfo5 = [4.71 E-04 0.2925228 1 .555458 4.5783 1 3  7 .723628 8.98876 1 1 2 .55388 1 3 .42414  
1 3 .81 342 1 3 .94829 1 3. 991 98 1 4.0068] 
time2 = [0 0. 1 875 0.31 25 0.5 0.6875 0.875 1 .0625 1 .25 1 .375 1 .5625 2.25 3.25] 
bfo 1 0  = [3 .54E-04 0.2233672 1 . 1 3078 3.222752 5.26 1491 5.8821 1 6 7.055631 7.453348 
7.61 9231 7.66491 6  7.679602 7.679635] 
March 1991 
- time = [0 0 .1 66667 0.333333 0.5 0.75 1 1 .666667 2.5 3 .5 4.666667] 
skin 1 = [0. 1 328736 6.278302 41 .63361 1 23 .0816  378.6 128 506.3335 525.4465 531 .761 
536.081 7 540.563] 
skin2 = [0.055798322 1 .771 076 1 0.71666 32.00523 1 03.8967 1 35 . 1 329 1 39.3651 140.7621 
141 .931 1 143.0686] 
skin5 = [0.01 3921 227 0.2264942 1 . 1 75222 3.570088 1 2.68487 1 5.7465 1 6.07075 16 . 1 7842 
1 6 .31 77 16 .43882] 
skin 1 0  = [0 .00375921 8  0.03 1 84701 9 0. 1 4241 46 0.4397951 1 .705203 2.02331 2.044247 
2.051 395 2.069642 2.083822] 
eye1 = [0.0781 202 3 .01 456 1 9.21 966 57.05983 1 79.5997 237.3265 245.6339 248.3786 
250.4147 252.471 8] 
eye2 = [0 .0391 1 7336 1 .04481 2  6.096968 1 8.2806 1 60.61 65 77.97643 80.221 9 80.96341 
81 .641 57 82.28416] 
eye5 = [0.01 1 686 147 0. 1 692652 0.8558596 2.607345 9.405646 1 1 .58449 1 1 .80237 1 1 .8749 
1 1 .97774 1 2 .0654] 
bfo1 = [0.0041 1 5907 0.047829449 0.2343834 0.71 63624 2.63 1441 3 .2 1 0 1 89 3.26378 
3.281 679 3.31 0292 3 .3341 53] 
bfo2 = [0.0032 1 9722 0.03209326 0. 1 522249 0.466879 1 .74796 2 . 1 1 1 301 2. 14 1842 
2. 1 52107 2 . 1 70998 2.1 86371]  
June 1991 
- time = [0 0 .25 0 .5  0.833333 1 . 166667 1 .5 2 2 .5  3 4 5 6] 
1 04 
skin 1 = [4.34E-02 0. 1 741 682 7.629068 22.59744 34.33147 39.99502 44.4021 1 46.0431 5 
46.76778 47.4461 7  47.62566 47.64281 ] 
skin2 = [1 .27E-02 0.049584351 4 .575204 1 1 .76 1 34 1 6.80776 1 9.24655 21 . 1 2375 21 .80763 
22.09978 22. 36545 22.441 88 22.452) 
skins = [1 . 72E-03 6.44E-03 2.068479 4.20341 7 5.423291 6.034 1 63 6.496823 6.657387 
6. 72087 6. 773554 6. 792536 6. 796738] 
skin 10  = [2 .SSE-04 9 . 1 9E-04 0.9940476 1 .61 0686 1 .881 91 5 2.036 1 27 2 . 1 51 695 2 . 1 88952 
2.201 587 2.209937 2.2 1481 2 2.21 655] 
eye1 = [2. 1 2E-02 8.40E-02 5 .601855 1 5. 1 3057 22 . 1 2086 25 .49802 28. 10934 29.06946 
29.48562 29.86853 29.97478 29.98737] 
eye2 = [7.58E-03 2.94E-02 3.800006 9. 1 25833 1 2.66468 14 .38402 1 5.701 1 3 1 6 . 1 7526 
1 6.3741 6 1 6.55 153 1 6.60526 1 6 .61 354] 
eyes = [1 .29e-3 4.82e-3 1 .92271 3  3.757349 4 .762905 5.272886 5.658 1 85 5.790497 
5.841 766 5.883314  5.8991 56 5.903014] 
eye10 = [2. 1 9E-04 7.85E-04 0.971 0732 1 .53851 8 1 .778582 1 .9 1 8447 2.0231 68 2.056568 
2.067571 2 .074486 2.07892 2.080595) 
bfo1 = [3 .71 E-04 1 .37E-03 0.9696347 1 .61 1 56 1 .9 19469 2.089957 2 .2 1 8412  2.260848 
2.275985 2.286922 2.292293 2.29401 1 ]  
bfo2 = [2.52E-04 9 .21 E-04 0.8578498 1 .362 1 88 1 .588469 1 .71 9046 1 .81 7249 1 .849059 
1 .859902 1 .8671 8 1 .871 31 8 1 .872787] 
July 2000 
- time = [0 0.1 875 0.31 25 0.5 0.6875 0.875 1 .0625 1 .25 1 .375 1 .5625 2.25 3.25] 
skin 1 = [1 .284E-02 2 . 1 60E-02 1 0.79724 82.63721 1 94.4474 314 .2597 496.9951 71 0.1 732 
861 .61 77 937.7439 955.255 963.2314] 
skin5 = [1 .3790E-03 2.4100E-03 5.024388 2 1 .51 499 36 .79469 48.55526 62. 1 886 76.44076 
85. 1 9914  88.46408 89.25648 89.60249] 
skin 10  = [3.850E-04 6.889E-04 3.386455 1 0.31 567 14 .54378 16 .9544 1 1 9.0751 3 21 .36969 
22.60471 22.79979 22.86848 22.89431 ]  
eye1 = [6.520E-03 1 . 1 08E-02 8.72501 54 .8833 1 1 6.5008 1 76.9873 263.3071 360.931 1 
428.0923 460.2051 467.6324 470.9933) 
eyes = [1 .0885E-03 1 .9145E-03 4.954259 1 9.66597 31 .94394 40.74561 50.36225 60.35976 
66.33205 68.33934 68.84237 69.05862] 
eye10  = [3.460E-04 6.21 9E-04 3.468081 10. 1 9271 1 3.93228 1 5.88805 1 7 .4505 1 9.20847 
20. 1 1 634 20. 1 7732 20.21 52 20.22741 )  
bfo(p) 1 = [1 .924E-04 3.4876e-04 2.787279 7.035479 8.870275 9.623922 1 0.051 26 1 0 .6838 
10.97487 10.89225 1 0.88933 1 0.88508] 
bfo(p)S = [1 .064E-04 1 .951 E-04 2.333336 5.039022 5.80239 5.933245 5.8201 51 5.91 2776 
5.920349 5.792796 5.774483 5.764475) 
bfo(p) 1 0  = [5.731 E-05 1 .063E-04 1 .92988 3.538018  3.708446 3.5681 02 3.28351 3 3.1 86838 
3. 1 1 01 04 3.000221 2.9821 21 2 .97298] 
bfo(mt) 1 = [3.571 E-04 6.408E-04 3.435673 1 0.22731 14 .09824 16 . 1 7808 1 7.90149 1 9.82348 
20.83697 20.9451 20.99381 21 .01 085] 
bfo(mt)S = [1 .794E-04 3.262E-04 2.784832 6.91 9799 8.594394 9.21 31 36 9.48391 4  9.965544 
10. 1 6695 1 0.05086 1 0.04002 1 0.03232] 
bfo(mt) 1 0  = [8.970E-05 1 .652E-04 2.247088 4.64761 1 5 .1 98658 5.208083 4 .9931 1 3  
4.985797 4.942451 4.808769 4.788036 4.7771 8] 
November 2000 SPE 
- time = [0 0.375 0.5 0.625 0.875 1 . 1 25 1 .3 125 1 .4375 1 .625 2.25 3.25 4.2] 
skin1  = [5.06E-03 0.08754202 43.60044 1 30.4828 327.4746 493.6362 563.869 589.256 
608.9786 628.8805 634.9681 635.9756] 
1 05 
skin2 = [3.60E-03 0.051 071 733 22.61 992 66.26448 1 55.4 146 222 . 1 689 247.3774 256.4907 
263.6034 270.6649 272.8583 273.2408] 
skin5 = [2. 1 5E-03 0.022062872 8.04 1 085 22.73167 47.6055 62.26559 66.422 1 6  67.96677 
69.20084 70.37601 70.761 55 70.8371 8] 
skin 1 0  = [1 .34E-03 0.0 101 49973 3.065268 8.371 1 91 1 5.7041 1 8.83596 1 9.27043 1 9.4664 1 
1 9.63951 1 9.78628 1 9 .84427 1 9.85892] 
eye1 = [4 . 1 6E-03 0.0631 1 8301 29. 1 3401 86 .0202 207 .0062 302.21 97 340.0415  353.71 94 
364.371 1 375.0266 378.31 47 378.8724] 
eye2 = [3 .23E-03 0.041 86305 1 7.52425 50.81 351 1 1 5.3857 160.8644 1 76.9851 1 82.8332 
1 87.4 1 74 1 91 .9246 1 93.341 9 1 93.5943] 
eye5 = [2 .08E-03 0.020358162 7. 181 1 57 20.1 7668 41 .43082 53.351 16  56.48449 57.664 1 5  
58.61 444 59.50875 59.80742 59.86785] 
eye1 0 = [1 .34E-03 0.009875089 2.926345 7.962531 14 .75955 1 7.53284 1 7.85256 1 8.00783 
18. 14906 1 8.26521 1 8.31347 1 8.32628] 
bfo1 = [1 .31 E-03 0.009930055 3.069638 8.435391 16.20673 1 9.8936 1 20 .60881 20.9024 1 
21 . 14969 21 .37256 21 .45293 2 1 .471 1] 
bfo2 = [1 .21 E-03 0.00871 1 058 2.59 1821 7.070499 1 3.26445 1 5 .97076 16.38898 1 6.57374 
16 .73478 1 6.87485 16.92844 16 .941 59] 
bfo5 = [1 .00E-03 0.006241 781 1 .69267 4 4.53705 8.038088 9.240938 9.270338 9.309244 
9.352846 9.38278 9.399437 9.40507] 
bfo10  = [7.70E-04 0.004006134 0.9678314 2.538636 4.1 94454 4.560897 4.453089 4.434516  
4.428885 4.4 1601 4.41 6503 4.4 1 82 18] 
September 2001 
- time = [0 0 . 125 0.375 0. 75 1 .25 1 .625 1 .875 2. 1 25 2.5 3.25 4 5] 
skin1 = [9.27E-03 0.5782478 12 .07354 49. 1 5403 1 22.3258 214.5826 250 269. 1 256 
283.7328 296.5328 30 1 .7205 304 .5725] 
skin2 = [6.07E-03 0.2293292 4.703055 1 9.7 105 48 .47467 77.9726 88.42 187 93.90597 
98.03227 10 1 .6289 1 03.0793 1 03.8695] 
skin5 = [3. 1 8E-03 5.20E-02 1 .034252 4.550938 10.971 97 1 5.25598 1 6 .53361 1 7. 1 6363 
1 7.62363 18.02333 1 8. 1 8391 1 8 .2681]  
skin 10  = [1 .75E-03 1 .28E-02 0.2468542 1 . 1 39244 2.693714 3.247933 3.3671 3 3.4 18534 
3.453768 3.485372 3.498234 3.504149] 
eye1 = [7.22E-03 0.3291 704 6.805022 28. 1 5365 69.60353 1 1 6 .5027 1 33.8313 143.0664 
150.0729 156. 1 984 1 58.6755 1 60.031 2] 
eye2 = [5.26E-03 0. 1 566 1 26 3 . 1 85724 1 3.52843 33.09216  51 . 1 9868 57.37427 60.57242 
62 .96341 65.04431 65.882 1 3  66.33573] 
eyes = [3 .02E-03 4.29E-02 0.8490906 3. 7684 1 6  9.053583 1 2.2701 3 1 3. 1 9245 1 3.64082 
1 3 .96595 14.24877 14.36246 1 4.42141 ]  
eye 1 0  = [1 .73E-03 1 . 1 6E-02 0.2236296 1 .037755 2.448245 2 .903627 2.994747 3.032623 
3.0581 28 3.081 371 3 .090881 3.095034] 
bfo1 = [1 .70E-03 1 .45E-02 0.2830646 1 .2821 5  3.054451  3 .91 1 6 1 9  4 . 1 39441 4.247486 
4.325104 4.393332 4.420856 4.434772] 
bfo2 = [1 .55E-03 1 . 1 1  E-02 0.21 51431 0.9854605 2.336975 2.893596 3.029939 3.092593 
3. 13697 1 3. 1 7636 3. 1 9231 8 3.200121 ]  
October 2001 
- time = [0 0 .25 0.5 0 .6875 0.875 1 1 . 1 25 1 .5 1 .875 2 . 1 25 2.3 75] 
skin1 = [1 .51 E-03 0.7875391 4.363926 7. 146588 1 4.53551 1 8.08798 1 9.87788 21 .57656 
22.41479 22.83956 23.03802] 
1 06 
skin2 = [4 . 1 7E-04 0 . 1855109 0.9306634 1 .47491 2 .778146 3.396804 3.703644 4.02284 1 
4.20036 4.299324 4 .362346] 
eye1 = [7. 1 9e-4 0.350854 1 .873503 3 .032834 6.01 1 7.4376 1 3  8. 1 53009 8.85 1 637 9 .2 1 0461 
9.398642 9.498341 ]  
eye2 = [2 .43E-04 0. 1 0203 14  0.4935752 0.7731438 1 .4 1 8066 1 .723537 1 .87425 2 .036241 
2 . 1 2975 2 . 1 83251 2 .21 9659] 
November 2001 (first rise) 
- time = [0 0. 1 25 0.25 0 .375 0.5 0 .625 0. 75 0.81 25 0.875] 
skin1 = [0.2782072 7.20451 4  1 9. 1 5238 36 .631 69 59.47664 80.99354 1 07.2362 1 1 6 .4945 
1 28.9966] 
skin2 = [0.2239571 4 . 1 8302 1 0.20495 1 7 .96898 27.75737 36.601 99 46.89426 50.3707 
54 .90207] 
skins = [0. 1 629462 1 .  792798 3. 792649 5.81 7053 8.266984 1 0.32881 1 2.52322 1 3. 1 99 
14 .00844] 
skin 1 0  = [0. 1 227707 0.81 85297 1 .509332 2 .024976 2 .653573 3. 1 45578 3.61 401 7 3.739204 
3.867373] 
eye1 = [0.2478556 5. 1 781 2 1 1 3.01 744 23.631 76 37.21 527 49.70769 64.54659 69.65745 
76.429] 
eye2 = [0.2 1 1 5647 3.42091 4  8.00806 1 3.55235 20.44488 26 .5531 3 33.49973 35.79414 
38.72873] 
eyes = [0. 1 6 1 1 503 1 .6521 43 3.41 2903 5 . 1 1 1 62 7. 1 59467 8.860736 1 0.6394 1 1 1 . 1 762 
1 1 .80642] 
eye10  = [0. 1 234089 0.7957876 1 .447423 1 .9 14457 2 .486425 2 .930 1 57 3.346 1 3 .45471 7  
3.562629] 
bfo1 = [0. 1 21 3355 0.801 2782 1 .501 097 2 .063963 2 .75745 3.31 5803 3.87 1 402 4.029058 
4.202754] 
bfo2 = [0. 1 1 6 1 771 0.701 8656 1 .278872 1 .70921 8  2 .243233 2.665971 3.074973 3 . 1 8671 5  
3.304394] 
bfo5 = [0. 1 036797 0.501 0822 0.8535266 1 .065379 1 .339833 1 .548145 1 .734324 1 .779261 
1 .81 8268] 
Apri l 2002 SPE 
- time = [0 0.083333 0 . 1 66667 0.333333 0.583333 0.833333 1 .083333 1 .4 1 6667 1 .  75 
2 . 1 66667 2 .833333] 
skin1 = [2 . 1 7E-05 3.38E-03 1 .361481 1 4.9871 9 45.46669 71 .79031 96.40281 1 1 7 .31 93 
1 28.5782 1 36.051 1 140.6366] 
skin2 = [1 .56E-05 2 .70E-03 0.7236965 6.598997 1 8.84008 28.89405 37.34931 44 .41 869 
48.28273 50.8051 2 52.271 29] 
skin5 = [9.42E-06 1 .95E-03 0.2678877 1 .782673 4 .59641 1 6.71 2753 8. 1 38998 9.31 2432 
9.983693 1 0.4071 5 1 0.62358] 
skin 1 0  = [5.97E-06 1 .46E-03 0. 1 06 1 989 0.520267 1 .2 1 4327 1 .690604 1 .925384 2 . 1 21 1 6  
2.243548 2 .31 734 2.347377] 
eye1 = [1 .80E-05 3.00E-03 0.9239442 9.05734 26.52831 41 .20392 54. 1 7451 65. 1 0836 
71 .041 1 5  74 .94535 77.2768] 
eye2 = [1 .40E-05 2.55E-03 0.5672494 4.729249 1 3. 1 2691  1 9.86491 25.23759 29.70528 
32. 1 7091 33.7672 1  34.6691 3] 
eyes = [9. 1 3E-06 1 .93E-03 0.2409005 1 .51 7583 3.843237 5 .564567 6.671 1 83 7 .581 2 1 7 
8. 1 0801 2  8.437922 8.601 471] 
eye10  = [5.96E-06 1 .46E-03 0. 1 01 801 6 0.48231 35 1 . 1 1 3027 1 .541 075 1 .742437 1 .91 1 234 
2 .01 8346 2 .082507 2 . 1 07614] 
bfo1 = [5.82E-06 1 .44E-03 0 . 1 056808 0.5553821 1 .339776 1 .898303 2 .2 1 58 2 .479854 
2.6381 32 2 .735754 2.780522] 
bfo2 = [5.42E-06 1 .38E-03 9.00E-02 0.4422584 1 .042765 1 .46 1 1 04 1 .680584 1 .8641 1 9  
1 .976758 2.045458 2 .0751 39] 
1 07 
A.2. Actual data for testing of multiple-rise data set - includes data for all events 
including those not used in this research 
August 1 972 - al l rises 
- time = [0 0.083333 0. 1 25 0. 1 66667 0.25 0.375 0.458333 0.541 667 0.625 0. 75 
0. 791 667 0.875 1 1 . 1 25 1 .25 1 .375 1 .5 1 .666667] 
skin 1 = [1 .2271 92 1 1 .55822 28.73636 64.91 329 1 80.81 07 551 . 1 573 750.3898 1 004.937 
1 334.267 1 367.616  1 376 .206 1 426.068 1 444.647 1 459.098 1472 .247 1 483.702 
1492 .248 1 501 .41 2] 
eye1 = [0.7032508 7.600105 1 8.54231 41 .281 25 1 20.4625 377.41 08 51 1 .2 1 39 67� .80 1 3  
861 .6508 880.6722 885.5087 914 .7183 925.4005 933 .7375 941 .2402 947.781 8 
952 .5856 957.7004] 
bfo1 = [3 .21 E-02 0. 7351 099 1 .62 1 382 3.338538 1 2 .49505 45.26851 59.68209 70.94852 
75.67567 76. 1 722 76.2681 77.471 5 77.81 5 1 5  78.09948 78.32058 78.51 559 
78.62071 78. 71 963] 
skin2 = [0.4925479 5.845774 1 4. 1 0 1 04 31 . 1 1 1 1 5 93.3701 7 297.0967 401 .2881 52 1 .7227 
655.598 668.9001 672 .2488 693.0779 700.5956 706.4 722 71 1 .  71 1 9  716 .297 4 
71 9.61 1 3  723. 1 306] 
eye2 = [0.3382055 4.473884 1 0.63692 23.206 1 5  72. 1 7487 234 .442 1 31 5.4519 404.3266 
494.8535 503.7842 505.9973 520.4 1 97 525.521 1 529.5228 533.0558 536 . 1458 
538.341 9 540.6563] 
bfo2 = [2 .47E-02 0.61 52951 1 .342871 2.742066 1 0.53339 38.71 568 50.90841 59.91 862 
62.7058 63 .01 476 63.06594 63.9464 64. 1 8 1 27 64.37904 64.52505 64.65478 
64.71 566 64 .76862] 
skins = [0. 1 1 38987 1 .991 661 4 .567607 9.687979 32.93524 1 1 2 .566 1 50.029 1 85.6777 
2 12 .8304 21 5.4823 2 1 6. 1 01 8  220.9 185 222 .5061 223 .771 6 224.8435 225.783 
226.403 227.0385] 
. eyes = [9.43E-02 1 .  765718  4.01 41 1 3 8.45571 6 29.37 405 1 01 .6267 1 35 . 1482 165 .854 7 
1 87. 1 1 22 1 89. 1 9 1 89.6634 1 93.6056 1 94.8747 1 95.8895 1 96.7384 1 97.4833 
1 97.961 9 1 98.4461 ]  
bfo5 = [1 .29E-02 0.393484 1 0.837281 2 1 .67574 6 .85301 5 26.08072 34.06773 39. 1 5405 
39. 1 4076 39. 1 8081 39. 1 7041 39.54701 39.61 908 39.68692 39. 72418  39. 75851 
39.75769 39.74831 ]  
skin 1 0  = [2 .86E-02 0.7285937 1 .59095 3.247482 12 .46 1 02 45.63991 60.061 02 70.85944 
7 4.2901 2 7 4.65549 7 4. 71 57 4 75. 75497 76.03078 76.26379 76.4348 76.58649 
76.65629 76. 71 709] 
eye10  = [2 .60E-02 0.6925332 1 .504209 3 .057571 1 1 .8868 43.851 83 57.631 88 67.6561 1 
70.25609 70.54403 70.5852 71 .50257 71 .735 1 3  71 .93421 72.07527 72 .201 52 
72.25291 72.29402] 
August 1 989 - all rises 
- time = [0 0 . 1 66667 0.5 0.666667 0.91 6667 1 . 1 66667 1 .333333 1 .666667 2 . 1 66667 2 .833333 
3 . 1 66667 4.666667 4.833333 5.666667 6.333333 7] 
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skin1 = [2 .50951 6 1 3 .29903 1 38.5662 203.6964 253.703 286.9912  298.9707 307.6538 
31 1 . 1 442 31 3.6492 31 7.266 326.4719  332 .8709 340.3326 343.51 03 345.4277] 
time2 = [0 0 .1 66667 0.5 0.666667 0.91 6667 1 . 1 66667 1 .333333 1 .666667 2 . 1 66667 
2.833333 3 . 1 66667 3.833333 4 . 1 66667 4.666667 4.833333 5.666667 6.333333 7] 
eye1 = [1 . 1 9334 6.71 051 1 70.6481 6 1 01 .539 1 24.6899 1 39.7098 1 45 . 1 522 1 49.1 295 
1 50.71 09 1 51 .861 1 1 53.51 1 5 1 56.8467 1 63.7533 1 74.2 1 01 1 77.9085 1 82 .2865 
1 84.069 1 85. 1 1 35] 
time3 = [0 0 .1 66667 0.5 0.666667 0.91 6667 1 . 1 66667 1 .333333 1 .666667 2 . 1 66667 
2 .833333 3 . 1 66667 3.5 4 . 1 66667 4.666667 4.833333 5.666667 6.333333 7] 
skin2 = (0 .69251 73 4. 1 77536 44.47351 62 .36727 75.35268 83.47866 86 .45075 88.64698 
89.50654 90 . 1433 91 .05036 94 .51 733 107. 1 33 1 1 4.7566 1 1 7.368 1 20.4976 1 2 1 .724 
122.4257] 
skins = [0.085352384 0.639971 1 7.063896 9 . 1 51 726 10.5072 1 1 1 .23933 1 1 .52449 1 1 .74723 
1 1 .8287 1 1 .89455 1 1 .98481 1 5.37443 1 9.361 32 21 .23552 21 .831 96 22.57079 
22 .82985 22 .97 134] 
eye2 = [0.4049458 2.576027 27.67439 38.04807 45.39554 49.86293 51 .51 355 52 .74638 
53.22243 53 .581 1 2  54.08833 59. 1 701 9 68.90236 74 .25997 76 .05279 78.22301 
79.04784 79 .51 035] 
eyes = [0 .063388251 0.493266 5.478656 7.001 749 7.968789 8.473214  8.673472 8.8321 6  
8.889297 8.936436 9.000492 1 1 .97343 1 5.35707 1 6.91 34 1 7.40426 1 8.01 507 
18.22666 1 8.34037] 
bfo1 = [0.01 7769493 0. 14566 1 9 1 .634 102 2.044308 2.2971 84 2 .422363 2.473902 2.51 572 
2.53043 2.542924 2.55975 1 3.595678 4.7641 33 5.28828 5.451 388 5.656044 
5. 725772 5. 761 536] 
October 1 989 - all rises 
- time = [0 0.25 0.5 0.75 1 1 .083333 1 .25 1 .4 16667 1 .583333 1 .75 1 .833333 2 
2 .583333 3.25 3.41 6667 3.666667 4 4.333333 4.583333 4.833333 5 5. 1 66667 
5.333333 5.833333 6.333333 6.666667 7. 1 66667 8] 
skin 1 = (2 .70E-03 4.908748 27.69455 60.69493 87.31 953 1 1 3.4625 31 2 .732 1 374.71 67 
401 .4786 41 6.961 5 422 .552 1 430.1 708 44 1 .31 76 446.3046 456 .4055 508.292 
588.5067 632.71 91 649.9675 659.5363 662 .4633 665.751 8 668.21 7 71 5.3889 
740.401 7  747.691 2 754.457 758.073] 
eye1 = [2 . 1 8E-03 3.91 594 21 .56248 46.03348 65.271 1 6  82.91 306 208.4907 246 .878 
263.41 37 272 .8729 276.2999 280.9423 287.61 04 290.5789 299.0636 333 .262 1 
383.31 35 41 0.4327 420.9629 426.7864 428.5277 430.5453 432 .0992 465.653 
482 .6347 487.5471 492 .0537 494.4866] 
bfo1 = [6 .29E-04 1 .046641 5.071 432 9.438 1 54 1 2 .4034 1 1 3.99467 21 .70108 24. 1 2975 
25. 1 8243 25.73237 25.93961 26.20548 26.52384 26 .66081 28.39261 31 .74062 
35.241 5 36 .921 37.55229 37 .89386 37.97599 38. 1 0284 38.22079 42.66409 
44.56305 45.09636 45.56 108 45.8241 5] 
skin2 = [1 .87E-03 3.332574 1 8. 1 3149 38 .21 1 1 9 53.78972 67.55207 161 .6604 1 90 . 1 1 1 1  
202 .3451 209.2922 2 1 1 .81 64 21 5.21 78 220.0446 222 . 1 886 229.551 6 255.8942 
293. 1 654 31 3 . 1 369 320.8645 325. 1 302 326.3845 327.8698 329.0335 356.0026 
369.3065 373. 1 379 376.6324 378.5303] 
eye2 = [1 .66E-03 2 .9331 79 1 5 .69484 32.47658 45 .24928 55.91 234 125.0253 1 45.71 37 
154.6 1 59.5954 1 61 .41 73 163.8573 1 67.2596 1 68. 7646 1 75.2 127 1 95.4093 
222.7423 237 . 1 725 242.7335 245.7953 246 .676 247.751 1 248.61 1 3 270.3501 
280. 764 283 .7498 286.4499 287.9266] 
bfo2 = [5.80E-04 0.9597075 4.603571 8.4 71 788 1 1 .06229 1 2 .35384 1 8.30059 20.2 1 856 
21 .0524 21 .481 66 21 .64474 21 .851 93 22.091 04 22. 1 931 3 23.71 906 26.52484 
29.34249 30.67076 31 . 1 6752 31 .43544 31 .4973 31 .59801 31 .69409 35.50976 
37.1 2032 37 .571 34 37.96299 38. 1 8529) 
skin5 = [1 .07E-03 1 .845772 9.4661 25 1 8.71 201 25.41 667 30. 1 7752 57. 1 2265 65. 1 09 
68.53938 70.40992 71 . 1 0009 72.00935 73.20608 73. 72974 77.48546 86.51 492 
97.38187 1 02.8848 1 04.981 8 1 06 . 1 273 1 06.4351 1 06.8466 107. 1 993 1 1 8.05 
1 22.9365 1 24.3226 1 25.5527 1 26.237] 
eye5 = (1 .03E-03 1 .768973 8.995786 1 7.61 232 23.79099 27.99725 50.96101 57.77429 
60.70258 62.28555 62.8722 63.64036 64.63391 65.06779 68.58471 76.59806 
85.95684 90 .64149 92.42 1 81 93.391 64 93.6471 6 93.9981 5 94 .30401 1 04.1 684 
108.5529 1 09.794 1 1 0.8902 1 1 1 .5027] 
bfo5 = [4.71 E-04 0.7671462 3.588545 6.42251 3  8.254832 8.98876 1 1 1 .91 638 12 .96341 
1 3.4241 4 1 3 .65123 1 3.73953 1 3 .84861 1 3 .96023 14.0068 1 5.09841 1 6 .89779 
1 09 
18.52847 19 .261 1 1 9.531 68 1 9.67625 1 9.70547 1 9.76 1 56 1 9 .81 923 22 .40337 
23.46499 23 .76059 24.01472 24. 1 6032] 
skin 10  = [6.46E-04 1 .076102 5.2 1 8223 9.705369 1 2 .741 34 14.33706 2 1 .64828 23.93887 
24.931 85 25.44306 25.63706 25.8837 26. 1 6865 26.29023 28.091 66 3 1 .4 1 387 
34.7592 36.33548 36.9247 37.24253 37.31 575 37.435 1 37.549 1 6  42.06563 
43.971 84 44.50553 44.969 1 5  45.2321 5] 
eye1 0 = [6.43E-04 1 .068094 5 . 1 5768 1 9.5451 89 12 .49414 1 3.99088 20.65443 22 .76628 
23.68336 24 . 1 51 95 24.3303 24.55604 24.81 1 6  24.920 18 26.67544 29.83492 
32.951 43 34 .40612  34.9487 35.24084 35.30637 35.41 671 35.5236 39.87064 
41 .69428 42 .20428 42.64634 42 .89764] 
bfo1 0 = [3 .54E-04 0.5664503 2.564672 4.428503 5.578085 5.882 1 1 6  6.788702 7.2461 58 
7.453348 7.547878 7.58634 7.63 1496 7.6661 73 7.679635 8.3652 1 2  9.371 333 
1 0. 1652 1 10 .49648 1 0.61 639 1 0.67956 1 0.6891 1 0.71 504 1 0 .74458 1 2 .27806 
1 2 .89043 1 3 .05992 1 3.20387 1 3 .28727] 
November 2001 - all rises 
- time = [0 0.0625 0.1 875 0.31 25 0.5 0.6875 0.875 0.9375 1 . 1 25 1 .375 1 .5 1 .5625 1 .625 2 2.5 
3. 1 25] 
1 1 0 
skin 1 = [0.2782072 1 .794166 1 2 .55062 27.971 98 59.47664 93. 1 7352 1 28.9966 1 41 .41 28 
228.3602 538.56 1 3  677.364 1 694.9568 704.8535 728.0081 738.2 1 67 744.6403] 
eye 1 = [0.2478556 1 .446068 8.7701 38 1 8.421 72 37.2 1 527 56.62865 76.429 83. 1 3596 
1 30.6857 298.8225 373.3794 382 .585 387.6637 399.442 1 404.5786 407.6914] 
bfo1 = [0. 1 2 1 3355 0.4080569 1 . 1 70568 1 .796724 2.75745 3.581 956 4.202754 4.378802 
5.925951 1 1 .36855 1 3 .681 77 1 3.91 542 14.02324 14.25207 1 4.34018 1 4.36788] 
skin2 = [0 .2239571 1 .236942 6.9805 1 4. 1 8257 27.75737 41 .42 141 54.90207 59.37784 
91 .42 1 51 203 .8305 253.2574 259.2098 262.433 269.8436 273.0378 274.8983] 
eye2 = [0 .2 1 1 5647 1 .096275 5.591 97 1 0.8671 4 20.44488 29.81 91 1 38.72873 41 .62502 
62.70469 1 36.2906 1 68.41 89 1 72. 1 91 3 1 74.1 946 1 78.7571 1 80.6985 1 81 .7792] 
bfo2 = [0. 1 1 6 1 771 0.375726 1 .01 1 423 1 .70921 8 2.243233 2.86257 3.304394 3.425258 
4.54951 8.54453 1 1 0.23447 1 0.39942 1 0.47276 1 0 .62506 1 0.681 77 1 0.69457] 
skin5 = [0 . 1 629462 0.7023747 2.786035 4.852086 8.266984 1 1 .371 73 14 .00844 1 4.8 1 2 1 2  
21 .05472 42 .70651 51 .98729 52 .99347 53.49224 54.5904 55.037 55.23785] 
eyes = [0. 1 61 1 503 0.6754655 2.537393 4.30471 6 7. 1 59467 9.708364 1 1 .80642 1 2 .43364 
1 7 .42658 34 .7632 42. 1 659 42 .95145 43 .33288 44. 1 64 44.4971 9 44.63488] 
bfo5 = [0. 1 036797 0.303495 0.6984577 0.9645514 1 .339833 1 .638388 1 .81 8268 1 .862488 
2.36836 1 4.22087 4.998076 5.067089 5.094278 5. 1 46576 5. 16351 8 5.1 606] 
skin 10 = [0 . 1 227707 0.41 92581 1 . 1 87743 1 .782 1 64 2.653573 3.371 52 3.867373 3.9991 33 
5.257544 9.72 1 691 1 1 .59964 1 1 .77733 1 1 .85346 1 2 .0081 3 1 2.06352 1 2 .07032] 
eye10  = [0 . 1234089 0.41 6823 1 1 . 147033 1 .694683 2 .486425 3 . 1 31 142 3.562629 3.67468 
4.787794 8. 75891 5 10.42664 1 0.58148 1 0.64627 1 0.77599 1 0.821 1 6  1 0.82347] 
bfo10  = [0.088598035 0.2271 735 0.4279907 0.5388098 0.6870142 0.7981 659 0.8458934 
0.85371 2 1 .03 141 9 1 .729692 2.021 377 2.043937 2 .050964 2.06201 7 2 .063988 
2 .058646] 
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% train 3 NN's - one each for dose infinity, alpha and gamma 
% inputs are input/output values, NN training needs (# neurons, type of scaling, act. h<ns.) 
% outputs are weights and biases, scaling types and parameters, act. f>cns. 
% 




% Ask user for inputs: 
% 1 .  vecfile = filename with SPE inputs and outputs (x, xx•, ym, ya•, yg•, n•, T, TT}; 
% 2. numhid* = number of neurons in hidden layer (less is best); 
% 3. sel 1 ,  seI3, sel5 = activation functions for hidden layers; 
% 4. sel2, sel4, sel6 = activation functions for output layers; 
% 5. WTS = initial or retraining (retraining will later ask user for name of weights file; 
% 6. sc• = type of scaling for x (1 = dose infinity, 2 = alpha, 3 = gamma) 
vecfile = input('Enter filename of input/output data vectors: ', 's'); 
numhid = input('\nHow many neurons in the hidden layer for dose infinity?: '); 
numhid2 = input('How many neurons in the first hidden layer for alpha?: '); 
numhid3 = input('How many neurons in the second hidden layer for alpha?: '); 
numhid4 = input('How many neurons in the first hidden layer for gamma?: '); 
numhid5 = input('How many neurons in the second hidden layer for gamma?: '); 
sel 1 = input('Sigmoid, Tansigmoid or Linear hidden layer for dose infinity? [s, t, I]: ', 's'); 
sel2 = input('Sigmoid, Tansigmoid or Linear output layer for dose infinity? [s, t, I]: ', 's'); 
sel3 = input('Sigmoid, Tansigmoid or Linear first hidden layer for alpha? [s, t, I]: ', 's'); 
sel4 = input('Sigmoid, Tansigmoid or Linear second hidden layer for alpha? [s, t, I]: ', 's'); 
sets = input('Sigmoid, Tansigmoid or Linear output layer for alpha? [s, t, I]: ' ,  's'); 
sel6 = input('Sigmoid, Tansigmoid or Linear first hidden layer for gamma? [s, t, I]: ' ,  's'); 
sel7 = input('Sigmoid, Tansigmoid or Linear second hidden layer for gamma? [s, t, I]: ', 's'); 
sel8 = input('Sigmoid, Tansigmoid or Linear output layer for gamma? [s, t, I]: ' ,  's'); 
WTS = input('\nls this an initial training or a retrain for all parameters? [i , r]: ', 's'); 
if WTS == 'i' % if WTS == r then code will use scaling parameters from weights file 
sc1 = input('Scaling type for dose infinity: MCUV, linear, or none? [m, I ,  n]: ', 's'); 
sc2 = input('Scaling type for alpha: MCUV, linear, or none? [m, I ,  n]: ', 's'); 
sc3 = input('Scaling type for gamma: MCUV, linear, or none? [m, I, n]: ', 's'); end 
% Set up default parameters (SSE, epoch display and maximum epochs) 
fprintf('\n \n The default variables are: \n \n'); 
fprintf('Errors plotted in progress every 25 epochs. \n'); 
epoch_disp = 25; plotflag = 1 ;  
fprintf('Maximum number of training epochs for all three parameters = 250. \n'); 
maxepochs1 = 250; maxepochs2 = 250; maxepochs3 = 250; 
% Allow user to change default parameters 
choice = input('Are you satisfied with these selections? [y, n]: ', 's'); 
if choice == 'n' 
epoch_disp = input('How often to display errors (# of epochs): '); 
maxepochs 1 = input('Maximum number of epochs to train dose infinity: '); 
maxepochs2 = input('Maximum number of epochs to train alpha: '); 
maxepochs3 = input('Maximum number of epochs to train gamma: '); end 
% Ask user for file to store weights, biases, scaling parameters, activation h<ns. 
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wtfile1 = input(What is the file to save weights/biases for dose infinity?: ', 's'); 
wtfile2 = input(What is the file to save weights/biases for alpha?: ', 's'); 
wtfile3 = input(What is the file to save weights/biases for gamma?: ', 's'); 
% Load training data and prior weights file (if retraining) 
eval(['load ', vecfile]) 
tolerance = length(x) * 0.04; 
if WTS == 'r' 
retrain_wtsdoseinf = input(What is the file with weights for retraining dose infinity?: ', 's'); 
eval(['load ', retrain_wtsdoseinf]) 
retrain_wtsa = input(What is the file with weights for retraining alpha?: ' ,  's'); 
eval(rload ', retrain_wtsa]) 
retrain_wtsg = input(What is the file with weights for retraining gamma?: ', 's'); 
eval(['load ', retrain_wtsg]) end 
% Split xx, ya, yg, ym and n into 5 categories bases on dose infinity 
N = length(ym)/n; 
for i = 1 :n 
j = i*N; 
BEST(i) = ymO); end 
xx1 = □; xx2 = □; xx3 = □; xx4 = □; ym1 = □; ym2 = □; ym3 = □; ym4 = □; ym5 = □; 
ya1 = □; ya2 = □; ya3 = □; ya4 = □; yg1 = □; yg2 = □; yg3 = □; yg4 = □; 
n1 = 0; n2 = 0; n3 = 0; n4 = 0 ;  
for i = 0:n-1 % separating input data into categories based on 
j = i * N; % dose infinity 
if BEST(i+1)  >= 500 
ym1 = [ym1 ;  ym(j+1 :j+N)]; xx1 = [xx1 ; xx(j+1 :j+N, :)] ; 
ya1 = [ya 1 ;  ya(j+1 :j+N)); yg1 = [yg1 ; yg(j+1 :j+N)]; 
n1 = n1 + 1 ;  
elseif 100 <= BEST(i+1 )  & BEST(i+1) < 500 
ym2 = [ym2; ym(j+1 :j+N)]; xx2 = [xx2; xx(j+1 :j+N, :)]; 
ya2 = [ya2; ya0+1 :j+N)]; yg2 = [yg2; yg0+1 :j+N)) ; 
n2 = n2 + 1 ;  
elseif 20 < =  BEST(i+1 ) & BEST(i+1)  < 1 00 
ym3 = [ym3; ym0+1 :j+N)]; xx3 = [xx3; xx0+1 :j+N, :)] ;  
ya3 = [ya3; ya0+1 :j+N)]; yg3 = [yg3; yg(j+1 :j+N)]; 
n3 = n3 + 1 ;  
elseif 5 <= BEST(i+1 )  & BEST(i+1) < 20 
ym4 = [ym4; ym0+1 :j+N)]; xx4 = [xx4; xx(j+1 :j+N, :)] ;  
ya4 = [ya4; ya(j+1 :j+N)]; yg4 = [yg4; yg(j+1 :j+N)]; 
n4 = n4 + 1 ; 
else 
ym5 = [ym5; ym(j+1 :j+N)]; end 
end 
tolerance2_ 1 = length(xx1 ) * 0.00004; tolerance2_2 = length(xx2) * 0.0004; 
tolerance2_3 = length(xx3) * 0.0004; tolerance2_ 4 = length(xx4) * 0.0004; 
% Check training data for size restrictions and output training parameters 
XX =  [xx1 ; xx2; xx3; xx4) ; YA = [ya 1 ;  ya2; ya3; ya4); YG = [yg1 ;  yg2; yg3; yg4]; 
if size(YA) ~= size(YG) 
error('The size of the input vectors for alpha and gamma must be equal.') end 
[nov1 , numin] = size(x); [nov2, numout) = size(ym); 
[nov3, numin2] = size(XX); [nov4, numout2] = size(Y A); 
if nov1 ~= nov2 
error('The number of input vectors and target vectors for dose infinity have to be the same.') end 
1 1 3 
if nov3 -= nov4 
error('The number of input vectors and target vectors for alpha & gamma have to be the same.') end 
fprintf('\n This network has: \n \n'); 
fprintf('%0.f input neurons for dose infinity and %0.f for alpha & gamma \n', numin, numin2); 
fprintf('%0.f neurons in the hidden layer for dose infinity \n', numhid); 
fprintf('%0.f neurons in the first and %0.f in the second hidden layer for alpha \n', numhid2, numhid3); 
fprintf('%0.f neurons in the first and %0.f in the second hidden layer for gamma \n', numhid4, numhid5); 
fprintf('%0.f output neurons for dose infinity and %0.f for alpha & gamma \n', numout, numout2); 
fprintf('There are %0.f inpuUoutput pairs in the training set for dose infinity. \n', nov1); 
fprintf('There are %0.f inpuUoutput pairs in the training set for alpha & gamma. \n \n', nov3); 
% Determine F1 ,  F2, F3, F4, F5, F6, F7 and F8 from user specification 
if sel 1 == 'I' 
F1 = 'purelin'; 
elseif sel1 == 't' 
F1 = 'tansig'; 
else 
F1 = 'logsig'; 
end 
if sel2 == 'I' 
F2 = 'purelin'; 
elseif sel2 == 't' 
F2 = 'tansig'; 
else 
F2 = 'logsig'; 
if sel3 == 'I' 
F3 = 'purelin'; 
elseif sel3 == 't' 
F3 = 'tansig'; 
else 
F3 = 'logsig'; 
if sel4 == 'I' 
F4 = 'purelin'; 
elseif sel4 == 't' 
F4 = 'tansig'; 
else 
F4 = 'logsig'; 
if sel5 == 'I' 
F5 = 'purelin'; 
elseif sel5 == 't' 
F5 = 'tansig'; 
else 
F5 = 'logsig'; 
if sel6 == 'I' 
F6 = 'purelin'; 
elseif sel6 == 't' 
F6 = 'tansig'; 
else 
F6 = 'logsig'; 
if sel7 == 'I' 
F7 = 'purelin'; 
elseif sel7 == 't' 
F7 = 'tansig'; 
else 
F7 = 'logsig'; 
if sel8 == 'I' 
F8 = 'purelin'; 
elseif sel8 == 't' 
F8 = 'tansig'; 
else 








% first layer selection for dose infinity 
% linear activation function 
% hyperbolic tanget act. fxn. 
% sigmoidal act. fxn. 
% second layer selection for dose infinity 
% first layer selection for alpha 
% second layer selection for alpha 
% third layer selection for alpha 
% first layer selection for gamma 
% second layer selection for gamma 
% third layer selection for gamma 
% Training for Dose Infinity 
fprintf('\nTraining for dose infinity: \n'); 
1 1 4 
% Scale inputs for dose infinity 
if WTS == 'i' 
if sc1 == 'm' % mcuv scaling 
[xn1 , xm, xs] = zscore1 (x); 
elseif sc1 == 'I' % linear scaling 
[xn1 , xm, xs] = scale1 (x); 
else % no scaling 
xn1 = x; xm = □; xs = □; end 
else % if retrain, use parameters from previous training session 
if sc1 == 'm' % mcuv scaling 
xn1 = zscore1 (x, xm, xs); 
elseif sc1 == 'I' % linear scaling 
xn1 = scale1 (x, xm, xs); 
else % no scaling 
xn1 = x; xm = □; xs = □; end 
end 
xn1 = xn1 '; ym = ym'; % transpose actual and targets 
% Set training parameters for LM training; TP = [1 , 2, 3, 4, 5, 6, 7, 8] 
% 1 .  epochs between updating display (default = 25); 2. maximum number of epochs to train (1 000); 
% 3. SSE goal (0.02); 4. minimum gradient (1 e-6); 5. initial value of mu (0.001) ;  6. multiplier for increasing mu (1 0); 
% 7. multiplier for decreasing mu (0. 1 ); 8. maximum number for mu (1e10) 
TP1 = [epoch_disp, maxepochs1 ,  tolerance, 0.0001 , 0.001 , 1 0, 0. 1 ,  1e15]; 
% Initialize weights if not retraining for dose infinity prediction 
if WTS == 'i' 
[W1 ,  8 1 ,  W2, 82] = initff(xn1 ,  numhid, F1 , numout, F2); end 
% Train the network using LM 
[W1 ,  8 1 ,  W2, 82, epochs1 ,  TRLM1]  = tlm2(W1 , 81 , F1 , W2, 82, F2, xn1 ,  ym, TP1 ); 
% LM tolerance criteria either met or not 
if epochs1 == maxepochs1 
fprintf('\n \n *** LM Training complete, no answer found! ') 
fprintf('\n *** SSE = %e \n \n', min(TRLM1 )) 
else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs1 )  
fprintf('\n *** SSE = % e  \n \n', min(TRLM1 )) end 
% Tests the network with input file given and new weights/biases 
c = simuff(xn1 ,  W1 , 8 1 ,  F 1 ,  W2, 82, F2); 
plot([c; ym]') 
title('Dose Infinity prediction') 
% Save weights/biases for dose infinity 
eval(rsave ', wtfile1 ,' W1 81 W2 82 xm xs sc1 F1 F21); 
% Training for Alpha 
fprintf('\nTraining for alpha: \n'); 
% Scale inputs for alpha 
if WTS == 'i' 
if sc2 == 'm' % mcuv scaling 
if size(ym1 )  > 0 
[xn2_1 , xm2_1 , xs2_1] = zscore1 (xx1 ); end 
if size(ym2) > 0 
[xn2_2, xm2_2, xs2_2] = zscore1 (xx2); end 
if size(ym3) > 0 
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[xn2_3, xm2_3, xs2_3] = zscore1 (xx3); end 
if size(ym4) > 0 
[xn2_ 4, xm2_ 4, xs2_ 4] = zscore1 (xx4); end 
elseif sc2 == 'I' % linear scaling 
if size(ym 1 )  > 0 
[xn2_1 , xm2_1 , xs2_1 ] = scale1 (xx1 ); end 
if size(ym2) > 0 
[xn2_2, xm2_2, xs2_2] = scale1 (xx2); end 
if size(ym3) > 0 
[xn2_3, xm2_3, xs2_3] = scale1 (xx3); end 
if size(ym4) > 0 
[xn2_ 4, xm2_ 4, xs2_ 4] = scale1 (xx4); end 
else % no scaling 
if size(ym 1 )  > 0 
xn2_ 1 = xx1 ; xm2_ 1 = □; xs2_ 1 = □; end 
if size(ym2) > 0 
xn2_2 = xx2; xm2_2 = O; xs2_2 = □; end 
if size(ym3) > 0 
xn2_3 = xx3; xm2_3 = □; xs2_3 = □; end 
if size(ym4) > 0 
xn2_ 4 = xx4; xm2_ 4 = O; xs2_ 4 = □; end 
end 
else % if retrain, use parameters from previous training session 
if sc2 == 'm' % mcuv scaling 
if size(ym 1) > 0 
xn2_ 1 = zscore1 (xx1 , xm2_ 1 ,  xs2_ 1 ); end 
if size(ym2) > 0 
xn2_2 = zscore1 (xx2, xm2_2, xs2_2); end 
if size(ym3) > 0 
xn2_3 = zscore1 (xx3, xm2_3, xs2_3); end 
if size(ym4) > 0 
xn2_ 4 = zscore1 (xx4, xm2_ 4, xs2_ 4); end 
elseif sc2 == 'I' % linear scaling 
if size(ym 1) > 0 
xn2_1 = scale1 (xx1 , xm2_1 , xs2_1 ); end 
if size(ym2) > 0 
xn2_2 = scale1 (xx2, xm2_2, xs2_2); end 
if size(ym3) > 0 
xn2_3 = scale1 (xx3, xm2_3, xs2_3); end 
if size(ym4) > 0 
xn2_ 4 = scale1 (xx4, xm2_ 4, xs2_ 4); end 
else % no scaling 
if size(ym 1) > 0 
xn2_ 1 = xx1 ; xm2_ 1 = □; xs2_ 1 = □; end 
if size(ym2) > 0 
xn2_2 = xx2; xrn2_2 = □; xs2_2 = □; end 
if size(ym3) > 0 
xn2_3 = xx3; xm2_3 = O; xs2_3 = O; end 
if size(ym4) > 0 
xn2_ 4 = xx4; xm2_ 4 = □; xs2_ 4 = □; end 
end 
end 
if size(ym 1 )  == 0 
xm2_ 1 = zeros(1 ,  numin2); xs2_ 1 = zeros(1 ,  numin2); end 
if size(ym2) == 0 
xm2_2 = zeros(1 , numin2); xs2_2 = zeros(1 ,  numin2); end 
if size(ym3) == 0 
xm2_3 = zeros(1 ,  numin2); xs2_3 = zeros(1 ,  numin2); end 
if size(ym4) == 0 
xm2_ 4 = zeros(1 ,  numin2); xs2_ 4 = zeros(1 ,  numin2); end 
% Transpose actual and targets & set training parameters for LM training 
if size(ym 1) > 0 
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xn2_ 1 = xn2_ 1 '; ya1 = ya1 '; 
TP2_ 1 = [epoch_disp, maxepochs2, tolerance2_ 1 ,  0.0001 , 0.001 , 1 0, 0.1 , 1 e1 0]; end 
if size(ym2) > 0 
xn2_2 = xn2_2'; ya2 = ya2'; 
TP2_2 = [epoch_disp, maxepochs2, tolerance2_2, 0.0001 , 0.001 , 1 0, 0 . 1 ,  1 e1 0]; end 
if size(ym3) > 0 
xn2_3 = xn2_3'; ya3 = ya3'; 
TP2_3 = [epoch_disp, maxepochs2, tolerance2_3, 0.0001 , 0.001 , 1 0, 0. 1 ,  1 e1 0]; end 
if size(ym4) > 0 
xn2_ 4 = xn2_ 4'; ya4 = ya4'; 
TP2_ 4 = [epoch_disp, maxepochs2, tolerance2_ 4, 0.0001 , 0.001 , 1 0, 0 . 1 ,  1 e1 O]; end 
% Initialize weights if not retraining for alpha prediction 
if WTS == 'i' 
if size(ym1 )  > O 
[W3_1 , B3_1 , W4_1 , B4_1 , W5_1 , B5_1] = initff(xn2_1 , numhid2, F3, numhid3, F4, numout2, F5); 
else 
W3_ 1 = zeros(numhid2, numin2); B3_ 1 = zeros(numhid2, 1 ); W4_ 1 = zeros(numhid3, numhid2); 
B4_ 1 = zeros(numhid3, 1 ); W5_ 1 = zeros(numout2, numhid3); B5_ 1 = zeros(numout2, 1 ); end 
if size(ym2) > O 
(W3_2, B3_2, W4_2, B4_2, W5_2, B5_2] = initff(xn2_2, numhid2, F3, numhid3, F4, numout2, F5); 
else 
W3_2 = zeros(numhid2, numin2); B3_2 = zeros(numhid2, 1 ); W4_2 = zeros(numhid3, numhid2); 
B4_2 = zeros(numhid3, 1 ); W5_2 = zeros(numout2, numhid3); B5_2 = zeros(numout2, 1 ); end 
if size(ym3) > 0 
[W3_3, B3_3, W4_3, B4_3, W5_3, B5_3] = initff(xn2_3, numhid2, F3, numhid3, F4, numout2, F5); 
else 
W3_3 = zeros(numhid2, numin2); B3_3 = zeros(numhid2, 1 ); W4_3 = zeros(numhid3, numhid2); 
B4_3 = zeros(numhid3, 1 ); W5_3 = zeros(numout2, numhid3); B5_3 = zeros(numout2, 1 ); end 
if size(ym4) > 0 
[W3_ 4, B3_ 4, W4_ 4, B4_ 4, W5_ 4, B5_ 4] = initff(xn2_ 4, numhid2, F3, numhid3, F4, numout2, F5); 
else 
else 
W3_ 4 = zeros(numhid2, numin2); B3_ 4 = zeros(numhid2, 1 ); W4_ 4 = zeros(numhid3, numhid2); 
B4_ 4 = zeros(numhid3, 1 ); W5_ 4 = zeros(numout2, numhid3); B5_ 4 = zeros(numout2, 1 ); end 
W3_ 1 = W3(1 :numhid2, :); W3_2 = W3(1 +numhid2:2*numhid2, :); 
W3_3 = W3(1 +2*numhid2:3*numhid2, :); W3_ 4 = W3(1 +3*numhid2:4*numhid2, :); 
B3_ 1 = B3(1 :numhid2, :); B3_2 = B3(1 +numhid2:2*numhid2, :); 
B3_3 = B3(1 +2*numhid2:3*numhid2, :); B3_ 4 = B3(1 +3*numhid2:4*numhid2, :); 
W4_ 1 = W4(1 :numhid3, :); W4_2 = W4(1 +numhid3:2*numhid3, :); 
W4_3 = W4(1 +2*numhid3:3*numhid3, :); W4_ 4 = W4(1 +3*numhid3:4*numhid3, :); 
B4_ 1 = B4(1 :numhid3, :); B4_2 = B4(1 +numhid3:2*numhid3, :) ;  
B4_3 = B4(1 +2*numhid3:3*numhid3, :); B4_ 4 = B4(1 +3*numhid3:4*numhid3, :) ;  
W5_ 1 = W5(1 :numout2, :) ;  W5_2 = W5(1 +numout2:2*numout2, :) ;  
W5_3 = W5(1 +2*numout2:3*numout2, :) ;  W5_ 4 = W5(1 +3*numout2:4*numout2, :); 
B5_1 = B5(1 :numout2, :) ; B5_2 = B5(1 +numout2:2*numout2, :); 
B5_3 = B5(1 +2*numout2:3*numout2, :); B5_ 4 = B5(1 +3*numout2:4*numout2, :); 
end 
% Train the network using LM for dose infinity greater than 500 cGy 
if size(ym 1 )  > 0 
figure(2); 
fprintf('\nTraining for alpha when Dinf>500 cGy.\n'); 
[W3_1 , B3_1 , W4_1 , B4_1 , W5_1 , B5_1 , epochs2_1 , TRLM2_1] = tlm3(W3_1 , B3_1 , F3, W4_1 , B4_1 , F4, W5_1 , 
B5_1 , F5, xn2_1 , ya1 ,  TP2_1 ); 
% LM tolerance criteria either met or not 
if epochs2_ 1 == maxepochs2 
fprintf('\n \n *** LM Training complete, no answer found!') 
fprintf('\n *** SSE = %e \n \n', min(TRLM2 _ 1 )) 
else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs2_ 1 )  
fprintf('\n *** SSE = %e \n \n', min(TRLM2_ 1 )) end 
% Tests the network with input file given and new weights/biases 
d1 = simuff(xn2_1 , W3_1 , B3_1 , F3, W4_1 , B4_1 , F4, W5_1 , B5_1 , F5); 
plot([ d 1 ; ya 1 ]') 
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title('Alpha prediction for Dinf>500 cGy') 
end 
% Train the network using LM for dose infinity between 100 and 500 cGy 
if size(ym2) > 0 
figure(3); 
fprintf('\nTraining for alpha when 100<Dinf<500 cGy.\n'); 
[W3_2, B3_2, W4_2, B4_2, W5_2, B5_2, epochs2_2, TRLM2_2] = tlm3(W3_2, B3_2, F3, W4_2, B4_2, F4, W5_2, 
B5_2, F5, xn2_2, ya2, TP2_2); 
% LM tolerance criteria either met or not 
if epochs2_2 == maxepochs2 
fprintf('\n \n *** LM Training complete, no answer found! ') 
fprintf('\n *** SSE = %e \n \n', min(TRLM2_2)) 
else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs2_2) 
fprintf('\n *** SSE = %e \n \n', min(TRLM2_2)) end 
% Tests the network with input file given and new weights/biases 
d2 = simuff(xn2_2, W3_2, B3_2, F3, W4_2, B4_2, F4, W5_2, B5_2, F5); 
plot([ d2; ya2]') 
title('Alpha prediction for 1 00<Dinf<500 cGy') 
end 
% Train the network using LM for dose infinity between 20 and 100 cGy 
if size(ym3) > 0 
figure(4); 
fprintf('\nTraining for alpha when 20<Dinf<1 00 cGy.\n'); 
[W3_3, B3_3, W4_3, B4_3, W5_3, B5_3, epochs2_3, TRLM2_3) = tlm3(W3_3, B3_3, F3, W4_3, B4_3, F4, W5_3, 
B5_3, F5, xn2_3, ya3, TP2_3); 
% LM tolerance criteria either met or not 
if epochs2_3 == maxepochs2 
fprintf('\n \n *** LM Training complete, no answer found!') 
fprintf('\n *** SSE = %e \n \n', min(TRLM2_3)) 
else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs2_3) 
fprintf('\n *** SSE = %e \n \n', min(TRLM2_3)) end 
% Tests the network with input file given and new weights/biases 
d3 = simuff(xn2_3, W3_3, B3_3, F3, W4_3, B4_3, F4, W5_3, B5_3, F5); 
plot([d3; ya3)') 
title('Alpha prediction for 20<Dinf<100 cGy') 
end 
% Train the network using LM for dose infinity between 5 and 20 cGy 
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if size(ym4) > 0 
figure(5); 
fprintf('\nTraining for alpha when 5<Dinf<20 cGy.\n'); 
[W3_ 4, B3_ 4, W4_ 4, B4_ 4, W5_ 4, B5_ 4, epochs2_ 4, TRLM2_ 4) = tlm3(W3_ 4, B3_ 4, F3, W4_ 4, B4_ 4, F4, W5_ 4, 
B5_ 4, F5, xn2_ 4, ya4, TP2_ 4) ; 
% LM tolerance criteria either met or not 
if epochs2_ 4 == maxepochs2 
fprintf('\n \n *** LM Training complete, no answer found!') 
fprintf('\n *** SSE = %e \n \n', min(TRLM2_ 4)) 
else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs2_ 4) 
fprintf('\n *** SSE = o/oe \n \n', min(TRLM2_ 4)) 
end 
% Tests the network with input file given and new weights/biases 
d4 = simuff(xn2_ 4, W3_ 4, 83_ 4, F3, W4_ 4, 84_ 4, F4, W5_ 4, 85_ 4, F5); 
plot([d4; ya4]') 
title('Alpha prediction for 5<Dinf<20 cGy') 
end 
% Make weights/biases in larger files so easier to send to testing file and save weights/biases 
W3 = [W3_ 1 ;  W3_2; W3_3; W3_ 4]; 83 = [83_ 1 ;  83_2; 83_3; 83_ 4]; 
W4 = [W4_ 1 ;  W4_2; W4_3; W4_ 4]; 84 = [84_ 1 ; 84_2; 84_3; 84_ 4]; 
W5 = [W5_ 1 ;  W5_2; W5_3; W5_ 4]; 85 = [85_ 1 ; 85_2; 85_3; 85_ 4]; 
eval(fsave ', wtfile2,' W3 83 W4 84 W5 B5 xm2_ 1 xm2_2 xm2_3 xm2_ 4 xs2_ 1 xs2_2 xs2_3 xs2_ 4 sc2 F3 F4 F51); 
% Training for Gamma 
fprintf('\nTraining for gamma: \n'); 
% Scale inputs for gamma 
if WTS == 'i' 
if sc2 == 'm' % mcuv scaling 
if size(ym 1 )  > 0 
[xn3_1 , xm3_1 , xs3_1 ] = zscore1 (xx1); end 
if size(ym2) > 0 
[xn3_2, xm3_2, xs3_2] = zscore1 (xx2); end 
if size(ym3) > O 
[xn3_3, xm3_3, xs3_3] = zscore1 (xx3); end 
if size(ym4) > 0 
[xn3_ 4, xm3_ 4, xs3_ 4) = zscore1 (xx4); end 
elseif sc2 == 'I' % linear scaling 
if size(ym1 )  > 0 
[xn3_ 1 ,  xm3_ 1 ,  xs3_ 1 ) = scale1 (xx1 ); end 
if size(ym2) > 0 
[xn3_2, xm3_2, xs3_2] = scale1 (xx2); end 
if size(ym3) > O 
[xn3_3, xm3_3, xs3_3] = scale1 (xx3); end 
if size(ym4) > 0 
[xn3_ 4, xm3_ 4, xs3_ 4) = scale1 (xx4); end 
else % no scaling 
if size(ym1 )  > 0 
xn3_ 1 = xx1 ; xm3_ 1 = D; xs3_ 1 = □; end 
if size(ym2) > 0 
xn3_2 = xx2; xm3_2 = □; xs3_2 = □; end 
if size(ym3) > 0 
xn3_3 = xx3; xm3_3 = □; xs3_3 = □; end 
if size(ym4) > 0 
xn3_ 4 = xx4; xm3_ 4 = □; xs3_ 4 = D; end 
end 
else % if retrain, use parameters from previous training session 
if sc2 == 'm' % mcuv scaling 
if size(ym 1 )  > 0 
xn3_1 = zscore1 (xx1 , xm3_1 , xs3_1 ); end 
if size(ym2) > 0 
xn3_2 = zscore1 (xx2, xm3_2, xs3_2); end 
if size(ym3) > 0 
xn3_3 = zscore1 (xx3, xm3_3, xs3_3); end 
if size(ym4) > 0 
xn3_ 4 = zscore1 (xx4, xm3_ 4, xs3_ 4); end 
elseif sc2 == 'I' % linear scaling 
if size(ym1 )  > 0 
xn3_1 = scale1 (xx1 , xm3_1 , xs3_1 ) ;  end 
if size(ym2) > 0 
xn3_2 = scale1 (xx2, xm3_2, xs3_2); end 
if size(ym3) > 0 
xn3_3 = scale1 (xx3, xm3_3, xs3_3); end 
if size(ym4) > O 
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xn3_ 4 = scale1 (xx4, xm3_ 4, xs3_ 4); end 
else % no scaling 
if size(ym1 )  > 0 
xn3_ 1 = xx1 ; xm3_ 1 = □; xs3_ 1 = □; end 
if size(ym2) > 0 
xn3_2 = xx2; xm3_2 = □: xs3_2 = □: end 
if size(ym3) > 0 
xn3_3 = xx3; xm3_3 = □; xs3_3 = □; end 
if size(ym4) > 0 
xn3_ 4 = xx4; xm3_ 4 = □: xs3_ 4 = □; end 
end 
end 
if size(ym 1) == 0 
xm3_ 1 = zeros(1 , numin2); xs3_ 1 = zeros(1 ,  numin2); end 
if size(ym2) == 0 
xm3_2 = zeros(1 , numin2); xs3_2 = zeros(1 ,  numin2); end 
if size(ym3) == 0 
xm3_3 = zeros(1 ,  numin2); xs3_3 = zeros(1 , numin2); end 
if size(ym4) == 0 
xm3_ 4 = zeros(1 ,  numin2); xs3_ 4 = zeros(1 ,  numin2); end 
% Transpose actual and targets & set training parameters for LM training 
if size(ym1 )  > 0 
xn3_1 = xn3_1 '; yg1 = yg1 '; 
TP3_1 = [epoch_disp, maxepochs3, tolerance2_1 , 0.0001 , 0.001 , 10, 0. 1 ,  1e10]; end 
if size(ym2) > 0 
xn3_2 = xn3_2'; yg2 = yg2'; 
TP3_2 = [epoch_disp, maxepochs3, tolerance2_2, 0.0001 , 0.001 , 1 0, 0.1 , 1 e10]; end 
if size(ym3) > 0 
xn3_3 = xn3_3'; yg3 = yg3'; 
TP3_3 = [epoch_disp, maxepochs3, tolerance2_3, 0.0001 , 0.001 , 10 ,  0.1 , 1e10]; end 
if size(ym4) > 0 
xn3_ 4 = xn3_ 4'; yg4 = yg4'; 
TP3_ 4 = [epoch_disp, maxepochs3, tolerance2_ 4, 0.0001 , 0.001 , 10, 0. 1 ,  1e10] ;  end 
% Initialize weights if not retraining for gamma prediction 
if WTS == 'i' 
if size(ym 1) > 0 
[W6_1 , B6_1 , W7_1 , B7_1 , W8_1 , 88_1 ] = initff(xn3_1 , numhid4, F6, numhid5, F7, numout2, F8); 
else 
W6_ 1 = zeros(numhid4, numin2); 86_ 1 = zeros(numhid4, 1 ); W7 _ 1 = zeros(numhid5, numhid4); 
B7 _ 1 = zeros(numhid5, 1); W8_ 1 = zeros(numout2, numhid5); B8_ 1 = zeros(numout2, 1 ); end 
if size(ym2) > 0 
[W6_2, B6_2, W7 _2, 87 _2, W8_2, B8_2) = initff(xn3_2, numhid4, F6, numhid5, F7, numout2, F8); 
else 
W6_2 = zeros(numhid4, numin2); B6_2 = zeros(numhid4, 1 ); W7 _2 = zeros(numhid5, numhid4); 
B7 _2 = zeros(numhid5, 1 ); W8_2 = zeros(numout2, numhid5); 88_2 = zeros(numout2, 1 ); end 
if size(ym3) > 0 
[W6_3, 86_3, W7 _3, B7 _3, W8_3, 88_3] = initff(xn3_3, numhid4, F6, numhid5, F7, numout2, F8); 
else 
W6_3 = zeros(numhid4, numin2); B6_3 = zeros(numhid4, 1 ); W7_3 = zeros(numhid5, numhid4); 
87_3 = zeros(numhid5, 1 ); W8_3 = zeros(numout2, numhid5); 88_3 = zeros(numout2, 1 ); end 
if size(ym4) > 0 
[W6_ 4, 86_ 4, W7 _ 4, B7 _ 4, W8_ 4, 88_ 4) = initff(xn3_ 4, numhid4, F6, numhid5, F7, numout2, F8); 
else 
else 
W6_ 4 = zeros(numhid4, numin2); 86_ 4 = zeros(numhid4, 1 ); W7 _ 4 = zeros(numhid5, numhid4); 
87 _ 4 = zeros(numhid5, 1 ); W8_ 4 = zeros(numout2, numhid5); 88_ 4 = zeros(numout2, 1 ); end 
W6_ 1 = W6(1 :numhid4, :); W6_2 = W6(1 +numhid4:2*numhid4, :); 
W6_3 = W6(1+2*numhid4:3*numhid4, :); W6_ 4 = W6(1 +3*numhid4:4*numhid4, :); 
B6_1 = 86(1 :numhid4, :); 86_2 = B6(1+numhid4:2*numhid4, :); 
B6_3 = 86(1 +2*numhid4:3*numhid4, :); 86_ 4 = B6(1 +3*numhid4:4*numhid4, :); 
W7 _ 1 = W7(1 :numhid5, :); W7 _2 = W7(1 +numhid5:2*numhid5, :); 
W7 _3 = W7(1 +2*numhid5:3*numhid5, :); W7 _ 4 = W7(1 +3*numhid5:4*numhid5, :); 
87_1 = 87( 1 :numhid5, :); B7_2 = 87(1 +numhid5:2*numhid5, :); 
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87 _3 = 87(1 +2*numhid5:3*numhid5, :); 87 _ 4 = 87(1 +3*numhid5:4*numhid5, :); 
W8_ 1 = W8(1 :numout2, :); W8_2 = W8(1 +numout2:2*numout2, :); 
W8_3 = W8(1 +2*numout2:3*numout2, :); W8_ 4 = W8(1 +3*numout2:4*numout2, :); 
B8_ 1 = B8(1 :numout2, :); B8_2 = 88(1 +numout2:2*numout2, :); 
B8_3 = B8( 1 +2*numout2:3*numout2, :); 88_ 4 = B8(1 +3*numout2:4*numout2, :); 
end 
% Train the network using LM for dose infinity greater than 500 cGy 
if size(ym1 )  > 0 
figure(6); 
fprintf('\nTraining for gamma when Dinf>500 cGy.\n'); 
[W6_1 , B6_1 , W7_1 , B7_1 , W8_1 , B8_1 , epochs3_1 , TRLM3_1 ] = tlm3(W6_1 , B6_1 , F6, W7_1 , B7_1 , F7, W8_1 , 
B8_ 1 ,  F8, xn3_ 1 ,  yg1 ,  TP3_ 1 ) ;  
% LM tolerance criteria either met or not 
if epochs3 _ 1 == maxepochs3 
fprintf('\n \n ••• LM Training complete, no answer found! ') 
fprintf('\n *** SSE = %e \n \n', min(TRLM3_ 1 )) 
else 
fprintf('\n ••• LM Training complete after %0.f epochs! ***', epochs3 _ 1 )  
fprintf('\n ••• SSE = % e  \n \n', min(TRLM3_1 )) end 
% Tests the network with input file given and new weights/biases 
h1 = simuff(xn3_1 , W6_1 , 86_1 , F6, W7_1 , B7_1 , F7, W8_1 , B8_1 , F8); 
plot([h1 ;  yg1 ]') 
title('Gamma prediction for Dinf>S00 cGy') 
end 
% Train the network using LM for dose infinity between 100 and 500 cGy 
if size(ym2) > 0 
figure(7); 
fprintf('\nTraining for gamma when 100<Dinf<500 cGy.\n'); 
[W6_2, B6_2, W7 _2, B7 _2, W8_2, 88_2, epochs3_2, TRLM3_2] = tlm3(W6_2, 86_2, F6, W7 _2, B7 _2, F7, W8_2, 
B8_2, F8, xn3_2, yg2, TP3_2); 
% LM tolerance criteria either met or not 
if epochs3_2 == maxepochs3 
fprintf('\n \n ••• LM Training complete, no answer found!') 
fprintf('\n *** SSE = %e \n \n', min(TRLM3_2)) 
else 
fprintf('\n ••• LM Training complete after %0.f epochs! ••••. epochs3_2) 
fprintf('\n ••• SSE = %e \n \n', min(TRLM3_2)) end 
% Tests the network with input file given and new weights/biases 
h2 = simuff(xn3_2, W6_2, B6_2, F6, W7 _2, B7 _2, F7, W8_2, B8_2, F8); 
plot([h2; yg2]') 
title('Gamma prediction for 1 00<Dinf<500 cGy') 
end 
% Train the network using LM for dose infinity between 20 and 1 00 cGy 
if size(ym3) > 0 
figure(8); 
fprintf('\nTraining for gamma when 20<Dinf<1 00 cGy.\n'); 
[W6_3, 86_3, W7 _3, B7 _3, W8_3, B8_3, epochs3_3, TRLM3_3] = tlm3(W6_3, B6_3, F6, W7 _3, B7 _3, F7, W8_3, 
B8_3, F8, xn3_3, yg3, TP3_3); 
% LM tolerance criteria either met or not 
if epochs3_ 3 == maxepochs3 
fprintf('\n \n ••• LM Training complete, no answer found!') 
fprintf('\n ••• SSE = %e \n \n', min(TRLM3_3)) 
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else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs3_3) 
fprintf('\n *** SSE = %e \n \n', min(TRLM3_3)) end 
% Tests the network with input file given and new weights/biases 
h3 = simuff(xn3_3, W6_3, B6_3, F6, W7 _3, B7 _3, F7, W8_3, B8_3, F8); 
plot([h3; yg3)') 
title('Gamma prediction for 20<Dinf<100 cGy') 
end 
% Train the network using LM for dose infinity between 5 and 20 cGy 
if size(ym4) > 0 
figure(9); 
fprintf('\nTraining for gamma when 5<Dinf<20 cGy.\n'); 
[W6_ 4, B6_ 4, W7 _ 4, B7 _ 4, W8_ 4, B8_ 4, epochs3_ 4, TRLM3_ 4) = tlm3(W6_ 4, B6_ 4, F6, W7 _ 4, B7 _ 4, F7, W8_ 4, 
B8_ 4, F8, xn3_ 4, yg4, TP3_ 4); 
% LM tolerance criteria either met or not 
if epochs3_ 4 == maxepochs3 
fprintf('\n \n *** LM Training complete, no answer found! ') 
fprintf('\n *** SSE = %e \n \n', min(TRLM3_ 4)) 
else 
fprintf('\n *** LM Training complete after %0.f epochs! ***', epochs3_ 4) 
fprintf('\n *** SSE = %e \n \n', min(TRLM3 _ 4)) 
end 
% Tests the network with input file given and new weights/biases 
h4 = simuff(xn3_ 4, W6_ 4, B6_ 4, F6, W7 _ 4, B7 _ 4, F7, W8_ 4, B8_ 4, F8); 
plot([h4; yg4)') 
title('Gamma prediction for 5<Dinf<20 cGy') 
end 
% Make weights/biases in larger files so easier to send to testing file and save weights/biases 
W6 = [W6_1 ; W6_2; W6_3; W6_4]; B6 = [B6_1 ; B6_2; B6_3; B6_4); 
W7 = [W7_1 ; W7_2; W7_3; W7_ 4]; B7 = [B7_1 ; B7_2; B7_3; B7_4); 
W8 = [W8_ 1 ;  W8_2; W8_3; W8_ 4]; B8 = [B8_ 1 ;  B8_2; B8_3; B8_ 4] ; 
eval(['save ', wtfile3,' W6 B6 W7 B7 W8 B8 xm3_ 1 xm3_2 xm3_3 xm3_ 4 xs3_ 1 xs3_2 xs3_3 xs3_ 4 sc3 F6 F7 F8']); 
fprintf(' *** Output with weights/biases for dose infinity is: %s.mat *** \n ', wtfile1 ); 
fprintf(' *** Output with weights/biases for alpha is: %s.mat *** \n ' , wtfile2); 
fprintf(' *** Output with weights/biases for gamma is: %s.mat *** \n ', wtfile3); 
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% file that uses weights from first simulated data or actual data set to test a second simulated data or actual data set; 
% 




% Inputs into testing program (only for simulated data, not actual data): data - file with input and output data in form to be 
% separated here; vecfile* - weights/biases in three files split between each parameter 
data = input('Enter the filename of input/output data: ', 's'); eval(['load ', data]); 
vecfile1 = input('Enter the filename of all weights/biases for dose infinity: ', 's'); eval(['load ', vecfile1]); 
vecfile2 = input('Enter the filename of all weights/biases for alpha: ', 's'); eval(['load ', vecfile2]); 
vecfile3 = input('Enter the filename of all weights/biases for gamma: ', 's'); eval(rload ', vecfile3]); 
% Separate the weights/biases for alpha/gamma into individual components 
w3Ien = length(W3)/4; w4Ien = length(W4)/4; w5Ien = min(size(W5))/4; 
w61en = length(W6)/4; w71en = length(W7)/4; w81en = min(size(W8))/4; 
W3_ 1 = W3(1 :w3Ien, :) ; W3_2 = W3(1 +w3Ien:2*w3Ien, :); 
W3_3 = W3(1 +2*w31en:3*w3Ien, :); W3_ 4 = W3(1 +3*w3Ien:4*w3Ien, :); 
B3_1 = B3(1 :w31en, :); B3_2 = B3(1 +w3Ien:2*w3Ien, :); 
B3_3 = B3(1 +2*w3Ien:3*w3Ien, :); B3_ 4 = B3(1 +3*w3Ien:4*w3Ien, :); 
W4_ 1 = W4(1 :w4Ien, :); W4_2 = W4(1 +w4Ien:2*w4Ien, :); 
W4_3 = W4(1+2*w4Ien:3*w41en, :); W4_ 4 = W4(1 +3*w4Ien:4*w4Ien, :); 
B4_1 = B4(1 :w4Ien, :); B4_2 = B4(1 +w4Ien:2*w4Ien, :) ; 
B4_3 = B4(1 +2*w4Ien:3*w4Ien, :) ; B4_ 4 = B4(1 +3*w4Ien:4*w4Ien, :); 
W5_ 1 = W5(1 :w5Ien, :); W5_2 = W5(1 +w5Ien:2*w5Ien, :); 
W5_3 = W5(1+2*w51en:3*w5Ien, :); W5_ 4 = W5(1 +3*w5Ien:4*w5Ien, :); 
B5_ 1 = B5(1 :w5Ien, :); B5_2 = B5(1 +w5Ien:2*w5Ien, :); 
B5_3 = B5(1 +2*w5Ien:3*w51en, :); B5_ 4 = B5(1 +3*w5Ien:4*w51en, :); 
W6_ 1 = W6(1 :w6Ien, :) ; W6_2 = W6(1 +w6Ien:2*w6Ien, :); 
W6_3 = W6(1 +2*w6Ien:3*w6Ien, :); W6_ 4 = W6(1 +3*w6Ien:4*w61en, :); 
B6_1 = B6(1 :w6Ien, :); B6_2 = B6(1 +w6Ien:2*w6Ien, :); 
B6_3 = B6(1 +2*w6Ien:3*w61en, :) ; B6_ 4 = B6(1 +3*w6Ien:4*w6Ien, :); 
W7 _ 1 = W7(1 :w7Ien, :); W7 _2 = W7(1 +w71en:2*w7Ien, :); 
W7 _3 = W7(1 +2*w7Ien:3*w7Ien, :); W7 _ 4 = W7(1 +3*w71en:4*w7Ien, :); 
B7_1 = B7(1 :w7Ien, :); B7_2 = B7(1 +w71en:2*w7Ien, :); 
B7 _3 = B7(1 +2*w7Ien:3*w71en, :); B7 _ 4 = B7(1 +3*w7Ien:4*w7Ien, :); 
W8_ 1 = W8(1 :w8Ien, :) ; W8_2 = W8(1 +w8Ien:2*w8Ien, :); 
W8_3 = W8(1 +2*w8Ien:3*w81en, :); W8_ 4 = W8(1 +3*w8Ien:4*w8Ien, :); 
B8_ 1 = B8(1 :w8Ien, :); B8_2 = B8(1+w8Ien:2*w8Ien, :) ; 
B8_3 = B8(1 +2*w8Ien:3*w8Ien, :); B8_4 = B8(1 +3*w8Ien:4*w8Ien, :) ; 
spelen = length(x); 
ALL_YM = □; ALL_YA = □; ALL_YG = □; 
for i = O:n-1 
X = x(i+1 , :); T = t(i+1 ,  :); 
[KEEPDOSE, KEEPTIME, Ddinf, Dag, dinf, Tdinf, Tag] = multslope(X, T); 
len_KD = length(KEEPDOSE); 
TotalBESTYM = □; TotalBESTYA = □; TotalBESTYG = □; TotalBESTT = □; 
for j = O:len_KD 
DoseDinf = DdinfO*spelen+1 :0+1 )*spelen, :); DoseAG = DagO*spelen+1 :0+1 )*spelen, :); 
DINF = dinfO*spelen+1 :0+1 )*spelen, :); 
TimeDinf = TdinfO*spelen+1 :0+1 )*spelen, :); TimeAG = TagO*spelen+1 :0+1 )*spelen, :); 
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if sc1 == 'm' % reverse scaling for dose infinity 
XM = zscore1 (DoseDinf, xm, xs); 
elseif sc1 == 'I' 
XM = scale1 (DoseDinf, xm, xs); 
else 
XM = DoseDinf; 
end 
doseinf = simuff(XM', W1 , B1 , F1 , W2, B2, F2); % testing for doseinf 
YM = □; 
for k = 1 :spelen 
if doseinf(k) < 0 
YM = [YM 0.0000001); 
else 
YM = [YM doseinf(k)]; 
end 
end 
newYM = YM'; 
BESTYM = □; BESTT = □; DoseSORT = □; 
for ii = 1 :spelen % selecting points with matching times from dinf and a/g 
for li = 1 :spelen 
if TimeDinf(ii, 5) == TimeAG(li, 5) 
BESTYM = [BESTYM newYM(ii)]; BESTT = [BESTT TimeDinf(ii, 5)]; 




TotalBESTYM = [TotalBESTYM; BESTYM]; TotalBESTT = [TotalBESTT; BESTT]; 
YA = □ ; YG = □; 
for k = 1 : length(BESTYM) 
if sc2 == 'm' % reverse scaling for alpha 
if BESTYM(k) >= 500 
XA1 = zscore1 (DoseSORT, xm2_1 , xs2_1 ) ;  
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
XA2 = zscore1 (DoseSORT, xm2_2, xs2_2); 
elseif 20 <= BESTYM(k) & BESTYM(k) < 1 00 
XA3 = zscore1 (DoseSORT, xm2_3, xs2_3); 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 
XA4 = zscore1 (DoseSORT, xm2_ 4, xs2_ 4); 
end 
elseif sc2 == 'I' 
if BESTYM(k) >= 500 
XA1 = scale1 (DoseSORT, xm2_1 , xs2_1 ) ;  
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
XA2 = scale1 (DoseSORT, xm2_2, xs2_2); 
elseif 20 <= BESTYM(k) & BESTYM(k) < 1 00 
XA3 = scale1 (DoseSORT, xm2_3, xs2_3); 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 
XA4 = scale 1 (DoseSORT, xm2_ 4, xs2_ 4); 
end 
else 
if BESTYM(k) >= 500 
XA 1 = DoseSORT; 
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
XA2 = DoseSORT; 
elseif 20 <= BESTYM(k) & BESTYM(k) < 1 00 
XA3 = DoseSORT; 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 
XA4 = DoseSORT; 
end 
end 
if BESTYM(k) >= 500 % testing for alpha 
YA1 = simuff(XA1 ', W3_1 , B3_1 , F3, W4_1 , B4_1 , F4, W5_1 , B5_1 , F5); 
if YA1(k) < 0 
YA = [YA 0.0000001 ]; 
elseif YA1(k) > 8 
YA = [YA 8]; 
else 
YA = [YA YA1 (k)]; 
end 
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
YA2 = simuff(XA2', W3_2, B3_2, F3, W4_2, B4_2, F4, W5_2, B5_2, F5); 
if YA2(k) < 0 
YA = [YA 0.0000001] ;  
elseif Y A2(k) > 8 
YA = [YA 8] ; 
else 
YA = [YA YA2(k)]; 
end 
elseif 20 <= BESTYM(k) & BESTYM(k) < 1 00 
YA3 = simuff(XA3', W3_3, B3_3, F3, W4_3, B4_3, F4, W5_3, B5_3, F5); 
if YA3(k) < 0 
YA = [YA 0.0000001 ]; 
elseif YA3(k) > 8 
YA = [YA 8] ; 
else 
YA = [YA YA3(k)]; 
end 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 
YA4 = simuff(XA4', W3_ 4, B3_ 4, F3, W4_ 4, B4_ 4, F4, W5_ 4, B5_ 4, F5); 
if YA4(k) < 0 
YA = [YA 0.0000001] ;  
elseif YA4(k) > 8 
YA = [YA 8]; 
else 
YA = [YA YA4(k)]; 
end 
end 
if sc3 == 'm' % reverse scaling for gamma 
if BESTYM(k) >= 500 
XG1 = zscore1 (DoseSORT, xm3_1 , xs3_1 ); 
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
XG2 = zscore1 (DoseSORT, xm3_2, xs3_2); 
elseif 20 <= BESTYM(k) & BESTYM(k) < 1 00 
XG3 = zscore1 (DoseSORT, xm3_3, xs3_3); 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 
XG4 = zscore1(DoseSORT, xm3_ 4, xs3_ 4); 
end 
elseif sc3 == 'I' 
if BESTYM(k) >= 500 
XG1 = scale1 (DoseSORT, xm3_1 , xs3_1 ); 
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
XG2 = scale1 (DoseSORT, xm3_2, xs3_2); 
elseif 20 <= BESTYM(k) & BESTYM(k) < 100 
XG3 = scale1 (DoseSORT, xm3_3, xs3_3); 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 
XG4 = scale1 (DoseSORT, xm3_ 4, xs3_ 4); 
end 
else 
if BESTYM(k) >= 500 
XG1 = DoseSORT; 
elseif 1 00 <= BESTYM(k) & BESTYM(k) < 500 
XG2 = DoseSORT; 
elseif 20 <= BESTYM(k) & BESTYM(k) < 1 00 
XG3 = DoseSORT; 
elseif 5 <= BESTYM(k) & BESTYM(k) < 20 




if 8ESTYM(k) >= 500 % testing for gamma 
YG1 = simuff(XG1 ', W6_1 , 86_1 , F6, W7_1 , 87_1 , F7, W8_1 , 88_1 , F8) ; 
if YG1 (k) < 0 
YG = [YG 0.0000001] ;  
elseif YG1 (k) > 8 
YG = [YG 8]; 
else 
YG = [YG YG1 (k)]; 
end 
elseif 1 00 <= 8ESTYM(k) & 8ESTYM(k) < 500 
YG2 = simuff(XG2', W6_2, 86_2, F6, W7_2, 87_2, F7, W8_2, 88_2, F8); 
if YG2(k) < 0 
YG = [YG 0.0000001 ]; 
elseif YG2(k) > 8 
YG = [YG 8]; 
else 
YG = [YG YG2(k)]; 
end 
elseif 20 <= 8ESTYM(k) & 8ESTYM(k) < 1 00 
YG3 = simuff(XG3', W6_3, 86_3, F6, W7 _3, 87 _3, F7, W8_3, 88_3, F8); 
if YG3(k) < 0 
YG = [YG 0.0000001 ]; 
elseif YG3(k) > 8 
YG = [YG 8]; 
else 
YG = [YG YG3(k)]; 
end 
elseif 5 <= 8ESTYM(k) & 8ESTYM(k) < 20 
YG4 = simuff(XG4', W6_ 4, 86_ 4, F6, W7 _ 4, 87 _ 4, F7, W8_ 4, 88_ 4, F8); 
if YG4(k) < 0 
YG = [YG 0.0000001] ;  
elseif YG4(k) > 8 
YG = [YG 8]; 
else 
YG = [YG YG4(k)]; 
end 
end 
if 8ESTYM(k) < 5 
YA = [YA 0.0000001]; YG = [YG 0.0000001] ;  
end 
end 
BE STY A = YA; BESTYG = YG; 
TotalBESTYA = [TotalBESTYA; 8ESTYA] ; TotalBESTYG = [Total8ESTYG; BESTYG]; 
tt = TimeDinf(:, 5); d = DoseDinf( : ,  5); 
if j == 0 
TTT = tt; D = d; len_TT = O; len_TT2 = O; 
elseif j == 1 
ttt = tt+KEEPTIME(j); dd = d+KEEPDOSE(j); 
len_ TTT = length(TTT); 
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TT = □: DD = □; 
for k = 1 :len_ TTT 
if TTT(k) < ttt(1 )  
TT = [TT; TTT(k)]; D D  = [DD; D(k)]; 
end 
end 
TTT = [TT; ttt] ; D = [DD; dd]; len_TT = length{TT); len_TT2 = O; 
else 
ttt = tt+KEEPTIME(j); dd = d+KEEPDOSE(j); len_ TTT = length(TTT); TT = □; DD = □; 
for k = 1 :len TTT 
if TTT(k) <ttt(1 )  
TT = [TT; TTT(k)]; DD = [DD; D(k)]; 
end 
end 
TTT = [TT; ttt]; D = [DD; dd] ; len_ TT2 = len9th(TT); 
end 
ALL_YM = [ALL_YM; TotalBESTYM]; ALL_YA = [ALL_YA; TotalBESTYA]; ALL_YG = [ALL_YG; TotalBESTYG]; 
end 
fprintf('\nEvent %9 , \n', i+1 )  
i f  len_KD == 1 
fprintf('A second rise occurs at %9 cGy and %9 days.\n', KEEPDOSE(1 ), KEEPTIME(1 )); 
elseif len_KD == 2 
fprintf('A second rise occurs at %9 cGy and %9 days, and \n', KEEPDOSE(1 ), KEEPTIME(1 )); 
fprintf(' a third rise occurs at %9 cGy and %9 days.\n', KEEPDOSE(2), KEEPTIME(2)); 
end 
len_D = len9th(D); 
K = 1 ;  
[w1 , ww1 , www1] = weibull9raph3(TotaIBESTYM(: ,  2), TotalBESTYA(:,  2), TotalBESTYG(:, 2), TTT, len_D, len_TT, 
len_TT2, KEEPDOSE, KEEPTIME, K, D); 
[w2, ww2, www2] = weibull9raph3(TotaIBESTYM(: ,  4), TotalBESTYA(: ,  4), TotalBESTYG(: , 4), TTT, len_D, len_TT, 
len_ TT2, KEEPDOSE, KEEPTIME, K, D); 
[w3, ww3, www3] = weibull9raph3(TotalBESTYM(: ,  6), TotalBESTYA(:, 6), TotalBESTYG(:, 6), TTT, len_D, len_TT, 
len_ TT2, KEEPDOSE, KEEPTIME, K, D); 
[w4, ww4, www4] = weibull9raph3(TotaIBESTYM(:, 8), TotalBESTYA(:, 8), TotalBESTYG(:, 8), TTT, len_D, len_TT, 
len_ TT2, KEEPDOSE, KEEPTIME, K, D); 
[w5, ww5, www5] = weibull9raph3(TotalBESTYM(:, 1 0), TotalBESTYA(:, 1 0), TotalBESTYG(: , 1 0), TTT, len_D, len_TT, 
len_TT2, KEEPDOSE, KEEPTIME, K, D); 
[w1 0, ww1 0, www1 0] = weibull9raph3(TotalBESTYM(:, 20), TotalBESTYA(: ,  20), TotalBESTYG(:, 20), TTT, len_D, 
len_TT, len_TT2, KEEPDOSE, KEEPTIME, K, D); 
len = length(KEEPDOSE); 
fi9ure(i+1 ); 
if len == 0 
plot(TTT, w1 , ':r', TTT, w2, ':9', TTT, w3, ':b', TTT, w4, '-c', TTT, w5, '-m', TTT, w1 0, '-k', TTT, D, '.c') 
title('Testin9 actual data'); xlabel('Time (days)'); ylabel('Dose (cGy)'); le9end('f1 ', 'f2', 'f3', 'f4', 'f5', 'f10', 'actual'); 
elseif len == 1 
ft1 = TTT(1 :len_ TT); ft2 = TTT(1 :len_D); fD1 = D(1 :len_ TT); fD2 = D(1 :len_D); 
subplot(2, 1 ,  1 ); 
plot(ft1 , w1 , ':r', ft1 ,  w2, ':9', ft1 , w3, ':b', ft1 ,  w4, '-c', ft1 , w5, '-m', ft1 , w1 0, '-k', ft1 , fD1 ,  '.c') 
title('Testin9 actual data'); ylabel('Dose (cGy)'); 
subplot(2, 1 ,2); 
plot(ft2, ww1 , ':r' , ft2, ww2, ':9', ft2, ww3, ':b', ft2, ww4, '-c', ft2, ww5, '-m', ft2, ww1 0, '-k', ft2, fD2, '.c') 
xlabel('Time (days)'); ylabel('Dose (cGy)'); le9end('f1 ', 'f2', 'f3', 'f4', 'f5', 'f1 0', 'actual'); 
elseif len == 2 
ft1 = TTT(1 :len_ TT); ft2 = TTT(1 :len_ TT2); ft3 = TTT(1 :len_D); 
fD1 = D(1 :ten_ TT); fD2 = D(1 :len_ TT2); fD3 = D(1 :len_D); 
subplot(3, 1 ,  1 ); 
plot(ft1 , w1 , ':r', ft1 , w2, ':9', ft1 , w3, ':b', ft1 ,  w4, '-c', ft1 , w5, '-m', ft1 , w1 0, '-k', ft1 ,  fD1 ,  '.c') 
title('Testin9 actual data'); ylabel('Dose (cGy)'); 
subplot(3, 1 ,2); 
plot(ft2, ww1 , ':r', ft2, ww2, ':9', ft2, ww3, ':b', ft2, ww4, '-c', ft2, ww5, '-m', ft2, ww1 0, '-k', ft2, fD2, '.c') 
ylabel('Dose (cGy)'); 
subplot(3, 1 ,3); 
plot(ft3, www1 , ':r', ft3, www2, ':9', ft3, www3, ':b', ft3, www4, '-c', ft3, www5, '-m', ft3, www1 0, '-k', ft3, fD3, '.c') 
xlabel('Time (days)'); ylabel('Dose (cGy)'); le9end('f1 ', 'f2', 'f3', 'f4', 'f5', 'f1 0', 'actual'); 
end 
K = 2; 
k = input(Which forecast do you want times/doses above certain low dose rate limits? [1 -20]: '); 
weibull9raph3(TotalBESTYM(:, k), TotalBESTYA(:, k), TotalBESTYG(:, k), TTT, len_D, len_TT, len_TT2, KEEPDOSE, 
KEEPTIME, K, D); 
end 
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8.3. stdnnprocess. m: function to create STDNN and TONN data matrices 
%%%%%%% 
% 
% FUNCTION: stdnnprocess.m 
% 
% inputs: x -- dose vector; k -- signature for either stdnn or tdnn 
% outputs: y - dose matrix 
% 
% Sampling the data to be used in a STDNN (Dinf) and TDNN (alpha/gamma) 
% 
% STDNN based on programs by Hines and Tehrani (Hines, 2001 ; Tehrani, 1 998) 
% 
%%%%%%% 
function y = stdnnprocess(x, k) 
len = length(x); 
y = zeros(len/8, 5) ; 
if k == 1 
for i = 8:8:len % data for stdnn (varying time delays) 
y(i/8, 1 ) = x(i/8); 
y(i/8, 2) = x(i/8*2); 
y(i/8, 3) = x(i/8*3); 
y(i/8, 4) = x(i/8*4); 
y(i/8, 5) = x(i/8*5); 
end 
else 
for i = 8:8: len % data for tdnn (equal time delays) 
y(i/8 , 1 ) = x(i/8); 
y(i/8, 2) = x(i/8+1 ) ;  
y(i/8, 3)  = x(i/8+2); 
y(i/8, 4) = x(i/8+3); 




8.4. interp_process.m: function to interpolate between data points. 
%%%%%%% 
% 
% FUNCTION: interp_process.m 
% 
% inputs: a (time data), b (dose data), DATA (signature for what type of interpolation to perform; = 1 -- 100x1 for 
% determining slope in multslope.m; =2,3 - 100x5 for dose/time in training/testing 
% 
% outputs: sy (dose data for dose infinity), ssy (dose data for alpha/gamma), yx (dose infinity), T (time data for dose 
% infinity), TT (time data for alpha/gamma) 
% 
% Determines the dose points (either 100x1 or 1 00x5 depending on when the function has been called) 
% 
%%%%%%% 
function [sy, ssy, yx, T, TT] = interp_process(a, b, DATA) 
if DATA ~= 3 
a = [a 9.9875]; % add end time so that the points will concentrate at the asymptote 
else % dose inf. training 
len_a = length(a); amax = a(len_a); 
if amax < 5 
a = [a 9.9875); 
len_b = length(b); bmax = b(len_b)+0. 1 ;  
b = [b bmax); 
end 
end 
u1 = [b; a]; % data to determine dose values 
% Interpolate the data points to have nn points 
if DATA == 1 




% interpolation scheme for u1  
i f  u1 (2, 1 )  -= 0 % addition of (0,0) if there is no O time point 
u1 = [O u1 (1 ,:); O u1 (2,:)]; 
end 
[row, col] = size(u1 ) ;  
tmax = u1 (row, col); % maximum time value 
for i = 1 :nn % determining times based on tmax 
times(i) = tmax * i / nn; 
end 
for i = 1 :col-1 % determination of slope & intercept for interpolation 
SLOPE(i) = (u1 (2,i+ 1 ) - u1 (2,i)) / (u1 (1 ,i+ 1 ) - u1 (1 ,i)); 
INT(i) = u1 (2,i) - SLOPE(i) * u1  (1 ,i); 
end 
for i = 1 :nn % interpolation 
for j = 1 :col-1 
if times(i) > u1 (2,j) & times(i) <= u1 (2,j+1 )  




% call function stdnnprocess.m to do the sampling of the dose data 
if DATA == 1 
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sy = p; % dose and time values 
T = times; 
yx = □; ssy = O; TT = O; % empty because not needed 
else 
k = 1 ;  
sy = stdnnprocess(p', k); % data for training/testing dose infinity 
pmax = p(length(p)); 
yx = ones(length(p)/8, 1 )  * pmax; % the dose infinity for the event 
k = 2; 
ssy = stdnnprocess(p', k); 
k = 1 ;  
T = stdnnprocess(times', k) ; 
k = 2; 
% data for training/testing alpha/gamma 
% time points for dose infinity 
TT = stdnnprocess(times', k); 
end 
% time points for alpha/gamma 
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8.5. multslope.m: function to determine if a multiple-rise event has occurred. 
%%%%%%% 
% 
% FUNCTION: multslope.m 
% 
% inputs: DOSE, TIME 
% outputs: KEEPDOSE, KEEPTIME, Ddinf - doses for dose infinity train/test, Dag - doses for alpha/gamma train/test, 
% dinf -- dose infinity values, Tdinf - times for dose infinity, Tag - times for alpha/gamma 
% 
% Determines if a multiple rise event has occurred by determining if there is an increase in slope; Determines the doses 
% and times based on how many rises have occurred (KEEPDOSE = 0, normal; = 1 ,  a second rise; = 2, a third rise) 
% 
%%%%%%% 
function [KEEPDOSE, KEEPTIME, Ddinf, Dag, dinf, Tdinf, Tag) = multslope(DOSE, TIME) 
N = length(DOSE); 
for j = 1 :N-1 % determining slope between dose points 
slopeO) = (DOSE0+1 ) - DOSEO)) / (TIME0+1) - TIMEO)); 
end 
KD1 = □; KD2 = □; KT1 = □; KT2 = □; 
for j = 1 :N-4 % determining if a large increase has occurred 
if abs(slopeO)) <= 8 & abs(slope0+1 )) <= 8 & abs(slope0+2)) <= 8 & TIME0+3) >= 0.5 
if abs(slope0+3)) >= 8 
KD1 = [KD1 DOSE0+2)]; % keeping the value at slope increase 
KT1 = [KT1 TIME0+2)]; 
end 
end 
if abs(slopeO)) >= abs(slope0+1 )) & abs(slope0+1 )) >= abs(slope0+2)) & TIME0+3) >=0.5 
if abs(slope0+3)) >= 4*abs(slope0+2)) & abs(slope0+3)) > 1 0  
KD2 = [KD2 DOSE0+2)]; 
KT2 = [KT2 TIME0+2)]; 
end 
elseif abs(slopeO)) >= 1 .005*abs(slope0+1)) & TIME0+2) >= 0.5 
if abs(slope0+2)) >= 1 .5*abs(slope0+1 )) & abs(slope0+1)) >= 1 00 & abs(slope0+2)) > 1 0  
KD2 = [KD2 DOSE0+1 )]; 




KEEPDOSE = KD1 ;  KEEPTIME = KT1 ;  
for i = 1 :length(KD1 )  
for j = 1 :length(KD2) 
if KD20) > KD1 (i) 
KEEPDOSE = [KEEPDOSE KD20)]; 




if length(KD1)  == 0 
if length(KD2) ~= 0 
KEEPDOSE = KD2; 
KEEPTIME = KT2; 
end 
end 
len_KD = length(KEEPDOSE); 
D = □; T = □; D2 = □; T2 = □; D3 = □; T3 = □; 
if len KD == 0 
D ; DOSE; 
% normal dose-time profile 
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T = TIME; 
elseif len_KD == 1 
for k =  1 :N 
if TIME(k) <= KEEPTIME(1)  % first (nonnal) rise 
D = [D DOSE(k)]; 
T = [T TIME(k)]; 
else % second rise (moving axis) 
D2 = [D2 DOSE(k)-KEEPDOSE(1 )] ; 
T2 = [T2 TIME(k)-KEEPTIME(1 )] ;  
end 
end 
elseif len_KD == 2 
for k =  1 :N 
if TIME(k) <= KEEPTIME(1 ) % first (nonnal) rise 
D = [D DOSE(k)]; 
T = [T TIME(k)]; 
elseif KEEPTIME(1 )  < TIME(k) & TIME(k) <= KEEPTIME(2) % second rise 
D2 = [D2 DOSE(k)-KEEPDOSE(1 )] ;  
T2 = [T2 TIME(k)-KEEPTIME(1)] ;  
elseif TIME(k) > KEEPTIME(2) % third rise 
D3 = [D3 DOSE(k)-KEEPDOSE(2)]; 




DATA = 3; 
% Sending dose/time data to interp_process.m in order to interpolate further and to get data into stdnn and tdnn fonnats 
if size(D3) -= 0 % if three rises 
[sy, ssy, yx, t, tt] = interp_process(T, D, DATA); 
[sy2, ssy2, yx2, t2, tt2] = interp_process(T2, D2, DATA); 
[sy3, ssy3, yx3, t3, tt3] = interp_process(T3, D3, DATA); 
Ddinf = [sy; sy2; sy3]; Dag = [ssy; ssy2; ssy3]; dinf = [yx; yx2; yx3]; 
Tdinf = [t; t2; t3]; Tag = [tt; tt2; tt3]; 
end 
if size(D3) == O & size(D2) -= O % if two rises 
[sy, ssy, yx, t, tt] = interp_process(T, D, DATA); 
[sy2, ssy2, yx2, t2, tt2] = interp_process(T2, D2, DATA); 
Ddinf = [sy; sy2]; Dag = [ssy; ssy2]; dinf = [yx; yx2]; 
Tdinf = [t; t2]; Tag = [tt; tt2]; 
end 
if size(D2) == 0 % if nonnal (one rise) 
[sy, ssy, yx, t, tt] = interp_process(T, D, DATA); 
Ddinf = sy; Dag = ssy; dinf = yx; Tdinf = t; Tag = tt; 
end 
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% FUNCTION: weibullgraph3.m 
% 
% inputs: ym (dose infinity values), ya (alpha values), yg (gamma values), t (time points), N (length of actual dose vector), 
% NN (length of actual dose vector in first rise), NNN (length of actual dose vector in second rise), KEEPDOSE 
% (dose at which new rise occurs), KEEPTIME (time at which new rise occurs), CHOICE (if limit calculations are 
% needed), D (actual dose) 
% 
% outputs: w, ww, www (weibull points for 1st, 2nd and 3rd rises) 
% 
% Determines weibull curve based on given points; can handle multipe rise curves 
% 
%%%%%%% 
function [w, ww, www] = weibullgraph3(ym, ya, yg, t, N, NN, NNN, KEEPDOSE, KEEPTIME, CHOICE, D) 
len = length(ym); 
if len == 1 % if only one rise (normal curve) 
qm1 = ym(1)*ones(N, 1 ); 
qa1 = ya(1 )*ones(N, 1 ); 
qg1  = yg(1 )*ones(N, 1 ); 
if yg(1)  == 1 .00E-7 
w = zeros(N, 1 ); 
else 
w = qm1 .* ( 1 -exp(-((qa1 .* t(1 :N)) ." qg1 ))); 
r = qm1 .• (qa1 ." qg1 )  .* qg1 .* (t(1 :N) ." (qg1 - 1 )) .* exp(-((qa1 .* t(1 :N)) ." qg1 )); 
end 
ww = O; www = O; W = w; 
elseif len == 2 % if two rises 
NN2 = N - NN; tt = t - KEEPTIME(1 ); 
qm1 = ym(1 )*ones(NN,  1 ); qm2 = ym(2)*ones(NN2, 1 ); 
qa1  = ya(1 )*ones(NN, 1 ); qa2 = ya(2)*ones(NN2, 1 ); 
qg1  = yg(1)*ones(NN, 1 ); qg2 = yg(2)*ones(NN2, 1 ); 
if yg(1 ) == 1 .00E-7 
w = zeros(NN, 1 ); 
else 
w = qm1 .* (1 -exp(-((qa1 .* t(1 :NN)) ." qg1 ))); 
r1 = qm1 .* (qa1 ." qg1 )  .* qg1  .* (t(1 :NN) ." (qg1  - 1 )) .* exp(-((qa1 .* t(1 :NN)) ." qg1)) ;  
end 
if yg(2) == 1 .00E-7 
w2 = KEEPDOSE(1 )  * ones(NN2, 1 ); 
else 
w2 = KEEPDOSE(1 )  + qm2 .* (1 -exp(-((qa2 .* tt(NN+1 :N)) ." qg2))); 
r2 = qm2 .* (qa2 ." qg2) .* qg2 .* (tt(NN+1 :N) ." (qg2 - 1 )) .* exp(-((qa2 .* tt(NN+1 :N)) ." qg2)); 
end 
ww = [0(1 :NN); w2]; WWW = 0; W = [w; w2]; 
elseif len == 3 % if three rises 
NNN2 = N - NNN; NN2 = NNN-NN; tt = t - KEEPTIME(1 ) ;  ttt = t - KEEPTIME(2); 
qm1 = ym(1 )*ones(NN, 1 ); qm2 = ym(2)*ones(NN2, 1 ); qm3 = ym(3)*ones(NNN2, 1 ); 
qa1 = ya(1 )*ones(NN, 1 ); qa2 = ya(2)*ones(NN2, 1 ); qa3 = ya(3)*ones(NNN2, 1 ); 
qg1  = yg(1 )*ones(NN, 1 ); qg2 = yg(2)*ones(NN2, 1 ); qg3 = yg(3)*ones(NNN2, 1 ); 
if yg(1)  == 1 .00E-7 
w = zeros(NN, 1 )  
else 
w = qm1 .* (1 -exp(-((qa1 .* t(1 :NN)) ." qg1 ))); 
r1 = qm1 .* (qa1 ." qg1 )  .* qg1 .* (t(1 :NN) ." (qg1  - 1 )) .* exp(-((qa1 .* t(1 :NN)) ." qg1 )) ;  
end 
if yg(2) == 1 .00E-7 
w2 = KEEPDOSE(1 )  * ones(NN2, 1 ) ;  
else 
w2 = KEEPDOSE(1 )  + qm2 .* (1 -exp(-((qa2 .* tt(NN+1 :NN2+NN)) ." qg2))); 
r2 = qm2 .* (qa2 ." qg2) .* qg2 .* (tt(NN+1 :NN2+NN) ." (qg2 - 1 )) .* exp(-((qa2 .* tt(NN+1 :NN2+NN)) ." qg2)); 
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end 
WN = [0(1 :NN); w2]; 
if yg(3) == 1 .00E-7 
w3 = KEEPOOSE(2) * ones(NNN2, 1 ); 
else 
w3 = KEEPOOSE(2) + qm3 .* (1 -exp(-((qa3 .* ttt(NN2+NN+1 :N)) ."' qg3))); 
r3 = qm3 .* (qa3 ."' qg3) .* qg3 .* (ttt(NN2+NN+1 :N) ."' (qg3 - 1 )) .* exp(-((qa3 .* ttt(NN2+NN+1 :N)) ."' qg3)); 
end 
www = [0(1 :NN2+NN); w3]; W = [w; w2; w3]; 
end 
if CHOICE == 2 
lowdoselimit = [0.01 37; 1 4.4; 240]; 
for i = 1 : length(lowdoselimit) 
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if len == 1 
TTIME = O; Time1 = t(1 :N); lentime1 = length(Time1 ); 
for k = 1 :lentime1 
if r(k) >= lowdoselimit(i) 
TTIME = [TTIME; Time1 (k)]; 
end 
end 
if length(TTIME) == 0 
Time = 0; dose = 0; 
else 
T1 = TTIME(length(TTIME)); T2 = TTIME(1 ); Time = T1 - T2; 
dose1 = ym(1 )  * ( 1 -exp(-((ya(1 ) * T1 ) ."' yg(1)))); 
dose2 = ym(1 )  * (1 -exp(-((ya(1 ) * T2) ."' yg(1)))); 
dose = dose1 - dose2; 
end 
elseif len == 2 
TTIME = O; Time1 = t(1 :NN); lentime1 = length(Time1) ;  
TTIME2 = □; Time2 = tt(NN+1 :N); lentime2 = length(Time2); 
for k = 1 :lentime1 
if r1 (k) >= lowdoselimit(i) 
TTIME = [TTIME; Time1 (k)]; 
end 
end 
if length(TTI ME) == 0 
Time1 = 0; doseA = 0; 
else 
T1 a = TTI ME(length(TTIME)); T2a = TTIME( 1 ); Time1 = T1a - T2a; 
dose1a  = ym(1 )  * (1 -exp(-((ya(1 )  * T1 a) ."' yg(1)))); 
dose2a = ym(1 ) * (1-exp(-((ya( 1 )  * T2a) ."' yg(1)))); 
doseA = dose1a  - dose2a; 
end 
for k = 1 :lentime2 
if r2(k) >= lowdoselimit(i) 
TTIME2 = [TTIME2; Time2(k)]; 
end 
end 
if length(TTIME2) == 0 
Time2 = 0; doseB = 0; 
else 
T1 b = TTIME2(1ength(TTIME2)); T2b = TTIME2(1) ;  Time2 = T1 b - T2b; 
dose1 b  = KEEPOOSE(1 ) + ym(2) • (1 -exp(-((ya(2) * T1 b) "' yg(2)))); 
dose2b = KEEPOOSE(1 )  + ym(2) • (1 -exp(-((ya(2) * T2b) "' yg(2)))); 
doseB = dose1b - dose2b; 
end 
Time = Time1 + Time2; dose = doseA + doseB; 
elseif len == 3 
TTIME = O; Time1 = t(1 :NN); lentime1 = length(Time1 ); 
TTIME2 = □; Time2 = tt(NN+1 :NN2+NN); lentime2 = length(Time2); 
TTIME3 = □; Time3 = ttt(NN2+NN+1 :N); lentime3 = length(Time3); 
for k =  1 :lentime1 
if r1 (k) >= lowdoselimit(i) 
TTIME = [TTIME; Time1 (k)]; 
end 
end 
if length(TTIME) == 0 
Time1 = O; doseA = O; 
else 
T1 a = TTIME(length(TTIME)); T2a = TTIME(1); Time1 = T1a - T2a; 
dose1a = ym(1 ) * (1-exp(-((ya(1 ) * T1 a) ." yg(1 )))); 
dose2a = ym(1 ) * (1 -exp(-((ya(1) * T2a) ." yg(1 )))); 
doseA = dose1a - dose2a; 
end 
for k = 1 :lentime2 
if r2(k) >= lowdoselimit(i) 
TTIME2 = [TTIME2; Time2(k)]; 
end 
end 
if length(TTIME2) == 0 
Time2 = O; doseB = O; 
else 
T1b = TTIME2(Iength(TTIME2)); T2b = TTIME2(1 ); Time2 = T1 b - T2b; 
dose1 b  = KEEPDOSE(1 ) + ym(2) * (1 -exp(-((ya(2) * T1b) " yg(2)))); 
dose2b = KEEPDOSE(1 ) + ym(2) * (1 -exp(-((ya(2) * T2b) " yg(2)))); 
doseB = dose1 b - dose2b; 
end 
for k = 1 :lentime3 
if r3(k) >= lowdoselimit(i) 
TTIME3 = [TTIME3; Time3(k)]; 
end 
end 
if length(TTIME3) == 0 
Time3 = O; doseC = O; 
else 
T1 c = TTIME3(Iength(TTIME3)); T2c = TTIME3(1 ); Time3 = T1c - T2c; 
dose1c = KEEPDOSE(2) + ym(3) * (1 -exp(-((ya(3) * T1c) " yg(3)))); 
dose2c = KEEPDOSE(2) + ym(3) * ( 1 -exp(-((ya(3) * T2c) " yg(3)))); 
doseC = dose 1 c - dose2c; 
end 
Time = Time1 + Time2 + Time3; dose = doseA + doseB + doseC; 
end 
fprintf('Total time above %9 cGy/d low dose rate limit: %9 days.\n', lowdoselimit(i), Time); 
fprintf('Total dose during time above %9 cGy/d low dose rate limit: %9 cGy.\n', lowdoselimit(i), dose); 
end 
cGylimit = (1 6.667; 33.333; 66.667; 1 00; 1 33.333; 200); GyEqlimit = [0.25; 0.5; 1 .0; 1 .5; 2.0; 3.0) ;  
for i = 1 :length( cGylimit) 
if len == 1 
dose1 = □; time1 = □; TIME1 = t(1 :N); 
for k =  1 :length(TIME1 ) 
if W(k) >= cGylimit(i) 
dose1 = [dose1 ; W(k)]; 
time1 = [time1 ; TIME1 (k)]; 
end 
end 
if length(dose1 )  == 0 
DOSE = O; TIME = O; 
else 
DOSE = dose1 (1 ); TIME = time1(1 ) ;  
end 
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elseif len == 2 
dose1 = □; time1 = □; TIME1 = t(1 :NN); TIME2 = tt(NN+1 :N)+KEEPTIME(1 ) ;  
TTIME1 = [TIME 1 ;  TIME2]; 
for k =  1 :len9th(TTIME1 )  
if W(k) >= cGylimit(i) 
dose1 = [dose1 ;  W(k)]; 
time1 = [time1 ; TTIME 1 (k)]; 
end 
end 
if len9th(dose1 )  == 0 
DOSE = O; TIME = O; 
else 
DOSE = dose1 (1 ); TIME = time1 (1 ); 
end 
elseif len == 3 
dose1 = □; time1 = □; TIME1 = t(1 :NN); TIME2 = tt(NN+1 :NN2+NN)+KEEPTIME(1 ); 
TIME3 = ttt(NN2+NN+1 :N)+KEEPTIME(2); 
TTIME1 = [TIME1 ;  TIME2; TIME3] ;  
for k =  1 :len9th(TTIME 1 )  
if W(k) > =  cGylimit(i) 
dose1 = [dose1 ;  W(k)] ; 
time1 = [time1 ; TTIME1 (k)]; 
end 
end 
if len9th(dose1 ) == O 
DOSE = O; TIME = O; 
else 
DOSE = dose1 (1 ); TIME = time1 (1 ) ; 
end 
end 









% training data from 30 simulated SPEs using doses 
% -- output is Tdose, Tdrate, n, x, xx, ym, ya and yg 
% 
% -- x is the dose values needed for use in an STDNN (training for Dinf) 
% -- xx is the dose rate values needed for use in a TONN (training for alpha & gamma) 
% 
% Based on a program by Tehrani (Tehrani , 1 998) 
% 
%%%%%%% 
% Enter the time (t for doses, tt for dose rates) 
t = (0:0.01 25:9.9875); 
tt = [0:0.01 25:9.9875); 
% Enter the number of events and create matrices with O's and 1 's for later use) 
n = 30; 
y = zeros(length(t), n); 
r = zeros(length(tt) , n); 
yx = ones(length(t)/8, n); 
yyxx = ones(length(tt)/8, n); 
% Enter dose infinity values for all 30 events 
m = (291 1 54 1 30 74.7 70 253 163 1 00 76.2 63.05 21 5.5 1 44 90 70.9 55 273.4 1 70 1 04 77 66.5 225 161 9 1 . 1  74 . . .  
65.5 1 93.7 1 4 1  83 70.55 54.1) ;  
% Enter alpha values for al l  30 events 
a =  (0.7838 1 .4181 1 .7228 2.51 78 1 . 1 1 08 1 .3727 1 .021 1 1 .0873 2.4891 2.5520 2.3858 1 .3504 1 .0778 1 . 1015  . . .  
1 .8582 1 .0058 0.801 7 0.6849 1 .7790 0.6979 0.7963 0.6570 1 .4668 0.8646 0.8531 1 .0251 0.9669 1 .3805 . . .  
2.5494 1 .4887); 
% Enter gamma values for all 30 events 
g = (3.9137 1 .9605 2.0901 3.3975 2.0776 3 . 1296 1 .9220 1 .6522 3.3984 3.3992 3.4230 3.0575 2.3229 3.31 52 . .  . 
1 .9859 3.3129 3.61 51 2.3241 1 .9965 2.2561 3.2286 2.3038 1 .9288 2.8354 3. 13 19  3.2533 1 .8974 3.01 34 . . . 
3.4951 1 .8301); 
% Use the Weibull equation to find doses and differentiated Weibull to find dose rates 
for i = 1 :n 
ym(:, i) = m(i) . * yx(: , i); 
ya(: ,  i) = a(i) .* yyxx(: , i); 
yg(: ,  i) = g(i) .* yyxx(: , i); 
y(: ,  i) = m(i) .* (1 - exp(-((a(i) .* t') ." g(i)))); 
r(: ,  i) = m(i) .* (1 - exp(-((a(i) .* tt') ." g(i)))); 
end 
% Generate the dose-time profile 
plot(y) 
ylabel('Dose (cGy)') 
title('Dose vs. Time using simulated data') 
% Use stdnnprocess function to generate matrices 
% - first time called, fxn used to create data in stdnn format 
% -- second time called, fxn used to create data in tdnn format 
for i = 0:n-1 
j = i * length(t)/8; 
jj = i *length(tt)/8; 
k = 1 ;  
yy0+1 :j+(length(t)/8), 1 :5) = stdnnprocess(y(:, i+1 ) ,  k); 
k = 2; 
yyy0j+1 :jj+(length(tt)/8), 1 :5) = stdnnprocess(r(:, i+1 ), k); 
end 
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title('Dose vs. Time after sampling for 5 inputs') 
figure(3); 
plot(yyy) 
ylabel('Dose Rate (cGy)') 
title('Dose Rate vs. Time after sampling for 5 inputs') 
% Create (nx50)x1 matrices with the Weibull parameters 
for i = 0 :n-1 
j = i * length(t)/8; 
jj = i * length(tt)/8; 
maxm0+1 :j+length(t)/8, 1 )  = ym(:, i+1 ); 
maxaQj+1 :jj+length(tt)/8, 1) = ya(: ,  i+1) ;  
maxgQj+1 :jj+length(tt)/8, 1 )  = yg(: , i+1 ) ;  
end 




title('Dose infinity target values') 
figure(5); 
plot(maxa) 
ylabel('Alpha values (1/d)') 
title('Alpha target values') 
figure(6); 
plot(maxg) 
ylabel('Gamma values ( dimensionless') 
title('Gamma target values') 
% Rename outputs to variables needed in training program 
x = yy; xx = yyy; ym = maxm; ya = maxa; yg = maxg; 
% Generate time data in the same fashion as doses/dose rates 
k = 1 ;  
Tdose = stdnnprocess(t', k); 
k = 2; 
Tdrate = stdnnprocess(tt', k); 
% Save results in data file spesimulated_train6c to be used for training 
save spesimulated_train6c x xx ym ya yg n Tdose Tdrate 
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% training data from 30 simulated SPEs using doses 
% - output is t, tt, n, x, xx, ym, ya and yg 
% 
% - x is the dose values needed for use in an STDNN (training for Dinf) 
% - xx is the dose rate values needed for use in a TONN (training for alpha & gamma) 
% 
%%%%%%% 
% These data are from the BRYNTRN transport code calculations 
% a# = time for doses; b# = dose 
% October 1 989 SPE - eye 1 G (first rise) 
a1 = [0 0.1 66667 0.333333 0.583333 0.91 6667 1 .083333 1 .333333 1 .583333 1 .916667 2.41 6667 2.75 3.25]; 
b1 = [2. 1 8E-03 1 .259397 8.58527 29.65448 58.72348 82.91 306 233.3458 263.4137 279.0645 286.4843 . . .  
288.9276 290.5789 291) ;  
% August 1 989 -- eye 1 G  (first rise) 
a2 = [0 0.166667 0.5 0.666667 0.916667 1 . 166667 1 .333333 1 .666667 2. 1 66667 2.833333 3.166667]; 
b2 = [ 1 . 1 9334 6.71 051 1 70.6481 6 1 01 .539 124.6899 139.7098 145.1 522 149. 1 295 1 50.7109 1 51 .861 1 1 53.51 1 5 154); 
% November 2001 SPE - skin 1G (first rise) 
a3 = [0 0 . 125 0.25 0.375 0.5 0.625 0.75 0.81 25 0.875]; 
b3 = [0.2782072 7.204514 1 9.1 5238 36.63169 59.47664 80.99354 1 07.2362 1 16.4945 128.9966 1 30); 
% August 1 972 - skin 1 0G (first rise) 
a4 = [0 0.083333 0 .125 0 . 1 66667 0.25 0.375 0.458333 0.541667 0.625 0.75]; 
b4 = [2.86E-02 0.7285937 1 .59095 3.247482 1 2.461 02 45.63991 60.061 02 70.85944 74.2901 2  74.65549 74.7); 
% July 2000 SPE - eye 5G 
as = [0 0.1 875 0.3125 o.s 0.6875 0.875 1 .0625 1 .25 1 .375 1 .5625 2.25 3.25]; 
b5 = [1 .0885E-03 1 .9145E-03 4.954259 1 9.66597 31 .94394 40.7 4561 50.36225 60.35976 66.33205 68.33934 . . .  
68.84237 69.05862 70]; 
% March 1 991 - eye 1 G  
a6 = [ 0  0.1 66667 0.333333 0.5 0 .  7 5  1 1 .666667 2.5 3.5 4.666667]; 
b6 = [0.0781 20247 3.01456 1 9.21 966 57.05983 1 79.5997 237.3265 245.6339 248.3786 250.4147 252.471 8  253); 
% September 1 989 SPE - eye 1 G 
a7 = [0 0.166667 0.41 6667 0.666667 1 1 .25 1 .5 1 .75 2 2.25 2.5 2.75 3.333333]; 
b7 = [5.33E-03 1 .675024 30.71 146 66.4007 1 04.6692 128.591 1 144.7892 1 55.256 1 57.883 160.5094 161 .5124 . . .  
161 .4886 1 62.4819 163); 
% September 1 989 - eye 2G 
a8 = [0 0.1 66667 0.416667 0.666667 1 1 .25 1 .5 1 .75 2 2.25 2.75 3.333333]; 
b8 = [4.09E-03 1 .328658 21 .67038 44.75375 67.641 09 81 .0839 89.88641 95.38 19 96.69335 98. 1 6452 98.73237 . . .  
99.31 004 1 00); 
% August 1 972 SPE - bfo 1G (first rise) 
a9 = [0 0.083333 0 . 125 0.166667 0.25 0.375 0.458333 0.541667 0.625 0.75]; 
b9 = [3.21 E-02 0.7351 099 1 .621 382 3.338538 12.49505 45.26851 59.68209 70.94852 75.67567 76. 1722 76.2]; 
% August 1 972 SPE - bfo 2G (first rise) 
a10 = [0 0.083333 0.125 0 .1 66667 0.25 0.375 0.458333 0.541 667 0.625 0.75}; 
b1 0 = [2.47E-02 0.61 52951 1 .342871 2.742066 1 0.53339 38.71 568 50.90841 59.91 862 62.7058 63.01476 63.05); 
% August 1 972 SPE- skin 5G (first rise) 
a1 1 = [0 0.083333 0 . 125 0.1 66667 0.25 0.375 0.458333 0.541 667 0.625 0. 75); 
b1 1 = [0. 1 1 38987 1 .991 661 4.567607 9.687979 32.93524 1 12.566 1 50.029 1 85.6777 212.8304 21 5.4823 21 5.5]; 
% March 1991 SPE - skin 2G 
a12  = [0 0 . 1 66667 0.333333 0.5 0. 75 1 1 .666667 2.5 3.5 4.666667}; 
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b1 2 = [0.055798322 1 .771 076 1 0.71 666 32.00523 1 03.8967 1 35.1 329 1 39.3651 1 40.7621 141 .931 1 143.0686 144] ; 
% July 2000 SPE - skin 5G 
a1 3 = [0 0.1 875 0.3125 0.5 0.6875 0.875 1 .0625 1 .25 1 .375 1 .5625 2.25 3.25]; 
b1 3 = [1 .3790E-03 2.41 00E-03 5.024388 21 .51499 36.79469 48.55526 62. 1 886 76.44076 85. 1 9914 88.46408 . . .  
89.25648 89.60249 90); 
% November 2000 SPE -- skin 5G 
a14 = [0 0.375 0.5 0.625 0.875 1 . 1 25 1 .31 25 1 .4375 1 .625 2.25 3.25 4.25); 
b14 = [2. 1 5E-03 0.022062872 8.041 085 22.731 67 47.6055 62.26559 66.42216 67.96677 69.20084 70.37601 . . .  
70.761 55 70.83718  70.9); 
% November 2001 SPE - skin 2G (first rise) 
a 15  = [0 0 . 125 0.25 0.375 0.5 0.625 0.75 0.81 25 0.875); 
b1 5 = [0.2239571 4.1 8302 1 0.20495 1 7.96898 27.75737 36.601 99 46.89426 50.3707 54.90207 55); 
% November 2000 SPE - skin 2G 
a1 6 = [0 0.375 0.5 0.625 0.875 1 . 125 1 .3125 1 .4375 1 .625 2.25 3.25 4.25]; 
b1 6 = [3.60E-03 0.051071 733 22.61 992 66.26448 1 55.4146 222. 1689 247.3774 256.4907 263.6034 270.6649 . . .  
272.8583 273.2408 273.4]; 
% October 1 989 SPE - eye 2G (first rise) 
a1 7 = [0 0.1 66667 0.333333 0.583333 0.91 6667 1 .083333 1 .333333 1 .583333 1 .9 16667 2.41 6667 2. 75 3.25]; 
b1 7 = [1 .66E-03 0.971 7655 6.343146 21 .30056 40.9961 55.91 234 1 38.3534 1 54.6 162.8909 166.7014 167.9527 . . .  
168.7646 170); 
% September 2001 SPE - skin 2G 
a 18  = [0 0.125 0.375 0.75 1 .25 1 .625 1 .875 2.1 25 2.5 3.25 4 5]; 
b1 8 = [6.07E-03 0.2293292 4.703055 1 9.71 05 48.47467 77.9726 88.421 87 93.90597 98.03227 101 .6289 1 03.0793 . . .  
1 03.8695 104); 
% November 2001 SPE -- eye 1G (first rise) 
a19  = [0 0. 1 25 0.25 0.375 0.5 0.625 0.75 0.81 25 0.875); 
b1 9 = [0.2478556 5. 1 78121 1 3.01 744 23.631 76 37.21 527 49.70769 64.54659 69.65745 76.429 77); 
% September 2001 SPE - eye 2G 
a20 = [0 0. 1 25 0.375 0.75 1 .25 1 .625 1 .875 2. 1 25 2.5 3.25 4 5]; 
b20 = [5.26E-03 0. 1 566126 3.1 85724 1 3.52843 33.0921 6  51 . 1 9868 57.37427 60.57242 62.96341 65.04431 . . .  
65.88213 66.33573 66.5]; 
% October 1 989 SPE -- skin 2G (first rise) 
a21 = [0 0.1 66667 0.333333 0.583333 0.91 6667 1 .083333 1 .333333 1 .583333 1 .916667 2.41 6667 2.75 3.25]; 
b21 = [1 .87E-03 1 .085458 7.264384 24.79905 48.53389 67.55207 1 80.0453 202.3451 21 3.8545 21 9.2381 . . .  
221 .01 06 222.1886 225]; 
% September 2001 SPE -- eye 1 G 
a22 = [O 0 . 125 0.375 0. 75 1 .25 1 .625 1 .875 2. 125 2.5 3.25 4 5]; 
b22 = [7.22E-03 0.3291 704 6.805022 28. 1 5365 69.60353 1 1 6.5027 1 33.8313 143.0664 1 50.0729 1 56.1 984 . . .  
1 58.6755 1 60.0312 161) ;  
% August 1 989 SPE -- skin 2G (first rise) 
a23 = [0 0.166667 0.5 0.666667 0.916667 1 .166667 1 .333333 1 .666667 2.166667 2.833333 3.1 66667); 
b23 = [0.69251 73 4.1 77536 44.47351 62.36727 75.35268 83.47866 86.45075 88.64698 89.50654 90. 1433 . . .  
91 .05036 91 . 1 ); 
% October 1 989 SPE -- skin 5G (first rise) 
a24 = [0 0.1 66667 0.333333 0.583333 0.91 6667 1 .083333 1 .333333 1 .583333 1 .916667 2.41 6667 2.75 3.25]; 
b24 = [1 .07E-03 0.6393505 3.91 1 1 5 12.59924 23.2625 30. 1 7752 62.21631 68.53938 71 .6627 73.02006 73.46489 . . .  
73.72974 74); 
% October 1 989 - eye 5G (first rise) 
a25 = [0 0.1 66667 0.333333 0.583333 0.91 6667 1 .083333 1 .333333 1 .583333 1 .916667 2.41 6667 2.75 3.25); 
b25 = [1 .03E-03 0.61 78627 3. 733454 1 1 .92498 21 .82303 27 .99725 55.29303 60. 70258 63.35097 64.48301 . . .  
64.853 65.06779 65.5); 
% November 2000 SPE -- eye 2G 
a26 = [0 0.375 0.5 0.625 0.875 1 . 125 1 .3125 1 .4375 1 .625 2.25 3.25 4.25]; 
b26 = [3.23E-03 0.041 86305 1 7.52425 50.81 351 1 1 5.3857 1 60.8644 1 76.9851 1 82.8332 1 87.41 74 1 91 .9246 . . .  
1 40 
1 93.3419  1 93.5943 1 93.7]; 
% April 2002 SPE - skin 1 G 
a27 = [0 0.083333 0. 1 66667 0.333333 0.583333 0.833333 1 .083333 1 .416667 1 .  75 2. 1 66667 2.833333]; 
b27 = [2. 1 7E-05 3.38E-03 1 .361481 14.98719  45.46669 71 .79031 96.40281 1 1 7.31 93 128.5782 1 36.051 1 . . .  
140.6366 1 41 ] ;  
% March 1 991  SPE - eye 2G 
a28 = [0 0.1 66667 0.333333 0.5 0.75 1 1 .666667 2.5 3.5 4.666667]; 
b28 = [0.0391 1 7336 1 .044812  6.096968 1 8.28061 60.61 65 77.97643 80.2219 80.96341 81 .64157 82.28416 83]; 
% August 1 972 SPE -- eye 1 0G (first rise) 
a29 = [0 0.083333 0. 125 0.1 66667 0.25 0.375 0.458333 0.541667 0.625 0.75]; 
b29 = [2.60E-02 0.6925332 1 .504209 3.057571 1 1 .8868 43.851 83 57.631 88 67.6561 1 70.25609 70.54403 70.55]; 
% August 1 989 SPE - eye 2G (first rise) 
a30 = [0 0.1 66667 0.5 0.666667 0.91 6667 1 . 1 66667 1 .333333 1 .666667 2. 166667 2.833333 3.1 66667]; 
b30 = [0.4049458 2.576027 27.67439 38.04807 45.39554 49.86293 51 .51355 52.74638 53.22243 53.581 1 2  . . .  
54.08833 54.1]; 
% Send above dose/time data to interp_process function to interpolate and determine 
% dose/time data for stdnn (sy#, T#), dose/time data for tdnn (ssy#, TT#), and dose infinity values (yx#) 
DATA = 2; 
[sy1 , ssy1 , yx1 , T1 , TT1 ]  = interp_process(a1 ,  b1 , DATA); 
[sy2, ssy2, yx2, T2, TT2] = interp_process(a2, b2, DATA); 
fsy3, ssy3, yx3, T3, TT3] = interp_process(a3, b3, DATA); 
[sy4, ssy4, yx4, T4, TT4] = interp_process(a4, b4, DATA); 
[sy5, ssy5, yx5, T5, TT5] = interp_process(a5, b5, DATA); 
[sy6, ssy6, yx6, T6, TT6] = interp_process(a6, b6, DATA); 
[sy7, ssy7, yx7, T7, TT7] = interp_process(a7, b7, DATA); 
[sy8, ssy8, yx8, T8, TT8] = interp_process(a8, b8, DATA); 
[sy9, ssy9, yx9, T9, TT9] = interp_process(a9, b9, DATA); 
[sy1 0, ssy10, yx1 0, T1 0, TT10] = interp_process(a 10, b1 0, DATA); 
[sy1 1 ,  ssy1 1 ,  yx1 1 ,  T1 1 ,  TT1 1 ]  = interp_process(a1 1 ,  b1 1 ,  DATA); 
[sy1 2, ssy1 2, yx1 2, T1 2, TT12] = interp_process(a1 2, b12, DATA); 
[sy13, ssy13, yx1 3, T13, TT13] = interp_process(a1 3, b13, DATA); 
[sy14, ssy14, yx1 4, T14, TT14] = interp_process(a14, b14, DATA); 
[sy15, ssy15, yx1 5, T15, TT15] = interp_process(a1 5, b15, DATA); 
[sy1 6, ssy1 6, yx16, T16, TT16] = interp_process(a16, b16, DATA); 
[sy1 7,  ssy1 7,  yx1 7, T17, TT17] = interp_process(a17, b17, DATA); 
[sy18, ssy1 8, yx1 8, T1 8, TT18] = interp_process(a1 8, b18, DATA); 
[sy1 9, ssy19, yx1 9, T19, TT19] = interp_process(a1 9, b1 9, DATA); 
[sy20, ssy20, yx20, T20, TT20] = interp_process(a20, b20, DATA); 
[sy21 , ssy21 , yx21 , T21 , TT21]  = interp_process(a21 ,  b21 ,  DATA); 
[sy22, ssy22, yx22, T22, TT22] = interp_process(a22, b22, DATA); 
fsy23, ssy23, yx23, T23, TT23] = interp_process(a23, b23, DATA); 
[sy24, ssy24, yx24, T24, TT24] = interp_process(a24, b24, DATA); 
[sy25, ssy25, yx25, T25, TT25] = interp_process(a25, b25, DATA); 
[sy26, ssy26, yx26, T26, TT26] = interp_process(a26, b26, DATA); 
[sy27, ssy27, yx27, T27, TT27] = interp_process(a27, b27, DATA); 
[sy28, ssy28, yx28, T28, TT28] = interp_process(a28, b28, DATA); 
[sy29, ssy29, yx29, T29, TT29] = interp_process(a29, b29, DATA); 
[sy30, ssy30, yx30, T30, TT30] = interp_process(a30, b30, DATA); 
% Combine all separated values from above function to single values 
x = [sy1 ; sy2; sy3; sy4; sy5; sy6; sy7; sy8; sy9; sy10; sy1 1 ; sy12; sy1 3; sy14; sy1 5; sy16; sy1 7; sy1 8; sy1 9; sy20; . . .  
sy21 ; sy22; sy23; sy24; sy25; sy26; sy27; sy28; sy29; sy30]; 
xx = [ssy1 ; ssy2; ssy3; ssy4; ssy5; ssy6; ssy7; ssy8; ssy9; ssy10; ssy1 1 ;  ssy1 2; ssy1 3; ssy14; ssy1 5; ssy16; ssy17; . . . 
ssy1 8; ssy1 9; ssy20; ssy21 ; ssy22; ssy23; ssy24; ssy25; ssy26; ssy27; ssy28; ssy29; ssy30]; 
Tdose = [T1 ;  T2; T3; T4; T5; T6; T7; T8; T9; T10; T1 1 ;  T12; T1 3; T14; T15; T1 6; T1 7; T18; T1 9; T20; T21 ;  T22; T23; .. . 
T24; T25; T26; T27; T28; T29; T30]; 
Tdrate = [TT1 ; TT2; TT3; TT4; TT5; TT6; TT7; TT8; TT9; TT1 0; TT1 1 ;  TT12; TT13; TT1 4; TT15; TT16; TT17; TT1 8; . . .  
TT1 9; TT20; TT21 ; TT22; TT23; TT24; TT25; TT26; TT27; TT28; TT29; TT30]; 
% Number of events and dose infinity, alpha and gamma values for all n events 
14 1  
n = 30; 
yx = ones(length(Tdose)/n, n); 
yyxx = ones(length(Tdrate)/n, n); 
m = [291 1 54 1 30 74.7 70 253 163 1 00 76.2 63.05 21 5.5 144 90 70.9 55 273.4 1 70 1 04 77 66.5 225 1 61 91 . 1  74 . . .  
65.5 1 93.7 1 4 1  8 3  70.55 54.1] ;  
a =  [0.7838 1 .4181 1 .7228 2.5178 1 . 1 1 08 1 .3727 1 .021 1 1 .0873 2.4891 2.5520 2.3858 1 .3504 1 .0778 1 . 1 01 5  . . . 
1 .8582 1 .0058 0.8017 0.6849 1 .7790 0.6979 0.7963 0.6570 1 .4668 0.8646 0.8531 1 .0251 0.9669 1 .3805 . .  . 
2.5494 1 .4887]; 
g = [3.91 37 1 .9605 2.0901 3.3975 2.0776 3.1 296 1 .9220 1 .6522 3.3984 3.3992 3.4230 3.0575 2.3229 3.31 52 . . . 
1 .9859 3.31 29 3.61 51 2.3241 1 .9965 2.2561 3.2286 2.3038 1 .9288 2.8354 3. 1 31 9  3.2533 1 .8974 3.01 34 . .  . 
3.4951 1 .8301] ;  
for i = 1 :n 
ym(:, i) = m(i) .• yx(: , i); 
ya( : ,  i) = a(i) .* yyxx(: ,  i); 
yg( : ,  i) = g(i) .* yyxx(: ,  i); 
end 
% Create (nx50)x1 matrices with the Weibull parameters 
for i = 0:n-1 
j = i ., length(Tdose)/n; 
jj = i ., length(Tdrate)/n; 
maxmQ+1 :j+length(Tdose)/n, 1 )  = ym(:, i+1 ); 
maxaQj+1 :jj+length(Tdrate)/n, 1) = ya(: ,  i+1 ); 
maxgQj+1 :jj+length(Tdrate)/n, 1) = yg(: ,  i+1 ); 
end 
% Rename outputs to variables needed in training program 
ym = maxm; ya = maxa; yg = maxg; 
% Save results in data file speactual_train3 to be used for training 
save speactual_train3 x xx ym ya yg n Tdose Tdrate 
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% testing data from 5 simulated SPEs using doses 
% - output is Tdose, Tdrate, n, x, xx, ym 
% 
% - x is the dose values needed for use in an STDNN (testing for Dinf) 
% - xx is the dose rate values needed for use in a TONN (testing for alpha & gamma) 
% 
%%%%%%% 
% These data are from the BRYNTRN transport code calculations 
% a# = time for doses; b# = dose 
% September 1 989 SPE - skin 1 G 
a1 = [0 0. 166667 0.41 6667 0.666667 1 1 .25 1 .5 1 .75 2 2.25 2.5 2.75 3.333333); 
b1 = [0.006539288 1 .999321 40.4876 90.90524 148.21 27 1 85.6291 21 1 .5437 228.6612 233.0845 237.21 24 . . .  
238.7477 238.71 84 240.2408 240.5); 
% September 1 989 SPE -- skin 2G 
a2 = [0 0. 166667 0.41 6667 0.666667 1 1 .25 1 .5 1 .75 2 2.25 2.5 2.75 3.333333); 
b2 = [4.58E-03 1 .461 307 25.49467 54.0872 83.78075 101 .8714 1 1 3.9483 121 .6424 123.536 125.51 53 126.2841 . . .  
126.2636 127.0244 127.1) ;  
% November 2000 SPE - eye 5G 
a3 = [0 0.375 0.5 0.625 0.875 1 .125 1 .31 25 1 .4375 1 .625 2.25 3.25 4.25]; 
b3 = [2.08E-03 0.020358162 7 . 181 1 57 20. 1 7668 41 .43082 53.351 16  56.48449 57.66415 58.61444 59.50875 . . .  
59.80742 59.86785 59.9); 
% August 1 972 SPE - eye 5G (first rise) 
a4 = (0 0.083333 0.125 0.1 66667 0.25 0.375 0.458333 0.541667 0.625 0.75); 
b4 = [9.43E-02 1 .765718  4.0141 1 3  8.45571 6  29.37405 101 .6267 1 35. 1482 165.8547 187. 1 1 22 1 89.19 1 89.5];  
% April 2002 SPE - eye 1 G 
a5 = [0 0.083333 0.166667 0.333333 0.583333 0.833333 1 .083333 1 .416667 1 .75 2. 1 66667 2.833333); 
b5 = [1 .80E-05 3.00E-03 0.9239442 9.05734 26.52831 41 .20392 54. 1 7451 65.1 0836 71 .041 1 5  74.94535 . . .  
77.2768 77.5]; 
% Send above dose/time data to actualdataprocess2 function to interpolate and determine 
% dose/time data for stdnn (dose#, time#), dose/time data for tdnn (DOSE#, Time#), and dose infinity values (dinf#) 
DATA = 1 ;  
[dose1 ,  Dose1 , dinf1 , time1 , Time1] = interp_process(a1 , b1 , DATA); 
[dose2, Dose2, dinf2, time2, Time2] = interp_process(a2, b2, DATA); 
[dose3, Dose3, dinf3, time3, Time3] = interp_process(a3, b3, DATA); 
(dose4, Dose4, dinf4, time4, Time4] = interp_process(a4, b4, DATA); 
[doses, Dose5, dinfS, times, Times] = interp_process(aS, bS, DATA}; 
% Combine all separated values from above function to single values 
x = [dose1 ;  dose2; dose3; dose4; dose5]; 
t = [time1 ;  time2; time3; time4; time5]; 
% Number of events 
n = 5; 
% Save results in data file speactual_new_test3 to be used for training 
save speactual_new_test3 x t n 
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APPENDIX C - WEIGHTS/BIASES FROM ANN TRAINING 
CONTENTS: 
Weights and Biases from training of the small data set (for use only with 145 C· 1 · testing of the small data set). 
Weights and Biases from training of the large data set (for use with 149 C.2 testing of the large data set and the multiple-rise data set). 
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C.1. Weights and Biases from training of the small data set (for use only with testing of the 
small data set). 
81 and W1 : biases and weights for h idden layer of DooN N  
8 1 .9 128 - 1 72 1 .4 9794.8 - 1 9 1 20 
9.5 1 85 
91 99.7 765.61 
1 .3897 - 12.749 53.9569 
35.4 192 





14.989 1 1 .93 17.944 32.68 
- 9. 1 2 1  1 .5201 9.4645 1 1 .463 12.733 





- 2 1 .0553 
- 0.01 08 1 3  - 0.04768 0.26497 - 1 .2239 2.3597 
- 5.8692 
- 1 9 1 . 1 1 
- 20.0 16  
- 1 5.777 
- 26.4 17  - 33.0 17  - 37.806 - 5 1 .584 
- 29.66 42. 1 37 - 48.538 1 8. 1 64 
7.5345 9.473 8.3883 2 1 .074 
- 26.243 - 32.066 - 29.829 - 1 1 .393 
82 and W2: bias and weights for output layer of DooN N  
B2 = [1 .5495E3] 
W2 = [5.8787 1 554 1420.7 1453.2 - 1 0941 28 1 .53 - 1 508. 1 - 6 1 3 .45 - 1 54 1 .5 - 1 46 1 .2] 
83 and W3: biases and weights for first hidden layer of aNN 
B3 = 
12 rows of 0 12 rows of zeros 
1 0. 1 6 1 8  1 .897 - 37.006 - 27.5 1 - 22 .457 - 1 7. 1 02 
- 0.453 1 20. 147 - 0.9 1 96 - 0.73558 - 0.63239 - 1 7.73 
0. 1 9 1 1 
0.8379 
1 .6992 








- 4.9 1 7 1 
- 0.7322 
5 . 1239 
17. 1 534 
- 0.8936 
- 1 3.7787 
- 1 . 1 25 1  
14.3755 
- 1 .03 1 5  
- 6.3482 
0.0320 
12 rows of 0 
W3 = 
- 6. 1 579 - 14.324 3 .4245 13 .798 - 1 9. 1 95 
- 0.76576 - 1 .7063 0.7263 - 6.0788 5. 1404 
- 1 .2976 - 4. 1 933 - 14.635 - 1 6.504 1 .7 1 54 
8.4 132 1 6.034 - 2.7 1 38 4.9743 - 8.5863 
4.5354 - 8. 1 7 1 1 1 .9383 8.582 - 0.95863 
1 8.06 1 - 1 2.58 1 - 1 .7047 - 38.22 1 2 1 .846 
3.2875 5.3627 - 2.8 102 1 0.808 - 32.3 12  
- 32.58 - 9. 1 026 - 1 1 .807 
- 23.055 1 3.789 0. 1 0 173 
- 29.33 1 5.3842 - 5.4876 
- 8. 1 288 - 4.6076 - 4.3248 
- 6. 1 556 
- 2 1 .464 
3.0661 
1 .8647 





1 .3949 2. 1 737 
- 1 5 .252 - 1 0. 1 37 
1 .  7789 - 4.4527 
8.2859 3 .5987 
8.87 1 1 5.3886 
- 12.378 - 2.6665 
- 1 1 .783 - 1 3 .887 
- 1 8. 1 74 - 14.36 
1 5  .564 - 0.60643 
- 7.5573 30.2 12  
- 1 .678 1 6.8846 
1 9.9 1 8  




- 2. 1 849 
8.9549 
- 4.0634 
-3 .453 1 
20.797 
- 3 1 .995 





- 2 1 .009 - 6. 1 6 1 7  5.65 1 9  8.6 179 1 6.79 
32.936 - 6.814 12 .7 1 5  1 9.085 7.5722 
1 .491 8  1 .5558 8.3495 14.983 1 0. 1 08 
12  rows of zeros 
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84 and W4: biases and weights for second h idden layer of aNN 
B4 = 
8 rows of 0 8 rows of zeros 2.7568 - 7.7 1 86 4.8853 - 20.758 - 9.7257 19.323 - 2.8975 - 1 .6470 - 9.3694 2.9676 - 0.8828 
- 12.733 23.858 - 4.8849 - 1 .2379 - 1 .6876 - 7.8983 - 6.948 4.3 179 8.9 1 85 2.3871 10.239 9.8253 - 5.75 1 1  - 1 1 .592 0.8 1695 - 3.7 144 - 0.80383 5.7602 5.264 - 5.9886 - 1 .4 1 76 1 1 . 1 0 1  4.381 1 4.3326 3.4561  3.3444 3.8 1 7 1  - 12.571 - 1 .309 - 5.3602 - 0.0068 1 14 7.5301 - 2.72 14 - 5 .376 - 2.5506 0.68 1 64 1 .7222 4.2860 - 2.5814 0.6729 - 0.3602 2.8024 - 3.33 12  2.7722 - 0. 1 962 
9.8017  
W4(left) = 0.00 10167 - 0.3303 12.954 2.2208 0.6853 1 - 0.26613  . . .  5. 1461 1 .8287 - 1 0.925 - 0.47222 - 1 .024 
- 1 .0756 - 5.8935 
8 rows of 0 
W 4(right) = ... 
2.5835 - 9.3653 1 .0638 4.8583 4.6787 4.5204 2. 1 0 16  12 .448 9. 1 703 - 1 5 .01 1 - 0.75809 18.204 0.054264 - 3.4368 - 7.3324 6.5666 - 1 .9745 4. 1 145 - 0.03562 - 1 9.628 0. 19636 4.684 4.2824 0.1 5355 - 3.5367 - 9.0093 - 2.5793 - 1 1 .038 - 3.0787 - 7. 1 229 - 14.2 19  2.4585 - 6.478 - 1 1 .301 1 .6394 4.7699 - 1 . 1 088 - 1 0.08 - 1 5.483 - 6.7443 4.8357 - 8.4463 
8 rows of zeros 
8 rows - 14.7 1 6  - 1 6.027 1 5.594 - 4.8233 - 1 6.566 12.4 13  
of 1 3.39 1 3.602 
zeros 1 3.761 5.402 1 0.32 1 4.6029 - 6.4874 6.042 5.6637 - 1 8.842 8.3843 - 1 .  7857 - 3.7734 5.5875 - 3. 1 754 9.4784 - 1 .7 126 0.2371 15 .329 - 1 7.023 13 .342 - 1 1 . 1 73 - 14.482 - 0.968 17  - 2.4424 - 8.4 174 1 1 .709 1 .6629 3 . 1257 5.004 - 1 .6356 1 6.035 - 1 3 .285 6. 761 1  5.4499 1 .2676 - 4. 1 702 - 2.3085 - 0.94375 - 1 5.626 2.5705 - 9.7 1 69 - 0.3897 2 . 139 - 0.533 1 9  1 .2261 - 2.5889 6. 1 944 - 1 .6234 1 1 . 145 -5 .25 1 5  - 14.2 1 7.06 2.3635 4.85 14 6.0747 2.3672 - 5.0304 - 1 6.533 4.808 1 .7146 - 5.7656 - 3. 1 384 - 0. 16647 0.52743 - 1 .9708 - 1 5.403 0. 1 6302 - 0.78074 1 5.606 1 .23 19  2.8089 1 .8414 - 13 .893 2.8899 1 9.258 - 9. 1 549 0.36882 - 5.9522 - 1 . 1 993 - 7.4821 - 0.045 1 77 - 14.0 19  - 1 5.678 - 0.66545 - 2.2608 - 8.936 4.7668 4.2354 - 4.8247 
8 rows of zeros 
85 and WS: biases and weights for output layer of aNN 
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[ 5.1�28 l [18.�67 BS = W5 = - 1 .6 108 6.9498 0 0 
0 - 1 .423 1 - 1 5.063 0 
0 0 27.252 - 1 .6754 26.094 5.052 0 0 
0 0 0 
- 1 /477
] 
9.0548 - 1 1 .0 19  9. 1 668 -24.385 - 1 3.013 24.541 - 20.06 0 0 0 0 
86 and W6: biases and weights for first hidden layer of -yNN 
1 2  rows of 0 12  rows of zeros 
- 1 5 .4398 0.66854 5.7355 - 4.3068 - 3.3803 2.4849 
1 .2029 - 343.77 200.57 4.7579 1 64.3 - 40.572 
- 1 . 1 208 35.92 1 - 1 9 1 .94 50. 127 - 36.005 1 5 1 .45 
0.4948 122.0 1 - 53.072 57.595 204.22 - 3 1 1 .62 
12.453 1 - 1 83.74 168.49 - 12.569 1 93.36 - 1 97.7 
7.8792 2 1 3.22 2 1 0.67 - 82.053 - 328.6 1 - 30.744 
9.90 18  354.25 - 6 1 .632 - 1 6.07 - 223.06 - 66.504 
14.0360 203.99 - 53.999 - 42. 1 38 37.685 - 1 68.03 
- 1 .0546 - 1 0.074 - 1 6 1 .2 1  5 1 .29 - 8.7681 1 36.46 
8.9388 706.73 287.64 - 96.0 13  - 346.03 - 649.48 
- 3.84 18  2 14.44 - 244.72 47.492 - 66.8 1 9  67. 137 
- 25.7922 - 1 327.3 - 330.62 76.687 636.04 975.59 
B6 = W6 = 
- 1 3 .23 1 7  - 1730.4 1 069.4 356.29 503 .7 - 70. 177 
- 3.3090 2.0592 6.9991 - 7.3 1 1 8  25.855 - 24.7 1 5  
- 64.7568 92.596 - 33.624 - 34.284 1 7 1 .05 - 1 1 5 . 1 9  
4. 1259 - 286.62 64 1 .56 - 458.89 - 89.282 1 35.32 
2.5776 123 .05 - 45 .895 - 64.276 - 22.73 1 - 0.5877 
- 3.78 10  - 68.875 - 4.622 72.567 - 67.452 67.848 
- 6. 1 7 1 3  2 1 8. 1 5  - 64.351  - 140.64 - 28.653 33.674 
- 126. 1 887 187 252.29 - 407.72 1 08.07 34.3 1 
- 2.4225 265.62 - 589.63 654.87 - 412.68 1 32.3 1 
- 25.8980 - 148.75 - 86.466 292.94 - 16 1 .2 1 36.66 
- 1 1 .8 12 1  - 49.025 - 34.91 1 106.5 1 - 287.51  283 . 1 1 
- 4.0033 - 1 37. 1  27.983 1 06. 12  - 1 33.91 1 36.04 
12 rows of 0 12 rows of zeros 
87 and W7: biases and weights for second hidden layer of -yNN 
8 rows of 0 8 rows of zeros 
1 73.5490 1 .0614  691 .5 1  4.063 - 624.46 - 95.55 125.64 
67. 1224 3.0008 1 .2419  55.994 - 47. 1 78 - 1 6.553 - 0.46 196 
- 1 5. 1 9 17  - 2.4726 20.202 - 143.41 1 46.75 - 9.0682 - 1 1 .473 
- 45.8320 - 2.9497 6. 1 577 6.0 16  1 0. 1 1 5  - 1 7.972 1 6.367 
- 37.4595 1 .9485 - 9.6 1 6  - 82.4 1  1 0. 1 77 - 1 5.27 1 1 4.071 
2.6 184 2.5228 - 1 7.697 - 93.372 12.8 1 6  10.088 - 1 0.697 
68.5624 - 2.985 0.68885 56.537 - 48.92 1 - 1 5 .956 - 0.23702 
2.3722 
W7(left) = 
2.086 - 1 9.278 - 1 05.23 14.069 1 1 .038 - 1 1 .2 1 2  . . . 
B7 = 
- 19 1 .4458 - 88.522 - 386.99 89.7 1 1  95.896 - 12.792 46.953 
- 130. 1 066 694.26 - 853.3 1 82.65 - 128. 1 - 50.967 45.248 
250.9 141 90.697 391 .24 - 90.435 - 1 1 9.99 12 .776 - 4 1 . 1 26 
234.5725 1 05. 1 4  1 32.89 - 1 8.477 2 19.28 3.2028 24.466 
- 1 1 . 1 956 57.761 - 245 .23 34. 1 85 9.9573 699. 1 5  14.486 
392.8670 - 478. 1 1  234.59 - 5.6888 20.548 12.925 - 4.7927 
- 34.0006 - 63 . 1 87 - 1 48. 1 5  1 9. 1 76 - 1 98.2 1 67.35 1  - 9.5273 
5 1 .0877 - 4.2297 - 79.852 - 125.23 - 1 4.605 - 25.71 1 96.04 
8 rows of 0 8 rows of zeros 
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W7(right) = ... 
8 rows of zeros 
1 03.05 - 68.559 - 25.708 - 3 1 6. 1 2  466.29 9.6645 
3. 7248 - 9.8557 - 59. 1 94 6. 1 838 - 1 3 .009 2.2733 
9.9308 - 24.55 - 98.729 76.8 1 5 - 37.44 - 93.578 
1 8.29 1 7.646 - 1 3.22 7.4602 25.3 1 1 4.9337 
14.08 1 9.899 83.368 -24.273 8.8605 5.2342 
- 2.805 1 2.756 95. 1 63 8. 1 842 - 2 1 .548 - 3 .5943 
3.9648 - 10.4 16  - 60 17.344 - 12.245 2.3619 
- 3. 1 462 2.2997 108.5 - 6. 1 1 12 - 23.429 - 3.7936 
4.0 1 3 1  - 7.8663 3 1 0.91 43.573 26. 1 1 8  - 4 1 .329 
98.578 - 57 .569 - 502. 7 1  109 .67 - 26.05 - 1 1 .50 1 
- 4.0009 7.991 6  - 373 .07 - 44.0 12  - 26.54 39.953 
5.7637 - 3.4446 - 344.72 - 8.7889 - 1 8.804 1 5.244 
- 6.9774 - 4.6749 88.322 36.476 - 1 02.78 - 29.5 1 8  
- 4.2737 -452.45 66. 126 - 30.439 - 12.332 1 9.573 
66.867 3 .5658 44.777 1 1 . 1 53 4.3892 - 22.081 
259 - 277.28 - 29.93 1 1 98.98 - 0.69476 - 88.268 8 rows of zeros 






�:: o::�-�: la:e��: �:�.92 B8 = WB = 
97.92 17  - 144.5 - l .650 1  - 14 1 . 1 7  50.682 
0 0 0 0 0 
0 0 0 
- 207.52 - 279.42 - 224.43 
4.9903 - 4.9921 49.202 
0 0 0 
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23i.5 1 
l - 4.0292 
0 
C.2. Weights and Biases from training of the large data set (for use with testing of the large 
data set and the multiple-rise data set). 
81 and W1 : biases and weights for h idden layer of DooNN 
0.42002 0.09323 1 - 0.72592 6.2562 - 14.491  8.6722 
59. 1 53 25.475 38.96 4 1 .7 1 3  45.68 44. 1 14 
27.224 1 1 .287 1 9. 1 62 20.861 1 9.501 20.779 
20. 1 6 1  1 0.34 1 6.734 1 5.674 20.208 1 8.61 5  
1 7.437 12.849 12.8 1 5  14.545 1 7.554 20. 123 Bl = Wl = 
22.825 1 1 .937 1 2.803 1 2.747 14.993 1 5 .937 
- 23 .626 -8 .4847 - 1 0.471 - 1 5.2 1 1 - 1 3 .365 - 14.346 
- 9.5828 - 8.983 - 6.4807 - 8.728 - 9.8345 - 1 0.783 
- 1 7.904 - 7. 1 927 - 1 2.2 1 9  - 14 - 1 5 .043 - 14.839 
0. 1 7 1 1 6  0.089873 - 0.70203 6.0754 - 14.07 8.6886 
82 and W2: bias and weights for output layer of DooNN 
B2 = [671 .33] 
W2 = [- 26762 608.6 622.5 609.09 546.22 568. 1 3  - 567.9 - 539.76 - 624.33 27307] 
83 and W3: biases and weights for first hidden layer of aNN 
1 0.2 1 8  8.5625 1 .59 1 1 - 7.4671 - 1 1 . 1 29 - 50.076 
5.9726 - 1 5.384 - 23.76 - 9.9653 50.42 - 60.962 
3.745 1 . 1 056 3 .3349 0.87963 1 .7701 0.08407 
8.0494 7.8533 - 22.3 1 2  - 5 .4405 - 22.662 - 5.3 1 1 3  
- 4.2952 97.873 - 32.98 1 - 1 1 .043 - 5.2634 - 1 4.569 
- 4.6401 - 2.355 1 25. 142 - 6.3655 1 1 .555 - 8.7042 
- 0.59355 2.5925 - 1 .7799 4.8954 - 39.862 42.675 
- 2.7939 - 39.3 13  55.612 1 .26 1 5  2.9492 8.5562 
4.5282 1 .643 1 - 1 . 1 802 0.3 1 937 1 .2097 2.5602 
4.32 1 6  1 .7509 2. 1 1 37 - 0.09601 6  1 .871 0.27968 
2. 1339 - 12.425 - 2 1 .26 1 3 .4 14 - 66.029 69.279 
- 3.3752 23.336 1 3.452 - 7.6543 2 1 .75 - 25.405 
B3(top) = - 2.4632 W3(top) = 2 1 .633 - 8.288 0.29 1 8 1  1 3.683 - 6.3824 
4.4293 16.735 8.5 1 54 3.2584 - 1 0.458 - 3 1 .459 
- 7. 1 859 13 . 144 1 1 .5 13 7. 1 1 33 0.066829 - 1 4.952 
- 6.03 1 6  3.2706 - 2.5447 3. 1 59 7.5867 1 .650 1  
- 0.548 19  - 1 3 . 1 9  - 4.7042 - 1 .359 - 1 6.646 35.5 14 
- 1 0.9 1 9  - 5.3589 0.054857 8.8999 8.9098 · 5 .595 
- 9.7804 1 5.228 27.543 25.304 14.978 20.207 
1 .997 1 0.552 - 1 6.363 0.08 1 1 35 4.9735 - 1 5.674 
0.73872 - 9.7894 2.84 1 1 0. 1 7625 4.0388 1 . 1287 
0.094956 - 10.8 1 5  1 0.01 4  9.8753 1 8.246 - 33.538 
- 1 .5355 1 3.44 - 0. 1 1 253 - 0.8601 - 20.78 1 1 1 .575 
- 7.5429 - 16. 1 1 3  7.8 168 9.9305 2.4837 1 1 .847 
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5.96 17  1 0.622 1 .4249 - 2.2 124 - 5.2562 - 1 1 .374 
1 .7783 2.0801 0.6 1 1 03 0.89672 2.6 1 66 3 .2209 
1 .3 1 06 1 .481 1 0.57454 - 3 .2226 - 10.78 1 5.33 1 5  
- 1 .0304 3.421 - 4.8979 - 0.48499 0.30012  4.4714 
6. 1 986 - 4.4646 5.0129 2.299 - 0.096663 - 1 1 .895 
3.6494 - 5 .658 - 5 . 1 69 - 6. 1 43 1  - 1 .477 0.50775 
1 .7838 - 7.2655 - 6.3207 - 5.73 1 5  1 .4401 1 6.094 
- 1 .8679 5.6357 1 .297 1 3.624 - 3.991 - 5 .6958 
- 1 .661 1 - 5 .4 1 08 - 2. 1473 - 1 0.7 1 6  - 1 6.202 - 3. 1 254 
0.52579 - 0. 1 661 1 - 1 7.234 - 2.8683 1 0.372 - 1 .2008 
- 0.50277 1 .2469 - 0.2 1 338 - 0. 1 0942 0.64 189 1 .7967 
B3(bottom) = - 0.01 0292 W3(bottom) = - 4.7 1 73 - 6. 1 835 8.2 185 1 6.266 - 16.899 
- 1 . 1 282 - 12.954 - 8.2 158  - 1 .8645 25.835 1 .3576 
- 0.068688 - 80.9 12  - 6. 1 649 1 3 .975 27.4 49.377 
0.4662 49.81 7  37.887 9.2008 - 33.062 - 62.973 
- 34.083 - 3. 1 826 1 0.948 1 7.66 1 9.891 13 .568 
1 .8432 1 3 . 1 1 9 1 8.4 1 6  3.8485 - 28.063 - 9.645 1 
1 .0966 12 .308 0.80244 - 4.5442 - 5.0585 - 8.9022 
0.57235 - 1 1 .539 - 2.4 1 97 - 7.5059 5.5089 5.6539 
- 0.20849 42.285 1 7.4 1 3  1 7.01 3  - 36.775 - 37.505 
- 2.828 - 20.782 6.0207 6. 1 397 - 3.9298 22.335 
4. 1 2 1 9  8.8855 17 .002 1 8.344 - 9.6066 - 40.598 
1 .4429 5 . 1 1 57 - 8.3864 - 5.3558 - 3.0436 - 0.22762 
- 5 . 1 676 - 2.4528 23.261 - 3 .35 1 1  - 26.948 1 .3288 
84 and W4: biases and weights for second h idden layer of aN N 
- 1 3.5 14  - 1 .8669 25 . 1 6  - 1 3 .062 1 7.594 - 19.041 1 0.22 1 
1 0.008 - 5. 1 996 - 1 8.346 1 0.322 6.7098 30.372 0.037795 
- 1 1 .98 1 4. 1 5 1 1 59. 1 1 8 - 9.0226 - 3.3001 - 46.037 - 1 .2436 
6.373 1 - 3 .3335 - 13 .592 6.6028 6.4278 3 . 1923 27.779 
9.9999 - 9.4594 - 62.002 9.7688 1 3 . 1 97 29.507 0.6221 3  
5.93 - 37.708 30.3 1 8  5 .4373 23.69 47.642 1 4. 146 
- 2.9769 1 1 .9 4. 1 9  - 5.8326 - 5.6673 1 8.2 1 2  - 38.673 
0.65 1 77 - 3 .73 1 6  - 1 3.949 0.578 7.642 1 2.8409 1 3 .009 
B4(top) = 0.57827 W 4(top,left) = - 5 .9041 - 1 .5786 4. 1464 2.2 176 14.079 2.2 1 7 1  ... 
2.881 - 5 .2976 2.4782 0.96025 3 .2 1 7  - 36 3 .22 1 2  
- 0.096898 1 .9847 4.7433 0.81 287 1 . 1492 - 1 2.26 1 .8414  
- 5. 1 922 - 7.9348 3.90 13  2.7997 - 3.6433 5.0376 - 2.01 1 8  
1 0.5 1 5  - 9.8642 4.4234 0.82283 0.64587 9.4508 3.61 86 
- 14.272 14.9 1 7  1 .4734 - 3 .4632 1 1 .35 - 4.00 14  1 .3209 
- 0.059912  - 12.964 - 1 .6864 - 3 .8553 - 1 .9765 2.089 1 0.371 
3 .6499 20.266 2.3278 - 5 .69 1 5  1 3 .245 - 5 .2393 3 .3 1 66 
1 50 
10.655 10.595 - 12.66 - 1 3.429 38.729 - 1 9. 1  
4.902 1 - 0.61 954 1 0.267 12. 1 09 - 46.343 5.8604 
57. 183 72.9 1 6  - 10.639 - 5.8567 24.4 1 42.97 1 
18.596 - 29.9 1 8  6.4283 7.7601 12.825 8.9538 
- 58.882 - 83 . 1 92 9.6243 12. 19  - 1 7.321 - 1 0.2 1 
- 33.697 61 .067 5 .6939 4.3436 69.264 - 22.439 
-43.6 15  27.732 - 3 .3097 - 7.6827 - 12.433 - 5 .989 
40.022 -37.295 0.3085 3.9443 0.72504 - 0. 1 188 
W 4(top,right) = . . . 1 3 .827 - 2.47 1 6.828 - 8. 1 866 - 4.0406 2.0654 
1 .8848 - 0.442 1 3  10.94 3 .6623 - 25.948 -4.4807 
- 14.359 0. 14262 7. 1747 7.8626 - 1 .5389 0.83663 
- 1 5.724 - 2.0046 0.88749 - 30.574 3.5767 2.2888 
- 1 5 .334 - 5.5327 - 18.375 - 2 1 .268 - 3 .8448 - 0.39956 
- 9.606 0.5 1948 - 6.5857 - 8.327 - 5 .04 1 - 6.0332 
1 0. 1 1 6  - 1 1 .056 2 . 1447 - 1 .5825 3.3689 6.0204 
- 1 3 .983 19.388 - 7.9056 - 12.507 - 1 3 .708 - 7.3052 
- 2.744 0.3526 - 1 .0284 1 .6339 1 .7909 - 1 .8797 - 0. 1 6025 
- 0.60526 2.3768 - 1 .3006 - 3.7337 1 .3048 0.73262 0. 1 3942 
2. 1 77 6. 1 1 95 1 .3343 - 8.0 192 - 5. 1 2  - 4.561 1 0.8 1494 
1 .703 - 5 .4392 - 0.28 1 54 8.2683 2.8474 3.9128 - 0.7078 
- 3.671 3.9283 - 2.7291 8.9975 5.8935 - 0.7 1 783 - 3 .53 1 1 
0.5 1 206 6.4373 1 .729 8.3032 4.30 1 7  12.37 1 - 8.3675 
1 .2478 0.069887 1 . 106 1 .3225 - 0.77897 1 . 1372 - 0.25609 
B4(bot.) =  - 0.26652 W 4(bot., left) = 2.433 - 1 .3739 7.4856 4.68 16 - 0. 1 7647 0.68934 . . .  
2.85 18  - 27.076 0.37462 - 36.286 1 0.583 27.327 7.8 1 85 
- 1 6. 14 1  1 8.755 - 5.555 1 6.7558 1 .6205 6.7376 20.7 1 3  
- 7.3 177 - 25.577 - 62 . 101  55.255 6.9754 - 1 .477 16.063 
9.3367 24.552 - 0. 165 1 7  36.742 - 10.568 - 28.309 - 14.247 
10.247 14. 165 - 50.827 - 29.3 1 7  - 1 .3064 53.095 - 1 6.855 
- 0.33279 4.6384 - 19.756 -4.4443 0. 14403 34. 16  - 34.09 
- 9. 1 34 1  - 0.5695 6.3 1 59 3.4703 1 .6303 0.36533 - 4.0266 
1 .523 1  1 .7927 - 7.0538 - 2.5574 - 1 . 1 349 0.77357 3.8 1 5  
1 51 
- 0.080658 1 .4868 0.57955 
- 1 .9486 - 4. 1 802 2.9498 
3.7775 - 5.5 1 1 .8856 
- 5 .7368 - 6.308 1 1 1 .527 
9.4552 - 2.8603 3. 1 1 02 
- 1 2.838 1 5. 162 - 7.862 
0.076702 0.77728 - 0.72378 
W 4(bot ., right) = ... 0.84776 - 0.027072 1 .0919  
- 1 .0 138 35 .632 23.7 1 1 
4.4595 - 8.6238 6.8532 
- 5 . 1 327 1 3.89 6.0852 
- 1 .791 5  - 36.077 - 25 .323 
3.488 1 1 0.544 - 6.3414  
- 9.0542 - 4.8058 - 9.5506 
12.054 - 3.5073 0.8 1 553 
- 12.254 2.33 1 8  - 1 .041 2  
85  and WS: biases and  weights for output layer of a.NN 
152 
[ 1 2.781  l [30.927 8.4068 1 1 .466 B5 = W5 = - 2.2292 1 .2283 
4.5867 14.057 
30. 1 1 8  
0.2 1 1 77 
- 1 5 .3 1 
- 25.907 
- 30.786 - 47.377 
1 3.735 7.44 1 7  
1 9.59 24.797 
28.825 14.045 
0.28897 0.0062049 0.2878 1 
1 6.4 17  - 0.32679 1 3.487 
7.88 16  5. 1 548 1 5.734 
- 7.2263 0.23338 - 12.079 
4.0 1 8 1  1 .6954 2.2266 
1 .2724 2.4665 9.4908 
- 0.38234 1 .0093 - 0.69679 
9.594 0.32532 - 7.5322 
12.95 4.8 158 1 4.671 
13 .286 - 4.8672 - 5.594 
- 5.7922 3.7425 1 1 .808 
- 1 2.672 - 1 .4065 - 0.8 1 607 
- 1 8.896 3.5282 - 6.4934 
- 1 3.814 1 7.014 3.6555 
- 2. 1 995 - 5.2833 - 1 1 . 1 85 
1 .2299 5.7239 2.45 1 8  
- 3 1 .8 1  - 0.57093 0.46364 36.726 l
- 7.2942 5 . 1 00 1  2.4937 2 . 1 854 
1 1 . 1 88 8.05 17  - 2.2737 - 5.7985 
- 1 .0262 1 .5932 26.242 26.039 
B6 and W6: biases and weights for first hidden layer of yNN 
5.9254 45.772 - 1 2.564 - 59.3 1 2  - 72.327 6 1 .872 
0.86123 - 1 50.2 145.97 - 23.95 1 - 6 1 .8 1 3  99.956 
1 2.006 37.807 4.3725 - 65.645 - 1 98.66 1 65 . 16  
- 3 . 1 622 - 52.866 35.94 1  92.334 - 7 1 . 1 1 1  37.045 
79.7 1 5  - 27.036 - 287.07 - 1 95 .28 - 20 1 . 1 9  - 98.85 1 
9.0938 79. 1 3 1  - 29.636 - 93 .23 1 - 33 .593 22.83 
1 .8273 - 7.9284 45.534 -9 1 .773 - 148.84 1 86.59 
1 5 .202 1 .78 1 - 2. 1 614 - 3.5905 - 2.28 12  7.3773 
14.577 28.243 9.3327 - 65.7 1 5  - 58.287 24.55 
- 6.28 1 3  - 44.379 1 8.308 1 32.36 -43.602 0.79 197 
86.245 - 34.002 - 46.838 - 1 55.37 - 342.3 1 - 279.97 
- 7.2023 - 38.8 1 5  - 10.426 10 1 .48 1 16.32 - 14 1 .89 
B6(top) = - 0.0061974 W6(top) = 1 2.302 - 26.259 0.29612  - 74.234 94.072 
- 1 1 .2 1 8  - 8 1 .068 - 1 42.3 1 195.02 - 69.49 1 1 1 8.72 
1 6.862 9. 1 876 - 0.88414 1 1 .53 - 0. 1 601  5.54 19  
- 1 .8523 - 1 07.46 - 19.648 -9 1 .037 93 .457 1 32.59 
5 . 10 13  1 99.82 - 1 19.35 44.596 14.732 - 1 64.6 
3 . 1 164 1 56.77 - 208.27 - 1 7.495 - 89.057 142.54 
- 1 9.722 2 1 .438 - 3 . 1 1 7  - 4.3362 - 20.557 30.692 
1 7.3 12  - 9 1 .23 1 94.24 - 143.36 86.858 - 78.435 
38. 1 8  - 533.08 89.502 406.84 4 16.62 - 779.02 
9.5375 32.001 - 1 0.495 - 24.747 - 20.934 6. 1 588 
1 7.538 - 99.945 - 1 00.75 - 9.0032 - 1 85 .23 200.99 
- 2.2363 1 34 . 1  5 1 . 1 38 - 1 7 1 .02 - 375.71  383.63 
1 53 
- 1 1 .276 - 5. 1 12 - 0.097598 1 . 1 325 7.622 1 - 4.6877 22. 1 72 - 79.627 - 139.42 - 140.06 13 .001 14 1 . 1 1 - 61 .736 - 1 5.85 1 61 .644 73.824 27.23 1 - 74.754 1 .7808 - 38.406 - 48.786 40.027 - 1 04.26 144.4 6. 1648 - 3.7301 0.3 1 853 63. 1 55 - 1 5 .701 - 52.229 - 1 1 .052 - 1 0.05 1 1 .729 - 7.541 1 - 2 1 .026 12.923 4.4642 - 9.7666 8.7641 - 12.65 34.52 - 33 . 107 1 1 .325 1 37.09 - 1 00.72 - 1 1 7.45 - 1 3 1 . 1 1  1 19.5 1 0.80806 - 1 63.28 77.801 - 2 1 .7 2 10. 1 5  - 1 1 0.54 1 7.576 105.42 - 7 1 .776 - 122.26 - 8.3556 - 62.354 - 29.432 8.614 - 3.8232 - 6.9976 - 26.265 66.99 
B6(bottom) = - 14.343 W6(bottom) =  8.9266 58. 1 3 1  - 146.08 45. 193 178. 1 7  - 7.8478 - 140.88 1 60.93 24.862 - 39.238 4.4889 - 3.6682 - 20.788 3 . 1064 73. 1 5  1 5.846 - 49.98 - 0.92784 1 54.64 12 1 .42 90.87 1 - 1 02.57 - 1 97.9 - 6.2701 - 1 60.93 33. 1 72 67.599 - 25 .205 87.478 1 5.41 - 61 .73 98.706 - 1 1 6.74 - 37.852 - 42.877 - 2.9023 44.564 64.782 70.53 1 3.8 124 - 1 75.97 - 8.6369 - 263.46 91 .369 129.63 84.612 40.201 0.3426 1 1 8.93 60.542 - 99.204 - 92.761 10.443 20.992 - 43.401 - 33.555 8.4504 1 7.381 16.3 1 1 49.563 - 1 7.658 - 5.7993 7.0013  - 1 3.329 - 49.4 17  - 6.0269 - 1 93 .79 1 58.37 1 04. 14 53.7 12  - 97.435 0.39304 55.0 18  - 68.864 1 0.873 21 .403 - 1 1 .852 
87 and W7: biases and weights for second h idden layer of yNN - 1 9.064 - 0.25266 1 1 8.72 50.64 - 89.396 - 42.933 12.396 13 .64 1 . 1 338 29.75 3.6544 - 3 .0629 - 30.449 4.4889 25. 1 87 1 7.761 3.3873 - 47.2 19  - 1 08.5 1 19 1 .43 - 27.074 - 7.823 79.486 - 5.4883 - 27.45 3 1 .8 1  1 30.24 - 74.629 43.054 - 65 . 1 1 3  - 142.74 5.9967 41 .747 1 .8 127 16.227 9.43 1 3  - 124.1 1 8.349 35 .888 - 39. 124 - 72.08 1 103.66 2. 106 - 43.895 - 30.083 - 1 1 .286 1 .8936 0.35492 54.543 24.723 - 0. 1 6639 - 49.938 0.099837 - 9.5814 338.63 0.35276 
B7(top)=  - 4. 1 758 W7(top,left) = - 120.1 13.965 3.7009 - 28.475 - 2.2 1 88 29.921 . . .  7.621 - 36.62 - 0.0281 1 7  3.4272 7.5619  9.8461 - 0.69621 88.729 - 305.22 1 1 .495 88.762 13 .973 - 97.089 1 7.661 - 1 7.063 365.26 - 1 99. 1 8  - 9. 1 881  13 . 1 1 5  1 1 1 .9 1  63.393 36.584 - 106.7 - 3.7696 35. 16 1  6.7 17  1 5 .265 - 5 1 .337 - 22 1 . 1 7  148.85 12.938 - 225.01 241 .66 1 1 6.5 - 1 84.63 - 40.438 53 .769 5.498 1 - 39.696 3.6589 22. 1 34 7.8558 - 23.846 80.73 1 - 5.5958 - 25 .948 9.2949 140.08 - 1 59.2 
154 
- 83.493 - 1 5 .572 - 37.266 38.691 1 2.333 - 43.592 
36.428 3.4477 - 4.8195 20.66 1 - 70.337 - 1 .7 1 1 5  
66.663 23.87 1 28.507 35.549 - 65.64 20.666 
46.5 1 1 - 1 1 .2 1 1  1 3 .073 - 22.025 - 42.827 1 5 .61 1 
- 56.303 41 .849 - 5.6433 39.08 1 .9323 - 20.866 
- 46.537 1 1 .535 - 1 2.522 14.099 22.02 1 - 1 6.856 
40.529 2.7608 2 1 .581  - 5.877 - 1 . 1 501  86.238 
1 .7327 22.323 - 0.57266 12.292 - 1 35.26 1 .032 
W1(top,right) = . . . - 29.259 22.605 - 336.5 - 1 9.446 339. 1 2  1 32.93 
- 2 1 .233 - 2.4229 69.653 3.4 1 39 - 122.79 1 8.48 
1 .922 144. 17  8.9138 - 56.464 72.237 1 .2548 
78.382 - 379.98 - 45.728 - 1 58.66 - 62.6 1 9  - 1 55.8 
- 253.91 - 6.9742 - 1 0.586 - 6.7 1 22 - 4 1 .247 3 1 .66 1 
6.4228 - 12.396 - 398.54 3 1 5 .24 147.95 - 60.783 
76.263 1 1 .3 1 1 0.79 7.7244 - 147.7 1 2. 1  
46. 10 1  - 22.806 - 39.827 30.722 82.39 - 37.73 1 
- 2 1 .364 - 2. 1 761  4.9372 0.67005 - 1 .992 3.291 20.727 
- 0.77708 1 .5834 1 .7942 9.2057 7.6274 - 1 3 .0 1 6  6.648 
79. 1 05 1 .6294 - 54.586 36.503 123 . 1 5  54.23 - 4.443 1 
- 57.263 - 2.2369 - 1 76.87 - 84.9 1 3  1 0.595 - 1 9.252 1 3 .922 
- 43.595 - 0.85872 35.9 12  - 62.002 320.2 1 64.64 1 29.9 13  
1 6.87 1 .0652 - 9.4386 - 7.54 16  6.4003 - 26.555 - 1 .7337 
1 3 . 1 28 0.53889 - 27.561 8.4949 - 1 59 144.77 - 2. 1 664 
B1(bot.) =  - 1 04.22 W1(bot.,left) = - 2.8764 - 1 38.8 1 - 30.062 0.206 0.441 17  0.4 1 862 . . . 
1 0.4 12 - 39.325 - 62.4 1 - 1 3 .699 9.4225 - 5.8 174 - 1 7.937 
0.80632 48.752 34.758 27.863 22.929 - 1 1 5 .75 52.354 
9.4593 1 3 .49 1 - 38. 173 74.6 17  - 24.449 - 3 1 .5 14 - 69.232 
3 1 . 1 52 288.77 56.57 28. 1 08 160.08 - 1 54.6 - 76.337 
- 74.676 71 .72 1 1 09.75 - 1 .0423 34.227 30.049 - 14.821 
49.347 - 59.763 37.985 1 1 .488 170.47 1 .2362 - 9.6823 
0.43477 12. 149 1 3 .4 1 6  1 0.32 - 1 0.965 77.038 9.2756 
- 1 6.92 1 17.706 6.3961 1 3 .4 1 5  9.8087 1 0.5 1 1 8.0487 
1 55 
- 1 0.428 - 5.4601 1 1 .974 1 0. 1 3  - 0.32927 0.036075 - 98.2 1 1 99.735 - 120.02 30.255 68.3 13  - 1 1 8.87 - 1 25.5 1 - 122.9 • 204.89 19.904 24.615 - 1 .737 1 - 59.048 - 13.286 53. 1 38 
W7(bot., right) = . . . 6.4449 - 19 - 6.899 14.248 27.079 - 22.945 - 28.447 - 1 7.837 - 3.3666 - 95.756 - 130.84 23.386 - 1 1 8.36 - 38.897 1 62.88 71 .37 6 1 . 1 7 1  1 6.85 50.691 - 90.324 - 1 74. 1 3  - 147. 1 8  45.774 - 1 .0903 7.6891 - 12.889 22.73 
88 and W8: biases and weights for output layer of -yNN 
1 56 
[- 63.MS] r 92.742 26.012  - 23.248 B8 = W8 = 7.5833 - 6.3 1 1 9  - 5.358 9.8641 
- 1 1 0. 1  - 1 9.312 17.965 8.62 18  
- 92.679 253.56 3.0231 4.2765 3.0956 6.7293 - 1 .9276 1 .8847 
3.9404 127.34 2 1 .506 - 3.305 - 0.90068 - 4.7979 - 97.855 - 75.723 • 56.464 196.85 3.0 155 61 .954 70.949 52.658 - 36.385 - 1 9.63 - 58. 1 1 9  - 1 5 .4 13 37.949 - 20.08 1 .3303 21 7.39 0.580 16 1 02.56 - 0.07367 - 43.806 6.4913  42.352 - 48.061 - 2 1 .072 - 7.9587 89.599 44. 169 - 1 57.29 - 1 64. 1 3  69.424 - 32.0 15  - 92.624 - 3.3 144 - 1 5.875 - 39.4 15  75.666 - 0.83546 - 1 2.634 4.509 - 1 1 .2 1 1 - 3 .3725 - 1 6.685 
1 5 .047 25 1 .53 24.275 - 6.4603] 38.322 - 3.2389 1 9.258 - 46.5 1 7  - 1 .8025 - 9.2039 0.7548 - 7.86 19  - 2.6779 - 0.5 1 732 1 .9478 3.4424 
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Figure D.1. Small data set, event 1: September 1989 -skin 1 G (Doo = 240.5 cGy, 
a =  0.9870 d-1, y = 1.994). 
Table D.1. Results of test event 1 for the small data set. 
Time o_ 
actual % dose 
% error a % error 'Y % error dose 
(d) (cGy) (1 /day) (cGy) 
received 
0.062 1 16.86 51 .41 1 .01 8 -3. 141 2 .41 88 -21 .304 0.9265 0.385 
0.1 25 1 1 9.73 50.21 6  1 . 1 966 -21 .236 2.8278 -41 .81 5 3.6693 1 .526 
0. 1 87 1 31 .9 45. 1 56 1 .2604 -27.7 2.4776 -24.253 8 . 1 585 3.392 
0.250 1 2 1 . 1 2  49.638 0.98533 0. 1 69 3.0782 -54.373 1 4 .2879 5.941  
0.3 1 2  1 35.65 43.597 1 .3782 -39.635 2.31 1 6  -1 5.928 2 1 .9203 9. 1 1 4 
0.375 1 30.48 45.746 1 .4903 -50.993 1 .5477 22.382 30.8892 1 2.844 
0.437 1 30. 1 2  45.896 1 .5884 -60.932 2.3272 -1 6.71 41 .0057 1 7.05 
0.499 1 32 .46 44.923 1 .5867 -60.76 1 .7495 1 2 .262 52.066 21 .649 
0.562 1 33.52 44.482 1 .563 -58.359 1 .8696 6.239 63.8512  26.549 
0.624 1 28.79 46.449 1 .5837 -60.456 2.0007 -0.336 76. 1448 31 .661 
0.687 1 30.87 45.584 1 .5998 -62.087 2 . 1 233 -6.484 88.7323 36.895 
0.749 1 37.67 42.757 1 .6368 -65.836 2 .9549 -48. 1 9  1 01 .4086 42. 1 66 
0.81 1 147.37 38.723 1 .6803 -70.243 1 .8991 4.759 1 1 3.9832 47.394 
0.874 1 58.31 34. 1 75 1 .3059 -32.31 2 .7992 -40.381 1 26 .2866 52.51 
0.936 1 70.82 28.973 1 .23 -24.62 3 .0882 -54.875 1 38.1 653 57.449 
0.999 1 83.47 23.71 3 1 .01 39 -2.725 3. 1 748 -59.21 8  1 49.4962 62. 1 61 
1 .061 1 93.47 1 9.555 1 .0464 -6.01 8  3 . 1 823 -59.594 1 60. 1 84  66.605 
1 . 1 24 203.53 1 5 .372 1 .0469 -6.069 3.2081 -60.888 1 70 . 1405 70.745 
1 . 1 86 2 1 3.46 1 1 .243 1 .049 -6.282 3.2206 -61 .51 5 1 79.3242 74.563 
1 .248 221 .22 8.01 7 1 .8372 -86 . 14  3 .2271 -61 .841 187.7071 78.049 
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Figure D.2. Small data set, event 3: November 2000 - eye 5G (D"" = 59.9 cGy, 
a = 1.1187 d-1, y = 3.2909). 
Table D.2. Results of test event 3 for the small data set. 
Doo actual % dose Time % error a % error 'Y % error dose 
(d) (cGy) (1 /day) (cGy) 
received 
0.062 1 1 7.83 -96.71 1  0.99068 1 1 .444 3.01 35 8.429 0.0094 0.01 6 
0 . 1 25 1 1 7.82 -96.694 0.98794 1 1 .689 3.02 8.232 0.092 0 .1 54 
0 . 1 87 1 1 7.81 -96.678 0.98491 1 1 .959 3.01 28 8.451 0.3485 0.582 
0.250 1 1 7.8 -96.661 0.98272 1 2 . 1 55 3.031 7.898 0.8941 1 .493 
0.31 2 1 1 8.4 -97.663 0.85512  23.561 0 .1 3754 95.821 1 .8483 3.086 
0.375 1 21 .84 -1 03.41 1 .0486 6.266 2.72 1  1 7.31 7  3.3249 5.551 
0.437 1 27.85 -1 1 3.44 1 .2427 -1 1 .08 3.5897 -9.08 5.42 9.048 
0.499 1 50 .38 -1 5 1 .05 1 . 1 792 -5.408 2 .8382 1 3 .756 8. 1 985 1 3 .687 
0.562 1 52.4 -1 54.42 1 . 1 676 -4.371 1 .2502 62.01 1 1 .6787 1 9 .497 
0.624 1 52.37 -1 54.37 1 .061 6  5. 1 04 1 .8843 42.742 1 5.8236 26.4 1 7  
0.687 1 38.06 -1 30.48 0.84074 24.847 3.0744 6.579 20.5335 34.28 
0.749 1 34 . 1 7  -1 23.99 0.81 693 26.975 3.7791 -14.835 25.648 42.81 8  
0.81 1 1 32.38 -1 21 0.87236 22.02 0.81 89 75. 1 1 6  30.9576 51 .682 
0.874 1 23.58 -1 06.31 0.8232 26.4 1 5  2 .4232 26.367 36.2258 60.477 
0.936 1 09.35 -82.554 1 .0551 5.685 2.2422 31 .867 41 .21 39 68.804 
0.999 96.431 -60.987 1 . 1 827 -5.721  1 .9572 40.527 45.71 56 76.32 
1 .061 92.676 -54 .71 8 1 . 1 1 07 0.71 5 1 .91 24 41 .888 49.5818  82 .774 
1 . 1 24 92. 1 1 -53.773 1 . 1 353 -1 .484 1 .7534 46.72 52.7288 88.028 
1 . 1 86 69.328 -1 5.74 0.61 3 45.204 1 .7675 46.291 55. 1 561 92.08 
1 .248 61 .372 -2 .457 0.71 399 36. 1 77 1 .7609 46.492 56.9235 95.031 
159 
Testing actual data 
250 -------.-----.------r----.--------,-------r-----, 
200 
• i , - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
,_ 1 50 
11 ' 
J • - �- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -





I I , . ' - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
, 1:/ 
I It 0 1 00 
I � 
j' fl •• I 
50 � � 
� I� 
I lj 
: :1 tt,'/ ' .  
- - - f1 
- - - f2 
- - - t3 
- f4 
- 15 
- f1 0 
• actua l  
0 -"""'-----'-----'----.....__ __ .___ _ ___,_ __ __.__ _ _____, 
2 3 4 5 6 7 
Time (days) 
Figure D.3. Small data set, event 4: August 1972 -eye 5G, first rise only (Doo = 189.5 
cGy, a =  2.3847 d-1, y = 3.2989). 
Table D.3. Results of test event 4 for the small data set. 
Doo actual % dose Time % error a. % error 'Y % error dose received 
(d) (cGy) (1 /day) (cGy) 
0.062 1 1 8.08 37.689 1 . 1 202 53.026 2.9003 1 2 .083 0.3534 0. 1 86 
0. 1 25 1 25.62 33.71 1 .8825 21 .059 3.0785 6.681 3.4491 1 .82 
0. 1 87 1 34.66 28.939 1 .0022 57.974 3. 1 282 5 .1 74 1 2 .81 03 6.76 
0.250 1 48.47 2 1 .652 3.4822 -46.023 3.33 1 8  -0.997 31 .3432 1 6.54 
0.31 2 1 48.04 21 .879 1 .442 39.531 3.34 1 5  -1 .291 59.5806 31 .441 
0.375 1 73.38 8.507 1 .5349 35.636 3.34 1 6  -1 .294 94.3369 49.782 
0.437 1 78.5 5.805 1 .3397 43.821 3.34 1 6  -1 .294 1 29.21 74 68. 1 89 
0.499 1 90.3 -0.422 1 .5469 35. 1 32 3.357 -1 .761 1 57.5235 83. 1 26 
0.562 206.85 -9. 1 56 1 .292 45.821 3.2968 0.064 1 75.7629 92.751 
0.624 203.76 -7.525 1 .0381 56.468 3.2324 2.01 6 1 84.8845 97.564 
0.687 201 .61 -6.391 2.6328 - 10.404 3.2497 1 .491 1 88.3301 99.383 
0.749 1 92.6 -1 .636 1 .363 42.844 8 -142.51 1 89.2844 99.886 
0.81 1 1 92 . 1 6  -1 .404 1 .2637 47.008 8 -142.51 1 89.4722 99.985 
0.874 1 90.54 -0.549 1 .0292 56.842 8 -142.51 1 89.4976 99.999 
0.936 1 91 .93 -1 .282 1 .0283 56.879 8 -142.51 1 89.4999 1 00 
0.999 1 93.33 -2.021 1 .0274 56.91 7 8 -142.51 1 89.5 1 00 
1 .061 1 93.52 -2. 1 21 1 .0265 56.955 8 -142.51 1 89.5 1 00 
1 . 1 24 1 93.71 -2 .222 1 .0256 56.992 8 -142.51 1 89.5 1 00 
1 . 1 86 1 93.72 -2.227 1 .0247 57.03 8 -1 42.51 1 89.5 1 00 
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Figure D.4. Small data set, event 5: April 2002 -eye 1 G (Doo = 77.5 cGy, ex. = 0.9964 d-1, 
y =  1.8640). 
Table D.4. Results of test event 5 for the small data set. 
o_ 
actual % dose 
Time % error a % error y % error dose received 
(d) (cGy) (1 /day) (cGy) 
0.062 1 1 7.51  -51 .626 0.98382 1 .263 2.3 1 94 -24.431  0.4362 0.563 
0. 1 25 1 1 8.97 -53.51 0.641 34 35.634 2.2352 -1 9 ,914 I 1 .5759 2 .033 
0. 1 87 1 1 6.4 -50 . 194 1 .2073 -21 . 1 66 2 .6306 -41 . 1 27 3.3 1 74 4 .281 
0.250 1 1 5.9 -49.548 1 . 1 571 -1 6 . 1 28 3 .071 1 -64.759 5.5847 7.206 
0.31 2 1 21 .73 -57.071 1 .0565 -6.032 3.5365 -89.726 8.3059 1 0.71 7 
0.375 1 1 5.98 -49.652 0.82851 1 6 .85 3. 1 348 -68. 1 76 1 1 .4088 14 .72 1  
0 .437 1 1 0.34 -42.374 0.79738 1 9.974 2 .446 -31 .223 14.8208 1 9. 1 24 
0 .499 1 06.45 -37.355 0.77958 21 .76 3 .2891 -76 .454 1 8 .4706 23.833 
0.562 1 1 5.37 -48.865 0.77801 21 .91 8 3 .46 1 8  -85.71 9 22.287 28.757 
0.624 1 1 9.98 -54.81 3  0.8426 1 5.436 3.3406 -79.21 7  26.2036 33.81 1 
0.687 1 1 8.33 -52 .684 0.73699 26.035 2 .9763 -59.673 30. 1 581 38.914 
0.749 1 1 3.6 -46.581 0.73536 26. 1 98 2 .9901 -60.41 3 34.0935 43.992 
0.81 1 1 08.99 -40.632 0.7677 22.953 2.7268 -46.288 37.9589 48.979 
0.874 1 03 .87 -34.026 0.73222 26.51 3  1 ,9789 I -6. 1 64 41 .71 09 53.821 
0.936 87.477 -12.874 1 .2458 -25.03 I 2,0737 -1 1 .25 45.3 1 1 4  58.466 
0.999 83.775 -8.097 1 . 1 846 -1 8.888 2.0896 - 12 . 1 03 48.731 2  62 .879 
1 .061 77.614  -0. 1 47 1 .0234 -2 .71 1 .9 165 -2.81 7 51 .949 67.031 
1 . 1 24 73.404 5.285 0.93444 6.2 1 8  1 .761 3  5.51 54.9445 70.896 
1 . 1 86 70.61 1 8.889 0.69643 30. 1 05 1 .841 6  1 .202 57.71 06 74.465 
1 .248 69.525 1 0.29 2.6542 -1 66.38 3.3701 -80.799 60.2428 77.733 
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APPENDIX E - RESULTS FROM LARGE DATA SET TESTING 
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Figure E. 1 .  Large data set, event 2: September 1 989 - eye 1 G (Doo 
= 1 63 1 64 cGy, a = 1 .021 1 d-1, y = 1 .9220). 
Table E. 1 .  Results of test event 2 for the large data set. 1 64 
Figure E.2. Large data set, event 3: September 1 989 - eye 5G (Doo 
= 42 1 65 cGy, a = 1 .21 08 d-1, y = 1 .7224). 
Table E.2. Results of test event 3 for the large data set. 1 65 
Figure E.3. Large data set, event 4: July 2000 - bfo(pelvis) 1 G (Doo 
= 1 1  1 66 cGy, a = 1 .7363 d-1, y = 2. 1 202). 
Table E.3. Results of test event 4 for the large data set. 1 66 
Figure E.4. Large data set, event 6: November 2001 - skin 1 G, first rise 1 67 only (Doo = 1 30 cGy, a = 1 .  7228 d-1, y = 2.0901 ). 
Table E.4. Results of test event 6 for the large data set. 1 67 
Figure E.5. Large data set, event 7: October 1 989 - skin 1 0G, first rise only 1 68 (Doo = 26.5 cGy, a = 0.9567 d-1, y = 2.3635). 
Table E.5. Results of test event 7 for the large data set. 1 68 
Figure E.6. Large data set, event 8: August 1 972 - eye 5G, first rise only 1 69 (Doo = 9. 1 cGy, a = 1 .6369 d-1, y = 1 .6750). 
Table E.6. Results of test event 8 for the large data set. 1 69 
Figure E.7. Large data set, event 9: October 1 989 - skin 1 G, first rise only 1 70 (Doo = 448 cGy, a = 0. 7571 d-1, y = 3.851 2). 
Table E.7. Results of test event 9 for the large data set. 1 70 
Figure E.8. Large data set, event 1 0: March 1 991  - eye 2G (Doo 
= 83 cGy, a 1 71 
= 1 .3805 d-1, y = 3.01 34). 
Table E.8. Results of test event 1 0  for the large data set. 1 71 
Figure E.9. Large data set, event 1 1 : October 2001 - skin 1 G (Doo 
= 23.1  1 72 cGy, a = 1 .0947 d-1, y = 2.8006). 
1 62 
Table E.9. Results of test event 11 for the large data set. 172 
Figure E.10. Large data set, event 12: July 2000 - bfo(pelvis) 5G (Doo 
= 5.95 173 cGy, a = 2.3542 d-1, y = 2. 7959). 
Table E.10. Results of test event 12 for the large data set. 173 
Figure E.11. Large data set, event 13: 4 x August 1972 (extreme case) - eye 174 1 0G, first rise only (Doo = 282.2 cGy, a = 1.4258 d-1, y = 6.9526). 
Table E.11. Results of test event 13 for the large data set. 174 
Figure E.12. Large data set, event 14: August 1972 - bfo 2G, first rise only 175 (Doo = 63.05 cGy, a = 2.5520 d-1, y = 3.3992). 
Table E.12. Results of test event 14 for the large data set. 175 
Figure E.13. Large data set, event 15: September 1989 - bfo 1 G (Doo = 18.3 176 cGy, a = 1.3768 d-1, y = 1.4774). 
Table E.13. Results of test event 15 for the large data set. 176 
Figure E.14. Large data set, event 16: September 2001 - skin 10G (Doo 
= 
177 3.51 cGy, a = 0.9077 d-1, y = 2.3613). 
Table E.14. Results of test event 16 for the large data set. 177 
Figure E.15. Large data set, event 17: March 1991 - eye 1 G (Doo 
= 253 cGy, 178 
a = 1.3727 d-1, y = 3.1296). 
Table E.15. Results of test event 17 for the large data set. 178 
Figure E.16. Large data set, event 19: June 1991 - eye 2G (Doo 
= 16.65 cGy, 179 
a = 0.9309 d-1, y = 1.9676). 
Table E.16. Results of test event 19 for the large data set. 179 
Figure E.17. Large data set, event 20: April 2002 - bfo 2G (Doo = 2.08 cGy, a 180 = 1.2541 d-1, y = 1.5903). 
Table E.17. Results of test event 20 for the large data set. 180 
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Figure E.1. Large data set, event 2: September 1989 - eye 1 G (Doo = 163 cGy, 
a =  1.0211 d-1, y = 1.9220). 
a e . .  T bl E 1 R f t  t esu ts o es even 
Time o_ % error ex % error 
(d) (cGy) (1 /day) 
0.062 23.397 85.646 1 .321 6  -29.429 
0. 1 25 28.207 82.695 1 .6651 -63.069 
0. 1 87 29.78 81 .73 1 .4658 -43.551 
0.250 49.904 69.384 2 .2738 -1 22.68 
0.31 2 52.71 2 67.661 1 .652 -61 .786 
0.375 60. 1 03 63. 1 27 1 .5462 -51 .425 
0.437 73.579 54.86 1 .5062 -47.508 
0.499 89.61 9  45.01 9 1 .5478 -51 .582 
0.562 99.874 38.728 1 .71 77 -68.221 
0.624 1 09.08 33.08 0.87088 14.712 
0.687 1 1 6.05 28.804 0.83551 1 8. 1 75 
0.749 1 20. 1 26.31 9  0.86301 1 5 .482 
0.81 1 1 25.79 22.828 0.8946 12 .389 
0.874 1 31 .78 1 9. 1 53 0.84502 1 7 .244 
0.936 143.52 1 1 .951 0.8495 1 6 .805 
0.999 1 55.27 4.742 1 .0142 0.676 
1 .061 1 60.58 1 .485 1 .2494 -22 .358 
1 . 1 24 1 65.87 -1 .761  1 .3589 -33.082 
1 . 1 86 1 70.52 -4.61 3 1 .3687 -34.042 
1 .248 1 70.54 -4.626 1 .4029 -37.391 
164 
or e arge t 2 f th I d t t a a se .  
actual 
'Y % error dose 
(cGv) 
1 .8669 2.867 0.81 88 
2.8869 -50.203 3.0809 
1 .78 7.388 6.642 
2 .8498 -48.273 1 1 .3714 
3.0609 -59.256 1 7. 1 31 2  
2.6773 -39.298 23.7726 
2.61 97 -36.301 31 . 1 39 
2 .6358 -37. 1 38 39.0708 
2.779 -44.589 47.405 
2 .3938 -24.547 55.9862 
2 .3621 -22 .898 64.6665 
2 .27 - 18 . 1 06 73 .309 
2 . 16 16  - 12 .466 81 .791 
2.0683 -7.61 2 90.0075 
2 .028 -5 .51 5 97.8664 
2 .071 9 -7.799 1 05 .2975 
2 .02 18  -5 . 1 93 1 1 2 .2501 
2 . 1 85 -1 3.684 1 1 8.6786 
2.366 -23. 1 01 1 24 .5673 
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Figure E.2. Large data set, event 3: September 1989 - eye 5G (Doo = 42 cGy, a =  1.2108 
d-1 , y =  1.7224}. 
Time o_ 
(d) (cGy) 
0.062 23.02 1  
0.1 25 24.885 
0. 1 87 25.587 
0.250 32.935 




0 .562 47 . 1 58 
0.624 49.981 
0 .687 51 .966 
0.749 51 .522 




1 .061 60.059 
1 . 1 24 60.699 
1 . 1 86 60.989 
1 .248 59.8 19  
T b l  E 2 R I t  f t t a e . . esu s o es even 
% error a % error 
(1 /day) 
45. 1 88 1 .2436 -2 .709 
40.75 1 .5359 -26 .85 
39.079 1 . 1 1 1 6 8. 1 93 
21 .583 1 .4234 -1 7.559 
1 8.81 9  1 .2269 -1 .33 
1 2 . 1 62 1 . 1 1 24 8.1 27 
3.879 1 . 1 064 8.622 
-4 . 1 93 1 . 1 303 6.648 
-1 2.281  1 . 1 095 8.366 
-1 9.002 1 . 1 016  9.0 1 9  
-23.729 0.99779 1 7.593 
-22.671 0.99908 1 7 .486 
-23.736 0.97545 1 9.438 
-24.779 0.99249 1 8.03 
-33. 1 1 2 1 .032 14.767 
-41 .45 1 .0744 1 1 .265 
-42 .998 1 . 1 687 3.477 
-44.52 1  1 . 1 968 1 . 1 56 
-45.2 1 2 1 .2208 -0.826 
-42.426 1 .3 1 1 2  -8.292 
t 3 f th I or e arQe d t t a a  se . 
actual 
'Y % error dose 
(cGy) 
1 .6426 4.633 0.4885 
3.6375 -1 1 1 . 1 9  1 .5905 
2.561  -48.688 3 . 1 368 
1 .638 4.9 5.024 
2 .2746 -32.06 7. 1 669 
1 .8807 -9. 1 91 9.4902 
2. 1 473 -24.669 1 1 .9261 
2 .4065 -39.71 8 14.41 5 
2.3876 -38.62 1 1 6.9037 
2.2397 -30.034 1 9.3477 
2.2955 -33.273 2 1 .7 1 03 
2.2936 -33. 1 63 23.96 1 9  
2.2226 -29.041 26.0804 
2. 1 31 8  -23.769 28.0503 
2.0244 -1 7.534 29.86 1 5  
1 .91 03 -1 0.909 31 .5098 
1 .7954 -4.238 32.9959 
1 .7053 0.993 34.32 1 5  
1 .6309 5.31 2 35.4946 
1 .5388 1 0 .66 36.5237 
% dose 
received 
1 . 1 63 
3.787 
7.469 
1 1 .962 
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Figure E.3. Large data set, event 4: July 2000 -bfo(pelvis) 1G (Doo = 11 cGy, a = 1.7363 
d-1 , y =  2.1202). 
T bl E 3 R It f t t a e . .  esu s o es even 
Time 
Doa % error a % error 
(d) (cGy) (1 /day) 
0.062 22.598 -105.44 1 . 1 354 34.608 
0. 1 25 22.91 -1 08.27 1 . 1 783 32. 1 37 
0. 1 87 22.971 - 108.83 1 . 1 799 32.045 
0.250 27.678 -1 51 .62 1 .4466 1 6 .685 
0.3 12  27.718 - 151 .98 1 . 1 1 93 35.535 
0.375 29.081 -1 64.37 0.98739 43. 1 33 
0 .437 30.983 -1 81 .66 0.91 78 47. 14 
0.499 32.891 - 199.01 0.92947 46.468 
0.562 31 .024 -1 82.04 0.89862 48.245 
0.624 29.079 -1 64.36 0.92935 46.475 
0.687 30.772 -1 79.75 0.95281 45. 1 24 
0.749 31 .308 -1 84.62 0 .96582 44.375 
0.81 1 31 .749 -1 88.63 0.97327 43.946 
0.874 31 .281 -1 84.37 0.98205 43.44 
0.936 31 .68 -1 88 0.98821 43.085 
0.999 31 .928 -1 90.26 0.99263 42.831 
1 .061 32.348 -1 94.07 0.99683 42.589 
1 . 1 24 32.848 -1 98.62 1 .0036 42. 1 99 
1 . 1 86 33.695 -206.32 1 .0061 42.055 
1 .248 34. 1 03 -21 0.03 1 .01 07 41 .79 
166 
t 4 f th I or e arge d t t a a  se . 
actual 
'Y % error dose 
(cGy) 
3.401 -60.409 0.0985 
3.0348 -43. 1 37 0.42 1 8  
3. 1 01 1 -46.265 0.9706 
3.3008 -55.683 1 .71 96 
2 .5765 -21 .522 2.6265 
2 .281 8 -7.622 3.638 
2 . 1 773 -2.693 4.6965 
2 .6353 -24.295 5.7467 
2 .3691 -1 1 .739 6 .7402 
2.3426 -1 0.49 7.6405 
2 .307 -8.81 8.4242 
2 .81 5 -32 .77 9.0805 
3. 10 12  -46 .269 9.61 02 
2 .9698 -40.072 1 0.0226 
3.8051 -79.469 10.3325 
3.6271 -71 .073 1 0 .5574 
3.457 -63.051 1 0.71 52 
2.9759 -40.359 1 0.8221 
3.0742 -44.996 1 0.8922 
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1 . 1 24 
1 . 1 86 
1 .248 
cGy, a = 1. 7228 d-1, y = 2.0901 ). 
o_ 
(cGy} 
27.2 1 2  
34.945 













12 1 .43 
98.272 
75.81 4  
91 .29 
1 05.88 
T bl E 4 R It f t t a e . . esu s o es even 
% error Cl % error 
( 1 /day} 
79.068 1 .2381 28. 1 34 
73. 1 1 9  1 .2699 26.289 
69. 1 08 1 .4297 1 7.01 3 
58.093 1 .6881 2.0 14  
51 .698 1 . 1 281 34.51 9 
37.902 1 .877 -8.951 
26.531 1 .8753 -8.852 
1 2 .269 1 . 1 007 36. 1 1 
5.577 1 .01 37 41 . 1 6 
-3.608 0.93522 45.71 5 
-1 9.8 1 .0059 41 .61 2  
-33.954 0.9523 44.724 
-38.938 1 .0466 39.25 
-37.31 5 1 .0987 36.226 
-21 .231 1 .6291 5.439 
6.592 0.721 74 58. 1 07 
24.406 1 .5291 1 1 .243 
41 .682 1 .5291 1 1 .243 
29.777 1 .5291 1 1 .243 
1 8.554 0.72571 57.876 
t 6 t th I or e arge d t t a a  se 
actual y % error dose 
(cGy} 
3.4638 -65.724 1 .224 
3.1 264 -49.581  5 . 1 3 1 8  
2.5231 -20.71 7 1 1 .6636 
2 .9762 -42.395 20.4879 
2.51 46 -20.31 31 .098 
2.7286 -30.549 42.8776 
3 .2794 -56.902 55. 1 732 
2 .4566 -1 7.535 67.3647 
2.41 1 -1 5.353 78.91 37 
2.5343 -21 .253 89.41 35 
2.5442 -21 .726 98.5991 
2.5483 -21 .922 1 06.3471 
2.5209 -20.61 1 1 1 2.6572 
2.6814  -28.291 1 1 7.6252 
6.2953 -201 .2 12 1 .407 
1 .0E-7 1 00 1 24. 1 960 
8 -282 .76 1 26. 1 872 
8 -282 .76 1 27.5632 
8 -282.76 1 28.4855 
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Figure E.5. Large data set, event 7: October 1989 -skin 1 OG, first rise only (Doo = 26.5 
cGy, a = 0.9567 d-1, y = 2.3635). 
a e . .  esu s o  es even T bl E 5 R It f t t 
Time Doo % error ex % error 
(d) (cGy) (1 /day) 
0.062 22.786 14.01 5 1 . 1 862 -23.989 
0.1 25 23.298 1 2 .083 1 .2321 -28.786 
0. 1 87 23.549 1 1 . 1 36 1 . 1 294 -1 8.052 
0.250 25.292 4.558 1 . 1 284 -1 7.947 
0.31 2 25.922 2 . 18 1  1 . 1 627 -21 .532 
0.375 28.01 5  -5.71 7 0.87 1 93 8.861  
0.437 29.292 -1 0.536 0.85424 1 0.71 
0.499 30.849 -1 6.41 1 0.84363 1 1 .81 9 
0.562 31 .965 -20.623 0.86483 9.603 
0.624 32.789 -23.732 0.92325 3.496 
0.687 33.398 -26.030 0.941 1 2  1 .629 
0.749 34. 1 63 -28.91 7 0.97441 -1 .851 
0.81 1 35.647 -34.51 7 0.99988 -4.51 3 
0.874 37.099 -39.996 1 .01 97 -6.585 
0.936 38.528 -45.389 1 .0355 -8.237 
0.999 39.95 -50.755 1 .0476 -9.501 
1 .06 1 41 .979 -58.41 1  1 .0593 - 10.724 
1 . 1 24 45.934 -73.336 1 . 1 71 5  -22.452 
1 . 1 86 52.809 -99.279 1 .0876 -1 3.682 
1 .248 59.704 -1 25.3 1 .0808 -1 2 .972 
168 
or e arge t 7 f th I d t t a a se . 
actual 'Y % error dose 
(cGy) 
4 .5625 -93.04 0.0339 
2.8285 -1 9.674 0 .1 74 
1 .5737 33.4 1 7  0.4514 
2 .6334 -1 1 .42 0.8835 
2.3734 -0.41 9 1 .4797 
2.3361 1 . 1 59 2.2423 
2.3354 1 . 1 89 3 . 1 668 
2 .8893 -22.247 4.2434 
2 .43 12  -2 .864 5.4557 
2 .5256 -6.858 6.7836 
2.4288 -2.763 8.2029 
2.39 12  -1 . 1 72 9.6866 
2.3739 -0.44 1 1 .2066 
2.3676 -0. 1 73 1 2.7343 
2 .3652 -0.072 1 4.242 
2.364 -0.021 1 5 .7044 
2.401 7 -1 .6 1 6  1 7 .0998 
2.5287 -6.99 1 8.408 
2.4526 -3.77 1 9.61 58 
2.4001 -1 .549 20.71 33 
% dose 
received 
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Figure E.6. Large data set, event 8: August 1972 - eye 5G, first rise only (Doo = 9.1 cGy, 
a = 1.6369 d-1 , y = 1.6750). 
T bl E 6 R It f t t a e . .  esu s o es even or e arge t 8 f th I d t ata se . 
o_ 
actual % dose 
Time % error Cl % error 'Y % error dose 
(d) (cGy) ( 1 /day) (cGy) 
received 
0.062 22.853 -1 51 . 1 3  1 .2032 26.495 5.0265 -200.09 0 . 1 972 2 . 1 67 
0 . 125 23.503 -1 58.26 1 .2643 22.763 3. 1 36 -87.224 0.61 49 6.757 
0 . 187 23.835 - 161 .92 1 . 1 058 32.445 1 .254 25. 1 34 1 . 1 73 1 2 .89 
0.250 26.279 - 188.78 1 . 1 237 31 .352 2.5442 -51 .893 1 .8221  20.023 
0.3 1 2  26.726 -1 93 .69 0.88428 45.978 2.3397 -39.684 2.5229 27.724 
0.375 27.701  -204.4 1 0.81 034 50.495 2.496 -49.01 5 3.243 35.637 
0.437 28.941  -21 8.03 0.7831 2 52. 1 58 2.061 2 -23.057 3.956 43.472 
0.499 30. 1 8  -23 1 .65 0.801 08 51 .06 1 3.009 -79.642 4.6414  51 .005 
0.562 29.7 1 2  -226.51 0.78856 51 .826 3.3902 - 102.4 5.2839 58.064 
0.624 29.045 -21 9. 1 8  0.8348 49.001 3.5058 -1 09.3 5.8731 64 .54 
0.687 29.784 -227.3 0.85787 47.592 2.61 1 -55.881 6.4032 70.365 
0.749 29.71 1 -226.5 0.87516  46 .536 3.63 1 9  -1 1 6.83 6.87 1 7  75.51 3 
0.81 1 29.951 -229. 1 3  0.89077 45.582 3.4814 - 107.85 7.279 79.989 
0.874 29.823 -227.73 0.90519  44.701 3.3378 -99.272 7.6279 83.823 
0.936 30.299 -232.96 0.91 734 43.959 3.9324 -1 34.77 7.9223 87.058 
0.999 30.601 -236.28 0.9241 4  43 .543 3.7671 -1 24.9 8. 1 675 89.752 
1 .061 30.646 -236.77 0.9308 43. 1 36 3.81 68 I -1 27.87 8.3691 91 .968 
1 . 1 24 30.661 -236.93 0.93622 42.805 3.8624 -1 30.59 8.5326 93.765 
1 . 1 86 30.967 -240.3 0.94 1 96 42 .455 3.8373 -1 29.09 8.6638 95.207 
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Figure E. 7. Large data set, event 9: October 1989 - skin 1 G,  first rise only (Doo = 448 
cGy, ex = 0. 7571 d-1, y = 3.8512). 
T bl E 7 R a e . .  f esu ts o test even 
Time Doo % error Cl % error 
(d) (cGy) ( 1 /day) 
0.062 23.331 94.792 1 .3093 -72 .936 
0. 1 25 25.834 94.233 1 .7571 - 1 32 .08 
0. 1 87 26.91 1 93.993 1 . 1 236 -48.408 
0.250 36. 1 54 91 .93 1 .6343 -1 1 5.86 
0.31 2 39.857 91 . 1 03 1 .2 1 03 -59.86 
0.375 53.865 87.977 1 .4289 -88.733 
0.437 61 .307 86.3 1 5  1 .4 1 53 -86.937 
0.499 70.866 84. 1 82 1 .53 - 102.09 
0.562 78.584 82 .459 1 .5662 -1 06 .87 
0.624 87. 1 02 80.558 1 .2874 -70.044 
0.687 97.022 78.343 1 .4236 -88.033 
0.749 1 08. 1 3  75.864 0.81 271 -7.345 
0.81 1 1 1 6 .9 73.906 0.7801 7 -3.047 
0.874 1 25.75 71 .931 0.83537 -1 0.338 
0.936 1 48.01 66.962 0.56088 25.91 7 
0.999 1 79.42 59.951 0.981 76 -29.674 
1 .061 251 . 1 7  43.935 1 .031 1 -36 . 1 91 
1 . 1 24 405.36 9.51 8 1 .0469 -38.278 
1 . 1 86 669.03 -49.337 1 .93 1 5  - 1 55. 1 2  
1 .248 947.95 -1 1 1 .6 2 .8732 -279.5 
170 
t 9 f h I ar t e arge d t t a a se . 
actual 
'Y % error dose 
(cGy) 
1 .7691 54.064 0.0035 
2 .7091 29.656 0.0508 
2 .5247 34.444 0.242 
2 .9244 24.065 0.7325 
2 .5429 33.971 1 .7279 
2 .5795 33.021 3 .4801 
2 .4774 35.672 6.28 1 2  
2.675 30.541 1 0 .4557 
2.6253 31 .832 1 6 .3462 
2 .4775 35.669 24.301 
2 .5264 34.4 34.651 4  
2 .4463 36 .48 47.6871 
2 .392 1 37.887 63.6276 
2 .3095 40.032 82 .5942 
2 .6 1 83 32 .01 3 1 04.5681 
2.5334 34.2 1 8  1 29.3827 
3.541 1 8.052 1 56 .7096 
7.5061 -94.903 1 85.9944 
3 . 149 1 8 .233 2 1 6 .5794 
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1 . 1 24 
1 . 1 86 
1 .248 
d-1 , y = 3.0134). 
T bl E 8 R It f t  t a e . . esu s o  es even 
o_ % error ex % error 
(cGy) (1 /day} 
23. 1 07 72. 1 6  1 .2631 8.504 
24.49 70.494 1 .4655 -6 . 1 57 
25. 1 7 69.675 1 .0355 24.991  
30.049 63.796 1 .2 1 66 1 1 .873 
32.622 60.696 1 . 1 57 1 6. 1 9  
42.74 1  48.505 1 .3 142 4.803 
47.445 42 .837 1 .201 1 3 .003 
53.809 35. 1 7  1 .3086 5.208 
86.21 4  -3.872 2.0308 -47. 1 06 
1 1 9. 1  -43.494 1 .2201 1 1 .6 1 9  
1 23 . 1  -48.3 1 3 1 . 1 52 1  16 .545 
1 1 6.66 -40.554 0.81 694 40.823 
104.34 -25.71 1 0.99529 27.904 
86.974 -4.788 1 .3788 0. 1 23 
87. 1 04 -4.945 1 .6705 -21 .007 
87.262 -5. 1 35 1 .2096 1 2 .38 
83.779 -0.939 1 .697 -22.926 
80.22 1 3.348 1 .6522 -19.681 
75.048 9.581 1 .6 159 - 17 .052 
66.945 1 9.343 1 .5829 -14 .66 1 
t 10 f th I or e arge d t t a a se . 
actual 
'Y % error dose 
(cGy} 
1 .6766 44.362 0.0514 
3.24 18  -7.579 0.41 39 
2.4509 1 8.667 1 .3965 
2.3655 2 1 .501 3 .2844 
I 1 .4782 50.946 6 .31 1 7  
2.0089 33.334 1 0.6267 
1 .9785 34.343 1 6 .2578 
1 .8284 39.324 23.091 1 
3.2224 -6.936 30.8605 
2.4893 1 7.392 39. 1 752 
2 .4664 1 8. 1 52 47.5639 
2 .4461 1 8.826 55.5439 
2.0876 30.723 62.6956 
I 2. 1 1 66 29.76 68.7254 I 
2. 1 98 27.059 73.4962 
3.0666 -1 .765 77.031 7 
1 .231 8 59. 1 23 79.4796 
1 .2358 58.99 81 .0559 
1 .2783 57.579 81 .9992 
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Figure E.9. Large data set, event 1 1 : October 2001 - skin 1 G (Doo = 23. 1 cGy, 
a =  1 .0947 d-1 , y = 2.8006) . 
a e . .  T bl E 9 R esu ts o f t  est even 
Time 
Doo % error a % error 
(d) (cGy) ( 1 /day) 
0.062 22.848 1 .091 1 .2021 -9.81 1 
0.1 25 23.097 0.01 3 1 . 1 5 1 5  -5. 1 89 
0.1 87 23.347 -1 .069 1 .0724 2.037 
0.250 24.863 -7.632 1 . 1 307 -3 .289 
0.31 2 25.379 -9.866 1 .2514 -14 .314 
0.375 27.532 -1 9. 1 86 0.87589 1 9.988 
0.437 28.203 -22 .091 0.79891 27.02 
0.499 28.874 -24.996 0.77036 29.628 
0.562 30. 1 96 -30.71 9 0.79279 27.579 
0.624 31 .844 -37.853 0.82633 24.51 5 
0.687 33.827 -46.437 0.90936 1 6.931 
0.749 40.786 -76.563 1 .0831 1 .06 
0.81 1 47.97 -1 07.66 1 . 1007 -0.548 
0.874 54.601 -1 36.37 1 . 10 14  -0.61 2  
0.936 53.304 -1 30.75 1 .0876 0.649 
0.999 51 .061 -1 21 .04 1 .0927 0. 1 83 
1 .061 45.91 -98.745 1 .3332 -2 1 .787 
1 . 1 24 39.962 -72.996 1 .5951 -45.71 1 
1 . 186 35.933 -55.554 1 .7277 -57.824 
1 .248 32.706 -41 .584 1 .8908 -72.723 
1 72 
or e arge t 1 1  f th I d t t a a se . 
actual 
'Y % error dose 
(cGy} 
5.0253 -79.437 0.01 26 
2 .76 1 7  1 .389 0.0875 
2 .61 57 6.602 0.2714 
2.82 18  -0.757 0.603 
2.3539 1 5.95 1 . 1 1 36 
2.333 1 6.696 1 .8256 
2 .5075 1 0.466 2 .7505 
2 .01 64 28.001 3.8876 
2 .81 72 -0.593 5.2225 
2.2385 20.071 6 .7278 
2 .5368 9.4 19  8.3644 
2 28.587 1 0.0835 
2.36 12  1 5.689 1 1 .8307 
2.4935 1 0.966 1 3 .5503 
2 .3884 1 4.718 1 5. 1 892 
2.4533 1 2 .401 1 6 .7023 
2 .331 2 1 6 .761 18 .0558 
2.2877 1 8.314 1 9.2264 
2.2605 1 9.285 20.2068 
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Figure E.1 0. Large data set, event 1 2: July 2000 -bfo(pelvis) 5G (D_ = 5.95 cGy, 
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1 . 1 24 
1 . 1 86 
1 .248 
a e esu s o  es even T bl E 1 0 R It f t t 
o_ % error a % error 
{cGv) {1 /day) 
22.598 -279.8 1 . 1 354 51 .771 
22.859 -284. 1 9  1 . 1 723 50.204 
22.91 -285.04 1 . 1 732 50. 1 66 
26.85 -351 .26 1 .4209 39.644 
26.658 -348.03 0.7481 7 68.22 
26.67 -348.24 0.83408 64.571 
28.201 -373.97 0 .781 38 66.809 
29.669 -398.64 0.77935 66.895 
27.892 -368.77 0.69491 70.482 
26.068 -338.1 2 0.7221 8  69.324 
27. 1 78 -356.77 0.74299 68.44 
27.574 -363.43 0.74641 68.295 
27.944 -369.65 0.751 68. 1  
27.588 -363.66 0.75308 68.01 1 
27.6 1 3  -364.08 0.75341 67.997 
27.525 -362.61 0.7472 68.261 
27.61 -364.03 0.74589 68.31 7  
27.774 -366.79 0.74597 68.31 3 
28.254 -374.86 0.750 1 3  68. 1 37 
28.497 -378.94 0.75221 68.048 
or e arge t 1 2  i th I d t ata se . 
actual % dose 'Y % error dose received 
{cGy) 
3.4009 -21 .639 0.0279 0.468 
3 .1 1 0 1  -1 1 .238 0 . 1 908 3.207 
2.9378 -5.075 0.5731 9.632 
3.6286 -29.783 1 .2054 20.258 
2 .4057 1 3.956 2 .0501 34.456 
2.40 1 2  14 . 1 1 7  3 .0051 50.506 
2.2093 20.981 3.9339 66. 1 1 6  
2 .3757 1 5.029 4 .7147 79.239 
2.64 5.576 5.2809 88.755 
3.2297 -1 5.51 6 5.6335 94.68 
3.5392 -26.585 5.8208 97.828 
3.6262 -29.697 5.905 99.244 
3.6806 -31 .643 5.9368 99.778 
3.6823 -31 .704 5.9468 99.946 
3.7097 -32.684 5.9493 99.989 
3.6385 -30. 1 37 5.9499 99.998 
3.6267 -29.71 5 5.95 1 00 
3.5921 -28.477 5.95 1 00 
3 .6587 -30.859 5.95 1 00 
3.6758 -31 .471 5.95 1 00 
1 73 
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Figure E.11. Large data set, event 13: 4 x August 1972 (extreme case)-eye 10G, first 
rise only (Doo = 282.2 cGy, a. = 1.4258 d-1, y = 6.9526). 
T bl E 1 1  R It f t t a e esu s o es even 
Time 
Doo % error a % error 
{d) (cGy) (1 /day) 
0.062 22.607 91 .989 1 . 1 38 20. 1 85 
0. 1 25 22.61 1 91 .988 1 . 1 357 20.346 
0. 1 87 22.61 9 91 .985 1 . 1 344 20.438 
0.250 23.78 91 .573 1 .2458 1 2 .624 
0.3 1 2  25.976 90.795 1 .2 1 5  14.785 
0.375 37.495 86.71 3 1 .3772 3.409 
0.437 65.658 76.734 1 .61 9 -1 3 .55 
0.499 1 1 3.41 59.81 2 0.98709 30.769 
0.562 328.91 -1 6.552 1 .292 9.384 
0.624 545.32 -93.239 0.23703 83.376 
0.687 494.09 -75.085 1 .2665 1 1 . 1 73 
0.749 406. 1 5  -43.923 1 .2637 1 1 .369 
0.81 1 331 .04 -1 7.307 1 . 1 689 1 8.01 8  
0.874 244.83 1 3.242 1 .4041 1 .522 
0.936 205.75 27.091 1 .4056 1 .4 1 7  
0.999 146.98 47.9 16  1 .4055 1 .424 
1 .061 142 . 1 1  49.642 1 .4051 1 .452 
1 . 1 24 1 36 .95 51 .471 1 .4051 1 .452 
1 . 1 86 1 81 .6 35.648 1 .405 1 .459 
1 .248 2 18. 1 1  22.71 1 1 .405 1 .459 
174 
t 13 i th I or e arge d t t a a se . 
actual 
y % error dose 
(cGv) 
3.4 1 23 50.921 1 .4E-5 
3 . 1 838 54.207 0.001 7 
3.0021 56.82 0.0291 
1 .771 74.528 0.21 47 
3.4003 51 .093 1 .01 16  
1 .6 121  76.81 3 3.577 
8 -1 5.065 1 0.31 97 
2.6504 61 .879 25.3902 
6.9526 0 54.3254 
3.2088 53.847 1 01 .3247 
5.8226 1 6.253 1 63 . 1 271  
6.51 36 6 .314 224.0770 
8 -1 5.065 264.2759 
1 .6821 75.806 279.4049 
4 . 1 308 40.586 282.0368 
5.3397 23. 1 99 282. 1 976 
6.0146 1 3 .491 282.2 
6.0851 1 2 .477 282.2 
6.0806 1 2.542 282.2 
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Figure E.12. Large data set, event 14: August 1972 - bfo 2G, first rise only (Doo = 63.05 
cGy, a = 2.5520 d-1 , y = 3.3992). 
a e esu s o  es even T bl E 12 R It f t t 
Time 
o_ % error (X % error 
(d) (cGy) (1 /day) 
0.062 23.31 6  63.02 1 .3063 48.81 3 
0. 1 25 28.643 54.571 1 .4788 42.053 
0 . 187 30.25 52.022 1 .5303 40.035 
0.250 59.71 5.297 2.5986 -1 .826 
0.3 1 2  65.093 -3.24 1 .9292 24.404 
0.375 88.482 -40.336 2 .2039 1 3 .64 
0 .437 88.21 5  -39.91 3  1 .8239 I 28.531 
0.499 79.51 3  -26. 1 1 1  1 .7709 30.607 
0.562 78.2 -24 .029 0.95493 62 .581 
0.624 70.806 -1 2 .301 1 .2086 52 .641 
0.687 70.805 -1 2 .3 1 .0787 57.73 1 
0.749 64.098 -1 .662 1 . 14 1 6 55.266 
0.81 1 72. 1  -14 .354 1 . 1 51 54.898 
0.874 75.794 -20.21 3  1 . 1 508 54.906 
0.936 80. 1 1 6  -27 .067 1 . 1 508 54.906 
0.999 84.458 -33.954 1 . 1 508 54.906 
1 .061 84.598 -34. 1 76 1 . 1 508 54.906 
1 . 1 24 84.738 -34.398 1 . 1 508 54 .906 
1 . 1 86 84.588 -34. 1 6  1 . 1 508 54.906 
1 .248 83.859 -33.004 1 . 1 508 54.906 
or e arge t 14 t th I d t t a a se . 
actual 
'Y % error dose 
(cGy) 
1 .751 8 48.464 0 . 1 223 
2 .859 1 1 5.889 1 .2783 
1 .9001 44. 1 02 4.9226 
2.9258 1 3.927 1 2.255 
3.486 -2 .554 23.305 
3.6034 -6 .007 36.3044 
2.6695 2 1 .467 48.2335 
2 .6924 20.793 56.6024 
2.5525 24.909 60.951 9 
4.01 6 - 18. 1 45 62.5654 
3.5357 -4.01 6 62.Q748 
3.479 -2 .348 63.0426 
3.4778 -2 .31 2 63.0496 
3.4708 -2. 1 06 63.05 
3 .4708 -2. 106 63.05 
3.4708 -2 . 1 06 63.05 
3 .4708 -2. 1 06 63 .05 
3.4708 -2. 1 06 63.05 
3.4708 -2 . 1 06 63.05 
· -
3.4708 -2. 1 06 63.05 
% dose 
received 
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Figure E. 13. Large data set, event 1 5: September 1989 - bfo 1 G (Doo = 1 8.3 cGy, 
a =  1 .3768 d-1 , y = 1 .4774). 
T bl E 13 R a e esu ts o f t  t es even 
Time Doo % error a % error 
(d) (cGy) (1 /day) 
0.062 22.875 -25 1 .2088 1 2 .202 
0. 1 25 23.884 -30.51 4 1 .3457 2.259 
0. 1 87 24.303 -32.803 1 . 1 1 98 1 8.666 
0.250 28.097 -53.536 1 . 1 7 1 2  14 .933 
0.31 2 28.751 -57 . 109 1 .01 5 26.278 
0.375 30.235 -65.21 9 0.92923 32.508 
0.437 31 .657 -72.989 0.91 708 33.39 
0.499 32.761 -79.022 0.941 3 31 .631 
0.562 34.432 -88. 1 53 0.97827 28.946 
0.624 35.777 -95.503 1 .0084 26.758 
0.687 36.7 16  -1 00.63 1 .0235 25.661 
0.749 36. 1 27 -97.41 5 1 .0334 24.942 
0.81 1 36.042 -96.951 1 .0421 24.31 
0.874 35.921 -96.29 1 .0485 23.845 
0.936 37.524 -1 05.05 1 .053 23.51 8 
0.999 39. 1 28 -1 1 3.81 1 .0586 23. 1 1 2  
1 .061 39.286 -1 1 4.68 1 .0763 21 .826 
1 . 1 24 39.439 - 1 1 5.5 1  1 .0967 20.344 
1 . 1 86 39.394 -1 1 5.27 1 . 1 284 1 8.042 
1 .248 38.666 -1 1 1 .29 1 . 1 852 1 3 .916 
1 76 
or e arge t 1 5  t th I d t t a a se . 
actual 
'Y % error dose 
(cGy} 
4.9048 -232 0.4809 
1 .901 3  -28.692 1 .3079 
2.6684 -80.61 5 2 .31 09 
2 .6208 -77.393 3 .4 1 41 
2.2752 -54 4.5672 
2.8434 -92.46 5.7335 
2 .6246 -77.65 6.8853 
2.547 -72.397 8.002 
2 .4643 -66.8 9.068 
2 .4089 -63.05 1 0.0729 
2.3887 -61 .683 1 1 .0096 
2.3029 -55.875 1 1 .8743 
2 .3032 -55.895 1 2 .6654 
2.3033 -55.902 1 3.3834 
2.303 -55.882 1 4.0301 
2.3023 -55.835 1 4.6086 
2 .2729 -53.845 1 5. 1 23 
2.2752 -54 1 5.5771 
2.2749 -53.98 1 5.9759 
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Figure E. 1 4. Large data set, event 1 6: September 2001 - skin 1 0G (Doo = 3 .51 cGy, 
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1 . 1 24 
1 . 1 86 
1 .248 
a e esu s o  est even T bl E 14  R It f t 
o_ % error Cl % error 
(cGy) (1 /day) 
22 .606 -544 .05 1 . 1 377 -25.339 
22.685 -546.3 1 . 1 478 -26.451 
22.707 -546.92 1 . 1 457 -26.22 
22.8 1 7  -550.06 1 . 1 408 -25.68 
22.893 -552.22 1 . 1 362 -25. 1 74 
23.062 -557.04 1 . 1 1 26 -22 .574 
23.32 1 -564.42 1 . 1 1 78 -23. 1 46 
23.704 -575.33 1 .0547 -1 6 . 1 95 
23.798 -578.01 0.9818 -8. 1 63 
23.892 -580.68 0.90454 0.348 
24.02 -584.33 0.82796 8.785 
24.3 -592 .3 1 0.76824 1 5 .364 
24.61 9  -601 .4 0.7209 20.579 
25.023 -61 2.91 0.64371 29.083 
25.322 -62 1 .43 0.58979 35 .024 
25.62 -629.92 0.55016  39.39 
25.801 -635.07 0.52247 42.44 
25.982 -640.23 0.50425 44.448 
26. 1 74 -645.7 0.49338 45.645 
26.209 -646.7 0.46419  48.861 
or e arge t 1 6  f th I d ata set. 
actual % dose y % error dose 
{cGy) 
received 
3.41 1 2  -44.463 0.004 0.1 1 4  
3 . 1 475 -33.295 0.0205 0.583 
2.74 1 5  -1 6 . 10 1  0.0531 1 .5 12  
2.2262 5.721 0 . 1 039 2.96 
2.3369 1 .033 0. 1 741 4.96 1 
2.44 1 4  -3.392 0 .2642 7.528 
2.73 19  - 1 5.695 0.3739 1 0.652 
2 .5909 -9 .723 0.502 1 14 .305 
2.30 1 3  2.54 1  0.6474 1 8.444 
2.0478 1 3 .277 0.8076 23.008 
1 .861 2  I 21 . 1 79 0.9802 27.925 
1 .746 26.058 1 . 1 622 33. 1 1 2  
1 .661 29.657 1 .3507 38.48 
1 .6 149 31 .61 1 .5423 43.939 
1 .5831 32.956 1 .7338 49.395 
1 .5665 33.659 1 .9222 54.762 
1 .5585 33.998 2 . 1047 59.964 
1 .5555 34. 1 25 2 .2788 64.922 
1 .5586 33.994 2.4424 69.584 
1 .543 34.655 2.5941 73.905 
1 77 
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Figure E.15. Large data set, event 17: March 1991 - eye 1G (D_ = 253 cGy, a = 1.3727 
d-1 , y = 3.1296). 
T bl E 15 R a e f esu ts o test event 
Time 
Doo % error a % error 
(d) (cGy) (1 /day) 
0.062 24.057 90.49 1 1 .4 1 84 -3.329 
0. 1 25 28.44 88.759 2.0607 -50. 1 2  
0. 1 87 30.464 87.959 1 .4089 -2.637 
0.250 46.339 81 .684 1 .8875 -37.503 
0.31 2 54.201 78.577 2 .2088 -60.909 
0.375 85.457 66.223 2 . 1 306 -55.21 2  
0.437 1 00. 1 5  60.41 5 1 .2 1 1 3  1 1 .758 
0.499 1 1 9.96 52.585 1 . 1 36 1 7.243 
0.562 2 1 2.42 1 6 .04 1 .2 1 34 1 1 .605 
0.624 307.87 -2 1 .688 0 .87499 36.258 
0.687 31 8.87 -26 .036 0.62207 54.683 
0.749 302.5 -1 9.565 1 .3043 4.983 
0.81 1 271 .52 -7.32 2 .2 1 83 -61 .601 
0.874 230. 1 3  9.04 1 .291 5.952 
0.936 234.82 7. 1 86 1 .2095 1 1 .889 
0.999 239.66 5.273 1 . 1 51 1  16 . 143 
1 .061 222.62 1 2 .008 0.90979 33.723 
1 . 1 24 205.71 1 8.692 0.96938 29.382 
1 . 1 86 1 85 .29 26.763 1 .0049 26.794 
1 .248 1 58.76 37.249 1 .0501  23.501 
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17 f th I or e arge d t t a a se . 
actual 
'Y % error dose 
(cGy) 
3.6334 -1 6 .098 0 . 1 1 57 
3.62 1 2  -1 5.708 1 .01 1 
2.6755 1 4.51 3.5785 
2.9358 6 . 1 92 8.7 1 36 
2 .4272 22.444 1 7.2 128 
3 .4242 -9.4 1 3  29.6532 
2.5679 1 7 .948 46.2654 
2.5482 1 8.577 66.83 1 5  
3 .61 64 -1 5.555 90.6205 
3.2653 -4 .336 1 1 6.4447 
3.5064 -1 2 .04 1 42.7862 
2.32 1 6  25.81 8  1 68.0263 
2.552 1 1 8.453 1 90.71 24 
2.889 7.688 209.7999 
2 . 1 826 30.259 224.7844 
1 .3295 57.51 9 235.7307 
8 -1 55.62 243. 1 466 -· 
8 -1 55.62 247.7809 
8 -1 55.62 250.4476 
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Figure E.16. Large data set, event 19: June 1991 - eye 2G (D_ = 16.65 cGy, a = 0.9309 
d-1 , y = 1.9676). 
T bl E 16 R It f t t a e esu s o es even 
Time o_ % error a % error 
(d) (cGy) ( 1 /day) 
0.062 22 .61 1 -35.802 1 . 1 39 -22.355 
0. 1 25 22.6 1 5  -35.826 1 . 1 356 -21 .989 
0. 1 87 22.626 -35 .892 1 . 1 337 -21 .785 
0.250 24.335 -46 . 1 56 1 .2892 -38.49 
0.31 2 24.7 -48.348 1 .5256 -63.884 
0.375 27.265 -63 .754 1 .0646 - 14.362 
0.437 27.838 -67. 1 95 0.86776 6.783 
0.499 28.4 1 2  -70.643 0.80485 1 3.541  
0.562 29.909 -79.634 0.80286 1 3 .754 
0.624 31 .407 -88.631 0.82523 1 1 .351 
0 .687 32.643 -96.054 0.872 14 6.3 1 2  
0.749 33 .879 - 1 03.48 0.91 988 1 . 1 84 
0.81 1 34.858 - 109.36 0.97045 -4.249 
0.874 35.09 -1 1 0.75 0.97877 -5. 1 42 
0.936 35.035 - 1 1 0.42 0.99839 -7.25 
0.999 34.77 -1 08.83 1 .01 25 -8 .766 
1 .061 35.547 -1 1 3.5 1 .025 -1 0 . 1 08 
1 . 1 24 36. 1 26 -1 1 6.97 1 .0295 -1 0.592 
1 . 1 86 36.951 - 12 1 .93 1 .041 6  -1 1 .892 
1 .248 36.927 -1 2 1 .78 1 .0456 -1 2.321  
t 19 t  th I or e arge d t t a a se . 
actual 
'Y % error dose 
(cGy) 
3.41 83 -73.729 0.06 1 5  
3. 1 027 -57.69 0.2394 
2.8704 -45.883 0.527 
1 .5352 2 1 .976 0.91 69 
3.0697 -56.01 2 1 .4005 
2.489 -26 .499 1 .9679 
2.333 -1 8.571 2.6078 
2.468 -25.432 3.3086 
2 .2556 . - 14 .637 4.0575 
2.4 16  -22.789 4.8422 
2.494 -26.753 5.6502 
2.4773 -25.905 6 .4695 
2.41 1 4  -22.555 7.2889 
2.3423 -1 9.044 8.0981 
2.3 149 -1 7.651 8.8877 
2.301 7 -1 6.98 9.6497 
2.3008 -1 6.934 1 0.3778 
2.2939 -1 6.584 1 1 .0656 
2.2779 -1 5.77 1 1 .7099 
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Figure E.17. Large data set, event 20: April 2002 - bfo 2G (O_ = 2.08 cGy, a = 1.2541 
d-1 , y = 1.5903). 
T bl E 17 R It f t t a e esu s o es even 
Time 
Doo % error a % error 
(d), I (cGy) (1 /day) I 
0.062 22.61 3 -987. 1 6  1 . 1 396 9. 1 3  
0.1 25 22.768 -994.62 1 . 1 596 7.535 
0.1 87 22.81 -996.64 1 . 1 552 7.886 
0.250 23.09 -1010 . 1  1 . 1 497 8.325 
0.31 2 23.206 -101 5.7 1 . 1 1 23 1 1 .307 
0.375 23.409 -1 025.4 1 .0504 1 6.243 
0.437 23.596 -1034.4 0.98374 21 .558 
0.499 23.794 - 1043.9  0.90523 27.818  
0.562 23.943 - 1051 . 1  0.82482 34 .23 
0.624 24.023 -1 055 0.71 1 1  43.298 
0.687 24.035 -1 055.5 0.681 39 45.667 
0.749 24.053 -1 056.4 0.63979 48.984 
0.81 1 24.221 -1 064.5 0.56789 54 .71 7 
0.874 24.263 -1 066.5 0.55593 55.671 
0.936 24.254 -1 066. 1 0.52346 58.26 
0.999 24.21 3  - 1064. 1  0.51 1 87 59. 1 84  
1 .061 24.254 -1066 . 1  0.49783 60.304 
1 . 1 24 24.263 -1 066.5 0.471 1 5  62.431 
1 . 1 86 24.305 - 1068.5 0.46953 62 .56 
1 .248 24.347 -1 070.5 0.46352 63.04 
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t 20 t th I or e arge d t t a a se . 
actual 
'Y % error dose 
(cGy) 
3.42 1 9  -1 1 5. 1 7  0.0359 
2.9774 -87.223 0.1 062 
2 .5069 -57.637 0. 1 977 
2 .3371 -46.96 0.3036 
2 .7057 -70.1 38 0.41 91 
2.5785 -62.1 39 0.5401 
2 .3024 -44.778 0.6635 
2 .0483 I -28.8 0.7866 
1 .8587 l - 16.877 0.9072 
1 .731 -8.847 1 .0236 
1 .6525 -3 .91 1 1 . 1 345 
1 .6 1 03 -1 .258 1 .2389 
1 .5751 0.956 1 .3361 
1 .5461 2 .779 1 .4259 
1 .5287 3.873 1 .508 
1 .51 97 4.439 1 .5825 
1 .51 28 4.873 1 .6496 
1 .5054 5.339 1 .7095 
1 .4982 5.791 1 .7627 
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Multiple rise data set, event 1: August 1972 - skin 2G (Rise 1: 
Doo = 670 cGy, a = 2.2515 d-1, y = 3.3209); (Rise 2: Doo = 54 cGy, 
a = 3.3380 d-1, y = 0.8384) . 
Results of test event 1 for the multiple-rise data set (second 
rise: 663.486 cGy, 0.699125 d). 
Multiple rise data set, event 2: October 1989 - skin 1 G (Rise 1: 
Doo = 448 cGy, a = 0. 7571 d-1, y = 3.8512) ; (Rise 2: Doo = 218 
cGy, a = 1.3514 d-1, y = 1.6385); (Rise 3: Doo = 92.5 cGy, a = 
1.2650 d-1, y = 1.8002). 
Results of test event 2 for the multiple-rise data set (second 
rise: 445.154 cGy, 3.09613 d; third rise: 666.149 cGy, 5.1935 
d). 
Multiple rise data set, event 3: August 1989 - eye 2G (Rise 1: 
Doo = 54.1 cGy, a = 1.4887 d-1, y = 1.8301 ); (Rise 2: Doo = 26 
cGy, a = 0.9057 d-1, y = 1.2868). 
Results of test event 3 for the multiple-rise data set (second 
rise: 53.981 cGy, 3.09613 d). 
Multiple rise data set, event 6: August 1972 - skin 1 G (Rise 1: 
Doo = 1370 cGy, a = 2.1942 d-1, y = 3.3411 ); (Rise 2: Doo = 132 
cGy, a =  3.21 64 d-1, y = 0.8402). 
Results of test event 6 for the multiple-rise data set (second 
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Figure F.1. Multiple rise data set, event 1: August 1972 -skin 2G (Rise 1: Doo = 670 cGy, 
a = 2.2515 d-1, y = 3.3209); (Rise 2: Doo = 54 cGy, a = 3.3380 d-1, y = 0.8384). 
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Table F.1. Results of test event 1 for the multiple-rise data set (second rise: 663.486 
cGy, 0.699125 d). 
Time o_ actual % dose % error a % error 'Y % error dose 
(d) (cGy) (1 /day) I (cGy) received 
0.062 29.84 95.546 0.5381 76.099 8 - 140.9 0.9902 0 .148 
0. 1 25 80.63 87.966 4.4887 -99.365 8 - 140.9 9.8282 1 .467 
0. 1 87 95.71 8  85.714 1 .3897 38.277 8 -140.9 37.0049 5.523 
0.250 309.43 53.81 6 1 .7986 20. 1 1 5  8 - 140.9 91 .9925 1 3 .730 
0.31 2 353.78 47. 1 97 1 .2920 42.61 6  8 - 140.9 1 78.5235 26.645 
0.375 536.74 1 9.89 2 .4355 -8. 1 72 8 - 140.9 290.2239 43.31 7  
0.437 589.44 1 2 .024 2 .4931 -1 0.731 3.4350 -3.436 410. 1 525 61 .21 7 
0.499 61 9.32 7.564 3.7686 -67.382 3.6291 -9.281 51 6.8495 77. 1 42 
0.562 808. 1 9  -20.625 1 .4484 35.67 6.0902 -83.39 594.4345 88.722 
0.624 870.4 -29.91 0.3872 82.804 4.7605 -43.35 639.709 95.479 
0.687 689.57 -2.921 1 .31 57 41 .563 8 -1 40.9 660.4363 98.573 
0.749 466.42 30.385 1 .001 1  55.536 3.0298 8.766 667.6967 99.656 
0.81 1 450.9 32.701  1 .001 1  55.536 3.0298 8.766 669.5906 99.939 
0.874 443.04 33.875 1 .001 1 55.536 3.0298 8.766 669.9481 99.992 
0.936 523.24 21 .904 1 .3062 41 .985 8 - 140.9 669.9955 99.999 
0.999 623 .83 6.891 1 .3062 41 .985 8 - 140.9 669.9997 1 00 
1 .06 1 655.51 2 . 163 1 .3062 41 .985 8 - 140.9 670 1 00 
1 . 1 24 688.62 -2.779 1 .3062 41 .985 8 -1 40.9 670 1 00 
1 . 1 86 708.77 -5.787 1 .3062 41 .985 8 -1 40.9 670 1 00 
1 .248 700.75 -4.59 1 .3062 41 .985 8 -1 40.9 670 1 00 
0.058 30.42 43.667 0.3607 89. 1 94 8 -854.2 1 2.055 22 .324 
0 . 1 1 6  45.573 1 5.606 1 .6994 49.089 2.9492 -251 .77 1 9.6264 36.345 
0. 1 74 57.722 -6.893 2.2238 33.379 3.8596 -360.35 25.3721 46.985 
0.232 52 .007 3 .691 4.0528 -21 .4 14  3 .2497 -287.61 29.9221 55.41 1 
0.290 56.607 -4 .828 1 . 1 1 76 66.51 9 2. 1 742 -1 59.33 33.6082 62.237 
0.348 66.6 19  -23.369 1 .0744 67.81 3 2 .0077 -1 39.47 36.6377 67.848 
0.406 68.503 -26.857 1 .0937 67.235 2 .0806 -148. 1 6  39. 1 54 72.507 
0.464 71 .077 -31 .624 1 . 1 234 66.345 2 .0929 -1 49.63 4 1 .2596 76.407 
0.522 73.606 -36.307 1 . 1 593 65.27 2 . 1 334 -1 54.46 43.033 79.691 
0.580 76.066 -40.863 1 . 1 548 65.404 2 . 1671 -1 58.48 44.5343 82.471 
0.639 77.882 -44.226 1 . 1 6 1 9  65. 1 92 2 . 1 550 -1 57.04 45.81 09 84.835 
0.697 79.879 -47.924 1 . 1 299 66. 1 5  2 . 1857 - 160.7 46.9002 86.852 
0.755 79.883 -47.931  1 . 1 354 65.986 2 . 1 056 -1 51 . 1 5  47.8328 88.579 
0.81 3 80.794 -49.61 9 1 . 1 200 66.447 2 . 1 889 -1 61 .08 48.6336 90.062 
0.871 80.41 5 -48.91 7 1 .0994 67.064 3 .5557 -324.1 1 49.323 91 .339 
0.929 81 .022 -50.04 1 1 . 1 1 1 1  66.714 3.7756 -350.33 49.91 77 92.44 
0.987 80.896 -49.807 1 .0860 67.466 3 .7232 -344.08 50.432 93.393 
1 .045 78.51 3 -45.394 1 . 1 629 65. 1 62 3.61 60 -331 .3 50.8772 94.21 7  
1 . 1 03 75.559 -39.924 1 . 1 625 65. 1 74 3.61 52 -331 .2 51 .2641 94.934 
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Figure F .2. Multiple rise data set, event 2: October 1 989 -skin 1 G (Rise 1 :  Doo = 448 
cGy, a = 0.7571 d-1, y =  3.851 2); (Rise 2: D_ = 2 1 8  cGy, a = 1 . 35 14  d-1 ,  
y = 1 .6385); (Rise 3:  Doo = 92.5 cGy, a = 1 .2650 d-1 , y = 1 .8002). 
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Table F.2. Results of test event 2 for the multiple-rise data set (second rise: 445.154 
cGy, 3.09613 d; third rise: 666.149 cGy, 5.1935 d). 
Time o_ actual % dose % error a % error 'Y % error dose 
(d) (cGy) {1 /day) (cGy) received 
0.062 24. 1 56 94.608 1 .4285 -88.68 3.58 1 6  7 3.51 E-3 0.001 
0. 1 25 25.71 1 94.261 1 .0743 -41 .897 2.5560 33.631 0.0508 0.01 1 
0. 1 87 27.268 93.91 3 0.9396 -24. 1 05 2.3060 40. 1 23 0.242 0.054 
0.250 36.96 91 .75 1 .5702 -1 07.4 2.71 07 29.614  0.7325 0.1 63 
0.3 1 2  40.21 6 91 .023 1 .2 1 38 -60.322 2.5082 34.872 1 .7279 0.386 
0.375 54.03 87.94 1 .4235 -88.02 2 .5230 34 .488 3 .4801 0.777 
0.437 58.261 86.995 1 .3694 -80.874 2.23 1 3  42.062 6.2812  1 .402 
0.499 62.496 86.05 1 .3052 -72.395 2.61 36 32. 1 35 1 0.4557 2.334 
0.562 81 .656 81 .773 1 .7657 -1 33.22 2 .61 25 32. 1 64 1 6.3462 3.649 
0.624 1 00.94 77.469 0.91 88 -21 .36 2 .4857 35.456 24.301 5.424 
0.687 1 07.99 75.895 0.8970 -1 8.477 2 .4640 36.02 34 .6514 7.735 
0.749 1 1 2 . 14  74.969 0.8008 -5.765 2 .4354 36.763 47.6871 1 0.644 
0.81 1 1 1 4.51 74.44 0.8292 -9.51 9  2 .31 73 39.829 63.6276 1 4 .203 
0.874 1 1 6.54 73.987 0.8432 -1 1 .368 2.3023 40.2 1 9  82 .5942 1 8.436 
0.936 1 23.61 72 .408 0.9084 -1 9.982 2 . 1 91 1 43. 1 06 1 04.5681 23.341 
0.999 1 30.69 70.828 0.8929 -1 7.938 2.0755 46. 1 08 1 29.3827 28.88 
1 .061 242.01 45.98 1 .01 88 -34.566 2.8918  24.9 1 2  1 56.7096 34.98 
1 . 1 24 455.91 -1 .766 1 .2594 -66.345 8 -1 07.73 1 85.9944 41 .5 1 7  
1 . 1 86 844.97 -88.609 2.5295 -234 . 1  3.2653 1 5.21 3  21 6.5794 48.344 
1 .248 1 1 39.8 -1 54.42 0.91 1 0  -20.337 3 .0638 20.446 247.6588 55.281 
0.062 23. 1 91 89.362 1 .281 1 5.202 1 .6942 -3.399 3.7595 1 .725 
0. 1 25 26.572 87.81 1 1 .6865 -24.797 2.8292 -72.67 1 1 .4925 5.272 
0.1 87 27.705 87.291 1 .2475 7.688 2.3335 -42.41 7 21 ,7786 I 9.99 
0.250 36.973 83.04 1 .6659 -23.272 2.9785 -81 .782 33 .8287 I 1 5.51 8  
0.31 2 45.864 78.961 1 .9042 -40.906 2.51 07 -53.232 47.039 I 21 .578 
0.375 83.644 61 .631 2 . 16 10  -59.908 3.8000 - 131 .92 60.91 03 27.94 
0.437 92.596 57.525 1 .8732 -38.61 2  3.6324 - 121 .69 75.0256 34.41 5  
0.499 1 05. 1 5  51 .766 1 .2627 6.564 2 .5084 -53.091 89.0424 40.845 
0.562 1 22.37 43.867 1 . 1 277 1 6.553 2.5255 -54 . 1 35 1 02.6778 47. 1  
0.624 1 42.33 34.71 1 1 .0476 22 .48 2.6 13 1  -59.481 1 1 5.71 64 53.081 
0.687 1 64.56 24.514  1 . 1 604 1 4. 1 33 2.671 1 -63.02 1 1 27.9966 58.71 4 
0.749 1 88.84 1 3 .376 0.981 8 27.346 2.9080 -77.479 1 39.4059 63.948 
0.81 1 205.01 5.959 0.9326 30.992 4.0275 -1 45.8 1 49.8759 68.75 
0.874 221 .8 -1 .743 0.9636 28.695 6 . 1 939 -278.02 1 59.3763 73. 1 08 
0.936 220.89 -1 .326 1 .0731 20.593 3 .1 1 38 -90.04 1 67.9031 77.02 
0.999 208.39 4.408 1 . 1 679 1 3 .579 1 .6363 0. 1 34 1 75.4814 80.496 
1 .061 1 96.89 9.683 0.9993 26.055 1 .7634 -7.623 1 82 . 1 566 83.558 
1 . 1 24 1 85.87 1 4.739 0.8658 35.937 2 . 1 1 97 -29.368 1 87.9765 86.228 
1 . 1 86 204. 1 9  6.335 1 .01 89 24.604 2.31 41  -41 .233 1 93.01 1 9  i 88.538 
1 .248 21 3.88 1 .89 1 .01 57 24.841 4.04 1 3  -1 46.65 1 97.3327 90.52 
185 
T able F.2 (continued). 
Time D00 actual % dose % error a % error y % error dose 
(d) (cGy) (1 /day) (cGy) 
received 
0.062 23. 771 74.302 1 .3827 -9.304 3.0678 -87.232 0.9529 1 .03 
0. 1 25 30.401 67. 1 34 1 .631 6  -28.98 4.6203 - 181 .98 3.2762 3 .542 
0 . 1 87 32.625 64.73 1 .71 03 -35.202 3.0658 -87. 1 1  6 .6692 7.21 
0.250 45. 1 99 51 . 1 36 1 .631 3  -28.957 2 .8436 -73 .549 1 0 .91 79 1 1 .803 
0.31 2 49.807 46 . 1 55 1 .4787 -1 6 .893 2 .4895 -51 .938 1 5 .8292 1 7 . 1 1 3  
0.375 56.459 38.963 1 .33 1 5  -5.257 2 .3343 -42 .466 21 .2205 22.94 1  
0.437 64. 1 31 30.669 1 .3951 -1 0.285 2 . 7971 -70.71 1 26.9204 29. 1 03 
0.499 71 .803 22 .375 1 .4062 - 1 1 . 1 62 2 .9627 -80.81 8  32.7728 35.43 
0.562 79.268 1 4 .305 1 .2065 4 .625 2 .9810  -81 .935 38.6351 41 .768 
0.624 83.71 1 9.502 1 . 1 806 6.672 2 .9950 -82.789 44 .3871 47.986 
0.687 83.641 9.577 1 .0964 1 3 .328 2 .7370 -67.043 49.9276 53.976 
0.749 79.505 1 4 .049 1 .0633 1 5 .945 2 .4772 -51 . 1 87 55. 1 765 59.65 
0.81 1 82 .09 1 1 .254 0.9823 22.349 2 .4204 -47.72 60.0741 64.945 
0.874 84 .676 8.458 0.8832 30. 1 79 2 .2 1 44 -35. 1 48 64 .5803 69.81 7 
0.936 92 .535 -0.038 1 .01 33 1 9 .897 2.0026 -22 .222 68.6704 74 .238 
0.999 1 00.41 -8.551 1 .2259 3.09 1  0. 1 002 93.884 72.3372 78.202 
1 .06 1 1 05.8 - 14 .38 1 . 1 8 1 8  6.577 0.31 3 1  80.89 75.5869 81 .71 6 
1 . 1 24 1 09 .3 -1 8. 1 6  1 .3242 -4.68 0.2231 86.385 78.4304 84.79 
1 . 1 86 1 09.39 - 1 8.26 1 . 1 1 01 1 2 .245 1 .6489 -0.635 80.8934 87.452 
1 .248 1 05.71 - 14 .28 0.801 1 36.675 1 .0E-7 1 00 83.0041 89. 734 
1 86 
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Figure F.3. Multiple rise data set, event 3: August 1 989 -eye 2G (Rise 1 :  Doo = 54. 1  cGy, 
o: = 1 .4887 d-1 ,  y = 1 .8301 ); (Rise 2: Doo = 26 cGy, o: = 0.9057 d-1 , y = 1 .2868). 
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Table F.3. Results of test event 3 for the multiple-rise data set (second rise: 53.981 cGy, 
3.09613 d). 
Time Doo 
actual % dose 
% error a % error 'Y % error dose 
(d) (cGy) ( 1 /day) (cGy) 
received 
0.062 23.952 55.726 1 .4064 5.528 3.5663 -94.869 6.95E-1 1 .285 
0. 1 25 27. 1 99 49.725 1 .9264 -29.401 3.0641 -67.428 2.4308 4.493 
0. 1 87 28.921 46.542 1 .2436 1 6 .464 2 . 1 606 -1 8.059 4.9796 9.204 
0.250 41 .243 23.765 1 .7498 -1 7.539 2.8524 -55.86 8. 1 587 1 5.081 
0.31 2 43.476 1 9.638 1 .31 27 1 1 .822 2 .1 636 -1 8.223 1 1 .7945 21 .801 
0.375 48.384 1 0.566 1 .3262 1 0.916 1 .8849 -2 .994 1 5.7206 29.059 
0.437 54.626 -0.972 1 . 1 703 21 .388 2 .0826 -1 3.797 1 9.7835 36.568 
0.499 60.868 -1 2.51 1 . 1 592 22. 1 33 2 .3667 -29.32 1 23.8469 44.079 
0.562 63. 1 02 - 16.64 1 . 1 561 22.342 2 . 1 548 -1 7.742 27.7943 51 .376 
0.624 64. 1 12  -1 8.506 1 .3305 1 0.627 2 . 1 909 -1 9.71 5 31 .5339 58.288 
0.687 67. 1 15  -24.057 1 .0792 27.507 2 . 1 404 -1 6.955 34.9973 64.69 
0.749 65.068 -20.274 1 . 1 796 20.763 1 .741 1 4.863 38. 1 391 70.498 
0.81 1 64.933 -20.024 1 .21 38 1 8.466 1 .7947 1 .934 40.9349 75.665 
0.874 63.984 -1 8.27 1 .2435 1 6.471 1 .8591 -1 .585 43.3784 80. 1 82 
0.936 67.499 -24.767 1 .4601 1 .92 1 1 .7820 2.628 45.477 84.061 
0.999 69.942 -29.283 1 .4786 0.678 1 .7938 1 .983 47.2502 87.339 
1 .061 70.802 -30.872 1 .51 68 -1 .888 1 .8077 1 .224 48.7258 90.066 
1 . 1 24 71 .373 -31 .928 1 .5227 -2 .284 1 .8302 -0.005 49.9335 92.299 
1 . 186 73.582 -36.01 1 1 .481 1 0.51 1 1 .8526 -1 .229 50.9085 94. 10 1  
1 .248 73. 1 58 -35.227 1 .6328 -9.68 2 .3904 -30.61 6 51 .6842 95.535 
0.043 22.902 1 1 .91 5 1 .21 53 -34. 1 84 4.4004 -241 .97 0.397 1 .527 
0.086 23.205 1 0.75 1 . 1 51 5  -27. 1 39 2.9729 - 131 .03 0.9579 3.684 
0 . 129 24.609 5.35 1 .2626 -39.406 3.071 1 -1 38.66 1 .5936 6 . 129 
0. 1 72 24.935 4.096 0.9569 -5.655 2.351 5 -82.74 2 .2755 8.752 
0.21 5 25.81 3  0.71 9 0.7793 1 3 .962 2.3666 -83.91 4 2 .9875 1 1 .49 
0.258 26.682 -2 .623 0.71 1 3  21 .463 2 . 1 203 -64.773 3.71 83 14.301 
0.301 27.514 -5.823 0.6876 24.079 1 .651 2 -28.31 8 4.4601 1 7. 1 54 
0.345 28.345 -9.01 9 0.6920 23.601 1 .2585 2 . 199 5.2068 20.026 
0.388 29. 1 76 -1 2 .21 5 0.7204 20.457 1 .9092 -48.37 5.9534 22.898 
0 .431 29.91 8  -1 5.069 0.7597 1 6. 1 1 8  3.26 1 2  -1 53.44 6.6962 25.755 
0.474 30.627 -1 7.796 0.8056 1 1 .049 2.8584 -1 22. 1 3  7.431 9 28.584 
0.51 7 31 .387 -20.71 9 0.8502 6 . 1 31  2 .4326 -89.043 8 .1 579 31 .376 
0.560 32.21 9  -23.91 9 0.8893 1 .807 2.3812  -85.048 8.872 34. 1 23 
0.603 33.052 -27. 1 23 0.9226 -1 .866 2.3480 -82.468 9.5728 36 .81 8  
0.646 33.887 -30.335 0.9501 -4.907 2.3232 -80.54 1 1 0.2583 39.455 
0.689 34.704 -33.477 0.9727 -7.402 2.3076 -79.329 1 0.9276 42.029 
0.732 35.501 -36.542 0.99 13  -9.45 2.2989 -78.652 1 1 .5798 44.538 
0.775 36 .298 -39.608 1 .0067 -1 1 . 1 52 2.2947 -78.326 1 2.21 42 46.978 
0.81 8 37.096 -42.677 1 .01 95 - 12.565 2.2933 -78.2 1 7  1 2 .8302 49.347 
0.861 37.892 -45.738 1 .0303 -1 3.757 2 .2931 -78.202 1 3.4274 51 .644 
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Figure F .4. Multiple rise data set, event 6: August 1 972 - skin 1 G (Rise 1 :  Doo = 1 370 
cGy, a = 2. 1 942 d-1 , y = 3.341 1 ); (Rise 2: Doo = 1 32 cGy, a = 3.2 1 64 d-1 , 
y = 0.8402). 
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Table F.4. Results of test event 6 for the multiple-rise data set (second rise: 90.8584 
cGy, 0.699125 d). 
Time Doo % error a % error y % error actual dose % dose 
(d) (cGy) (1 /day) (cGy) received 
0.062 37. 1 86 97.286 1 .0E-7 1 00 8 -1 39.44 1 .7856 0. 1 3  
0. 1 25 1 38.83 89.866 1 .6999 22.528 8 -1 39.44 1 7.9854 1 .3 1 3 
0. 1 87 1 67.94 87.742 1 .4302 34.81 9 6.81 26 - 103.9 68.41 1 0  4 .994 
0.250 560.05 59. 1 2  1 .5230 30.59 6.2644 -87.495 1 7 1 .7340 1 2 .535 
0.3 1 2  641 .62 53. 1 66 2 . 1 1 81 3 .468 1 .0E-7 1 00 336.9271 24.593 
0.375 986.34 28.004 2 . 1691 1 . 1 44 3.2847 1 .688 554.7375 40.492 
0.437 1 1 14 .2 18.672 2 .2353 -1 .873 1 .5293 54.228 795.3066 58.052 
0.499 1 224.6 1 0.6 1 3  1 .6500 24 .802 2 . 1 229 36.461 1 01 7.4 14  74.264 
0.562 1 733.3 -26.51 8 2 .2540 -2.725 2 .7079 18.952 1 1 86.749 86.624 
0.624 1 939. 1  -41 .54 2 .51 92 -1 4.81 2 1 .0E-7 1 00 1 291 .580 94.276 
0.687 1455.6 -6.248 1 .9362 1 1 .758 1 .0E-7 1 00 1 343. 1 71 98.042 
0.749 1081 .9 2 1 .029 2.29 16  -4.439 3.6347 -8.788 1 362 .882 99.48 
0.81 1 1075.3 21 .51 1 2.29 16  -4.439 3 .6347 -8.788 1 368.581 99.896 
0.874 1 079.2 21 .226 2.291 6 -4 .439 3.6347 -8.788 1 369.794 99.985 
0.936 1 1 1 0.5 18.942 2.29 16  -4 .439 3.6347 -8.788 1 369.979 99.998 
0.999 1 249.4 8.803 2.29 16  -4 .439 3.6347 -8.788 1 369.996 1 00 
1 .061 1 31 2  4.234 2.29 16  -4 .439 3.6347 -8.788 1 370 1 00 
1 . 1 24 1 383. 1  -0.956 2 .29 16  -4 .439 3.6347 -8.788 1 370 100 
1 . 1 86 1430 -4.38 2.29 16  -4 .439 3.6347 -8.788 1 370 1 00 
1 .248 141 5.7 -3.336 2.29 16  -4 .439 3.6347 -8.788 1 370 1 00 
0.058 42. 1 98 68.032 1 .0E-7 1 00 8 -852 . 1 5 28.5948 2 1 .663 
0 . 1 1 6  78.61 5  40.443 5.5553 -72.71 8 8 -852 . 1 5  46.7389 35.408 
0. 1 74 1 08.04 1 8. 1 52 1 . 1 640 63.81 3.5439 -321 .79 60.60 13  45.91 
0.232 94.975 28.049 1 .4675 54.374 5 . 1 1 1 0 -508.31 71 .6438 54 .276 
0.290 106.28 1 9.485 0.8391 73.91 1 2 .2066 -1 62.63 80.6378 61 .089 
0.348 1 29.91 1 .583 0.8503 73.563 1 .9831 -1 36.03 88.0676 66.71 8 
0.406 1 34.65 -2 .008 1 .01 46 68.455 1 .9282 -1 29.49 94.2682 I 71 .41 5 
0.464 14 1 .53 -7.22 1 . 1 9 1 7  62.949 2 .0247 -1 40.98 99.481 75.364 
0.522 1 48.09 -1 2 . 1 89 1 .3804 57.082 2.0706 -1 46.44 1 03.8908 78.705 
0.580 1 54. 1 6  - 16 .788 1 .3954 56.6 16  2 .2826 -1 71 .67 1 07.6401 81 .546 
0.639 1 58.66 -20. 1 97 1 .4257 55.674 2.3041 -1 74.23 1 1 0.84 1 7  83.971 
0.697 1 63.63 -23.962 1 .3648 57.567 2.2994 -1 73.67 1 1 3.5847 86.049 
0.755 1 64. 1 3  -24.341  1 .3683 57.459 1 .9872 -1 36.52 1 1 5.9426 87.835 
0.81 3 1 66.84 -26.394 1 .361 8  57.661 2.0961 -149.48 1 1 7 .9751 89.375 
0.871 1 66.4 -26.061 1 .3614  57.673 2.06 14  -145.35 1 1 9.731 8 90.706 
0.929 1 67.89 -27. 1 89 1 .4340 55.4 1 6  2 .1 293 -1 53.43 1 21 .2529 91 .858 
0.987 1 67.45 -26.856 1 .4725 54.21 9  2.8429 -238.36 1 22.573 92 .858 
1 .045 1 61 . 1 1  -22.053 1 .6437 48.896 5.31 67 -532.79 1 23.7201 93.727 
1 . 1 03 1 53 .32 -1 6. 1 52 1 .6425 48.934 5.3239 -533.65 1 24.7207 94.485 
1 . 1 61 148.52 -1 2.5 15  1 .6425 48.934 5.3249 -533.77 1 25.592 1 95. 1 46 
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