We theoretically study topological planar Josephson junctions (JJs) formed from spin-orbitcoupled two-dimensional electron gases (2DEGs) proximitized by two superconductors and subjected to an in-plane magnetic field B . Compared to previous studies of topological superconductivity in these junctions, here we consider the case where the superconducting leads are narrower than the superconducting coherence length. In this limit the system may be viewed as a proximitized multiband wire, with an additional knob introduced by the phase difference φ between the superconducting leads. A combination of mirror and time-reversal symmetry may put the system into the class BDI. Breaking this symmetry changes the symmetry class to class D. The class D phase diagram depends strongly on B and the chemical potential, with a weaker dependence on φ. In contrast, the class BDI phase diagram depends strongly on both B and φ. Interestingly, the BDI phase diagram has a "fan"-shaped region with phase boundaries which move away from φ = π linearly with B . The number of distinct phases in the fan increases with increasing chemical potential. We study the dependence of the JJ's critical current on B , and find that minima in the critical current indicate first-order phase transitions in the junction only when the spin-orbit coupling strength is small. In contrast to the case of a JJ with wide leads, in the narrow case these transitions are not accompanied by a change in the JJ's topological index. Our results, calculated using realistic experimental parameters, provide guidelines for present and future searches for topological superconductivity in JJs with narrow leads, and are particularly relevant to recent experiments on InAs 2DEGs proximitized by narrow Al superconducting leads (A. Fornieri et al., arXiv:1809.03037).
We theoretically study topological planar Josephson junctions (JJs) formed from spin-orbitcoupled two-dimensional electron gases (2DEGs) proximitized by two superconductors and subjected to an in-plane magnetic field B . Compared to previous studies of topological superconductivity in these junctions, here we consider the case where the superconducting leads are narrower than the superconducting coherence length. In this limit the system may be viewed as a proximitized multiband wire, with an additional knob introduced by the phase difference φ between the superconducting leads. A combination of mirror and time-reversal symmetry may put the system into the class BDI. Breaking this symmetry changes the symmetry class to class D. The class D phase diagram depends strongly on B and the chemical potential, with a weaker dependence on φ. In contrast, the class BDI phase diagram depends strongly on both B and φ. Interestingly, the BDI phase diagram has a "fan"-shaped region with phase boundaries which move away from φ = π linearly with B . The number of distinct phases in the fan increases with increasing chemical potential. We study the dependence of the JJ's critical current on B , and find that minima in the critical current indicate first-order phase transitions in the junction only when the spin-orbit coupling strength is small. In contrast to the case of a JJ with wide leads, in the narrow case these transitions are not accompanied by a change in the JJ's topological index. Our results, calculated using realistic experimental parameters, provide guidelines for present and future searches for topological superconductivity in JJs with narrow leads, and are particularly relevant to recent experiments on InAs 2DEGs proximitized by narrow Al superconducting leads (A. Fornieri et al., arXiv:1809.03037).
Majorana zero modes (MZMs) [1] [2] [3] [4] [5] [6] [7] [8] [9] are not only of fundamental interest but can also be used as the building blocks for a fault tolerant quantum computation [10, 11] . These MZMs exist in the vortex core of two-dimensional (2D) topological superconductors (TSCs) [12, 13] or at the edge of 1D TSCs [14] . The theoretical proposals on TSCs [13] [14] [15] [16] [17] [18] [19] [20] have triggered a tremendous amount of experimental effort to realize TSCs in different platforms ranging from 1D nanowire , topological insulators [42, 43] , and ferromagnetic atomic chains [44] [45] [46] [47] . Recently, a two-dimensional electron gas (2DEG) with strong spin-orbit coupling (SOC) and proximitized by two spatially separated superconductors (SCs), thus forming a Josephson junction (JJ), was proposed as a new platform to engineer TSC [48, 49] . Compared to the other setups, this system has the advantage of being able to be tuned into TSC by changing not only the strength of the applied magnetic field but also the superconducting phase difference φ across the JJ [48, 49] . Recent experiments [50, 51] using this setup have observed some evidence of the Zeeman-and phase-tunable topological superconductivity in form of zero-bias conductance peaks.
In the presence of an additional symmetry which is a product of the mirror and time-reversal symmetries [48, 49] , the topological planar JJ belongs to the BDI symmetry class in the tenfold classification [52, 53] , characterized by a Z topological invariant Q Z . This invariant corresponds to the number of MZMs at the junction's end. Breaking this symmetry changes the symme-try class to D with a Z 2 index. It was shown in Ref. [48] that for JJs with SCs whose width W SC is much larger than the coherence length ξ, the class BDI and D phase diagrams have weak dependence on the chemical potential but depend strongly on both the Zeeman field and φ. Moreover, if φ is not externally controlled, then as the Zeeman field is varied the system undergoes a first-order topological phase transition (TPT) where the phase of the ground state jumps from φ ≈ 0 (trivial) to φ ≈ π (topological) or vice versa. This phase jump is accompanied by a minimum in the critical current which can be used as an experimental probe for the TPT.
Motivated by recent experiments on InAs 2DEGs proximitized by narrow Al SCs [50] , in this Letter we study the topological superconductivity in planar JJs with narrow SCs (W SC < ξ), see Fig. 1 . We further examine the relation between this system and a 1D multiband nanowire TSC [54, 55] . We establish numerically and analytically that the class D phase diagram depends strongly on the in-plane magnetic field B applied along the junction, but only weakly on the superconducting phase difference φ. This is due to the presence of multiple normal reflections that originate from the interfaces of the SC leads with the vacuum. At the same time, the normal reflections make the phase diagram more sensitive to the 2DEG chemical potential. In contrast, the BDI phase diagram is strongly dependent on both B and φ. Crucially, it exhibits a "fan"-shaped region emerging from φ = π at B = 0 where the BDI phase boundary lines diverge away from φ = π linearly with B . The number of distinct BDI phases in the fan increases with chemical potential. In addition, the critical current through the junction has minima as a function of B . These minima correspond to discontinuous transitions of the value of φ that minimizes the free energy. However, unlike the case of wide SC leads, here these transitions are not necessarily accompanied by a change in the topological index. The Hamiltonian for the planar JJs [ Fig. 1 
where
with ψ kx,↑/↓ (y) being the annihilation operator of an electron with spin ↑ / ↓ and momentum k x . Throughout most of this paper, we assume the JJ to be infinitely long. The Pauli matrices τ and σ act in particle-hole and spin spaces, respectively, and τ ± = (τ x ± iτ y )/2. Here, m * is the effective electron mass in the 2DEG, µ is the chemical potential, α is the Rashba SOC strength and E Z,|| = gµ B B /2 is the Zeeman energy due to the applied in-plane magnetic field B . The proximity-induced pairing potential in the 2DEG is [see Fig. 1 (2) anticommutes with the particle-hole operator P = σ y τ y K where K denotes complex conjugation. When E Z,|| = 0 and φ = 0 or π, the Hamiltonian commutes the standard time-reversal operator T = −iσ y K (where T 2 = −1) and thus it belongs to the symmetry class DIII [52, 53] . It also commutes with the mirror operator along the x-z plane, i.e., M y = −σ y × (y → −y). While the T and M y symmetries are broken when E Z,|| = 0 and/or φ = 0, π, the Hamiltonian remains invariant under the product T = M y T = iK × (y → −y) [48] . Since T 2 = 1, the system belongs to the class BDI. The presence of T and P symmetries implies that the Hamiltonian anticommutes with the chirality operator C = −iP T = M y τ y . Breaking the T symmetry reduces the symmetry class from BDI to D.
To obtain the phase diagrams, we calculate the topological invariant following Ref. [58] . Since the chirality operator obeys C 2 = 1, it has eigenvalues ±1. In the basis where C is diagonal, the Hamiltonian is block offdiagonal (since { C, H} = 0). The Z topological invariant (Q Z ) is calculated from the phase of the determinant of the off-diagonal part. The winding of this phase from k x = 0 to k x = 2π gives the Z topological invariant of the class BDI. The Z 2 index of class D is simply the parity of Q Z , i.e., Q Z2 = (−1) Q Z [14, 58] . Figure 1 (b) shows the class D phase diagram of a JJ with narrow leads (W SC ξ), calculated numerically. The phase diagram shows a sequence of TPTs from the trivial (Q Z2 = 1) to topological (Q Z2 = −1) phases. In contrast to the case of wide SC leads [48] , the phase boundaries depend only moderately on φ.
The BDI phase diagram [ Fig. 1(c) ], on the other hand, depends strongly on both E Z,|| and φ. For E Z,|| = 0, the BDI topological invariant is Q Z = 0, except at φ = π where the gap closes. As E Z,|| increases, the gap closing point expands into a fan-shaped region containing phases with different values of Q Z .
These features of the phase diagram can be understood qualitatively as follows. Phase transitions where Q Z2 changes require gap closings at k x = 0, while transitions with an even change in Q Z occur as a consequence of gap closings at the Fermi wavevector, k x = ±k F . In the limit where ξ W SC , the system can be treated as a multiband quantum wire [54, 55] , with an induced gap that is smaller than the energy spacing between subbands. For generic values of the chemical potential µ, the The phase diagrams exhibit a fan-shaped region emanating from φ = π and E Z,|| = 0 where the BDI phase boundary lines diverge away from φ = π with E Z,|| . The slope decreases with increasing µ. The parameters used are the same as those used in Fig. 1 .
Fermi surfaces of the 2DEG. An applied magnetic field along x shifts the two spin-orbit split Fermi surfaces (labeled by η1 = ± for the outer and inner Fermi surface) oppositely along ky. The arrows show the spin orientation on the Fermi surfaces. The Zeeman field tilts the spin-orientation angle towards its direction. (b) Energy spectrum of an infinitely long 2DEG with a finite width. Each n-th band consists of 2 subbands labeled by m = ±, denoting the eigenvalues of the mirror operator My. We label the gap ∆ m n by the band index n and the mirror eigenvalue m = ±1 of the right-moving state kF n > 0. spectrum at k x = 0 is gapped for all φ, and therefore the phase diagram depends only weakly on φ. This state of affairs changes at special values of µ and E Z,|| , where the chemical potential enters a new subband (see Sec. II of Ref. [57] for details). Independently of µ, a gap closing occurs at k x = ±k F for φ = π and E Z,|| = 0. This gap closing occurs as a consequence of the mirror symmetry, where the effective induced gap, which is a spatial average of the gap of two symmetric SC leads, vanishes for φ = π and E Z,|| = 0.
As shown in Fig. 2 , the gap closing point at φ = π and E Z,|| = 0 expands into a "fan"-shaped region in the phase diagram with phase boundaries which move away from φ = π with slopes which are linearly proportional with E Z,|| and decrease with increasing µ. To understand this fan, in the following we derive analytically the dependence of the superconducting gap in a given sub-band n on the E Z,|| and φ. For simplicity, we work in the limit where ∆, E Z,|| αk F µ. The dispersion of the 2DEG, shown in Fig. 3 (a), exhibits two concentric circular Fermi surfaces. SOC locks the spin orientation to the momentum, such that the outer and inner Fermi surfaces (labeled by η 1 = ±1) have different in-plane spin orientations. When a Zeeman field is applied, the spin tilts towards the Zeeman field direction. Moreover, to the leading order in E Z,|| /(αk F ) the Zeeman field also shifts the two Fermi surfaces uniformly along k y in the opposite direction by E Z,|| /( v F ) [see Fig. 3 (a)].
We now take into account the finite size of the system in the y direction. We denote the transverse wavefunctions of the normal Hamiltonian (∆ = 0) by ϕ m n,k Fn ,s (y), where n is the band index, s =↑, ↓, and we label each subband according to the M y eigenvalue (m = ±) of the state at k x = +k Fn in the limit E Z,|| = 0 [see Fig. 3 
A weak Zeeman field mixes the two mirror eigenvalues and opens a gap at k x = 0 but does not strongly affect the wavefunctions at k x = k Fn , such that we may keep using the ± labeling of the subbands. Note that the walls at y = ±(W/2 + W SC ) mix states with different values of η 1 (See Sec. III of Ref. [57] for the explicit expression of the wavefunction).
Proximitizing the 2DEG with SCs induces intraband pairing potentials ∆ ± n [see Fig. 3 (b)]; in the limit W SC < ξ, we may neglect the inter-band matrix elements of the pairing potential. The pairing potentials ∆ ± n can be obtained from the first-order degenerate perturbation theory, and are given by (see Sec. IV of Ref. [57] )
where G n (y) = sin 2 nπ(y + W SC + W/2)
F ± n (y) = ϕ ± * n,k Fn ,↑ (y)ϕ ∓ * n,−k Fn ,↓ (y) − (↑↔↓).
To the leading order in Zeeman energy, the intraband pairing potential for the n-th band can be written as
where A n is a function of k Fn , W and W SC , while B n and C n are functions of α, v Fn , k Fn , W and W SC (see Eqs. (S-53) and (S-54) in Ref. [57] ). The zeroth-order term of the gap in the Zeeman energy can be understood intuitively as follows. For JJs with narrow SCs (W SC ξ), electrons undergo multiple normal reflections from the edges of the SCs before they can be Andreev reflected. As a result, the gap is the average of the left and right superconducting gaps, i.e., ∆ ± n ∝ ∆(e −iφ/2 + e iφ/2 )/2 which vanishes at φ = π. This gap closing also follows from the fact that the Hamiltonian respects the mirror and time-reversal symmetries at φ = π for E Z,|| = 0 which implies that F ± n (y) = F ± n (−y) (see Ref. [57] for details). Since F ± n (y) and G n (y) are even functions of y while ∆(y) is an odd function, ∆ ± n = 0 at φ = π and E Z,|| = 0 [see Eq. (4)].
Expanding Eq. (6) around φ = π, we have the gapclosing points moving away from φ = π according to
Thus, inside the fan in the BDI phase diagram, the gap closing lines of each subband move away from φ = π with slopes which are inversely proportional to k Fn . This can be seen in Fig. 2 . The number of the gap closing lines increases with increasing µ as there are more occupied subbands for a larger µ. Since these are gap closings at k x = ±k Fn , they are accompanied by changes in Q Z by ±2, but do not affect Q Z2 . As E Z,|| increases, the fan of BDI phase boundaries intersect the class D phase boundary where Q Z2 changes. As seen in Fig. 2 , at each of these intersections, either three or four different phases meet. The four-phase intersection points signify simultaneous gap closings at both k x = ±k Fn and k x = 0. The three-phase intersection points happen when two gap closings at k x = ±k Fn are moved by varying E Z,|| and φ, merge at k x = 0, and get lifted (See Sec. V of Ref. [57] for details).
The BDI symmetry can be broken by applying a transverse in-plane magnetic field (along y), disorder that breaks the mirror symmetry, or if the two SCs have different gaps or different widths. Applying a transverse Zeeman field tilts the spectrum, which reduces the gap and results in gapless regions (see Sec. VI A of [57] ). On the other hand, the gap-closing points at k x = ±k Fn are lifted when the BDI symmetry is broken by disorder or an asymmetry of the left and right SCs [48, 49, 57, 59] .
Breaking the BDI symmetry also results in the hybridization of MZMs residing at the junction's end, leaving either zero or one mode at zero energy (see Sec.VI of Ref. [57] ).
Next, we calculate the Josephson current (see Sec. VII of Ref. [57] for details):
where F is the free energy of the system, T is the temperature, and E j are the eigenvalues of the Hamiltonian. The critical current is , the critical current exhibits a minimum with a shallower depth and at a larger critical Zeeman field. This minimum, however, is not accompanied by a discontinuous change of φ that minimizes the free energy. Some insight into these behaviors can be obtained by calculating the energy-phase relation of the junction perturbatively in ∆, for two different limits: αk Fn E Z,|| and αk Fn E Z,|| (see Sec. VII of Ref. [57] ).
In conclusion, we have studied topological superconductivity in planar JJs with narrow SCs. Due to multiple normal reflections from the SC edges, the topological superconductivity of JJs with narrow leads depend strongly on the chemical potential and the class D phase diagram depends only weakly on the superconducting phase difference. On the other hand, the BDI phase diagram is strongly dependent on the superconducting phase difference. Finally, we show that the minima in the critical current of JJs with narrow leads do not necessarily indicate TPTs. These results are directly relevant to recent experiments [50] , and elucidate the consequences of the BDI symmetry on the phase diagram of these systems.
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I. TIGHT BINDING HAMILTONIAN
The Hamiltonian of Eq. (2) can be written in the tight-binding form as
with ψ † i,j,s (ψ i,j,s ) being the creation (annihilation) operator of an electron with spin s on site (i, j) where 1 ≤ i ≤ L x and 1 ≤ j ≤ 2W SC + W . The hopping strength is denoted by t (for the numerical simulation in this paper, we use t = 14.6 meV) where t = 2 /(2ma 2 ) with a being the lattice constant and the spin-orbit coupling strength is denoted by α R where α R = α/(2a). The Zeeman field E Z,|| is along the x direction and is taken to be uniform throughout the system. The proximity-induced superconductivity ∆ is nonzero only for 1 ≤ j ≤ W SC and W SC + W + 1 ≤ j ≤ 2W SC + W .
In the limit where L x → ∞, the Hamiltonian can be Fourier transformed using ψ kx,j,s = (L x ) −1/2 i e ikxi a ψ i ,j,s as
We use the tight-binding Hamiltonian H TB to calculate the phase diagram, gap, energy spectrum and Josephson current. The numerical simulations on this tight-binding Hamiltonian are performed using the Kwant package [56] . Figure S1 shows (a) class D boundary lines as functions of Zeeman field E Z,|| and chemical potential µ for two different values of superconducting phase difference: φ = 0 and φ = π and (b) class D boundary lines as functions of Zeeman field E Z,|| and superconducting phase difference φ for several values of chemical potential µ. The class D boundary lines separate the trivial phase at low Zeeman field from the topological phase at high Zeeman field. We note that at E Z,|| = 0 and φ = π, the gap closing points at k x = ±k Fn,x , which signify a BDI phase transition, can also coincide with the gap closing point at k x = 0 which signifies a class D phase transition. This happens when the chemical potential enters a new subband [see the blue lines in Fig. S1 (a) for µ = 3.02 meV and µ = 4.08 meV]. We note that the zero critical field for φ = π at these fine-tuned chemical potentials exist only when the BDI symmetry is preserved. Breaking the BDI symmetry will move the critical field from zero to some finite values [50] . Since the standard time reversal T is broken for φ away from π, the gap opens and increases in magnitude as φ is tuned away from π. To close the gap at φ away from π, a finite Zeeman field is required. As a result, the class D phase boundary (as a function of φ and E Z,|| ) has a cusp at φ = π and E Z,|| = 0 [as shown in Fig. S1 (b) for µ = 4.08 meV]. The dependence of the class D phase diagram on the superconducting phase difference becomes weaker when the chemical potential is tuned away from this special point, i.e., when the band bottom of the occupied subband closest to the chemical potential moves further away from the chemical potential [see Fig. S1 ].
In general, narrowing the SC leads makes the class D phase boundaries of a planar JJ depend more on the chemical potential and less on the superconducting phase difference due to the enhancement of multiple normal reflections from the interface of the superconductors with the vacuum. The narrower is the JJ, the greater is the amplitude of the normal reflections. In the limit where the width is sufficiently narrow (W SC ξ), the phase diagram of JJs with narrow leads will be similiar to that of multiband nanowires [54, 55] .
III. WAVEFUNCTION OF A RASHBA PARTICLE IN A STRIP
In order to derive the dependence of the superconducting gap on the phase difference and the Zeeman field, we first calculate the wavefunction of a particle with Rashba SOC and Zeeman field in a strip of width L y with infinite potential walls. Due the confinement in the y direction, the energy spectrum consists of multiple bands where we label each of them by an index n. In the following, we going to work in the limit where ∆ E Z,|| αk Fn ε Fn and solve for the wavefunction perturbatively in the Zeeman energy E Z,|| .
As we consider a system which is translationally invariant along x (L x → ∞), we can write the wavefunction as 
where k SO = m * α/ 2 . The Fermi surface consists of two concentric circles with radius k Fn,± = k Fn ± k SO as depicted in Fig. 3(a 
The subscripts η 1 = + and η 1 = − denote the outer and inner Fermi surfaces, respectively, while the subscript η 2 = ± denotes the sign of k y . Due to the spin-orbit momentum locking, the spin rotates along the Fermi surface with the Rashba-induced spin-rotation angle θ n,η1 given by
In the following, we are going to solve for the spinor ϕ n,k Fn,x (y) perturbatively in E Z,|| in the regime near E Z,|| = 0 where the fan in the phase diagram emerges. To the first order in the Zeeman energy, the spinor can be written as Due to the confinement in the y direction, the spinor at momentum k Fn,x is a superposition of four components, with amplitudes corresponding to the spins at four different y Fermi momenta (±k Fn,y,± ) satisfying Eq. (S-6), i.e.,
where a m n,(η1,η2) (η 1,2 = ±) are coefficients of each k Fn,y mode. The coefficients a m n,(η1,η2) are determined from the boundary conditions:
where the walls are at ±L y /2 = ±(W SC + W/2). The number of coefficients can be reduced by using the mirror reflection symmetry M y = −σ y × (y → −y). Since the spinor is either even or odd under reflection
we then have a ± n,(η1,η2) = ±a ± n,(η1,−η2) . .
(S-15)
The above derivation for E > E SO (where E SO = 1 2 m 2 α 2 / 2 is the SOC energy) follows the derivation for E < E SO given in the Appendix A of Ref. [60] .
When Zeeman field is introduced, it shifts the center of momentum of the Fermi surfaces and tilts the Rashbainduced spin-rotation angle towards the magnetic field direction [see Fig. 3 (a) of the main text]. To first order in E Z,|| , the change in the center of momentum of the inner (η 1 = −) and outer (η 1 = +) Fermi surfaces is given by
The Zeeman field rotates the Rashba-induced spin-rotation angle θ n,η1 by
To get the a simple and compact analytical expression for the wavefunction, in the following we will focus on the regime where αk To the first order in Zeeman energy, the change in the spinor can be written as δϕ m n,k Fn,x (y) = 1 2 η1,η2=± e iη2k Fn,y y δa m n,(η1,η2) − iη 1 a m n,(η1,η2) δk Fn,y y e −i(η2θn,η 1 )/2 −ie i(η2θn,η 1 )/2 − iη 1 a m n,(η1,η2) δθ n 2 e −i(η2θn,η 1 )/2 ie i(η2θn,η 1 )/2 ,
where δa m n,(η1,η2) is the first-order correction to the coefficients a m n,(η1,η2) due to Zeeman energy. To get the explicit form of δa m n,(η1,η2) , we impose the boundary condition on Eq. To obtain a m n,(η1,η2) (−k Fn,x ) and δa m n,(η1,η2) (−k Fn,x ), let us derive the relation between these coefficients with their counterparts a m n,(η1,η2) (k Fn,x ) and δa m n,(η1,η2) (k Fn,x ) at k x = k Fn,x by using the time-reversal and mirror symmetries.
For E Z,|| = 0, the Hamiltonian commutes with the standard time-reversal operator T = −iσ y K and the mirror operator M y = −σ y × (y → −y). Under the standard time-reversal symmetry T , the spinor transforms as T ϕ ± n,k Fn,x (y) = e iλ ϕ ± n,−k Fn,x (y). (S-25)
We will fix the gauge to be λ = 0 so that the superconducting gap is real (see Sec. IV for a proof). Since {M y , T } = 0, we then have
Eqs. (S-12), (S-25), and (S-26) imply that
which in turn gives the following relations which gives
Using the above equations for a m n,(η1,η2) and δa m n,(η1,η2) , we can then evaluate the spinor to the first order in Zeeman energy as 
IV. DEPENDENCE OF SUPERCONDUCTING GAP ON THE SUPERCONDUCTING PHASE DIFFERENCE AND ZEEMAN FIELD
In this section, we are going to use the wavefunction of a Rashba particle obtained in the previous section to derive the dependence of the superconducting gap on the superconducting phase difference and Zeeman field. We begin by writing down the superconductivity term as
Note that only pairing between modes with opposite momenta at the Fermi energy contributes to the gap. We now incorporate the size quantization along the y direction to take into account the narrow width of the superconducting leads. We can write down the field operator as In the following, we are going to work in the limit W SC ξ where the interband spacing v F /(2W SC + W ) is large such that the interband pairing (∆ nn for n = n ) is small and thus can be neglected. Moreover, we will work in the limit where ∆ E Z,|| αk Fn ε Fn and focus on the region where E Z,|| is near 0 and φ is near π where the fan in the BDI phase diagram emerges. In this limit we have the relation between the spinors given by Eqs. In the following, we are going to calculate the dependence of the pairing potential ∆ ± n ≡ ∆ ± n,k Fn,x on the Zeeman energy E Z,|| and superconducting phase difference φ. To this end, we expand the spinor to the leading order in the Zeeman field as ϕ m n,k Fn,x ,s = ϕ m n,k Fn,x ,s + δϕ m n,k Fn,x ,s where we have the pairing correlation F ± n (y) ≡ F ± n,k Fn,x (y) as
with the zeroth-and first-order terms in E Z,|| being We now calculate the dependence of the pairing correlation on the Zeeman energy. After a lengthy algebra, we obtain the first-order correction to the pairing correlation due to the Zeeman field as δF ± n (y) = 2iδk Fn,y L y sin(k Fn,y L y ) sin θ n sin(2k Fn,y y) ± 2 sin k Fn,y L y 2 sin k Fn,y L y 2 ∓ θ n y cos(k Fn,y y) − 4iδθ n cos k Fn,y L y 2 sin k Fn,y L y 2 ∓ θ n sin(k Fn,y y) ± sin(k Fn,y L y ) sin θ n sin(2k Fn,y y) .
(S-49)
The first-order correction to the gap due to the Zeeman field is then given by 
For the case where n 1, we have So, the gap is given by
(S-55)
Expanding the above equation around φ = π, we have
To the first order in Zeeman energy, the gap-closing point moves away from φ = π by
So, the gap closing point for each band moves away from φ = π, forming a line that is linear in the Zeeman energy E Z,|| and inversely proportional to the Fermi momentum k Fn . The vanishing of gap at φ = π for E Z,|| = 0 follows from a more general argument that at this special point (φ = π, E Z,|| = 0), the Hamiltonian respects the mirror and time-reversal symmetries. These two symmetries imply that F ± n (y) = ϕ ± * n,k Fn,x ,↑ (y) ϕ ∓ * n,−k Fn,x ,↓ (y) − ϕ ± * n,k Fn,x ,↓ (y) ϕ ∓ * n,−k Fn,x ,↑ (y) = | ϕ ± n,k Fn,x ,↑ (y)| 2 + | ϕ ± n,k Fn,x ,↓ (y)| 2 = | ϕ ± n,k Fn,x ,↓ (−y)| 2 + | ϕ ± n,k Fn,x ,↑ (−y)| 2 = F ± n (−y), (S-58) where in the second and third lines above, we use the relation between the spinors with their mirror and timereversal partners [Eqs. (S-12) and (S-27)], respectively. Since F ± n (y) and G nn (y) are even functions of y while at φ = π, ∆(y) = i∆ sgn(y)Θ(W SC + W/2 − |y|)Θ(|y| − W/2) is an odd function of y, the superconducting gap ∆ ± n = 2
Ly
Ly/2 −Ly/2 ∆(y)G nn (y) F ± n (y) then vanishes at E Z,|| = 0 and φ = π. This gap closing manifests as the point where the BDI-phase transition lines emerge in the "fan"-shaped region of the BDI phase diagram [see Fig. 2 of the main text].
V. THREE AND FOUR PHASE INTERSECTION POINTS IN THE BDI PHASE DIAGRAM
The BDI phase diagram [see Fig. S2(a) ] consists of phase boundaries points where three or four different phases meet. In this section, we elucidate the origin of these two situations. At points where four phases meet, two phase boundaries intersect: One separates phases whose Q Z differ by ±2, and the other separates phases with different Q Z2 indices. The former corresponds to a gap closing away from k x = 0, i.e., at ±k Fn [see Fig. S2(b) ], whereas the latter corresponds to a gap closing at k x = 0 [see Fig. S2(c) ]. The intersection of these two phase boundaries give rise to either a three-phase intersection point with a gap closing at k x = 0 [see Fig. S2(c) ] or a four-phase intersection point with a simultaneous gap closing at k x = 0 and k x = ±k Fn [see Fig. S2(d) ]. Note that the gap closings at k x = 0 and k x = ±k Fn do not necessarily occur in the same subband. In the two-parameter plane of φ and E Z, there are generically isolated points where the two transitions occur simultaneously giving rise to a four-phase intersection point in the phase diagram.
To understand the origin of the three-phase intersection points, we examine the Hamiltonian projected onto a single subband n near k x = 0. From symmetry consideration, the Hamiltonian has the form
where ε Fn and δ n are some functions of φ and E Z, , and we assume that m * n > 0 with m * n being the effective electron mass for the n-th subband. Here, ρ x,y,z are the Pauli matrices acting in the particle-hole basis (ϕ n,kx , [ϕ n,−kx ] † ) T of the n-th subband. Phase transitions in class D correspond to a sign change in ε Fn . If ε Fn > 0, then sign changes of δ n correspond to phase transitions where the class BDI index changes by ±2; in contrast, if ε Fn < 0, the subband is above the chemical potential, and a sign change in δ n does not involve a gap closing. Consequently, at points where both ε Fn = 0 and δ n = 0, a three-phase intersection point occurs. 
VI. EFFECTS OF BREAKING THE BDI SYMMETRY

A. Applying a transverse Zeeman field
One way to break the BDI symmetry is by applying a transverse in-plane Zeeman field B y perpendicular to the junction. The transverse Zeeman field tilts the band diagram [as shown in Fig. S3(c) ] which decreases the spectral gap [ Fig. S3(d) ]. Applying the transverse field also breaks the effective "time-reversal" symmetry of the system which changes the symmetry class from BDI into class D. As a result, Majorana end modes couple to one another and turn Similar to applying a transverse in-plane Zeeman field, an asymmetry in the left and right superconductor, i.e, different superconducting pairing potential (∆ L = ∆ R ) or different superconductor width also changes the symmetry class of the system from BDI to D. As a result, Majorana end modes at the same end of the junction couple to each other and splits into finite-energy modes. This leaves either zero or one Majorana mode at each end of the junction. However, contrary to the transverse in-plane Zeeman field, an asymmetry in the left and right superconductor lifts the gap closing points (which signify the BDI phase transitions) and generally increases the spectral gap as shown in Fig. S4 . Fig. S3 (a) calculated for increasing values of asymmetry between the left (∆L) and right (∆R) pairing potential. When ∆L = ∆R, the system is in the BDI symmetry class where each of the gap closings corresponds to a BDI topological phase transition between phases whose BDI indices (Q Z ) differ by ±2. Each of these gap closings happens at kx = kF n for different band. When ∆L = ∆R, the T symmetry is broken and the gap closing points are removed. The parameters used are the same as those used in Fig. 1(c) of the main text.
VII. JOSEPHSON CURRENT
A. Numerical calculation at finite temperature
The Josephson current at temperature T is computed by first calculating the many-body partition function which is given by
where β = (k B T ) −1 and the product is evaluated over all energy states labeled by E j . The free energy is
(S-61) Figure S5 shows the numerically calculated ground state energy E GS = F(T = 0) versus superconducting phase difference for a JJ with different Zeeman field strength. As shown in the upper panel of Fig. S5 , for small SOC strength α (e.g., α = 0.1 eVÅ), the ground state exhibits a π-phase jump at the Zeeman field strength (E Z,|| = 0.55 meV) where the minimum in the critical current happens (see Fig. 4 of the main text). This π-phase jump signifies a first-order phase transition and is associated with the minimum of the critical current in Fig. 4(a) . Since the critical field at which the minimum of the critical current happens (E Z,|| = 0.55 meV) is not the same as the critical field at which the topological phase transition happens [E Z,|| = 0.27 meV, as shown in Fig. 2(c) ], the minimum of the critical current does not indicate a topological phase transition. For large α, the phase gradually shifts with the Zeeman energy E Z,|| (see lower panel of Fig. S5 ) instead of exhibiting an abrupt π-phase shift. Thus, the minima in the critical current for large α signify neither a first-order nor a topological phase transition. The Josephson current can be calculated from the free energy [Eq. (S-61)] as
We use Eq. (S-62) to numerically calculate the Josephson current plotted in Fig. 4 of the main text.
B. Analytical calculation at zero temperature
To understand the Josephson current obtained from the full numerical calculation, in the following we are going to derive the analytical formula for the Josephson current. We focus only on the zero-temperature results. However, our Figure S5 . Ground state energy EGS versus superconducting phase difference φ of the two JJs whose Josephson currents are shown in Fig. 4 . The plots are given for increasing in-plane Zeeman fields E Z,|| (from left to right) and different SOC strength. (a-e): α = 0.1 eVÅ (f-j): α = 1 eVÅ. For small SOC strength (a-e), e.g., α = 0.1 eVÅ, the value of φ for which EGS is minimized has an abrupt change from φ ≈ 0 to φ ≈ π at the Zeeman field strength for which the minimum of the critical current occurs (E Z,|| ≈ 0.55 meV) [see panel (c) ]. This phase jump is a first-order phase transition. However, it does not correspond to a topological phase transition. The latter occurs at E Z, ≈ 0.27 meV [see Fig. 2(c) ]. (f-j): For large SOC strength, e.g., α = 1 eVÅ, the value of φ for which EGS is minimized changes continuously [see Fig. 4(b) ]. The parameters used are the same as those used for Fig. 4 .
results hold qualitatively also for the finite-temperature case. In the following we will work in two different limits: small SOC strength (αk Fn E Z,|| ) and large SOC strength (αk Fn E Z,|| ). To explain the minimum in the critical current for small SOC strength (αk Fn E Z,|| ), for simplicity we take the limit where α = 0 and ∆ E Z,|| ε Fn . To this end, we first calculate the zero-temperature free energy. Since the dominant contribution to the φ-dependent part of the ground-state energy comes from Andreev bound states near the Fermi energy, we can write down the free energy as .
(S-70)
The Josephson current due to a single subband can then be calculated from Having derived the Josephson current for small α, in the following we are going to derive the Josephson current in the limit where αk Fn E Z,|| . To obtain the Josephson current, we first derive the formula for the condensation energy, which is the difference between the normal and superconducting ground state energies. Linearizing the dispersion near the Fermi momentum, we have E = v Fn k x . The zero-temperature condensation energy is then given by with A n and B n being given by Eq. (S-53 ). The Josephson current at zero temperature is given by I(φ) = 2e dE cond dφ . So, in the limit where E Z,|| αk Fn , the Josephson current changes gradually with the Zeeman field E Z,|| . In particular, the value of φ that minimizes the energy shifts linearly with E Z,|| .
