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The problem of a random walk executed on a plane Bravais net with 
trapping boundaries is discussed. Explicit solutions are found for the 
six-connected triequiangular net. The analytical solutions are approxi- 
mate for finite arrays but become exact in certain limiting cases. 
Numerical solutions have been obtained for finite six-connected nets 
by means of a high speed digital computer. It is found that the analytical 
solutions are good approximations to the exact solutions. A rapidly 
converging overrelaxation procedure for solving the linear algebraic 
equations was developed. 
General solutions have been obtained for random paths on lattices 
more complicated than any heretofore studied. Connections between 
these solutions and the Green’s function solution for the corresponding 
partial differential equations are discussed. 
The problem of a random walk on a plane net with a single source point 
and four rectangular absorbing boundaries was first considered by Courant 
et al. [I], who established some general properties of the solution. This 
problem corresponds mathematically to a boundary value problem of a 
partial difference equation whose solution for most cases of interest is the 
discrete analogue of the Green’s function of a boundary value problem of the 
Poisson equation (or, at least, is closely related to it). Indeed, it has been 
shown [l] that the solution of the above-mentioned difference problem 
*Based on work performed under the auspices of the U. S. Atomic Energy Commis- 
sion. 
t One of us (E.M.K.) would like to thank Professors Richard Courant and Harold 
Grad for their invitation to spend a year at N.Y.U. 
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approximates with increasing number of mesh points and decreasing mesh 
size, the Green’s function of the corresponding partial differential equation. 
This nice connection: random walk-difference equation-differential 
equation warrants additional discussion if an explicit solution of the boundary 
value problem is required. Such discussion, it is true, is not needed in the 
case of the only known explicit solution, given by McCrea and Whipple [2] 
for the difference equation of the net made up of squares. In this case we say 
that one has a true random walk problem and the explicit solution passes 
over in the limit to the differential Green’s function. We shall see in the fol- 
lowing, however, that explicit solutions can be obtained for the boundary 
value problem of a larger class of partial difference equations which frequently 
only approximately correspond to a random walk problem; and, even if they 
do, may not converge in the limit of infinitesimal mesh size to the differential 
Green’s function. The reason for this behavior is that the explicit solutions 
exist not only at the mesh points but are functions of two continuous variables 
such that the behavior of the functions between grid points is especially 
important in the limit process. Indeed, a difference equation need not be 
considered exclusively as a linear algebraic system of equations (discrete 
Green’s function); but permits interpretation as a functional equation of 
continuous variables (difference Green’s function). 
As an illustration of an approximate random walk problem, consider a 
walk on a grid with zig-zag boundaries. An explicit solution of the difference 
equation can hardly be obtained if these boundary conditions are used; 
whereas it might be possible to obtain an explicit solution if the boundary 
is changed into a straight line passing through one row of the previous zigzag 
-.------Bumdory 0 Mesh point 
FIG. la. Triequiangular net: free boundary condition. 
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boundary-the explicit solution now being only an approximation. Such a 
situation can appear if the difference equation contains at least two jumps 
with different jump lengths. In Fig. 1 a we illustrate a true randomwalk problem 
with zigzag boundaries. In Fig. lb the boundary has been straightened out to 
i!JAAwvv i x-. .- -4-. .-+-. --.*.-. .--- -* 
-.-.-.-. -&“dory x Zero-mesh point 
FIG. lb. Triequiangular net: pseudo boundary condition. 
gain an explicit solution; the arrows indicate the passage from an inside point 
of the new boundary to an outside point which would be possible for a true 
random walk problem. The crosses indicate those intersections of the coor- 
dinates which cannot be reached from the source (the “zero mesh”). 
This zero mesh is a net similar to the net on which the random walk takes 
place (see Fig. lb); the explicit solution has the value zero on every grid 
point of this net. This nonconvergence towards the differential Green’s 
function can here be explained on the ground that for increasingly smaller 
meshes the difference Green’s function increasingly fills up the space between 
the surface of the differential Green’s function and the coordinate plane. 
The approximate behavior on two cross sections of the difference Green’s 
function for the triequiangular net is shown in Fig. 2. The corresponding 
behavior for the square net is illustrated in Fig. 3. As the grid points of the 
additional mesh in Fig. 2 lie on all four boundaries the difference Green’s 
function has zeros at these points whereas it approximates the differential 
Green’s function at the regular mesh-points which are connected with the 
source. This situation causes difficulties in the limit of decreasing mesh size. 
No such situation occurs in the square net; as shotin in Fig. 3 the additional 
mesh can never lie on the boundaries. 
The case of the triequiangular net is treated in detail in the next section 
and frequent reference will be made to it; it presents both the above- 
mentioned effects appearing with the stipulation of an explicit solution. 
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The procedure used for solving difference equations, although it may 
appear to deviate from that used for solving the corresponding differential 
equation, still consists of obtaining the solution of the inhomogeneous 
equation by linear combinations of expressions related to the corresponding 
homogeneous equation. In particular, the necessary two stages for the solu- 
tions are set up in the same way. 
- ---- Boundary 0 tnesh porn+ x rero-rneshpoint 
Connection between mesh points (random paths) 
--------- Connection between additlonol points (zero mesh1 
Fig. 2. Approximate behavior of Green’s function for triequiangular net. 
The first stage is the separation procedure for the homogeneous equation 
which leads to the accessory equation. The homogeneous difference equation 
for the case treated by McCrea and Whipple is: 
f(p + 1, q) +f(p - 1,4) +f(P, 4 + 1) +AP* Q - 1) - 4f(p, 4) = * 
which separates on using 
f(P,d =WQ(d 
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into 
qp + 1) + P(p - 1) + Q(q + 1) + Q(q - 1) 
P(P) Q(q) 
-4=o 
Such a formal separation will not be possible, due to cross-terms, for most 
of the difference equations covered in this discussion (e.g., the triequiangular 
---_- Boundary0 mesh pant x zero-mesh point 
~ Connection between mesh pants (random paths1 
------- Connectnon between addltlond pants (zero mesh) 
FIG. 3. Approximate behavior of Green’s function for rectangular net. 
net, Eq. (1)). Whereas the unit-expression, f(p, q) = ei**ep* is an immediate 
consequence of the separation in the corresponding partial differential 
equation (Laplace’s equation), leading to the well-known accessory equation 
a2 - $ = 0, 
this unit expression must be assumed a priori in the case of the difference 
equation. This unit expression, when inserted in the difference equation, 
leads to a more complicated accessory condition, viz., 
cos ci + cash /3 = 2, 
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where jl is determined from known values of 01 given by the boundary con- 
ditions. It appears that the condition that a difference equation be separable 
is that the accessory equation be expressible in terms of trigonometric 
and/or hyperbolic functions, so that addition theorems may be applied to the 
difference terms. This criterion determines the class of difference equations 
dealt with herein. 
The second stage involves finding a solution of the inhomogeneous expres- 
sion. For difference equations, as well as for the corresponding differential 
equations (Poisson’s equation with S-inhomogeneity) the solutions are set 
up as linear combinations of exactly the same type (see ref. 3) 
sin I% sinh q#?r 
which are, as are the expressions in the accessory equations, linear combina- 
tions of the unit-expression. The boundary requirements, together with the 
nonperiodic factor in q, will necessarily violate the homogeneous equation 
somewhere, i.e., at the location of the inhomogeneity. Here occurs the 
strongest deviation in the two procedures for treating difference and differen- 
tial equations. The violation of the homogeneous equation for the difference 
case shows up in remainder terms which can be brought in balance with the 
prescribed (finite) inhomogeneity and leads to a linear algebraic system, the 
remainder equations (see ref. 4), for the coefficients of the above sin-sinh 
expression which gives the final solution. In the differential case the inhomo- 
geneity represented by 00 cannot legitimately be used as a number and 
requires a rather different treatment. In order to find the analogue of the 
remainder equations for the differential case one must rely on rather abstract 
properties of the Green’s function which is considered as the inverse operator 
of the differential operator with respect to the boundary conditions. As a 
matter of fact, the remainder equations are actually matrix equations of the 
form, 
C.D=I, 
(see ref. 4). One uses 
D = sin prr - cos % sinh jlI sinh (n + 1) &I = {&}; 
m+l 
I = {a,,}, 
where D is a matrix related to the difference operator and C a matrix repre- 
senting the difference Green’s function. Apparently, C = D-l for non- 
singular D, as in the differential case.. A comparable analogy seems to hold 
for the interpretation of the difference equation as an algebraic linear system 
leading to a discrete (instead of a difference) Green’s function [Sal. 
The endeavor to find explicit solutions for the difference equations, there- 
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fore, can be termed the finding of a representation (the exp (Lx$ + &)- 
representation) in which the difference operator (matrix) can be inverted 
explicitly. It is realized that the treatment of partial difference equations offers 
the advantage of an immediate exhibition and practical use of the operator 
character of the difference Green’s function. This character persists in the 
differential Green’s function as it holds, with appropriate precautions, also in 
the limit of arbitrarily small mesh size. 
In some cases, however, the limit of the solution of the remainder equations 
does not exist, so that one is confronted with having an explicit solution 
of a difference equation where the analogous differential equation does not 
have a corresponding explicit solution. This appears if the domain of both 
variables runs to infinity, e.g., the infinite quadrant. This is due to the 
asymmetric expression of the solution already apparent in the unit expression, 
exp (ti + fly). Procedures which, for infinite regions, work for the “non- 
periodic” variable y do not work for the “periodic” variable X, since expres- 
sions in y are series whereas in x they are integrals even for finite domains. 
The limit process thus exists only for the variable y when the explicit solu- 
tions are series. 
For the whole plane, on the other hand, the situation is somewhat reversed. 
There exist no solutions (explicit or other) for the difference equation [6]; 
whereas the Hankel-representation Neumann function solves the corres- 
ponding differential problem-equivalent to Bessel’s equation with inhomo- 
geneity. 
I. RANDOM PATHS ON PLANE BRAVAIS NETS 
A. Approximate Analytical Solution 
The tirst explicit solution for a random walk problem on a plane net was 
found by McCrea and Whipple [2], who solved the case of an unbiased 
random walk on a finite rectangular net with absorbing linear boundaries; 
they were able to extend the solution to various limiting cases of infinite 
arrays. These solutions were found for one of the two highly symmetric 
Bravais nets; it is of interest, therefore, to seek solutions for the corresponding 
problem for the other highly symmetrical net, the triequiangular, or six- 
connected net, shown in Fig. la. A problem, analogous to that above, con- 
cerning the motion of a particle P over this lattice can be formulated; the 
sole difference is that movement to each of six neighboring points is equally 
likely. 
This problem appears to be insoluble in the “natural” coordinate systems 
as the variables are not separable; it has been found, however, that the 
problem can be solved by superimposing a rectangular mesh on the triequi- 
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angular net as indicated in Fig. 1 b. Thus, we consider an array of n rows of m 
lattice-points together with a border of points from which there is no return. 
The complete array consists of (n + 2) rows of (m + 2) points; the rows are 
numbered from 0 to tt + 1, the points of any row from 0 to m + 1; P is 
assumed to start from point (a, b) and to move to point (u - 2, b) or to 
(a - 1, b + 1) or to (u + 1, b + 1) or to (a + 2, b) or to (a + 1, b - 1) 
or to point (u - 1, b - 1) on the first jump. 
Following McCrea and Whipple we can study the distribution in the 
lattice of a fluid which diffuses through the lattice in such a way that at each 
point one-sixth of the fluid arriving there flows away along each of the six 
lattice lines meeting at the point. Under these circumstances, let F(p, 4) 
be the total quantity of substance which leaves the point (p, 4) during this 
time. The quantity F(p, q) may be regarded as the expectation that P will 
visit (p, q) before finally emerging at a boundary point; F(p, q) may be greater 
than unity since P may revisit the point a number of times. With this defmi- 
tion of F(p, q) we have the general difference-equation, 
F(p,q)=&[F(p-Zq)+F(p-Lq--)+F(P--1,q+l) 
+ F(P + 1, q - 1) + F@ + 1, q + 1) + F(P + 2, dl, 
which expresses the fact that all the fluid which flows from such a point 
must have reached it from one of the six neighboring points. In the case 
of the point (a, b) we have in addition the fact that unit quantity of substance 
is initially introduced there from outside which gives: 
F(u,b)=l +$[F(u-2,b)+F(u-l,b-l)+F+--l,b+l) 
+ F(u + 1, b - 1) + F(a + 1, b + 1) + F(a + 2, @I. (14 
The boundary conditions are awkward. For a finite array as illustrated 
in Fig. la, we see that since, by hypothesis, no fluid can leave a boundary 
point, 
F(p, 0) = F(p, n + 1) = 0 (O<p,<m+l) (2) 
F(0, q) = F(m + 1, q) = 0 (q even) F(1, q) = F(m, q) = 0 (q odd). (2a) 
Conditions (2a) are not general since the form of these conditions depends 
on the values of m and n. In addition, it appears to be impossible to solve the 
difference-equation where the solution must vanish for four values of the 
variable, p. For these reasons we replace the boundary conditions (2a) by 
the upproxiwute conditions 
F(O,q) =F(m + Lq) =0 (0 <q < fl + 1). (3 
SOLUTIONS FOR RANDOM PATHS ON PLANE NETS 9 
It is realized that solutions derived subject to these boundary conditions 
cannot be exact for finite arrays. It is hoped, nevertheless, that such solutions 
may be very nearly correct for values of p far from the boundaries and 
solutions found by means of a high speed digital computer indicate this to be 
true. Furthermore, in the limiting case of an infinite strip (9, m -+ a) the 
solution is exact. 
The difference-equation (1) is satisfied by 
F(p, q) = AeipaeQP 
provided the constants 01, /I satisfy the condition 
cash /3 = 2 set (Y - cos (Y. 
(3) 
Hence, we can construct solutions valid for q < b and q > b, and satisfying 
the boundary conditions (2,2b) by writing 
Fl(P9 4) = 2 C( > . r sin 5 sinh q/% sinh [(a + 1 - b) ,k?J (q < b) (4a) 
7=1 
F,(P> d = 3 CC Y sm 5 sinh b/3, sinh [(n + 1 - q) /3?] ) . (q >, b) (4b) 
r=1 
where p,. is given by 
9% r7r 
cash 19, = 2 set - - cos - . 
m+l m+l (4c) 
The constants C(r) are found by writing 
F(p,b)-~[F(f-2,b)+Fl(~--1,~--)+F,@--1,~+1) 
+ F&J + 1, b - 1) + F~(P + 1, b + 1) + F@ + 2, b)] = %a 
and substituting the solutions given above. After some algebraic manipula- 
tion, we find 
*$C(*)sinscos 5 sinh p7 sinh (n + 1) j37 = S,,. (5) 
74 
Now, 
m+16 =- 
2 tw 
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so that the conditions are satisfied if we take 
6 . am 
C(Y) = - sm m+l mfl 
cos ---& sinh 8, sinh (n + 1) 6, ’ 
(6) 
Therefore, the solutions are 
. am . pm 
m sm m+l sm 
Jxf%!d =&z 
m+l sinh qfl, sinh (n + 1 - b) /I7 
7-l cos & sinh pr sinh (n + 1) j?I 
(4 G @ (74 
. am . pm 
m sm m+l sm 
&h’,d =$$ 
m+l sinh b/3, sinh (n + 1 - q) /3? 
r-1 cos s sinh fir sinh (r~ + 1) /3r 
b-l b 4 (7b) 
with 
IT r7r 
cash j3r = 2 set - - cos - . 
m+l m+l (74 
B. Numerical Solutions 
The approximate solution (7) was compared with the exact solution found 
by solving the system of linear equations on the Argonne electronic computer 
GEORGE. The procedure used is outlined in the following three sections. 
1. Explicit Expressions1 
The quantity 
m+1 
F(P, d = & 2 
r-1 
A sin ??- sin -$$- 
m+l 
sinh q/3? sinh (n + 1 - b) fir 
sinh /3r sinh (n + 1) j?r q,<b 
X 
sinh b& sinh (n + 1 - q) PI 
sinh pr sinh (n + 1) /3r 
q z b 
1 The authors wish to express their appreciation to Mr. Kenneth Hillstrom who 
wrote the program (Argonne Routine 467/CHM102) for these calculations. 
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was calculated for two cases: 
(1) PC = cash-’ /.+ ; 
p,=2-cos--& (Y=1,2,+**,m); A = 8; (square net) 
(2) Br’= cash-i v,; 
T-IT r?r 
vr=2sec--cos-; 
m+l mfl 
(I = 1, 2, ..a, m); 
A = set -!?f- 
m+l 
(triequiangular net) 
Some additional requirements were necessary for case (2); these are discussed 
in the proof of Theorem I of Part II. The time required for the computation 
of one value of F(p, q) is m/3 seconds. 
2. Overrelaxation Procedure for the Least Maximal Value Process2 
Equations (1) and (la) satisfying the boundary conditions (2) and (2a) 
can be written as a system of linear equations in the form: 
Ax-k; l#j 
l=j 
Here F@, q) has been replaced by a certain xj and the pair (a, b) by the 
index, 1. The matrix A is of the following type: 
n 
, w-0 
-I -1 
-I -1 
\ 
n-1 II \ \ 2-l 
i 
-I 
\ 
\ 
n 
I 
\ 
\ 
\ 
-I 
I  
n -1 0 
I!- 
n-1 ,I -I 
<- A’-, TV-f\ 
-1 -1 
-I -1 -1 
\ \ 
\ \ 
2-l \ 0 
\ 
-I \-I 
6, -1 -1 -’ \ 
\ -1 -1 \ 
\ \ \ 
\ \ \ 
\ -I\-1 \ 
‘6 -1 -1 \-1 
-1 6 -1 
-1 -I \ \ -1 -1 \ \ \ 
\ \ 
\ 
-2-l \ \ 
2-l 
-I 6 -1 
-I -1 -1 6 
\ -1 -1 \ 
\ \ \ 
\ \ \ 
\ \ \ 
\ \ 
‘-I -I -1 ‘6 
a We are indebted to Mr. Burton Garbow for the programming of the high order 
linear algebraic system (Argonne Routine 493/CHM103). 
12 KEBERLX AND MONTET 
The matrix shown is for the case m is even; if m is odd, the box in the “1 - 1” 
position is a square of side, n - 1. 
The matrix does not satisfy Young’s property, (A), required to guarantee 
the convergence of the overrelaxation procedure used in Young’s method 
of speeding-up the Gauss-Seidel relaxation process [5b]. This method, 
which is best suited to the treatment of large systems of equations, therefore, 
does not work for the given matrix. The matrix can be transformed into one 
satisfying property (A) by exchanging p and q in equation (I), etc.; but this 
leads to an undesirable complication of the programming. 
It is possible, however, to use the above matrix, which does not satisfy 
property (A), since the theory underlying Young’s method does not tie this 
property exclusively to the overrelaxation procedure. Under certain circum- 
stances it may be possible to relax this restriction. We have found that some 
other methods, suggested in lieu of the Gauss-Seidel process and developed 
by Stiefel, will also permit application of the overrelaxation process. The 
least maximal value routine [7], using Tschebycheff polynomials, as suggested 
by Flanders and Shortley [8], seems to be particularly well suited. Due to 
the fact that no theoretical predictions are available for the overrelaxation 
of such advanced linear equation routines, we have found by experience 
that the improvement of taking the more advanced method as a starting point 
for overrelaxation is capable of compensating for the absence of property (A), 
and even eliminates a disadvantage of the Stiefel method as no knowledge of 
the eigenvalues is needed. We have here an example of a situation which 
is now beginning to attract theoretical interest [5c]: there are methods- 
although not better than Young’s for those matrices possessing property (A)- 
which offer the surprising behavior of being faster for matrices not satis- 
fying property (A). 
We illustrate this by a numerical example. Matrix elements were calculated 
for systems up to 1150 equations for matrices corresponding to the square 
net which satisfy property (A) and for matrices (such as that given above) 
corresponding to the triequiangular net, which do not satisfy property (A). 
These matrix elements were calculated by various methods: Young’s method, 
the least maximal routine with and without overrelaxation, and some other 
methods, such as Stiefel’s of smallest length, unsuited for overrelaxation. 
The comparison of methods for matrices with and without property (A) 
is as follows: 
Matrix with property (A) (square net)-1 150 equations-Young’s 
method-80 iterations-results given in brackets in Table II. Accuracy 
is such that 5th digit after decimal point is insecure. 
Matrix without property (A) (triequiangular net)-1 134 equations- 
overrelaxation of the maximal value method-76 iterations-results 
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given in Table I. Accuracy is such that 6th digit after decimal point is 
insecure. 
The second procedure gives, under approximately the same circumstances, 
one place higher accuracy. The time required per iteration is essentially 
the same for the two procedures (- 28 set per iteration on GEORGE). 
3. Superimposed Rectangular and Triequiangular Net 
We have also compared distribution functions of rectangular and tri- 
equiangular nets satisfying the requirement of having approximately equal 
number of net-points in the same area of the same shape. I? Fig. 4, we 
FIG. 4. Illustration of equal areas in the two nets. 
require that the two outlined areas (each containing four points) be equal. 
Then, if we take the length of the square to be unity, we find for the length, 
s, of the connecting lines of the triequiangular net, 
s= 
The coordinates x@), y(q) of a point p, q are given by: 
square net : 
X(P) = Pi Y(4) = 9; 
triequiangular net : 
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The results of the numerical computations are given in Tables I and II 
and are illustrated in Fig. 5 and 6. In Table I is presented a comparison of the 
expectation values obtained by solving the linear system of equations and 
- Rectangular Net 
- - - - - Triequiangulor Net 
P- 
q=b 
FIG. 5. Behavior of F(p, b) as function of m. 
those obtained by evaluating the sum in Eq. (7). The deviation of the two 
values is largest (- 1 %) for the point nearest to boundary and source. The 
values for the superimposed nets are given in Table II. These were calculated 
by using the explicit expressions (Eq. (7) and the corresponding formulas 
of McCrea and Whipple) to evaluate the expectation for those arrays each at 
points which are geometrically close to each other. The lengths x@), y(q) 
FIG. 6. Behavior of F(p, q) over a portion of triequiangular net. 
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are given in parentheses. The numbers in brackets are given for comparison 
with those just above. These data illustrate differences (up to N 30 %) in the 
expectation values for triequiangular and square nets with the same number 
of grid-points. This is illustrated in Fig. 5 where we plot the values along the 
TABLE I 
VALUES OF F(p, ~)FOR TRIEQUIANCULAR NET 
n+l=28 
Approximate Analytical Solution (Eq. (7)) 
0.408294 2.44802 0.254048 0.055649 
1 b=14 ’ 0 0 0 0 
Q 
0.412116 2.449761 0.254492 0.0558635 
< 
< Exact Numerical Solution (linear system of equations) 
( 
> 
> 
w 1 I: 
0 IO a = 22 44 66 m + 1 = 88 
P” 
line q = b. For the case of the triequiangular net we have calculated (from 
Eq. (7)) the expectation values between the grid points, p = 21,22 and q = 6, 
7 and Fig. 6 shows the behavior of F(p, q) over this portion of the net. 
C. Exact Analytical Solutions 
We mentioned earlier that the solutions given in Eq. (7) become exact in 
the limiting cases of some infinite arrays. We proceed now to consider these. 
1. The In$nite Strip 
In the solutions above we let m, p and a tend to infinity in such a way 
that p - a = r remains finite: we obtain 
with 
cash /3 = 2 set a - cos 0~. w> 
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We find an instructive check on these formulas by considering the trivial 
case of a one-dimensional infinite strip, i.e., n = 1 so that Q, b = 1. Then 
F(r, 1) = $ j; ;z rs;F2; dci = ; j: cosc;c;h B dcr (Y = 0,2,4, e-s). 
Since cos LY cash fl = 2 - co9 LY = 1 f sir? LX, we have 
F(r, 1) = $ l,” 1 ys’:‘2 c1 dor = 1. *g (3 - 2 2/2)171/2 (T even). (10) 
Now two-thirds of the quantity of substance leaving the point (t, 1) is cap- 
tured by the boundaries (Y, 0) and (Y, 2), so we must have 
$ 2 F(r, 1) = 1 (11) 
*even 
since all of the substance must eventually be captured at the boundaries. It is 
easily verified that 
-& i; (3 - 22/2)lr1J2 =+3 - 2ti)t --& = + 02) 
c---m t-0 
even 
so that condition (11) is satisfied. 
2. The Half-Plane 
When the array fills the half-plane, q > 0, the solutions are found by 
letting n --+ w in (8); whence 
and Eq. (8~) continues to hold. Consider now a boundary point, say (Y + 1,O) 
in the boundary q = 0; it has two neighboring interior points, (I, 1) and 
(I + 2, 1). The substance which reaches (Y + 1,O) flows from (r, 1) and 
(I + 2, 1) and, in fact, is one-sixth of the total amount flowing from each. 
Thus, the probability that P ultimately reaches this boundary point is 
Q [F(r, 1) + Fly + 2, l)], or 
P(Y + 1,o) = & 1 j* "",;--" da + j" 'OS (' cTs'n' are-*' &I . 
0 0 
(14) 
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Since cosra+cos(r+2)a=2cosacos(r+l)a, we have 
P(Y + 1,O) = + 11 cos (Y + 1) arembUa (r = 0,2,4, ***). (15) 
For the special case b = 1, the integrals are elementary; some values are 
given below. 
P(l,O)=+LO.282; P(3,0)=5-~BO.090; 
97 lr 
17 ti 
P(5,O) = ----p- - 9 A 0.039. 
These values show how, in the case when P starts at an interior point adjacent 
to a boundary, the probability of capture is distributed over the nearby 
points. 
It is of interest to observe that the three probabilities given above sum to 
0.411. It is obvious than on extending the sum to Y = 0~ we should obtain 
0.500. This may be shown directly. If we let Ptohl be the total probability’ 
of capture, which is certainly unity, we have 
P total = 2 z P(r+l,o)=;$J cos (2k + 1) e+da (k = 0, 1,2, m-s) 
P 0 (16) seven 
Now 
sin 2mar 
COS a + COS 3a + a.- + cos (2m - 1) a = “’ yncr ma = Q-;---; sin a 
so that we have an integral of the form 
s 
n’s g F(u) da ; F(a) - e-p, 
0 
which is Dirichlet’s second integral. It is well known that 
lim 
I 
n/s s F(a) da = 5 F(O). A-ha o 
Thus, we find 
(17) 
which was to be proved. 
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3. The Whole Z’be 
If we attempt to find the solution for the infinite plane by letting q and b 
tend to infinity in (13) while keeping q - b s s finite, we obtain, formally, 
an integral divergent at the lower limit. This difficulty, which, of course, 
occurs in the case of the square net, was overcome by McCrea and Whipple 
by introducing the difference-function; 
G(r, s) = F(a, b) - QJ, q) 
which remains finite [2]. Thus we obtain in the limit 
G(r,s) =&/ll -ee-~s~~~C08fada 
cos a sinh @ 
with Eq. (8~) still holding. 
(19) 
This integral appears to be difficult to evaluate, except in the special csse, 
s = 0, when it may be written as 
Expanding cos ra in terms of sin a by using the series 
Y’B 
cosra =l --sinsa+ 
2 
Y2(12 - 22) sin4 a _ ryrz - 22) (I2 - 4qsina a + . . . 
4! 6! 
(t even) 
and substituting we obtain integrals of the form, 
1, = I”‘” sin” a da . (n odd). 
0 1/l $- 4 sin* u 
w 
Writing sina a = - 3 + 3(1 + f sins a), we obtain 
I,, = -- 31, -e + 3 ,:” sinme a 1/l + f sin* a da. 
Integrating by parts and using some trigonometric identities, we establish 
the recurrence formula, 
I,& = 3 ff+ I,-, - 2n&; ha-, (n = 5, 7,9, -). (21) 
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Thus a knowledge of Ii and Is and use of relation (21) make possible the 
evaluation of G(Y, 0) for Y even. Now 
sin OL da 7r =- - 
1 + Q sin2 OL 2 2/5 
and 
s 
n12 
I, = 
0 
Some values of G(Y, 0) are given in Table III. 
TABLE III 
SOME VALUES OF G(r,s) 
Let us now consider the symmetry of the infinite triequiangular net. It is 
readily seen that the axes Y == 0, s = 0 are lines of symmetry so that only the 
positive quadrant, Y > 0, s > 0 need be considered (this is also obvious from 
the definition of G(r, s)). In addition, the two lines, s = Q Y and s = Y are 
lines of mirror symmetry (see Fig. 7), so that only those G(Y, s) for s < i Y 
need be evaluated. Knowing G(Y, 0) we may make use of the scale of relations, 
6G(r, s) = G(Y - 2, s) + G(Y -- 1, s -. 1) + G(Y - 1, s + 1) 
+ G(y + 1, s - 1) + G(r + 1, s + 1) + G(Y -t. 2, s) 
and symmetry considerations to obtain all G(Y, s) lying on or between the 
lines s = 0, s - Q Y. Beginning with a given G(Y, 0) we may move through 
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G(Y -. I, l), G(r - 2,2), etc. to G(3s, s), thence to G(3s + 2, s), G(3s f 3, 
s -. l), etc. to G(r .+ 2,0), which is thus obtained from the scale of relations. 
The quantity G(r $- 2,0) may also be obtained by means of the formulae 
above which furnish a check on the work. Some values so found are listed 
in Table III. 
6 
5 
4 
3 
I 2 
* I 
0 
-I 
-2 
-4 -2 -0 2 4 6 8 IO 12 14 16 18 20 22‘ 
I- 
Frc. 7. Symmetry of infinite triequiangular net. 
The method of calculation described above becomes tedious as I and s 
become large so we seek an asymptotic formula. Inspection of the integral 
(19a) shows that formation of the quantity, 
AG(r) GE G(Y + 2, 0) 
eliminates the rapidly varying term, sin LY, 
A(+) z 1/3 !=I2 ‘““,2 r-T:’ l+s;i;dm 
= 0 3 
Repeated integration by parts of (22a) gives 
- G(r, 0) (22) 
from the denominator; thus 
_ 2 I.4 n’2 sin (r + 1) OL dcz 
n s 0 2/l + 4 sins OL ’
(224 
s x)2 sin (r + 1) CL dct 1 2/l + 4 sin2 OL = f+l [ l o + 3(r i 1)’ + 3(’ 1 l>4 + -1 
so that, for large r, we may write 
2x4 1 
A’W -PTtl; 
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whence, 
The series within the brackets may be written asymptotically as 
Q[lnr+ln2+y];sothat 
G(r,O) l/? N T [In I + In 2 + ~1 = 0.55133 In r + 0.70039 (24) 
where y is Euler’s constant = 0.57721. Comparison of (24) with the correct 
values of G(Y, 0) indicates that the value of the constant is too large. This 
arises from the fact that the constant has been evaluated at Y = 0, where 
the approximation to dG(r) is particularly bad. Evaluation of the constant 
at successively higher values of Y indicates that (24) should be written as 
G(Y, 0) ” - ---g [In Y + In & + r] = 0.55133 In Y + 0.62106. (24a) 
The symmetry of the hexagon discussed above (and see Table III) implies 
that all those G(r, S) are equal for which the condition, 
y2 + 3s2 = constant 
may be satisfied with integers; thus, for constant = 112, we have: G(2,6) = 
G(8,4) = G(10,2). It is clear that the proper generalization of (24a) is 
G(Y 9 s) = e In (~2 + 3~s) + ti 2lT T [In 1/? + y] 
= 0.27566 In (Y” + 3s2) + 0.62106 
TABLE IV 
DECIMAL VALUES OF G(r,s) 
(25 
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In Table IV are given the decimal values of G(Y, s) (exact to 5 significant 
figures), and in Table V are given the values calculated by (25). It is seen that 
the agreement is excellent for moderately large values of r. 
TABLE V 
ASYMPTOTIC VALUIB OF G(r,s) 
II. GENERAL SOLUTIONS 
A. Existence and Zeros of the Solution 
The methods of treatment of the rectangular and triequiangular nets make 
possible an extension of the boundary value problem to a more general type 
of partial difference equation which may be taken to be a linear combination 
of those types of expressions (indicated by the upper index S, H, and V, 
respectively). These are: 
(1) Stars 
A%@, q) = F@ + sf, q + tf, + F(p - 8, q + 8) + F@ + s:, q - t:) 
+F(p-&q-t;); (i = 1, 2, .**, NS). 
(2) Horizontal lines 
A~@P, 4) = F@ + s?tq) + F(P - s?,q). 
(3) Vertical lines 
(j = 1, 2, -I, NH). 
A,vF(p, q) = F(P, q + 6-J + F(P, q - dj (k = 1, 2, *a., NY). 
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The sf and < are required to be integral multiples of a positive number, 
the mesh size in the p-direction; similarly for the tf and t[ with respect to 
the mesh size in the q-direction. 
We consider, therefore, the following general partial difference equation, 
I -1 = UP, 4) = (a, 41 0 KP7 9) z (4 &I (26) 
The df, dF, and d,” are arbitrary nonnegative numbers. The boundary con- 
ditions are as before: m +- 2 columns and n + 2 rows with zero-values at the 
zeroth and last row and column. 
The formal solution of this problem obtained by methods similar to those 
given in Eqs. (3) to (7) is: 
ar7r 
sin - sin -!I!?!- 
ml-1 ml-1 
sinh [(n + 1) h.] 
x 
1 
sinh qB7 sinh [(n + 1 - b) &] (4 G 4 
sinh [(rr + 1 - q) p,] sinh b& (9 2 4 
(27) 
where, 
K,,,(Y) = 4 sd:cos $ sinh tf/l, + 2 sd,” sinh tr& (28) 
i=l k=l 
and & is the solution of the accessory equation: 
4sds,s$ cash t,F,kl, 
i=l 
+ 2 $Hd;,os & + 2 %vd,; cosht,V$.- 1 =0 (Y = l;**,m) (2% 
j-1 k-l 
THEOREM 1. The solution (27)-(29) exists, ti real and unique, if there 
exists at least one r* E R = { 1, me*, m} such that 
(1) I A@*) I 2 I %*I I, 
(2) A* z O”T 
and ,for all T*‘S with finite solution /?+ 
(3) C,*(P) f 0 (0 ( B -=E a) 
SOLUTIONSFORRANDOMPATHSONPLANENEI'S 25 
where 
B(y)=4~dscos$+2~d: 
i=l k=l 
NS 
C(Y) = 4 2 d$; cos $ 
NV 
sinh tft% + 2 x dLt:sinh t[/?,. 
i=l k=l 
For example : 
B(r) C(r) 
m 
normal square net 1 - 3 cos - 
mt1 
triequiangular net l-+ 
2rw 
cos - 
mt-1 % 
cos*% 5 cos s sinh d fi, 
biased square net 1 
rn 
cos - 
mfl 
rrr 
cos - sinh 8, 
m+l 
In each example condition (I) is satisfid for all Y [Y = 1, a**, m] and condi- 
tion (3) for all Y’S which condition (2) holds. 
PROOFOFTHEOREM 1: 
1. Write the accessory equation in the form 
&.(i%) = 2 D, cos s cash t& = A(Y); [y = 1, ..., m]. 
I=1 
For 0 < 19,. < 03, with and without replacement of t&I7 by t& - irr, causing 
cash ttflt -+ - cash t&$, I#(&) covers at least [- 03, **a, -- 1 B(Y) I, 1 B(Y) I, 
. . . PO3 ] ; conditions (1) and (2) therefore guarantee the existence of a finite 
solution PT. 
2. If  for a particular Y the solution & of the accessory equation does not 
exist the corresponding solution in (27) also does not exist (i.e., divergent 
terms are neglected). 
3. lim 
sinh ax sinh bx ab =- 
X+O sinh cx sinh dx cd 
and 8,. = 0 gives a finite solution. 
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4. The uniqueness of the solution /3+. is guaranteed if B,(p) does not have 
a horizontal tangent, 
3&Q) LB > 01, 
which is condition (3). 
5. If the insertion of [t&3? - iv] is necessary for a certain r, execute 
in (27) the replacement: sinh ptfi,. + sinh p[& - iv] = sinh t& cos prr. 
The point-ensemble (p, q} of arbitrary positive and negative integral 
multiples of the mesh size in p- and q-directions can be partitioned into 
equivalence classes with respect to the difference-operator A,,, of Eq. (26). 
The points of each class are connected by means of the difference-operator, 
which is the same for each class. If the points of a class fall on the four 
boundaries, we call it a boundary class. The class containing the source- 
point (a, b) is called the source class. 
We now wish to discuss the zeros of the solution, which is most easily done 
by means of the following lemmas. 
LEMMA 1. If and ont’y if the solution (27) is un&e at the points of a 
boundary-, source-class inside the boundary wilI the homogeneous system cor- 
responding to (26) (for points inside the boundary) have a unique zero solution. 
This is an immediate consequence of the uniqueness theorem for attributed 
homogeneous and inhomogeneous linear algebraic equations. The inhomo- 
geneity may be built up with points from outside the boundary. 
LEMMA 2. The homogeneous aIgebraic system corresponding to (26) with 
respect to a nonsource-, boundary-class will have unique xero solutions if the 
conditions of Lemma 1 for the source class are satisfied. 
The question of uniqueness of (27) is independent of the source-point 
(a, b); thus, any boundary class has the unique solution (27) if it is made 
the source class. The solution (27) attributes values to the points of all classes. 
In the following, points of the source-class which may be reached via the 
boundary exclusively are called boundary exclusive points. 
THEOREM 2. The necessary and sujicient condition that all points of a 
boundary-class are zeros of the real and unique solution (27) is the requirement 
that the greatest common divisor of all the two-dimensionul determinants of the 
matrix 
i 
s s...s 3 - 3 SNS - & 1 p . . . &O-*.0 a 
tl” - tf-- t& - t&O ..a 0 t;... t;s, b I 
is different from the greatest common divisor of all two-dimensional determinants 
of the matrix obtainedfrom that above by adding at the right the column {I:}. 
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The point (p*, q*) is a point of the boundary cl.ass in question. This ctitnion 
is not necessary if (p*, q*) is a boundary excliuive point, where the fwCtion 
F(p, q) is zero for other reasons. 
REMARK. The solution F(p, p) may exist if the source-class is not a 
boundary-class. 
PROOF OF THEOREM 2: 
A. SUFFICIENCY. A boundary-class containing the point @*, q*) is not 
a source class if the equations, 
have no entire solutions hf, X7, $. This holds if, according to the theory of 
Diophantine equations, the determinant condition of the theorem is satis- 
fied. Since F(p, q) is unique, the points of the nonsource-, boundary-class are, 
by Lemma 2, zeros of the solution F(p, q). 
B. NECESSITY. With the exception of boundary points and boundary- 
exclusive points, F(p, q) # 0 on each point of the source-boundary class. 
Indeed, since F(p, 4) is a mean of neighboring values, the greatest and smal- 
lest values occur at source and boundary points, respectively. Again excepting 
the boundary-exclusive points, no interior point of the source-class may 
assume the minimum value, zero. 
B. Approximation of the Lap&e Operator 
If the following conditions for the difference-operator, A,,, are satisfied [5] 
(3-l) 
NS NH NS 
4 2 d&y + 2 ~ciy(f)' = 4 z di”<t;r>” + 2 $&,V) 2= 2M (32) 
i-l i=l i-l k--l 
then d,,, approximates the Laplace operator, 4, by the relation (p, 4 being 
replaced by the continuous variables, x, y): 
for any sufficiently smooth function f(x, y). 
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Examples of approximate Laplace operators of the type A,,, are: 
(1) For the normal square [2] 
Ns=O NN = 1 NV=1 
@=a d,“-$ 
s1 = H 1 t+ 1. 
Therefore, M = -& and the accessory equation is, 
8 cos ---$+$cosh&l =0, 
and the solution is 
K,,,(Y) = g sinh &. 
This is a true random walk problem; there is no zero-class of lattice points. 
(2) For equiangular triangles (treated in Section I) 
NS = 1 NH = 1 NV=0 
d,” = & &=+ 
s s1 = 1, tf=d/g s,” = 2. 
Therefore, M = 1, and the accessory equation is 
g cos ~cosh&I,+&cos~- 
mfl m+l 
1 =o, 
and the solution is 
KS, t(Y) = g cos - 
mS1 
sinh fi PT. 
This is an approximated random walk problem (exact only for certain infinite 
arrays) and there exists a zero-class of lattice points. It is necessary to remark 
that the use of tf = 1 in Section I instead of tf = 43 causes the operator 
A ,,t, not to approximate the Laplacian; however, as the values of F@, q) 
at the respective grid-points are equal we call both nets triequiangular, 
though this holds strictly only for t;’ = d. 
(3) For the biased square: 
NS = 1 NH=0 NL‘=O 
d,” = t 
sl”= 1, tf= 1. 
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Therefore, M = 4, and the accessory equation is 
cos --?I!- cash /Jr - 1 = 0, 
mfl 
and the solution is 
Kt(r) = cos --!?- sinh &. m+1 
This is a true random walk problem which has a zero-class of lattice points 
(a dual net). 
We consider now questions of infinitesimal mesh size. To do this we replace 
the variables p and q by hp and hq and treat the previous formulas in the 
limit h -+ 0. The accessory equation becomes 
or, by use of (31), 
+2@ [coss7$ - l] + 2 kgr 4 [cash t:h& - l] 1 = 0. 
Now, 
cos shar cash thj3 - 1 
he 
y-, Q [P/P - SW] 
cos sha: - 1 -1 2. cash th/3 - 1 h2 ------7 h +0 2’y 1 - h2 h-+0 ‘2 l/32 
so we obtain, using (32), 
r‘w 
(m + 1),-B:* (33) 
For the limit process, h -+ 0, of the solution (27) we use the notation, 
h(m + 1) = U, hp = x, ha=t 
h(n + 1) = v, 4 =Y, hb=lJ F = F,, 
u and v being the length of the sides of the rectangular boundary. 
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We obtain 
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F*(x, y) = $ “&-&-) sin;~h$x~p 
r 
x 
I 
sinby& sinh (w - 7) /3,. 
sinh (w - y) p, sinh $3, 
If we write for brevity 
Fk(X, y) = ; =yf(h) 
r-1 
we obtain: 
THEOREM 3. The sum-limit of the term-limits 
is related to the Oreen’s function, (see ref. 3) 
r sinh z 
u 
sinh y sinh (w - 9) r= 
U 
sinh (’ - Y) ‘* sinh llrrr 
U u 
solution of the boundmy-wake problem 
with zero-walue prescribed at the bounduries, x = 0, y = 0, x = 5, y = 7, by 
thefilmlukz 
2% &, Y I 5, d = G(x, Y I L ‘I) (35) 
where, 
NS NV 
c d.t =4zd:tf+2zd:t;; 
f-l k-1 
in pa&&r, 
G(x, Y t 1;~ 7) = G&s Y 1 6, ‘I) for 
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PROOF OF THBOREM 3: Since 
lim sinh hi@, 
x+0 h 
= th, 
the h-dependent expression in the terms of the sum leads to 
lim Khs.hto = cd,tfi,. 
Eo I 
Furthermore, according to (33), 
j3, = m/u. 
Exampks : 
Net 
normal square 
equiangular triangle 
biased square 
C d.t 
Q 
% 
1. 
REMARK. In agreement with the approximation-theorem of Courant et al., 
F(x, y) approximates at the net-points of the source-boundary class, with 
h -+ 0, the solution of the differential boundary-value problem of Theorem 3; 
on the other hand, due to Theorem 2, Fn(x, y) assumes the value zero at the 
net points of a zero-class, if present. In this case., the solution exhibits a 
periodic behavior and will, for decreasing h, increasingly fill the space between 
the surface of the Green’s function, G(s, y ) 5,~) and the plane (x, y). The 
existence of an entirely different limit-function, G(x, y I [, 7) under the con- 
ditions of Theorem 3 is explained by the fact that the cosine Eactors in 
K,&) and in the accessory equation-which lead to the zeros of F&V, y) 
in the zero net for h arbitrarily small but not zero-have no efkct for h =0, 
if the limit in the terms and in the sum is taken successively and not 
simultaneously, If, however, the solution F&v, y) is monotonously decreasing 
from the source-point to the boundary there exists, with the exception of the 
(open) neighborhood of the point (1;, T), uniform convergence of the dif- 
ference-solution inside the boundary, 
This is the case, in example 1, of the normal square net [Sd]. 
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Proceeding now to infinite regions with infinitesimal cells, one obtains 
from (34): 
Semi-infinite strip, Y -+ 03 
f ~fsin~sin~e-.m,~sinh$ =- 
1=1 
Infinite Strip, v -+ 00, y, 77 + 03, but y - 71 z 2 remains finite 
On considering the infinite quadrant (‘u-+ 00, II --), however, we find 
that whereas the difference equation has a solution (if the solution exists for 
the finite array), the limit as h --t 0 does not exist. The superiority of the 
difference equation in this case stems from the fact that for finite h the equa- 
tion (5) used for the construction of the solution reads (we illustrate for the 
simpler case of the normal square net): 
a 
s 
n C(h) 
sin Ax siny sinh Ah dh = i/h (x = 5) 
0 (x f 0 
This equation has the solution 
C(A) = & h?;\v 
which exists for finite h, but not in the limit h + 0. 
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