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Abstract
The objective of this work is to design and test a real-time building energy model framework for monitoring and mea-
suring the performance of existing commercial buildings. Existing commercial buildings often perform below their
design potential due to lack of appropriate maintenance. This situation can be improved by incorporating a system that
continuously monitors and evaluates performance of the building by comparing real-time data with results predicted
by an accurate model. This paper describes the framework for a simple system that could be applied to a wide range
of buildings with varying levels of controls and measured sensor data. Tests were performed to demonstrate that the
availability of predicted model data can lead to the detection of faults with building subsystems that would otherwise go
unnoticed. It was also demonstrated that there are several possible options to provide necessary inputs to the model so
that even low data availability can produce useful results.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
In recent years, the commercial building sector consumed about 20% of the total energy in the U.S. [1].
Moreover, the CO2 emissions associated with building operations accounted for about 20% of the total [2].
The high contribution to consumption and emissions can be attributed to the fact that 90% of a typical
American’s daily life occurs inside of a building [3], and buildings require signiﬁcant energy to provide the
desired comfort and amenities. However, a signiﬁcant and avoidable portion of the energy consumption is
due to ineﬃcient system operations. The ineﬃciencies can be attributed to a degrading infrastructure and
undetected abnormal conditions.
There are over 4.9 million commercial buildings in the United States, and in 2008 only 1.8% of the
total square footage was new [4]. Because of the low turnover of existing buildings it is diﬃcult to intro-
duce new energy savings technologies into the overall building stock. This paper describes a framework
that can improve the operation of existing commercial buildings through the implementation of real-time
energy models that constantly monitor performance. Attempts at improving existing building operations
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have been made, but a large scale improvement plan that guarantees continued eﬃciency levels has not been
introduced.
Protocols for improving the operations of new building systems include building retro-commissioning,
where systems are tested, and compliance with the design is identiﬁed and ﬁxed if necessary. The pro-
cess typically involves a one-time investigation where an individual or a team identiﬁes, documents, and
implements recommendations based on observed system performance. This approach is dependent on the
conditions during the one-time evaluation. The one-time evaluation of a building’s systems can be problem-
atic because it can neglect abnormalities due to changes in surrounding conditions. In contrast a continuous
evaluation process can more eﬀectively maintain lower energy consumption, extend equipment life, retroac-
tively ﬁx issues, and productively identify energy savings opportunities [5].
Similar to retro-commissioning, energy audits are a popular method for identifying energy savings op-
portunities. The process includes diﬀerent levels of review including a walk-through, engineering calcu-
lations, and a computer simulation [6]. The ﬁnal deliverable is a report that states the current conditions,
potential energy conservation measures, and the estimated energy savings for each measure. It also includes
a detailed review of utility costs to identify ﬁnancial gains associated with the investment. Yet, often the
report is not understood, and potential cost savings measures are ignored [7].
Today building energy models are used for code compliance, to quantify design performance, and for
measurement and veriﬁcation purposes. A full description of current building energy modeling is provided
by Higgins [8], who states that the development of a model for code compliance computes and then com-
pares the actual and a benchmark building to demonstrate that the design meets speciﬁc standards. The
development of a model for design performance is used to determine certain parameter (type of equipment
or orientation, etc) impacts during the design phase. Lastly, modeling for measurement and veriﬁcation uses
actual equipment speciﬁcations. The model outputs are then compared with actual measured utility data to
calibrate the model, which could subsequently be used to estimate savings opportunities.
Current methodology has several shortcomings. First there are many assumptions that are not neces-
sarily veriﬁed, such as schedule and utilization of the building, equipment performance, and maintenance
procedures. Second calibration of the model is often made by modifying parameters with out cause (e.g.
schedules, equipment performance) to minimize discrepancies between model predictions and measured
data. These modiﬁcations do not necessarily correspond to real physical processes and may therefore lead
to false conclusion when seeking energy savings opportunities. Finally, after its initial utilization the model
is generally abandoned leaving the building with not even a minimal performance benchmark.
Existing products, such as continuous commissioning software, energy dashboards, and submetering
devices, provide feedback on building performance. For example, cimetrics c©[9] oﬀers a a continuous
commissioning services that collects data, analyzes performance, and reports on ﬁndings. The cimetrics
c©framework routes data from the building heating and cooling control system to state-of-the-art algo-
rithms, and to staﬀ engineers for their review. The analysis identiﬁes and diagnosis faults, and considers
the optimization of building systems. The ﬁndings are then reported back to the customer in the form of
recommendations.
The goal of the present work is create a platform for real-time fault diagnostics and building system
optimization so that building occupants and managers can receive reliable notices of building performance
anytime and anywhere. This type of platform is twofold. First, a framework under which it is possible
to ensure that a model is an accurate representation of the physical building is established. Second, a
framework for utilizing the model, running in parallel with the building and providing a real-time benchmark
and continuous feedback on the operation of the building is developed and tested. The purpose of this is
to provide an environment which enables automated detection of anomalies and ultimately their diagnostics
so that the operation of the building does not degrade throughout its life. A similar concept was described
in recent work by Pang et al. [10], who developed a framework that uses EnergyPlus simulation. In this
work, some of the inputs to the model originate from the Energy Management Control System (EMCS).
An automated data collection and reporting framework provides comparisons of actual versus modeled
operation. Which in turn are available to a human operator for monitoring purposes.
Further studies by the same group illustrate model based fault detection [11]. Deviations between the
model and real-time operation are analyzed statistically. If excessive deviations are detected an alarm is com-
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municated to operators. The framework presented here is structured to use artiﬁcial intelligence concepts
for the purposes of fault detection and diagnostics. Similar concepts have been used in related research con-
cerning fault detection in solar thermal energy systems [12, 13]. In this work, one of the goals is to identify
the minimal data set which allows a reliable detection of existing emerging faults, and related diagnostics.
This is because of the requirement to minimize the cost of installation, both in terms of sensors and data
storage. Speciﬁcally, the philosophy of this work applies to energy retroﬁts: the installation of sensors and
data logging equipment is expensive and time consuming. It is therefore necessary to identify the minimal
and most appropriate requirements to achieve the stated goal.
2. Methodology
The operations of building systems are inherently dynamic. Real and modeled operations at any given
time may diﬀer simply because high frequency control actions are out of synchronization. Moreover, oper-
ating parameters may ﬂuctuate because of factors such as weather, number of occupants, human behavior,
etc. which are not always accounted for in the model. However, operating patterns are generally stationary,
and if the model is an accurate representation of the building, these patterns should be similar in the real
and virtual world. Modern artiﬁcial intelligence systems such as neural network systems based on Adaptive
Resonance Theory [14] can be used to analyze these patterns. Similar algorithms were recently used by
He et al. [12, 13] for purposes analogous to the ones stated here, and will be adapted for the present work.
Conversely, the inherent variability of the system combined with the lack of real-time synchronization may
make it diﬃcult for statistics based systems to provide reliable fault detection with minimal false alarms.
2.1. Testing Facility - B.E.R.T.
The ability to conduct this research requires a physical testbed which has two main characteristics. First,
it must be very ﬂexible so that it can simulate a variety of diﬀerent equipment conﬁgurations (e.g single duct,
dual duct, constant volume, variable air volume). Second, it must be highly instrumented to allow the user
to test diﬀerent sensor conﬁgurations. The facility that is used to test the model-based fault detection and
diagnostics discussed here is the University of New Mexico’s Building Energy Retroﬁt Testbed (B.E.R.T.).
The B.E.R.T. consists of a 6,503m2 building, comprised of four stories of oﬃce, classroom, laboratory,
and common area space. The building was originally constructed in 1980 as a living laboratory for building
energy system research. In the period following commissioning the building performed extremely well,
with an energy consumption less than one third of comparable buildings [15]. In the years following its
construction, energy prices started to fall, and interest (and funding) in improving energy eﬃciency in build-
ings decreased. As a consequence the buildings advanced energy systems were not maintained properly and
quickly fell into disrepair, and its energy performance became comparable to similar buildings. In fact the
history of this building is a good example of the need for continued performance monitoring.
Fig. 1. Typical terminal box conﬁguration showing hot and cold deck temperatures and ﬂow rates, damper positions, mixed air
temperature, and zone temperature and setpoint provided by the the thermostat
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Following renewed interest in the ﬁeld of building energy management, a program to refurbish and
modernize the building’s energy systems began in 2006. First, the solar thermal and energy storage systems
were upgraded and modernized. Second, the original pneumatic control system at the Air Handling Unit
level was replaced with Direct Digital Controls (DDC). All signiﬁcant pumps and motors were upgraded
with variable frequency drives. Finally, DDC controls were installed to replace all pneumatic controls at all
of the dual duct terminal boxes. Each of the terminal boxes in the building resemble Figure 1, with some
variation in size. The box has a hot and cold deck supply, each controlled by an individual actuator. Air
ﬂow sensors monitor the amount of air passing through each duct before the air is mixed. After the air is
mixed in the box it is discharged into the space at a desired temperature and ﬂow rate. Input from a zone
thermostat is used by the DDC to control the actuators that regulate the temperature and ﬂows.
The HVAC systems at the B.E.R.T. are controlled by two Delta DSC-1616 units. These are fully pro-
grammable, native BACnet building controllers that communicate on Twisted-Pair Ethernet 10-BasedT us-
ing BACnet IP and BACnet over Ethernet, or on an RS-485 LAN using the BACnet MS/TP protocol. The
Delta ORCAView 3.40 system, the interface for the DDC system at the B.E.R.T., hosted on a server running
the Windows 2008 Server operating system, utilizes the General Control Language Plus (GCL+) language,
which allows a high level of ﬂexibility in system control and scheduling. A total of approximately 400 data
points including fan speeds, zone temperatures, AHU temperatures, and air ﬂows are available. In addition
to building operations data weather information is also collected by the DDC including dry bulb temper-
ature, solar irradiance, and relative humidity. All data are routed through BACnet protocols to the DDC
server.
2.2. Data Routing & Storage
To promote widespread usage of the concepts described in this paper it is important that the framework
is made vendor independent. Therefore, the data collection process begins by extracting data from the build-
ing’s many sensors that support the control system through the available BACnet network points. Access to
these data points is accomplished through connection of an inexpensive BACnet datalogger (Chipkin model
CAS Data Client) to an ethernet port. A subset of these data which are relevant to the model are made avail-
able to an XML webpage. PHP code then ﬁnds and extracts the data from the XML webpage, and routes
it to a MySQL database. The data is stored in the MySQL database at deﬁned intervals as required by the
energy model. The PHP code then accesses the database and converts the necessary data into a working ﬁle
for the energy model. A schematic of the framework is shown in Figure 2.
Fig. 2. The data collection process for routing actual sensor data & building simulation results to a database and then to a webpage
where information is plotted over time
2.3. Data Options for Real-Time Simulation
A commercially available building energy simulation software, TRNSYS (Transient Systems Simulation
program), is used to perform the simulations described here. TRNSYS is a transient building energy sys-
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tems simulator that can represents individual system components using algebraic and diﬀerential equations.
It is suitable for this research because of its high ﬂexibility as well as its ability to model a large variety of
systems including controllers. Moreover, it is possible to span TRNSYS process automatically using appro-
priate scripts. TRNSYS is capable of simulating building operations autonomously by using TMY2 weather
ﬁles as environmental inputs. However, for the purposes of this research it is possible to substitute some of
the simulation parameters with real-time inputs. Sensor data from outside weather conditions are routed to
the model in ﬁve minute intervals. Data from the thermal zones within the building can also be routed to
the model. This data is used to help calculate the thermal loads within each zone and also calculate how the
HVAC system is countering the load. For example, the module that represents a terminal box can control air
ﬂow rates based on zone and discharge air temperatures. These parameters could be supplied in real-time
from the control system or calculated. Given the wealth of information that is available through the testbed
for comparison with the model it is possible to conduct experiments to determine the best combination of
sensor data that will produce accurate performance diagnostics.
3. Evaluation Tests
To illustrate the process of building operation and real-time energy simulation, a experiment was con-
ducted on a small zone whose temperature is controlled by a thermostat and terminal box. Speciﬁcally
Oﬃce 418 (pictured in Figure 3) that is located on the fourth ﬂoor of the B.E.R.T. has a south facing wall
with a window, the other three walls are adjacent to an oﬃce, a stairwell, and a hallway. The oﬃce was
unoccupied and had a single desktop computer turned on at the time of the experiment. This experiment
simulates the operations of the damper controls as a function of zone and discharge air temperature inputs.
The inputs can be either real-time measured or modeled values.
Fig. 3. Sketchup/TRNSYS model of the B.E.R.T. showing the location of the oﬃce used in the illustrated example reported here
3.1. Calibration
The calibration of the model began with the veriﬁcation of building envelope materials so that the model
closely represented actual. In addition, internal loads in the oﬃce space where conﬁrmed and monitored
closely. Then the performance parameters deﬁned in the control system for the terminal box were replicated
in the model, such as proportional integral gain constants, max and min air ﬂow rate designations, etc. Once
the model was properly assembled it was then run to provide zone air temperature, and air ﬂow rate values
as outputs. The virtual outputs where then compared with actual to identify the model’s ability to accurately
simulate real performance. Because of the simplicity of Oﬃce 418, and the ability to provide actual inputs,
the initial simulation did not require any changes, and closely matched with actual performance.
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3.2. Test 1 - Sensor Impacts
In the ﬁrst experiment the eﬀect of data availability on the accuracy of the model is accessed. This is
important to test because the many buildings are equipped with zone thermostats linked to the digital control
system but may not have discharge temperatures sensors. Yet, the experiment assumed that actual outside
conditions are made available to the model, such as outside air temperature, relative humidity, and solar
irradiance. Then, sensor information from the zone, in this case discharge air temperature, is routed to the
database, and made available to the model to calculate the mass ﬂow rate required to maintain a temperature
setpoint of 21.6◦C. Two simulations were conducted, one with actual discharge temperature and the other
with computed discharge temperature as described in Figure 4. The eﬀect on the calculated ﬂow rate in
relation to the actual measured ﬂow rate was then observed and is shown in Figures 5 and 6.
Fig. 4. Testing method for determining the impact of building zone sensors on the model
The model outputs presented in Figures 5 and 6 display virtual and real air ﬂow rates to maintain a
desired temperature in Oﬃce 418 (pictured in Figure 3). The air ﬂow rate results are plotted over-time for a
three day period in September.
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Fig. 5. Model air ﬂow output from the model with actual discharge
temperature inputs compared with actual air ﬂow performance
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Fig. 6. Model air ﬂow output from the model with no actual sensor
inputs compared with actual performance
Figure 5 shows the output from the model that used actual discharge air temperature sensor data in com-
parison with the actual box performance over three day span. There is an evident diﬀerence in results, but
the air ﬂow rates follow a similar pattern. Outputs from the second model, that used a computed discharge
air temperature, is shown in Figure 6. The results, for this model, again show some discrepancies, but simi-
lar in their pattern. It is also evident that the model that used discharge air temperature as an input produced
more accurate results, as expected.
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Each of the Figures 5 and 6 show large spikes when the system ﬁrst turned on in the mornings. These
spikes are evident in the model and in the actual zone box. Yet, the model spike do not last for as long
because it is able to cool the space to a desired level more quickly then the actual. This is because the model
is unable to simulate the diﬀusion of air, and the heat transfer rates in the space accurately during start up.
Detailed computational ﬂuid dynamic models would be required to model this process more accurately, but
would demand a large investment for a small gain in accuracy. The model results described do produce
spikes of similar magnitude and thus resemble the actual air ﬂow rate pattern.
3.3. Test 2 - Fault Detection
In section 3.2 the ability of the model to replace unavailable sensor inputs was assessed. In general it
appears that it is possible to replace sensor inputs with relatively small loss in model accuracy. Another
source of discrepancy between the model output and measured data can result from defective equipment
or inappropriate control action. For example, the actual air ﬂow performance in the same oﬃce space
introduced in Section 3 is plotted in red in Figure 7. The ﬁgure shows that the actual measured air ﬂow
cycles on and oﬀ consistently throughout the day on September 24th and 25th. At the same time the model
predicted a much smother air ﬂow trend. This indicated a problem with the zone box damper actuator
control settings. Speciﬁcally, the Proportional Integral (PI) control parameters were not set according. So,
new gain constants that matched the model were programmed into the actual control system on Sept. 26th.
The measured results on Sept 27th show the improved performance (see Figure 8), because the air ﬂow
cycling was eliminated and it followed a pattern that more closely resembled the model output.
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Fig. 7. Original actual building zone air ﬂow and temperature per-
formance plotted against energy model simulation results - Diag-
nostics identiﬁed a control problem
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Fig. 8. Improved actual building zone air ﬂow and temperature
performance based on real-time diagnostics plotted against energy
model simulation results
This example clearly illustrates that simply by displaying operation parameters and model outputs graph-
ically it possible for a human to detect and correct an existing problem. However, there are over 70 zones
in the B.E.R.T. It would be very diﬃcult for a human to detect such faults simply by occasional inspection,
highlighting the importance of automated fault detection. Moreover, while in this case a statistical approach
would have resulted in detection of the fault, yet the same statistical approach would have ﬂagged opera-
tion on Sept. 27th which is in fact normal. This reinforces the need for adaptive learning systems for fault
detection and diagnostics.
4. Conclusion & Future Work
In this paper, the implementation of an IT framework which could be easily implemented in conjunction
with an energy retroﬁt is demonstrated. Given the existence of a modern control system with BACnet, it is a
relatively simple matter to implement a data collection system which obtains relevant data and stores them
in a database. The data can then be accessed and made available to a building energy model which runs
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in real time, in parallel with the operation of the building itself. The ability to compare model predictions
with actual operation makes it possible to monitor the operation of the building and to detect developing
or existing faults. An actual example of the detection of improperly set control parameters on a damper
actuator illustrates the usefulness of the model, in terms of the clear diﬀerence between faulty operation and
model results. While in the present case a human operator detected and corrected the fault, it is self-evident
that the sheer amount of data and the complexity of the systems make it impractical to rely on humans for
continuous commissioning purposes. Future work will implement artiﬁcial intelligence algorithms, already
demonstrated on smaller, less complex systems, to building energy subsystems. The building monitoring
and fault detection could be implemented locally, or in terms of Software-as-a-Service. The latter option
is likely to be prevalent, due to the need for expert modeling professionals. However, the feasibility of the
implementation of the IT infrastructure that enables this, and its low cost, is clearly demonstrated.
5. Acknowledgement
We appreciate the support from Yearout Mechanical Inc., a mechanical contractor in Albuquerque, NM.
6. References
References
[1] Energy eﬃciency trends in residential and commercial buildings, Tech. rep., U.S. Department of Energy (Oct. 2008).
URL http://apps1.eere.energy.gov/buildings/publications/pdfs/corporate/btstateindustry.pdf
[2] Buildings energy data book, http://buildingsdatabook.eren.doe.gov/TableView.aspx?table=1.4.1 (Mar. 2012).
URL http://buildingsdatabook.eren.doe.gov/TableView.aspx?table=1.4.1
[3] An Oﬃce Building Occupants Guide to Indoor Air Quality, Vol. Indoor Environments Division (6609J), Washington, DC 20460,
1997.
URL http://www.epa.gov/iaq/pubs/occupgd.html
[4] Energy eﬃciency trends in residential and commercial buildings, Tech. rep., U.S. Department of Energy (Aug. 2010).
URL http://apps1.eere.energy.gov/buildings/publications/pdfs/corporate/buildingtrends2010.pdf
[5] F. Xiao, S. Wang, Progress and methodologies of lifecycle commissioning of HVAC systems to enhance building sustainability,
Renewable and Sustainable Energy Reviews 13 (5) (2009) 1144–1149. doi:10.1016/j.rser.2008.03.006.
URL http://www.sciencedirect.com/science/article/pii/S136403210800052X
[6] A. Thumann, W. J. Younger, Handbook of Energy Audits, 7th Edition, The Fairmont Press, Inc., 2008.
[7] B. Jones, S. M. Bogus, Decision process for energy eﬃcient building retroﬁts: The owner’s perspective, Journal of Green Building
5 (3) (2010) 131–146. doi:10.3992/jgb.5.3.131.
[8] J. A. Higgins, Energy modeling basics, ASHRAE Journal 54 (12) (2012) 26–30.
[9] cimetrics, http://www.cimetrics.com/index.php/infometrics-process.html (Mar. 2013).
URL http://www.cimetrics.com/index.php/infometrics-process.html
[10] X. Pang, P. Bhattacharya, Z. O’Neil, P. Haves, M. Wetter, T. Bailey, Real-time building energy simulation using EnergyPlus and
the building controls virtual test bed, in: Proceedings of Building Simulation 2011, Sydney, Aust, 2011.
[11] Z. O’Neil, M. Shashanka, X. Pang, P. Bhattacharya, T. Bailey, P. Haves, Real time model-based energy diagnostics in buildings,
in: Proceedings of Building Simulation 2011, International Building Performance Simulation Association, United States, Sydney,
NSW, Australia, 2011, pp. 474–481.
[12] H. He, D. Menicucci, T. Caudell, A. Mammoli, Real-time fault detection for solar hot water systems using adaptive resonance
theory neural networks, in: ASME 2011 5th International Conference on Energy Sustainability, Vol. ES2011, Washington, D.C.,
2011.
[13] H. He, T. P. Caudell, D. F. Menicucci, A. A. Mammoli, Application of adaptive resonance theory neural networks
to monitor solar hot water systems and detect existing or developing faults, Solar Energy 86 (9) (2012) 2318–2333.
doi:10.1016/j.solener.2012.05.015.
URL http://www.sciencedirect.com/science/article/pii/S0038092X12001843
[14] G. A. Carpenter, S. Grossberg, D. B. Rosen, Fuzzy ART: fast stable learning and categorization of analog patterns by an adaptive
resonance system, Neural Networks 4 (6) (1991) 759–771. doi:10.1016/0893-6080(91)90056-B.
URL http://www.sciencedirect.com/science/article/pii/089360809190056B
[15] M. Wildin, Results from use of thermally stratiﬁed water tanks to heat and cool the mechanical engineering building at the
university of new mexico, Tech. rep., Oak Ridge National Laboratory, Oak Ridge, Tennessee (Jun. 1983).
