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ON THE CLASSIFICATION OF GRADED TWISTED PLANES
RICARDO BANCES1 AND CHRISTIAN VALQUI1,5
Abstract. We use a representation of a graded twisted tensor product of K[x] with K[y] in
L(K[x]N0) in order to obtain a nearly complete classification of these graded twisted tensor
products via infinite matrices. There is one particular example and three main cases: quadratic
algebras classified in [6], a family called A(n, d, a) with the n+1-extension property for n ≥ 2,
and a third case, not fully classified, which contains a family B(a, L) parameterized by quasi-
balanced sequences.
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Introduction
In [3] the authors introduced the notion of twisted tensor product of unital K-algebras, where
K is a unital ring. We assume that K is a field, and consider the basic problem of classifying
all twisted tensor products of A with B for a given pair of algebras A and B. In general this
problem is out of reach, although some results have been obtained, mainly for finite dimensional
algebras (see [1], [2], [4], [7], [9] and [10]). In particular, in [7] some families of twisted tensor
products of K[x] with K[y] were found. The full classification of these tensor products seems
to be still out of reach, but in [6] (see also [5]) the graded twisted tensor products of K[x] with
K[y] which yield quadratic algebras were completely classified. On the other hand the twisted
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2 ON THE CLASSIFICATION OF GRADED TWISTED PLANES
tensor product of K[x]/〈xn〉 with an algebra A can be represented in Mn(A) (see [8, Theorem
1.10]). This representation can be generalized to finite dimensional algebras (see [1]).
In this article we use a representation of a graded twisted tensor product of K[x] with K[y]
in L(K[x]N0), which is very similar to the representation in [8, Theorem 1.10], and we manage
to translate the problem of classifying all graded twisted tensor products of K[x] with K[y] into
the problem of classifying infinite matrices with entries in K satisfying certain conditions (see
Corollary 1.5). With this method we show that all graded twisted tensor products of K[x] with
K[y] can be classified into three main cases, and one particular example (see Proposition 4.4).
The first case is the case of quadratic algebras, already classified in [6], the second case yields a
family called A(n, d, a) and in the third case we only have some partial classification results, and
obtain a family called B(a, L).
One can describe a graded twisting tensor product of K[x] with K[y] by specifying how yk
commutes with x, which means determining the coefficients ai’s in
ykx =
k+1∑
i=0
aix
k+1−iyi. (0.1)
For example, we obtain the quantum plane if the commutation relation is yx = qxy, and in
Example 2.1 we explore the case yx = bxy + cy2.
Definition 0.1. A graded twisting tensor product of K[x] with K[y] has the n-extension prop-
erty, if the multiplicative structure of the algebra is determined completely by the commutation
relations (0.1) for k = 1, . . . , n− 1. For example, if the relation yx = ax2+ bxy+ cy2 determines
the multiplicative structure of the algebra, then the algebra has the 2-extension property, and is
called quadratic.
In general, the relation yx = ax2 + bxy+ cy2 yields a quadratic algebra, provided that ac 6= 1
and that (ac, b) is not a root of any member of a certain family of polynomials Qn(a, b). In this
case our results match the results of [6], which were obtained with very different methods.
If a 6= 0, then such a tensor product is equivalent to one with a = 1, and so we will focus
on the case yx = x2 + bxy + cy2. In the case c = 1 one can show that necessarily b = −1 (see
Lemma 2.5) and the resulting algebras are not quadratic, i.e., they have not the 2-extension
property. We obtain a particular algebra with ykx = xk+1 − xky + yk+1 for all k ∈ N (see
Proposition 4.4). This algebra has not the m-extension property for any m.
For every graded twisted tensor product with yx = x2 − xy + y2, which is not the particular
case mentioned above, there exists n ≥ 2 such that
ykx = xk+1 − xky + yk+1, for all k < n, and ynx 6= xn+1 − xny + yn+1.
A central result is Proposition 4.6, which shows that we have exactly two possibilities for ynx.
In the first case
ynx = dxn+1 − dxny − axyn + (a+ 1)yn+1,
for a, d in K satisfying certain conditions, namely, (a, d) is not a root of any member of a certain
family of polynomials Rj(a, d). This yields a family A(n, d, a) of twisted tensor products which
have the (n+ 1)-extension property (see sections 5 and 6), which means that the multiplication
is determined by the commuting relations up to degree n + 1. The second case is treated in
sections 7, 8, 9 and 10, and the commutation relation at degree n+ 1 is
ynx = dxn+1 − xny + (a+ 1)yn+1,
where (a+1)d = 1. We will describe all the possible commutation relations up to y3n+2x. In this
case the full classification is not achieved, due to the rapidly growing number of computations,
which shows the limitations of our method. However, we manage to find a family of twisted
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tensor products which we call B(a, L), parameterized by a ∈ K \ {0,−1} and L ∈ L, where L is
the set of quasi-balanced sequences of positive integers (see Definition 9.1). These sequences are
interesting on their own, for example they show a surprising connection to Euler’s function ϕ.
Every truncated quasi-balanced sequence can be continued in several ways, which implies that
all members of the family B(a, L) have not the m-extension property for any m.
The following table contains all possible graded twisting maps of K[x] with K[y]. The only
twisting maps that have not been fully classified are in the last row. For the families with yx =
x2−xy+y2 we formulate the commuting relations with respect to the infinite matrices Y = ψ(y),
M = ψ(x) and M˜ = ψ(x− y), obtained from the faithful representation (see Proposition 1.3)
ψ : K[x]⊗σ K[y]→ L(K[x]
N0).
For example the relation yx = x2 − xy + y2 corresponds to Y M˜ = MM˜ , and Y kM˜ = MkM˜
stands for ykx = xk+1 − xky + yk+1.
CLASSIFICATION TABLE
Commutation relations Classification & Reference m-extension
Parameters property
yx = bxy + cy2 b, c ∈ K Example 2.1 Quadratic
yx = x2 + bxy + cy2 b, c ∈ K Theorem 2.11 Quadratic
Qk(b, c) 6= 0, ∀k ∈ N
Y kM˜ =MkM˜ , ∀k ≥ 1 Particular example Proposition 4.4 No m-extension
property for
any m.
Y kM˜ =MkM˜ , ∀k < n Family A(n, d, a) Theorem 5.2 and n+ 1-extension
Y nM˜ = dMnM˜ − aM˜Y n n ∈ N, a, d ∈ K, Corollary 5.4 property.
Rk(a, d) 6= 0, ∀k ∈ N
Y kM˜ =MkM˜ , ∀k < n Family B(a, L) Propositions 9.5 No m-extension
Y kM˜ = drMkM˜ , a ∈ K \ {−1, 0} and 10.2 property for
if Lr < k < Lr+1 L ∈ L any m.
Y kM˜ = drMk+1 − dr−1M jY Subfamily of
+aY j+1, case below
if k = Lr
Y kM˜ =MkM˜ , ∀k < n Not fully Proposition 8.1, Conjecture:
Y nM˜ = dMn+1 −MnY classified 8.2, 8.3 and 8.4 No m-extension
+aY n+1 property.
1 Preliminaries
Let K be a field and let A and B be unitary K-algebras. A twisted tensor product of A with B
over K is an algebra structure defined on A⊗B, such that the canonical maps iA : A −→ A⊗KB
and iB : B −→ A⊗KB are algebra maps satisfying a⊗b = iA(a)iB(b). We will classify the graded
twisted tensor products of K[x] with K[y]. As is known (see e.g. [3]) classifying the twisted
tensor products is equivalent to classifying the twisting maps τ : K[y] ⊗ K[x] → K[x] ⊗ K[y].
A linear map τ : K[y] ⊗ K[x] → K[x] ⊗ K[y] determines and is determined by linear maps
γrj : K[x] → K[x] for r, j ∈ N0 such that γ
r
j (a) = 0 for fixed r, a and sufficiently big j; via the
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formula
τ(yr ⊗ a) =
∑
j
γrj (a)⊗ y
j.
Moreover τ is a twisting map if and only if
(1) γ0j = δj0 id.
(2) γrj (1) = δjr.
(3) For all r, j and all a, b ∈ K[x],
γrj (ab) =
∞∑
k=0
γrk(a)γ
k
j (b).
Note that for fixed a, b ∈ K[x], the sum is finite.
(4) For all r, j and i < r,
γrj =
j∑
l=0
γil ◦ γ
r−i
j−l .
A straightforward computation shows that these four conditions correspond to the four conditions
(a) τ(1 ⊗ a) = a⊗ 1,
(b) τ(yr ⊗ 1) = 1⊗ yr,
(c) τ(yr ⊗ ab) = (µA ⊗ C) ◦ (A⊗ τ) ◦ (τ ⊗A)(y
r ⊗ a⊗ b),
(d) τ(yryt ⊗ a) = (A⊗ µC) ◦ (τ ⊗ C) ◦ (C ⊗ τ)(y
r ⊗ yt ⊗ a),
for all a, b ∈ K[x] and all r, t ∈ N.
If τ is a twisting map, then we will define a representation of the twisted tensor product
K[x]⊗τ K[y] on K[x]
N0 along the lines of [8, Theorem 1.10]. For this note that the elements of
L(K[x]N0) are the infinite matrices with entries in K[x] indexed by N0 ×N0 such that each row
has only a finite number of non zero entries.
Notation 1.1. Along this paper we denote by Y and Z the infinite matrices
Y :=

0 1 0 0 . . .
0 0 1 0
0 0 0 1
0 0 0 0
...
. . .
 and Z :=

0 0 0 0 . . .
1 0 0 0
0 1 0 0
0 0 1 0
...
. . .

in L(K[x]N0 . Note that Y Z = id and ZY = id−E00.
For any infinite matrix B we have (Y kB)ij = Bi+k,j and (BY
k)i,j =
{
Bi,j−k, if j ≥ k
0, otherwise.
If now τ : K[y]⊗K[x]→ K[x]⊗K[y] is a twisting map determined by the K-linear maps γij , for
each a ∈ K[x] we define the infinite matrix M(a) ∈ L(K[x]N0) by M(a)ij = γ
i
j(a). This matrix
satisfies the finiteness condition, since
τ(yi ⊗ a) =
∑
j
γij(a)⊗ y
j ∈ K[x]⊗K[y],
so γij(a) 6= 0 only for a finite number of j’s.
Remark 1.2. By conditions (2) and (3) we have M(1) = id and M(ab) = M(a)M(b) for all
a, b ∈ K[x].
Proposition 1.3. The formulas ψ(a) = M(a) and ψ(y) = Y define an injective algebra map
(faithful representation) ψ : K[x]⊗τ K[y]→ L(K[x]
N0).
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Proof. By Remark 1.2 in order to prove that ψ is an algebra map, we only have to check that
ψ(y)ψ(a) =
∑
u
ψ(γ1u(a))ψ(y
u)
for all a ∈ K[x]. But
(ψ(y)ψ(a))ij = (YM(a))ij = γ
i+1
j (a) =
j∑
u=0
γij−u(γ
1
u(a))
=
j∑
u=0
M(γ1u(a))i,j−u =
∞∑
u=0
(M(γ1u(a))Y
u)ij
=
∑
u
(
ψ(γ1u(a))ψ(y
u)
)
ij
,
as desired. The injectivity follows from the fact that the composition of ψ with the surjection
onto the first row gives the canonical linear isomorphism
K[x]⊗τ K[y]
∼=
−→
⊕
i∈N0
Ki, where Ki ∼= K[x].

Proposition 1.4. Let M ∈ L(K[x]N0) be such that M0j = xδ0j and
Y kM =
∑
j≥0
Mkj(M)Y
j . (1.1)
(Note that the sum is finite and that for Mkj = a0+a1x+ · · ·+anx
n ∈ K[x], we have Mkj(M) =
a0 id+a1M + · · ·+ anM
n ∈ L(K[x]N0)).
Then the maps γrj defined by γ
r
j (x
i) := (M i)kj ∈ K[x] determine a twisting map.
Proof. We will prove that γrj satisfies (1) to (4).
(1): This is clear since (M i)0j = x
iδ0j .
(2): Follows from M0 = id.
(3): Clearly
γrj (x
i+l) = (M i+l)rj =
∞∑
k=0
(M i)rk(M
l)kj =
∞∑
k=0
γrk(x
i)γkj (x
l),
as desired.
(4): For all i, j, k, l we have to prove
γl+kj (x
i) =
j∑
u=0
γlu(γ
k
j−u(x
i) (1.2)
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by induction in i. For i = 1 we have
γl+kj (x) = Mk+l,j
= (Y kM)l,j
=
∑
u≥0
(Mk,u(M)Y
u)l,j
=
∑
u≥0
(Mk,u(M))l,j−u
=
∑
u≥0
γlj−u(Mk,u)
=
j∑
u=0
γlj−u(γ
k
u(x))
=
j∑
u=0
γlu(γ
k
j−u(x))
where the fifth equality follows from the fact that for Mi,l(x) =
∑
s asx
s we have
(Mi,l(M))rj =
∑
s
as(M
s)rj =
∑
s
asγ
r
j (x
s) = γrj (
∑
s
asx
s) = γrj (Mi,l).
Assume (1.2) is valid for i. Then
γl+kj (x
i+1) =
∑
r
γl+kr (x
i)γrj (x)
=
∑
r
r∑
s=0
γls(γ
k
r−s(x
i)γrj (x)
=
∑
s≥0
∑
n≥0
γls(γ
k
n(x
i)γs+nj (x)
=
∑
n,s≥0
γls(γ
k
n(x
i)
j∑
u=0
γsu(γ
n
j−u(x)
=
∑
n≥0
j∑
u=0
∑
s≥0
γls(γ
k
n(x
i)γsu(γ
n
j−u(x))
=
∑
n≥0
j∑
u=0
γlu(γ
k
n(x
i)γnj−u(x))
=
j∑
u=0
γlu(
∑
n≥0
γkn(x
i)γnj−u(x))
=
j∑
u=0
γlu(γ
k
j−u(x
i+1)),
as desired. 
Now we assume that the potential twisting map is graded, that means that τ(yr ⊗ xi) =∑i+r
j=0 ajx
i+r−j ⊗ yj , and so the maps γrj are homogeneous of degree r − j.
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Corollary 1.5. Let M ∈ L(KN0) be such that M0j = δ0j, Mkj = 0 for j > k + 1 and
Y kM =
k+1∑
j=0
MkjM
k+1−jY j . (1.3)
Then the maps γrj defined by γ
r
j (x
i) := (M i)kjx
k+i−j determine a graded twisting map.
Proof. The map τ determined by the γrj is clearly graded, so we only need to show that the
matrix M˜ defined by M˜kj = Mkjx
k+1−j satisfies (1.1), since γrj (x
i) = (M˜ i)kj and M˜0j = xδ0j .
But
(Y kM˜)rs = (Y
kM)rsx
r+k+1−s = xr+k+1−s
k+1∑
j=0
Mkj(M
k+1−jY j)r,s
= xr+k+1−s
k+1∑
j=0
Mkj(M
k+1−j)r,s−j
=
k+1∑
j=0
M˜kj(M˜
k+1−jY j)r,s
=
k+1∑
j=0
(M˜kj(M˜)Y
j)r,s
=
∑
j≥0
(M˜kj(M˜)Y
j)r,s,
and so the result follows from Proposition 1.4. 
2 Construction of the matrices associated with a twisting map
A matrix satisfying the conditions of Corollary 1.5 determines a graded twisting map, but it
is also clear that a graded twisting map determines such a matrix M (Note that Mkj = 0 for
j > k+1). So, in order to classify the graded twisting maps, we have to classify the matrices M
satisfying the conditions of Corollary 1.5. Note that M = ψ(x)|x=1 = M(x)|x=1 in the notation
of Proposition 1.3. We will write M10 = a, M11 = b and M12 = c for such a matrix. In some
cases the values of a, b and c determine completely the matrix M (and hence the twisting map).
Example 2.1. If a = 0, then the equality yx = bxy + cy2 implies
y2x = y(bxy + cy2) = b(yx)y + cy3 = b(bxy + cy2)y + cy3 = b2xy2 + c(b+ 1)y3,
and a straightforward inductive argument shows that
ykx = bkxyk + c(bk−1 + bk−2 + . . . b+ 1)yk+1.
So the only possible non zero entries ofM areMn,n = b
n andMn,n+1 = c(b
n−1+bn−2+ . . . b+1)
and the corresponding matrix is
1 0 0 0 0 . . .
0 b c 0 0
0 0 b2 c(b+ 1) 0
0 0 0 b3 c(b2 + b + 1)
...
... 0 b4
. . .
...
... 0
. . .

,
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the twisting map is given by
τ(1⊗ x) = x⊗ 1,
τ(y ⊗ x) = bx⊗ y + c(1⊗ y2),
τ(y2 ⊗ x) = b2x⊗ y2 + c(b+ 1)(1⊗ y3),
τ(y3 ⊗ x) = b3x⊗ y3 + c(b2 + b+ 1)(1⊗ y4),
....
By Corollary 1.5 the matrix equalities
YM = bMY + cY 2,
Y 2M = b2MY 2 + c(b+ 1)Y 3,
Y 3M = b3MY 3 + c(b2 + b + 1)Y 4,
...
guarantee that τ is a twisting map. In order to prove these equalities, one notes first that the
first equality implies all the others (use induction). Then the first equality can be seen to be
true:
0 b c 0
0 0 b2 c(b+ 1)
0 0 0 b3
...
... 0
. . .
...
...
. . .
 = b

0 1 0 0 0 . . .
0 0 b c 0
0 0 0 b2 c(b+ 1)
...
... 0
. . .
...
...
. . .
+ c

0 0 1 0 0 . . .
0 0 0 1 0
0 0 0 0 1
...
... 0
. . .
...
...
. . .

since
YM =

0 b c 0 0 . . .
0 0 b2 c(b + 1) 0
0 0 0 b3 c(b2 + b+ 1)
...
... 0 b4
. . .
...
... 0
. . .

and
MY =

0 1 0 0 0 0 . . .
0 0 b c 0 0
0 0 0 b2 c(b+ 1) 0
0 0 0 0 b3 c(b2 + b+ 1)
...
... 0 0 b4
. . .
...
... 0 0
. . .

.
Lemma 2.2. Let A be an associative K-algebra, k ≥ 2, x, y ∈ A, Mi,j ∈ K for 0 ≤ j < k and
0 ≤ i ≤ j + 1 such that M0j = δj0, M10 = 1 and
yjx =
j+1∑
i=0
Mjix
j+1−iyi, for 0 ≤ j < k.
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Set b :=M11 and c :=M12. Then
(1−Mk−1,k)y
kx =
k+1∑
s=0
Mk,sx
k+1−sys, (2.1)
where
Mk,0 =
k−1∑
i=0
Mk−1,iMi0, Mk,k+1 = c+ bMk−1,k and Mk,s = bMk−1,s−1 +
k−1∑
i=s−1
Mk−1,iMis,
for s = 1, . . . , k.
Proof. We have
ykx = yk−1yx = yk−1(x2 + bxy + cy2)
=
(
k∑
i=0
Mk−1,ix
k−iyi
)
x+ b
k∑
i=0
Mk−1,ix
k−iyi+1 + cyk+1
= Mk−1,ky
kx+
k−1∑
i=0
Mk−1,ix
k−i(yix) + b
k∑
s=1
Mk−1,s−1x
k+1−sys + (c+ bMk−1,k)y
k+1.
Since
k−1∑
i=0
Mk−1,ix
k−i(yix) =
k−1∑
i=0
Mk−1,ix
k−i
(
i+1∑
s=0
Misx
i+1−sys
)
=
k−1∑
i=0
i+1∑
s=1
Mk−1,iMisx
k+1−sys +
k−1∑
i=0
Mk−1,iMi,0x
k+1
=
k∑
s=1
(
k−1∑
i=s−1
Mk−1,iMis
)
xk+1−sys +
k−1∑
i=0
Mk−1,iMi,0x
k+1,
the result follows. 
Remark 2.3. Given a twisting map τ such that a 6= 0, we can replace τ by the isomorphic twisting
map τ ′ = (f−1 ⊗ id) ◦ τ ◦ (id⊗f) where f(x) = ax. Then for τ ′ we have a′ = 1, b′ = b and
c′ = ca. So we can and will assume that a = 1.
Proposition 2.4. Assume M determines a graded twisting map. Assume a = 1 and Mk,k+1 6= 1
for all k ≥ 1. Then b and c determine uniquely the matrix M (and hence the twisting map).
Proof. Lemma 2.2 shows that in that case the entries Mj,i with j < k determine uniquely the
entries Mk,i, hence, by induction, the entries M1,j , i.e., M10 = 1, M1,1 = b, and M12 = c,
determine the whole matrix. 
However not every choice of b and c is valid. Let M be a matrix of a twisting map and set
bn = Mn,n and cn =Mn,n+1.
Lemma 2.5.
cn+1(1− cn) = bcn + c, for all n. (2.2)
Moreover, if c 6= 1, then cn 6= 1 for all n, and if c = 1, then b = −1 and (1 − cn)(1 − cn+1) = 0
for all n.
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Proof. We have
(YM)n,n+2 =Mn+1,n+2, (MY )n,n+2 =Mn,n+1, (Y
2)n,n+2 = 1
and
(M2)n,n+2 =
∑
k
Mn,kMk,n+2 =Mn,n+1Mn+1,n+2,
since Mn,k = 0 for k > n+ 1 and Mk,n+2 = 0 for k < n+ 1. Hence, from
YM = M2 + bMY + cY 2
we obtain cn+1 = cncn+1 + bcn + c, from which (2.2) follows.
Assume that c 6= 1 and assume by contradiction that cn = 1 for some n > 1. Then from (2.2)
for n we obtain 0 = bcn + c and so b = −c, hence (2.2) now reads (1 − ck)(c − ck+1) = 0. For
k = 1 this yields c2 = c, for k = 2 we obtain c3 = c and so inductively we obtain ck = c for all
k > 1 and so cn = c 6= 1, which is the desired contradiction.
Finally, assume that c = 1, then from (2.2) for n = 1 we obtain b = −1 and so (2.2) reads
cn+1(1− cn) = −cn + 1, hence (1 − cn)(1− cn+1) = 0, as desired. 
If c 6= 1, then not all values of b and c yield twisting maps. For example, if c 6= 1 and
1−c = c(b+1), then by (2.2) we would have c2 =
c(b+1)
1−c = 1, which is impossible by the previous
lemma.
When c 6= 1, the first formulas for cn are
c2 =
c(b+ 1)
1− c
, c3 =
c(1 + b+ b2 − c)
1− 2c− bc
, c4 =
c(1 + b)(1 + b2 − 2c)
1− (3 + 2b+ b2) + c2
,
and in general we have
cn =
cPn
Qn
,
where Pn and Qn are polynomials in b and c. Moreover, the formula (2.2) yields the recursive
rules
Pn+1 = bPn +Qn and Qn+1 = Qn − cPn. (2.3)
Given b and c, these values are defined even when some cn = 1, and that happens if and only
if Qn+1 = Qn+1(b, c) = 0.
Corollary 2.6. Let K be a field and let b, c ∈ K with c 6= 1. If b and c determine a (necessarily
unique) twisting map via Proposition 2.4, then Qn(b, c) 6= 0 for all n ∈ N, where the polynomials
Pn, Qn ∈ K[b, c] are defined by P1 = 1, Q1 = 1 and the recursive rules (2.3).
Proof. By Proposition 2.4 and the previous discussion. 
In order to prove the converse of Corollary 2.6, we consider the valuation on the algebra
L(K[x]N0) given by
w(M) := inf{i− j,mij 6= 0}
for M = (mij)i,j∈N0 , and we also set w(0) = +∞. For example w(E10) = 1 and w(E01) = −1 =
w(E10 + E01). Note that for some M we can have w(M) = −∞.
Proposition 2.7. Let M,N ∈ L(K[x]N0). Then
(1) w(M +N) ≥ min{w(M), w(N)}.
(2) If w(M) 6= w(N), then w(M +N) = min{w(M), w(N)}.
(3) w(MN) ≥ w(M) + w(N).
Proof. Straightforward. 
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Definition 2.8. We say that M is homogeneous if mij = 0 when i− j 6= w(M), and we denote
by M (k) the homogenous component of M of weight k given by
(M (k))ij =
{
Mij if i− j = k
0 if i− j 6= k
For example, consider the matrices Y and Z of Notation 1.1, given by Yij = δi+1,j and
Zij = δi,j+1. Then both are homogeneous with w(Y ) = −1 and w(Z) = 1.
Consider the subalgebra R ⊂ L(K[x]N0) consisting of the homogeneous matrices of degree
zero. If M is homogeneous of weight k > 0, then the matrix N = (Nij) ∈ R ⊂ L(K[x]
N0) given
by
Nij =
{
Mk+i,i, if i = j
0, otherwise
satisfies
M = ZkN. (2.4)
On the other hand, if M is homogeneous of weight k < 0, then the matrix N = (Nij) ∈ R ⊂
L(K[x]N0) given by
Nij =
{
Mi,i−k, if i = j
0, otherwise
satisfies
M = NY k. (2.5)
It follows that for M with w(M) > −∞ we have a decomposition
M =
0∑
j=w(M)
NjY
j +
∑
k>0
ZkNk (2.6)
for someNk ∈ R, where the infinite sum converges in the Z-adic topology. Note that if w(M) > 0,
then the first sum is empty.
We define the shift operator and its inverse on R by
SA := (0, a0, a1, a2, . . . ) and TA := (a1, a2, . . . ),
where we write A = (a0, a1, a2, . . . ) for the matrix
A =

a0 0 0 . . .
0 a1 0
0 0 a2
...
. . .
 ∈ R.
Note that for a matrix A ∈ R we have ZAY = SA and Y AZ = TA.
Proposition 2.9. Let K be a field and let b, c ∈ K with Qn(b, c) 6= 0 for all n ∈ N. Then there
exists a unique matrix M ∈ L(K[x]N0) with w(M) ≥ −1, such that
YM = M2 + bMY + cY 2. (2.7)
Proof. According to (2.6) we can write
M = CY +B(0) +
∑
j≥1
ZjB(j),
where C,B(j) ∈ R.
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Then the equality (2.7) is true if and only if it holds in each degree, i.e. if
(YM)k = (M
2 + bMY + cY 2)k (2.8)
for all k ≥ −2.
In the rest of the proof we will construct recursivelyM−1,M0,M1,M2,. . . ,Mj, such that (2.8)
holds for k = −2,−1, , 0, 1, . . . , j−1. This yields an inductive construction of the unique M such
that (2.7) holds.
Note that
(YM)−2 = Y CY = (SC)Y
2, (YM)−1 = Y B
(0) = (SB(0))Y, and (YM)j = Z
jB(j+1)
for j ≥ 0. Note also that
(MY )−2 = CY
2, (MY )−1 = B
(0)Y, and (MY )j = Z
j+1B(j+1)Y = Zj(TB(j+1))
for j ≥ 0.
Finally,
(M2)−2 = CY CY = C(SC)Y
2, (M2)−1 = (CY )B
(0) +B(0)CY = C(SB(0))Y +B(0)CY,
and
(M2)j = CY Z
j+1B(j+1) + Zj+1B(j+1)CY +
j∑
i=0
ZiB(i)Zj−iB(j−i)
= Zj(SjC)B(j+1) + ZjT (B(j+1)C) + Zj
j∑
i=0
(Sj−iB(i))B(j−i)
for j ≥ 0.
For k = −2 the equality (2.8) reads
(SC)Y 2 = C(SC)Y 2 + bCY 2 + cY 2,
and since multiplying by Y on the right is injective, we have
(SC) = C(SC) + bC + c1,
Hence (1 − C)SC = bC + c1 which is equivalent to equality (2.2). This proves that b and c
determine C = M−1 such that (2.8) holds for k = −2 and the condition Qn(b, c) 6= 0 ensures
that Mn,n+1 6= 1 for all n.
For k = −1 the equality (2.8) reads
(SB(0))Y = C(SB(0))Y +B(0)CY + bB(0)Y,
and since multiplying by Y on the right is injective, we have
(SB(0)) = C(SB(0)) +B(0)C + bB(0).
So we have a recursive formula for B(0):
(B(0))n+1(1− cn) = (B
(0))n(cn + b).
Since (1− cn) 6= 0 and we already have B
(0)
0 = 1 and B
(0)
1 = b, this formula determines a unique
B(0) such that the equality (2.8) in degree -1 is satisfied.
For j ≥ 0 the equality (2.8) reads
ZjB(j+1) = Zj(SjC)B(j+1) + ZjT (B(j+1)C) + Zj
j∑
i=0
(Sj−iB(i))B(j−i) + bZj(TB(j+1)),
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and since multiplication by Zj at the left is injective we have
(1− (SjC))B(j+1) = T (B(j+1))(TC + b1) +
j∑
i=0
(Sj−iB(i))B(j−i).
Assume we have constructed inductively C and B(i) for i = 0, . . . , j such that (2.8) is satisfied
for k = −2, . . . , j − 1. Then set R :=
∑j
i=0(S
j−iB(i))B(j−i), which depends only on B(i) for
i = 0, . . . , j, and we obtain a recursive formula
B(j+1)n (1− cn+j) = B
(j+1)
n−1 (cn−1 + b) +Rn,
which yields a unique B(j+1) such that (2.8) is satisfied for k = −2, . . . , j. Note that the formula
is valid for n = 0 setting B
(j+1)
−1 = c−1 = 0.
This proves that there is a unique
M = CY +B(0) +
∑
j≥1
ZjB(j),
satisfying (2.7). 
Lemma 2.10. Let the first row of M ∈ L(K[x]N0) be given by M0∗ = E0 = (1, 0, 0, 0, . . . ). If
M satisfies
Y kM =
k+1∑
i=0
aiM
k+1−iY i,
then Mkj = aj for j = 0, . . . , k + 1.
Proof. Note that (M r)0,∗ = E0 for all r, and so (M
rY i)0j = M0,j−i = δij . Hence
Mkj = (Y
kM)0j =
k+1∑
i=0
ai(M
k+1−iY i)0j =
k+1∑
i=0
aiδij = aj ,
as desired. 
Theorem 2.11. Let K be a field and let b, c ∈ K with c 6= 1. Assume that Qn(b, c) 6= 0 for all
n ∈ N. Then b and c determine a unique twisting map via Proposition 2.4.
Proof. We will use Corollary 1.5. For this we first prove that the matrix M constructed in
Proposition 2.9 satisfies equality (1.3) for all k. For k = 0 this is clear, and from Lemma (2.10)
we obtain M1∗ = E0 + bE1 + cE2, hence, by (2.7), the equality (1.1) holds for k = 1. Assume by
induction hypothesis that (1.1) holds for k < k0. Then Lemma 2.2 and the fact thatMk0,k0+1 6= 1
yield
Y k0M =
k0+1∑
k=0
Mk0,s
1−Mk0,k0+1
Mk0+1−sY s.
But then, by Lemma (2.10) we have Mk0,s =
Mk0,s
1−Mk0,k0+1
for s = 0, . . . , k0 +1, which yields (1.1)
for k = k0 and completes the inductive step. Finally, Corollary 1.5 yields the desired twisting
map, which is unique by Proposition 2.4. 
Remark 2.12. Combining Corollary 2.6 and Theorem 2.11 we obtain that b and c determine a
(necessarily unique) twisting map via Proposition 2.4 if and only if Qn(b, c) 6= 0 for all n ∈ N.
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This condition is the same as the condition used in [6, Theorem 3.4]. In order to verify this,
we first note that the polynomials fn(a, b) used by [6] satisfy fn(a, b) = Qn+1(b, a). In fact, since
Q1(b, a) = f0(a, b) = 1, P1(b, a) = e0(a, b) = 1, and the recursive relations are the same, i.e.,(
Pn(b, a)
Qn(b, a)
)
=
(
b 1
−a 1
)(
Pn−1(b, a)
Qn−1(b, a)
)
and
(
en(a, b)
fn(a, b)
)
=
(
b 1
−a 1
)(
en−1(a, b)
fn−1(a, b)
)
,
we conclude en(a, b) = Pn+1(b, a) and fn(a, b) = Qn+1(b, a), as desired.
Note that by Remark 2.3, when a 6= 0, the twisting map corresponding to
M10 = a, M1,1 = b, and M12 = 1
is equivalent to a twisting map with
M10 = 1, M1,1 = b, and M12 = a,
and so our results match the results of [6].
3 Roots of Qn
In view of Theorem 2.11, we want to analyze the polynomials Qn and their roots. In particular
we are interested in the following question: Given a pair (b, c) ∈ K2, does there exists an n ∈ N
such that Qn(b, c) = 0? If the answer is no, then (b, c) defines a unique twisting map via the
previous theorem. Else, if (b, c) 6= (−1, 1), there is no twisting map for that (b, c).
For a fixed pair (b, c), from the recursive relations (2.3) in matrix form, we obtain(
Pn(b, c)
Qn(b, c)
)
=
(
b 1
−c 1
)n(
1
1
)
.
If the eigenvalues of D :=
(
b 1
−c 1
)
are different, then there exists an invertible matrix T such
that
D = T
(
λ1 0
0 λ2
)
T−1,
and so
Qn = r1λ
n
1 + r2λ
n
2
for some r1, r2 ∈ K. If r1, λ2 6= 0 then Qn = 0 if and only if(
λ1
λ2
)n
= −
r2
r1
. (3.1)
This condition is easier to verify than the infinite number of evaluations Qn(b, c). For example,
if K ⊂ C, and | r1
r2
| 6= 1, one can check the equality Qn = 0 using real logarithms on the modulus
in order to find the (unique) possible n, and then verifying the equality (3.1) for that n.
The eigenvalues of D are
λ1,2 =
1
2
(
b+ 1±
√
(b− 1)2 − 4c
)
,
and from Q0 = 1 = r1 + r2 and Q1 = 1 = r1λ1 + r2λ2 we obtain
r1 =
1− λ2
λ1 − λ2
and r2 =
1− λ1
λ2 − λ1
.
If
0 /∈ {λ1, λ2, 1− λ1, 1− λ2, λ1 − λ2}, (3.2)
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then Qn = 0 if and only if (
λ1
λ2
)n
=
1− λ1
1− λ2
.
Note that if b, c ∈ R, then 4c < (b − 1)2 implies | r1
r2
| 6= 1, and so in this case it can be
determined if Qn = 0 for some n.
Now we give a detailed account of each exceptional case in (3.2):
If the eigenvalues coincide (λ1−λ2 = 0) then c =
(b−1)2
4 . In that case λ = λ1 = λ2 =
b+1
2 6= 0,
since λ = 0 leads to c = 1 and we also have
Qn+1 = (n+ 1− nλ)λ
n.
Hence Qn+1 = 0 if and only if λ =
n+1
n
if and only if b = 1 + 2
n
.
If one of the values λ1, λ2 is zero, then det(D) = b+c = 0. In that case (2.2) yields cn = c 6= 1
for all n.
Note that (1 − λ1)(1 − λ2) = c, and so, if 1 − λ1 = 0 or 1 − λ2 = 0, then c = 0, and in that
case cn = 0 6= 1 for all n.
This covers all cases of (3.2). However there are some other interesting cases.
For example if we require b = 0, then we recover the polynomials Sn in [5] via the equality
Sn(c) = Qn−1(0, c).
Another exceptional case happens when λ1 = −λ2. In that case b = −1, and then
cn =
{
c if n is odd
0 if n is even.
4 The case yx = x2 − xy + y2
In this section we assume that σ is a twisting map and that Y and M are as in Corollary 1.5.
As before we write M1,∗ = (1, b, c, 0, . . . ) and assume that (b, c) = (−1, 1), which is the only case
not covered by Theorem 2.11. This means that we are dealing with the commutation rule
yx = x2 − xy + y2.
By Corollary 1.5 we have
YM =M2 −MY + Y 2,
which implies M˜2 = 0, where M˜ = M − Y . The matrix M˜ := M − Y = ψ(x − y) ∈ L(KN0)
plays a central role in the classification of all the twisting maps with (b, c) = (−1, 1). Note that
M˜0j =

1 j = 0
−1 j = 1
0 j > 1
and that M˜1∗ = M˜0∗.
Remark 4.1. Let M˜ ∈ L(KN0) be such that M˜0j = δ0j − δ1j and M˜kj = 0 for j > k + 1.
Then a straightforward computation shows that M := M˜ − Y determines a twisting map via
Corollary 1.5, if and only if for all k ∈ N we have
Y kM˜ =
k+1∑
j=0
M˜kjM
k+1−jY j . (4.1)
Lemma 4.2. Let d 6= 0. Then
(1) M˜k∗ = M˜k−1,∗ if and only if M˜Y
k−1M˜ = 0.
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(2) M˜k∗ = dM˜k−1,∗ if and only if M˜Y
k−1M˜ = 1−d
d
Y kM˜ .
(3) M˜k∗ = dM˜k−2,∗ if and only if M˜Y
k−1M˜ + Y M˜Y k−2M˜ = 1−d
d
Y kM˜ .
Proof. We only prove (2) and (3), since (1) follows from (2) with d = 1. Since
Y k−1M˜ =
k∑
j=0
M˜k−1,jM
k−jY j and Y kM˜ =
k+1∑
j=0
M˜k,jM
k+1−jY j ,
clearly M˜k∗ = dM˜k−1,∗ implies Y
kM˜ = dMY k−1M˜ = d(M˜ +Y )Y k−1M˜ , which holds if and only
if (1 − d)Y kM˜ = dM˜Y k−1M˜ . On the other hand, if Y kM˜ = dMY k−1M˜ , then the first row of
the matrix equality
k+1∑
j=0
M˜k,jM
k+1−jY j =
k∑
j=0
dM˜k−1,jM
k+1−jY j
is
k+1∑
j=0
M˜k,jEj =
k∑
j=0
dM˜k−1,jEj ,
which yields M˜k∗ = dM˜k−1,∗.
Similarly M˜k∗ = dM˜k−2,∗ if and only if Y
kM˜ = dM2Y k−2M˜ = d(M˜Y + Y M˜ + Y 2)Y k−2M˜ if
and only if (1− d)Y kM˜ = dM˜Y k−1M˜ + dY M˜Y k−2M˜ , as desired. 
Lemma 4.3. Let n ∈ N with n ≥ 2. Then M˜k∗ = M˜0∗ for 0 < k < n if and only if M˜Y
kM˜ = 0
for 0 ≤ k ≤ n− 2. Moreover, in this case
Mk+1 = Y k+1 +
k∑
j=0
Y jM˜Y k−j for 0 ≤ k ≤ n− 1
and
Mn+1 = Y n+1 + M˜Y n−1M˜ +
n∑
j=0
Y jM˜Y n−j .
Proof. The first assertion follows directly from Lemma 4.2(1). In that case, expand Mk+1 =
(M˜ + Y )k+1. If k < n, no term in the expansion can have two times the factor M˜ , and in the
expansion of Mn+1 = (M˜ +Y )n+1, the only term with two times the factor M˜ is M˜Y n−1M˜ . 
Proposition 4.4. There exists a twisting map such that M˜k∗ = M˜0∗ for all k ∈ N.
Proof. Consider the matrix M˜ such that for all j, M˜j,0 = 1, M˜j,1 = −1 and M˜j,i = 0 for i > 1.
We will show that M˜ satisfies the conditions of Remark 4.1. Clearly M˜0j = δ0j−δ1j and M˜kj = 0
for j > k + 1. So we have to prove that for all k
Y kM˜ = Mk+1 −MkY =MkM˜. (4.2)
But clearly Y kM˜ = M˜ for all k, since the columns are constant. So we have to prove that
MkM˜ = M˜ . For k = 1 we have
MM˜ = (M˜ + Y )M˜ = Y M˜ = M˜,
since M˜2 = 0. Assume by induction that MkM˜ = M˜ . Then Mk+1M˜ = Mk(MM˜) = MkM˜ =
M˜ , which completes the inductive step and thus proves (4.2), finishing the proof of the proposi-
tion. 
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Proposition 4.5. Let n ∈ N with n ≥ 2 and assume that M˜k∗ = M˜0∗ for 1 < k < n and that
M˜n,∗ 6= M˜0∗. Then M˜n,j = 0 for 1 < j < n. Moreover, if one sets mi := M˜n,i then
(1−m0)Y
nM˜ = m0M˜Y
n−1M˜+(m0+m1)
n−1∑
j=0
Y jM˜Y n−j+mnM˜Y
n+(m0+m1+mn+mn+1)Y
n+1
(4.3)
and
(mn+1 + 1)(m0 +m1) +mn +mn+1 = 0. (4.4)
Proof. Assume first that mn+1 = M˜n,n+1 = 0. We first prove that M˜n,j = 0 for n ≥ j > 1.
Clearly 0 = (M˜2)n,n = (M˜n,n)
2, so M˜n,n = 0. Now assume that 2 < k ≤ n and that M˜n,j = 0
for j ≥ k. Then 0 ≤ n − k + 1 ≤ n − 2 and so by Lemma 4.3 we have M˜Y n−k+1M˜ = 0. But
then 0 = (M˜Y n−k+1M˜)k−1,k−1 = (M˜n,k−1)
2, hence M˜n,k−1 = 0. Thus inductively we obtain
M˜n,j = 0 for n ≥ j > 1.
From (M˜2)n,0 = 0 it follows that m0 +m1 = 0, so (4.3) reads (1−m0)Y
nM˜ = m0M˜Y
n−1M˜ ,
which is satisfied by Lemma 4.2(2), and (4.4) is also trivially satisfied in this case.
Now we can assume that mn+1 6= 0 and we will express the equality (4.1), which reads
Y nM˜ =
n+1∑
k=0
mkM
n+1−kY k
in terms of Y and M˜ . By Lemma 4.3 we have
Mn+1−kY k = Y n+1 +
n−k∑
j=0
Y jM˜Y n−j for k = 1, . . . , n
and for k = 0 we have
Mn+1 = M˜Y n−1M˜ + Y n+1 +
n∑
j=0
Y jM˜Y n−j .
It follows that
Y nM˜ = m0M˜Y
n−1M˜ +
n+1∑
k=0
mkY
n+1 +
n∑
k=0
mk
n−k∑
j=0
Y jM˜Y n−j ,
and so we obtain
Y nM˜ = m0M˜Y
n−1M˜ +
n+1∑
k=0
mkY
n+1 +
n∑
j=0
(
n−j∑
k=0
mk
)
Y jM˜Y n−j . (4.5)
We will evaluate the matrix equality (4.5) at the entries (i, i+ n+ 1) for i = 1, . . . , n− 1.
First we claim that (M˜Y n−1M˜)i,i+n+1 = 0 for i = 1, . . . , n− 1. In fact,
(M˜Y n−1M˜)i,i+n+1 = M˜i,∗·(Y
n−1M˜)∗,i+n+1 = (1,−1, 0, . . . , 0, . . . )·(M˜n−1,i+n+1, M˜n,i+n+1, . . . ).
But, since M˜j,k = 0 if k > j + 1, we also have M˜n−1,i+n+1 = 0 = M˜n,i+n+1, which proves the
claim.
Clearly (Y n+1)i,i+n+1 = 1, so it remains to compute (Y
jM˜Y n−j)i,i+n+1 = M˜i+j,i+j+1. Now
we assert that
M˜i+j,i+j+1 = mn+1δj,n−i. (4.6)
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In fact, since 0 < i ≤ n − 1 and 0 ≤ j ≤ n, we have i + j > 0, and so, for 1 ≤ i + j ≤ n, we
know that (4.6) holds. So it suffices to prove that
M˜n+k,n+k+1 = 0 for 1 ≤ k ≤ n− 1 (4.7)
But
0 = (M˜Y k−1M˜)n,n+k+1 = M˜n,n+1M˜n+k,n+k+1 = mn+1M˜n+k,n+k+1,
and so, since mn+1 6= 0, we obtain(4.7), which proves (4.6).
Finally note that by (4.7) we have
(Y nM˜)i,i+n+1 = M˜i+n,i+n+1 = 0 for i = 1, . . . , n− 1.
Gathering the entries at (i, i+ n+ 1) for all the terms of (4.5) we obtain
0 =
n+1∑
k=0
mk +
n∑
j=0
(
n−j∑
k=0
mk
)
mn+1δj,n−i =
n+1∑
k=0
mk +mn+1
i∑
k=0
mk for i = 1, . . . , n− 1.
Subtracting these equalities for consecutive values of i yields mn+1mj = 0 for j = 2, . . . , n − 1,
hence M˜n,j = mj = 0 for 1 < j < n. From the case i = 1 we obtain
∑n+1
k=0 mk+mn+1(m0+m1) =
0, which gives (4.4). Finally, using mj = 0 for 1 < j < n the equality (4.3) follows directly
from (4.5). 
Proposition 4.6. Let n ∈ N with n ≥ 2 and assume that M˜k∗ = M˜0∗ for 1 < k < n and that
M˜n,∗ 6= M˜0∗. Rename the only possibly non zero entries in the nth row as
a := mn+1 = M˜n,n+1, b := mn = M˜n,n, c := m1 = M˜n,1 and d := m0 = M˜n,0.
Then either
(1) (d, c, b, a) = (d,−d,−a, a) with (d, a) 6= (1, 0) or
(2) (d, c, b, a) = (d,−1, 0, a) with a 6= 0 and d(a+ 1) = 1.
Proof. We will prove the following four assertions:
i) If a = 0, then b = 0 and c = −d.
ii) If a 6= 0 and d = 1, then b = −a and c = −1.
iii) If a 6= 0, d 6= 1 and b 6= 0, then b = −a and c = −d.
iv) If a 6= 0, d 6= 1 and b = 0, then c = −1 and d(a+ 1) = 1.
Note that in item i) we have (a, d) 6= (0, 1), since M˜n∗ 6= M˜0∗. On one hand i), ii) and iii)
imply condition (1) and on the other hand iv) implies condition (2). Since items i)–iv) cover all
possible cases, it suffices to prove these items in order to show that one of the conditions (1)
or (2) necessarily holds.
i): If M˜n,n+1 = 0, then 0 = (M˜
2)nn = (M˜nn)
2, so b = M˜nn = 0. Now
0 = (M˜2)n0 = M˜n0 + M˜n1 = c+ d
yields c = −d.
ii): If a 6= 0 and d = 1, then the matrix equality (4.3) at the entry (1, 2) yields
0 = (M˜Y n−1M˜)1,2 + (1 + c)((Y
n−2M˜Y 2)1,2 + (Y
n−1M˜Y )1,2) + b(M˜Y
n)1,2,
since for any matrix C we have (CY 3)1,2 = 0. So
0 = (1,−1, 0, . . . ) · (M˜n−1,2, M˜n,2, ∗, ∗, . . . ) + (1 + c)(M˜n−1,0 + M˜n,1) + b(M˜Y
n)1,2.
If n = 2, this gives 0 = −b + (1 + c)(1 + c) + bM˜10 = (1 + c)
2 and if n > 2 this yields directly
0 = (1 + c)2.
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So c = −1 and then (4.3) reads
0 = M˜Y n−1M˜ + bM˜Y n + (a+ b)Y n+1,
and multiplying by M˜ from the left we obtain 0 = (a+ b)M˜Y n+1 since M˜2 = 0. Hence b = −a,
which concludes the proof of ii).
For the rest of the proof we assume a 6= 0 and d = m0 6= 1 and we claim that
M˜n+1,0 = d and M˜n+1,1 = −d. (4.8)
For this we evaluate (4.3) at the entry (1, 0), noting that (Y nM˜)10 = M˜n+1,0, (M˜Y
n−1M˜)10 =
1−m0 and that (Y
jM˜Y n−j)10 = 0 if j < n. So we obtain
(1−m0)M˜n+1,0 = m0(1−m0),
and since m0 6= 1, we have M˜n+1,0 = m0 = d.
Now we compute M˜n+1,1. For this we evaluate (4.3) at the entry (1, 1), noting that (Y
nM˜)11 =
M˜n+1,1, (M˜Y
n−1M˜)11 = −1 −m1, (Y
n−1M˜Y )11 = M˜n,0 = m0 and that (Y
jM˜Y n−j)11 = 0 if
j < n− 1. So
(1 −m0)M˜n+1,1 = m0(−1−m1) + (m0 +m1)m0 = −m0(m0 +m1),
and since m0 6= 1, we have M˜n+1,1 = −m0, concluding the proof of (4.8).
Now, using (4.8), 0 = (M˜2)n0 gives
0 = d+ c+ db + da, (4.9)
and 0 = (M˜2)n1 yields
0 = −d− c+ cb− da. (4.10)
We also rewrite (4.4) as
(a+ 1)(c+ d) + b+ a = 0. (4.11)
Adding (4.9) and (4.10) yields (c + d)b = 0, and so, if b 6= 0, then c = −d and (4.11) yields
b = −a, proving iii).
Finally, if b = 0, then (4.9) yields
ad+ c+ d = 0 (4.12)
and from (4.11) it follows that ac+a = 0, hence c = −1. Then (4.12) implies d(a+1) = 1, which
concludes the proof of iv). 
5 The family A(n, d, a)
In this subsection we will describe the case (1) of Proposition 4.6. We will prove that the resulting
twisting map depends only on n, d and a. We obtain a family of twisted tensor productsA(n, d, a),
parameterized by n ∈ N, n ≥ 2, and (a, d) ∈ K2, such that for an infinite family of polynomials
Rk (see Definition 5.3) we have Rk(a, d) 6= 0.
Proposition 5.1. Let A be an associative K-algebra, a, d ∈ K with (d, a) 6= (1, 0), M˜, Y ∈ A
such that
dM˜Y n−1M˜ = eY nM˜ + aM˜Y n, (5.1)
where e := 1− d. Then for all k ≥ 1 we have
dkM˜Y
kn−1M˜ = ekY
knM˜ − akM˜Y
kn, (5.2)
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where ek = e
k, ak = (−a)
k and
dk = d
k−1∑
j=0
ejak−1−j =

d e
k−(−a)k
e+a if e 6= −a
kdek−1 if e = −a
Proof. If d = 0, then e = 1 and (5.1) reads Y nM˜ = −aM˜Y n. A direct computation shows that
then Y knM˜ = (−a)kM˜Y kn, which is (5.2) in this case.
Now assume d 6= 0. Then a straightforward computation shows that
ek −
adk
d
=
dk+1
d
. (5.3)
Now we proceed by induction on k. For k = 1, equality (5.2) is just (5.1). Assume that (5.2)
holds for some k. Multiplying (5.2) by M˜Y n−1 from the left yields
dkM˜Y
n−1M˜Y kn−1M˜ = ekM˜Y
n(k+1)−1M˜ − (−a)kM˜Y n−1M˜Y kn.
Using (5.1) we obtain
dk
( e
d
Y nM˜Y kn−1M˜ +
a
d
M˜Y (k+1)n−1M˜
)
= ekM˜Y
n(k+1)−1M˜ −ak
( e
d
Y nM˜Y kn +
a
d
M˜Y (k+1)n
)
and by the inductive hypothesis we get(
ek −
adk
d
)
M˜Y n(k+1)−1M˜ =
eY n
d
(
ekY
knM˜ − akM˜Y
kn
)
+ ak
( e
d
Y nM˜Y kn +
a
d
M˜Y (k+1)n
)
.
From this and (5.3) it follows that
dk+1
d
M˜Y n(k+1)−1M˜ =
eek
d
Y (k+1)nM˜ +
aak
d
M˜Y (k+1)n,
and since eek = ek+1 and aak = −ak+1, multiplying by d we arrive at
dk+1M˜Y
n(k+1)−1M˜ = ek+1Y
(k+1)nM˜ − ak+1M˜Y
(k+1)n,
which completes the induction step and concludes the proof. 
Theorem 5.2. Let σ be a twisting map, assume that Y and M are as in Corollary 1.5 and
set M˜ = M − Y . Let n ∈ N with n ≥ 2, take a, d ∈ K with (d, a) 6= (1, 0) and assume that
M˜k,∗ = M˜0,∗ for k < n, and that
dM˜Y n−1M˜ = eY nM˜ + aM˜Y n, (5.4)
with e = 1− d. Define
dk := d
k−1∑
j=0
ejak−1−j , ek := e
k and ak := (−a)
k.
Then
dk + ek 6= 0 for all k ∈ N, (5.5)
M˜kn+j,0 = −M˜kn+j,1 = d
k∏
i=2
di
di + ei
for k ≥ 1 and 0 ≤ j < n,
M˜kn+j,rn = −M˜kn+j,rn+1 =
ar
er + dr
k∏
i=r+1
di
di + ei
for k ≥ r ≥ 1 and 0 ≤ j < n,
and all other entries of M˜ are zero.
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Proof. We first prove that
M˜kn,∗ = M˜kn+j,∗ for k ≥ 1 and 0 < j < n. (5.6)
Let i ∈ {0, . . . , n − 2}. If a 6= 0, then multiplying the equality (5.2) by M˜Y i from the left
yields M˜Y kn+iM˜ = 0 and similarly, if e 6= 0, then multiplying (5.2) by Y iM˜ from the right
yields M˜Y kn+iM˜ = 0. Since (e, a) 6= (0, 0) we obtain M˜Y kn+iM˜ = 0 for i = 0, . . . , n − 2 and
Lemma 4.2(2) implies (5.6).
It suffices to prove (5.5) and that
Y knM˜ =
k∑
i=0
ck,iM
(k−i)nM˜Y in, (5.7)
where ck,0 = d
∏k
i=2
di
di+ei
and ck,r =
ar
er+dr
∏k
i=r+1
di
di+ei
for 1 ≤ r ≤ k.
First we assume d, a 6= 0 and prove (5.5) and (5.7) by induction on k. For k = 1 multiply the
equality Y n−1M˜ =Mn−1M˜ with M from the left, and obtain
MnM˜ = MY n−1M˜ = M˜Y n−1M˜ + Y nM˜.
Using (5.4) we get
MnM˜ =
e
d
Y nM˜ +
a
d
M˜Y n + Y nM˜,
so
e+ d
d
Y nM˜ = MnM˜ −
a
d
M˜Y n,
and since e+ d = 1, this gives
Y nM˜ = dMnM˜ − aM˜Y n,
which is (5.7) for k = 1, since c1,0 = d and c1,1 = −a (note that the empty product takes the
value 1).
Now assume that (5.7) holds for k − 1 ≥ 1 and that ei + di 6= 0 for i < k. By (5.2) we have
ekY
knM˜ = dkM˜Y
kn−1M˜ + akM˜Y
kn = −dkY
knM˜ + dkMY
kn−1M˜ + akM˜Y
kn,
and so
(ek + dk)Y
kn = dkMY
kn−1M˜ + akM˜Y
kn.
By the inductive hypothesis and (5.6) we have
Y kn−1M˜ = Mn−1
k−1∑
j=0
ck−1,jM
n(k−1−j)M˜Y nj
and so
(ek + dk)Y
kn = dk
k−1∑
j=0
ck−1,jM
n(k−j)M˜Y nj + akM˜Y
kn. (5.8)
Evaluating the matrix equality (5.8) at the entry (0, kn) yields ek + dk 6= 0. In fact, since
(Mn(k−j))0,∗ = (1, 0, 0, . . . , 0, . . . ) for j < n, we have (M
n(k−j)M˜Y nj)0,kn = 0 for j < n (note
that M˜Y nj is of degree −nj), which implies
(ek + dk)(Y
kn)0,kn = ak(M˜Y
kn)0,kn = akM˜0,0 = ak 6= 0.
The equality (5.8) also implies that (5.7) holds for k with
ck,k = ak and ck,j =
dkck−1,j
ek + dk
for j < k.
This completes the induction step and concludes the proof in the case a, d 6= 0.
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If d = 0, then dk = 0 and ek = 1 for all k, ck,j = 0 for j < k, and from Y
nM˜ = −aM˜Y n it
follows that
Y knM˜ = (−a)kM˜Y kn = ck,kM˜Y
kn,
as desired.
Finally, if a = 0, then ek
dk
= 1−d
d
, hence by(5.2), Lemma 4.2(2) and (5.6) we obtain
M˜kn,∗ = dM˜kn−1,∗ = dM˜(k−1)n,∗,
and so (5.7) holds with ck,0 = d
k and ck,j = 0 for j > 0, which concludes the proof, since
ek + dk = e
k−1 6= 0 (note that e = 0 leads to the contradiction (d, a) = (1, 0)). 
Definition 5.3. For a, d ∈ K and k ∈ N we define the polynomial
Rk(a, d) := (1− d)
k + d
k−1∑
j=0
(1− d)j(−a)k−1−j .
Note that Rk(a, d) = ek + dk, where ek, dk are defined in Theorem 5.2. We have R1(a, d) = 1
and R2(a, d) = 1 − d − ad, so R2(a, d) 6= 0 implies (a + 1)d 6= 1, in particular (a, d) = (0, 1) is
not allowed if we require R2(a, d) 6= 0.
Corollary 5.4. Let a, d ∈ K be such that for all k we have Rk(a, d) 6= 0. Then the formulas in
Theorem 5.2 define a matrix M that determines a twisting map via Corollary 1.5.
Proof. Note that
Mij =
{
M˜ij , if i ≥ j
M˜ij + 1, if i+ 1 = j.
Then M0∗ = (1, 0, 0, . . . ), since M˜0∗ = (1,−1, 0, 0, . . . ), and so by Corollary 1.5 we have to prove
that M satisfies
Y kM =
k+1∑
j=0
MkjM
k+1−jY j (5.9)
for all k.
For k = 0 this is clear. For k = 1, . . . , n− 1 the equality (5.9) reads Y kM =Mk+1 −MkY +
Y k+1, which is equivalent to Y kM˜ = MkM˜ . A straightforward computation as in Lemma 4.2
shows that these equalities are satisfied if and only if
M˜Y k−1M˜ = 0 for k = 1, . . . , n− 1.
We claim that
M˜Y nk+jM˜ = 0 for k ≥ 0 and j = 0, . . . , n− 2. (5.10)
A similar computation as above shows that then it suffices to prove (5.9) for all k = rn be-
cause (5.10) implies (5.9) for all other k. Now we prove (5.10):
Since the only non zero entries in M˜k∗ are of the form M˜k,rn or M˜k,rn+1 for some r ≥ 0, and
M˜k,rn+1 = −M˜k,rn, it suffices to verify that
(Y nk+jM˜)rn,l = (Y
nk+jM˜)rn+1,l for j = 0, . . . , n− 2.
But this is equivalent to M˜(r+k)n+j,l = M˜(r+k)n+j+1,l for j = 0, . . . , n − 2, which holds by the
definition of M˜ and so (5.10) is true.
It only remains to prove (5.9) for k = rn with r ≥ 1. A straightforward computation us-
ing (5.10) shows that it suffices to prove (5.2) for all k, and by Proposition 5.1 we only have to
prove that M˜ satisfies (5.1).
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We will prove the equality (5.1) in each entry (l, nk + j). Since the columns M˜∗,nk+j vanish
for j = 2, . . . , n − 1 and M˜∗,nk = −M˜∗,nk+1, it suffices to prove (5.1) at the entries (l, nk). So
we have to prove
d(M˜Y n−1M˜)l,nk = e(Y
nM˜)l,nk + a(M˜Y
n)l,nk for l ≥ 0 and k ≥ 1.
But
(M˜Y n−1M˜)l,nk =Ml,∗ · (Y
n−1M˜)∗,nk, (Y
nM˜)l,nk = M˜l+n,nk, (M˜Y
n)l,nk = (M˜)l,n(k−1)
and M˜l∗ = M˜rn,∗ for l = rn+ j with j = 0, . . . , n− 1, hence it suffices to prove
d(Mrn,∗ · (Y
n−1M˜)∗,nk) = eM˜(r+1)n,nk + aM˜rn,n(k−1) for all r, k. (5.11)
Note that M˜i,j = 0 if i < 0 or j < 0.
By definition
M˜rn,∗ =
r∑
i=0
cr,i(Ein − Ein+1), (5.12)
where Ej is the infinite vector with (Ej)i = δij ,
ck,0 = d
k∏
i=2
di
di + ei
for k ≥ 1, ck,r =
ar
er + dr
k∏
i=r+1
di
di + ei
for 1 ≤ r ≤ k (5.13)
and ck,r = 0 for all other (k, r).
Since (Y n−1M˜)∗,nk = (M˜n−1,nk, M˜n,nk, M˜n+1,nk, . . . ) we have
Mrn,∗ · (Y
n−1M˜)∗,nk =
r∑
i=0
cr,i(M˜in+n−1,nk − M˜in+1+n−1,nk) =
r∑
i=0
cr,i(ci,k − ci+1,k).
Moreover,
eM˜(r+1)n,nk = ecr+1,k and aM˜rn,n(k−1) = acr,k−1 (note that cr,−1 = 0)
so (5.11) reads
d
r∑
i=0
cr,i(ci,k − ci+1,k) = ecr+1,k + acr,k−1. (5.14)
In order finish the proof it suffices to prove (5.14) for all r, k. For this we will use
edr + dar = dr+1, (5.15)
which follows directly from the definitions of ar, er and dr.
For k > r + 1 the equality (5.14) is trivially true, since in that case both sides vanish. If
k = r + 1, then (5.14) reads
−dcr,rcr+1,r+1 = ecr+1,r+1 + acr,r. (5.16)
Since cr,r(er + dr) = ar (note that e0 = a0 = 1 and d0 = 0), this is equivalent to
−darar+1 = ear+1(er + dr) + aar(er+1 + dr+1).
Now we divide by ar+1 = −aar and so we have to prove that
−dar = e(er + dr)− (er+1 + dr+1).
But this follows directly from (5.15) using that er+1 = eer, hence the case k = r + 1 is proved.
Now we can assume that k ≤ r and we will use that for i ≤ r we have
cr+1,i = cr,i
dr+1
dr+1 + er+1
. (5.17)
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We prove (5.14) by induction on r (assuming k ≤ r and using that (5.14) is true for k = r+1).
For r = 0 = k this means
dc0,0(c0,0 − c1,0) = ec1,0 + ac0,−1.
Using c0,0 = 1 and c1,0 = d = 1− e we see that this equality is equivalent to d(1− d) = ed which
is true by definition of e.
Assume (5.14) is true for some r − 1 ≥ 0. Multiplying (5.15) by er+1 = eer we obtain
edrer+1 + darer+1 = eerdr+1,
and adding edrdr+1 this reads
dre(er+1 + dr+1) + darer+1 = edr+1(er + dr).
We divide this equality by (er + dr) in order to obtain
dr
er + dr
e(er+1 + dr+1) + dcr,rer+1 = edr+1,
using that ar = cr,r(er + dr). Now we divide by (er+1 + dr+1) and can write the result as
dr
er + dr
e + dcr,r
(
1−
dr+1
dr+1 + er+1
)
= e
dr+1
dr+1 + er+1
.
Next we multiply by cr,k and, since by (5.17) we know that cr+1,k = cr,k
dr+1
dr+1+er+1
, it follows
that
dr
er + dr
ecr,k + dcr,r(cr,k − cr+1,k) = ecr+1,k. (5.18)
We claim that
ecr,k = d
r−1∑
i=0
cr−1,i(ci,k − ci+1,k). (5.19)
In fact, if k < r, this follows from the inductive hypothesis, and if k = r, then (5.16) gives the
same equality. Now the equality (5.19) implies
dr
er + dr
ecr,k =
dr
er + dr
d
r−1∑
i=0
cr−1,i(ci,k − ci+1,k) = d
r−1∑
i=0
cr,i(ci,k − ci+1,k),
where the second equality follows from (5.17). So the equality (5.18) yields
d
r−1∑
i=0
cr,i(ci,k − ci+1,k) + dcr,r(cr,k − cr+1,k) = ecr+1,k,
which is (5.14) for r. This completes the inductive step, proves (5.14) and concludes the proof. 
6 Roots of Rk
In view of Corollary 5.4, we want to analyze the polynomials Rk and their roots. In particular
we are interested in the following question: Given a pair (a, d), does there exists k ∈ N such that
Rk(a, d) = 0? If the answer is no, then for each n ≥ 2 the pair (a, d) defines a unique twisting
map via Theorem 5.2. Else there is no twisting map satisfying item (1) of Proposition 4.6 for
that (a, d).
Fix (a, d). If −a = 1−d = e, then dk = kde
k−1. So Rk(a, d) = e
k+kdek−1 = ek−1(kd+e) = 0
if and only if 0 = kd+ e = d(k − 1) + 1. In that case a = 1− d = − k
k−1 .
Now assume −a 6= 1− d = e. Then
Rk(a, d) = e
k + d
ek − (−a)k
e+ a
=
ek+1 + aek + dek − d(−a)k
e+ a
,
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so Rk(a, d) = 0 if and only if
0 = ek+1 + aek + dek − d(−a)k = (a+ 1)ek − (1− e)(−a)k
In that case e 6= 0 and e 6= 1, since e = 0 leads to a = 0 and e = 1 leads to a = −1, which
contradicts −a 6= e. So Rk(a, d) = 0 if and only if
1 + a
1− e
=
(−a)k
ek
. (6.1)
This condition is much easier to handle than the original condition. Assume K ⊂ C. If (6.1)
is satisfied and
∣∣a
e
∣∣ 6= 1, then
k log
∣∣∣a
e
∣∣∣ = log ∣∣∣∣1 + a1− e
∣∣∣∣ .
Moreover, if (6.1) is satisfied and
∣∣a
e
∣∣ = 1, then necessarily ∣∣∣ 1+a1−e ∣∣∣ = 1, and an elementary
computation shows that then either −a = e or −a = e¯, where e¯ is the complex conjugate of e.
The first case is impossible by assumption, and another elementary computation shows that (6.1)
is satisfied if and only if u2k−1 = −1, where u = e|e| is a unitary complex number. Hence, if
K ⊂ C, we can describe a complete strategy in order to determine if for a given pair (a, d) we
have Rk(a, d) 6= 0 for all k.
(1) If −a = 1 − d =: e then Rk(a, d) 6= 0 for all k if and only if (a, d) 6=
(
−k+1
k
,− 1
k
)
for all
k ∈ N.
(2) If −a 6= 1− d = e, then
a) if
∣∣a
e
∣∣ 6= 1 then
i) if
log| 1+a1−e |
log| ae |
/∈ N≥2, then Rk(a, d) 6= 0 for all k.
ii) if
log| 1+a1−e |
log| ae |
= k0 ∈ N≥2, then Rk(a, d) 6= 0 for all k if and only if Rk0(a, d) 6= 0.
b) if
∣∣a
e
∣∣ = 1 and a 6= e¯, then Rk(a, d) 6= 0 for all k.
c) if
∣∣a
e
∣∣ = 1 and a = e¯, then Rk(a, d) 6= 0 for all k if and only if (1− e)/(1− e¯) 6= u2k
for all k ∈ N≥2, where u =
e
|e| .
7 The case ynx = dxn+1 − xny + (a+ 1)yn+1
Sections 7, 8 and 9 are dedicated to the analysis of the case (2) of Proposition 4.6. So in this three
sections σ is a twisting map and Y and M are as in Corollary 1.5 and M˜ = M − Y . Moreover
there exists n ∈ N with n ≥ 2, such that M˜k∗ = M˜0∗ for 1 < k < n and M˜n,∗ = dE0−E1+aEn+1
for some a, d ∈ K× with d(a+ 1) = 1. This implies that we are dealing with the case
ynx = dxn+1 − xny + (a+ 1)yn+1, with a 6= 0,−1.
The corresponding matrix equality is
Y nM˜ = dMn+1 −MnY + aY n+1.
We will use this equality and similar matrix equalities in order to compute inductively the
different possibilities for the rows of M (or equivalently of M˜). In the present section we will
establish some technical formulas. On one hand these technical results will help us to compute
all possibilities for the first 3n+2 rows in section 8, and on the other hand, in section 9, they will
allow us to describe a certain family of twisting maps called B(n, L).
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Lemma 7.1. Let A ∈ L(KN0) be an infinite matrix such that Aij = 0 for j > i+ 1. Then
(An+1)j,j+n+1 =
n∏
k=0
Aj+k,j+k+1 .
Proof. Since w(A) = −1, by Proposition 2.7 we have w(An+1) = −n− 1. A direct computation
using Proposition 2.7, shows that then (An+1)(−n−1) = (A(−1))n+1, and so
(An+1)j,j+n+1 = ((A
n+1)(−n−1))j,j+n+1 =
∑
i1,i2,...,in
A
(−1)
j,i1
A
(−1)
i1,i2
· · ·A
(−1)
in,j+n+1
.
But A
(−1)
ij =
{
Ai,i+1, if j = i+ 1
0, otherwise.
,
hence the only term that survives in the sum is the term with ik+1 = ik + 1 for all k and so
(An+1)j,j+n+1 = A
(−1)
j,j+1A
(−1)
j+1,j+2 · · ·A
(−1)
j+n,j+n+1 =
n∏
k=0
Aj+k,j+k+1 ,
as desired. 
Proposition 7.2. Let M˜ and a be as above. We have
M˜Y n−1M˜ = a
n∑
j=0
Y jM˜Y n−j − a2Y n+1 (7.1)
and
(M˜ − aY )n+1 = 0. (7.2)
Moreover, set mi := M˜i,i+1 and let L := (L1 = n, L2, L3, . . . ) be the increasing sequence of
integers such that mLi 6= 0 and mi = 0 if Lk < i < Lk+1 for some k. Then
(1)
∏n+1
k=1(mj+k − a) = 0 for all j ≥ 0.
(2) If mj 6= 0, then mj+k = 0 for k = 1, . . . , n− 1.
(3) We have mLi = a and (Li+1 − Li) ∈ {n, n+ 1} for all i ≥ 1.
Proof. From
Y nM˜ = dMn+1 −MnY + aY n+1
and Lemma 4.3 we obtain
Y nM˜ = d
Y n+1 + M˜Y n−1M˜ + n∑
j=0
Y jM˜Y n−j
−
Y n + n−1∑
j=0
Y jM˜Y n−1−j
Y + aY n+1
= (d− 1)
n−1∑
j=0
Y jM˜Y n−j + dY nM˜ + dM˜Y n−1M˜ + (d− 1 + a)Y n+1.
So
0 = dM˜Y n−1M˜ − (1− d)
n∑
j=0
Y jM˜Y n−j + (d− 1 + a)Y n+1
and
0 = dM˜Y n−1M˜ − ad
n∑
j=0
Y jM˜Y n−j + (a− ad)Y n+1
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follows from (1−d) = ad. Using again (1−d) = ad and dividing by d we obtain (7.1). Multiplying
by an−1 we obtain
0 = M˜(aY )n−1M˜ −
n∑
j=0
(aY )jM˜(aY )n−j + (aY )n+1.
But the right hand side is the expansion of (aY − M˜)n+1, since in that expansion the only
term with two times the factor M˜ is M˜(aY )n−1M˜ . This proves (7.2). Item (1) follows directly
from (7.2) and Lemma 7.1, since (M˜ − aY )i,i+1 = mi − a.
By Lemma 4.3 we have M˜Y kM˜ = 0 for k = 0, . . . , n− 2. But then
0 =
(
M˜Y k−1M˜
)
j,j+k+1
= M˜j,j+1M˜j+k,j+k+1 = mjmj+k
for k = 1, . . . , n− 1, so item (2) is true.
Item (2) implies that Li+1 − Li ≥ n. Assume by contradiction that Li+1 − Li > n+ 1. Then
n+1∏
k=1
(mLi+k − a) = (−a)
n+1 6= 0,
contradicting item (1), hence (Li+1 − Li) ∈ {n, n+ 1} for all i ≥ 1.
Finally, if mLi 6= a for some i > 1, then
n+1∏
k=1
(mLi−2+k − a) = (−a)
n(mLi − a) 6= 0,
contradicting again item (1), hence mLi = a for all i. 
Lemma 7.3. Let M˜ and a be as above. Then
(1) M˜j,∗ = dM˜0,∗ for j = n+ 1, . . . , 2n− 1,
(2) for n ≤ j < 2n we have
dM j+1 =
j∑
i=0
Y iM˜Y j−i + (1− a)Y j+1, (7.3)
in particular
dM2n =
2n−1∑
i=0
Y iM˜Y 2n−1−i + (1 − a)Y 2n,
(3)
dM2n+1 =
2n∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1 + M˜Y 2n−1M˜. (7.4)
Proof. In order to prove (1), compute
(M˜Y i−1M˜)n,j = (d,−1, 0, . . . , a) · (M˜i−1,j , M˜i,j , . . . , M˜n+i,j)) =

d− 1 + aM˜n+i,j , if j = 0
−d+ 1 + aM˜n+i,j, if j = 1
aM˜n+i,j , if j > 1,
which yields M˜n+i,∗ = dM˜0,∗ for i = 1, . . . , n− 1, since 1− d = ad and (M˜Y
i−1M˜) = 0.
Multiplying the equality Y n−1M˜ = Mn−1M˜ (which holds by (4.1)) byM = M˜+Y , we obtain
M˜Y n−1M˜ + Y nM˜ = MnM˜ . But Y nM˜ = dMn+1 −MnY + aY n+1 by (4.1), and so
M˜Y n−1M˜ =MnM˜ − (dMn+1 −MnY + aY n+1) = (1− d)Mn+1 − aY n+1.
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Inserting the value of M˜Y n−1M˜ into the equality
Mn+1 = Y n+1 + M˜Y n−1M˜ +
n∑
i=0
Y iM˜Y n−i,
which holds by Lemma 4.3, we obtain
dMn+1 =
n∑
i=0
Y iM˜Y n−i + (1 − a)Y n+1,
which is (7.3) for j = n.
Assume inductively that (7.3) is true for some j with n ≤ j < 2n− 1. Multiplying (7.3) by
M = M˜ + Y we obtain
dM j+2 =
j∑
i=0
Y iM˜Y j−iM˜ + Y j+1M˜ − aY j+1M˜ +
j∑
i=0
Y iM˜Y j+1−i + (1− a)Y j+2. (7.5)
But in the first sum the only terms that survive are Y j−nM˜Y nM˜ and Y j−n+1M˜Y n−1M˜ , and
by Lemma 4.2(3), we have
Y j−nM˜Y nM˜ + Y j−n+1M˜Y n−1M˜ = aY j+1M˜,
hence (7.5) reads
dM j+2 =
j+1∑
i=0
Y iM˜Y j+1−i + (1 − a)Y j+2,
which is (7.3) for j + 1. This proves (2).
Finally (7.3) for 2n− 1 reads
dM2n =
2n−1∑
i=0
Y iM˜Y 2n−1−i + (1− a)Y 2n,
and multiplying by M = M˜ + Y , we obtain
dM2n+1 =
2n−1∑
i=0
Y iM˜Y 2n−1−iM˜ + Y 2nM˜ − aY 2nM˜ +
2n−1∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1. (7.6)
In the first sum the only terms that survive are Y n−1M˜Y nM˜ , Y nM˜Y n−1M˜ and M˜Y 2n−1M˜ ,
and by Lemma 4.2(3), we have
Y n−1M˜Y nM˜ + Y nM˜Y n−1M˜ = aY 2nM˜,
and so (7.6) reads
dM2n+1 =
2n∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1 + M˜Y 2n−1M˜,
as desired. 
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Proposition 7.4. Assume that for some k ≥ 1 there exists an increasing sequence (L1, . . . , Lk)
such that for i ≤ Lk + n− 1 we have
M˜i,∗ =

djM˜0,∗, if Lj < i < Lj+1 with j ∈ {1, . . . , k − 1},
djE0 − d
j−1E1 + aELj+1, if i = Lj with j ∈ {1, . . . , k},
dkM˜0,∗, if Lk < i < Lk + n.
Set ti = MLk+n,i. Then
(1) (M˜Lk+n+1,0, M˜Lk+n+1,1, M˜Lk+n+1,2) = (d
k+1,−t0,−t1 − d
k),
(2) M˜Lk+n+1,j = −tj−1 for 3 ≤ j ≤ Lk + n+ 1,
(3) t0 ∈ {d
k, dk+1},
(4) (M˜Lk+n,Lk+n+1, M˜Lk+n+1,Lk+n+2) ∈ {(a, 0), (0, a)}.
Proof. We compute the entries (Lk + 1, j) of (7.1) and obtain
(M˜Y n−1M˜)Lk+1,j = a
n∑
i=0
(Y iM˜Y n−i)Lk+1,j − a
2(Y n+1)Lk+1,j .
Since
M˜Lk+1,∗ = d
kM˜0,∗ = d
k(E0 − E1), (Y
iM˜Y n−i)Lk+1,j = M˜Lk+1+i,j+i−n
and (Y n+1)Lk+1,j = δLk+n+2,j we obtain
dk(M˜n−1,j − M˜n,j) = a
n∑
i=0
M˜Lk+1+i,j+i−n − a
2δLk+n+2,j, (7.7)
where M˜i,j = 0 if j < 0.
For j = 0 the only term that survives in the sum of (7.7), is the term corresponding to i = n,
and so
dk(1− d) = aM˜Lk+1+n,0.
Since 1− d = ad, we obtain M˜Lk+n+1,0 = d
k+1. When we compute (7.7) for j = 1, the only two
terms that survive in the sum are the terms corresponding to i = n and i = n− 1. Hence
dk(1− 1) = a(M˜Lk+1+n,1 + M˜Lk+n,0),
and so M˜Lk+1+n,1 = −t0. Similarly, for j = 2 only the three terms corresponding to i =
n, n− 1, n− 2 survive and we obtain
0 = M˜Lk+1+n,2 + M˜Lk+n,1 + M˜Lk−1+n,0,
which gives M˜Lk+1+n,2 = −t1 − d
k, since M˜Lk−1+n,0 = d
k. This proves item (1). In order to
prove item (2), note that M˜i,j = 0 if Lk < i < Lk + n and j 6= 0, 1. Hence the only terms
that survive in the sum of (7.7) for j = 3, . . . , n are M˜Lk+n+1,j , M˜Lk+n,j−1, M˜Lk+1+n−j,0 and
M˜Lk+2+n−j,1. But M˜Lk+1+n−j,0 + M˜Lk+2+n−j,1 = 0 and M˜n−1,j = 0 = M˜n,j for that j, so
from (7.7) we obtain
M˜Lk+n+1,j = −tj−1, for j = 3, . . . , n.
Consider the equality (7.7) for j = n + 1. On the left hand side we have −dkM˜n,n+1 = −d
ka
and on the right hand side the only possibly nonzero terms correspond to i = 0, i = n − 1 and
i = n. This yields
−dka = a(M˜Lk+1,1 + M˜Lk+n,n + M˜Lk+n+1,n+1),
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and since M˜Lk+1,1 = −d
k, we obtain M˜Lk+n+1,n+1 = −tn, as desired. If n+1 < j < Lk+n+2,
then only the two terms M˜Lk+n+1,j and M˜Lk+n,j−1 survive, and we obtain
M˜Lk+n+1,j = −tj−1,
which concludes the proof of item (2).
In order to prove item (3), we consider the entry (1, 0) of the equality
Y Lk+nM˜ =
Lk+n+1∑
i=0
tiM
Lk+n+1−iY i,
i.e.
(Y Lk+nM˜)1,0 = t0(M
Lk+n+1)1,0,
since the entry (1, 0) vanishes for all summands with i > 0. From
(Y Lk+nM˜)1,0 = M˜Lk+n+1,0 = d
k+1, (7.8)
we obtain
dk+1 = t0(M
Lk+nM˜)1,0.
But MLk+n−1M˜ = 1
dk
Y Lk+n−1M˜ , consequently
dk+1 =
t0
dk
(M˜Y Lk+n−1M˜ + Y Lk+nM˜)1,0
and multiplying by dk and using (7.8) we obtain
(dk − t0)d
k+1 = t0(M˜Y
Lk+n−1M˜)1,0 = t0(1,−1) · (M˜Lk+n−1,0, M˜Lk+n,0) = t0(d
k − t0).
Hence (dk − t0)(d
k+1 − t0) = 0 from which item (3) follows. Finally, item (4) follows from
Proposition 7.2(3). 
8 Computing M˜j,∗ for j ≤ 3n+ 2
In this section we will continue to describe the case (2) of Proposition 4.6. So σ is a twisting
map and Y and M are as in Corollary 1.5 and M˜ = M − Y . Moreover there exists n ∈ N with
n ≥ 2, such that M˜k∗ = M˜0∗ for 1 < k < n and M˜n,∗ = dE0 − E1 + aEn+1 for some a, d ∈ K
×
with d(a+ 1) = 1.
We will compute the different possibilities for the resulting twisting maps. There is only one
choice for the first 2n− 1 rows, but four choices for the 2n’th row. In each of the four cases the
rows are determined until the row 3n − 1. We show how to proceed to determine the rows 3n,
3n+ 1 and 3n+ 2, in each of the four cases, and obtain again four cases in each of them (so we
have 16 cases). As the number of possibilities grows, the system of equations get more and more
involved, so our methods don’t provide a complete classification.
However, in section 9 we manage to describe a family of twisting maps, such that four of the
above mentioned 16 cases coincide in the first 3n+ 2 rows with members of this family.
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If we set ti := M˜2n,i, the first 2n+ 1 rows of M˜ look as follows:
0 →
n →
2n →
2n+ 1 →

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0 0
...
...
...
...
. . .
d −d 0 · · · 0 0
. . .
t0 t1 t2 · · · tn+1 tn+2 · · · t2n t2n+1
d2 −t0 −d− t1 −t2 · · · −tn+1 · · · −t2n a− t2n+1

,
with t0 ∈ {d, d
2} and t2n+1 ∈ {0, a}. In fact, Lemma 7.3(1) yields the rows n+1, . . . , 2n− 1 and
by Proposition 7.4 we have
t0 ∈ {d, d
2}, M˜2n+1,0 = d
2, M˜2n+1,1 = −t0, M˜2n+1,2 = −t1 − d
and
M˜2n+1,j+1 = −tj for j = 2, . . . , 2n.
Proposition 7.4 also yields t2n+1 ∈ {0, a} and M˜2n+1,2n+2 = a − t2n+1. The two choices for t0
and the two choices for t2n+1 generate four different cases for M˜2n,∗ which we will describe in
the next four propositions.
Proposition 8.1. If t2n+1 = 0 and t0 = d, then M˜2n+1,∗ = d
2E0 − dE1 + aE2n+2 and M˜2n,∗ =
dE0 − dE1. Hence the first 2n+ 1 rows of M˜ look as follows:
0 →
n →
2n →
2n+ 1 →

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0 0
...
...
...
...
. . .
d −d 0 · · · 0 0
. . .
d −d 0 · · · 0 0 · · · 0 0
d2 −d 0 · · · 0 0 · · · 0 a

.
Proposition 8.2. If t2n+1 = 0 and t0 = d
2, then
M˜2n,∗ = d
2E0 − dE1 + adEn+1 and M˜2n+1,∗ = d
2E0 − d
2E1 − adEn+2 + aE2n+2.
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Hence the first 2n+ 1 rows of M˜ look as follows:
0 →
n →
2n →
2n+ 1 →

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0 0
...
...
...
...
. . .
d −d 0 · · · 0 0
. . .
d2 −d 0 · · · ad 0 · · · 0 0
d2 −d2 0 · · · 0 −ad · · · 0 a

.
Proposition 8.3. If t2n+1 = a and t0 = d
2, then
M˜2n,∗ = d
2E0 − dE1 + aE2n+1 and M˜2n+1,∗ = d
2E0 − d
2E1.
Hence the first 2n+ 1 rows of M˜ look as follows:
0 →
n →
2n →
2n+ 1 →

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0 0
...
...
...
...
. . .
d −d 0 · · · 0 0
. . .
d2 −d 0 · · · 0 0 · · · 0 a
d2 −d2 0 · · · 0 0 · · · 0 0

.
Proposition 8.4. If t2n+1 = a and t0 = d, then
M˜2n,∗ = dE0 − dE1 − adEn + aE2n+1 and M˜2n+1,∗ = d
2E0 − dE1 + adEn+1.
Hence the first 2n+ 1 rows of M˜ look as follows:
0 →
n →
2n →
2n+ 1 →

1 −1 0
...
...
...
1 −1 0
d −1 · · · 0 a
d −d · · · 0 0
...
...
...
...
. . .
d −d · · · 0 0
. . .
d −d · · · −ad 0 0 · · · 0 a
d2 −d · · · 0 ad 0 · · · 0 0

.
In order to prove these four propositions, we need two lemmas.
Lemma 8.5. If t2n+1 = M˜2n,2n+1 = 0, then
tk = 0 for k /∈ {0, 1, n+ 1}, (8.1)
and
tn+1(t0 − d
2) = 0. (8.2)
ON THE CLASSIFICATION OF GRADED TWISTED PLANES 33
Proof. We have t2n+1 = 0 and so M˜2n+1,2n+2 = a. We first prove (8.1). Since M˜2n,2n+1 = 0 we
have
0 = (M˜2)2n,2n = (M˜2n,2n)
2
and so t2n = M˜2n,2n = 0. Then
0 = (M˜Y M˜)2n,2n−1 = (M˜2n,2n−1)
2
and so t2n−1 = M˜2n,2n−1 = 0. Inductively we obtain
0 = (M˜Y kM˜)2n,2n−k = (M˜2n,2n−k)
2
and so t2n−k = M˜2n,2n−k = 0 for k = 1, . . . , n − 2. So tj = 0 for j = n + 2, n + 3, . . . , 2n. It
remains to prove tj = 0 for j = 2, . . . , n. For this we compute
0 = (M˜Y kM˜)2n,n+1 = M˜2n,∗ · (Y
kM˜)∗,n+1
= (t0, t1, . . . , tn, tn+1) · (0, . . . , 0, a, 0, . . . , 0)
= atn−k,
since for i < n+ 2 we have (Y kM˜)i,n+1 = aδi+k,n. Since 0 = atn−k is valid for k = 0, . . . , n− 2,
we obtain tj = 0 for j = 2, . . . , n, which concludes the proof of (8.1).
Next we prove (8.2). For this we will evaluate the matrix equality (4.1), which reads
Y 2nM˜ = t0M
2n+1 + t1M
2nY + tn+1M
nY n+1, (8.3)
at (1, n+ 1).
First we compute
(Y 2nM˜)1,n+1 = M˜2n+1,n+1 = −tn = 0. (8.4)
Now we claim that
(M2n+1)1,n+1 = −
tn+1
d
. (8.5)
For this note that by Lemma 7.3(3) we have
dM2n+1 =
2n∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1 + M˜Y 2n−1M˜.
But (Y 2n+1)1,n+1 = 0 and
(M˜Y 2n−1M˜)1,n+1 = (1,−1) · (M˜2n−1,n+1, M˜2n,n+1) = −M˜2n,n+1 = −tn+1.
So, in order to prove (8.5), it suffices to prove that(
2n∑
i=0
Y iM˜Y 2n−i
)
1,n+1
= 0,
which follows readily from the fact that for i = 0, . . . , 2n, we have
(Y iM˜Y 2n−i)1,n+1 = M˜1+i,i+1−n =

M˜n,0 = d, if i = n− 1
M˜n+1,1 = −d, if i = n
M˜2n,n = 0, if i = 2n− 1
M˜2n+1,n+1 = 0, if i = 2n
0, otherwise.
(8.6)
Next we prove
(M2nY )1,n+1 = 0. (8.7)
34 ON THE CLASSIFICATION OF GRADED TWISTED PLANES
For this note that by Lemma 7.3(2) we have
dM2nY =
2n−1∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1,
and so from (8.6) we obtain directly (8.7). Finally, using Lemma 4.3 and (8.6), we compute
(MnY n+1)1,n+1 =
n−1∑
i=0
(Y iM˜Y 2n−i)1,n+1 + (Y
2n+1)1,n+1 = M˜n,0 = d. (8.8)
Inserting the values obtained in (8.4), (8.5), (8.7) and (8.8) into the equality (8.3) yields
0 = t0
(
−
tn+1
d
)
+ tn+1d,
from which (8.2) follows directly. 
Now we can prove Propositions 8.1 and 8.2.
Proof of Proposition 8.1. Here t2n+1 = 0 and t0 = d, and so, by (8.1), we have to determine t1
and tn+1. Since d /∈ {0, 1}, from (8.2) we obtain tn+1 = 0, and then
0 = (M˜2)2n,0 = t0 + t1
yields t1 = −d. 
Proof of Proposition 8.2. Here t2n+1 = 0 and t0 = d
2. As in the proof of Proposition 8.1, we
have to determine t1 and tn+1. We claim that
tn+1 = ad− d− t1. (8.9)
For this consider the matrix equality (4.1), which by (8.1) reads
Y 2nM˜ = d2M2n+1 + t1M
2nY + tn+1M
nY n+1. (8.10)
We will evaluate this equality at (1, 2n+ 2). First we compute
(Y 2nM˜)1,2n+2 = M˜2n+1,2n+2 = a. (8.11)
Now we claim that
d2(M2n+1)1,2n+2 = 1 (8.12)
For this note that by Lemma 7.3(3) we have
d(M2n+1)1,2n+2 =
2n∑
i=0
(Y iM˜Y 2n−i)1,2n+2 + (1− a)(Y
2n+1)1,2n+2 + (M˜Y
2n−1M˜)1,2n+2.
But (Y 2n+1)1,2n+2 = 1 and
(M˜Y 2n−1M˜)1,2n+2 = (1,−1) · (M˜2n−1,2n+2, M˜2n,2n+2) = 0.
So, in order to prove (8.12), it suffices to prove that(
2n∑
i=0
Y iM˜Y 2n−i
)
1,2n+2
= 2a, (8.13)
since then
d2(M2n+1)1,2n+2 = d(2a+ (1− a)) = d(a+ 1) = 1.
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But (8.13) follows readily from the fact that for i = 0, . . . , 2n, we have
(Y iM˜Y 2n−i)1,2n+2 = M˜i+1,i+2 =
{
a, if i ∈ {n− 1, 2n}
0, otherwise.
(8.14)
This establishes (8.12). Next we prove
d(M2nY )1,2n+2 = 1. (8.15)
For this note that by Lemma 7.3(2) we have
d(M2nY )1,2n+2 =
2n−1∑
i=0
(Y iM˜Y 2n−i)1,2n+2 + (1− a)(Y
2n+1)1,2n+2,
and so from (8.14) we obtain (8.15). Finally, using Lemma 4.3 and (8.14), we compute
(MnY n+1)1,2n+2 =
n−1∑
i=0
(Y iM˜Y 2n−i)1,2n+2 + (Y
2n+1)1,2n+2 = a+ 1. (8.16)
Inserting the values obtained in (8.11), (8.12), (8.15) and (8.16) into the equality (8.10) yields
a = 1 +
t1
d
+ tn+1(a+ 1)
from which (8.9) follows using a+ 1 = 1
d
. But
0 = (M˜2)2n,0 = t0 + t1 + dtn+1,
which together with (8.9) yields
0 = d2 + t1 + d(ad− d− t1) = ad
2 + t1(1 − d) = ad
2 + t1ad = ad(d+ t1),
and so t1 = −d, since ad 6= 0. From (8.9) it follows that tn+1 = ad. 
Lemma 8.6. Assume that t2n+1 = M˜2n,2n+1 = a, write tˆj =
{
tj , if j ≤ n
dtj , if n < j ≤ 2n+ 1,
and set Sj =
∑j
i=0 tˆi. Then
(t0 − d)t2 = (d+ t1)
2, (8.17)
(t0 − d)tk = (d+ t1)tk−1, for k = 3, . . . , n, (8.18)
(t0 − d
2)tn+1 = (d+ t1)tn, (8.19)
(t0 − d)tk = (d+ t1)tk−1, for k = n+ 1, . . . , 2n, (8.20)
t0a+ S2n = (d+ t1)t2n (8.21)
and
0 = tk + dtn+k, for k = 2, . . . , n− 1. (8.22)
Proof. The equality (4.1) reads
Y 2nM˜ =
n∑
j=0
tjM
2n+1−jY j +
2n+1∑
j=n+1
tjM
2n+1−jY j . (8.23)
By Lemmas 4.3 and 7.3 we have
dM2n+1 = M˜Y 2n−1M˜ +
2n∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1,
dM2n+1−jY j =
2n−j∑
i=0
Y iM˜Y 2n−i + (1− a)Y 2n+1, for 1 ≤ j ≤ n,
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and
M2n+1−jY j =
2n−j∑
i=0
Y iM˜Y 2n−i + Y 2n+1, for n+ 1 ≤ j ≤ 2n.
So (8.23) multiplied by d reads
dY 2nM˜ =t0M˜Y
2n−1M˜ +
n∑
j=0
tj
(
2n−j∑
i=0
Y iM˜Y 2n−i + (1 − a)Y 2n+1
)
+
2n∑
j=n+1
dtj
(
2n−j∑
i=0
Y iM˜Y 2n−i + Y 2n+1
)
+ dt2n+1Y
2n+1,
consequently
dY 2nM˜ = t0M˜Y
2n−1M˜ +
2n∑
j=0
tˆj
2n−j∑
i=0
Y iM˜Y 2n−i + (S2n+1 − aSn)Y
2n+1. (8.24)
But
2n∑
j=0
tˆj
2n−j∑
i=0
Y iM˜Y 2n−i =
2n∑
i=0
2n−i∑
j=0
tˆjY
iM˜Y 2n−i = tˆ0Y
2nM˜ +
2n∑
i=1
i∑
j=0
tˆjY
2n−iM˜Y i
and so from (8.24) we obtain
(d− t0)Y
2nM˜ = t0M˜Y
2n−1M˜ +
2n∑
i=1
SiY
2n−iM˜Y i + (S2n+1 − aSn)Y
2n+1. (8.25)
We will evaluate the matrix equality (8.25) at (1, k) for k = 2, . . . , 2n+ 1. For k = 2 we have
(Y 2nM˜)1,2 = M˜2n+1,2 = −t1 − d, (M˜Y
2n−1M˜)1,2 = (1,−1) · (M˜2n−1,2, M˜2n,2) = −t2
and
2n∑
i=1
Si(Y
2n−iM˜Y i)1,2 = S1(Y
2n−1M˜Y )1,2 + S2(Y
2n−2M˜Y 2)1,2 = S1M˜2n,1 + S2M˜2n−1,0.
Since (Y 2n+1)1,2 = 0, M˜2n,1 = t1 and M˜2n−1,0 = d, from (8.25) we obtain
(d− t0)(−t1 − d) = t0(−t2) + (t0 + t1)t1 + (t0 + t1 + t2)d,
which yields (t0 − d)t2 = (d+ t1)
2, and so (8.17) holds.
For k = 3, . . . , 2n+ 1 we have (Y 2n+1)1,k = 0 and (Y
2nM˜)1,k = M˜2n+1,k = −tk−1. Moreover
(M˜Y 2n−1M˜)1,k = (1,−1) · (M˜2n−1,k, M˜2n,k) = −tk,
and
(Y 2n−iM˜Y i)1,k = M˜2n+1−i,k−i =

M˜2n,k−1 = tk−1, if i = 1
M˜2n+2−k,1, if i = k − 1
M˜2n+1−k,0, if i = k
0, otherwise.
Now, for k = 3, . . . , n+ 1 we have M˜2n+1−k,0 = d and M˜2n+2−k,1 = −d. So, for k = 3, . . . , n+ 1
the equality (8.25) reads
(d− t0)(−tk−1) = −t0tk + S1tk−1 + Sk−1(−d) + Skd,
which yields
0 = tˆk − tkt0 + (d+ t1)tk−1.
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So we obtain
(t0 − d)tk = (d+ t1)tk−1, for k = 3, . . . , n
and
(t0 − d
2)tn+1 = (d+ t1)tn,
which are (8.18) and (8.19), respectively.
On the other hand, for k = n + 2, . . . , 2n+ 1 we have M˜2n+1−k,0 = 1 and M˜2n+2−k,1 = −1,
So, for k = n+ 2, . . . , 2n, the equality (8.25) reads
(d− t0)(−tk−1) = −t0tk + S1tk−1 + Sk−1(−1) + Sk,
which yields
0 = tˆk − tkt0 + (d+ t1)tk−1 = tk(d− t0) + (d+ t1)tk−1.
So we obtain
(t0 − d)tk = (d+ t1)tk−1, for k = n+ 1, . . . , 2n,
hence (8.20) holds. For k = 2n+ 1 we obtain
(d− t0)(−t2n) = −t0t2n+1 + S1t2n + S2n(−1),
since i goes only up to 2n = k − 1. Since t2n+1 = a, we obtain
t0a+ S2n = (d+ t1)t2n,
and so (8.21) is true. Now we evaluate (8.25) at (k, 2n + 1 + k) for k = 1, . . . , n − 1. We will
obtain several times entries of the form M˜j,j+1 and so we note that by Proposition 7.1(2) we
have
M˜j,j+1 =
{
a, if j ∈ {n, 2n}
0, if 1 ≤ j ≤ 3n− 1, j /∈ {n, 2n}.
Hence (Y 2nM˜)k,2n+1+k = M˜2n+k,2n+1+k = 0 for k = 1, . . . , n− 1, and we also have
(Y 2n−iM˜Y i)k,2n+1+k = M˜2n+k−i,2n+1+k−i =
{
a, if i ∈ {k, k + n}
0, otherwise.
Since
(M˜Y 2n−1M˜)k,2n+1+k = (1,−1) · (M˜2n−1,2n+1+k, M˜2n,2n+1+k) = 0,
and (Y 2n+1)k,2n+1+k = 1, from (8.25) we obtain
0 = (Sk + Sk+n)a+ S2n+1 − aSn, for k = 1, . . . , n− 1.
Subtracting the equalities for k and k − 1 for k = 2, . . . , n − 1 we see that these equalities are
equivalent to
0 = (S1 + Sn+1)a+ S2n+1 − aSn,
and
0 = tk + dtn+k, for k = 2, . . . , n− 1,
which yields (8.22) and concludes the proof. 
Now we can prove Propositions 8.3 and 8.4.
Proof of Proposition 8.3. Here t2n+1 = a and t0 = d
2. We claim that
t1 = −d. (8.26)
In fact, if we assume by contradiction that (t1 + d) 6= 0, then from (8.19) we obtain tn = 0
and from (8.18) for k = n, n − 1, . . . , 3 we obtain successively tn−1 = 0, tn−2 = 0,. . . , t2 = 0.
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Then (8.17) yields the contradiction, which proves (8.26). Now the equalities (8.17), (8.18)
and (8.20) yield tk = 0 for k = 2, . . . , 2n, k 6= n+ 1. But now (8.21) reads t0a+ S2n = 0, and so
0 = d2a+ t0 + t1 + dtn+1 = d
2(a+ 1)− d+ dtn+1 = dtn+1,
which implies tn+1 = 0, and concludes the proof. 
Proof of Proposition 8.4. Here t2n+1 = a and t0 = d. The equality (8.17) gives t1 = −d
and (8.19) gives tn+1 = 0. Adding the equalities (8.22) for k = 2, . . . , n− 1 yields
S2n = t0 + t1 + tn + dtn+1 + dt2n = tn + dt2n,
and so from (8.21) we obtain ad+ tn + dt2n = 0. We claim that
f :=
t2n
a
= −
tn
ad
− 1 = 0. (8.27)
Assume by contradiction that f 6= 0. Then we evaluate
0 = (M˜2)2n,k = faM˜2n,k + aM˜2n+1,k = a(ftk − tk−1), for k = 2n, . . . , n+ 2.
It follows that t2n+1−j = f
ja for j = 1, . . . , n, and so tn+1 = f
na 6= 0, the desired contradiction
which proves (8.27).
From (8.27) we deduce tn = −ad and from
0 = (M˜2)2n,k = aM˜2n+1,k = −atk−1, for k = 2, . . . , 2n+ 1, with k 6= n+ 1,
we deduce tk = 0 for k = 2, . . . , 2n with k 6= n, which concludes the proof. 
In the case of Proposition 8.3 the first 3n+ 2 rows of M˜ look as follows:
0→
n→
2n→
3n→

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0
...
...
...
...
. . .
d −d 0 · · · 0
d2 −d 0 · · · 0 · · · a
d2 −d2 0 · · · 0 0
...
...
...
...
. . .
...
d2 −d2 0 · · · 0 0
t0 t1 t2 · · · tn+1 tn+2 · · · t2n+1 · · · t3n+1 0
d3 −t0 −d
2 − t1 · · · −tn −tn+1 · · · −t2n · · · −t3n a− t3n+1
d3 −d3 0 · · ·

,
with t0 ∈ {d
2, d3} and t3n+1 ∈ {0, a}. In fact, Proposition 8.3 determines the first 2n+ 1 rows,
the rows M˜k,∗ for k = 2n + 2, . . . , 3n − 1 follow from the equality 0 = (M˜Y
jM˜)n,i = 0 for
j = n+ 1, . . . , 2n− 2 and i ≥ 0, the rows M˜3n,∗ and M˜3n+1,∗ from Proposition 7.4 and the last
row from 0 = (M˜Y 2n+1M˜)n,i = 0 for i ≥ 0.
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Similarly in the case of Proposition 8.1 the first 3n+ 2 rows of M˜ look as follows:
0→
n→
2n→
3n→

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0
...
...
...
...
. . .
d −d 0 · · · 0
d −d 0 · · · 0 · · · 0
d2 −d 0 · · · 0 a
...
...
...
...
. . .
...
d2 −d2 0 · · · 0 0
d2 −d2 0 · · · 0 0
t0 t1 t2 · · · tn+1 tn+2 · · · t2n+2 · · · t3n+2 0
d3 −t0 −d
2 − t1 · · · −tn −tn+1 · · · −t2n+1 · · · −t3n+1 a− t3n+2

,
with t0 ∈ {d
2, d3} and t3n+2 ∈ {0, a}. In fact, Proposition 8.1 determines the first 2n + 1
rows, the rows M˜k,∗ for k = 2n + 2, . . . , 3n follow from the equality 0 = (M˜Y
jM˜)n,i = 0 for
j = n+ 1, . . . , 2n− 1 and i ≥ 0 and the rows M˜3n,∗ and M˜3n+1,∗ from Proposition 7.4.
In the case of Proposition 8.2 the first 3n+ 2 rows of M˜ look as follows:
0→
n→
2n→
3n→

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · a
d −d 0 · · · 0
...
...
...
...
. . .
d −d 0 · · · 0
d2 −d 0 · · · ad · · · 0
d2 −d2 0 · · · 0 −ad 0 a
...
...
...
...
. . .
...
d2 −d2 0 · · · 0 0
d3 −d2 0 · · · ad2 0
t0 t1 t2 · · · tn+1 tn+2 · · · t2n+1 · · · t3n+2 0
d3 −t0 u · · · −tn −tn+1 v · · · −t2n · · · −t3n+1 a− t3n+2

,
where u = −d3 − t1 and v = −tn+2 − ad
2. Here we also have four choices corresponding to
t0 ∈ {d
2, d3} and t3n+2 ∈ {0, a}. As before, Proposition 8.2 determines the first 2n + 1 rows
and the rows M˜k,∗ for k = 2n + 2, . . . , 3n follow from the equality 0 = (M˜Y
jM˜)n,i = 0 for
j = n + 1, . . . , 2n − 1 and i ≥ 0. The last two rows can be computed as in the proof of
Proposition 7.4.
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In the case of Proposition 8.4 the first 3n+ 2 rows of M˜ look as follows:
0→
n→
2n→
3n→

1 −1 0
...
...
...
1 −1 0
d −1 0 · · · 0 a
d −d 0 · · · 0 0
...
...
...
...
. . .
d −d 0 · · · 0 0
d −d 0 · · · −ad 0 · · · a
d2 −d 0 · · · 0 ad 0 0
...
...
...
...
. . .
...
d2 −d2 0 · · · 0 0
t0 t1 t2 · · · tn tn+1 · · · t2n+1 · · · t3n+1 0
d3 −t0 u · · · v −tn · · · −t2n · · · −t3n a− t3n+1
d3 −d2 0 · · · 0 ad2 · · · 0 · · · 0 0

,
where u = −d2 − t1, v = −tn−1 − ad
2 and M˜3n+1,k = −tk−1 for all entries not shown in the
matrix. Here we also have four choices corresponding to t0 ∈ {d
2, d3} and t3n+1 ∈ {0, a}. As
before, Proposition 8.4 determines the first 2n+1 rows, the rows M˜k,∗ for k = 2n+2, . . . , 3n− 1
follow from the equality 0 = (M˜Y jM˜)n,i = 0 for j = n+1, . . . , 2n− 2 and i ≥ 0, the rows M˜3n,∗
and M˜3n+1,∗ can be computed as in the proof of Proposition 7.4 and the last row follows from
0 = (M˜Y 2n+1M˜)n,i = 0 for i ≥ 0.
Each of the four matrices in turn gives us again four possibilities, and solving a similar system
as before for the ti’s determines completely the rows 3n, 3n + 1 and 3n + 2. So we have 16
cases. However, the system of equations are more involved, specially in the last two matrices.
Proposition 7.4 can be adapted to these two last matrices, but not Lemma 7.3. This lemma
expresses the powers of M in terms of Y kM˜Y j , which is the key to obtaining the systems of
equations. However this lemma applies only to the first two cases. So our methods don’t provide
a complete classification. In particular, there are restrictions that prevent that all cases can be
realized in a twisting map. Some of these restrictions will be seen in the next section, where we
will describe a family of twisting maps for which a generalization of Lemma 7.3 applies.
9 The family B(n, L) and quasi-balanced sequences
In this section we will describe a family of twisted tensor products that arise in the case (2) of
Proposition 4.6. So σ is a twisting map and Y and M are as in Corollary 1.5 and M˜ = M − Y .
Moreover there exists n ∈ N with n ≥ 2, such that M˜k∗ = M˜0∗ for 1 < k < n and M˜n,∗ =
dE0 − E1 + aEn+1 for some a, d ∈ K
× with d(a+ 1) = 1.
By Proposition 7.2(3), the twisting map defines a sequence L = (L1, L2, . . . ) such that
M˜Li,Li+1 = a and such that M˜k,k+1 = 0 if Li < k < Li+1 for some i. Moreover Lj+1 − Lj ∈
{n, n+ 1} for all j > 1, so L belongs to the set of sequences
∆(n, n+ 1) = {L ∈ NN : L1 = n and Lj+1 − Lj ∈ {n, n+ 1} for all j > 1}.
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Motivated by the cases of Propositions 8.1 and 8.3, and as a continuation of these two cases, for
a given sequence L ∈ ∆(n, n+ 1), a 6= 0, 1 and setting d := 11+a , we define the infinite matrix
M(L, a) :=

E0 − E1, if j < L1
dk(E0 − E1), if Lk < j < Lk+1 for some k
dkE0 − d
k−1E1 + aELk+1, if j = Lk for some k.
We will prove in Proposition 9.5 that if the infinite matrix M˜ :=M(L, a) defines a twisting map
via Remark 4.1, then L is a quasi-balanced sequence, where the set of quasi-balanced sequences
L is defined as follows:
L := {L ∈ ∆(n, n+ 1), Lr − 1 ≤ Lj + Lr−j ≤ Lr for all 0 < j < r}.
We first describe some properties of quasi-balanced sequences.
Definition 9.1. We say that a sequence L ∈ ∆(n, n + 1) is r-balanced, if Lr = Lj + Lr−j for
all 0 < j < r. We say that the sequence is r-quasi-balanced, if Lr − 1 ≤ Lj + Lr−j ≤ Lr for
all 0 < j < r. We also say that a finite sequence (L1, . . . , Lr0) is quasi-balanced, if Lr − 1 ≤
Lj + Lr−j ≤ Lr for all 0 < j < r ≤ r0.
Note that every sequence L ∈ ∆(n, n + 1) is trivially 1-balanced, and it is also easy to
see that it is 2-quasi-balanced and 3-quasi-balanced. However the sequences beginning with
(n, 2n, 3n+ 1, 4n+ 2, . . . ) or (n, 2n+ 1, 3n+ 1, 4n+ 1, . . . ) are not 4-quasi-balanced.
Clearly a sequence L ∈ ∆(n, n + 1) is quasi-balanced (i.e. belongs to L), if and only if it is
r-quasi-balanced for all r, if and only if all the sequences L≤r := (L1, . . . , Lr) are quasi-balanced.
For a given sequence L and 0 < j < r we define ∆r,j := Lr − Lj − Lr−j. The fact that
(L1, . . . , Lr0) is quasi-balanced is equivalent to the fact that ∆r,j ∈ {0, 1} for all 0 < j < r ≤ r0.
Proposition 9.2. Assume that the finite sequence (L1, . . . , Lr0) is quasi-balanced. Then either
(L1, . . . , Lr0 , Lr0 + n) is quasi-balanced or (L1, . . . , Lr0, Lr0 + n+ 1) is quasi-balanced.
Proof. We want to prove that either
∆−r0+1,j := Lr0 + n− Lj − Lr0+1−j ∈ {0, 1} for all 0 < j < r0 + 1
or that
∆+r0+1,j := Lr0 + n+ 1− Lj − Lr0+1−j ∈ {0, 1} for all 0 < j < r0 + 1.
Clearly ∆+r0+1,j = ∆
−
r0+1,j
+ 1 and moreover
∆−r0+1,j := ∆r0,j + n− (Lr0+1−j − Lr0−j) ∈ {∆r0,j ,∆r0,j − 1} ⊂ {−1, 0, 1},
hence ∆+r0+1,j ∈ {0, 1, 2}.
In order to finish the proof it suffices to prove that
∃j0 s.t. ∆
−
r0+1,j
= −1 ⇒ ∀j1, ∆
+
r0+1,j
∈ {0, 1} (9.1)
Now assume by contradiction that there exist j0, j1 such that ∆
−
r0+1,j0
= −1 and such that
∆+r0+1,j1 = 2, i.e., ∆
−
r0+1,j1
= 1. We can assume that j1 > j0 since ∆
−
r0+1,j
= ∆−r0+1,r0+1−j . Now
we set s := j1 − j0 = (r0 + 1− j0)− (r0 + 1− j1) > 0 and obtain
2 = ∆−r0+1,j1 −∆
−
r0+1,j0
= −Lr0+1−j1 − Lj1 + Lr0+1−j0 + Lj0 + Ls − Ls
= Lr0+1−j0 − Ls − Lr0+1−j1 − (Lj1 − Lj0 − Ls)
= ∆(r + 1− j0, s)−∆(j1, s).
But ∆(r + 1 − j0, s),∆(j1, s) ∈ {0, 1}, so we obtain a contradiction which establishes (9.1) and
concludes the proof. 
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Corollary 9.3. If L˜ = (L1, . . . , Lr) is quasi-balanced, then there exists L ∈ L such that L≤r = L˜.
Proof. Construct inductively Lr+1, Lr+2,. . . using Proposition 9.2. 
Lemma 9.4. If L ∈ ∆(n, n+ 1), but L /∈ L, then there exists k, r ∈ N such that either
(1) Lk+r = Lk + Lr − 1 and Lr−1 + 2 < Lr or
(2) Lk+r = Lk + Lr + 2 and Lr + 2 < Lr+1.
Proof. Let m := min{j : L≤j is not quasi-balanced}. Then
∆m,j = ∆m−1,j + (Lm − Lm−1)− (Lm−j − Lm−j−1).
Since ∆m−1,j ∈ {0, 1}, (Lm−Lm−1) ∈ {n, n+1} and (Lm−j −Lm−j−1) ∈ {n, n+1} necessarily
∆m,j ∈ {−1, 0, 1, 2}. But L≤m is not quasi-balanced, so there exists j such that either ∆m,j = −1
or ∆m,j = 2. In the case ∆m,j = −1 set r := min{j : ∆m,j = −1} and k := m − r. Then
∆m,r−1 = 0, since |∆m,r −∆m,r−1| ≤ 1. But
∆m,r−1 = ∆m,r + (Lr − Lr−1)− (Lm−r+1 − Lm−r),
hence 0 = −1 + (Lr − Lr−1) − (Lm−r+1 − Lm−r), and since (Lr − Lr−1), (Lm−r+1 − Lm−r) ∈
{n, n+1}, we have Lr −Lr−1 = n+ 1 and Lm−r+1−Lm−r = n. So Lr −Lr−1 = n+1 > 2 and
together with ∆k+r,r = Lk+r − Lk − Lr = −1 this proves (1).
On the other hand, in the case ∆m,j = 2 set r := max{j : ∆m,j = 2} and k := m− r. Then
∆m,r+1 = 1, since |∆m,r −∆m,r+1| ≤ 1. But
∆m,r+1 = ∆m,r + (Lm−r − Lm−r−1)− (Lr+1 − Lr),
hence 1 = 2+(Lm−r−Lm−r−1)−(Lr+1−Lr), and since (Lm−r−Lm−r−1), (Lr+1−Lr) ∈ {n, n+1},
we have (Lr+1 − Lr) = n+ 1 and Lm−r − Lm−r−1 = n. So Lr+1 − Lr = n+ 1 > 2 and together
with ∆k+r,r = Lk+r − Lk − Lr = 2 this yields (2) and concludes the proof. 
Proposition 9.5. Let L ∈ ∆(n, n+ 1). If the infinite matrix M˜ := M(L, a) defines a twisting
map via Remark 4.1, then L ∈ L.
Proof. Assume that M˜ = M(L, a) defines a twisting map and assume by contradiction that
L ∈ ∆(n, n + 1) \ L. In the first case of Lemma 9.4 note that Lr−1 < Lr − 2 < Lr − 1 < Lr,
hence by definition M˜Lr−2,∗ = M˜Lr−1,∗ = d
r−1(E0 − E1), and so, by Lemma 4.2(1) we have
M˜Y Lr−2M˜ = 0. But then, using that Lk+r = Lk + Lr − 1 and that a, d, 1− d 6= 0 we obtain
0 = (M˜Y Lr−2M˜)Lk,0 = d
kM˜Lr−2,0 − d
k−1M˜Lr−1,0 + aM˜Lk+Lr−1,0
= dk+r−1 − dk+r−2 + adk+r
= dr+k−2(d− 1 + ad2) = dr+k−2(−ad+ ad2)
= −adk+r−1(1− d) 6= 0,
a contradiction which discards this case. On the other hand, in the second case of Lemma 9.4
note that Lr < Lr +1 < Lr + 2 < Lr+1, hence by definition M˜Lr+1,∗ = M˜Lr+2,∗ = d
r(E0 −E1),
and so, by Lemma 4.2(1) we have M˜Y Lr+1M˜ = 0. But then
0 = (M˜Y Lr+1M˜)Lk,Lr+k+1 = d
kM˜Lr+1,Lr+k+1 − d
k−1M˜Lr+2,Lr+k+1 + aM˜Lk+1+Lr+1,Lr+k+1.
But M˜Lr+1,Lr+k+1 = 0 = M˜Lr+2,Lr+k+1 and Lk+r = Lk + Lr + 2, and so we arrive at
0 = aM˜Lr+k,Lr+k+1 = a
2 6= 0,
a contradiction that discards the second case of Lemma 9.4 and concludes the proof. 
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10 Existence of twisting maps for the family B(n, L)
In Theorem 5.2 we determined the form of the matrices M˜ corresponding to twisting maps of the
family A(n, d, a) and in Corollary 5.4 we proved that each such matrix defines actually a twisting
map. Similarly, in Proposition 9.5 we proved that necessarily M˜ := M(L, a) has to satisfy
L ∈ L, in order to define a twisting map via Remark 4.1. This last section is devoted to the
proof that the condition L ∈ L is sufficient, i.e., that any L ∈ L defines a twisting map, setting
M˜ := M(L, a) and using Remark 4.1. So, along this last section, we assume that L ∈ ∆(n, n+1)
and we set M˜ := M(L, a).
Lemma 10.1. Assume that the following conditions are satisfied
(1) M˜Y kM˜ = 0 for k ∈ N0 with k, k + 1 6= Lt for all t,
(2) M˜Y LrM˜ + Y M˜Y Lr−1M˜ = aY Lr+1M˜ for all r ∈ N,
(3) M˜Y Lr−1M˜ = a
∑Lr
i=0 Y
iM˜Y Lr−i − ra2Y Lr+1 for all r ∈ N.
Set L0 := 0, then for all r ∈ N0 and Lr ≤ j < Lr+1, we have
drM j+1 =
j∑
i=0
Y iM˜Y j−i + (1− ra)Y j+1, (10.1)
and (4.1) is valid for all k ∈ N.
Proof. We first prove (10.1) by induction on j. Note that it holds trivially for j = L0 = 0. Now
assume that (10.1) is true for j and we will prove that it holds for j + 1. First assume that
Lr ≤ j < Lr+1 − 1. Then we multiply (10.1) by M = Y + M˜ and obtain
drM j+2 =
j∑
i=0
Y iM˜Y j+1−i + (1− ra)Y j+2 + (1− ra)Y j+1M˜ +
j∑
i=0
Y iM˜Y j−iM˜
=
j∑
i=0
Y iM˜Y j+1−i + Y j+1M˜ + (1− ra)Y j+2 − raY j+1M˜ +
j∑
i=0
Y j−iM˜Y iM˜.
But M˜Y iM˜ = 0 for Lt < i < Lt+1 − 1 and by Lemma 4.2(3)
Y M˜Y Lt−1M˜ + M˜Y LtM˜ = aY Lt+1M˜ for 1 ≤ t ≤ r,
since M˜Lt+1,∗ = dM˜Lt−1,∗ and a =
1−d
d
. So
Y j−Lt+1M˜Y Lt−1M˜ + Y j−LtM˜Y LtM˜ = aY j+1M˜,
and then
j∑
i=0
Y j−iM˜Y iM˜ =
r∑
t=1
(
Y j−Lt+1M˜Y Lt−1M˜ + Y j−LtM˜Y LtM˜
)
= ra Y j+1M˜
which implies (10.1) for j + 1:
drM j+2 =
j+1∑
i=0
Y iM˜Y j+1−i + (1 − ra)Y j+2.
Now, if j = Lr − 1 for some r ≥ 1, then Lr−1 ≤ j < Lr and by the same argument as before,
from (10.1) we obtain
dr−1M j+2 =
j+1∑
i=0
Y iM˜Y j+1−i + (1− (r − 1)a)Y j+2 − (r − 1)aY j+1M˜ +
j∑
i=0
Y j−iM˜Y iM˜,
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and we also obtain
j−1∑
i=0
Y j−iM˜Y iM˜ = (r − 1)aY j+1M˜.
Consequently
dr−1M j+2 =
j+1∑
i=0
Y iM˜Y j+1−i + (1 − (r − 1)a)Y j+2 + M˜Y jM˜,
which gives
dr−1MLr+1 =
Lr∑
i=0
Y iM˜Y Lr−i + (1− (r − 1)a)Y Lr+1 + M˜Y Lr−1M˜.
Inserting into this equality the value of M˜Y Lr−1M˜ according to condition (3) we obtain
dr−1MLr+1 = (1 + a)
Lr∑
i=0
Y iM˜Y Lr−i + (1 + a)(1− ra)Y Lr+1,
and using that d(a+ 1) = 1 we obtain (10.1) for j + 1 = Lr. This concludes the inductive proof
of (10.1).
Now we prove (4.1) for all k ∈ N. From condition (1) we obtain
MY kM˜ = M˜Y kM˜ + Y k+1M˜ = Y k+1M˜ if Lr < k < Lr+1 − 1 for some r.
Hence, if Y kM˜ = drMkM˜ , then Y k+1M˜ = drMk+1M˜ for such k. But Y 0M˜ = d0M0M˜ , so
inductively we obtain
Y kM˜ = MkM˜ for k ≤ n− 1,
which proves (4.1) for k = 1, . . . , n−1. Multiplying Y n−1M˜ = Mn−1M˜ byM2 = M˜Y +Y M˜+Y 2
from the left we obtain
M˜Y nM˜ + Y M˜Y n−1M˜ + Y n+1M˜ =Mn+1M˜
and combined with M˜Y nM˜ +Y M˜Y n−1M˜ = aY n+1M˜ , which holds by condition (2), this yields
Mn+1M˜ = (a+ 1)Y n+1M˜.
Using (a+1)d = 1 this gives Y n+1M˜ = dMn+1M˜ , which is (4.1) for k = n+1. By the argument
above, we obtain Y kM˜ = dMkM˜ for k = n+1, . . . , L2−1, which is (4.1) for such k. Multiplying
Y L2−1M˜ = dML2−1M˜ by M2 = M˜Y + Y M˜ + Y 2 from the left we obtain
M˜Y L2M˜ + Y M˜Y L2−1M˜ + Y L2+1M˜ = dML2+1M˜
and combined with M˜Y L2M˜ + Y M˜Y L2−1M˜ = aY L2+1M˜ , which holds by condition (2), this
yields
dML2+1M˜ = (a+ 1)Y L2+1M˜.
Using (a+ 1)d = 1 this gives Y L2+1M˜ = d2ML2+1M˜ , which is (4.1) for k = L2 + 1. Repeating
inductively these arguments we obtain (4.1) for all k which are not equal to some Lr.
Finally we prove (4.1) for k = Lr. For this consider the equality
drMLr+1 =
Lr∑
i=0
Y iM˜Y Lr−i + (1− ra)Y Lr+1,
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which is the equality (10.1) for j = Lr, and the equality
dr−1MLrY =
Lr−1∑
i=0
Y iM˜Y Lr−i + (1 − (r − 1)a)Y Lr+1,
which is the equality (10.1) for j = Lr − 1, multiplied by Y from the right. Subtracting the
second equality from the first, we obtain
drMLr+1 − dr−1MLrY =
Lr∑
i=0
Y iM˜Y Lr−i −
Lr−1∑
i=0
Y iM˜Y Lr−i − aY Lr+1
= Y LrM˜ − aY Lr+1.
Hence Y LrM˜ = drMLr+1 − dr−1MLrY + aY Lr+1, which is (4.1) for k = Lr and thus concludes
the proof. 
Proposition 10.2. For each a ∈ K \ {0,−1} and L ∈ L, the matrix M˜ := M(L, a) defines a
twisting map via Remark 4.1.
Proof. Since M˜0j = δ0j − δ1j and M˜kj = 0 for j > k + 1, by Remark 4.1 and Lemma 10.1 it
suffices to prove that
(1) M˜Y kM˜ = 0 for k ∈ N0 with k, k + 1 6= Lt for all t,
(2) M˜Y LrM˜ + Y M˜Y Lr−1M˜ = aY Lr+1M˜ for all r ∈ N,
(3) M˜Y Lr−1M˜ = a
∑Lr
i=0 Y
iM˜Y Lr−i − ra2Y Lr+1 for all r ∈ N.
In order to verify these equalities, we will use that
(M˜Y kM˜)i,j = M˜i,∗ · (Y
kM˜)∗,j =

M˜k,j − M˜k+1,j , if i < n = L1
dr(M˜k,j − M˜k+1,j), if Lr < i < Lr+1
drM˜k,j − d
r−1M˜k+1,j + aM˜k+Lr+1,j, if i = Lr.
(10.2)
(1): We will prove (M˜Y kM˜)i,j = 0 for the distinct choices of j.
If j /∈ {0, 1} and j − 1 6= Lt, then directly (Y
kM˜)∗j = 0.
If j = 0 and i < n, then (M˜Y kM˜)i,j = M˜k,0 − M˜k+1,0 = 0.
If j = 1 and i < n, then (M˜Y kM˜)i,j = M˜k,1 − M˜k+1,1 = 0.
If j = 0 and Lr < i < Lr+1, then (M˜Y
kM˜)i,j = d
r(M˜k,0 − M˜k+1,0) = 0.
If j = 1 and Lr < i < Lr+1, then (M˜Y
kM˜)i,j = d
r(M˜k,1 − M˜k+1,1) = 0.
If j = 0 and i = Lr, then
(M˜Y kM˜)i,j = d
rM˜k,0 − d
r−1M˜k+1,0 + aM˜k+Lr+1,0,
and so, since Ls < k < Ls − 1 for some s which implies M˜k,0 = M˜k+1,0 = d
s, and
Lr+s < Lr + Ls + 2 ≤ k + Lr + 1 ≤ Lr + Ls − 1 < Lr+s+1,
we obtain
(M˜Y kM˜)i,j = d
r+s − dr+s−1 + adr+s = dr+s−1(d− 1 + ad) = 0,
as desired. Similarly, if j = 1 and i = Lr, then
(M˜Y kM˜)i,j = d
rM˜k,1 − d
r−1M˜k+1,1 + aM˜k+Lr+1,1,
and so, since Ls < k < Ls − 1 for some s which implies M˜k,1 = M˜k+1,1 = −d
s, and
Lr+s < Lr + Ls + 2 ≤ k + Lr + 1 ≤ Lr + Ls − 1 < Lr+s+1,
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we obtain
(M˜Y kM˜)i,j = −d
r+s + dr+s−1 − adr+s = dr+s−1(−d+ 1− ad) = 0,
as desired.
Note that here we use L ∈ L.
Finally if j = Ls + 1 for some s, then M˜i,j = aδi,Ls and so
(M˜Y kM˜)i,j =
∑
v
M˜i,vM˜v+k,j = aM˜i,Ls−k.
But Lt < k < Lt+1 − 1 implies
Ls−t + 1 ≥ Ls − Lt > Ls − k > Ls − Lt+1 + 1 ≥ Ls−t−1 + 1,
and so M˜i,Ls−k = 0, since clearly Ls − k /∈ {0, 1}. This concludes the proof of (1).
(2): We will prove
(M˜Y LrM˜)i,j + (Y M˜Y
Lr−1M˜)i,j = (aY
Lr+1M˜)i,j (10.3)
for the distinct choices of j.
If j /∈ {0, 1} and j − 1 6= Lt, then directly (Y
kM˜)∗j = 0 and both sides vanish.
A straightforward computation proves the cases (i, j) ∈ {(0, 0), (0, 1)}. Now we verify the case
j = 0, i > 0. If Ls < i < Ls+1 − 1, then
(M˜Y LrM˜)i,0 = d
s(M˜Lr,0 − M˜Lr+1,0) = d
s(dr − dr) = 0
(Y M˜Y Lr−1M˜)i,0 = (M˜Y
Lr−1M˜)i+1,0 = d
s(M˜Lr−1,0 − M˜Lr,0) = d
s(dr−1 − dr) = adr+s.
But
Lr+s ≤ Lr + Ls + 1 < Lr + i+ 1 < Lr + Ls+1 ≤ Lr+s+1,
and so M˜Lr+i+1,0 = d
r+s, hence
(aY Lr+1M˜)i,0 = aM˜Lr+i+1,0 = ad
r+s,
which proves (10.3) in this case.
If j = 0 and i = Ls, then
(M˜Y LrM˜)Ls,0 = d
sM˜Lr,0 − d
s−1M˜Lr+1,0 + aM˜Lr+Ls+1,0 = d
sdr − dr+s−1 + adr+s = 0
where the second equality follows from the fact that Lr+s ≤ Lr + Ls + 1 ≤ Lr+s + 1 implies
M˜Lr+Ls+1,0 = d
r+s. We also have in that case
(Y M˜Y Lr−1M˜)Ls,0 = (M˜Y
Lr−1M˜)Ls+1,0 = d
s(M˜Lr−1,0 − M˜Lr,0) = d
s(dr−1 − dr) = adr+s,
and
(aY Lr+1M˜)Ls,0 = aM˜Lr+Ls+1,0 = ad
r+s,
which proves (10.3) in this case.
If j = 0 and i = Ls − 1, then
(M˜Y LrM˜)Ls−1,0 = d
s(M˜Lr,0 − M˜Lr+1,0) = d
s(dr − dr) = 0.
We also have in that case
(Y M˜Y Lr−1M˜)Ls−1,0 = (M˜Y
Lr−1M˜)Ls,0 = d
sM˜Lr−1,0 − d
s−1M˜Lr,0 + aM˜Ls+Lr,0
= dsdr−1 − ds−1dr + aM˜Ls+Lr,0 = aM˜Ls+Lr,0,
and
(aY Lr+1M˜)Ls−1,0 = aM˜Lr+Ls,0
which proves (10.3) in this case and completes the proof for the case j = 0.
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Now we verify the case j = 1, i > 0. If Ls < i < Ls+1 − 1, then
(M˜Y LrM˜)i,1 = d
s(M˜Lr,1 − M˜Lr+1,1) = d
s(−dr−1 + dr) = −adr+s
(Y M˜Y Lr−1M˜)i,1 = (M˜Y
Lr−1M˜)i+1,1 = d
s(M˜Lr−1,1 − M˜Lr,1) = d
s(−dr−1 + dr−1) = 0.
But
Lr+s ≤ Lr + Ls + 1 < Lr + i+ 1 < Lr + Ls+1 ≤ Lr+s+1,
and so M˜Lr+i+1,1 = −d
r+s, hence
(aY Lr+1M˜)i,1 = aM˜Lr+i+1,1 = −ad
r+s,
which proves (10.3) in this case.
If j = 1 and i = Ls, then
(M˜Y LrM˜)Ls,1 = d
sM˜Lr,1 − d
s−1M˜Lr+1,1 + aM˜Lr+Ls+1,1
= dsdr−1 − ds−1dr + aM˜Lr+Ls+1,1 = aM˜Lr+Ls+1,1.
We also have in that case
(Y M˜Y Lr−1M˜)Ls,1 = (M˜Y
Lr−1M˜)Ls+1,1 = d
s(M˜Lr−1,1 − M˜Lr,1) = d
s(dr−1 − dr−1) = 0,
and
(aY Lr+1M˜)Ls,1 = aM˜Lr+Ls+1,1,
which proves (10.3) in this case.
If j = 1 and i = Ls − 1, then
(M˜Y LrM˜)Ls−1,1 = d
s(M˜Lr,1 − M˜Lr+1,1) = d
s(−dr−1 + dr) = −adr+s−1.
We also have in that case
(Y M˜Y Lr−1M˜)Ls−1,1 = (M˜Y
Lr−1M˜)Ls,1 = d
sM˜Lr−1,1 − d
s−1M˜Lr,1 + aM˜Lr+Ls,1
= ds(−dr−1) + ds−1dr−1 + aM˜Ls+Lr,1 = ad
r+s−1 + aM˜Ls+Lr,1,
and
(aY Lr+1M˜)Ls−1,1 = aM˜Lr+Ls,1
which proves (10.3) in this case and so we complete the case j = 1.
Now we prove the case j = Ls + 1. In this case M˜i,Ls+1 = δi,Ls and so
(M˜Y LrM˜)i,Ls+1 =
∑
t
M˜i,tM˜t+Lr,Ls+1 = aM˜i,Ls−Lr ,
(Y M˜Y Lr−1M˜)i,Ls+1 = (M˜Y
Lr−1M˜)i+1,Ls+1 =
∑
t
M˜i+1,tM˜t+Lr−1,Ls+1 = aM˜i+1,Ls−Lr+1,
a(Y Lr+1M˜)i,Ls+1 = aM˜Lr+i+1,Ls+1 =
{
a2, if Lr + i+ 1 = Ls
0, otherwise.
If s < r then the three terms vanish and so (10.3) holds trivially. If s = r, then for all i we
have
(M˜Y LrM˜)i,Ls+1 + (Y M˜Y
Lr−1M˜)i,Ls+1 = aM˜i,0 + aM˜i+1,1 = 0.
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But i + 1 = 0 is impossible, so the third term vanishes, too, which proves (10.3) in this case.
If s > r, then we consider the to possible cases Ls−r = Ls − Lr and Ls−r = Ls − Lr − 1. If
Ls−r = Ls − Lr, then aM˜i,Ls−Lr = aM˜i,Ls−r = 0 for all i, and
aM˜i+1,Ls−Lr+1 = aM˜i+1,Ls−r+1 =
{
a2, if i+ 1 = Ls−r
0, otherwise.
But Lr + i+ 1 = Ls if and only if i+ 1 = Ls − Lr = Ls−r, so (10.3) holds.
If Ls−r = Ls − Lr − 1, then
aM˜i,Ls−Lr = aM˜i,Ls−r+1 =
{
a2, if i = Ls−r
0, otherwise,
and aM˜i+1,Ls−Lr+1 = aM˜i,Ls−r+2 = 0 for all i. But Lr+i+1 = Ls if and only if i = Ls−Lr−1 =
Ls−r, so (10.3) holds, which completes the proof in the case j = Ls + 1 and thus concludes the
proof of (2).
Now we prove (3) at each entry:
(M˜Y Lr−1M˜)i,j = a
Lr∑
u=0
(Y uM˜Y Lr−u)i,j − ra
2(Y Lr+1)i,j ,
for the five cases
a) j = 0,
b) j = 1,
c) j = Ls + 1 and j 6= i+ Lr + 1 ,
d) j = i+ Lr + 1,
e) j > 1, j 6= i+ Lr + 1 and j 6= Ls + 1 for all s.
We first prove e). In this case (M˜Y Lr−1M˜)i,j = 0 because j > 1 and j 6= Ls+1, and (Y
Lr+1)i,j =
0 since j 6= i+ Lr + 1. Moreover
Lr∑
s=0
(Y sM˜Y Lr−s)i,j =
Lr∑
s=0
(M˜)i+s,j+s−Lr = M˜−j+i+Lr ,0 + M˜−j+i+1+Lr,1 = 0,
since j 6= i+ Lr + 1 and M˜k,0 + M˜k+1,1 = 0 if k + 1 6= 0 (Note that M˜k,i = 0 if k < 0).
Now we prove a): j = 0. In this case we have to prove
(M˜Y Lr−1M˜)i,0 = a(Y
LrM˜)i,0, (10.4)
since all other matrices have vanishing first column. If i < n, then (10.4) reads M˜Lr−1,0−M˜Lr,0 =
aM˜Lr+i,0 which is true, since M˜Lr−1,0 = d
r−1, M˜Lr,0 = d
r and aM˜Lr+i,0 = ad
r.
If Ls < i < Ls+1, then (10.4) reads d
s(M˜Lr−1,0 − M˜Lr,0) = aM˜Lr+i,0 which is true, since
M˜Lr−1,0 = d
r−1, M˜Lr,0 = d
r and aM˜Lr+i,0 = ad
r+s, since
Lr+s ≤ Lr + Ls + 1 ≤≤ Lr + i < Lr + Ls+1 ≤ Lr+s+1.
If i = Ls, then (10.4) reads d
sM˜Lr−1,0 − d
s−1M˜Lr,0 + aM˜Lr+Ls,0 = aM˜Lr+Ls,0 which is true,
since M˜Lr−1,0 = d
r−1, M˜Lr,0 = d
r. This proves a).
Now we prove b): j = 1. In this case we have to prove
(M˜Y Lr−1M˜)i,1 = a(Y
LrM˜)i,1 + a(Y
Lr−1M˜Y )i,1, (10.5)
since all other matrices have vanishing first two columns. But
a(Y LrM˜)i,1 + a(Y
Lr−1M˜Y )i,1 = a(M˜Lr+i,1 + M˜Lr+i−1,0) = 0,
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and so we have to prove that (M˜Y Lr−1M˜)i,1 = 0. For Ls < i < Ls+1 we have
(M˜Y Lr−1M˜)i,1 = d
s(M˜Lr−1,1 − M˜Lr,1) = 0,
and for i = Ls we have
(M˜Y Lr−1M˜)i,1 = d
sM˜Lr−1,1 − d
s−1M˜Lr,1 + aM˜Ls+Lr,1 = d
sdr−1 − ds−1dr−1 + adr+s−1 = 0,
since Lr+s−1 < Lr + Ls ≤ Lr+s implies M˜Ls+Lr,1 = d
r+s−1. This proves the case b), j = 1.
Now we prove c): j = Lt+1 and j 6= Lr+1+i. In this case (Y
Lr+1)i,j = 0 and M˜i,Lt+1 = δi,Lt ,
hence
(M˜Y Lr−1M˜)i,j =
∑
u
M˜i,uM˜u+Lr−1,j = aM˜i,Lt−Lr+1.
We also have (Y uM˜Y Lr−u)i,Lt+1 = M˜u+ i, Lt + 1 + u− Lr.
If t < r, then M˜i,Lt−Lr+1 = 0, and M˜u+ i, Lt + 1 + u− Lr 6= 0 only if Lt+1+u−Lr ∈ {0, 1},
because u+ i+1 = Lt+1+ u−Lr leads to j = Lt+1 = i+1+Lr which we have excluded. So
Lr∑
u=0
(Y uM˜Y Lr−u)i,j =
Lr∑
u=0
M˜i+u,Ls+1+u−Lr = M˜i+Lr−Ls−1,0 + M˜i+Lr−Ls,1 = 0,
since i+ Lr − Ls 6= 0 as it would lead to j = Ls + 1 = Lr + 1 + i. This proves the case c) when
t < r.
If t = r, then (M˜Y Lr−1M˜)i,Lt+1 = aM˜i,1. Moreover
(Y uM˜Y Lr−u)i,Lt+1 = M˜u+i,Lt+1+u−Lr = M˜u+i,1+u
which is different from 0 only if 1 + u = 1, i.e., for u = 0. But then
a
Lr∑
u=0
(Y uM˜Y Lr−u)i,Lt+1 = aM˜i,1,
as desired. This proves the case c) for t = r. If t > r, then (M˜Y Lr−1M˜)i,j = aM˜i,Lt−Lr+1 = 0,
since i 6= Lt − Lr. But we also have M˜i+u,u+Lt−Lr+1 = 0, since i 6= Lt − Lr, so the case c) is
settled.
Finally we prove d): j = i+ Lr + 1. In this case (Y
Lr+1)i,j = 1. If i = 0, then we have
(M˜Y Lr−1M˜)0,Lr+1 = −a,
Lr∑
u=0
(Y uM˜Y Lr−u)0,Lr+1 =
Lr∑
u=0
M˜u,u+1 = −1 + ra,
since M˜u,u+1 = a for u = Lt. But
−ra2(Y Lr+1)0,Lr+1 = −ra
2,
so (3) holds at the entry (0, Lr + 1). Now, if i > 0, then, setting ℓ(i) := Lr + 1 + i, we have
(M˜Y Lr−1M˜)i,ℓ(i) =

M˜Lr−1,ℓ(i) − M˜Lr,ℓ(i) = 0, if 0 < i < n = L1
dt(M˜Lr−1,ℓ(i) − M˜Lr,ℓ(i)) = 0, if Lt < i < Lt+1
dtM˜Lr−1,ℓ(i) − d
t−1M˜Lr,ℓ(i) + aM˜Lr+Lt,ℓ(i), if i = Lt.
So (M˜Y Lr−1M˜)i,i+Lr+1 = aM˜Lr+Lt,Lr+Lt+1 if i = Lt. But M˜Lr+Lt,Lr+Lt+1 = a if Lt+r =
Lt + Lr and zero otherwise.
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On the other hand, for Lt < i < Lt+1 we have
Lr∑
u=0
(Y uM˜Y Lr−u)i,i+Lr+1 =
Lr∑
u=0
M˜i+u,i+u+1 =
r∑
s=1
M˜Lt+s,Lt+s+1 = ra,
since i > 0 and Lr+t+1 ≥ Lt+1 + Lr > Lr + i ≥ Lr + Lt + 1 ≥ Lr+t. Consequently (3) holds at
the entry (i, i+ Lr + 1).
Finally, if i = Lt, we have two possibilities: Either Lt+r = Lt + Lr or Lt+r = Lt + Lr + 1. If
Lt+r = Lt + Lr, then
Lr∑
u=0
(Y uM˜Y Lr−u)i,i+Lr+1 =
Lr∑
u=0
M˜i+u,i+u+1 =
r∑
s=0
M˜Lt+s,Lt+s+1 = (r + 1)a,
which together with (M˜Y Lr−1M˜)Lt,Lt+Lr+1 = aM˜Lr+Lt,Lr+Lt+1 = a
2 proves
(M˜Y Lr−1M˜)Lt,Lt+Lr+1 = a
Lr∑
u=0
(Y uM˜Y Lr−u)Lt,Lt+Lr+1 − ra
2(Y Lr+1)Lt,Lt+Lr+1.
If Lt+r = Lt + Lr + 1, then
Lr∑
u=0
(Y uM˜Y Lr−u)i,i+Lr+1 =
Lr∑
u=0
M˜i+u,i+u+1 =
r−1∑
s=0
M˜Lt+s,Lt+s+1 = ra,
which together with (M˜Y Lr−1M˜)Lt,Lt+Lr+1 = 0 proves
(M˜Y Lr−1M˜)Lt,Lt+Lr+1 = a
Lr∑
u=0
(Y uM˜Y Lr−u)Lt,Lt+Lr+1 − ra
2(Y Lr+1)Lt,Lt+Lr+1.
This completes the proof of d). 
Remark 10.3. The proof of Proposition 10.2 shows the limitation of our method in order to
obtain a complete classification. On one hand the approach of equalities of infinite matrices
yields conditions that reduce the possibilities to very few families. On the other hand proving
that a given infinite matrix yields a twisting map requires to verify an infinite number of matrix
equalities for infinite matrices. This is a lengthy computation that we were able to realize in
Corollary 5.4 and in Proposition 10.2. In the first case we only had to prove one of the equalities,
since those twisting maps have the n-extension property, i.e., they are completely determined by
the values of M˜k,∗ for k ≤ n. However, none of the twisting maps constructed in Proposition 10.2
has the m-extension property for any m. This is a direct consequence of the following property
of quasi-balanced sequences:
Let L≤r = (L1, . . . , Lr) be a quasi-balanced partial sequence. Then there exists an extension
of L≤r of the form (L1, . . . , Lr, . . . , Lr+k) such that both
(L1, . . . , Lr, . . . , Lr+k, Lr+k + n) and (L1, . . . , Lr, . . . , Lr+k, Lr+k + n+ 1)
are quasi-balanced partial sequences.
In a forthcoming article this property will be proven, together with several other properties
of these sequences. For example, the quasi-balanced sequences show a surprising connection to
Euler’s totient function and so they are interesting on its own. There are several open problems
related to the results of this article, we want to highlight two of them:
(1) Does there exist any twisting map such that the first 2n+1 rows correspond to the cases
of Propositions 8.2 and 8.4?
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(2) Does any twisting map related the case (2) of Proposition 4.6 has the m-extension prop-
erty for any m?
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