In this paper we study Newton's method for solving the generalized equation F (x)+ T (x) ∋ 0 in Hilbert spaces, where F is a Fréchet differentiable function and T is set-valued and maximal monotone. We show that this method is local quadratically convergent to a solution. Using the idea of majorant condition on the nonlinear function which is associated to the generalized equation, the convergence of the method, the optimal convergence radius and results on the convergence rate are established. The advantage of working with a majorant condition rests in the fact that it allow to unify several convergence results pertaining to Newton's method.
Introduction
The idea of solving a generalized equation of the form Find x such that F (x) + T (x) ∋ 0,
where F : Ω → H is a Fréchet differentiable function, H is a Hibert space, Ω ⊆ H an open set and T : H ⇒ H is a set-valued and maximal monotone, plays a huge role in classical analysis and its applications. For instance, systems of nonlinear equations and abstract inequality systems. If ψ : H → (−∞, +∞] is a proper lower semicontinuous convex function and
T (x) = ∂ψ(x) = {u ∈ H : ψ(y) ≥ ψ(x) + u, y − x }, ∀ y ∈ H, then (1) becomes the variational inequality problem
including linear and nonlinear complementary problems; additional comments about such problems can be found in [5, 7, 8, 11, 14, 17, 20, 22] . Newton's method has been extended in order to solve nonlinear systems of equalities and inequalities (see [3] ). In particular, Robinson in [17] generalized Newton's method for solving problems of the form F (x) ∈ C, which becomes the usual Newton's method to the special case in which C is the degenerate cone {0} ⊂ Y . A Newton method for solving (1) utilizes the iteration
for x 0 a given initial point. As is well known, the generalized equation (1) covers huge territory in classical analysis and its applications. When F ≡ 0, the iteration (2) becomes the standard Newton method for solving the nonlinear equation F (x) = 0,
In [2, 21] under a majorant condition and generalized Lipschitz condition, local and semi local convergence, quadratic rate and estimate of the best possible convergence radius of Newton's method as well as uniqueness of the solution for solving generalized equation were established.
It is well-known that an assumption used to obtain quadratic convergence of Newton's method (2) , for solving equation (1) , is the Lipschitz continuity of F ′ in a neighborhood of the solution. Indeed, keeping control of the derivative is an important point in the convergence analysis of Newton's method. On the other hand, a couple of papers have dealt with the issue of convergence analysis of the Newton's method, for solving the equation F (x) = 0, by relaxing the assumption of Lipschitz continuity of F ′ , see for example [12, 13, 23, 24] . The advantage of working with a majorant condition rests in the fact that it allow to unify several convergence results pertaining to Newton's method; see [12, 23] . In this paper we work with the majorant condition introduced in [12] . The analysis presented provides a clear relationship between the majorant function and the function defining the generalized equation. Also, it allows us to obtain the optimal convergence radius for the method with respect to the majorant condition and uniqueness of solution. The analysis of this method, under Lipschitz's condition and Smale's condition, are provided as special case.
The organization of the paper is as follows. In Section 2, some notations and important results used throughout the paper are presented. In Section 3, the main result is stated and in Section 3.1 properties of the majorant function, the main relationships between the majorant function and the nonlinear operator, the uniqueness of the solution and the optimal convergence radius are established. In Section 3.2, the main result is proved and in the last section some applications of this result are given.
Preliminaries
The following notations and results are used throughout our presentation. Let H be a Hilbert space with scalar product ., . and norm . , the open and closed balls at x with radius δ ≥ 0 are denoted, respectively, by B(x, δ) and B[x, δ].
We denote by L (X, Y ) the space consisting of all continuous linear mappings A : X → Y and the operator norm of A is defined by A := sup { Ax : x 1}. A bounded linear operator G : H → H is called a positive operator if G is a self-conjugate and Gx, x ≥ 0 for each x ∈ H. The domain and the range of G are, respectively, the sets dom G := {x ∈ H : G(x) = ∅} and rge G := {y ∈ H : y ∈ G(x) for some x ∈ X}. The inverse of G is the set-valued mapping
Now, we recall notions of monotonicity for set-valued operators. Definition 1. Let T : H ⇒ H be a set-valued operator. T is said to be monotone if for any x, y ∈ dom T and, u ∈ T (y), v ∈ T (x) implies that the following inequality holds:
A subset of H × H is monotone if it is the graph of a monotone operator. If ϕ : H → (−∞, +∞] is a proper function then the subgradient of ϕ is monotone. Definition 2. Let T : H ⇒ H be monotone. Then T is maximal monotone if the following implication holds for all x, u ∈ H: u − v, y − x ≥ 0 for each y ∈ domT and v ∈ T (y) ⇒ x ∈ domT and v ∈ T (x). (4) An example of maximal monotone operator is the subdifferential of a proper, lower semicontinuous, convex function ϕ : H → (−∞, +∞]. The following result can de found in [22] . Lemma 1. Let G be a positive operator. The following statements about G hold:
As a consequence of this result we have the following result:
Lemma 2. Let G be a positive operator. Suppose that G −1 exists, then for each x ∈ H we have
Proof. See Lemma 2.2 of [20] .
Let G : H → H be a bounded linear operator. We will use the convention that G := 
Local analysis of Newton's method
In this section, we study the Newton's method for solving (1) . For study the convergence properties of this method, we assume that the derivative F ′ satisfies a weak Lipschitz condition on a region Ω relaxing the usual Lipschitz condition. The statement of the our main result is: Suppose that 0 ∈ F (x * ) + T (x * ), F ′ (x * ) is a positive operator and F ′ (x * ) −1 exists. Let R > 0 and κ := sup{t ∈ [0, R) : B(x * , t) ⊂ Ω}. Suppose that there exists f : [0, R) → R twice continuously differentiable such that
for all τ ∈ [0, 1], x ∈ B(x * , κ) and
h2) f ′ is convex and strictly increasing.
Then, the sequences with starting point x 0 ∈ B(x * , r)/{x * } and t 0 = x * − x 0 , respectively,
are well defined, {t k } is strictly decreasing, is contained in (0, r) and converges to 0, {x k } is contained in B(x * , r) and converges to the point x * which is the unique solution of the generalized equation
, whereσ = min{r, σ} and σ := sup{0 < t < κ : f (t) < 0}. Moreover, the sequence {t k+1 /t 2 k } is strictly decreasing,
If, additionally, f (ρ)/(ρf ′ (ρ)) − 1 = 1 and ρ < κ, then r = ρ is the optimal convergence radius.
Remark 1.
Combining inequalities in (7), we obtain that {x k } converges Q-quadratically tox. Moreover, as {t k+1 /t 2 k } is strictly decreasing we have
Remark 2.
Since T is monotone maximal, if there exists a constant c > 0 such that
for each y ∈ H, then there exists a unique point x k+1 such that the first inclusion in (6) holds. The proof of this result can be found in [20, Lemma 2.2]. Hence, if for each k, there exists a constant c > 0 such that (8) holds, then the sequence generated by (6) is well defined.
From now on, we assume that the hypotheses of Theorem 4 hold.
Basic results
In this section, we establish some relationships between the majorant function f and the set-valued mapping F + T . The Proposition 2.5 of [9] state that the constants κ, ν and σ are all positive and t − f (t)/f ′ (t) < 0, for all t ∈ (0, ν). According to h2 and definition of ν, we have f ′ (t) < 0 for all t ∈ [0, ν). Therefore, the Newton iteration map for f is well defined in [0, ν), namely,
The next proposition was proved in Proposition 2.6 and Proposition 2.7 of [9] .
Proposition 5. The mapping (0, ν) ∋ t → |n f (t)|/t 2 is strictly increasing and
for all t ∈ (0, ν). Moreover, the constant ρ is positive. As a consequence, |n f (t)| < t for all t ∈ (0, ρ).
Using (9), it is easy to see that the sequence {t k } is equivalently defined as
Next result contain the main convergence properties of the above sequence and its prove is similar to Corollary 2.8 of [9] .
Corollary 6. The sequence {t k } is well defined, is strictly decreasing and is contained in (0, ρ). Moreover, {t k+1 /t 2 k } is strictly decreasing, {t k } converges to 0 and
In the sequel we will prove that the partial linearization of F + T has a single-valued inverse, which is Lipschitz in a neighborhood of x * . Since Newton's iteration at a point in this neighborhood happens to be a zero of the partial linearization of F + T at such a point, it will be first convenient to study the linearization error of F at a point in Ω
In the next result we bound this error by the linearization error of the majorant function f , namely,
, for all 0 ≤ u ≤ 1 and F is continuously differentiable in Ω, thus the definition of E F and some simple manipulations yield
Combining last inequality with (5) with τ = 1 − u and then performing the integral obtained using that f (0) = 0 we obtain that
Therefore using h 1 and the definition of e f the statement follows.
In the next result we will present the main relationships between the majorant function f and the operator F . The result is a consequence of Banach's lemma and its statement is: exists. Moreover,
Proof. Firstly note that
Take x ∈ B(x * , r). Since r < ν we have x − x * < ν. Thus, f ′ ( x − x * ) < 0 which, together (5) and h1, taking into account (12) , imply that for all x ∈ B(x * , r)
Thus, by Banach's lemma, we conclude that
exists. Moreover by above inequality,
The last result follows by noting that r = min{κ, ν}. On the other hand, using (13) we have
Take y ∈ H. Then, it follows by above inequality that
which implies, after of simple manipulations that
Since F ′ (x * ) is a positive operator and
exists by assumption, we obtain by Lemma 2 that
Therefore, combining the two last inequalities we conclude that F ′ (x)y, y ≥ 0, i.e., F ′ (x) is a positive operator.
Lemma 8 shows that F ′ (x) is a positive operator and
exists, thus by Lemma 2 we have that for any y ∈ H
Note that F ′ (x)y, y = F ′ (x)y, y , thus by the second part of Lemma 8 and h 2 we conclude that F ′ (x) satisfies (8) and consequently, the Newton iteration mapping is well-defined. Let us call N F +T , the Newton iteration mapping for F + T in that region, namely,
Therefore, one can apply a single Newton iteration on any x ∈ B(x * , r) to obtain N F +T (x) which may not belong to B(x * , r), or even may not belong to the domain of F . Thus, this is enough to guarantee the well-definedness of only one iteration of Newton's method. To ensure that Newtonian iterations may be repeated indefinitely, we need an additional result.
Proof. Since 0 ∈ F (x * ) + T (x * ) we have x * = N F +T (x * ). Thus, the inequality of the lemma is trivial for x = x * . Now, assume that 0 < x − x * ≤ t. Let y = N F +T (x). By (15) we have 0 ∈ F (x) + F ′ (x)(y − x) + T (y) for all x ∈ B(x * , r). As T is a maximal monotone, it follows that
which implies that
Since, by Lemma 8, F ′ (x) is a positive operator and
exists, we obtain from Lemma 2 that
Note that F ′ (x)(x * − y), x * − y = F ′ (x)(x * − y), x * − y , this together with (17) and (16) yields that
Hence, after simple manipulations, above inequality becomes
Using (11), second part in Lemma 8 and Lemma 7 in (18) we obtain that
On the other hand, taking into account that f (0) = 0, the definitions of e f and n f imply that
As x − x * ≤ t, the first part of Proposition 5 gives |n f ( x − x * )|/ x − x * 2 ≤ |n f (t)|/t 2 , thus the last inequality becomes
Hence, the desired inequality follows by combining (19) and the latter equation.
For proving second part of the lemma, take x ∈ B[x * , t]. Since x − x * ≤ t, first part of the lemma implies that N F +T (x) − x * ≤ |n f (t)|, and the first inclusion follows. Due to r ≤ ρ, second part of Proposition 5 implies that |n f (t)| ≤ t. Thus, the last inclusion is an immediate consequence of the first one.
In the next result we obtain the uniqueness of the solution in the neighborhood B[x, σ].
Lemma 10. Take t ∈ (0, r) and suppose that F ′ (x * ) is a positive operator and F ′ (x * ) −1 exists. If f (t) < 0, i.e., 0 is the unique zero of f in [0, t], then x * is the unique solution of (1) in B[x * , t]. As consequence, x * is the unique solution of (1) in B[x * ,σ].
Proof. Assume that y ∈ B[x * , t] and 0 ∈ F (y) + T (y). Then, as T is a maximal monotone and 0 ∈ F (x * ) + T (x * ) we obtain that
and thus
exists, we can apply Lemma 2 to obtain that
On the other hand
Combining above equality with (21) and (20), yields that
Using (5) with x = x * + t(y − x * ) and τ = 0 it is easy to conclude from the last equality that
Taking into account that f (0) = 0 and f ′ (0) = −1 the latter inequality becomes
Since f is strictly convex and f (t) < 0, we will have f < 0 in (0, t], i.e., 0 is the unique zero of f in [0, t] and hence, the above inequality implies that y − x * = 0, i.e., y = x * . Thus, x * is the unique zero of F + T ∋ 0 in B[x * , t]. The second part follows from the definition of σ.
In the next result we will obtain the the optimal convergence radius, which has its proof similar to the proof of Lemma 2.15 of [9] .
Lemma 11. If f (ρ)/(ρf ′ (ρ)) − 1 = 1 and ρ < κ, then r = ρ is the optimal convergence radius.
Proof of Theorem 4
Firstly, it is easy to see that the inclusion in (6) together (15) imply that the sequence {x k } satisfies
Proof. That {t k } is well defined, is strictly decreasing and is contained in (0, ρ) follows from Corollary 6. Moreover, from this same corollary, we conclude that {t k+1 /t 2 k } is strictly decreasing, {t k } converges to 0 and
, for k = 0, 1, . . . . As x 0 ∈ B(x * , r), and r ≤ ν, we conclude by combining (22) and inclusion N F +T (B(x * , r)) ⊂ B(x * , r) in second part of Lemma 9 that {x k } is well defined and remains in B(x * , r). On the other hand, since 0 < x k − x * < r ≤ ρ, for k = 0, 1, . . . , we obtain from (22), Lemma 9 and second part of Proposition 5 that
Thence, { x k − x * } is strictly decreasing and convergent. Let b = lim k→∞ x k − x * . Because { x k − x * } rest in (0, ρ) and it is strictly decreasing we have 0 ≤ b < ρ. Then, by continuity of n f and (23) imply 0 ≤ b = |n f (b)|, and from second part of Proposition 5 we have b = 0. Therefore, we conclude that {x k } converges to x * . Due to t 0 = x * − x 0 , definition of {t k } in (10) implies that t k+1 = |n f (t k )|, hence (22) and Lemma 9 imply that
Then, the first inequality in (7) follows from last inequality, first part of Lemma 9 and the definition of {t k } in (10) . Finally, the uniqueness follows from Lemma 10 and the last statement in the theorem follows from Lemma 11.
Some special cases
In this section, we will present some special cases of Theorem 4. When F ≡ {0} and f ′ satisfies a Lipschitz-type condition, we will obtain a particular instance of Theorem 4, which retrieves the classical convergence theorem on Newton's method under the Lipschitz condition; see [16, 19] . A version of Smale's theorem on Newton's method for analytical functions is obtained in Theorem 13.
Under Lipschitz-type condition
In this section, we will present a version of classical convergence theorem for Newton's method under Lipschitz-type condition for generalized equations. The classical version for F ≡ {0} have appeared in Rall [16] and Traub and Wozniakowski [19] . Suppose that 0 ∈ F (x * ) + T (x * ), F ′ (x * ) is a positive operator and F ′ (x * )
exists and, there exists a constant K > 0 such that
Let r := min {κ, 2/(3K)}, where κ := sup{t > 0 : B(x * , t) ⊂ Ω}. Then, the sequences with starting point x 0 ∈ B(x * , r)/{x * } and t 0 = x * − x 0 , respectively,
are well defined, {t k } is strictly decreasing, is contained in (0, r) and converges to 0, {x k } is contained in B(x * , r) and converges to the point x * which is the unique solution of
If, additionally, 2/(3K) < κ, then r = 2/(3K) is the best possible convergence radius.
Proof. Using condition in (24), we can immediately prove that F , x * and f : [0, κ) → R, defined by f (t) = Kt 2 /2 − t, satisfy the inequality (5) and the conditions h1 and h2 in Theorem 4. In this case, it is easy to see that ρ and ν, as defined in Theorem 4, satisfy ρ = 2/(3K) ≤ ν = 1/K and, as a consequence, r := min{κ, 2/(3K)}. Moreover, f (ρ)/(ρf ′ (ρ)) − 1 = 1, f (0) = f (2/K) = 0 and f (t) < 0 for all t ∈ (0, 2/K). Also, the sequence {t k } in Theorem 4 is given by (25) and
Therefore, the result follows by invoking Theorem 4.
Remark 3. The above result contain, as particular instance, several theorem on Newton's method; see, for example, Rall [16] , Traub and Wozniakowski [19] and Daniel [3] .
Remark 4. Since x * − x 0 ≤ 2/(3K), the last inequality in (26) implies that x * − x k+1 ≤ 3K/2 x * − x k 2 for k = 0, 1, . . . . Then, we conclude that
Under Smale's-type condition
In this section, we will present a version of classical convergence theorem for Newton's method under Smale's-type condition for generalized equations. The classical version has appeared in corollary of Proposition 3 pp. 195 of Smale [18] , see also Proposition 1 pp. 157 and Remark 1 pp. 158 of Blum, Cucker, Shub, and Smale [1] ; see also [9] .
Theorem 13. Let H be a Hilbert space, Ω be an open nonempty subset of H, F : Ω → H be an analytic function, T : H ⇒ H be a set-valued operator and x * ∈ Ω. Suppose that 0 ∈ F (x * ) + T (x * ),
exists. Suppose that
Let r = min{κ, (5 − √ 17)/(4γ)}, where κ := sup{t > 0 : B(x * , t) ⊂ Ω}. Then, the sequences with starting point x 0 ∈ B(x * , r)/{x * } and t 0 = x * − x 0 , respectively
are well defined, {t k } is strictly decreasing, contained in (0, r) and converges to 0, and {x k } is contained in B(x * , r) and converges to the point x * which is the unique solution of F (x) + T (x) ∋ 0 in B(x * ,σ), whereσ = min{r, 1/(2γ)}. Moreover, {t k+1 /t 2 k } is strictly decreasing, t k+1 /t 2 k < γ/[2(1 − γ x 0 − x * ) 2 − 1], for k = 0, 1, . . . and Before proving above theorem we need of two results. The next results gives a condition that is easier to check than condition (5), whenever the functions under consideration are twice continuously differentiable, and its proof follows the same path of Lemma 21 of [10] . Lemma 14. Let Ω ⊂ H be an open set, and let F : Ω → H be an analytic function. Suppose that x * ∈ Ω and B(x * , 1/γ) ⊂ Ω, where γ is defined in (27). Then for all x ∈ B(x * , 1/γ), it holds that F ′′ (x) ≤ 2γ/(1 − γ x − x * ) 3 .
The next result gives a relationship between the second derivatives F ′′ and f ′′ , which allow us to show that F and f satisfy (5), and its proof is similar to Lemma 22 of [10] . f ′′ ( x − x * ), for all x ∈ B(x * , κ), then F and f satisfy (5).
[Proof of Theorem 13] . Consider f : [0, 1/γ) → R defined by f (t) = t/(1 − γt) − 2t. Note that f is analytic and f (0) = 0, f ′ (t) = 1/(1 − γt) 2 − 2, f ′ (0) = −1, f ′′ (t) = 2γ/(1 − γt) 3 . It follows from the last equalities that f satisfies h1 and h2. Combining Lemma 15 with Lemma 14, we conclude that F and f satisfy (5). The constants, ν, ρ and r, as defined in Theorem 4, satisfy
Moreover, f (ρ)/(ρf ′ (ρ)) − 1 = 1 and f (0) = f (1/(2γ)) = 0 and f (t) < 0 for t ∈ (0, 1/(2γ)). Also, {t k } satisfy
Therefore, the result follows by applying the Theorem 4.
