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Abstrat: It is shown analytially how a neural network an be used optimally
to enode input data that is derived from a toroidal manifold. The ase of a
2-layer network is onsidered, where the output is assumed to be a set of dis-
rete neural ring events. The network objetive funtion measures the average
Eulidean error that ours when the network attempts to reonstrut its input
from its output. This optimisation problem is solved analytially for a toroidal
input manifold, and two types of solution are obtained: a joint enoder in whih
the network ats as a soft vetor quantiser, and a fatorial enoder in whih the
network ats as a pair of soft vetor quantisers (one for eah of the irular
subspaes of the torus). The fatorial enoder is favoured for small network
sizes when the number of observed ring events is large. Suh self-organised
fatorial enoding may be used to restrit the size of network that is required
to perform a given enoding task, and will deompose an input manifold into
its onstituent submanifolds.
1 Introdution
The purpose of this paper is to show analytially how a neural network an be
used to optimally enode input data that is derived from a toroidal manifold.
For simpliity, only the ase of a 2-layer network is onsidered, and an obje-
tive funtion is dened [1℄ that measures the average ability of the network to
reonstrut the state of its input layer from the state of its output layer. The
optimum network parameter values must then minimise this objetive funtion.
In this paper the output state is hosen to be the vetor of loations of a nite
number of the neural ring events that arise when an input vetor is presented
to the network, and, in the limit of a single ring event, this redues to a
winner-take-all enoder network.
If the input vetor is obtained from an arbitrary input probability density
funtion (PDF), then the network would have to be optimised numerially, and
a simple interpretation of its optimal parameters would not then be guaranteed.
∗
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On the other hand, if the input PDF is onstrained to have a simple enough form,
then an analyti optimisation guarantees that the results an be interpreted.
Beause the purpose of this paper is mainly to interpret the nature of the optimal
solution(s) that arise from the interplay between the input PDF and the network
objetive funtion, an analyti rather than a numerial approah will be used.
The detailed form of the optimum network parameters depends on the ho-
sen input PDF, and, for simpliity, the input PDF will be hosen to dene a
urved manifold whih is uniformly populated by all of the allowed input ve-
tors. The shape of this manifold then determines the type of optimum solution
that the network adopts. For instane, a 1-dimensional linear manifold with a
uniform distribution of input vetors leads to an optimum solution in whih eah
neuron res only if the input lies within a small range of values, so the network
behaves as a soft salar quantiser. This result generalises to higher dimensional
linear manifolds, where the network behaves as a soft vetor quantiser. A more
interesting type of optimum solution an our when the manifold is urved. For
instane, a irular manifold (whih is a 1-dimensional manifold embedded in a
2-dimensional spae) leads to an optimum solution that is analogous to the soft
salar quantiser obtained with a 1-dimensional linear manifold, but a toroidal
manifold (whih is a 2-dimensional manifold embedded in a 4-dimensional spae)
does not neessarily lead to an optimum solution that is analogous to the soft
vetor quantiser obtained with a 2-dimensional linear manifold.
For a 2-dimensional toroidal manifold, it is possible for the optimum solution
to be onstruted out of a pair of soft salar quantisers, eah of whih enodes
only one of the two irular manifolds that form the toroidal manifold. This is
alled a fatorial enoder (beause it breaks the input into its onstituent fators,
whih it then enodes), as opposed to a joint enoder (whih diretly enodes the
input, without rst breaking it into its onstituent fators). Beause a fatorial
enoder splits up the overall enoding problem into a number of smaller enoding
problems, whih it then takles in parallel, it requires fewer neurons than a joint
enoder would have needed for the same enoding problem.
For the type of network objetive funtion that is disussed in this paper,
fatorial enoding does not our with linear manifolds. This is beause the
random nature of the neural ring events does not guarantee that at least one
suh event ours in eah of the soft salar quantisers in a fatorial enoder, and,
for a linear manifold, this leads to a muh larger average reonstrution error
if a fatorial enoder is used than if a joint enoder is used. This eet is sum-
marised in gure 1 for a linear manifold, and in gure 2 for a toroidal manifold.
Heneforth, only the toroidal ase will be disussed, beause it is a urved man-
ifold whih thus has interesting fatorial enoding properties, whereas a linear
manifold would not.
In gure 2(a) the torus is overlaid with a 20 × 20 toroidal lattie, and a
typial joint enoding ell is highlighted (this would use a total of 400 = 20×20
neurons). Figure 2(a) makes lear why suh enoding is desribed as joint,
beause the response of eah neuron depends on the values of both dimensions
of the input. The neural network implementation of this type of joint enoder
would have onnetions from eah output neuron to all of the input neurons.
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Figure 1: Diagram (a) shows the enoding ells for joint enoding of a 2-
dimensional linear manifold; a typial enoding ell is shaded. Diagram (b)
shows the orresponding enoding ells for a fatorial enoder; typial enoding
ells for eah of the two fators and their intersetion are shaded. The distortion
that would result from only one of the two fators is large, beause the enoding
ell is a long thin retangular region.
In gure 2(b) the torus is overlaid with a 20 × 20 toroidal lattie, and a
typial pair of interseting fatorial enoding ells is highlighted (this would use
a total of 40 = 20 + 20 neurons). Figure 2(b) makes lear why suh enoding
is desribed as fatorial, beause the response of eah neuron depends on only
one of the dimensions of the input, or, in other words, on only one fator that
parameterises the input spae. The neural network implementation of this type
of fatorial enoder would have onnetions from eah output neuron to only
half of the input neurons. In gure 2(b) an aurate enoding is obtained by
a proess that is akin to triangulation, in whih the intersetion between the
2 orthogonal enoding ells denes a region of the 2-torus that is equivalent to
the orresponding joint enoding ell in gure 2(a).
For a toroidal input manifold it turns out that there is an upper limit to the
number of neurons that an be used if a fatorial enoder is to have a smaller
average reonstrution error than the orresponding joint enoder. This limit is
smaller than the number of neurons that are used in gure 2(b), so that diagram
should not be interpreted too literally.
1.1 Vetor Quantisers
The existing literature on the simplest type of enoder (i.e. the vetor quantiser
(VQ)) inludes the following examples:
1. A standard VQ, in whih the input spae is partitioned into a number
of non-overlapping enoding ells, whih is also known as an LBG vetor
quantiser (after the initials of the authors of [2℄). In operation, all of the
input vetors that lie losest (in the Eulidean sense) to a given ode vetor
are assigned the same ode index (whih thus denes an enoding ell),
and the approximate reonstrution of these inputs is then the entroid
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Figure 2: Diagram (a) shows the enoding ells for joint enoding of a 2-
dimensional toroidal manifold; a typial enoding ell is shaded. Diagram (b)
shows the orresponding enoding ells for a fatorial enoder; typial enoding
ells for eah of the two fators and their intersetion are shaded. The distortion
that would result from only one of the two fators is not as large as in the ase
of the orresponding linear manifold, beause the long thin retangular enoding
ells are now wrapped round into loops, thus reduing the average separation (in
the Eulidean sense) of points within eah enoding ell.
of the enoding ell. This type of VQ an be viewed as a single-layer
winner-take-all (WTA) neural network.
2. A topographi VQ (TVQ), in whih the ode indies and enoding ells are
arranged so that ode indies that dier by a small amount are assigned
to enoding ells that are lose to eah other (in the Eulidean sense).
This topographi property automatially emerges if a VQ is optimised for
enoding input vetors to be transmitted along a noisy ommuniation
hannel [3, 4, 5, 6℄. The Kohonen topographi mapping network [7℄ is
an approximation to this type of enoder, as was explained in [5℄. The
TVQ may be generalised to a soft TVQ (STVQ) in whih eah ode index
is hosen probabilistially in response to the orresponding input vetor
[8, 9℄.
3. Simultaneously use more than one standard VQ, with eah VQ enoding
only a subspae of the input (see for example [10℄); in eet, more than
one ode index is used to enode the input vetor. By this means, a high-
dimensional spae an be split up into a number of lower dimensional
piees. This type of VQ is equivalent to multiple single-layer WTA neural
network modules, eah of whih operates on a subspae of the input. This
is an example of a fatorial enoder, in whih the input is split into a
number of separate parts, or fators.
4. The simultaneous use of multiple VQs an be extended to a tree-like net-
work of VQs [11℄. This type of VQ is equivalent to multiple single layer
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WTA neural network modules whih are onneted together in a tree-like
network of modules.
For simpliity, only the ase of a 2-layer network (i.e. an input and an
output layer) will be onsidered, but otherwise the network will be obliged to
learn how to make use of all of its neurons. The simplest enoder whih has
all of the required behaviour, and whih inludes the above 2-layer examples
as speial ases, is one in whih the neurons re disretely in response to the
input, and, after a nite number of ring events has ourred, the input is then
reonstruted as aurately as possible (in the Eulidean sense). In the speial
ase where only a single ring event is observed, this redues to a standard
LBG vetor quantiser that was disussed in ase 1 above. In the more general
ase, where a nite number of ring events is observed, this an lead to fatorial
enoder networks of the type that was disussed in ase 3 above.
1.2 Curved Manifolds
The purpose of this paper is to derive optimal ways of enoding data using
neural networks in whih multiple ring events are observed, and to show that
fatorial enoder networks an be optimal when the input data lies on a urved
manifold. In order to get a feel for how urved manifolds arise in image data,
onsider the examples shown in gure 3 and gure 4, whih show the manifold
generated by a single target (gure 3) and by a pair of targets (gure 4), when
projeted onto three neighbouring pixels (i.e. the lous of the 3-vetor formed
from these pixel values is plotted as the target(s) move around).
Clearly, these image manifolds are urved, and the urvature gets greater
the narrower the Gaussian proles used to generate the target images beome.
It is not at all obvious how best to enode vetors that lie on suh man-
ifolds. For instane, one might try to tile the manifold with a large number
of small enoding ells obtained from some variant of a VQ, or one might try
to projet the manifold onto a basis obtained from some variant of prinipal
omponents analysis (PCA). In fat, these two examples are both speial ases
of the approah that is advoated in this paper; a VQ orresponds to a single
ring event, whereas PCA orresponds to an innite number of ring events.
The problem of optimally enoding data that is derived from a general urved
manifold requires a numerial solution. However, in order to develop our un-
derstanding, it is best to start with an analytially tratable example based on
a simple urved manifold, whih is arefully seleted to preserve the essential
features of more general urved manifolds. With this in mind, the most impor-
tant feature to preserve in the analyti example is urvature. A irle is the
simplest 1-dimensional urved manifold, whih may then be used to onstrut
higher dimensional toroidal manifolds. For instane, a pair of irles may be
used to onstrut the 2-dimensional toroidal manifold shown in gure 2. It turns
out that, if a toroidal manifold is used, then the network objetive funtion an
be analytially minimised to yield results that exhibit interesting joint enoder
and fatorial enoder properties.
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Figure 3: Manifold formed when the 1-dimensional image of a target (a Gaussian
prole with a half-width of one pixel) is moved around. Only the projetion Ai,j
onto the pixels at (i, j) = (−1, 0), (0, 0) and (1, 0) is shown.
1.3 Struture of this Paper
In setion 2 the basi theoretial framework is introdued, from whih some
expressions are derived for optimising a network whih is trained on data from
a toroidal input manifold. In setion 3 the detailed results for enoding a ir-
ular input manifold are given (whih are trivially related to the orresponding
results for the ase of joint enoding of a 2-torus), and in setion 4 these results
are extended to the ase of fatorial enoding of a 2-torus. The results for joint
enoding and fatorial enoding are ompared in setion 5. Some useful asymp-
toti approximations are disussed in setion 6, and a useful approximation to
the optimal network is disussed in setion 7.
The main steps in the derivations are reported in the appendies to this
paper, and in several ases there is a onsiderable amount of algebra involved,
whih was done using algebrai manipulator software [12℄.
2 Basi Theoretial Framework
The enoder model that is assumed throughout this paper is a 2-layer network
of neurons. The state of the input layer is denoted as an input vetor x (whih
is assumed in this paper to be a ontinuous ativity pattern), and the state of
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Figure 4: Manifold formed when the 2-dimensional image of a target (a Gaussian
prole with half-widths of one pixel in eah diretion) is moved around. Only
the projetion Ai,j onto the pixels at (i, j) = (−1, 1), (0, 0) and (1, 1) is shown.
the output layer is denoted as the output vetor y (whih is assumed in this
paper to be a disrete pattern of ring events). The information ontent of the
output state y may be used to draw inferenes about the input state x. This
an be formalised by using Bayes' theorem in the form
Pr (x|y) = Pr (y|x) Pr (x)∫
dx′ Pr
(
y|x′)Pr (x′) (1)
where the PDF Pr (x|y) of the input x given that the output y is known (i.e.
the generative model) is ompletely determined by two quantities: the likeli-
hood Pr (y|x) that output y ours when input x is present (i.e. the reogni-
tion model), and the prior PDF Pr (x) that input x ould our irrespetive
of whether y is being observed. However, for all but the most trivial situa-
tions, if the funtional form of Pr (y|x) is simple then the funtional form of
Pr (x|y) is ompliated (or vie versa, with the roles of Pr (y|x) and Pr (x|y)
interhanged). In other words, if the reognition and generative models are
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stritly related by Bayes' theorem, then diulties inevitably arise in analyti
and numerial alulations.
A possible way around this problem is to use a network objetive funtion
D0 that has a simple funtional form for the Pr (y|x), but has an approximation
to the ideal Pr (x|y) implied by Bayes' theorem (or vie versa). A onvenient
hoie is
D0 ≡ −
∫
dx
∑
y
Pr (x,y) logQ (x,y)
= −
∫
dxPr (x)
∑
y
Pr (y|x) logQ (x|y) −
∑
y
Pr (y) logQ (y) (2)
Pr (x,y) is a joint probability that satises Pr (x,y) = Pr (y|x) Pr (x) =
Pr (x|y) Pr (y) (i.e. Bayes' theorem holds), Q (x,y) is an approxima-
tion to Pr (x,y) that satises the orresponding relationships Q (x,y) =
Q (y|x)Q (x) = Q (x|y)Q (y), ∫ dxPr (x) (· · · ) integrates over all the possible
states of the input layer,
∑
y
Pr (y|x) (· · · ) sums over all the possible states of the
output layer given that the state of the input layer is known, and
∑
y
Pr (y) (· · · )
sums over all the possible states of the output layer.
The objetive funtion D0 measures the average number of bits required
when the approximate joint probability Q (x,y) is used as a referene to enode
eah pair (x,y) drawn randomly from the true joint probability Pr (x,y) [14℄,
so D0 belongs to the lass of minimum desription length (MDL) objetive
funtions [15℄. Stritly speaking, the number of bits depends on the auray
with whih the ontinuous-valued x is measured. However, this renement is
omitted from equation 2 beause it does not aet the results in this paper,
provided that the size of the quantisation ells into whih x is binned is muh
smaller than the sale on whih Pr (x|y) and Q (x|y) utuate.
The objetive funtion D0 an be simplied if Q (x,y) is assumed to have
the following properties
Q (y) = onstant
Q (x|y) = 1(√
2piσ
)dimx exp
(
−‖x− x
′ (y)‖2
2σ2
)
(3)
where the approximation Q (x|y) to the true generative model Pr (x|y) is a
Gaussian PDF, and the prior probabilities Q (y) are onstrained to all be equal.
If the value of σ is xed, then D0 may be replaed by the simpler, but equivalent,
vetor quantiser objetive funtion DV Q, whih is dened as
DV Q ≡
∫
dxPr (x)
∑
y
Pr (y|x) ‖x− x′ (y)‖2 (4)
where
∑
y
Pr (y) = 1 has been used to eliminate the
∑
y
Pr (y) logQ (y) term.
This measures the average Eulidean distortion that ours when the input x is
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probabilistially enoded as y, and then subsequently reonstruted as x′ (y).
This is a soft version of the LBG vetor quantiser objetive funtion [2℄, in
whih y ats as a ode index, Pr (y|x) ats a soft enoding presription for
probabilistially transforming x into y, and x′ (y) ats as the orresponding
ode vetor. The optimal Pr (y|x) that minimises DV Q is deterministi (i.e.
eah x is transformed to one, and only one, y), so DV Q atually leads to an
LBG vetor quantiser itself, rather than merely a probabilisti version thereof
[8℄.
Under the same assumptions (see equation 3) that yielded the expression for
DV Q, the Helmholtz mahine objetive funtion [13℄ would redue to
DHM = DV Q +
∫
dxPr (x)
∑
y
Pr (y|x) log Pr (y|x) (5)
where the extra term is the so-alled bits-bak term, whih is (minus) the
entropy of the output y given that the input x is known, then averaged over
all inputs. Thus DHM does not diretly penalise Pr (y|x) that have a large
entropy, or, in other words, it allows the reognition model Pr (y|x) to be suh
that many output states y are permitted one the input state x is known. This
means that the reognition models produed by a Helmholtz mahine tend to
be more stohasti than they would have been had the bits-bak term been
omitted from DHM . Conversely, the objetive funtion DV Q that is used in this
paper diretly penalises Pr (y|x) that have a large entropy, so the reognition
models produed tend to be more deterministi than the stohasti ones that
the Helmholtz mahine would produe under equivalent irumstanes. Thus
using DV Q tends to lead to sparse odes in whih few neurons an re, whereas
using DHM tends to lead to distributed odes in whih many neurons an re.
The hosen objetive funtion has both an information theoreti interpre-
tation (given by D0 in equation 2), in whih it seeks to minimise the number
of bits required to enode Pr (x,y), and also an enoder/deoder interpretation
(given by DV Q in equation 4), in whih it seeks to minimise the Eulidean dis-
tortion that arises when x is enoded as y and then subsequently reonstruted
as x′ (y). Also, using DV Q as the network objetive funtion ensures bakward
ompatibility with preexisting results (e.g. [2, 7℄).
An upper bound on the network objetive funtion is introdued in se-
tion 2.1, and the stationarity onditions whih must be satised for an optimal
network behaviour are derived in setion 2.2. Joint enoding on a 2-torus is dis-
ussed in setion 2.3, and fatorial enoding on a 2-torus is disussed in setion
2.4.
2.1 Objetive Funtion
In order to make progress it is neessary to make some assumptions about the
network output state y. Thus the output layer will be assumed to onsist
of M neurons that re disretely in response to the input ativity pattern x.
Furthermore, y will be assumed to be an n-dimensional vetor, that onsists
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of the observations of the loations (y1, y2, · · · , yn) of the rst n ring events
that our in response to input x (this is desribed in detail in [1℄). Note
that the individual yi are salars, but the generalisation to vetor-valued yi is
straightforward.
For ompatibility with results published earlier (e.g. [8, 1℄), the objetive
funtion that will be used here isD = 2DVQ, whih has an upper boundD1+D2
given by (see appendix A for a detailed derivation and disussion)
D1 ≡ 2
n
∫
dxPr (x)
M∑
y=1
Pr (y|x) ‖x− x′ (y)‖2
D2 ≡ 2 (n− 1)
n
∫
dxPr (x)
∥∥∥∥∥x−
M∑
y=1
Pr (y|x)x′ (y)
∥∥∥∥∥
2
(6)
where Pr (y|x) is the probability that neuron y res rst in response to input
x, and x′ (y) is a referene vetor that is used by neuron y in its attempt to
approximately reonstrut the input. In the limit n = 1 only D1 ontributes,
and a standard LBG vetor quantiser emerges whenD1 is minimised. As n→∞
only D2 ontributes, and a PCA enoder emerges when D2 is minimised.
This upper bound D1+D2 on the objetive funtion D will be used to derive
all of the results in this paper. Its funtional form, in whih Pr (y|x) appears
only quadratially (unlike in equation 5 for DHM ), allows analyti results to be
readily derived.
2.2 Stationarity Conditions
The upper bound D1+D2 (see equation 6) on the objetive funtion D = 2DV Q
(see equation 4) needs to be minimised with respet to two types of parameter:
posterior probabilities Pr (y|x) and referene vetors x′ (y). This ould be done
numerially for an arbitrary input PDF Pr (x) by using a gradient desent type
of algorithm [1℄, but here D1 + D2 will be analytially minimised for some
arefully hosen speial ases of Pr (x).
The stationarity ondition
∂(D1+D2)
∂x′(y) = 0 gives (see appendix B.1)
n
∫
dxPr (x|y) x = x′ (y) + (n− 1)
∫
dxPr (x|y)
M∑
y′=1
Pr (y′|x)x′ (y′) (7)
where Pr (y) > 0 has been assumed. The ∂(D1+D2)∂x′(y) = 0 stationarity ondition
also has the solution Pr (y) = 0, but this solution may be disarded beause
Pr (y) > 0 is always the ase in pratie. The right hand side of the stationarity
ondition in equation 7 has two ontributions: a D1-like ontribution whih
is a single referene vetor x′ (y), plus a D2-like ontribution whih is n − 1
times a sum of referene vetors
∑M
y′=1
(∫
dxPr (y′|x) Pr (x|y))x′ (y′), where
the oeient
∫
dxPr (y′|x) Pr (x|y) aounts for the eet (at neuron y) of
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observing all pairs of ring events (y, y′) for y′ = 1, 2, · · · ,M . The sum of these
two terms is n times the total referene vetor that is eetively assoiated with
neuron y, whih is n times
∫
dxPr (x|y) x as given on the left hand side of
equation 7.
The stationarity ondition
δ(D1+D2)
δ log Pr(y|x) = 0 gives (see appendix B.2)
M∑
y′=1
(Pr (y′|x)− δy,y′) x′ (y′)·

1
2
x′ (y′)− nx+ (n− 1)
M∑
y′′=1
Pr (y′′|x)x′ (y′′)

 = 0
(8)
where the onstraint
∑M
y′=1 Pr (y
′|x) = 1 has been imposed, and Pr (x) > 0 and
Pr (y|x) > 0 have been assumed. The δ(D1+D2)δ log Pr(y|x) = 0 stationarity ondition
also has two other solutions: either Pr (x) = 0, or Pr (x) > 0 and Pr (y|x) = 0.
Using the normalisation onstraint
∑M
y=1 Pr (y|x) = 1, the last of these solutions
ensures that Pr (y′|x) ≤ 1 for y′ 6= y, and when all values of y are onsidered the
net eet is to onstrain Pr (y|x) to the interval 0 ≤ Pr (y|x) ≤ 1, as expeted.
The solutions of the stationarity ondition for Pr (y|x) in equation 8 are
pieewise linear funtions of x. This pieewise linear property of Pr (y|x) (as
disussed in appendix B.2) is an enormous simpliation, beause it means that
rather than searhing the innite dimensional spae of funtions Pr (y|x) for
the optimal ones that minimise D1 +D2, one needs only searh a nite dimen-
sional spae of pieewise linear funtions Pr (y|x) (subjet to the onstraints
0 ≤ Pr (y|x) ≤ 1 and ∑My=1 Pr (y|x) = 1).
2.3 Joint Enoding
Joint enoding, as shown in gure 2(a), is haraterised by a Pr (y|x) in whih
the neurons labelled by y form a disretised version of the manifold that x lives
on. For instane, when x lives on a 2-torus, so that x = (x1,x2) where x1 =
(cos θ1, sin θ1) and x2 = (cos θ2, sin θ2), where 0 ≤ θ1 < 2pi and 0 ≤ θ2 < 2pi,
the Pr (y|x) typially behave as shown in gure 2(a), where the 2-torus is tiled
with enoding ells. When n > 1 neighbouring enoding ells overlap, so gure
2(a) does not then give an aurate representation of the enoding ells.
For joint enoding of a 2-torus, y must be replaed by the pair (y1, y2), where
the y1 index labels one diretion around the toroidal lattie, and y2 labels the
other diretion (this notation must not be onfused with the (y1, y2, · · · , yn)
notation that was used in setion 2.1). Thus Pr (y|x) → Pr (y1, y2|x1,x2) with
1 ≤ y1 ≤
√
M and 1 ≤ y2 ≤
√
M . For simpliity, assume Pr (x1,x2) =
Pr (x1) Pr (x2), where Pr (x1) and Pr (x2) eah dene a uniform PDF on the
input manifold. The following results for D1 and D2 may then be derived (see
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appendix C.1)
D1 =
4
n
∫
dx1 Pr (x1)
√
M∑
y1=1
Pr (y1|x1) ‖x1 − x′1 (y1)‖2
D2 =
4 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
√
M∑
y1=1
Pr (y1|x1) x′1 (y1)
∥∥∥∥∥∥
2
(9)
These results for D1 and D2 show that, under the simplifying assumptions
made above, the problem of optimising a joint enoder is equivalent to the
problem of optimising an enoder for x1 alone (with the replaement M →√
M), and then multiplying the value of D1+D2 by a fator 2 to aount for x2
as well. This illustration of the behaviour of joint enoder posterior probabilities
in the ase of Pr (y1, y2|x1,x2) may readily be generalised to higher dimensions.
2.4 Fatorial Enoding
Fatorial enoding, as shown in gure 2(b), is haraterised by a Pr (y|x) in
whih the neurons labelled by y are partitioned into a number of subsets, eah
of whih forms a disretised version of a subspae of the manifold that x lives
on. For instane, when x lives on a 2-torus, and the neurons are partitioned
into two equal-sized subsets, the Pr (y|x) typially behave as shown in gure
2(b), where eah of the two irular subspaes within the 2-torus is tiled with
enoding ells, whih overlap when n > 1.
For fatorial enoding of a 2-torus Pr (y|x) = Pr (y|x1,x2) = 12 Pr (y|x1) +
1
2 Pr (y|x2), where
∑M
2
y=1 Pr (y|x1) = 1,
∑M
y=M
2
+1 Pr (y|x2) = 1, Pr (y|x1) = 0
for
M
2 + 1 ≤ y ≤ M , and Pr (y|x2) = 0 for 1 ≤ y ≤ M2 . For simpliity, assume
Pr (x1,x2) = Pr (x1) Pr (x2), where Pr (x1) and Pr (x2) eah dene a uniform
PDF on the input manifold. The following results for D1 and D2 may then be
derived (see appendix C.2)
D1 =
2
n

∫ dx1 Pr (x1)
M
2∑
y=1
Pr (y|x1) ‖x1 − x′1 (y)‖2 +
∫
dx2 Pr (x2) ‖x2‖2


D2 =
4 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
1
2
M
2∑
y=1
Pr (y|x1)x′1 (y)
∥∥∥∥∥∥
2
(10)
These results for D1 and D2 show that, under the simplifying assumptions
made above, the problem of optimising a fatorial enoder is losely related to
the problem of optimising two 1-dimensional enoders. This illustration of the
behaviour of fatorial enoder posterior probabilities in the ase of Pr (y|x1,x2)
may readily be generalised to higher dimensions.
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3 Cirular Manifold
The analysis of how to enode data that lives on a urved manifold begins with
the ase of data that lives on a irle. In partiular, assume that the input
vetor x is uniformly distributed on the unit irle entred on the origin, so
that x an be parameterised by a single angular variable θ, thus
x = (cos θ, sin θ)∫
dx Pr (x) (· · · ) = 1
2pi
∫ 2pi
0
dθ (· · · ) (11)
The posterior probability Pr (y|x) may thus be replaed by Pr (y|θ), and for
purely onventional reasons, the range of y is now hosen to be y = 0, 1, · · · ,M−
1 rather than y = 1, 2, · · · ,M . The set of M posterior probabilities for y =
0, 1, · · · ,M − 1 an be parameterised as
Pr (y|θ) = p
(
θ − 2piy
M
)
(12)
where p (θ) is the θ-dependene of the posterior probability assoiated with the
y = 0 neuron. The θ-dependene of p (θ) must be pieewise sinusoidal (i.e. made
out of piees that eah have the funtional form a+ b cos θ+ c sin θ) in order to
ensure that Pr (y|x) is pieewise linear, as is required of solutions to equation
55. Similarly, the M orresponding referene vetors an be parameterised as
x′ (y) = r
(
cos
(
2piy
M
)
, sin
(
2piy
M
))
(13)
whih all have length r, and thus form a regular M -sided polygon.
It turns out that, for input vetors that live on a irular manifold, optimal
joint enoding never auses more than 3 dierent neurons to re in response to a
given input (i.e. no more than 3 posterior probabilities overlap in input spae).
This severely limits the number of dierent pieewise funtions that have to be
manipulated when solving the D1 +D2 minimisation problem for input vetors
that live on a irle. An analogous simpliation also holds for joint and fatorial
enoding of a 2-torus. The ase of 2 overlapping posterior probabilities an be
optimised without too muh diulty, but the ase of 3 overlapping posterior
probabilities involves a prohibitively large amount of algebra, for whih it is
onvenient to use an algebrai manipulator [12℄. The alulations turn out to
be highly strutured, so the use of an algebrai manipulator ould in priniple
be used to solve even more ompliated analyti problems.
All of the results for enoding input data that lives on a irular manifold may
be derived from the expression for D1+D2 in equation 6 (and the orresponding
stationarity onditions), with the replaement given in equation 11 to ensure
that the input manifold orresponds to a uniform distribution of data around a
unit irle, and the funtional forms given in equation 12 and equation 13.
The orresponding results for joint enoding of data that lives on a 2-torus
an be obtained diretly from these results (see setion 2.3). The expression for
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the minimum value of D1 +D2 for joint enoding a 2-torus using
√
M × √M
neurons is obtained by making the replaement M →
√
M in the expression for
the minimum value of D1+D2 for enoding a irle using M neurons, and then
multiplying this result by 2 in order to aount for both the irles that form
the 2-torus (see equation 9).
3.1 Two Overlapping Posterior Probabilities
A detailed derivation of the results reported in this setion is given in appendix
D.1. Beause the neurons have an angular separation of
2pi
M (see the form of the
posterior probability given in equation 12), the funtional form of p (θ) may be
dened as
p (θ) =


1 0 ≤ |θ| ≤ piM − s
f (θ) piM − s ≤ |θ| ≤ piM + s
0 |θ| ≥ piM + s
(14)
where the s parameter is half the angular width of the overlap between the
posterior probabilities of adjaent neurons on the unit irle, in whih ase
0 ≤ s ≤ piM ensures that no more than two neurons an respond to a given
input. Antiipating the optimum solution, a typial example of this type of
posterior probability is shown in gure 5.
In order to guarantee that Pr (y|x) has a pieewise linear dependene on x, as
is required of solutions of equation 8, f (θ) must have the sinusoidal dependene
f (θ) = a+ b cos θ + c sin |θ|, where the use of |θ| arises beause p (θ) = p (−θ).
Note that the Pr (x) = 0 solution to the stationarity ondition on Pr (y|x) (see
equation 8) implies that Pr (y|x) is undened for any x that does not lie on
the unit irle. However, for those x that do lie on the unit irle, the a, b
and c parameters an be determined by demanding ontinuity of p (θ) at the
ends of its pieewise intervals (i.e. at θ = piM − s and θ = piM + s), and by
demanding that the total probability of any neuron ring rst is unity (i.e. the
total posterior probability is normalised suh that f (θ) + f
(
2pi
M − θ
)
= 1 in the
interval
pi
M − s ≤ θ ≤ piM + s), to obtain
f (θ) =
1
2
+
1
2
sin
(
pi
M − θ
)
sin s
(15)
This orresponds to a pieewise linear ontribution to Pr (y|x) whose gradient
points in the
(− sin ( piM ) , cos ( piM )) diretion. A typial example of this type of
posterior probability is shown in gure 5.
Without loss of generality (beause the solution is symmetri under rotations
of θ whih are multiples of 2piM ) set y = 0 in equation 8, to obtain in the interval
pi
M − s ≤ θ ≤ piM + s
0 =r csc2 s sin
( pi
M
)
sin
( pi
M
− θ
)(
sin s− sin
( pi
M
− θ
))
×
(
n sin s− (n− 1) r sin
( pi
M
))
(16)
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Figure 5: Plot of the optimal neural posterior probability p (θ) for M = 8 and
n = 2. The neighbouring posterior probabilities p
(
θ ± 2piM
)
are also plotted. The
optimal value of s is s ≈ 0.49 piM . The departure of p (θ) from linearity in the
interval
pi
M − s ≤ θ ≤ piM + s is too small to be easily seen.
whih may be solved for the optimum length r of the referene vetors, to yield
r =
n
n− 1
sin s
sin
(
pi
M
)
(17)
Set y = 0 in equation 7 to obtain a transendental equation that must be
satised by the optimum s
sin s
sin
(
pi
M
) − n− 1
n
M
pi
sin
( pi
M
)
(cos s+ s sin s) = 0 (18)
The symmetry of the solution may be used to make the replaement
1
2pi
∫ 2pi
0
dθ (· · · )→ Mpi
∫ pi
M
0
dθ (· · · ) in the expressions for D1 and D2, whih may
then be evaluated and simplied to yield the minimum D1 +D2 as
D1 +D2 = 2− n
n− 1
M
2pi
(2s+ sin (2s)) (19)
The value of s whih should be used in this expression forD1+D2 is the solution
of equation 18 for the hosen values of M and n.
Note that the expression for r in equation 17 and the expression for D1+D2
in equation 19 both have a nite limits as n→ 1, beause the limiting behaviour
of the solution s of equation 18 is s → (n− 1) Mpi sin2
(
pi
M
)
(see the asymptoti
results in setion 6), whih ontains a fator n− 1 to anel the 1n−1 fator that
appears in both equation 17 and equation 19.
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3.2 Three Overlapping Posterior Probabilities
A detailed derivation of the results reported in this setion is given in appendix
D.2. Beause the neurons have an angular separation of
2pi
M , the funtional form
of p (θ) may be dened as
p (θ) =


f1 (θ) 0 ≤ |θ| ≤ − piM + s
f2 (θ) − piM + s ≤ |θ| ≤ 3piM − s
f3 (θ)
3pi
M − s ≤ |θ| ≤ piM + s
0 |θ| ≥ piM + s
(20)
where the s parameter is half the angular width of the overlap between the
posterior probabilities of adjaent neurons on the unit irle, in whih ase
pi
M ≤ s ≤ 2piM ensures that no more than 3 neurons an respond to a given input.
Antiipating the optimum solution, a typial example of this type of posterior
probability is shown in gure 6.
In order to guarantee that Pr (y|x) has a pieewise linear dependene on x,
the fi (θ) must have the sinusoidal dependene fi (θ) = ai+bi cos θ+ci sin |θ| for
i = 1, 2, 3. For those x that lie on the unit irle, the ai, bi and ci parameters
an be determined by imposing ontinuity of p (θ) at θ = − piM + s, θ = 3piM − s
and θ = piM + s, and normalisation of the total posterior probability suh that
f1 (θ) + f3
(
2pi
M + θ
)
+ f3
(
2pi
M − θ
)
= 1 in the interval 0 ≤ θ ≤ − piM + s, and
f2 (θ) + f2
(
2pi
M − θ
)
= 1 in the interval − piM + s ≤ θ ≤ 3piM − s. Also, to satisfy
the stationarity onditions, set y = 0 in equation 7, and also set y = 0 in
equation 8 in eah of the intervals 0 ≤ θ ≤ − piM + s, − piM + s ≤ θ ≤ 3piM − s and
3pi
M − s ≤ θ ≤ piM + s. These onditions are suient to solve for the optimum
The fi (θ) for i = 1, 2, 3, the optimum r, and the optimum s.
The optimum fi (θ) are
f1 (θ) = −1
4
(
cos
(
4pi
M
− s
)
+ cos s− 2 cos
( pi
M
)
cos θ
)
csc2
( pi
M
)
sec
(
2pi
M
− s
)
f2 (θ) =
1
2
(
cot
( pi
M
)
sec
(
2pi
M
− s
)
sin
( pi
M
− θ
)
+ 1
)
f3 (θ) = −1
4
csc2
( pi
M
)(
cos
(
3pi
M
− θ
)
sec
(
2pi
M
− s
)
− 1
)
(21)
whih orrespond to dierent pieewise linear ontributions to Pr (y|x). The
f1 (θ) piee has a gradient that points in the (1, 0) diretion, the f2 (θ) piee
has a gradient that points in the
(− sin ( piM ) , cos ( piM )) diretion, and the f3 (θ)
piee has a gradient that points in the
(− sin ( 3piM ) , cos ( 3piM )) diretion. The
optimum r is
r =
n
n− 1
cos
(
2pi
M − s
)
cos
(
pi
M
)
(22)
and the transendental equation that must be satised by the optimum s (for
16
M = 4 this redues to equation 18) is
1
n
cos
(
2pi
M − s
)
cos
(
pi
M
) −n− 1
n
M
pi
cos
( pi
M
)(
sin
(
2pi
M
− s
)
−
(
2pi
M
− s
)
cos
(
2pi
M
− s
))
= 0
(23)
and the minimum D1 +D2 may be obtained as
D1 +D2 =
n
(
(n− 1) (2n−2n − Mpi s)− sec2 ( piM ))
2 (n− 1)2
− n
(
(n− 1) (2− Mpi s)+ sec2 ( piM ))
2 (n− 1)2 cos
(
4pi
M
− 2s
)
(24)
As in setion 3.1, the limit n → 1 is well behaved beause the limiting
behaviour of the solution s of equation 23 ontains a fator n − 1 (see the
asymptoti results in setion 6) to anel the
1
n−1 fator that appears in both
equation 22 and equation 24.
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Figure 6: Plot of the optimal neural posterior probability p (θ) for M = 8 and
n = 100. The neighbouring posterior probabilities p
(
θ ± 2piM
)
are also plotted.
The optimal value of s is s ≈ 1.39 piM .
The results for the optimum value of s (i.e. equation 18 and equation 23)
may be ombined to yield the results shown in gure 7.
Asymptotially, asM →∞ and n→∞, the ontour s = piM (the dashed line
in gure 7), whih is the boundary between the regions where 2 and 3 posterior
probabilities overlap, is given by n ≈ 3M2pi2 (see the asymptoti results in setion
6).
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Figure 7: Contour plot of the optimum value of s versus (n,M) for enoding
of a irular manifold. The solid ontours are for the interval 0 ≤ s < piM , the
dotted ontours are for
pi
M < s ≤ 2piM , and the dashed ontour is for s = piM
(this behaves asymptotially as n ≈ 3M2pi2 ). The ontours are all separated by
intervals of
pi
10M .
The orresponding results for joint enoding of input vetors that live on a
2-torus are shown in gure 8.
4 Toroidal Manifold: Fatorial Enoding
All of the results for fatorial enoding of input data that lives on a toroidal
manifold may be derived from the expression for D1 +D2 in equation 10 (and
the orresponding stationarity onditions), with the appropriate replaements
for equations 11, 12 and 13.
The posterior probability p (θ) then has the same funtional form as for a
irular manifold, exept that M is replaed by M2 beause eah of the two
dimensions uses exatly half of the total of M neurons, so these results are not
quoted expliitly here. The steps in the derivation of the optimum values of r
and s and the minimum value of D1+D2 are analogous to the steps that appear
in the derivation for a irular input manifold, and the results are suiently
dierent from the ones that were obtained from a irular manifold that they
are quoted expliitly here.
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Figure 8: Contour plot of the optimum value of s versus (n,M) for joint enod-
ing of a toroidal manifold. The solid ontours are for the interval 0 ≤ s < pi√
M
,
the dotted ontours are for
pi√
M
< s ≤ 2pi√
M
, and the dashed ontour is for
s = pi√
M
(this behaves asymptotially as n ≈ 3Mpi2 ). The ontours are all sepa-
rated by intervals of
pi
10
√
M
.
4.1 Two Overlapping Posterior Probabilities
A detailed derivation of the results reported in this setion is given in appendix
D.3. The stationarity onditions yield the optimum r as
r =
2n
n− 1
sin s
sin
(
2pi
M
)
(25)
The transendental equation that must be satised by the optimum s is
sin s
sin
(
2pi
M
) − n− 1
n+ 1
M
2pi
sin
(
2pi
M
)
(cos s+ s sin s) = 0 (26)
The expression for the minimum D1 +D2 is
D1 +D2 = 4− n
n− 1
M
2pi
(2s+ sin (2s)) (27)
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4.2 Three Overlapping Posterior Probabilities
A detailed derivation of the results reported in this setion is given in appendix
D.4. The stationarity onditions yield the optimum r as
r =
2n
n− 1
cos
(
4pi
M − s
)
cos
(
2pi
M
)
(28)
The transendental equation that must be satised by the optimum s is
1
n
cos
(
4pi
M − s
)
cos
(
2pi
M
) −n− 1
2n
M
2pi
cos
(
2pi
M
)(
sin
(
4pi
M
− s
)
−
(
4pi
M
− s
)
cos
(
4pi
M
− s
))
= 0
(29)
The expression for the minimum D1 +D2 is
D1 +D2 =
n
(
(n− 1) (2n−2n − M2pi s)− 2 sec2 ( 2piM ))
(n− 1)2
− n
(
(n− 1) (2− M2pi s)+ 2 sec2 ( 2piM ))
(n− 1)2 cos
(
8pi
M
− 2s
)
(30)
The results for the optimum value of s (i.e. equation 26 and equation 29)
may be ombined to yield the results shown in gure 9.
5 Joint Versus Fatorial Enoding
The results in setion 3 and setion 4 may be used to dedue when a fatorial
enoder is favoured with respet to a joint enoder (for input data that lives on
a 2-torus). Firstly, equation 18 (with the replaement M → √M , and setting
s = pi√
M
) may be used to dedue the region of the (n,M) plane where joint
enoding of a 2-torus involves no more that 2 overlapping posterior probabilities,
and equation 26 (with s = 2piM ) may be used to dedue the orresponding result
for fatorial enoding of a 2-torus. One these regions have been established, it
is then possible to deide whih of equation 19 or equation 24 (with M → √M
and then multiplied overall by 2) to use to alulate D1+D2 in the ase of joint
enoding a 2-torus, and whih of equation 27 or equation 30 to use to alulate
D1 +D2 in the ase of fatorial enoding a 2-torus. These results are gathered
together in gure 10.
The need to derive results where up to 3 posterior probabilities overlap
(whih involves a large amount of algebra) is lear from the results shown in
gure 10, where it may be seen that most of the region where the fatorial
enoder is favoured with respet to the joint enoder has up to 3 overlapping
posterior probabilities. The degree to whih a fatorial enoder is favoured with
respet to a joint enoder may be seen in gure 11.
If the number of neurons M is restrited (i.e. M . 12), then the joint
enoding sheme in whih the 2-torus is enoded using small enoding ells as
shown in gure 2(a), is usually not as good as the fatorial enoding sheme in
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Figure 9: Contour plot of the optimum value of s versus (n,M) for fatorial
enoding of a toroidal manifold. The solid ontours are for the interval 0 ≤
s < 2piM , the dotted ontours are for
2pi
M < s ≤ 4piM , and the dashed ontour is
for s = 2piM (this behaves asymptotially as n ≈ 32 M
2
pi2 ). The ontours are all
separated by intervals of
pi
5M .
whih the 2-torus is enoded using the intersetion of pairs of elongated enoding
ells as shown in gure 2(b). This does require that the number of ring events
n is suiently large that both subsets of M2 neurons in the fatorial enoder
are virtually guaranteed to eah reeive at least 1 ring event, so that they an
indeed approximate the input vetor by the intersetion of a pair of response
regions.
If the number of neurons M is too large (i.e. M & 12), then the joint en-
oding sheme is always favoured with respet to the fatorial enoding sheme,
beause there are suient neurons to enode the 2-torus well using small re-
sponse regions, as shown in gure 2(a). This inludes the limiting aseM →∞,
where the urvature of the input manifold is not visible to eah neuron sepa-
rately, beause eah neuron then responds to an innitesimally small angular
interval of the input manifold. This result implies that joint enoding is always
favoured when the input manifold is planar, as was disussed in gure 1 and
gure 2.
Although not presented here, these results generalise readily to higher dimen-
sional toruses, where fatorial enoding is even more favoured, beause (roughly
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Figure 10: The diagram shows various results pertaining to joint and fatorial
enoding of a 2-torus. The solid line is the boundary between the regions of the
(n,M) plane where joint or fatorial enoding are favoured, and the horizontal
dashed line is the asymptoti limit M ≈ 12 of this boundary as n→∞. The left
hand dashed line is the boundary between the regions where 2 or 3 overlapping
posterior probabilites our in joint enoding, and the right hand dashed line is
the orresponding boundary for fatorial enoding.
speaking) the number of neurons required to do joint enoding with a given res-
olution inreases exponentially with the dimensionality of the input, whereas
the number of neurons required to do fatorial enoding with a given resolution
inreases linearly with the dimensionality of the input (provided that enough
ring events are observed).
6 Asymptoti Results
Referring to gure 10, the asymptoti behaviour as M → ∞ lies in the region
where two posterior probabilities overlap, and the asymptoti behaviour as n→
∞ lies in the region where three posterior probabilities overlap, so are must
be taken to use the appropriate results when deriving the various asymptoti
approximations below. The boundary between the regions where two or three
posterior probabilities overlap an be obtained for a irular input manifold by
putting s = piM in equation 18 (or s =
2pi
M in equation 26 in the ase of a toroidal
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Figure 11: Plots for M = 6, 7, 8, 9, 10, 11 of (D1 +D2)factorial−(D1 +D2)joint
in units in whih (D1 +D2)factorial = 1. This makes it lear that the degree
to whih a fatorial enoder is favoured with respet to a joint enoder is quite
signiant for large n.
input manifold), and as M →∞ this is given by
n ≈
{
3M
2
pi2 irular manifold
3
2
M2
pi2 toroidal manifold (fatorial enoding)
(31)
AsM →∞ the asymptoti behaviour ofD1+D2 for a irular input manifold
may be obtained by asymptotially expanding the s dependene of equation 18
(or equation 26 in the ase of a toroidal input manifold) in inverse powers of
M , to yield
s ≈
{
n−1
n
pi
M +
(n−1)(n2−4n+2)
3n3
pi3
M3 irular manifold
n−1
n+1
2 pi
M +
(n−1)(n2−6n+1)
3(n+1)3
(
2 pi
M
)3
toroidal manifold (fatorial enoding)
(32)
and substituting this solution into the appropriate expression for r to obtain
r ≈


1 + (2n
2−6n+3)
6n2
pi2
M2 irular manifold
2n
n+1 +
8n(n2−4n+1)
3(n+1)3
pi2
M2 toroidal manifold (fatorial enoding)
(33)
and substituting this solution into the appropriate expression for D1 + D2 to
obtain
D1+D2 ≈
{
2(2n−1)
3n2
pi2
M2 irular manifold
4
n+1 +
64n2
3(n+1)3
pi2
M2 toroidal manifold (fatorial enoding)
(34)
The asymptoti result for a irular manifold may be used to determine the
orresponding result for a linear manifold. Thus, if lengths are saled so that the
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separation of the neurons (as measured around the irular manifold) beomes
unity, whih requires that all lengths are divided by
2 pi
M , then asymptotially
as M →∞ the irular manifold solution beomes idential to the solution for
a linear manifold with neurons separated by unit distane. Thus the optimum
solution for a linear manifold with neurons separated by unit distane is s = n−12n
and D1 +D2 =
2n−1
6n2 (note that D1 +D2 has the dimensions of (length)
2
).
As n → 1 (i.e. the LBG vetor quantiser limit) the asymptoti behaviour
of D1 + D2 for a irular input manifold may be obtained by expanding the
s dependene of equation 18 about the point s = 0 (or equation 26 about the
point s = 0 for a toroidal input manifold), to yield
s ≈
{
(n− 1) Mpi sin2
(
pi
M
)
irular manifold
n−1
2
M
2pi sin
2
(
2pi
M
)
toroidal manifold (fatorial enoding)
(35)
whih gives s = 0 when n = 1, so there is no overlap between the posterior prob-
abilities for dierent neurons, as would be expeted in a vetor quantiser where
only one neuron is allowed to re. Substitute this solution into the appropriate
expression for r to obtain at n = 1
r =
{
M
pi sin
(
pi
M
)
irular manifold
M
2pi sin
(
2pi
M
)
toroidal manifold (fatorial enoding)
(36)
whih is the distane of the entroid of an ar of the unit irle (with angular
length
2pi
M for a irular manifold, or angular length
4pi
M for a toroidal manifold)
from the origin, as expeted for a network in whih only one neuron an re.
So the best reonstrution is the entroid of the inputs that ould have aused
the single ring event. These results may be substituted into the appropriate
expression for D1 +D2 to obtain at n = 1
D1 +D2 =
{
2− 2 (Mpi )2 sin2 ( piM ) irular manifold
4− 2 (M2pi )2 sin2 ( 2piM ) toroidal manifold (fatorial enoding)
(37)
These results for D1 + D2 have a simple geometrial interpretation. For a
irular manifold D1 +D2 is (twie) the average squared distane from an ar
with angular length
2pi
M to its assoiated referene vetor, whih is exatly what
would be expeted. For a toroidal manifold D1 + D2 is the same result with
M → M2 , plus an extra ontribution of 2, beause a fatorial enoder with only
1 ring event ats as a onventional enoder using
M
2 neurons for the irular
dimension that is fortunate enough to be assoiated with the ring event (hene
the rst ontribution to D1 +D2), and ats as no enoder at all for the other
irular dimension whih is assoiated with no ring events (hene the extra
ontribution of 2 to D1 +D2).
As n→∞ the asymptoti behaviour of D1+D2 for a irular input manifold
may be obtained by expanding the s dependene of equation 23 about the point
s = 2piM (or equation 29 about the point s =
4pi
M for a toroidal input manifold),
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to yield
s ≈


2pi
M −
(
3pi
M n cos2( piM )
) 1
3
irular manifold
4pi
M −
(
12pi
M n cos2( 2piM )
) 1
3
toroidal manifold (fatorial enoding)
(38)
where the limiting values of s as n → ∞ (i.e. s → 2piM for a irular manifold,
and s → 4piM for a toroidal manifold) stops just short of allowing four or more
posterior probabilities to overlap. In this limit D1 = 0, so for a irular manifold
the network ats as a PCA enoder (see the disussion after equation 6) whose
expansion oeients sum to unity. In order to enode vetors on a unit irle
without error three basis vetors are required; the expansion oeients are
probabilities whih must sum to unity, so three basis vetors are required in order
that there are two independent expansion oeients. This is the reason why it
is suient to onsider no more than three overlapping posterior probabilities for
enoding data that lives in a 2-dimensional manifold (this argument generalises
straightforwardly to higher dimensions). The same argument applies to the ase
of fatorial enoding of a toroidal manifold. Substitute this solution into the
appropriate expression for r to obtain
r ≈


1
2 sec(
pi
M
)
(
2−
(
3pi
Mncos2( pi
M
)
)2/3)
circular manifold
sec(2pi
M
)
(
2−
(
12pi
Mncos2( 2pi
M
)
)2/3)
toroidal manifold (factorial encoding)
(39)
and substitute these results into the appropriate expression for D1 + D2 to
obtain
D1 +D2 ≈
{
2
n tan
2
(
pi
M
)
irular manifold
4
n
(
2 sec2
(
2 pi
M
)− 1) toroidal manifold (fatorial enoding)
(40)
Thus as n → ∞ it is possible to derive a value of M for whih the asymptoti
D1 + D2 is the same for joint and fatorial enoding of a toroidal manifold.
This value of M must satisfy 4n tan
2
(
pi√
M
)
= 4n
(
2 sec2
(
2 pi
M
)− 1), whih yields
M ≈ 11.74.
7 Approximate the Posterior Probability
A posterior probability may always be written in the form
Pr (y|x) = Q (x|y)∑M−1
y′=0 Q (x|y′)
(41)
where Q (x|y) ≥ 0 (with Q (x|y) > 0 for at least one value of y for eah x). If
the neurons behaved in suh a way that they produed independent Poissonian
25
ring events in response to a given input, then Q (x|y) would be the ring rate
(or ativation funtion) of neuron y in response to input x.
The optimum solution p (θ) (as given in equation 14 and equation 15) may
be approximated on the unit irle (i.e. x = (cos θ, sin θ)) by dening Q (x|y) as
Q (x|y) =
{
w · x− a w · x ≥ a
0 w · x ≤ a
w =
(
cos
(
2piy
M
)
, sin
(
2piy
M
))
a = cos
( pi
M
)
− sin
( pi
M
)
sin s (42)
where a is a threshold parameter, and w is a unit weight vetor. This is the
form of the neural ativation funtion that is used in [16℄. This leads to a good
approximation to the optimum solution p (θ) beause
p (θ) =


0 θ ≤ − piM − s
Q(x|y=0)
Q(x|y=0)+Q(x|y=M−1) +O
((
θ + piM
)3) − piM − s ≤ θ ≤ − piM + s
1 − piM + s ≤ θ ≤ piM − s
Q(x|y=0)
Q(x|y=0)+Q(x|y=1) +O
((
θ − piM
)3) pi
M − s ≤ θ ≤ piM + s
0 θ ≥ piM + s
(43)
This approximation works well beause urved input manifolds an be optimally
enoded by using appropriate hyperplanes (as dened in equation 42) to slie
o piees of the manifold.
This approximation breaks down as M −→∞, as an be seen by inspeting
the series expansion of p (θ) near θ = piM .
p (θ) =


1
2 − 12 1sin s
(
θ − piM
)
+ 112
1
sin s
(
θ − piM
)3
+O
((
θ − piM
)4) exat
1
2 − 12 1sin s
(
θ − piM
)
+ 112
(
1
sin s − 3tan pi
M
sin2 s
) (
θ − piM
)3
+O
((
θ − piM
)4) approximate
(44)
whih dier in the O
((
θ − piM
)3)
term. In the limit M −→ ∞ the half-
width parameter s behaves like M−1 , so the O
((
θ − piM
)3)
term behaves like
M
(
θ − piM
)3
in the exat ase, and M3
(
θ − piM
)3
in the approximate ase be-
ause of the ontribution from the
3
tan pi
M
sin2 s term. As M −→ ∞ eah neuron
responds to a progressively smaller angular range of inputs on the unit irle,
so from the point of view of eah neuron the urvature of the input manifold
beomes negligible (i.e. the input manifold appears to more and more losely
approximate a straight line), whih ultimately makes it impossible to use hy-
perplanes to slie o piees of the manifold. In the M −→ ∞ limit, a better
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approximation to the posterior probability would be to use ball-shaped regions
(e.g. a radial basis funtion network) to ut up the input manifold into piees.
8 Conlusions
The results in this paper demonstrate that, for input data that lies on a urved
manifold (speially, a 2-torus), and for an objetive funtion that measures the
average reonstrution error (in the Eulidean sense) of a 2-layer neural network
enoder, the type of enoder that is optimal depends on the total number of
neurons and on the total number of observed ring events in the network output
layer. There are two basi types of enoder: a joint enoder in whih the network
ats as a vetor quantiser for the whole input spae, and a fatorial enoder in
whih the network breaks into a number of subnetworks, eah of whih ats as
a vetor quantiser for a subspae of the input spae.
The partiular onditions under whih fatorial enoding is favoured with
respet to joint enoding arise when the input data is derived from a urved input
manifold, provided that the number of neurons is not too large, and provided
that the number of observed neural ring events is large enough. Fatorial
enoding does not emerge when the input manifold is insuiently urved, or
equivalently when there are too many neurons, beause then eah neuron does
not have a suiently large enoding ell to be aware of the manifold's urvature.
Fatorial enoding allows the input data to be enoded using a muh smaller
number of neurons than would be the ase if joint enoding were used. Beause
only a small number of neurons is used, a fatorial enoding sheme must be
suint, so it has to abstrat the underlying degrees of freedom in the input
manifold; this is a very useful side-eet of fatorial enoding. This eet be-
omes stronger as the dimensionality of the urved input manifold is inreased.
The main simpliation that makes these alulations possible is that, in
an optimal neural network, the form for the posterior probability is a pieewise
linear funtion of the input vetor. This leads to an enormous simpliation in
the mathematis, beause only the spae of pieewise linear funtions needs to
be searhed for the optimal solution, rather than the whole spae of funtions
(subjet to normalisation and non-negativity onstraints).
A onvenient approximation to this type of fatorial enoder is the parti-
tioned mixture distribution (PMD) network [17℄, in whih the individual sub-
networks in the fatorial enoder network are onstrained to share parameters,
whih thus leads to an upper bound on the minimum value of the objetive
funtion that would have ideally been obtained with the unonstrained fatorial
enoder network.
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A Objetive Funtion
The objetive funtion D = 2DV Q is given by
D ≡ 2
∫
dxPr (x)
∑
y
Pr (y|x) ‖x− x′ (y)‖2 (45)
If the observed state of the output layer is the loations of n ring events on M
neurons, then this expression for D an be manipulated into the following form
[1℄
D = 2
∫
dxPr (x)
M∑
y1=1
M∑
y2=1
· · ·
M∑
yn=1
Pr (y1, y2, · · · , yn|x) ‖x− x′ (y1, y2, · · · , yn)‖2
(46)
where Pr (y|x) has now been replaed by the more expliit notation
Pr (y1, y2, · · · , yn|x), and x′ (y1, y2, · · · , yn) is a vetor given by
x′ (y1, y2, · · · , yn) =
∫
dxPr (x|y1, y2, · · · , yn) x (47)
where Pr (x|y1, y2, · · · , yn) may be expressed in terms of Pr (x) and
Pr (y1, y2, · · · , yn|x) by using Bayes' theorem in equation 1. The goal now is
to minimise the expression for D in equation 46 with respet to the funtion
Pr (y1, y2, · · · , yn|x). The orret value for x′ (y1, y2, · · · , yn)may be determined
by treating it as an unknown parameter that has to be adjusted to minimise D.
Pr (y1, y2, · · · , yn|x) may be interpreted as a reognition model whih trans-
forms the state of the input layer into (a probabilisti desription of) the state
of the output layer, and x′ (y1, y2, · · · , yn) may be regarded as the orrespond-
ing generative model that transforms the state of the output layer into (an
approximate reonstrution of) the state of the input layer.
There is so muh exibility in the hoie of Pr (y1, y2, · · · , yn|x) (and the
orresponding x′ (y1, y2, · · · , yn)) that even if D is minimised, it does not ne-
essarily yield an enoded version of the input that is easily interpretable. One
way in whih a ode an be enouraged to have a simple interpretation is to
fore x′ (y1, y2, · · · , yn) (i.e. the generative model) to be parameterised thus [1℄
x′ (y1, y2, · · · , yn) = x′ (y1) + x′ (y2) + · · ·+ x′ (yn) (48)
whih is a (symmetri) superposition of referene vetors x′ (y) from eah neuron
y that has been observed to re. In this ase eah neuron has a learly iden-
tiable ontribution to the reonstrution of the input, whih makes it muh
easier to interpret what eah neuron is doing. In this ase the ‖· · · ‖2 term
in D is symmetri under interhange of the (y1, y2, · · · , yn), so only the sym-
metri part S [Pr (y1, y2, · · · , yn|x)] of Pr (y1, y2, · · · , yn|x) under interhange
of the (y1, y2, · · · , yn) ontributes to D, beause the symmetri summation∑M
y1=1
∑M
y2=1
· · ·∑Myn=1 (· · · ) then removes all non-symmetri ontributions.
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Dene the marginal probabilities Pr (y1|x) and Pr (y1, y2|x) of the symmetri
part S [Pr (y1, y2, · · · , yn|x)] of Pr (y1, y2, · · · , yn|x) under interhange of the
(y1, y2, · · · , yn) as
Pr (y1|x) =
M∑
y2,y3,y4,··· ,yn=1
S [Pr (y1, y2, · · · , yn|x)]
Pr (y1, y2|x) =
M∑
y3,y4,··· ,yn=1
S [Pr (y1, y2, · · · , yn|x)] (49)
These marginal probabilities are for the ase where n ring events have poten-
tially been observed, but only the loations of 1 (or 2) ring event(s) hosen
randomly from the total number n have atually been observed, with the loa-
tions of the other n− 1 (or n− 2) ring events having been averaged over.
If it is assumed that Pr (y1|x) and Pr (y1, y2|x) are related by
Pr (y1, y2|x) = Pr (y1|x) Pr (y2|x) (50)
then the objetive funtion D has an upper bound D1 +D2 given by [1℄
D ≤ D1 +D2
D1 ≡ 2
n
∫
dxPr (x)
M∑
y=1
Pr (y|x) ‖x− x′ (y)‖2
D2 ≡ 2 (n− 1)
n
∫
dxPr (x)
∥∥∥∥∥x−
M∑
y=1
Pr (y|x)x′ (y)
∥∥∥∥∥
2
(51)
Eah of the two marginal probabilities in equation 49 ontributes to a dierent
term in D1 +D2; Pr (y1|x) ontributes to D1, whereas Pr (y1, y2|x) ontributes
to D2. Informally speaking, D1 measures the information that a single ring
event (out of n suh events) ontributes to the reonstrution of the input,
whereas D2 measures the information that pairs of ring events (out of n suh
events) ontribute to the reonstrution of the input. D1 is weighted by a fator
1
n whih suppresses the single ring event ontribution as n→∞, whereasD2 is
weighted by a fator
n−1
n whih suppresses the double ring event ontribution
as n→ 1, as expeted. If only the D1 part of the objetive funtion is used (i.e.
n = 1), then a standard LBG vetor quantiser [2℄ emerges whih approximates
the input by a single referene vetor x′ (y), whereas if only the D2 part of the
objetive funtion is used (i.e. n → ∞), then the network behaves essentially
as a prinipal omponent analyser (PCA) whih approximates the input by a
sum of referene vetors
∑M
y=1 Pr (y|x)x′ (y), where the Pr (y|x) are expansion
oeients whih sum to unity, and the x′ (y) are basis vetors.
The upper bound D1+D2 on D ontains LBG enoding and PCA enoding
as two limiting ases, and gives a prinipled way of interpolating between these
extremes. This useful property has been bought at the ost of replaing D by
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an upper bound bound D1 +D2, whih will yield only a suboptimal (from the
point of view of D) enoder. However, this upper bound an be expeted to
be tight in ases where the input manifold an be modelled aurately using
the parameteri form x′ (y1) + x′ (y2) + · · ·+ x′ (yn). These onditions are well
approximated in images whih onsist of a disrete number of onstituents, eah
of whih may be represented by an x′ (y) for some hoie of y. This model fails
in situations where two or more onstituents are plaed so that they overlap, in
whih ase the image will typially ontain oluded objets, whereas the model
assumes that the objets linearly superpose. Olusion is not an easy situation
to model, so it will be assumed that the image onstituents are suiently sparse
that they rarely oude eah other.
B Stationarity Conditions
The expression for D1 +D2 (see equation 6) has two types of parameters that
need to be optimised: the referene vetors x′ (y) and the posterior probabilities
Pr (y|x). In appendix B.1 the stationarity ondition for x′ (y) is derived, and
in appendix B.2 the stationarity ondition for Pr (y|x) is derived, taking into
aount the onstraints 0 ≤ Pr (y|x) ≤ 1 and∑My=1 Pr (y|x) = 1 whih must be
satised by probabilities.
B.1 Stationary x
′ (y)
The stationarity ondition
∂(D1+D2)
∂x′(y) = 0 for x
′ (y) was derived in [10℄. Thus
∂(D1+D2)
∂x′(y) an be written as
∂ (D1 +D2)
∂x′ (y)
=− 4
n
∫
dxPr (x) Pr (y|x) (52)
×

 x− x′ (y)
+ (n− 1)∑My′=1 Pr (y′|x) (x− x′ (y′))


and, using Bayes' theorem in the form Pr (x|y) Pr (y) = Pr (y|x) Pr (x), this
yields a matrix equation for the x′ (y)
0 = Pr (y)

n ∫ dxPr (x|y) x− (n− 1) M∑
y′=1
(∫
dxPr (x|y) Pr (y′|x)
)
x′ (y′)− x′ (y)


(53)
There are two lasses of solution to this stationarity ondition, orresponding
to one (or more) of the two fators in equation 53 being zero.
1. Pr (y) = 0 (the rst fator is zero). If the probability that neuron y res
is zero, then nothing an be dedued about x′ (y), beause there is no
training data to explore this neuron's behaviour.
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2. n
∫
dxPr (x|y) x =(n− 1)∑My′=1 (∫ dxPr (x|y) Pr (y′|x))x′ (y′) + x′ (y)
(the seond fator is zero). The solution to this matrix equation is the
required x′ (y).
B.2 Stationary Pr (y|x)
The stationarity ondition
δ(D1+D2)
δ log Pr(y|x) (with the normalisation onstraint∑M
y′=1 Pr (y
′|x) = 1) for Pr (y|x) will now be derived. Thus funtionally dif-
ferentiate D1+D2 with respet to log Pr (y|x), where logarithmi dierentation
impliitly imposes the onstraint Pr (y|x) ≥ 0, and use a Lagrange multiplier
term L ≡ ∫ dx′λ (x′)∑My′=1 Pr (y′|x′) to impose the normalisation onstraint∑M
y=1 Pr (y|x) = 1 for eah x, to obtain
δ (D1 +D2 − L)
δ log Pr (y|x) =
2
n
Pr (x) Pr (y|x) ‖x− x′ (y)‖2
− 4 (n− 1)
n
Pr (x) Pr (y|x)
× x′ (y) ·
(
x−
M∑
y=1
Pr (y|x) x′ (y)
)
− λ (x) Pr (y|x) (54)
The stationarity ondition implies that
∑M
y=1 Pr (y|x) δ(D1+D2−L)δ Pr(y|x) = 0, whih
may be used to determine the Lagrange multiplier funtion λ (x). When λ (x)
is substituted bak into the stationarity ondition itself, it yields
0 =Pr (x) Pr (y|x)
M∑
y′=1
(Pr (y′|x)− δy,y′)
× x′ (y′) ·

x′ (y′)
2
− nx+(n− 1)
M∑
y′′=1
Pr (y′′|x) x′ (y′′)


(55)
There are several lasses of solution to this stationarity ondition, orresponding
to one (or more) of the three fators in equation 55 being zero.
1. Pr (x) = 0 (the rst fator is zero). If the input PDF is zero at x, then
nothing an be dedued about Pr (y|x), beause there is no training data
to explore the network's behaviour at this point.
2. Pr (y|x) = 0 (the seond fator is zero). This fator arises from the dif-
ferentiation with respet to log Pr (y|x), and it ensures that Pr (y|x) < 0
annot be attained. The singularity in log Pr (y|x) when Pr (y|x) = 0 is
what auses this solution to emerge.
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3.
∑M
y′=1 (Pr (y
′|x)− δy,y′)x′ (y′) · (· · · ) = 0 (the third fator is zero). The
solution to this equation is a Pr (y|x) that has a pieewise linear depen-
dene on x. This result an be seen to be intuitively reasonable beause
D1+D2 is of the form
∫
dxPr (x) f (x), where f (x) is a linear ombination
of terms of the form xi Pr (y|x)j (for i = 0, 1, 2 and j = 0, 1, 2), whih is a
quadrati form in x (ignoring the x-dependene of Pr (y|x)). However, the
terms that appear in this linear ombination are suh that a Pr (y|x) that
is a pieewise linear funtion of x guarantees that f (x) is a pieewise linear
ombination of terms of the form xi (for i = 0, 1, 2), whih is a quadrati
form in x (the normalisation onstraint
∑M
y=1 Pr (y|x) = 1 is used to re-
move a ontribution to that is potentially quarti in x). Thus a pieewise
linear dependene of Pr (y|x) on x does not lead to any dependenies on
x that are not already expliitly present in D1 + D2. The stationarity
ondition on Pr (y|x) (see equation 55) then imposes onditions on the
allowed pieewise linearities that Pr (y|x) an have.
C Simplied Expressions for D1 +D2
The expressions for D1 and D2 (see equation 6) may be simplied in the ase
of joint enoding and fatorial enoding. The ase of joint enoding is derived
in appendix C.1, and the ase of fatorial enoding is derived in appendix C.2.
In both ases it is assumed that x = (x1,x2) and Pr (x1,x2) = Pr (x1) Pr (x2)
where Pr (x1) and Pr (x2) eah dene a uniform PDF on the input manifold.
C.1 Joint Enoding
The expressions for D1 and D2 may be simplied in the ase of joint enoding,
where x = (x1,x2), y = (y1, y2) for 1 ≤ y1 ≤
√
M and 1 ≤ y2 ≤
√
M . In
the following two derivations of the expressions for D1 and D2 the steps in the
derivation use exatly the same sequene of manipulations.
The expression for D1 is
D1 =
2
n
∫
dx1dx2 Pr (x1,x2)
√
M∑
y1=1
√
M∑
y2=1
Pr (y1, y2|x1,x2)
×
∥∥∥∥
(
x1
x2
)
−
(
x′1 (y1, y2)
x′2 (y1, y2)
)∥∥∥∥
2
(56)
The assumed properties of Pr (x1,x2) imply that x
′
1 (y1, y2) = x
′
1 (y1) and
x′2 (y1, y2) = x
′
2 (y2), whih gives
D1 =
2
n
∫
dx1dx2 Pr (x1,x2)
√
M∑
y1=1
√
M∑
y2=1
Pr (y1, y2|x1,x2)
×
(
‖x1 − x′1 (y1)‖2 + ‖x2 − x′2 (y2)‖2
)
(57)
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Marginalise Pr (y1, y2|x1,x2) where possible, using that∑√M
y1=1
Pr (y1, y2|x1,x2) = Pr (y2|x1,x2) = Pr (y2|x2) and∑√M
y2=1
Pr (y1, y2|x1,x2) = Pr (y1|x1,x2) = Pr (y1|x1), to obtain
D1 =
2
n
∫
dx1dx2 Pr (x1,x2)
( ∑√M
y1=1
Pr (y1|x1) ‖x1 − x′1 (y1)‖2
+
∑√M
y2=1
Pr (y2|x2) ‖x2 − x′2 (y2)‖2
)
(58)
Marginalise Pr (x1,x2) where possible, using that
∫
dx1 Pr (x1,x2) = Pr (x2)
and
∫
dx2 Pr (x1,x2) = Pr (x1), to obtain
D1 =
2
n
∫
dx1 Pr (x1)
√
M∑
y1=1
Pr (y1|x1) ‖x1 − x′1 (y1)‖2
+
2
n
∫
dx2 Pr (x2)
√
M∑
y2=1
Pr (y2|x2) ‖x2 − x′2 (y2)‖2 (59)
Beause of the assumed symmetry of the solution, these two terms are the same,
whih gives
D1 =
4
n
∫
dx1 Pr (x1)
√
M∑
y1=1
Pr (y1|x1) ‖x1 − x′1 (y1)‖2 (60)
The expression for D2 is
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
×
∥∥∥∥∥∥
(
x1
x2
)
−
√
M∑
y1=1
√
M∑
y2=1
Pr (y1, y2|x1,x2)
(
x′1 (y1, y2)
x′2 (y1, y2)
)∥∥∥∥∥∥
2
(61)
Use that x′1 (y1, y2) = x
′
1 (y1) and x
′
2 (y1, y2) = x
′
2 (y2).
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
×


∥∥∥x1 −∑√My1=1∑√My2=1 Pr (y1, y2|x1,x2) x′1 (y1)
∥∥∥2
+
∥∥∥x2 −∑√My1=1∑√My2=1 Pr (y1, y2|x1,x2) x′2 (y2)
∥∥∥2

 (62)
Use that
∑√M
y1=1
Pr (y1, y2|x1,x2) = Pr (y2|x2) and
∑√M
y2=1
Pr (y1, y2|x1,x2) =
Pr (y1|x1).
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
×


∥∥∥x1 −∑√My1=1 Pr (y1|x1) x′1 (y1)
∥∥∥2
+
∥∥∥x2 −∑√My2=1 Pr (y2|x2) x′2 (y2)
∥∥∥2

 (63)
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Marginalise Pr (x1,x2).
D2 =
2 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
√
M∑
y1=1
Pr (y1|x1) x′1 (y1)
∥∥∥∥∥∥
2
+
2 (n− 1)
n
∫
dx2 Pr (x2)
∥∥∥∥∥∥x2 −
√
M∑
y2=1
Pr (y2|x2) x′2 (y2)
∥∥∥∥∥∥
2
(64)
Use symmetry.
D2 =
4 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
√
M∑
y1=1
Pr (y1|x1) x′1 (y1)
∥∥∥∥∥∥
2
(65)
These results may be ombined to yield nally
D1 +D2 =
4
n
∫
dx1 Pr (x1)
√
M∑
y1=1
Pr (y1|x1) ‖x1 − x′1 (y1)‖2
+
4 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
√
M∑
y1=1
Pr (y1|x1) x′1 (y1)
∥∥∥∥∥∥
2
(66)
whih has the same form as D1 +D2 would have had for x1-spae alone, with
the replaement M → M2 , followed by multipliation by a fator 2 overall. This
implies that the problem of optimising a joint enoder is trivially related to the
problem of optimising an enoder in the x1-spae alone.
C.2 Fatorial Enoding
The expressions for D1 and D2 may be simplied in the ase of fatorial enod-
ing. In the following two derivations of the expressions for D1 and D2, the steps
in the derivation use exatly the same sequene of manipulations, exept that
D2 has one additional step whih separates the ontributions inside ‖· · · ‖2.
The expression for D1 is
D1 =
2
n
∫
dx1dx2 Pr (x1,x2)
M∑
y=1
Pr (y|x1,x2)
×
∥∥∥∥
(
x1
x2
)
−
(
x′1 (y)
x′2 (y)
)∥∥∥∥
2
(67)
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Split up Pr (y|x1,x2), using that Pr (y|x1,x2) = 12 Pr (y|x1)+ 12 Pr (y|x2), whih
gives
D1 =
1
n
∫
dx1dx2 Pr (x1,x2)
M∑
y=1
(Pr (y|x1) + Pr (y|x2))
×
∥∥∥∥
(
x1
x2
)
−
(
x′1 (y)
x′2 (y)
)∥∥∥∥
2
(68)
Assume that the input manifold is suh that x′1 (y) = 0 for
M
2 + 1 ≤ y ≤ M ,
and x′2 (y) = 0 for 1 ≤ y ≤ M2 . Also use that Pr (y|x1) = 0 for M2 +1 ≤ y ≤M ,
and Pr (y|x2) = 0 for 1 ≤ y ≤ M2 , to obtain
D1 =
1
n
∫
dx1dx2 Pr (x1,x2)
M
2∑
y=1
Pr (y|x1)
∥∥∥∥
(
x1
x2
)
−
(
x′1 (y)
0
)∥∥∥∥
2
+
1
n
∫
dx1dx2 Pr (x1,x2)
M∑
y=M
2
+1
Pr (y|x2)
∥∥∥∥
(
x1
x2
)
−
(
0
x′2 (y)
)∥∥∥∥
2
(69)
Beause of the assumed symmetry of the solution, these two terms are the same,
whih gives
D1 =
2
n
∫
dx1dx2 Pr (x1,x2)
M
2∑
y=1
Pr (y|x1)
(
‖x1 − x′1 (y)‖2 + ‖x2‖2
)
(70)
Marginalise Pr (x1,x2) where possible, using that
∫
dx1 Pr (x1,x2) = Pr (x2)
and
∫
dx2 Pr (x1,x2) = Pr (x1), to obtain
D1 =
2
n
( ∫
dx1 Pr (x1)
∑M
2
y=1 Pr (y|x1) ‖x1 − x′1 (y)‖2
+
∫
dx2 Pr (x2) ‖x2‖2
)
(71)
The expression for D2 is
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
∥∥∥∥∥
(
x1
x2
)
−
M∑
y=1
Pr (y|x1,x2)
(
x′1 (y)
x′2 (y)
)∥∥∥∥∥
2
(72)
Use that Pr (y|x1,x2) = 12 Pr (y|x1) + 12 Pr (y|x2).
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
×
∥∥∥∥∥
(
x1
x2
)
− 1
2
M∑
y=1
(Pr (y|x1) + Pr (y|x2))
(
x′1 (y)
x′2 (y)
)∥∥∥∥∥
2
(73)
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Separate the ontributions from the upper and lower omponents inside ‖· · · ‖2,
to obtain
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
×
∥∥∥∥∥∥∥∥
(
x1
x2
)
− 12
∑M
2
y=1 Pr (y|x1)
(
x′1 (y)
0
)
− 12
∑M
y=M
2
Pr (y|x2)
(
0
x′2 (y)
)
∥∥∥∥∥∥∥∥
2
(74)
Use that x′1 (y) = 0 for
M
2 + 1 ≤ y ≤ M , and x′2 (y) = 0 for 1 ≤ y ≤ M2 . Also
use that Pr (y|x1) = 0 for M2 + 1 ≤ y ≤M , and Pr (y|x2) = 0.
D2 =
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
∥∥∥∥∥∥x1 −
1
2
M
2∑
y=1
Pr (y|x1)x′1 (y)
∥∥∥∥∥∥
2
+
2 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
∥∥∥∥∥∥x2 −
1
2
M∑
y=M
2
Pr (y|x2)x′2 (y)
∥∥∥∥∥∥
2
(75)
Use symmetry.
D2 =
4 (n− 1)
n
∫
dx1dx2 Pr (x1,x2)
∥∥∥∥∥∥x1 −
1
2
M
2∑
y=1
Pr (y|x1)x′1 (y)
∥∥∥∥∥∥
2
(76)
Marginalise Pr (x1,x2).
D2 =
4 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
1
2
M
2∑
y=1
Pr (y|x1)x′1 (y)
∥∥∥∥∥∥
2
(77)
These results may be ombined to yield nally
D1 +D2 =
2
n
∫
dx2 Pr (x2) ‖x2‖2
+
2
n
∫
dx1 Pr (x1)
M
2∑
y=1
Pr (y|x1) ‖x1 − x′1 (y)‖2
+
4 (n− 1)
n
∫
dx1 Pr (x1)
∥∥∥∥∥∥x1 −
1
2
M
2∑
y=1
Pr (y|x1)x′1 (y)
∥∥∥∥∥∥
2
(78)
The stationarity onditions may be derived from this expression for the fa-
torial enoding version of D1 +D2. The stationarity ondition w.r.t. Pr (y|x1)
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is
M
2∑
y′=1
(Pr (y′|x1)− δy,y′)x′1 (y′)·

1
2
x′1 (y
′)− nx1 + n− 1
2
M
2∑
y′′=1
Pr (y′′|x1)x′1 (y′′)

 = 0
(79)
and the stationarity ondition w.r.t. x′1 (y) is
n
∫
dx1 Pr (x1|y)x1 = x′1 (y) +
n− 1
2
∫
dx1 Pr (x1|y)
M
2∑
y′=1
Pr (y′|x1)x′1 (y′)
(80)
Both of these stationarity onditions an be obtained from the stan-
dard ones by making the replaements (n− 1)∑My′=1 Pr (y′|x1)x′1 (y′) →
n−1
2
∑M
y′=1 Pr (y
′|x1)x′1 (y′) and M → M2 .
D Minimise D1 +D2
The expression for D1+D2 needs to be minimised with respet to the referene
vetors x′ (y) and the posterior probabilities Pr (y|x). There are four ases to
onsider, whih are various ombinations of irular/toroidal input manifold
(appendies D.1 and D.2/appendies D.3 and D.4) and two/three overlapping
posterior probabilities (appendies D.1 and D.3/appendies D.2 and D.4). For
a toroidal manifold it is not neessary to onsider the ase of joint enoding,
beause it is diretly related to enoding a irular manifold, whih is dealt with
in appendies D.1 and D.2.
D.1 Cirular Manifold: 2 Overlapping Posterior Proba-
bilities
For 0 ≤ s ≤ piM the funtional form of p (θ) that ensures a pieewise linear
Pr (y|x) is
p (θ) =


1 0 ≤ |θ| ≤ piM − s
f (θ) piM − s ≤ |θ| ≤ piM + s
0 |θ| ≥ piM + s
(81)
where f (θ) = a + b cos θ + c sin |θ|. Continuity of p (θ) gives f ( piM − s) = 1
and f
(
pi
M + s
)
= 0. Normalisation of p (θ) in the interval piM − s ≤ θ ≤ piM + s
requires that f (θ) + f
(
2pi
M − θ
)
= 1 . These yield f (θ) in the form
f (θ) =
1
2
+
1
2
sin
(
pi
M − θ
)
sin s
(82)
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D1+D2 must be stationary w.r.t. variation of p (θ) in the interval
pi
M − s ≤ θ ≤
pi
M + s, whih yields the ondition
0 =r csc2 s sin
( pi
M
)
sin
( pi
M
− θ
)(
sin s− sin
( pi
M
− θ
))
×
(
n sin s− (n− 1) r sin
( pi
M
))
(83)
whih gives the optimum solution for r as
r =
n
n− 1
sin s
sin
(
pi
M
)
(84)
D1 +D2 must be stationary w.r.t. variation of r. This yields a transendental
equation that must be satised by the optimum solution for s as
sin s
sin
(
pi
M
) − n− 1
n
M
pi
sin
( pi
M
)
(cos s+ s sin s) = 0 (85)
D1 and D2 may be written out in full as (using n (θ) ≡ (cos θ, sin θ))
D1 =
2M
npi


∫ pi
M
−s
0 dθ ‖n (θ)− r n (0)‖
2
+
∫ pi
M
pi
M
−s dθ f (θ) ‖n (θ)− rn (0)‖
2
+
∫ pi
M
pi
M
−s dθ f
(
2pi
M − θ
) ∥∥n (θ)− r n ( 2piM )∥∥2

 (86)
D2 =
2 (n− 1)M
npi


∫ pi
M
−s
0
dθ ‖n (θ)− rn (0)‖2
+
∫ pi
M
pi
M
−s dθ
∥∥∥∥ n (θ)− r f (θ) n (0)−r f ( 2piM − θ)n ( 2piM )
∥∥∥∥
2

 (87)
The optimum f (θ) and r may be substituted into D1 + D2, the integrations
evaluated, and then the ondition that the optimum s must satisfy may be used
to simplify the result, to yield the minimum D1 +D2 as
D1 +D2 = 2− n
n− 1
M
2pi
(2s+ sin (2s)) (88)
D.2 Cirular Manifold: 3 Overlapping Posterior Proba-
bilities
For
pi
M ≤ s ≤ 2piM the funtional form of p (θ) that ensures a pieewise linear
Pr (y|x) is
p (θ) =


f1 (θ) 0 ≤ |θ| ≤ − piM + s
f2 (θ) − piM + s ≤ |θ| ≤ 3piM − s
f3 (θ)
3pi
M − s ≤ |θ| ≤ piM + s
0 |θ| ≥ piM + s
(89)
where fi (θ) = ai + bi cos θ + ci sin |θ| for i = 1, 2, 3. Continuity of p (θ) gives
f1
(− piM + s) = f2 (− piM + s), f2 ( 3piM − s) = f3 ( 3piM − s) and f3 ( 2piM + s) = 0.
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Normalisation of p (θ) in the interval 0 ≤ θ ≤ − piM + s requires that f1 (θ) +
f3
(
2pi
M + θ
)
+f3
(
2pi
M − θ
)
= 1, and normalisation of p (θ) in the interval− piM+s ≤
θ ≤ 3piM − s requires that f2 (θ)+ f2
(
2pi
M − θ
)
= 1. These onditions may be used
to eliminate all but a pair of parameters in the fi (θ), whih may thus be written
in the form
f1 (θ) =
1
2
cos (θ) sec
( pi
M
− s
)
+ a1
(
1− cos (θ) sec
( pi
M
− s
))
+ b2 cos (θ) csc
( pi
M
)
sin
(
2pi
M
− s
)
sec
( pi
M
− s
)
f2 (θ) =
1
2
+ b2
(
cos (θ)− cot
( pi
M
)
sin (θ)
)
f3 (θ) =
1
2
(
1− csc
(
2pi
M
− 2s
)
sin
(
3pi
M
− s− θ
))
+
1
2
a1
(
cos
(
2pi
M
− θ
)
sec
( pi
M
− s
)
− 1
)
+ b2 csc
( pi
M
)
csc
(
2pi
M
− 2s
)
sin
(
2pi
M
− s
)
sin
( pi
M
+ s− θ
)
(90)
D1 +D2 must be stationary w.r.t. variation of p (θ) in eah of the 3 intervals
0 ≤ θ ≤ − piM +s (interval 1), − piM +s ≤ θ ≤ 3piM −s (interval 2), and 3piM −s ≤ θ ≤
pi
M +s (interval 3). The Fourier transform w.r.t. θ of eah of these 3 stationarity
onditions has 5 terms with basis funtions (1, cos θ, sin θ, cos 2θ, sin 2θ), and
eah of the total of 15 Fourier oeients must be zero. There are only 3 free
parameters a1, b2 and r, so only 3 of the 15 are atually independent; the
partiular 3 that are used are seleted on the basis of ease of solution for the
free parameters a1, b2 and r. The oeient of the cos 2θ term in interval 2
yields
b2 r (n+ 2 b2 r − 2 b2r n) cos
(
2pi
M
)
= 0 (91)
whih has the solution
b2 =
n
2 (n− 1) r (92)
whih may be substituted bak into the oeient of the cos θ term in interval
1 to yield
0 =r sec
( pi
M
− s
)
sin
( pi
M
)
×

 (n− 1)
(−6 a21 + 7 a1 − 2) r sin ( piM )
+(n− 1) (2 a21 − 3 a1 + 1) r sin ( 3piM )
+n
(
a1 sin
(
2pi
M − s
)
+ (1− a1) sin
(
4pi
M − s
))


(93)
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and also substituted bak into the oeient of the sin θ term in interval 3 to
yield
0 =r cos
( pi
M
)
csc
( pi
M
− s
)
sec
( pi
M
− s
)
sin2
( pi
M
)
×


− (n− 1) r


−2 a1 (3 a1 − 2) cos
(
2pi
M − s
)
−2 (a1 − 1) a1 cos
(
2pi
M + s
)
+
(
1− 2a1 + 2 a21
)
cos
(
4pi
M − s
)
+
(
1− 4 a1 + 6 a21
)
cos (s)


+n
(
(a1 + 1) cos
(
pi
M
)− (a1 − 1) cos ( 3piM )
−2 a1 sin
(
pi
M
)
sin
(
4pi
M − 2 s
) )


(94)
These two onditions may be solved for a1 and r to yield
a1 =
cos
(
2pi
M
)
cos
(
2pi
M
)− 1 (95)
and
r =
n
n− 1 cos
(
2pi
M
− s
)
sec
( pi
M
)
(96)
The solutions for a1 and b2 may be substituted bak into the expressions for the
fi (θ) to redue them to the form
f1 (θ) = −1
4
(
cos
(
4pi
M
− s
)
+ cos s− 2 cos
( pi
M
)
cos θ
)
csc2
( pi
M
)
sec
(
2pi
M
− s
)
f2 (θ) =
1
2
(
cot
( pi
M
)
sec
(
2pi
M
− s
)
sin
( pi
M
− θ
)
+ 1
)
f3 (θ) = −1
4
csc2
( pi
M
)(
cos
(
3pi
M
− θ
)
sec
(
2pi
M
− s
)
− 1
)
(97)
D1 +D2 must be stationary w.r.t. variation of r. This yields a transendental
equation that must be satised by the optimum solution for s as
1
n
cos
(
2pi
M − s
)
cos
(
pi
M
) −n− 1
n
M
pi
cos
( pi
M
)(
sin
(
2pi
M
− s
)
−
(
2pi
M
− s
)
cos
(
2pi
M
− s
))
= 0
(98)
D1 and D2 may be written out in full as
D1 =
M
npi


∫ − pi
M
+s
0
dθ

 f1 (θ) ‖n (θ)− r n (0)‖
2
+f3
(
2pi
M − θ
) ∥∥n (θ)− rn ( 2piM )∥∥2
+f3
(
2pi
M + θ
) ∥∥n (θ)− r n (− 2piM )∥∥2


+
∫ 3pi
M
−s
− pi
M
+s
dθ
(
f2 (θ) ‖n (θ)− r n (0)‖2
+f2
(
2pi
M − θ
) ∥∥n (θ)− rn ( 2piM )∥∥2
)
+
∫ 2pi
M
3pi
M
−s dθ

 f3 (θ) ‖n (θ)− rn (0)‖
2
+f1
(
2pi
M − θ
) ∥∥n (θ)− rn ( 2piM )∥∥2
+f3
(
4pi
M − θ
) ∥∥n (θ)− rn ( 4piM )∥∥2




(99)
40
D2 =
(n− 1)M
npi


∫ − pi
M
+s
0
dθ
∥∥∥∥∥∥
n (θ)− f1 (θ) rn (0)
−f3
(
2pi
M − θ
)
r n
(
2pi
M
)
−f3
(
2pi
M + θ
)
r n
(− 2piM )
∥∥∥∥∥∥
2
+
∫ 3pi
M
−s
− pi
M
+s dθ
∥∥∥∥ n (θ)− f2 (θ) rn (0)−f2 ( 2piM − θ) r n ( 2piM )
∥∥∥∥
2
+
∫ 2pi
M
3pi
M
−s dθ
∥∥∥∥∥∥
n (θ)− f3 (θ) r n (0)
−f1
(
2pi
M − θ
)
r n
(
2pi
M
)
−f3
(
4pi
M − θ
)
r n
(
4pi
M
)
∥∥∥∥∥∥
2


(100)
The optimum fi (θ) and r may be substituted into D1 + D2, the integrations
evaluated, and then the ondition that the optimum s must satisfy may be used
to simplify the result, to yield the minimum D1 +D2 as
D1 +D2 =
n
(
(n− 1) (2n−2n − Mpi s)− sec2 ( piM ))
2 (n− 1)2
− n
(
(n− 1) (2− Mpi s)+ sec2 ( piM ))
2 (n− 1)2 cos
(
4pi
M
− 2s
)
(101)
D.3 Toroidal Manifold: 2 Overlapping Posterior Proba-
bilities
For 0 ≤ s ≤ 2piM the funtional form of p (θ) may be obtained diretly from the
irular ase with the replaement M → M2 , so that
p (θ) =


1 0 ≤ |θ| ≤ 2piM − s
f (θ) 2piM − s ≤ |θ| ≤ 2piM + s
0 |θ| ≥ 2piM + s
(102)
f (θ) =
1
2
+
1
2
sin
(
2pi
M − θ
)
sin s
(103)
D1 + D2 must be stationary w.r.t. variation of p (θ) in the interval
2pi
M − s ≤
θ ≤ 2piM + s, whih yields the ondition
0 =r csc2 s sin
(
2pi
M
)
sin
(
2pi
M
− θ
)(
sin s− sin
(
2pi
M
− θ
))
×
(
2n sin s− (n− 1) r sin
(
2pi
M
))
(104)
whih has the same form as the irular ase with the replaements M → M2
and n→ 2nn+1 , whih gives the optimum solution for r as
r =
2n
n− 1
sin s
sin
(
2pi
M
)
(105)
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D1 +D2 must be stationary w.r.t. variation of r. This yields a transendental
equation that must be satised by the optimum solution for s as
sin s
sin
(
2pi
M
) − n− 1
n+ 1
M
2pi
sin
(
2pi
M
)
(cos s+ s sin s) = 0 (106)
whih has the same form as the irular ase with the replaements M → M2
and n→ n+12 . D1 and D2 may be written out in full as
D1 =
M
npi


∫ 2pi
M
−s
0 dθ
(
1 + ‖n (θ)− rn (0)‖2
)
+
∫ 2pi
M
2pi
M
−s dθ f (θ)
(
1 + ‖n (θ)− r n (0)‖2
)
+
∫ 2pi
M
2pi
M
−s dθ f
(
4pi
M − θ
) (
1 +
∥∥n (θ)− r n (4piM )∥∥2)

 (107)
D2 =
2 (n− 1)M
npi


∫ 2pi
M
−s
0
dθ
∥∥n (θ)− 12rn (0)∥∥2
+
∫ 2pi
M
2pi
M
−s dθ
∥∥∥∥ n (θ)− 12r f (θ) n (0)− 12r f ( 4piM − θ)n ( 4piM )
∥∥∥∥
2

 (108)
The optimum f (θ) and r may be substituted into D1 + D2, the integrations
evaluated, and then the ondition that the optimum s must satisfy may be used
to simplify the result, to yield the minimum D1 +D2 as
D1 +D2 = 4− n
n− 1
M
2pi
(2s+ sin (2s)) (109)
whih has the same form as the irular ase plus an extra ontribution of 2.
D.4 Toroidal Manifold: 3 Overlapping Posterior Proba-
bilities
For
pi
M ≤ s ≤ 2piM the funtional form of p (θ) may be obtained diretly from the
irular ase with the replaement M → M2 , so that
p (θ) =


f1 (θ) 0 ≤ |θ| ≤ − 2piM + s
f2 (θ) − 2piM + s ≤ |θ| ≤ 6piM − s
f3 (θ)
6pi
M − s ≤ |θ| ≤ 2piM + s
0 |θ| ≥ 2piM + s
(110)
42
f1 (θ) =
1
2
cos (θ) sec
(
2pi
M
− s
)
+ a1
(
1− cos (θ) sec
(
2pi
M
− s
))
+ b2 cos (θ) csc
(
2pi
M
)
sin
(
4pi
M
− s
)
sec
(
2pi
M
− s
)
f2 (θ) =
1
2
+ b2
(
cos (θ)− cot
(
2pi
M
)
sin (θ)
)
f3 (θ) =
1
2
(
1− csc
(
4pi
M
− 2 s
)
sin
(
6pi
M
− s− θ
))
+
1
2
a1
(
cos
(
4pi
M
− θ
)
sec
(
2pi
M
− s
)
− 1
)
+ b2 csc
(
2pi
M
)
csc
(
4pi
M
− 2 s
)
sin
(
4pi
M
− s
)
sin
(
2pi
M
+ s− θ
)
(111)
D1 +D2 must be stationary w.r.t. variation of p (θ) in eah of the 3 intervals
0 ≤ θ ≤ − 2piM + s (interval 1), − 2piM + s ≤ θ ≤ 6piM − s (interval 2), and 6piM − s ≤
θ ≤ 2piM + s (interval 3). The oeient of the cos 2θ term in interval 2 yields
b2 r (n+ b2 r − b2r n) cos
(
4pi
M
)
= 0 (112)
whih has the same form as the irular ase with the replaements M → M2
and n→ 2nn+1 , whih has the solution
b2 =
n
(n− 1) r (113)
whih may be substituted bak into the oeient of the cos θ term in interval
1 to yield
0 =r sec
(
2pi
M
− s
)
sin
(
2pi
M
)
×

 (n− 1)
(−6 a21 + 7 a1 − 2) r sin ( 2piM )
+(n− 1) (2 a21 − 3 a1 + 1) r sin ( 6piM )
+2n
(
a1 sin
(
4pi
M − s
)
+ (1− a1) sin
(
8pi
M − s
))


(114)
43
and also substituted bak into the oeient of the sin θ term in interval 3 to
yield
0 =r cos
(
2pi
M
)
csc
(
2pi
M
− s
)
sec
(
2pi
M
− s
)
sin2
(
2pi
M
)
×


− (n− 1) r


−2 a1 (3 a1 − 2) cos
(
4pi
M − s
)
−2 (a1 − 1) a1 cos
(
4 pi
M + s
)
+
(
1− 2a1 + 2 a21
)
cos
(
8pi
M − s
)
+
(
1− 4 a1 + 6 a21
)
cos (s)


+2n
(
(a1 + 1) cos
(
2pi
M
)− (a1 − 1) cos ( 6piM )
−2 a1 sin
(
2pi
M
)
sin
(
8pi
M − 2 s
) )


(115)
both of whih have the same form as the irular ase with the replaements
M → M2 and n → 2nn+1 . These two onditions may be solved for a1 and r to
yield
a1 =
cos
(
4pi
M
)
cos
(
4pi
M
)− 1 (116)
and
r =
2n
n− 1 cos
(
4pi
M
− s
)
sec
(
2pi
M
)
(117)
The solutions for a1 and b2 may be substituted bak into the expressions for the
fi (θ) to redue them to the form
f1 (θ) = −1
4
(
cos
(
8pi
M
− s
)
+ cos s− 2 cos
(
2pi
M
)
cos θ
)
csc2
(
2pi
M
)
sec
(
4pi
M
− s
)
f2 (θ) =
1
2
(
cot
(
2pi
M
)
sec
(
4pi
M
− s
)
sin
(
2pi
M
− θ
)
+ 1
)
f3 (θ) = −1
4
csc2
(
2pi
M
)(
cos
(
6pi
M
− θ
)
sec
(
6pi
M
− s
)
− 1
)
(118)
whih have the same form as the irular ase with the replaement M → M2 .
D1 +D2 must be stationary w.r.t. variation of r. This yields a transendental
equation that must be satised by the optimum solution for s as
1
n
cos
(
4pi
M − s
)
cos
(
2pi
M
) −n− 1
2n
M
2pi
cos
(
2pi
M
)(
sin
(
4pi
M
− s
)
−
(
4pi
M
− s
)
cos
(
4pi
M
− s
))
= 0
(119)
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whih has the same form as the irular ase with the replaements M → M2
and n→ n+12 . D1 and D2 may be written out in full as
D1 =
M
2npi


∫ − 2pi
M
+s
0
dθ


f1 (θ)
(
1 + ‖n (θ)− r n (0)‖2
)
+f3
(
4pi
M − θ
) (
1 +
∥∥n (θ)− rn ( 4piM )∥∥2)
+f3
(
4pi
M + θ
) (
1 +
∥∥n (θ)− rn (− 4piM )∥∥2)


+
∫ 6pi
M
−s
− 2pi
M
+s
dθ

 f2 (θ)
(
1 + ‖n (θ)− r n (0)‖2
)
+f2
(
4pi
M − θ
) (
1 +
∥∥n (θ)− r n (4piM )∥∥2)


+
∫ 4pi
M
6pi
M
−s dθ


f3 (θ)
(
1 + ‖n (θ)− rn (0)‖2
)
+f1
(
4pi
M − θ
) (
1 +
∥∥n (θ)− r n ( 4piM )∥∥2)
+f3
(
8pi
M − θ
) (
1 +
∥∥n (θ)− r n ( 8piM )∥∥2)




(120)
D2 =
(n− 1)M
npi


∫ − 2pi
M
+s
0
dθ
∥∥∥∥∥∥
n (θ)− 12f1 (θ) r n (0)
− 12f3
(
4pi
M − θ
)
r n
(
4pi
M
)
− 12f3
(
4pi
M + θ
)
rn
(− 4piM )
∥∥∥∥∥∥
2
+
∫ 6pi
M
−s
− 2pi
M
+s
dθ
∥∥∥∥ n (θ)− 12f2 (θ) r n (0)− 12f2 ( 4piM − θ) r n ( 4piM )
∥∥∥∥
2
+
∫ 4pi
M
6pi
M
−s dθ
∥∥∥∥∥∥
n (θ)− 12f3 (θ) rn (0)
− 12f1
(
4pi
M − θ
)
rn
(
4pi
M
)
− 12f3
(
8pi
M − θ
)
rn
(
8pi
M
)
∥∥∥∥∥∥
2


(121)
The optimum fi (θ) and r may be substituted into D1 + D2, the integrations
evaluated, and then the ondition that the optimum s must satisfy may be used
to simplify the result, to yield the minimum D1 +D2 as
D1 +D2 =
n
(
(n− 1) (2n−2n − M2pi s)− 2 sec2 ( 2piM ))
(n− 1)2
− n
(
(n− 1) (2− M2pi s)+ 2 sec2 ( 2piM ))
(n− 1)2 cos
(
8pi
M
− 2s
)
(122)
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