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Abstract: We consider Zd, d ≥ 3. We investigate the vacant set Vu of
random interlacements in the strongly percolative regime, the vacant set
V of the simple random walk, and the excursion set E≥α of the Gaussian
free field in the strongly percolative regime. We consider the large deviation
probability that the adequately thickened component of the boundary of a
large box centered at the origin in the respective vacant sets or excursion
set leaves in the box a macroscopic volume in its complement. We derive
asymptotic upper and lower exponential bounds for theses large deviation
probabilities. We also derive geometric information on the shape of the left-
out volume. It is plausible, but open at the moment, that certain critical
levels coincide, both in the case of random interlacements and of the Gaus-
sian free field. If this holds true, the asymptotic upper and lower bounds
that we obtain are matching in principal order for all three models, and
the macroscopic holes are nearly spherical. We heavily rely on the recent
work [19] by Maximilian Nitzschner and the author for the coarse graining
procedure, which we employ in the derivation of the upper bounds.
MSC 2010 subject classifications: 60F10, 60K35, 60G50, 60G15, 82B43
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1. Introduction
In this article we consider random interlacements, the simple random walk, and
the Gaussian free field on Zd, d ≥ 3. We are interested in the vacant set Vu of
random interlacements in the strongly percolative regime, in the vacant set V
of the simple random walk, and in the excursion set E≥α of the Gaussian free
field in the strongly percolative regime. We consider a large box centered at the
origin of side-length 2N , and investigate the asymptotics of the large deviation
probabilities that the adequately thickened components of the boundary of the
box in the respective vacant sets leave out in the box a macroscopic volume
in their complement. We derive exponential upper and lower bounds on these
probabilities, which involve certain critical levels for the random interlacements
and for the Gaussian free field. It is plausible, but open at the moment, that
these critical levels actually coincide for random interlacements, and also in the
1
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case of the Gaussian free field. If these equalities hold, the upper and lower ex-
ponential bounds that we derive here, match in principal order, and the above
mentioned sets left out in the box are close to spherical holes. Several of the re-
sults presented in this article rely on the recent solidification estimates of porous
interfaces and the coarse graining procedure developed in [19]. The questions
that we investigate share a similar flavor to phase separation and the emergence
of a macroscopic Wulff shape for Bernoulli percolation or for the Ising model,
see [3], [1]. But there are notable differences. In particular, the exponential costs
for the long range models discussed here involve capacity and not perimeter.
We will now describe our results in more detail. We begin with the case of
random interlacements. We consider Zd, d ≥ 3, and for u > 0 denote by Iu and
Vu = Zd\Iu the interlacement at level u and its corresponding vacant set. We
denote by P the probability governing the random interlacements and refer to
[4], [8], for background material over the model. Given an integer N ≥ 1, we
write
B(0, N) = [−N,N ]d ∩ Zd and SN = {x ∈ Zd; |x|∞ = N}, (1.1)
for the closed | · |∞-ball in Zd with center 0 and radius N , and for its inner
boundary (accordingly, we denote by B(x, r) the closed | · |∞-ball in Zd with
center x ∈ Zd and radius r ≥ 0). We then consider
CuN = the connected component of SN in Vu ∪ SN
(so, by convention we have SN ⊆ CuN)
= the collection of sites in Zd that either belong to SN or are
connected by a finite nearest-neighbor path with end point
in SN , such that each site of the path, except maybe for the
last one, belongs to Vu.
(1.2)
Further, we consider a sequence of non-negative integers L˜0(N), such that
L˜0(N) = o(N), as N →∞. (1.3)
We use L˜0(N) to thicken CuN , and define
C˜uN = the L˜0-neighborhood of CuN in | · |∞-distance, (1.4)
as well as the respective complements of CuN and C˜uN in B(0, N):
WuN = B(0, N) \ CuN , and (1.5)
W˜uN = B(0, N) \ C˜uN (1.6)
(incidentally, note that W˜uN decreases when L˜0(N) is replaced by a bigger se-
quence). Informally, W˜uN corresponds to the “hole left out in B(0, N) by the
thickening C˜uN of the component of SN in Vu ∪ SN”. As mentioned above, we
are interested in the event that W˜uN has a macroscopic volume of order Nd. The
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strongly non-percolative regime of Vu corresponds to u > u∗∗, and the strongly
percolative regime corresponds to 0 < u < u, with u∗∗ and u as in (0.2) and
(2.3) of [26]. One has 0 < u ≤ u∗ ≤ u∗∗ < ∞ with u∗ the critical level for
the percolation of the vacant set Vu (the positivity of u for all d ≥ 3 is due
to [9]). It is plausible, but open at the moment, that u = u∗ = u∗∗ (and some
possible progress towards proving u∗ = u∗∗ may come from [11]). In the strongly
non-percolative regime corresponding to u > u∗∗, the probability that there is
a path in Vu between 0 and x decays exponentially in |x|∞, when d ≥ 4, with
a logarithmic correction, when d = 3, see Theorem 3.1 of [21]. From this fact,
it readily follows that
when u > u∗∗, for any L˜0(N) as in (1.3), |W˜uN | / |B(0, N)| −→
N
1
in P-probability,
(1.7)
where for A finite subset of Zd we let |A| denote the number of elements of A.
We will see in Section 3 that |WuN | behaves differently in the strongly per-
colative regime 0 < u < u. In particular, we show in Theorem 3.1 that
there exists L˜0(N) satisfying (1.3) such that for any
0 < u < u and ν > 0,
lim sup
N
1
Nd−2
logP[|W˜uN | ≥ νNd] ≤ − 1d (
√
u−√u)2cap(Bν),
(1.8)
where Bν stands for the closed Euclidean ball centered at the origin in R
d with
volume ν and cap(Bν) for its Brownian capacity (see for instance [22], p. 57-
58). Incidentally, some thickening L˜0(N) of the component CuN is required for
the aymptotic upper bound (1.8) to hold true, see Remark 3.1 4). How small
L˜0(N) can be chosen is a presently open question.
We now turn to the geometric controls. We consider FuN the R
d-filling of
1
N W˜uN (⊆ 1N Zd), namely:
FuN =
{
z ∈ Rd; d∞
(
z, 1N W˜uN
) ≤ 1N }, (1.9)
where for z ∈ Rd, A ⊆ Rd, d∞(z, A) = inf{|z − a|∞; a ∈ A} denotes the sup-
norm distance of z to A. We let δ(FuN , Bν) stand for the minimal volume of the
symmetric difference of FuN with a translate of Bν (see also (2.11)):
δ(FuN , Bν) = min
z∈Rd
|FuN ∆(Bν + z)| (1.10)
(with ∆ the symmetric difference and |A| the volume of A Borel subset of Rd).
We further prove in Theorem 3.1 that with L˜0(N) as in (1.8),
for any 0 < u < u, ν > 0, and µ > 0, one has
lim sup
N
1
Nd−2
logP[|W˜uN | ≥ νNd, δ(FuN , Bν) ≥ µ] ≤
− 1d(
√
u−√u)2(cap(Bν) + c1(ν, µ)) (1.11)
with c1(ν, µ) a positive constant solely depending on d, ν and µ.
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We also derive lower bounds in Section 3. If we let
ωd = the volume of a Euclidean ball in R
d of unit radius, (1.12)
we show in Theorem 3.2 that{
for any L˜0(N) as in (1.3), 0 < u < u∗∗ and 0 < ν < ωd,
lim inf
N
1
Nd−2
logP[|W˜uN | ≥ νNd] ≥ − 1d (
√
u∗∗ −
√
u)2cap(Bν).
(1.13)
The restriction ν < ωd in the lower bound implies that Bν is contained in
(−1, 1)d. This feature enables us to avoid boundary effects: it ensures that Bν is
a subset of (−1, 1)d, which has minimal capacity among all subsets of (−1, 1)d
with volume ν (see also the end of Section 2). Note that unlike the case of the
upper bound (1.8), no thickening of the component CuN is needed for the lower
bound (1.13) (i.e. one may choose L˜0(N) = 0). Incidentally, when 0 < u < u∗∗,
0 < ν < ωd, and 0 < µ < ωd − ν, the asymptotic lower bound (1.13) applied
with ν + µ in place of ν, and the observation that δ(FuN , Bν) ≥ µ when |W˜uN | ≥
(ν + µ)Nd, readily provides a similar looking asymptotic lower bound for the
probability in (1.11) with u∗∗ in place of u, and c′1(ν, µ) = cap(Bν+µ)− cap(Bν)
in place of c1(ν, µ).
If the critical levels u ≤ u∗ ≤ u∗∗ coincide, then Theorems 3.1 and 3.2 show
that with L˜0(N) as in (1.8)
lim
N
1
Nd−2
logP[|W˜uN | ≥ νNd] = − 1d (
√
u∗ −
√
u)2cap(Bν),
for 0 < u < u∗ and 0 < ν < ωd,
(1.14)
and that conditionally on {|W˜uN | ≥ νNd}, the set FuN is close to a translate of
Bν :
lim
N
E
[
δ(FuN , Bν)
∣∣ |W˜uN | ≥ νNd] = 0,
for 0 < u < u∗ and 0 < ν < ωd.
(1.15)
What happens inside the hole W˜uN left in B(0, N) by C˜uN is however unclear, see
Remark 3.1 3). Still assuming the equality of u ≤ u∗ ≤ u∗∗, the asymptotics
(1.14) and (1.15) should also be contrasted with (1.7) now governing the case
u > u∗.
Let us now turn to the case of the simple random walk, which at a heuristic
level corresponds to setting u = 0 for the random interlacements. We denote
by (Xn)n≥0 the canonical simple random walk on Zd (we recall that d ≥ 3), by
Px its canonical law when starting from x in Z
d, and by Ex the corresponding
expectation. We write I = {Xn;n ≥ 0} ⊆ Zd for the set of points visited by the
walk, and V = Zd\I for the corresponding vacant set. In analogy with (1.2), we
introduce for N ≥ 1
CN = the connected component of SN in V ∪ SN
(so, by convention SN ⊆ CN ). (1.16)
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For a sequence L˜0(N) as in (1.3), we then define
C˜N = the L˜0-neighborhood of CN in | · |∞-distance, (1.17)
as well as the respective complements of CN and C˜N in B(0, N):
WN =B(0, N) \ CN , (1.18)
W˜N =B(0, N) \ C˜N , (1.19)
In Theorem 4.1, we show that with L˜0(N) as in (1.8), for any ν ≥ 0,lim sup
N
1
Nd−2
logP0[|W˜N | ≥ νNd] ≤ − 1d u cap(Bν).
(1.20)
Introducing the Rd-filling of 1n W˜N (⊆ 1N Zd), namely
FN =
{
z ∈ Rd; d∞
(
z, 1N W˜N
) ≤ 1N }, (1.21)
one has with similar notation as in (1.10) (see also (2.11)):
for any ν > 0 and µ > 0,
lim sup
N
1
Nd−2
logP0[|W˜N | ≥ νNd, δ(FN , Bν) ≥ µ]
≤ − 1d u
(
cap(Bν) + c2(ν, µ)
) (1.22)
with c2(ν, µ) a positive constant solely depending on d, ν, µ.
We derive a lower bound in Theorem 4.2 and show that for any L˜0(N) as in (1.3) and 0 < ν < ωd,lim inf
N
1
Nd−2
logP0[|W˜N | ≥ νNd] ≥ − 1d u∗∗ cap(Bν).
(1.23)
Along the same lines as explained above (1.14), when 0 < ν < ωd, and 0 <
µ < ωd − ν, the asymptotic lower bound (1.23) can be used to produce an
asymptotic lower bound for the probability in (1.22) with u∗∗ in place of u, and
c′1(ν, µ) = cap(Bν+µ)− cap(Bν) in place of c2(ν, µ).
Again, if the equalities u = u∗ = u∗∗ hold, then with L˜0(N) as in (1.8),
lim
N
1
Nd−2
logP0[|W˜N | ≥ νNd] = −u∗d cap(Bν), for 0 < ν < ωd, (1.24)
and conditionally on {|W˜N | ≥ νNd}, the set FN is close to a translate of Bν :
lim
N
E0
[
δ(FN , Bν)
∣∣ |W˜N | ≥ νNd] = 0, for 0 < ν < ωd. (1.25)
Incidentally, what happens inside the hole W˜N left in B(0, N) by C˜N is unclear,
see Remark 4.1 2).
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We then turn to the results corresponding to the Gaussian free field. In place
of Vu or V , we now consider the excursion sets E≥α = {x ∈ Zd; ϕx ≥ α}, where
(ϕx)x∈Zd stands for the canonical Gaussian free field on Zd, d ≥ 3. We let PG
stand for its canonical law and EG for the corresponding expectation. There are
now critical levels −∞ < h ≤ h∗ ≤ h∗∗ <∞, see (1.4), (1.5), and (5.3) of [24], so
that E≥α is in the strongly non-percolative regime for h > h∗∗, in the strongly
percolative regime for h < h, and h∗ denotes the threshold for the percolation
of E≥α. It has recently been proved that h∗ > 0, cf. [7], this was previously
only known for large d, see [23], [10]. It is plausible, but open at the moment,
that actually h = h∗ = h∗∗ (possibly some progress in proving h∗ = h∗∗ may
come from [11]). The investigation of level-set percolation of the Gaussian free
field was launched in [13], [2], see also [17]. There are also deep links between
random interlacements and the level sets of the Gaussian free field, see [16] and
Section 2 of [25]. Further, the results of [24] on disconnection have recently been
sharpened in [18] and [5] with the help of the methods of [19].
In analogy with what we did for random interlacements and for the simple
random walk, we introduce for α ∈ R and N ≥ 1
C≥αN = the connected component in E≥α ∪ SN of SN
(so, by convention SN ⊆ C≥αN ).
(1.26)
For L˜0(N), a sequence as in (1.3), we then define
C˜≥αN = the L˜0-neighborhood of C≥αN in the | · |∞-distance, (1.27)
as well as the respective complements of C≥αN and C˜≥αN in B(0, N):
W≥αN =B(0, N) \ C≥αN , (1.28)
W˜≥αN =B(0, N) \ C˜≥αN . (1.29)
When α > h∗∗, the excursion set E≥α is in a strongly non-percolative regime,
and the probability that there is a path in E≥α between 0 and x decays ex-
ponentially in |x|∞, when d ≥ 4, with a logarithmic correction, when d = 3,
cf. [20]. As a result, for α > h∗∗, W˜≥αN has nearly full volume in B(0, N) and
analogously to (1.7)
when α > h∗∗, for any L˜0(N) as in (1.3),
|W˜≥αN |/|B(0, N)| −→N 1 in P
G-probability.
(1.30)
As we show in Theorem 5.1, the behavior is different in the strongly percolative
regime α < h:
there exists L˜0(N) satisfying (1.3) such that
for any α < h and ν > 0,
lim sup
N
1
Nd−2
log PG[|W˜≥αN | ≥ νNd] ≤ − 12d (h− α)2 cap(Bν)
(1.31)
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(with Bν as in (1.8)).
In addition, if F≥αN denotes the R
d-filling of 1N W˜≥αN (⊆ 1N Zd):
F≥αN =
{
z ∈ Rd; d∞
(
z, 1N W˜≥αN
) ≤ 1N }, (1.32)
with similar notation as in (1.10) (see also (2.11)), we show that with L˜0(N)
as in (1.31), we have
for any α < h, ν > 0 and µ ≥ 0,
lim sup
N
1
Nd−2
logPG[|W˜≥αN | ≥ νNd, δ(F≥αN , Bν) ≥ µ]
≤ − 12d (h− α)2
(
cap(Bν) + c1(ν, µ)
) (1.33)
(with c1(ν, µ) as in (1.11)).
We also derive an asymptotic lower bound in Theorem 5.2: for any L˜0(N) as in (1.3), α < h∗∗, and 0 < ν < ωd, one haslim inf
N
1
Nd−2
logPG[|W˜≥αN | ≥ νNd] ≥ − 12d (h∗∗ − α)2cap(Bν)
(1.34)
(with ωd as in (1.12)). By a similar argument as explained above (1.14), when
α < h∗∗, 0 < ν < ωd, and 0 < µ < ωd − ν, the asymptotic lower bound (1.34)
can be used to produce an asymptotic lower bound for the probability in (1.33)
with h∗∗ in place of h, and c′1(ν, µ) = cap(Bν+µ)− cap(Bν) in place of c1(ν, µ).
Again, if the equalities h = h∗ = h∗∗ hold, then Theorem 5.1 and 5.2 show
that with L˜0(N) as in Theorem 5.1, one has
lim
N
1
Nd−2
logPG[|W˜≥αN | ≥ νNd] = − 12d (h∗ − α)2 cap(Bν)
for α < h∗ and 0 < ν < ωd,
(1.35)
and conditionally on {|W˜≥αN | ≥ νNd}, the set F≥αN is close to a translate of Bν :
lim
N
E
G[δ(F≥αN , Bν)
∣∣ |W˜≥αN | ≥ νNd] = 0,
for α < h∗ and 0 < ν < ωd,
(1.36)
and (1.35), (1.36) should also be contrasted with (1.30) now governing the case
α > h∗ (when h ≤ h∗ ≤ h∗∗ coincide). Still, what happens inside the hole W˜≥αN
left in B(0, N) by C˜≥αN is unclear, see Remark 5.1 2).
Let us say a few words about proofs. The most challenging part concerns
the derivation of the upper bounds in the case of random interlacements in
Theorem 3.1, see also (1.8), (1.11), and in the case of the Gaussian free field
in Theorem 5.1, see also (1.31), (1.33). We heavily rely on the type of coarse
graining procedure of [19], Section 4, leading to the construction of suitable
porous interfaces, and on the capacity lower bounds from [19] that are recalled
in Section 1. Let us stress the following feature. Although the optimal shape Bν
“governing the problem” is convex, the coarse graining procedure must rule out
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non-convex shapes and corresponding porous interfaces and establish that they
are more costly. The quantitative geometric controls in (1.11), (1.22), (1.33)
rely on the bounds of the Fraenkel asymmetry in terms of the capacity excess
due to [12] that are recalled in Section 1. They lead to a certain coercivity
property of the capacity stated in Lemma 3.2. The lower bounds for their part
come as rather direct applications of the results of [15] in the case of random
interlacements, of [14] in the case of the simple random walk, and of [24] in the
case of the Gaussian free field.
Let us now describe the organization of the article. In Section 2 we recall the
asymptotic capacity lower bounds from [19], the change of probability method,
and the bounds on the Fraenkel asymmetry in terms of the capacity excess due
to [12]. In Section 3 we treat the case of random interlacements. The upper
bounds appear in Theorem 3.1 and the lower bounds in Theorem 3.2. Section 4
contains the results for the case of the simple random walk. The upper bounds
appear in Theorem 4.1 and the lower bounds in Theorem 4.2. Finally, Section
5 discusses the case of the Gaussian free field. The upper bounds are contained
in Theorem 5.1 and the lower bounds in Theorem 5.2.
Our convention concerning constants is the following. We denote by c, c′, c˜
positive constants changing from place to place that simply depend on the di-
mension d. Numbered constants c0, c1, c2 refer to the value corresponding to
their first appearance in the the text. Dependence on additional parameters
appears in the notation.
2. Some useful facts
In this section we will recall some results that will be helpful in the next sections.
In particular, we will recall a capacity lower bound from [19] that will play
an important role in the derivations of the asymptotic upper bounds, both in
Theorems 3.1 and 5.1. We will also recall the relative entropy inequality that
underpins the change of probability method in the proofs of the asymptotic lower
bounds in Theorems 3.4, 4.2, and 5.2. Finally, we will recall the quantitative
strengthening due to [12] of the Polya-Szego¨’s Inequality. It provides a control
on the Fraenkel asymmetry of a bounded open set in terms of its capacity excess.
Throughout the article, unless explicitly stated otherwise, we assume that
d ≥ 3. For x in Rd and r ≥ 0, BRd(x, r) will stand for the closed ball in
| · |∞-distance with center x and radius r, whereas B2(x, r) will denote the
corresponding closed Euclidean ball with center x and radius r. For a Borel
subset A ⊆ Rd, we also let |A| stand for the Lebesgue measure of A.
We first recall the capacity lower bound for “porous interfaces” surrounding
a compact subset A in Rd. We consider a non-empty bounded Borel subset U0 in
R
d and U1 = R
d\U0 its complement, as well as S = ∂U0 = ∂U1 their boundary.
We measure the local density of U1 at x in dyadic scales via
σ̂ℓ(x) = |BRd(x, 2−ℓ) ∩ U1| / |BRd(x, 2−ℓ)|, for x ∈ Rd and ℓ ∈ Z. (2.1)
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For A compact subset of Rd and ℓ∗ ≥ 0, we define
Uℓ∗,A = the collection of bounded subsets U0 of Rd such that
σ̂ℓ(x) ≤ 12 for all x ∈ A and ℓ ≥ ℓ∗
(2.2)
(for instance, any U0 such that d∞(x, U1) ≥ 2−ℓ∗ for each x in U0 belongs to
Uℓ∗,A, where the notation d∞(x, U1) stands for the | · |∞-distance from x to U1,
see below (1.9)).
Given U0 a bounded non-empty Borel subset of R
d, and ε > 0, η > 0, the
“porous interfaces” we consider correspond to
SU0,ε,η = the class of compact subsets Σ of Rd such that for all
z ∈ ∂U0, Wz[Brownian motion enters Σ strictly before
moving at | · |∞-distance ε] ≥ η
(2.3)
(where Wz denotes the Wiener measure starting at z and that governs the
canonical Brownian motion in (2.3)).
Thus, ε controls the distance from S = ∂U0 at which the porous interface Σ is
felt and η the strength with which it is felt. We can now quote the capacity lower
bound contained in (3.16) of Corollary 3.4 of [19] that will play an important
role in the derivations of Theorems 3.1 and 5.1. It states that for all η ∈ (0, 1)
one has:
lim
v→0
inf
ε≤v 2−ℓ∗
inf
A
inf
U0∈Uℓ∗,A
inf
Σ∈SU0,ε,η
cap(Σ) / cap(A) = 1 (2.4)
where A varies in the class of compact subsets of Rd with positive capacity in
the above infimum.
We next recall the classical inequality concerning the relative entropy that
underpins the change of probability method. It will be used in the proofs of the
lower bounds in Theorems 3.4, 4.2, and 5.2. Given a probability P˜ absolutely
continuous with respect to P , the relative entropy of P˜ relative to P is
H(P˜ |P ) = E˜
[
log dP˜dP
]
= E
[
dP˜
dP log
dP˜
dP
]
∈ [0,∞] (2.5)
(we denote by E˜ and E the respective expectations with respect to P˜ and P ).
Then, the above mentioned inequality states that for an event A with P˜ (A) > 0,
one has (see [6], p. 76)
P [A] ≥ P˜ [A] exp{− 1
P˜ [A]
(
H(P˜ |P ) + 1e
)}
. (2.6)
Next, we turn to the quantitative version of Polya-Szego¨’s Inequality derived in
[12]. We recall that ωd = |B2(0, 1)| stands for the volume of the Euclidean ball
of unit radius, see (1.12), and we let κd stand for its capacity:
κd = cap(B2(0, 1)). (2.7)
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Note that given a non-empty open set U of finite volume, κd(
|U|
ωd
)d−2 is the
capacity of a Euclidean ball with volume |U |. One defines the capacity excess
of U as:
ηU =
cap(U)
κd(
|U|
ωd
)d−2
− 1. (2.8)
The Polya-Szego¨ Inequality states that ηU ≥ 0. As shown in [12], ηU actually
controls the Fraenkel asymmetry of U . We recall that for a Borel subset of E of
R
d, with 0 < |E| <∞, the Fraenkel asymmetry of E is (with ωdRdE = |E|),
λE = min
a∈Rd
|E∆B2(a,RE)|
|E| ∈ [0, 2) (with ∆ the symmetric difference). (2.9)
Note that |E|λE is the L1(dx)-distance (where dx stands for the Lebesgue
measure) of 1E to the closed subset of L
1(dx) consisting of translates of 1B2(0,RE)
(that is, |E|λE = δ(E,B(0, RE)) in the notation (2.11) below). Theorem 1.2 of
[12] states that for any open set U in Rd of positive finite measure, one has (we
refer to the end of the Introduction for our convention concerning constants):
ηU ≥ c0 λ4U . (2.10)
This inequality will enter the proof of Theorems 3.1 and 5.1, when we establish
the statements corresponding to (1.11) and (1.33).
Finally, we record here the notation underlying (1.10). We first observe that
given any Borel subset F ⊆ Rd, with finite volume |F |, the collection of indicator
functions of translates F +z, z ∈ Rd, of F constitutes a closed subset of L1(dx).
Thus, for E,F Borel subsets of Rd with finite volume, we set δ(E,F ) to be
the L1-distance of 1E to this set of translates, so that (with ∆ standing for the
symmetric difference)
δ(E,F ) = inf
z∈E
|E∆(F + z) | (= δ(F,E) ). (2.11)
3. Random interlacements
In this section we will state and prove the large deviation upper bound corre-
sponding to (1.8) in Theorem 3.1 and the lower bound corresponding to (1.13)
in Theorem 3.2. In Theorem 3.1, we will also derive an additional control stated
in (1.11) on the proximity to some translate of a ball of volume ν of the Rd-filling
FuN of
1
N W˜
u
N , see (1.9). In doing so, we will prove a certain coercivity inequality
for the capacity in Lemma 3.1 that will also be of use in Section 5.
We keep the same notation as in the Introduction, see in particular (1.1) to
(1.6).
We begin with the upper bound on the occurrence of a macroscopic volume
for W˜uN in the strongly percolative regime 0 < u < u, see below (1.6), and on
how close FuN is to a translate of Bν (the closed Euclidean ball with volume ν
centered at the origin).
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Theorem 3.1. (upper bound)
There exists L˜0(N) satisfying (1.3) such that for any 0 < u < u and ν > 0
lim sup
N
1
Nd−2
logP[ |W˜uN | ≥ νNd] ≤ − 1d (
√
u−√u)2 cap(Bν), (3.1)
and so that for any η > 0,
lim sup
N
1
Nd−2 logP[ |W˜uN | ≥ νNd, δ(FuN , Bν) ≥ µ]
≤ − 1d (
√
u−√u)2 (cap(Bν) + c1(ν, µ)), (3.2)
where δ(FuN , Bν) is defined in (1.10), see also (2.11).
Proof. The proof heavily relies on a coarse graining procedure (see also Figure
1 below) to construct a porous interface similar to Section 4 of [19], as well as
on the capacity lower bound proved in Corollary 3.4 of the same reference that
we recalled in (2.4).
We will first specify L˜0(N) satisfying (1.3) and introduce some scales. For this
purpose we consider rationals α > β > γ in (0, u), ε˜ rational in (0, 1), K integer
such that, as below (4.11) of [19], K ≥ c(α, β, γ, ε˜)(≥ 100), where this constant
corresponds to c4(α, β, γ) ∨ c5(ε˜) ∨ c8(α, β, γ) in the notation of Theorem 2.3,
Proposition 3.1, and Theorem 5.1 of [26]. For any such rationals α, β, γ, ε˜ and
integer K, we select a sequence γN in (0, 1] satisfying the conditions (4.18) of
[19], in particular γN −→
N
0 (this choice can actually be performed independently
of ε˜, but this feature will be irrelevant for us). We then set, see (4.19) of [19],
L0 = [(γ
−1
N N logN)
1
d−1 ], L̂0 = 100d [
√
γN N ], (3.3)
so that, cf. (4.24) of [19]
L̂0/L0 −→
N
∞. (3.4)
We then choose L˜0(N) to be any non-negative integer valued sequence such that
i) L˜0(N) = o(N),
ii) L˜0(N) / L̂0(N) −→
N
∞ for any given choice of α, β, γ, ε˜
and K (there are countably many such choices).
(3.5)
One can always construct such an L˜0 via a diagonal procedure (incidentally, a
more explicit rate of decay of the function ρ(L) depending on α, β, γ,K in (4.16)
of [19], see also (5.6) of [26], would yield a more explicit L˜0).
We then introduce the lattices (cf. (4.20) of [19]):
L0 = L0 Z
d, L̂0 =
1
100d L̂0 Z
d = [
√
γN N ]Z
d (3.6)
(with [·] the integer part), and for z ∈ L0 we define, see (4.12) of [19],
Bz = z + [0, L0)
d ∩ Zd ⊆ Dz = z + [−3L0, 4L0)d ∩ Zd
⊆ Uz = z + [−KL+ 1,KL− 1)d ∩ Zd.
(3.7)
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We now consider some u in (0, u), pick α > β > γ rationals in (u, u), and ε˜ ratio-
nal in (0, 1) so that ε˜ (
√
u
u−1) < 1, as well as an integerK ≥ c(α, β, γ, ε˜)(≥ 100).
We denote by Nu(Dz) the number of excursions from Dz to the exterior bound-
ary ∂Uz of Uz that are contained in the interlacement trajectories up to level
u, see (2.14) and (1.42) of [26]. We refer to (2.11) - (2.13) of [26] for the notion
of a good(α, β, γ)-box Bz (which is otherwise bad(α, β, γ)). The details of the
definition will not be important here. Very roughly, one looks at the excursions
of the interlacements between Dz and the complement of Uz (they are ordered
in a natural fashion). For a good(α, β, γ)-box Bz , the complement of the first
α cap
Zd
(Dz) excursions (with capZd(·) the simple random walk capacity) con-
tains in Bz a connected set with |·|∞-diameter at least L0/10, which is connected
to similar components in neighboring boxes Bz via paths in Dz avoiding the first
β cap
Zd
(Dz) excursions in the interlacement. In addition, the first β capZd(Dz)
excursions spend a substantial “local time” on the inner boundary of Dz, which
is at least γ cap
Zd
(Dz).
Informally, the variablesNu(Dz) aim at tracking an “undertow” in the medium,
whereas the notion of good(α, β, γ)-box relates to a spatially faster decorrelating
information, see also Remark 2.2 and above Theorem 3.2 of [24]. In Section 4,
this splitting between “undertow” and “local” behavior will correspond to the
decomposition of the Gaussian free field ϕ into an harmonic average hBz inside
Uz and the local field ψBz (vanishing outside Uz) so that ϕ = hBz + ψBz , see
below (5.3).
We can then introduce as in (4.27) of [19] (with the choice M = 1 in (4.27)
of [19])
U1 = the union of all L0-boxes Bz that are either contained in
B(0, 2N)c or linked to an L0-box contained in B(0, 2N)
c
by a path of L0-boxes Bzi , 0 ≤ i ≤ n, which are all, except
maybe for the last one, good(α, β, γ) and such that
Nu(Dzi) < β capZd(Dzi).
(3.8)
We write
HuN = { |W˜uN | ≥ νNd} (3.9)
for the event that C˜uN (see (1.4)), leaves a “hole” W˜uN = B(0, N)\C˜uN in B(0, N)
containing at least νNd sites. In the present context, this “hole event” replaces
the disconnection event DuN from (4.9) of [19]. With (3.2) in mind, we also
introduce the event
Hu,µN = { |W˜uN | ≥ νNd, δ(FuN , Bν) ≥ µ} ⊆ HuN , (3.10)
where in addition the Rd-filling FuN of
1
N W˜
u
N , see (1.9), has an indicator function
at L1-distance at least µ from all translates of the indicator function of Bν , see
(2.11). Then, as in (4.28) of [19], we introduce the function
σ̂(x) = |U1 ∩B(x, L̂0) | / |B(x, L̂0)|, x ∈ Zd, (3.11)
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and note that σ̂(·) has slow variation, in the sense that
|σ̂(x+ e)− σ̂(x)| ≤ 1
L̂0
, for all x, e in Zd with |e|1 = 1 (3.12)
(where | · |1 stands for the ℓ1-norm).
First note that when B(x, L̂0+L0) ⊆ B(0, 2N)c, any L0-box Bz intersecting
B(x, L̂0) is contained in B(0, 2N)
c and hence in U1, so, as in (4.30) of [19],
σ̂(x) = 1, when B(x, L̂0 + L0) ⊆ B(0, 2N)c. (3.13)
The next observation differs from [19] (compare with (4.31) in [19]), and reflects
that we are interested in the “hole event” HuN from (3.9), or in the event Hu,µN ⊆
HuN from (3.10), in place of the disconnection event DuN from (4.9) of [19]. We
will now show that
for large N , on HuN , σ̂(x) = 0 when x belongs to the
(L˜0 − L̂0 − L0)-neighborhood in | · |∞-distance of W˜uN .
(3.14)
For this purpose we will first establish that
for large N , the (L˜0 − L0)-neighborhood of W˜uN does not meet U1. (3.15)
Indeed, observe first that W˜uN ⊆ B(0, N − L˜0 − 1) (because C˜uN contains the
L˜0-neighborhood of SN ⊆ CuN). If the (L˜0−L0)-neighborhood of W˜uN meets U1,
then there is an L0-box Bz in U1, which meets the (L˜0 − L0)-neighborhood of
W˜uN . Hence Bz is contained in B(0, N−L˜0−1+L˜0−L0+L0) = B(0, N−1) and
in U1. By the connectivity statement in (4.13) of [19] (or Lemma 6.1 in [26]), Bz
contains a vertex y that belongs to a connected component of Vu, which meets
an L0-box having a neighboring box contained in B(0, 2N)
c. In particular, this
connected component meets SN , and the vertex y belongs to CuN . In addition,
since Bz has | · |∞-diameter L0 − 1, and Bz meets the (L˜0 − L0)-neighborhood
of W˜uN , the vertex y lies at distance L˜0 − 1 of W˜uN , but this is a contradiction
since y ∈ CuN . This proves (3.15).
Let us now prove (3.14). To this end we note that for large N , on HuN , when
x belongs to the (L˜0−L̂0−L0)-neighborhood of W˜uN , then B(x, L̂0) is contained
in the (L˜0 − L0)-neighborhood of W˜uN , and by (3.15) it does not meet U1, so
that σ̂(x) = 0. This proves (3.14).
We now proceed in a similar fashion to (4.32) in [19], and define
ŜN =
{
x ∈ L̂0; 14 ≤ σ̂(x) ≤ 34
}
, (3.16)
as well as the compact subset of Rd
∆N =
⋃
x∈ŜN
BRd
(
x
N ,
1
50d
L̂0
N
)
, (3.17)
where for z in Rd and r ≥ 0, BRd(z, r) stands for the closed ball in Rd with
center z and radius r for the | · |∞-distance.
In the present context, the following lemma replaces Lemma 4.3 of [19].
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Lemma 3.1. (insulation property of ∆N )
For large N ,
ŜN ⊆ B(0, 3N) ∩ L̂0, (3.18)
and on HuN ,
the closed L˜02N -neighborhood in R
d of 1N W˜uN for the (3.19)
| · |∞-distance is contained in the union of the bounded
components of the open set Rd\∆N .
Proof. The proof of (3.18) is the same as the proof of (4.34) of [19]: by (3.13)
we know that σ̂(x) = 1, when B(x, L̂0 + L0) ⊆ B(0, 2N)c. Hence, for large N ,
when |x|∞ ≥ 3N , one has B(x, L̂0 + L0) ⊆ B(0, 2N)c, so that σ̂(x) = 1. The
claim (3.18) follows.
We now turn to the proof of (3.19). We will use the fact that
for large N , on HuN , any continuous Ψ: [0, 1]→ Rd such that Ψ(0) (3.20)
is within | · |∞-distance 1 of {x ∈ Zd; d∞(x, W˜uN ) ≤ L˜02 } and such
that |Ψ(1)|∞ ≥ 3N , comes within | · |∞-distance 150d L̂0 from ŜN .
The proof is very similar to that of (4.37) of [19]. Indeed, given Ψ as above,
one constructs a Zd-valued ∗-path yi, 0 ≤ i ≤ ℓ (i.e. |yi+1 − yi|∞ = 1, for
0 ≤ i < ℓ), such that d∞(y0, W˜uN ) ≤ L˜02 and |yℓ|∞ > 2N + L̂0 + L0, and
y0, y1, . . . , yℓ are contained in the closed 1-neighborhood for the | · |∞-distance
of Ψ([0, 1]). By (3.14) and (3.13), we see that σ̂(y0) = 0 and σ̂(yℓ) = 1. Note
that |yi+1− yi|1 ≤ d, for 0 ≤ i < ℓ. So, by the Lipschitz property (3.12) of σ̂, we
can find some 0 ≤ j ≤ ℓ with |σ̂(yj)− 12 | ≤ dL̂0 . Then, for large N , if we choose
ŷ ∈ L̂0 with |ŷ − yj |∞ ≤ 1100d L̂0, we find that∣∣σ̂(ŷ)− 12 ∣∣ ≤ 1L̂0 |ŷ − yj |1 + dL̂0 ≤ 1100 + dL̂0 < 14 . (3.21)
This proves that ŷ ∈ ŜN , cf. (3.16). Observe that Ψ(·) comes within |·|∞-distance
1
100d L̂0 + 1 ≤ 150d L̂0 from ŷ. This proves (3.20).
Let us conclude the proof of (3.19). To this end, note that any point in Rd
in the L̂02N -closed neighborhood of
1
N W˜uN for the | · |∞-distance, is within | · |∞-
distance 1N of some point in
1
N Z
d in the L˜02N -closed neighborhood of
1
N W˜uN
for the | · |∞-distance. So, by (3.20), any continuous path in Rd starting in the
L˜0
2N -closed neighborhood of
1
N W˜uN for the | · |∞-distance and tending to infinity
necessarily encounters ∆N . The claim (3.19) follows. This concludes the proof
of Lemma 3.1.
We then proceed as in (4.39) of [19]. We go over the main steps. We extract
a random subset S˜N of ŜN such that
S˜N is a maximal subset of ŜN such that the B(x, 2L̂0), x ∈ S˜N ,
are pairwise disjoint.
(3.22)
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We introduce the notation NL0 = L
d−1
0 / logL0 and the bad event, see (4.22) of
[19] (with (ei)1≤i≤d the canonical basis of Rd)
BN =
⋃
e∈{e1,...,ed}
{
there are at least ρ(L0)(
NL0
L0
)d−1 columns of
L0-boxes in the direction e in B(0, 20N) that
contain a bad(α, β, γ) L0-box
} (3.23)
(with ρ(L) a suitable function depending on α, β, γ, and K, which tends to 0 as
L→∞).
By Lemma 4.2 of [19], we know that
ρ(L0)
(
NL0
L0
)d−2
/ (L̂0/L0)
d−1 −→
N
0, (3.24)
and that the following super-exponential bound holds
lim
N
1
Nd−2
logP[BN ] = −∞. (3.25)
So the bad even BN in (3.23) is “negligible” for our purpose. We thus introduce
the effective events
H˜uN = Hu\BN ⊇ H˜u,µN = Hu,µN \BN . (3.26)
As in (4.41) of [19], setting K = 2K + 3, we find that
for large N , on H˜uN , for each x ∈ S˜N there is a collection C˜x
of L0-boxes intersecting B(x, L̂0) with π˜x-projection at mutual
distance at least KL0 and cardinality [(
c′
K
L̂0
L0
)d−1] such that for
each z ∈ C˜x, Bz is good(α, β, γ) and Nu(Dz) ≥ β capZd(Dz)
(3.27)
(for each x ∈ S˜N , one has i˜x in {1, . . . , d} and π˜x denotes the projection on the
set of points in Zd with vanishing i˜x-coordinate).
As below (4.41) of [19], for large N , we can define a random variable on H˜uN
κN = (ŜN , S˜N , (π˜x, C˜x)x∈S˜N ), (3.28)
with range KN , which is a set such that, cf. (4.43) of [19],
|KN | = exp{o(Nd−2)}. (3.29)
This provides for large N a coarse graining of the event H˜uN in (3.26) (see Figure
1). Namely, for large N one has the partition
H˜uN =
⋃
κ∈KN
HN,κ where HN,κ = H˜uN ∩ {κN = κ}. (3.30)
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As in (4.47)–(4.49) of [19], for each κ ∈ KN , we associate a “segmentation”
corresponding to U0 or S in (3.31) below, and a porous interface corresponding
to Σ in (3.31) below, via:
C =
⋃
x∈S˜
⋃
z∈C˜x
Bz(⊆ Zd),
Σ = 1N
( ⋃
x∈S˜
⋃
z∈C˜x
z + [0, L0]
d
)
(⊆ Rd),
U1 = the unbounded component of
R
d\{ 1N ( ⋃
x∈Ŝ
BRd
(
x, 150d L̂0
))}
,
U0 = R
d\U1, S = ∂U0 = ∂U1.
(3.31)
PSfrag replacements
AN
SN
W˜uN
in U1
| · |∞-distance at least L˜0/2≫ L̂0 ≫ L0
2L̂0
L0 ≫ (N logN)
1
d−1 “slightly”
Fig. 1: An informal illustration of some features entering the definition of
the event HN,κ corresponding to the coarse graining of the event
H˜uN in (3.26), with the selected boxes of side-length 2L̂0 on the
left-hand side, and the blow-up of one such box with the selected
boxes of side-length L0 (in black), on the right-hand side.
We note that on HN,κ the above defined U1 coincides with the unbounded
component of Rd\∆N in Lemma 3.1. Thus by (3.19)
for large N and any κ ∈ KN , on HN,κ, the L˜02N -closed
neighborhood of 1N W˜uN for the | · |∞-distance is contained
in the union of the bounded components of the open set
R
d\{ 1N ( ⋃
x∈Ŝ
BRd
(
x, 150d L̂0
))}
.
(3.32)
The proof now differs from [19] (see below (4.49) of that reference). We can now
introduce for large N the (deterministic) compact subsets of Rd
Aκ =
{
z ∈ U0; d∞(z, U1) ≥ L˜04N
}
, for κ ∈ KN . (3.33)
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Recall the notation FuN from (1.9), for the R
d-filling of 1N W˜uN . By (3.32) and
the definition of the hole event HuN in (3.9), we see that
for large N and any κ ∈ KN , on HN,κ, one has FuN ⊆ A˚κ and
ν ≤ |FuN | ≤ |A˚κ| (with A˚κ the interior of Aκ and |E| the volume
of E Borel subset of Rd).
(3.34)
In view of the definition of the Fraenkel asymmetry, see (2.9), we then find by
the triangle inequality that
for large N and any κ ∈ KN , on HN,κ, |A˚κ\FuN | = |A˚κ| − |FuN |,
and |A˚κ| − |FuN |+ |A˚κ| − ν + |A˚κ|λA˚κ ≥ δ(FuN , Bν).
(3.35)
If we now set in the notation of (3.26), for large N ,
KµN = {κ ∈ KN ; HN,κ ∩Hu,µN 6= φ}. (3.36)
We now find by (3.35) and (3.34) that
for large N and any κ ∈ KµN ,
|A˚κ| ≥ ν and 2(|A˚κ| − ν) + |A˚κ|λA˚κ ≥ µ.
(3.37)
The following lemma will be helpful in the proof of (3.2) (and similarly in the
proof of (5.2) in Theorem 5.1 of Section 4).
Lemma 3.2. (coercivity of the capacity, see (2.9) and below (1.8) for notation)
Consider ν > 0, µ > 0 and U a bounded open set in Rd with
|U | ≥ ν and 2(|U | − ν) + |U |λU ≥ µ. (3.38)
Then, one has
cap(U) ≥ cap(Bν) + c1(ν, µ). (3.39)
Proof. If (3.38) holds, then either
|U | − ν ≥ µ4 , or (3.40)
|U | − ν < µ4 and |U |λU ≥ µ2 . (3.41)
If (3.40) holds, then ηU ≥ 0, see (2.8) for notation, and one has
cap(U) ≥ cap(Bν+µ4 ) ≥ cap(Bν) + c(ν, µ). (3.42)
On the other hand, if (3.41) holds, then
µ
2
(3.41)
≤ |U |λU
(3.41)
≤ (ν + µ4 )λU (2.10)≤ c0 (ν + µ4 ) η1/4U , (3.43)
so that
ηU ≥ c˜(ν, µ). (3.44)
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We then find that by definition of ηU in (2.8), that with B a ball of volume |U |
cap(U) ≥ (1 + c˜(ν, µ)) cap(B) (3.38)≥(
1 + c˜(ν, µ)
)
cap(Bν) ≥ cap(Bν) + c′(ν, µ).
(3.45)
Collecting (3.42) and (3.45), we find (3.39). This proves Lemma 3.2.
We now resume the proof of (3.1) and (3.2). We begin with (3.1). We proceed
in a similar fashion to (4.52) of [19] and find with the exponential bound stated
in (4.14) of [19] that in the notation of (3.31)
lim sup
N
1
Nd−2
logP[HuN ] ≤ −Γ lim infN inf
κ∈KN
1
Nd−2
cap
Zd
(C),
where Γ =
(√
γ −
√
u
1−ε˜ (
√
u
u
−1)
)
(
√
γ −√u). (3.46)
Then, taking a lim inf overK tending to infinity, we find with help of Proposition
A.1 of the Appendix of [19] that (see (3.31) for notation)
lim sup
N
1
Nd−2
logP[HuN ] ≤ −Γ lim
K
lim
N
inf
κ∈KN
1
d cap(Σ). (3.47)
Now, by the capacity lower bound of Corollary 3.4 of [19] recalled in (2.4)
(where we choose A = Aκ, ε = 10
L̂0
N , ℓ∗ the smallest non-negative integer so
that 2−ℓ∗ ≤ L˜010N ), we find
lim sup
N
1
Nd−2
logP[HuN ] ≤ −Γ lim
K
lim
N
inf
κ∈KN
1
d cap(Aκ)
≤ −Γ 1d cap(Bν),
(3.48)
where we used (3.34) and Polya-Szego¨’s Inequality (i.e. ηU ≥ 0) to find that, for
large N and any κ ∈ KN , cap(Aκ) ≥ cap(A˚κ) ≥ cap(Bν). We can then let ε˜ go
to 0 and α, β, γ go to u along rationals (these parameters enter Γ) to find our
claim (3.1).
We now turn to the proof of (3.2). The same argument now yields
lim sup
N
1
Nd−2
logP[Hu,µN ] ≤ −Γ lim
K
lim
N
inf
κ∈KµN
1
d cap(Aκ), (3.49)
where KµN is defined in (3.36).
We can then apply (3.37) and Lemma 3.3 to find that for large N and any κ ∈
KµN , one has cap(Aκ) ≥ cap(A˚κ) ≥ cap(Bν)+c1(ν, µ). Inserting this information
in (3.49) now yields
lim sup
N
1
Nd−2
logP[Hu,µN ] ≤ −Γ
(
1
d cap(Bν) + c1(ν, µ)
)
. (3.50)
Letting ε˜ tend to 0 and α, β, γ tend to u along rationals concludes the proof of
(3.2), and hence of Theorem 3.1.
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We now turn to the asymptotic lower bound. The restriction ν < ωd permits
us to avoid boundary effects in the minimization problem, where we look for a
set of minimal capacity among all compact subsets A of B˚(0, 1) with volume ν:
we have a minimum for the choice A = Bν ⊂ B˚(0, 1). Our main result is
Theorem 3.2. (lower bound)
For any 0 < u < u∗∗, 0 < ν < ωd, and L˜0(N) satisfying (1.3), we have
lim inf
N
1
Nd−2 logP[ |W˜uN | ≥ νNd] ≥ − 1d (
√
u∗∗ −
√
u)2 cap(Bν) (3.51)
(see (1.6) and below (1.8) for notation).
Proof. We will in essence apply the construction and the results of [15], and
introduce a probability P˜N corresponding to so-called tilted interlacements, un-
der which, with probability tending to 1 as N goes to infinity, C˜uN in (1.4) does
not meet the Euclidean ball centered at the origin and volume ν′Nd (with ν′
slightly larger than ν). Then Theorem 3.2 will follow with the change of prob-
ability method (i.e. the inequality (2.6)) and the relative entropy bounds from
Proposition 2.3 and 2.4 of [15].
We thus consider 0 < u < u∗∗ and 0 < ν < ωd and define Rν ∈ (0, 1) via
ν = ωd R
d
ν (3.52)
(i.e. the Euclidean ball Bν from (1.8) has radius Rν). We choose δ ∈ (0, 1) such
that
Rν + 2δ < 1, (3.53)
as well as ε ∈ (0, 1) and r > 1. We consider the function h(z) on Rd solution of
the equilibrium problem{
∆h = 0 in U\B2(0, Rν + 2δ), with U = B˚2(0, r)
h = 1 on B2(0, Rν + 2δ), and h = 0 in R
d\U, (3.54)
where we recall that B2(z, a) stands for the closed Euclidean ball in R
d with
center z and radius a, and B˚2(z, a) for the corresponding open ball. As an aside,
note that h(z) can be represented as the probability that Brownian motion
starting at z enters B2(0, Rν + 2δ) before exiting U .
We then choose 0 < η < δ and a non-negative smooth function φη with
support in B2(0, η) such that
∫
Rd
φη(z) dz = 1. We regularize h by convolution
with φη and set
hη = h ∗ φη. (3.55)
We then define for N ≥ 1,
fN(x) =
(√
u∗∗+ε
u − 1
)
hη
(
x
N
)
+ 1 for x ∈ Zd, (3.56)
and introduce as in (2.7) of [15]
P˜N = e
Fu,NP, with
Fu,N (ω) =
∑
i≥0
∫
R
−∆discfNfN
(
Xs(wi,u)
)
ds, (3.57)
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where wi,u, i ≥ 0, keeps track of all doubly infinite continuous-time Zd-valued
trajectories in the interlacement up to level u, Xs(wi,u) stands for the position
of wi,u at time s, and
(∆discg)(x) =
1
2d
∑
|e|1=1
(
g(x+ e)− g(x)), x ∈ Zd, (3.58)
is the discrete Laplacian of g, for g: Zd → R.
As shown in Proposition 2.1 of [15], P˜N is a probability measure. We then
consider ΓN as above (3.1) of [15], the exterior boundary of the discrete blow-up
of B2(0, Rν +
δ
2 ), namely
ΓN = ∂
{
x ∈ Zd;x is within | · |∞-distance 1 of B2
(
0,
(
Rν +
δ
2
)
N
)}
. (3.59)
By (4.10) of [15], we know that
P˜N [AuN ] −→
N
1, if AuN =
⋂
x∈ΓN
{
x
Vu←→/ SN−1} (3.60)
(i.e. AuN is the event stating that no site of ΓN is linked by a path in Vu to a
site with | · |∞-norm N − 1).
We now choose an arbitrary sequence of non-negative integers L˜0(N) satis-
fying (1.3). Then for large N , on AuN one has
CuN ⊆ Zd\B2
(
0,
(
Rν +
δ
2
)
N
)
, so that W˜uN ⊇ B2
(
0,
(
Rν +
δ
4
)
N
) ∩ Zd.
We thus find that
for large N , on AuN , one has | W˜uN | ≥ νNd. (3.61)
By the change of probability method, cf. (2.6), we have
P[AuN ] ≥ P˜N [AuN ] exp
{− 1
P˜N [AuN ]
(
H(P˜N |P) + 1e
)}
, (3.62)
and by (3.60), (3.61), we find that
lim inf
N
1
Nd−2 logP[ |W˜uN | ≥ νNd] ≥ − lim sup
N
1
Nd−2 H(P˜N |P). (3.63)
Then, by Propositions 2.3 and 2.4 of [15], letting successively η tend to 0, r to
∞, and δ tend to zero, we obtain
lim inf
N
1
Nd−2
logP[ |W˜uN | ≥ νNd] ≥ − 1d
(√
u∗∗ + ε−
√
u
)2
cap(Bν). (3.64)
Letting now ε tend to 0 yields our claim (3.51).
Remark 3.1.
1) Let us mention that the tilted interlacements provide a kind of slowly
space-modulated random interlacements with space dependent parameter u fN(
x
N )
2,
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see the Introduction of [15]. Actually, see below (1.49) of [15], the law of Iu un-
der P˜N coincides with the law of the interlacement at level 1 if one endows each
nearest neighbor edge {x, y} of Zd with the conductance u2d fN ( xN ) fN ( yN ). We
will however not need this fact here.
2) Let us also point out that for large N , under the tilted interlacement
measure P˜N , the vacant set Vu inside B2(0, RνN) ∩ Zd is in a strongly non-
percolative regime (see Proposition 4.1 of [15]). As a result with overwhelming
probability under P˜N as N goes to infinity, there are no macroscopic components
in Vu ∩ B2(0, RνN). This feature is very different from what would happen in
the case of Bernoulli percolation in the strongly percolative regime. A similar
constraint like |W˜uN | ≥ νNd would qualitatively be produced by the creation of
a blocking interface with a Wulff-shape like aspect (see for instance Theorem
2.12 of [3]), but the percolative regime would be preserved inside the blocking
interface.
3) If the equalities u = u∗ = u∗∗ hold, then choosing L˜0(N) as in the Theorem
3.1, 0 < u < u∗ and ν < ωd, the upper and lower bounds (3.1) and (3.51) are
matching so that (with Bν as below (1.8))
lim
N
1
Nd−2 logP[ |W˜uN | ≥ νNd] = − 1d
(√
u∗ −
√
u)2 cap(Bν). (3.65)
In addition, by (3.2) and (3.51), conditionally on |W˜uN | ≥ νNd, the Rd-filling
FuN of
1
N W˜uN , is close to a translate of Bν in the sense that
lim
N
E[δ(FuN , Bν)
∣∣ |W˜uN | ≥ νNd] = 0 (3.66)
(with δ(·, ·) as in (2.11)).
However, coming back to 2) above, it is unclear what happens for large N
under the conditional measure P[ ·
∣∣ |W˜uN | ≥ νNd] inside the “nearly spherical
hole” W˜uN (left in B(0, N) by C˜uN). Are large connected components of Vu present
or not? The picture ought to be nearly critical, and possibly quite different from
what takes place under the measure P˜N used to derive the lower bound.
4) Whereas the lower bound (3.51) holds for the choice L˜0(N) = 0, i.e. when
one replaces W˜uN by WuN , the upper bound breaks down in this case. Indeed,
WuN ⊇ Iu ∩B(0, N − 1), and by the spatial ergodic theorem, one finds that
P-a.s., lim inf
N
|WuN | / |B(0, N − 1)| ≥ P[0 ∈ Iu] = 1− e−
u
g(0,0) > 0 (3.67)
where g(x, y) stands for the Green function of the simple random walk on Zd.
One can of course wonder how small L˜0(N) can be chosen so that (3.1) holds.
As already mentioned below (3.5), explicit rates of decay of the function ρ(L)
that appears below (3.23), see also (5.6) of [26], would lead to a more explicit
choice of L˜0(N) in Theorem 3.1. 
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4. The simple random walk
In this section we now turn to the case of simple random walk on Zd, d ≥ 3,
and prove in Theorems 4.1 and 4.2 the large deviation upper bounds and the
lower bound concerning W˜N (see (1.19)) mentioned in (1.20), (1.22), (1.23).
In a heuristic fashion, the simple random walk case discussed in this section
corresponds to letting u tend to 0 in the random interlacement set-up treated
in the previous section.
We keep the same notation as introduced below (1.15) for the simple random
walk (Xn)n≥0 and its canonical law Px when starting from x in Zd.
The asymptotic upper bounds in the next theorem will come as an application
of Theorem 3.1 in the previous section and a coupling argument between simple
random walk and random interlacements, which can be found in Corollary 7.3 of
[24], and then letting u tend to 0. We recall that u is the critical level for random
interlacements, and that 0 < u < u corresponds to the strongly percolative
regime of the vacant set Vu, see below (1.6).
Theorem 4.1. (upper bound)
There exists L˜0(N) satisfying (1.3) such that for any ν > 0
lim sup
N
1
Nd−2
logP0[ |W˜N | ≥ νNd] ≤ − 1d u cap(Bν), (4.1)
where W˜N is defined in (1.19) and Bν as below (1.8).
In addition, the Rd-filling FN of
1
n W˜N , see (1.21), is such that for any ν > 0
and µ > 0, one has with similar notation as in (2.11):
lim sup
N
1
Nd−2 logP0[ |W˜N | ≥ νNd, δ(FN , Bν) ≥ µ]
≤ − 1d u
(
cap(Bν) + c2(ν, µ)
)
.
(4.2)
Proof. We consider a sequence L˜0(N) as constructed in Theorem 3.1. For any
u > 0 (we will actually only consider u < u), we can find a coupling P of Iu
under P[· |0 ∈ Iu], and I (the set of points in Zd visited by the simple random
walk) under P0, such that I ⊆ Iu, see the proof of Corollary 7.3 of [24]. Then,
we have P -a.s., for N ≥ 1, CN ⊇ CuN so that C˜N ⊇ C˜uN , and hence
P -a.s., for all N ≥ 1, W˜uN ⊇ W˜N . (4.3)
It then follows that
lim sup
N
1
Nd−2
logP0[ |W˜N | ≥ νNd] =
lim sup
N
1
Nd−2
logP [ |W˜N | ≥ νNd] ≤
lim sup
N
1
Nd−2 logP [ |W˜uN | ≥ νNd] =
lim sup
N
1
Nd−2
logP[ |W˜uN | ≥ νNd | 0 ∈ Iu] ≤
lim sup
N
1
Nd−2
logP[ |W˜uN | ≥ νNd]
Theor. 3.1≤ − 1d (
√
u−√u)2 cap(Bν),
(4.4)
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where in the inequality at the end of the second line we have used that P[0 ∈
Iu] > 0. Letting u→ 0, we now find (4.1).
We now turn to the proof of (4.2). We note that by (4.3), one has
P -a.s., for all N ≥ 1, FuN ⊇ FN , (4.5)
so that for N ≥ 1,
P -a.s., on {|W˜N | ≥ νNd}, ν ≤ |FN | ≤ |FuN | (4.6)
(with |FN | and |FuN | the respective Lebesgue measures of FN and FuN ).
By (4.5), (4.6) and the triangle inequality, we find that for N ≥ 1,
P -a.s., on {|W˜N | ≥ νNd}, δ(FN , Bν)
(4.5)
≤
|FuN | − |FN |+ δ(FuN , Bν)
(4.6)
≤ |FuN | − ν + δ(FuN , Bν) ≤ 2δ(FuN , Bν),
(4.7)
where we used that |Bν | = ν in the last step. As in (4.4), we now find that
lim sup
N
1
Nd−2
logP0[ |W˜N | ≥ νNd, δ(FN , Bν) ≥ µ] =
lim sup
N
1
Nd−2
logP [ |W˜N | ≥ νNd, δ(FN , Bν) ≥ µ]
(4.3),(4.7)
≤
lim sup
N
1
Nd−2
logP
[ |W˜uN | ≥ νNd, δ(FuN , Bν) ≥ µ2 ] =
lim sup
N
1
Nd−2 logP
[ |W˜uN | ≥ νNd, δ(FuN , Bν) ≥ µ2 ] (3.2)=
− 1d (
√
u−√u)2(cap(Bν) + c1(ν, µ2 )).
(4.8)
Letting u tend to 0, we find (4.2) with c2(ν, µ) = c1(ν,
µ
2 ).
We now turn to the asymptotic lower bound. As in the case of Theorem 3.4,
the restriction ν < ωd permits to avoid boundary effects (see above (3.51)). The
proof of Theorem 4.2 below relies on the change of probability method and the
tilted random walk considered in [14]. We recall the notation from (1.12) and
below (1.6).
Theorem 4.2. (lower bound)
For any 0 < ν < ωd and L˜0(N) satisfying (1.3), one has
lim inf
N
1
Nd−2 logP0
[ |W˜N | ≥ νNd] ≥ − 1d u∗∗ cap(Bν) (4.9)
with Bν as below (1.8).
Proof. We consider 0 < ν < ωd, and Rν ∈ (0, 1) as in (3.52). We further con-
sider δ ∈ (0, 1) such that Rν + 2δ < 1 (as in (3.53)), and for N ≥ 1, define
ΓN as in (3.59). We then consider the measure P˜N from (2.36) of [14] that
governs the so-called “tilted random walk” in that work. We refer to [14] for
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the precise construction of P˜N , but in essence one considers a compactly sup-
ported non-negative approximation h˜ of the equilibrium potential of Bν (on
R
d), and sets hN (x) = h˜(
x
N ). Under P˜N (see Lemma 2.5 of [14]) the corre-
sponding walk starts at the origin, behaves as a Markov chain with gener-
ator L˜N g(x) =
1
2d
∑
|y−x|1=1
hN (y)
hN (x)
(g(y) − g(x)) up to a deterministic time
TN = (u∗∗ + ǫ)
∑
y∈Zd h
2
N (y), and then moves as a simple random walk on Z
d
with unit jump rate. By Proposition 5.8 of [14] we know that
P˜N [AN ] −→
N
1, if AN =
⋂
x∈ΓN
{
x
V←→/ SN−1}. (4.10)
(i.e. AN is the event stating that no site of ΓN is linked by a path in V =
Z
d\I to a site with | · |∞-norm N − 1). For large N , on AN one has CN ⊆
B(0, N)\(B(0, Rν + δ2 )N) ∩ Zd) so that
W˜N ⊇ B
(
0,
(
Rν +
δ
4
)
N
) ∩ Zd.
It thus follows that
for large N , on AN , |W˜N | ≥ νNd. (4.11)
By the change of probability method, see (2.6), it now follows that
lim inf
N
1
Nd−2
logP0
[ |W˜N | ≥ νNd] ≥ − lim sup
N
1
Nd−2
H(P˜N |P 0) (4.12)
(where P 0 governs the law of the continuous time simple random walk on Z
d
with unit jump rate and starting at the origin).
Proceeding as in (6.3) of [14], we then obtain by taking successive limits in
the parameters entering smoothing, cut-off, and threshold, in the construction
of the tilted walk (similar to (3.64)) that
lim inf
N
1
Nd−2
logP0
[ |W˜N | ≥ νNd] ≥ − 1d u∗∗ cap(Bν). (4.13)
This proves (4.9).
Remark 4.1.
1) As in Remark 3.1 2), let us point out that under P˜N with overwhelming
probability as N tends to infinity, there are no macroscopic components in
V ∩B2(0, RνN).
2) If the equalities u = u∗ = u∗∗ hold, then choosing L˜0(N) as in Theorem
4.1, for 0 < ν < ωd the upper and lower bounds in (4.1), (4.9) are matching so
that with Bν as below (1.8), one has
lim
N
1
Nd−2 logP0
[ |W˜N | ≥ νNd] = − 1d u∗ cap(Bν), for 0 < ν < ωd. (4.14)
In addition, by (4.2), conditionally on { |W˜N | ≥ νNd}, the Rd-filling FN of
1
N W˜N is close in L1-distance to a translate of Bν :
lim
N
E0[δ(FN , Bν)
∣∣ |W˜N | ≥ νNd] = 0, for 0 < ν < ωd. (4.15)
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However, what happens for large N under P0[ ·
∣∣ |W˜N | ≥ νNd] inside the
“nearly spherical hole” W˜N (left in B(0, N) by C˜N ) is unclear. In particular
are large connected components of V present or not? The picture may be quite
different from what takes place under P˜N . See 1) above, and below (3.66) for a
similar remark in the case of random interlacements.
3) In Theorem 4.1 the proof shows that L˜0(N) can be chosen as in Theorem
3.1. It remains an open issue to find out how small L˜0(N) can be chosen so that
(4.1) and (4.2) hold. 
5. The Gaussian free field
We now turn to the case where the level set E≥α = {ϕ ≥ α} of the canonical
Gaussian free field on Zd, d ≥ 3, in the strongly percolative regime α < h,
replaces the vacant set Vu random interlacements on Zd, with 0 < u < u, in
Section 2, or the vacant set V of the simple random walk on Zd, in Section 3. Our
main results in this section pertain to large deviation bounds on the volume and
shape of the complement W˜≥αN in B(0, N) of the suitably thickened component
of SN in E
≥α. They appear in Theorems 5.1 and 5.2 of this section. We keep
the same notation as below (1.25).
The next theorem is the counterpart to Theorem 3.1 in the present context.
Theorem 5.1. (upper bound)
There exists L˜0(N) satisfying (1.3) such that for any α < h and ν > 0
lim sup
N
1
Nd−2 logP
G[ |W˜ ≥αN | ≥ νNd] ≤ − 12d (h− α)2 cap(Bν) (5.1)
(with Bν as below (1.8)).
In addition, for the Rd-filling F≥αN of
1
N W˜ ≥αN , see (1.32), one has for any
ν > 0 and µ > 0 (with similar notation as in (2.11))
lim sup
N
1
Nd−2 logP
G[ |W˜ ≥αN | ≥ νNd, δ(F≥αN , Bν) ≥ µ]
≤ − 12d (h− α)2
(
cap(Bν) + c1(ν, µ)
)
.
(5.2)
Proof. Once again, the proof heavily relies on a coarse graining procedure to
construct a porous interface as in Section 4 of [19], and on the capacity lower
bound (1.4) proved in Corollary 3.4 of [19], see also Section 3 of [18]. The general
line is similar to the proof of Theorem 3.1, and we will highlight where different
arguments are involved.
We first specify L˜0(N). To this end, for each rationals δ < γ < h and integer
K ≥ 100, we choose a sequence γN (depending on δ < γ and K), which tends to
0 as N →∞, and satisfies the assumptions corresponding to (4.18) of [19], but
the function ρ(L) above (4.15) of [19] is now replaced by the function in (5.18)
of [24] (which depends on γ, δ and K), see also Section 3 of [18]. We can then
define L0 and L̂0 as in (3.3) and choose L˜0(N) to be any non-negative integer
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valued sequence such that
i) L˜0(N) = o(N),
ii) L˜0(N) / L̂0(N) −→
N
∞ for any choice of rationals δ < γ < h
and integer K ≥ 100
(5.3)
(such a sequence can for instance be constructed by a diagonal procedure, see
also the end of Remark 5.1 3)). We then introduce the lattices L0 and L̂0 as in
(3.6) and keep the same notation Bz, Dz, and Uz for z ∈ Zd, as in (3.7).
We now choose δ < γ rationals in (α, h) and K ≥ 100 (and the corresponding
sequence γN mentioned above). There is a notion of Bz being a ψ-good box,
see (5.7), (5.8) of [24]. The details are not important here. It corresponds to
a decomposition for each box B = Bz of the Gaussian free field ϕ into ϕ =
hB+ψB, where hB is an harmonic average of ϕ inside Uz (and equals ϕ outside
Uz) and ψB is a local field. As mentioned above (3.8), hB aims at tracking
an “undertow” in the field, and ψB contains a spatially faster decorrelating
information. In essence for a ψ-good box Bz at level δ < γ, Bz ∩ {ψBz ≥
γ} contains a component of | · |∞-diameter at least L0/10, and for any two
neighboring boxes Bz and Bz′ , any two components of Bz ∩ {ψBz ≥ γ} and
Bz′ ∩{ψBz′ ≥ γ} with diameter at least L0/10 are connected in Dz∩{ψBz ≥ δ}.
There is also a notion of a box Bz being h-good at level a > 0, namely that
infDz hBz > −a (for us a = δ−α > 0 will be the natural choice, and eventually
we will let δ and γ tend to h). With these notions in mind, we define similarly
as in (3.8)
U1 = the union of all L0-boxes that are either contained in
B(0, 2N)c or linked to an L0-box contained in B(0, 2N)
c
by a path of L0-boxes Bzi , 0 ≤ i ≤ n, which are all, except
may be for the last one, ψ-good at level δ, γ and h-good
at level a = δ − α.
(5.4)
Parallel to (3.9) and (3.10), we introduce the “hole events”
H≥αN = {|W˜ ≥αN | ≥ Nd} ⊇ H≥α,µN
= {|W˜ ≥αN | ≥ νNd, δ(F≥αN , Bν) ≥ µ}.
(5.5)
We apply the same coarse graining procedure with the help of the function
σ̂(x) = |U1 ∩B(x, L̂0)| / |B(x, L̂0)|, x ∈ Zd. We introduce a bad event BN as in
(3.23), with our now current choice of the function ρ(·), and ψ-bad at levels δ, γ
in place of bad(α, β, γ). The bad event BN satisfies a super-exponential bound
as in (3.25), see also Proposition 5.4 of [24], or (3.17) of [18]. Similar to (3.26),
we then introduce the effective events
H˜≥αN = H≥αN \BN ⊇ H˜≥α,µN = H≥α,µN \BN . (5.6)
As in (3.16), (3.22), (3.28), for large N we construct on H≥αN a random vari-
able κN = (ŜN , S˜N , (π˜x, C˜x)x∈S˜N ) with range KN , a set such that |KN | =
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exp{o(Nd−2)}, so that corresponding to (3.27), see also below (3.16) of [18],
we have with K = 2K + 3
for large N , on H≥αN , for each x ∈ S˜N , C˜x is a collection of
L0-boxes, which intersect B(x, L̂0), have π˜x-projection at
mutual distance at least KL0, with cardinality [(
c′
K
L̂0
L0
)d−1],
and such that for each z ∈ C˜x, Bz is ψ-good at level γ, δ and
h-bad at level a = δ − α.
(5.7)
One then attaches to each κ ∈ KN a “segmentation” represented by S (or U0),
and a porous interface corresponding to Σ ⊆ Rd, the solid filling of 1N C (with
C ⊆ Zd), as in (3.31).
Then, with Corollary 4.4 of [24], we have a function α(K) > 1 with limK→∞ α(K) =
1, so that setting HN,κ = H≥αN ∩ {κN = κ}, for κ ∈ KN , we have
lim sup
N
sup
κ∈KN
{
logPG[HN,κ] + 12
(
a− cK
√
|C|
cap
Zd
(C)
)2
+
cap
Zd
(C)
α(K)
}
≤ 0, (5.8)
where for κ ∈ KN , C is as in (3.31) and we used the notation
C =
⋃
x∈S˜
C˜x, (5.9)
so that for large N , by (3.3)
|C| ≤ ∑
x∈S˜
|C˜x| ≤ c
(
N
L̂0
)d( c′
K
L̂0
L0
)d−1
≤ c
Kd−1
γ
− 12
N
(
N
L0
)d−1 ≤ c
Kd−1
γ
1
2
N
Nd−2
logN .
(5.10)
As we will now explain, the term following a inside the square in (5.8) becomes
negligible as we successively let N tend to infinity and then K tend to infinity.
We first note that by Proposition A.1 of [19] one has (with C and Σ as in (3.31))
lim inf
K→∞
lim inf
N→∞
inf
κ∈KN
1
Nd−2 capZd(C)/cap(Σ) ≥ 1d . (5.11)
Moreover, with Aκ as in (3.33), by the capacity lower bound (2.4), with ε =
10 L̂0/N, ℓ∗ the smallest non-negative integer such that 2−ℓ∗ ≤ L˜0/(10N), and
A = Aκ, we find that
lim inf
N
inf
κ∈KN
cap(Σ) / cap(Aκ) ≥ 1, (5.12)
and as in (3.34),
for large N , for any κ ∈ KN , on HN,κ,
one has F≥αN ⊆ A˚κ and ν ≤ |F≥αN | ≤ |A˚κ|.
(5.13)
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By the Polya-Szego¨ Inequality, see below (2.8), we then have cap(A˚κ) ≥ cap(Bν),
and coming back to (5.12), we find that
lim
N
inf
κ∈KN
cap(Σ) / cap(Bν) ≥ lim
N
inf
κ∈KN
cap(Aκ) / cap(Bν) ≥ 1. (5.14)
As a result, combining (5.10), (5.11), (5.14), we find that
lim sup
K
lim sup
N
sup
κ∈KN
|C| / cap
Zd
(C) = 0. (5.15)
If we now proceed as in (3.46), (3.47), taking into account the super-exponential
bound satisfied by the bad event BN , we obtain
lim sup
N
1
Nd−2
logPG[H≥αN ] ≤
− lim
K→∞
lim
N→∞
inf
κ∈KN
1
Nd−2
logPG[HN,κ]
(5.8),(5.11)
≤
(5.12), (5.15)
− lim
K→∞
lim
N→∞
inf
κ∈KN
a2
α(K)
1
d cap(Aκ)
(5.14)
≤
α(K)→1
−a22d cap(Bν).
(5.16)
Recall that a = δ − α. Letting δ converge (along rationals) to h, we find (5.1).
As for (5.2), we introduce as in (3.36) for large N
KµN = {κ ∈ KN ;HN,κ ∩ H˜≥α,µN 6= φ} (5.17)
so that for large N , as in (3.37),
for any κ ∈ KµN , |A˚κ| ≥ ν and 2(|A˚κ| − ν) + |A˚κ|λA˚κ ≥ µ. (5.18)
We then have, proceeding as in (5.16),
lim sup
N
1
Nd−2
logPG[H≥α,µN ] ≤
− lim
K→∞
lim
N→∞
inf
κ∈KµN
a2
α(K)
1
d cap(Aκ)
(5.18),(3.39)
≤
α(K)→1
− a22d
(
cap(Bν) + c1(ν, µ)
)
.
(5.19)
Letting δ converge along rationals to h now yields (5.2). This concludes the
proof of Theorem 5.1.
We now come to the asymptotic lower bound. As explained above Theorem
3.2, the condition ν < ωd ensures that Bν ist contained in B˚(0, 1) and permits
us to avoid boundary effects. We refer to above (1.26) and to (1.29) for notation.
Theorem 5.2. (lower bound)
For any α < h∗∗, 0 < ν < ωd, and L˜0(N) satisfying (1.3), we have
lim inf
N
1
Nd−2 logP
G[ |W˜ ≥αN | ≥ νNd] ≥ − 12d (h∗∗ − α)2 cap(Bν). (5.20)
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Proof. We keep the notation from (3.52), (3.53), so that ν = ωdR
d
ν , and we
have 0 < δ < 1 and r > 1 satisfying
Rν + 2δ < 1 < r, (5.21)
as well as 0 < η < δ and the regularized function hη = h ∗ φη, as in (3.54),
(3.55). We then define for ε > 0 and N ≥ 1 (recall that α < h∗∗)
fN (x) = −hη
(
x
N
)
(h∗∗ − α+ ε), for x ∈ Zd, (5.22)
and
P˜
G
N = exp
{
E(fN , ϕ)− 12 E(fN , fN)
}
P
G, (5.23)
where E(·, ·) stands for the Dirichlet form
E(f, g) = 12
∑
|x−y|1=1
1
2d
(
f(y)− f(x)) (g(y)− g(x)), (5.24)
for f, g functions on Zd such that the above series is absolutely convergent. By
the Cameron-Martin formula (see also (2.3), (2.4) of [24]), we know that P˜GN is
a probability measure and that
ϕ under P˜GN has the same law as ϕ+ fN under P
G. (5.25)
Then, observe that
fN (x) = −(h∗∗ − α+ ε) for x in B2(0, (Rν + δ)N) ∩ Zd, (5.26)
and defining ΓN as in (3.59) to be the exterior boundary of the discrete blow-up
of B2(0, Rν +
δ
2 ), we see that for large N and any x ∈ ΓN , we have (with ∂int
denoting the inner boundary):
P˜
G
N
[
x
ϕ≥α←→ ∂intB
(
x, δ4d N
)] (5.25)
=
P
G
[
x
ϕ≥α−fN←→ ∂intB
(
x, δ4d N
)] (5.26)
=
P
G
[
x
ϕ≥h∗∗+ε←→ ∂intB
(
x, δ4d N
)] trans. inv.
=
P
G
[
0
ϕ≥h∗∗+ε←→ ∂intB
(
0, δ4d N
)]
.
(5.27)
This last quantity has a stretched exponential decay in N (actually an exponen-
tial decay when d ≥ 4, with a logarithmic correction when d = 3, see Theorem
2.1 of [20]). It thus follows that
P˜
G
N [A≥αN ] −→N 1, if A
≥α
N =
⋂
x∈ΓN
{
x
ϕ≥α←→/ SN}. (5.28)
By the change of probability method, see (2.6), and the fact that for large N
one has A≥αN ⊆ { |W˜≥αN | ≥ νNd} (as in (3.61)), one finds that
lim inf
N
1
Nd−2
logPG[ |W˜≥αN | ≥ νNd] ≥ − lim sup
N
1
Nd−2
H(P˜GN |PG)
= − lim sup
N
1
Nd−2
1
2 E(fN , fN)
(5.29)
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(see (2.7) of [24] for the last equality).
By a similar calculation as below (2.10) of [24], we find that
lim inf
N
1
Nd−2 log P
G[ |W˜≥αN | ≥ νNd]
≥ − 12d (h∗∗ − α+ ε)2 cap
(
B2(0, Rν + δ)
)
,
(5.30)
and letting δ and ε tend to zero, we obtain (5.20).
Similarly to Remark 3.1, we now have
Remark 5.1.
1) For large N under P˜GN the super level-set {ϕ ≥ α} inside B2(0, RνN)∩Zd
is in a strongly non-percolative regime as shown by a similar calculation as in
(5.27). In particular, with overwhelming P˜GN -probability as N → ∞, there are
no macroscopic components in {ϕ ≥ α} ∩B2(0, RνN). Once again this is quali-
tatively different from what would happen in the case of Bernoulli percolation,
see Remark 3.1 2).
2) If the equalities h = h∗ = h∗∗ hold, then choosing L˜0(N) as in Theorem
5.1 the upper and lower bounds in (5.1) and (5.20) are matching when α < h∗
and 0 < ν < ωd, so that (with Bν as below (1.8))
lim
N
1
Nd−2
logPG[ |W˜≥αN | ≥ νNd] = − 12d (h∗ − α)2 cap(Bν). (5.31)
In addition by (5.2) and (5.20), conditionally on |W˜≥αN | ≥ νNd, the Rd-filling
F≥αN of
1
N W˜≥αN is close to a translate of Bν in the sense that
lim
N
E
G[δ(F≥αN , Bν)
∣∣ |W˜≥αN | ≥ νNd] = 0 (5.32)
(see (2.11) for notation).
Again, what happens for large N under PG[ ·
∣∣ |W˜uN | ≥ νNd] inside the
“nearly spherical hole” W˜≥αN (left in B(0, N) by C˜≥αN ) is unclear, and possi-
bly quite different from what takes place under the measure P˜GN used for the
lower bound. See 1) above, and below (3.66) and (4.15) for similar remarks in
the case of random interlacements and of the simple random walk.
3) Let us point out that the upper bound (5.1) does not hold for the choice
L˜0(N) = 0 (because P
G-a.s., limN |W˜≥αN | / |B(0, N)| ≥ PG[ϕ0 < α] > 0, by the
application of the ergodic theorem and the inclusion {ϕ < α} ∩ B(0, N − 1) ⊆
B(0, N)\C≥NN = W≥αN ). One can naturally wonder how small L˜0(N) can be
chosen so that (5.1) holds. Incidentally, explicit rates of decay on the function
ρ(L) from (5.18) of [24] would lead to a more explicit choice of L˜0(N) in Theorem
5.1.

/On macroscopic holes 31
References
[1] Bodineau, T. (1999). The Wulff construction in three and more dimen-
sions. Commun. Math. Phys. 207 197–229.
[2] Bricmont, J. and Lebowitz, J.L. and Maes, C. (1987). Percolation
in strongly correlated systems: the massless Gaussian field. J. Stat. Phys
48 1249–1268.
[3] Cerf, R. (2000). Large deviations for three dimensional supercritical per-
colation. Aste´risque 267, Socie´te´ Mathe´matique de France.
[4] Cˇerny´, J. and Teixeira, A. (2012). From random walk trajectories to
random interlacements. Sociedade Brasileira de Matema´tica 23 1–78.
[5] Chiarini, A. and Nitzschner, M. Entropic repulsion for the Gaussian
free field conditioned on disconnection by level-sets. Preprint, also available
at arXiv:1808.09947.
[6] Deuschel, J.D. and Stroock, D.W. (1989). Large Deviations. Aca-
demic Press, Boston.
[7] Drewitz, A. and Pre´vost, A. and Rodriguez, P.-F. The sign clusters
of the massless Gaussian free field percolate on Zd, d ≥ 3 (and more). To
appear in Commun. Math. Phys., also available at arXiv:1708.03285.
[8] Drewitz, A. and Ra´th, B. and Sapozhnikov, A. (2014). An Intro-
duction to Random Interlacements. SpringerBriefs in Mathematics, Berlin.
[9] Drewitz, A. and Ra´th, B. and Sapozhnikov, A. (2014). Local per-
colative properties of the vacant set of random interlacements with small
intensity. Ann. Inst. Henri Poincare´ Probab. Stat., 50(4):1165–1197.
[10] Drewitz, A. and Rodriguez, P.-F. (2015). High-dimensional asymp-
totics for percolation of Gaussian free field level sets. Electron. J. Probab.
20 1–39.
[11] Duminil-Copin, H. and Raoufi, A. and Tassion, V. (2017). Sharp
phase transition for the random-cluster and potts models via decision trees.
Available at arXiv:1705.03104.
[12] Fusco, N. and Maggi, F. and Pratelli, A. (2009). Stability esti-
mates for certain Faber-Krahn, isocapacitary and cheeger inequalities. Ann.
Scuola Norm. Su. Pisa Cl. Sci. (5) 8 51–71.
[13] Lebowitz, J.L. and Saleur, H. (1986). Percolation in strongly corre-
lated systems. Phys. A 138 194–205.
[14] Li, X. (2017). A lower bound for disconnection by simple random walk.
Ann. Probab. 45 879–931.
[15] Li, X. and Sznitman, A.S. (2014). A lower bound for disconnection by
random interlacements. Electron. J. Probab. 19 1–26.
[16] Lupu, T. (2016). From loop clusters and random interlacement to the free
field. Ann. Probab. 44 2117–2146.
[17] Molchanov, S.A. and Stepanov, A.K. (1983). Percolation in random
fields I. Teoret. Mat. Fiz. 55 246–256.
[18] Nitzschner, M. (2018) Disconnection by level sets of the discrete Gaus-
sian free field and entropic repulsion. Electron. J. Probab. 23 1–21.
/On macroscopic holes 32
[19] Nitzschner, M. and Sznitman, A.S. Solidification of porous interfaces
and disconnection. Accepted for publication at the J. Eur. Math. Soc., also
availabe at arXiv:1706.07229.
[20] Popov, S. and Ra´th, B. (2015). On decoupling inequalities and percola-
tion of excursion sets of the Gaussian free field. J. Stat. Phys. 159 312–320.
[21] Popov, S. and Teixeira, A. (2015). Soft local times and decoupling of
random interlacements. J. Eur. Math. Soc. 17 2545–2593.
[22] Port, S. and Stone, C. (1978). Brownian motion and classical Potential
Theory. Academic Press, New York, 1978.
[23] Rodriguez, P.-F. and Sznitman, A.S. (2013). Phase transition and
level-set percolation for the Gaussian free field. Commun. Math. Phys. 320
571–601.
[24] Sznitman, A.S. (2015). Disconnection and level-set percolation for the
Gaussian free field. J. Math. Soc. Japan 67 1801–1843.
[25] Sznitman, A.S. (2016).Coupling and an application to level-set percola-
tion of the Gaussian free field. Electron. J. Probab. 21 1–26.
[26] Sznitman, A.S. (2017). Disconnection, random walks, and random inter-
lacements. Probab. Theory Relat. Fields 167 1–44; the numbering quoted
here in the text is the same as in arXiv:1412.3960 (the numbering of sections
in the PTRF article is shifted by one unit).
