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Abstract: Labyrinth weirs provide an economic option for flow control structures in a variety of
applications, including as spillways at dams. The cycles of labyrinth weirs are typically placed
in a linear configuration. However, numerous projects place labyrinth cycles along an arc to take
advantage of reservoir conditions and dam alignment, and to reduce construction costs such as
narrowing the spillway chute. Practitioners must optimize more than 10 geometric variables when
developing a head–discharge relationship. This is typically done using the following tools: empirical
relationships, numerical modeling, and physical modeling. This study applied a new tool, machine
learning, to the analysis of the geometrically complex arced labyrinth weirs. In this work, both
neural networks (NN) and random forests (RF) were employed to estimate the discharge coefficient
for this specific type of weir with the results of physical modeling experiments used for training.
Machine learning results are critiqued in terms of accuracy, robustness, interpolation, applicability,
and new insights into the hydraulic performance of arced labyrinth weirs. Results demonstrate that
NN and RF algorithms can be used as a unique expression for curve fitting, although neural networks
outperformed random forest when interpolating among the tested geometries.
Keywords: arced labyrinth weir; spillway discharge capacity; machine learning; random forests
model; neural networks
1. Introduction
1.1. Problem Statement
Water is an unevenly distributed global resource. Many communities rely heavily on water
distribution systems and key elements in that system—hydraulic structures—for water supply and
flood control. These communities range in size and demand, from small agrarian pueblos (e.g., areas
in northern Peru, southern Africa, eastern Asia) to large metropolises (e.g., Las Vegas would not exist
without Hoover Dam) [1]. Water sources may be within a short walk, or as far as many kilometers
away with mountains in between. Furthermore, communities require infrastructure such as dams and
levees to store precipitation in dry periods and to provide flood protection in periods of excess [2].
These water systems often include flow control structures such as weirs and spillways that may be
located in canals, channels, rivers, and reservoirs.
The primary performance metric for many of these control structures is the relationship between
energy head (i.e., an elevation or depth) and discharge. Significant funds are expended every year
analyzing hydrologic and hydraulic risks. These efforts frequently include updating head–discharge
relationships of existing flow-control structures or designing new structures that meet specified
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head–discharge performance criteria. Therefore, it is vital to leverage appropriate technologies to meet
water infrastructure demands by supporting these analyses and efforts.
1.2. Labyrinth Weirs
A labyrinth weir is a free-overfall control structure that is folded in plan to create a repeating
triangular, trapezoidal, rectangular, or even circular pattern (i.e., cycle), although the commonly
constructed type is the trapezoidal labyrinth weir. Labyrinth weirs offer several performance
advantages compared to other types of hydraulic structures; they typically require no operation,
little maintenance, and can be less expensive to construct compared to other dam rehabilitation
options [3]. Furthermore, the geometry may be tailored to a specific site. Also, these types of weirs may
pass more flow for a given head and channel width relative to other linear weirs due to the additional
crest length.
Various aspects of labyrinth weirs were studied during the past 60 years, including the
head–discharge performance of many geometries (e.g., References [4–11]), scale effects [12,13], energy
dissipation [14,15], and effects of floating debris [16,17]. The cycles of labyrinth weirs are typically
placed in a linear configuration. However, some projects place labyrinth cycles along an arc to take
advantage of reservoir conditions and dam alignment, and to reduce construction costs such as by
narrowing the spillway chute (e.g., Isabella Dam (model shown in Figure 1b), Maria Cristina Dam,
Kizilcapinar Dam, and Maguga Dam (see Figure 1a)). These efforts corresponded to several studies
conducted in laboratories on arced labyrinth weirs [6,18–24]. A challenge with arced labyrinth weirs
is the large number of geometric parameters and hydraulic factors that influence discharge capacity.
The geometric layout and experimental data by Reference [8] provide a basis for additional analyses
of the hydraulic performance of arced labyrinth weirs using various numerical approaches such as
empirical relationships, computational fluid dynamics, and machine learning (ML).
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Figure 1. Examples of arced labyrinth weirs: (a) Maguga Spillway in Swaziland during construction, 
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(USA). Photos courtesy of D. van Wyk (a) and B. Tullis (b). 
1.3. Machine Learning 
The development of sensors and communications made available enormous volumes of data of 
civil engineering systems that could be useful for their improvement [25]. The analysis of these data 
requires specific tools that were developed in recent years in the field of computer science, since a 
potential significant challenge is analyzing the data to identify dominant relationships and make 
accurate predictions. In parallel, ML algorithms capable of addressing different types of problems 
were proposed and applied to a variety of tasks, which can be grouped fundamentally in regression 
and classification. These tools have a great potential of application to solve other engineering 
problems for which physical or statistical models were traditionally used. 
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1.3. Machine Learning
The development of sensors and communications made available enormous volumes of data
of civil engineering systems that could be useful for their improvement [25]. The analysis of these
data requires specific tools that were developed in recent years in the field of computer science, since
a potential significant challenge is analyzing the data to identify dominant relationships and make
accurate predictions. In parallel, ML algorithms capable of addressing different types of problems
were proposed and applied to a variety of tasks, which can be grouped fundamentally in regression
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and classification. These tools have a great potential of application to solve other engineering problems
for which physical or statistical models were traditionally used.
The main feature of these models is that they are not based on physics but only rely on available
data. Therefore, they can be very useful in systems where there is uncertainty in the processes
involved or it is difficult to apply physics-based mathematical expressions, provided that enough
information (i.e., sufficient data of the system) for various scenarios is available. Thus, neural networks
(NNs) were used for years in hydrology to model rainfall–runoff processes and predict flooding
(e.g., References [26–28]). In dam safety, there is also a growing community of researchers that employ
various algorithms to estimate the structural response of a dam based on the acting loads and to detect
anomalies [29–33]. Other fields of application in hydraulic engineering include the management of
water supply networks [34] and velocity estimation in air–water flows [35]. In hydraulic engineering,
these techniques are also used in problems analogous to that proposed in this paper. For example,
Reference [36] used NNs to obtain an expression to estimate the discharge capacity of Piano Key
Weirs, a special type of labyrinth weir that has rectangular cycles, overhangs, and ramps in each cycle.
Emiroglu and Kisi published a comparison between NNs and adaptive neuro fuzzy inference systems
(ANFIS) for an analogous case in labyrinth side weirs [37]. Several ML techniques were compared by
Azamathulla et al. [38] to predict the discharge coefficient of linear side weirs, and NNs were also used
to analyze the discharge capacity of radial-gated spillways [39].
NNs are the most commonly used machine learning technique in hydraulic engineering.
As illustrated, there are numerous publications with examples of applications and methodological
considerations on the training process, which, in this case, include the training algorithm and
parameters, as well as the network architecture (number of layers and neurons per layer). In some
instances, NN-based models were found to be more accurate than conventional statistical approaches
to estimate system response, while providing additional benefits such as their capability to model
non-linear relationships in a straightforward way (e.g., Reference [40]).
Nonetheless, NNs also feature certain drawbacks such as the lack of a unified criterion to
determine network architecture, the dependence on the initialization of the weights, and the need for
normalizing inputs [41].
Ensemble models based on decision trees such as random forests (RFs) and boosted regression
trees (BRTs) were also applied in similar settings, and offer some interesting features [41,42] such as
the following:
• They are robust against the presence of uninformative or highly correlated inputs, which are
automatically neglected during model training.
• They can handle numerical and categorical predictors with little pre-processing.
• They are less prone to overfitting than other ML algorithms.
• They account for input interaction.
In this work, both NNs and RFs were employed to estimate the discharge coefficient of
arced labyrinth weirs, based on the results of experiments [8]. The main objectives of this study
were as follows:
• Obtaining a unique function for estimating the discharge coefficient in terms of the geometric
features and the headwater ratio (H/P);
• Comparing the results obtained with both ML algorithms in terms of the following:
# Accuracy;
# Robustness;
# Interpolation;
# Possibilities to draw conclusions on the system performance from model interpretation;
# Applicability.
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2. Experimental Approach
2.1. Physical Modeling
Physical modeling of labyrinth spillways was conducted at the Utah Water Research Laboratory
(UWRL) in Utah, USA. An overview of arced labyrinth weir parameters is presented in Figure 2 and
tested reservoir configurations are presented in Figure 3. The experimental test matrix is summarized
in Table 1. Experiments were conducted in a 7.3 m by 6.7 m rectangular headbox with a depth of 1.5 m
to simulate reservoir conditions. Flow was introduced into the reservoir via a diffuser pipe along
three walls and a baffle system. A free overfall was placed downstream of the arced labyrinth weirs.
For details of the experimental facilities and set-up including schematics, please see Reference [8].
The labyrinth weirs were 203.2 mm in height (P), with a cycle width (w) of 408 mm, and a wall
thickness (tw) of 25.4 mm with a half-round crest shape with radius (r) equivalent to half the weir
wall thickness (r = tw/2). All tested weirs were machined from high-density polyethylene without
artificial venting or aeration. Flow measurements were performed under steady-state conditions
using calibrated orifice plates accurate to ±0.25% and using a datalogger (22-Hz sampling rate).
Piezometric head h measurements were performed using point gage instrumentation and a stilling
well accurate to ±0.15 mm. A repeatability component was also included in data collection where a
minimum of 10% of experiments were repeated. Composite experimental uncertainties varied slightly
between each model; for H/P ≈ 0.15, uncertainties were less than 2% and decreased with increasing
H/P. As expected, uncertainties increased with decreasing flow depth and were about 5% or less
for H/P = 0.05 (h ≈ 10 mm). An additional component of this study was to quantify the approaching
flow field in the reservoir to the weirs. This was performed using an acoustic Doppler two-dimensional
(2D) velocity probe which confirmed excellent approach conditions and flow symmetry—for additional
details, please see Reference [8]. Differences in head–discharge predictions between these models
and prototypes (scale effects for Cd) are dependent upon the size of the prototype (specifically the
scaling ratio) and H/P with prediction errors anticipated to be −5% or less for H/P > 0.05 [43].
The experimental results are included in Figure 4.
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Figure 4. Experimental data recorded by Crookston [8] for (a) α = 12◦ and (b) α = 6◦ labyrinth
weir configurations.
Table 1. Physical model atrix.
Case α (◦) θ (◦) Number of Cycles Reservoir Orientation
A 12 0 5 Linear, projecting
B 12 10 5 Arced, projecting
C 12 20 5 Arced, projecting
D 12 30 5 Arced, projecting
E 12 0 5 Linear, flush
F 6 0 5 Linear, projecting
G 6 10 5 Arced, projecting
H 6 20 5 Arced, projecting
I 6 30 5 Arced, projecting
J 6 0 5 Linear, flush
2.2. Estimation of Cd
The head–discharge relationship for an arced labyrinth weir can be described as follows [8,21]:
Q =
2
3
CdLc−cycleN
√
2gH3/2, (1)
Cd = f (α, α′, lc, P, A,w,W, R, tw, θ, Θ, N, crest shape, H, approach conditions, nappe behavior), (2)
where Q is the discharge over weir and is dependent on hydraulic and geometric inputs, Cd is a
discharge coefficient determined experimentally, Lc-cycle is the centerline length for a single labyrinth
weir cycle that includes lc (the centerline length of weir sidewall), N is the number of labyrinth weir
cycles, g is the acceleration constant of gravity, H is the unsubmerged total upstream head on the
weir, estimated as h + V2/2g, h is the piezometric head relative to the weir crest, V is the average
cross-sectional flow velocity upstream of the weir, α is the cycle sidewall angle, α’ is the upstream
labyrinth eir sidewall angle, where α’ = α + θ/2, θ is the cycle arc angle, P is the weir height, A is
the inside apex width, w the cycle width, W is the width of the channel, R is the arc radius, tw is the
thickness of weir wall at the crest, and Θ is the arced labyrinth weir angle.
2.3. Model Fitting
In order to obtain a unique model based on ML to compute the discharge coefficient Cd,
the features of the model tests were codified as input variables as described in Table 2:
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Table 2. Input variables considered.
Variable Code Values Units
Head over crest H/P 0–0.75 -
Cycle sidewall angle α 6◦, 12◦ (◦)
Cycle arc angle θ 0◦, 10◦, 20◦, 30◦ (◦)
Linearity Lin Linear, non-linear -
Approach configuration App Flush, projecting, arc projecting -
The experimental data were used in two ways. Firstly, all configurations were considered to build
the models that provide a single expression for the estimation of Cd. The prediction accuracy was
computed on a validation set including a random 30% of the available data. These models were later
used to analyze the interpolation capacity, i.e., the results of the discharge coefficient for intermediate
configurations between two of those tested in laboratory.
Subsequently, separate models were fitted considering only Cases A, B, D, E, F, G, I, and J, and
leaving C and H for external validation. With this approach it is possible to calculate the real accuracy
of the model for these two configurations using experimental data from the laboratory. This case
allows estimating the application potential of the ML models to reduce the number of cases to be
considered in experimental campaigns. Cases C and H were selected for this purpose because they
represent intermediate cases between others tested, with only one parameter modified (α).
All ML models were fitted using the language/programming environment R [44].
2.3.1. Random Forests
A random forest (RF) model is a group of regression (or classification) trees, each of which
is trained on modified versions of the training set [42,45]. The overall output is computed as the
average of the prediction of each individual tree. The training process of an RF model includes two
random components with the aim of capturing as many patterns in the training set as possible while
preventing overfitting.
The parameters that govern the training process are (a) the number of trees (ntree) and (b) the
number of inputs to consider at each split (mtry). The library randomForestSRC [46] was used with the
default number of trees (1000) and mtry = 3. Although both parameters were reported to have little
influence on the results [47], preliminary tests showed that mtry > 2 was necessary to achieve stable
accuracy. This ensures that at least one of the most influential variables (H/P, α, and θ) is considered
at each split. Figure S1 (Supplementary Materials) shows the effect of mtry on prediction accuracy.
The model fit with all cases was subsequently analyzed to identify input effects in the system
response. This could be accomplished via two approaches. Firstly, the importance of each input on
the response can be estimated by the variable importance measure, which is based on the assumption
that the importance of each input is proportional to the increase in error that is registered when
the corresponding input is randomly altered. More precisely, the prediction error for the model is
computed and stored. Then, the values of one input are randomly shifted; the resulting dataset is
supplied to the model, and predictions and accuracy are again computed. If the input is strongly
associated with the response, the accuracy will decrease, and vice versa. The same process is repeated
for each input, obtaining a quantification of the strength of their importance in the process, as learned
by the model. The results are normalized so that they can be compared across inputs.
Secondly, partial dependence plots can be generated. For each variable, equally spaced values are
taken along its range; average model prediction is computed for each value while keeping the remaining
inputs at their true values. The resulting curve depicts the average effect of each input on system output.
2.3.2. Neural Networks
The nnet library [48] was used for the NN-based model. The categorical variables (i.e., approach
configurations) were transformed into numerical values for each categorical variable in the original
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training set. A numeric value (1–0) was assigned to each according to the corresponding geometry
(Table 3). The numeric inputs were centered and scaled before model fitting.
Table 3. Example of conversion of categorical variables into numerical values. Table S1 (Supplementary
Materials) includes the complete list of configurations and new variables added.
Case
Original Variable New Variables
Configuration Arc Projecting Flushed Projecting
E Flushed 0 1 0
F Projecting 0 0 1
G Arc Projecting 1 0 0
In this relatively simple setting, with a well-known physical process and a reduced number of
input variables, good agreement is expected using an NN model with one hidden layer [49] (p. 132).
Thus, the architecture of the final model is determined by the number of neurons in that hidden layer.
The coefficients and the prediction accuracy depend also on the regularization parameter (weight decay;
wd). The best combination of (# neurons, wd) in terms of prediction accuracy was tested. In particular,
testing included the following values: 10, 15, 20, 25, and 30 neurons, and 10−3, 10−4, and 10−5 for wd.
Default values were used for other options, except for the output units, which were set to use linear
functions (linout = TRUE) [48]. The prediction accuracy for each combination was assessed through
(three times) repeated fourfold cross-validation, for which the caret library [50] was employed. The effect
of both parameters on the prediction accuracy is shown in Figure S2 (Supplementary Materials).
Variable importance in NN models was estimated with the Olden index [51], as implemented in
the NeuralNetTools library [52]. It is based on the product of the connection weights between neurons,
including their sign, as learned by the model. Therefore, it can be used to assess the overall influence of
each input variable in the response of the system. However, it does not allow a direct comparison with
the results of the RF model because the calculation procedure and the nature of the models are different
and also because of the transformation of the categorical variables performed for the NN model.
The importance of variables generated from categorical inputs (ArcP, Lin, NonLin, Flu, Proj)
cannot be interpreted directly. These variables, although technically numerical, indeed take values
of 0 or 1, depending on the configuration feature. The effect of each feature on Cd can consequently
be analyzed by comparing the importance of the inputs within each group, i.e., those derived from
each categorical variable. Thus, to see the effect of the approach (linear/non-linear), the importance of
the variables “Lin” and “NonLin” must be compared. The same reasoning can be followed for the
variable “App”, which in the NN model is expanded into ArcP, Proj, and Flu (Table 3).
To compare the relative importance of the variables, the following operations were performed on
the results of the Olden index:
1. For the numerical variables (H/P, α and θ), the absolute values were taken.
2. For Lin/NonLin, the difference between Olden importance was considered.
3. For ArcP/Proj/Flu, the standard deviation was used.
4. The results were scaled to sum to 100.
The pdp library [53] was used to consider partial dependence, where the same procedure
(as described previously) was implemented for NN models.
3. Results
3.1. Unique Expression
The results for RF- and NN-based models are shown in Figure 5. All available configurations (Table 1)
were used to fit these two models. As mentioned above, 30% of the data were randomly taken from the
training set to compute the validation accuracy. The plots show the predictions on the abscissa and the
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observations on the ordinate. Perfect agreement is represented by a straight line starting at (0,0) with
slope = 1. Prediction accuracy was quantified by means of some conventional error indexes (Table 4).
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Table 4. Prediction accuracy of both models for the training set.
Algorithm Dataset ME 1 RMSE 2 MAE 3 MAPE 4
Random forest
Trai ing 0.0 1 0.008 0.006 1.258
Validation 0.000 0.008 0.006 1.382
Neural networks
Trai ing 0.0 0 0.008 0.006 1.147
Validation 0.000 0.008 0.006 1.255
1 ME = mean error; 2 RMSE = root-mean-squared error; 3 MAE = mean absolute error; 4 MAPE = mean absolute
percentage error.
The same results can be presented in the form of discharge curves, with Cd as a function of
H/P, as shown in Figure 6 for Cases A and E. Similar plots for the remaining cases are included in
Figures S3 and S4 (Supplementary Materials).
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3.2. Interpolation
The previous models A–J were used to estimate the values of Cd for intermediate configurations
between those analyzed in the laboratory. The intermediate cases are identical geometrically except for
the new α values of 8◦ and 10◦. Without experimental Cd values for these intermediate configurations,
a direct evaluation is not possible. However, the data are well behaved and interpolated results can be
critiqued based on observed trends and neighboring data. Figure 7 shows the results obtained with
the NN and RF models when Cases B and G were taken as reference. As in the previous case, similar
graphs for other intermediate cases are included in Figures S5 and S6 (Supplementary Materials).
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3.3. Model Interpretation
3.3.1. Variable Importance
One valuable aspect of ML algorithms is the potential identification of dominant or most
influential parameters and parameter relationships. This insight typically complements experimental
or field observations; therefore, this study used the RF and NN algorithms to estimate geometric
variables’ level of influence when estimating discharge. As illustrated in Figure 8, the dominant
parameter for the RF algorithm was H/P, followed by α. This confirms experimental observations and
is also in part a function of the experimental dataset used herein. With regard to NN, H/P was also
influential but additional importance was also placed on the weir configuration (approach).
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3.3.2. Partial Depend c Plots
The average effect of the two most influential variables for RF and N models is plotted in
Figure 9. Both models capture the main effect of H/P on Cd, with small differences. The partial
dependence on α is almost identical between both models.
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3.4. Non-Tested Geometries
The same training procedure was followed to fit two separate models after removing Cases C
and H from the training set. The Cd values for these configurations were then computed and results
were compared to experimental Cd values. The results are shown in Figure 10 with accuracy indexes
provided in Table 5.
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Table 5. Prediction accuracy of random forest (RF) and neural networks (NN) for Cases C and H, once
removed from the training set.
Algorithm Case RMSE MAPE
Random forest
C 0.016 2.500
H 0.027 5.625
Neural networks
C 0.018 2.947
H 0.018 3.883
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4. Discussion
4.1. Unique Expression
A unique function for the estimation of Cd was possible for both algorithms based on the
geometric information and H/P. Due to the nature of the algorithms, this function does not have a
simple expression. It does represent a univocal mapping between the input variables (geometric and
hydraulic load) and the discharge coefficient. In both cases, the accuracy of the estimation for the
configurations tested in the laboratory is of the same order of magnitude as that of the Cd measurements.
Therefore, they can be used to obtain the response of the system under these conditions with a simple
process of parameter tuning. This is an advantage over other conventional curve-fitting methods
such as polynomials, for which the terms of the interpolating polynomial need to be defined a priori;
the final expression is typically the result of a trial-and-error process and often involves complex
terms (e.g., Reference [54]). Additional verifications are also unnecessary when using a well-trained
algorithm, such as using separated expressions for different values of H/P (e.g., Reference [21]).
4.2. Interpolation
When the models were applied to estimate Cd for untested geometric configurations, it was
observed that the RF models are incapable of interpolating between two configurations that differ
in one critical geometric parameter such as α. In Figure 7, it can be observed that the predictions of
the RF model for intermediate α (i.e., 8◦ and 10◦) between Cases B and G are equal to those obtained
for case G, with α = 12◦. This outcome is rooted in the nature of the algorithm. It is based on trees,
which in turn generate a prediction by dividing the space of inputs in disjoint regions and assigning
a prediction equal to the mean value of the observations in that region. When dealing with α, the
algorithm identifies a point of division of the range in α = 6◦. Since α only takes values of 6◦ and 12◦ in
the training set, the resulting model applies the same learned effect of α for all values greater than 6.
It was verified that, indeed, the prediction is the same for other values of α > 6◦.
These results are due to the small number of predictor variables and with a somewhat limited
dataset of only two α values within the training cases. In fact, α could be considered categorical (α = 6◦
yes/no), although, in such a case, the algorithm would not allow making predictions for α other than
6◦ or 12◦. This behavior of RF models does not prevent them from being useful for interpolation in
other cases, when training data are richer and there is no such difference between the most influential
variable (H/P, numerical with values throughout its range) and the rest (categorical or numerical with
few values, such as α and θ).
The NN model offers a reasonable estimate of Cd in the intermediate cases. The nature of the
algorithm results in a smooth response surface in these conditions and, therefore, the estimates are
between the reference cases (Figure 7b). This is a clear advantage of NN over RF in this case of
application (i.e., data limitations).
4.3. Model Interpretation
The results for model interpretation are similar for both algorithms in terms of the partial
dependence plots. The average effect of H/P on Cd was correctly captured, as well as the increment in
Cd for α = 12◦, as compared to the homologous cases with α = 6◦.
Regarding the variable importance, relevant differences are presented in Figure 8. Although H/P
was identified as the most influential or important variable for both models, the order and magnitude
of the importance for the remaining variables are clearly different. The following considerations are
presented when analyzing these results:
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1. The nature of each model and the respective procedures for calculating the importance of the
variable set are different.
2. Some variables were strongly correlated. For example, all cases with Lin = 1 also have θ = 0.
3. The random component of each algorithm influences the results.
The first two premises imply that the conclusions drawn should be taken with caution. Regarding
point 3, to analyze the effect of randomness on predicted results, an additional test was carried out
where 100 models were generated from each of the algorithms analyzed, maintaining the training
parameters and data, such that the effect of randomness was isolated. The results regarding the
importance of the variables are shown in Figure 11 in the form of boxplots. While the importance
of the variables in the RF model is practically constant, the NN shows great variation and, thus,
results are dependent on the random component of the algorithm. Based on the median of the values
obtained, the two most important variables (H/P and α) are in agreement. However, the remaining
three variables are relevant for the NN model, which contrasts with the results of the RF model, for
which they are almost negligible.
The results of variable importance obtained for the NN model fits better with intuition based on
engineering knowledge. In addition, the NN model featured a lower prediction error and the best
interpolation, which adds reliability to the results of its interpretation [45]. Nonetheless, the variance
of the results needs to be considered in the analysis.
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4.4. External Validation
The results obtained when using Cases C and H as external validation are satisfactory in principle,
since the resulting accuracy is also similar to that of the Cd measurements. However, these results
cannot be extrapolated to the general case, since the Cd values for Cases C and H are similar to the
corresponding reference ones: B and D for C and G and I for H. This can be seen in Figure 12.
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This is the reason why the predictions of RFs have low error, despite difficulties with interpolation;
they are mostly based on those for similar cases.
The metamodels based on NNs can be used to estimate the response for similar configurations to
those tested in laboratory, provided appropriate data are available. With the tests used in this work,
external validation can only be done for cases with θ = 20◦, since the results for θ = 10◦ and θ = 30◦ were
obtained and available. At least another value of α would be required to perform a similar analysis for
that input.
In this sense, the results for interpolation are considered useful to show the possibilities of NN
models to enrich a database of experimental results.
5. Summary and Conclusions
Models were presented to estimate the discharge of arced labyrinth spillways based on two
machine learning algorithms (random forest and neural network) and experimental data for 10 ferent
geometric configurations. The following conclusions can be drawn regarding this approach from an
analysis of the results:
• Both algorithms may obtain a unique mapping that relates discharge to hydraulic head and the
geometry of the tested configurations. This is an alternative to other commonly used methods
such as curve-fitting experimental data (e.g., polynomials), as it avoids the iterative process of
selecting terms and the need to handle complex expressions.
• Although the analysis of these models is more complex, some tools are available to obtain an
estimate of the effect of each input variable in the system response, which can be useful for the
design of laboratory test campaigns. This is particularly applicable for arced labyrinth spillways
where there are many parameters and limited published information.
• The NN models offered reasonable predictions of the discharge curves for intermediate
configurations between those tested in the laboratory. Although their precision cannot be
quantified because experimental results are not available for intermediate configurations, the
results suggest that they can be used to reduce the number of configurations to be tested
experimentally in certain settings. These results also follow similar observed trends for linear
labyrinth weirs located in a channel [8].
• For those same intermediate cases, the RF model estimation was incorrect; variation along numeric
variables for which little training data are available (e.g., α in the case study) occurs in steps.
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A more diverse dataset would be required to obtain a good interpolation with an RF model in
this instance.
• The results of the NN models can vary significantly due to the random component of the
initialization of the weights at the beginning of the training. Thus, an appropriate training
is critical to obtain valid results.
In the analysis of the discharge capacity of hydraulic structures such as arced labyrinth weirs,
ML techniques can provide insights regarding input parameters and can be an effective alternative to
curve fitting to obtain a continuous function that approximates the experimental results. This can be
achieved with the RF and NN algorithms considered herein and with little preparation effort.
In addition, both algorithms can also be used to obtain an estimate of the weir discharge coefficient
for configurations not tested in the laboratory. In this case, however, the goodness of the estimates will
depend on the variety of data available, i.e., the diversity of the configurations tested.
If a diverse set of experimental results is available, the analysis of the ML models enables
evaluation of the effect of geometric and hydraulic properties (e.g., arc configuration, total head) on
discharge capacity, which in turn can be a useful element in design optimization processes.
Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/3/544/s1:
Table S1: Conversion of categorical variables into numeric for the NN model; Figure S1: Effect of mtry on prediction
accuracy for RF models. Results for 5 repetitions of each mtry value; Figure S2: Parameter tuning for NN models
based on repeated cross-validation; Figure S3: Estimated discharge curves with RF model. Observations (gray)
vs. predictions (red) for Cases B, C, D, F, G, H, I, and J; Figure S4: Estimated discharge curves with NN model.
Observations (gray) vs. predictions (red) for Cases B, C, D, F, G, H, I, and J; Figure S5: Estimated discharge curves
with RF model for intermediate cases. Reference cases (gray) and predictions for α = 8◦ and α = 10◦: (a) between
Case A and Case F; (b) between Case C and Case H; (c) between Case D and Case I; (d) between Case E and Case
J. Note that the predictions are identical for α = 8◦, 10◦, and 12◦; Figure S6: Estimated discharge curves with NN
model for intermediate cases. Reference cases (gray) and predictions for α = 8◦ and α = 10◦: (a) between Case A
and Case F; (b) between Case C and Case H; (c) between Case D and Case I; (d) between Case E and Case J.
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