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U situacijama gdje je potrebno rangirati ili evaluirati neke objekte, oni se cˇesto usporeduju
u parovima, osobito ako precizno mjerenje nije moguc´e. U mnogim eksperimentima, oso-
bito u drusˇtvenim znanostima, rangiranje objekata (npr. umjetnicˇkih djela) vrsˇi se na nacˇin
da se ispitaniku objekti pokazuju u parovima, a ispitanik odgovara koji mu se od prikaza-
nih dvaju objekata visˇe svida [6]. Ljudima je mnogo laksˇe usporedivati, nego evaluirati [8],
[19]. Na osnovi tih usporedbi izvode se daljnji zakljucˇci u raznim modelima kao sˇto su law
of comparative judgment u psihologiji [17], ili analytic hierarchy process (AHP) u teoriji
odlucˇivanja [14]. Prvi koji je eksplicitno primijenio usporedbu parova u izbornoj proceduri
bio je Condorcet [5].
U ovom radu fokusirat c´emo se na graf preferencije kao osnovnu strukturu dobivenu iz
preferencija izrazˇenih usporedbama. Grubo recˇeno, vrhovi grafa preferencije predstavljaju
alternative koje se usporeduju, a usmjereni bridovi opisuju usporedbe. Metoda potencijala
koju je razvio L. Cˇaklovic´ [22] omoguc´it c´e nam da iz toga grafa dobijemo vrijednosti
alternativa, a stoga i njihovo rangiranje. Nadalje, poopc´enje metode potencijala na prefe-
rencijski multigraf, sˇto je originalna autorova zamisao, omoguc´it c´e agregaciju preferencija
visˇe osoba (koji cˇesto nisu medusobno suglasni), kao i klastersku analizu (grupiranje) sku-
pine osoba na temelju njihovih preferencija.
U tocˇkama koje slijede navodimo neke situacije u kojima se javljaju grafovi preferen-
cije, tj. u kojima su primjenjive neke od spomenutih metoda.
– Drusˇtvene znanosti. U znanostima poput psihologije ili sociologije, grafovi preferen-
cije implicitno se javljaju u raznim anketnim istrazˇivanjima gdje se odgovarajuc´i upitnik
temelji na izrazˇavanju preferencija. U tom kontekstu mozˇe biti potrebna i klasterska analiza
skupine ispitanika ili agregacija njihovih preferencija.
– Specificˇne drusˇtvene skupine. Cˇlanovi nekih drusˇtvenih skupina izrazˇavaju preferen-
cije kao dio svojega posla – npr. suci, komisije, povjerenstva, odbori i osobito parlament.
Takvu skupinu moguc´e je klasterski analizirati ili agregirati njihove preferencije.
– Visˇekriterijsko odlucˇivanje. U visˇekriterijskom (visˇeatributnom) odlucˇivanju postoji
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odreden broj kriterija, a svaki kriterij daje nam neke informacije o tome koje su alternative
bolje ili losˇije [21]. Primjerice, ako je cilj kupnja automobila te razmatramo n alternativa
(automobila), kriteriji mogu biti cijena, velicˇina, udobnost, izgled, potrosˇnja goriva i tako
dalje. Ako kriterij shvatimo kao objekt koji izrazˇava preferencije (npr. kriterij ”udobnost”
kazˇe da je automobil A bolji od automobila B), mozˇemo izvrsˇiti klastersku analizu kriterija
(s ciljem da kriterije koji daju slicˇne preferencije grupiramo zajedno) ili agregirati njihove
preferencije da bismo donijeli konacˇnu odluku.
– Sportovi. U mnogim sportovima sudionici se sparuju u mecˇeve (utakmice) gdje se
natjecˇu jedan protiv drugoga. Svaki od tih mecˇeva mozˇemo gledati kao usporedbu para,
cˇime dobivamo graf preferencije iz kojega mozˇemo izvuc´i rangiranje.
– Pretrazˇivanje dokumenata (engl. document retrieval). Pretrazˇivacˇ ili dio pretrazˇivacˇa
za odredeni upit pronalazi visˇe odnosno manje relevantne (preferirane) dokumente i tako
daje graf preferencije koji mozˇemo koristiti za rangiranje dokumenata, tj. rezultata pretrage
[12]. U slucˇaju visˇe dijelova pretrazˇivacˇa ili visˇe samih pretrazˇivacˇa, njihove preferencije
valja agregirati. (Pretrazˇivacˇ je nesˇto opc´enitiji pojam od web-trazˇilice.)
– Suradnicˇko filtriranje (engl. collaborative filtering). U sustavima za predvidanje ili
preporuke (engl. recommender systems) vazˇno je predvidjeti kvalitetu odredene usluge za
odredenog korisnika. U tom kontekstu [7] predlazˇe agregaciju korisnicˇkih grafova prefe-
rencije. Za predikcije kvalitete usluge koriste se slicˇnosti izmedu korisnika (ili usluga) pa
se i njihova klasterska analiza prirodno namec´e [24].
– Strojno ucˇenje. U kontekstu tzv. preference learninga, [12] koristi graf preferencije
kao dio kernel metode za ucˇenje funkcije vrednovanja
– Izborne procedure. O njima c´emo visˇe rec´i u Poglavlju 3.
Josˇ neke primjene agregacije, odnosno klasterizacije grafova preferencije bit c´e spome-
nute u Poglavljima 2 i 4 koja se bave tim temama.
Rad je organiziran na sljedec´i nacˇin. Poglavlje 1 obraduje kljucˇne pojmove: graf pre-
ferencije i metodu potencijala. Poglavlje 2 govori o agregaciji grafova preferencije, os-
tvarenoj poopc´enjem metode potencijala na preferencijski multigraf. Primjena te agrega-
cije na izbornu proceduru obradena je u Poglavlju 3. Spomenuta Poglavlja 2 i 3 teme-
ljena su na vrlo nedavnom istrazˇivacˇkom radu L. Cˇaklovic´a i autora [23]. Druga vazˇna
primjena (poopc´ene) metode potencijala je vec´ spomenuta klasterska analiza koja je de-
taljno obradena u Poglavlju 4, implementirana u programskom jeziku Python (vidi Doda-
tak) i eksperimentalno primijenjena na zemlje sudionice Eurosong natjecanja na temelju
glasacˇkih preferencija. To je poglavlje autorov doprinos.
Poglavlje 1
Graf preferencije i njegov potencijal
Ovo poglavlje opisuje graf preferencije i metodu potencijala (engl. Potential Method),
razvijenu od L. Cˇaklovic´a i detaljnije obradenu npr. u [21]. Graf preferencije opisuje
preferencije jednog aktera (npr. glasacˇa, ispitanika, kriterija...) nad odredenim skupom
alternativa, a iz potencijala grafa preferencije isˇcˇitavamo implicitne vrijednosti alternativa
inducirane tim preferencijama.
1.1 Graf preferencije
Neka je V skup alternativa nad kojima izrazˇavamo preferencije. Ako alternativu u prefe-
riramo nad alternativom v, u oznaci u ≻ v, to mozˇemo prikazati usmjerenim bridom koji
izlazi iz vrha v te ulazi u vrh u na grafu cˇiji smo skup vrhova poistovjetili sa skupom al-
ternativa V . Taj brid oznacˇavamo kao uredeni par (u, v), tj. prva je komponenta ulazni, a
druga izlazni vrh. Ako je preferencija dodatno opisana svojim intenzitetom na odredenoj
skali (npr. jednaka, slaba, umjerena, izrazita ili apsolutna preferencija), sˇto je moguc´e iz-
raziti nenegativnim realnim brojem (npr. 0, 1, 2, 3 ili 4), tada usmjerenom bridu iz v u
u pridajemo i tezˇinu koju zovemo tokom preferencije i oznacˇavamo kao ℱ(u,v). U slucˇaju
jednake preferencije alternativa u i v (u oznaci u ∼ v), vrijedi ℱ(u,v) = 0, a smjer brida
nije vazˇan, tj. brid (u, v) mozˇemo zamijeniti bridom (v, u). Ovime smo motivirali sljedec´u
definiciju.
Definicija 1.1. Graf preferencije uredena je trojka 𝒢 = (V,𝒜,ℱ ) gdje je V skup od n ∈ N
vrhova, 𝒜 ⊆ V × V skup od m ∈ N0 usmjerenih bridova, a ℱ : 𝒜 → R≥0 funkcija
koja svakom bridu (u, v) pridruzˇuje odgovarajuc´i intenzitet preferencije ℱ(u,v) i nazivamo je
tokom.
Primjer 1.2. Pretpostavimo da je osoba dala sljedec´e iskaze o alternativama a, b, c i d:
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∙ b je za 3 bolja od a,
∙ c je jednako dobra kao a,
∙ b je za 4 bolja od c,
∙ b je za 2 bolja od d.
Dakle, preferencije ove osobe su b ≻ a, c ∼ a, b ≻ c i b ≻ d sa intenzitetima 3, 0, 4 i 2,
redom. U odgovarajuc´em grafu preferencije postojat c´e dakle sljedec´i bridovi:
∙ brid (b, a) s tokom ℱ(b,a) = 3,
∙ brid (c, a) s tokom ℱ(c,a) = 0,
∙ brid (b, c) s tokom ℱ(b,c) = 4,
∙ brid (b, d) s tokom ℱ(b,d) = 2.
Graf je prikazan na Slici 1.1.
Slika 1.1: Graf koji opisuje preferencije iskazane u Primjeru 1.2.
Stupanj vrha v oznacˇavamo kao deg(v) i on je jednak broju bridova koji ulaze ili izlaze
iz v. U gornjem je primjeru deg(a) = deg(c) = 2, deg(d) = 1 i deg(b) = 3.
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−1, ako brid α izlazi iz vrha v,
1, ako brid α ulazi u vrh v,
0, inacˇe,
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (1.1)
pri cˇemu pretpostavljamo da su skup vrhova i skup bridova numerirani, tj. poistovjec´ujemo
ih sa skupovima {1, . . . , n} i {1, . . . ,m}. Iz ove pretpostavke slijedi i da tok ℱ mozˇemo
poistovjetiti s vektorom iz Rm, sˇto c´emo u nastavku i cˇiniti.




−1, ako postoji brid (i, j) ili ( j, i),
deg(i), ako je i = j,
0, inacˇe.
(1.2)
Za graf iz gornjeg primjera (Slika 1.1) navedene matrice izgledaju ovako:
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0
−1 0 1 0
0 1 −1 0
0 1 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , L =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1 −1 0
−1 3 −1 −1
−1 −1 2 0
0 −1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
1.2 Potencijal
Cilj je metode potencijala na temelju grafa preferencije odrediti vrijednosti alternativa (vr-
hova) tako da one odgovaraju intenzitetima preferencija, tj. toku grafa. Na primjer, ako
je u ≻ v s intenzitetom 5, zˇelimo da vrijednost alternative u bude za 5 vec´a od vrijednosti
alternative v. Te vrijednosti cˇine vektor X ∈ Rn koji zovemo potencijalom grafa preferen-
cije, pri cˇemu je komponenta Xv vrijednost alternative v. Kao sˇto je naznacˇeno, zˇelimo da
potencijal zadovoljava
Xu − Xv = ℱ(u,v), ∀(u, v) ∈ 𝒜. (1.3)
Ovo se, naravno, svodi na sustav jednadzˇbi. Da bismo sustav lijepo zapisali, primijetimo
da je Xu − Xv jednak skalarnom produktu vektora X i onog retka matrice incidencije A koji
odgovara bridu (u, v). Iz toga slijedi da sustav jednadzˇbi glasi
AX = ℱ . (1.4)
Nazˇalost, ovaj sustav ne mora imati rjesˇenje. Na primjer, ako graf sadrzˇi ciklus generi-
ran usporedbama a ≻ b, b ≻ c, c ≻ a s intenzitetima 1, moralo bi vrijediti Xa > Xb, Xb > Xc
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i Xc > Xa, sˇto nije moguc´e. Medutim, takve preferencije ocˇito nisu konzistentne, pa se
postavlja pitanje treba li ih uopc´e dopustiti.
Primijetimo da postoje i suptilniji primjeri nekonzistentnih preferencija. Na primjer,
a ≻ b, b ≻ c i a ≻ c ocˇito su konzistentne preferencije, ali i intenziteti bi se morali
podudarati: tok ℱ(a,c) morao bi biti jednak zbroju tokova ℱ(a,b) i ℱ(b,c). Drugi je primjer graf
sa Slike 1.1: buduc´i da je ℱa,c = 0 (tj. a ∼ c), ocˇekujemo da se a i c jednako razlikuju od
alternative b, sˇto nije u skladu sa ℱ(b,a) = 3 i ℱ(b,c) = 4. Dovoljno je izjednacˇiti ove dvije
vrijednosti toka da graf postane konzistentan.
U takvim i slicˇnim, a pogotovo malo slozˇenijim slucˇajevima, zahtijevati potpunu kon-
zistentnost ispitanika nije realno. Zato ne postavljamo nikakav zahtjev za konzistentnosˇc´u
iskazanih preferencija pa sustav (1.4) ne rjesˇavamo tocˇno (ako nema rjesˇenja), nego pri-
blizˇno, kako c´e biti opisano u nastavku teksta.
Gornja diskusija motivira sljedec´u definiciju:
Definicija 1.3. Graf preferencije je konzistentan ako postoji rjesˇenje odgovarajuc´eg sus-
tava AX = ℱ .
Potencijal nekonzistentnog grafa dobit c´emo kao najbolje priblizˇno rjesˇenje sustava
(1.4) u smislu najmanjih kvadrata. Trazˇimo dakle
arg minX∈Rn‖AX − ℱ ‖. (1.5)
Odgovarajuc´i AX je, dakle, vektoru ℱ najblizˇi vektor u slici linearnog operatora A, tj.
u potprostoru R(A). Dakle, AX je ortogonalna projekcija od ℱ na spomenuti potprostor.
Oznacˇimo li tu ortogonalnu projekciju sa ℱ ′, trazˇeni X bit c´e rjesˇenje sustava
AX = ℱ ′. (1.6)
U nastavku c´emo koristiti sljedec´i teorem (za dokaz vidi npr. [21]):
Teorem 1.4. Za svaku matricu A ∈ Rm×n vrijedi ortogonalna dekompozicija:1
N(Aτ) ⊕ R(A) = Rm. (1.7)
Sada pokazˇimo da je sustav (3.1.1) ekvivalentan sljedec´em:
AτAX = Aτℱ ′. (1.8)
1N(Aτ) oznacˇava jezgru linearnog operatora Aτ.
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Naime, mnozˇenjem (3.1.1) slijeva sa Aτ dobivamo (1.8). Preostaje pokazati da (1.8) =⇒
(3.1.1). Buduc´i da je ℱ ′ definiran kao ortogonalna projekcija toka ℱ na potprostor R(A),
on je jednak AX′ za neki X′ ∈ Rn. Iz (1.8) sada slijedi
0 = Aτ(AX − ℱ ′) = Aτ(AX − AX′) = AτA(X − X′). (1.9)
Dakle, vektor A(X − X′) nalazi se u N(Aτ). Ali on se ocˇito nalazi i u R(A). Buduc´i da
su (po Teoremu 1.4) ovi potprostori medusobno ortogonalni, u njihovom je presjeku samo
nulvektor, pa slijedi A(X − X′) = 0, odnosno AX = AX′ = ℱ ′, a to je (3.1.1).
Usredotocˇimo se sada na sustav (1.8), koji osim nepoznanice X sadrzˇi i nepoznanicu
ℱ ′. Buduc´i da je ℱ ′ dobiven kao ortogonalna projekcija toka ℱ na potprostor R(A), slijedi
da ℱ mozˇemo zapisati kao ℱ ′ + y, pri cˇemu je y okomit na R(A). No, po Teoremu 1.4 to
znacˇi da je y ∈ N(Aτ), tj. Aτy = 0. Sada mnozˇenjem jednakosti ℱ = ℱ ′ + y slijeva sa Aτ
slijedi Aτℱ = Aτℱ ′, pa sustav (1.8) mozˇemo zapisati kao
AτAX = Aτℱ . (1.10)
Primijetimo da je AτA zapravo Laplaceova matrica L. Produkt Aτℱ oznacˇimo znakom






α ulazi u v
ℱα −
∑︁
α izlazi iz v
ℱα, (1.11)
sˇto znacˇi da je ∇v razlika izmedu ukupnog toka koji ulazi u v i ukupnog toka koji izlazi iz
v. Zato vektor ∇ zovemo razlikom toka (eng. flow-difference). Uocˇimo da iz (1.11) slijedi
n∑︁
v=1
∇v = 0. (1.12)
Sustav (1.10) sada mozˇemo pisati kao
LX = ∇. (1.13)
Primijetimo da ovaj sustav nema jedinstveno rjesˇenje. Naime, ako je k broj poveza-
nih komponenti grafa 𝒢, poznato je da defekt matrice L iznosi k. Dakle, prostor rjesˇenja
sustava (cˇija je dimenzija jednaka defektu od L) najmanje je jednodimenzionalan, dakle
beskonacˇan.
Drugi je nacˇin da uocˇimo beskonacˇan broj rjesˇenja sljedec´i: sustav (1.13), kao sˇto
smo pokazali, ekvivalentan je sustavu AX = ℱ ′, a taj se svodi na jednadzˇbe oblika Xu −
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Xv = ℱ ′(u,v), koje ocˇito ostaju zadovoljene ako svim komponentama vektora X dodamo
proizvoljan realan broj c. No odatle zakljucˇujemo i da uvijek postoji rjesˇenje X za koje
vrijedi
∑︀n
v=1 Xv = 0, jer za bilo koje rjesˇenje X
′ mozˇemo svakoj njegovoj komponenti
dodati c = −(1/n)∑︀nv=1 X′v i tako zadovoljiti spomenuti uvjet.
Uvjet
∑︀n
v=1 Xv = 0 smanjuje dimenziju prostora rjesˇenja za 1 pa u slucˇaju povezanoga
grafa (k = 1) uz njega dobivamo jedinstveno rjesˇenje. Opc´enito je potrebno dimenziju
prostora rjesˇenja smanjiti za k, sˇto cˇinimo tako da zahtijevamo
∑︀
Xv = 0 na svakoj pove-
zanoj komponenti grafa 𝒢. Na taj nacˇin svaka povezana komponenta ima jednaku ukupnu
vrijednost potencijala (koja iznosi 0), sˇto je i prirodno jer izmedu njih ne postoje nikakvi
bridovi, tj. preferencije.
Konacˇno mozˇemo definirati potencijal (ne nuzˇno konzistentnog) grafa preferencije.
Definicija 1.5. Potencijal grafa preferencije rjesˇenje je sustava jednadzˇbi
LX = ∇, (1.14)
uz dodatni uvjet
∑︀
Xv = 0 na svakoj povezanoj komponenti grafa, radi jedinstvenosti.
Iskazˇimo sada teorem koji smo dokazali prilikom izvoda sustava LX = ∇.
Teorem 1.6. Potencijal je najbolje priblizˇno rjesˇenje sustava AX = ℱ u smislu najmanjih
kvadrata, tj. on minimizira udaljenost ‖AX − F‖.
Primjer 1.7. Potencijal grafa sa Slike 1.1 dobivamo rjesˇavanjem sustava⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1 −1 0
−1 3 −1 −1
−1 −1 2 0
0 −1 0 1















Naime, prva cˇetiri retka matrice na lijevoj strani sustava cˇine Laplaceovu matricu L, prve
cˇetiri komponente vektora na desnoj strani sustava cˇine ∇, a peti redak sustava dodan je
tako da ostvari uvjet
∑︀4
v=1 Xv = 0. Provjerimo koliko dobro dobiveni potencijal odrazˇava
preferencije iz grafa:
Xb − Xa = 3.333 ≈ 3 = ℱ(b,a),
Xc − Xa = −0.333 ≈ 0 = ℱ(c,a),
Xb − Xc = 3.666 ≈ 4 = ℱ(b,c),
Xb − Xd = 2 = ℱ(b,d),
cˇime mozˇemo biti zadovoljni (sjetimo se da graf nije konzistentan).
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1.3 Svojstva potencijala
Teoremi koji slijede autorov su doprinos te omoguc´uju da potencijal racˇunamo iz sustava
koji ima jedinstveno rjesˇenje, bez potrebe za dodavanjem uvjeta o zbroju elemenata Xv.
Teorem 1.8. Potencijal povezanoga grafa preferencije jedinstveno je rjesˇenje odgova-
rajuc´eg sustava
(L + E)X = ∇, (1.15)
pri cˇemu je E matrica sastavljena od samih jedinica.
Dokaz. Ako je X potencijal povezanoga grafa preferencije, onda je LX = ∇ i ∑︀nv=1 Xv = 0.
Potonje povlacˇi EX = 0 i sada lako slijedi (1.15).















(L + E)i j
⎞⎟⎟⎟⎟⎟⎠ .
Iz definicije Laplaceove matrice lako se vidi da je izraz u zagradi jednak n, pa dobivamo
0 = n
∑︀n
j=1 X j. Odatle slijedi i EX = 0. Dakle, dobili smo




sˇto znacˇi da je X potencijal. 
Slijedi poopc´enje prethodnog teorema.
Teorem 1.9. Potencijal (ne nuzˇno povezanoga) grafa preferencije jedinstveno je rjesˇenje
odgovarajuc´eg sustava
(L + C)X = ∇, (1.16)
pri cˇemu je C matrica takva da je Ci j = 1 ako vrhovi i, j pripadaju istoj povezanoj kompo-
nenti grafa, a inacˇe Ci j = 0.
Dokaz. Neka graf preferencije ima k povezanih komponenti. Laplaceova matrica L mozˇe
se napisati kao zbroj k Laplaceovih matrica od kojih svaka opisuje samo jednu povezanu
komponentu grafa: L = L(1) + · · · + L(k). Isto vrijedi za vektor ∇ = ∇(1) + · · · + ∇(k).
Neka je E(i) matrica takva da je Euv = 1 ako vrhovi u, v oba pripadaju i-toj povezanoj
komponenti grafa, a Euv = 0 inacˇe. Primijetimo da je C = E(1) + · · · + E(k).
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Iz prethodnog teorema slijedi da potencijal i-te povezane komponente dobivamo rje-
sˇavanjem sustava (L(i) + E(i))X = ∇(i) cˇije je rjesˇenje jedinstveno (na indeksima koji pripa-
daju toj povezanoj komponenti). Buduc´i da ovi sustavi za razlicˇite povezane komponente
grafa nemaju zajednicˇkih ne-nul elemenata, mozˇemo ih spojiti u ekvivalentan sustav koji
c´e biti upravo (L + C)X = ∇. Dakle, i taj sustav ima jedinstveno rjesˇenje koje je sastav-
ljeno od potencijala povezanih komponenata grafa, tj. radi se o potencijalu cijeloga grafa
preferencije. 
Opisˇimo sada nekoliko posebnih slucˇajeva u kojima potencijal racˇunamo laksˇe nego
rjesˇavanjem sustava jednadzbi.
Ako je graf konzistentan (takvo je npr. bilo koje stablo), upisujemo npr. X1 = 0 i po-
tom se iz vrha 1 sˇirimo bridovima grafa. Svaki put kad se sˇirimo nekim bridom, potencijal
barem jednog od vrhova tog brida vec´ je upisan, a potencijal drugog vrha brida upisujemo
tako da zadovoljimo jednakost Xu − Xv = ℱ(u,v) za trenutni brid. Buduc´i da je graf konzis-
tentan, nikad nec´emo upisati vrijednost koja c´e pokvariti jednakost za neki drugi brid. Na
koncu svim upisanim vrijednostima potencijala povezane komponente dodajemo odgova-
rajuc´i c tako da za tu komponentu vrijedi
∑︀
Xv = 0. Ovaj postupak ponovimo za svaku
povezanu komponentu.





sˇto se lako provjeri uvrsˇtavanjem u LX = ∇, uz korisˇtenje jednakosti∑︀nv=1 ∇v = 0 i cˇinjenice
da Laplaceova matrica potpunoga grafa ima n − 1 na glavnoj dijagonali te −1 na ostalim
mjestima.
Dokazˇimo sada svojstvo monotonosti potencijala [23], koje nam jamcˇi da c´e se povec´a-
njem intenziteta preferencije u ≻ v povec´ati i razlika izmedu induciranih vrijednosti Xu i
Xv, sˇto bismo i ocˇekivali.
Propozicija 1.10 (Monotonost). Neka su ℱ i ℱ ′ tokovi preferencije grafa (V,𝒜) takvi da
je ℱ ′α > ℱα za brid α = (u, v) ∈ 𝒜, dok je ℱ ′β = ℱβ za sve ostale bridove β ∈ 𝒜, β , α.
Ako je X potencijal toka ℱ , a X′ potencijal toka ℱ ′, vrijedi
X′u − X′v > Xu − Xv.
Dokaz. Koristimo standardne oznake: A i L su matrica incidencije i Laplaceova matrica
grafa (V,𝒜), dok su ∇, ∇′ i ∇ℱ ′−ℱ redom razlike tokova ℱ , ℱ ′ i ℱ ′ − ℱ ; drugim rijecˇima,
∇ = Aτℱ , ∇′ = Aτℱ ′ i ∇ℱ ′−ℱ = Aτ(ℱ ′ − ℱ ).
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Pretpostavimo da je 𝒢 povezan – ako nije, dovoljno je promatrati povezanu kompo-
nentu koja sadrzˇi brid α. Neka je ℱ ′α − ℱα = c > 0, tj. ℱ ′ − ℱ = c · eα. Zbog povezanosti,
AY = 0 ako i samo ako je Y = const. Pokazat c´emo da je X′ − X , const., sˇto povlacˇi
A(X′ − X) , 0, pa dalje imamo
0 < ⟨A(X′ − X), A(X′ − X)⟩
= ⟨AτA(X′ − X), X′ − X⟩
= ⟨L(X′ − X), X′ − X⟩
= ⟨∇′ − ∇, X′ − X⟩
= ⟨Aτ(ℱ ′ − ℱ ), X′ − X⟩
= ⟨ℱ ′ − ℱ , A(X′ − X)⟩
= ⟨c · eα, A(X′ − X)⟩
= c(⟨eα, AX′⟩ − ⟨eα, AX⟩)
= c((X′u − X′v) − (Xu − Xv)),
i propozicija slijedi. Preostaje dokazati da je X′ − X , const. Pretpostavimo suprotno:
X′ − X = const. Buduc´i da je ∑︀ X′v = 0 i ∑︀ Xv = 0, nuzˇno je const = 0, tj. X′ = X. Ali tada
je ∇ = LX = LX′ = ∇′, sˇto je nemoguc´e jer je ocˇito ∇ , ∇′ u vrhovima u i v. 
Za kraj se josˇ jednom osvrnimo na vazˇnost potencijala. Potencijal ne mozˇe u potpunosti
opisati graf preferencije, ali buduc´i da on zadovoljava jednakosti Xu − Xv ≈ ℱ(u,v), kom-
ponente potencijala interpretiramo kao brojcˇane vrijednosti alternativa inducirane tokom
preferencije ℱ . Te vrijednosti mogu se koristiti za stvaranje ljestvice poretka alternativa
na temelju iskazanih preferencija (u je iznad v ako je Xu > Xv), iako potencijal nosi visˇe
informacija od pukog uredaja.
Poglavlje 2
Agregacija grafova preferencije
U prethodnom poglavlju vidjeli smo kako se iz pojedinoga grafa preferencije dobivaju
odgovarajuc´e vrijednosti alternativa. Medutim, u situacijama kao sˇto je grupno odlucˇivanje
rezultate treba izvuc´i iz visˇe grafova preferencije – svaki graf odgovara jednom sudioniku.
Takoder, u visˇekriterijskom odlucˇivanju svaki kriterij mozˇemo smatrati jednim sudionikom
koji daje svoj graf preferencije. Ponasˇanje cˇovjeka takoder je rezultat visˇe ciljeva i interesa
koji su nerijetko u medusobnom konfliktu [20]. U izbornim procedurama (o kojima c´e biti
rijecˇ u sljedec´em poglavlju) glasacˇi su sudionici u grupnom odlucˇivanju. U svakom od
ovih slucˇajeva, preferencije razlicˇitih aktera koji cˇesto nisu medusobno suglasni treba na
neki nacˇin agregirati.
Osim upravo spomenutih primjena te onih navedenih u Uvodu, agregacija preferencija
javlja se u podrucˇjima kao sˇto su pretrazˇivanje informacija (engl. information retrieval)
[3], teorija drusˇtvenog izbora [4], strojno ucˇenje [18], dijagnostika [15], psihologija [13] i
mnogim drugima.
2.1 Grupni (multi)graf preferencije
Odlucˇimo li se za graf preferencije kao osnovnu strukturu, ideja agregacije jest konstrukcija
grupnoga grafa preferencije, onoga koji predstavlja preferencije cijele skupine aktera. U
kontekstu grupnog odlucˇivanja, za dobivanje grupnoga grafa [22] predlazˇe zbrojiti tokove
odgovarajuc´ih bridova grafova preferencije. Slicˇnu metodu predlazˇe [7], ali za vrlo spe-
cificˇne grafove: potpune grafove kojima su tezˇine (tokovi) bridova iz skupa {1, 1/2}. Agre-
gacija zbrajanjem tokova prikladna je za potpune grafove. Ali kada grafovi nisu potpuni,
ova metoda ne razlikuje brid koji ne postoji od brida koji ima tok 0 (jednaka preferencija
alternativa). Slika 2.1 pokazuje primjer ove manjkavosti: tri osobe medusobno se potpuno
slazˇu (njihovi grafovi preferencije imaju isti potencijal: XA = 1.5, XB = 0.5, XC = −0.5,
12
POGLAVLJE 2. AGREGACIJA GRAFOVA PREFERENCIJE 13
XD = −1.5), ali grupni graf dobiven zbrajanjem tokova ne samo da ima drugacˇiji potencijal



























Slika 2.1: Agregacija predlozˇena u [22]. Donji-desni graf dobiven je zbrajanjem tokova
triju preostalih grafova.
Ovdje stoga predlazˇemo drugi nacˇin agregacije. Umjesto da zbrajamo bridove grafova
preferencije, mi c´emo ih sve ubaciti u grupni graf. Buduc´i da c´emo tako dobiti visˇestruke
bridove izmedu istih dvaju alternativa, rijecˇ je o multigrafu.
Preciznije, preferencijski multigraf 𝒢 = (V,𝒜,ℱ ) usmjereni je multigraf dobiven spa-
janjem pojedinacˇnih grafova 𝒢i = (V,𝒜i,ℱ (i)), i ∈ {1, . . . , k} koji sadrzˇi sve bridove (s
odgovarajuc´im tokovima) iz ovih grafova. Dakle, 𝒜 je multiset bridova dobiven spajanjem
skupova 𝒜i – specijalno, card(𝒜) = ∑︀ki=1 card(𝒜i). Paralelni i suprotni bridovi uobicˇajeni
su i nastaju kada visˇe osoba usporeduje isti par alternativa. Buduc´i da je svaki element
od ℱ tok odgovarajuc´eg brida, vektor ℱ dobivamo vertikalnim nadovezivanjem vektora
ℱ (i). Buduc´i da svaki redak matrice incidencije opisuje jedan brid, matricu incidencije A
multigrafa dobivamo vertikalnim nadovezivanjem matrica incidencije A(i) odgovarajuc´ih
grafova 𝒢i. Na primjer, multigraf na Slici 2.3 dobiven je spajanjem grafova na Slici 2.2.














































Slika 2.3: Multigraf dobiven spajanjem grafova sa Slike 2.2. Desno je prikazana njegova
matrica incidencije, sastavljena od matrica incidencije individualnih grafova.
2.2 Grupni potencijal
Buduc´i da preferencijski multigraf sadrzˇi sve preferencije iz grafova skupine, njegov poten-
cijal dobar je predstavnik skupine i koristit c´emo ga za dobivanje rezultata, tj. vrijednosti
alternativa. Da bismo taj grupni potencijal efikasno racˇunali, dokazat c´emo najprije neka
svojstva predlozˇene agregacije.
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Propozicija 2.1. Laplaceova matrica L multigrafa 𝒢 zbroj je Laplaceovih matrica L(i)
odgovarajuc´ih grafova 𝒢i.
Dokaz.





















Propozicija 2.2. Razlika toka ∇ multigrafa 𝒢 zbroj je razlika toka ∇(i) odgovarajuc´ih gra-
fova 𝒢i.
Dokaz.



















Kao sˇto smo definirali u Poglavlju 1, potencijal je rjesˇenje sustava
LX = ∇,
∑︁
Xv = 0. (2.1)
Propozicije koje smo upravo dokazali omoguc´uju da izracˇunamo ovaj potencijal bez ekspli-
citne konstrukcije multigrafa. Cˇim znamo Laplaceove matrice i razlike toka individualnih
grafova 𝒢i, gornji sustav dobivamo izravno:
(L(1) + · · · + L(k))X = ∇(1) + · · · + ∇(k). (2.2)
Na prvi pogled, u gornjoj jednadzˇbi izgleda da svi individualni grafovi jednako prido-
nose grupnom potencijalu: naprosto zbrajamo Laplaceove matrice i razlike toka. Ali neke
Laplaceove matrice gusˇc´e su od drugih i stoga visˇe pridonose rezultatu. Na primjer, pro-
motrimo agregaciju sljedec´ih dvaju grafova: potpunoga grafa 𝒢1 i rijetkoga grafa 𝒢2 (koji
je npr. lanac ili stablo). Buduc´i da 𝒢1 sadrzˇi mnogo visˇe bridova nego 𝒢2, agregacijski
multigraf, kao i njegova Laplaceova matrica, odrazˇavat c´e 𝒢1 mnogo visˇe nego 𝒢2. To je
ponekad pozˇeljno: mozˇda zˇelimo da utjecajnost sudionika/glasacˇa ovisi o kolicˇini informa-
cija koje je iskazao. U tom je slucˇaju jednadzˇba (2.2) prikladna. Ali u drugim slucˇajevima
akteri bi trebali rezultatima pridonositi jednako ili u skladu sa zadanim tezˇinama wi > 0.
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Prethodni odlomak sugerira da u jednadzˇbi (2.2) doprinos grafa preferencije 𝒢i odgo-
vara broju njegovih bridova card(𝒜i), ili ekvivalentno, ”1-normi po elementima” Laplace-
ove matrice L(i), definiranoj kao




jer ova norma iznosi cˇetiri puta broj bridova (brid (i, j) za 1 doprinosi |Li j|, |L ji|, |Lii| i |L j j|).
Srec´om, ovu normu mozˇemo lako podesiti skaliranjem L(i) i ∇(i) bilo kojim αi > 0. Ska-
liranje je opravdano time sˇto ono ne mijenja potencijal odgovarajuc´ega grafa preferencije
𝒢i:
L(i)X(i) = ∇(i) ⇐⇒ (αiL(i))X(i) = αi∇(i). (2.4)
Dakle, nasˇ sustav bit c´e oblika
(α1L(1) + · · · + αkL(k))X = α1∇(1) + · · · + αk∇(k), (2.5)
te preostaje odabrati αi (i = 1, . . . , k) tako da za sve i, j ∈ {1, . . . , k} vrijedi
‖αiL(i)‖








‖L(i)‖ , i = 1, . . . , k. (2.7)
Svime ovime opravdali smo sljedec´u definiciju.
Definicija 2.3. Za zadane tezˇine w1, . . . ,wk > 0, tezˇinski grupni potencijal grafova prefe-












Xv = 0 na svakoj povezanoj komponenti multigrafa, radi jedinstvenosti. Pritom
su L(i) i ∇(i) redom Laplaceova matrica i razlika toka grafa 𝒢i.
Ako su sve zadane tezˇine wi = 1, ispusˇtamo rijecˇ ”tezˇinski”, tj. X zovemo grupnim
potencijalom.
Na koncu dokazˇimo jednostavno, ali vazˇno svojstvo opisane agregacije.
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Propozicija 2.4. Ako svi grafovi skupine imaju jednake potencijale, neovisno o njihovoj
individualnoj (ne)konzistentnosti, tezˇinski grupni potencijal bit c´e jednak tom potencijalu.
Dokaz. Neka je X potencijal svakog od grafova {𝒢1, . . . ,𝒢k}. Buduc´i da je
L(i)X = ∇(i), ∀i ∈ {1, . . . , k},
onda ocˇito vrijedi i
(α1L(1) + · · · + αkL(k))X = α1∇(1) + · · · + αk∇(k).
Dakle, X je rjesˇenje sustava za tezˇinski grupni potencijal. Josˇ valja pokazati da je
∑︀
Xv = 0
na svakoj povezanoj komponenti multigrafa. Zbog nacˇina njegove konstrukcije, za bilo
koju povezanu komponentu multigrafa primijetimo da se ona sastoji od jedne ili visˇe po-
vezanih komponenata grafa 𝒢1 (ili bilo kojeg 𝒢i). Buduc´i da za svaku od tih komponenata
grafa 𝒢1 vrijedi ∑︀ Xv = 0, to vrijedi i za njihovu uniju. 
Poglavlje 3
Univerzalna izborna procedura
U ovom poglavlju opisujemo primjenu agregacije grafova preferencije na izbornu proce-
duru. Svaka od postojec´ih izbornih procedura ovisi o odredenom obliku glasacˇkog listic´a.
U radu [23], L. Cˇaklovic´ i autor stoga predlazˇu opc´enitu izbornu proceduru koja ne ovisi o
obliku glasacˇkog listic´a, tj. primjenjiva je za bilo koji njegov oblik.
Njome rjesˇavamo i sljedec´i problem: svaki oblik glasacˇkog listic´a ima svoje nedos-
tatke. Na primjer, sˇiroko korisˇteni listic´ je onaj na kojemu glasacˇ zaokruzˇuje samo jednu
(najdrazˇu) alternativu1 i na taj nacˇin ne daje mnogo informacija o svojim preferencijama:
ne mozˇe iskazati koje alternative mu se svidaju osim najdrazˇe, a sˇto je josˇ vazˇnije, ne
mozˇe izraziti nezadovoljstvo, tj. iskazati koje alternative ne voli. Bez obzira na to, ovakav
listic´ najcˇesˇc´e se koristi u izbornoj proceduri. Razlog je njegova jednostavnost. Preciz-
niji glasacˇki listic´i, kao sˇto su rangiranje svih alternativa od najdrazˇe do najmrzˇe, dodjela
bodova ili usporedba u parovima, suvisˇe su slozˇeni za mnoge glasacˇe, pogotovo kad je
broj alternativa velik. Povec´anjem preciznosti gubimo na jednostavnosti i obratno. Nema
glasacˇkog listic´a koji je vrlo precizan i sˇiroko primjenjiv.
Univerzalna izborna procedura rjesˇava ovaj problem time sˇto ne zahtijeva isti glasacˇki
listic´ za sve glasacˇe. Neki glasacˇi zˇele jednostavan listic´, drugi su spremni potrosˇiti visˇe
vremena da precizno iskazˇu svoje preferencije, a mnogi su izmedu. Sˇto ako svaki glasacˇ
dobije listic´ koji mu odgovara? Mozˇe li u tom slucˇaju utjecaj (tezˇina) na rezultate biti
jednak za sve glasacˇe, neovisno o tome koliko su informacija o svojim preferencijama
iskazali na svojim listic´ima? Sˇtovisˇe, mogu li se tezˇine proizvoljno postaviti? Univerzalna
izborna procedura podrzˇava sve ove ideje. Dakle, ne samo da podrzˇava bilo koji izabrani
oblik glasacˇkog listic´a, nego i razlicˇite oblike listic´a u istim izborima.
Istaknimo da je ova metoda primjenjiva i na grupno odlucˇivanje opc´enito, kao i na
1U izbornim procedurama, alternative su najcˇesˇc´e kandidati koji se natjecˇu na izborima.
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visˇekriterijsko odlucˇivanje: svaki kriterij daje svoj ”listic´” (ponovno, moguc´i su razlicˇiti
oblici listic´a), a procedura koju c´emo opisati potom daje ukupne vrijednosti alternativa s
obzirom na ove kriterije i i njihove vazˇnosti (tezˇine). Stoga se u nastavku poglavlja rijecˇ
glasacˇ mozˇe zamijeniti i rijecˇju kriterij.
Procedura se sastoji od dviju faza: najprije se glasacˇki listic´i pretvaraju u grafove pre-
ferencije, a potom se dobiveni grafovi preferencije agregiraju, cˇime dobivamo rezultate, tj.
vrijednosti alternativa inducirane preferencijama glasacˇa. Skica procedure dana je na Slici
3.1.
Slika 3.1: Skica univerzalne izborne procedure.
Agregacija grafova preferencije (druga faza univerzalne izborne procedure) vec´ je opi-
sana u prethodnome poglavlju pa stoga u nastavku opisujemo prvu fazu: konstrukciju tih
grafova.
3.1 Pretvorba glasacˇkih listic´a u grafove preferencije
Preferencije glasacˇa mogu biti dane u raznim oblicima; mnoge od njih opisat c´emo u ovoj
sekciji. Pokazat c´emo kako se svi ti oblici iskazanih preferencija osobe mogu pretvoriti
u graf preferencije, sˇto omoguc´uje agregaciju. U primjerima koji slijede, preferencije su
izrazˇene izmedu sˇest alternativa: a, b, c, d, e i f na razne nacˇine i potom pretvorene u graf
preferencije. Buduc´i da se pretvorba cˇesto mozˇe ucˇiniti na visˇe nacˇina, ove prijedloge ne
treba shvatiti odvisˇe strogo.
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3.1.1 Usporedba parova
Ovo je standardni nacˇin konstrukcije grafa preferencije, oprimjeren i u Poglavlju 1. Pret-
postavimo da glasacˇ usporeduje neke parove alternativa, bilo na nacˇin da samo navede koju
od ponudenih dviju alternativa preferira (prvu, drugu ili obje jednako), bilo tako da iskazˇe
i intenzitet preferencije na brojcˇanoj ili verbalnoj skali.
Svaki od ovih nacˇina mozˇe se svesti na brojcˇanu skalu. Naime, ako se navodi samo
smjer preferencije, prirodno je intenzitet proglasiti jednakim 1. Ako pak glasacˇ navodi
intenzitet preferencije na verbalnoj skali, ona se lako prevodi u brojcˇanu (npr. jednaka
preferencija - 0, slaba - 1, jaka - 2, apsolutna - 3).
Glasacˇ ne mora nuzˇno usporediti sve parove alternativa, cˇime bismo dobili potpun graf.
Bilo koji skup usporedenih parova dat c´e graf preferencije. Taj skup ne mora sadrzˇavati sve
alternative: podaci koji nedostaju ne predstavljaju problem ovoj metodi; alternativa koja
nije ni sa cˇim usporedena naprosto c´e biti predstavljena vrhom bez incidentnih bridova
u grafu. Takoder, glasacˇ ne mora biti konzistentan u svojim usporedbama. To je vrlo
pozˇeljno svojstvo jer zahtjev za konzistentnosˇc´u nije realan ako glasacˇ navodi intenzitete









Slika 3.2: Graf preferencije dobiven usporedbom parova.
Kao primjer promotrimo glasacˇki listic´ na Slici 3.2 (gornji dio). Usporedba dviju alter-
nativa sastoji se od odabira jedne od devet tocˇaka na skali; odabir sasvim lijeve tocˇke znacˇi
da glasacˇ snazˇno preferira lijevu alternativu nad desnom, i obrnuto; odabir tocˇke na sredini
oznacˇava jednaku preferenciju alternativa. U prvoj usporedbi, b je opisan kao bolji od a
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za 3 tocˇke, brojec´i od sredisˇnje (neutralne) tocˇke, sˇto u grafu preferencije (Slika 3.2, donji
dio) daje brid iz a u b s tokom 3. Ostali bridovi dobiveni su analogno.
Ako drugi glasacˇi koriste drugacˇije skale, moguc´e je ujednacˇiti skale jednostavnim
mnozˇenjem. U nasˇem primjeru skala je [−4, 4]; ona se mozˇe pretvoriti npr. u skalu [−5, 5]
tako da se sve vrijednosti pomnozˇe s 1.25.
3.1.2 Rangiranje svih alternativa




Slika 3.3: Graf preferencije dobiven iz poretka svih alternativa.
3.1.3 Odabir najdrazˇe alternative
Pretpostavimo da je glasacˇ naveo c kao najdrazˇu alternativu medu a, b, c, d, e, f . Buduc´i
da takav iskaz implicira usporedbe c ≻ a, c ≻ b, c ≻ d, c ≻ e i c ≻ f , dobivamo graf




Slika 3.4: Graf preferencije nastao odabirom najdrazˇe alternative.
3.1.4 Odabir najdrazˇe i najmrzˇe alternative
Pretpostavimo da je glasacˇ naveo c kao najdrazˇu i b kao najmrzˇu alternativu. Buduc´i da
takav iskaz implicira usporedbe c ≻ a ≻ b, c ≻ d ≻ b, c ≻ e ≻ b i c ≻ f ≻ b, dobivamo
graf preferencije na Slici 3.5.






Slika 3.5: Graf preferencije nastao odabirom najdrazˇe i najmrzˇe alternative.
3.1.5 Rangiranje najdrazˇih k alternativa
Pretpostavimo da je glasacˇ kao najdrazˇe 3 alternative naveo c ≻ a ≻ e. Implicirane uspo-









Slika 3.6: Graf preferencije nastao rangiranjem najdrazˇih k alternativa.
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3.1.6 Navodenje najdrazˇih k alternativa bez rangiranja
Pretpostavimo da je glasacˇ kao najdrazˇe 3 alternative naveo skup {a, c, e}, bez preciziranja
poretka tih triju alternativa. Glasacˇ implicira da mu je svaka od tih alternativa drazˇa od





Slika 3.7: Graf preferencije nastao navodenjem najdrazˇih k alternativa bez rangiranja.
3.1.7 Ocjenjivanje alternativa
Pretpostavimo da glasacˇ ocjenjuje alternative ocjenama s fiksne skale, npr. od 1 do 10.
Razlike ocjena koristimo kao tokove odgovarajuc´ih bridova grafa.
Ocjene koje nedostaju ne predstavljaju problem ovoj metodi; njihovo postojanje samo
znacˇi da dobiveni graf preferencije nije potpun. Ovo je vrlo pozˇeljno svojstvo jer je ocjenji-
vanje svih alternativa prilicˇno nerealan zahtjev kad je njihov broj velik ili kada glasacˇ nema
informacije o svim alternativama. Glasacˇ mozˇe sam izabrati koje alternative c´e ocijeniti.
Kao primjer, pretpostavimo da je glasacˇ ocijenio b, c, e i f sljedec´im ocjenama sa skale
[1, 10]: 2, 9, 7, 3, redom. Slika 3.8 prikazuje dobiveni graf preferencije. Ocjena alternative
e vec´a je za 5 od ocjene alternative b, sˇto daje brid iz b u e s tokom 5.
Skala ne mora biti brojcˇana: mnogima je laksˇe ocjenjivati na verbalnoj skali (npr. izvr-
stan, dobar, osrednji, losˇ). U ovom slucˇaju, verbalne ocjene moraju se pretvoriti u brojeve.
Kao sˇto je spomenuto u Odjeljku 3.1.1, lako je ujednacˇiti razlicˇite brojcˇane skale.
3.1.8 Dodjela bodova
Pretpostavimo da glasacˇ na raspolaganju ima odredeni broj bodova – na primjer 10 – koje
dodjeljuje alternativama tako da jacˇe preferirane alternative dobiju visˇe bodova. Pretposta-
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Slika 3.8: Graf preferencije nastao ocjenjivanjem alternativa.
vimo da a, b, c, d, e, f dobiju 3, 5, 0, 1, 0, 1 bodova, redom.
Kao u prethodnome primjeru, razlike u broju bodova postaju tokovi odgovarajuc´ih bri-
dova grafa preferencije, sˇto bi u ovom slucˇaju rezultiralo potpunim grafom jer je poznat
broj bodova koje je dobila svaka alternativa. Ali u ovom potpunom grafu mnogi su bri-
dovi redundantni i mogu se ukloniti. Dovoljno je umjesto potpunoga grafa nacˇiniti lanac
bridova koji prolazi svim vrhovima (a − b − c − d − e − f ) tako da su tokovi bridova raz-
like odgovarajuc´ih bodova (Slika 3.9), jer su time implicirane i sve ostale razlike koje nisu
predstavljene bridovima. Takav graf ima isti potencijal kao i spomenuti potpuni graf. Kao
i u prethodnim slucˇajevima, razlicˇite skale mogu se ujednacˇiti.
2 5 1 1 1ba c d e f
2
Slika 3.9: Graf preferencije nastao dodjelom bodova (3, 5, 0, 1, 0, 1).
3.1.9 Komentari
Principi iz gornjih primjera sˇiroko su primjenjivi: navedenim oblicima glasacˇkih listic´a
nisu, naravno, iscrpljene sve moguc´nosti. Na primjer, za izrazˇavanje nezadovoljstva, glasacˇ
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na raspolaganju osim pozitivnih bodova mozˇe imati i odredeni broj negativnih bodova koje
dodjeljuje alternativama. Takoder, navedene oblike moguc´e je medusobno kombinirati u
nove oblike. Kao ilustraciju promotrimo sljedec´i iskaz: ”najvisˇe volim a, b i d, a najmanje
c”, koji kombinira navodenje najdrazˇih k alternativa i navodenje najmrzˇe alternative. On
implicira usporedbe a ≻ e, b ≻ e, d ≻ e, a ≻ f , b ≻ f , d ≻ f , e ≻ c i f ≻ c, pa dobivamo
graf preferencije na Slici 3.10. Takvi i mnogi drugi oblici lako se pretvaraju u grafove









Slika 3.10: ”Najvisˇe volim a, b i d, a najmanje c.”
Kao sˇto smo u jednom slucˇaju primijetili, neki od predlozˇenih grafova mogu se pretvo-
riti u nesˇto drugacˇije, ekvivalentne grafove (u smislu da imaju isti potencijal): redundantni
bridovi mogu se ukloniti. Zbog velikog broja moguc´nosti nema smisla definirati stroga
pravila za konstrukciju grafa preferencije.
Vidjeli smo da su mnogi od opisanih oblika fleksibilni za glasacˇa u smislu da svaki od
njih mozˇe izabrati koliko informacija c´e dati i koje c´e to informacije biti, sˇto je iznimno
pozˇeljno svojstvo ove univerzalne izborne procedure.
3.2 Eksperiment
Opisanu metodu za ilustraciju smo primijenili na podatke s glasanja na Eurosong natjeca-
nju 2005. godine; podaci su preuzeti iz rada [19] gdje su ih autori koristili za evaluaciju
svog algoritma rangiranja. Na finalnom natjecanju Eurosonga 2005. sudjelovale su 24
pjesme iz isto toliko zemalja, a o poretku pjesama glasalo je 39 zemalja (osim zemalja
koje su sudjelovale, glasale su i zemlje koje se nisu plasirale u finalno natjecanje). Tablica
3.1 prikazuje rezultate glasanja: svaki redak navodi bodove koje je odgovarajuc´a zemlja
dodijelila pjesmama. Bodovi pojedine zemlje dodjeljivani su na sljedec´i nacˇin: pjesma s
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GR MA RO IS LA MD SM SZ DE NO CR HU TU BH RU AL FY CY SW UA SP UK FR GE
AL 12 4 5 3 0 0 6 0 0 0 2 0 8 0 0 10 7 0 0 0 0 1 0
AN 4 0 7 8 10 0 0 1 3 2 0 6 0 0 0 0 0 0 0 0 12 0 5 0
AU 4 5 6 1 0 2 12 0 0 0 8 0 7 10 0 3 0 0 0 0 0 0 0 0
BE 0 5 1 8 6 7 3 10 0 4 0 2 0 0 12 0 0 0 0 0 0 0 0 0
BG 12 8 7 6 5 1 0 0 4 3 0 2 10 0 0 0 0 0 0 0 0 0 0 0
BH 6 0 2 0 0 4 10 0 0 3 12 1 8 0 5 7 0 0 0 0 0 0 0
BU 12 0 8 0 0 6 4 0 0 1 2 5 3 0 0 0 7 10 0 0 0 0 0 0
CR 5 4 0 0 7 1 12 3 0 0 6 0 10 0 2 8 0 0 0 0 0 0 0
CY 12 6 8 0 1 2 10 4 0 3 0 7 0 0 0 0 0 0 0 0 5 0 0
DE 2 10 3 5 6 0 0 1 12 0 0 8 4 0 0 0 0 7 0 0 0 0 0
ES 0 4 0 1 10 6 0 12 5 8 2 3 0 0 7 0 0 0 0 0 0 0 0 0
FY 7 0 2 0 0 5 10 0 0 0 8 1 4 3 0 12 0 6 0 0 0 0 0
FI 3 8 0 5 4 0 0 10 2 12 1 0 0 0 7 0 0 0 6 0 0 0 0 0
FR 8 7 5 10 0 2 6 0 0 0 0 3 12 0 0 1 0 0 0 0 4 0 0
GE 12 8 0 5 7 1 3 4 6 0 2 0 10 0 0 0 0 0 0 0 0 0 0
GR 8 5 0 1 7 6 3 0 4 0 2 0 0 0 10 0 12 0 0 0 0 0 0
HU 12 5 10 8 1 4 2 3 6 0 7 0 0 0 0 0 0 0 0 0 0 0 0
IC 2 4 5 0 3 8 0 7 10 12 1 6 0 0 0 0 0 0 0 0 0 0 0 0
IR 2 10 5 6 12 0 0 3 7 4 0 0 0 1 0 0 0 0 0 0 0 8 0 0
IS 7 10 12 6 4 0 2 3 1 0 8 0 0 0 0 0 0 0 0 0 0 5 0
LA 0 5 0 2 8 1 12 4 6 7 3 0 0 10 0 0 0 0 0 0 0 0 0
LI 1 2 0 3 12 10 0 8 4 5 6 0 0 0 7 0 0 0 0 0 0 0 0 0
MA 6 7 8 10 2 0 1 3 5 0 0 0 0 0 0 0 12 0 0 0 4 0 0
MD 4 0 7 6 12 1 0 0 3 0 0 0 0 10 0 0 0 5 8 0 0 0 2
MO 0 5 4 12 0 0 6 8 10 0 7 0 0 0 0 0 1 0 3 0 0 0 0 2
NE 10 5 3 7 0 0 4 0 8 1 2 0 12 6 0 0 0 0 0 0 0 0 0 0
NO 4 10 6 5 8 0 0 3 12 2 0 0 7 0 0 0 0 1 0 0 0 0 0
PL 1 0 7 0 4 3 0 6 5 8 2 10 0 0 0 0 0 0 0 12 0 0 0 0
PO 3 0 12 5 6 10 0 4 1 0 0 2 0 0 0 0 0 0 0 7 8 0 0 0
RO 10 2 7 0 12 6 0 4 0 5 8 3 0 0 0 0 1 0 0 0 0 0 0
RU 4 12 0 8 5 10 6 7 0 0 1 3 0 0 0 0 0 0 2 0 0 0 0
SM 12 0 3 0 0 5 0 0 2 10 6 0 4 0 8 7 1 0 0 0 0 0 0
SL 2 1 0 0 7 3 10 6 0 4 12 0 0 8 0 0 5 0 0 0 0 0 0 0
SP 8 7 12 6 0 4 0 0 10 3 0 5 0 0 0 0 0 0 2 1 0 0 0
SW 12 6 2 1 3 0 4 5 10 8 0 0 0 7 0 0 0 0 0 0 0 0 0
SZ 7 3 0 1 0 0 12 0 0 8 0 6 5 0 10 2 0 0 0 4 0 0 0
TU 12 8 4 3 0 7 0 0 0 0 0 6 10 0 2 5 0 0 0 0 1 0 0
UA 0 10 0 7 1 12 3 5 0 6 8 2 0 0 4 0 0 0 0 0 0 0 0
UK 12 10 0 7 6 2 0 0 8 5 0 0 1 4 0 0 0 3 0 0 0 0 0
Tablica 3.1: Rezultati glasanja s Eurosonga 2005. [19]: svaki redak opisuje glasacˇke pre-
ferencije odgovarajuc´e zemlje.
najvisˇe glasova dobila je 12 bodova, sljedec´a pjesma 10 bodova, sljedec´a 8, pa 7, 6, 5, 4,
3, 2 i 1 bod, a preostale pjesme dobile su 0 bodova od doticˇne zemlje.
Kao u Odjeljku 3.1.8 (Dodjela bodova), svaku zemlju prikazali smo grafom preferen-
cije, tj. lancem. Ti su grafovi potom agregirani metodom iz prethodnoga poglavlja, uz
pomoc´ softvera pyPot autora L. Cˇaklovic´a. Rezultati su prikazani u Tablici 3.2.
Zanimljivo je da je poredak zemalja u stvarnim rezultatima Eurosonga 2005. (dobive-


























Tablica 3.2: Rezultati opisane univerzalne izborne procedure za glasacˇke preferencije s
Eurosonga 2005.
nima zbrajanjem bodova) jednak poretku dobivenom nasˇom metodom (Tablica 3.2). Jedina
je razlika sˇto u stvarnome poretku postoji nerijesˇen rezultat izmedu Norvesˇke i Danske te
izmedu Ukrajine i Sˇvedske, dok u nasˇem poretku nema nerijesˇenih rezultata, tj. postoji
malena razlika u potencijalu spomenutih zemalja. Zakljucˇujemo da eksperiment potvrduje
opisanu univerzalnu izbornu proceduru.
Ako bismo metodu proveli nesˇto drugacˇije, na nacˇin da u pojedinom retku Tablice 3.1
umjesto razlike broja bodova uzmemo u obzir samo predznak te razlike i tako dobijemo
grafove preferencije s bridovima tezˇine 1 ili −1 (tzv. unimodularni tok), dobivena ljestvica
poretka bila bi malo drugacˇija: GR, MA, IS, RO, MD, LA, NO, SZ, SM, DE, CR, HU, TU,




Klasterizacija ili klasterska analiza opc´enit je zadatak grupiranja objekata na nacˇin da
medusobno slicˇni objekti pripadaju istoj grupi (klasteru). Ovisno o tipu objekata, vrsti i
broju klastera koje trazˇimo, definiciji slicˇnosti (ili udaljenosti) objekata ili klastera, te o
definiciji dobroga grupiranja, postoje razlicˇiti pristupi rjesˇavanju ovog problema. Klaste-
rizacija je jedna od kljucˇnih tema rudarenja podataka (engl. data mining) te ima brojne
primjene [16]. Koristi se u statisticˇkoj obradi podataka, strojnom ucˇenju, prepoznavanju
uzoraka, analizi slika, bioinformatici i biologiji [1]. U medicini, klasterizacija bolesti, lije-
kova ili simptoma pomazˇe u taksonomiji, dijagnostici i odabiru terapije [10]. U drusˇtvenim
znanostima poput ekonomije, sociologije i psihologije, klasterizacija se cˇesto koristi za svr-
stavanje ispitanika u kategorije [2]. Takoder se koristi u analizi drusˇtvenih skupina [11].
Objekti koje svrstavamo u klastere najcˇesˇc´e se predstavljaju kao uredene k-torke. Na
primjer, ako svakom objektu mjerimo k varijabli (osobina), onda izmjerene vrijednosti tih
varijabli za pojedini objekt cˇine njegov vektor (x1, . . . , xk). Ako su sve varijable brojcˇane
(realni brojevi), kao sˇto su tezˇina, visina, kvocijent inteligencije i slicˇno, tada nije tesˇko
definirati udaljenost objekata, odnosno klastera. Nakon eventualnog skaliranja vrijednosti
varijabli, udaljenost dvaju objekata najcˇesˇc´e se racˇuna kao norma razlike odgovarajuc´ih
vektora, pri cˇemu norma mozˇe biti 2-norma (sˇto daje euklidsku udaljenost), 1-norma (sˇto
daje tzv. Manhattan udaljenost), max-norma (sˇto daje Cˇebisˇevljevu udaljenost) ili neka
p-norma (sˇto daje udaljenost Minkowskog). Ako se odlucˇimo za slicˇnost umjesto udalje-
nosti, mozˇemo je racˇunati npr. kao kosinus kuta izmedu dvaju vektora ili kao Pearsonov
koeficijent slicˇnosti. Moguc´e je definirati slicˇnost/udaljenost i u slucˇaju da su vrijednosti
varijabli kategorijske (npr. boja), a ne brojcˇane [9]. Udaljenost dvaju klastera moguc´e
je definirati na visˇe nacˇina, npr. kao najmanju, najvec´u ili prosjecˇnu udaljenost izmedu
odgovarajuc´ih elemenata klastera, ili kao udaljenost dvaju odgovarajuc´ih sredisˇta klastera.
Sredisˇte klastera mozˇe se definirati npr. kao aritmeticˇka sredina njegovih elemenata.
28
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4.1 Klasterizacija skupine na temelju preferencija
njezinih cˇlanova
Standardni algoritmi za klastersku analizu nisu primjenjivi u slucˇajevima kad se objekt
klasterizacije ne mozˇe jednostavno opisati uredenom k-torkom varijabli. Ako je rijecˇ o
osobama koje izrazˇavaju svoje preferencije, realno je pretpostaviti da su preferencije dane
usporedbama (o tome je bilo rijecˇi u Uvodu). Ako dakle osoba izrazˇava relativne preferen-
cije, poput ”visˇe volim A nego B” ili ”najvisˇe volim A, B i D, a najmanje C”, onda nema
jasnoga skupa osobina koje bismo za svakog ispitanika izmjerili, tj. nema jasnoga niza
vrijednosti koji bi opisao pojedinog ispitanika i bio objekt pogodan za klasterizaciju. To
pogotovo vrijedi kada su iskazane preferencije nepotpune u smislu da ne daju informacije
o svim alternativama, sˇto je realna pretpostavka ako je broj alternativa velik.
Tim problemom bavi se ovo poglavlje, koje predstavlja autorov doprinos. U njemu se
pretpostavlja postojanje skupa alternativa nad kojim svaka osoba iz promatrane skupine
izrazˇava svoje preferencije, te se opisuje klasterizacija osoba na temelju njihovih prefe-
rencija: osobe slicˇnih preferencija zˇelimo grupirati zajedno. Kao i za univerzalnu izbornu
proceduru, vazˇno svojstvo predlozˇene metode njezina je opc´enitost: metoda ne zahtijeva
da preferencije osoba budu iskazane u nekom odredenom, propisanom obliku, nego funk-
cionira za iskaze raznih oblika, potpune i nepotpune, konzistentne i nekonzistentne. Neki
oblici iskaza spomenuti su u prethodnom odlomku, a mnoge druge vidjeli smo kao glasacˇke
listic´e u prethodnome poglavlju. Ovdje c´emo umjesto glasacˇkog listic´a koristiti drugi na-
ziv: skup iskaza pojedine osobe o svojim preferencijama zvat c´emo preferencijskim upit-
nikom.
Kako god izgledao preferencijski upitnik, on se mozˇe pretvoriti u graf preferencije, kao
sˇto je opisano u prethodnome poglavlju za glasacˇke listic´e. Jedan graf predstavlja jednu
osobu i temeljni je objekt predlozˇene klasterizacije (za razliku od uredenih k-torki koje se
koriste u drugim slucˇajevima). Dakle, prva je faza algoritma konstrukcija grafova prefe-
rencije iz preferencijskih upitnika, a druga je faza sama klasterizacija, tj. grupiranje do-
bivenih grafova u klastere tako da oni grafovi koji predstavljaju osobe slicˇnih preferencija
budu grupirani zajedno. Ovisno o svrsi, grupiranje mozˇe biti hijerarhijsko (klasteri sadrzˇe
pod-klastere) i particijsko (daje disjunktne klastere). Prvim se dobiva grupna hijerarhija, a
drugim se ulazni skup dijeli (particionira) na odredeni broj grupa.
Neka je m broj objekata koje grupiramo – u nasˇem slucˇaju to su grafovi preferencije
𝒢1, . . . ,𝒢m, pri cˇemu je 𝒢i = (V,𝒜i,ℱ (i)). Aglomerativna hijerarhijska klasterizacija [16]
krec´e od m klastera: u svakom je klasteru jedan objekt. U svakoj iteraciji algoritma, naj-
blizˇa dva klastera spajaju se u novi, visˇi klaster, sve dok sve objekte ne spojimo u jedan
klaster. Na taj nacˇin dobivamo hijerarhijsku strukturu klastera: na najvisˇem nivou samo
je jedan klaster, u njemu se nalaze dva klastera, svaki od tih klastera dalje je podijeljen
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na dva klastera, i tako dalje sve do pojedinacˇnih objekata. Hijerarhijska struktura prika-
zuje se stablom, tzv. dendrogramom. Da bismo ovaj algoritam iskoristili u nasˇem slucˇaju,
potrebno je definirati udaljenost dvaju klastera kako bismo u pojedinoj iteraciji algoritma
mogli pronac´i dva najblizˇa klastera koje treba spojiti. 1
Kako definirati udaljenost dvaju klastera koji sadrzˇe grafove preferencije? U skladu s
razmatranjima iz Poglavlja 2, klaster c´emo predstaviti njegovim grupnim potencijalom.
Definicija 4.1. Neka su P = {𝒢1, . . . ,𝒢k} i Q = {ℋ1, . . . ,ℋl} dva skupa (klastera) grafova
preferencije nad istim skupom alternativa V. Ako je X grupni potencijal klastera P, a Y
grupni potencijal klastera Q, udaljenost klastera P i Q definiramo kao udaljenost vektora
X i Y:
d(P,Q) := ‖X − Y‖. (4.1)
Dodatno opravdanje ove definicije sljedec´a je njezina posljedica koja daje ocˇekivanu
formulu za udaljenost dvaju grafova preferencije.
Korolar 4.2. Udaljenost singletona {𝒢} i {ℋ} iznosi ‖X − Y‖, pri cˇemu je X potencijal
grafa preferencije 𝒢, a Y potencijal grafa preferencije ℋ .
Dokaz. Iz Propozicije 2.4 slijedi da je grupni potencijal klastera {𝒢} jednak X, a grupni
potencijal klastera {ℋ} jednak Y i tvrdnja sada slijedi iz definicije udaljenosti klastera. 
4.2 Hijerarhijska klasterizacija
Sada mozˇemo primijeniti aglomerativnu hijerarhijsku klasterizaciju koristec´i udaljenost
klastera koju smo definirali maloprije. Algoritam je bio ukratko opisan u prethodnom
odjeljku, a sada ga izricˇemo nesˇto preciznije.
Pretpostavimo da smo na ulazu dobili grafove preferencije 𝒢1, . . . ,𝒢m. Algoritam ci-
jelo vrijeme odrzˇava skup trenutnih klastera C. Na samom pocˇetku postoji m klastera:
svaki graf preferencije 𝒢i nalazi se u svom klasteru {𝒢i}. Algoritam vrsˇi m − 1 iteracija,
u svakoj spajajuc´i dva najblizˇa klastera (s obzirom na udaljenost iz Definicije 4.1) u novi
klaster, smanjujuc´i tako broj trenutnih klastera za 1. Naravno, prilikom svakog spajanja
treba spremiti informaciju o klasterima koje smo spojili, jer jedino tako dobivamo izlaznu
hijerarhijsku strukturu klastera.
Slijedi pseudokod algoritma.
1Osim aglomerativne, postoji i razdvajajuc´a hijerarhijska klasterizacija, koja krec´e od najvec´eg klastera
i rekurzivno ga dijeli na manje klastere. Ona se, medutim, vrlo rijetko koristi.
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Ulaz: 𝒢1, . . . ,𝒢m.
Inicijaliziraj skup trenutnih klastera C := {{𝒢1}, . . . , {𝒢m}}.
za i := 1, . . . ,m − 1 cˇini
Nadi klastere P,Q ∈ C, P , Q, takve da je
d(P,Q) = min{d(P′,Q′) : P′,Q′ ∈ C, P′ , Q′}.
Stvori novi klaster Ci := P ∪ Q.
Spremi rastav(Ci) = (P,Q).
Azˇuriraj skup trenutnih klastera C := C ∖ {P,Q} ∪ {Ci}.
kraj
Izlaz: rastav(Cm−1), rastav(Cm−2), . . . , rastav(C1).
Rezultat hijerarhijske klasterizacije mozˇemo zorno prikazati dendrogramom, kao na
Slici 4.1. Lijevo su pojedinacˇni objekti, a spajanje dviju linija oznacˇava spajanje odgova-
rajuc´ih objekata ili klastera u visˇi klaster. x-koordinata spoja odgovara udaljenosti spojenih
klastera. Zˇelimo li iz dendrograma dobiti odredeni broj medusobno disjunktnih klastera,
treba ga ”prerezati” na odredenom nivou (x-koordinati) pa c´e nezavrsˇene linije odgovarati
trazˇenim klasterima.
Slika 4.1: Primjer prikaza hijerarhijske klasterizacije dendrogramom.
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4.3 Particijska klasterizacija metodom k-sredina
Za razliku od hijerarhijske klasterizacije, metodu k-sredina (eng. k-means [16]) koristimo
za particijsko grupiranje, tj. za dobivanje tocˇno k disjunktnih klastera, za proizvoljno za-
dani k. Algoritam provodimo s ciljem minimizacije zbroja kvadrata udaljenosti elemenata
klastera od sredisˇta pripadnih klastera. Preciznije, trazˇimo particiju C = {C1, . . . ,Ck} danog







pri cˇemu je µi sredisˇte klastera Ci. Sredisˇte klastera obicˇno se definira kao centroid, tj. kao
aritmeticˇka sredina njegovih elemenata. U nasˇem slucˇaju, medutim, objekti klasterizacije
su grafovi preferencije i njihovo sredisˇte moramo drugacˇije definirati.
U skladu sa razmatranjima iz Poglavlja 2, kao sredisˇte klastera Ci uzet c´emo multigraf
dobiven agregacijom elemenata klastera. Udaljenost pojedinog elementa klastera od toga
sredisˇta stoga c´emo prirodno definirati kao udaljenost njihovih potencijala. Dakle,
d(𝒢i, µ j) := ‖X(i) − Y ( j)‖, (4.3)
pri cˇemu je X(i) potencijal grafa 𝒢i, a Y ( j) potencijal multigrafa µ j, sˇto je zapravo grupni
potencijal klastera C j.
Algoritam se standardno provodi tako da se pocˇetni µ j nasumicˇno odaberu iz skupa
objekata S . U svakoj iteraciji algoritma postoje dvije faze. U prvoj fazi, svaki element
iz S pridruzˇuje se njemu najblizˇem sredisˇtu µ j. U drugoj fazi, iz novodobivenih klastera
racˇunamo nova sredisˇta µ j. Iteracije vrsˇimo do konvergencije, tj. dok god se klasteri
mijenjaju. Pronadeno rjesˇenje C je lokalni, ali ne nuzˇno i globalni minimum funkcije cilja
J. Da bismo povec´ali vjerojatnost pronalaska globalnoga minimuma i opc´enito poboljsˇali
rjesˇenje, cijeli algoritam mozˇemo izvrtiti visˇe puta, za razlicˇite pocˇetne slucˇajne odabire
µ j, i na kraju ispisati one klastere za koje je vrijednost ciljne funkcije bila najmanja.
Slijedi pseudokod algoritma.
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Ulaz: k, S = {𝒢1, . . . ,𝒢m}.
Izracˇunaj potencijal X(i) grafa 𝒢i za i = 1, . . . ,m.
Na slucˇajan nacˇin odaberi podskup {µ1, . . . , µk} ⊆ S .
Y ( j) := potencijal grafa µ j, za j = 1, . . . , k.
ponavljaj
Za j = 1, . . . , k kreiraj klastere
C j := {𝒢i ∈ S : ‖X(i) − Y ( j)‖ = min{‖X(i) − Y ( j′)‖ : j′ = 1, . . . , k}}.
Izracˇunaj Y ( j) := grupni potencijal klastera C j.
dok klasteri se mijenjaju;
Izlaz: C1, . . . , Ck.
4.4 Eksperiment
Usporedba parova najlaksˇi je nacˇin izrazˇavanja preferencija ([8], [14], [19]) te na najprirod-
niji nacˇin daje grafove prerencije cˇijom se klasterizacijom bavimo. Medutim, klasterizaciju
preferencijskih upitnika s usporedbom u parovima nije lako eksperimentalno evaluirati jer
autoru nije poznata nijedna druga metoda klasterske analize takvih objekata koja bi sluzˇila
za usporedbu.
Srec´om, kao sˇto je pokazano u Poglavlju 3, i razni drugi oblici preferencijskih upitnika
mogu se pretvoriti u grafove preferencije, a neki od tih preferencijskih upitnika mogu se
klasterizirati i standardnim metodama koje nam sluzˇe za usporedbu. Jedan su takav slucˇaj
preferencije zemalja u glasanju na Eurosong natjecanju 2005. godine koje smo vec´ koristili
u prethodnome poglavlju (Tablica 3.1).
Nije bilo dopusˇteno glasati za pjesmu iz vlastite zemlje. Ipak, u nasˇoj klasterskoj ana-
lizi, radi dobivanja tocˇnijih rezultata, treba uzeti u obzir realnu cˇinjenicu da bi svaka od
zemalja koje su imale svoju pjesmu na natjecanju, da je mogla, najvisˇe bodova dala upravo
toj pjesmi. Stoga smo pretpostavili da je svaka od tih zemalja vlastitoj pjesmi dala 15
bodova.
Kao i prije, svaka zemlja opisana je grafom preferencije, tj. lancem. Ti su grafovi
potom klasterizirani hijerarhijskom analizom, te algoritmom k-sredina za k = 10 koji je
bio pokrenut 100 puta za razlicˇita pocˇetna sredisˇta µ j da se pronade sˇto bolje grupiranje.
Algoritmi su implementirani u programskom jeziku Python (za implementacijske detalje
vidi Dodatak).
Za usporedbu rezultata, svaku zemlju koja je glasala opisali smo i vektorom – odgo-
varajuc´im retkom tablice. Ti su vektori potom klasterizirani standardnom hijerarhijskom
analizom te algoritmom k-sredina za k = 10, takoder pokrenutim 100 puta.
U Tablici 4.1 usporedno su prikazani klasteri dobiveni algoritmom k-sredina, u lijevom
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stupcu za predlozˇeni algoritam (klasterizacija grafova preferencije), a u desnom stupcu
za vektorski pristup. Stupci su sortirani tako da se uocˇe podudarnosti. Iz tablice vidimo
da predlozˇeni algoritam daje vrlo slicˇne rezultate kao i standardni vektorski algoritam.
Takoder vidimo da dobiveni rezultati odgovaraju ocˇekivanju: susjedne/bliske zemlje imaju
slicˇne preferencije pri glasanju.
Na Slici 4.2 dendrogramima su prikazani rezultati nasˇe hijerarhijske klasterizacije (li-
jevi dio), kao i one vektorskog pristupa (desni dio), i to samo za zemlje cˇije su pjesme
sudjelovale u finalu (24 umjesto 39 zemalja) jer su inacˇe dendrogrami preveliki za vizu-
alno usporedivanje. Kao i u slucˇaju k-sredina, vidimo da predlozˇeni algoritam daje slicˇne
klastere kao i standardni vektorski algoritam, te da i ovi rezultati odgovaraju ocˇekivanju:
susjedne/bliske zemlje imaju slicˇne preferencije pri glasanju.
Zakljucˇujemo da opisani eksperiment potvrduje predlozˇene algoritme klasterske ana-
lize skupine s pomoc´u grafova preferencije. Napomenimo josˇ jednom da je eksperiment
odabran tako da na njega, radi usporedbe, budu primjenjivi i standardni algoritmi klasteri-
zacije vektora. Oni za vec´inu preferencijskih upitnika opisanih u Poglavlju 3 nisu primje-
njivi, za razliku od ovdje opisane klasterske analize.
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Tablica 4.1: Rezultati klasterske analize metodom k-sredina za grafove preferencije (lijevo)

















































































POGLAVLJE 4. KLASTERIZACIJA GRAFOVA PREFERENCIJE 36
Slika 4.2: Usporedni rezultati hijerarhijske klasterske analize za grafove preferencije (li-
jevo) i vektore (desno). Uocˇimo da je hijerarhijska struktura klastera u gornjim dijelovima
dendrograma (od Ujedinjenog Kraljevstva do Sˇpanjolske) potpuno jednaka. Podudaraju
se i strukture sljedec´ih klastera: [Rusija, Latvija, Moldavija, Ukrajina], [Grcˇka, Cipar],
[Hrvatska, Bosna i Hercegovina, Srbija i Crna Gora, Makedonija, Sˇvicarska].
Poglavlje 5
Dodatak
U ovom je dodatku prilozˇen autorov kod Python modula koji sadrzˇi implementaciju klas-
terizacijskih algoritama za grafove preferencije. Ovaj modul dio je obuhvatnijeg softvera
za grafove preferencije koji su napisali L. Cˇaklovic´ i autor.
# Clustering.py
import numpy as np
from random import shuffle
from pyPot.Flow import Flow







for node in flowA.nodes:





for f in flows:
aggr = aggr.join(f)
return aggr
def k_means_clusters(flows, k, num_iterations=100, initial_means=None):
"""Returns a list of k lists, each containing flows that belong to a
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particular cluster.
"""
assert(1 <= k and k <= len(flows))
n = len(flows)
best_total_distance = 0

















clusters = [[] for i in range(k)]
total_distance = 0
for i in range(n):
dist_to_closest_mean = flow_distance(flows[i],
means[cluster_index[i]])
for j in range(k):
new_distance = flow_distance(flows[i], means[j])





total_distance += dist_to_closest_mean ** 2
# Update step.
for j in range(k):
if len(clusters[j]) > 0:
means[j] = flow_aggregation(clusters[j])
# Is this the best clustering found so far?
if iteration == 0 or total_distance < best_total_distance:
best_total_distance = total_distance




"""The first return element is a list containing two clusters,
each being either a single flow or a list of two clusters,
etc. (recursively).
The second return element is another representation of the hierarchical




linkage_matrix = np.zeros((n - 1, 4))
# Each cluster is represented by an aggregated flow of its members.
# Initially, each cluster is a single flow.
clusters = flows[:]
representants = []
for i in range(n):
representants.append(flows[i].copy(name=i))
for iteration in range(n - 1):
# Find the closest pair of representants that represent the clusters.
closest_pair = (0, 1)
min_distance = flow_distance(representants[0], representants[1])
for i in range(len(representants)):
for j in range(i + 1, len(representants)):
dist = flow_distance(representants[i], representants[j])
if dist < min_distance:
min_distance = dist
closest_pair = (i, j)
i, j = closest_pair




# Update the linkage matrix.
linkage_matrix[iteration, 0] = representants[i].name
linkage_matrix[iteration, 1] = representants[j].name
linkage_matrix[iteration, 2] = min_distance
# Add the flow representing the new cluster.
representants.append(representants[i].join(representants[j],
name=n + iteration))
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Sazˇetak
Usporedba objekata (alternativa) u parovima cˇesto se koristi u kontekstu odlucˇivanja. Me-
toda potencijala koristi (tezˇinski) graf preferencije kao osnovnu strukturu generiranu tak-
vim usporedbama. Iz toga grafa, rjesˇavanjem sustava jednadzˇbi koji ukljucˇuje njegovu
Laplaceovu matricu, dobiva se funkcija vrijednosti na skupu alternativa koju nazivamo po-
tencijalom.
U visˇekriterijskom ili grupnom odlucˇivanju (npr. izbornim procedurama), svaki krite-
rij ili sudionik mozˇe se predstaviti grafom preferencije. Multigraf dobivem spajanjem tih
grafova koristi se za agregaciju preferencija i generira grupni potencijal. Moguc´e je posta-
viti proizvoljne tezˇine da bismo podesili utjecaj pojedinog kriterija ili sudionika na grupni
potencijal.
Agregaciju grafova preferencije primjenjujemo na izborne procedure. Razlicˇiti oblici
glasacˇkih listic´a generiraju grafove preferencije: tako dobivamo univerzalnu izbornu pro-
ceduru koja ne ovisi o obliku glasacˇkog listic´a. Josˇ jedna primjena je klasterska analiza
skupine na temelju preferencija njezinih cˇlanova, gdje valja provesti hijerarhijsku ili par-
ticijsku klasterizaciju visˇe grafova preferencije. U tom kontekstu, agregacijski multigraf
koristimo za definiranje sredisˇta klastera ili udaljenosti dvaju klastera. Opisanu izbornu
proceduru, kao i klastersku analizu, za ilustraciju smo primijenili na glasacˇke preferencije
zemalja s Eurosong natjecanja.
Summary
Pairwise comparison of various objects (alternatives) is common in many procedures rela-
ted to decision making. Potential Method (PM) uses a (weighted) preference graph as the
basic structure generated by such comparisons. This graph implies a value function (called
potential) on the set of alternatives. The potential is calculated as a solution of a system of
equations involving the Laplacian matrix of the preference graph.
In multiple-criteria decision analysis or group decision making (i.e., voting systems),
each criterion or decision maker is represented by a preference graph. A multigraph ob-
tained by joining these graphs is used for preference aggregation, generating the group
potential. We can set arbitrary weights to adjust the influence of each criterion or decision
maker on the group potential.
Aggregation of preference graphs is applied to voting systems. Many different forms of
voting ballots can generate preference graphs, which gives us a universal (ballot-independent)
voting system. Another application is a cluster analysis of the group based on the mem-
bers’ preferences, where a hierarchical or partitional clustering of their (multiple) prefe-
rence graphs should be performed. In this context, the multigraph-based aggregation is
used to define the center of the cluster or the distance between two clusters. As an illus-
tration, we have applied the described voting system, as well as the cluster analysis, to the
voting data from the Eurovision Song Contest.
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