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Abstract
The Convolutional Neural Network (CNN) has been the
dominant image feature extractor in computer vision for
years. However, it fails to get the relationship between im-
ages/objects and their hierarchical interactions which can
be helpful for representing and describing an image. In
this paper, we propose a new design for image caption un-
der a general encoder-decoder framework. It takes into
account the hierarchical interactions between different ab-
straction levels of visual information in the images and their
bounding-boxes. Specifically, we present CNN plus Graph
Convolutional Network (GCN) architecture that novelly in-
tegrates both semantic and spatial visual relationships into
image encoder. The representations of regions in an image
and the connections between images are refined by leverag-
ing graph structure through GCN. With the learned multi-
level features, our model capitalizes on the Transformer-
based decoder for description generation. We conduct ex-
periments on the COCO image captioning dataset. Evalu-
ations show that our proposed model outperforms the pre-
vious state-of-the-art models in the task of image caption,
leading to a better performance in terms of all evaluation
metrics.
1. Introduction
Describing the content observed in an image, referred to
image caption, has received a significant amount of atten-
tion in recent years. Image caption is an important task in
its applications in various scenarios, e.g., recommendation
in editing applications, usage in virtual assistants, image in-
dexing, clustering in social media platforms and support of
the disabled [7].
Motivated by the recent advances in neural machine
translation, current image captioning approaches typically
follow an encoder-decoder framework [4, 26, 32, 38], which
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Figure 1. Current computer vision systems are incapable to pro-
vide an accurate caption over and above convolutions. To fill this
gap, we proposed a visual hierarchical context-understanding deep
learning architecture capable of adding visual and contextual in-
formation to the images objects. Here we illustrate an example of
our proposed hierarchical interaction, considering different con-
text levels, i.e. objects, images, and scenes. Images are from the
dataset available in [9].
consists of a convolutional neural network-based image en-
coder and a recurrent neural network (RNN) based sentence
decoder, with various variants for image captioning [5, 35].
Understanding an image largely depends on obtaining im-
age features. Despite the good performance of CNN as im-
age feature extractor in different versions of these frame-
works, they ignore the visual relationship in the observed
images.
Visual relationship is the interactions or relative posi-
tions between objects detected in an image [42]. The iden-
tification of visual relationships involves not only localizing
and recognizing objects but also classifying the interaction
between each pair of objects [16, 19]. It is well believed that
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Figure 2. Examples of images in which the same bounding-boxes concepts appear in different image contexts. Here we see that different
semantic contexts present the same classes for the bounding-boxes, such as: person and bicycle. The visual relationships between these
two objects in four images can be described as riding, pushing, lifting and backing, respectively. This scenario brings ambiguity and
compromises the classifications of traditional end-to-end CNN architectures. Images used in this example are from the public dataset
provided in [13].
modeling relationships between objects would be helpful
for representing and eventually describing an image. Un-
der such scenarios, traditional end-to-end CNN architec-
tures collapse in relationship extracting. Because traditional
CNNs ignore the semantic and spatial relations among ob-
jects to define the image context. Figure 2 illustrates a typ-
ical case. It is clear to see that the four imagines present
a considerable overlap regarding their classes of bounding-
boxes. However, the visual relationship between object per-
son and bicycle is intuitively different and each description
sentence for the corresponding image should be differen-
tiated as well. Only using the bounding-boxes classes to
perform image caption will harm the final prediction, even
in conjunction with other features from the image. This
simple example testifies that state-of-the-art CNNs cannot
cope with this issue, because different contexts can partially
share the same objects.
Hence, we believe that we need to grasp and describe the
visual relations among objects to define the context of the
image effectively. Traditional convolution layers are inca-
pable to cover this task because they are based on feature
maps and cover the eyes to the relations between objects.
Our insight is that, visual relationships between objects can
be obtained through their semantic and spatial interactions.
To construct this semantic connection, our method fuses the
CNNs and Graph Convolutional Networks. On the other
hand, common wisdom is that if two images are similar in
terms of the same scene, the objects in both images are more
likely to have similar actions. Therefore, we focus on the
proposal of a visual hierarchical context-understanding ar-
chitecture capable of defining the context of an image in
different abstract levels.
Figure 1 illustrates a problem with different context lev-
els (coarse to fine-grained). For instance, a coarse-grained
information is related to superclasses, such as meadow,
sand beach, sky, street, etc. Each superclass is composed
of different subclasses of images (medium-grained level).
The fine-grained level considers the bounding-boxes (e.g.
person, tree and bench belonging to the subclass meadow).
To describe the global context of the image, our frame-
work can build different graph representations for each im-
age level. Each graph node encodes intrinsic information
from the image or a bounding-box. Our approach uses
the fine and coarse-grained levels to build, respectively, in-
ner (bounding-boxes of an image) and outer (superclass
node linked to its subclasses nodes) interactions between
nodes from the graph. Using this structure, we can better
grasp and describe the context in a hierarchical way. This
occurs because we capture how images and their objects
(bounding-boxes) interact with each other. Our framework
can cope with different levels of granularity. Despite efforts
regarding Graph Convolutional Network to capture object
interactions in the image [42], to the best of our knowledge,
previous literature differs from our proposal.
Our contributions are summarized as follows:
• we developed a new visual hierarchical relationship
framework which is capable of defining the context
through a hierarchical scheme and considers different
(scene, image, object) levels. Our proposed model
takes into account not only the interactions between
the bounding-boxes and their intrinsic characteristics
but also the connections between the images from a
similar context.
• We present a Transformer-based generation model,
which does not rely on the RNN model and can focus
on effective visual information to generate sentences.
This structure is inherent, can be trained in parallel and
shows comparable performance to other RNN-based
methods on stand metrics.
2. Related Works
2.1. Image Feature Extraction
CNN based deep learning approaches have performed
successfully in image feature extraction tasks; however,
CNNs do not work well with non-Euclidean features which
is prevalent in many real-world applications [7, 36]. In
this end, Graph Convolutional Network (GCN) was pro-
posed to define convolutions on the non-grid structures by
[30, 11]. Thanks to its effectiveness, GCNs have been suc-
cessfully applied to several research areas in computer vi-
sion, such as skeleton-based action recognition [39], person
re-identification [29], and video classification [34].
Our framework is inspired in previous works [11, 3, 42]
that try to grasp the interactions and the structure of a graphs
nodes through neural networks. Work of [3] proposes to
learn low dimensional embeddings of a graphs nodes. To
do so, they decompose a graph on several levels (coarse to
fine-grained) and preserve the graph’s structural features.
In [11], the authors proposed a scalable learning method to
convolutional neural networks on graphs. The work con-
sists of using multiple graph convolution layers that pro-
mote a neighborhood aggregation of information. After L
layers, a given node fuses the information from its neigh-
bors that are L-hops of distance in the graph. In summary,
GCN can modify the feature vector, performing a kind of
feature propagation, by aggregating more and more infor-
mation at each hidden layer.
2.2. Image Caption Generation
In recent years, the task to generate natural sentences
based on images has been widely studied [33, 9]. Early
researches take advantage of sentence template and heavily
hand-designed systems [14, 21], which limits the applica-
tion so far as to cause sensitivity to disturbance. [32] firstly
proposed an encoder-decoder framework, which used the
CNN as the image encoder and the RNN as the sentence
decoder. Further, various improvement methods have been
developed. [37] used the semantic information to guide the
LSTM along the sentence generation. [38] proposed a spa-
tial attention mechanism to attend to different parts of the
image dynamically. [41] proposed a review network to ex-
tend the existing encoder-decoder models. [35, 43] fed the
attribute features into RNNs to leverage the high-level at-
tributes. [2] proposed a combined bottom-up and top-down
attention mechanism based on the object detection methods
to generate descriptions. [42] first introduced graph convo-
lution networks to explore the visual relationship between
objects to boost the image caption. As to our formulation,
GCN is utilized to leverage different levels of visual infor-
mation and then the Transformer is applied to decide which
parts to follow when generating sentences.
3. Methods
In this section, we detail our GCN-T architecture which
integrates hierarchical image structure into the encoder, pur-
suing a thorough image understanding to facilitate image
captioning. Our model firstly utilizes an object detection
module (e.g., Faster R-CNN [27]) to detect objects within
images, aiming for generating a set of salient image regions
containing objects. Semantic and spatial relationships be-
tween bounding-boxes and images are then defined through
visual features and a graph structure. Next, a GCN mod-
ule in image encoder is leveraged to contextually refine the
representation of each image region, resulting in relation-
aware region representations. All of the encoded relation-
aware region representations are further injected into the
Transformer-based captioning framework, enabling multi-
head attention mechanism for sentence generation. Figure
3 illustrates the representation of the object-level workflow
(subclasses).
3.1. Overview
Problem Formulation. The target of image captioning
task is to describe a given image I with a textual sentence
S. Note that the textual sentence S = {w1, w2, . . . , wNs}
is a word sequence consisting of Ns words. wt ∈ RDs(1 ≤
t ≤ Ns) denote the Ds-dimensional textual feature of the
tth word in the sentence S.
Notation. Objection detection model is first employed
to produce the set of detected objects V = {v1, v2, . . . , vK}
with K image regions of objects in image I and vi ∈
RDv (1 ≤ t ≤ K) denotes the Dv-dimensional feature of
each image region. Let G = (V, E) be a graph of K nodes
with object nodes vi ∈ V and edge eij = (vi, vj) ∈ E . Fur-
thermore, let A ∈ RK×K be the adjacency matrix associ-
ated with G. Here, we seek to exploit graphs G = (V, E) to
contextually refine the representation of each image region,
which is endowed with the inherent visual relationships be-
tween objects and images.
3.2. Visual Relationship Extraction
In this section, we mainly introduce the extraction of
both the semantic relationship and spatial features between
objects. For each image I, we use pre-trained Faster R-
CNN to extract salient object features V . Specifically, we
extract the image features from the final convolutional layer
of CNN and use spatial adaptive average pooling to resize
the features to a fixed-size spatial object representation.
3.2.1 Semantic Visual Relationship
Following [42], we simplify the detection as a classification
task to learn semantic relation classifier on visual relation-
ship benchmarks [12]. The general meaning of the seman-
tic relationship is an action or interaction between one ob-
ject and another object. Hence, the relationship can be ex-
pressed as < subject− predicate− object >. Given two
detected regions of vi and vj with an image I, we devise a
simple deep classification model to predict the semantic re-
lation between vi and vj depending on the union bounding
box which covers the two objects together,
rsemantic = F(vi, vj) (1)
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Figure 3. An overview of our Graph Convolutional Networks plus Transformer (GCN-T) for image captioning. GCN-T deals with different
image levels. Here we see the representation of the object level. Faster R-CNN is first leveraged to detect a set of salient image regions. The
bounding-boxes from the images are then described by a visual relation detection (visual relation classifier). For each image, its bounding-
boxes will be nodes in a complete graph (i.e. they interact with each other). An adjacency matrix is built and encodes the relationships
between the bounding-boxes. Then, a GCN joins the visual and spatial features from each node with its interactions, propagating the
information and resulting in our global image context. After that, the learned relation-aware region-level features from the graph are feed
into one multi-head attention Transformer decoder for sentence generation.
where rsemantic is a softmax probability over semantic re-
lation classes plus a non-relation class.
3.2.2 Spatial Visual Relationship
we consider the spatial features [24] from each pair
of bounding-boxes vpi = [αi, βi, γi, δi] and v
p
j =
[αj , βj , γj , δj ], where (α, β) are coordinates of the center
of the box and (γ, δ) are the width and height of the box.
Through the Equation 2, we obtained a 6-dimensional spa-
tial feature vector.
r(vpi , v
p
j ) = [
αj − αi√
γiδi
,
βj − βi√
γiδi
,
√
γjδj
γiδi
,
vi ∩ vj
vi ∪ vj ,
γi
δi
,
γj
δj
]
(2)
The first two features represent the renormalized translation
between the two boxes; the third is the ratio of box sizes;
the fourth is the overlap between boxes, and the fifth and
sixth encode the aspect ratio of each box, respectively.
To obtain a well-suited representation, we perform the
discretization of the feature vector into m bins. For this, the
spatial configurations r(vpi , v
p
j ) are generated by a mixture
ofm Gaussians and the parameters of the Gaussian Mixture
Model are fitted to the training pairs of boxes. We used as
our spatial features the scores that represent the probability
of assignment to each of the m clusters.
3.3. Hierarchical Graph Construction
Each bounding-box from an input image I will be a node
in a graph (interact with each other). According to the previ-
ous outcome, our method builds a graph G = (V, E), where
V and E represent the node set and the edge set, respectively.
Next, it builds a complete graph to promote the informa-
tion flow among all bounding-boxes, even those far from
each other (and therefore not considered in a given recep-
tive field). Then, the method creates an adjacency matrix A
to encode the relationships between the bounding-boxes. In
the last phase, a GCN joins the features (visual and spatial)
to propagate the information from each node.
Extensions would be applied to our framework, consid-
ering other types of features. We explored the inclusion of
spatial features (e.g. the normalized translation between the
bounding-boxes, the ratio of box sizes, among others). To
better describe these spatial features, we expanded them to
a fine-grained representation through a Gaussian Mixture
Model (GMM) discretization. Considering this extension,
we proposed a propagation rule to fuse visual and comple-
mentary features (e.g. spatial) into a GCN, and it is formally
defined by Equation 3.
H(l+1) = σ(AˆH(l)S(l)W (l)) (3)
where Aˆ is the renormalized adjacency matrix with added
self-loops;H(0) represents the input visual features for each
node; and S(0) denotes the initial complementary features
(i.e. describes each node or each pair of nodes in the graph).
From Equation 3, it is clear to note that our method can
fuse different types of features (e.g. visual and spatial) to
describe a node from the graph. It can also consider sep-
arated visual and spatial features (i.e. w/o fusion) or other
combinations. Moreover, our framework can be straight-
forwardly extended to accommodate other policies. Our
method is easily generalized to other types of information
(e.g. obtained from graph structure, among others) to gen-
erate different propagation rules.
The information related to the context is intrinsically de-
tected by GCN-T through the representations of the nodes
joined with our graph construction. It considers not only
each object in a given image and its interactions but also the
connection among images from the same context. This pro-
vides the hierarchical description and interaction, resulting
in our global context. To the best of our knowledge, this is
the first time that GCN is used to capture the global con-
text (i.e. class) of an image through the interaction between
its objects and connections between images from the same
context. For instance, once the bounding-boxes from an im-
age (of a given subclass) are nodes in a graph structure,
GCN-T can consider each image in a given superclass as
nodes in a supergraph that contains a subgraph of bounding-
boxes nodes (see Figure 1).
3.4. Attention in Transformer
Instead of applying RNN or LSTM, we introduce the
Transformer model to the description sentence generation
in this task. Transformer can reach significantly better per-
formances in many tasks, such as machine translation [22],
question answering [40], and natural language generation
[18]. In our preliminary experiments, we have found that
the Transformer can also achieve better performance in this
task, and thus we apply this model to visual image caption.
The Transformer decoder consists of an embedding layer
and multiple decoder layers. Each decoder layer has a self-
attention module and a Point-Wis Feed-Forward Network
(FFN). Moreover, each of them contains a multi-head con-
text attention to extract information from the source site
context. The decoder generates a representation o at each
decoding time step.
In order to predict a word at each decoding time step, the
top layer of the decoder, namely the output layer, generates
a probability distribution over the vocabulary,
Pw = softmax(WT o+ bT ) (4)
where WT ∈ R|V |×d and bT ∈ R|V | are weight and bias
parameters, and V refers to the vocabulary.
In practice, different from the machine translation task,
we need to combine the image with the text information.
At the first decoder layer, all the inputs are identical. That
means that the keys, values, and queries are the same matri-
ces, and this mechanism is called self-attention. This con-
trols the relationship between the whole sequence. At the
second decoder layer, the keys and the values are the matri-
ces generated by the GCN, which reserves the spatial and
semantic image information. The queries are the outputs
Algorithm 1 Hierarchical GCN Training
Input: A set of images I and their respective object
bounding-boxes V.
Output: Trained graph convolutional network model.
1: X 7→ ∅;
2: if level = object-class then
3: X 7→ visual features of the bounding-boxes using
CNNs;
4: S 7→ spatial features;
5: for each image I in image set I do
6: Vi is composed of object bounding-boxes;
7: build a complete graph Gi = (Vi, Ei);
8: end
9: end
10: else if level = image-class then
11: X 7→ visual features of the images using CNNs;
12: for each image I in image set I do
13: Vj is composed of images from a similar con-
text j;
14: build a complete graph Gj = (Vj , Ej);
15: end
16: end
17: else if level = hierarchical then
18: X 7→ visual features of the images and the object
bounding-boxes using CNNs;
19: S 7→ spatial features;
20: for each image I in image set I do
21: Vj is composed of images from a similar con-
text j and their bounding-boxes;
22: build a complete graph Gj = (Vj , Ej);
23: end
24: compute the adjacency matrix A from G;
25: repeat
26: backpropagate and optimize parameters {W};
27: until {W} has coverged;
28: return trained model;
by the first decoder layer, which means the sentence infor-
mation. The target of this attention is to make the relation
between the information of the image and the sentence in-
formation.
3.5. Training and Inference
The total training process can be described as follows.
Firstly, an image I will be sent to the CNN plus GCN
model, then we will get the extracted feature. The fea-
ture matrix is sent to the Transformer as the second sub-
layer input. The ground-truth sentence embedding matrix is
sent as the Transformer input. At the last, the model gets
the probability distribution p(S ′|S, I) for the image, where
S ∈ RNs×Ds is the Ns length ground-truth sentence em-
bedding matrix and S ′ ∈ RNs×Ds is the sentence gener-
ated by the model which shift right relative to the S. The
Transformer now gets the whole sentence probability for the
current image.
To learn this model, we use the supervised learning
method. Given the target ground truth sequence S =
{w1, w2, . . . , wNs}, the model would be trained by mini-
mizing the cross-entropy loss (XE) which is the same as
that described in [33]. It is shown as follows,
logp(S|I) =
Ns∑
t=0
logp(wt|I, w0, . . . , wt−1; θ) (5)
where θ is the parameter of the model and (S, I) is the train-
ing example pair. We optimize the sum of the log probabil-
ities as described in the above over the whole training set.
In addition, Algorithm 1 details the training procedure of
hierarchical graph convolutional network.
The inference is similar to the general encoder-decoder
framework, and the word will be generated one by one at
a time. Firstly, we also need to begin with the start token
< S >, and generate the first word by p(w1|w0, I). After-
wards, we get the dictionary probability w1 ∼ p(w1|w0, I)
at the first time. We can use the greedy method or the beam
search method to select the possible word. Then, w1 is fed
back into the network to generate the following word w2.
This process will be continued until the end token < E >
is reached.
4. Experiments
We evaluated the performance of our proposed GCN-T
model on the COCO captioning dataset (COCO) [17] for
image captioning task. In addition, Visual Genome [9] is
utilized to pre-train the object detector and MIT67 Dataset
[25] is utilized to train hierarchical GCN with Algorithm 1
in our GCN-T model.
4.1. Datasets and Experimental Settings
COCO is a standard benchmark for image captioning
task which contains 123,287 images (82,783 for training
and 40,504 for validation) and each image is annotated with
5 descriptions by humans. Since the annotated descrip-
tions of the official testing set are not provided, we utilize
Karpathy split (113,287 for training, 5,000 for validation
and 5,000 for testing) as in [2]. According to [9], all the
training sentences are converted to lower case and we omit
rare words which occur less than 5 times. Therefore, the
final vocabulary includes 10,201 unique words.
Visual Genome, which contains images with annotated
objects, attributes, and relationships, is adopted to train
Faster R-CNN for object detection. In this paper, we fol-
low the setting in [2, 42] and take 98,077 images for train-
ing, 5,000 for validation, and 5,000 for testing. As in [2],
1,600 objects and 400 attributes are considered from Visual
Genome for training Faster R-CNN with two branches for
predicting objects and attribute classes.
MIT67 Dataset contains 67 classes (subclasses) from
indoor scenes covering a wide range of 5 contexts (super-
classes), including leisure, working place, home, store and
public space scene categories [25]. From this dataset, we
can explicitly train our hierarchical level strategy which
considers superclasses and subclasses. Then, besides con-
sidering the bounding-boxes in an image as nodes in a graph
structure, we can also regard each image in a given super-
class as nodes in a supergraph. It is noted that our GCN-T
model can reach an accuracy of almost 65.8% at a hierar-
chical level.
Implementation Details. For each image, we apply
Faster R-CNN to detect objects within this image and se-
lect top K = 36 regions with the highest detection confi-
dences to represent the image. The dimension of each re-
gion Dv is set as 2,048. For the Transformer model, we
set the model size which is represented as Ds to be 512.
The captioning models with Hierarchical GCN are mainly
implemented with PyTorch, optimized with Adam [10]. We
set the initial learning rate as 0.0005 and the mini-batch size
as 1,024. The momentum and the weight-decay are 0.8 and
0.999 respectively. The maximum training iteration is set
as 35 epochs. At inference, beam search strategy is adopted
and the beam size is set as 3.
Evaluation Metrics. According to [42], We select five
types of metrics: BLEU@N [23], METEOR [15], ROUGE-
L [6], CIDEr-D [31] and SPICE [1].
Compared Approaches. We compared the following
state-of-the-art methods: (1) LSTM [33] is the simplest
CNN plus RNN model which only feeds image into LSTM
at the initial time step. We directly extract results reported
in [42]. (2) SCST [28] employs a self-critical sequence
training strategy to train a modified visual attention-based
captioning model in [38] (3) ADP-ATT [20] develops an
adaptive attention-based encoder-decoder model for auto-
matically determining whether to attend to the image and
which image regions to focus for caption. (4) LSTM-A
[43] integrates semantic attributes into CNN plus RNN cap-
tioning model for boosting image captioning. (5) Up-Down
[2] designs a combined bottom-up and top-down attention
mechanism that enables region-level attention to be calcu-
lated to boost image caption. (6) GCN-LSTM [42] further
exploits visual relationships between objects through graph
convolutional networks. (7) GCN-T is the proposal in this
paper. Moreover, one slightly different setting of GCN-T is
named as GCN-Tobj which is trained with only object-class
visual relationship.
Note that for a fair comparison, all the baselines and our
model adopt ResNet-101 as the basic architecture of im-
age feature extractor. Moreover, results are reported for
models optimized with both cross-entropy loss or expected
Cross-Entropy Loss CIDEr-D Score Optimization
B@4 M R C S B@4 M R C S
LSTM [33] 29.6 25.2 52.6 94.0 - 31.9 25.5 54.3 106.3 -
SCST [28] 30.0 25.9 53.4 99.4 - 34.2 26.7 55.7 114.0 -
ADP-ATT [20] 33.2 26.6 - 108.5 - - - - - -
LSTM-A [43] 35.2 26.9 55.8 108.8 20.0 35.5 27.3 56.8 118.3 20.8
Up-Down [2] 36.2 27.0 56.4 113.5 20.3 36.3 27.7 56.9 120.1 21.4
GCN-LSTM [42] 37.0 28.1 57.1 117.1 21.1 38.3 28.6 58.1 128.7 22.1
GCN-Tobj 37.2 28.5 57.3 118.8 21.5 38.6 29.0 58.7 128.8 22.5
GCN-T 37.8 28.8 57.7 119.5 21.5 38.9 29.1 59.4 129.7 22.8
Table 1. Performance of our GCN-T and other state-of-the-art methods on COCO, where B@4, M, R, C and S are short for BLEU@4,
METEOR, ROUGE-L, CIDEr-D and SPICE scores. All values are reported as percentage (%).
sentence-level reward loss. The sentence-level reward is
measured with the CIDEr-D score.
4.2. Performance Comparison and Analysis
4.2.1 Quantitative Analysis
The performances of different models on the COCO dataset
for image captioning task are showed in Table 1. In general,
the results across all metrics and two optimization methods
(Cross-Entropy Loss and CIDEr-D Score Optimization) in-
dicate that our proposed GCN-T exhibits best performances
among other approaches, including non-attention mod-
els (LSTM, LSTM-A), attention-based approaches (SCST,
ADPATT and Up-Down) and graph-based approach (GCN-
LSTM, GCN-Tobj). In particular, the GCN-T by integrating
hierarchy context levels makes the absolute improvement
over GCN-LSTM by 2.4% and 0.8% in terms of CIDEr-D
and BLEU@4 optimized with cross-entropy loss, respec-
tively, which is generally considered as significant progress
on this benchmark. The results generally highlight the key
advantage of exploiting the hierarchal visual relationship in
an image from the object level, image level, scene level, pur-
suing a better understanding of image captioning. On the
other hand, by injecting the high-level semantic attributes
into LSTM-based decoder, LSTM-A outperforms LSTM
that trains decoder only depending on the input image. Nev-
ertheless, the attention-based methods (SCST, ADP-ATT,
and Up-Down) achieve better performance than LSTM-A,
which verifies the advantage of attention mechanism that
dynamically focuses on image regions for sentence genera-
tion. Furthermore, GCN-LSTM by exploring the relations
between objects to enrich region-level features, improves
SCST, ADP-ATTand UpDown. However, the performances
of GCN-LSTM are lower than GCN-T that additionally ex-
ploits hierarchical visual relationships in an image for en-
hancing all the object-level, image-level, and scene-level
features and eventually boosting image captioning. In ad-
dition, by optimizing the captioning models with CIDEr-
D score instead of cross-entropy loss, the CIDEr-D score
of GCN-T is further boosted up to 129.7%. This confirms
that the self-critical training strategy is an effective way to
amend the discrepancy between training and inference, and
improve sentence generation regardless of image captioning
approaches.
4.2.2 Qualitative Analysis
Figure 4 shows a few image examples with object regions,
visual relationships, human-annotated ground truth sen-
tences and captions generated by LSTM, Up-Down, and our
proposed GCN-T, respectively. From these example results,
it is clear that the three automatic methods can generate
somewhat relevant and logically correct sentences, while
the output of the sentence by our model GCN-T is more
descriptive. Since our model can enrich semantics with
hierarchical visual relationships in graphs to boost image
caption. For example, compared to the same sentence seg-
ment ”with balloons” in the sentences generated by LSTM
and Up-Down for the first image, ”holding balloons” in our
proposed GCN-T depicts the image content more compre-
hensive and accurate, as the detected relation ”holding” in
graph is encoded into relation-aware features for guiding
sentence generation. The results again indicate the advan-
tage of generating the sentence with the help of a hierarchi-
cal visual relationship.
4.2.3 Performance on COCO Online Testing Server
Besides, we submitted the run of GCN-T optimized with
the CIDEr-D score to the online COCO testing server and
evaluated the capacity on the official testing set. Table 2 il-
lustrates the performance of top-ranking image captioning
models. The latest top-ranking performing systems which
have been officially published include GCN-LSTM, RFNet,
Up-Down, and LSTM-A. However, it is significant that our
proposed GCN-T model leads to better performance against
all the other top-performing systems on the Leaderboard
with most evaluation metrics both 5 reference captions and
GT: a young girl walking on the grass holding balloons
LSTM: a young girl walking on the grass with balloons
Up-Down: a young girl walking on the grass with balloons
GCN-T: a young girl walking on the grass holding balloons
GT: a herd of zebras standing in a field with trees
LSTM: a group of zebras standing in a field
Up-Down: a group of zebras standing in a field and trees 
on a field
GCN-T: a group of zebras standing in a field with trees
Figure 4. Two image examples from [17] with object regions, visual relationship, and sentence generation results. The output sentences
are generated by (1) Ground Truth (GT): One ground truth sentence, (2) LSTM, (3) Up-Down and (4) our GCN-T.
B@2 B@4 M R C
c5 c40 c5 c40 c5 c40 c5 c40 c5 c40
GCN-T 66.0 90.2 39.5 71.1 28.5 38.2 58.8 74.0 127.4 129.5
GCN-LSTM [42] 65.5 89.2 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5
RFNet[8] 64.9 89.3 38.0 69.2 28.2 37.2 58.2 73.1 122.9 125.1
Up-Down[2] 64.1 88.7 36.9 68.5 27.6 36.7 57.1 72.4 117.8 120.5
LSTM-A[43] 62.7 86.7 35.4 65.2 27.0 35.5 56.3 70.7 114.7 116.7
Table 2. Performance of the top-ranking published state-of-the-art image captioning models on the online COCO testing server, where
B@N, M, R, and C are short for BLEU@N, METEOR, ROUGE-L, and CIDEr-D scores. All values are reported as percentage (%).
40 reference captions.
4.2.4 Human Perception Evaluation
According to [42], since the automatic sentence evaluation
metrics do not necessarily correlate with human judgment,
we additionally conducted a human perception experiment
to compare our GCN-T with three baselines, i.e., LSTM,
Up-Down and GCN-LSTM.
Experiment setting. We invite 24 evaluators and ran-
domly select 1K images from testing set for human eval-
uation. All the evaluators are randomly grouped into two
teams. We show the first team each image with four auto-
generated sentences plus four human-annotated captions
and ask them: Do the systems produce human-like sen-
tences? Instead, we show the second team only one de-
scription at a time, which may be generated by captioning
methods or human annotation. The evaluators are required
to answer: Can you distinguish human annotation from that
by the caption system?
Evaluation Metrics. Based on evaluators feedback and
evaluation metrics in [42], we select two metrics: (1) M1:
percentage of captions that are as well as or even better than
human annotation; (2) M2: percentage of captions that pass
the Turing Test.
Result Analysis. The results of M1 score of GCN-
T, GCN-LSTM, Up-Down, and LSTM are 76.7%, 74.1%,
69.5%, and 50.7%, respectively. In terms of M2 score, Hu-
man, GCN-T, GCN-LSTM, Up-Down and LSTM achieve
92.4%, 88.2%, 81.5%, 74.5%, and 57.2%. Above all, our
GCN-T model achieves the best performance among other
image caption models under both criteria.
5. Conclutions
In this paper, we introduce a novel framework for hierar-
chical visual relationship exploring. The proposed frame-
work is capable of describing the global context of im-
ages under different scenarios to boost captioning. Besides
the intrinsic features, to reach this prediction, our model
grasps and describes the semantic relationships and spatial
relationships among objects from an image (in fine-grained
level) and interactions between images from a relative con-
text (in a coarse-grained level). Furthermore, We utilize
the Transformer which only uses stack attention layers to
learn the sequence relationships among the language for
sentence generation. The extensive experiments testify that
our GCN-T model outperforms the traditional state-of-the-
art architectures by a considerable margin.
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