This paper presents some new product identities for certain summations of Schur functions. These identities are generalizations of some famous identities known to Littlewood and appearing in Macdonald's book. We refer to these identities as the ''Littlewood-type formulas.'' In addition, analogues for summations of characters of the other classical groups are also given. The Littlewood-type formulas in this paper are separated into two classes, the rational Schur function series and the generalized Schur function series. An application of a rational Schur function series to the infinite product representation of the elliptic theta functions is also given. We prove these Littlewood-type formulas using the Cauchy᎐Binet formula. The Cauchy᎐Binet formula is a basic but powerful tool applicable in the present context, which can be derived from our Pfaffian formula, as we explain.
INTRODUCTION
In this paper we present some new product identities for certain summaw x tions of Schur functions that generalize some of the results in IOW, IW2 w x w x and YW, LP . As elegantly proved in Ma , the following formulas were Ž . Ž .
Ž .
x These formulas are extended in YW, LP and are studied as relations among the characters of the general linear groups. Indeed, historically, Schur function identities have been used, to great effect, to obtain compact expressions for the evaluation of branching rules and tensor products for finite-dimensional representations of classical groups. In fact, the study of Schur functions is still an active branch of theoretical physics, through the study on both infinite and finite representations of noncompact groups and representations of compact groups. In this paper we prove several theorems establishing generalizations of Littlewood's formulas and obtain some detailed results derived from these generalized theorems. The main results of this paper are Theorem 2.1 and Theorem 5.1, which are the w x generalized forms of our results discussed in IOW . Theorem 2.9 and Theorems 6.1, 6.2, and 6.3 are the B, C, and D versions of these theorems. This paper is organized as follows. In Section 1 we give basic notation and definitions. In Section 2 we study Schur function identities and their B, C, and D versions, which assume simple forms. In Section 3 we investigate q-specializations of the formulas obtained in Section 2, and we give an enumerative combinatorial proof of the infinite product representation of the elliptic theta functions, e.g., remarks concerning the theta function from the point of view of representation theory. In Section 4, we prove a combinatorial theorem Theorem 4.1, which will be needed to describe more complicated, generalized
Littlewood-type formulas. In the process of deriving these identities, an Ž . argument concerning the relation between Sato's Maya diagrams and Young diagrams plays a crucial role. We attempt to construct a reasonably systematic method for using Maya diagrams to evaluate minor determinants of various rectangular matrices in question. Because of its nature, this method is also expected to provide an interesting technique. In Section 5 we give the generalized form of the Littlewood-type formulas. Theorem 5.1 is somewhat abstract and complicated, as it represents the most general form. For this reason we give many concrete identities as the illustrating example of the theorem. In Section 6 we state the B, C, and D versions of Theorem 5.1. Our study of the ''Littlewood-type formulas'' is stimulated by a Pfaffian formula concerning the summation of determiw x Ž . nants obtained in IW1 see Theorem 1.1 for details . In this paper we use only the Cauchy᎐Binet formula, which may seem to be a very simple tool. However, we have found that this simple machinery is powerful enough to prove most of the formulas known collectively as the ''Littlewood-type formulas.'' In a subsequent paper we will investigate the formulas that are obtained essentially not by the Cauchy᎐Binet formula, but by the Pfaffian formula.
BASIC NOTATION AND SUMMATION FORMULA
Let us denote by ‫ގ‬ the set of nonnegative integers and by ‫ޚ‬ the set of w x Ä 4 integers. Let m denote the subset 1, 2, . . . , m of ‫ގ‬ for a positive integer m. Let r, m, and n be positive integers such that r F m, n, and let T be 
K K
Assume n F N, and let B be an arbitrary n by n skew-symmetric Ž . w x matrix; that is, B s b satisfies b s yb . In Theorem 1 of IW1 , we i j i j ji obtain a result concerning a certain summation of minors that we call the minor summation formula of the Pfaffian. In this paper we use this theorem without proof and deduce the Cauchy᎐Binet theorem from it.
Ž . THEOREM 1.1. Let n F N and assume n is e¨en. Let T s t be any n 
Ž . Ý I I w x I; N ࠻Isn
where Q is the n by n skew-symmetric matrix defined by Q s TB t T, i.e.,
As a corollary of the minor-summation formula given in the above theorem, we obtain the following Cauchy᎐Binet formula, which provides a basic tool throughout this paper. We have already stated this corollary in w x IOW , but here we give another simple proof.
Ž . COROLLARY 1.2. Assume n F N, and let X s x and i k 1 F iF n, 1F k F N Ž . Y s y be any n by N matrices. Then
Proof. We can assume that n is even without loss of generality, since if Ž . Ž . n is odd, we can take two n q 1 by N q 1 matrices X Ј and YЈ in the form 
Ž . each cell x s i, j in , the hook-length of at x is defined to be Ž .
X h x s y j q y i q 1. Suppose that the main diagonal of consists i j Ž .
X
of r s p nodes. Then let ␣ s y i and ␤ s y i for 1 F i F r. We 
Given a partition such that l l F n, let J denote the n-element n Ä 4 set q n y 1, q n y 2, . . . , . If there is no danger of confusion, we 1 2 n Ž . omit n and simply denote this set by J .
Ž < . Ž < . If ␣ ␤ and ␥ ␦ are given partitions such that ␣ l ␥ s л and
Let and be the partitions such that > . The set theoretic difference s y is called the skew diagram. Let s y , X s i i i i X X < < < < < < y , and s y . We call a skew diagram a horizontal m-band
For example, let s 12, 10, 6, 6, 1 and s 8, 7, 3 as in the following Ž . Ž X X X . diagram. Then Ј s 2, 1, 1, 2, 2, 2, 0, 1, 2, 2, 1, 1 , and , , is a 2-com-4 5 6 ponent of the horizontal 2-band Ј.
Ž . of parts i.e., j y i q 1 and call this number the weight of c. Let C Ј k denote the set of k-components of Ј. For example, the above horizontal 2-band contains three 1-components and three 2-components. The 1-components have weights 2, 1, and 2, and the 2-components have weights 1, 3, and 2. For a vertical m-band , the k-components and their weights are Ž . defined similarly. We also denote the set of k-components by C . The Schur functions are well-known symmetric functions, which are known as the characters of the irreducible polynomial representations of the general linear group on a torus. For the purpose of describing characters corresponding to the other classical groups, we present additional notation.
We take the following realizations of four series of classical Lie algebras of types A, B, C, and D throughout the paper:
Ž .
1 Let ᒅ be the Cartan subalgebra consisting of diagonal matrices in
, where X n represents one of A n , B n , C n , and D n . Also, let
Ž . : ᒅ ª ‫ރ‬ be the linear functional assigning the i, i -entry of H g ᒅ i X Ž n.
to H. Then we can take a simple system of roots as
The finite-dimensional irreducible representations of ᒄ are parameter-
ized by the following dominant integral weights:
P s q иии q : is a partition or a half-partition ,
is a partition or a half-partition .
Here a half partition we mean is a non-increasing sequence s We now recall the Weyl character formula. Let
be the n-rowed matrix defined by
2
Then the Weyl character formula can be written in the following form; for Ž . a partition or a half-partition s , . . . , , we have
Ž . Furthermore, concerning the characters of D n , we use the notation
in the calculations of the later sections. Here, the so-called Weyl denomi-
explicitly given by given by In this section we investigate certain formulas involving the Chebyshev polynomials and the characters of the classical groups. It is also possible to derive these formulas from the Cauchy identity. We also show here that the infinite product representations of the elliptic theta functions are proved as a corollary of our formula by employing a purely combinatorial method.
Ž . Let R x be a rational function of x. Hereafter we assume that Ž .
ϱ i R 0 s 1, and put R x s Ý a x with a s 1 as a formal power series. Ž . induced from R x . We allow n to be ϱ. For a given partition such that Ž .
l l F n, we define
Note that, by the assumption a s 1, det M R, n is independent of n.
Ž . when R x is a polynomial of degree d. The following theorem is elementary and is an immediate consequence of the Cauchy᎐Binet formula.
Ž .
ϱ i THEOREM 2.1. If R x s Ý a x is a rational function such that a s 1,
Proof. Apply the Cauchy᎐Binet formula to the matrices M R, n and T AŽ n. defined in Section 1. Then we have
The right-hand side of this identity is equal to
This proves our theorem.
Ž . Ž . Given a rational function R x such that R 0 s 1, we can write functions by the method described in the above theorem. We refer to this type of S-function series as a rational S-function series defined by R. The above theorem reduces the problem of obtaining a rational S-function series to the problem of determining c R for a given rational function R. In particular, when R is a polynomial, we call the S-function series a polynomial S-function series. In this section we intensively investigate polynomial S-function series. The following lemma gives us a method of obtaining an additional rational S-function series from a known one. 
Ž . LEMMA 2.2. Suppose that R x is a rational function of x. If we ha¨e an identity
where Ј denotes the conjugate partition of . Hence it is clear that the left-hand side of the first identity is transformed to that of the second one under .
Ž . Without loss of generality, we may assume that R x has the form Ž .
Ž
. b x q иии qb x . Then using the Maclaurin expansion of log 1 q x , it is 1 l easy to see that
It follows immediately from this expression that
Ž . Ž . A similar equation holds for Q x , and hence one also holds for R x . This concludes the proof of the lemma.
Ž .
ϱ i LEMMA 2.3. Let R x s Ý a x be a rational function such that a s 1. 
If we expand this determinant along the first row, we obtain the following identities:
By using these identities, we immediately obtain
This completes the proof.
We define the n-rowed matrix N R, n by
The following lemma is an easily consequence of the above lemmas.
If is a partition and n is a nonnegati¨e integer such that
Here Ј represents the conjugate partition of .
Ž .
Ž . LEMMA 2.5. Let S x be a rational function such that S 0 s 1.
where the summation runs o¨er all such that ; and y is a¨ertical strip.
where the summation runs o¨er all such that ; and y is a horizontal strip.
where the summation runs o¨er all such that ; and y is a¨ertical 2-band. Also, for a¨ertical 2-band let
Here the determinant has size , and C denotes the set of k-components k of .
where the summation runs o¨er all such that ; and y is a horizontal 2-band. Also, for a horizontal 2-band Ј, let
Ž . Ž . Proof. Assertions 2 and 4 are immediately obtained from 1 Ž . Ž . Ž . Ž . and 3 . Here we give an outline of the proof of 3 .
R, n partition such that l l F n. Then we see that M is equal to the 
By inspection of this matrix, we obtain the desired identity by the Cauchy᎐Binet formula.
Ž As a corollary of the above lemma we obtain the following result. We can also immediately obtain the conjugate case of this corollary, but we do . not give it here.
Ž . COROLLARY 2.6. Let S x be a rational function such that S 0 s 1.
Ý where the summation runs o¨er all such that ; and y is a¨ertical strip.
where the summation runs o¨er all such that ; and y is a¨ertical 2-band, and
where U a is the kth Chebyshe¨polynomial of the second kind.
Ý where the summation runs o¨er all such that ; , and y is ä ertical 2-band such that all the 1-components of y ha¨e e¨en weights.
Ž . From this point we restrict our attention to the case in which R x is a Ž . 
Ž . where Q x is a symmetric polynomial of degree d y 2.
Ž . Ž . 2 If d is odd, then P x can be written in the form
Ž . where Q x is a symmetric polynomial of degree d y 1.
Ž .
Assume that P x is antisymmetric.
Ž . Ž . 1 If d is e¨en, then P x can be written in the form
Ž . Ž . 2 If d is odd, then P x can be written in the form
The proof of this lemma is easy and we therefore omit it. This lemma enables us to calculate the c P recursively. Here we determine all of the c P 
1q 2 ax q x 1 q 2 bx q x 1 y x 1 q 2 ax q x corresponding to the polynomials appearing in From these results we obtain the following proposition.
PROPOSITION 2.8. We ha¨e
Remark. Cauchy's determinant formula, 
Now assume m s 2. Then in the above sum runs over partitions of the Ž . Ž . dure simply corresponds to considering the action of the product group
This obviously gives the first formula in the above proposition.
Now we continue working through the table by considering degree d s 3 and d s 4. When d s 3, the symmetric and antisymmetric cases are as follows.
When d s 4, we have the following results.
e q e r e s U a Ž .
where
The following theorem is the B, C, D version of Theorem 2.1. is a symmetric polynomial with a s 1, then 
We apply the Cauchy᎐Binet formula to the determinant M P , n t T n, sq␣ , " . Because of the relation
If we put
then the above identity implies
resp., ␣ s 1 or ␣ s 0 to obtain the formulas for 2 Ž " . X s B resp., X s C or X s D . Other identities can be proved similarly.
We may regard the following theorem establishing the B, C, and D analogues of Lemma 2.2. We feel that the identities are very interesting. 
.
and if P x is antisymmetric, we ha¨e
Proof. Let T n, ␣ , " be as above and let S and S X be the n-rowed n n matrices defined by
The i, j -entry of S T is equal to
n JŽ . Ј and < < P y< < det S s y1 c t .
Ž . Ž .
n JŽ .
" Ž . Let be as in the proof of the preceding theorem. We then use the
Cauchy᎐Binet formula to obtain
resp., ␣ s 1 or ␣ s 0 to obtain the formulas for 2 Ž " . X s B resp., X s C or X s D . The antisymmetric case can be proved in almost the same manner.
SCHUR FUNCTION SERIES AND THE ELLIPTIC THETA FUNCTIONS
In this section we investigate the q-specialization of the identities we obtain in the last section. The main point of this section is to show that the infinite product representations of the elliptic theta functions can be proved as a corollary of our formula by employing a purely combinatorial method.
We use the following notation: 
Ž . Proof. Note that 1r q is the generating function of all partitions. The ϱ first identity can be shown by considering a rectangle like a Durfee square contained in a partition. Let be a partition and let r be the maximum Ž . integer such that the rectangle of shape r = r q n is contained in . We Ž . denote this r by r . Then the generating function of all partitions n Ž .
kŽ kqn. Ž . Ž . satisfying r s k is given by q r. Thus, by summing over n k k qn all k, we obtain the generating function of all partitions. The second identity is derived from the first one as follows:
This proves the lemma.
Then the following hold:
Proof. We prove the identity for . If we consider n ª ϱ in the 2 second identity of Proposition 2.8, then we obtain
Here s x represents the infinite variable Schur function s x , Ž2 The left-hand side of this identity is equal to
sin 2 n q 1 ¨q y sin 2 n q 1 ¨q
s sin 2¨sin 2 n q 1 ¨y sin 2 nÄ
s 2 sin ¨cos ¨q 2 q cos 2 n q 1 ¨sin ¨.
Ý ns1
This proves the identity in question. All other identities can be proved similarly. This completes the proof.
Remark. These theta functions are involved in many fascinating identities of theoretical physics and number theory. In particular, as is widely known, these functions provide an effective way to construct automorphic forms. In fact, A. Weil found that the theta functions are intimately related with a certain projective unitary representation of the symplectic group. From this point of view, to systematize certain aspects of the theory of theta functions, R. Howe introduced the notion of a reductive dual pair w x of subgroups of the symplectic group H .
From the viewpoint of representation theory, the infinite product representation formula is obtained by a specialization of the Cauchy Identity, Ž which is a consequence of the Cauchy determinant formula see the w x . Remark in Section 2 and, e.g., Wy, p. 202 ; in other words, it is related to Ž Ž . Ž .. Ž . the restriction of the dual pair GL ‫ޒ‬ , GL ‫ޒ‬ ; Sp ‫ޒ‬ to some smaller 2 n 2 n Ž pair of groups by letting n go to infinity see the Remark just below . Ž Ž .Ž . . Ž . Proposition 2.8 . Also, attached to the dual pair SL ‫ޒ‬ , O n ; Sp ‫ޒ‬ 2 2 n Ž w x. иии qx Ѩ by E, where Ѩ s ѨrѨ x , the following Capelli-type identity is n n i i Ž w xw x . also known see, e.g., Wy, Supplement A , HU as an explicit description of the invariant differential operators in duality:
Ý i j j i i-j
One may say that this is a noncommutative counterpart of the Cauchy᎐Lagrange Identity. This point was suggested to the second author by T. Umeda. Behind these two seemingly quite different types of formulas, one may naturally find that there is indeed a Cauchy᎐Binet formula. A part of the primary motivation of this paper is to clarify how the infinite product Ž . representation of and hence all other is obtained from the 1 i
Cauchy᎐Binet formula by a purely combinatorial method as above.
EVALUATION OF SUBDETERMINANTS
In this section we consider the way to calculate all of the subdeterminants of a given rectangular matrix. Here we evaluate minors of a given rectangular matrix, in which the column indices correspond to certain partitions. This evaluation will help us to derive the Littlewood-type formulas in the next section.
First we introduce the notion of Maya diagrams. Fix nonnegative intew . gers n, N g ‫ގ‬ such that n F N, and let S S denote the interval 0, N s Ä 4 0, . . . , N y 1 . A Maya diagram of cardinality n and size N is by definition a subset J of S S.
For a Maya diagram J of size N, each point x g S S is represented by a cell, and a cell x contains a circle if and only if x is in J. For example, if Ä 4 w . J s 1, 2, 5, 7, 9, 10 is a subset of 0, 11 , then the Maya diagram that corresponds to J is represented by
In the first section we gave a one-to-one correspondence between an Ž .
n-element subset J of S S and a partition with l l F n and F N y n. Ny n Ä 4
For example, the above Maya diagram stands for the partition s Ž . w . w . Ž . 554311 . Let S S s 0, n and S S s n, N disjoint subsets of S S , and we
w . w . In the above example, S S s 0, 6 and S S s 6, 11 , and we have Ž . the leap numbers of these admissible moves. This value k J is indepen-Ž . kŽ J . dent of the sequence we choose and is well defined. We denote y1 Ž . J by sgn J or y1 and call this the sign of J. This quantity will be important for calculating all of the subdeterminants of a given ''symmetric matrix.'' For example, if we move the circle in cell 5 to cell 10 in the above diagram, then the leap number of this admissible move is 2. If we perform Ž . the admissible moves on the circles in cells 0, 5 and 6 of D J , we obtain Ž . J, so that k J s 8 and sgn J s 1.
From this point we only consider balanced diagrams. From the condition N G 2 n we can write N s 2 n q r with r G 0. Let us denote
MR
We call S , S , S , S , and S the left, middle, right, middle-left, and
middle-right zones of S S , respectively. For the above example we have
For the above example J s 2, 4, 7, 9, 10, 15 , we have
J s 6 , and F F J s 7, 9 .
MR M
For an arbitrary nonnegative integer l, let I I denote the set of all l Ž . l-tuples of the form s , . . . , such that each is either 0 or 1. For Ž .
Ž . Proof. Most of our claims are obvious from the definition. The only Ž . J Ž . < ␣ <q࠻Ž␥ ) ␣ .qsŽ . part we need to prove is the last claim: y1 s y1
is obvious that the leap number of a is equal to l y i . This i J Ž . proves our claim regarding y1 .
Let B be an n by N matrix with n F N. We assume that the row indices are 1, . . . , n, and that the column indices are 0, . . . , N y 1. We call Ž .
and 0 F j -N, while we call B column antisymmetric if ␤ s y␤
for 1 F i F n and 0 F j -N. The following two lemmas are direct consequences of the definition. 
COROLLARY 4.4. Let N s 2 n q r with r G 0. Let s be the greatest integer that does not exceed rr2. Let B be an n by N matrix.
Ž . 1
Assume that B is column symmetric. Then we ha¨e
Assume that B is column antisymmetric. Then we ha¨e 
LITTLEWOOD-TYPE FORMULAS
The famous identities of Schur functions found by Littlewood are those given at the beginning of Section 0. We give these identities again below because of their importance. The reader can find remarkable proofs of w x these identities using the Root system in Example 9 of Section 5 in Mc Ž w x. also see IOW . We have
The identities we consider in this section are generalizations of these identities. We give a general formula that gives the expansion of the Ž . Ž . product Ł P x Ł 1 y x x into a linear combination of Schur func-
Ž . tions when we are given a symmetric or antisymmetric polynomial P x .
The Schur functions are known to be the characters of the general linear groups. This means that these identities give character formulas on the classical groups of type A.
The B, C, and D analogues of these identities are given in the next section. The main tools we use are the Cauchy᎐Binet formula and the theorem on subdeterminants we obtained above. Some of these identities w x w x are generalizations of the results in LP and YW .
We gave a proof of the above classical Littlewood formulas using the w x minor summation formula of Pfaffians in IOW . The following theorem gives a generalization of the classical Littlewood formulas, and the proof that follows gives an improved and simplified version of our proof given in w x IOW . In particular we found that this type of identity can be proved by the Binet᎐Cauchy formula instead of the minor summation formula of Pfaffians.
Ž . THEOREM 5.1. Let n and r be nonnegati¨e integers, and let P x s d i Ž . Ý a x be a polynomial of degree d with a s 1. If P x is symmetric, then
n n r r r r2
From the abo¨e two identities, we obtain
Before we proceed to the proof of this theorem, we give some examples of these identities. For convention, we use the following notation:
If we put P x s 1 y x in 5.4 then we have
Ž . and, if we put P x s 1 y x in 5.5 then we have
From the above two identities, we obtain the following formula for the Ž . characters of D n :
s "1 . If we put r s 0 in 5.8 , we n obtain the following identity, which can also be derived from Theorem 5.1:
Ł Ł
i ij i i -j w x Some identities of this type are established in IW1 .
2
Next we state the P x s 1 q 2 ax q x case as an example of the case Ž . when P x is symmetric in Theorem 5.1. If we substitute the results Ž . Ž . obtained in Section 2 into 5.1 and 5.2 , then we have
Similarly we obtain the case P x s 1 y x from 5.4 and 5.5 :
In particular, if we put r s 1 in 5.12 , we obtain
Ž . and, if we put r s 1 in 5.14 , then we obtain
For lack of space, we refrain from displaying more examples. Let us simply note that we can derive far more examples of the kinds of identities w x that are given in IW1 .
We now state the proof of Theorem 5.1.
Ž n, r, " . Ž Ž n, r, " . . Proof. We define the n by 2 n q r matrix V s¨by i k
for r G 0. For example, V Ž n, 0, y. assumes the following form:
In IOW , we discussed the determinant det V T . In the case of V Ž n, r, q. , det V Ž n, r, q. t T Ž n, 2 nqr . is given by 2 nqry1 2 nqry2 ny1 nqr
This implies that
Using this identity and Theorem 4.1, we obtain the theorems.
LITTLEWOOD-TYPE FORMULAS OF B, C, AND D TYPES
In this section we use the methods of the previous section and give analogues for summations of characters of the other classical groups. Theorems 6.1, 6.2, and 6.3 in this section give the B, C, and D analogues of Theorem 5.1, respectively. 
