Recent work in information theory has produced a sound measure of integrated information based on time-series data, which quantifies how much more information a system carries than the sum of its parts. As a principled measure of global information in complex systems, integrated information holds the promise of transforming a number of scientific fields, particularly neuroscience. Unfortunately, the measurement of integrated information involves a combinatorial search problem, which has made it impossible to measure this quantity in large systems such as brains. Here, we present a solution to this problem, reducing the computation time for large systems from longer than the timespan of the universe to just several hours. After evaluating our solution, we demonstrate that brain connectomes are structured in ways that facilitate high integrated information and provide the first measurement of integrated information in a real nervous system: the brain of Caenorhabditis elegans.
O ver the past decade, various measures of "integrated information" have been proposed. These measures attempt to quantify how much more information a system of coupled parts carries about itself than the sum of information carried by those parts. In other words, these measures try to assess how much global information is available in a system.
The possibility of measuring integrated information has generated interest in a diversity of fields, including artificial intelligence (1) (2) (3) (4) , complex systems research (5, 6) , astrobiology (7) (8) (9) , evolutionary biology (10) (11) (12) , complexity theory (13) , social psychology (14) , and neuroscience, particularly consciousness research (15) (16) (17) (18) (19) (20) (21) (22) .
Measuring integrated information, however, has proven challenging both theoretically and experimentally. The most theoretically principled measure of integrated information to date could only be applied to small artificial networks, since it requires perfect knowledge of a system: to calculate this measure, you need to know the probability of a system entering any of its possible states given its current state (15) . To get around this issue, various alternative measures based on timeseries data have been proposed (20) (21) (22) (23) . For a review of (most of) these measures, see (20) .
The applicability of all these measures of integrated information baed on time-series data have been limited, however, by the fact that they can only be measured in very small networks (<18 nodes). That is because every measure of integrated information faces an intractable combinatorial search problem involving the identification of what is called the "minimum information bipartition" (MIB) of a network. The MIB is the network bipartition across which there is the least information integration. Calculating integrated information requires finding the MIB because, analogously to defining the strength of a chain by the strength of its weakest link, a network's integrated information is defined as the smallest integrated information between any of its parts. Unfortunately, the search space for the MIB explodes super-exponentially with network size, which makes calculating integrated information intractable for most realistic systems. For example, we estimate that finding the MIB of a 1,000-node network would take orders of magnitude longer than the timespan of the universe.
But not all hope is lost in the analysis of integrated information in real systems. Many complex, recurrent systemsincluding the brain (24) , gene networks (25) , and the internet (26) -are also modular, which means that they subdivide into densely intraconnected sub-communities. In information networks such as the brain, it has been assumed that such sub-communities are informationally "encapsulated," such that their boundaries trace out the structural and functional contours of information processing (27, 28) . This leads to a straightforward hypothesis, which is that the boundaries of such sub-communities also trace out a system's MIB (Fig. 1 ). If this is true, then we are in luck, since the modular structure of networks can be identified at extraordinary speeds using graph clustering algorithms -and if the modular structure of a network reveals its MIB, then the MIB can be quickly identified in large networks.
We show that this is precisely the case. Specifically, graph clustering techniques, which have been used to partition brain networks into anatomical and functional modules, can be used to quickly identify the MIB in real and artificial brain networks with even hundreds of interacting nodes. This result not only reveals a fascinating intersection between graph theory and information theory, but also makes it possible, for the first D R A F T Fig. 1 . Our hypothesis. A large system like a brain cannot be exhaustively searched for its minimum information bipartition, but it can be quickly partitioned based on its community structure. We predict that a graph clustering-based partition, like the one shown here for the Allen Brain Institute's complete mouse connectome (29) , should coincide with the partition across which the least information is integrated. If this is true, then it solves the previously insurmountable problem of finding the minimum information bipartition in large systems, and enables measurement of integrated information in massive networks such as brains.
time, to calculate integrated information in massive networks. Utilizing this solution, we provide the first-ever measurement of integrated information in a real nervous system, by applying our method to calcium imaging data obtained from the freely behaving C. elegans roundworm. We also provide initial evidence that brain networks and dynamics have evolved to generate high integrated information.
To facilitate further empirical study of integrated information in real systems, we have made our Matlab code, together with a User's Guide, freely available at [URL will be inserted here].
A Sound Measure of Integrated Information From Time-Series
Data. As mentioned in the Introduction, a number of measures of integrated information based on time-series data have been proposed. The only measure that is properly bounded between zero bits and the total mutual information in a system was derived just this last year (13, 30) . This measure, called "geometric integrated information," or G , is defined as the minimized Kullback-Leibler divergence between the "full model" p of a system X, which fully characterizes all the spatiotemporal influences of the system, and the "disconnected model" q of X, in which the influences between elements or sub-communities have been statistically disconnected:
As has been proven elsewhere (30) , the minimized Kullback-Leibler divergence between the full model and the disconnected model can be derived quite simply for Gaussian variables.
Let us say that you have some multivariate signal X, where each row corresponds to a single neuron and each column corresponds to a single observation in time. First, you split your data in time according to some time-lag · . If, for example, you have 2,000 observations in time, and you choose a timedelay · of 100 observations between the past and present, then the "past" (Xt≠· ) will be your data from observation 1 to observation 1,900 and the "present" (Xt) will be your data from observation 101 to observation 2,000. This allows you to construct a linear regression model of how your system X evolves over time:
where Xt corresponds to the present of the system and Xt≠· corresponds to the past of the system, A corresponds to the connectivity matrix describing the system, and E corresponds to the error or residuals in your linear regression. To calculate integrated information, we will need both A and the covariance of E, which is written as (E). For Gaussian variables, both can be derived analytically:
where (Xt≠· , Xt) is the cross-covariance between the past and present of the system X. Moreover, (E) = (Xt≠· |Xt) [4] where (Xt≠· |Xt) is the conditional covariance between the past and present of the system X:
Finally, to calculate integrated information, we need the covariance of the residuals for the disconnected model of our system X, which we write as (E) Õ . To get (E) Õ , we have to first construct A Õ , which is the connectivity matrix describing the disconnected system. In other words, A Õ is just A, as calculated in Eq. 3, but all edges crossing the minimum information bipartition are set to zero. Once we have A Õ , we can derive (E) Õ analytically, as proven in (30):
Finally, we plug our results from Eqs. 4 and 6 into the following equation to calculate integrated information:
G is the most theoretically principled measure of integrated information for time-series data yet proposed, because it is both lower-bounded by 0 and upper-bounded by the total mutual information in a system over time and space. From this point forward, unless otherwise specified, refers to G .
Identifying The MIB With Graph Clustering. As a critical innovation, which enables the estimation of for large networks, we propose to reduce the search space for the MIB using graph clustering algorithms. These methods are able to divide graphs into groups of strongly interconnected nodes ( Fig. 1 ). From the large number of existing approaches to clustering graphs (31), we compare three popular methods: modularity maximization using the Louvain algorithm (32) , an e cient spectral clustering algorithm (33) , and the weighted stochastic block model (34) (see Materials and Methods). Many other clustering methods are available, and we make no claims that these are the best, only, or most principled clustering algorithms for finding partitions that minimize integrated information. Rather, we use these algorithms to present a proof of principle that community detection can be succesfully leveraged to massively reduce the search space for the MIB. As we show in this paper, spectral clustering is remarkably successful in identifying the MIB in both simulated and real brain networks across a large range of network sizes, so we elaborate on this particular approach here.
In general, spectral clustering methods make inferences about the structure of a network based on the eigenvalue spectrum of that network's graph matrices, such as its Laplacian or adjacency matrix. In keeping with with the neural connectomics literature (24, 35, 36) , we made inferences about network structure based on correlation matrices of time-series data generated from our brain networks (whether real, as is the case for the calcium dynamics that emerge from the underlying C. elegans brain connectome, or simulated, as is the case for our the oscillator data we generated from our artificial connectomes). The spectral clustering algorithm that we used (33) first finds the k largest eigenvalues/eigenvectors of the correlation matrix C. In the case of a bipartition, which is all we considered in this study, k = 2. This gives us an nx2 matrix U , where the first column consists of the eigenvector corresponding to the largest eigenvalue of C and where the second column consists of the eigenvector corresponding to the second largest eigenvalue of C. Finally, k-means clustering with k = 2 is applied to U , yielding a 1xn vector p, which contains the cluster index for every node in C. See the Materials and Methods for more details on how this and the other two graph clustering algorithms were used to reduce the search space for the MIB.
Extrapolating to Infinite Observations for Accurate Estimation of Integrated Information. Our second novel contribution, which is complementary to the primary aim of this paper, is to extrapolate how much information would be integrated if neural signals could be observed over infinite time. The estimation of any information measure from time-series data is notoriously overestimated given a small sample size. To get an unbiased estimate of the information carried by a signal, infinite data is required. But in the absence of infinite data, information can be estimated more or less accurately through extrapolation (37) . An information measure (such as mutual information, transfer entropy, or, in our case, integrated information) is computed as a function of 1/n, where n is the number of observations that go into the calculation. A line or curve is then fit to the resulting measurements, and your estimate of information is the value where 1/n = 0, i.e. where n ae OE (Fig. 2 ).
We found that such extrapolation is necessary for accurately estimating integrated information, because estimates of integrated information are systematically biased by multiple features of the data, including the number of nodes in a system and autocovariance in the data (Fig. S6 ). There may be other sources of systematic bias, but the result of whatever bias there is has real consequences, which is that you can get non-zero integrated information for systems with no causal interactions between their elements, such as random noise, systems where elements only influence themselves, or networks that have been structurally severed in half. In any of these systems, there is trivially 0 information integration. We found that G , extrapolated to infinite observations using a quadratic polynomial curve, correctly produces 0 bits in all such cases; another well-bounded measure of integrated information based on time-series data, M (20), also produced the correct results in this analysis, though yet another lauded measure, MD (20, 23), did not ( Fig. S6 ).
Results
To evaluate how reliably we can identify the MIB from timeseries data, we analyzed neural activity simulated from both the experimentally derived mesoscale mouse connectome and from artificial connectomes, as well as whole-brain calcium imaging recordings from the freely behaving C. elegans worm. Neural data were simulated using a time-delayed coupled Kuramoto oscillator model (38) (see Materials and Methods), which can produce the metastable dynamics (39-41) thought to be a hallmark of brain activity (42) (43) (44) and which have been proposed to be related to brains' ability to integrate information (45, 46) . Our artificial brain-like connectomes were generated using a novel algorithm based on Hebbian plasticity that reproduces the structure, degree, and weight distributions of real brain networks (see Materials and Methods). For every time-series, whether simulated or real, graph clustering was
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Fig. 2.
can be non-zero for data in which there is clearly no information integration, such as random Gaussian noise. can, however, be estimated accurately through extrapolation to infinite observations. Here we show how this works: in a multivariate time-series, is computed as a function of 1/n, where n is the number of observations. A curve is then fitted to the data, and the of the system is estimated as the value of the fitted curve at 1/n = 0, i.e. where naeOE. Here, we calculated as a function of 1/n in random Gaussian noise with 18 channels and 25,000 time-points. Objectively, for such data must be 0. Importantly, failed to yield 0 bits without extrapolating to naeOE, but successfully extrapolated to just under 0 at 1/n = 0. Because there is still some uncertainty left after extrapolating, we took extrapolated values just under 0 to equal zero. This extrapolation method also corrects for several other biases in estimating , as we show in Fig. S6 .
applied to multiple transformations of the correlation matrix of that time-series. For each data set, this process yielded multiple candidate partitions from which we determined the partition that minimized (see Materials and Methods).
Spectral Clustering Identifies the MIB In Artificial Connec-
tomes. Because in small networks the ground-truth MIB can be found within a reasonable amount of time, we first tested our solution in 100 brain-like networks of 14, 16, and 18 nodes in size ( Fig. S2 ), giving us 300 small networks (see Materials and Methods for details on network generation). All analyses were performed on oscillatory time-series data simulated from these networks ( Fig. S3 ). Confirming our hypothesis, spectral clustering found the exact MIB in 100% of these small networks. The other two graph clustering algorithms were less accurate ( Fig. S4 ).
Having passed this basic test, we asked whether spectral clustering can accurately identify the MIB in large systems. To test this, we used our algorithm for generating brain-like connectivity (see Materials and Methods) to create networks which ranged from 50 to 500 nodes in size. Networks of these sizes cannot be exhaustively searched for their MIB, so we forced the MIB onto these networks by cutting them in half. If a network is cut into two parts, then the MIB is trivially where the network has been cut and across this cut should be zero ( Fig. S5 ).
As should be the case, across the ground-truth cut (i.e. the MIB) was 0 bits for all but two of the 1,000 networks tested in this analysis. The spectral partitioning algorithm again outperformed the other clustering algorithms, producing correctly a median of 0 bits for all network sizes (Fig. 3A) . across partitions identified by the other clustering algorithms was consistently greater than 0, with the exception of across the weighted stochastic block model partition in cut networks of 100, 150, 300, and 400 nodes in size.
The partitions identified through the spectral clustering algorithm were also highly similar to the ground-truth cuts (Fig. 3B ). For all network sizes, the median Rand Index comparing structural cuts to spectral clustering-based partitions was greater than .9, indicating that the spectral clustering algorithm could reliably find where the large networks had been cut (i.e. their MIB) based on time-series generated from those networks. The other clustering algorithms did not perform as well.
Spectral Clustering Approximates the MIB Of The C. elegans
Brain. It is possible that the success in identifying the MIB in the previous analyses is caused by some artificial features of our simulations, be it the dynamics of the Kuramoto oscillator model or the connectivity of our simulated networks. To address this possibility, we applied the same methods to whole-brain calcium imaging data obtained from two freely behaving C. elegans worms (47) . Calcium imaging data were available from 56 neurons in Worm 1 and 77 neurons in Worm 2. Although the full C. elegans connectome is known (48), current methodological constraints prevent mapping calcium imaging data onto known neurons in the connectome (47) .
To facilitate comparison between graph clustering-based partitions and the ground-truth MIB, we divided this data into overlapping sets of fourteen neurons each, resulting in 43 and 64 sets of neurons for the two worms, respectively. across the ground-truth MIB and across partitions identified by the three clustering algorithms were calculated for each set of 14 neurons. The median di erence between across the MIB and across the partitions identified by spectral clustering was 0 for both worms (indicating a perfect match), Fig. 3 . In networks that have been cut, should be zero and the MIB is where the networks were cut. If graph clustering algorithms can find the MIB in large networks as they were able to do with perfect precision in small networks ( Fig. S4 ), then across partitions identified by these algorithms should be zero in large, cut networks. Furthermore, the partitions identified by those algorithms should be well-matched to where the networks have been cut. The following results were obtained from time-series data generated from these networks. A. The median across the partition identified by the spectral clustering algorithm was 0 bits for all network sizes, as it should be, with very small error. The median across partitions identified by the other two clustering algorithms was consistently greater than zero. B. The median Rand Index between the partition identified by the spectral clustering algorithm and the ground-truth cut (i.e. the MIB) was greater than .9 for all network sizes, indicating high similarity, while the other two algorithms produced partitions that were consistently less similar to the ground-truth cut.
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with a standard error of the median of less than 10 ≠3 for Worm 1 and 0 for Worm 2 (Fig. 4A ). Similar results held in analyzing the partition similarity between the clustering algorithms and the MIB using the Rand Index: the median Rand Index comparing the spectral clustering-based partition to the MIB was 1 (a perfect match) for Worm 1 and 0.93 for Worm 2, with the spectral partitioning-based algorithm identifying the exact MIB in 65.1% of the neuron sets in Worm 1 and in 50% of the neuron sets in Worm 2 (Fig. 4B ).
As a test of how well the graph clustering algorithms could approximate the MIB for all recorded neurons, we asked whether these algorithms could minimize in the whole brain of each worm. We therefore calculated across the partitions obtained by the two best methods -the spectral clustering algorithm and block model partitioning -of the entire brain for both worms. We then compared across the resulting partitions to values calculated across 10,000 random bipartitions. In the following, was normalized for community size, and was not extrapolated to infinite data to save on computation time. In Worm 1, (normalized, non-extrapolated) was lower across the spectral clustering-based partition than it was across all 10,000 random bipartitions (p < 10 ≠4 ), whereas across the weighted stochastic block model partition was not significantly less than the permutation distribution (p = 1) (Fig. 5A) . In Worm 2, (normalized, non-extrapolated) was lower across both the spectral bipartition and the weighted stochastic block model bipartition than it was across all 10,000 random bipartitions (p < 10 ≠4 ) (Fig. 5B) , though across the spectral partition was lower than it was across the weighted stochastic block model partition. In short, spectral clustering reliably minimizes of the entire C. elegans brain.
The first measurement of integrated information in a real brain. The finding that spectral clustering robustly minimizes of the entire C. elegans brain enables us to make the firstever measurement of integrated information in real brains. This requires finding the non-normalized of the brain extrapolated to infinite observations. This yielded 3.63 bits for Worm 1 and 9.06 bits for Worm 2. The di erence in the values for the two worms is likely attributable to the number of neurons in each worm for which data were available. Increasing the time-lag in the calculation of (see Materials and Methods) did not significantly increase for either worm.
Brain Structure and Dynamics Yield High Integrated Information.
Our solution for computing integrated information in large networks allows us to assess whether information eciency principles, which have helped neuroscientists understand sensory neural circuits, could also explain the function of recurrent brain networks. The e cient coding hypothesis assumes that neurons maximize channel capacity. First proposed by Barlow and Attneuve (49, 50) , the hypothesis became a cornerstone of theoretical neuroscience and has received ample empirical support in feed-forward neural circuits through the measurement of mutual information (51) (52) (53) . We can now ask whether integrated information is maximized by recurrent activity in brain networks, and what design principles this would imply.
Previous work suggests two design principles we can test. The first is that a system might maximize integrated infor- 5 . Spectral clustering minimizes of the whole worm brain. A. In Worm 1, (normalized) across the spectral bipartition (solid yellow line) is significantly lower than across 10,000 random bipartitions, whereas across the WSBM bipartition (dashed blue line) is not. B. In Worm 2, across both the spectral bipartition and the WSBM bipartition are lower than across 10,000 random bipartitions, though across the spectral bipartition is lower than across the WSBM bipartition, indicating that it is a better approximation of the whole-worm MIB.
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mation by displaying both modularity and rich cross-module connectivity (15, 21, 54 ) -a hallmark of brain connectomes (27, 35) . The second proposal is that integrated information may be maximized through high metastability (45, 46) , which reflects the degree to which a system can dynamically explore states in which sub-components of the system synchronize while others de-synchronize -another hallmark of brains (43, 44) .
To test these two principles, we generated oscillatory timeseries data from four types of networks, all matched in size: the 213-node mesoscale mouse connectome (29) (Fig. 2, Fig.  S8 ), 50 artificial connectomes (Fig. S9 ), 50 strictly modular networks (Fig. S10) , and 50 dense homogeneous networks ( Fig. S11 ) (see Materials and Methods for details on network generation). Consistent with earlier observations from very small systems, we found that was highest in data simulated from the mouse connectome and from our artificial connectomes;
was low for the dense homogeneous networks and was zero for all but one of the strictly modular networks (Fig.  6 ). Moreover, consistent with earlier predictions (15, 54) , the individual modules of our strictly modular networks were able to produce non-zero even though was 0 for the networks as a whole, which means that in such networks decomposes into local maxima delineated by the networks' modular architecture. Conversely, for the mouse connectome and most of our artificial connectomes exceeded the of their individual modules, because these networks were able to act as integrated wholes (Fig. S13) . These results confirm the conjecture that integrated information requires simultaneous segregation and integration of activity (15, 21, 54) . Consistent with our hypothesis that community detection can help reveal the MIB, these results only held across partitions based on community structure (Figs. S12, S13).
Next, we measured both metastability and the chimeraindex for these same networks. Metastability and the chimeraindex quantify the degree to which a network can dynamically explore states in which some components of the network synchronize while others de-synchronize (see Materials and Methods for a mathematical definition of these measures). If, as has been proposed before (45, 46) , the metastability of neural systems is related to their capacity to integrate information, then metastability and the chimera-index should explain some of the variance in integrated information across the networks tested in the previous analysis. Confirming this, we found that the Pearson correlation across all networks between and metastability was 0.51 (p < 10 ≠10 ) and that the Pearson correlation between and the chimera-index was 0.67 (p < 10 ≠20 ) (Fig. S14) . Again, these results only held across network partitions based on community structure (Fig. S14 ).
Though these results motivate the proposal that brains have evolved to produce high integrated information, it is striking how much less integrated information there is even in our simulation of mouse brain activity than there is in the calcium imaging data from the C. elegans brain, as reported above. This suggests that there are features of neural dynamics that contribute to high integrated information that are not captured by oscillator models of brain activity. To ensure that the stark di erence in values is not attributable to having far more observations available in our mouse simulation than in the C. elegans data, we compared our C. elegans results to results from comparable simulations. For each of our two worms, we used our algorithm for generating artificial brain connectomes and the Kuramoto oscillator model to simulate 10,000 neural-like time-series, each of them matching the number of neurons and observations available for that worm. Our results confirm that real neural dynamics contribute to high integrated information: the (normalized and non-extrapolated) value (across the spectral bipartition) for Worm 1 was 62.5 standard deviations higher than the highest normalized value from any of the 10,000 equal-sized simulations, and the value for Worm 2 was 49 standard deviations higher than the highest normalized value from any of the 10,000 simulations matched to that worm in number of neurons and observations (Fig. 7) . This is compelling preliminary evidence for the proposal that brains have evolved in ways that facilitate the emergence of global information.
Discussion
We have presented in this paper a solution to the search for the minimum information bipartition of large networks, a problem that has impeded e orts to measure integrated information in real systems. Our finding that spectral clustering can reveal the MIB of both real and simulated brain networks is not only interesting in that it points to a novel link between information theory and graph theory, but also allows researchers to massively reduce the time it takes to calculate integrated information in real systems, particularly brains. For example, while finding the MIB of a 1,000-node network would take about 5 293 years, our approach found a partition in 7.8 hours -and yielded a (normalized) value of integrated information that was 34.49 standard deviations below any value obtained across 10,000 random bipartitions (Fig. S15) .
Importantly, our solution passed a number of basic but challenging tests involving carefully crafted artificial and real brain recordings. As a first application of our result, we investigated the relationship between integrated information and the structure and dynamics of di erent network types. We showed that a biological connectome and simulated brain-like networks maximize integrated information, and that neither strictly modular nor densely homogenous networks can sustain integrated information. This confirms earlier suggestions derived from observations in very small networks (15, 54) . We further confirmed that the emergence of integrated information is highly correlated with the presence of metastable chimera dynamics, in which a brain network dynamically visits states where portions of the network synchronize while others desynchronize (43, 44) . Furthermore, our measurement of integrated information in the C. elegans brain, which was the first-ever evaluation of integrated information in a real animal, greatly exceeded the amount of integrated information produced in our brain simulation models. This implies that there are features of brain dynamics even in the humble roundworm that contribute to the emergence of integrated information, which are not captured by brain models with coupled oscillators. Taken together, our results support the hypothesis that brains have evolved to produce high integrated information, which enables them to process information in a simultaneously segregated and integrated fashion.
Because our solution to the problem of searching for the MIB in large networks makes it possible to measure integrated information in real brains, we envision the described solution becoming a broadly applicable tool for neuroscience. In par- Fig. 6 . Integrated information in different network models. Each point here represents across the partition identified by the spectral clustering algorithm for a single network, and the green boxes indicate the median for that particular network type. Consistent with predictions derived from observations in very small networks (15, 54) , was highest in the mouse connectome and in our simulated brain-like networks, whose modular architecture supports information and whose rich cross-module connectivity supports integration. was low for dense homogeneous networks and was zero for all but one of the strictly modular networks. Fig. 7 . Both C. elegans roundworm brains produced far more integrated information (yellow vertical lines) than 10,000 samples of comparably sized simulations of neural activity (reddish purple histograms). This suggests that there are features of real neural dynamics that contribute to high integrated information that are not captured by oscillator models of neural activity.
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ticular, our solution can be used to elucidate the working principles of recurrent brain networks and to directly test the Integrated Information Theory of Consciousness (15) -a decade-old theory that has been impossible to directly test because of the computational expenses of measuring in large systems. Given the applicability of integrated information to complex systems more generally, our method may also be of use to researchers in other fields as well. To facilitate such research, we have made our Matlab code publicly available.
Materials and Methods
The Matlab code for all the methods described in the following is freely available, along with a User's Guide.
Normalizing Integrated Information. When any measure of integrated information is calculated across a particular partition in search of a partition that minimizes , it has to be normalized by the number and size of communities being partitioned. This is because both community size and number bias estimation of integrated information. To fairly compare di erent partitions, a normalization factor K has been proposed (54):
where m is the number of sub-communities divided by a partition, and H(M k ) refers to the entropy of a sub-community M k . As described previously (54) , the MIB of a network is thus defined as the bipartition that minimizes " K , and the integrated information of that network is , not normalized by K, across that partition.
Simulating Connectomes. We here describe in brief our algorithm for generating artificial brain-like networks or "connectomes." A more detailed description of the algorithm is provided in the Supplementary Information. First, following insights from the evolutionary neuroscience literature (55) , the number of modules in our networks was equal to the log of their number of nodes, rounded up. Directed edges were cast between nodes according to two di erent probabilities, with a higher probability of casting within-module connections than cross-module connections. After this initial step of casting out a wide net of connections, a Hebbian-like process was applied to the connections: nodes with a high degree were rewarded with even more connections, and nodes with a low degree had their connections pruned. The networks generated by this process are modular, show rich cross-module connectivity, and display degree distributions that are log-normal distributed with long right-tails (Figs. S2 and S9). All of these properties are, in a loose sense, brain-like (24, 56) .
Simulating Time-Series Data With Coupled Noisy Kuramoto
Oscillators. We used a noisy, time-delayed variant of the Kuramoto model of coupled oscillators to model oscillatory brain activity. A particularly compelling strength of the Kuramoto model is its ability to display both chimera states, meaning that a subset of the oscillators in the model synchronize while another subset desynchronize (39) (40) (41) , and that such chimera states are also metastable, meaning that the system dynamically explores di erent chimera states (42, (57) (58) (59) (60) . Such metastable dynamics are thought to be a hallmark of cortical activity (43) , and have been theorized to be intimately tied to brains' ability to integrate information (45, 46) . The timedelayed Kuramoto model is the most "brain-like" variant of such models because interactions between brain regions are delayed in time (rather than by phase) (38) . In the time-delayed Kuramoto model, the evolution of each oscillator is described by the following equation:
.., N [9] where N is the number of oscillators, ◊i(t) is the phase of the ith oscillator at time t, Êi refers to each oscillator's natural frequency, and · is a fixed time delay. We did not perform a systematic parameter sweep on the Kuramoto model, since our goal was to see whether graph clustering could find the MIB in brain-like time-series data, rather than observe how integrated information is a ected by di erent model parameters. See the Supplementary Information for a description of the parameters chosen for the model.
Metastability and Chimera States. Following previous work (60), we define both the metastability and the chimera-like behavior of the Kuramoto oscillators in a network X in terms of their instantaneous phase synchronization. Metastability is the average of how much each module's internal synchrony varies over time, and the chimera index is the average variance in phase synchrony across sub-communities, over time. See the Supplementary Information for more details on how all these values are quantified. For more details on these two measures and their their behavior in systems of coupled Kuramoto oscillators, see (38, 60) .
C. elegans calcium imaging data. Although whole-brain calcium imaging data were available from four freely behaving C. elegans worms (47), we only analyzed data from the two worms for which more than 1,000 time-points were recorded. Fewer observations would necessarily lead to less accurate estimations of integrated information. The original calcium imaging data-set contained several NaNs at various time-points, where data from a neuron could not be obtained at a particular time. We replaced the NaNs in the data based on the activity at the nearest neuron or time-point at which data were available (based on Euclidean distance). The NaN replacements did not significantly alter the shape of the data. After the NaNs in the data were replaced, the calcium imaging time-series were transformed using the same rank-based inverse normal transformation we applied to our Kuramoto oscillator data.
In Fig. S7 , we show sample single-neuron time-series and correlation matrices for both worms.
Reducing the Search Space for the MIB. The principle contribution of this paper is the finding that the MIB of a brain network can be approximated by applying community detection algorithms to correlation matrices of neural time-series data. In our analyses, for every correlation matrix C, all correlation values with p > 0.01 were set to zero. We then applied multiple transformations to A, and fed each transformation into the graph clustering algorithms described below. Those transformations were as follows: first, we applied a power adjacency function (61) to the correlation matrix C, such that D R A F T every correlation value rij in C is mapped onto a continuous edge weight wij:
The value chosen fordetermines the shape of the power adjacency function. For all clustering algorithms, we fed A with no transformation into the algorithm, and then fed 10 di erent power adjacency transformations of C into the algorithms, withtaking on values logarithmically spaced between 1 and 10.
For the spectral clustering algorithm we used (described below), we had to apply an additional thresholding step to every power adjacency transformation of C. This is because the non-transformed correlation matrix C would usually contain some negative correlations, and the spectral clustering algorithm could only handle values of 0 or greater. We therefore iterated through a broad range of cuto values (from the .001th to the .999th percentile of weights), and for every iteration, all edge weights less than that cuto value were set to 0 and all remaining edge weights were set to 1, resulting in a binary matrix. This was done for every power adjacency transformation of A.
Every time we fed one transformation of the correlation matrix A into one of our graph clustering algorithms, the algorithms returned a partition across which we calculated , normalized for community size and number. We then picked among these the partition that minimized (normalized) as our approximation of the MIB. The of a network was then estimated as the non-normalized across that partition.
Community Detection. We here describe, in brief, the three graph clustering algorithms we used in this paper.
The first graph clustering approach we tested was a variant of spectral clustering. As described above, spectral clustering methods make inferences about the structure of a network based on the eigenvalue spectrum of that network's graph matrices, such as its Laplacian or adjacency matrix. We used an e cient Matlab algorithm for spectral partitioning developed by Hespanha (33) . Unlike the Louvain Algorithm, the number of communities to be clustered can be specified for spectral clustering. For all analyses, we looked for bipartitions.
The second community detection algorithm we tested was the Louvain Algorithm (32) . The Louvain Algorithm iterates through di erent network partitions to maximize network modularity Q (62), which is high if there are many more withinmodule edges than cross-module edges (indicating a modular network structure) and low if connectivity is homogeneous. The number of modules to be clustered cannot be forced onto the Louvain Algorithm, since it will search for any number of unique modules that maximizes Q. Normally this is seen as a strength (because it doesn't require human guidance), but in our paper, in which we strictly searched for bipartitions, this was a weakness of the algorithm.
The final graph clustering method we considered was the weighted stochastic block model (WSBM) (63) . The approach of the WSBM is probabilistic: it learns community structure by finding the probability that any two nodes are inside the same "block" or module. The WSBM can reconstruct the community structure of a wide variety of network architectures, and can model a network with edge weights drawn from any exponential family distribution. As with spectral clustering, the WSBM algorithm must be told how many communities to detect. Again, we strictly looked for bipartitions.
The mouse connectome and other networks. We examined the relationships between integrated information and network architecture and dynamics in large networks. These networks included the mesoscale mouse connectome (29), artificial connectomes simulated using the algorithm based on Hebbian plasticity described above, random dense homogeneous networks, and strictly modular networks. We here describe the details of these network models.
The Allen Mouse Brain Connectivity Atlas, which is the only comprehensive mesoscale brain connectome, was made freely available by the Allen Brain Institute (29). The connectome was constructed by using enhanced green fluroescent protein-expressing adeno-associated viral vectors to map out the axon projections of the mouse brain. The mesoscale connectome contains 213 nodes, each of which represents a small brain area. The connectivity graph of the mouse connectome shares several key features with the simulated connectomes used in this study, including a modular (yet integrated) structure and a log-normal distribution of both node degree and edge weights. To facilitate comparison to our other network models, we applied a number of transformations to the mouse brain connectivity matrix. Those transformations are described in detail in the Supplementary Information. The e ect of these transformations was to squeeze the range of weight values to roughly coincide with the range in our simulated networks (Fig. S8) , such that di erences between the networks could be ascribed to their connectivity rather than to the range of their weights. For similar reasons, the time-delays in the Kuramoto model applied to the mouse connectome were derived by embedding the connectome in two-dimensional space, as we did with our simulated networks, even though real distance data were available for the mouse connectome.
To create the simulated connectomes to compare to the mouse connectome, we followed the same procedure described above for our simulated brain-like networks. For comparison to the 213-node mouse connectome, all simulated connectomes had 213 nodes. Because we found using the Louvain Algorithm for module detection (which we used here because it doesn't need to be told how many modules to detect) that the mouse connectome had 8 large modules, all simulated connectomes in this analysis had 8 modules (Fig. S9) .
To generate strictly modular networks, we followed some of the basic steps we used to generate our simulated connectomes, except that nodes had a higher probability of forming within-module connections, a lower probability of forming cross-module connections, and there was no Hebbian-like process applied to the connections. Despite the extreme sparsity of the cross-module connectivity in the resulting networks, all modules were su ciently interconnected such that any node could be reached by any other node in the network (Fig. S10) .
Finally, to generate dense, homogeneous networks, which are theorized to lack su cient segregation to produce high values (15, 54) , we used the Erd s-Rényi model for random networks (64) . In this model, the probability of one node connecting to another node is equal for all nodes in the network, meaning that, by definition, the model has no community structure. All random networks had 213 nodes and 16,000 edges (Fig. S11 ).
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