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Abstract: This paper proposes a new wavelet-based algorithm for voice/unvoiced classification of speech 
segments. The classification process is based on: 1) statistical analysis of the energy-frequency distribution of 
the speech signal using wavelet transform, and 2) estimation of the short-time zero-crossing rate of the signal. 
First, the ratio of the average energy in the low-frequency wavelet subbands to that of highest-frequency 
wavelet subband is computed for each time segment of the pre-emphasised speech using a 4-level dyadic 
wavelet transform, and compared to a pre-determined threshold. This is followed by measuring the zero-
crossing rate of the segment and comparing it to a threshold determined by a continually up-dated value of the 
median of the zero-crossing rates of the speech signal. An experimentally verified criterion based on the re-
sults of the above two comparison processes is then applied to obtain the classification decision. The perform-
ance of the algorithm has been evaluated on speech data taken from the TIMIT database, and is shown to 
yield high classification accuracy and robustness to additive noise. 
INTRODUCTION 
 Classification of speech into voiced and unvoiced 
(V/UV) regions is an important and necessary process in 
many high-quality speech processing applications, such as 
speaker identification and verification, speech coding and 
synthesis, and speech enhancement using wavelet threshold-
ing. Essentially, the classification involves the determination 
of whether the speech is produced by vibration of the vocal 
cords [1]. The process can effectively be performed using a 
single feature or parameter which is closely associated with 
the voicing and non-voicing activities of the speech. How-
ever, due to the fact that the range of values of any single 
speech parameter overlaps between different regions, the 
accuracy of a single-feature V/UV classification method 
would be limited [2]. In the context of a single-feature ap-
proach, the problem of speech classification has been tradi-
tionally associated with the determination of pitch frequency. 
However, the vibration of the vocal cords does not necessar-
ily result in periodicity of the speech signal and, therefore, a 
failure in detection of periodicity in some voiced regions 
would result in V/UV classification errors [4]. Several classi-
fication algorithms that employ more than one speech fea-
ture, such as the pitch frequency, zero-crossing rate, Cepstral 
peaks and/or short-time energy distribution, have been re-
ported to offer better accuracy compared to single-feature 
approaches [1-3].  
 In recent years, the wavelet transform (WT) has been 
shown to provide a powerful and computationally- efficient 
tool for a variety of signal and speech processing applica-
tions [5-9]. These include a number of single-feature V/UV 
classification techniques based on a pitch determination ap-
proach [10, 11], or based on the per wavelet subband average 
energy distribution [12-14]. In this paper, we propose a new  
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technique for V/UV speech classification using two features 
of the speech signal: (a) the frequency distribution of the 
average energy and (b) zero-crossing rate, for each speech 
segment. The performance of the proposed technique has 
been evaluated using a large database of both clean speech 
and speech degraded with additive noise.  
 Following this introduction, the second Section gives an 
overview of the discrete wavelet transform (DWT). The de-
tailed description of the proposed V/UV classification algo-
rithm is given next. In the forth Section, the various experi-
mental results of the performance evaluation of the algorithm 
are illustrated and discussed. The article concludes by giving 
a summary of the proposed algorithm and findings of the 
evaluation process. 
WAVELET TRANSFORM  
 The wavelet transform is a fundamental mathematical 
tool for multi-resolution or multi-scale decomposition of 
signals, capable of providing the time and frequency infor-
mation simultaneously. It involves mapping signals onto 
time-scale space with superior time-frequency localisation as 
compared to the short-time Fourier transform (STFT), which 
in some cases cannot show the locations of discontinuity in 
signals. The continuous wavelet transform (CWT) is based 
on the correlation of a given continuous-time signal with a 
set of filters defined by a family of basis wavelet functions. 
The two-dimensional parameterisation is achieved by gener-
ating a set of basis wavelets by dilation and translation of a 
single function (t), known as the ‘mother wavelet’, using 
the following relation: 
a,b (t) =| a |
1
2 (t  b
a
)           (1) 
where a and b are real and continuous parameters known as 
the scale or dilation parameter and the shift or translation 
parameter, respectively, and a, b(t) is the set of wavelet basis 
functions referred to as a wavelet family [15]. Since the pa-
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rameters a and b are continuous valued, the transform is 
called continuous wavelet transform. The definition of clas-
sical wavelets as dilates of one function means that high fre-
quency wavelets correspond to a < 1, or narrow width, while 
low frequency wavelets have a > 1, or wider width. By ap-
plying wavelet transform, a function f(t) is expressed as a 
linear combination of scaling and wavelet functions. Both 
the scaling functions and the wavelet functions are complete 
sets. However, it is a common practice to employ both wave-
let and scaling functions in the transform representation of 
the function. In general, the scale and shift parameters of the 
wavelet family are discretised by sampling on a gird, such 
that 
j
aa
0
=  and b = kb0a0
j , where j and k are integers. 
Hence, the wavelet function family with discretised parame-
ters is expressed as:  
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where j, k(t) is referred to as the basis functions of the dis-
crete wavelet transform (DWT), a0 and b0 are the sampling 
intervals for a and b, and j, k  Z where Z is the set of all 
integers. However, although the transform is called DWT, 
the time variable of the transform is still continuous. The 
DWT coefficients of a continuous time function, f(t), are 
thus defined as: 
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When the DWT set j,k(t) is complete, f(t) is expressed in 
terms of the wavelet representation as: 
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 Accordingly, we may express any continuous-time func-
tion, f(t), as a complete series with L finite resolutions (finite 
number of decomposition stages) of wavelets and scaling 
functions using a dyadic wavelet grid, whereby a0 =2 and b0 
=1, as: 
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where the scaling coefficients are similarly defined as: 
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ktkh )2()(2 0  , with h0(k) and h1(k) being the scal-
ing and wavelet filters, respectively [12, 16]. The above pa-
rameterisation of the time or space location by k and the fre-
quency or scale by j has been proven to be very effective in 
the analysis of non-stationary signals [16].  
 
VOICED/UNVOICED CLASSIFICATION ALGORI-
THM  
 The proposed voiced/unvoiced (V/UV) is based on the 
computation of two features of the speech signal: (a) the av-
erage per subband energy distribution in the wavelet domain 
and (b) the zero-crossing rate. A block diagram representa-
tion of the algorithm is given in Fig. (1). First the pre-
emphasised speech signal, sampled at 8 kHz (a commonly 
used sampling rate for telecommunication applications), is 
segmented into 20 ms long segments with 50% overlap using 
a sliding Hamming window. Prior to that, an optional noise 
suppression stage may be used to de-emphasis the out-of-
band noise in the cases where the signal-to-noise ratio (SNR) 
of the speech is below 5 dB. This is achieved via the applica-
tion of a Butterworth band-pass filter with lower and upper 
cut-off frequencies of 200 Hz and 3400 Hz, respectively. 
After the pre-processing stage, the following analysis and 
feature-extraction processes are implemented: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (1). Block diagram of the proposed V/UV speech classification 
algorithm. 
 
Wavelet-Based Frequency Distribution of the Average 
Energy  
 In this stage, each speech segment is decomposed into 
five wavelet subbands using a 4-level dyadic DWT, and the 
average energy of each subband in the wavelet domain is 
computed. In general, an unvoiced speech segment should 
show energy concentration in the high frequency subbands, 
while a voiced segment should show energy concentration in 
low frequency subbands of the wavelet domain. Fig. (2), for 
example, shows the result of the analysis of the energy dis-
tribution in the wavelet domain of a clean speech signal in-
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corporating both voiced and unvoiced regions. It is clear 
from Fig. (2b), where the per segment ratio (Ri) of the accu-
mulated average energy of wavelet low-subbands to that of 
the wavelet highest-subband in the ith segment is shown, that 
a reliable V/UV separation could be achieved by comparing 
the average energy of the wavelet low-subbands to those of 
the wavelet high-subbands. Based on this and adapting an 
approach reported in [11], the ratio between the energy of the 
low subbands (i.e. below 2 kHz) to that of the highest sub-
band (i.e. above 2 kHz) is computed and used in our algo-
rithm as the first fundamental parameter in formulating the 
V/UV decision. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (2). (a) Waveform of a clean unvoiced-voiced speech signal, 
and (b) corresponding wavelet-based frequency distribution of the 
average energy in each segment. 
 
 Let Ei be the total energy in the ith speech segment and 
ei,j be the energy in wavelet subband j of segment i, such 
that:  
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where j =1 represents the highest frequency subband in the 
wavelet domain (i.e. above 2kHz), and j = 2 to 5 represent 
the frequency subbands 0-2 kHz. The above-mentioned per 
segment energy ratio is then computed as 
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 The values of the parameter Ri have been examined using 
a large database of clean and degraded speech signals of 
various lengths. Accordingly, a value of 0.95 was found to 
be the most appropriate criterion to discriminate between 
voiced and unvoiced segments. Hence, the first threshold for 
making the required V/UV classification using the DWT 
energy distribution, is deemed to be 
TH1 = 0.95            (9) 
such that if Ri < 0.95, the segment is most likely to be un-
voiced; otherwise, the speech segment is likely to be voiced.  
Zero-Crossing Rate 
 For discrete-time signals, a zero-crossing occurrence is 
detected when two successive samples have different alge-
braic signs. Hence, a sufficiently accurate zero-crossing 
count can be affected by comparing the signs of successive 
samples. However, in speech signals, the existence of noise, 
DC offset and 50 Hz hum significantly reduces the accuracy 
of such a simple measurement approach. In this algorithm, 
the speech signal is first filtered using a Chebyshev high-
pass filter with a cut-off frequency of 100 Hz to minimise 
the above-mentioned effects. The zero-crossing rate corre-
sponding to the ith segment of the filtered speech is then 
computed as follow: 
ZCRi = sgn[xi (n)] sgn[xi (n 1)]
n=0
N1         (10) 
where N denotes the length, in samples, of the speech seg-
ment, xi(n). Our investigation has shown that, when the zero-
crossing rate for a given speech segment exceeds a given 
threshold; the segment is likely to be unvoiced. However, 
our investigation has also shown that the distributions of the 
voiced and unvoiced segments in the speech inevitably over-
lap. This is demonstrated in Fig. (3), where histograms for 
the distribution of the zero-crossing rates for two different 
male speakers (a & b) and two different female speakers (c 
& d) are shown. In all cases, the length of speech signal used 
is 10 s. Hence, a threshold for discrimination between voiced 
and unvoiced speech using the zero-crossing rate needs to be 
carefully determined. Depending on the above-mentioned 
property and on an approach reported in [2], it has been de-
cided to use a continually up-dated value of the median of 
the zero-crossing rates in this algorithm as a second thresh-
old, TH2: 
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where M is the index of current speech segment. Therefore, 
if the measured zero-crossing rate of the ith segment, ZCRi, 
is equal or higher than TH2, the segment is most likely to be 
an unvoiced segment; otherwise, it is likely to be a voiced 
segment. 
V/UV Classification Based on the Use of Two Features  
 Although each of the extracted features was found to 
provide sufficiently accurate indication for classification of 
V/UV segments, further investigation showed that higher 
classification accuracy is achieved by using a decision based 
on the two features together. Fig. (4) shows the wavelet-
based per subband energy distribution and the corresponding 
zero-crossing rates for each segment of the same speech sig-
nal whose waveform is shown in Fig. (2), when (a) the signal 
is clean, and (b) the signal is degraded by additive white 
noise at SNR =10 dB. In both cases, values of each feature 
show total agreement with the criteria discussed in Sections 
3.1 and 3.2 above. In addition, there is a clear correlation 
between the behaviour of the two features, providing strong 
basis for marking voiced and unvoiced regions within the 
signal. Based on the above, our algorithm uses a criterion 
involving a joint examination of the two extracted features, 
such that a segment indexed by i is declared unvoiced if, and 
only if, the following logical expression is satisfied 
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where “  ” denotes the logical AND operation and UV is the 
set of unvoiced indexes. If one or both features are not satis-
fied, the segment is declared voiced speech.  
Logic Smoothing of Classification Data 
 Due to overlapping between voiced and unvoiced regions 
in natural speech, the above two-feature V/UV classification 
may, in some cases, yields incorrect results. This would usu-
ally occur when examining a segment which falls at the end 
of a voiced interval. Erroneous decisions may also be ob-
tained for low-level voiced segments, voiced segments with 
rapid amplitude fluctuations, and segments contaminated 
with additive noise. In an automatic classification mecha-
nism, the above problems may not be detected. Hence, a 
smoothing process has been added to the algorithm, as illus-
trated in Fig. (1), to correct logically obvious errors in the 
classified data. The process is based on the assumption that 
for short portions of speech, such as the speech segments 
used in this algorithm, it would be illogical to detect a single 
voice segment within a number of successive unvoiced seg-
ments. For example if the output of the classification deci-
sion is: …UUUVUU…, then smoothing is applied to correct 
this string to …UUUUUU, and so on. The same smooth-
ing/correction is applied when a single voiced segment is 
detected within a number of successive unvoiced segments. 
IMPLEMENTATION& PERFORMANCE EVALUA-
TION OF PROPOSED ALGORITHM  
 The proposed speech classification algorithm has been 
implemented and experimentally tested used a large database 
comprising a wide variety of speech records taken from the 
TIMIT database. The speech signals, which cover different 
speakers and utterances, were ranging from 2 s to 10 s in 
length, and organized into 100 speech files corresponding to 
a total of 30000 speech segments with each, having duration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (3). Histograms of zero-crossing rates for utterances taken from two different female speakers (a & b), and two different female speak-
ers (c & d). 
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of 25 ms. A 4-level dyadic DWT is used to decompose the 
input speech signal into 5 frequency subbands. Different 
wavelet filters were considered, however the algorithm was 
found to offer the best performance when a Haar filter is 
used. The signals were accurately labelled and their V/UV 
regions marked in association with the chosen segment 
length using a combination of visual inspection, listening 
and a dynamic pitch tracking algorithm [10]. This generated 
a labelled reference database for verification of the results 
obtained by the application of proposed algorithm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (4). The per band energy distribution and the zero-crossing 
rates feature for each segment of the speech signal used in Fig. 2, 
when (a) the signal is clean, and (b) the signal is noise-degraded.  
 
 Using the algorithm, Fig. (5) shows the per segment dis-
tribution of the two extracted parameters for the case of a 
speech signal taken from a female speaker uttering the sen-
tence: “She had your dark suit in greasy-wash water all 
year”, when the signal is (a) contaminated with noise at 
15dB SNR, and (b) contaminated with noise at 5dB. The 
accuracy of the V/UV classification obtained by the algo-
rithm was evaluated using an objective error measure, Vu-
VER%, which represents the percentage of the total number 
of segments that have been erroneously classified. The 
measure covers both voiced-to-unvoiced and unvoiced-to-
voiced error rates. The performance of the proposed algo-
rithm has been evaluated under various noisy conditions. 
Tables 1 and 2 show the results of the analysis for male and 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (5). The distributions of zero-crossing rates and per band aver-
age energy for a speech signal contaminated with noise at (a) SNR 
=15dB, and (b) SNR = 5dB. 
 
Table 1. Performance of the Proposed Algorithm at Differ-
ent SNRs for Male Speakers 
 Vuver % 
SNR M1 M2 M3 
Clean 0.56 0.83 0.0 
20dB 0.88 1.75 0.0 
10dB 2.65 3.5 1.22 
5dB 3.35 4.26 2.89 
0dB 4.42 5.50 3.22 
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female speakers at different SNRs, generated by adding 
white Gaussian to the clean speech signals. It is clear that our 
algorithm performs well with both clean and noise-degraded 
speech. The results also show that for a highly noise-
contaminated speech, better classification is achieved when 
dealing with male speakers. We believe that this phenome-
non is due to the fact that female utterances usually contain 
shorter transient voiced segments as compared to male utter-
ances. When contaminated with noise, the characteristics of 
such transient segments can be easily confused with those of 
unvoiced speech.  
Table 2. Performance of the proposed algorithm at different 
SNRs for female speakers 
 Vuver % 
SNR F1 F2 F3 
Clean 1.15 2.17 1.89 
20dB 3.20 3.40 3.54 
10dB 6.57 4.64 6.89 
5dB 8.86 7.96 8.94 
0dB 10.15 10.28 10.59 
 
CONCLUSIONS  
 A new and novel speech classification algorithm was 
presented and its performance evaluated. The algorithm is 
based on extracting two features of the input speech: the ra-
tio of the average energy in the wavelet low-subbands to that 
in the wavelet highest-subband, and the zero-crossing rate of 
each segment. By comparing the values of the extracted fea-
tures to appropriately determined thresholds, the algorithm 
classifies the in the input speech into voiced and unvoiced 
regions. The performance of the algorithm was evaluated 
under different noisy conditions using a large database com-
prising a variety of speech signals from male and female 
speakers. Reported results have also shown that the proposed 
algorithm is robust to additive noise.  
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