In this paper we will consider the nonlinear impulsive delay host-macroparasite model with periodic coefficients. By means of the continuation theorem of coincidence degree, we establish a sufficient condition for the existence of a positive periodic solution M(t) with strictly positive components. Moreover, we establish a sufficient condition for the global attractivity of M(t) and some sufficient conditions for oscillation of all positive solutions about the positive periodic solution M(t).
Introduction
The theory of impulsive delay differential equations is emerging as an important area of investigation since it is a lot richer than the corresponding theory of nonimpulsive delay differential equations. Many evolution processes in nature are characterized by the fact that at certain moments of time they experience an abrupt change of state and depend on the process prehistory which often turns out to be the cause of phenomena substantially affecting the motion. That was the reason for the development of the theory of impulsive delay differential equations over the last decade. For the theory of impulsive differential equations and delay differential equations, we respectively refer the reader to the monographs [1, 2] and [3, 4] .
Many important human diseases, particularly in tropical and subtropical regions, arise from infection by macroparasites or metazoan organisms. These organisms tend to have much larger generation times and more complex life cycles than microparasites. In life cycles there are two or more obligatory host species together with the final host (humans). Sexual production often occurs in the human host, but processes entail the production of transmission stages, such as eggs or larvae, which leave the host to complete further development and maturation. Macroparasitic infections are generally chronic in form and they are more a cause of morbidity than mortality and tend to be persistent in character in areas where they are endemic. The final hosts of parasites are usually humans (the hosts in which the parasite attains reproductive maturity) and they have gained entry to the definitive host as a consequence of development changes which normally occur before the organism arrives at its preferred site and attains reproductive maturity. A time delay, therefore, exists between entry to the definitive host and the point when the parasite begins the production of eggs or larvae for transmission to other hosts. This delay may be just a few days in length or it may stretch for many weeks depending on the species of parasite (see May and Anderson [5] ). But small delays in differential equations tend to have a large effect (see Macdonald [6] ).
In [7] , Kostitzin constructed a model of the flow of hosts among a series of classes denoting different infection states defined by the number of parasites harbored. The model consists of an infinite series of differential equations and contains many rate parameters denoting the host and parasite reproduction and survival. His formulation took account of both the influence of these rate parameters on the distribution of parasite numbers per host and the effect of this distribution on the dynamical properties of the interactions of the two species. (For further study in this direction see Hariston [8] , Macdonald [9] , Tallis and Leyton [10] and Leyton [11] .) In studying the transmission dynamics of the macroparasite model there exist two variables M(t) and L(t). M(t) is the number of sexually mature worms in the human community of size N and L(t) is the number of infective larvae in the habitat. In [5] May and Anderson focused on the dynamics of the adult worms M(t), assuming that the dynamics of the infective stages move on a much faster time scale, and considered the relationship of M(t) via a similar negative binomial distribution of worms among hosts; this relationship is given by the nonlinear delay differential equation
where
In (1) the human's per capita death rate is µ and µ 1 represents the per capita parasite mortality, τ 1 is the time elapse before the parasite develops to reproductive maturity, τ 2 is the average time period required to develop the infective state, β is a transmission coefficient representing the rate of contact between humans and infective stages in a parasite and R 0 is the average number of (female) offspring per adult (female) worm that survive to production in the absence of density dependent constraints, z measures the strength of the density effects and n is the usual clumping parameter of the negative binomial distribution. For more details of the derivation of (1) we refer the reader to the second part of the book by May and Anderson [5] . Elabbasy, Saif and Saker studied Eq. (1) in [13] . Indeed, they showed that every nonoscillatory positive solution of (1) tends to M as t → ∞. Moreover, they established sufficient conditions for the oscillation of all positive solutions about M.
In the real world the parameters are not fixed constants and the parameters are estimated using statistical methods and at each stage in time the estimate will be improved. Thus the assumption of the existence of convergent functions that converge to constant parameter values as time goes to infinity (in a way) incorporates this case. Also, the variation of the environment plays an important role in many biological and ecological dynamical systems. In particular, the effects of a periodically varying environment are important for evolutionary theory as the selective forces on systems in a fluctuating environment differ from those in a stable environment. Thus, the assumption of periodicity of the parameters in the system (in a way) incorporates the periodicity of the environment. In fact, it has been suggested by Nicholson [19] that any periodic change of climate tends to impose its period upon oscillations of internal origin or to cause such oscillations to have a harmonic relation to periodic climatic changes. Species living in such a fluctuating medium might undergo an abrupt change of state and this occurs due to certain seasonal effects such as weather change, food supply and mating habits. These phenomena are best described by the so called impulsive differential equations. Thus, it is more realistic to consider Eq. (1) together with impulsive conditions. In particular, we consider an equation of the form
where m is a positive integer,
We will consider (2) together with the initial condition
In this paper, we are inspired to study the qualitative properties of the solutions of the nonlinear impulsive delay host macroparasite model (2) . By means of the continuation theorem of coincidence degree, we prove the existence of a positive periodic solution M(t) of (2) with strictly positive components. Then, we obtain a sufficient condition for the global attractivity of the solution M(t). Finally, some sufficient conditions for the oscillation of all positive solutions about the positive periodic solution M(t) are established. Our results imply that under appropriate impulsive conditions, the impulsive delay differential equation (2) preserves the original periodicity and global attractivity of the nonimpulsive delay differential equation.
Preliminaries
For system (2), we give the following conditions which will be assumed to be valid throughout the rest of the paper:
We always assume that a product equals unity if the number of factors is zero. Under the above conditions, we consider the nonimpulsive delay differential equation
with initial condition
By a solution of (5) and (6) we mean an absolutely continuous function z(t) defined on [−mω, +∞] satisfying (5) almost everywhere for t ≥ 0 and
Definition 2. Suppose that M(t) and M(t) are two positive solutions of (2) on [t − mω, ∞). The solution M(t) is said to be asymptotically attractive to
is asymptotically attractive to all positive solutions of (2). (2) is said to oscillate about M(t) if (M(t) − M(t)) has arbitrarily large zeros. Otherwise, M(t) is called nonoscillatory. When M(t) = 0, we say that M(t) oscillates about zero or simply oscillates.
The following lemma proves very helpful. The proof is similar to that of Theorem 1 in [18] and hence is omitted.
It is clear that the transformation
preserves the asymptotic properties of Eqs. (2) and (5). Thus, in the proofs of the theorems it suffices to consider Eq. (5).
Lemma 5. Assume that (A1)-(A4) hold. Then the solutions of (2) are defined on [−mω, ∞) and are positive on
Proof. By Lemma 4, it suffices to prove that Eqs. (5) and (6) are defined on [−mω, ∞) and are positive on [0, ∞).
From (5), one can easily see that
and is positive on [0, ∞).
The main results
In this section, we prove that there exists a unique positive ω-periodic solution M(t) of Eq. (2). Then, we provide some sufficient conditions for the global attractivity of M(t). Moreover, the oscillatory behavior of all positive solutions of (2) 
In what follows, we shall use the notation
where f is a positive periodic function of period ω. Furthermore, the following condition is needed:
Existence
Consider Eqs. (2) and (5) without delay. That is,
and
where P(t) and Q(t) are periodic functions of period ω. In this subsection, we shall prove the existence of a periodic positive solution of Eq. (10). Clearly, it suffices to prove this for Eq. (11) . The method to be used involves the application of the continuation theorem of coincidence degree [15] . Here are presented some preliminaries in the frame of this theorem.
Let X and Z be two Banach spaces; L : Dom (L) ⊂ X → Z is a linear mapping with domain Dom (L) ⊂ X and N : X → Z is a continuous mapping. We say that L is a Fredholm mapping of index zero if Im L is closed in Z and dim Ker L = codim Im L < ∞. If L is a Fredholm mapping of index zero and there exist continuous projectors R : X → X and S :
If Ω is an open bounded subset of X, the mapping N will be called L-compact on Ω if the mapping S N : Ω → Z is bounded and K R (I − S)N : Ω → X is compact, i.e., it is continuous and K p (I − Q)N (Ω ) is compact. Since Im S is isomorphic to Ker L we denote by J the isomorphisim J : Im S → Ker L.
We are now in a position to state the continuation theorem.
Lemma 6 ([15]).
Let Ω ⊂ X be an open bounded set, L be a Fredholm mapping of index zero and N be L-compact on Ω . Suppose further that
Then the equation L x = N x has at least one solution in Dom L ∩ Ω .
Theorem 7.
Assume that (3) and (9) hold. Then (11) has at least one positive ω-periodic solution W (t) and there exist constants M 1 and M 2 such that e M 1 ≤ W (t) ≤ e M 2 where
Proof. Let W (t) = exp(x(t)). Then (11) reduces to
To prove that Eq. (11) has a positive periodic solution, it suffices to prove that Eq. (12) has at least one periodic solution x(t). To this end, we use the continuation theorem of coincidence degree. Let us define
with the norm
Then X and Z are Banach spaces with the norm · . Let
Then, it follows that
and R, S are continuous projectors such that
Therefore, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (of L) K R : Im L → Ker R ∩ Dom L exists and is given by
Then S N : X → Z and K R (I − S) : X → X are read as
[Q(t) + e x(t) ] n+1 − β(t) dt, and
[Q(t) + e x(t) ] n+1 − β(t) dt. The integral forms of the terms of both S N and K R (I − S)N imply that they are continuously differentiable with respect to t and they map bounded continuous functions to bounded continuous functions. From the Arzela-Ascoli Theorem, we see that S N (Ω ) and K R (I − S)N (Ω ) are relatively compact for any open bounded set Ω ⊂ X. Thus, N is L-compact on Ω for any open bounded set Ω ⊂ X. Now we are in a position to search for an appropriate open, bounded subset Ω for applying Lemma 6. Corresponding to the operator equation L x = λN x, λ ∈ (0, 1), we have
Suppose that x = x(t) ∈ X is a solution of (13) for a certain λ ∈ (0, 1). Integrating (13) over the interval [0, ω] leads to
From (13) and (14), it follows that
Since x(t) ∈ X, there exist ζ , η ∈ [0, ω] such that
x(t) and x(η) = max
From (14) and (16) we have
and this implies that
Also, from (14) and (16) we have
Then,
and B 1 is independent of the choice of λ. Take B = B 1 + B 2 , where B 2 is chosen sufficiently large that the solution of
Assumption (i) of Lemma 6 is then satisfied. When x ∈ ∂Ω ∩ Ker L = ∂Ω ∩ R, x is a constant with x = B. Then we have
= 0, and the assumption (ii) of Lemma 6 is also satisfied. Furthermore,
where the degree is the Brouwer degree, and the isomorphism J can be the identity mapping, since Im P = Ker L. Thus all the requirements of Lemma 6 are satisfied. Hence (12) has at least one ω-periodic solution x(t) in Ω . Set W (t) = exp(x(t)), so W (t) is a positive ω-periodic solution of (11) . The same reasoning as above yields
The proof is complete.
It is clear that the ω-periodic positive solution W (t) of (11) is also an ω-periodic positive solution of (5). Conversely, if (5) and (6) has an ω-periodic positive solution W (t), then W (t) is an ω-periodic solution of (11) . Hence (2) has an ω-periodic positive solution M(t).
Attractivity
In this subsection, we shall prove that the unique positive periodic solution M(t) of Eq. (10) is globally attractive. Moreover, it is shown that every positive solution M(t) of (2) which does not oscillate about M(t) converges to M(t). Finally, we shall establish sufficient conditions for M(t) to be a global attractor of all other positive solutions of (2). Clearly, it suffices to prove this for the corresponding nonimpulsive delay differential equations and this is justified since
where W (t) is a positive solution and W (t) is any other positive solution of the nonimpulsive delay differential equations.
Theorem 8. Assume that (3) and (9) hold. Let M(t) be a positive solution of (11). Then the limit
Proof. Let W (t) be a periodic positive solution of (11) . For any positive periodic solution W (t) of (11), we assume that W (t) > W (t) for t sufficiently large (the proof when W (t) < W (t) is similar and will be omitted). Set
Then, z(t) > 0 for t sufficiently large and
Hence
< 0, which follows since e z(t) > 1. Thus, z(t) is decreasing for t sufficiently large, and therefore lim t→∞ z(t) = α ∈ [0, ∞). We claim that α = 0. Suppose, on the contrary, that α > 0; then there exist ε > 0 and T ε > 0 such that for t ≥ T ε , 0 < α − ε < z(t) < α + ε. However using (19) we find
Now, since P(t) and W (t) are positive periodic functions of period w we see that H (t) is also a w-periodic positive function and 0 < H * ≤ H (t) ≤ H * . Thus (20) implies
Integrating the last inequality from T ε to t immediately leads to
which is a contradiction. Hence, α = 0 and therefore z(t) tends to zero as t → ∞. Thus, we have
This completes the proof.
Theorem 9. Assume that (3) and (9) hold. Let W (t) be a positive solution of (5) which does not oscillate about W (t).
For the proof of the above theorem, we proceed exactly as in the proof of Theorem 8 to obtain the desired result. To show that W (t) is a global attractor of (5), we need to find upper and lower bounds for the positive solutions of (5) which oscillate about W (t).
Lemma 10. Assume that (3) and (9) hold. Let W (t) be a positive solution of (5) which oscillates about W (t). Then there exists a T such that for all t ≥ T we have
Proof. We need only to show the upper bound in (21) . Let mω ≤ t 1 < t 2 < · · · < t l < · · · be a sequence of zeros of W (t) − W (t) with lim l→∞ t l = ∞. Our strategy is to show that the upper bound holds in each interval (t l , t l+1 ). For this, let ζ l ∈ (t l , t l+1 ) be a point where W (t) attains its maximum in (t l , t l+1 ); then it suffices to show that
We can assume that there exists a ζ l where W (ζ l ) > K 2 ; otherwise there is nothing to prove. Now since W (ζ l ) = 0, it follows from (5) that
which immediately gives (22) . The proof is complete.
Remark 11. If we assume that n+1 √ P * /β * > Q * then it is easy to see that (21) can be replaced by
The following theorem provides a sufficient condition for the global attractivity of M(t).
Theorem 12. Assume that (3) and (9) hold and lim sup
is valid for any positive solution W (t) of (5).
Proof. We have already established (17) for ω = 0 in Theorem 8 and for positive solutions of (2) which are nonoscillatory about W (t) in Theorem 9. It remains to establish (17) for the positive solutions of (5) which oscillates about W (t). To prove this, it suffices to prove that lim t→∞ z(t) = 0 where z is given in Theorem 8. Let W (t) be a positive solution of (5) which oscillates about W (t). Using the transformation (18) we obtain
Let
.
Eq. (24) is the same as
Using the mean value theorem, Eq. (25) can be written as
and η(t) lies between W (t) and W (t − mω). From Lemma 10, we find 
By means of a known result in [14] , we see that every solution of (26) 
Oscillation
In this subsection, we shall prove that every solution of Eq. (2) oscillates about M. It suffices to consider Eq. (5) instead of (2) since 0<t k <t (1 + b k ) > 0 and thus M(t) is oscillatory if and only if W (t) is. Theorem 14. Assume that (3) and (9) hold and every solution of the delay differential equation
oscillates. Then, every positive solution of (5) oscillates about W (t).
Proof. Assume, on the contrary, that (5) has a positive solution W (t) which does not oscillate about W (t). Without loss of generality we assume that W (t) > W (t) so that z(t) > 0. From the transformation (18) it is clear that W (t) oscillates about W (t) if and only if z(t) oscillates about zero. Using (18) we obtain
or
Note that u f (u) > 0 for u = 0 and lim
However, since lim t→∞ z(t) = 0, in view of (30), for arbitrarily small ε there exists sufficiently large T ε such that for all t ≥ T ε , z(t − mω) > 0 and f (z(t − mω)) ≥ (1 − ε)z(t − mω). Using this estimate in (29), we obtain
By Corollary 3.2.2 in [4] there exists an eventually positive solution of the delay differential equation (27), which is a contradiction. Thus every positive solution of (5) oscillates about W (t).
For the oscillation of the delay differential Eq. (27) several known criteria can be employed. For example, the results given in [4] and [16] when applied to (27) lead to the following corollary.
Corollary 15. Assume that (3) and (9) hold. Then
implies that every solution of (27) is oscillatory.
Clearly, if strict inequalities hold in Corollary 15 for ε = 0, then also the same must be true for some sufficiently small ε > 0. Thus, we can restate Corollary 15 as follows: 
implies that every positive solution of (5) oscillates about M(t).
For the oscillation of (5) it is clear that between the conditions (32) and (33) there is a gap when ds does not exist. To fill this gap partially we can employ some known results from the literature. For example, the criterion of Erbe and Zhang [14] when applied to the first order delay differential equation (27) guarantees that every solution of (5) oscillates about W (t) provided that
We also note that, following the work of Chao [12] , condition (35) can be improved to
whereas a result of Yu et al. [21, 22] gives an improvement of (36) to
Also we can employ recent results of Li [17] , and Shen and Tang [20] to obtain further sets of sufficient conditions for the oscillation of (5). 
where C(t) = (n + 1)P(t)W (t)
[Q(t) + W (t)] n+2
(1 − ε), then every positive solution of (5) oscillates about W (t). 
where C 1 (t) = 
