The following simulation shows that the Minimum function (output firing rate equals the smallest input firing rate) can be implemented in neural circuits with Short-Term Plasticity (STP).
We use conductance-based Leaky-Integrate-and-Fire (LIF) neuron model with exponentially decaying post-synaptic conductance. The dynamics of the system are given by [1] 
and
where t spk is the time when the input spike is received. Inhibitory postsynaptic potential is omitted since we only consider excitatory neurons. When v > v thres , the neuron fires a spike and v is reset to v reset . We use the following parameters:
ms, τ ex = 5 ms, g peak = 0.015, I = 0. Synaptic weight w(t) is described by Short-Term Plasticity. The dynamics are given by [2] w(t) = r(t)u(t)W,
where t n is the time of the n-th spike received, U = 0.6, τ facil = 5 ms, τ rec = 100 ms and W is the synaptic strength.
In the simulation, a LIF neuron receives 6 input spike trains with 6 STP synapses. Each spike train is generated with a fixed firing rate. A Gaussian noise with σ = 1 ms is added to each spike. The smallest input firing rate f min is chosen uniformly from 0 to 100 Hz. The other 5 input firing rates are then chosen uniformly from f min to 200 Hz. Initially v = v rest , g ex = 0, and for each synapse u = 0, r = 1. Each simulation runs for 2 s, with 1000 trials for each parameter. The results are shown in S1 Fig and S2 Fig. As shown in S1 Fig, the neuronal output firing rate can be well approximated by its minimal input firing rate when the minimal input firing rate is not high, while the median/mean/max of its input firing rates fail to do that due to the large variance in y-axis. In S2 Fig, we compare the results for different synaptic strength W . As we can see, such approximation is valid for a range of W . Larger W leads to better approximation when the minimal firing rate is high.
