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Abstract
When the martingale representation property holds, we call any local martingale which
realizes the representation a representation process. There are two properties of the repre-
sentation process which can greatly facilitate the computations under the martingale re-
presentation property. Actually, on the one hand, the representation process is not unique
and there always exists a representation process which is locally bounded and has path-
wisely orthogonal components outside of a predictable thin set. On the other hand, the
jump measure of a representation process satisfies the finite predictable constraint. In this
paper, we give a detailed account of these two properties. As application, we will prove
that, under the martingale representation property, the full viability of an expansion of
market information flow implies the drift multiplier assumption.
Key words. Martingale representation property, enlargement of filtrations, hypothesis(H ′), drift ope-
rator, market viability, local martingale deflator, NA1 condition, conditional multiplicity, finite predic-
table constraint, martingale projection property.
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1 Introduction
The present paper, jointly with [14, 16], takes part in a research program about the full viability
problem (cf. Definition 5.2). Precisely, we consider a probability space (Ω,A,P) (with A a σ-algebra
1. A third version
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and P a probability measure on A) and any pair consisting of a filtration F = (Ft)t≥0 of sub-σ-algebras
of A and an F semimartingale S, which satisfies the no-arbitrage condition of the first kind (NA1 in
abbreviation, cf. [12] for definition) in F. Such a pair (F, S) constitutes a model of financial market,
where F represents the information flow and S represents the asset process. Because of the no-arbitrage
condition NA1, the utility optimization problems in the model (F, S) have solutions (cf. [12]) so that
the model is also called a viable market model. We are concerned with the consequences of a change
in the information flow F. (A better informed agent would operate with a market model with a bigger
information flow G = (Gt)t≥0 (Ft ⊂ Gt) and he would manage his portfolio differently in regards to
a less informed agent. How to quantify this difference would be essential for many purposes.) We are
especially interested in those changes which preserve fully the market viability, i.e., those filtrations
G(⊃ F) such that all the asset processes S satisfying the NA1 in F continue to satisfy NA1 in G (the full
viability of F ⊂ G). A satisfactory result on this subject has been obtained in [14].
A long computation has been necessary to establish the result in [14], which has been carried out
under various conditions, notably the martingale representation property in F and the drift multiplier
assumption (cf. Definition 5.5). The former is well known, but the computation in [14] depends on
features of the martingale representation property, which are not so widely considered in the literature,
namely the finite predictable constraint (cf. Definition 3.2) and the reconstruction of the representation
processes (cf. Section 4 for definition). As for the latter, the drift multiplier assumption is a new notion
in the literature of the theory of filtration enlargement. It has encountered serious questions about its
relevance and its usefulness. As part of the research program, the present paper is specially devoted
to the above mentioned properties.
The finite predictable constraint is involved in our work because of the martingale projection property.
This latter property is defined for any (multi-dimensional) local martingale M by the fact that, for
any real local martingale Y such that the (vector of) predictable dual projection [Y,M ]F·p exists, there
exists a predictable process H , integrable with respect to M , such that the predictable dual projection
[H M,M ]F·p exists and the identity
[Y,M ]F·p = [⊤H M,M ]F·p
holds. In the sense of Lemma 3.1, the martingale projection property is equivalent to another formula :
{W ∗(µ− ν) : W is (µ− ν)-integrable in the sense of [7]} = {
⊤H M : H is M-integrable},
where µ denotes the jump measure of M and ν denotes the F compensator of µ. The martingale
projection property is needed, for example, in the proof of [14, Theorem 4.3] or in the proof of Theorem
5.6 below. The basic question, then, is how to recognize a local martingale M which satisfies the
martingale projection property. It seems not very widely known, but the answer exists since Jacod [6],
which consists to verify if the jump measure ofM satisfies the condition of finite predictable constraint.
(This last notion is therefore extracted from [6, Théorème 4.80] and a name is given to it because of
its importance in the study of the full viability.) For the applications in this paper and in [14], we will
extend the finite predictable constraint condition to any integer valued random measure µ and we will
give in Section 3 a detailed account of the space
{W ∗(µ− ν) : W is (µ− ν)-integrable in the sense of [7]}
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under that condition. The main result is Theorem 3.4. Specifications in the cases of accessible and
respectively inaccessible time supports (cf. Section 3.2 for definition) are given in Section 3.4 and
Section 3.5.
Usually the martingale representation property is mentioned to characterize a specific process (a Brow-
nian motion, for example). But, in this paper, what is relevant is a stochastic basis having a martingale
representation property, whatever the representation processes are. Yet more, we should make use of
various different representation processes to make easier the computations under the martingale repre-
sentation property. In Section 4, based on the fact that the martingale representation property in the
filtration F implies the finite conditional multiplicity condition of the filtration F (cf. [6] and [3] and
Section 4.1 Lemma 4.3), we prove in Theorem 4.7 and Corollary 4.13 and Theorem 4.15 that, when the
martingale representation property holds, it is always possible to reconstruct the representation process
so that it becomes locally bounded and has pathwisely orthogonal components outside of a predictable
thin set. We recall that a first reason to consider the notion of conditional multiplicity comes from [6,
Théorème 4.80]. Its name is borrowed from [3]. An interesting application of this notion can be found
in [3] for a study of Brownian filtrations.
By the way, we recall in Section 4.4 how the martingale representation property in the filtration F also
implies the finite predictable constraint condition of the jump measure of the representation processes.
(It is this implication which makes possible the application of Theorem 3.4 in the computation of [14].)
In application of the reconstruction of representation processes, we study in Section 5 the drift multiplier
assumption. We will prove in Theorem 5.6 that, under the martingale representation property in F,
the full viability of an expansion of information flow F ⊂ G implies the Hypothesis(H ′), and the
corresponding drift operator satisfies the drift multiplier assumption (cf. Section 5 for definition). This
means that every F local martingale X is a G special semimartingale and there exist a common (multi-
dimensional) F local martingale N and a G predictable process ϕ such that the drift part Γ(X) of X
in G writes in the form
(▽) Γ(X) = ⊤ϕ  [N,X ]F·p.
The main points of this result are (a) the F local martingale N and the G predictable process ϕ are
common for all F local martingale X and (b) the predictable dual projection [N,X ]F·p exists for all F
local martingale X. With a martingale representation property in F, this result can be proved in the
following way. First of all, in this case, instead of considering a general F local martingale X in formula
(▽), we only need to consider the components of a representation process (Xk). Also, to define N , we
only need to find its coefficients Hk in its martingale representation N =
∑
kHkXk. Consequently,
formula (▽) changes into an equation in the unknowns ϕk and Hk :
(▽▽) Γ(Xh) =
∑
k
⊤ϕkHk  [Xk, Xh]
F·p,
for any components Xh of the representation process. The solution of equation (▽▽) (if exists) is not
unique. We can restrict our search among the coefficients Hk which are locally bounded. When, also,
a locally bounded representation process is chosen, the local martingale N thus defined will be locally
bounded so that the predictable dual projection [N,X ]F·p exists for any local martingale X. Hence, to
prove Theorem 5.6, it is enough to solve equation (▽▽). For that, we firstly modify the representation
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process to render the equation as simple as possible, and we apply Lemma 5.7 to link equation (▽▽) to
the assumption of the full viability. After these treatments, equation (▽▽) can be solved by elementary
computations.
Section 5.2 presents some general consequences of the full viability assumption on an expansion of
information flow F ⊂ G. For example, we will see that the F inaccessible stopping times remain
inaccessible in G, or that AG·p is absolutely continuous with respect to AF·p for any F adapted locally
bounded increasing process A. These results are interesting in themselves. We also emphasize the
benefits of working with the drift multiplier assumption in an enlarged filtration.
Notice that in this introduction we have written the key notions in italic. This rule will be left out in
the rest of the paper. Notice also that the assumption of the martingale representation property in F
needs not mean that the market model (F, S) is complete.
2 Notation and convention
We work on a probability space (Ω,A,P) endowed with a filtration F = (Ft)t≥0 of sub-σ-algebras of
A, satisfying the usual conditions. We employ the vocabulary of stochastic calculus as defined in [5, 6]
with the specifications below.
Relations between random variables is to be understood almost sure relations. For a random variable
X and a σ-algebra F , the expression X ∈ F means that X is F -measurable. The notation Lp(P,F)
denotes the space of p-times P-integrable F -measurable random variables.
By definition, ∆0X = 0 for any càdlàg process X. A process A with finite variation considered in
this paper is automatically assumed càdlàg. We denote by dA the (signed) random measure that A
generates.
Different vector spaces Rd are used in the paper. An element v in Rd is considered as a vertical vector.
We denote its transposition by ⊤v. We denote (indifferently) the null vector by 0.
We deal with finite family of real processes X = (Xi)1≤i≤d (d ∈ N
∗). It will be considered as process
taking values in the vector space Rd. To mention such an X, we say that X is a d-dimensional process.
In general we denote by Xi the ith component of the vector X. When X is a semimartingale, we denote
by [X, ⊤X ] the d×d-dimensional matrix valued process whose components are [Xi, Xj] for 1 ≤ i, j ≤ k.
With respect to the filtration F, the notation F·p• denotes the predictable projection, and the notation
•F·p denotes the predictable dual projection.
For any F special semimartingale X, we can decompose X in the form (see [5, Theorem 7.25]) :
X = X0 +X
m +Xv, Xm = Xc +Xda +Xdi,
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where Xm is the martingale part of X and Xv is the predictable part of finite variation of X, Xc is the
continuous martingale part, Xda is the part of compensated sum of accessible jumps, Xdi is the part
of compensated sum of totally inaccessible jumps. We recall that this decomposition of X depends on
the reference probability and the reference filtration. In the computations below we apply this notation
system only for the decompositions in F. We recall that every part of the decomposition of X, except
X0, is assumed null at t = 0.
In this paper we employ the notion of stochastic integral only about the predictable processes. The
stochastic integral are defined as 0 at t = 0. We use a point "" to indicate the integrator process in a
stochastic integral. For example, the stochastic integral of a real predictable process H with respect to
a real semimartingale Y is denoted by H  Y , while the expression ⊤K([X, ⊤X ])K denotes the process
∫ t
0
k∑
i=1
k∑
j=1
(Ks)i,s(Ks)j,sd[Xi, Xj]s, t ≥ 0,
where K is a k-dimensional predictable process and X is a k-dimensional semimartingale. The expres-
sion ⊤K([X, ⊤X ])K respects the matrix product rule. The value at t ≥ 0 of a stochastic integral will
be denoted, for example, by ⊤K([X, ⊤X ])Kt.
The notion of the stochastic integral with respect to a d-dimensional local martingale X follows [6]. We
say that a d-dimensional F predictable process is integrable with respect to X under the probability
P in the filtration F, if the non decreasing process
√
⊤H([X, ⊤X ])H is (P,F) locally integrable. For
such an integrable process H , the stochastic integral ⊤H  X is well-defined and the bracket process
of ⊤H X can be computed using [6, Remarque(4.36) and Proposition(4.68)]. Note that two different
predictable processes may produce the same stochastic integral with respect to X. In this case, we say
that they are in the same equivalent class.
Again another notion of stochastic integral is needed, i.e., the stochastic integral with respect to
a compensated integer valued random measure µ − ν. We refer to [5, 6, 8] for its definition and
the fundamental properties. In particular, we denote by G(F, µ) the space of (µ − ν) ∗-integrable F
predictable functions. To distinguish the different type of stochastic integrals, we mention the stochastic
integral with respect to a compensated integer valued random measure µ− ν as stochastic ∗-integral,
whilst the stochastic integral with respect to a semimartingale will be mentioned as stochastic -integral.
Caution. Note that some same notations are used in different parts of the paper for different meaning,
especially the notations X, Y,H,G, S, T , µ or ν.
3 Finite predictable constraint
This section is devoted to the condition of finite predictable constraint for integer valued random
measures. Recall that F is a filtration on the probability space (Ω,A,P), satisfying the usual conditions.
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3.1 Martingale projection property
When we compute the predictable bracket [Y,M ]F·p for two local martingales M,Y (M being, say,
locally bounded), we may need to substitute Y by its "orthogonal" projection onto the stable space
generated by M :
[Y,M ]F·p = [H M,M ]F·p,
with a stochastic integral H M with respect to M . It is however not always possible, as explained in
[1]. On the other hand, as a consequence of [6, Theorem (3.75)], we have a general projection formula
for stochastic ∗-integrals.
Lemma 3.1 Let M be a multiple dimensional purely discontinuous (P,F) local martingale. Let µ be
its jump measure with (P,F) compensator ν. For any real (P,F) local martingale Y such that [Y,M ]
is (P,F) locally integrable. There exists a g ∈ G(F, µ) such that [g∗(µ− ν),M ] is locally integrable and
[Y,M ]F·p = [g∗(µ− ν),M ]
F·p.
Proof. Denote by M the Dolean-Dade measure associated with µ. Let (Un)n∈N be a sequence of F
stopping times, tending to the infinity, such that E[
∫ Un
0
|d[Y,Mh]|] <∞ for every component Mh of M
and for every n ∈ N. This implies
M[|∆Y ||xh|1 [0,Un]] = E[
∑
0<s≤Un
|∆sY ∆sMh|1 {∆sM 6=0}] = E[
∫ Un
0
|d[Y,Mh]|] <∞.
With the notations in [6, Theorem (3.75)] let
U = M[∆Y |P˜ ], g = U +
Û
1− a
, V = ∆Y − U.
Then, g ∈ G(F, µ) and
Y = g∗(µ− ν) + V ∗µ+ Y
′,
where Y ′ is a local martingale pathwisely orthogonal to M , i.e. [Y ′,M ] ≡ 0. Consider [V ∗µ,Mh]. We
have
E[
∫ Un
0
|d[V ∗µ,Mh]|] = E[
∑
0<s≤Un
|(∆sY − U(s,∆sM))∆sMh|1 {∆sM 6=0}]
≤ E[
∑
0<s≤Un
|∆sY∆sMh|1 {∆sM 6=0}] + E[
∑
0<s≤Un
|U(s,∆sM)∆sMh|1 {∆sM 6=0}]
= M[|∆Y ||xh|1 [0,Un]] +M[|U ||xh|1 [0,Un]]
≤ 2M[|∆Y ||xh|1 [0,Un]] <∞.
This means that [V ∗µ,Mh]
F·p is defined. But for any F stopping time S,
E[[V ∗µ,Mh]S∧Un] = M[(∆Y − U)xh1 [0,S∧Un]] = 0,
i.e. [V ∗µ,Mh]
F·p = 0. As [Y,Mh]
F·p exists, necessarily [g∗(µ− ν),Mh]
F·p exists and
[Y,M ]F·p = [g∗(µ− ν),M ]
F·p.
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In the light of Lemma 3.1, we understand that, to have the martingale projection property for stochastic
-integrals, it is enough to find conditions which make the stochastic ∗-integrals g∗(µ − ν) to become
stochastic -integrals H M .
3.2 The definition
We now study the general problem of the transformation from stochastic ∗-integrals into stochastic -
integrals. We recall the basic vocabulary about integer valued random measures. Let E be an Euclidean
space. An F optional random measure µ on R+ × E is said to be integer valued (cf. [5, 6]), if there
exists an F optional thin set D (the time support set) and an E-valued F optional process β (the space
location process) such that
µ[A] =
∑
s>0
1 {(s,βs)∈A}1 {s∈D}, ∀A ∈ B(R+ × E).
We make use of the results in [5, Chapiter XI section 1], also in [8, Chapiter II section 1]. In this paper,
the integer valued random measures µ are always supposed to be σ-finite on the predictable σ-algebra
and to have an F compensator ν satisfying
ν[{0} × E] = ν[R+ × {0}] = 0, (|x|
2 ∧ 1)∗νt <∞, t ∈ R+. (1)
Note that these conditions are satisfied by the jump measure of any semimartingale (cf. [8, Chapter
II, Proposition 2.9]). Recall that G(F, µ) denotes the (µ− ν) ∗-integrable predictable functions.
Here is the notion which makes the transformation from stochastic ∗-integrals into stochastic -integrals
possible.
Definition 3.2 We say that an integer valued F optional random measure µ satisfies the finite predic-
table constraint condition, if the space location process β is confined in a finite F predictable constraint,
i.e., if there exist a finite number (say n) of E-valued F predictable processes αk, 1 ≤ k ≤ n, such that,
at any time, the value of β coincides with one of the values αk or 0 :
β ∈ {0, α1, . . . , αn}.
Remark 3.3 Note that, in the case of a finite predictable constraint for β, we can modify the E-valued
F predictable constraint processes αk, 1 ≤ k ≤ n, to write
β =
n∑
k=1
αk1 {β=αk} + 01 {β 6=αk,∀k}. (2)
We accept some set {β = αk} empty.
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3.3 The main result
We consider an integer valued random measure µ with its time support D and its space location process
β and its F compensator ν. Suppose the finite predictable constraint condition with the constraint
processes αk, 1 ≤ k ≤ n. Let ek (1 ≤ k ≤ n) be a bounded continuous real function such that
ek(αk) 6= 0 on the time support set D of µ, and |ek(x)| ≤ c(|x| ∧ 1), x ∈ E, for some constant c.
Theorem 3.4 Suppose that µ satisfies the finite F predictable constraint condition with constraint
processes αk, 1 ≤ k ≤ n, satisfying identity (2). Suppose D ⊂ {β 6= 0}. For 1 ≤ k ≤ n, let ek be the
above defined functions.
1. Let uk(s, x) = ek(x)1 {x=αk,s}, s ≥ 0, x ∈ E, and Xk = uk∗(µ − ν), 1 ≤ k ≤ n. Then, Xk are
well-defined locally bounded F local martingales.
2. For an element g ∈ G(F, µ), let g(·,α)
e(α)
1 {e(α)6=0} denote the vector valued process composed of
g(·, αk)
1
ek(αk)
1 {ek(αk)6=0}, 1 ≤ k ≤ n. Then,
g(·,α)
e(α)
1 {e(α)6=0} is integrable with respect to the vector
valued process X = (Xk)1≤k≤n.
3. For any element g ∈ G(F, µ),
g∗(µ− ν) =
⊤(
g(·, α)
e(α)
1 {e(α)6=0}) X.
We have the identity
{g∗(µ− ν) : g ∈ G(F, µ)} = {
⊤H X : H is X-integrable}.
Proof. Using the notations in [5, Definition 11.16], we must prove that the process (
√∑
s≤t u˜
2
k,s, t ≥ 0)
is locally integrable, where
u˜k = uk(·, β)1 D − ûk.
We consider separately
∑
s≤t,s∈D uk(s, βs)
2 and
∑
s≤t û
2
k,s. For any stopping time T such that E[(|x|
2 ∧
1)∗νT ] <∞, we have
E[
∑
s≤T,s∈D
uk(s, βs)
2] = E[u2k∗µT ] ≤ c
2
E[(|x|2 ∧ 1)∗µT ] = c
2
E[(x2 ∧ 1)∗νT ] <∞.
On the other hand, we know that {ûk 6= 0} is a predictable thin set J (cf. [5, Theorem 11.14]). Hence,
E[
∑
s≤T
û2k,s] = E[
∑
s≤T,s∈J
û2k,s] ≤ E[
∑
s≤T,s∈J
∫
[s]×E
u2kdν] = E[
∫
[0,T ]×E
1 Ju
2
kdν] ≤ c
2
E[
∫
[0,T ]×E
(|x|2∧1)dν] <∞.
Because of the conditions in (1), we conclude that the process (
√∑
s≤t u˜
2
k,s, t ≥ 0) is locally integrable
and the local martingale Xk is well defined.
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With identity (2), necessarily αk′ 6= αk on {β 6= 0, β = αk}, for all k
′ 6= k. As D ⊂ {β 6= 0}, the sets
{s ∈ D, βs = αk}, 1 ≤ k ≤ n, are mutually disjoint, and {s ∈ D, ∀k, βs 6= αk} = ∅. So, for a g ∈ G(F, µ),
for any F stopping time T ,
g(T, βT )1 {T∈D} =
n∑
k=1
g(T, αk,T )1 {βT=αk,T }1 {T∈D}.
We compute the jump at an F totally inaccessible stopping time T on {T <∞}.
∆T (g∗(µ− ν)) = g(T, βT )1 {T∈D} =
∑n
k=1 g(T, αk,T )1 {βT=αk,T }1 {T∈D}
=
∑n
k=1 g(T, αk,T )
1
ek(αk,T )
1 {ek(αk,T )6=0}∆TXk.
We compute next the jump at an F predictable stopping time T on {T <∞}.
∆T (g∗(µ− ν))
= g(T, βT )1 {T∈D} − E[g(T, βT )1 {T∈D}|FT−]
=
∑n
k=1 g(T, αk,T )1 {βT=αk,T }1 {T∈D} − E[
∑n
k=1 g(T, αk,T )1 {βT=αk,T }1 {T∈D}|FT−]
=
∑n
k=1 g(T, αk,T )(1 {βT=αk,T }1 {T∈D} − E[1 {βT=αk,T }1 {T∈D}|FT−])
=
∑n
k=1 g(T, αk,T )
1
ek(αk,T )
(ek(αk,T )1 {βT=αk,T }1 {T∈D} − E[ek(αk,T )1 {βT=αk,T }1 {T∈D}|FT−])
=
∑n
k=1 g(T, αk,T )
1
ek(αk,T )
(ek(βT )1 {βT=αk,T }1 {T∈D} − E[ek(βT )1 {βT=αk,T }1 {T∈D}|FT−])
=
∑n
k=1 g(T, αk,T )
1
ek(αk,T )
1 {ek(αk,T )6=0}∆TXk.
We obtain the identity
∆(g∗(µ− ν)) =
n∑
k=1
g(·, αk)
1
ek(αk)
1 {ek(αk)6=0}∆Xk.
This identity shows firstly that the process g(·,α)
e(α)
1 {e(α)6=0} is X-integrable. Secondly, by [5, Theorem
7.23], we have the equality
g∗(µ− ν) =
⊤
(
g(·, α)
e(α)
1 {e(α)6=0}
)
X.
3.4 Case of random measure with accessible time support
To represent the space of stochastic ∗-integrals {g∗(µ− ν) : g ∈ G(µ)} with stochastic -integrals under
the finite predictable constraint condition, we may employ different "representation" local martingales
than that defined in Theorem 3.4, especially when µ is the jump measure of a local martingale.
Consider an integer valued random measure µ with compensator ν. We now cut the process β into pieces
in time and in space. Suppose that there exist a sequence of mutually avoiding F predictable stopping
times (Tn)1≤n<N (N ≤ ∞) such that the time support set is given by D = (∪1≤n<N[Tn]) ∩ {β 6= 0}.
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We consider the family of random variables (βTn , 1 ≤ n < N). Suppose in addition that there exist a
positive integer n such that, for every 1 ≤ n < N, there exist E-valued FTn− measurable αn,k, 1 ≤ k ≤ n,
and an FTn measurable partition (An,1, . . . , An,n) (possibly some empty sets) such that βTn is cut into
βTn =
n∑
k=1
αn,k1 An,k . (3)
Let (an)1≤n<N be any series of non vanishing random variables such that an ∈ FTn− and the following
expression
Yk =
N−∑
n=1
an(1 An,k1 [Tn,∞) − (1 An,k1 [Tn,∞))
F·p), 1 ≤ k ≤ n,
defines an n-dimensional F local martingale Y . Set αk =
∑N−
n=1 αn,k1 [Tn], 1 ≤ k ≤ n, and G =∑N−
n=1
1
an
1 [Tn]. For any g ∈ G(F, µ), denote by g(·, α)1 {α6=0} the vector valued process (g(·, αk)1 {αk 6=0})1≤k≤n.
Theorem 3.5 Under the above conditions, for any g ∈ G(F, µ), Gg(·, α)1 {α6=0} is Y -integrable and
g∗(µ− ν) = G
⊤g(·, α)1 {α6=0}  Y.
Remark 3.6 If β satisfies condition (3), (a version of) β satisfied the finite predictable constraint.
Proof. For g ∈ G(F, µ), as in the proof of Theorem 3.4, we compute the jumps at one of the F
predictable stopping times T = Tn <∞ (1 ≤ n < N).
∆T (g∗(µ− ν))
= g(T, βT )1 {T∈D} − E[g(T, βT )1 {T∈D}|FT−]
= g(T, βT )1 {βT 6=0} − E[g(T, βT )1 {βT 6=0}|FT−]
=
∑n
k=1 g(T, αk,T )1 An,k1 {αk,T 6=0} − E[
∑n
k=1 g(T, αk,T )1 An,k1 {αk,T 6=0}|FT−]
=
∑n
k=1 g(T, αk,T )1 {αk,T 6=0}(1 An,k − E[1 An,k |FT−])
=
∑n
k=1 g(T, αk,T )1 {αk,T 6=0}
1
an
∆TYk
=
∑n
k=1 g(T, αk,T )1 {αk,T 6=0}GT ∆TYk.
From this jump identity, we conclude that Gg(·, α)1 {α6=0} is Y -integrable, and, by [5, Theorem 7.23],
g∗(µ− ν) = G
⊤(g(·, α)1 {α6=0})  Y.
Suppose, on top of the conditions in Theorem 3.5, that, for a d-dimensional F purely discontinuous
local martingale M , D = {∆M 6= 0} and β = ∆M . For a fixed 1 ≤ n < N, let us view the FTn−
measurable random variables as constants and consider the space Ln of real functions generated by
the indicators 1 An,k , 1 ≤ k ≤ n. The space Ln is of finite dimension and there exists a natural linear
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map from Rn (FTn− measurable random variables being constant) onto the space Ln. Condition (3)
says that the components ∆TnMi, 1 ≤ i ≤ d, of ∆TnM are elements in the space Ln :
∆TnMi =
n∑
k=1
αn,i,k1 An,k ,
where αn,i,k denotes the ith component of αn,k ∈ R
d. Introduce the (vertical) vectors γn,i of the
components (αn,i,k)1≤k≤n (γn,i being a representative of ∆TnMi in R
n). Denote pn,k = E[1 An,k |FTn−]
and pn the (vertical) vectors of the components (pn,k)1≤k≤n. We have for 1 ≤ i ≤ d
0 = E[∆TnMi|FTn−] =
n∑
k=1
αn,i,kE[1 An,k |FTn−] =
n∑
k=1
αn,i,kpn,k =
⊤γn,ipn,
i.e., γn,i is orthogonal to pn. Let Pn =
∑n
k=1 pn,k1 An,k.
Theorem 3.7 Under the above condition, suppose that the vectors γn,i, 1 ≤ i ≤ d, together with pn
span the whole space Rn (so that ∆TnMi, 1 ≤ i ≤ d, and Pn generates Ln and therefore n ≤ d+1). Then,
for any g ∈ G(F, µ), there exists a matrix valued F predictable process K such that Kg(·, α)1 {α6=0} is
M-integrable and
g∗(µ− ν) =
⊤(Kg(·, α)1 {α6=0}) M.
We have the identity
{g∗(µ− ν) : g ∈ G(F, µ)} = {
⊤H M : H is M-integrable}.
Proof. For g ∈ G(F, µ), as in the preceding proof, we compute the jumps at one of the F predictable
stopping times Tn <∞ (1 ≤ n < N).
∆Tn(g∗(µ− ν)) =
∑n
h=1 g(Tn, αh,Tn)1 {αh,Tn 6=0}(1 An,h − E[1 An,h |FTn−]).
Note that
(1 An,h − E[1 An,h |FTn−]) = (1 An,h − pn,h) =
n∑
k=1
(δh,k − pn,h)1 An,k .
Taking the conditioning with respect to FTn−, we see
n∑
k=1
(δh,k − pn,h)pn,k = 0,
i.e., the vector of components (δh,k − pn,h)1≤k≤n is orthogonal to pn so that there exists a FTn−-
measurable vector Kn,h = (Kn,i,h)1≤i≤d such that
(δh,k − pn,h)1≤k≤n =
d∑
i=1
γn,iKn,i,h,
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or in other words, the image in Ln of the vector (δh,k − pn,h)1≤k≤n is a combination of the ∆UnMi :
(1 An,h − E[1 An,h |FTn−]) =
∑n
k=1(δh,k − pn,h)1 An,k
=
∑n
k=1(
∑d
i=1 γn,iKn,i,h)k1 An,k =
∑n
k=1
∑d
i=1 αn,i,kKn,i,h1 An,k
=
∑d
i=1Kn,i,h
∑n
k=1 αn,i,k1 An,k =
∑d
i=1Kn,i,h∆TnMi =
⊤Kn,h∆TnM.
Hence,
∆Tn(g∗(µ− ν)) =
∑n
h=1 g(Tn, αh,Tn)1 {αh,Tn 6=0}(1 An,h − E[1 An,h |FTn−])
=
∑n
h=1 g(Tn, αh,Tn)1 {αh,Tn 6=0}
⊤Kn,h∆TnM.
Set Kn to be the matrix (Kn,i,h)1≤i≤d,1≤h≤n and K =
∑N−
n=1Kn1 [Tn]. The above jump identity implies
that Kg(·, α)1 {α6=0} is M-integrable, and, by [5, Theorem 7.23],
g∗(µ− ν) =
⊤(Kg(·, α)1 {α6=0}) M.
To finish the proof, we recall that Mh = xh∗(µ− ν).
3.5 Case of totally inaccessible support
Consider always an integer valued random measure µ with its compensator ν, satisfying the finite
predictable constraint condition with constraint processes αk, 1 ≤ k ≤ n, satisfying identity (2).
Suppose that D = {β 6= 0} = ∪1≤n<N[Sn], where Sn are mutually avoiding F totally inaccessible
stopping times and N an finite or infinite integer.
Suppose in addition that, for a d-dimensional F purely discontinuous local martingale M , D = {∆M 6=
0} and β = ∆M . (M is then quasi-left continuous. See [5, Theorem 4.23]). The processes αk are
therefore d-dimensional vectors. Let αi,k denote the ith component of αk for 1 ≤ i ≤ d. As in the
preceding paragraph, we define the vector γi, 1 ≤ i ≤ d, to be the vector of the components (αi,k)1≤k≤n.
Denote by γ the matrix of columns γi’s.
Theorem 3.8 Under the above conditions, suppose that, for any Sn, the vectors γi,Sn, 1 ≤ i ≤ d, span
the whole space Rn (so that n ≤ d). Then, for any g ∈ G(F, µ), there exists a matrix valued F predictable
process K such that Kg(·, α)1 {α6=0} is M-integrable and
g∗(µ− ν) =
⊤(Kg(·, α)1 {α6=0}) M.
We have the identity
{g∗(µ− ν) : g ∈ G(F, µ)} = {
⊤H M : H is M-integrable}.
Proof. Consider the canonical basis (ǫ1, . . . , ǫn) in R
n. Note that the set
A = {γi, 1 ≤ i ≤ d, span the whole space R
n}
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is F predictable. There exists an F predictable d× n-matrix valued process K such that
(ǫ1, . . . , ǫn) = γK on A.
For any element g ∈ G(F, µ), we compute the jump at a stopping time Sn <∞.
∆Sn(g∗(µ− ν)) = g(Sn, βSn) =
∑n
h=1 g(Sn, αh,Sn)1 {αh,Sn 6=0}1 {βSn=αh,Sn}.
Note (as in the preceding proof) that
1 {βSn=αh,Sn} =
∑n
k=1 δh,k1 {βSn=αk,Sn} =
∑n
k=1
∑d
i=1 γi,k,SnKi,h,Sn1 {βSn=αk,Sn}
=
∑n
k=1
∑d
i=1 αi,k,SnKi,h,Sn1 {βSn=αk,Sn} =
∑d
i=1Ki,h,Sn
∑n
k=1 αi,k,Sn1 {βSn=αk,Sn}
=
∑d
i=1Ki,h,Sn∆SnMi.
We conclude
∆Sn(g∗(µ− ν)) =
∑n
h=1 g(Sn, αh,Sn)1 {αh,Sn 6=0}
∑d
i=1Ki,h,Sn∆SnMi
= ⊤(g(·, α)1 {α6=0})Sn
⊤KSn∆SnM.
This jump identity implies that Kg(·, α)1 {α6=0} is M-integrable, and, by [5, Theorem 7.23],
g∗(µ− ν) =
⊤(Kg(·, α)1 {α6=0}) M.
4 Martingale representation property
Fix a stochastic basis (Ω,F,P).
Definition 4.1 We say that the martingale representation property holds in the filtration F (under
the probability P) with respect to a d-dimensional representation process W , if W is a (P,F) local
martingale, and all (P,F) local martingale is a stochastic integral with respect to W . We also say
that W possesses the martingale representation property in F. We say simply that the martingale
representation property holds in F, if there exists some (P,F) local martingale which possesses the
martingale representation property in F.
4.1 Conditional multiplicity
The martingale representation property imposes finite conditional multiplicity of FR with respect to
FR− (a notion introduced in [3, section 3] to quantify the randomness of FR when FR− is given).
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Lemma 4.2 Suppose the martingale representation property in F with a d-dimensional representation
process W . Let R be a F stopping time. Consider the random variables in FR− as constants. If R is
predictable, the family of random variables ∆RWh, 1 ≤ h ≤ d, generates on {R < ∞} (modulo FR−)
all integrable random variables ξ in FR whose conditional expectation E[ξ|FR−] = 0. If R is totally
inaccessible, the family of ∆RWh, 1 ≤ h ≤ d generates on {R < ∞} (modulo FR−) all integrable
random variables ξ in FR.
Proof. For any integrable ξ ∈ FR, the process ξ1 [R,∞) − (ξ1 [R,∞))
F·p is a martingale. By martingale
representation property, there exists an F-predictable process H such that ξ1 [T,∞) − (ξ1 [T,∞))
F·p =
⊤H W . Therefore,
ξ =
d∑
h=1
(HR)h∆RWh +∆R(ξ1 [R,∞))
F·p
on {R < ∞}. If R is predictable and E[ξ|FR−] = 0, the process (ξ1 [R,∞))
F·p = 0. If R is totally
inaccessible, ∆R(ξ1 [R,∞))
F·p = 0. The lemma is proved.
Lemma 4.3 Suppose the martingale representation property in F with a d-dimensional representation
process W . If R is F predictable, there exists a partition (A0, A1, A2, . . . , Ad) (where some Ai may be
empty) such that
FR = FR− ∨ σ(A0, A1, A2, . . . , Ad),
i.e. the conditional multiplicity of FR with respect to FR− is equal to or smaller then d + 1. If R is
(P,F) totally inaccessible, there exists a partition (B1, B2, . . . , Bd) (where some Bj may be empty) such
that
FR = FR− ∨ σ(B1, B2, . . . , Bd),
i.e. the conditional multiplicity of FR with respect to FR− is equal to or smaller then d.
Proof. Consider the case of a predictable R. Because of Lemma 4.2, we can apply [3, Proposition 12]
to have a partition (A′0, A
′
1, A
′
2, . . . , A
′
d) of {R <∞} such that
{R <∞} ∩ FR = {R <∞} ∩ (FR− ∨ σ(A
′
0, A
′
1, A
′
2, . . . , A
′
d)).
Since {R = ∞} ∩ FR = {R = ∞} ∩ FR−, the lemma is verified, if we take Ai = A
′
i for 0 ≤ i < d and
Ad = A
′
d ∪ {R = ∞}.
The case of a totally inaccessible R can be dealt with similarly.
4.2 A separation technique
When we make computation with the martingale representation property, we often need to extract
information about a particular stopping time from an entire stochastic integral. We will need the
following technique which separates a stopping time from others in a martingale representation.
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Suppose the martingale representation property in F with a representation processW . Then, the (P,F)
local martingale X takes all the form ⊤H W for some W -integrable predictable process H . We call
(any version of) the process H the coefficient of X in its martingale representation with respect to the
process W . This appellation extends naturally to vector valued local martingales.
Lemma 4.4 Let R be any F stopping time. Let ξ ∈ L1(P,FR). Let H denote any coefficient of the
(P,F) martingale ξ1 [R,∞) − (ξ1 [R,∞))
F·p in its martingale representation with respect to W .
1. If R is predictable, the two predictable processes H and H1 [R] are in the same equivalent class
with respect to W , whose value is determined by the equation on {R <∞}
⊤HR∆RW = ξ − E[ξ|FR−].
2. If R is totally inaccessible, the process H satisfies the equations on {R <∞}
⊤HR∆RW = ξ, and
⊤HS∆SW = 0 on {S 6= R},
for any F stopping time S.
Proof. Let us consider only a totally inaccessible stopping time R. In this case, (ξ1 [R,∞))
F·p is conti-
nuous. Computing the jump at R and at S in the equation
ξ1 [R,∞) − (ξ1 [R,∞))
F·p = ⊤H W,
we prove the assertions.
4.3 Representation process reconstituted
As mentioned before, when we make computations under the martingale representation property, we
are not restricted to work with the initially given representation process W . In choosing suitable
representation process, we can render the computations with martingale representation much easier.
Definition 4.5 For a multi-dimensional F local martingale X, we say that it has pathwisely orthogonal
components, if [Xi, Xj] = 0 for i 6= j. For a measurable set A, we say that X has pathwisely orthogonal
components outside of A, if 1 Ac  [Xi, Xj] = 0 for i 6= j.
Suppose in the rest of this section that the martingale representation property holds in F with a
d-dimensional representation process W . The following lemma is well-known (cf. [4]).
Lemma 4.6 There exists a continuous d-dimensional F local martingale X ′ which generates the same
stable space as that generated by the components of W c, but with pathwisely orthogonal components
(some of the components may be identically null).
15
Consider the purely discontinuous part W d. We introduce the following notations. Let (Sn)1≤n<Ni
(Ni ≤ ∞) (resp. (Tn)1≤n<Na) be a sequence of (P,F) totally inaccessible (resp. strictly positive (P,F)
predictable) stopping times such that [Sn] ∩ [Sn′] = ∅ for n 6= n
′ and {s ≥ 0 : ∆sW
di 6= 0} ⊂ ∪n≥1[Sn]
(resp. [Tn] ∩ [Tn′ ] = ∅ for n 6= n
′ and {s ≥ 0 : ∆sW
da 6= 0} ⊂ ∪n≥1[Tn]).
For 1 ≤ n′ < Na, for 1 ≤ n < Ni, we find and enumerate the partition sets defined in Lemma 4.3 for
the stopping times Tn′ or Sn : (An′,0, An′,1, An′,2, . . . , An′,d) and (Bn,1, Bn,2, . . . , Bn,d) (where some Ah′
and Bh may be empty) such that
FTn′ = FTn′− ∨ σ(An′,0, An′,1, An′,2, . . . , An′,d) and FSn = FSn− ∨ σ(Bn,1, Bn,2, . . . , Bn,d).
Let
pn′,h′ = P[An′,h′|FTn′−] and qn,h = P[Bn,h|FSn−], 0 ≤ h
′ ≤ d, 1 ≤ h ≤ d.
Let
vn′,h′ ∈ FTn− and respectively wn,h ∈ FSn−
be the vector value of ∆Tn′W on An′,h′ and respectively the vector value of ∆SnW on Bn,h (cf. Lemma
4.3). We define real processes
X ′′h′ =
∑
1≤n′<Na
1
2n
(1 An′,h′1 [Tn′ ,∞) − (1 An′,h′1 [Tn′ ,∞))
F·p), 0 ≤ h′ ≤ d. (4)
We define d-dimensional vector valued processes
X ′′′h =
∑
1≤n<Ni
1
2n
(wn,h1 Bn,h1 [Sn,∞) − (wn,h1 Bn,h1 [Sn,∞))
F·p), 1 ≤ h ≤ d, (5)
(which is well-defined). Let X be a multi-dimensional local martingale whose components incorporate
the processes X ′, X ′′, X ′′′.
Theorem 4.7 The process X has the martingale representation property in F under P.
Proof. Let Y be a (real) bounded (P,F) martingale orthogonal to the components of X. The bracket
[Y,X ] is a vector valued (P,F) local martingales. By the martingale representation property of W in
(P,F), Y takes the form Y = ⊤H W for some vector valued F predictable process H . The computation
of the bracket gives
[Y,X ′′h ] =
∑
1≤n<Na
1
2n
[Y, 1 An,h1 [Tn,∞) − (1 An,h1 [Tn,∞))
F·p]
=
∑
1≤n<Na
1
2n
⊤H  [W, 1 An,h1 [Tn,∞) − (1 An,h1 [Tn,∞))
F·p]
=
∑
1≤n<Na
1
2n
⊤HTn∆TnW (1 An,h − pn,h)1 [Tn,∞)
=
∑
1≤n<Na
1
2n
⊤HTn∆TnW1 An,h1 [Tn,∞) −
∑
1≤n<Na
1
2n
⊤HTn∆TnWpn,h1 [Tn,∞)
=
∑
1≤n<Na
1
2n
⊤HTnvn,h1 An,h1 [Tn,∞) −
∑
1≤n<Na
1
2n
⊤HTn∆TnWpn,h1 [Tn,∞).
It is a (P,F) local martingale. For every 1 ≤ n < Na, taking the stochastic integral of the predictable
process 1 [Tn] with respect to this local martingale, we see that each term
1
2n
⊤HTnvn,h1 An,h1 [Tn,∞) −
1
2n
⊤HTn∆TnWpn,h1 [Tn,∞)
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is itself a local martingale. Taking the predictable dual projection, we obtain
1
2n
⊤HTnvn,hpn,h1 [Tn,∞) ≡ 0 (a null process),
because E[⊤HTn∆TnW |FTn] = 0 and vn,h ∈ FTn−. Consequently
⊤HTnvn,h1 An,h = 0 on {Tn <∞}. This
being true for any 0 ≤ h ≤ d, we can write
∆TnY =
⊤HTn∆TnW =
∑d
h=0
⊤HTn∆TnW1 An,h
=
∑d
h=0
⊤HTnvn,h1 An,h = 0, on {Tn <∞}.
In the same way,
[Y,X ′′′h ] =
∑
1≤n<Ni
1
2n
[Y, wn,h1 Bn,h1 [Sn,∞) − (wn,h1 Bn,h1 [Sn,∞))
F·p]
=
∑
1≤n<Ni
1
2n
[Y, wn,h1 Bn,h1 [Sn,∞)] because (wn,h1 Bn,h1 [Sn,∞))
F·p is continuous,
=
∑
1≤n<Na
wn,h
2n
⊤HSn∆SnW 1 Bn,h1 [Sn,∞)
=
∑
1≤n<Na
wn,h
2n
⊤HSnwn,h 1 Bn,h1 [Sn,∞)
is a local martingale. For 1 ≤ i < Ni, set Ji the coefficient of 1 Bi,h1 [Si,∞) − (1 Bi,h1 [R,∞))
F·p in its
martingale representation with respect to W . By Lemma 4.4,
⊤Ji
(∑
1≤n<Na
wn,h
2n
⊤HSnwn,h 1 Bn,h1 [Sn,∞)
)
=
∑
1≤n<Na
⊤Ji,Snwn,h
2n
⊤HSnwn,h 1 Bn,h1 [Sn,∞)
= 1
2i
⊤Ji,Siwi,h
⊤HSiwi,h 1 Bi,h1 [Si,∞) =
1
2i
⊤HSiwi,h 1 Bi,h1 [Si,∞).
By assumption, it is a (P,F) local martingale. Hence, 1
2i
⊤(HSiwn,hqn,h1 [Sn,∞))
F·p is a null process.
Repeating the reasoning in the preceding paragraphs, we conclude that ⊤HSiwi,h1 Bi,h = 0 so that
∆SiY = 0.
Hence Y is a continuous martingale. As the continuous components X ′ generate W c, the bracket
⊤H  〈W c,W ck〉, 1 ≤ k ≤ d, is a local martingale, which must be null. Consequently H W
c = 0. This
proves the theorem, according to [6, Corollaire(4.12)].
4.4 The finite predictable constraint condition of representation processes
Under the martingale representation property, the representation processes satisfy the finite predictable
constraint. This can result from [6, Théorème 4.80]. For our account of the martingale representation
property to be complete, to follow the logic of the present paper, we give here a brief description of
this result, in terms of the processes X ′′, X ′′′.
Lemma 4.8 There exist a finite number n′′ of d+1-dimensional F predictable process α′′k, 1 ≤ k ≤ n
′′,
such that
∆X ′′1 {∆X′′ 6=0} =
n′′∑
k=1
α′′k1 {∆X′′=α′′k}.
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Proof. It is enough to notice that, for every component
X ′′h =
∑
1≤n<Na
1
2n
(1 An,h1 [Tn,∞) − (1 An,h1 [Tn,∞))
F·p) =
∑
1≤n<Na
1
2n
(1 An,h − pn,h)1 [Tn,∞),
0 ≤ h ≤ d, the jump process ∆X ′′h takes one of the three values 0, ζh,1, ζh,2, where
ζh,1 =
∑
1≤n<Na
1
2n
(1− pn,h)1 [Tn], ζh,2 =
∑
1≤n<Na
1
2n
(−pn,h)1 [Tn],
which are F predictable processes.
Lemma 4.9 Suppose that W is locally square integrable. There exist a finite number n′′′ of d × d-
dimensional F predictable process α′′′k , 1 ≤ k ≤ n
′′′, such that
∆X ′′′1 {∆X′′′ 6=0} =
n′′′∑
k=1
α′′′k 1 {∆X′′′=α′′′k }.
Proof. Notice that X ′′′ is here locally square integrable. For 1 ≤ h ≤ d, let µ be the jump measure
of X ′′′h with F compensator ν. We consider, for 1 ≤ i, j ≤ d, the local martingale xixj∗(µ− ν) and its
representation by X. By the pathwise orthogonality, its representation depends only on X ′′′h . Hence,
there exists a F predictable process Hj, 1 ≤ j ≤ d, such that
⊤Hj X
′′′
h = xixj∗(µ− ν).
Computing the jumps, we obtain
d∑
k=1
Hj,k∆X
′′′
h,k = ∆X
′′′
h,i∆X
′′′
h,j, 1 ≤ j ≤ d.
This means that, if ∆X ′′′h 6= 0, ∆X
′′′
h,i is a root of the characteristic polynomial of the matrix of
components (Hj,k)1≤j,k≤d. Applying [2, Theorem 2.2], there exists F predictable processes (ζ1, . . . , ζd)
such that
∆X ′′′h,i
d∏
j=1
(∆X ′′′h,i − ζj) = 0.
The lemma can now be deduced from this property.
Theorem 4.10 Suppose that W has the martingale representation property in F under P. Then, the
process W satisfies the finite F predictable constraint condition. More precisely, there exist a finite
number n of d-dimensional F predictable process αk, 1 ≤ k ≤ n, such that
∆W1 {∆W 6=0} =
n∑
k=1
αk1 {∆W=αk}.
Proof. If W is locally square integrable, the theorem is the consequence of the representation of
W by X (Theorem 4.7) and of Lemma 4.8 and Lemma 4.9. If not, let T > 0 be a constant. Let
W ∗T = sups≤T |Ws|. Let η = e
−W ∗
T and let (ηt)t∈[0,T ] be the associated (P,F) bounded martingale. Let
P = η.P and
W = W −
1
η−
〈η,W 〉P·F.
The process W is locally square integrable under P on the interval [0, T ], and by [9], W possesses the
martingale representation property in F under P. There exist, therefore, a finite number n (independent
of T ) of F predictable processes (ζ1, . . . , ζn) such that
∆W ∈ {0, ζ1, . . . . . . , ζn}
on [0, T ], or equivalently
∆W ∈ {0, ζ1 +
1
η−
∆〈η,W 〉P·F, . . . . . . , ζn +
1
η−
∆〈η,W 〉P·F}
on [0, T ]. The theorem is deduced from this property.
Corollary 4.11 Lemma 4.9 remain available, without the local square integrability of W .
4.5 Another modification of the representation process
The process X ′′′ is not always locally bounded and has not necessarily pathwisely orthogonal compo-
nents. With the finite predictable constraint condition, we can modify it to have the boundedness and
the pathwise orthogonality.
Consider the process α′′′ in Lemma 4.9 (cf. Corollary 4.11). Let µ be the jump measure of X ′′′ with F
compensator ν. Let ek, uk, 1 ≤ k ≤ n
′′′, be the function in Theorem 3.4 relative to α′′′. Let
X◦k = uk∗(µ− ν), 1 ≤ k ≤ n
′′′.
The local martingales X◦k are mutually pathwisely orthogonal.
Lemma 4.12 For any X ′′′-integrable F predictable process H,
⊤H X ′′′ = ⊤H
α′′′
e(α′′′)
1 {e(α′′′)6=0} X
◦.
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Proof. We have, by [5, Theorem 11.23 and 11.24],
⊤H X ′′′ = ⊤H  (x∗(µ− ν)) =
⊤Hx∗(µ− ν).
Applying Theorem 3.4, we see that ⊤H α
′′′
e(α′′′)
1 {e(α′′′)6=0} is X
◦-integrable and
⊤H X ′′′ = ⊤H
α′′′
e(α′′′)
1 {e(α′′′)6=0} X
◦.
Corollary 4.13 The process (X ′, X ′′, X◦) possesses the martingale representation property in F under
P.
Remark 4.14 We note that (X ′, X ′′, X◦) is a locally bounded process. The three processes X ′, X ′′, X◦
are mutually pathwisely orthogonal. The components of the processes X ′, X◦ are pathwisely ortho-
gonal. The path of X ′′ is of finite variation. Let H be a (X ′, X ′′, X◦)-integrable predictable process.
The process H is naturally cut into three parts (H ′, H ′′, H ′′′) corresponding to (X ′, X ′′, X◦). By the
pathwise orthogonality, H ′h is X
′
h-integrable for 1 ≤ h ≤ d, H
′′ is X ′′-integrable, H ′′′h is X
◦
h-integrable
for 1 ≤ h ≤ n′′′.
Theorem 4.15 If the martingale representation property holds in F under P, there exists always
a locally bounded representation process, which has pathwisely orthogonal components outside of a
predictable thin set.
5 Fully viable market expansion and the drift multiplier as-
sumption
5.1 The setting
Let G = (Gt)t≥0 be a second filtration of sub-σ-algebras of A, containing F, i.e., Gt ⊃ Ft for t ≥ 0. We
call G an expansion (or an enlargement) of the filtration F.
5.1.1 Local martingale deflator
We recall the notion of deflator.
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Definition 5.1 Let T be a G stopping time. We call a strictly positive G adapted real process Y with
Y0 = 1, a local martingale deflator on the time horizon [0, T ] for a (multi-dimensional) (P,G) special
semimartingale X, if the processes Y and Y X are (P,G) local martingales on [0, T ].
This is a notion of no-arbitrage condition. Actually, the existence of local martingale deflators is
equivalent to the no-arbitrage conditions NUPBR and NA1 (cf. [11, 12, 15, 17]). We know that, when the
no-arbitrage condition NUPBR is satisfied, the market is viable, and vice versa.
5.1.2 Full viability
We consider in this section the following assumption. Let T be a G stopping time.
Assumption 5.2 (Full viability on [0, T ]) The expansion from F to G is fully viable on [0, T ]. This
means that, for any strictly positive F local martingale X, X has the no-arbitrage property of the first
kind in G on [0, T ], i.e. X has a (local martingale) deflator in G on [0, T ].
We refer to [11, 12, 13], also to Definition 5.1 below, for the notion of no-arbitrage of the first kind
and the notion of deflator. We can check that, if G is fully viable, the hypothesis(H ′) (cf. [7, 10]) from
F to G is satisfied.
Assumption 5.3 (Hypothesis(H ′) on the time horizon [0, T ]) Every (P,F) local martingale is a
(P,G) semimartingale on [0, T ].
Whenever Hypothesis(H ′) holds, the associated drift operator can be defined.
Lemma 5.4 Suppose hypothesis(H ′) on [0, T ]. Then there exists a linear map Γ from the space of all
(P,F) local martingales into the space of càdlàg G-predictable processes on [0, T ], with finite variation
and null at the origin, such that, for any (P,F) local martingale X, X˜ := X − Γ(X) is a (P,G) local
martingale on [0, T ]. Moreover, if X is an F local martingale and H is an F predictable X-integrable
process, then H is Γ(X)-integrable and Γ(H X) = H  Γ(X) on [0, T ]. The operator Γ will be called
the drift operator.
Proof. Note that, under hypothesis(H ′), for any F local martingale X,X is a special G semimartingale
on [0, T ] (cf. [5, Definition 8.4 and Theorem 8.6]) so that the drift operator is well-defined. The linearity
of Γ is the consequence of the uniqueness of special semimartingale decomposition (cf. [5, Theorem
8.5]). The property of Γ(H X) is the consequence of [9, Lemma 2.2].
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5.1.3 Drift multiplier assumption
But in this paper we are actually interested in the following extra assumption.
Assumption 5.5 (Drift multiplier assumption on [0, T ]) Let T be a G stopping time.
1. The Hypothesis(H ′) is satisfied on the time horizon [0, T ] with a drift operator Γ.
2. There exist N = (N1, . . . , Nn) an n-dimensional (P,F) local martingale, and ϕ an n dimensional
G predictable process such that, for any (P,F) local martingale X, [N,X ]F·p exists, ϕ is [N,X ]F·p-
integrable, and
Γ(X) = ⊤ϕ  [N,X ]F−p
on the time horizon [0, T ].
This section is devoted the proof of the following theorem.
Theorem 5.6 Suppose the martingale representation property in F. Suppose the full viability on [0, T ].
Then, Γ satisfies the drift multiplier assumption on [0, T ].
Proof. It is the consequence of Lemma 5.10, Lemma 5.13, Lemma 5.16 in the next subsections, with
help of Lemma 5.4 and Remark 4.14. In fact, under the martingale representation property in F,
we have a representation process (X ′, X ′′, X◦) defined in Corollary 4.13. For any F local martingale
X, we write X in its representation H ′  X ′ + H ′′  X ′′ + H◦  X◦ with respect to the representation
process (X ′, X ′′, X◦) (cf. Remark 4.14). Let A be any F predictable set such that H ′1 A, H
′′1 A, H
◦1 A
are bounded. By Lemma 5.10, Lemma 5.13, Lemma 5.16, Lemma 5.4 and Remark 4.14, we compute,
on [0, T ],
1 A  Γ(X) = Γ(1 A X) = Γ(1 AH
′
X ′) + Γ(1 AH
′′
X ′′) + Γ(1 AH
◦
X◦)
=
∑
h Γ(1 AH
′
h X
′
h) + Γ(1 AH
′′
X ′′) +
∑
h Γ(1 AH
◦
h X
◦
h)
=
∑
h 1 AH
′
h  Γ(X
′
h) + 1 AH
′′
 Γ(X ′′) +
∑
h 1 AH
◦
h  Γ(X
◦
h)
=
∑
h 1 AH
′
hG
′
h  [X
′
h, X
′
h]
F·p + 1 AH
′′⊤ϕ′′  [N ′′, X ′′h ]
F·p +
∑
h 1 AH
◦
hG
◦
h  [X
◦
h, X
◦
h]
F·p
=
∑
h 1 AG
′
h  [X
′
h, H
′
h X
′
h]
F·p + 1 A
⊤ϕ′′  [N ′′, H ′′h X
′′
h ]
F·p +
∑
h 1 AG
◦
h  [X
◦
h, H
◦
h X
◦
h]
F·p
=
∑
h 1 AG
′
h  [X
′
h, X ]
F·p + 1 A
⊤ϕ′′  [N ′′, X ]F·p +
∑
h 1 AG
◦
h  [X
◦
h, X ]
F·p.
This proves first of all the necessary integrability conditions and then the theorem.
5.2 General consequences of the full viability
We begin with an immediate consequence of the full viability on the drift operator.
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Lemma 5.7 Let T be a G stopping time. Suppose that the expansion is fully viable on [0, T ]. For any
F locally bounded local martingale X, there exists a strictly positive G local martingale Y such that
Γ(X) = −
1
Y−
 [Y,X ]G·p on [0, T ].
Proof. For any F stopping time T ′ such that XT
′
is bounded, for some a > 0, a|∆X| < 1 on [0, T ′].
Let S = E(aX) which is strictly positive. By the full viability, there exists a strictly positive G local
martingale Y such that Y S is a G local martingale on [0, T ′ ∧ T ]. The lemma is the consequence of
the integration by parts formula
Y S = Y0S0 + S−  Y + Y−  S + [Y, S] or equivalently
aY−S− X + aS−  [Y,X ] = Y S − Y0S0 − S−  Y on [0, T
′ ∧ T ].
Lemma 5.8 Suppose the full viability of the expansion on [0, T ]. For any F locally bounded F optional
process A with finite variation, there exists a strictly positive G local martingale Y such that
(Y  A)G·p = Y−  A
F·p on [0, T ].
Consequently AG·p is absolutely continuous with respect to AF·p on [0, T ].
Proof. For any F stopping time T ′ > 0 such that AT
′
is bounded, for some a > 0, S = E(a(A−AF·p))
is strictly positive on [0, T ′]. There exists a strictly positive G local martingale Y such that Y S is a G
local martingale on [0, T ′ ∧ T ]. Write the integration by parts formula
Y S = Y0S0 + S−  Y + Y  S or equivalently
aY S− A− aY S−  A
F·p = Y S − Y0S0 − S−  Y
on [0, T ′ ∧ T ]. Consequently,
(Y A)G·p = (Y  AF·p)G·p = G·p(Y ) AF·p = Y−  A
F·p
on [0, T ′ ∧ T ].
We now apply Lemma 5.8 to view the F totally inaccessible stopping times.
Corollary 5.9 Suppose the full viability of the expansion on [0, T ]. For any F totally inaccessible
stopping time S, there exists a strictly positive G local martingale Y such that
(YS1 [S,∞))
G·p = Y−  (1 [S,∞))
F·p
on [0, T ]. Consequently (1 [S,∞))
G·p is absolutely continuous with respect to (1 [S,∞))
F·p on [0, T ], and
S{S≤T} is G totally inaccessible.
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5.3 Drift of X ′
We suppose for the rest of this paper the martingale representation property in F with a d-dimensional
representation process and the full viability of the expansion on [0, T ]. We use the reconstituted repre-
sentation process (X ′, X ′′, X◦) in Corollary 4.13. We will compute successively the drifts Γ(X ′),Γ(X ′′)
and Γ(X◦).
We begin with the computation of Γ(X ′) which is simple.
Lemma 5.10 For 1 ≤ h ≤ d, there exists a G predictable process G′h such that
Γ(X ′h) = G
′
h  [X
′
h, X
′
h]
F·p on [0, T ].
Proof. Let Y be defined in Lemma 5.7 for X ′h. By the path continuity, by [1], there exists a G
predictable process H such that
[Y,X ′h]
G·p = [H  X˜ ′h, X˜
′
h] = H  [X˜
′
h, X˜
′
h] = H  [X
′
h, X
′
h] = H  [X
′
h, X
′
h]
F·p
on [0, T ]. Applying Lemma 5.7, we prove the lemma.
5.4 Drift of X ′′
The case of Γ(X ′′) is much more involved. Recall the F predictable stopping time Tn and the partition
sets An,h defined in subsection 4.3 for 1 ≤ n < N
a, 0 ≤ h ≤ d. Let µ denote the jump measure of X ′′.
Let ν (resp. ν) be the F (resp. G) compensator of µ. We consider the stochastic ∗-integral in F with
respect to (µ− ν), but also in G with respect to (µ− ν).
Lemma 5.11 We have G(F, µ)1 [0,T ] ⊂ G(G, µ). For g ∈ G(F, µ), on [0, T ],
g∗(µ− ν) = g∗(µ− ν)− Γ(g∗(µ− ν)),
and
Γ(g∗(µ− ν)) =
Na−∑
n=1
(
E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−]− E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−]
)
1 [Tn∞).
In particular, x∗(µ− ν) = X˜
′′ on [0, T ].
Proof. For 1 ≤ n < Na, the process
(g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0} − E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−])1 [Tn∞) = 1 [Tn]  (g∗(µ− ν))
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is a F local martingale. The martingale part in G of this process is given by
(g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0} − E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−])1 [Tn∞)
−E[(g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0} − E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−])|GTn−]1 [Tn∞)
= (g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0} − E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−])1 [Tn∞).
(In particular, this shows that E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−] is well-defined.) By Lemma 5.4, this
implies also
1 [Tn]  Γ(g∗(µ− ν)) = Γ(1 [Tn]  (g∗(µ− ν)))
= (E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−]− E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−])1 [Tn∞)
on [0, T ]. Because Γ(g∗(µ− ν)) is G predictable with finite variation on [0, T ], the series
Na−∑
n=1
∣∣ E[g(Tn,∆TnX ′′)1 {∆TnX′′ 6=0}|GTn−]− E[g(Tn,∆TnX ′′)1 {∆TnX′′ 6=0}|FTn−] ∣∣ 1 [Tn∞)
is a G locally integrable predictable process on [0, T ]. This local integrability, together with the relation
g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0} − E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−]
= g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0} − E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−]
+E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−]− E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−],
implies g1 [0,T ] ∈ G(G, µ), and also
Γ(g∗(µ− ν)) = Γ(1 ∪1≤n<Na [Tn]  (g∗(µ− ν))) = 1 ∪1≤n<Na [Tn]  Γ(g∗(µ− ν))
=
∑Na−
n=1
(
E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|GTn−]− E[g(Tn,∆TnX
′′)1 {∆TnX′′ 6=0}|FTn−]
)
1 [Tn∞)
on [0, T ]. We can now check that g∗(µ−ν) and g∗(µ−ν)−Γ(g∗(µ−ν)) have the same jumps on [0, T ].
By [5, Theorem 7.23], they are the same G local martingales on [0, T ].
Remark 5.12 Note that, for 0 ≤ h ≤ d, X ′′h is a bounded process with finite variation. X
′′
h is always
a G special semimartingale whatever hypothesis(H ′) is valid or not. Denote always by X˜ ′′ the G
martingale part of X ′′.
Lemma 5.13 There exist a d-dimensional F local martingale N ′′ of the form N ′′ = H  X ′′, and a
d-dimensional G predictable process ϕ′′ such that, for every 0 ≤ h ≤ d, ⊤ϕ′′  [N ′′, X ′′h ]
F·p exists and
X˜ ′′h = X
′′
h −
⊤ϕ′′  [N ′′, X ′′h ]
F·p
is a G local martingale. In particular, in case of the full viability on [0, T ], Γ(X ′′h) =
⊤ϕ′′  [N ′′, X ′′h ]
F·p
on [0, T ].
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Proof. In this proof, we will simply write N,ϕ instead of N ′′, ϕ′′. With the computations in the proof
of Lemma 5.11, we know that the G drift part of X ′′h is given by
Na−∑
n=1
E[∆TnX
′′
h |GTn−]1 [Tn∞) =
Na−∑
n=1
1
2n
(
E[1 An,h|GTn−]− pn,h
)
1 [Tn∞) =
Na−∑
n=1
1
2n
(
pn,h − pn,h
)
1 [Tn∞).
with pn,h = E[1 An,h |FTn−] and pn,h = E[1 An,h |GTn−]. We look for a d-dimensional F local martingale N
and a d-dimensional G predictable process ϕ such that
1
2n
(pn,h − pn,h) =
⊤ϕTnnn,hpn,h,
on {Tn <∞}, where nn,h ∈ FTn− is the value of ∆TnN on An,h, or equivalently,
1
2n
(
pn,h
pn,h
− 1) = ⊤ϕTnnn,h, 0 ≤ h ≤ d, (6)
(with the convention that 0
0
− 1 = 0). Consider the (1 + d)-dimensional vector pn = (pn,h)0≤h≤d.
By Gram-Schmidt process, we obtain a FTn− measurable orthonormal basis (ǫn,0, ǫn,1, ǫn,2, . . . , ǫn,d) in
R× Rd such that ǫn,j is orthogonal to pn for all 1 ≤ j ≤ d. Note that
1
2n
d∑
h=0
(
pn,h
pn,h
− 1)pn,h =
1
2n
d∑
h=0
(pn,h − pn,h) = 0.
This implies that the vector 1
2n
(p
p
− 1) of the components 1
2n
(
pn,h
pn,h
− 1) is orthogonal to pn so that it is
a linear combination of the ǫn,j , 1 ≤ j ≤ d :
1
2n
(
p
p
− 1) = ςn,1ǫn,1 + ςn,2ǫn,2 + . . .+ ςn,dǫn,d,
where ςn,h are the scalar product of
1
2n
(p
p
− 1) with ǫn,h so that GTn− measurable. Let
⊤ǫn denote the
d × (1 + d)-matrix whose lines are the vectors ⊤ǫn,k, 1 ≤ k ≤ d. Let ϕn denote the vector in R
d of
components 2nςn,k, 1 ≤ k ≤ d. Let nn,h denote the hth-column (0 ≤ h ≤ d) of the matrix
1
2n
⊤ǫn, which
is a vector in Rd. Then, the above identity becomes
1
2n
⊤(p
p
− 1) =
∑d
k=1 ςn,k
⊤ǫn,k =
∑d
k=1 2
nςn,k
1
2n
⊤ǫn,k,
or
1
2n
(
pn,h
pn,h
− 1) = ⊤ϕnnn,h, 0 ≤ h ≤ d.
The equation (6) is solved. We define d number of F local martingales.
Nj =
⊤(
Na−∑
n=1
ǫn,j1 [Tn]) X
′′, 1 ≤ j ≤ d.
Let an denote the vector of the components 1 An,h, 0 ≤ h ≤ d. We compute the jumps at Tn <∞.
∆TnNj =
⊤ǫn,j∆TnX
′′ =
1
2n
⊤ǫn,j(an − pn) =
1
2n
⊤ǫn,jan, 1 ≤ j ≤ d.
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Hence, if ϕ =
∑Na−
n=1 2
nϕn1 [Tn], for 0 ≤ h ≤ d,
⊤ϕ  [N,X ′′h ]
F·p =
∑Na−
n=1 2
n⊤ϕnE[∆TnN∆TnX
′′
h |FTn−]1 [Tn,∞)
=
∑Na−
n=1 2
n⊤ϕnE[
1
2n
⊤ǫnan∆TnX
′′
h |FTn−]1 [Tn,∞)
=
∑Na−
n=1 2
n
∑d
j=0
⊤ϕnE[
1
2n
⊤ǫnan∆TnX
′′
h1 An,j |FTn−]1 [Tn,∞)
=
∑Na−
n=1 2
n
∑d
j=0
⊤ϕnnn,jxn,jE[1 An,j |FTn−]1 [Tn,∞)
where xn,j =
1
2n
(δh,j − pn,h) is the value of ∆TnX
′′
h on An,j,
=
∑Na−
n=1 2
n
∑d
j=0
⊤ϕnnn,jxn,jpn,j1 [Tn,∞)
=
∑Na−
n=1 2
n
∑d
j=0
1
2n
(
pn,j
pn,j
− 1)xn,jpn,j1 [Tn,∞)
=
∑Na−
n=1
∑d
j=0
1
2n
(pn,j − pn,j)(δh,j − pn,h)1 [Tn,∞)
=
∑Na−
n=1
1
2n
(pn,h − pn,h)1 [Tn,∞)
= G drift part of X ′′h .
(Modifying a little the above computation, we can prove that the stochastic integral ⊤ϕ  [N,X ′′h ]
F·p
exists.)
The following lemma will not be used in this paper, but useful in [14].
Lemma 5.14 For 1 ≤ n < Na, let In = {0 ≤ h ≤ d : pn,h > 0}. The kernel of the matrix
∆Tn [X
′′, ⊤X ′′]F·p on {Tn <∞} is
{a ∈ R× Rd : ah is constant on h ∈ In}.
There exists a G predictable matrix valued process G such that [X˜ ′′, ⊤X˜ ′′]G·p = G  [X ′′, ⊤X ′′]F·p.
Proof. Fix 1 ≤ n < Na. In is an FTn− measurable random variable. For an example, suppose In =
{0, . . . , k}. Let a denote the vector of the 1 An,h, 0 ≤ h ≤ k, and p denote the vector of the pn,h, 0 ≤
h ≤ k. We write (
E[∆TnX
′′
i ∆TnX
′′
j |FTn−]
)
1≤i,j≤k
= 1
4n
E[(a − p)⊤(a− p)|FTn−]1 [Tn,∞)
= 1
4n
E[a⊤a− a⊤p− p⊤a+ p⊤p|FTn−]1 [Tn,∞)
= 1
4n
(Dp − p
⊤p)1 [Tn,∞),
where Dp denotes the diagonal matrix of diagonal vector p. For any vector a = (a0, . . . , ak), if
0 = ⊤a(Dp − p
⊤p)a = E[(⊤aa− ⊤ap)2|FTn−],
necessarily (⊤aa − ⊤ap)2 = 0 or ah =
⊤ap for all 1 ≤ h ≤ k. This means that the kernel of (Dp − p
⊤p)
is the vector space K generated by the vector (1, 1, . . . , 1) ∈ Rk, while its image space, as (Dp − p
⊤p)
is symmetric, is K⊥ ⊂ Rk. The matrix (Dp− p
⊤p) as an operator on K⊥ is invertible. This implies the
existence of an FTn− measurable matrix J such that J(Dp − p
⊤p), on {In = {1, . . . , k}} ∩ {Tn < ∞},
is the projection operator onto the space K⊥.
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We can make the same analysis with [X˜ ′′, ⊤X˜ ′′]G·p. Notice that ∆TnX˜
′′
h =
1
2n
(1 An,h−pn,h)1 [Tn,∞). Notice
that, on the set {In = {1, . . . , k}} ∩ {Tn < ∞}, pn,h = 0 for h > k. We obtain then that the vector
(1, 1, . . . , 1) ∈ Rk is in the kernel of the matrix
M :=
(
E[∆TnX˜
′′
i ∆TnX˜
′′
j |GTn−]
)
1≤i,j≤k
,
and by the symmetry, the image of the M is contained in K⊥. Now, for any vector a ∈ K, Ma = 0 =
MJ(Dp − p
⊤p)a, while for any vector a ∈ K⊥, Ma = MJ(Dp − p
⊤p)a, proving M = MJ(Dp − p
⊤p).
Finally,
∆Tn [X˜
′′, ⊤X˜ ′′]G·p =

 M, 0
0, 0

 =

 MJ(Dp − p⊤p), 0
0, 0


=

 M, 0
0, 0



 J, 0
0, 0



 Dp − p⊤p, 0
0, 0


= ∆Tn [X˜
′′, ⊤X˜ ′′]G·p

 J, 0
0, 0

 4n∆Tn [X ′′, ⊤X ′′]F·p
on {In = {1, . . . , k}} ∩ {Tn <∞}. On this set, define
Jn =

 J, 0
0, 0

 4n.
Now, making the above computation on the set {In = B} ∩ {Tn < ∞} for any no-empty subset B
of {1, . . . , d} (instead of {1, . . . , k}), we obtain an FTn− measurable matrix valued random variable
everywhere defined Jn such that
∆Tn [X˜
′′, ⊤X˜ ′′]G·p = ∆Tn [X˜
′′, ⊤X˜ ′′]G·pJn∆Tn [X
′′, ⊤X ′′]F·p.
The lemma is proved with
G =
Na−∑
n=1
∆Tn [X˜
′′, ⊤X˜ ′′]G·pJn 1 [Tn].
5.5 Drift of X◦
h
For 1 ≤ h ≤ n′′′, Let µ denote the jump measure of X◦h. Let ν (resp. ν) be the F (resp. G) compensator
of µ.
Lemma 5.15 We have G(F, µ)1 [0,T ] ⊂ G(G, µ). Let g ∈ G(F, µ). Then, on [0, T ], Γ(g∗(µ − ν)) is
continuous and
g∗(µ− ν) = g∗(µ− ν)− Γ(g∗(µ− ν)).
In particular, x∗(µ− ν) = X˜
◦
h on [0, T ].
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Proof. According to Lemma 5.9, the support set of µ avoids any G predictable stopping time U on
[0, T ] so that 1 [U ]∗ν = 0 on [0, T ]. This implies G(F, µ)1 [0,T ] ⊂ G(G, µ) (cf. [5, Definition 11.16]). On
the other hand, X = g∗(µ− ν)− Γ(g∗(µ− ν)) is a G local martingale on [0, T ], whose jump ∆UX at
the G predictable stopping time U is given by −∆UΓ(g∗(µ−ν)) on {U ≤ T} which is GU− measurable.
Hence, ∆UX = ∆UΓ(g∗(µ−ν)) = 0 on {U ≤ T} (cf. [5, Theorem 7.13]), i.e. Γ(g∗(µ−ν)) is continuous
on [0, T ]. Now we compute the jumps on [0, T ].
∆s(g∗(µ− ν)) = g(s,∆sX
◦
h)1 {∆sX◦h 6=0} = ∆s(g∗(µ− ν)− Γ(g∗(µ− ν))).
The lemma is proved by [5, Theorem 7.23].
Lemma 5.16 There exists a G predictable process G◦h such that, on [0, T ],
Γ(X◦h) = G
◦
h  [X
◦
h, X
◦
h]
F·p.
on [0, T ].
Proof. Let Y be a G local martingale defined in Lemma 5.7 for X◦h. By Lemma 3.1, there exists
g ∈ G(G, µ) such that, on [0, T ],
[Y,X◦h]
G·p = [Y, X˜◦h]
G·p = [g∗(µ− ν), X˜
◦
h]
G·p.
Using the notations of Section 4.5, we verify that the time support of µ is
{eh(α
′′′
h )1 {∆X′′′=α′′′h 6=0} 6= 0} = {∆X
′′′ = α′′′h 6= 0},
while its space location process can be eh(α
′′′
h ). We see that µ satisfies the finite F predictable constraint
condition (with constraint process eh(α
′′′
h )) and satisfies the conditions in Theorem 3.8 on [0, T ] (with
n = 1). Hence, there exists a G predictable process H such that
[g∗(µ− ν), X˜
◦
h]
G·p = [H  X˜◦h, X˜
◦
h]
G·p = H  [X◦h, X
◦
h]
G·p
on [0, T ]. By Lemma 5.8, [X◦h, X
◦
h]
G·p is absolutely continuous with respect to [X◦h, X
◦
h]
F·p on [0, T ]. Let
K =
d[X◦h, X
◦
h]
G·p
d[X◦h, X
◦
h]
F·p
.
Then, on [0, T ],
[Y,X◦h]
G·p = H  [X◦h, X
◦
h]
G·p = HK  [X◦h, X
◦
h]
F·p.
Together with Lemma 5.7, this concludes the proof.
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