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Abstract—This paper presents an algorithm based on dynamic 
multiobjective optimization (DMO) which employs a single 
randomly mutating time-variant archive to balance convergence 
and diversity in order to efficiently select the final, non-dominated 
Pareto set. The algorithm is tested on selected dynamic 
optimization benchmark functions and improvement in the 
performance of the single archive approach is demonstrated by 
improved performance metrics and overall computational time.     
Keywords—component; formatting; style; styling; insert (key 
words) 
I. INTRODUCTION  
The concept of Pareto optimality was introduced in the early 
20th century by Italian economist Vilfredo Pareto. It has since 
gained lot of attention over the years due to its capability of 
determining the best-fitting solution (or set of solutions) given a 
number of conflicting objectives and constraints (refs). In spite 
of the numerous applications of this concept to the optimization 
of problems with more than three objectives, research results 
show that Pareto-based multiobjective evolutionary algorithms 
(MOEAs) generally perform poorly when the number of 
objectives is four or more (refs). Many of the problems that 
result in this poor performance arise from the fact that it becomes 
more difficult to balance convergence (exploitation) with 
diversity (exploration) as the objective function (OF) space 
increases. Some of the most dominant problems include 
increasingly poor visualization of the solution space, 
dominance-resistance with respect to selecting the final non-
dominated Pareto optimal set, and distant solutions produced 
after mating between parents (refs). 
One approach to tackling the aforementioned problem is 
dynamic multiobjective optimization (DMO). It essentially 
involves the optimization of multiobjective problems with time-
dependent objective functions, with the aim of adapting the 
Pareto optimal set to represent the most efficient tradeoff among 
the selected objective functions given the changing behavior of 
the objectives over time.  However, there are two problems with 
DMO which include inefficient tracking of the time-dependent 
Pareto front (PF) and Pareto set diversification due to the time-
variant nature of the PF (ref). One recently proposed approach 
to tackle these problems is called dynamic two-archive 
evolutionary algorithm (DTAEA). It makes use of two dynamic, 
co-evolving archives: one to handle convergence and the other 
to handle diversity (ref). This approach is effective in ensuring 
an efficient identification and elimination of non-conflicting 
objectives due to its use of time-varying objective functions (as 
illustrated in Fig. 1). However, the use of the two-archive 
structure can add to the computational overhead of the MOEA. 
In this paper, a single, randomly-evolving archive based on 
the variation of the crossover rate is proposed. Mating and 
selection within the archive based on convergence and diversity 
is done in a manner similar to that of the original differential 
evolution (DE) algorithm in order to maintain diversity within 
the archive itself, as well as to reduce computational time. 
Simulated results for 500 and 1500 dimensions show that 
implementing a single dynamic archive  
 
 
 
 
 
 
 
 
Fig. 1. Analysis of multiple objectives over time to reveal whether or not they 
are fully conflicting 
with random balance between convergence and diversity 
improves computational time while ensuring efficient tradeoff 
among objectives. 
The rest of the paper is organized as follows: Section II 
discusses important research related to DMO. Section III 
introduces the proposed one-archive algorithm to maintain 
convergence and diversity in dynamic objective function spaces, 
while Section IV presents and discusses simulation results of the 
proposed algorithm. Section V concludes the paper.  
II.  REVIEW OF RELATED LITERATURE 
The growing need for practical applications of Pareto-based 
evolutionary optimization in real life problems has necessitated 
the need for algorithms which can balance convergence and 
diversity amidst changing optimization parameters: objectives, 
constraints and decision variables. Since the behavior of most 
physical systems changes with time, it is also important to 
implement algorithms that consider these dynamics. One of the 
earliest researches on dynamic optimization was proposed in 
(ref). In this paper, an incrementing multi-objective 
evolutionary algorithm (IMOEA) was proposed which involved 
adaptively varying the population size while constantly 
monitoring changes in the orientation of the Pareto front (PF) in 
real time. This research was significant because it suggested a 
means of improving convergence and diversity with dynamic 
population size. Earlier research had mostly considered a fixed 
population size, which meant that if the algorithm failed to 
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converge, the entire optimization process had to be repeated with 
a different population size. This adaptive approach to varying 
the population size improved the EA’s performance 
significantly. 
In (ref), a test suite of dynamic multiobjective optimization 
problems (DMOPs) was proposed based on the following four 
scenarios: varying optimal decision variables and static optimal 
objective values, varying decision variables and objective 
values, static decision variables and varying objective values, 
and static decision variables and objective values. These 
conditions were considered for both discrete- and continuous-
time spaces, and the resulting test problems have since been used 
to evaluate the performance of several DMO algorithms (refs). 
However, the research focused on the optimization of scenarios 
with random sudden changes only, while problems involving 
slow continuous changes were not considered. 
A population prediction strategy (PPS) was also proposed in 
(ref) which divided the Pareto set (PS) into two parts: a center 
point and a manifold. Those two parts were initialized in a 
complementary manner in order to adapt the EA to dynamic 
optimization environments. One drawback of this research is 
that it considered a fixed population archive, and also the 
prediction strategy was problematic at the early stages of 
optimization since limited historical information was available. 
Recently, a suite of benchmark test problems for analyzing 
the performance of DMO algorithms was proposed (ref). It is 
based on the properties of time-varying fitness landscape 
modality, tradeoff degeneracy and tradeoff connectedness, 
which are problems that are mostly unconsidered in previously 
proposed DMOPs. The parameter settings for the proposed 
problem suite (named Gee-Tan-Abbas or GTA) involved a 
population size of 100 particles, changing generations of 500, 
1000 and 2000 respectively, and neighborhood size of 20. 
Scaling factor and crossover rate were set at 0.5 and 1.0 
respectively. The distribution of β- and α-values was used to 
measure convergence and diversity respectively. .Results based 
on generational distance (GD) and inverted generational 
distance (IGD) show that the proposed test suite has some 
promise for evaluating the capability of DMO algorithms. 
An algorithm (called DTAEA) to balance convergence and 
diversity in a dynamic OF space using two separate and co-
evolving archives was recently proposed in (ref).both archives 
are of fixed, equal length determined a priori. In this paper, a 
case of varying the number of objectives (both incrementally 
and vice versa) was considered, and polynomial mutation was 
used to fill up the convergence archive in cases where the 
archive was not full. This approach to handling dynamic 
multiobjective problems is regarded as a significant contribution 
due to the fact that most of the research on dynamic optimization 
has not considered the issue of a changing number of objectives.   
In addition to the one-archive approach proposed in this 
paper as an improvement to the research done in (ref), a 
differential evolution (DE) inspired strategy is also proposed as 
a means of efficiently populating the convergence archive. 
Simulation is performed for a case of decrementing the number 
of objectives representing the DMOP from 3 to 2. Results are 
compared with DTAEA based on the mean inverted 
generational distance (MIGD) and mean hypervolume (MHV) 
performance metrics.  
III. PROPOSED ALGORITHM 
In this paper, a single-archive architecture is proposed which 
is divided into two parts: one part handles diversity, while the 
other part ensures convergence to the final Pareto set. Both 
sections of the archive are accessed via a pointer-like structure, 
while mating of parents is maintained strictly within members 
of the convergence and diversity archives respectively. One 
important merit of this archive-based approach is that the 
problem of distant offspring as a result of mating between 
parents that are far from each other is significantly reduced. As 
a result, the probability of convergence of the final Pareto set is 
increased. The steps involved in implementing the single-
archive architecture are shown in Algorithm 1. 
The form of the DMOP considered in this paper is 
continuous in time and of the form: 
Fሺα,tሻൌቀf1ሺα,tሻ,…..,fjሺtሻሺα,tሻቁ
T    
subject	to: 
	∈	μ,	t	∈	μt 
Where tൌ φφt. ߮ is the number of iterations and ߮௧ is the rate of changing iterations. ߤ௧ is the time space and ߤ is the decision space. Definitions for Pareto dominance used in this paper are 
similar to those specified in (ref).  
For a positive, real-valued subsection of the Euclidean apace 
Թாା௡ , a vector ࢇ ൌ ሺܽଵ,… . . , ܽ௡ሻ is selected as a possible Pareto solution instead of a vector ࢈ ൌ ሺܾଵ,… . . , ܾ௡ሻ if and only if: 
aj൒bj	,	jൌ1,…..,	n    
If n=1, ࢇ and ࢈ are completely comparable; otherwise, they 
are not completely comparable because n>1. This is the idea 
behind the a priori method used in this paper for selecting and 
partitioning a single archive of size N. it is based on the original 
method  of selecting the Pareto cone highlighted in (DT Luc). 
The test problems used in the simulation are based on the 3-
objective DMOPs: GTA9a, GTA10a, GTA11m and GTA12m 
(ref). the first two are additive-form DMOPs, while the last two 
are multiplicative-form DMOPs. Their mathematical 
expressions are given in (3), (4), (5) and (6): 
fሺx,tሻൌαaሺxI,tሻ൅βbሺxII,tሻ   
With regard to ߙ௔ሺݔூ, ݐሻ: 
α1ൌ cosሺ0.5x1πሻ cosሺ0.5x2πሻ 
α2ൌ cosሺ0.5x1πሻ sinሺ0.5x2πሻ	 
ߙଷ ൌ ቤݏ݅݊	ሺ0.5ߨݔଵ ൅ ߨ݇ሺݐሻ4݇௠௔௫ሻቤ	
With regard to ߚ௕ሺݔூூ, ݐሻ: 
ߚ௜ ൌ 2|ݔூூ, ݅|෍ ݄
ଶ൫ݔ௝, ݐ൯ሾ1 ൅ หݏ݅݊4ߨ݄ሺݔ௝, ݐሻหሿ௫ೕ∈௫಺಺,೔  
݂ሺݔ, ݐሻ ൌ ߙ௔ሺݔூ, ݐሻ ൅ ߚ௕ሺݔூூ, ݐሻ   
With regard to ߙ௔ሺݔூ, ݐሻ, ߙଵ, ߙଶ and ߙଷ are the same as those specified in (3). 
With regard to ߚ௕ሺݔூூ, ݐሻ: 
ߚ௜ ൌ 2หݔூூ,௜ห෍ ሺݔ௝ െ ݏ݅݊0.5ߨሺݐ െ ݔଵሻ
ଶ
௫ೕ∈ೣ಺಺,೔
 
݂ሺݔ, ݐሻ ൌ ߙ௔ሺݔூ, ݐሻ ൈ ሺ1 ൅ ߚ௕ሺݔூூ, ݐሻሻ  
With regard to ߙ௔ሺݔூ, ݐሻ: 
ߙଵ ൌ cos 0.5 ߨݔଵ cos 0.5 ߨݔଶ݇௥ 
ߙଶ ൌ cos 0.5 ߨݔଵ sin 0.5ߨݔଶ݇௥ 
ߙଷ ൌ sinሺ0.5 ߨݔଵሻ  , for ߙଵand ߙଶ, ݇௥ ൌ ሺ݇௠௔௫ െ ݇ሻ ݇௠௔௫⁄ 	 
 With regard to ߚ௕ሺݔூூ, ݐሻ, the value for ߚ௜ is the same as that specified in (4). 
݂ሺݔ, ݐሻ ൌ ߙ௔ሺݔூ, ݐሻ ൈ ሺ1 ൅ ߚ௕ሺݔூூ, ݐሻሻ    
With regard to ߙ௔ሺݔூ, ݐሻ, ߙଵ, ߙଶ and ߙଷ are the same as those specified in (5). 
With regard to ߚ௕ሺݔூூ, ݐሻ: 	
ߚ௜ ൌ 2|ݔூூ, ݅|෍ ݄
ଶ൫ݔ௝, ݐ൯ሾ1 ൅ ݄ଶ൫ݔ௝, ݐ൯௫ೕ∈௫಺಺,೔൅ cos 2ߨ݇ሺݐሻ݄ሺݔ௝, ݐሻሿ 
 
The implementation of Algorithm 1 results in a dynamic, 
one-archive EA (called DOAEA). The crossover rate is 
adaptively varied based on a technique developed in (ref).The 
selection pressure is maintained within the 3-objective 
hyperspace for both convergence and diversity using a single 
partitioned archive with Ac and Ad being updated simultaneously. The approach of adaptively varying the 
crossover rate as the PF is approximated over time also ensures 
that mating restrictions are observed in order to avoid the 
problem of distant solutions. From (07886303), for a case of 
changing number of objectives, it is important to implement an 
archive construction strategy which ensures that the most 
suitable candidates are selected. This because the PS manifold 
seldom changes shape when the number of objectives is 
increased or decreased; instead, the manifold expands or 
contracts respectively. Parameter settings for the simulation are 
summarized in Table I. 
TABLE I  
PARAMETER SETTINGS 
 
Performance metrics used in the simulation are the mean 
inverted generational distance (MIGD) and the mean 
hypervolume (MHV) as shown in (7) and (8): 
MIGDൌ 1|τ| ∑ IGDሺUt,	γtሻt∈τ    
 
MHV ൌ ଵ|த| ∑ HVሺγ୲ሻ୲∈த   
where 
 ௧ܷ ൌ set of uniformly sampled points along  PF at time t 
 ߛ௧ ൌ set of solutions used to approximate PF at time t 
 ߬ ൌ sampling interval 
DOAEA uses a differential evolution (DE) inspired 
approach to reconstruct the convergence and diversity archives 
when the number of objectives is reduced from 3 to 2. In most 
cases, the archive already has enough candidates to maintain the 
PS manifold. However, in cases where the convergence archive 
is not yet full, there is need to select candidates that can maintain 
the manifold at high dimensions. The proposed approach is 
given in Algorithm 2. 
 
 
 
Algorithm 1: Steps for DOAEA using pointers  
Input  N (archive size), Np (population size), Cr (crossover rate),  Nr (number of runs) 
Output Ac (convergence archive), Ad (diversity archive) 
For  Nr < 20 
Orient the population towards the PF according to (2) 
Construct  Ac and  Ad while adaptively varying  Cr 
NAc = NAd = N/2 
Ac = @NAc ,  Ad = @NAd 
Parameter                                                Setting
Crossover rate (Cr)                                   0.5 – 1.0
Number of feature evaluations (FEs)     10,000 
Number of dimensions (ND)                    50, 500, 1500 
Recombination operator                          DE operator 
Mutation rate                                           1/n 
Neighborhood size                                  15 
Algorithm 2: Reconstruction of Ac and  Ad for reduced number of objectives   
Input  Last Ac prior to reducing the number of objectives
Output Ac (convergence archive), Ad (diversity archive) 
For  Nr < 20 
Let all previous non-dominated solutions be part of  Ac  
Use DE/rand-to-best/1 strategy to ensure efficient mutation 
in  Ac for populating empty sections of  Ac 
Construct  Ac and  Ad while adaptively varying  Cr 
NAc = NAd = N/2 
Ac = @NAc ,  Ad = @NAd (a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Pareto Set variation for (a) DOAEA and (b) DTAEA over 50 Dimensions
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Spread of non-dominating solutions over the PF for (a) DOAEA and (b) DTAEA for 10, 000 FEs
  
 The DE algorithm is a derivative-free strategy that employs 
heuristics to select the best-fitting solution(s) to a given 
optimization problem (Brownlee). Therefore, it is a good 
approach to selecting the best possible candidates for populating 
the archive. The previous non-dominated solutions obtained for 
the 3-objetive archive are also selected as the initial solutions for 
the 2-objective archive. This approach was used in (07886303) 
due to the fact that the PS manifold simply contracts when the 
number of objectives is reduced.  
 
IV. RESULTS AND DISCUSSION 
The variation of the Pareto set over 50 dimensions of the 
GTA9a DMOP was compared for the DOAEA and DTAEA. 
From the results shown in Fig. 2, it can be seen that DOAEA has 
a more stable variation of the PS compared to DTAEA. This 
means that DOAEA is likely to settle on the approximate PF 
more quickly than DTAEA. This is attributed to the choice of a 
DE strategy for the reconstruction when the number of 
objectives is reduced. The fact that DE is derivative-free means 
that its performance will not be significantly affected by a 
change in dimension of both the objective function and decision 
variable spaces. 
Fig. 3 shows the spread of the non-dominated solutions over 
the Pareto front for both DOAEA and DTAEA. The one-archive 
structure has better selection pressure over the Pareto front 
compared to the two-archive structure, which demonstrates that 
the DE-based mutation strategy is effective in approximating the 
PF even when the PS manifold is contracting. The GTA test suite 
presents challenges of a time-varying fitness landscape and also 
Pareto degeneracy. DOAEA has demonstrated the ability to 
adapt quickly to changes in the tradeoff surface over time. 
Table 2 summarizes the performance of both DOAEA and 
DTAEA for a reduced number of objectives over three sampling 
interval settings: ߬ ൌ20, 50 and 100. Their performance was also 
compared for two different dimensions of the OF space: D = 500 
and 1,500. High-dimensionality is a challenge that is faced by 
many evolutionary algorithms, and it is important to test their 
performance under such conditions. From the results obtained 
for MIGD and MHV, DOAEA outperformed DTAEA on all test 
problems. It was observed  
(a) (b) 
TABLE II  
AVERAGE VALUES OVER 20 RUNS FOR DOAEA AND DTAEA
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
that the performance indices were better at D = 500 than at D = 
1,500 for both algorithms, which demonstrates the challenge that 
still exists with regard to high-dimensional problem spaces. 
 
 
V. CONCLUSION 
This paper has proposed an improvement to a recently 
proposed approach of optimizing dynamic multiobjective 
optimization problems with a varying number of objectives. The 
improved algorithm (called dynamic one-archive evolutionary 
algorithm or DOAEA), suggests the use of pointers to reference 
a single archive which controls both convergence and diversity 
of the DMOP. A differential evolution (DE) based technique has 
also been used to improve the contracted PS manifold when the 
number of objectives is reduced from 3 to 2. Simulations were 
carried out using the recently proposed Gee-Tan-Abbas (GTA) 
test suite which is an improvement on previously proposed 
DMOPs with regard to Pareto degeneracy.  
Results obtained show that the one-archive approach 
performs better than the two-archive approach in terms of 
average mean inverted generational distance (MIGD) and 
average mean hypervolume (MHV) performance indicators. The 
computational time for DOAEA was also less than that of 
DTAEA. 
    
 
Future work will investigate the effect of the single archive 
approach on the reduction of OF spaces with a higher number of 
objectives. Also, the effect of increasing the number of 
objectives on the archive’s performance will also be 
investigated. 
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DOAEA DTAEA 
 DMOP ߬ (sec) Av. MIGD Av. MHV Av. comp. time Av. MIGD Av. MHV Av. comp. time 
D=
500
 
GTA 9a 
20 1.03E-02 1.21E-01 4.06E+02 2.92E-01 2.19E-01 1.21E+03
50 1.12E-02 1.83E-01 5.11E+02 3.04E-01 1.96E+00 6.78E+02
100 2.16E-02 1.09E-01 6.18E+02 2.88E-02 2.29E+00 4.47E+03
GTA 10a 
20 1.26E-01 2.08E-02 6.34E+03 2.21E-02 3.17E-01 3.23E+04
50 1.52E-01 2.19E-01 5.59E+02 1.86E-02 3.81E-01 4.00E+03
100 1.98E-01 2.22E-01 5.91E+03 2.02E-01 3.95E-01 6.55E+03
GTA 11m 
20 2.54E-01 2.01E-02 4.44E+02 2.56E-02 4.94E-01 5.02E+03
50 2.98E-01 2.36E-02 5.01E+02 3.01E-02 2.83E-03 7.77E+02
100 3.05E-01 2.78E-01 3.28E+03 1.96E-02 1.02E-02 6.23E+03
GTA 12m 
20 3.84E-02 2.25E-01 4.05E+03 3.95E-02 3.03E+00 8.73E+03
50 2.96E-02 2.38E-01 4.18E+02 3.88E-02 3/65E+01 5.55E+02
100 3.01E-02 3.33E-02 3.72E+02 1.73E-01 4.07E-02 2.52E+03
D=
150
0 
GTA 9a 
20 4.25E+00 3.98E-01 2.58E+02 2.05E+01 3.68E+00 3.98E+02
50 3.88E+00 2.91E-01 3.99E+03 2.95E+01 3.77E+00 2.18E+04
100 3.53E+00 3.11E+00 4.01E+03 2.67E+01 1.02E+02 5.90E+03
GTA 10a 
20 2.88E+00 3.56E+00 3.33E+02 1.95E+01 2.90E+01 1.96E+03
50 1.13E+01 2.26E+01 4.96E+03 2.82E+02 1.90E+02 5.79E+03
100 2.90E+00 2.59E+02 2.47E+03 2.22E+02 1.03E+03 4.44E+04
GTA 11m 
20 4.44E+00 3.01E+01 2.51E+02 2.92E+01 1.74E+03 1.06E+03
50 4.01E+00 2.77E+02 2.88E+02 3.23E+01 2.96E+02 1.67E+03
100 3.84E+01 3.31E+00 2.39E+03 1.61E+02 1.06E+01 2.23E+04
GTA 12m 
 
20 2.04E+00 2.89E+01 3.21E+03 2.07E+01 3.14EE+01 4.95E+03
50 1.05E+00 2.53E+00 3.09E+03 1.01E+00 3.16E+01 4.90E+03
100 1.11E+00 1.99E+01 2.02E+03 3.97E-01 1.67E+00 3.05E+03
