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Abstract  
 
The rules governing sequence-specific DNA-protein recognition are under a long-
standing debate regarding the prevalence of base versus shape readout mechanisms to 
explain sequence specificity and of the conformational selection versus induced fit 
binding paradigms to explain binding-related conformational changes in DNA. Using a 
combination of atomistic simulations on a subset of representative sequences and 
mesoscopic simulations at the protein-DNA interactome level, we demonstrate the 
prevalence of the shape readout model in determining sequence-specificity and of the 
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conformational selection paradigm in defining the general mechanism for binding-
related conformational changes in DNA. Our results suggest that the DNA uses a double 
mechanism to adapt its structure to the protein: it moves along the easiest deformation 
modes to approach the bioactive conformation, while final adjustments require localised 
rearrangements at the base pair step and backbone level. Our study highlights the large 
impact of B-DNA dynamics in modulating DNA-protein binding. 
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DNA-protein recognition, Molecular dynamics, PDB data mining, Structural analysis, 
Principal component analysis. 
 
Introduction 
DNA-protein recognition, an essential step in gene regulation, depends on both the 
accessibility of the DNA and its intrinsic affinity for the protein. Accessibility is related 
to the chromatin fold and to the presence of competing proteins, while affinity is 
determined by the formation of protein-DNA contacts and by the cost of deforming the 
DNA duplex from the naked to the bound bioactive conformation. Two extreme 
situations can be envisioned in DNA-protein binding: one where the complex formation 
follows a base readout mechanism in which specific DNA-protein contacts determine 
sequence specificity, and another one where the binding follows an shape readout 
model, i.e. DNA deformability properties explain sequence-specific binding [1]. Shape 
(indirect) recognition describes protein-DNA recognition mechanisms that depend on 
the ability of a DNA sequence to adopt a conformation that facilitates its binding to the 
protein or that intrinsically has the matching conformation for the protein binding. 
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Protein-DNA shape recognition involves the formation of specific binding sites for 
positively charged amino-acids, ARG/LYS, indirect contacts with phosphates some 
direct hydrogen bonds established with DNA bases and interactions mediated through 
water molecules, depending on the different solvation, above all upon binding the 
release of water molecules from the protein-DNA interface providing  a favorable 
entropic contribution and it is important for selectivity [2–4] Very often, protein 
binding leads to a conformational change in DNA, and again two different models can be 
proposed to explain the connection between structural flexibility and binding: 
conformational selection and induced fit. The recognition modes contribute to the 
overall protein-ligand binding mechanism that couples conformational selection and 
conformational changes, that depend on the ligand, in this case DNA, and protein 
properties and on multiple conditions, including the interactions between the 
biomolecules, their concentrations [5] and the rate of the conformational transition [6]. 
Within the conformational selection paradigm, the deformation energy required to 
move the DNA from naked to bioactive conformation is small, typically within the DNA 
thermal fluctuation and it is then sampled spontaneously in the “unbound” state. On the 
contrary, according to the induced fit model the DNA deformation energy required for 
binding is large, hampering the spontaneous population of the bound state from the 
naked B-DNA dynamics.  
 
In the last decades, many experimental and computational studies analysed the 
specificity of the protein-DNA binding to better understand their recognition [7–15].  
Thus, databases have been built and software has been developed to study the 
interactions, affinity and selectivity in protein-DNA binding [16]. Databases store, for 
example, preferred DNA binding sites for a large number of proteins as determined by 
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SELEX-seq/HT-SELEX, microarrays, chromatin immunoprecipitation and others [8–
15,17,18]. Such sequence-based information is combined with the structural analysis of 
known protein-DNA complexes to derive interaction rules which are implemented in a 
variety of statistical methods (11–16). Alternatively, ab initio approaches to the study of 
protein-DNA interactions are based on the use of energy-based in silico methods, which 
use protein-DNA direct interaction terms [22], and deformation energies derived from 
DNA properties [23] to recognize binding sites through structural signals.  
 
Despite the variety of experimental and computational studies on DNA-protein binding, 
the relative importance of base versus shape readout is unclear, and no consensus 
exists on the prevalence of induced fit or conformational selection paradigms [1]. 
Certainly, part of the problem is due to the discrepancy existing in the experimental 
information available, as data obtained from HT-SELEX [18,24], footprinting [25], 
protein binding microarrays (PBM) [8,26] or ChIP-chip/ChIP-seq experiments 
[12,27,28] depend on the experimental technique and conditions making statistical 
methods noisy and often over-trained to reproduce just one type of data. For this reason 
experimentally-trained statistical methods should be complemented with approaches 
based on the calculation of interaction and deformation energies by means of physical 
models, which are not influenced by the noise of high-throughput experimental data 
[29–39].  
 
In this article we present an in silico analysis of the role of DNA conformational 
flexibility in the formation of protein-DNA complexes.  The systematic evaluation of the 
conformational changes of physiological DNA associated to protein binding was 
performed using molecular dynamics simulations, with the newly-refined parmbsc1 
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force field which allowed performing analyses of DNA structure and flexibility with 
accuracy similar to that of current experimental techniques [40–44], and mesoscopic 
simulations, focusing on DNA sequence preferences. Results presented here provide 
convincing evidence for the impact of the shape readout on the DNA-protein 
interactome, and for the prevalence of conformational selection mechanism in defining 
binding-related conformational change in DNA, at least in those cases where the protein 
does not have a clear disruptive effect on the DNA structure. Our results suggest that 
DNA adapts to the presence of the interacting protein following a dual mechanism: 
global movements are facilitated as coded in the essential dynamics of the duplex, while 
local rearrangements are related to displacements at the base pair step level and are 
coupled to complex backbone rearrangements. In this analysis we took into account 
that the torsion angles from experimental data (NMR and X-ray) are difficult to 
determined and are not completely captured and validated (for a discussion on 
experimental backbone torsion angles reliability see references [45,46]) . However 
results presented here show how sequence-dependent B-DNA dynamics are a key 
player in modulating DNA-protein recognition and that dynamics of isolated DNA in 
physiological conditions is important in determining DNA-protein interaction, 
independently of the specific Protein-DNA binding motif. 
Results and Discussion 
 
MD simulations of the 50 naked DNA sequences (see Methods, Fig. 1) provided stable 
trajectories without any remarkable distortion after 500 ns of simulation time. The 
origin of the starting structure (canonical B-form or bound state) is not relevant (see 
Supplementary Fig. S2) supporting the idea that simulations are sampling equilibrium 
conformations without memory of the initial structure. The conformational space 
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sampled in the trajectories agrees very well with the one expected for B-DNA duplexes 
[40], leading to a set of structures that lost memory of the initial experimental ones (X-
ray or NMR) [40,41,47]. 
 
How is the intrinsic geometry of the DNA modified by protein binding? The 
comparison between the experimental DNA structure and the conformational space 
sampled by the naked DNA in the MD simulations using Hoteling’s statistics (see 
methods) revealed that in general the bound DNA structure falls within naked DNA 
conformational space (red circle in Fig. 2 for rise and roll and Supplementary Fig. S3 for 
the remaining bp parameters). In the few cases, where DNA ensembles show local 
differences from the bound DNA structure, we checked meticulously for potential 
uncertainties in the reported experimental structure. We found three NMR structures 
where doubts may exist regarding certain structural details. For example, 1C7U shows 
highly unusual rise, slide and roll values (see Supplementary Fig. S4), in regions away 
from the protein, signalling potential artefacts in the refinement leading to abrupt and 
compensatory helical profiles [41]. 1ZGW shows an unusual rise profile at the duplex 
termini (d(A3A4) and d(A15A16)); the large rise in the latter may be explained by the 
partial intercalation of Phe114, but the large and unusual rise (around 5 Å) at the other 
base pair step is very difficult to explain as there are no interacting protein residues in 
the vicinity (see Supplementary Fig. S5). Finally, 2STW shows further unusual rise 
values (see Supplementary Fig. S6) at the central d(T7T8) step, that can be explained by 
the presence of the partial intercalation of Tyr85, and at the termini (d(C2G3) and 
d(C15G16)) where the high rise is suspicious as it is not justified by any protein-DNA 
interactions. Complexes 1T9I, 2KDZ, 2L1G, 1MOW, 1YTF, 2QHB, 1YFI, 1AZP, 1A0A, 
1CDW, 3F27 and 3U2B show some unusual values in helical parameters of the DNA (Fig. 
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2), that could however be explained by direct contacts with the protein. For example, 
partial intercalation explains the large kink in the last 3 structures (1CDW, 3F27 and 
3U2B), while strong salt-bridge contacts of DNA backbone with cationic residues of the 
protein could explain unusual roll and rise values in 1A0A (see Fig. 3 and 
Supplementary Figs. S7-9).  
 
What is the backbone conformation required for protein binding? In general, 
backbone angles in DNA-protein complexes remained in the conformational space 
sampled by naked DNA simulations, like the base pair parameters (Fig. 2). However, 
when large alterations in helical coordinates are required, they are achieved by 
concerted changes in the backbone angles (phase and ) [48,49]. Kinks, 
highly bent base pair steps, are linked to significant alterations in sugar puckering, 
which are rare in unperturbed DNA, and that can be coupled to other backbone changes. 
It seems that coordinated movements of  and, to a lesser extent, are frequent in 
protein-distorted DNA and are related to the tendency of the phosphates to approach 
cationic residues in the interacting protein. Changes use to be localized at regions of 
direct contact with the protein. An example is given in Fig. 3 that shows a detailed 
analysis of PDB ID 1A0A, where distortions in both helical parameters and backbone 
angles are visible at regions interacting with protein. In particular, base pair steps with 
high roll (CC and CG) are correlated with unusual  angle and are in contact with 
protein residues ARG, LYS and GLU (Fig. 3). We also detected correlations between 
distorted base pair step parameters and unusual backbone values for and phase (in 
kinked structures also  and ) angles where the protein residues are in contact with 
the DNA in particular for the structures PDB ID 1CDW, 3U2B and 3F27 (Supplementary 
Figs. S7-S9). Overall, our analysis conclude that unbound DNA backbone is rather 
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flexible under physiological conditions, and there are few cases where unusual 
conformations of the backbone, not present in the naked ensemble, are required for 
adopting the bioactive conformation. 
 
 
What is the energy cost of deforming helical coordinates for binding? The thermal 
energy fluctuation calculated for naked DNA along the MD, amounts to around 2.5 ± 0.1 
kcal/mol·bp (see Methods) and, accordingly, when the energy cost of achieving the 
bound state is lower than this value, we can conclude that the bound state can be 
spontaneously sampled (being thermodynamically accessible at physiological 
conditions) by the naked DNA. Inside this energetic range the DNA-protein binding 
follows a behavior that falls into the conformational selection paradigm. In contrast, 
when distortion energy cost is larger than this value we can conclude that the DNA 
needs external effector to change structure and adopt the bioactive conformation, 
leading to the induced fit mechanism (Fig. 4a). We considered a margin of twice the free 
DNA fluctuation energy as a twilight zone (red area in Fig. 4a, between 2.5 and 5.0 
kcal/mol·bp), where hypothetically both recognition modes, conformational selection 
and induced fit, coexist [50].  
 
Mesoscopic calculations (Fig. 4a) indicate that for 33 of the 50 complexes considered, 
the energy cost for the DNA to adapt to the bioactive conformation is within the free 
DNA fluctuation energy range and fall inside the defined blue area (Fig. 4a). That is, in 
most cases, binding follows the requirements of the conformational selection 
mechanism. The induced fit mechanism explains binding in 12 of the 50 complexes 
(white area in Fig. 4a), while the remaining 5 cases can be labelled as in the twilight 
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zone (red area in Fig. 4a), where possibly both mechanisms contribute to the binding. 
Our results indicate that conformational selection seems to be at least twice more 
prevalent than induced fit in modulating DNA-protein binding in our set of 
representative DNA-protein complexes. 
 
Are essential deformation modes coupled to protein-induced DNA deformation? 
Large protein-induced conformational transitions in DNA (initial RMSD between naked 
and bound structure (RMSDin > 5 Å, value to delineate the boundary between large and 
small DNA distortion, defined by the average plus one standard deviation of the dots in 
the blue area in Fig. 4a) are possible thanks to good alignment between the transition 
vector (from the naked to the bound structure) and the essential deformation (ED) 
modes of the naked DNA (see Methods). Such an alignment is not a necessary for small 
protein-induced transitions (RMSDin < 5 Å), where only local rearrangements are 
required. This is shown in the dependence of the RMSDin and the squared overlap 
calculated between ED modes and the transition vector, as well as in the correlation 
between RMSDin and the distance covered applying the essential deformation modes of 
the naked DNA (see Methods and Fig. 4b-c). Our results strongly suggest that DNA 
adapts to protein shape following a dual mechanism. On one hand, global deformations 
happen along preferred deformation modes and bring the naked DNA structure close to 
that of the bioactive (protein-bound) conformation (around 3-4 Å in RMSD), 
independently of the original RMSDin (Fig. 4d).  On the other, small movements at the 
base pair step level are required for the fine grain adjustments to reach for the perfect 
complementarity between the protein and the DNA.  
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We found that in general, physiological B-DNA is flexible enough to easily sample its 
bioactive conformation without the presence of the protein, supporting the prevalence 
of the conformational selection over the induced fit mechanism, at least for protein-DNA 
complexes where the protein does not break the Watson-Crick base pairing. In those 
cases where reaching the bioactive conformation implies mild distortions, they typically 
involve local re-arrangements in the base-pair step geometry and small backbone 
changes. However, when the required distortion is large, DNA reaches the bioactive 
state by first moving along the low energy essential deformation modes, and finally by 
way of local rearrangements fine tuning DNA conformation sub-states. 
 
What is the driving force for large protein-induced structural deformations? As 
discussed above, many of the complexes studied here require structural distortions in 
the DNA that are easy to achieve from the naked ensemble, in agreement with the 
conformational selection model. There are, however, a few complexes for which 
conformational changes come at a high deformation cost (see Fig. 4a) and we were 
intrigued on the driving force of these distortions. A detailed analysis of these cases 
show that the structural deformation induced by the protein results in changes in the 
electrostatic field of the DNA, which obey the need of DNA to accommodate to the 
protein interacting residues. Thus, upon binding, regions of the DNA facing apolar 
residues become less cation-philic, while negative potential is reinforced in those 
regions facing Arg/Lys-rich areas (see selected molecular interaction potential, MIP, 
maps in Fig. 5). Interestingly, in several cases the negative MIP regions detected by the 
probe and generated by the distortion of the DNA geometry coincide with sites occupied 
by positively charged protein residues, LYS/ARG, at the interaction interface. Changes in 
structure seem to create anchoring points for cationic residues in protein tails that 
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would otherwise be disordered. The analysis of the electrostatic surface of these 3 cases 
with different degrees of distortions, suggests a subtle protein-DNA structural interplay 
where the ordered part of the protein distorts the DNA towards the bioactive state, 
leading to changes in the DNA electrostatic potential, which in return generates 
additional anchoring points for the disordered protein tails.  
  
What is the relative prevalence of conformational selection and induced fit 
binding modes? For each one of 174 complexes in the curated dataset representative 
of the entire DNA-protein interactome the mesoscopic deformation energy associated to 
binding was computed (see Methods and Supplementary Methods). Very interestingly, a 
vast majority of the cases follow a pure conformational selection binding mode (71%, 
blue area in Fig. 6), 18 % of the cases fall in the twilight zone and induced fit explains 
around 11% of the complexes (see Fig. 6), where extremely bent or even kinked DNA is 
obtained by direct protein-nucleotide contacts.  
Considering that the structures selected are the 17% over the entire dataset of the no-
redundant PDB protein-DNA structures, this 71% corresponds to a 24% in the entire 
repository.  
Even potential bias derived from PDB composition cannot be ruled out, our results 
strongly support, for complexes where the B-DNA structures are not strongly altered by 
the protein (mismatch/broken/unpairing, Supplementary Fig. S1), the prevalence of the 
conformational selection model over the induced fit one, as anticipated by atomistic 
simulations on the 50 selected complexes. Interestingly these two group are also 
characterised by different binding specificity. We found out that in the group defined by 
low energy and identified by conformational selection mechanism, the majority of the 
contacts are with arginine and the DNA phosphate (71%), while only 24% of the protein 
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interacts with the bases. This protein-DNA binding is mainly driven by the electrostatics 
and the shape of the DNA.  In the induced fit group, 34% of the interactions involve the 
bases, while only 51% involves the phosphates; suggesting that the protein changes the 
free DNA conformation to increase the interaction between the protein and the bases. 
This is confirmed by the increase of amidic residues present at the interface (GLN and 
ASN), which are very well suited to form direct bonds with the DNA bases 
(Supplementary Fig. S10 and scheme of recognition modes in Supplementary Fig. S11). 
Furthermore our atomistic and mesoscopic analysis suggest that in our cases DNA-
interacting proteins could have evolved to recognize the native shape of the DNA 
duplex, avoiding the need to invest large amounts of energy in deforming the native 
physiological B-DNA, which would make the effector protein less efficient when 
competing with histones, RNAs, and many other proteins. 
 
To evaluate the generality of our conclusions we hand-curate several (17) complexes 
that were excluded from the initial analysis as the PDB dataset contained unpaired or 
modified bases (see Supplementary Methods). Supplementary Fig. S12 shows that also 
for these complexes the energy values fall within the range expected by the 
conformational selection paradigm (green bars).  
 
What is the role of base or shape readout in protein binding to cognate DNA 
sequences? To answer this fundamental question we compared the distribution of 
deformation energies of one million randomly generated sequences with that of the 
DNA sequences of our set of 50 representative complexes. Results in Fig. 7a show that 
the energetic cost for reaching the bioactive state for DNA sequences found in PDB is 
lower than for random sequences. So, it appears for these cases that the sequences in 
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the Xray crystal complex can reach the bioactive (bound) state much more easily than 
random sequences. As DNA sequences used to solve structures deposited in PDB 
structures tend to be consensus sequences, we can guess that, in general, the shape 
readout model plays a major role in selecting cognate sequences. To further validate 
this hypothesis, we repeated the study considering a further 20 sequences fulfilling the 
consensus sequence requirements taken from in vitro footprinting/SELEX experiments 
(http://floresta.eead.csic.es/footprintdb/)[51]. Results show again that the positioning 
of the sequences with consensus pattern,  those sequences position at lower energy 
costs with respect to the random ones and are largely favoured (green lines in Fig. 7b) 
energetically (grey in Fig. 7b) to achieve the bound conformation. This confirms that in 
vitro high affinity sequences are typically those showing less resistance to be distorted 
by the protein, as expected by the shape readout binding mechanism.  In summary, 
theoretical results strongly favour the shape reading mechanism as a major contributor 
to the selection of DNA binding sequences and that nucleotide sequence alone does not 
fully explain the widely observed mechanism of DNA shape readout.. 
 
Materials and Methods 
 
DNA-protein complex selection. The dataset representing the DNA-protein complexes 
was obtained after applying a set of filters to the whole collection of protein complexes 
deposited in the Protein Data Bank (PDB, www.rcsb.org) [52]. The initial dataset was 
acquired from Nucleic Acid Database (NDB) [53], selecting PDB entries having protein 
molecules attached to double-stranded B-DNA, thus avoiding single-stranded nucleic 
acid structures, RNA, and non-canonical B-DNA conformations. From this initial set we 
removed protein redundancy and selected the 1,038 unique protein-B-DNA entries found 
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[52]. We then filtered this set excluding DNAs with modified nucleic bases, unpairing or 
mismatches, broken strands or non-Watson-Crick pairing (details about PDB filtering in 
Supplementary Material, Supplementary Methods and Supplementary Fig. S1), 
obtaining an dataset of 174 protein-DNA complexes that in this work defines the 
protein-DNA interactome. The interactions involved in the structures of this dataset 
have been further studied using the R package VeriNA3D [54] in Supplementary Fig. 
S11. From this set, we selected a sample of 50 diverse cases from the PDB (see Fig. 1 
and Supplementary Table S1 for details[7]) covering different types of protein folds and 
function, DNA recognition modes (minor/major grooves), sequence binding motifs and 
structural selection. We extracted the DNA sequences from the selected 50 protein-DNA 
complexes and those sequences were subjected to atomistic MD simulations in in silico 
physiological conditions.  
 
Atomistic Simulations. Starting models for all the protein-free DNAs were created 
using Arnott-B DNA canonical values [55]. Additionally, as a way to control 
convergence, for a few systems trajectories were also started from the DNA 
conformation in the protein-DNA complex. Each system was solvated using TIP3P 
waters [56] in a truncated octahedron box with periodic boundary conditions, and 
adding Na+ ions until neutralization and extra salt, up to 0.15 M in NaCl, using Smith and 
Dang ion parameters [57].  The DNA interactions were represented using parmbsc1 
force-field [40–42]. All simulations were performed using Amber 14 suite of programs 
(AMBER 2014 San Francisco University of California). The systems were then energy 
minimized, thermalized and pre-equilibrated using our standard multi-step protocol 
[42,58] followed by 50 ns of equilibration before 0.5 µs of unbiased MD simulations 
using standard simulation conditions in the NPT ensemble (see Supplementary 
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Methods). Trajectories and associated analysis are deposited in the MuG-BigNASim 
database [59] (http://mmb.irbbarcelona.org/BigNASim/) and are freely accessible. 
 
Analysis of trajectories. Collected trajectories (500,000 structures per system) were 
post-processed and analysed using the CPPTRAJ module of the Ambertools package 
[60], the NAFlex server [61], VMD 1.9, Bio3D R library [62], PCAsuite [63] and Curves+ 
package [64], as well as “in house” software. The interaction potential (electrostatics 
and van der Waals) of Na+ and Na+(H2O)6 probes with DNA duplexes was determined 
using a linear approximation to the Poisson-Boltzmann equation and dielectric constant 
for the DNA εDNA = 8 [65], as implemented in the CMIP program [66].     
 
Statistical analysis of base pairs parameters: Hotelling´s multivariate statistical test 
[67] was used to analyse whether or not the distribution of a given helical parameter in 
the DNA-protein complex fits the expected distribution in the naked-DNA 
conformational ensemble. Accordingly, multivariate F statistic was defined [67] as: 
 
𝐹 =
𝑛−𝑚
𝑚
(𝜇 − ?¯?)𝑡𝑆−1(𝜇 − ?¯?)   (eq. 1) 
 
where μ is the vector containing the m experimental values for each base pair step along 
the sequence taken from the complex structure. From the matrix (n×m) containing the 
values for each base pair step parameter (m) obtained from the n time-frames of the MD 
simulations, the average values along the time (?¯?) and the inverse of the variance matrix 
(S-1) have been calculated. Following Hotelling statistical test, the bound conformation 
is considered not sampled by the naked DNA trajectory when the computed F falls 
outside the confidence region (CR) 𝐹 > 𝐹(1−𝛼;𝑚,𝑛−𝑚) at 1-α = 95 % confidence level, 
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where 𝐹(1−𝛼;𝑚,𝑛−𝑚) is the quantile 1-α from an F distribution with m, n-m degrees of 
freedom.  
 
Essential dynamics analysis: Essential dynamics (ED) [68,69] analysis has been 
performed to determine the essential movements explaining the DNA global dynamics 
[68,69]. Eigenvectors (𝜗𝑖⃗⃗  ⃗ in eq. 2) and eigenvalues were determined by diagonalization 
of the covariance matrix following the R package Bio3D [62]. The reduced set of 
eigenvectors that explain 90% of the variance (n in equation 2), have been selected in 
each case as descriptive of the essential dynamics of the duplexes. The ability of the 
essential dynamics of DNA to trace the conformational transition from the unbound to 
the bound state (given by vector ?⃗?  in eq. 2) was measured by the cumulative sum of the 
squared overlap () between the transition vector and the eigenvectors describing the 
essential dynamics of the naked duplex [70,71]: 
  
𝛾 = ∑ (𝜗𝑖⃗⃗  ⃗ · ?⃗? )
2𝑛
𝑖=1     (eq. 2) 
 
An additional measure of the ability of the essential deformation space of DNA to 
reproduce a transition is given by the percentage of the transition (Distance covered 
measured using the RMSD) that can be achieved by moving along the -n- essential 
deformation modes. In other words, how close to the bioactive conformation can the 
DNA arrive when moving across the easiest deformation modes (equation 3): 
 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 =
𝑅𝑀𝑆𝐷𝑖𝑛−𝑅𝑀𝑆𝐷90%
𝑅𝑀𝑆𝐷𝑖𝑛
%   (eq. 3) 
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where RMSDin is calculated between the naked DNA and the protein bound 
conformations. RMSDfin is the minimum RMSD between the bound structure and the 
naked DNA after the displacement along the essential deformation modes that describe 
90% of the naked DNA motion. 
 
Deformation energy analysis: The deformation energy associated to the DNA 
transition from naked to bound is approximated in the harmonic regime [72]: 
 
𝐷𝑒𝑓. 𝐸𝑛𝑒𝑟𝑔𝑦 =
∑ 𝐸𝑗
𝑚
𝑗=1
𝑚
, with 𝐸𝑗 =
1
2
∑ ∑ 𝑘𝑠𝑡
𝑗 ∆𝑋𝑠
𝑗6
𝑡=1 ∆𝑋𝑡
𝑗6
𝑠=1   (eq. 4) 
 
where j stands for each of the m base pair steps of the DNA. In turn, 𝐸𝑗  is determined 
from a stiffness mesoscopic model [72–74], where ∆𝑋𝑠
𝑗
 and ∆𝑋𝑡
𝑗
 are the deviation from 
equilibrium values in the 6 base pair step helical parameters (roll, twist, tilt, slide, rise 
or shift) and 𝑘𝑠𝑡
𝑗
 stands for the elements of the stiffness matrix  obtained by inversion of 
the MD covariance matrix  in the helical space, as determined by Olson-Lankaš model 
[73–75]. The equilibrium values and stiffness constants for each individual base pair 
step [40,75,76] were taken from a MD simulations stored in the BigNASim [59] that 
cover all the unique base pair steps in all the possible tetranucleotide environments 
from microsecond-long parmbsc1 simulations. Estimates of deformation energy 
associated to the change from the naked to the bound conformation where compared 
with the thermal energy fluctuation of naked B-DNA in solution.  The thermal energy 
fluctuation of naked B-DNA is the deformation energy sampled by the DNA at room 
temperature. For each snapshot of each free DNA trajectory we computed the 
deformation respect to the corresponding average structure. The thermal energy 
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fluctuation is then defined taking the average plus one standard deviation from the 
distribution built from the collection of these energy values. The thermal energy 
fluctuation determined in this study from all the simulated systems amounts to 2.5 ± 0.1 
kcal/mol·bp.  
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Figures Legends 
 
 
Fig. 1. Representation of the protein-DNA complexes summarised with details in Table 
S1[7]. The PDB IDs are indicated. 
 
 
Fig. 2. Base pair parameter confidence region profile. For each protein-bound DNA 
structure identified by their PDB ID, the axis represents the difference between the 
observed test statistic and the 95% critical value from the F distribution (𝐹 −
𝐹(1−𝛼;𝑚,𝑛−𝑚)). The value for each base pair parameter, translation rise and rotational 
roll, can be inside (<0, limit defined by red line) or outside the naked DNA 
conformational space (>0). See Methods and Supp. Methods for discussion. 
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Fig. 3. Backbone and base pair parameter analysis for the complex PDB ID 1A0A. (a) 
Analysis of the backbone angles (phase) is shown. Backbone angles variation 
has been analysed using the difference between the experimental protein-bound DNA 
angle values and the average MD simulated naked DNA values plus the standard 
deviation, divided by the standard deviation along the MD trajectory for each backbone 
angle (Δ(bound-MDnaked)). (b) comparison between the experimental (blue) and MD 
values (red with standard deviation contour in pink) for base pair step parameter roll 
and rise. The distortion given by the contact of the protein helices and coil residues (in 
red and blue respectively in the image on top and named in the left panel) at the base 
level, extreme roll and rise values at steps CC, CG and GT, is correlated with deformation 
of the backbone angles in the backbone. 
 
 
Fig. 4. Correlation between the RMSDin, calculated between the average conformation 
along the MD simulation of the unbound DNA and experimental protein-bound 
structure of the DNA for the complexes studied (Table S1), and: (a) Deformation energy 
cost (kcal/mol·bp) to move from the unbound to the experimental bound (bioactive) 
conformation in the helical space; (b) Overlap squared between the essential dynamics 
of the unbound DNA and vector that connects the unbound and bound conformations; 
(c) Distance covered when moving the unbound structure along the essential modes 
(those describing 90% of naked simulation variance) towards the bound (bioactive) 
structure; (d) RMSD with bound (bioactive) conformation after moving the naked 
structure along the essential modes  in the direction of the bound (bioactive) 
conformation (RMSDfin). The bound DNA structures detected with probable 
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uncertainties in the experimental structure are highlighted in red, the protein DNA-
complexes with DNA distorted by the protein in yellow and the remaining systems are 
represented with blue dots. We marked with PDB ID names the structure with 
deformation energy higher than 5 kcal/mol·bp. 
 
 
Fig. 5.  Molecular Interaction Potential (MIP) using Na+ as probe for 3 cases, the 
unbound (left column, upper image) and bound (left column bottom image and right 
column) DNA structures. The isosurfaces (in red) have been calculated for the DNA 
sequences in the complexes that showed the mostly distorted structures (right column) 
in our dataset: (a) 1J46 (isovalue =-6.4 kcal mol-1), (b) 3F27 (isovalue =-7.4 kcal mol-1), 
(c) 1CDW (isovalue =-7.4 kcal mol-1). In the right column details of the protein residues 
with positive charges (lysines and arginines in licorice) pointing in the direction of the 
detected potential surface are represented.  
 
Fig. 6. Frequency of the deformation energy cost (kcal/mol·bp) required moving from 
the unbound to the bound conformation in the helical space for all the DNA-protein 
interactome.  In red images of structures that require high Deformation Energy: bent 
and very distorted structures at the backbone and base pair step level (high roll value), 
1YA6, 2ADW, 5H1C PDB ID respectively from lower to higher energy. In this 
distribution the number of structures that fall within the area with energy < 2.5 
kcal/mol·bp (blue area) and energy between 2.5 and 5 kcal/mol·bp (red area) are 
represented. Percentage for the whole selected interactome is shown in the right top 
corner. 
 
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
31 
 
Fig. 7. (a) Relative position of the deformation energy value of the essayed PDB 
sequences in the frequency distribution of energies for a million random sequences (see 
Supplementary Methods). Highlighted with corresponding letters (A-F) some examples, 
with the respective distributions on the right, identified with PDB code: in grey the 
energy distribution for the random sequences and in yellow the sequence found in the 
experimental complex.  (b) Comparison between the distribution of the deformation 
energies for random sequences (grey) and the deformation energy sequences with 
experimental high-affinity pattern (green) as found in Footprint Database.  
  
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
32 
 
Highlights 
 
 Deciphering protein-DNA recognition using DNA dynamics. 
 Conformational selection and induced fit differentiation in some protein-DNA 
complexes. 
 Direct vs Indirect recognition mode for some protein data bank protein-DNA 
complexes.  
 Consensus sequences selection based on structure and energetics.  
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