We introduce various classes of potentials on ½0; T Â R n and study the corresponding nonautonomous heat equation given by
INTRODUCTION
In this paper we study the initial-value problem, ; and the potential V is a Lebesgue measurable function on ½0; T Â R n where T is a fixed positive number. We assume that the initial condition f in (1) satisfies f 2 L p with 14p41; and t and t are such that 04t4t4T: The heat equation above is a special case of a second-order nonautonomous parabolic partial differential equation. Such equations have attracted considerable attention in the last several decades (see [JL, L, P, QZ1, QZ2, RRSV, RS, SV, T, Y] ).
Our main objective in this paper is to study the solvability of problem (1) for potentials belonging to various function classes on ½0; T Â R n : These classes are, in a sense, similar to the Kato class K n of potentials on R n : We will denote by H the Schro¨dinger operator given by H ¼ À e ÀlH the corresponding Schro¨dinger semigroup. It is known that for 14po1 and V 2 K n there exists the semigroup solution Uðt; tÞf ¼ e ÀðtÀtÞH f to problem (1). In the case p ¼ 1; Schro¨dinger semigroups do not possess the strong continuity property, and we understand the initial condition in (1) in the weak* sense in L 1 : On the other hand, if we assume that f belongs to the space of bounded uniformly continuous functions on R n ; then the initial condition in (1) is satisfied in L 1 : The semigroup solution of problem (1) 
where E x denotes the expectation in Wiener's space of continuous paths starting at x 2 R n ; and B t stands for the standard Brownian motion in R n : We refer the reader to [AS, C, CZ, D2, JL, S1, S2] for more information concerning the Kato class, Schro¨dinger semigroups, and the Feynman-Kac formula.
If a potential V is time-dependent, then more general two-parameter families of operators (the propagators) are used instead of the family e ÀðtÀtÞH to generate solutions to problem (1) (see, e.g., [JL, La1, La2, RRSV, RS, Y] ). A propagator Uðt; tÞ satisfying the following Volterra-type integral equation:
is called a mild propagator (see, e.g., [JL, Chap. 17] or [RRSV, formula (1. 2)]). Equation (3) is the integrated form of the heat equation in (1). It was shown in [La1, La2] that there exists a unique mild propagator, provided p ¼ 2 and V 2 L 1;1 where the class L 1;1 is defined as follows:
jjV ðt; ÁÞjj 1 dto1:
In the present paper, we study classes of potentials for which the mild solvability of problem (1) is not guaranteed. Therefore, more general propagators may be needed to solve problem (1). We will use propagators in the sense of distributions (see Section 2). Note that our definition of a solution in the sense of distributions in Section 2 differs from that in [QZ1, QZ2] .
Let V be a potential on ½0; T Â R n such that V ðtÞ 2 L 1 loc for all t 2 ½0; T: Then we say that V is in the class P n;T provided lim t!0þ 
It is clear that V 2 P n;T , W 2 P n n;T where W ðtÞ ¼ V ðT À tÞ for t 2 ½0; T: Conditions similar to (5) are called the Miyadera-type conditions. They have their roots in Miyadera's perturbation theorem (see [Mi] ). In [RRSV, SV] , the Miyadera-type conditions were applied to the solvability problem for the heat equation with a time-dependent potential and for more general parabolic equations. It was shown in [RRSV, SV] that if p ¼ 1 and V 2 P n n;T ; then there exists a unique mild propagator corresponding to problem (1). The class P n;T \ P n n;T is similar to the parabolic Kato class on ½0; T Â D introduced in [QZ1] in the case of a bounded domain D in R n : In [QZ1, QZ2] , the initial-Dirichlet problem for a second-order parabolic equation with a potential in the parabolic Kato class was studied, and the existence of a weak Green function, the uniqueness of a uniformly bounded weak solution, and Gaussian estimates for the Green function were established. Let 0ot4T; 04t4t; and consider the following terminal value problem for the backward heat equation with a time-dependent potential:
Problem (6) is, in a sense, dual to problem (1). The solutions to problem (6) can be obtained using the backward propagators (see Definition 3 and Remark 1 in Section 2).
Next we formulate the main results of the present paper.
Theorem 1. Let V 2 P n;T and 04t4t4T: Then the following assertions hold: 
It follows from Theorem 1 that the operators Uðt; tÞ and Y ðt; tÞ are positivity preserving. We do not know whether Theorem 1 is true for p ¼ 1:
Now we turn our attention to the ðL p À L q Þ-smoothing properties of the operators Uðt; tÞ and Y ðt; tÞ: (See [S2] and the references therein for the smoothing theorems for Schro¨dinger semigroups.) Theorem 2. Let V 2 P n;T and 04tot4T: Then the propagator Uðt; tÞ in Theorem 1 satisfies Uðt; tÞ : L p ! L q for all 1op4q41: Moreover, the following estimate holds:
where A > 0 is a constant independent of t; t; and V : The constant o in estimate (10) does not depend on t and t:
Since the operator Y ðt; tÞ in Theorem 1 is the adjoint of the operator Uðt; tÞ; the ðL p À L q Þ-smoothing estimate (10) holds for the operator Y ðt; tÞ for all 14p4qo1: The constant o in Theorem 2 will be discussed in Remark 4 in Section 5.
The next theorem can be obtained from Theorems 1 and 2.
Theorem 3. Let V 2 P n n;T and 04t4t4T: Then the following assertions hold:
ðaÞ If 1op41; then formula (8) defines a backward propagator Y ðt; tÞ for the backward heat equation in problem (6). ðcÞ Let 04tot4T: Then the operators Uðt; tÞ and Y ðt; tÞ satisfy estimate (10) for all 14p4qo1 and 1op4q41; respectively.
The classes P n;T and P n n;T do not coincide (see Lemma 8 in Section 4). We will denote by K n;T the class given by K n;T ¼ P n;T \ P n n;T : The next theorem follows from Theorems 1-3. Theorem 4. Let V 2 K n;T ; 14p41; and 04t4t4T: Then formulae (7) and (8) define a propagator Uðt; tÞ for the heat equation in problem (1) and a backward propagator Y ðt; tÞ for the backward heat equation in problem (6), respectively. The operators Uðt; tÞ and Y ðt; tÞ satisfy estimate (10) for tot:
Formulae (7) and (8) are nonautonomous analogues of formula (2). We call the families Uðt; tÞ and Y ðt; tÞ; given by (7) and (8), the Feynman-Kac propagator and the backward Feynman-Kac propagator, respectively.
We do not know whether the propagators Uðt; tÞ and Y ðt; tÞ in Theorem 4 possess the Sobolev smoothing property (see [G, GK1, GK2, S3] for the Sobolev smoothing theorems in the autonomous case).
Next, we study a special subclass B 1 n;T of the class K n;T (see Section 4 for the definition of B 1 n;T ). Let V 2 B 1 n;T and consider a family of linear operators given by
where 04t; t4T: We will prove in Section 6 that these operators are welldefined and bounded on L p : Moreover, it will be shown in Section 7 that if g 2 L p with 14p41; then Theorem 5. Let V 2 B 1 n;T and 14p41: LetŨðt; tÞ be a propagator for the heat equation in problem (1) such thatŨðÁ; tÞf 2 L 1 ð½t þ e; T Â R n Þ for every f 2 L p ; 04toT; and 0oeoT À t: ThenŨðt; tÞ ¼ Uðt; tÞ; where Uðt; tÞ is defined by formula (7). Moreover, the unique propagator Uðt; tÞ satisfies the following Volterra-type integral equation:
for all 04toT; t4t4T; and f 2 L p :
Theorem 5 follows from a more general result concerning the uniqueness of distributional solutions to problem (1).
Theorem 6. Let V 2 B 1 n;T ; 14p41; 04toT; and f 2 L p : Suppose that a function uðt; xÞ with ðt; xÞ 2 ½t; T Â R n is a solution to problem (1) in the D 0 ðð0; TÞ Â R n Þ-sense such that u 2 L 1 ð½t þ e; T Â R n Þ for every e with 0oeoT À t: Then
and the solution is unique.
We now give a brief summary of the contents of the present paper. In Section 2, we define propagators and backward propagators. Section 3 is devoted to the Kato class K n on R n : In Section 4, we study the properties of the classes P n;T ; P n n;T ; A n;T ; and B 1 n;T of time-dependent potentials. Section 5 contains the proofs of the existence theorems for the forward and backward Feynman-Kac propagators and the ðL p À L q Þ-smoothing theorem for the propagators. In Section 6, we study the family of operators Gðt; tÞ defined by formula (11). Finally, in Section 7, we prove the uniqueness theorem for the propagators in the case V 2 B 1 n;T ; and show that the unique propagator satisfies Eq. (13).
PROPAGATORS FOR NONAUTONOMOUS HEAT EQUATIONS
Let 04aobo1: Throughout the paper, we will denote by C The Kato class was introduced by Aizenman and Simon [AS] (see also [S2] ). Part 1 of Definition 4 is the original definition of the Kato class in [AS] . It is based on a condition on potentials considered by Kato [K] . Similar classes were defined by Stummel [St] and Schechter [Sch] . Part 2 of Definition 4 is the probabilistic description of the Kato class (see [S2] ). Parts 3 and 4 are the characterizations of the Kato class obtained in [GK1, GK2] (see also [G] ). The Kato class is a closed subspace of the Banach spaceK n introduced in [V1] (see also [V2] ). The norm in the spaceK n is given by
This norm is equivalent to the norm used in [V1] . For V 2 K n and a > 0 we denote
The following inclusions are known:
for every e > 0 (see [S2] ). Inclusion (17) implies that the Coulomb potential V ðxÞ ¼ Àjxj À1 on R 3 belongs to the class K 3 :
Lemma 1. Let V 2 K n and a > 0: Then for every t > 0 we have
This lemma is standard. If a is an integer, then Lemma 1 follows from the reasoning in the proof of Khas'minski's Lemma in [S2, p. 461] . If a ¼ k þ 1 À d where k50 is an integer and 0odo1; then using Ho¨lder's inequality and the integer case, we get
Let V 2 L 1 loc and suppose that for some e > 0 there exists a e > 0 such that
for all functions f 2 W 1 2 : Then the number e V ¼ inffeg where the infimum is taken with respect to all numbers e for which estimate (18) holds, is called the form bound of V with respect to the operator ÀD: For the Kato class potential V we have e V ¼ 0 (see [S2, p. 459] ). It was shown in [G] that inequality (18) holds for e ¼ a 2 A V ðaÞ and a e ¼ A V ðaÞ where a can be any positive number. The same inequality holds for any potential V 2K n (see the proof of Lemma 4 in [G] ). Hence, for all such potentials we have e V 4inf a>0 fa 2 A V ðaÞg: More information concerning the form bounds for Schro¨dinger semigroups can be found in [D2] . If p ¼ 1; then a potential from the Kato class is a small perturbation of the operator ÀD in the operator sense. This means that for every e > 0 there TIME-DEPENDENT SINGULAR POTENTIAL exists a e > 0 such that
we get by rescaling that
Next applying part 3 of Definition 4 , we see that (20) implies (19). It is known that if e V o1; then the Schro¨dinger semigroup e ÀtH exists, the initial-value problem for the corresponding heat equation is solvable in the semigroup sense, and the semigroup solution can be represented by the Feynman-Kac formula (see [JL, S2] ).
CLASSES OF TIME-DEPENDENT POTENTIALS
In this section, we turn our attention to the classes of time-dependent potentials on ½0; T Â R n : In the Introduction, we defined the classes P n;T and P n n;T (see (4) and (5)). The next assertions can be used as equivalent definitions of these classes:
Equivalences (21)- (24) can be obtained using the following well-known equalities:
for 04u4T; 0oso1; and x 2 R n : In the next definition we introduce the uniform Kato class on ½0; T Â R n :
Definition 5. Let V ðt; xÞ be a potential on ½0; T Â R n such that V ðtÞ 2 L 1 loc for all t 2 ½0; T: We say that the potential V belongs to the uniform Kato class A n;T if one (both) of the following equivalent conditions hold:
The equivalence of conditions 1 and 2 in Definition 5 follows from formula (25).
Remark 2. Let V 2 A n;T and let HðtÞ ¼ À 1 2 D þ V ðtÞ: Then the Schro¨-dinger semigroups e
ÀlHðtÞ are uniformly bounded in L p for all 14p41: Indeed, the inequality sup l;t:04l;t4T
follows from the ðL p À L p Þ-norm estimates for Schro¨dinger semigroups (see, e.g., [G, S2] ). Moreover, using the analyticity of the semigroups e ÀlHðtÞ in L p with 14po1; we get that
where the constant c > 0 does not depend on l and t (see the reasoning in [T, p. 224; D1, p. 64] ).
Remark 3. Let V be a time-dependent potential such that V ðsÞ 2 K n for all 04s4T: Then (20) We do not know whether A n;T & P n;T : The opposite inclusion does not hold. Indeed, if l is a positive, unbounded, integrable function on ½0; T; and V ðt; xÞ ¼ lðtÞ for all x 2 R n and 04t4T; then V is in P n;T ; but not in A n;T :
Definition 6. Let V be a potential on ½0; T Â R n such that V ðtÞ 2 K n for all t 2 ½0; T: We say that V belongs to the class B 1 n;T if there exists a measurable function V 0 on ½0; T Â R n ; satisfying the following conditions:
: 2. For all 04s4t4T; the equality V ðt; xÞ ¼ V ðs; xÞ þ R t s V 0 ðu; xÞ du holds almost everywhere on R n :
Note that condition 1 in Definition 6 implies that the function x ! R T 0 jV 0 ðu; xÞj du belongs to the spaceK n : Hence, both sides of the equality in part 2 of Definition 6 belong to the spaceK n :
ðbÞ The following inclusion holds:
Proof. The family of functions F t : K n ! ½0; 1Þ defined by
is equicontinuous on K n : Moreover, for each V 2 K n we have lim t!0þ F t ðV Þ ¼ 0: Therefore, F t ðV Þ ! 0 as t ! 0þ uniformly on the compact set G: This proves part (a) in Lemma 2. Let V 2 B n;T : Then the function V : ½0; T ! K n is continuous. Thus the set fV ðtÞ : 04t4Tg is a compact subset of K n ; and part (b) of Lemma 2 follows from part (a). ] ARCHIL GULISASHVILI Lemma 3. We have
Proof. Let V 2 B 1 n;T : The following inequality is known:
for every W 2K n (see (2.17) and (2.18) in [GK2] ). Using (29), we see that for 04t4T and 04h4T À t the following estimates hold:
Next using (28), Definition 6, and the absolute continuity of the Lebesgue integral, we get that B n;T & P n n;T : The proof of the inclusion B n;T & P n;T is similar.
This completes the proof of Lemma 3. ] Lemma 4. ðaÞ Let V 2 P n;T : Then for every e with 0oeoT and every r > 0 we have Next we will prove a generalization of Khas'minski's Lemma (see [S2] ). Our proof below is similar to the proof of Lemma B.1.2 in [S2] .
Lemma 5. Let V 2 P n;T : Suppose that for a number t with 0otoT we have
Proof. Fix t such that 0otoT and suppose (30) holds for t: Then expanding the exponential and using Tonelli's Theorem, we get
for almost all x 2 R n where 0os 1 os 2 o Á Á Á os k ot: Our next goal is to prove that if a is a number defined in (30), then
for all k52; all h such that t4h4T; and almost all x 2 R n : Indeed, using the properties of the conditional expectation and the Markov property of the Brownian motion (see, e.g., [KS] 
In (34), the conditional expectation is taken with respect to the s-algebra F s kÀ1 generated by the family fB s : 04s4s kÀ1 g: It is not difficult to justify the use of the Markov property in the proof of (34) by truncating the potential V at the level k51 and then passing to the limit as k ! 1: In the proof of (34) we also used the following fact: This proves (33). Now using (32) and (33), we obtain (31).
The proof of Lemma 5 is thus completed. ]
Applying Lemma 5 to the potential W given by W ðtÞ ¼ V ðT À tÞ; we get the following assertion:
Lemma 6. Let V 2 P n n;T : Suppose that for some t with 0otoT we have
Next we will consider examples of potentials from the classes P n;T ; P n n;T ; A n;T ; and B 1 n;T :
Example 1. Let a potential V on ½0; T Â R n be given by V ðt; xÞ ¼ gðtÞZðxÞ where g is a measurable function on ½0; T and Z 2 K n : For such a potential we have the following: V 2 A n;T , g is a bounded everywhere defined measurable function on ½0; T; V 2 B 1 n;T , g is an absolutely continuous function on ½0; T:
In the case of the Coulomb potential ZðxÞ ¼ Àjxj À1 on R 3 we get the following result: we have V = 2 P 3;T [ P n 3;T : The next lemma shows that the classes P n;T and P n n;T do not coincide.
Lemma 8. ðaÞ There exists a potential V 2 P n;T such that V = 2 P n n;T : ðbÞ There exists a potential W 2 P n n;T such that W = 2 P n;T :
Proof. We will prove part (a) of Lemma 8 in the case where T ¼ 1 and n ¼ 3: The remaining cases are left as an exercise for the reader. It is clear 
Next assume that the components l ij ðtÞ; 14i; j43; of the matrices LðtÞ in the standard basis of R 3 are continuous on ½0; T and continuously 
PROOF OF THEOREMS 1 AND 2
The following known assertion will be used in the proof of Theorem 1: If V 2 L 1 ð½0; T Â R n Þ and 14p41; then formula (7) defines a family of bounded linear operators on L p satisfying conditions 1, 2, and 4 in Definition 2. Indeed, the boundedness of the operators Uðt; tÞ in L p follows from the boundedness of the semigroup e t 2 D : Conditions 1 and 2 in Definition 2 follow from formula (7). It was shown in [La1, La2] that if p ¼ 2; V 2 L 1;1 ; and if the adjoint Uðt; 0Þ n of an operator Uðt; 0Þ is defined by the formula
then the family Uðt; 0Þ satisfies Eq. (3) with t ¼ 0: Using the properties of the Brownian motion (see (58)), we get from (37) that
Similarly, we can show that for p ¼ 2 the family of operators given by
satisfies Eq. (3). The adjoint of the operator Uðt; tÞ in (39) is given by
TIME-DEPENDENT SINGULAR POTENTIAL and the family Uðt; tÞ satisfies condition 1 in Definition 2 (see [JL, p. 483] ). Moreover, the family Uðt; tÞ is a mild propagator in L 2 : Now condition 1 in Definition 2 for 14po1 follows from condition 1 in the case p ¼ 2; by the density of
In the case where p ¼ 1; condition 1 can be derived using (40). Since the family Uðt; tÞ is a mild propagator, condition 4 holds for p ¼ 2: It is easy to see that this condition also holds for all p with 14p41: This proves the assertion formulated in the beginning of this section.
Proof of Theorems 1 and 2. Let V 2 P n;T and define a sequence of bounded potentials by V k ðt; xÞ ¼ V ðt; xÞ if jV ðt; xÞj4k; 0 otherwise:
we have that for 04t4t4T and f 2 L p the family
satisfies the equality in part 4 of Definition 2 (see the assertion in the beginning of this section). Our next goal is to prove that for all f 2 L p the expression
is finite for almost all x 2 R n ; and the function defined by (42) 
Since U k satisfies condition 1 in Definition 2, we have
for all 04t4l4t4T and f 2 L 1 : Let us assume that l À t; t À l4r V : Then passing to the limit as k ! 1 in (44) and taking into account (43) and the fact that lim k!1 U k ðt; tÞf ðxÞ ¼ Uðt; tÞf ðxÞ; we see that Uðt; lÞUðl; tÞf ¼ Uðt; tÞf ð45Þ
for all f 2 L 1 : Subdividing the interval ½t; t into a finite number of consecutive intervals of length less than r V and applying (43) and (45), we see that
where c 1 > 0 and c 2 50 are absolute constants. Moreover, equality (45) holds for all 04t4l4t4T: Now let 1opo1 and p À1 þ ðp 0 Þ À1 ¼ 1: Using Ho¨lder's inequality, we get from (42) that
Using (25), we obtain from inequality (47) that jjUðt; tÞf jj q 4 sup
for every q such that p4qo1: Now using the ðL 1 À L q p Þ-boundedness of the semigroup e t 2 D ; we get from (48) that jjUðt; tÞf jj q 4c sup
where c > 0 is a constant independent of t; t; V ; and f : Since p 0 V 2 P n;T ; we may use the same reasoning as in the case p ¼ 1 and get
The constants c 3 > 0 and c 4 > 0 in estimate (49) do not depend on t; t; and V : The constant k V in (49) is defined as follows:
The case where 1opo1 and q ¼ 1 is similar. Next we will show that the family of operators defined by formula (42) satisfies Theorems 1 and 2. Since parts 1 and 2 of Definition 2 have already been verified, we only need to prove that the conditions in parts 3 and 4 of Definition 2 hold.
Let f 2 C 1 0 ððt; TÞ Â R n Þ: Then suppðfÞ & ½t þ e; T À e Â R n for some e > 0: Since U k given by (41) Now we see from Lemma 4 that the Dominated Convergence Theorem can be applied to (51). Therefore, property 4 in Definition 2 holds. Next we will prove equality (9). Let f 2 L p and g 2 L p 0 where 14p41 and 1 p þ 1 p 0 ¼ 1: Suppose that f ; g50: Then using the time-reversibility property of the Brownian motion (see [BS, p. 49 
It follows that Y ðt; tÞg exists and belongs to L p 0 for every g 2 L p 0 ; and that equality (9) holds. Now we get from conditions 1 and 2 in Definition 2 that conditions 1 and 2 in Remark 1 hold for Y ðt; tÞ:
Our next goal is to prove the continuity condition for Uðt; tÞ in part 3 of Definition 2. We will first show that the assumptions in Theorem 1 imply that for 1op41 we have jjUðt; tÞ À e
as t À t ! 0: Then, it follows from (9) that jjY ðt; tÞ À e
as t À t ! 0 for all 14po1: Let 04t4t4T and f 2 L 1 : Then
It follows that jjUðt; tÞ À e ðtÀtÞ 1 2 D jj 1!1 4 sup
It is not difficult to prove that for every À1oao1 and r51 we have
Using (56), we get from (55) 
for hoh 0 : Now (53) for p ¼ 1 follows from (57) and the previous estimate.
If 1opo1; then assuming that f 2 L p and using Ho¨lder's inequality, we get
where the constants c 1 and c 2 do not depend on t and t: Next using (56) and reasoning as in the case p ¼ 1; we get (53) for 1opo1: This completes the proof of (53). Now we are ready to prove the continuity condition for Uðt; tÞ in part 3 of Definition 2. The strong continuity from the right of t ! Uðt; tÞ on the interval ½t; T and the strong continuity of t ! Uðt; tÞ on the interval ½t; T for 1opo1 follow from (53), the uniform boundedness in L p of the family Uðt; tÞ; the continuity properties of the semigroup e t 1 2 D ; and from the following equalities:
Uðt þ h; tÞf À Uðt; tÞf ¼ ðUðt þ h; tÞ À IÞUðt; tÞf for 04t4t4T and 0ohoT À t; Uðt; t À hÞf À Uðt; tÞf ¼ Uðt; tÞðUðt; t À hÞ À IÞf for 0ot4T and 0ohot4t; and Uðt; tÞf À Uðt; t þ hÞf ¼ Uðt; t þ hÞðUðt þ h; tÞ À IÞf for 0ot4T and 0ohot À t: Next we will prove the joint continuity of the function ðt; tÞ ! Uðt; tÞf in L p for 04t4t4T: Without loss of generality, we will consider only the case where 1opo1; 04tot4T; and prove that lim l!0þ
The rest of the cases are similar. Let t þ l4t À l and choose r such that r4t À l4t: Then we have that
Let e > 0 be given. Using (53), we fix r so close to t that I 2 þ I 3 4 e 3 : Then the continuity of the function t ! Uðt; tÞf implies that there exists d > 0 such that if 04l4d then I 1 4 e 3 : Moreover, since the set fUðr; t þ lÞg; 04l4t À r; is compact in L p and the semigroup e t 2 D is strongly continuous in L p ; we get I 4 4 e 3 for 04l4d 1 : This proves (58) for 1op41: The proof of the fact that the family Y ðt; tÞ satisfies condition 3 in Remark 1 for 14po1 is similar. The proof of part 3 in Definition 2 in the case p ¼ 1 is also similar. Here we need (9) and (54).
This completes the proof of Theorems 1 and 2. ] Proof of Theorem 3. Let V 2 P n n;T : Then for the potential W defined by W ðt; xÞ ¼ V ðT À t; xÞ; we have W 2 P n;T : Now Theorem 3 follows from 
PROPERTIES OF THE OPERATOR Gðt; tÞ
In this section, we will prove that formula (11) defines a family fGðt; tÞg of bounded linear operators on the space L p :
Theorem 7. Let 14p41; 04t; t4T; and V 2 B 1 n;T : Then the operator Gðt; tÞ in formula (11) is well defined on L p for all t and almost all t: Moreover, Gðt; tÞ :
for all t and almost all t:
Proof. Let p ¼ 1: Then, applying Ho¨lder's inequality in (11), we get that
Applying the Feynman-Kac formula, we see that the first factor on the right-hand side of (60) Since V 2 A n;T (see Lemma 2), we get from (26) that the previous expression is uniformly bounded with respect to t and t: Hence, (60) implies
Now using Lemma 1, (61), and (29), we obtain
This proves inequality (59) for p ¼ 1: Next, let p ¼ 1: Suppose f 50 and g50 are such that f 2 L 1 and g 2 L 1 : Let 04t; t4T: Then we have Z R n gðxÞ dxE x f ðB t Þ exp À
In (62) we used the time reversibility property of the Brownian motion (see [BS, p. 49] 
It follows that Theorem 7 holds for p ¼ 1: The case 1opo1 can be obtained, using the Riesz convexity theorem.
PROOF OF THEOREM 6
In this section, we will prove Theorem 6 in the case t ¼ 0: The case 0otoT is similar. It is easy to see that Theorem 5 follows from Theorem 6.
Proof of Theorem 6. Let V 2 B 1 n;T and f 2 L p where 14p41: Suppose that uðtÞ is a solution in the D 0 ððt; TÞ Â R n Þ-sense to initial-value problem (1), satisfying
for every e with 0oeoT: Fix t 2 ð0; TÞ and put W ðt; s; xÞ ¼ e ÀðtÀsÞHðsÞ uðsÞðxÞ for all 04s4t and x 2 R n :
Lemma 9. Let f 2 C 
Using Definition 6 and Lemma 12.1.4 in [JL] , we get @ @s
for almost all s 2 ½0; t; x 2 R n ; and almost all o in the Wiener space. It follows from the previous equality and Theorem 7 that
Now differentiating the Feynman-Kac formula above with respect to s; we get formula (12 
where the constants c 1 and c 2 do not depend on s:
Since g 2 C 1 0 ðð0; tÞÞ; we have suppðgÞ & ðe; t À eÞ for some e > 0: Consider a sequence of functions c k 2 C 1 0 ðð0; tÞ Â R n Þ such that suppðc k Þ & ½e; t À e Â R n and
where g is defined by (70). Such a sequence exists by (26), (27), (67), (71), Theorem 7, and the density of C 1 0 ððe; t À eÞ Â R n Þ in the Sobolev spaces on ½e; t À e Â R n : Next we have from Remark 3 that 
Next using Theorem 7, Definition 6, and (76), we see that the function on the right-hand side of (64) 
ÀtHð0Þ f ðxÞfðxÞ dx: ð85Þ
If 14po1; then using (27), (67), and Theorem 7, we obtain jL 00 k j4 c
It follows from Definition 6 and (86) that 
The sequence uðd k Þ converges to f in the weak* topology of L 1 (see Definition 1). Moreover, the sequence e ÀðtÀd k ÞHðd k Þ f converges to the function e ÀtHð0Þ f in L 1 (see the reasoning in the proof of (86)). It follows from (89) that (88) holds for p ¼ 1:
Since (85), (87), and (88) This completes the proof of Theorem 6. ]
Remark 5. Theorem 6 also holds if we replace the L p -continuity of the function u in part 2 of Definition 1 by the weak continuity (the weak* continuity for p ¼ 1). Indeed, we used part 2 of Definition 1 in the proof above to get inequality (76). If the weak (weak*) continuity condition holds, then (76) follows from the Uniform Boundedness Principle.
