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1. INTRODUCTION 
In this paper we consider the partial differential equation 
where II, v > 0, and rV(r) is an entire function of T = +(x2 + y2)l12. We 
shall introduce an integral operator S2,,[f] which relates analytic functions 
of one complex variable, f(z), in a one-to-one manner to regular solutions 
of (1.1). We shall develop necessary and sufficient conditions for a solution 
I/J(X, y) to be singular at a point (x0, y”), in terms of its associated analytic 
function. Using this result we give criteria analogous to the Cauchy, 
Hadamard, and Mandelbrojt [8,29] results concerning the location of 
singularities of solutions represented as infinite series of the form 
[We remark that any solution #(x, y) which is regular in the disk 1 z [ < R 
may be represented as a uniformly convergent series of the above form.] 
We also obtain upper bounds for entire solutions in terms of their expansion 
coefficients {a,> for the functions {# GE S2Jzn]}, which are analogous to the 
formulas for order and type occurring in classical function theory. 
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These results represent an extension of earlier ones obtained by the author 
[22-261 for the equation of generalized axially symmetric potential theory 
(GASPT) 
(1.3) 
(See Weinstein [32-341 who first considered generalized potentials for 
further information concerning the study of GASPT.) Others who have used 
function-theoretic approaches for (1.3) are Erdtlyi [9], Henrici [21-241, and 
Mackie [28]. (Heins and MacCamy [26; 271 discuss this equation for 
p = 4). 
The author and Howard [17,18] h ave also obtained results for the 
generalized, bi-axially symmetric, reduced wave equation 
which were extensions of the author’s results [Z5] concerning the generalized, 
biaxially symmetric potential equation 
Equations (1.4) and (1.5) have also been investigated by Henrici [21-241 
using function-theoretic (or integral operator) methods. 
The integral operator method that we use is quite similar to the one 
developed by S. Bergman for Laplace’s equations in three variables [I-4]. 
(See in particular his book [Z] f or a detailed description of this method). 
A complete description of Bergman’s method as we have applied it to singular 
equations of the above type may be found in the survey article by 
R. Gilbert [16]. 
Finally, for the purposes of motivation, we should like to mention, that 
results of the above-mentioned type have a bearing on the study of the 
scattering of particles in quantum mechanics. For instance, when x = x1 , 
and y = (xZ2 + x32)1/2, L,,[#] = 0 becomes the ordinary axially symmetric, 
Schrodinger equation corresponding to a scattering potential V(Y). Solutions 
to this equation, which satisfy a suitable radiation condition, correspond to 
scattered waves, and their singularities are related to the quantum states of 
the scattered particles. 
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2. SOLUTIONS OBTAINED BY SEPARATION OF VARIABLES 
In this section we first transform Eq. (1.1) by introducing polar coordinates 
Y = + (9 + yy and 0 = cos-l(x/r), namely, 
LVYM = ?L + (2[p trvl + l) $4. + f boo 
2v cot e 
+I 12 - 2pY 1 *fl + (K2 - V(r)} # = 0. (2-l) 
Then, if we consider solutions of the form #(I, 8) = R(Y) o(e), we have 
that R(r) and o(0) must satisfy, respectively, the ordinary differential 
equations 
and 
rZk + r(2[/i + v] + 1) h + {[K2 - v(r)] r2 - A} R = 0, (2.2a) 
i5 + (2~ cot 8 - 2~ tan t?} 6 + (10 = 0. (2.2b) 
If we next introduce the new independent variable 5 = cos 20 in (2.3) 
[and set X(t) E O(8)], our ordinary Eq. (2.3) becomes 
(1 - [“) i- + {p - v - .g 1 + /l + v)} i + (a A) X = 0. (2.3) 
If the separation constant A is taken to be A = 4n(n + p + v), then a 
regular solution to (2.4), which has the value (“;1+‘-1’2) at 5 = 1, is the Jacobi 
polynomial 
The Jacobi polynomials may also be defined uniquely by their generating 
function expansion 
f 5"PJy'([) = 2"+%‘-1(1 - 5 + I!-)-"(1 + { + T)+, (2.4) 
r&=0 
1 5 1 < 1, with Tr(1 - 2E[ + [2)1/2 taken to be 1 when [ = 0. (See 
ErdClyi [ZO], Vol. II, p. 169.) In this case we are led to consider the following 
differential equation for the functions R,(r): 
&, + r(2[p + v] + l)I;n + {r2[K2 - V(Y)] - 4n(n + /.L + v)) R = 0. (2.5) 
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Equation (2.5) may be put in a somewhat more convenient form by letting 
W,(Y) E Yp+VRs(Y); 
namely, 
Y+,,(Y) + YbigY) + {r2[K2 + V(y)] - p + P + v>“> Wn(y) = 0. (2.6) 
For the case where V(Y) = 0 we recognize this equation as Bessel’s equation, 
which has as its regular solution about Y = 0, W,(Y) = const x J2,+,+,(K~). 
On the other hand let us suppose that rV(r) $0 is an entire function of 
the form 
with vo > 0. (2.7) 
Then the indicial equation for (2.6) is the same as in the case of Bessel’s 
equation [i.e., where V(Y) = 01, namely, 
F(or)-ol(m-l)+ar-(2n+~+V)a=o, 01 = f(2n + p + v). 
If 2~ + 2v # an integer, then we may find two independent solutions of (2.6) 
in the form 
W,,,(r) = r+(2n+p+v) f a,P 
nz=o 
and 
W,,,(r) = Y--(~~+~+u' f bmr”, 
Ira=O 
where the coefficients C,,, = {a, , b,} may be computed recursively by the 
relations 
LY. = +(2n + p + v), -(2n + p + v) when C, = a, , b, , respectively. The 
solution regular about the origin is locally M y2n+++v, whereas the other 
solution is locally M Y-(~~+@+~). Hence, the regular and irregular solutions of 
(2.5) about Y = 0 are locally R,,, w Yap, Rn,2 = Y-~(~+~+~); furthermore, if 
~-V(Y) is entire we may show that R,,,(Y) is also entire. 
We next consider the asymptotic behavior of solutions to (2.5) for large n. 
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To this end we find it convenient to make the substitution U,(Y) = r~+“+1/2Rn(~) 
in (2.5) leading to 
;+ZJ I 
?+ + KZ _ J+) _ 4n (n T2” + ‘) 1 = 0, (2.8) 
where 6 = p + Y + Q. We are interested in asymptotic solutions of (2.8) for 
n > IV, and r E [rO , r , r ] 0 < Y,, < rr < co. Rewritting the coefficient of u in 
the form 
q(r; n) EE [Kz - V(r) + +] - 2(2’r; ‘) n---n2 ; 
= jJo 4mw n2-> 
we seek an asymptotic solution in the form 
44 
(2.9) 
(2.10) 
This is possible in our case since ---q&r) > 0 for Y # co; see Erdelyi [IO], 
p. 84. The coefficients pm(y) are seen to satisfy the system of equations 
jo2 = - q. = f , 
/jl + 2,i@, + b12 = - K2 + F’(r) + 7 
2hA + ~lt&tin-, + Ll = 0, m 3 3, (2.11) 
P-4 
and we compute the first few ,&(Y) terms (up to an additive constant) to be 
/To = 2 In Y, & = 8 In Y, ,R2 = $ j’ Y{V(Y) - K2} dr, 
p3 = - $ (26 - 1) j’ Y{ V(Y) - K2) dr - Y”{ V(T) - K2). (2.12) 
[We have chosen the positive root of /&(Y); had we chosen the negative root 
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we would have obtained the pm-terms for the other independent solution.] 
Using (2.12) we obtain for our asymptotic solution, n > N, , 
+yI) w p+r+v+1/2 exp I-& S’ [V(r) - K”] r dir/ 
or 
Rf)(r) M yan exp (2.13) 
Since r = 0 is a singular point this expression does not give us necessarily 
the asymptotic behavior of either of the two independent solutions we 
determined abour I = 0 by the Fuchsian method; however, the solution we 
do obtain must be a linear combination of the two solutions obtained about 
this regular singular point. Taking the negative root for /3,,‘(r), we may show 
that the other independent solution has the asymptotic behavior (for n > N,,), 
RF’ M fnt-2n+1-28. This fact, along with the local behavior of R,,,(Y) and 
Rns2(r), implies that as n -+ co 
Rn.lW M Jt’(4 w g p. (2.14) 
We next consider the question of whether the family of functions 
{R&) P~-1’2~v-“2’(~)}~& (2.15) 
are complete with respect to the first boundary-value problem. For instance, 
let us rewrite our differential equation in the form 
Xs”yspLJl/] = Z,[$] = $ (Xs~ys+J + ; (Xs”ys+J 
- x2uyy V(Y) - I-P) * = 0; (2.16) 
then, if either p or v > 1, the coefficient P(x, y) EZ x2y2p( V(r) - K2) of I+G is 
continuous in a neighborhood of x = y = 0 in R, . Furthermore, if V(r) 
has the form (2.7) with ZI,, > 0, then P(x, y) > 0 in the first quadrant of a 
sufficiently small disk about the origin; namely if p,, is the smallest zero of 
V(ps) = K2, then our quarter-circle is given to be 
where 
WP,) = %d n G, Y) I x 2 0, Y 2 Oh 
%rJ = {(% Y) I x2 + Y2 G Po2). 
In this case the Uniqueness Theorem for elliptic partial differential equations 
with continuous coefficients (see Courant-Hilbert [7] Vol. II, p. 321) states 
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that there exists at most one solution which is twice continuously differentiable 
in %(p,) and takes on prescribed boundary values on 8%(p,). Since the family 
of functions (2.15) are symmetric with respect to the origin, and reflections 
through the coordinate axes (and any uniformly convergent series consisting 
of such functions also has this symmetry property), the Uniqueness Theorem 
may be formulated to hold for the region z)(p,) with boundary data prescribed 
on B&-,) if we also require +/ax = 0 on x = 0, and a#/+ = 0 on y = 0. 
Since, it is well known that the Jacobi polynomials form an orthogonal 
system of polynomials with weight function IV([) = (1 - [)y-1/2 (1 + @-l/a 
on the interval [-1, fl] and hence form a closed system in L2[-1, +l], it 
is clear from the Riesz-Fischer theorem that boundary data given on 3 a(~,,), 
in the form 
such that 
II #J II2 = ($9 4)= s+: 45) 4”(t) d5 -=c ~0, (2.17) 
may be represented in terms of a series of Jacobi polynomials which converges 
almost everywhere to 4(t) in [-1, +l] (i.e., the Jacobi polynomials are 
complete inL2[-1, +l],). 
Recalling the asymptotic properties of the &r(r) as II + co it is clear that 
the series 
#(r; 6) = go 8) (P>-1/2s”-1/2)(~), c&j)) P>--1’-‘2)([) (2.18) 
represents a weak solution of (2.1) which satisfies the boundary (2.17) almost 
everywhere. If CL, v > 1, then P(x, y) = x~~~~*{z)(Y) - K2} is sufficiently 
smooth to ensure that a weak solution of (2.1) be, in fact, a strung solution; 
i.e., it is %?(2) in z)(p,) and satisfies the boundary data almost everywhere. 
In view of the above discussion we shall refer to the system of solutions 
(2.15) as being complete, in that given any V2)[~(p)] solution we may find a 
representation (2.18) which is itself a Vc2) solution in ‘D(p). In the remaining 
sections we shall discuss solutions which are just of this type. We remark 
that occasionally we shall be interested in studying these solutions for 
r > p,,-for instance, in the case of scattering. In this case we attempt to 
analytically continue these solutions by using integral representations of the 
type we shall develop in the next section. If it is possible for us to find 
solutions yG(r, 8) in the region Y > p,, , then the decomposition of $(r, 0) into 
an everywhere-regular solution and a solution satisfying the Sommerfeld 
radiation condition 
50513/1-5 
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([25, p. 107]), is unique. Consequently, our study of the analytic properties 
of the class Y(s)[D] has bearing on the study of the analytic properties of the 
scattered solutions, i.e., those solutions satisfying the Sommerfeld radiation 
condition. 
3. AN OPERATOR THAT GENERATES REGULAR SOLUTIONS TO THE EQUATION 
In this section we shall introduce an integral operator that generates 
solutions to Equation (2.1). This shall be done by using methods resembling 
those developed in [Z2-161 and later in [17,18]. 
We first introduce a generating function for the system R,(Y)P~-~‘~,~-~‘~)(~) 
[where we have taken R,(Y) = R,,,( Y an normalized them by settingg, = 11, ) d 
namely, 
Kl(Y, f; 5-1) Es f gnqY) P>-1’2*u-1’2)((), (3.1) 
n=ll 
where 1 r2[ 1 < 1. It can be shown that the series (3.1) represents a 
holomorphic function element in a complex neighborhood of the origin in C3. 
This is done by using Hartogs’ theorem ([6]vol. 2, pp. 114116), along with 
the facts that the individual functions SnR,(~)P~-1’2,V-1’2)(5) are analytic- 
regular and that the partial sums are uniformly bounded (for all n) in a 
complex neighborhood of the set 
A3 = {(I, 5) I I YY I < 1) x (4 I I 1 + 5 I + I 1 - SC I < 2 + 4, 
where E > 0 is taken sufficiently small. 
The uniform boundedness follows from the asymptotic relation 
(3.2) 
["&(y) p>-112.412) (5) w [“r2” [ 1 + 0 ($1 PJy1’2*+1’2)(.$, (3.3) 
and the explicitly given generating function for the Jacobi polynomials (2.4). 
For each fixed 6 in the slit ellipse E’(E) = E(E) - [--I, 11, where 
w = M I 1 + I I + I 1 - I I < 2 - 4, we have the asymptotic estimate 
u311 P- 195) 
1 Pp’(f) Ip = I 5 + (5” - 1y2 I; 
hence, for I 5 ( < 1 5 - (5” - 1)112 j, 6 E E’(E), th e g enerating function expansion 
(2.4) represents a holomorphic function of 5. On the slit [-1, 11, we have 
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the bound 1 Pt*8’([)1 < (z+g-l), where Q = max(oL, 8) ([IO] Vol. 2, p. 206); 
hence, here the series converges to a holomorphic function of 5 for ] 5 ] < 1. 
Consequently, for a given ellipse E(E), we may obtain a uniform bound for 
the absolute values of the Jacobi polynomials in that ellipse by taking f,, 
to be a point on the boundary of the ellipse. In this case the series (2.4) is 
holomorphic in 5 for ] 5 j < 1 &, - (&,2 - 1)lj2 /, and each fixed f E E(E). 
Taking E > 0 arbitrarily small we obtain the set A3. Moreover, by a theorem 
in Szego ([31], p. 238), we know that the series (2.4) converges uniformly and 
absolutely in an ellipse, E(E), for each fixed 5 with I 5 I < 1, to a holomorphic 
function of f. Consequently, the series (2.4) represents a holomorphic 
function in each variable separately, and hence by Hartogs’ theorem is 
holomorphic in the variables (5, 5) simultaneously. 
We may then approximate the partial sums (for N > N,,) as follows: 
No-l 
lp(Y, f; c-1) = c (9?,(Y) Pp'2*v--1'qf) 
TZ=O 
+ ngon2n (1 + 0 [i]) P~-r’s,v-r’s)(f), (3.4) 
must be uniformly bounded for all N in view of (3.3), and also analytic- 
regular in A3. Hence from the elementary Hartog’s theorem (for bounded 
series) (3.1) defines a holomorphic function in the set A3. 
In order to investigate the possible singularities of the kernel 
Kl(Y, 5; 6-1) = f &&(Y) P>-1’2-1’2)(f), 
TWO 
we recall the asymptotic expansion for R,(Y), and consider the associated series 
F(5) = i R,(y) 5”. 
12=0 
By Fabry’s theorem on the location of singularities ([8], p. 377) we have that 
5 = pi jg$ -+ y2n[l + 0(1/n)] 1 
Y2n+2{l + O[l/(n + l)]} ‘7 
is a singular point of F(c) on its circle of convergence, I 4 I = 1 Y-~ I. Using a 
slightly modified form of a theorem of the author’s on Jacobi expansions 
([15], p. 450), it may be easily seen that K,(Y, 5; 5-l) is singular whenever 
4 = +([Y” + (-lyr2). If one were able to show that 5 = rr2 is the only 
singularity of F(c) on its circle of convergence, then it would follow by the 
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author’s above cited theorem that the singularity set of &(Y, 5; 5-r) closest to 
the origin in the (Y, E, t-r) space is indeed given by {[sr(’ - 25~24 + 1 = 0). 
[Another way of seeing that these points are actually singular points is a 
direct comparison of the generating function expansion (2.4) with the second 
sum in the series representation (3.3).] 
We return to the problem of showing that 5 = rr2 is the only singularity 
of F(c) on 1 5 1 = 1 Y 1m2. To do this we must have more exact information 
about the 0( 1 /n) t erm in the expression R,(Y) = Y~~( 1 + 0( l/n)) as n --f co. 
According to the important result given by Erdelyi ([II], p. 84)l on asymptotic 
expansions, we have the following situation holding in our case: If (1) 
q(r; n) E C”[ro , yl] for each fixed 72 in a sector S = (1 n I 2 No, 01 < arg[n] < /3}, 
(2) q(r; n) may be approximated up to a O(n+) term uniformly in [r. , yl] 
and arg n as n + co in the sector, (3) the qk(r; n) are of sufficiently high 
differentiability in [Y” , r,], and (4) Re (rz[- q0(y)]1/2} f 0, then the diffe- 
rcntial equation (2.8) possesses a fundamental system of solutions which 
may be approximated, up to O(n+), uniformly for Y 6 [Y, , yl]. 
Our q(y; n) is a polynomial in n, and if we take 0 < y. < y1 < cc then our 
expansion for q(y; n) is not only an asymptotic it is an exact expression as a 
finite Taylor series in the n-plane. Furthermore, if Re n > 0 and we choose 
the positive root of [-qo(y)]‘/” [which corresponds to our solution R,(Y)], 
then condition (4) above is satisfied. The coefficients qk(y; n) E Cm[yo, yl]. 
Consequently, for all Y E [ro, yl] and / n j 3 No , -in < arg[n] < &r, we may 
approximate R(Y, n) = R,(Y) as a Taylor series in n-l. From this we may 
conclude that R(Y, n) is bounded for all n E S and Y cz [Y~Y,]; indeed R(Y; n) 
is analytic in the half-plane Re[n] > No for each fixed Y E [yo, r,]. 
From this last fact we are able to obtain the desired result. A theorem 
due to the Le Roy and Lindelijf ([8], p. 340) states that if the function g(x) is 
regular in the half-plane Re[z] 3 No , and that there exists a 0, such that 
for each E > 0 arbitrarily small and for v sufficiently large one has 
/ g(fv, + my < e@f.)v, -gr < * < &r, 
then f(5) = CEO g(n)x” is regular in the sector, 0 < arg[l;] < 27r - 8. 
Furthermore, if 6’ = 0, j(c) is regular everywhere with the possible exception 
of the points on the real line [l, co). For each fixed Y E [y. , yl] such that 
) r2 I < 1, one easily obtains the estimate. (The case where I Y I > 1 is 
handled similarly by using a change of scale.) 
I A4 I = I R(r, 4 I G 1 &W 1 + A, + l!$ + . . . f n II 
< es”, 
1 This statement is a somewhat modified form of the one given by Erddlyi, to 
apply to our specific case. 
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from which it follows that 5 = + l/l r I2 is the only singularity possible on 
the circle of convergence. This concludes our proof of the 
LEMMA 3.1. The first singularity set of the generating function Kl(r, 6; 5) 
is the set of points2 
X(2’ Es {(r, 5, IJ I p - 2r2& + r* = O}. 
We are now able to introduce an integral operator which maps the class 
of analytic functions regular about the origin onto the set of V(O”) solutions 
(about the origin) of LPy[#] = 0, namely, 
where f (5) = Cr=,, an<% and 
.5? = (5 1 1 5 ] = (Y + E)~, E > 0 arbitrarily small}. 
We next consider the problem of constructing an inverse operator, which 
maps the class of 59~) solutions (about the origin) back onto the class of 
analytic functions. To do this we seek a generating function K2(r, f; t;) that 
will serve as the kernel of the integral transform 
where 2? = {f 1 -1 < 4 < +l}. If we define 
K ( (. [) ~ (1 - 5y-1’2 (1 + 4)p-1’2 2 (22 + P + 4 n! nn + CL + 4 
2r, 3 p+u nSO Qn + y + 8 e + CL + 3) 
5" 
x R&9 n 
~pw2.~-1/2)(~), 
(3-g) 
then it may be seen, by recalling the orthogonality relation for the Jacobi 
polynomials [ZO], 
I +h - t)y-1'2 (1 + ,)~-1~2,~-1~z.,-l/2,(,),~~1,2,,l,2)(,), -1 
6 2r+“r(n + ” + 4) m + P + 4) 
= nm (2n + p + v)n!P(n +p + v) ’ (3.9) 
2 From Theorem 3.1 of [15], p. 448, it may be seen that these are the only singulari- 
ties which can contribute to the singularities of solutions on the initial sheet of the 
Riemann surface on which the solution is defined. 
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and formally integrating term by term, that 
Now for all sufficiently large n (n > N,, , say) we have 
e+l)n+P+Y) 
qn + y + 8) qn + ~ + 3) - (n + PF2 w’2-v F=v 1 
and 
(3.10) 
(3.11) 
Hence it is clear by comparison with the generating function expansion (3.3) 
that (3.8) converges uniformly for 6 E E(E) when 1 {Y-~ 1 < A, < 1, providing 
Y is not a zero of R,(r) for n < N, . 
The functions R,,(r) (n = 1,2,..., N,,) are entire function in the complex-r 
plane and their zeros are isolated. In the operator (3.7) we may treat Y as it 
appears in the kernel Kr(r, 5; 5) as a fixed parameter such that it is not a 
root of the equation R,(r) = 0 (n = 1,2,..., N,,). However, in cases in which 
we may wish to vary r and in the case where it is ever a root of R,jr) = 0, 
we omit these terms from the kernel and rewrite it as 
R ( ~. t;) = (1 - &-1’2 (1 + f)*-1’2 f (h + p + 4 n! T(n + P + 4 
er, > p+c”u n=O qn + ” + li> 0 + CL + 4) 
n#ni &I 
x gy3~-1/2.'1/2'(~) 
W) - 
(3.12) 
For each fixed value of r, we may always find an N,(r) such that our estimates 
(3.11) hold, and thereby find an expression (3.12) where 11 # ni and i is 
contained in a suitable, finite index set. 
In order to discuss the singularity set of &(Y, 6; 4) we may make reference 
to the generating-function expansion (3.3) or, on the other hand, use the 
explicit representation given below for another generating function introduced 
by the author in an earlier paper. 
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(This representation makes use of a result due to Brafman [5J.) 
[(P+Y-1)(P+Y)~~-+(T+t-~)(~(a+“)-~(T-t+5)) 
x E++(T-t+5)(~(p+V)++(T+t-~))E 
-tl(l-P);;- t2 (2) (0) 
T2 F(T+~-~)~FF 
+ & (T - t + 5)” y:lt C,7a 
= r(P + II) r(v + 8) 
qP+v-l) 
- n!(2n + /.L + v) r(?z + /.L + v) P~-1’2*p-1’2)(rf) 
xc 
5 n 
(3.13) 
93=0 qn + P + a> r(n + v + B) ( 1 -7 
where T = (1 - 2.9 + t2)lf2 as before, 
bd (m) 
FF =F 
( 
l+r++v-l+n,v+~+n;~++ 
1 
xF(1 +v.z,~+Y--1 +m;/~+;+m;+++-+), (3.14) 
and 
is the hypergeometric series. 
If we call 
r(, + v - 1) (1 - w2-” (1 + f)l,2-p K (5. 
r(, + !I> w + 4) 2 9rs 
6) > 
the generating function given by the series ‘(3.13), then we may write 
K2G; I, I) in the form 
K,([; r, t) m &([; r, 5) + (l - ek1’2 (l + f)r-1’2 
p+y 
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for Y 3 r(NJ, and N > N, taken sufficiently large. It was shown by the 
author ([15, pp. 449,450) that the singularities of K3(r, f; 5) lie on the 
analytic set 
w f (5, r, 5 1 Y4 - 2try + (2 = O} c CF. 
We reformulate the above results as a theorem. 
(3.16) 
THEOREM (3.2). Let +(Y, 8) = QJf] be a G?(m) solution of I,,[$] = 0 
about the origin, 
#(Y, 0) = 2 a&(r) P~-1’2*y-1’2)(cos 28), 
W==O 
and furthermore, let K,(Y, f; 5) b e e ne as in Eq. (3.8). Then there exists an d ji d 
inverse operator, Q;$,b], which maps # back onto its Q,-associate f(l), given 
as an integral representation of the form 
sz;[gJ] f 
I +’ K2(r, 5; i’) $(y; 5) dt, -1 
where the path of integration is taken to be the real axis from -1 to +l. 
4. LOCATION OF SINGULARITIES 
We are now in a position to give several theorems concerning the location 
of singularities of solutions to LJ#] = 0. The proofs are similar to those 
given in Gilbert [12-161 and later in Gilbert and Howard [17,18], and the 
reader is referred to these papers for details. 
THEOREM 4.1. Let $(Y, 0) = QJf] where f(z) is an analytic function 
regular about the origin whose only finite singularity lies at x = 0~. Then the 
only possible singularities of 4(~, e) lie at r2e2@ = OL, a?. 
To show this we use the argument employed by Hadamard in this theorem 
on the multiplication of singularities [26] (see also Nehari [3U], Gilbert 
[12-161, and Gilbert and Howard [27,18]). For instance, one realizes that 
the only possible singularities of $(Y, 0) must occur when the singularities of 
the kernel coincide with those off(z), namely when 
or when 
a2 - 2r2g% + la = 0 
0~2 - y2a(&O + e--B@) + y4 = (a _ y2@)(~ - y2e--2@) = 0. (4.1) 
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Likewise we may show 
THEOREM 4.2. Let $(Y, 0) be a solution of L,,,,[I)] = 0 whose only finite 
singularities lie in the set 
{(r, 0) 1 (r2ezie - a) (y2eczie - CX) = 0) E [(r, 5) 1 5 = + ($ + +)I , 
5 = cos 26. Then the only possible singularities of the SL,-associate f(z) are 
the points z = 01, 6. 
Again, using the Hadamard argument [20] we have that the only possible 
singularities of f(z) lie on the set (given in terms of the parameter ) 
G(r) = [x 1 G(r, x) = ~-4 - 2 [+ (f + -+)I xr2 + x2 = 01 . 
Now using the envelope method developed by the author in a series of papers 
[Z2-161, we further restrict the set of possible singularities to lie on 
the set 
G(r) n 1s j g = 4r3 (1 - %j = 01 E {z 1 z(z - a) = 0). (4.2) 
We eliminate the possibility x = 0, since it is known already that the 
a,,-associate is dejined to be regular in a neighborhood of z = 0, and this is 
then the desired result. 
We are now able to establish a fundamental theorem concerning the 
singularities of solutions of LJt,h] = 0 by combining Theorem 4.1 and 4.2. 
THEOREM 4.3. (The Fundamental Theorem for Singularities). A 
necessary and sz@cient condition for #(r, 9) to be singular at r2e2@ = LX, & is for 
its Q,-associate to be singular at x = 01 or G. 
With a result of this kind one is able to transplant theorems about the 
location of singularities from classical function theory to the theory of %P) 
solutions of LJt,b] = 0. As an illustration we list a Cauchy-Hadamard 
formula for such solutions which have a series development of the form 
$(y, 0) = f a&(r) Pk-1’2*V-1’2) (COS 26). 
?Z=O 
(4.3) 
Namely, the series (4.3) converges uniformly and absolutely in any compact 
subset of its disk of convergence 1 z 1 < p, where 
p-l = lim sup I a, 1112n. n-tm 
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Other results analogous to the Hadamard [20] and Mandelbrojt [29] 
criteria are also obtainable, (See [12] for details). We list, as a further example, 
the following analog of Hadamard’s criteria for the number of polar singular- 
ities. 
THEOREM 4.4. Let +(r, 13) = SQ,[f] be a solution of L,[a,b] = 0 defined in 
a neighborhood of the origin with the series development (4.3). Furthermore, let 
and let 8, = lim SUP~+~ 1 D, (PI l/A. Then we have the following possibilities: 1 
(a) There exists an m such that/J/,+, = 0 for all p > m (8,/z!,+, U monotone 
decreasing) and Z&Y, 0) has 4m singularities in the entire z = reie plane; 
(b) 4/4+1 + 0 as p ---f CO and #(r, 0) has a finite number of singularities in 
each compact set of the z-plane; 
(c) c!J/,+~ -+ l/R, and in this case fb(r, 6) has afinite number of singularities 
in the disk 1 x 1 < p < R112 but an infinite number in a neighborhood of 
1 .a / = R1J2. 
The proof of this theorem parallels similar results obtained by the author 
in previous papers [Z5, 161. 
5. BOUNDS FOR SOLUTIONS OF L,,,,[#] = 0 
In this section we shall find bounds for ?P) solutions in terms of their 
R,--associates. For similar results for other partial differential equations, 
see Bergman [I], Gilbert [12], and Gilbert and Howard [17-191. We consider 
first bounding the kernel of our integral operator. From before we have, for 
N sufficiently large, that 
= 2 [-yR&) _ pn)p~-1/2,v-lla)(,g 
n-0 
+ (1 + 0 (+-)) 1 2~+~-1T-l 1 _ I” + T ( < )-‘+“’ (1 + $ + T)-‘+l”, 
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where T = (1 - 2&r”/{) + r4/c2)l12, and T = 1 when r2/( = 0. Suppose, 
since the R,(Y) are entire functions of complex I, that 
and 
M2(r, E’) = max ’ 
lcl=++~ JTI ’ I I (5.2) -1ic<+1 
I ~l(~, E; r> I < J%(y, 4 + 2~+“(M&, qy+v, T<l. 
151 
(5.3) 
It is clear since N < co that for any finite r, 1 5 1 = r2 + E’, and 
-1 < g < +l, we have Mi(r, E’) < co. (We have a finite sum of bounded 
terms.) We next attempt to estimate M2(y, E’) by setting 5 = (Y” + E’) e-iq 
in T and considering the extrema of 1 T 1. We conclude that I T 1 assumes its 
minimum over the domain 0 < g, f 27r, -1 < 6 < 1 for cos ‘p = 1 and for 
6 = rs/(r2 + E’). Hence, this minimum value of T is greater, in particular, 
than (~‘)~(r~ + E’)-~; consequently, for E’ sufficiently small, we have 
I w, t; 5) I < Ml@-, 4 + [2W2 (r2 + E’J2Pf” 
< 2M,(r, 0) + [2(&)-2 (Y2 + q]p+“. (5.4) 
Inequality (5.4) y ma now be used to obtain an estimate for #(r, 19) for r < r. 
in terms of its associatef([), namely if #(r, 0) = sZ,[f], then 
I $(I, @I < {2M&, 0) + [2(Ey2(r2 + 421p+“) M, 9 (5.5) 
where ]f(LJ < M, for I [ I < ro2 + E’. 
DEFINITION. We say that a solution #(Y, 0) = a,[f] is entire if and only 
if its series representation, 
+cy, e) = f un~,(y) ~~~~~~~~~~~~~~~~~ 281, 
n--O 
(5.6) 
has an infinite radius of convergence, namely if and only if 
p = (liF+%up ) a, 11/2n)-1 + co. (5.7) 
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THEOREM 5.1. Let #(I, 0) be a solution of L,[#] = 0 with a series develop- 
ment (5.6). FurthHmore, let the coefficients {a,> satisfy thefollowing limit relation: 
limAup 
nlogn 
- log 1 a, 1 = h. (5.8) 
Then the solution t,h(r, 0) is bounded above for large Y by the inequality 
1 (cl(r, 8) 1 < epAfrtm) 
for Y2 < p[(m - 1)/m]. 
(5.9) 
Proof. We show this by recalling that the QL,-associate of +(Y, 0) must 
also be entire and has the same coefficients {a,}. The relation (5.8) then 
gives the order of f(c) and (5.9) follows immediately from (5.5). 
Remark. We note that in classical function theory the order gives both 
an upper and lower bound for the maximum modulus of f(c). In an earlier 
paper, this author showed in the case of GASPT that it was also possible to 
bound the maximum modulus of a solution below. This proof relied on 
certain inequalities which followed from the application of the inverse 
operator. Gilbert and Howard [17, 181 extended these results to the case of 
the bi-axially symmetric, reduced wave equation by employing rather 
detailed estimates for the Bessel functions. It is our conjecture that the 
same methods will work for the functions Rn(r), and it is our intention to 
investigate this matter in a later note. 
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