Abstract-Can we map the channels at one set of antennas and one frequency band to the channels at another set of antennaspossibly at a different location and a different frequency band? If this channel-to-channel mapping is possible, we can expect dramatic gains for massive MIMO systems. For example, in FDD massive MIMO, the uplink channels can be mapped to the downlink channels or the downlink channels at one subset of antennas can be mapped to the downlink channels at all the other antennas. This can significantly reduce (or even eliminate) the downlink training/feedback overhead. In the context of cellfree/distributed massive MIMO systems, this channel mapping can be leveraged to reduce the fronthaul signaling overhead
I. INTRODUCTION
Scaling the number of antennas up is a key characteristic of current and future wireless systems [1] , [2] . Harvesting the multiplexing and beamforming gains of the large numbers of antennas, however, requires the channel knowledge at these antennas. This is normally associated with large training and feedback overhead that can limit the scalability of massive MIMO systems [1] , [2] . In this paper, we ask an important question: If we know the channels between a user and a certain set of antennas at one frequency band, can we map this knowledge to the channels at a different set of antennas and at a different frequency band? If such mapping exists and we can characterize or model it, this can yield significant gains for both co-located and distributed massive MIMO systems. Essentially, this mapping means that we can directly predict the downlink channels from the uplink channels, eliminating the downlink training and feedback overhead in co-located/distributed FDD massive MIMO systems. In the context of TDD cell-free massive MIMO, this mapping implies that the channels at only a subset of the distributed terminals need to be fed to the central processing unit that will use them to predict the channels at all the other terminals, which reduces the fronthaul signaling overhead and allows these distributed systems to scale. Motivated by these interesting gains, this paper investigates the existence and modeling of this channelto-channel mapping function at both space and frequency.
Estimating the channels at one frequency band using the channel knowledge at a different frequency band is attracting Antenna These antenna sets could be distributed or colocated
User at position Channel Mapping Antenna set . at frequency Antenna set . at frequency 1 s t p a t h o f t h e c h a n n e l 2 n d p a th o f th e c h a n n e l Fig. 1 . The figure illustrates the general system model we adopt in this paper. The user is communicating with one of the two sets of antennas, M 1 at frequency f 1 or M 2 or frequency f 2 . The function Φ M 1 ,f 1 →M 2 ,f 2 (.) maps the channels at set M 1 to those at set M 2 .
increasing interest [3] - [6] . In [3] , the parameters of the uplink channels, such as the angles of arrival and path delays were estimated and used to construct the downlink channels at an adjacent frequency band. This frequency extrapolation concept was further studied in [4] where lower bounds on the mean squared error of the extrapolated channels were derived. On a relevant line of work, [5] , [6] proposed to leverage the channel knowledge at one frequency band (sub-6 GHz) to reduce the training overhead associated with design the mmWave beamforming vectors, leveraging the spatial correlation between the two frequency bands. A common feature of all the prior work in [3] - [6] is the requirement to first estimate some spatial knowledge (such as the angles of arrival) about the channels in one frequency band and then leverage this knowledge in the other frequency band. This channel parameter estimation process, however, is fundamentally limited by the system and hardware capability in resolving these channel parameters, which highly affects the quality of the extrapolated channels.
In this paper, we introduce the novel concept of channel mapping in space and frequency that does not just translate the channel knowledge from one to another frequency band but also from one set of antennas to another set of co-located or distributed antennas.
• First, we prove that such channel-to-channel mapping function exists under the condition that the mapping function from the candidate user positions to the channels at the first set of antennas is bijective.
• Then, we show that deep neural networks can be leveraged to learn (approximate) this complex channel mapping function if a sufficient number of observations is available. These general results have the potential of significantly reducing the channel training/feedback overhead at both co-located and distributed/cell-free FDD massive MIMO systems. In fact, leveraging such channelto-channel mapping functions can find interesting applications in other systems as well, such as reducing the fronthaul signaling overhead in TDD cell-free massive MIMO systems and reducing the beam training overhead in mmWave MIMO applications [7] - [10] . Simulation results, based on accurate ray-tracing, confirm the potential gains of the proposed deep learning based channel mapping approach. For example, for a given setup with 64 distributed antennas, the results show that acquiring the channels at only 8 of these antennas at an uplink frequency of 2.4GHz can be efficiently mapped to the 2.5GHz downlink channels at all the 64 antennas. Adopting conjugate beamforming with the predicted downlink channels, the results show that nearoptimal data rates can be achieved when compared with the upper bound with perfect channel knowledge. This highlights a novel solution for reducing the training and feedback overhead in mmWave and massive MIMO systems thanks to the powerful learning capabilities of deep neural networks.
Notation: Please refer to the extended version [11] .
II. SYSTEM AND CHANNEL MODELS
Consider the general system model in Fig. 1 where one user at position x u can communicate with one of two candidate sets of antennas, namely M 1 over a frequency f 1 and M 2 over a frequency f 2 . It is important to emphasize here that we do not impose any constraints on the relation between the two antenna sets, M 1 and M 2 , nor the frequencies f 1 and f 2 . Therefore, this general system model includes several special cases such as (i) the case when some antennas are common between the two antenna sets, or (ii) when the two antenna sets use the same frequency f 1 = f 2 . This allows us to use the results derived based on the adopted general model to draw important insights for both co-located and distributed (cell-free) massive MIMO systems and for both TDD and FDD system operation modes, as we will discuss in Section IV.
Channel Model: Let h u,m (f 1 ) denote the channel from user u to antenna m in the antenna set M 1 at the frequency f 1 . Assume that this propagation channel consists of L paths. Each path has a distance d from the user to antenna m, a delay τ , and a complex gain α = |α |e jφ . The channel h u,m (f 1 ) can then be written as
Note that the magnitude of the path gain |α | of path depends on (i) the distance d that this path travels from the user to the scatterer(s) ending at the receiver, (ii) the frequency f 1 , (iii) the transmitter and receiver antenna gains, and (iv) the cross-section and dielectric properties of the scatterer(s). The phase φ also depends on the scatterer(s) materials and wave incident/impinging angles at the scatterer(s). Finally, the delay τ = d c , where c is the speed of light. By reciprocity, we consider h u,m (f 1 ) as also the downlink channel from antenna m to user u. Now, we define the
T as the channel vector from user u to the antennas in set M 1 . Similarly, we define the channel vector h u,M2 (f 2 ) for the channel between user u and the antennas in set M 2 . In the next section, we define the channel mapping problem.
III. CHANNEL MAPPING PROBLEM DEFINITION
In this paper, we are interested in answering the following question: If the channels between the user u and the antenna set M 1 are given, can we use them to estimate the channels between the user and the other set of antennas M 2 ? In other words, can we map
If such mapping exists and we can characterize/model it, this can have great gains for massive MIMO systems. Essentially, this means that we need only to estimate the channels at one set of antennas and use them to directly predict the channels at all the other antennas for the same frequency or even a different frequency. This can dramatically reduce the training and feedback overhead in FDD massive MIMO systems. Further, for cell-free massive MIMO systems where a large number of distributed antennas are connected to the central unit, leveraging this mapping means that we need only to feed-forward a subset of the antenna channels to the central unit that maps them to the channels at the rest of the antennas. This may significantly reduce the control overhead on the front-haul of the cell-free massive MIMO systems. With this motivation, we investigate the existence and modeling of this channel mapping function in this paper. More formally, defining the channel mapping Φ M1,f1→M2,f2 (.) as (2) then we investigate the following two problems:
In the following section, we investigate the existence of the channel mapping function then we show in Section V that deep learning can be efficiently leveraged to model it.
IV. THE EXISTENCE OF CHANNEL MAPPING
In this section, we consider the system and channel models in Section II and examine the existence of the channel mapping function Φ M1,f1→M2,f2 (.). First, we investigate the existence of the position to channel and channel to position mapping functions which will lead to the channel to channel mapping.
Existence of position to channel mapping: Consider the channel model in (1) , where the channel from user u at position x u to antenna m is completely defined by the parameters |α |, φ , τ of each path and the frequency f 1 . We note that these parameters, |α |, φ , τ , are functions of the environment geometry, scatterer materials, the frequency f 1 , in addition to the antenna and user positions, as explained in the discussion after (1) . Therefore, for a given static communication environment (including the geometry, materials, antenna positions, etc.), there exists a deterministic mapping function from the position x u to the channel h u,m (f 1 ) at every antenna element m [12] . More formally, if {x u } represents the set of all candidate user positions, with the sets {h u,M1 (f 1 )} and {h u,M2 (f 2 )} assembling the corresponding channels at antenna sets M 1 and M 2 , then we define the position-tochannel mapping functions g M1,f1 (.) and g M2,f2 (.) as
Note that these deterministic mapping functions for a given communication environment scene can be numerically computed (or approximated) using ray-tracing simulations. However, we emphasize here that while we assume the existence of these position-to-channel mapping functions, our developed deep learning solutions will not require the knowledge of these mapping functions, as will be explained in Section V.
Existence of channel to position mapping: Next, we investigate the existence of the mapping from the channel vector h u,M1 (f 1 ) of the antenna set M 1 to the user position. For that, we adopt the following assumption.
Assumption 1: The position-to-channel mapping function,
This assumption means that every user position in the candidate set {x u } has a unique channel vector h u,M1 (f 1 ). Here, we note that the bijectiveness of this mapping, g M1,f1 , depends on several factors including (i) the number and positions of the antennas in the set M 1 , (ii) the set of candidate user locations, and (iii) the geometry and materials of the surrounding environment. While it is hard to guarantee the bijectiveness of g M1,f1 (.), it is important to note that this mapping is actually bijective with high probability in many practical wireless communication scenarios [12] . Now, we define the channel-to-position mapping function g −1 M1,f1 (.) as the inverse of the mapping g M1,f1 (.), i.e.,
Under Assumption 1, the inverse mapping, g −1 M1,f1 (.), exists. In fact, this inverse mapping is widely adopted in the wireless positioning and fingerprinting literature [12] , [13] .
Existence of channel to channel mapping: After investigating the existence of the position-to-channel and channelto-position mapping functions, we are now ready to make the following proposition on the existence of the channel-tochannel mapping function, Φ M1,f1→M2,f2 (.).
Proposition 1: For a given communication environment, and if assumption 1 is satisfied, then there exists a channel-tochannel mapping function, Φ M1,f1→M2,f2 (.), that equals
Proof M1,f1 (.), and they both equal to {x u }.
2 Consider a communication setup with a base station employing multiple antennas (co-located or distributed), Proposition 1 means that once we identify a subset of these antennas that satisfy the bijectiveness condition in Assumption 1, then there exists a way that can map the channels at this set of antennas to the channels at all other antennas, even if they are communicating at different frequencies. This result has interesting gains for both co-located and distributed massive MIMO systems. For example, the proposed channel mapping implies that only a subset of the base station antennas need to be trained and used to directly predict the downlink channels at all the antennas, which significantly reduces the training and feedback overhead in these systems. This result also means that only a subset of the antennas needs to be trained in the downlink, and then spatial correlations can be leveraged to predict the channels of the other antennas. More detailed discussion about the potential use cases can be found in [11] .
Practical considerations: Proposition 1 implies that for a given communication environment and under Assumption 1, there exists a deterministic channel-to-channel mapping function. In practice, however, there are a few factors that can add some probabilistic error to this channel prediction such as the measurement noise, the limited ADC bandwidth, and the time-varying channel fading. Evaluating the impact of these practical considerations on the channel prediction error is an important future extension of this work.
V. DEEP LEARNING BASED CHANNEL MAPPING
In Section IV, we showed that the channel-to-channel mapping function exists for any given wireless communication environment once the bijectiveness condition in Assumption 1 is satisfied. If this mapping function exists, then how can we model it? The challenge is that this mapping function convolves the various aspects of the communication environment scene, such as the geometry, materials, etc., which makes its analytical characterization hard-and mostly impossible. In this paper, we propose to leverage the universal approximation theory [14] of deep neural networks to learn this channelto-channel mapping function.
More specifically, we propose to approximate Φ M1,f1→M2,f2 using deep neural networks. A deep neural network is a sequence of parameterized non-linear transformations. Each one roughly represents a single layer in the network, and the stacking of those layers defines the depth of the network. Mathematically, if we adopt an N-layer neural network, then the overall function can be expressed as a sequence of augmented functions as
in which W is the set of all parameters of a network, h u,M1 (f 1 ) is an input vector to that network, and f i (.), ∀i is a single layer (single non-linear transformation). In the next section, we will investigate the proposed deep-learning based channel mapping for cell-free massive MIMO systems.
VI. DEEP LEARNING BASED CHANNEL MAPPING IN CELL-FREE MASSIVE MIMO SYSTEMS
In this section, we investigate the developed deep-learning based channel mapping approach on a cell-free (distributed) massive MIMO setup.
A. Cell-Free Massive MIMO Model
We consider a distributed massive MIMO setup where M geographically-distributed antenna terminals are connected to a central processing unit. Further, we adopt an OFDM system model with K subcarriers, and denote f UL and f DL as the uplink and downlink center frequencies that could be generally different. In the uplink transmission, if the user is sending a signal s u , then the received signal by every antenna m, m = 1, 2, ..., M at the kth subcarrier can be expressed as
where n m ∼ N (0, σ 2 n,m ) represents the receive noise and s u satisfies E[|s u | 2 ] = P u with the user transmit power P u . ∆f = BW K is the subcarrier spacing frequency with the uplink bandwidth BW. For simplicity, we assume that BW also represents the downlink bandwidth. In the downlink, If the M antennas are jointly transmitting a signal s M , then the received signal at user u and kthe subcarrier can be written as
where n u ∼ N (0, σ 
T enforces the power constraint on the beamforming vector. With this system model, the downlink achievable rate can be expressed as
with the signal-to-noise ratio SNR = PT Kσ 2 n,u .
B. Proposed Channel Mapping with Deep Learning
In this section, we propose to leverage the interesting channel mapping results in Sections IV-V to completely eliminate this overhead. More specifically, let M 2 represent the set of all the M distributed antennas, we propose to learn the mapping from the uplink channels at a subset of the antennas M 1 ⊂ M 2 to the downlink channels at all the M antennas, i.e., to the antennas in M 2 . The implementation of the proposed deep-learning based channel mapping entails two modes of operation: learning and prediction.
Learning mode: In this mode of operation, the adopted distributed massive MIMO system operates as normal, i.e., as it will do if there is no machine learning, and the learning will happen on the side. More specifically, at every coherence time, the uplink and downlink channels will be acquired through two separate and traditional training phases. Then, the uplink channels at the subset of antennas M 1 denoted h u,M1 (f UL + k∆f ) , ∀k, and the downlink channels at all the antennas, denoted h u,M2 (f DL + k∆f ) , ∀k, will be saved as a new data point for training the deep learning model. After a sufficient number of data points are collected, the deep learning model (that will be described in detail in Section VI-C) will be trained to learn the channel-to-channel mapping function from the uplink channels at the antenna subset M 1 to the downlink channels at the M antennas.
Prediction mode: In this mode of operation, the user needs to send only one uplink pilot that will be used to estimate the uplink channel at the antenna subset M 1 . These channels, h u,M1 (f UL + k∆f ) , ∀k,, will then be fed forward to the central unit where the trained deep learning model will be used to directly predict the downlink channels at all the antennas, h u,M2 (f DL + k∆f ) , ∀k. These downlink channels will then be used to design the downlink precoding matrix. Fig. 3 . An approximate depiction of the considered environment (scenario). The green little boxes on the ceiling represent the distributed antennas of the base station/access point. The two dark brown rectangles are two grids representing possible user locations. This ray-tracing scenario is constructed using the Wireless InSite by Remcom [16] .
C. Deep Learning Model
Owing to the spatial and frequency dependencies in the channel estimates, we adopt a feedforward fully-connected network [15] . The proposed model consists of W layers. Each of them is composed of N w neurons, where w ∈ {1, . . . , W }, followed by N w non-linearity functions, specifically Rectified Linear Units (ReLU), as depicted in Figure. 2. Next, we explain the data pre-processing and network training (more detailed description can be found in [11] .
Preprocessing: First, the input channels are normalized such that their values lie within the interval [−1, 1]. This is performed by multiplying with ∆ = max i=1,...,K j=1,...,M |h i,j |, where h i,j is the complex channel estimate of the i th antennal and k th subcarrier, K is the total number of subcarriers of the systems, and finally M is the total number of antennas.
The, two more operations are performed: array masking (or sampling) and input and output re-shaping. As the core idea of the proposed solution is to perform channel mapping in space and frequency, the channel estimates of all the antennas across all sub-carriers are organized into a 3D channel array where the first two dimensions represent space and frequency and the third represents the real and imaginary components. This array is, then, masked (or smapled) across the space dimension to generate a sparse input array like the one in Figure 2 . This masking operation retains channel information from a subset of the system antennas while the rest are zeroed-out. This is done using a randomly-generated binary mask with ones across the rows corresponding to the selected antennas.
The last operation in this stage is input and output reshaping so that the complex-valued data samples are presented to the network as real values. To do that, the masked array is simply flattened to become a single 1-dimensional vector of length 2KM .
Model Training: The model is trained based be on a supervised learning approach. For the loss function, since the addressed problem involves channel array reconstruction, the popular Normalized Mean Squared Error (NMSE) is used to assess the output quality. A more detailed discussion about the model training can be found in [11] .
VII. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we evaluate the performance of our proposed deep-learning based channel mapping solution for massive MIMO systems and illustrate its potential gains for reducing the channel training and feedback overhead. The dataset and code files of this paper are available at [17] , [18] .
A. Scenario and Dataset
In these experiments, we consider the indoor distributed massive MIMO scenario 'I1' that is offered by the DeepMIMO dataset [17] and is generated based on the accurate 3D ray-tracing simulator Wireless InSite [16] . This scenario is available at two operating frequencies 2.4GHz and 2.5GHz, which emulate the uplink and downlink carrier frequencies of the massive MIMO setup in Section VI-A. As depicted in Fig. 3 , the 'I1' scenario comprises a 10 m ×10 m room with two tables and M = 64 antennas tiling up part of the ceiling, i.e. at a height of 2.5m from the floor. The users are spread across two different x-y grids, at a hight of 1m.
Given this ray-tracing scenario, we generate the DeepMIMO dataset based on the parameters in Table. I. This DeepMIMO dataset constructs the channels between every candidate user location and every antenna terminal at the uplink and downlink frequencies, 2.4GHz and 2.5GHz. To form training and testing datasets, the elements of the generated DeepMIMO dataset are first shuffled and, then, split into two subsets with 4:1 ratio.
The adopted fully-connected network has 4 layers with 1024, 4096, 4096, and 2048 neurons for each layer respectively. This network is trained on approximately 121 thousand training samples. Those samples are randomly drawn from the two grids shown in Figure. 3. The training is performed using ADAM with learning rate of 1 × 10 −3 . More details on the model training and simulation setup can be found in [11] .
B. Performance Evaluation
Considering the distributed massive MIMO setup in Section VII-A and the deep learning model in Section VII-A, we evaluate the performance of the proposed channel mapping solution. For this evaluation, we use the predicted channels to construct the downlink conjugate beamforming vectors v k =ĥ * u,M2 (f DL + k∆f ) , ∀k with which we calculate the achievable rates according to (10) . These rates are also compared with (i) the upper bound that represents the rates when the M antennas apply conjugate beamforming with perfect channel knowledge and (ii) the lower bound which is the achievable rate with perfect channel knowledge when only the antennas in the subset M 1 apply conjugate beamforming.
In Fig. 4 , we compare the achievable rates of the proposed channel mapping approach with the upper and lower bounds for two important cases, namely "within-band" and "crossband". In the "within-band" case, f UL = f DL = 2.5GHz, i.e., the channel is mapped from the antenna subset M 1 to all the antennas within the same frequency band. Fig. 4 shows that with only 8 antennas, i.e., around 12% of the total number of antennas, the deep learning based predicted channels are capable of achieving more than 3 bits/sec/Hz, which brings them within 9% of the upper bound. This upper bound is approached with merely quarter the number of antennas.
In the more challenging "cross-band" case, f UL = 2.4GHz and f DL = 2.5GHz, as the uplink channel at 2.4GHz and at only a subset of the antennas M 1 are mapped to all the antennas at the downlink frequency 2.5GHz, i.e. the channel is mapped across both space and frequency. This is quite interesting to study since it highlights the ability to predict the downlink channels directly from the uplink channels, which completely eliminates the downlink training/feedback overhead. As shown in Fig. 4 , the proposed deep-learning based channel mapping approach is clearly capable of learning such mapping very well; as the achievable rate with the predicted downlink channels converges very closely to the upper bound with only 8 − 16 antennas.
VIII. CONCLUSION
In this paper, we introduced the new concept of channel mapping in space and frequency, where the channels are mapped from one set of antennas at one frequency band to another set of antennas at another frequency band. For any given environment, we first proved that this channel-tochannel mapping function exists under the condition that the mapping from the candidate user locations to the channels in the first set of antennas is bijective. Then, we proposed to leverage deep neural networks to learn this complex channelto-channel mapping function. Simulation results based on accurate 3D ray-tracing highlighted the potential gains of the channel mapping approach. For example, for a cell-free massive MIMO setup of 64 distributed antennas, the results show that the channels at only 4-8 antennas are required to be able to efficiently predict the channels at all the 64 antennas and achieve near-optimal data rates. For future work, it is interesting to investigate the impact of various practical considerations, such as the measurement noise, the limited ADC bandwidth, and the time-varying channel fading, on the performance of the proposed channel mapping approach.
