Abstract: This paper presents a novel cuckoo search algorithm called elite opposition -cuckoo search algorithm (ECS) for solving integer programming problems. The opposite solution of the elite individual in the population is generated by an opposition-based strategy in the proposed algorithm and form an opposite search space by constructing the opposite population that locates inside the dynamic search boundaries, then, the search space of the algorithm is guided to approximate the space in which the global optimum is included by simultaneously evaluating the current population and the opposite one. The results show that ECS algorithm has faster convergence speed, higher computational precision and is more effective for solving integer programming problems.
Introduction
Optimisation is a process of finding the best possible solution(s) for a given problem. Over the past several decades, some kinds of algorithms have been proposed to solve optimisation problems and have made great progress Singiresu and Rao, 2009) .
In latest years, more bio-inspired algorithms were suggested (Kaveh, 2014) , such as, genetic algorithm (GA) (Holland, 1992) , particle swarm optimisation (PSO) (Kennedy and Eberhart, 1995) , firefly algorithm (FA) (Xinshe, 2013) , dragonfly algorithm (DA) (Mirjalili, 2016) , monkey search algorithm (MS) (Mucherino and Seref, 2007) , fly optimisation algorithm (FOA) (Pan, 2011) , bat algorithm (BA) , ray optimisation (RO) (Kaveh and Khayatazad, 2012) , dolphin optimisation (Kaveh and Farhoudi, 2013) , etc. Because of its advantages in global, efficiency, robustness and universality, meta-heuristic algorithms have been widely used in engineering optimisation problems and other fields.
The cuckoo search (CS) is a novel meta-heuristic algorithm, developed by Yang and Deb (2009) . The CS is based on the brood parasitism of some cuckoo species. In addition, this algorithm is enhanced by the Lévy flights distribution (Yang and Deb, 2009; Pavlyukevich, 2007; Abdel-Baset and Hezam, 2016a; Abdel-Baset and Hezam 2016b) , rather than by simple isotropic random walks. Recent studies show that CS is actually far more efficient than PSO algorithm and standard GA. Cuckoos are fascinating birds, not only because of the beautiful sounds they can make but also because of their aggressive reproduction strategy. Some species such as the ani and guira cuckoos lay their eggs in communal nests; however they may remove others' eggs to increase the hatching probability of their own eggs. Quite a number of species engage the obligate brood parasitism by laying their eggs in the nests of other host birds.
The CS algorithm has been applied in many areas of optimisation. For example, in the engineering design applications (Yang and Deb, 2009) , the CS has superior performance over other algorithms for a range of continuous optimisation problems. In addition, a modified CS by Walton et al. (2011) has demonstrated to be very efficient in solving nonlinear problems such as mesh generation. Vazquez (2011) used the CS to train spiking neural network models, while Chifu et al. (2012) optimised semantic web service composition processes using the CS. Additionally, Kumar and Chakarverty (2011) achieved optimal design for reliable embedded system using the CS and Kaveh and Bakhshpoori (2011) used the CS to effectively design steel frames. Yildiz (2012) has applied the CS to select optimal machine parameters in milling operation with greater results, while Zheng and Zhou (2012) provided a variant of the CS using the Gaussian process.
Recently, many swarm intelligence algorithms with the elite information have been proposed, such as a reverse PSO algorithm-based elite proposed by Zhou et al. (2013) , a modified flower pollination algorithm based on elite opposition by Basset et al. (2017) , Takahama and Sakai (2006) proposed a differential evolution algorithm based on an elite set of feasible solutions for solving constrained optimisation problems. They use a wealth of information carried by the elite and effectively improve the convergence speed and accuracy.
To overcome the performance limitation of standard CS algorithm on difficult problems, advance the ability of global searching and local searching; Zhou (Kang, 2016) proposed an innovative dynamic CS algorithm with elite opposition-based strategy (EOS) for solving engineering optimisation problem. In this paper, we applied this algorithm for solving unconstrained integer programming problems.
An integer programming problem is a mathematical optimisation problem in which all of the variables are restricted to be integers. The unconstrained integer programming problem can be defined as follows.
where Z is the set of integer variables, S is a not essentially bounded set, which is considered as the feasible region. The rest of the paper is organised as follows: Section 2 presents the original CS algorithm. In Section 3, the proposed algorithm is described, while the results are discussed in Section 4. Finally, Section 5 concludes the work.
Cuckoo search algorithm
The CS is a nature inspired metahuristic algorithm proposed by Yang and Deb (2009) for solving unconstrained optimisation problems. CS gives superior results when compared with other algorithms such as PSO algorithm, GA and deferential evaluation algorithm Yang and Deb (2009) . CS simulating the behaviour of some cuckoo species, Lévy flights used to determine the walking steps of a cuckoo. CS algorithm is based on three rules enumerated as the following:
Rule 1 each cuckoo is only corresponding to one egg Rule 2 the best nests would be kept and not be destroyed Rule 3 a host bird can detect a dumped egg in his nest with a probability of p a [0, 1] . Based on the above three rules, the basic steps of the CS can be summarised as the pseudo code shown in Algorithm 1. 
Get a cuckoo (say i) randomly and generate a new solution by Lévy flights; Evaluate its quality/fitness; F i
Choose a nest among n (say j) randomly;
Replace j by the new solution;
end
Abandon a fraction (P a ) of worse nests [and build new ones at new locations via Lévy flights]; Keep the best solutions (or nests with quality solutions);
Rank the solutions and find the current best; end while
Post process results and visualisation;

End
For solving optimisation problems, CS idealised rules should be formulated mathematically as Yang and Deb (2009): For the local search part, once a solution is selected among the current best solutions, a new solution for each cuckoo is generated locally by:
where t j x and t k x are two different solutions selected randomly by random permutation;
is a random number drawn from a uniform distribution;
s is the step size.
For the global search, it can be calculated by:
where > 0 is the step size scaling factor that is related to the scales of the problem;
L is the characteristic scale of the problem while in some cases = O(L/100) can be more effective and avoid flying away. For more details about CS algorithm see Yang and Deb (2009) .
The proposed algorithm for solving integer programming problems
In 2016 Kang et al. (2016) proposed a novel CS algorithm called CS algorithm with EOS.
The planned algorithm applied three optimisation strategies to basic the CS algorithm elite opposition-based strategy local neighborhood searching strategy (LNSS) dynamic proportion strategy (DPS).
The opposite solution of the elite individual in the population is generated by an opposition-based strategy in the proposed algorithm and form an opposite search space by constructing the opposite population that locates inside the dynamic search boundaries, then, the search space of the algorithm is guided to approximate the space in which the global optimum is included by simultaneously evaluating the current population and the opposite one. This approach is helpful to obtain a tradeoff between the exploration and exploitation ability of CS. In order to enhance the local searching ability, local neighborhood search strategy is also applied in Algorithm 2 Kang et al. (2016) . The basic steps of the elite opposition -cuckoo search (ECS) can be summarised as the pseudo code shown in Algorithm 2. 
Simulation experiments
In this section, we applied twelve test problems (seven unconstrained and five constrained problems) to verify the performance of the proposed algorithm. The seven unconstrained test problems have been widely used in the literature (Günter, 1994) while five constrained problems taken from (Yusong, 2000; Chan et al., 2006; Srivasta and Fahim, 2001; Li and Yongsheng, 2007) . Table 1 shows the properties of seven unconstrained integer programming test problems. The experimental results for the proposed algorithm and other algorithms in literature are summarised in Tables 2, 3 and 4. The results of the compared algorithms taken from their original papers, the solutions are rounded to the nearest integer for problem evaluation purposes and they are considering as real numbers. The parameters of the proposed algorithm set to be, population size is 50, P a = 0.25, iterMax = 1,000 and the chosen accuracy was 10 -6 . For unconstrained test cases were evaluated by 50 independent runs for Table 2 and 30  independent runs for Table 3 . For constrained integer programming problem, the results of the compared algorithms and their parameters taken from their original papers (Wu et al., 2010; Wu et al., 2013) .
We compared the performance of the proposed algorithm in case of unconstrained test problems with the following five algorithms: a random walk memetic particle swarm optimisation with global variant, (RWMPSOg) (Yiannis et al., 2007) a random walk memetic particle swarm optimisation with local variant, (RWMPSOl) (Yiannis et al., 2007) a standard particle swarm optimisation with global variant without local search method (PSOg) (Yiannis et al., 2007) a standard particle swarm optimisation with local variant without local search(PSOl) (Yiannis et al., 2007) an accelerated bat algorithm (ABATA) (Fouad, 2015) particle swarm optimisation algorithms (PSO-In, PSO-Co and PSO-Bo) (Elena et al., 2002) a hybrid CS algorithm with nelder mead method (Fouad and Tawhid, 2016) .
Simulation platform
All the experiments were performed on a Windows 7 Ultimate 64-bit operating system; processor Intel Core i5 760 running at 2.81 GHz; 4 GB of RAM and codes were implemented in MATLAB.
The unconstrained integer programming test problems
The problems that were implemented for evaluating the performance of ECS are as follows.
Test problem # 1
This problem is defined by (Günter, 1994) This problem is defined by 
Test problem # 2
Test problem # 3
This problem is defined by 
Test problem # 4
This problem is defined by The minimum (min), mean, maximum (max), standard deviation (SD) and success rate (SR) of the required number of function evaluations are shown in Table 2 . ECS was superior to all algorithms shown better performance than all the other algorithms with respect to the required mean number of function evaluations. Its SDs were also the smallest among all algorithms in the majority of the test problems, thereby verifying its robustness In Table 3 , mean, SD, median and SR are stated. The results show that the proposed algorithm is much better than the compared algorithms at not only the accuracy of solutions but also for the convergence speed. Also Table 3 shows that the proposed algorithm is faster and more efficient than the branch and bound method (B&B) for all test problems. This means that the proposed algorithm can be a good alternative for solving integer programming problems in case of deterministic algorithms fail. 
Test problem # 10
The third constrained integer programming test problem with optimal solution is x * = (4, 87, 34, 149, 0) T and optimal value = 316 (Srivasta and Fahim, 2001 ).The problem can be expressed as follows: 
Test problem # 11
The fourth constrained integer programming problem with optimal solution is x * = (3, 6) T and optimal value = 33 (Srivasta and Fahim, 2001 The fifth constrained integer problem with optimal solution x * = (1, 0, 1, 1) T and the optimal value is 3 (Li and Yongsheng, 2007) . The problem can be formulated as follows: As seen in Table 4 , in terms of the best results, worst, mean, median and SDs, the proposed algorithm is superior to the other harmony search algorithms. In addition to its stability in almost every problem. In test problem number ten the author in original paper transformed it into minimisation problem using -f(x). Our algorithm obtained 100% SR for all test problems as shown in Table 4 . Source: Wu et al. (2010 Wu et al. ( , 2013 
Table 4
Comparison between ECS and different harmony search algorithms (continued)
