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1. Introduction
In any category the automorphisms of an object form a group with respect to the composition. If the category in question
is the stable homotopy category, then the automorphism groups are the so-called groups of stable self-homotopy equivalences.
These groups and their unstable analogues have been studied for more than 50 years by many authors. There are two major
surveys of the ﬁeld, the monograph [24], and the paper [2] but neither of them dedicates more than a few paragraphs to
the stable case. Our discovery of a uniﬁed approach to most of the structural results about groups of stable-equivalences
opens the possibility to ﬁll the gap.
Generally speaking, the stable homotopy category is a category whose objects are certain complicated gadgets called
spectra, and morphisms are the homomorphisms of these gadgets. Fortunately, with exception of few general observations
we will be mainly concerned with ﬁnite spectra and the full subcategory of ﬁnite spectra can be described in much simpler
terms: its object are ﬁnite complexes, while the morphisms are the so-called stable maps. Using this description we can
avoid considerable technical complications and hopefully reach a larger audience.
The results on groups of stable equivalences can be divided into two types: (1) general structure theorems which are
valid for large classes of spaces, and (2) detailed computations of the group structure for speciﬁc spaces. Our exposition will
reﬂect this division: in the ﬁrst section we will introduce the notation and prove some preliminary results; then we will
introduce the homomorphism W , and describe its properties; in the central section we will use the homomorphism W to
prove (or reprove) most of the known structural results on stable self-homotopy equivalences; ﬁnally, and for the sake of
completeness we will give a brief list of computational results.
We have been careful to make the correct attributions throughout. The unattributed theorems and corollaries make (to
the best of our knowledge) their ﬁrst appearance in this paper.
2. Preliminaries
In this paper we will use freely the notation of [6]. In particular, we will denote by {X, Y } the set of stable homotopy
classes of maps between X and Y , i.e.
{X, Y } = lim−→k
[
Σk X,ΣkY
]
.
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many steps. When this happens we say that the corresponding suspensions of X in Y are in the stable range. Finite com-
plexes and stable classes of maps form a category which is a full subcategory of the usual stable category as described in
[6] or [12].
The set {X, Y } is an abelian group with respect to the usual addition of maps from suspensions. Moreover, this addition
is distributive with respect to the composition of maps. Therefore, the set {X, X}, endowed with the addition and the
composition of maps is a ring, which we denote by End(X). Our main object of study is the group of invertible elements of
End(X), which is denoted Aut(X) and is called the group of stable self-homotopy equivalences of X .
2.1. Self-maps of a wedge
The stable category is an additive category: the biproduct of X1, X2 is given by the wedge X1 ∨ X2 together with the
inclusions ik : Xk → X1 ∨ X2 and projections pk : X1 ∨ X2 → Xk (k ∈ {1,2}). Every self-map f : X1 ∨ X2 → X1 ∨ X2 is uniquely
determined by the four maps f jk = p j ◦ f ◦ ik : Xk → X j ( j,k ∈ {1,2}). Moreover if we represent f as a generalized matrix
M( f ) =
(
f11 f12
f21 f22
)
,
then a direct computation shows that
M( f + g) =
(
f11 + g11 f12 + g12
f21 + g21 f22 + g22
)
,
and
M( f ◦ g) =
(
f11 ◦ g11 + f12 ◦ g21 f11 ◦ g12 + f12 ◦ g22
f21 ◦ f11 + f22 ◦ g21 f21 ◦ g12 + f22 ◦ g22
)
.
We can therefore identify End(X1 ∨ X2) with the ring of generalized matrices of the form{(
f11 f12
f21 f22
) ∣∣∣∣∣ f jk ∈ {Xk, X j}
}
.
Clearly, f : X1 ∨ X2 → X1 ∨ X2 is an equivalence if, and only if M( f ) is invertible. For an n-fold wedge we have the following
result:
Proposition 2.1. End(X1 ∨ · · · ∨ Xn) can be identiﬁed with the ring of generalized n × n-matrices
End(X1 ∨ · · · ∨ Xn) =
⎧⎪⎨⎪⎩
⎛⎜⎝ f11 · · · f1n... ...
fn1 · · · fnn
⎞⎟⎠ ∣∣∣∣∣ f jk ∈ {Xk, X j}
⎫⎪⎬⎪⎭
endowed with the usual matrix addition and multiplication, while Aut(X1 ∨ · · · ∨ Xn) can be identiﬁed with its subgroup of invertible
matrices.
Certain standard subgroups of invertible matrices play an important role in the study of the group of self-equivalences.
Let I be the set of strictly upper-triangular matrices in End(X1 ∨ · · · ∨ Xn) (i.e. matrices with 0’s on the main diagonal and
bellow it). Then I is a nilpotent ideal (in fact In = 0). It follows that the set 1 + I is a subgroup of End(X1 ∨ · · · ∨ Xn),
called the upper unipotent group. It is a nilpotent group, its order of nilpotency is smaller then n. The lower unipotent group
is deﬁned analogously.
If {X j, Xk} = 0 for j < k then all matrices in End(X1 ∨ · · ·∨ Xn) are upper triangular matrices. An upper triangular matrix
is invertible if, and only if all of its diagonal elements are invertible, so we obtain
Corollary 2.2. If {X j, Xk} = 0 for j < k then Aut(X1 ∨ · · · ∨ Xn) is the semi-direct product of Aut(X1)×· · ·×Aut(Xn) with the upper
unipotent group.
2.2. Wedges of spheres
The assumptions of the corollary are satisﬁed when X is a wedge of spheres. In fact we can order the spheres by the
increasing connectivity and collect together the spheres of the same dimension: if
X = Sd1 ∨ · · · ∨ Sd1︸ ︷︷ ︸∨· · · ∨ Sdn ∨ · · · ∨ Sdn︸ ︷︷ ︸
k1 times kn times
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End(X) =
⎛⎜⎜⎜⎜⎝
Mk1(Z) {Sd2 , Sd1}k2×k1 · · · {Sdn , Sd1}kn×k1
0 Mk2(Z)
. . .
...
...
. . .
. . . {Sdn , Sdn−1}kn×kn−1
0 · · · 0 Mkn (Z)
⎞⎟⎟⎟⎟⎠
which means that End(X) is an extension of the product of matrix rings Mk1 (Z) × · · · × Mkn (Z) with the ideal of strictly
upper triangular matrices (which is ﬁnite, because {Sk, S j} is ﬁnite when k > j). In other words, under this representation
every element of End(X) can be written uniquely as a sum D + N where N is a matrix of ﬁnite additive order and D ∈
Mk1 (Z) × · · · × Mkn (Z) is a block-diagonal matrix over Z. Analogously, Aut(X) is the semi-direct product of general linear
groups Glk1 (Z) × · · · × Glkn (Z) with the ﬁnite upper unipotent group. An element D + N is in Aut(X) if, and only if D is
invertible.
When X is a wedge of Moore spaces then the above assumptions may fail, which motivates a more general approach
called the LDU-decomposition which we will discuss later.
2.3. Moore spaces
We will now describe the groups of stable self-equivalences of Moore spaces M(A,n) where A is a ﬁnitely generated
abelian group and n 3 (so that it is in the stable range). If A = Zk is free of rank k then M(Zk,n) = Sn ∨ · · · ∨ Sn (k times),
therefore by Proposition 2.1 End(M(Zk,n)) = Mk(Z) and
Aut
(
M
(
Z
k,n
))= Glk(Z).
For more general Moore spaces the classical universal coeﬃcient theorem for homotopy groups with coeﬃcients yields a
short exact sequence
0→ Ext(A, A ⊗ Z2) → End
(
M(A,n)
)→ End(A) → 0
which yields a short exact sequence
0→ Ext(A, A ⊗ Z2) → Aut
(
M(A,n)
)→ Aut(A) → 0.
If the 2-torsion of A is trivial then clearly Aut(M(A,n)) ∼= Aut(A). Sieradski [26] proved that the above sequence splits when
A is cyclic, so we have
Aut
(
M(Zk,n)
)= Aut(Zk) × Z(2,k).
In general however the sequence does not split: for example, it is known that{
M(Z2,n),M(Z2,n)
}∼= Z4,
so by Proposition 2.1, Aut(M((Z2)k,n)) ∼= Glk(Z4). A precise description of the extension for the general case can be found
in [3, p. 269].
3. The homomorphism W
Let F k(X) = {Sk, X}/torsion denote the free part of the k-th stable homotopy group of X , and let b(k)1 , . . . ,b(k)nk : Sk → X
represent a choice of basis for F k(X). If we deﬁne W k(X) := ∨nk1 Sk and wk := b1 ∨ · · · ∨ bnk :W k(X) → X , then
clearly wk is an F k-isomorphism. Furthemore, by wedging over all positive k we get W (X) := ∨k W k(X) and the map
w¯ :=∨wk :W (X) → X , which is an isomorphism on the homotopy groups modulo torsion (or in other words, a rational
isomorphism).
Given a map r : X → X let W k(r) :W k(X) → W k(X) be the map determined by F k(r) (through the isomorphism
F k(Wk)), and let W (r) :=∨W k(r) :W (X) → W (X). The action of W (r) coincides with the action on r only on the free
part of the homotopy groups, so in general r ◦ w¯ = f¯ ◦W (r); in fact we only know that r ◦ w¯− f¯ ◦W (r) is a torsion element
of {W , X}. However, since X is a ﬁnite complex, the torsion part of {W (X), X} is ﬁnite and has an exponent n. Therefore
(nw¯) ◦ W (r) = r ◦ (nw¯) for all r : X → X . By letting w := n f¯ :W (X) → X we obtain the following
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W (X) w
W (r)
X
r
W (X) w X
commutes for every r : X → X.
It is clear from the deﬁnition that W (r + r′) = W (r) + W (r′) and that W (rr′) = W (r)W (r′) so the correspondence
r 
→ W (r) induces a ring homomorphism
W : End(X) → End(W )
which will play a central role in the rest of this paper.
Theorem 3.2. As a homomorphism of abelian groups W has ﬁnite kernel and cokernel (i.e. KerW is a ﬁnite ideal of End(X) and ImW
is a subring of End(W ) of ﬁnite index).
Proof. Consider the following diagram (where W = W (X)):
{X,W } w1=w◦−
w2=−◦w
{X, X}
w4=−◦wW
{W ,W }
w3=w◦− {W , X}
in which all maps wi are rational isomorphisms, and therefore have ﬁnite kernel and cokernel. Moreover, one can directly
verify that w4 ◦ w1 = w3 ◦ w2 and w3 ◦ W = w4.
The relation w3 ◦ W = w4 implies that KerW ⊆ Kerw4, hence KerW is ﬁnite.
In general it is not true that W ◦ w1 = w2, but instead we have w3 ◦ W ◦ w1 = w4 ◦ w1 = w3 ◦ w2. Since the kernel
of w3 is ﬁnite, there is an integer n such that (nW ) ◦ w1 = (nw2). This implies ImW ⊇ Im(nW ) ⊇ Im(nw2) and the last
group has ﬁnite index in {W ,W } because nw2 is also a rational isomorphism. We conclude that ImW has ﬁnite index in
{W ,W }. 
In a sense End(W ) is “almost” equal to End(X). We will show that most structural results about End(X) and Aut(X) can
be derived from this fact. In particular, W induces a group homomorphism W ∗ : Aut(X) → Aut(W ).
Theorem 3.3. KerW ∗ is a ﬁnite subgroup of Aut(X), and ImW ∗ is a subgroup of ﬁnite index of Aut(W ).
Proof. The ﬁrst claim follows from KerW ∗ = (1+ KerW ) ∩ Aut(X). The proof of the second claim is more complicated and
relies on the following algebraic lemma:
Lemma 3.4. If R is a subring of ﬁnite index of the ring S then R∗ is a subgroup of ﬁnite index of the group S∗ .
Proof. By the assumption, there is an integer n, such that nS ⊆ R . As nS is an ideal, we can consider the group homomor-
phism S∗ → (S/nS)∗ . Its kernel is the intersection (1 + nS) ∩ S∗ . Since 1 + nS ⊆ R we have (1 + nS) ∩ S∗ = (1 + nS) ∩ R∗ .
We can therefore form the commutative diagram
(1+ nS) ∩ R∗ R∗ (R/nS)∗
(1+ nS) ∩ S∗ S∗ (S/nS)∗
1 R∗/S∗ (S/nS)∗/(R/nS)∗
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bottom line is exact, which means that R∗/S∗ can be identiﬁed with a subset of the ﬁnite set (S/nS)∗/(R/nS)∗ , therefore
the index of R∗ in S∗ is ﬁnite. 
By applying the lemma to the subring ImW  End(W ) we ﬁnd that (ImW )∗ is a subgroup of ﬁnite index of Aut(W ).
Together with (ImW )∗ ⊆ ImW ∗ this implies that ImW ∗ has ﬁnite index in Aut(W ). 
4. General structure theorems
In this section we are going to show how most of the structural results on Aut(X) can be derived from the properties of
the homomorphism W . We will assume throughout that X is a ﬁnite complex.
4.1. Finite presentation of Aut(X)
We have previously described endomorphisms and automorphisms of a wedge
W = Sd1 ∨ · · · ∨ Sd1︸ ︷︷ ︸
k1 times
∨· · · ∨ Sdn ∨ · · · ∨ Sdn︸ ︷︷ ︸
kn times
.
In particular, we proved that Aut(W ) is the semi-direct product of the group Glk1(Z)×· · ·×Glkn(Z) with the upper unipotent
group which is ﬁnite. The projection of ImW ∗ to each Glki (Z) is a subgroup of ﬁnite index of an arithmetic group, and such
subgroups are known to be ﬁnitely presented (cf. Proposition A.3 of [24]). It follows that ImW ∗ is ﬁnitely presented, and
the same is true for its ﬁnite extension Aut(X). We have thus proved the following important result:
Theorem 4.1. (Kahn [8]) The group of stable self-homotopy equivalences of a ﬁnite complex is ﬁnitely presented.
4.2. Finiteness of Aut(X)
In the above description of End(W ) and Aut(W ) there are several algebraic properties which allow a clear distinction
between the case k1 = · · · = kn = 1 and the case where some ki > 1. Indeed, Glk(Z) is ﬁnite if, and only if k = 1; moreover,
all ring commutators xy − yx in Mk(Z) are torsion if, and only if k = 1 (for k > 1 consider the case of non-torsion elements
x =
(
1 0
0 0
)
and y =
(
0 1
0 0
)
,
and note that xy − yx = y); ﬁnally, k > 1 if, and only if there are elements x ∈ Mk(Z) which are at the same time nilpo-
tent and of inﬁnite order (e.g., the element y deﬁned above). From these observations we can easily derive the following
characterization.
Proposition 4.2. Let W be a ﬁnite wedge of spheres as above. The following statements are equivalent:
1. k1 = · · · = kn = 1.
2. Aut(W ) is ﬁnite.
3. All commutators xy − yx in End(W ) are torsion elements.
4. If some power xn of x ∈ End(W ) is a torsion element then x itself is also a torsion element.
We now use the homomorphisms W and W ∗ to pass from a wedge of spheres to an arbitrary ﬁnite complex.
Theorem 4.3. (Curjel [5] and Johnston [7]) Let X be a ﬁnite complex. The following statements are equivalent:
1. All Betti numbers of X are less or equal to 1.
2. Aut(X) is ﬁnite.
3. All commutators [x, y] = xy − yx in End(X) are torsion elements.
4. If some power xn of x ∈ End(X) is a torsion element then x itself is also a torsion element.
Proof. The condition (1) is clearly equivalent to the assumption that the spheres in the wedge W = W (X) are all of different
dimension. By Theorem 3.3 Aut(X) is ﬁnite if, and only if Aut(W ) is ﬁnite, so by Proposition 4.2 we conclude that (1) is
equivalent to (2).
For the remaining equivalences ﬁrst observe that x ∈ End(X) is torsion if, and only if W (x) is torsion. Indeed, if W (x) is
torsion, then x is contained in the extension of the torsion subgroup of End(W ) with KerW . Since this extension is ﬁnite,
x is torsion. The other implication is trivial.
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Conversely, assume that [x, y] ∈ End(W ) is of inﬁnite order. There exists an integer m such that mx = W (x′) and my =
W (y′) for some x′, y′ ∈ End(X). But then [x′, y′] is of inﬁnite order in End(X).
Again, if we assume (1), and if xn ∈ End(X) is torsion then Proposition 4.2 implies that W (x) is a torsion element, which
in turn implies that x is a torsion element. Conversely, let x ∈ End(W ) be an element of inﬁnite order, such that xn is torsion.
There is an integer m such that mx = W (x′), and by the above observation x′ is of inﬁnite order, while (x′)n is torsion. 
The above series of equivalences ﬁrst appeared as Theorem 3.1 in C.R. Curjel’s unpublished paper [5], and the equivalence
between (1) and (2) was independently rediscovered (with a different proof) by Johnston [7].
4.3. Solvability of Aut(X)
If some of the Betti numbers of X exceed 1 then Aut(X) is not only inﬁnite but also quite complicated. Indeed, since for
some integer n the ideal nEnd(W ) is contained in ImW it follows that ImW ∗ contains a group isomorphic to the kernel
of the reduction modulo n of Gl2(Z) → Gl2(Zn). Such kernels constitute an important class of subgroups of Gl2(Z) called
congruence subgroups. In particular, it is known that every congruence subgroup contains a free group on two letters, hence
is not solvable.
Theorem 4.4. (Johnston [7]) If some Betti number of X is bigger than 1 then Aut(X) is not solvable.
Johnston also proved the following interesting result about the solvability of Aut(X).
Theorem 4.5. (Johnston [7]) If Betti numbers of X are less or equal to 1, and if in the canonical primary decomposition of the homology
groups a factor of the type Zpk appears at most once (or twice for p = 2,3) in each dimension then Aut(X) is solvable.
4.4. The Jacobson radical
In the study of the algebraic structure of the ring End(X) one is naturally lead to consider its Jacobson radical, which
we denote by J (X). Recall that an element x in a ring R is said to be quasi-invertible if 1 + x is invertible, and that an
ideal I  R is quasi-invertible if all of its elements are quasi-invertible (or equivalently, if 1 + I is a subgroup of R∗). The
Jacobson radical can be characterized as the largest quasi-invertible ideal of R (cf. Corollary 4.5 of [11]). There are other
important quasi-invertible ideals in End(X), most notably the ideal IH of all endomorphisms of X , which induce trivial
homomorphisms on the homology of X . The following result is a generalization of [7, 3.3], and of [5, 4.3].
Theorem 4.6. Every quasi-invertible ideal of End(X) is ﬁnite and nilpotent.
Proof. It is clearly suﬃcient to prove that the Jacobson radical is ﬁnite and nilpotent. The nilpotency follows from a gen-
eral theorem of Watters [27], which says that the Jacobson radical of a ring whose additive group is a ﬁnitely generated
Z-module is nilpotent.
To prove the ﬁniteness of J (X) ﬁrst note that it is clear from the description of End(W ) that elements of J (W ) must be
strictly upper-triangular, so J (W ) is ﬁnite. If x ∈ J (X) then W (x) ∈ J (ImW ). Since nEnd(W ) ⊆ ImW for some integer n,
we see that naW (x) is quasi-invertible for all a ∈ End(W ), hence nW (x) ∈ J (W ). Therefore W (x) is a torsion element, so
as before, x is also torsion. Since all elements of J (X) are torsion, J (X) is ﬁnite. 
4.5. Homology representations
If an ideal I  R is nilpotent, then 1+ I is a nilpotent subgroup of the group of units R∗ . In particular, the group AutH (X),
which is the kernel of the representation H∗ : Aut(X) → Aut(H∗(X)) is of the form AutH (X) = 1 + IH , therefore is a ﬁnite,
nilpotent group. This observation gives rise to the following question: given any generalized homology theory h∗ , what can
be said about the kernel of the representation Aut(X) → Aut(h∗(X))? The following result is a generalization of Theorem 2
of D. Kahn [10].
Theorem 4.7. Let h∗ be a generalized homology theory. The following statements are equivalent:
1. The representation End(Sn) → End(h∗Sn) is injective for all n.
2. The kernel of the representation h∗ : End(X) → End(h∗X) is ﬁnite for all ﬁnite complexes X.
3. The kernel of the representation h∗ : Aut(X) → Aut(h∗X) is ﬁnite for all ﬁnite complexes X.
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of End(W ) for a ﬁnite wedge of spheres W that hW∗ : End(W ) → End(h∗W ) has ﬁnite kernel. Consider the commutative
diagram:
End(X)
hX∗
W
End(h∗X)
−◦h∗(w)
Hom(h∗W ,h∗X)
End(W )
hW∗
End(h∗W )
h∗(w)◦−
w :W → X is a rational isomorphism, so for every homology theory h∗ the kernel of h∗(w) :h∗(W ) → h∗(X) is ﬁnite, which
implies that the kernel of
h∗(w) ◦ − :Hom(h∗W ,h∗W ) → Hom(h∗W ,h∗X)
is also ﬁnite. Since W , hW∗ and h∗(w) ◦ − have ﬁnite kernel, we conclude that hX∗ : End(X) → End(h∗X) also has ﬁnite
kernel.
That (2) implies (3) is obvious.
To prove that (3) implies (1) assume that for some n the representation End(Sn) → End(h∗Sn) has non-trivial kernel I .
Observe that I is a subgroup of Z, therefore it is inﬁnite. Then{(
1 u
0 1
) ∣∣∣∣ f ∈ I}
is an inﬁnite subgroup of the kernel of h∗ : Aut(X) → Aut(h∗X). 
4.6. Localization
Given a space X let X(p) denote its localization with respect to the prime p. If X is a ﬁnite complex we proved in
Theorem 4.6 that every quasi-invertible ideal I  End(X) is ﬁnite and nilpotent. Being a ﬁnite abelian group I can be
decomposed as I = I p1 ⊕ · · · ⊕ I pn where pk are distinct primes and I pk is the pk-primary component of I . Each I pk is an
ideal of End(X) and I pk I pl = 0 for pk = pl . It follows that the group 1 + I decomposes as a direct product of subgroups
1 + I = (1 + I p1 ) × · · · × (1 + I pn ). Since the p-localization of a ﬁnite nilpotent group is precisely its p-Sylow subgroup we
have proved the following
Theorem 4.8. If I is a quasi-invertible ideal of End(X) then for every prime p the natural map (1+ I) → (1+ I p) is the p-localization
of the nilpotent group 1+ I (i.e. (1+ I)(p) = 1+ I p).
As a corollary we obtain the stable case of the famous localization theorem of Maruyama [13]:
Corollary 4.9. Let AutH (X) be the kernel of the representation Aut(X) → Aut(H∗(X)). Then the natural map AutH (X) → AutH (X(p))
is the p-localization.
Proof. Clearly AutH (X) = 1+ IH where IH (X) is the kernel of the representation End(X) → End(H∗(X)). In the commutative
diagram
0 IH (X) {X, X} Hom(H∗(X), H∗(X))
0 IH (X(p)) {X(p), X(p)} Hom(H∗(X(p)), H∗(X(p)))
the second and third vertical map are p-localizations, which by the exactness of the localization implies that IH (X(p)) =
(IH (X))(p). By the previous theorem AutH (X) = (1+ IH (X)) −→ (1+ IH (X(p))) = AutH (X(p)) is the p-localization. 
If W is a ﬁnite wedge then End(W (p)) can be represented as matrices with elements of the form D + N where N is a
matrix whose additive order is a power of p and D is a block diagonal matrix over Z(p) . It is easy to see that with respect
to this representation the Jacobson radical J (W (p))  End(W (p)) consists of matrices of the form pD + N . This implies that
End(W (p))/ J (W (p)) is a product of full matrix rings over the ﬁeld Zp (in algebra, such rings are called semi-simple artinian).
Moreover J (W (p)) has another important property:
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Proof. Let R = End(W (p)) and J = J (W (p)). We must prove that for every idempotent r¯ ∈ R/ J there is an idempotent r ∈ R
such that r¯ = r + J . If we denote by T the torsion ideal of R then clearly T  J  R and R/T is a product of full matrix rings
over Z(p) . By 23.2 of [11] every idempotent of R/ J can be lifted to R/T , and by Lemma 4.1 of [21] every idempotent of
R/T can be lifted along the ﬁnite ideal T to R . 
A ring R is semi-perfect if its radical J is idempotent-lifting, and if R/ J is semi-simple artinian. This is a very important
class of rings (cf. Ch. 8 of [11] or 2.7 of [23]), which appear in various contexts, like in the Krull–Schmidt factorization
or in the study of projective covers and other homological properties of rings. The characteristic property of semi-perfect
rings is that they admit an (essentially unique) decomposition of the unity 1 = e1 + · · · + en as a sum of orthogonal local
idempotents (an idempotent e ∈ R is local if eRe is a local ring).
We have seen that for a ﬁnite wedge of spheres W the ring End(W (p)) is semi-perfect. This result can be extended to
all ﬁnite complexes X with the aid of the homomorphism W : End(X(p)) → End(W (p)). In fact, we can reﬁne the proof of
the above proposition by introducing I := Im(w∗ : {X(p),W (p)} → {X(p), X(p)}) ⊆ End(X(p)). Then I turns out to be an ideal
and we can lift the idempotents from R/ J to R through the chain of ideals
T ∩ I  I  J (X(p))  End(X(p)).
The details are complicated so we refer the reader to the article [21]. By Proposition 20.6 of [11] the quotient
End(X(p))/ J (X(p)) is semi-simple artinian so we have
Theorem 4.11. (Pavešic´ [21]) If X is a ﬁnite complex then End(X(p)) is a semi-perfect ring.
4.7. LDU-decomposition
The previous theorem has several important consequences, cf. [21]. The most important from the point of view of
stable self-equivalences is its relation with the so-called LDU-decomposition which we now describe. Every decomposition
1 = e1 + · · · + en of the unit element of a ring R into a sum of orthogonal idempotents determines the so-called Peirce
decomposition of the ring R (see [11, Ch. 21]). One is naturally tempted to study the effect of this decomposition on the
group of invertible elements R∗ of R . For a ﬁxed order (e1, . . . , en) of orthogonal idempotents in R which sum up to 1, we
deﬁne the following subsets of R∗:
L := {r ∈ R∗ ∣∣ eirei = ei for all i, and eire j = 0 for j < i},
U := {r ∈ R∗ ∣∣ eirei = ei for all i, and eire j = 0 for j > i},
and
D := {r ∈ R∗ ∣∣ eire j = 0 for j = i}.
(If we view elements of R as generalized n× n-matrices then the above subsets correspond respectively to upper-triangular
unipotent, lower-triangular unipotent and diagonal matrices.) We say that the group R∗ admits the LDU-decomposition
if R∗ = L · D · U , i.e. if every invertible element of R can be written canonically and uniquely as a product of a lower-
triangular, a diagonal and an upper-diagonal element. In [22], Theorem 3.3 and Corollary 3.8 we proved that under suitable
assumptions the group R∗ admits the LDU-decomposition. In particular, these assumptions are always satisﬁed when R is a
semi-perfect ring in the following sense. Let e1, . . . , en be a complete set of indecomposable orthogonal idempotents in R .
The idempotents ei and e j in R are of the same type if Rei ∼= Re j . Partition e1, . . . , en into subsets by collecting together
idempotents of the same type. Thus we obtain a complete set of orthogonal idempotents u1, . . . ,um where each ui is the
sum of idempotents of the same type. Then [22, Theorem 3.12] states that R∗ admits the LDU-decomposition with respect
to the idempotents u1, . . . ,um .
Let X(p) be the p-localization of a ﬁnite complex, and let X(p) = X1 ∨ · · · ∨ Xn be its decomposition into indecomposable
factors. Some of the factors may be equivalent, so let X(p) = X ′1∨· · ·∨ X ′m be the decomposition in which each X ′k is obtained
by collecting equivalent indecomposable factors. Finally, let 1 = u1 + · · · + um be the decomposition of 1 ∈ End(X(p)) into
a sum of orthogonal idempotents, where uk corresponds to the factor X ′k . Then Theorem 4.11 and Theorem 3.12 of [22]
combine into following result.
Theorem 4.12. For every ﬁnite complex X the group Aut(X(p)) admits the LDU-decomposition with respect to the idempotents
u1, . . . ,um ∈ End(X(p)) deﬁned as above.
The LDU-decomposition is not applicable only in the p-local context. Indeed, there are at least two other important
cases, when a group of self-equivalences admits such a decomposition. The ﬁrst concerns subgroups of Aut(X) obtained
from quasi-invertible ideals, and follows immediately from Corollary 3.4 of [22].
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to any set of orthogonal idempotents. In particular, the group AutH (X) admits a LDU-decomposition.
The second case is more important as it admits the description of the automorphisms of a wedge even when the
assumptions of Corollary 2.2 are not satisﬁed. We will say that Aut(X1 ∨ X2) is reducible if for every f ∈ Aut(X1 ∨ X2) we
have f11 = p1 ◦ f ◦ i1 ∈ Aut(X1) and f22 = p2 ◦ f ◦ i2 ∈ Aut(X2). More generally, Aut(X1 ∨ · · · ∨ Xn) is reducible if for every
f ∈ Aut(X1 ∨ · · · ∨ Xn) we have f ii ∈ Aut(Xi) for i = 1, . . . ,n. A thorough study of the reducibility and its relation to the
group of self-homotopy equivalences is given in [20]. We will describe the part which is most relevant for the stable case.
First of all, we relate reducibility and the LDU-decomposition.
Theorem 4.14. (Pavešic´ [22, Corollary 3.9]) If Aut(X1 ∨ X2) is reducible then it admits a LDU-decomposition.
It is therefore essential to determine, when the automorphism group is reducible.
Proposition 4.15. The self-equivalences of X1 ∨ X2 are reducible if, and only if for all f ∈ Aut(X1 ∨ X2) we have f11 ∈ Aut(X1).
Proof. We must show that if f ∈ Aut(X1 ∨ X2) then f22 ∈ Aut(X2). Let g be the inverse of f . By the assumption g11 is
invertible, so the matrix(
g11 g12
0 1
)
is invertible and represents an element of Aut(X1 ∨ X2). But then(
g11 g12
0 1
)
·
(
f11 f12
f21 f22
)
=
(
g11 f11 + g12 f21 g11 f12 + g12 f22
f21 f22
)
=
(
1 0
f21 f22
)
is also invertible, which implies that f22 ∈ Aut(X2). 
The most useful suﬃcient condition for reducibility follows from Theorem 4.1 of [20]:
Theorem4.16. (Pavešic´ [19, Theorem 2.1]) If every self-map of X1 which can be factored through X2 induces a nilpotent endomorphism
of H∗(X1) then the group Aut(X1 ∨ X2) is reducible.
For example, if X1 and X2 are Moore spaces of different dimension then every self-map of X1 which factors through X2
induces the trivial homomorphism in homology, therefore Aut(X1 ∨ X2) is reducible and admits a LDU-decomposition.
Corollary 4.17. If every self-map of X1 which can be factored through X2 induces a nilpotent endomorphism of H∗(X1) then the group
Aut(X1 ∨ X2) admits the following LDU-decomposition:
Aut(X1 ∨ X2) = {X1, X2} ·
(
Aut(X1) × Aut(X2)
) · {X2, X1}.
Proof. We must only compute the factors of the decomposition, which can be symbolically represented as
L =
(
1 0
{X1, X2} 1
)
, D =
(
Aut(X1) 0
0 Aut(X2)
)
, U =
(
1 {X2, X1}
0 1
)
.
A direct computation shows that the multiplication in L and U correspond to the addition in {X1, X2} and {X2, X1} respec-
tively, while D is clearly isomorphic to the direct product of the two automorphism groups. 
4.8. Completion
Let X̂ p denote the p-completion of a space X . As for the p-local spaces, End( X̂ p) is a semi-perfect ring, but in this
case the proof is completely algebraic. Indeed, if X is a ﬁnite complex then End( X̂ p) is an algebra over the ring of p-
adic integers Ẑp which if ﬁnitely generated as a Ẑp-module. By a classical result (cf. 23.3 of [11]) every such algebra
is semi-perfect. Like its p-local analogue, this implies that Aut( X̂ p) admits a LDU-decomposition. To be more precise, let
X̂ p = X1 ∨ · · · ∨ Xn be the unique decomposition into indecomposable factors. Since some of the factors may be equivalent,
let X̂ p = X ′1 ∨ · · · ∨ X ′m be the decomposition in which each X ′k is obtained by collecting equivalent indecomposable factors,
and let 1 = u1 + · · · + um be the decomposition of 1 ∈ End( X̂ p) into a sum of orthogonal idempotents (uk corresponds to
the factor X ′ ). Then the same argument as for Theorem 4.12 showsk
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u1, . . . ,um ∈ End( X̂ p) deﬁned as above.
Since End( X̂ p) is semi-perfect, the quotient of End( X̂ p) over its Jacobson radical J ( X̂ p) is a product of full matrix rings
over ﬁnite ﬁelds with characteristic p. The relation between the corresponding groups of units is completely algebraic. In
fact, if J is the Jacobson radical of a ring R then the homomorphism R∗ → (R/ J )∗ is surjective (as every unit in R/ J lifts
to a unit in R), with kernel 1 + J . In our case 1 + J ( X̂ p) is the maximal normal p-subgroup of Aut( X̂ p). The maximal
normal p-subgroup of G is deﬁned for arbitrary groups and is called Fitting p-subgroup of G . We conclude that for a ﬁnite
complex X the quotient of Aut( X̂ p) over its Fitting p-subgroup is isomorphic to a ﬁnite product of general linear groups
over ﬁnite ﬁelds with characteristic p. Adams and Kuhn [1] for p = 2 and Crabb, Hubbuck and Xu [4] for odd primes proved
the converse:
Theorem 4.19. (Adams and Kuhn; Crabb, Hubbuck and Xu) For every group G, which is a ﬁnite product of general linear groups
over ﬁnite ﬁelds with characteristic p there exists a ﬁnite p-complete complex X, such that the quotient of Aut( X̂ p) over its Fitting
p-subgroup is isomorphic to G.
The proof of this result is based on an ingenious construction which for every integer n constructs a ﬁnite complex Xn
whose homology is p-torsion (so it is p-complete), and such that End(Xn) is the unique ﬁeld with pn elements. The space
X is then easily constructed as a suitable wedge of such spaces. We refer the reader to [1] and [4] for details.
5. Computations
The computation of the group Aut(X) is a diﬃcult task, because one has to solve both the homotopy problem to de-
termine the set Aut(X), and the composition of homotopy classes problem to identify the group structure. These problems
usually require a great amount of work, often with speciﬁc methods needed for different spaces. The homomorphism W ,
with its ‘accuracy’ modulo ﬁnite groups is obviously of no use here. For that reason we will only give an account of the
known results, without even attempting to explain how they have been obtained.
Let us begin with a general result from an unpublished note by Mimura and Sawashita. Assume that f : X → Y is a map
in the stable range (i.e. between suitable suspensions of X and Y ), and let X → Y → C f be the corresponding coﬁbration
sequence. Then the authors adapt to the stable case the methods of Oka, Sawashita and Sugawara [18] to compute the group
of stable self-homotopy equivalences of the mapping cone C f .
Theorem 5.1. (Mimura and Sawashita [14]) Let X and Y be in the stable range with X n-connected and Y of dimension at most n, and
let f ∈ {X, Y }. Then the following sequence is exact
0→ H → Aut(C f ) → G → 1
where the group H is given by
H = {X, Y }/(Im f∗ ∪ Im f ∗)
for f∗ : {X, X} → {X, Y } and f ∗ : {Y , Y } → {X, Y }, and the group G is
G = {(g1, g2) ∈ Aut(X) × Aut(Y ) ∣∣ f ◦ g1  g2 ◦ f }.
An important special case arises when X = Sn and Y is at most (n − 1)-dimensional:
Corollary 5.2. (Mimura and Sawashita [14]) Let f : Sn → Y be a map where the dimension of Y is less then n. Then there is a short
exact sequence
0→ H ′ → Aut(Y ∪ f en+1)→ G ′ → 1,
where H ′ = Z2 ⊕ π Sn (Y )/ Im f ∗ and G ′ = {g ∈ Aut(Y ) | g ◦ f  f }.
In particular, we see that under such assumptions the group of self-equivalences is always non-trivial. In fact, D. Kahn
proved the following general fact:
Proposition 5.3. (D.W. Kahn [9]) If X is a non-contractible ﬁnite complex then the stable additive order of the identity 1X is not 2. In
particular, 1X and −1X are distinct stable self-homotopy equivalences, hence Aut(X) is non-trivial.
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extensive computations of stable homotopy groups. The results are summarized in the following theorem (we mentioned
earlier that Aut(RP2) = Z4):
Theorem 5.4. (Mukai [15–17])
1. Aut(RP4) = Z4 ⊕ Z2 , Aut(RP6) = Z4 ⊕ (Z2)2 , Aut(RP8) = Z4 ⊕ (Z2)4 .
2. The stable order of the identity in RP2n is 8. Therefore, Aut(RP2n) contains Z4 (the group of units of Z8) as a direct summand.
3. Aut(CPn) = (Z2)2 for n = 2,3,4,5,6, Aut(CP7) = (Z2)3 .
4. Aut(CPn) contains (Z2)2 as a direct summand.
Finally, we mention the results of Sasao [25] who computed the group of stable self-equivalences for three-cell complexes
which are sphere bundles over spheres. In order to describe his results we need some notation. For q > p + 1 let S p ↪→
Kξ → Sq be the sphere bundle determined by the characteristic class ξ : Sq−1 → SO(p + 1), and let J (ξ) ∈ π Sp+q(Sp+1) be
stable class of the image of ξ ∈ πq−1(SO(p+1)) under the homomorphism J :πq−1(SO(p+1)) → πp+q(Sp+1). Moreover, let
L be the space Kξ without its top cell.
Theorem 5.5. (Sasao [25]) If q is not divisible by 4 then there is a split exact sequence:
0→ π Sp+q(L) → Aut(Kξ ) → Aut(L) × Z2 → 0.
If q is divisible by 4 but not by 8, and if 2 J (ξ) = 0 then there is a split exact sequence:
0→ π Sp+q(L) → Aut(Kξ ) → Aut(L) → 0.
Finally, if q is divisible by 8 then there is a split exact sequence
0→ π Sp+q(L)/ J (ξ) · π S1
(
S0
)→ Aut(Kξ ) → Aut(L) → 0.
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