We describe a method for tracking bifurcation curves from only time-series datasets. We apply a tracking algorithm to unknown systems based on the reconstruction of bifurcation diagrams that can estimate the parameter space and oscillatory patterns when parameters change. Therefore, this method can track the bifurcation curves of unknown systems from only measured time-series datasets, whereas the target systems in previous studies are known. By tracking bifurcation curves, we can obtain bifurcation points with increased accuracy as compared with bifurcation diagrams plotted by brute-force methods. In this paper, we present the results of numerical experiments in which bifurcation curves of a Hénon map as an unknown system are tracked from only several time-series datasets.
Introduction
Parameterized systems that have many oscillatory patterns depending on system parameters are observed in the real world. We want to know the oscillatory patterns resulting from parameter changes, although only time-series datasets are obtained. In this paper, the intended condition is that the dynamics of target systems are unknown and information concerning parameters, such as the dimensionality of the parameter space and the parameter values, is also unknown when time-series datasets are obtained.
In 1994, Tokunaga et al. proposed a reconstruction of a bifurcation diagram (BD) from only timeseries datasets [1] . Using the reconstruction of a BD, we can estimate the parameter space, including its dimension and the oscillatory patterns, when parameters change. Therefore, this method is useful for identifying parameterized unknown systems. In this approach, the parameter space of a target system corresponds to significant principal components obtained by applying principal component analysis (PCA) [2] to synaptic weights and biases trained for the observed time-series datasets. Here, the dimension of the parameter space can be estimated from the number of significant principal components using the contribution ratio of eigenvalues. Tokunaga et al. used a neural network trained for the observed time-series datasets by backpropagation [3] . Therefore, the BD is reconstructed by changing the synaptic weights and biases in the significant principal components. Since the reconstruction of BD was proposed, several research groups have studied this technique [4] [5] [6] [7] [8] [9] .
We have proposed reconstruction of a BD with Lyapunov exponents [10] using an extreme learning machine (ELM) [12] . The ELM proposed by Huang et al. in 2006 is a simple feed-forward neural network with three layers. The ELM has an extremely fast training speed and good generalization, despite its simple structure. We have shown that the computational cost is much lower using the ELM than when using a neural network trained by backpropagation [10] . In addition, we showed that Lyapunov exponents corresponded to the reconstructed BDs. For example, the largest Lyapunov exponents are negative when the oscillatory pattern of the ELM is periodic, and close to zero at the points of a period-doubling bifurcation. We also confirmed that the largest Lyapunov exponents for the reconstructed BDs are nearly equal to the ones for the original systems.
The BDs of known systems have been widely studied. In 1984, Kawakami proposed a method for tracking bifurcation curves in a parameter space [14] . In this tracking method, bifurcation points are directly calculated from eigenvalues of a Jacobian matrix of a linear approximated map of the target system. Tracking the bifurcation curves in search of bifurcation points is easier than in bruteforce methods. In addition, the BD has exactly increased the accuracy by directly calculating the bifurcation points. Although several research groups [15] [16] [17] have studied this method in greater depth since its proposal, these methods can be applied only to known systems.
In this paper, we try to track the bifurcation points of an unknown system in the significant principal components obtained by reconstruction of the BD. Applying the tracking method to the significant principal components, we obtain more detail of the bifurcation structure of unknown systems, and the calculation cost to find the bifurcation points is lower than in brute-force methods. In this paper, we show the bifurcation curves in a Hénon map as an unknown system, using only several time-series datasets. When applying to significant principal components, we use a damped Newton's method for converging and not diverging an updating method of the tracking method.
The rest of the paper is organized as follows. In Section 2, we describe reconstruction of the BDs using the ELM [10] . In Section 3, we describe the algorithm for tracking the bifurcation curve in the significant principal components. In Section 4, we show the results of numerical experiments. Section 5 contains discussion related to using a damped Newton's method. Finally, we give conclusions in Section 6.
Reconstruction of the BDs using the ELM
We describe a method for reconstructing the BD from only several observed time-series datasets using the ELM [10] . Here, we outline the method for reconstructing the BD. First, the ELM is trained for the observed time-series datasets. Next, PCA is applied to the trained synaptic weights of the ELM. Then, the dimensionality of the parameter space is estimated from eigenvalues of the trained synaptic weights. Finally, time-series datasets are generated from the ELM with synaptic weights made in significant principal components, and the BD is reconstructed.
In this section, we first explain the ELM as a time-series predictor for reconstructing the BD. Then, we introduce an algorithm for reconstructing the BD.
Extreme learning machine for reconstructing the BD
In 2006, Huang et al. proposed an ELM that is a simple feed-forward neural network with three layers [12] . The ELM has extremely fast training speeds and good generalization, despite its simple structure.
The output of the ith hidden neuron is
where w i ∈ R M and b i ∈ R are the synaptic weight vector and the bias of the ith hidden neuron, respectively, and y(t) ∈ R K is the input vector. Here, K is the number of the input and output neurons, and M is the number of hidden neurons. In this study, the number of output neurons is set to the number of input neurons when calculating the Jacobian matrix of the ELM. Moreover, K is set to be equal to the dimensionality of the target system. We believe that a method like the false nearest neighbor [18] , based on Takens's embedding theorem [19] , can be used like time-series predictions if we apply it to the unknown systems. The synaptic weights and biases of hidden neurons are set to random values when the ELM is trained for the first time-series dataset, and they are fixed when the ELM is trained for the second time-series datasets and beyond. We use the sigmoid function
where ζ, ρ, and σ are parameters for adjusting the range of output of the hidden neurons with that of the time-series datasets. The output of the ith output neuron is
where β i ∈ R M is the synaptic weight vector of the ith output neuron and
T is the output vector of the hidden neurons. The synaptic weights of the output neurons are trained by
where
is the synaptic weight matrix of the output neurons, H † is the pseudo-
T , and D ∈ R L×K is the desired outputs matrix. Here, L is the length of the desired output patterns.
Algorithm for reconstructing the BD using an ELM
In 1994, Tokunaga et al. proposed reconstruction of the BD from only several time-series datasets [1] . Reconstruction of the BD can estimate oscillatory patterns when the system parameters change. Tokunaga et al. used a neural network trained by backpropagation [3] as a time-series predictor. In 2017, the authors proposed reconstruction of the BD using an ELM as the time-series predictor [10] instead of a neural network trained by backpropagation. Using the ELM, the computational cost for reconstructing BD is much lower than in the previous method. The algorithm is as follows.
First, we train the ELM as a time-series predictor for the time-series datasets. We denote the input-output function G(·, ·) of the ELM trained for the ith time-series data set as
where the synaptic weight vectorβ (i) ∈ R MK is transformed from the trained synaptic weight matrix B for applying PCA as follows:β
Here, P is the number of time-series datasets. Therefore, we obtain the P synaptic weight vectors for reconstructing the BD. Then, we apply PCA to the trained synaptic weight vectors. The eigenvalues and eigenvectors ofβ (i) are obtained by the PCA. Dimensionality of the parameter space is estimated from the contribution ratio and the cumulative contribution ratio. The ith contribution ratio CR i and the ith cumulative contribution ratio CCR i are calculated as
where λ i is the ith eigenvalue and C is the number of trained synaptic weights of the ELM, that is, C = MK. We estimate that dimensionality of the parameter space is V , where CCR V is more than 80%. Therefore, we can regenerate the trained synaptic weights vector in the significant principal components byβ
where v i ∈ R C is the ith eigenvector,β ∈ R C is the mean vector ofβ (i) and γ i is the estimated bifurcation parameter in the ith significant principal component. Using the ELM with the regenerated synaptic weight vector, we generate time-series data. The input-output function with the regenerated synaptic weight vector is
We reconstruct the BD using Eq. (10) with the substitution
Tracking the bifurcation curves in significant principal components
In 1984, Kawakami proposed a method for tracking bifurcation curves [14] . This method can search and track target bifurcation points in the parameter space. In this section, we describe the algorithm when the number of state variables for the target system is two, because the target system is the Hénon map in this paper.
In this section, we describe bifurcation curve tracking in an unknown system based on the method proposed by Kawakami, applying the method to the significant principal components obtained from reconstruction of the BD. First, we show the preliminaries for this method. Then, we explain the algorithm for searching the bifurcation points and fixed values. These results are set to be initial values for tracking the bifurcation curves. Finally, we explain the algorithm for tracking bifurcation curves in the significant principal components.
Preliminaries
We change the input-output function of Eq. (10) using the estimated bifurcation parameter vector γ as follows:
In this paper, we consider discrete-time systems. However, we think that the method can be applied to continuous-time systems, considering Eq. (11) as the Poincaré map. The S-periodic point of Eq. (11) is
where s ∈ R 2 is an initial state vector. The characteristic equation for the fixed point of Eq. (12) is
where ϕ(n, γ, s) is mapped n times from the initial state vector s by f (γ, ·), and I is the identity matrix. The eigenvalues μ 1 and μ 2 are obtained from the roots of Eq. (13) . We see properties of the fixed values from the eigenvalues μ 1 and μ 2 as in Table I [ 13] . In addition, bifurcation occurs in the case of either |μ 1 | = 1 or |μ 2 | = 1. Here, we set μ of Eq. (13) for the target bifurcation as follows: 
Direct-type unstable −1 < μ 1 < 0, 1 < μ 2 Direct-type unstable μ 1 < −1 < μ 2 < 0 Inverse-type unstable μ 1 < −1, 0 < μ 2 < 1 Inverse-type unstable 
∂ϕ ∂γ
Here, the initial variational equations are
Searching the bifurcation points and fixed values
We search the bifurcation points and fixed values using a damped Newton's method. Although Kawakami used Newton's method, the results will often diverge or not converge in the significant principal components. The bifurcation points and fixed values obtained in this section are used as initial values for tracking the bifurcation curves. We calculate fixed values satisfying the conditional expression for the fixed values in Eq. (12) . The Jacobian matrix for the damped Newton's method is 
and the convergence determination of the damped Newton's method is
The algorithm is as follows: (21) is satisfied.
6. Return to 2. until Eq. (13) is satisfied. If Eq. (13) is satisfied, let the estimated bifurcation parameters and state values of bifurcation point beγ andŝ.
Algorithm for tracking bifurcation curves in the reconstructed BD
We track the bifurcation curves in the reconstructed BD using the damped Newton's method. The conditional expression of the fixed value and characteristic equation are Eqs. (12) and (13). Let the number of unknown variables be three, because the number of equations is three. Therefore, target unknown variables are two-state values and a parameter. Here, one parameter is fixed and the other is the target parameter γ j . The Jacobian matrix for the damped Newton's method is
where f i (·, ·) is a function for calculating the output of the ith output neuron. 
likewise,
These equations can be calculated using the second-order variational equation of Eqs. (16)- (18) . The updating equation of the damped Newton's method is
where the convergence determination is as follows:
The algorithm is as follows:
1. Set initial values of the estimated bifurcation parameter vectorγ and state valuesŝ calculated by Section 3.2.
2. Minutely change either estimated bifurcation parameter and determine a target bifurcation parameter γ j from the estimated bifurcation parameters.
3. Update the each variational equation using Eqs. (14)- (18) repeated S times.
4. Update the target bifurcation parameter and fixed values by the damped Newton's method using Eq. (25).
5. Repeat 3. and 4. until the convergence determination of Eq. (26) is satisfied.
6. Return to 2. until the parameters reach the parameter ranges.
Numerical experiments
In this section, we show the results of the reconstructed BD of the Hénon map and its bifurcation curves. First, we explain about experimental conditions. Then, we show the results for reconstructing a two-dimensional BD of a Hénon map. Finally, we show the results for tracking bifurcation curves in the significant principal components.
Experimental conditions
The Hénon map is
where a 1 and a 2 are bifurcation parameters. In this study, we assumed that time-series datasets of the x 1 component are measured for reconstructing BD. We chose the parameter values for six measured time-series datasets (i.e., N = 6), as follows:
Here, these parameter values are chosen to set the experimental conditions to be the same as [1] . The length of each measured time-series datasets is 1000. The numbers of input, hidden, and output neurons of ELM are two, six, and two, respectively. In this case, the ELM is trained with the desired outputs set to x 1 (t + 1) and x 1 (t) when input values are set to x 1 (t) and x 1 (t − 1). The parameters ζ, ρ and σ of the sigmoid function are set to 3, 1.5, and 1, respectively. Figures 1(a) and 1(b) show the original and reconstructed BDs, respectively, plotted by a brute-force method. Here, we indicate more than 20-cycle solutions, including chaos and convergence to infinity. Comparing Figs. 1(a) and 1(b) , we see that these BD qualitatively correspond. Figures 1(c) and 1(d) show the original and reconstructed BDs, respectively, in target ranges for tracking bifurcation curves. This ranges are focused on fishhooks of 5-cycles.
Original and reconstructed BD

Bifurcation curves for the original and reconstructed BD
In this study, we track the following bifurcation curves and plot as follows.
• Tangent bifurcation of 5-cycles: Black line.
• Tangent bifurcation of 6-cycles: Blue line.
• Tangent bifurcation of 7-cycles: Green line.
• Period-doubling bifurcation from 5-to 10-cycles: Black dashed line.
• Period-doubling bifurcation from 6-to 12-cycles: Blue dashed line.
• Period-doubling bifurcation from 7-to 14-cycles: Green dashed line.
• Period-doubling bifurcation from 10-to 20-cycles: Red dashed line.
• Period-doubling bifurcation from 20-to 40-cycles: Yellow dashed line. Figures 2(a) and 2(b) show the bifurcation curves in the original parameter space and the significant principal components, respectively. Here, we plot bifurcation curves in the original parameter space by the method proposed by Kawakami [14] . Comparing these figures, we see that these bifurcation curves correspond. In addition, comparing the BD in Fig. 1(d) with the bifurcation curves in Fig. 2(b) , the BD and bifurcation curves in significant principal components also correspond.
By tracking the bifurcation curves, we obtain a more exact bifurcation structure compared with that BDs made by the brute-force method. The fishhooks are formed from the bifurcation curves of the tangent and period-doubling bifurcations. Chaotic regions appear throughout the tangent and period-doubling bifurcations. We confirm the period-doubling bifurcations 5 → 10 → 20 → 40-cycles. Although the bifurcation points disappeared midway in Fig. 1(d) , the bifurcation curves in Fig. 2(b) can be tracked in the target ranges without disappearing midway.
Next, we focus on the coexistence of 5-and 6-cycles. Figure 3 shows enlargements of the bifurcation curves in the significant principal components. From the bifurcation curves, we see coexistence of 5-and 6-cycles. These results cannot be obtained from the BD made by the brute-force method. From these results, tracking bifurcation curves is suitable to understand the bifurcation structures of the target system.
Discussion
We used the damped Newton's method for tracking bifurcation curves in the significant principal components. If we use Newton's method, the updating equations of Eqs. (20) and (25) will often diverge or not converge. We think that the reason for the divergence or non-convergence is a feature of Newton's method that is quite influenced by initial values. In this section, we show the difference between the original system and the ELM for the reconstructed BDs, because the bifurcation curves in the original parameter space can be tracked by Newton's method.
We compare the determinant of the Jacobian matrix between the original system and the ELM for the reconstructed BD. First, we calculate the determinant of the Jacobian matrix for the original system as follows: 
