Abstract. The functionality of the visual cortex has been described in [63] and in [50] as a contact manifold of dimension three and in [62] the Mumford and Shah functional has been proposed to segment lifting of an image in the three dimensional cortical space. Hence, we study here this functional and we provide a constructive approach to the problem, extending to the subRiemannian setting an approximation technique proposed by De Giorgi in the Euclidean case.
1.
Introduction. Geometric measure theory in Carnot-Carathéodory spaces, and in particular in the Heisenberg group has become a subject of great interest in these last years. The Heisenberg group is the simplest non commutative nilpotent group and it is denoted H n . Its underlying manifold is R 2n+1 and at every point x ∈ R 2n+1 is defined an horizontal 2n−dimensional subbundle of the 2n+1-dimensional tangent space, denoted HH n , and generated by
The only non null commutator is [X i , Y i ] = ∂ x2n+1 , for every i, so that the Lie algebra generated by X i and Y i has maximum rank at every point and it is nilpotent. The horizontal (or subriemanian), gradient of a regular function u is defined as
and the distributional horizontal derivative is denoted D H . The definition of BV H functions in the Heisenberg group has been introduced in [23] , [40] and [16] . The principal instruments of geometric measure theory have been established for Heisenberg group: Isoperimetic type inequalities have been proved for the H perimeter by [57] , [39] , [47] . Area formulas have been proved in [6] , [51, 52] , in [58] , and in [66] , under different assumptions. In [41, 42] it was introduced an intrinsic definition of rectifiability, which allows to give the definition of Caccioppoli sets, reduced boundary and generalize to the Heisenberg group the celebrated theorem of De Giorgi on rectifiability. Weak differentiability of BV H functions and the structure of their approximate discontinuity set has been investigated in [6] . Finally in [65] it has been proved that the distributional derivative D H u admits the decomposition:
where D a H u is absolutely continuous with respect to the Lebesgue measure, D j H u is the jump part and D c H u is the Cantor part of D H u. We also recall that existence of minimizing sets of finite perimeter has been established by [47] , existence and non existence of minimal surfaces have been investigated in [46] , and in [15] . Finally variational approximation of perimeters, of Modica-Mortola type, have been investigated in subriemannian setting in [54] .
1.1. The contact manifold of the visual cortex V1. This geometrical setting has also been used in applications to visual perception. The functionality of the visual cortex has been described in terms of neural oscillators in [63] and geometrically modeled in [50] as a fiber bundle. This model has been widely extended in [60, 30] , with geometrical tools. They describe the visual cortex V1 as triple (R 2 × S 1 , ∆, g), where ∆ is a distribution of planes generated by
at every point (x, y, θ) ∈ R 2 × S 1 , while g is a Riemannian metric on ∆. These vector fields define the roto-translation group. Note that [Z 2 , Z 1 ] = Z 3 = − sin(θ)∂ x + cos(θ)∂ y , so that Z 1 , Z 2 , Z 3 are linearly independent at every point, but commutators of higher order are not null. Hence the Lie algebra generated by Z i is not nilpotent, and most properties of BV Z and rectifiability do apply directly for these vector fields. However, if we call b = −x sin(θ) + y cos(θ) X 1 = Z 1 , Y 1 = Z 2 − bZ 1 , then it is easy to recognize that
while all the other commutators are null. In other words the Lie algebra generated by X 1 , Y 1 is the simplest non commutative algebra, since it has only one non zero commutator, and coincides, up to a change of variable, with the Heisenberg one. It follows that any choice of a metric g in the cortical space (R 2 × S 1 , ∆, g) can be locally identified with a choice of a metric in the Heisenberg structure.
A 2-dimensional image u 0 , mapped on the retina, is lifted by the action of the simple cells to a new function f defined in the 3-dimensional cortical space R 2 × S 1 and this function is further elaborated by the visual system. In [29] , [62] a model based on the Mumford and Shah functional in a riemannian structure is proposed to segment the retinal image u 0 . In [62] the authors proposed to segment f with the analogous of the Mumford and Shah functional in the sub-Riemannian metric of visual cortex. Hence we study here the Mumford and Shah functional in this setting. In this setting of fiber bundle other models of functional architecture of the visual cortex have been introduced in [14] and in [35] . [13] , [20] , [24, 25] , [26] , [21, 22] in the euclidean situation. It is well known, see [20] , that this functional cannot be approximated in the sense of Γ-convergence by a functional of the type
In [25] the author proved that the Γ-limit of a discrete approximation of F ǫ (u) is not a rotation invariant functional. To overcome this difficulty De Giorgi proposed a non local approximation, with a family of discrete functionals
The convergence of this family has been proved in [48] (see also [17] , for a presentation in a more general context). In [29] this discretization has been extended to a Riemannian metric. The existence of minima of the Mumford and Shah functional in a general metric setting have been proved in [10] .
1.3. The slicing method. The proof of convergence of these descrete functionals relies on the slicing method, and the reduction to one-dimensional problem. This method allows to study the distributional directional derivatives of a BV H function u in terms of the derivatives of its one-dimensional sections
where η is an unitary vector. The same procedure can be repeated in our geometrical context replacing η with an unitary horizontal section and using the exponential mapping. Indeed, if (η 1 , . . . , η 2n ) ∈ R 2n we can consider the horizontal section
and a vector y ∈ η ⊥ = {y ∈ R 2n+1 : y, (η, 0) = 0}.
Then the natural analogous of (6) is:
where ∇ H,2n+1 = (∇ H , ∂ x2n+1 ), and exp and Exp are further defined. With these notations and η fixed the whole tangent space is described varying t in R and y in the 2n-dimensional space η ⊥ . For this reason the properties of the sections u η y (t), have been used in [53] to study the total variation of a BV H function u. In section 3, using the slicing method, we obtain fine properties of the jump sets of a BV H function, in terms of its sections. We prove
n be an open set. If u ∈ BV H (Ω) and η∇ H is an unitary section with constant coefficients, then u η y (t) ∈ BV (R, R) for a.e. y ∈ η ⊥ and for
where | · | and ·, · are the euclidean norm and the euclidean scalar product on the horizontal plane respectively. In addition, the approximate jump set of u, see Definition 2.8, satisfies
Besides, we extend the area formula proved for H-Caccioppoli set in [53] to a jump set of a BV H function, for which there exists a H-generalized normal, see section 3.
1.4. The Mumford and Shah functional in the subriemannian setting. In this setting the Mumford and Shah functional can be defined as follows:
Here (g ij ) is a metric defined on the horizontal bundle, | · | g the norm in the metric and g = det g ij , and (ν u ) g is the intrinsic H-generalized normal, computed in the metric g. c n1 and c np are constants which depend on n and p. The exponential mapping and the natural group law in Heisenberg group allows to define different quotients (see also [1] ) and to introduce discrete functionals, which generalize the one in (4) to the subriemannian setting.
where Q is the homogeneous dimension of the space, and p > 1. We explicitely note that this functional is not the straightforward exstension of the analogous functional in [48] . Indeed, the metric g depends on x and F ǫξ (u) has to be defined in terms of |ξ| g . We will prove in Theorem 4.3 below that the the family F ǫ (u) Γ− converges to a non isotropic version of the Mumford and Shah. Hence we will need a simmetrization, in order to recover the previously defined MS functional. To this end we define
Note that in this new contest the expression of the functional F ǫ become particularly clear: the integration in dx is made in the 2n + 1-dimensional Lie group, while the integration in the increment ξ in made in the 2n-dimensional horizontal bundle at every point. Then we prove the convergence result for the functional F ǫ in (12):
, as ǫ tends to 0, to the Mumford and Shah functional, defined in (10) .
In order to deduce the existence of minima for the functional M S, from this Γ−convergence result, we need a compactness result for the functionals F ǫ in (12) . We prove that a family of functions with the difference gradient bounded in L 1 is precompact in BV H . This assertion extends to the discrete situation the well known fact that a family with H-gradient bound in BV H is precompact in BV H . The proof is made using the Campbell-Hausdorff formula and their properties of the Heisenberg mollifiers.
The paper is organized as follows: in section 2 we recall the definition of Heisenberg group and its properties. In section 3 we recall the slicing method, we study the properties of the jump set of BV H functions and we prove an area formula. In section 4 we apply these results to the Γ−convergence result. Finally in section 5 we prove the existence of a minimum for the Mumford and Shah functional.
2. Some known facts: BV functions in the Heisenberg space.
2.1. Group law, generating vector fields and exponential mapping. The Heisenberg Lie algebra H n is generated by the 2n vector fields X 1 , . . . , X n , Y 1 , . . . , Y n , tangent to R 2n+1 and defined in (1) . Their generated vector space is called horizontal vector bundle and denoted HH n . We endow each fiber of HH n with a scalar product ·, · x which make X 1 (x), . . . , X n (x), Y 1 (x), . . . , Y n (x) orthonormal. We shall drop the index x when there is not ambiguity. The only non trivial relation between their commutators is
Then at every point the Lie algebra coincides with R 2n+1 . Hence, in addition to the horizontal gradient ∇ H defined in (2), we will also define a total gradient
A tangent vector with components y = (y 1 , · · · y 2n+1 ) in the fixed basis will be represented as y∇ H,2n+1 . An horizontal vector has the last component equal to 0, and a natural projection is defined
It is natural to define a dilation on the algebra
so that the homogeneous dimension of the space is Q = 2n + 2.
Since the Lie algebra is nilpotent, the exponential map starting at any point, for example at 0, is a global diffeomorphism and can be used to induce natural coordinates on the group:
Its inverse mapping is called Log 0 . The Campbell-Hausdorff formula induces the following group law on
Analogously the function λ r in (15) is extended to a dilation λ r on the group.
If Ω is an open subset of H n , we denote C 1 H (Ω) the set of functions whose subriemannian gradient, defined in (2), is continuous. If φ∇ H (x) is a section of the horizontal bundle, with components φ 1 , · · · φ 2n of class C 1 H (Ω), we say that φ∇ H ∈ C 1 H (Ω, HH n ) and we call divergence
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. Several equivalent homogeneous distances can be defined on H n (see [56] , [27] , [40] ). We make use of the following one:
where
Hausdorff dimension of H n with respect to this distance is Q = 2n + 2.
Using the classical Carathéodory's construction and the spheres of the space, it is possible to give, for β > 0, a definition of spherical Hausdorff measure S β d (see [38] ). This is related to the Lebesgue measure by the following relation, proved in [41] :
where ω i is the Lebesgue measure of the euclidean unitary ball in R i .
A subriemannian metric.
It is possible to consider a metric (g ij ) ij on the 2n−dimensional section HH n , which varies smoothly with x. For every couple of sections α∇ H , β∇ H ∈ HH n , we denote
This scalar product defines a subriemannian contact structure (H n , HH n , g). Accordingly we also define the g−subriemannian gradient
where {g ij } ij is the inverse matrix of {g ij } ij . Analogously, if ν∇ H is the intrinsic unitary H-generalized normal to a smooth set E, the horizontal section
is the normal in the metric g. In the sequel, where no index g is specified, we indicate the euclidean metric on the contact fiber HH n . There is a relation between the euclidean scalar product ·, · on the horizontal space, and any other riemannian norm | · | g on the same space:
Proposition 1 (see [29] ). With the same notations as before for an horizontal vector v∇ H ∈ HH n , we call
..,n . Then for every p > 1 there exists a positive constant c np such that
2.3. BV H functions and H-Caccioppoli sets. The notion of BV function has been generalized in the framework of Carnot-Carathéodory spaces in [23] , [41] , where different but equivalent definitions were provided. In these papers, and in [8] , [9] , [11] , [7] , [43] , also the main properties of these spaces have been investigated and we recall here some of the known results.
We denote respectively by BV H (Ω) and BV H,loc (Ω) the space of all functions of H-bounded variation and of locally H-bounded variation.
From Riesz representation theorem it follows that if u ∈ BV H,loc (Ω) then |D H u|(Ω) is a Radon measures on Ω and there exists an horizontal section σ u ∇ H such that |D H u|-a.e. |σ u | = 1 and
is called H-generalized normal to E, and induced measure is called perimeter measure, and it is denoted |∂E| H := |D H 1 E |. The perimeter measure can be explicitly expressed if ∂E is a regular surface, as proved in [41] . 
In this case, the set
is a H-Caccioppoli set, and the H-generalized normal is ∇ H f /|∇ H f | at all points of S.
If ∂E is a regular surface, with euclidean normal n E at every point, then
where π is the projection defined in (14) and H 2n is the 2n Hausdorff measure. In general the boundary of a H-Caccioppoli set is less regular than a regular surface, and the following notion is necessary: Definition 2.3 (H-Rectifiable sets, see [41] ). A subset Γ ⊂ H n is H-rectifiable if there exists a sequence of H-regular surfaces (S i ) i∈N such that
Theorem 2.4. Let E ⊂ H n be a H-Caccioppoli set. Then there exists an Hrectifiable subset F E of the boundary of E, which differs from ∂E by a null set in the perimenter measure, such that for every point x ∈ FE there exists the generalized normal ν E to E and
(See [41] for the properties of reduced boundary F E).
Definition 2.5 (Measure theoretic boundary). Let E ⊂ H n be a H-Caccioppoli set. We indicate by ∂ * E the measure theoretic boundary of E that is
where Θ * (E, x) is the upper density of E at x:
In [41] the authors prove that these two notions of boundary coincide a.e. with respecto to the spherical Hausdorff measure:
2.4. Approximate jump set. While dealing with BV H functions it is necessary to use weak notions of continuity and differentiability. Definition 2.6 (see [10] ). Let u : H n → R be a measurable function and x ∈ H n . The upper and lower approximate limit of u at x are respectively
We denote S u the set {x |u
In [10] the authors prove that if u ∈ BV H then there exists a dense and countable set M ⊂ R such that for every s ∈ M the set {u > s} has finite perimeter and
In particular S
-a.e. x ∈ ∂ * {u > s} there exists the H-generalized normal to {u > s} at x.
As a consequence of this property, it has been proved in [65] the following lemma:
Lemma 2.7. Let u ∈ BV H (H n ) and let S u be the set in Definition 2.6, then for S
-a.e. with the H-generalized normal to the set {u > s} at x.
The definition of approximate jump point is similar to the classical one: Definition 2.8. A point x ∈ Ω is an approximate jump point of u ∈ BV H (Ω) if there exist a, b ∈ R and ν∇ H ∈ HH n , |ν| = 1 such that a = b and
|u(x) − a| dx = 0, lim
The projection π is defined in (14) The triplet (a, b, ν) is uniquely determined by the above expressions, up to a permutation of (a, b) and a change of sign of ν, and it is denoted by (u + (x), u − (x), ν u (x)). The set of approximate jump points of u is denoted by J u .
The approximate jump set J u has been studied by [8] and [65] . In particular they proved that: S u and J u are H-rectifiable and
The H-generalized normal S u introduced in Lemma 2.7 coincides S Q−1 d
a.e. with the normal ν u at J u .
If u ∈ BV H (Ω) then the derivative D H u admits the following decomposition:
2.5. The slicing method. The slicing method in Heisenberg group has been introduced in [53] where the relation between the variation of a BV H function and the variation along line is studied. Let us recall the main definitions for reader convenience.
We fix an unitary section η∇ H ∈ HH n , with constant coefficients η, we identify η = (η 1 , . . . , η 2n , 0) with an element of R 2n+1 , then
where the right member denotes the standard 2n− dimensional orthogonal complement of η in R 2n+1 . Let us now introduce the function
Then we can define sections of an open set Ω ⊂ H n :
and
Finally for every y ∈ η ⊥ the one dimensional section u η y is defined on Ω η y as follows:
Definition 2.9. Let us fix u ∈ L 1 loc (Ω) and let η∇ H ∈ HH n be a constant section such that |η| = 1. We define the variation |D η u| along η∇ H as follows
If |D η u|(Ω) is finite, then, by Riesz's theorem, it is a finite Radon measure in Ω. If u = 1 E , for a H-Caccioppoli set E, then |D η u| is finite, and we will denote
Besides, the following relation holds between directional derivatives and derivative of one directional sections. Remark 1. Let us assume that φ ∈ C 1 (Ω) and η∇ H ∈ HH n \ {0}, then H,2n+1 ) ) .
In the following theorem we study the directional variation and the variation of sections, for general BV H functions:
where Du The following result is proved in Lemma 1.24 in [53] Theorem 2.11. Let E ⊂ H n be a H-Caccioppoli set and Ω ⊂ H n be a open set, then E η y is almost everywhere a monodimensional Caccioppoli set and the following area formula holds
3. Fine properties of the jump set of a BV H function. Here we use the slicing method previously recalled in order to study the jump set of BV functions and its restriction along a line. The technique is an adaptation to the one in [5] , to geometrical structure induced by the Heisenberg group.
Let us start with the following corollary of Theorem 2.11.
Theorem 3.1. Let η∇ H ∈ HH be a horizontal section. Let E ⊂ H n be a HCaccioppoli set and S ⊂ ∂E a S Q−1 d -measurable set. Let f be a positive measurable function defined in a neighborhood of S. Then
where dS
is the spherical Hausdorff measure, H 0 is the 0 Housdorff measure, ν S (x) is the H-normal to S at x and S η , S η y are defined in (28) and in (29) respectively.
Proof. Theorems 2.10 and 2.11 ensure that
for every open set Ω ⊂ H n .
Let us suppose that f is a piecewise constant function
Here we used the fact that the sets Ω i are disjoint, and
For a general function f we deduce with a density argument that
Finally, if f is an arbitrary function, and g attains value 1 in S, and value 0 on the rest of the boundary of E, we get, using also Theorem 2.4, 
where ν Su (x) is the H-generalized normal to S u at x which exists for S
Proof. As recalled in formula (24), we can select a countable set M ⊂ R such that {u > s} has finite perimeter for every s ∈ M.
Besides, calling S s,t = ∂ * {u > s} ∩ ∂ * {u > t} there exists ν Ss,t = ν Su dS
−a.e. by Lemma 2.7. By Theorem 3.1 we get
By representation formula (24) we deduce that
Indeed, if τ ∈ (S u ) η y then by definition of one dimensional section in (30) we have h η (τ, y) ∈ S u , where the function h η is defined in (27 ) . Besides, there are t, s ∈ M such that h η (τ, y) ∈ ∂ * {u > s} ∩ ∂ * {u > t} so that τ ∈ (∂ * {u > s} ∩ ∂ * {u > t}) η y . And viceversa. Since the set M of indices is coutable, we can order its elements and S u will be represented as S u = ∪ i∈N S si,ti . It can be also represented as coutable union of disjoint sets as
Consequently we have 2ω 2n−1
The following technical lemma holds:
Lemma 3.3. Let u ∈ BV H (Ω) and η∇ H ∈ HH n , |η| = 1. Then the maps
Proof. The proof can be carried out as in Theorem 3.106 in [5] using definition (30) . Let us also note the following simple consequence of the definition of slincing:
. Indeed with the change of variable x = h η (t, y), we immediately have
Theorem 3.4. Let u ∈ BV H (Ω), η∇ H ∈ HH n , |η| = 1, and E be a Borel set in H n . Then
where u η y and E η y are defined in (30) and (28) respectively, and i = a, j, c. Proof. By the representation formula (26) 
The measure of the right hand side is concentrated in the set
, and S u is L 2n+1 -negligible then by Remark 3 we obtain
Since the measure of the left hand side is L 2n+1 -absolutely continuous then both member vanish. In particular
Hence the thesis is proved with i = a. Obviously, also the restriction of the right hand side in (38) to the set E ∩ (S u ∪ R 2n+1 \K) is zero, and from the definition of D s H it follows that 
Since the set (J u ) η y is at most countable for L 2n -a.e. y ∈ R 2n , then
On the set
Then, by Lemma 3.5 below, | D H u, η∇ H | vanishes on T k , which, together with (40) and (41) implies the thesis.
Proof. The set E t = {u > t} has finite perimeter in Ω for a.e. t ∈ R, so that the set N of values t such that E t is not a H-Caccioppoli set is a L 1 -negligible set. For every s ∈ R \ N there exists a set F E s , which coincides dH Q−1 a.e. with the set E s , such that F E s is contained in a countable union of H-regular surfaces, and admits a H-generalized normal. Hence for any finite set I ⊂ R \ N we can apply the area formula in Theorem 2.11
It follows that for every integer K the set
is finite and, the union of such sets,
is at most countable. Consequently | D H u, η∇ H |(T ) = 0 from the coarea formula (see for example [40] or [47] ).
Proof of Theorem 1.1. By the Heisenberg-version of Calderón-Zygmund theorem (see [8] ), the absolute continuity part of D a H u has density ∇ H u with respect to the Lebesgue measure L 2n+1 . Then from Theorem 3.4, for L 2n a.e. y ∈ R 2n the absolutely continuous part of Du η y has density t → ∇ H u(exp(t η∇ H )(y)), η∇ H .
In order to prove the last part of the thesis, we call J ′ u ⊂ J u the set where ν u is not orthogonal to η and we assume that ν u , η∇ H ≥ 0 on J ′ u . We can represent D j u, η∇ H as follows
where δ t is the Dirac mass. By Theorem 3.4
Since D j u η y is an atomic measure with support in the jump set, it follows that
4. The subriemannian Mumford and Shah functional. In this section we introduce a family of discrete functional F ǫ and we prove its Γ−convergence to the Mumford and Shah functional.
4.1. Discrete approximation. Let us introduce our discrete family of functionals, which is based from an adaptation to the subriemannian setting to the discrete operator introduced by De Giorgi (see [18, 19] for a general presentation). On the other hand we also take into account the model of [63] , formalized by [29] .
As it is well known, for a one dimensional functional the difference quotient is defined as
In order to extend this quotient to the subriemannian setting, we recall that the notion of difference is well defined on the Lie algebra, and can be carried on the group via the exponential mapping. Accordingly we define subriemannian difference quotient:
where η∇ H ∈ HH n and |η| g is defined in Subsection 2.2. Now we define our approximating functionals F ǫ . In order to do so we fix p > 1 and we call ϕ an even, continuous function such that
We set
For every fixed η we define a functional F ǫη depending on η:
while F ǫ (u) is its symmetrization:
In (12) we made the choice ϕ(s) = arctan(s p ) . We will see that the family (F ǫξ ) ǫ Γ−converges to a non isotropic version of the Mumford and Shah functional M S η (u) (see (53) below), while the family F ǫ (u) converges to the Mumford and Shah functional
if u ∈ SBV H , and M S(u, H n ) = +∞ otherwise.
Γ−convergence. Let us now recall the De Giorgi definition of Γ−convergence:
) is a metric space, a family F j : X → R of functionals Γ−converges to F as j → ∞ if the following two conditions are satisfied:
• for every u in X and any sequence (u j ) converging to u in X,
• for every u ∈ X there exists a sequence (u j ) converging to u in X such that
This notion of convergence, captures the behavior of minimizers, in the sense of the following theorem: Theorem 4.2. Let us assume that the family F j of functionals Γ−converges to F , and that there exists a compact set K such that F j takes it minimum on K. Then F has a minimum, and any limit point of minimizers is a minimizer of F.
We also refer the reader to [33] , where these notions are introduced, and presented in full details.
A Γ−convergence result is known in dimensional one, see [17] for the case p = 2, and Corollary 3.1 in [29] for general p. 
for suitable constants λ and Λ. Let η ∈ R,
with C a positive constant.
In order to extend this result to 2n + 1 dimension we use the slicing method, and reduce to a one dimensional version of the Mumford and Shah functional. To this end we define
where M S fη,bη is the one dimensional Munford and Shah functional defined in (51) .
We can now prove the following theorem:
, as ǫ tends to 0, to the Mumford and Shah functional in (53) . Besides
and there exists a constant C such that
Proof. Let η∇ H ∈ HH n \{0} and y ∈ π −1 ( η ⊥ ). According to (30) we define u η y (t) = u(exp(t η |η| ∇ H )(Exp(y∇ H,2n+1 )(0))). With these notations the operator F ǫη defined in (47) becomes
with the change of variable x = exp(t η |η| ∇ H )(Exp(y∇ H,2n+1 )(0)) whose Jacobian determinant is equal to 1
where f η and b η are defined in (52) andF ǫ,|η|,fη,bη (u η y , R) is defined in (50).
(by definition (52) and area formula in Theorem 3.2)
Finally, from Theorem 4.3, the conclusion follows.
Theorem 4.5. Under the assumption (45) the family (
, as ǫ tends to 0, to the Mumford and Shah functional (49) . Besides
Proof. Integrating in η the last equality in the preceding proof we get
So that we get the expression
From Theorem 4.4 the conclusion follows.
5. An embedding theorem. In this section we establish a compactness result for a family (u ǫ ) ǫ of functions such that F ǫ (u ǫ ) is bounded. From this result and the properties of Γ−convergence, the existence of a minimum for the Mumford and Shah functional follows. Arguing as in [48] , [29] , it is possible to show that (48) is bounded, then the family
is bounded, if Ω is bounded.
Using the quantity in (56) as a norm, we prove a compactness result for sequences with (N ǫ (u ǫ )) ǫ bounded. The proof is based on a property of mollifiers. Indeed, the standard definition of mollifiers is the following:
with φ smooth function with compact support and λ ǫ the dilation defined on the group.
Here we need to consider only increments and difference quotiens in the direction ∇ H , but it is well known that it is possible to represent increments in any direction as a repeated exponential in the horizontal directions. Precisely we have Remark 4. Let us define a map θ which assiate to each constant coefficient tangent section
a section ξ∇ H,2n+1 such that
The map θ : η −→ ξ is invertible, where η 1 = 0, with absolute value of Jacobian determinant equal to 2 2n−1 |η 1 |. Besides, if we callη andη the vectors with components η 1 , . . . , η 2n , and η 1 , . . . , η n , η 2n+1 , η n+2 . . . , η 2n , respectively, a direct computation shows that, exp(η∇ H )(exp(η∇ H )(z)) = exp(ξ∇ H,2n+1 )(z). 
, so that they are vector fields homogeneous of degree 1. If φ is a smooth function, we denote X x i the differentiation in the direction of the vector field X i with respect to the variable x, we get
where λ r is the natural dilation on the Heisenberg structure. Arguing in the same way with Y , we deduce that there exist vector fields Z homogeneous of degree 1 such that ∇ x H φ λ r x − H z = r(Zφ) λ r x − H z .
loc (H n ) such that for every bounded set Ω, the family (N ǫ (u ǫ )) ǫ defined in (56) is bounded. Then there exists a sequence ǫ j convergent to 0 and a function u in
Proof. Let us call A the set where the function θ defined in Remark 4 is invertible
Let us choose a nonnegative function φ, of class C ∞ 0 (A), symmetric with respect to all the variables and with integral 1. For every ǫ > 0 we set
Then we have for Ω bounded,
loc . By Remark 5, there exists a vector field Z, homogeneous of degree one, such that the gradient of u We have proved that u ∈ BV H,loc (A) so that u ∈ BV H,loc (H n ).
Approximation of the minima for the Riemannian Mumford and
Shah. From the Γ−convergence result the existence of minima follows at once (see also [48] for the euclidean case).
For every ǫ > 0 let us denote
Then G ǫ Γ−converges in L 1 loc (H n ), as ǫ → 0, to the functional
Besides, for every ǫ > 0 there exists a solution u ǫ to the minimum problem m ǫ = min G ǫ (u) : u ∈ BV H (H n ), |D H u|(H n ) ≤ 1 ǫ and, for every sequence (ǫ j ), with ǫ j → 0, the family (u ǫj ) has a subsequence converging in L 1 loc to a solution of the minimum problem
Finally m ǫ → m 0 as ǫ → 0.
Proof. By a truncation argument, we can assume that u ∈ L ∞ (H n ) and ||u|| L ∞ ≤ ||f || L ∞ . Since the functional G ǫ is lower semicontinuous in L 1 loc (H n ) and the set
loc (H n ), the existence of minimizers for G ǫ follows from the direct method of the calculus of variations.
The lim inf-inequality for the Γ−convergence of G ǫ follows from the Γ−convergence of F ǫ . The lim sup −inequality follows from the pointwise convergence of F ǫ if u ∈ SBV H , and, by a truncation argument, for all u.
We then prove that all the minimizers belong to the same compact set K. Let (u ǫ ) ǫ be a family of minimizers. Since
we can apply Theorems 5.2, 5.1, and deduce that the family (u ǫ ) ǫ is relatively compact in L 1 loc .
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Finally, by the general property of Γ−convergence, any limit point of (u ǫ ) is a minimizer for the problem (59) and m ǫ → m 0 as ǫ → 0. Besides, the limit point belongs to the space SBV H , since G 0 (u) is bounded.
