Abstract. In this paper we consider the nonlinear complex differential equation
Here dσ is an area measure on D normalized such that σ(D) = 1. When K(t) = t p , then Q K space coincides with the Q p space. For all p > 1, the Q p space is equal to the Bloch space B. The authors in [19] proved that Q K ⊆ B, and hence we obtain that Q K H ∞ α for any α ∈ (0, ∞). The growth of solutions of the linear differential equation
with analytic coefficients has attracted a lot of attention, see for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [12] [13] [14] [15] [16] [17] [18] . Ch. Pommerenke [17] studied the second-order equation
where A(z) is an analytic function in D. He found some sufficient conditions on the coefficient function A(z) such that all solutions of (1.6) are in H 2 . Heittokangas in [6] found a sufficient condition on the coefficient function A(z) such that all solutions of (1.6) are in ∩ 0<p<∞ Q p . In 2011, Li and Wulan in [16] studied the equation (1.5) and gave the sufficient conditions on coefficients of (1.5) such that all solutions of (1.5) belong to the Q K space. The main results are stated as follows.
Theorem A ([16, Theorem 2.1]). Let 1 < c < 3/2 and let K satisfy
where
There exists a constant α = α(k, c, K) > 0 such that if the coefficients of (1.5) satisfy the following
then all solutions of (1.5) belong to the Q K space.
Theorem B ([16, Theorem 2.6]). Let the nondecreasing function K satisfy
There exists a constant β = β(k, K) > 0 such that if the coefficients of (1.5) satisfy
In 2004, Heittokangas, Korhonen and Rättyä in [7] studied the equation (1.5), and gave the estimate of solutions of (1.5) by using the Herold's comparison theorem (see [11] ).
Theorem C ([7, Theorem 5.1])
. Let f be a solution of (1.5) in the disc D R = {z ∈ C : |z| < R}, 0 < R < ∞, let n c ∈ {1, · · ·, k} be the number of nonzero coefficients A j (z), j = 0, 1, 2, · · · , k − 1, and let θ ∈ [0, 2π) and
where C > 0 is a constant satisfying
(1.10)
In this paper, we consider the nonlinear differential equation
where coefficients are analytic in D, and n j ∈ R + for all j = 0, 1, · · · , k. We study it from two aspects. On one hand, we find sufficient conditions on the coefficients of the differential equation such that all solutions of (1.11) belong to the Q K space. On the other hand, we find growth estimate for solutions of (1.11), if the coefficients belong to some analytic function spaces. More precisely, in section 2, the main results generalize Theorems A and B to the case of nonlinear differential equation (1.11) . In section 3, we generalize Theorem C to the case of the nonlinear differential equation and give some estimates for solutions of (1.11) by the coefficients, and then we give the growth estimate of solutions as the coefficients belong to some given function spaces, which can be seen as the inverse of the results in Section 2.
In this paper, the letter C denotes a positive constant through the paper which may vary at each occurrence. *
Constraints on coefficients
In this section, we generalize Theorems A and B to the case of nonlinear differential equation (1.11) . For this purpose, we need the following result (see [20] 
Remark. Note that by the proofs in [20] , the Q K norm and the area integral in Lemma 2.1 are comparable; that is, there exists a constant C > 0, independent of f , such that
There exists a positive constant α depending only on k, c, n k and K, such that if the coefficients of (1.11) are analytic in D and satisfy the following
then all solutions of (1.11) belong to the Q K space.
Proof. Let f be a non-trivial solution of (1.11), and let f ρ (z) = f (ρz) and
For J 1 , by Hölder inequality with the measure
. Without loss of generality, we can assume that f ρ Q K > 1, and it follows that
For J 2 , by Hölder inequality with measure (1 − |z|
Then using the reasoning used in [16, Theorem 2.1] we have
Without loss of generality, we can assume that f ρ Q K > 1, for otherwise the conclusion is clearly established. It follows that
Combining (2.5) with the estimates for J 1 and J 2 , we have
where the constant C depends only on k, c, n k and K. The conclusion f ∈ Q K follows by choosing α sufficiently small and letting ρ → 1. The proof is complete. * Theorem 2.3. Suppose n k n j > 1 for all j = 0, 1, · · · , k − 1. Let the nondecreasing function K satisfy (1.8). There exists a positive constant β depending only on k, n k and K such that if the coefficients of (1.11) satisfy
For T 1 , by Hölder inequality with the measure
For T 2 , by using the Hölder inequality with the measure K(1−|ϕ a (z)| 2 )dσ(z), we have
Then, applying the reasoning used in [16, Theorem 2.6] to T 2 , we obtain the following
Without loss of generality, we can assume that f ρ Q K > 1, for otherwise the conclusion is clearly established. This yields that
Combining (2.11), (2.12) and (2.13) we have
where the constant C depends only on k, n k and K. The conclusion f ∈ Q K follows by choosing β sufficiently small and letting ρ → 1. The proof is complete.
Constraints on the solutions
In this section, we find the growth estimate for the solutions of (1.11) if the coefficients of (1.11) belong to some analytic function spaces. First, we extend Herold's comparison theorem in [11, Satz 1] or [7, Theorem H] to the case of nonlinear differential equation.
and u(x) satisfies
Proof. Without loss of generality, for convenience this Lemma is proved by taking n 0 = 2 and a = 0 such that
After some calculations, we have
and so
By (3.1) we have
which, together with (3.4), shows
On the other hand, similar to (3.3) we have
Furthermore, taking (3.7) into (3.2) yields
Then by (3.5) and (3.8) we obtain
for all x ∈ [a, 1)\E and j = 1, 2, · · · , k, and
By (3.9) and using the iteration we obtain
For a fixed point x ∈ [0, 1), it is easy to see that
is bounded about the fixed point x ∈ [0, 1), then by B k− j (x) 0 for all x ∈ [0, 1)\E and j = 1, · · · , k, and R(x, s) = 0 for 0 < x < s < 1, we have 
for all x ∈ [0, 1)\E and j = 0, · · · , k − 1. Combining the estimates for j = k and j = 0, · · · , k − 1, the conclusion of Lemma 3.1 follows, and the proof is complete.
Now, we generalize Theorem 5.1 in [7] to the case of nonlinear differential equation, and we give the Theorem 3.2 below. In fact, let us replace ν < r < R in [7, Theorem 5.1] with ν < r < 1. Taking ̺ = (1 + r)/2, then ν < r < ̺ < 1 and let ε 0 > 0. Thus
is Riemann integrable on [ν, ̺]. So there exists a partition
such that x j r for all j = 0, · · · , n, and
where U(P, h θ ) is the upper Riemann sum of h θ corresponding to the partition P. Let
Now let us replace these new quantities and notations with the corresponding ones used in [7, Theorem 5.1] , and then by applying the same reasoning used in [7, Theorem 5 .1] and Lemma 3.1 above we can obtain the following result.
Theorem 3.2. Let f be a solution of (1.11) with n j = n 0 > 1 for j = 1, · · · , k, let n c be the number of nonzero coefficients A j (z) for j = 0, · · · , k− 1, and let θ ∈ [0, 2π) and ε > 0.
.
By reviewing the reasoning of Theorem 3.2 above, we can obtain the following result. 
for j = 0, · · · , k, and C > 0 is a constant satisfying
Proof. For r ∈ [ν, (1 + r)/2]\P, it follows from the proof of Theorem 3.2 that
as defined in the proof of Theorem 3.2, and
. 16) for x j r x j+1 , j = 0, · · · , n − 1. Thus taking (3.16) into (3.15) we have
By (3.12) we have
is arbitrary, the conclusion follows and the proof is complete.
By Theorem 3.2, we get the following result. Proof. Since the conditions in Theorem 3.4 satisfy the conditions of Theorem 3.2, all solutions of (1.11) with n j = n 0 > 1 for j = 1, · · · , k have the estimate (3.13). In addition, since all coefficients of (1.11) belong to H ∞ s , we have
Without loss of generality, taking L = 1 we obtain
Thus f ∈ H ∞ , and the conclusion follows. The proof is complete.
By Corollary 3.3 we have the following result. 
Proof. If the coefficients of (1.11) with n j = n 0 > 1 for j = 1, · · · , k, belong to the Bloch space B, then (3.14) gives that (1 − r 2 ) n 0 s log(1/(1 − r)) < ∞, which implies that f ∈ B s . Since s ∈ (0, ∞) is arbitrary, the conclusion follows.
