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Uno de los aspectos centrales y que actualmente adquiere gran relevancia es la Modelación
de series de tiempo con fines de predicción. Los modelos ARIMA por su misma estructura
no son muy potentes en este sentido.
En este trabajo se presentan las consideraciones teóricas de los modelos Autorregresivos y
de Medias Móviles Integrados (ARIMA), los modelos de Vectores Autorregresivos (VAR)
y se desarrolla el procedimiento empleado por Víctor Guerrero (2002) que permite obtener
predicciones condicionadas a determinadas metas o restricciones.
Los elementos formales se ilustran con un ejemplo numérico y finalmente se realiza un
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La modelación de Series de tiempo económicas es un aspecto fundamental en la teoría
econométrica; los aportes de Box y Jenkins permitieron la construcción de modelos que
consideran la historia de la serie (modelos autorregresivos), las innovaciones (modelos de
medias móviles) o combinaciones de ambos (modelos ARMA). Si las series presentan raíces
unitarias, éstas se diferencian con lo cual se utilizan los modelos Integrados ARIMA.
Después de determinado el modelo apropiado siguiendo la metodología Box-Jenkins, se
pueden generar pronósticos que permitan tomar decisiones; teniendo en cuenta la nat-
uraleza de la serie, suelen presentarse situaciones externas que modifican la trayectoria
de la serie y que pueden darse en un periodo de tiempo corto o que pueden aparecer de
forma abrupta para luego lentamente desaparecer; por ejemplo la creación de un nuevo
impuesto puede alterar el IPC (índice de precios al consumidor). Para estas circunstancias
suele agregarse al componente estocástico modelado, otro llamado efecto de intervención.
Puede ocurrir que para determinadas series como la inflación o el Producto Interno Bruto
(PIB) la autoridad económica del país, que en el caso de Colombia es el Banco de la
República, defina metas que son establecidas para un horizonte que normalmente es de
un año. El gobierno, puede entonces emprender acciones que posibiliten el cumplimiento de
la política establecida como el aumento o disminución de las tasas de interés, el ingreso al
mercado de divisas o el estímulo a la creación de empresas mediante la implementación de
determinada ayuda. Es más, Lucas[10] en su crítica afirma que las predicciones basadas en
la información histórica podrían ser inválidas cuando el gobierno tiene metas precisamente
por la capacidad del gobierno para que con sus actuaciones tratar de llegar a las metas.
El conocimiento por parte del analista económico de estas, puede servirle para mejorar
los pronósticos de la variable en estudio. La meta, es entonces una información adicional
o si se quiere decirlo una restricción porque se establece un límite en el crecimiento, el
promedio, la suma, o el valor que se ha definido para la serie en un tiempo determinado.
Antes de considerar la información adicional, se deben tener en cuenta los pronósticos del
modelo; aquellos que poseen el mínimo error cuadrático promedio, se determinan en forma
matemática por la esperanza condicional de la serie en los tiempos t + 1, t + 2, . . . t + h,
dado los valores de la serie hasta el t. Estos pronósticos serán conocidos en el documento
como irrestrictos.
Para incorporar las restricciones se determina una matriz para la cual pueda demostrarse
que el nuevo pronóstico minimiza el error; en el documento se hace el desarrollo matemáti-
co ampliado al procedimiento seguido por Guerrero[6] y que antes habían establecido Tra-
belsi y Pankratz. Se obtiene una expresión que combina los pronósticos irrestrictos con las
metas de forma que se generan unos pronósticos que se llamarán restringidos. Con estos
pronósticos se suministra la representación de una trayectoria compatible con la historia
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de la variable de interés y que permita al término de un horizonte cumplir con el objetivo
planteado.
Con esta herramienta matemática puede también establecerse si la información histórica es
compatible con las metas propuestas; esto se hace mediante la definición de un estadístico
que utilice la restricción o restricciones bajo los supuestos de normalidad de los residuos
generados.
Pero la metodología de pronósticos con restricciones también puede aplicarse al caso de la
series múltiples; si se tiene un sistema de series que se pueden representar en un modelo de
vectores autorregresivos (VAR), tal como lo explica Lutketpool[11], o si hay cointegración,
con lo cual se podría permitir la implementación de un modelo de corrección de errores
(VEC), el cual fue explicado por Engle y Granger (1987), se pueden generar pronósticos
irrestrictos. De manera similar, puede encontrarse una representación para incorporar las
restricciones y generar los pronósticos respectivos, lo cual es mostrado en este documento.
Luis Fernando Melo[12] describe los procedimientos que permiten la obtención de los
pronósticos restringidos para un modelo VAR y propone un método para corregir el sesgo
cuando a las variables de la especificación se les hace una transformación logarítmica para
estacionarizarlas en varianza. Por otro lado, Peña y Guerrero[8] plantea cómo usar las
restricciones para actualizar los pronósticos, la estimación de datos faltantes y pone de
manifiesto la relación que hay entre la expresión matemática de la restricción y la que
permite desagregar series temporales.
Para aplicar la teoría demostrada, se tiene en cuenta el Producto interno Bruto de Colom-
bia, para el cual se estableció que al finalizar 2010 crecería en un 3,0 %; se propone un
modelo ARIMA para esta serie para el cual se generan los pronósticos en un horizonte de
un año; teniendo en cuenta la meta establecida, se introduce la restricción y se establece
una trayectoria para monitorear el cumplimiento de esta meta. Por último se hace un




Definición 1.1. Un proceso estocástico se define como una colección indexada de variables
aleatorias {Yt}, donde el subíndice t toma valores de un conjunto T dado. Con frecuencia
T se toma como el conjunto de enteros no negativos que pueden equivaler a unidades de
tiempo como meses, días o trimestres.
Cuando se fija un valor en el tiempo, el proceso estocástico pasa a ser una variable aleatoria
que tendrá su correspondiente distribución de probabilidad. Así, para t = ti la distribución
de probabilidad será expresada por F [Y (ti)]. Si en lugar de un valor fijamos dos valores
del tiempo, se obtendría una variable bidimensional con una distribución bivariante. Así
para t = ti y t = tj la distribución de probabilidad sería F [Y (ti), Y (tj)]. En general,
para un conjunto finito de valores del tiempo, se obtendría una función de distribución
conjunta. Así para t1, t2, . . . , tn la función de distribución conjunta sería
F [Y (t1), Y (t2), . . . , Y (tn)] (1)
Se dice que un proceso estocástico está perfectamente caracterizado cuando se pueden
determinar las funciones de distribución conjunta para cada conjunto finito de variables del
proceso, es decir, para cada valor finito de n en (1). Sin embargo, la determinación de las
características del proceso a partir de las funciones de distribución no es un procedimiento
directo, por lo que se acostumbra a utilizar los momentos.
En un proceso estocástico al que se designará, para simplificar la notación, por Yt la media
o momento de primer orden se define de la siguiente forma
µt = E(Yt) (2)
Como momentos de segundo orden respecto a la media es preciso considerar, además de
la varianza, las covarianzas entre variables referidas a distintos momentos de tiempo o
autocovarianzas a las que se designarán por
γt,s = Cov(Yt, Ys) = E(Yt − µt)(Ys − µs) (3)
Cuando s = t se tiene definida la varianza:
γt,s = var(Yt) = E(Yt − µt)
2
(4)







Las autocorrelaciones conjuntamente con las varianzas proporcionan idéntica información
que las autocovarianzas. Sin embargo, es preferible utilizar las autocorrelaciones ya que
éstas proporcionan unas medidas relativas a diferencia de lo que ocurre con las autoco-
varianzas que vienen afectadas por la escala que se utiliza.
1.1.1. Procesos estacionarios
Se dice que un proceso estocástico es estacionario en sentido estricto cuando al realizar
un mismo desplazamiento en el tiempo de todas las variables de cualquier distribución
conjunta finita, resulta que esta distribución no varía.
Considerando la función de distribución conjunta
F [Yt1 , Yt2, . . . , Ytk ] (6)
si se adopta el supuesto de que todos los elementos de la anterior distribución se desplazan
m períodos, la nueva función de distribución conjunta será
F [Yt1+m, Yt2+m, . . . , Ytk+m] (7)
Si el proceso es estacionario en sentido estricto se deberá verificar que
F [Yt1 , Yt2, . . . , Ytk ] = F [Yt1+m, Yt2+m, . . . , Ytk+m] (8)
e igualmente, se deberá obtener un resultado análogo para cualquier otra distribución
conjunta que tenga carácter finito.
También en este caso es más complejo el análisis de la estacionariedad a partir de las
funciones de distribución que si se efectúa a partir de los momentos. En contrapartida, el
concepto de estacionariedad será más limitado. Se dice que un proceso es estacionario de
primer orden, o en media, si se verifica que
E(Yt) = µ, ∀t (9)
es decir, en un proceso estacionario en media, la esperanza matemática permanece con-
stante a lo largo del tiempo.
Se dice que un proceso estocástico es estacionario de segundo orden (o en sentido amplio)
cuando se verifican las dos condiciones siguientes:
i) la varianza es finita y permanece constante a lo largo del tiempo, es decir
E(Yt − µ)
2 = σ2 <∞, ∀t (10)
ii) La autocovarianza entre dos períodos distintos de tiempo únicamente viene afectada
por el lapso de tiempo transcurrido entre esos dos períodos. Así:
E(Yt+k − µ)(Yt − µ) = γk, ∀t (11)
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Los procesos lineales se caracterizan porque se pueden representar como una combinación
lineal de variables aleatorias. Los más comunes son: procesos puramente aleatorios, pro-
cesos autorregresivos, procesos de medias móviles y los obtenidos como combinación de
estos dos últimos.
El proceso puramente aleatorio es el más simple de todos. Podría expresarse de la siguiente
forma
Yt = at (13)
donde at goza de las siguientes propiedades:
E(at) = 0 ∀t (14a)
E(a2t ) = σ
2
a ∀t (14b)
E(atat′) = 0 t 6= t
′
(14c)
En conclusión, at se caracteriza por que su media es igual a cero y su varianza es constante
a lo largo del tiempo y no existe relacion entre valores referidos a momentos distintos del
tiempo. Este es un proceso que se conoce como Ruido blanco.
1.2. Modelos para series de tiempo univariadas
En el trabajo a desarrollar es necesario considerar procesos: autorregresivos(AR), de me-
dias móviles(MA), mixtos(ARMA) y modelos ARIMA.
1.2.1. Modelos autorregresivos (AR)
Un modelo autorregresivo de orden p, o abreviadamente un modelo AR(p) se define de la
siguiente forma:
Yt = φ1Yt−1 + φ2Yt−2 + · · · + φpYt−p + at (15)
donde at es una variable aleatoria de ruido blanco. Si se utiliza el operador de retardos:
φ(L) = 1 − φ1L− φ2L
2 − · · · − φpL
p
(16)
el modelo puede expresarse de forma compacta
φ(L)Yt = at (17)
Si p = 1 se obtiene un proceso AR(1)
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Modelo AR(1) Un modelo AR(1) viene definido por
Yt = φ1Yt−1 + at (18)
o, utilizando el operador de retardos, por
(1 − φ1L)Yt = at (19)
El modelo definido en (18) se caracteriza porque E(atYt−τ ) = 0 ∀τ > 0.
Además, para que el modelo definido en (18) sea estacionario, la raíz del polinomio car-
acterístico
1 − φ1L = 0 (20)





∣∣∣∣ > 1 o mejor (21a)
|φ1| < 1 (21b)
Ahora bien, si el proceso se considera iniciado en −∞, entonces para |φ1| < 1,
1
y cualquiera
que sea el valor inicial, se verificará que E(Yt) = 0, pero si en el modelo se introduce una
constante, se tendrá que
Yt = δ + φ1Yt−1 + at




Para determinar las autocovarianzas y las autocorrelaciones del modelo AR(1) se sigue el
siguiente procedimiento:
Sea Yt como en (18), entonces multiplicando por Yt−τ y tomando esperanzas se obtiene
YtYt−τ = φ1Yt−1Yt−τ + atYt−τ (22a)
E(YtYt−τ ) = φ1E(Yt−1Yt−τ ) + E(atYt−τ ) (22b)
γτ = φ1γτ−1 + E(atYt−τ ) (22c)
Para τ = 0, resulta:
γ0 = φ1γ−1 + E(atYt) (23a)
γ0 = φ1γ−1 + E(at[φ1Yt−1 + at]) (23b)
γ0 = φ1γ−1 + φ1E(atYt−1) + E(a
2
t ) (23c)
γ0 = φ1γ1 + σ
2
a (23d)
1Condición necesaria y suficiente para que un modelo AR(1) sea estacionario.
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Para τ = 1, se obtiene:
γ1 = φ1γ0 + E(atYt−1) (24a)
γ1 = φ1γ0 (24b)
Reemplazando (24b) en (23d)











Para τ > 0 resulta que (22c) se transforma en
γτ = φ1γτ−1








En un proceso AR(1) estacionario, se puede despejar Yt, utilizando el inverso del operador







Si se considera |φ1L| < 1, la fracción del segundo miembro puede contemplarse como la












el cual es un modelo que se conoce como proceso de medias móviles con infinitos retardos,
que será analizado más adelante.
Modelo AR(2) Un modelo AR(2) viene definido por
Yt = φ1Yt−1 + φ2Yt−2 + at (25)
o, utilizando el operador de retardos,
(1 − φ1L− φ2L
2)Yt = at (26)
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Para que el proceso anterior sea estacionario se requiere que las raíces de la ecuación
1 − φ1L− φ2L
2 = 0
caigan fuera del círculo unidad.
Si se multiplican ambos miembros de (25) por Yt−τ y se toman esperanzas se tiene que
E(YtYτ−t) = φ1E(Yt−1Yt−τ ) + φ2E(Yt−2Yt−τ ) + E(ǫtYt−τ )
O mejor,
γτ = φ1γτ−1 + φ2γτ−2 + E(atYt−τ )
Para τ = 0, resulta:
γ0 = φ1γ1 + φ2γ2 + σ
2
a
Para τ = 1:
γ1 = φ1γ0 + φ2γ1
Para τ = 2:
γ2 = φ1γ1 + φ2γ0













1 − φ21 − φ
2
2
Se tiene que para τ > 0, γτ se transforma en γτ = φ1γτ−1 + φ2γτ−2, de esta forma, las







, por lo que
= φ1ρτ−1 + φ2ρτ−2, τ > 0
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Modelo AR(p) Un modelo AR(p) viene definido por
Yt = φ1Yt−1 + φ2Yt−2 + · · · + φpYt−p + at (27)
o, alternativamente por
φ(L)Yt = at
done φ(L) = 1−φ1L−φ2L
2−· · ·−φpL
p
. Para que el proceso sea estacionario, se requiere
que las raices de la ecuación polinomial
1 − φ1L− φ2L
2 − · · · − φpL
p
= 0
estén fuera del círculo unidad.
Multiplicando ambos miembros de (27) por Yt−τ y tomando esperanzas se tiene que
γτ = φ1γτ−1 + φ2γτ−2 + · · ·+ φpγτ−p + E(atYt−τ )
Para τ = 0, se obtiene
γ0 = φ1γ1 + · · ·+ φpγp + σ
2
a
Para valores de τ > 0 el resultado obtenido es el siguiente
γτ = φ1γτ−1 + φ2γτ−2 + · · · + φpγτ−p; τ > 0
Dividiendo ambos miembros de la ecuación anterior por γ0 se obtiene la ecuación de orden
p para las autocorrelaciones,
ρτ = φ1ρτ−1 + φ2ρτ−2 + · · · + φpρτ−p







De esta forma se ha pasado de un modelo AR(p) a un modelo MA(∞).
1.2.2. Modelos de medias móviles (MA)
Un modelo de medias móviles de orden q, o abreviadamente un MA(q), se define como:
Yt = at − θ1at−1 − θ2at−2 − · · · − θqat−q (28)
Utilizando el operador polinomial de retardos,
θ(L) = 1 − θ1L− θ2L
2 − · · · − θqL
q
el modelo puede expresarse en forma compacta como
Yt = θ(L)at
A continuación se examinan las propiedades de un MA(1) y de un MA(2), para gener-
alizarlas posteriormente a un MA(q).
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Modelo MA(1) Un modelo MA(1) viene definido por
Yt = at − θ1at−1 = (1 − θ1L)at
Si se multiplican ambos miembros de la ecuación anterior por Yt−τ , y se toman esperanzas
se tiene que
E(YtYt−τ ) = E(at − θ1at−1)(at−τ − θ1at−τ−1)
γτ = E[atat−τ − θ1at−τ−1at − θ1at−1at−τ + θ
2
1at−1at−τ−1]
= E[atat−τ ] − θ1E[at−τ−1at] − θ1E[at−1at−τ ] + θ
2
1E[at−1at−τ−1]
Para τ = 0, teniendo en cuenta que E(atat′) = 0 para t 6= t
′
, se obtiene









Para valores de τ > 1, se deduce que
γτ = 0, τ > 1.




ρτ = 0, τ > 1
Dado que la varianza o autocovarianza de orden 0 (γ0) es constante, se concluye que un
modelo MA(1) es siempre estacionario independientemente del valor que tenga θ1.
Si expresamos el modelo asi:
at = Yt + θ1at−1









= Yt + θ1Yt−1 + θ
2
1Yt−2 + · · ·
De esta forma, se ha pasado de un MA(1) a un AR(∞). A la condición que ha permitido
pasar de un modelo a otro, es decir, que |θ1| < 1 se le denomina condición de invertibilidad.
Como puede verse, la condición de invertibilidad de un modelo MA(1) es equivalente
en sentido formal a la condición de estacionariedad de un modelo AR(1). Ahora bien,
conviene no olvidar que un modelo MA(1) es siempre estacionario y que la condición de
invertibilidad se establece para poder pasar a un modelo AR(∞).
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Modelo MA(2) Un modelo MA(2) viene definido por
Yt = at − θ1at−1 − θ2at−2 = (1 − θ1L− θ2L
2)at
Si se multiplican ambos miembros de la ecuación anterior por Yt−τ , y se toman esperanzas
se tiene que
E(YtYt−τ ) = E(at − θ1at−1 − θ2at−2)(at−τ − θ1at−τ−1 − θ2at−τ−2)
Para distintos valores de τ se obtienen los siguientes resultados o autocovarianzas Si se
multiplican ambos miembros de la ecuación anterior por Yt−τ , y se toman esperanzas se
tiene que













γτ = 0; τ > 2









1 + θ21 + θ
2
2
ρτ = 0; τ > 2.
Para que un proceso MA(2) sea invertible se requiere que las raíces del polinomio carác-
terístico
1 − θ1L− θ2L
2 = 0
caigan fuera del círculo unidad.
Modelo MA(q) Si en (28) se multiplican ambos miembros por Yt−τ y se toman esper-
anzas, se obtienen los siguientes resultados
γ0 = (1 + θ
2







(−θτ + θ1θτ+1 + · · ·+ θq−τθq)σ
2
a τ = 1, 2, . . . , q
0 τ > q
Por tanto, en las autocovarianzas existe un corte brusco en q, ya que después de ese retardo
su valor es igual a 0. El mismo fenómeno se presenta con los coeficientes de autocorrelación





−θτ + θ1θτ+1 + · · · + θq−τθq
1 + θ21 + · · · + θ
2
q
τ = 1, 2, . . . , q
0 τ > q
9
Para que un modelo MA(q) sea invertible se requieren que las raíces de la ecuación poli-
nomial
1 − θ1L− θ2L
2 − · · · − θqL
q = 0
estén fuera del círculo unidad.
1.2.3. Modelos mixtos autorregresivos - medias móviles (ARMA)
Un modelo autorregresivo y de medias móviles ARMA(p, q) viene definido de la siguiente
forma:
Yt − φ1Yt−1 − · · · − φpYt−p = at − θ1at−1 − · · · − θqat−q (29)
Utilizando los operadores polinomiales de retardo, el modelo queda expresado en forma
compacta del siguiente modo:
φ(L)Yt = θ(L)at
Para que el modelo sea estacionario se requiere que las raíces de la ecuación polinomial
φ(L) = 1 − φ1L− · · · − φpL
p
= 0
caigan fuera del círculo unidad.
Bajo condiciones de estacionariedad, el modelo ARMA(p, q) se puede expresar como un





Luego, los coeficientes del operador polinomial ψ(L) cumplen la siguiente igualdad
φ(L)ψ(L) ≡ θ(L)
o, equivalentemente
(1 − φ1L− · · · − φpL
p
)(1 + ψ1L+ ψ2L
2
+ · · · ) = (1 − θ1L− · · · − θqL
q
)
A partir de la identidad anterior, se pueden deducir un conjunto de ecuaciones que nos
permiten obtener los ψi, en función de los coeficientes autorregresivos y de medias móviles,
siendo un derivado principal que los valores de ψτ para τ > q se puede deducir la siguiente
ecuación
ψτ = φ1ψτ−1 + · · ·+ φpψτ−p τ > q
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Por otra parte, para que el modelo (29) sea invertible, se requiere que las raíces de la
ecuación polinomial
θ(L) = 1 − θ1L− · · · − θqL
q = 0
se sitúen fuera del círculo unidad.






donde el operador π(L) se define como
π(L) = 1 − π1L− π2L
2 − · · ·
los coeficientes del operador polinomial π(L) deben cumplir la siguiente igualdad
π(L)θ(L) = φ(L)
Resolviendo la equivalencia anterior, se encuentra que para τ > p los coeficientes πτ siguen
la siguiente ecuación
πτ = θ1πτ−1 + · · ·+ θqπτ−q τ > p
Modelo ARMA(1, 1) Un modelo ARMA(1, 1) viene dado por la expresión
Yt = φ1Yt−1 + at − θ1at−1
Multiplicando ambos miembros por Yt−τ y tomando esperanzas tenemos que
γτ = E(YtYt−τ ) = φ1γτ−1 + E(atYt−τ ) − θ1E(at−1Yt−τ )
Teniendo en cuenta que E(atYt) = σ
2




Para τ = 0, se obtiene la expresión
γ0 = φ1γ1 + σ
2
a − θ1(φ1 − θ1)σ
2
a
Para τ = 1, fácilmente se comprueba que
γ1 = φ1γ0 − θ1σ
2
a
Para τ > 1 resulta que
γτ = φ1γτ−1
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sustituyendo el valor de γ1 en la ecuación para γ0 y operando, se obtiene
γ0 =







(1 − φ1θ1)(φ1 − θ1)
1 − φ21
σ2a
De esta manera, se obtienen los siguientes coeficientes de autocorrelación
ρ1 =
(1 − φ1θ1)(φ1 − θ1)
1 − 2θ1φ1 + θ21
ρτ = φ1ρτ−1; τ > 1
Modelo ARMA(p, q) Um modelo ARMA(p, q) viene definido como en (29). si en esta
expresión se multiplican ambos miembros por Yt−τ y se toman esperanzas, se obtiene
γτ − φ1γτ−1 − · · · − φpγτ−p = E(atYt−τ ) − θ1E(atYt−τ ) − · · · − θqE(at−qYt−τ )
Si se tiene en cuenta que E(atYt′) = 0 para t
′ < t, resulta que
γτ − φ1γτ−1 − · · · − φpγτ−p = 0, para τ > q
Para las autocorrelaciones se obtiene
ρτ − φ1ρτ−1 − · · · − φpρτ−p = 0, para τ > q
En los modelos ARMA(p, q) es conveniente factorizar la parte autorregresiva y la parte
de medias móviles, con objeto de analizar si existen raíces comunes. Si existiera alguna
raíz idéntica en los dos miembros, entonces el modelo estaría sobreparametrizado innece-
sariamente, ya que un modelo con las mismas propiedades sería un ARMA(p− 1, q − 1).
1.3. Procesos no estacionarios
Dado que la gran mayoría de las series económicas se caracterizan por que son generadas
por procesos no estacionarios, se hace necesario incorporar herramientas que hagan posible
la transformación de una serie no estacionaria en estacionaria
En la práctica, lo más común es que las series que se analizan sean no estacionarias,
ya sea porque exhiben algún tipo de tendencia, porque su varianza no sea constante o
porque estén influenciadas por algún factor de tipo semideterminista como puede ser la
estacionalidad. Si el problema es que se aprecia una tendencia en el comportamiento de
la serie, es bastante posible que dicha tendencia sea de carácter polinomial adaptativo y
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que por tanto, pueda eliminarse mediante la aplicación del operador diferencia, lo cual
da origen a los modelos ARIMA. Por otro lado, si la no estacionariedad se debe también
a que la varianza no es constante, quizá la causa sea que en cada punto de observación
t, la variable Yt tiene varianza σ
2
t la cual es función de su media µt; de ocurrir esto,
la transformación adecuada puede consistir en tomar logaritmos. Los estadísticos Box y






Y λt − 1
λ
λ 6= 0
ln (Yt) λ = 0
1.3.1. Modelos ARIMA
Los modelos autorregresivos e integrados de medias móviles (ARIMA) pueden ser vistos
como una generalización de los modelos ARMA. Yaglon(1955) sugirió la posibilidad de
que un cierto tipo de no estacionariedad mostrado por algunas series de tiempo, podía
representarse mediante la simple toma sucesiva de diferencias de la serie original. esto,
permite gran flexibilidad de representación a los modelos ARMA, puesto que en realidad
lo que se hace al aplicar el operador diferencia ∇d es eliminar una posible tendencia
polinomial de orden d, presente en la serie que se analice. Es decir, si el proceso original
Yt presenta no estacionariedad causada por una tendencia polinomial no determinista es
posible construir el proceso estacionario {Wt}, en donde
Wt = ∇
dYt para toda t (30)
Para esta nueva serie es posible obtener un modelo ARMA: φ(L)Wt = θ(L)at, equivalente
a considerar el modelo ARIMA
φ(L)∇dYt = θ(L)at d ≥ 1 (31)
El término "integrado"se refiere a que Yt se obtiene de la relación (30) por inversión del
operador ∇d, dando como resultado una suma infinita (o una integración) de términos
Wt. Si Wt = ∇Yt, aplicando el desarrollo en serie de Mclaurin, se tendría
Yt = ∇
−1Wt = Wt +Wt−1 +Wt−2 + · · ·
Un modelo ARIMA(p, d, q) indica que consta de un polinomio autorregresivo de orden p,
de una diferencia de orden d y de un polinomio de medias moviles de orden q. De esta
manera, el modelo (31) se escribe como
Wt − φ1Wt−1 − · · · − φpWt−p = at − θ1at−1 − · · · − θqat−q con Wt = ∇
dYt (32)
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Para que el modelo sea estacionario e invertible, se requiere que las raíces del polinomio
φ(L) = 0 y las raíces de θ(L) = 0 se encuentren fuera del círculo unitario,pero si consid-
eramos el operador autorregresivo generalizado
ϕ(L) = φ(L)∇d (33)
la condición es que d de las raíces de ϕ(L) = 0 sean unitarias, mientras que las restantes
deben estar fuera del círculo unitario. Con el uso de la ecuación (33), la expresión (32) se
convierte en
Yt = ϕ1Yt−1 + ϕ2Yt−2 + · · ·+ ϕp+dYt−p−d + at − θ1at−1 − · · · − θqat−q
y la representación en términos de suma ponderada de choques aleatorios viene dada por
Yt = ϕ
−1(L)θ(L)at = ψ(L)at (34)
en donde, debido a que
(1 − ϕ1L− ϕ2L
2 − · · · − ϕp+dL
p+d)(1 − ψ1L− ψ2L
2 − · · · ) = (1 − θ1L− θ2L
2 − · · · − θqL
q)
se deduce que las ponderaciones ψ deben satisfacer la ecuación en diferencia siguiente
ϕ(L)ψj = φ(L)∇
dψj = 0 para j > máx{p+ d− 1, q}
Asimismo, si el proceso definido en (34) es invertible, se tiene
π(L)Yt = θ
−1(L)ϕ(L)Yt = at
con las ponderaciones π que satisfacen
θ(L)πj = 0 para j > máx{p+ d, q} (35)
1.4. Pronósticos óptimos de series de tiempo
La teoría de pronósticos se presenta exclusivamente para el caso de series no estacionales,
esto se debe a que una exposición que cubra el caso general del modelo multiplicativo
para series estacionales no aporta mayor contribución al entendimiento de la teoría. Sin
embargo, los resultados obtenidos para series no estacionales, son aplicables de manera
practicamente directa al caso de series estacionales cuyo modelo ARIMA sea del tipo
multiplicativo.
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1.4.1. Pronóstico de series estacionarias
Sea {Zt} una serie de tiempo, T una transformación y supongamos Wt = ∇
dT (Zt) es
estacionaria con media cero. Supóngase además que Wt admite la representación Wt =
ψ(L)at, para la cual existe un modelo ARMA equivalente, que se va a utilizar en la
obtención de pronósticos de la serie. En particular si, a partir del origen t, se desea
pronosticar la observación Wt+h, un pronóstico cualquiera de esta observación, que se
obtenga como combinación lineal de los valores de la serie {Wt}, y en consecuencia de los
errores {at}, será denotado por W̃t(h), mientras que el pronóstico óptimo se escribirá
como Ŵt(h).







en la cual Et denota la esperanza condicional, dada toda la información hasta el momento
t, o sea
Et[Wt+h − W̃t(h)]
2 = E{[Wt+h − W̃t(h)]
2|Zt, Zt−1, . . .} (37)
Ya que W̃t(h), y por consiguiente también Ŵt(h), debe ser de la forma




el problema de obtener W̃t(h) se traduce en la determinación de los valores Ch, Ch+1, . . .,












ψjat+h−j , con ψ0 ≡ −1 (39b)
en donde la primera suma corresponde a información desconocida al tiempo t (ya que
abarca observaciones desde t + 1 hasta t + h), mientras que la segunda suma consta de
información conocida al tiempo t (desde −∞ hasta t). De (39) y (38) se obtiene






(ψj + Cj)at+h−j (40)













el mínimo de esta expresión se obtiene haciendo Cj = −ψj , para j = h, h+ 1, . . ., y esta








con Ŵt(h) dado, según (38), por




Ahora bien, por definición de la esperanza condicional, se tiene
Et(at+h−j) =
{
at+h−j , si j ≥ h
0, si j < h
(44)


















y, en consecuencia, al comparar esta última expresión con (43), se advierte que Et(Wt+h)
proporciona el pronóstico con error cuadrático medio mínimo, es decir
W̃t(h) = Et(Wt+h) (46)
el error de pronóstico (46) con origen en t, viene dado por





por lo cual es inmediato que






con V art[et(h)] = V ar[et(h)|Zt, Zt−1, . . .]; aquí se aprecia en particular que los pronósticos
Ŵt(h) son insesgados. Además, se tiene




a ≥ 0 para h ≥ 1 (49)
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de donde se deduce que al emplear los pronósticos óptimos, mientras mas alejado se desee
el pronóstico (mayor sea h) mayor será la varianza (menor la precisión) del mismo.
Si se toma h = 1 en (47) se obtiene
et(1) = Wt+1 − Ŵt(1) = at+1 (50)
lo cual es válido para t = d, d + 1, . . . , N , y que por tanto muestra que los errores del
pronóstico un período hacia adelante no están correlacionados. En general, los errores de
pronóstico ed(h), ed+1(h), . . . , eN (h), se encuentran correlacionadas para h ≥ 2 ya que,
como lo muestra la expresión (47), la serie {et(h)} con h fijo, sigue un proceso MA(h−1).
Por otro lado, si el origen permanece fijo, los errores de pronóstico para diversos períodos
hacia adelante, et(1), et(2), . . . , et(H) con H ≥ 2, también están correlacionados.
Ya que se desea obtener pronósticos de la serie {Wt}, considérese conocido el modelo
φ(L)Wt = θ(L)at, entonces
W̃t(h) = Et(Wt+h) (51a)
= Et(φ1Wt+h−1 + · · ·+ φpWt+h−p + at+h − θ1at+h−1 − · · · − θqat+h−q) (51b)





Wt+h−j, si j ≥ h
W̃t(h− j), si j < h
(52)
y, empleando (44) y (50), también se obtiene
Et(at+h−j) =
{
Wt+h−j − Ŵt+h−j−1(1), si j ≥ h
0, si j < h
(53)
esta expresión es importante y necesaria ya que, en contraste con (44), en donde aparecen
los errores aleatorios at+h−j no observables, aquí aparecen los valores de la serie y sus
pronósticos, que sí son observables.
Ejemplo 1.1. Considerese el proceso Wt definido por
(1 − 0,6L)Wt = (1 + 0,2L)at
entonces
Wt = 0,6Wt−1 + at + 0,2at−1
17
de tal forma que los pronósticos Ŵt(h) se obtienen como
Ŵt(1) = Et(Wt+1)
= 0,6Et(Wt) + Et(at+1) + 0,2Et(at)
= 0,6Wt + 0,2[Wt − Ŵt−1(1)]
Ŵt(2) = 0,6Et(Wt+1) + Et(at+2) + 0,2Et(at+1)
= 0,6Ŵt(1)
y, en general
Ŵt(h) = 0,6Ŵt(h− 1) para h ≥ 2
es decir, los pronósticos se pueden obtener de manera recursiva.
Se debe tener en cuenta que Ŵt(1) involucra al pronóstico Ŵt−1(1), el cual a su vez utiliza
Ŵt−2(1) ya que
Ŵt−1(1) = 0,6Wt−1 + 0,2[Wt−1 − Ŵt−2(1)]
procediendo recursivamente se tiene
Ŵ1(1) = 0,6W1 + 0,2[W1 − Ŵ0(1)]
en donde, ya que no existe información para calcular Ŵ0(1), se supone Ŵ0(1) = W1, es
decir, suponemos a1 = 0; así pues, para obtener los pronósticos Ŵt(h) con h ≥ 2, hay
necesidad de calcular los valores
Ŵ1(1) = 0,6W1
Ŵ2(1) = 0,8W2 − 0,2Ŵ1(1)
...
Ŵt(1) = 0,8Wt − 0,2Ŵt−1(1)
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2. Pronósticos con restricciones
Los modelos ARIMA pueden mejorarse mediante diversos métodos: modelos de la familia
ARCH, modelos VAR, análisis de los efectos de intervención. En esta sección se hace uso
de uno de estos modelos para clarificar la metodología de pronósticos con restricciones.
Se trata entonces de mejorar la calidad de los pronósticos con modelos ARIMA mediante
la inclusión de información adicional referente al comportamiento futuro de la serie; dicha
informacion esta dada en forma de restricciones lineales y para su inclusión en el pronóstico
se siguen procedimientos formales de la estadística.
Se debe tener en cuenta que no toda información adicional se debe anexar al pronóstico,
ya que conviene verificar la compatibilidad de ésta información con los datos históricos
de la variable. Por lo anterior se examinan las siguientes posibilidades:
2.1. Restricciones ciertas, compatibles con la historia
Para seguir la metodología propuesta por Guerrero[?] sobre la incorporación de la restric-
ción lineal en los pronósticos del modelo ARIMA, consideremos:




φ(L) = 1 − φ1L− φ2L
2 − · · · − φpL
p
θ(L) = 1 − θ1L− θ2L
2 − · · · − θqL
q




at = Ψ(L)at con Ψ(L) =
θ(L)
φ(L)
donde Ψ(L) es un polinomio con la siguiente representación
Ψ(L) = 1 − ψ1L− ψ2L
2 − ψ3L
3 − · · ·
Ψ(L) = ψ0 + ψ1L+ ψ2L
2 + ψ3L
3 − · · ·
Consideremos los vectores
Z0 = (Z1, Z2, . . . , ZT )
′
ZF = (ZT+1, ZT+2, . . . , ZT+H)
′
aF = (aT+1, aT+2, . . . , aT+H)
′
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Donde {Z0} recoge la información histórica de la variable aleatoria y {ZF} recoge los
valores futuros de la serie ZT+H para H ≥ 1 períodos por delante y {aF} recoge la




−ψ0 0 0 · · · 0






−ψH−1 −ψH−2 −ψH−3 · · · −ψ0


Llamada matriz de ponderaciones, que recoge los valores de ψ para el primer pronóstico,
hasta H − 1.
Definición 2.1. El pronóstico óptimo de la serie Zt con error cuadrátrico medio (ECM)
mínimo, para un horizonte de h períodos, es la esperanza condicional de la variable dada
la información histórica contenida en el vector Z0.
Ẑt(h) = E(Zt+h|Z0)
Definición 2.2. El error de pronóstico óptimo(con ECM mínimo) se define como la
diferencia entre los valores futuros y la esperanza condicional de la variable, dado el vector
Z0.
Proposición 2.1. El error de pronóstico óptimo(con ECM mínimo) admite la siguiente
representación:
ZT+h −E(ZT+h | Z0) = −
h−1∑
k=0
ψjaT+h−k para h = 1, 2, . . . (54)
Demostración. Supongamos que la serie {Zt} es no estacionaria, entonces puede consid-
erarse generada por la serie estacionaria {Wt} aplicando diferencias y una transformación
T , de la forma Wt = ∇
dT (Zt). Luego, admite la representación
δ(L)Zt = Wt con δ(L) = 1 − δ1L− · · · − δdL
d
y d ≥ 1
dond el vector de valores iniciales Z∗ = (Z1, . . . , Zd)
′
está fijo, de tal forma que, dados
{Wt} y Z∗, los valores subsecuentes de la serie se generan recursivamente a partir de
Zt = δ1Zt−1 + · · ·+ δdZt−d +Wt para t > d








con ζ0, ζ1, . . . los coeficientes del polinomio ζ(L) = δ
−1(L), dados por
ζ0 = 1 y ζi =
mı́n(d,i)∑
k=1
δiWi−k para i ≥ 1
Por ejemplo, si δ(L) = 1−L, entonces d = 1, δ1 = 1 y ζi = 1 para i ≥ 0, o si δ(L) = (1−L)
2
,
entonces d = 1, δ1 = 2, δ2 = −1 y ζi = i+ 1 para i ≥ 0. Además A
′
t = (A1t, . . . , Adt) está
definido por Adt = ζt−d y
Ait = ζt−i −
d−i∑
k=0
ζt−k−iδk para i = 1, . . . , d− 1.








donde ψ∗(L) es el polinomio de retraso asociado con la representación MA pura de la serie



















































































donde la cuarta igualdad se cumple debido a que
h−1∑
h=i
ψk−iaT+h−k = 0 si i > h− 1.
Si consideramos h = 1, . . . , H la ecuacion (54) se puede escribir en forma matricial como
ZF −E(ZF |Z0) = ΨaF (56)
El vector aF es tal que
E(aF |Z0) = 0 y






donde σ2a es la varianza de {at}.
Al usar (56), se puede considerar que la matriz de varianza-covarianza del error de
pronóstico anterior es:








Sea m el número de restricciones y Y un vector columna que contiene la información
adicional e impone las restricciones sobre los valores futuros de la serie. Asumiendo que hay
compatibilidad entre los valores históricos de la serie y la restricción, pueden relacionarse
con la especificación de una matriz C de dimensión m×H con m < H , de rango completo
y cuyos valores son constantes, de la siguiente manera:
Y = CZF (57)
Si por ejemplo m = 1, se tendría:
Y =
(









 = C1ZT+1 + C2ZT+2 + · · · + CHZT+H
Proposición 2.2. El pronóstico óptimo (lineal y con ECM mínimo) de la serie que in-
corpora la restricción establecida en Y , está dado por
ẐF = E(ZF |Z0) + Â[Y − CE(ZF |Z0)] (58)
con
Â = ΨΨ′C ′(CΨΨ′)−1 (59)
donde, la matriz de varianza covarianza para el error de pronóstico es




(I − ÂC)′ (60)




Demostración. Para demostrar los resultados (58) y (59) consideremos un pronóstico
lineal general que incluya tanto a Y como a E(ZF |Z0) de la forma
Z̃F = AY + A∗E(ZF |Z0) (62)
donde las matrices A y A∗ son de constantes desconocidas y Z̃F es un pronóstico cualquiera
en el sentido de que no satisface la condición de optimalidad del error cuadrático medio
mínimo. Reemplazando la ecuación (56) en la ecuación (57) resulta que
Y = CZF = C[E(ZF |Z0) + ΨaF ] (63)
Reemplazando (63) en (62) encontramos
Z̃F = AC[E(ZF |Z0) + ΨaF ] + A∗E(ZF |Z0) (64)
= (AC + A∗)E(ZF |Z0) + ACΨaF (65)
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Como es necesario que el pronóstico sea insesgado (dado Z0 y Y ),se debe tener:
E(Z̃F |Z0, Y ) = E(ZF |Z0, Y ), es decir,
0 = E(Z̃F − ZF |Z0, Y )
= E[(AC + A∗)E(ZF |Z0) + ACΨaF − E(ZF |Z0) − ΨaF |Z0, Y ]
= (AC + A∗ − I)E(ZF |Z0) + (AC − I)ΨE(aF |Z0, Y )
= (AC + A∗ − I)E(ZF |Z0)
Luego,
(AC + A∗)E(ZF |Z0) = E(ZF |Z0) (66)
De otro lado,
Z̃F − ZF = (AC + A∗)E(ZF |Z0) + ACΨaF − E(ZF |Z0) − ΨaF (67)
Reemplazando (66) en (67) tenemos
Z̃F − ZF = (AC − I)ΨaF (68)
Sea ζ = Z̃F − ZF , la covarianza de este vector aleatorio es:
Σζ = E[(ζ −E(ζ))(ζ −E(ζ))
′] como E(ζ) = 0, tenemos




= [(AC − I)Ψ]E(aFa
′
F )[(AC − I)Ψ]
′
= (AC − I)Ψ(σ2aI)Ψ
′(A′C ′ − I)
= σ2a(ACΨ − Ψ)(Ψ
′C ′A′ − Ψ′)
resultando,
Cov(Z̃F − ZF ) = σ
2
a(ACΨΨ
′C ′A′ − ACΨΨ′ − ΨΨ′C ′A′ + ΨΨ′) (69)
Ahora, para que Z̃F tenga ECM mínimo, se debe elegir A de tal manera que se obtenga
el mínimo de la varianza generalizada, definida como la traza de Cov(Z̃F −ZF ), es decir:
var(ζ) = tr[Cov(ζ)] (70)






la siguiente ecuación es la condición de primer orden para optimizar y permite elegir el











′C ′ − 2ΨΨ′C ′) = 0 (72)
Sea Â el valor que optimiza, de acuerdo con (71). Entonces,
ÂCΨΨ′C ′ = ΨΨ′C ′
la matriz CΨΨ′C ′ es no singular, por lo que se obtiene
Â = ΨΨ′C ′(CΨΨ′C ′)−1 (73)
Reemplazando (66) en (64) resulta
ẐF = E(ZF |Z0) + ÂCΨaF (74)
Nuevamente al utilizar el hecho de que Y −CE(ZF |Z0) = CΨaF , se demuestra la expresión
(58). Para obtener la expresión que representa la Covarianza de ẐF − ZF , sustituimos Â
por A en: σ2a(ACΨ − Ψ)(Ψ
′C ′A′ − Ψ′), resultando:
Cov(ẐF − ZF ) = (ÂC − I)Ψσ
2
aIΨ
′(C ′Â′ − I)
= σ2a[ΨΨ
′C ′(CΨΨ′C ′)−1C − I]ΨΨ′[C ′(CΨΨ′C ′)−1CΨΨ′ − I]
= σ2a[ΨΨ
′C ′(CΨΨ′C ′)−1CΨΨ′ − ΨΨ′][C ′(CΨΨ′C ′)−1CΨΨ′ − I]
= σ2a[ΨΨ
′ − ΨΨ′C ′(CΨΨ′C ′)−1CΨΨ′]
= σ2aΨΨ
′[I − C ′(CΨΨ′C ′)−1CΨΨ′]
= σ2aΨΨ
′[I − C ′Â′]




y E(Z̃F − Z0|ZF ) − ZF = ΨaF , se tiene que:




Dado que la matriz σ2aΨΨ
′C ′Â′ es semidefinida positiva, el error de pronóstico restringido
tiene una covarianza igual o menor que la del pronóstico irrestricto.
Por último, se hace necesario validar la compatibilidad entre la información adicional (Y )
y la historia de la serie (Z0); como se sabe, La información adicional se puede represen-
tar como combinación lineal de los valores futuros de la serie. Ahora, si realmente hay
compatibilidad, esta igualdad debe mantenerse aun si se tiene en cuenta la historia de la
variable; para representar esta relación consideraremos la esperanza condicional, con se
contempla la siguiente hipótesis
E(Y |Z0) = CE(ZF |Z0) (75)
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Asumiendo que aF ,∼ NH(0, σ
2
aI). Bajo el supuesto de veracidad de la hipótesis nula, se
tendría que el error entre lo observado de Y y lo esperado E(Y |Z0), vendría a ser




Para construir un estadístico que permita la validación de la anterior hipótesis, consider-
aremos la siguiente proposición
Proposición 2.3. Sea Z un vector de V.A con distribución normal, de media cero y
matriz de varianza covarianza Σ, la cual es no singular y de tamaño m×m. Entonces
Z ′(Σ)−1Z ∼ χ2m (77)




′C ′)−1eY ∼ χ
2
m





Donde a0 = (a1, a2, . . . , aT )
′
y k es el número de parámetros en el modelo ARIMA; se






2.2. Restricciones inciertas, compatibles o no con la historia
Consideremos nuevamente la restricción Y , pero con alguna incertidumbre en la informa-
ción adicional. Esta será almacenada en un vector aleatorio u que suponemos distribuye
normal e independiente de los errores del modelo ARIMA.
Y − CZF = u con u ∼ Nm(0, U) (80)
Con C como se definió en (57). Se observa que:
i) Cov[Z0, u
′] = 0
Demostración. u debe estar incorrelacionado tanto con la historia (Z0) como con
los errores de pronóstico (aF ), luego,
Cov(Z0, u
′) = E[Z0 − E(Z0)][u





puesto que u tiene distribución normal con media 0.
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ii) Cov[aF , u
′] = 0
Demostración. Tenemos que Cov(aF , u




′) = E(aF )E(u
′) = 0
Haciendo uso de (80), resulta que
Y −E(Y |Z0) = (CZF + u) − E[(CZF + u)|Z0]
= (CZF + u) − CE(ZF |Z0) + E(u|Z0)
= (CZF + u) − CE(ZF |Z0)
Pero, por (56) tenemos que ZF −E(ZF |Z0) = ΨaF . y por tanto C[ZF −E(ZF |Z0)] +u =
CΨaF + u, luego
Y −E(Y |Z0) = CΨaF + u (81)
Por consiguiente, debido a (81) y (56), se puede escribir
E{[ZF −E(ZF |Z0)]|Y −E(Y |Z0)} = E(ΨaF |CΨaF + u) (82)
Bajo el supuesto de normalidad para aF el esperado debe ser lineal, por lo que:
E(ΨaF |CΨaF + u) = AU(CΨaF + u) (83)
donde AU es de tamaño H ×m, formada por constantes conocidas y que debe satisfacer
la siguiente condición de ortogonalidad, para que la suma de cuadrados de la diferencia
entre los vectores ΨaF y AU(CΨaF + u) sea mínima












′C ′ + uu′)Â′U ]
= σ2aCΨΨ
′ − (σ2aCΨΨ
′C ′ + U)Â′U
luego
ÂU = ΨΨ
′C ′(CΨΨ′C + U/σ2a)
−1
(85)
Esta matriz minimiza el error, por lo que al sustituir ÂU en (83) resulta
E{[ZF −E(ZF |Z0)]|Y −E(Y |Z0)} = ÂU(CΨaF + u) = ÂU [Y − E(Y |Z0)] (86)
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Y por tanto
ẐF,U = E(ZF |Z0, Y ) = E(ZF |Z0) + ÂU [Y −E(Y |Z0)] (87)
Para calcular el error de pronóstico, encontramos
ẐF,U − ZF = E(ZF |Z0) + ÂU [Y − E(Y |Z0)] − [E(ZF |Z0) + ΨaF ]
= ÂU [Y −E(Y |Z0)] −ΨaF
= ÂU [CΨaF + u] − ΨaF
Y por tanto el error es
ẐF,U − ZF = (ÂUC − I)ΨaF + ÂUu (88)
y así, haciendo ζF,U = ẐF,U − ZF , resulta:




[(ÂUC − I)ΨaF + ÂUU ][(ÂUC − I)ΨaF + ÂUU ]
′
}
= σ2a(ÂUC − I)ΨΨ
′




′C ′Â′U − 2ΨΨ







(I − 2C ′Â′U) + σ
2
aÂU(CΨΨ





(I − 2C ′(CΨΨ′C + U/σ2a)
−1CΨΨ′)
+σ2aΨΨ
′C ′(CΨΨ′C + U/σ2a)
−1CΨΨ′
De este modo




(I − ÂUC) (89)
expresion que es similar a (60), es decir




Se puede concluir que ẐF,U es mas preciso que el pronóstico irrestricto E(ZF |Z0); dado
que si U → 0, entonces, ẐF,U → ẐF y Cov(ẐF,U − ZF ) → Cov(ẐF − ZF ), mientras que si
U → ∞, resulta que ẐF,U → E(ZF |Z0) y Cov(ẐF,U −ZF ) → Cov[E(ZF |Z0)−ZF ], por lo
que ẐF,U oscila entre ẐF y E(ZF |Z0).
Por último se establece un estadístico que contraste la hipótesis nula de que la informacion
adicional impuesta por las restriccion incierta (80) es compatible con la historia de la serie,
o sea
eY,U = Y − CE(ZF |Z0) = CΨaF + u ∼ Nm(0, σ
2
a(CΨΨ
tCt + U)) (91)
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cuya contraparte muestral produce el estadístico calculado
KU, calc = [Y − CE(ZF |Z0)]
t(CΨΨtCt + Û/σ̂2a)
−1[Y − CE(ZF |Z0)]σ̂
2
a (93)
el cual, cuando la muestra es grande puede compararse con una distribución χ2m para
determinar la significación estadística del valor calculado. En la práctica σ̂2a se obtiene al
estimar el modelo ARIMA mientras que Û es una estimación que se debe suministrar.
2.3. Restricciones ciertas incompatibles con la historia
Hasta aquí se han analizado los casos de series con restricciones ciertas o que pueden tener
cierto grado de incertidumbre. Hay otro caso que corresponde a cuando las restricciones
son ciertas pero no son compatibles con el modelo ARIMA que se ha construido. Puede
suceder que un fenómeno futuro no esté relacionado con la historia de la serie, por lo que
habría una gran posibilidad de que se cambie la estructura de la serie: su componente
tendencial, su componente estocástico o bien los valores del parámetros.
Analizando el caso del cambio en la estructura determinista del modelo, se puede estable-
cer una función de intervención en algún momento τ que corresponde al momento en que
ocurra el fenómeno que altere dicha estructura. La función de intervención que se plantea
es:




1, si t ≥ τ
0, si t < τ
Con esta función de intervención sucede que si δ = 0, la función corresponde a un cambio
de nivel de magnitud ω, una disminución del tipo exponencial cuando δ < 1, un aumento
rectilineo cuando δ = 1 y un cambio explosivo si δ > 1.
Es posible que también resulte un cambio en la estructura estocástica del modelo, en
respuesta al efecto de la variable exógena; con fines ilustrativos consideremos que un
proceso ruido blanco {vt} se suma al modelo ARIMA construido inicialmente. El nuevo
modelo que incluye los efectos determinísticos y estocásticos es:






Sτ,t con t = 1, . . . , N, . . . , N +H. (95)
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Se definen los siguientes vectores que contienen los efectos determinísticos y estocásticos
de la serie: DF = (DN+1, ..., DN+H)
′
y VF = (VN+1, ..., VN+H)
′
El vector de predicciones
es por tanto:
ZF,D,V = ZF +DF + VF (96)
Si se toma la esperanza condicional dada la historia Z0 resultará que
E(ZF,D,V |Z0) = E(ZF |Z0) +DF (97)
dado que DF tiene una naturaleza no aleatoria y el origen del vector VF es un ruido
blanco, es decir su esperanza es 0. Además, esta esperanza corresponde al pronóstico con
Error cuádratico medio mínimo, tal como se vio anteriormente.
Realizando el cálculo de la matriz de varianza-covarianza del error de pronóstico dada la
información histórica, se tiene:
Cov{[ZF,D,V − E(ZF,D,V |Z0)]|Z0} = cov[ZF +DF + VF −E(ZF |Z0) −DF |Z0] (98)
Asumiendo la independencia entre ZF − E(ZF |Z0) y VF ,
Cov{[ZF,D,V − E(ZF,D,V |Z0)]|Z0} = Cov[ZF − E(ZF |Z0)|Z0] + Cov(VF |Z0) (99)
= Cov[ΨaF |Z0] + Cov(VF |Z0) (100)
= σ2aΨΨ
′ + σ2vI (101)
Teniendo en cuenta que tanto ω, δ y σ2v son desconocidos, se debe utilizar la informa-
ción adicional acerca de los valores futuros de la serie para estimarlos. Esta información
adicional está contenida en el vector:
Y = CZF,D,V (102)
Consideremos un pronóstico lineal de la forma
Z̃F,D,V = AY + A∗E(ZF,D,V |Z0) (103a)
= A[C(E[ZF |Z0] + ΨaF +DF + VF )] + A∗E(ZF +DF + VF |Z0) (103b)
= (AC + A∗)E(ZF |Z0) + AC(ΨaF +DF + VF ) + A∗DF (103c)
Para asegurar el insesgamiento hacemos, establecemos que la diferencia entre las esper-
anzas de Z̃F y ZF
0̃ = E(Z̃F,D,V − ZF,D,V |Z0, Y )
= E[(AC + A∗)E(ZF |Z0) + AC(ΨaF +DF + VF )
+A∗DF −E(ZF |Z0) −ΨaF −DF − VF |Z0, Y ]
= E[(AC + A∗ − I)E(ZF |Z0) + (AC − I)ΨaF
+(AC − I)DF + (AC − I)VF + A∗DF |Z0, Y ]
= (AC + A∗ − I)E(ZF |Z0) + (AC − I)DF + A∗DF
30
Luego, obtenemos
E(ZF |Z0) = (AC + A∗)E(ZF |Z0) + (AC − I)DF + A∗DF (104)
(AC + A∗)E(ZF |Z0) = E(ZF |Z0) − (AC − I)DF −A∗DF (105)
El error de pronóstico será
Z̃F,D,V − ZF,D,V = (AC + A∗)E(ZF |Z0) + AC(ΨaF +DF + VF )
+A∗DF − E(ZF |Z0) − ΨaF −DF − VF
Reemplazando (105) en la expresión anterior, resulta
Z̃F,D,V − ZF,D,V = AC(ΨaF +DF + VF ) + A∗DF − ΨaF
−(AC − I)DF − A∗DF −DF − VF
= ACΨaF + ACVF − ΨaF − VF
= (AC − I)ΨaF + (AC − I)VF
De esta manera,
Z̃F,D,V − ZF,D,V = (AC − I)(ΨaF + VF ) (106)
entonces,
Cov(Z̃F,D,V − ZF,D,V ) = (AC − I)E[(ΨaF + VF )(ΨaF + VF )
′](AC − I)′










F ](AC − I)
′
= (AC − I)(Ψσ2aΨ
′















′C ′A′ + Ψσ2aΨ
′ − σ2vIC
′A′ + σ2vI
Debe encontrarse A de tal manera que se minimice la varianza, es decir la traza de la Co-




= 2ACΨΨ′C ′σ2a − ΨΨ
′C ′σ2a + 2ACC
′σ2v − C
′σ2v −ΨΨ
′C ′σ2a − C
′σ2v
= 2ACΨΨ′C ′σ2a − 2ΨΨ
′C ′σ2a + 2ACC
′σ2v − 2C
′σ2v
De la condición de primer orden para la optimización se tiene que
Â = (ΨΨ′C ′σ2a + C
′σ2v)(CΨΨ





Reemplazando (105) en (103c) se obtiene el pronóstico restringido
ẐF,D,V = E(ZF |Z0) − (AC − I)DF + AC(ΨaF +DF + VF )
= E(ZF |Z0) +DF + ÂCΨaF + ÂCVF
= E(ZF,D,V |Z0) + ÂC(ΨaF + VF )
= E(ZF,D,V |Z0) + ÂC[ZF,D,V −E(ZF,D,V |Z0)]
= E(ZF,D,V |Z0) + Â[CZF,D,V − CE(ZF,D,V |Z0)]
Por lo que
ẐF,D,V = E(ZF,D,V |Z0) + Â[Y − CE(ZF,D,V |Z0)] (108)
La solución del pronóstico restringido que se expresa en la ecuaciones anteriores, carece
de utilidad práctica ya que se desconocen los parámetros del cambio estructural. Esta
dificultad se supera cuando se especifica la solución a los dos casos de cambio estructural
tomandolos por separado, lo cual limita el número de parámetros por estimar. Por lo cual
se usarán las expresiones
ZF,D = ZF +DF y ZF,V = ZF + VF
Para el caso de ZF,D = ZF +DF y razonando como antes, se propone un pronóstico de la
forma
Z̃F,D = AY + A∗E(ZF , D|Z0)
donde Y = CZF,D = C[E(ZF |Z0) + ΨaF + DF ], de esta manera, sustituyendo en la
ecuación anterior resulta:
Z̃F,D = AC[E(ZF |Z0) + ΨaF +DF ] + A∗E(ZF , D|Z0) (109a)
= (AC + A∗)E(ZF |Z0) + AC(ΨaF +DF ) + A∗DF (109b)
Para probar el Insesgamiento, hacemos
E(Z̃F,D − ZF,D|Z0, Y ) = E[(AC + A∗)E(ZF |Z0) + AC(ΨaF +DF )
+ A∗DF −E(ZF |Z0) −ΨaF −DF |Z0, Y ]
o mejor,
E(Z̃F,D − ZF,D|Z0, Y ) = E[(AC + A∗ − I)E(ZF | Z0) + (AC − I)ΨaF + (AC − I)DF | Z0, Y ]
= E[(AC + A∗ − I)E(ZF | Z0) + (AC − I)(ΨaF +DF ) | Z0, Y ]
= (AC + A∗ − I)E(ZF | Z0) + (AC − I)DF = 0
dando como resultado,
E(ZF | Z0) = (AC + A∗)E(ZF | Z0) + (AC − I)DF (110)
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Luego el error de pronóstico es:
Z̃F,D − ZF,D =(AC + A∗)E(ZF | Z0) + AC(ΨaF +DF ) + A∗DF −E(ZF | Z0) − ΨaF −DF
(111a)
Reemplazando (110) en (111a) resulta:
E(Z̃F,D − ZF,D|Z0, Y ) = E(ZF | Z0) − (AC − I)DF + AC(ΨaF +DF ) + A∗DF
−E(ZF | Z0) − ΨaF −DF
= −ACDF +DF + ACΨaF + ACDF + A∗DF −ΨaF −DF
= ACΨaF + A∗DF −ΨaF
= (AC − I)ΨaF + A∗DF
entonces,












′C ′A′ + Ψσ2aΨ
′
= σ2a[ACΨΨ





′C ′ − ΨΨ′C ′ −ΨΨ′C ′]
= σ2a[2ACΨΨ
′C ′ − 2ΨΨ′C ′] = 0
= ACΨΨ′C ′ −ΨΨ′C ′ = 0
y así,
ÂD = (ΨΨ
′C ′)(CΨΨ′C ′)−1 (112)
De esta menera,




(C ′Â′D − I)
= σ2a[ΨΨ
′C ′(CΨΨ′)−1CΨΨ′ − ΨΨ′][C ′(CΨΨ′C ′)−1CΨΨ′ − I]
= σ2aΨΨ
′
[C ′Â′D − I]
Por último, reemplazando (110) en (109b) se obtiene
ẐF,D = E(ZF | Z0) − (ÂDC − I)DF + ÂDC(ΨaF +DF )
= E(ZF | Z0) − ÂDCDF +DF + ÂDCΨaF + ÂDCDF
= E(ZF | Z0) +DF + ÂDCΨaF
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Ejemplo 2.1. Con el fin de aplicar los desarrollos formales presentados en este trabajo,
consideramos un proceso Zt ∼ ARMA(1, 1) definido por
Zt = 0,9Zt−1 + at − 0,8at−1
Haciendo uso del operador polinomial de retardos resulta:
Zt = 0,9LZt + at − 0,8Lat








pero Ψ(L) = 1 + ψ1L+ ψ2L
2 + · · · , entonces,
Ψ(L)(1 − 0,9L) = (1 − 0,8L)
(1 + ψ1L+ ψ2L
2 + ψ3L
3 + · · · )(1 − 0,9L) = (1 − 0,8L)
La igualdad de los coeficientes de los polinomios nos permite obtener:
ψ1 = 0,1
ψ2 = 0,9ψ1 = 0,09
ψ3 = 0,9ψ2 = (0,9)
2ψ1 = 0,081
ψ4 = 0,9ψ3 = (0,9)
3ψ1 = 0,0729
...
De este modo, ψj = (0,9)





Supongamos que la serie es trimestral, entonces , para un horizonte de pronóstico de 1




−Ψ0 0 0 0
−Ψ1 −Ψ0 0 0
−Ψ2 −Ψ1 −Ψ0 0





Ψ1 = −0,1(1) = −0,1








1 0 0 0
0,1 1 0 0
0,09 0,1 1 0
0,081 0,09 0,1 1


Pronósticos irrestrictos: Tales pronósticos para el modelo en consideración, se obtienen
considerando: t = 1, 2, . . . , T , por lo que la serie histórica es {Z1, Z2, . . . , ZT} = Z0. Luego,
Et[Zt+1|Z0] = Ẑt(1) = Et(Zt+1|Z0)
Ẑt(1) = Et[0,9Zt + at+1 − 0,8at|Z0]
= 0,9Et(Zt) + Et(at+1) − 0,8Et(at)
= 0,9Zt − 0,8Et[Zt − 0,9Zt−1 − 0,8at−1]
= 0,9Zt − 0,8[Et(Zt) − 0,9Et(Zt−1) − 0,8Et(at−1)]
= 0,9Zt − 0,8[Zt − Et(0,9Zt−1 − 0,8at−1)]
= 0,9Zt − 0,8[Zt − Ẑt−1(1)]
Et[Zt+2|Z0] = Ẑt(2) = Et(Zt+2|Z0)
= Et[0,9Zt+1 + at+2 − 0,8at+1|Z0]
= 0,9[Zt − 0,8(Zt − Ẑt−1(1))]
= 0,9Ẑt(1)
Et[Zt+3|Z0] = Ẑt(3) = Et(Zt+3|Z0)
= Et[0,9Zt+2 + at+3 − 0,8at+2|Z0]
= 0,9[0,9Ẑt(1)]
= (0,9)2Ẑt(1)
Et[Zt+4|Z0] = Ẑt(4) = Et(Zt+4|Z0)




Ẑt(1) = 0,9Zt − 0,8[Zt − Ẑt−1(1)]
Ẑt(h) = (0,9)
h−1Ẑt(1). h ≥ 2
Como se puede observar, los pronósticos para h ≥ 2 dependen de Ẑt(1) pero Ẑt(1) a su vez
depende de Ẑt−1(1) y este a su vez de Ẑt−2(1), obteniéndose de manera recursiva Ẑ0(1),




Ẑ1(1) = 0,9Z1 − 0,8[Z1 − Ẑ0(1)]
= 0,9Z1
Ẑ2(1) = 0,9Z2 − 0,8[Z2 − Ẑ1(1)]
= 0,1Z2 + 0,8Ẑ1(1)
= 0,1Z2 + 0,72Z1
Ẑ3(1) = 0,9Z3 − 0,8[Z3 − Ẑ2(1)]
= 0,1Z3 + 0,8Ẑ2(1)
= 0,1Z3 + 0,8[0,1Z2 + 0,72Z1]
= 0,1Z3 + 0,08Z2 + 0,576Z1
...
ẐT−1(1) = 0,9ZT−1 − 0,8[ZT−1 − ẐT−2(1)]
Pronósticos restringidos: Dada la información adicional acerca de los valores futuros
de la serie, establezcamos estas dos restricciones:
Y1 = ZT+4
Y2 = ZT+4 − ZT+1








0 0 0 1















y como se puede observar la matriz C y el vector ZF tienen la representación:
C =
(
0 0 0 1




ZT+1 ZT+2 ZT+3 ZT+4
]′
Debido a que los pronósticos restringidos necesitan de los errores aleatorios {aF} obser-
vados. Usaremos el Método Recursivo Apróximado para determinarlos.
(1 − 0,9L)Zt = (1 − 0,8L)at
Zt − 0,9Zt−1 = at − 0,8at−1
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Entonces,
ât = Zt − 0,9Zt−1 + 0,8ât−1
Sea âT = 0 con t = 1, 2, . . . , T . Entonces
âT+1 = ẐT+1 − 0,9ZT + 0,8âT
= ẐT+1 − 0,9ZT
âT+2 = ẐT+2 − 0,9ZT+1 + 0,8âT+1
= ZT+2 − 0,9ZT+1 + 0,8(ZT+1 − 0,9ZT )
= ZT+2 − 0,9ZT+1 + 0,8ZT+1 − 0,72ZT
= ẐT+2 − 0,1ẐT+1 − 0,72ZT
âT+3 = ẐT+3 − 0,9ZT+2 + 0,8âT+2
= ẐT+3 − 0,9ẐT+2 + 0,8(ẐN+2 − 0,1ẐT+1 − 0,72ZT )
= ẐT+3 − 0,1ẐT+2 − 0,08ZT+1 − 0,72ZT
âT+4 = ẐT+4 − 0,9ZT+3 + 0,8âT+3
= ẐT+4 − 0,9ZT+3 + 0,8(ẐT+3 − 0,1ẐT+2 − 0,08ZT+1 − 0,72ZT )
= ẐT+4 − 0,1ZT+3 − 0,08ZT+2 − 0,064ẐT+1 − 0,576ẐT
Ahora, sabemos que








Ahora, se puede determinar el vector Â, ẐF y verificar la compatibilidad entre la infor-
mación adicional y la información histórica.
El vector Â tiene la siguiente forma:











ẐF = E(ZF |Z0) + Â[Y − CE(ZF |Z0)]
Se realiza el cálculo anterior de ẐF y se verifica la compatibilidad entre la restricción Y
y la historia de la serie mediante el estadístico Kcal.
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3. Pronósticos Restringidos para Series Múltiples
3.1. Modelos VAR y VECM
Como alternativa a los modelos ARIMA, se propone el uso de los modelos en los que
se estudien las relaciones de un vector de variables; se pretende entonces incorporar la
información adicional proveniente de las metas económicas en forma análoga a lo realizado
en el modelo univariado.
Para empezar se hará un breve consideración sobre los modelos VAR, y teniendo en
cuenta las relaciones de cointegración que puedan presentarse, se presentan los modelos
de Vectores con corrección de errores (VECM).
3.1.1. Aspectos Metodológicos
Consideremos un vector de N variables aleatorias
Zt = (Z1t, . . . , ZNt)
′
(113)




σ21 σ12 · · ·σ1k
σ12 σ
2












donde σij = Cov(ait, ajt) i 6= j y σ
2
i = V ar(ait) ∀i = 1, 2, . . . , k.
Para un conjunto de k variables Zt = (Z1t, . . . , ZNt)
′
la serie múltiple tiene la siguiente
representación en forma V AR(p)
Zt = µ+ A1Zt−1 + A2Zt−2 + · · ·+ ApZt−p + at (115)
donde Zt es un vector K × 1 conformado por las observaciones de las K variables del
sistema, las matrices de coeficientes Ai(i = 1, ..., p) son de tamaño (K×K) de coeficientes
a estimar y at un vector aleatorio conformado por K perturbaciones estocásticamente
independientes con E(at) = 0 y matriz de varianza-covarianza Σa.
Haciendo uso del operador de retardos, resulta,
Zt − A1LZt − A2L
2Zt − · · · −ApL
pZt = µ+ at
(I −A1L−A2L
2 − · · · −ApL
p)Zt = µ+ at
Π(L)Zt = µ+ at
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o lo que es lo mismo,
Π(L)(Zt − µ) = at (116)
con Π(L) = I − A1L− A2L
2 − · · · − ApL
p
.
Si escribimos Π(L)(Zt − µ) = at como Zt − µ = [Π(L)]
−1at y hacemos [Π(L)]
−1 = Ψ(L),
resulta
Ψ(L)Π(L) = I con Ψ(L) = I + Ψ1(L) + Ψ2L
2 + · · ·
Entonces,
Zt − µ = Ψ(L)at (VMA) (117)
Así, se puede pasar de un VAR(p) a una representación VMA pura, igualando los coe-
ficientes de las potencias de L en la ecuación que relaciona los dos polinomios. Cuando
|Π(x)| = 0 tiene sus raíces fuera del círculo unitario, se dice que la serie Zt es estacionaria.
Decimos que el proceso es estable si
det(I − A1x− · · · − Apx
p) 6= 0 para |x| ≤ 1 (118)
Es decir, el polinomio definido por el determinante del operador de retardo no tiene raíces
dentro o sobre el círculo unitario. Si el polinomio en (118) tiene una raiz unitaria (el
determinante es cero para x = 1), entonces algunas o todas las variables son integradas;
por conveniencia se asume que al menos son I(1).
Mediante el concepto de cointegración es posible determinar como se relacionan las vari-
ables en el largo y el corto plazo dentro del sistema. Como se citó anteriormente si las
variables son de integradas de orden 1, una Combinación lineal de ellas puede resultar de
orden cero. Pero en general se puede hacer la siguiente definición.
Definición 3.1. Los componentes del vector Zt = (Z1t, ..., Znt) están cointegrados de
orden (d-b), que en forma abreviada se denotará por CI(d− b), si:
1. Todos los componentes de Zt son integrados de orden d.
2. Existe un vector b = (b1, ..., bn) para el cual la Combinación lineal:
b1Z1t + b2Z2t + ...+ bnZnt
es integrada de oden (d− b) para b > 0.
Si hay alguna relación de cointegración entre las variables que intervienen en el estudio
de series que se está haciendo, el modelo (115) puede mejorarse mediante la utilización
de un Modelo de Corrección de Error (VECM).
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Definición 3.2. Un modelo VECM se obtiene de un modelo VAR por niveles y tiene la
siguiente ecuación:
∆Zt = ΠZt−p + Γ1∆Zt−1 + · · ·+ Γp−1∆Zt−p+1 + ut (119)
con Zt vector de variables integradas de orden uno, ut como vector de error, y:
Π = −(Ik − A1 − · · · − Ap)
Γi = −(Ai+1 + · · ·+ Ap) para i = 1, . . . , p− 1
Para llegar a la (119) es necesario sustraer Zt−1 en (115) en ambos miembros y reorganizar
términos. Si consideramos un modelo VAR(2) con K variables, se obtiene:
Zt = µ+ A1Zt−1 + A2Zt−2 + at
Zt − Zt−1 = A1Zt−1 − Zt−1 + A2Zt−2 + at
∆Zt = A1Zt−1 − Zt−1 + Zt−2 − Zt−2 + A2Zt−2 + at
∆Zt = A1Zt−1 − ∆Zt−1 − Zt−2 + A2Zt−2 + at
Ahora, se suma y resta A1Zt−2 para construir A1∆Zt−1
∆Zt = A1Zt−1 − A1Zt−2 + A1Zt−2 − ∆Zt−1 − Zt−2 + A2Zt−2 + at
∆Zt = A1∆Zt−1 + A1Zt−2 − ∆Zt−1 − Zt−2 + A2Zt−2 + at
∆Zt = A1∆Zt−1 − ∆Zt−1 − Zt−2 + A1Zt−2 + A2Zt−2 + at
∆Zt = (−I + A1)∆Zt−1 + (−I + A1 + A2)Zt−2 + at
Haciendo Γ1 = (−I + A1) y Π = (−I + A1 + A2), obtenemos la forma VECM, así
∆Zt = Γ1∆Zt−1 + ΠZt−2 + at (120)
Para el caso VAR(3) con K variables se obtiene:
Zt = µ+ A1Zt−1 + A2Zt−2 + A3Zt−3 + at
Zt − Zt−1 = A1Zt−1 − Zt−1 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1Zt−1 − Zt−1 + Zt−2 − Zt−2 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1Zt−1 − ∆Zt−1 − Zt−2 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1Zt−1 + A1Zt−2 − A1Zt−2 − ∆Zt−1 − Zt−2 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1∆Zt−1 − ∆Zt−1 + A1Zt−2 − Zt−2 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1∆Zt−1 − ∆Zt−1 + A1Zt−2 + A1Zt−3 − A1Zt−3 − Zt−2 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1∆Zt−1 − ∆Zt−1 + A1∆Zt−2 + A1Zt−3 − Zt−2 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1∆Zt−1 − ∆Zt−1 + A1∆Zt−2 + A1Zt−3 − Zt−2 + Zt−3 − Zt−3 + A2Zt−2 + A3Zt−3 + at
∆Zt = A1∆Zt−1 − ∆Zt−1 + A1∆Zt−2 + A1Zt−3 − ∆Zt−2 − Zt−3 + A2Zt−2 + A3Zt−3 + at
∆Zt = (−I + A1)∆Zt−1 + (−I + A1 + A2)∆Zt−2 + (−I + A1 + A2 + A3)Zt−3 + at
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Haciendo,
Γ1 = (−I + A1)
Γ2 = (−I + A1 + A2)
Π = (−I + A1 + A2 + A3)
obtenemos la forma VECM, así
∆Zt = Γ1∆Zt−1 + Γ2∆Zt−2 + ΠZt−3 + at (121)
En general, si Zt ∼ VAR(p) se tiene que
∆Zt = Γ1∆Zt−1 + Γ2∆Zt−2 + · · · + Γp−1∆Zt−p+1 + ΠZt−p + at (122)
Donde,
Γ1 = (−I + A1)
Γ2 = (−I + A1 + A2)
Γp−1 = (−I + A1 + · · ·+ Ap−1)
Π = (−I + A1 + A2 + · · · + Ap)
El modelo VECM en (122) se puede escribir como
∆Zt = ΠZt−p +
p−1∑
i=1
Γi∆Zt−i + at (123)
La expresión (123) es idéntica a la expresión (122). De esta forma, hemos pasado de un
modelo VAR(p) conK variables a un modelo VECM aplicando diferencias y reorganizando
términos.
Proposición 3.1. Si el proceso VAR(p) tiene una raíz unitaria, es decir, si det(Ik −
A1L− · · · − ApL
p) = 0 para L=1, la matriz Π = −(Ik −A1 − · · · − Ap) es singular.
Demostración. Supongamos que el rango(ρ) de Π es r, es decir, ρ(Π) = r. Entonces
Π puede ser escrita como producto de matrices (K × r) α, β con la propiedad de que
ρ(α) = ρ(β) = r, y así, Π = αβ ′.
Entonces, ΠZt−1 = αβ
′Zt−1 donde β
′Zt−1 es I(0) y contiene las relaciones de cointegración.
Se sigue entonces que ρ(Π) = r; el rango de Π es por lo tanto denominado como el rango
de cointegración del sistema y β es la matriz de cointegración.
Los modelos (115) y (119) se pueden extender para incorporar la parte determinística,
como intercepto, término de tendencia lineal y variables ficticias estacionales, las cuales
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podrían dar una mejor representación del conjunto de datos; para incorporar la parte
determinística se hace uso de la expresión
Zt = vt + yt (124)
en donde vt es la parte determinística y yt la parte estocástica y está definida como en
(115) o (119), es decir, yt tiene una representación VAR o VECM, en otras palabras
yt = µ + A1yt−1 + A2yt−2 + · · · + Apyt−p + at ó ∆yt = Γ1∆yt−1 + Γ2∆yt−2 + · · · +
Γp−1∆yt−p+1 +Πyt−p +at. Si asumimos que vt es un término de tendencia lineal, entonces
vt = v0 + v1t, y así la correspondiente representación VAR sería,
Zt = v0 + v1t+ A1Zt−1 + A2Zt−2 + · · ·+ ApZt−p + at (125)
y la representación VECM(p− 1) toma la forma
∆Zt = v0 + v1t+ Γ1∆Zt−1 + · · · + Γp−1∆Zt−p+1 + ΠZt−p + at (126)
Además de la parte de determinística, en la práctica se pueden realizar otras general-
izaciones, como por ejemplo, se pueden agregar otras variables estocásticas además de
la determinística. En representación tipo VECM e incluyendo todos los terminos, tanto
estocásticos como deterministicos, tendría la forma
∆Zt = ΠZt−p + Γ1∆Zt−1 + · · · + Γp−1∆Zt−p+1 + CDt +Bxt + at (127)
Donde xt es una variables estocástica sin modelo, en el sentido de que no hay una ecuación
explicativa que la defina, Dt contiene todos los regresores asociados con los términos
determinísticos y C, B son matrices de parámetros.
De acuerdo con el enfoque de Engle y Granger si consideramos la variables z1t y z2t, la ruta
hacia la búsqueda de la existencia de cointegración entre estas, se determina básicamente
por examinar si los residuos de la regresión inicial:
z1t = αz2t + ut
son estacionarios, es decir, ut ∼ I(0). Si esto es afirmativo, hay desde luego cointegración.
Para hacer esta verificación, se pueden utilizar los contrastes de raíces unitarias habituales
como Augmented Dickey-Fuller, ADF; pero teniendo en cuenta que las perturbaciones no
son observables, se sugiere que para aceptar la cointegración, los números críticos para
este contraste sean más elevados.
2
Por su parte el procedimiento de Johansen, implica el uso de dos estadísticos: el de la
traza y el del máximo valor propio, como pruebas de cointegración.
3
Se hace necesario
2Davidson y Mackinnon (1993)
3Johansen, S. (1991), .Estimation and Hypothesis Testing of Cointegrated Vectors in Gaussian Vector
Autoregressive Models", Econometrica 59, pp. 1551-1580.
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considerar para la consideración de la cointegración si el modelo de corrección del error
tiene interceptos o tendencia, al igual que el var, como en las ecuaciones dadas por (126)
y (127). Después de ejecutados los test, se determina si hay cointegración, y el número de
relaciones de cointegración existentes.
Uno de los aspectos más importantes a considerar cuando se utilizan modelos VAR, es
el número de rezagos a considerar; si se escogen pocos, no se capturarían las relaciones
dinámicas de las variables; por el contrario si se escogen demasiados, podrían aparecer
problemas de colinealidad y autocorrelación, con lo que se tendrían parámetros inconsis-
tentes. Para ayudar a determinar el número de rezagos de este modelo, se puede usar la
minimización de los Criterios de Schwarz y Akaike.
Es importante la especificación de las variables endógenas y exógenas; se pretende a
través de métodos econométricos de evitar la arbitrariedad en dicha asignación y de esta
manera, lograr que los datos permitan hacer una estimación correcta. En este caso, se
hacen exógenas a las variables haciendo uso de la teoría económica, pero la validación
final es un asunto demostrable. Recordemos los siguientes conceptos:
Definición 3.3. Un conjunto de variables xt es llamado debílmente exogeno para un vector
de parámetros de interés, por ejemplo θ, si al estimar θ dentro de un modelo condicional
(condicionado a xt) no presupone una pérdida de información relativa a la estimación del
vector en un modelo que no esta condicionado a xt.
Definición 3.4. Una serie de variables xt es llamada fuertemente pérdida si es debil-
mente pérdida para los parámetros del modelo condicional y los pronósticos de Zt están
supeditados a xt sin pérdida en la precisión de los pronósticos.
Definición 3.5. Por último, xt se denomina super exógena para θ si xt es débilmente
exógena para θ y las acciones de política que afectan el proceso marginal de xt no afectan
los parámetros del proceso condicional. Por lo tanto, débil, fuerte, y super exogeneidad
son los conceptos pertinentes para la estimación, previsión, y análisis de políticas, respec-
tivamente. [Ericsson, Hendry y Mizon (1998)].
En el caso de la exogeneidad débil, permite saber si la información que se está incorporando
en el modelo es la correcta y suficiente. Para probar que una variable es debilmente
exógena, se impone una restricción al VEC, mediante la asignación del valor cero al
elemento i-esimo en la matriz α o de coeficientes de ajuste para la variable que se está
analizando; se prueba la significancia estadística de los coeficientes α restantes haciendo
uso del test de radio de verosimilitud, que tiene una distribución χ2; si se cumple, se acepta
la hipótesis nula de que la variable representada por ese elemento es exógena respecto al
vector de cointegración β. En otras palabras, no hay información adicional relevante en
las demás variables de ese vector que contribuya a explicar su comportamiento.
Para la especificación de un modelo VAR, un aspecto a considerar también es la Causal-
idad en el sentido de Granger. Una Prueba de causalidad de este tipo busca determinar
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estadisticamente si el pasado de la variable x contiene información que preceda al compor-
tamiento de la variable y y que por tanto, sirva para explicarla. Suponemos que tenemos
dos ecuaciones:














En la primera ecuación se busca probar la significancia estadistica de las η2i a través de
una prueba F . Se plantea como hipótesis nula que estos coeficientes son cero, es dcier que
se rechaza la existencia de causalidad en el sentido de Granger contra la alternativa de
que son diferentes de cero o que se acepta este tipo de causalidad.
Este mismo procedimiento se aplica para los κ1i de la segunda ecuación. Se asume que u1t
y u2t no están correlacionados.
3.2. Pronósticos con restricciones para modelos VAR
Nuevamente, el objeto de interés serán los pronósticos; tal y como sucedió con los modelos
ARIMA, el pronóstico irrestricto con error cuadrático mínimo para modelos VAR será el
valor esperado de la variable dada la información histórica. Téngase en cuenta también
que un modelo VEC puede transformarse a un modelo VAR.
Definición 3.6. Si Z = (Z ′1, Z
′
2, · · · , Z
′
N)
′ contiene la información histórica de la serie




N+2, · · · , Z
′
N+H)
′ denota el vector de H ≥ 1 valores futuros que se desea
pronósticar para cada serie, el pronóstico lineal optimo con (ECM) mínimo de Z ′N+h esta
dado por E(ZN+h|Z) para h = 1, 2, · · · , H.
Para determinar el error de pronóstico se tiene en cuenta que,













































En forma vectorial se obtiene que la expresión (131) puede escribirse como:
ZF −E(ZF |Z) = ΨaF (132)





Ik 0 0 · · · 0
Ψ1 Ik 0 · · · 0










ΨH−1 ΨH−2 ΨH−3 . . . Ik


Con Ψi matrices de tamaño k × k que se obtienen a partir de la expresión VAR y como
se puede observar Ψ es una matriz diagonal inferior por bloques de dimensión kH × kH ,
con elementos matriciales Ik en la diagonal.
Proposición 3.2. El vector de errores aF = (aT+1, . . . , aT+H)
′ tiene una distribución
N(0kH , IH ⊗
∑
a), con ⊗ que denota el producto de Kronecker y aT+1 . . . aT+H , se dis-
tribuye Nk(0,Σ).
Demostración. Sea aF = (aT+1, . . . , aT+H)
′
. Cada uno de los vectores por los que esta
conformado aF es un vector de la forma at = (a1t, a2t, . . . , akt)
′
donde at ∼ Nk(0,Σ)
identicamente distribuidos para t = 1, . . . , H y no correlacionadas.
La función de densidad de aF es el producto de las densidades de sus componentes debido





























= −(2π)−kH/2(det IH det ΣH)−1/2e−1/2A
′I⊗Σ−1A
con A = [a′1, . . . , a
′
H ]
= −(2π)−kH/2 det(I ⊗ Σ)−1/2e−1/2(A
′−0)(I⊗Σ)−1(A−0)
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De esta manera se llega a que,
aF ∼ NkH(0, IH ⊗ Σ)
Como se cumplen los supuestos, de igual manera que en el caso univariado se puede
escribir una ecuación que permita incorporar la información adicional, así:
ẐF = E(ZF |Z) + A[Y − CE(ZF |Z)] (133)
donde A esta dada por,
A = Ψ(IH ⊗
∑
a)Ψ






Donde el vector Y contiene la información adicional o restricción que se desea agregar al
modelo generador de los pronósticos. Dicho vector se relaciona con el vector de valores
futuros de la variable de estudio mediante la combinación lineal
Y = CZF (135)
Además, La matriz C es conocida y su dimension es M×kH y ρ(C) = M , donde M ≤ H .
Como se verá a continuación, el pronóstico restringido dado por (133), mejora el pronós-
tico irrestricto determinado por la esperanza condicional de la variable. En este caso se
calculará la covarianza del error de pronóstico.
Proposición 3.3. El pronóstico restringido posee una menor covarianza que el pronóstico
dado por el valor esperado de la serie
Demostración. Si a ZF le restamos el pronóstico restringido se obtiene:
ZF − ẐF = E(ZF |Z0) − AY + ACE(ZF |Z0)
= ZF − AY − (I − AC)E(ZF |Z0)
= ZF − ACZF − (I − AC)E(ZF |Z0)
= (I −AC)(ZF − E(ZF |Z0))
como ZF − E(ZF |Z0) = ΨaF , entonces
ZF − ẐF = (I − AC)ΨaF
Además E(ZF − ẐF ) = (I −AC)ΨE(aF ) = 0.
Ahora:





′(I − C ′A′)]
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Como
A = Ψ(I ⊗ Σa)Ψ
′C ′(CΨ(I ⊗ Σa)Ψ
′C ′)−1
Escribamos A = ξ(Cξ)−1 donde ξ = Ψ(I ⊗ Σa)Ψ
′C ′.
Entonces,








F ) = I ⊗ Σa
se realizan los productos indicados y obtenemos
Cov(ZF − ẐF ) = [I − ξ(Cξ)
−1C][Ψ(I ⊗ Σa)Ψ
′ − Ψ(I ⊗ Σa)Ψ
′C ′(ξ′C ′)−1ξ′]
= [I − ξ(Cξ)−1C][Ψ(I ⊗ Σa)Ψ
′ − ξ(ξ′C ′)−1ξ′]
= Ψ(I ⊗ Σa)Ψ
′ − ξ(Cξ)−1CΨ(I ⊗ Σa)Ψ
′ − ξ(ξ′C ′)−1ξ′ + ξ(Cξ)−1Cξ(ξ′C ′)−1ξ′
= Ψ(I ⊗ Σa)Ψ
′ − ξ(Cξ)−1CΨ(I ⊗ Σa)Ψ
′ − ξ(ξ′C ′)−1ξ′ + ξ(ξ′C ′)−1ξ′
= Ψ(I ⊗ Σa)Ψ
′ − ACΨ(I ⊗ Σa)Ψ
′
por su parte, la covarianza del pronóstico irrestricto es:
Cov(ZF − E(ZF |Z0)) = Cov(ΨaF ) = E[ΨaFa
′
F Ψ
′] = Ψ(I ⊗ Σa)Ψ
′
Como ACΨ(I ⊗ Σa)Ψ
′
es una matriz semidefinida positiva, entonces:
Cov(ZF − ẐF ) ≤ Cov(ZF −E(ZF |Z0))
Verificación de la compatibilidad de la restricción con la información histórica
Para verificar la compatibilidad entre la información histórica y la información adicional
incluida en forma de restricciones lineales, se hace necesario realizar una prueba estadística
que utiliza el estadístico calculado




′C ′]−1[Y − CE(ZF |Z)] (136)
el cual debe compararse con valores de la distribución χ2kM , la cual surge de un resultado
asintótico y en el supuesto de que los parámetros son conocidos, por lo que se considera
una buena aproximación de la verdadera distribución del estadístico K.
Cuando el estadístico no produce un valor significativo, se llega a la conclusión de que
ambas fuentes de información son compatibles. En contraste, cuando se rechace la compat-
ibilidad se debería considerar, como una posible causa de ello, el que ocurrirá un cambio
estructural en la serie durante el horizonte de pronóstico en consideración.
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Por otro lado, el rechazo de la compatibilidad puede ser ocasionado porque solo algunas de
las restricciones impuestas sobre los valores futuros sean incompatibles con los pronósticos
irrestrictos correspondientes. Esta idea conduce a realizar pruebas parciales o individuales
de compatibilidad, las cuales se basarían en estadísticos calculados que son de la forma







y que deben compararse con una distribución χ21. Desde luego, Ym y cm deben seleccionarse
de manera apropiada, donde m = 1, . . . ,M corresponde a cada una de las restricciones
originalmente planteadas, pero consideradas de manera individual.
Para ilustrar el proceso de planteamiento del modelo y la obtención de la matriz Ψ, veamos
el siguiente ejemplo.
Ejemplo 3.1. Consideremos un VAR(2) con 2 ecuaciones
Z1t = α11,1Z1,t−1 + α12,1Z2,t−1 + α11,2Z1,t−1 + α12,2Z2,t−1 + a1t
Z2t = α21,1Z1,t−1 + α22,1Z2,t−1 + α21,2Z1,t−1 + α22,2Z2,t−1 + a2t






























Zt = A1Zt−1 + A2Zt−2 + at (139)
















Para obtener los elementos Ψi de la matriz Ψ, hacemos uso del operador polinomial de
retardos (L) sobre el modelo definido en (139), así:
Zt = A1Zt−1 + A2Zt−2 + at
at = Zt − A1LZt −A2L
2Zt









I2 − A1L− A2L2
, donde Ψ(L) = I + Ψ1L+ Ψ2L
2 + Ψ3L
3 · · · Entonces;
(I + Ψ1L+ Ψ2L
2 + Ψ3L























+ · · · = 1
Reordenando,
I2 + (Ψ1 −A1)L+ (Ψ2 − Ψ1A1 − A2)L
2 + (Ψ3 − Ψ2A1 − Ψ1A2)L
3 + · · · = 1
Entonces,
Ψ1 − A1 = 0
Ψ2 − Ψ1A1 −A2 = 0
Ψ3 − Ψ2A1 − Ψ1A2 = 0
Ψ4 − Ψ3A1 − Ψ2A2 = 0
Ψ5 − Ψ4A1 − Ψ3A2 = 0
...
Ψk − Ψk−1A1 − Ψk−2A2 = 0
De tal manera que,
Ψ1 = A1
Ψ2 = Ψ1A1 + A2
Ψ3 = Ψ2A1 + Ψ1A2
Ψ4 = Ψ3A1 + Ψ2A2
Ψ5 = Ψ4A1 + Ψ3A2
...
Ψk = Ψk−1A1 + Ψk−2A2
La matriz Ψ es diagonal inferior por bloques de dimensión kH × kH, con elementos




1.1. Seguimiento al PIB de Colombia 2010
El Producto Interno Bruto (PIB) es el indicador comúnmente utilizado para medir el
crecimiento económico de una región (país, estado, ciudad) durante un periodo de tiempo.
El PIB es el es el valor monetario de los bienes y servicios finales producidos por una
economía en un período determinado. Se hacen dos mediciones: la del PIB trimestral y la
del PIB anual. La primera, demora 1 mes para el cálculo y la segunda, tarda seis meses
(fuente: DANE).
El PIB es fundamental para evaluar el crecimiento, la evolución y la estructura de
la economía colombiana y la capacidad de ésta para usar eficientemente los recursos
disponibles para la producción. El producto interno bruto, mide el desarrollo de la pro-
ducción, de las prestaciones de servicios y todo lo que genere riquezas en una región
determinada, ya sea país o fracción del mismo. Por esto los analistas, los empresarios,
el Gobierno y, en general, todos los interesados en la economía están pendientes de su
evolución y de las proyecciones de la autoridad económica sobre su crecimiento para cada
período de análisis.
Existen tres métodos teóricos para calcular el PIB: Método de la demanda, Método del
Ingreso y Método del Valor Agregado.
El método del gasto o por el lado de la demanda: El cálculo se realiza por medio de la
suma de todas las demandas finales de productos de la economía; es decir, puesto que la
producción nacional puede ser consumida por el Gobierno (gasto), invertida o exportada,
este punto de vista calcula el PIB como la suma de todo el consumo (el gasto mas la
inversión más las exportaciones menos el consumo de productos importados).
El método del valor agregado o por el lado de la oferta: El PIB se calcula sumando, para
todos los bienes y servicios, el valor agregado que se genera a medida que se transforma
el bien o el servicio en los diferentes sectores de la economía o ramas de la actividad
económica. En este caso es útil calcular el PIB sectorial o PIB para cada sector produc-
tivo (por ejemplo el PIB del sector de la minería, la agricultura, las comunicaciones, el
transporte, la industria manufacturera, la construcción, el sector financiero, etc.).
El método del ingreso o la renta: En este método, el PIB se calcula sumando los ingresos
de todos los factores (trabajo y capital) que influyen en la producción. El ingreso sería el
dinero o las ganancias que se reciben a través del salario, los arrendamientos, los intereses,
etc.
Se trata de aplicar la metodología de pronósticos con restricciones a la serie PIB Colombia;
serie que tiene una tendencia lineal y se necesita estacionarizar para poder aplicar la
metodologia de los pronósticos restringidos.
1
Se trabajará con datos en millones de pesos (Mp) trimestrales desde 2000 hasta 2009 con
la metodología año base 2000 a precios constantes.
Análisis PIB Metodología Año Base 2000: Se incluyen los datos trimestrales del
PIB Colombia desde 2000 hasta 2009, que registra el Banco de la República de Colombia
y el DANE, por lo que el tamaño de la muestra es de N = 40 datos u observaciones.
En esta ocación se pretende estacionarizar la serie, generar los pronósticos irrestrictos
para un intervalo de H = 4 periodos y con estos aplicar la metodología de los pronósti-
cos restringidos para concluir con la verificación de compatibilidad entre la información
adicional o restricción y la historia de la serie.
La importancia de este análisis también radica en comprobar si las decisiones de política
económica referentes al crecimiento del PIB tomadas por el gobierno del Presidente Alvaro
Uribe en cuanto al crecimiento económico propuesto para 2010 son compatibles con este
estudio; lo cual se valida comparando los pronósticos obtenidos en este estudio con los
datos que arroje el PIB en 2010 luego de verificado la compatibilidad entre las restricciones
y la historia de la serie.
Análisis exploratorio de los datos: En primer lugar, la Figura 1 presenta el com-
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Figura 1: Serie PIBt
La serie fue desestacionalizada por el banco de la República. Se observa que en hasta el
tercer trimestre de 2001 hay una tendencia creciente; sin embargo para el ultimo trimestre
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del mismo año, hay una caida en el crecimiento del PIB, lo cual cambia radicalmente para
el siguiente trimestre; nuevamente en el segundo trimestre de 2002 el PIB está en descenso.
Durante cada primer trimestre de 2003, 2004, 2005, 2006 y 2007 se observa un aumento
considerable de los valores de la serie, teniendo en cuenta la naturaleza estacional de la
misma, mientras que en los siguientes trimestres de estos años la pendiente de ascenso
varía. Esta situación cambia durante el primer semestre del año 2007, cuando hay una
disminución en el PIB; en contraste, el segundo semestre muestra un incremento. La curva
se vuelve decreciente desde comienzos de 2008 hasta junio; Luego de esta variación, el PIB
se muestra en aumento.
En la Figura 2, aparece la serie en diferencias logarítmicas estacionaria, esta serie esta
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Figura 2: Serie ∇2 log{PIB}
Un modelo ARIMA que explica el comportamiento histórico de la serie es
∇2 log{PIBt} AR(1) AR(2) MA(4)
Cabe aclarar que para verificar si la serie estudiada presenta raíces unitarias, se utiliza el
test de Dickey Fuller Aumentado (ADF), en el cual se hace una regresión sobre la siguiente
ecuación (asumiendo que Yt es la variable a verificar y εt es una variable ruido blanco):
∆Yt = α0 + α1Yt−1 +
p∑
i=2
β∆Yt−i+1 + α2t+ εt
3
Los parámetros α0 y α2 aplican si hay en el proceso intercepto y tendencia determinística
respectivamente; El contraste se realiza sobre el parámetro autorregresivo, α1. La hipótesis
nula es existencia de raíz unitaria contra la alternativa de estacionariedad: H0 : α1 = 0
vs. H1 : α1 < 0. Para determinar
Al aplicar el contraste ADF a la serie PIB original se produce un valor del estadístico
t de −2,5899, por lo que se acepta la hipótesis nula de no estacionariedad en media; al
diferenciar una vez la serie, se obtiene un valor de t = −1,8448, con lo cual nuevamente
se acepta H0. Finalmente, cuando se diferencia el proceso por segunda vez, se encuentra
que el estadístico t es igual a −11,1257, lo cual permite el rechazo de la existencia de
raíz unitaria. Así, la serie requiere ser diferenciada dos veces para que sea estacionaria en
media.
Por simplicidad en la notación escribiremos: PIBt = Yt y la transformación logarítmica
se expresará como log{PIBt} = TYt, obteniendose el modelo
∇2TYt = φ1TYt−1 + φ2TYt−2 + at − θ4at−4
















1 − (2 + φ1)L− (φ2 − 1)L2
donde Ψ(L) = 1 + ψ1L+ ψ2L
2
+ · · ·
Entonces,
(1 + ψ1L+ ψ2L
2 + ψ3L
3 + · · · )[1 − (2 + φ1)L− (φ2 − 1)L
2] = 1 − θ4L
4
Resolviendo la expresión anterior resulta:
ψ1 = 2 + φ1
ψ2 = (φ2 − 1) + (2 + φ1)
2
ψ3 = 2(φ2 − 1)(2 + φ1) + (2 + φ1)
3
ψ4 = (φ2 − 1)
2
+ 3(φ2 − 1)(2 + φ1)
2
+ (2 + φ1)
4 − θ4
ψ5 = (φ2 − 1)ψ3 + (2 + φ1)ψ4
4










i 0 1 2 3 4 5 6 7
ψi 1 1,0887 −0,2944 −1,9315 −0,7304 2,0629 3,3266 0,5693
Cuadro 1: Ponderaciones del modelo {log(PIBt)}
Inclusión de la restricción: El Banco de la República proyecta un crecimiento del
PIB para 2010 en un rango de (2 a 4) %; asi mismo la política económica del gobierno del





Aplicando logaritmos, se obtiene
log{PIBT+4} − log{PIBT+1} = log{1,025}, igual a
TYT+4 − TYT+1 = log{1,025} = Y
Lo anterior se debe a que consideramos que el vector de valores futuros TYF es de la forma
TYF = (TYT+1, . . . , TYT+4)
= (log{PIBT+1}, . . . , log{PIBT+4})
Dado que Y = C ∗ TYF , se deduce que el vector C tiene la siguiente representación
C = (−1, 0, 0, 1)
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1 0 0 0
1,0887 1 0 0
−0,2944 1,0887 1 0
−1,9315 −0,2944 1,0887 1

 (1)
De esta manera se obtiene el vector Â cuya expresión es










Y los pronósticos irrestrictos E(TYF |TY0) donde TY0 son las observaciones de la serie
transformada desde t = (1, 2, . . . , T ) con T = 40, se obtienen de la siguiente forma
T̂ Y F = Et[TYF |TY0]
pero
∇2TYF = φ1TYt−1 + φ2TYt−2 + at − θ4at−4
∇(TYt − TYt−1) = φ1LTYt + φ2L
2TYt + at − θ4L
4at
TYt − TYt−1 − (TYt−1 − TYt−2) = φ1LTYt + φ2L
2TYt + at − θ4L
4at
TYt = 2TYt−1 − TYt−2 + φ1TYt−1 + φ2TYt−2 + at − θ4L
4at
resultando,
TYt = (2 + φ1)TYt−1 + (φ2 − 1)TYt−2 + at − θ4at−4
Entonces,
Et[TYt+1|TY0] = Et[(2 + φ1)TYt + (φ2 − 1)TYt−1 + at+1 − θ4at−3]
= (2 + φ1)TYt + (φ2 − 1)TYt−1 − θ4at−3
Et[TYt+2|TY0] = Et[(2 + φ1)TYt+1 + (φ2 − 1)TYt + at+2 − θ4at−2]
= (φ2 − 1)TYt − θ4at−2
Et[TYt+3|TY0] = Et[(2 + φ1)TYt+2 + (φ2 − 1)TYt+1 + at+3 − θ4at−1]
= −θ4at−1
Et[TYt+4|TY0] = Et[(2 + φ1)TYt+3 + (φ2 − 1)TYt+2 + at+4 − θ4at]
= −θ4at
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Por lo que el pronóstico restringido está dado por
T̂ Y F = E(TYF |TY0) + Â[Y − CE(TYF |TY0)]
obteniendose









Dado que T̂ Y F = log{P̂ IBF}, deshaciendo esta transformación se obtiene ŶF =
exp{log P̂ IBF}.
De esta manera,









En el cuadro 2 aparece el PIB real para 2010 hasta el tercer trimestre y los pronósticos
irrestrictos para la misma serie, con sus correspondientes errores de pronóstico
Pronósticos irrestrictos de la serie PIBt
Período PIB real Error Irrestrictos
2010q1 71955594.41 0.0756 % 72010000
2010q2 72723776.22 0.5978 % 72289000
2010q3 73112020.98 0.0533 % 73073000
2010q4 73755000
Cuadro 2: Pronósticos irrestrictos de PIBt
De la misma manera se presentan los pronósticos restringidos para la serie PIBt y los
errores de pronóstico, cuadro 3:
Como se puede observar en el cuadro 2 y 3, los errores de pronósticos restringidos para el
primer trimestre y el segundo son menores que los errores para los pronósticos irrestric-
tos, debido al uso de la información adicional en forma de metas económicas. Se espera
que el error de pronóstico para el cuarto trimestre tambien sea menor en el caso de los
restringidos.
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Pronósticos restringidos de la serie PIBt
Período PIB real Error Restringidos
2010q1 71955594.41 0.0561 % 71996000
2010q2 72723776.22 0.6225 % 72271000
2010q3 73112020.98 0.0424 % 73081000
2010q4 73796000
Cuadro 3: Pronósticos restringidos de la serie PIBt
Compatibilidad entre la restricción {Y } y la historia de la serie {log(PIBt)}:
La idea es comparar el estadístico Kcalc con una ji-cuadrada con m grados de libertad,
donde m = 1 ya que se introdujo una sola restricción.
Para la serie TYt = log(PIBt) se obtuvo un valor de Kcalc = 0,4548, mientras que para
un nivel de confianza de 95 % que es con el que usualmente se trabaja, se tiene que una




lo cual indica compatibilidad entre la restricción y los datos históricos.
La Figura 3 muestra el comportamiento de la serie PIB real (en azul) hasta el cuarto
trimestre de 2009 y los pronósticos restringidos (en rojo).
Se concluye entonces que con datos que cubrían desde el 2000 hasta el cuarto trimestre
de 2009, la meta de crecimiento del PIB planteada por el gobierno del presidente Uribe,
es razonable y valida ya que la restricción es compatible con la historia de la serie, por
lo que es de esperarse una trayectoria parecida a la de los pronósticos restringidos en la
figura 8.
Inclusión de la restricción del 3 % para el crecimiento del PIB: En líneas an-
teriores se ha hecho referencia al cambio de la meta de crecimiento por parte de las
autoridades económicas, en este caso, los analistas económicos que representan al gobier-
no del Dr Álvaro Uribe Vélez. Tal cambio tuvo su origen en los buenos resultados de la
economía en el primer trimestre del año 2010. En el cual el PIB se ubicó por encima del
4 %.
Por tal razón, se hace necesario verificar la viabilidad estadística de la nueva meta de
crecimiento del 3 % para el crecimiento del PIB.
En primer lugar, se generan los pronósticos restringidos incluyendo la restricción del 3 %,
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log(PIBT+4) − log(PIBT+1) = log(1,030)
Por lo que,
Y = log(1,030) y así,
C = (−1, 0, 0, 1)





1 0 0 0
1,0887 1 0 0
−0,2944 1,0887 1 0
−1,9315 −0,2944 1,0887 1










De esta manera se obtiene el vector Â cuya expresión es











De esta manera, se calcula los pronósticos restringidos mediante la expresión:
T̂ Y F = E(TYF |TY0) + Â[Y − CE(TYF |TY0)]




















En el cuadro 4 aparecen los pronósticos restringidos para la serie (PIBt), para el periodo
2010 y los correspondientes errores de pronóstico, según la meta del 3 %.
Pronósticos y errores de pronóstico de la serie PIBt
Período PIB Real Error Restringidos
2010q1 71955594.41 0.0105 % 71948000
2010q2 72723776.22 0.8013 % 72141000
2010q3 73112020.98 0.0464 % 73146000
2010q4 74107000










[Y − CE(YF |Y0)]
′(CΨΨ′C ′)−1[Y − CE(YF |Y0)]
σ̂2a
= 0,0366
Dado que se cumple la desigualdad Kcal ≤ χ
2
1, concluimos que la restricción es compatible
con la historia de la serie, por lo que un crecimiento del 3 % como lo pronósticó el gobierno
es factible y tal valor se ubica en el centro de lo esperado por el Banco de la República,
el cual estableció un rango meta entre 2 % y 4 % para el crecimiento del PIB.
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Conclusiones
Luego de aplicar la metodología de pronósticos con restricciones al seguimiento del PIB
en colombia y luego de hacer una detallada revisión de los alcances de la misma, podemos
plantear las siguientes conclusiones.
La meta del 2,5 % y 3 % fijadas por las autoridades económicas del gobierno de turno es
compatible con la historia de la serie como se demuestra en la aplicación mediante el test
de compatibilidad del estadístico Kcalc.
Según los datos arrojados del PIB por el DANE hasta el tercer trimestre de 2010, y al
compararlos con los pronósticos restringidos, se observa una buena aproximación ya que
los errores de pronóstico no superan el 0,8 %.
Se resalta la utilización de un modelo ARIMA, el cual se ajustó a la serie original en
su parte histórica, explica el comportamiento de la serie y produjo buenos pronósticos
irrestrictos; a dicho modelo se le incluyó la restricción(Meta de crecimiento) y se procedió
a calcular los pronósticos restringidos.
Se obtuvieron resultados satisfactorios al aplicar la metodología de pronósticos restringidos
(caso univariado) al seguimiento del PIB Colombiano, los pronósticos obtenidos se ajustan
bastante bien a o esperado para el PIB en el año 2010.
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