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Abstract
The ability to fuse sentences is highly attrac-
tive for summarization systems because it is
an essential step to produce succinct abstracts.
However, to date, summarizers can fail on fus-
ing sentences. They tend to produce few sum-
mary sentences by fusion or generate incorrect
fusions that lead the summary to fail to retain
the original meaning. In this paper, we explore
the ability of Transformers to fuse sentences
and propose novel algorithms to enhance their
ability to perform sentence fusion by leverag-
ing the knowledge of points of correspondence
between sentences. Through extensive experi-
ments, we investigate the effects of different
design choices on Transformer’s performance.
Our findings highlight the importance of mod-
eling points of correspondence between sen-
tences for effective sentence fusion.
1 Introduction
A renewed emphasis must be placed on sentence fu-
sion in the context of neural abstractive summariza-
tion. A majority of the systems are trained end-to-
end (See et al., 2017; Paulus et al., 2018; Narayan
et al., 2018; Chen and Bansal, 2018; Gehrmann
et al., 2018; Liu and Lapata, 2019), where an ab-
stractive summarizer is rewarded for generating
summaries that contain the same words as human
abstracts, measured by automatic metrics such as
ROUGE (Lin, 2004). A summarizer, however, is
not rewarded for correctly fusing sentences. In
fact, when examined more closely, only few sen-
tences in system abstracts are generated by fu-
sion (Falke et al., 2019; Lebanoff et al., 2019). For
instance, 6% of summary sentences generated by
Pointer-Gen (See et al., 2017) are through fusion,
whereas human abstracts contain 32% fusion sen-
tences. Moreover, sentences generated by fusion
are prone to errors. They can be ungrammatical,
nonsensical, or otherwise ill-formed. There is thus
an urgent need to develop neural abstractive sum-
marizers to fuse sentences properly.
The importance of sentence fusion has long been
recognized by the community before the era of neu-
ral text summarization. The pioneering work of
Barzilay et al. (1999) introduces an information
fusion algorithm that combines similar elements
across related text to generate a succinct summary.
Later work, such as (Marsi and Krahmer, 2005;
Filippova and Strube, 2008; Elsner and Santhanam,
2011; Thadani and McKeown, 2013; Mehdad et al.,
2013), builds a dependency or word graph by com-
bining syntactic trees of similar sentences, then
employs integer linear programming to decode a
summary sentence from the graph. Most of these
studies have assumed a set of similar sentences as
input, where fusion is necessary to reduce repeti-
tion. Nonetheless, humans do not limit themselves
to combine similar sentences. In this paper, we pay
particular attention to fuse disparate sentences that
contain fundamentally different content but remain
related to make fusion sensible (Elsner and San-
thanam, 2011). In Figure 1, we provide an example
of a sentence fusion instance.
We address the challenge of fusing disparate
sentences by enhancing the Transformer architec-
ture (Vaswani et al., 2017) with points of corre-
spondence between sentences, which are devices
that tie two sentences together into a coherent text.
The task of sentence fusion involves choosing con-
tent from each sentence and weaving the content
pieces together into an output sentence that is lin-
guistically plausible and semantically truthful to
the original input. It is distinct from Geva et al.
(2019) that connect two sentences with discourse
markers. Our contributions are as follows.
• We make crucial use of points of correspondence
(PoC) between sentences for information fusion.
Our use of PoC was initiated by the current lack
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[S1] Allan Donald [E1] has confirmed he is to step down as [S2] South Africa bowling coach [E2] .
[S1] The 48-year-old former Test paceman [E1] has served his country as [S2] part of the coaching team [E2] since 2011.
Allan Donald served as South Africa bowling coach since 2011. 
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Figure 1: Sentence fusion involves determining what content from each sentence to retain, and how best to weave
text pieces together into a well-formed sentence. Points of correspondence (PoC) are text chunks that convey the
same or similar meanings, e.g., Allan Donald and The 48-year-old former Test paceman, South Africa bowling
coach and part of the coaching team.
of understanding of how sentences are combined
in neural text summarization.
• We design new sentence fusion systems and ex-
periment with a fusion dataset containing quality
PoC annotations as the test bed for this investi-
gation. Our findings highlight the importance of
modeling points of correspondence for fusion.1
2 Method
A PoC is a pair of text chunks that express the same
or similar meanings. In Fig. 1, Allan Donald vs.
The 48-year-old former Test paceman, South Africa
bowling coach vs. part of the coaching team are
two PoCs. The use of alternative expressions for
conveying the same meanings is standard practice
in writing, as it increases lexical variety and re-
duces redundancy. However, existing summarizers
cannot make effective use of these expressions to
establish correspondence between sentences, often
leading to ungrammatical and nonsensical outputs.
2.1 Transformer with Linking
It is advantageous for a Transformer model to make
use of PoC information for sentence fusion. While
Transformer-based pretrained models have had con-
siderable success (Devlin et al., 2019; Dong et al.,
2019; Lewis et al., 2020), they primarily feature
pairwise relationships between tokens, but not PoC
mentions, which are are text chunks of varying size.
Only to a limited extent do these models embed
knowledge of coreference (Clark et al., 2019), and
there is a growing need for incorporating PoC link-
ages explicitly in a Transformer model to enhance
its ability to perform sentence fusion.
We propose to enrich Transformer’s source se-
quence with markups that indicate PoC linkages.
Here PoC information is assumed to be available
for any fusion instance (details in §3). We introduce
special tokens ([Sk] and [Ek]) to mark the start and
1Our code is publicly available at https://github.com/
ucfnlp/sent-fusion-transformers
end of each PoC mention; all mentions pertaining
to the k-th PoC share the same start/end tokens. An
example is illustrated in Figure 1, where Allan Don-
ald and The 48-year-old former Test paceman are
enriched with the same special tokens. We expect
special tokens to assist in linking coreferring men-
tions, creating long-range dependencies between
them and encouraging the model to use these men-
tions interchangeably in generation (Figure 2). The
model is called “TRANS-LINKING.”
Our Transformer takes as input a sequence S
formed by concatenating the source and summary
sequences. Let Hl = [hl1, . . . ,h
l
|S|] be hidden rep-
resentations of the l-th layer of a decoder-only ar-
chitecture. An attention head transforms each vec-
tor respectively into query (qi), key (kj) and value
(vj) vectors. The attention weight αi,j is computed
for all pairs of tokens by taking the scaled dot prod-
uct of query and key vectors and applying softmax
over the output (Eq. (1)). αi,j indicates the impor-
tance of token j to constructing hli of the current
token i.
αi,j =
exp(q>i kj/
√
dk +Mi,j)∑|S|
j′=1 exp(q
>
i kj′/
√
dk +Mi,j′)
(1)
We utilize a maskM ∈ R|S|×|S| to control the
attention of the model (Eq. (2)).Mi,j = 0 allows
token i to attend to j andMi,j = −∞ prevents i
from attending to j as it leads αi,j to be zero after
softmax normalization. Similar to (Dong et al.,
2019), a source token (i ≤ |x|) can attend to all
other source tokens (Mi,j = 0 for j ≤ |x|). A
summary token (i > |x|) can attend to all tokens
including itself and those prior to it (Mi,j = 0 for
j ≤ i). The maskM provides desired flexibility in
terms of building hidden representations for tokens
in S . The output of the attention head is a weighted
sum of the value vectors hli =
∑|S|
j=1 αi,jvj .
Mi,j =
{
0 if j ≤ max(i, |x|)
−∞ otherwise (2)
CLS [S] John [E] has a . [S] He loves it . SEP John MASK his . SEP[E] dog
linking
Source Sentences SummaryTransformer-Linking
dogSmith
“loves”
Figure 2: Our TRANS-LINKING model facilitates summary generation by reducing the shifting distance, allowing
the model attention to shift from “John” to the tokens “[E]” then to “loves” for predicting the next summary word.
We fine-tune the model on a sentence fusion
dataset (§3) using a denoising objective, where
70% of the summary tokens are randomly masked
out. The model is trained to predict the original to-
kens conditioned on hidden vectors of MASK tokens:
o = softmax(WOGeLU(WhhLMASK))), where pa-
rameters WO are tied with token embeddings. By
inserting markup tokens, our model provides a soft
linking mechanism to allow mentions of the same
PoC to be used interchangeably in summary gener-
ation. As shown in Figure 2, without PoC linking,
the focus of the model attention has to shift a long
distance from “John” to “loves” to generate the
next summary word. Their long-range dependency
is not always effectively captured by the model. In
contrast, our TRANS-LINKING model substantially
reduces the shifting distance, allowing the model
to hop to the special token “[E]” then to “loves,”
facilitating summary generation.
2.2 Transformer with Shared Representation
We explore an alternative method to allow men-
tions of the same PoC to be connected with each
other. Particularly, we direct one attention head to
focus on tokens belonging to the same PoC, allow-
ing these tokens to share semantic representations,
similar to Strubell et al. (2018). Sharing representa-
tion is meaningful as these mentions are related by
complex morpho-syntactic, syntactic or semantic
constraints (Grosz et al., 1995).
Let z={z1, . . . , z|z|} be a sequence containing
PoC information, where zi ∈ {0, . . . ,K} indicates
the index of PoC to which the token xi belongs.
zi=0 indicates xi is not associated with any PoC.
Our TRANS-SHAREREPR model selects an atten-
tion head h from the l-th layer of the Transformer
model. The attention head h governs tokens that
belong to PoCs (zi 6= 0). Its hidden representation
hli is computed by modeling only pairwise rela-
tionships between token i and any token j of the
same PoC (zi = zj ; Eq. (3)), while other tokens
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Figure 3: The first attention head from the l-th layer
is dedicated to coreferring mentions. The head encour-
ages tokens of the same PoC to share similar represen-
tations. Our results suggest that the attention head of
the 5-th layer achieves competitive performance, while
most heads perform better than the baseline. The find-
ings are congruent with (Clark et al., 2019) that pro-
vides a detailed analysis of BERT’s attention.
are excluded from consideration.
Mhi,j =
{
0 if i, j ≤ |x| & zi = zj
−∞ otherwise (3)
For example, “Allan Donald” and “The 48-year-
old former Test paceman” are co-referring men-
tions. TRANS-SHAREREPR allows these tokens
to only attend to each other when learning repre-
sentations using the attention head h. These to-
kens are likely to yield similar representations. The
method thus accomplishes a similar goal as TRANS-
LINKING to allow tokens of the same PoC to be
treated equivalently during summary generation;
we explore the selection of attention heads in §3.
3 Experiments
Corpus Our corpus contains a collection of doc-
uments, source and fusion sentences, and human
annotations of corresponding regions between sen-
tences. The set of documents were sampled from
CNN/DM (See et al., 2017) and PoC annotations
were obtained from Lebanoff et al. (2020). They
use a human summary sentence as an anchor point
Heuristic Set Point of Correspondence Test Set
System R-1 R-2 R-L BLEU R-1 R-2 R-L BLEU B-Score #Tkns %Fuse
Pointer-Generator 35.8 18.2 31.8 41.9 33.7 16.3 29.3 40.3 57.3 14.3 38.7
Transformer 39.6 20.9 35.3 47.2 38.8 20.0 33.8 45.8 61.3 15.1 50.7
Trans-LINKING 39.8 21.1 35.3 47.3 38.8 20.1 33.9 45.5 61.1 15.1 55.8
Trans-SHAREREPR 39.4 20.9 35.2 46.9 39.0 20.2 33.9 45.8 61.2 15.2 46.5
Concat-Baseline 37.2 20.0 28.7 25.0 36.1 18.6 27.8 24.6 60.4 52.0 99.7
Table 1: Results of various sentence fusion systems. We report the percentage of output sentences that are generated
by fusion (%Fuse) and the average number of tokens per output sentence (#Tkns). To calculate %Fuse, we follow
the same procedure used by Lebanoff et al. (2020) – a generated sentence is regarded as a fusion if it contains at
least two non-stopword tokens from each sentence that do not already exist in the other sentence.
to find two document sentences that are most sim-
ilar to it, which forms a fusion instance contain-
ing a pair of source sentences and their summary.
PoCs have been annotated based on Halliday and
Hasan’s theory of cohesion (1976) for 1,494 fusion
instances, taken from 1,174 documents in the test
and valid splits of CNN/DM with a moderate to
high inter-annotator agreement (0.58).
Automatic Evaluation We proceed by inves-
tigating the effectiveness of various sentence fu-
sion models, including (a) Pointer-Generator (See et al.,
2017) that employs an encoder-decoder architec-
ture to condense input sentences to a vector repre-
sentation, then decode it into a fusion sentence. (b)
Transformer, our baseline Transformer architecture
w/o PoC information. It is a strong baseline that
resembles the UniLM model described in (Dong
et al., 2019). (c) TRANS-LINKING uses special tokens
to mark the boundaries of PoC mentions (§2.1).
(d) TRANS-SHAREREPR allows tokens of the same PoC
to share representations (§2.2). All Transformer
models are initialized with BERT-BASE parame-
ters and are fine-tuned using UniLM’s sequence-
to-sequence objective for 11 epochs, with a batch
size of 32. The source and fusion sentences use
BPE tokenization, and the combined input/output
sequence is truncated to 128 tokens. We use the
Adam optimizer with a learning rate of 2e-5 with
warm-up. For PG, we use the default settings and
truncate the output sequences to 60 tokens.
All of the fusion models are trained (or fine-
tuned) on the same training set containing 107k fu-
sion instances from the training split of CNN/DM;
PoC are identified by the spaCy coreference re-
solver. We evaluate fusion models on two test sets,
including a “heuristic set” containing testing in-
stances and automatically identified PoC via spaCy,
and a final test set containing 1,494 instances with
human-labelled PoC. We evaluate only on the in-
stances that contain at least one point of correspon-
dence, so we have to disregard a small percentage
of instances (6.6%) in the dataset of Lebanoff et
al. (2020) that contain no points of correspondence.
Source: Later that month, the ICC opened a preliminary examina-
tion into the situation in Palestinian territories, paving the way for
possible war crimes investigations against Israelis.
Israel and the United States, neither of which is an ICC member,
opposed the Palestinians’ efforts to join the body.
Pointer-Generator: ICC opened a preliminary examination into the
situation in Palestinian territories .
Transformer: Israel, U.S. and the United States are investigating
possible war crimes, paving way for war crimes.
Transformer-SHAREREPR: Israel and U.S. opposed the ICC’s in-
vestigation into the situation in Palestinian territories.
Reference: Israel and the United States opposed the move, which
could open the door to war crimes investigations against Israelis.
Table 2: Example output of sentence fusion systems.
PG only performs sentence shortening rather than fu-
sion. Transformer fails to retain the original meaning and
Transformer-SHAREREPR performs best. Reference demon-
strates a high level of abstraction. Sentences are manu-
ally de-tokenized for readability.
We compare system outputs and references using
a number of automatic evaluation metrics includ-
ing ROUGE (Lin, 2004), BLEU (Papineni et al.,
2002) and BERTScore (Zhang et al., 2020). Re-
sults are presented in Table 1. We observe that
all Transformer models outperform PG, suggesting
that these models can benefit substantially from
unsupervised pretraining on a large corpus of text.
On the heuristic test set where training and test-
ing conditions match (they both use automatically
identified PoC), TRANS-LINKING performs better than
TRANS-SHAREREPR, and vice versa on the final test set.
We conjecture that this is because the linking model
has a stronger requirement on PoC boundaries and
the training/testing conditions must match for it to
be effective. In contrast, TRANS-SHAREREPR is more
lenient with mismatched conditions.
We include a CONCAT-BASELINE that creates a fusion
by simply concatenating two input sentences. Its
output contains 52 tokens on average, while other
model outputs contain 15 tokens. This is a 70%
compression rate, which adds to the challenge of
content selection (Daume III and Marcu, 2004). De-
spite that all models are trained to fuse sentences,
their outputs are not guaranteed to be fusions and
shortening of single sentences is possible. We ob-
serve that TRANS-LINKING has the highest rate of pro-
ducing fusions (56%). In Figure 3, we examine the
effect of different design choices, where the first
attention head of the l-th layer is dedicated to PoC.
We report the averaged results in Table 1.
Human evaluation We investigate the quality
of fusions with human evaluation. The models we
use for comparison include (a) Pointer-Generator, (b)
Transformer, (c) Trans-ShareRepr and (d) human refer-
ence fusion sentences. Example outputs for each
model can be seen in Table 2. We perform eval-
uation on 200 randomly sampled instances from
the point of correspondence test set. We take an
extra step to ensure all model outputs for selected
instances contain fusion sentences, as opposed to
shortening of single sentences. A human evalua-
tor from Amazon Mechanical Turk (mturk.com) is
asked to assess if the fusion sentence has success-
fully retained the original meaning. Specifically,
an evaluator is tasked with reading the two article
sentences and fusion sentence and answering yes or
no to the following question, “Is this summary sen-
tence true to the original article sentences it’s been
sourced from, and it has not added any new mean-
ing?” Each instance is judged by five human evalu-
ators and results are shown in Table 3. Additionally,
we measure their extractiveness by reporting on the
percentage of n-grams (n=1/2/3) that appear in the
source. Human sentence fusions are highly abstrac-
tive, and as the gold standard, we wish to emulate
this level of abstraction in automatic summarizers.
Fusing two sentences together coherently requires
connective phrases and sometimes requires rephras-
ing parts of sentences. However, higher abstraction
does not mean higher quality fusions, especially in
neural models.
Interestingly, we observe that humans do not
always rate reference fusions as truthful. This is
in part because reference fusions exhibit a high
level of abstraction and they occasionally contain
content not in the source. If fusion sentences are
less extractive, humans sometimes perceive that as
less truthful, especially when compared to fusions
that reuse the source text. Our results call for a
Extractiveness
System Truthful. 1-gram 2-gram 3-gram
Pointer-Generator 63.6 97.5 83.1 72.8
Transformer 71.7 91.9 68.6 54.2
Trans-SHAREREPR 70.9 92.0 70.1 56.4
Reference 67.2 72.0 34.9 20.9
Table 3: Fusion sentences are evaluated by their level
of truthfulness and extractivenss. Our system fusions
attain a high level of truthfulness with moderate extrac-
tivenss.
reexamination of sentence fusion using better eval-
uation metrics including semantics and question-
answering-based metrics (Zhao et al., 2019; Wang
et al., 2020; Durmus et al., 2020).
4 Conclusion
We address the challenge of information fusion in
the context of neural abstractive summarization by
making crucial use of points of correspondence
between sentences. We enrich Transformers with
PoC information and report model performance on
a new test bed for information fusion. Our findings
suggest that modeling points of correspondence is
crucial for effective sentence fusion, and sentence
fusion remains a challenging direction of research.
Future work may explore the use of points of cor-
respondence and sentence fusion in the standard
setting of document summarization. Performing
sentence fusion accurately and succinctly is espe-
cially important for summarizing long documents
and book chapters (Ladhak et al., 2020). These do-
mains may contain more entities and events to po-
tentially confuse a summarizer, making our method
of explicitly marking these entities beneficial.
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