ABSTRACT Focusing on inbound uplink signal acquisition of the short message communication service in BeiDou system, a differential weighted accumulation algorithm using variable sliding window (DWAVSW) is proposed for the fast acquisition of short burst signal in low carrier-power to noise-density ratio (C/N 0 ), large Doppler dynamic, and multiuser environment. In the new algorithm, the correlation results are processed by differential multiplication, and then, the output is multiplied by a weight coefficient and added to the accumulated value. The value of weight coefficient becomes larger as the accumulation time increases, and the detection and decision can be carried out after each accumulation operation. The acquisition performance of the DWAVSW algorithm is derived theoretically and verified by Monte Carlo simulations and is better than that of non-coherent differential detector. More specifically, the DWAVSW algorithm can achieve a detection rate of 0.9 and a false alarm rate of 10 −4 at C/N 0 = 28 dBHz. In terms of the multiple access interference (MAI) in multiuser acquisition, the DWAVSW algorithm is combined with subspace projection to solve the problem, since the sliding window width can be adjusted adaptively according to C/N 0 . The simulation results demonstrate that the improved algorithm can efficiently eliminate the MAI and achieve acquisition in a multiuser system by taking no extra time consumption.
I. INTRODUCTION
With the development of satellite navigation technology, the global navigation satellite system (GNSS), which provides services including reliable positioning, navigation and timing, shows its great military, economic and social benefits. BeiDou system (BDs) is an independent construction and operation satellite navigation system in China and the constructing third generation of global BDs provides two complementary services, radio navigation satellite system (RNSS) and radio determination satellite service (RDSS) [1] . An important feature that to some extent distinguishes the BDs from other GNSS is its in-system short message communication service (SMS), which is designed based on the active system of RDSS. To be more specific, the BDs alone, without the assistance of any other communication satellite or terrestrial communications network, allows bidirectional data transmission between its terminals and ground-based control centers [2] .
In order to afford a large user capacity of SMS, every terminal is expected to encapsulate its user message into a frame as short as possible, so as to avoid excessive occupation of the crowded inbound uplink channel [3] . This, in turn, implies the satellite receivers have to finish the initial acquisition in a very brief period, say 128ms or less [4] . In order to facilitate the acquisition of the satellite receiver, the pilot prior to the information-bearing segment in the burst frame is not modulated by user message bits, and is modulated by the same Pseudo-Random Noise (PRN) code for different users, which are distinguished by code phase and Doppler frequency offset in the acquisition process.
The inbound uplink parameters are listed in table 1. As stated above, the acquisition in our context must fulfill a combination of multiple requirements, including low C/N 0 , limited acquisition time, and Doppler dynamics. Furthermore, the multiuser acquisition, especially when the strong and weak signal arrive at receiver at almost the same time, makes it a big challenge encountered in the design of the satellite-borne SMS receivers, whose computational ability and resources are limited as well.
Accumulation is an essential countermeasure to achieve a sufficient Signal-Noise-Ratio (SNR) for reliable acquisition of weak Direct-Sequence Spread-Spectrum (DSSS) signal [5] . Existing accumulation methods could be divided into three categories: coherent, differential-coherent and noncoherent, in accordance with the characteristic of input data to be accumulated. In terms of differential-coherent, the correlation output is multiplied by the conjugation of the previous output. The product of the two adjacent correlation outputs is statistically less harmful to SNR than the squaring operation of non-coherent. What is more, Differential coherent are also less sensitive to Doppler frequency offset and data bit transition comparing to the coherent accumulation. So it is appropriate for differential coherent to extend the accumulation times to improve the SNR without worry about the receiver's processing capability [6] . However, the longer the accumulation time, the lower the detection rate [7] . Sliding window method is often used to improve the detection rate without affecting the length of accumulation time [8] . The sliding window width equals the length of accumulation time, and sliding step is an integer multiple of the correlation time. The detection rate is highest when the sliding step is the same as the length of correlation time, and is lowest when the sliding step is identical with the length of accumulation time. The former, however, needs to store all correlation results in the sliding window. In order to save the storage resources, the latter is the most commonly used way especially in parallel acquisition.
Against this background, we propose the new differential weighted accumulation algorithm using variable sliding window (DWAVSW). Firstly, the correlation results are processed by differential multiplication, and then the output is multiplied by a weight coefficient and added to the accumulated value. The value of weight coefficient becomes larger as the accumulation time increases, and the detection and decision can be carried out at a rate of 1 T c (T c indicates the length of the PRN code and the length of correlation time). Hence, many detection methods can be applied in the acquisition process, such as single-detection, combination detection, M/N, 1+(M/N) and Tong detection and so on [9] , [10] . The proposed algorithm of DWAVSW adopts multiple-detection on the basis of the variable sliding window. The sliding window width of DWAVSW algorithm is adaptively enlarged with the reduction of C/N 0 . When C/N 0 is high, the sliding window is narrow and the signal can be acquired in a short accumulation time. Otherwise, a long accumulation will be carried out.
In multiuser system, the acquisition performance of weak signal will be seriously affected by the cross-correlation interference caused by strong signal [11] . Although the PRN code is unchanged for different users in the pilot sequence, the peak and side-lobe of autocorrelation of strong signal would also cause deterioration on acquisition performance of weak signal in a manner similar to cross-correlation interference. So both the two influences are called as multiple access interference (MAI) in this article. The common MAI suppression methods include serial elimination, parallel elimination, and subspace projection [12] - [14] . The performance of the first two methods is strongly dependent on the estimation accuracy of multiple parameter of strong signal, such as initial carrier phase, Doppler frequency offset, code phase, and signal amplitude. Except for the code phase and Doppler frequency offset, other parameters, especially initial carrier phase, are difficult to be found out in acquisition [15] . The necessary prior information of subspace projection method precisely is code phase and Doppler frequency offset, which makes the method itself more reliable and stable. Although there is matrix arithmetic on vectors and matrices in subspace projection method, its computational complexity is still acceptable when the number of strong signals that may appear at the same time is small. Therefore, the subspace projection method is applied to multiuser acquisition combined with the DWAVSW algorithm to mitigate the MAI by taking advantage of that the size of sliding window is variable adaptively in the light of C/N 0 .
In the following, the model of the input signal of the satellite-borne receiver is introduced in Section II. Section III presents the new algorithm of DWAVSW in detail. In Section IV, the performance of the DWAVSW algorithm is studied through theoretical derivation and Monte-Carlo simulation, and a comparison between the proposed algorithm and the common differential detection algorithm of non-coherent differential detector (NCDD) is also made. In Section V, we combine the new DWAVSW algorithm with subspace projection to suppress the MAI in multiuser acquisition, and then analyze the acquisition performance by simulation. Conclusions can be found in Section VI.
II. SIGNAL MODEL
s(iT s ) denotes the pilot data of I/Q baseband sampled signal through orthogonal down-conversation and low-pass filter, and the expression is,
where A > 0 is the amplitude of the signal and T s = n 0 (iT s ) stands for a discrete, complexed-valued, circularly symmetric additive white Gaussian noise (AWGN) process with zero mean and a variance of σ 2 n . To explain clearly, we assume the sampling interval of the received signal is half of the chip duration, namely T s = T p 2 , which is sufficient for the subsequent tracking loop to take over. So there are L = 2L c samples during a period of PRN code.
III. DESCRIPTION OF THE DWAVSW ALGORITHM
The complex-valued baseband signal formulated by (1) will be used as the input for our acquisition algorithm. The acquisition algorithm contains three stages, namely Stage 1) Correlation and coarse Doppler compensation by fast Fourier transform (FFT); Stage 2) Differential weighted accumulation; and Stage 3) Detection and decision by threshold test. In the following discourse, we will give an outline of the first step of correlation and coarse Doppler compensation, and then elaborate the processes of differential weighted accumulation and multiple-detection based on the variable sliding window in detail.
For convenience of subsequent descriptions, three comments are made in the first place: (1) The time consumed by detection and decision is extremely short in an acquisition process, so it is ignored in the following analysis. (2) Since the pilot sequence in a burst frame is specifically designed to acquire the signal initially, the data in pilot sequence is called ''effective data'', and the noise without signal and data in the information-bearing segment are called ''non-effective data'' for acquisition. The ''effective acquisition'' refers to the twodimensional search procedure that ends during the time of pilot sequence, and corresponding sliding window is ''effective window''. Besides, other cases which end in segment of ''non-effective data'' are ''non-effective acquisition'', and corresponding sliding window is ''non-effective windows''. (3) The length of pilot sequence, the sliding window width and the length of accumulation time are expressed in a unit of the PRN code period T c , for example, the length of pilot sequence VT c can be abbreviated as V .
A. CORRELATION AND COARSE DOPPLER COMPENSATION
In stage 1), the correlation is done in frequency domain by FFT, and the coarse carrier Doppler compensation is accomplished by circularly shifting the input signal's Fourier coefficients forwards and backwards, as shown in Fig. 1 .
In order to facilitate the computation of FFT, the input length N FFT of each correlation operation is typically an integer power of 2. On the other hand, the input data is essential to last for at least two complete code periods to improve the accuracy of coarse Doppler compensation, thus reducing the sinc loss is by 3dB. In addition, since the local PRN code replica includes one complete period of the PRN code, only the first L entries of the IFFT output are valid correlation results. The mathematical expression of the valid correlation results is
Note that each x(l, v, u) is the correlation output by integration over a time span of (rem(·) indicates remainder after division); φ l,v,u stands for the phase of the complex-valued correlation output, and n 1 (l, v, u) is the noise term in the correlation output.
B. DIFFERENTIAL WEIGHTED ACCUMULATION AND DECTION AND DECISION
The detailed operation flow is illustrated in Fig. 2 . Firstly, the differential results are obtained by multiply two adjacent correlation outputs that are in the same frequency compensation bin, which can be expressed as,
where Secondly, the operation of weighted accumulation is carried out. When v = 1, let the initial accumulation value
and subtract the product from z(l, v − 1, u), then add to the latest differential output y (l, v, u) . The process of weighted accumulation can be formulated as,
In this paper, the weight coefficient is set as the reciprocal of the accumulation times, that is a v−1 = 
Where,
, M stands for the maximum width of sliding window, 1 ≤ M ≤ V . The sliding window is expanded at the interval of correlation time T c . And it can be noticed from (5) that the later the differential result comes out, the heavier the weight is in the accumulation value. Thirdly, we employ the square-law detector to calculating the squared amplitude of addition results,
Finally, these outputs are compared with the adaptive threshold V td of constant false alarm. If one value S m DWAVSW (l 0 , u 0 ) of decision statistics exceeds V td , then the acquisition is deemed as successful, and the acquired information of the received signal of its delay and Doppler frequency offset is indicated by the coordinates (l 0 , u 0 ). Otherwise, the detection fails.
In implementation, there are at most two kinds of effective acquisitions in a burst frame as shown in Fig. 3 . The first kind is that the forepart of sliding window is noise without signal and the rest is effective data, and the maximum width of the corresponding effective window is same as the maximum sliding window width, namely M . The second kind is that the sliding window is filled with effective data, and the maximum width of the corresponding effective window, denoted by symbol M , will be no larger than V obviously.
It can also be concluded that the detection rate is up to 1 T c , because the sliding window enlarges by a step of T c and detection and decision can be executed after each weighted accumulation. But when the window width reaches the preset maximum value M , a new process of the differential weighted accumulation begins, that starting position of the variable sliding window is moved M PRN code periods, and both the window width and accumulation value are initialized. As shown in Fig. 3 , when the effective window width of the first kind of effective acquisition is M , the sliding window is initialized and the new process of second kind of effective acquisition starts. If no decision statistics exceed the threshold in all detection and decision processes that are accomplished in the effective windows, this burst frame fails to be synchronized. Otherwise, the burst frame is deemed to be acquired.
IV. PERFORMANCE OF THE DWAVSW ALGORITHM
As stated above, multiple-detection is natural in the implementation of DWAVSW algorithm for a burst frame. The decision statistics in the different kinds of effective windows are independent of each other, while these in the same kind of effective windows are interrelated. For the sake of clarity, the acquisition performance is first derived in the condition that the width of both kinds of effective windows assumed to be invariable, and the performance of the second kind of effective acquisition and the first kind of effective acquisition are explored in sequence. Then the total detection rate for a burst frame of these two effective acquisitions with maximum effective windows can be given out. On the basis of these analyses, we analyze the performance of DWAVSW at the end of this section.
A. PERFORMANCE OF THE DWAVSW ALGORITHM AT A DETERMINED LENGTH
The output of correlation results x (l, v, u) 
distribution with a mean and variance of µ and σ 2 , respectively. Let the symbol SNR corr represent the SNR of correlation results, then µ σ 2 = SNR corr . In addition, the relationship between SNR corr and C/N 0 is SNR corr = T c (C/N 0 ).
Because the operations of differential multiplication and square operation make the statistical characteristics of the output of square-law detector sophisticated, we first investigate the detection rate by assuming that the decision statistics are random variables subject to Gaussian distribution referring to the coherent detector (CD). Then we deduce the SNR loss in theory, thus the theoretical performance of the second kind of effective acquisition can be worked out consequently. 
Referring to [17] , the detection rate without consideration of the SNR loss is
Where P fa denotes false alarm rate. The SNR loss consists of three types of loss: squaring loss and differential loss and sinc loss. More specifically, the squaring loss is determined by the input SNR of the square-law detector, and expressed as 
The SNR loss caused by f d in the correlation process, namely sinc loss, can be calculated by
Consequently, the total SNR loss is 
In implementation, the length of noise without signal in the first kind of effective acquisition process is randomized and subject to uniform distribution. Without loss of generality, we assume that the length of noise in the front of first kind of effective window is k, and the length of effective data in the rest is m, where k ≥ 1, m ≥ 1 and k + m ≤ M . Through the deduction similar to the above analysis, the SNR of squarelaw detector output in the first kind of effective acquisition can be given as
The detection rate and SNR loss are both closely related to the SNR of square-law detector output. For the first kind of effective acquisition, the detection rate is
The total SNR loss is
where L k,m sq Fig. 4 shows that the change of the length of effective data m almost have no effect on γ . Furthermore, if m 1, the (18) can be simplified as
γ is a function of ζ , and γ exhibits a monotonous increase of ζ and then a monotonous decrease. When ζ = 0.5, there is a maximal value of γ , that is γ max ≈ 1.185. In addition, if ζ > 1.61, γ is less than 1 and gradually decreases to 0 as ζ increases, which illustrates that the performance of the second kind of effective acquisition comes to be better than that of the first kind. Whereas, γ ≥ 1 if 0 < ζ ≤ 1.61, which means that the SNR of the first kind of effective acquisition is higher than the second kind when m is same. The noise in the forepart of sliding window can improve the SNR to a certain extent if the length of noise is less than 0.62 of the sliding window width. Next, we discuss the characteristics of SNR loss. The main parameters of the input signal are set as L c = 1023, T c = 1ms, V = 128 and f s = 2.046MHz. m represents the length of effective data in an effective window. When there is no noise in the sliding window, namely k = 0, it is the second kind of effective window; otherwise, it is the first kind of effective window. The sinc loss caused by the residual Doppler offset f d in correlation process is irrelevant to m, k and C/N 0 . For T c = 1ms, the sinc loss is the largest when f d = 250Hz and is about 0.9dB.
The curves presented in Fig. 5 are the theoretical SNR loss when C/N 0 = 26dBHz. The differential loss is increased with m and closed to 3.2dB, and the squaring loss and total SNR loss diminish with the growth of m and eventually approaches 0dB and 4.1dB, respectively. Moreover, the differential loss when k = 64 is first less than that when k = 0 and then equal. While the squaring loss and total loss when k = 64 are little larger than that when k = 0 in the beginning and (10) and (16) . Since the two acquisition processes during a burst frame are independent, the total detection rate is
In such situation, the total SNR loss can be calculated by
Without loss of generality, assume that M = V = 128. Let the length of noise in the first kind of effective window k takes values from the range of (0, M ), then we can obtain a series of P V d under different C/N 0 . The relationship between P V d with k and C/N 0 is presented in Fig. 7 and Fig. 8 . It is obvious that P V d rises with C/N 0 . For a certain C/N 0 , P V d decreases firstly then increases with the augment of k, and the detection rate is obviously lower when k is during the range of [70, 80] . Therefore, k is set at 75 in the following analyses and simulations. In Fig. 9 and Fig. 10 , the false alarm is set as P fa = 10 −4 , and the performance of the second kind of effective acquisition with the window length of 86 is also exhibited as a comparison. It can be observed that the total SNR losses have extremely negligible difference between each other in Fig. 9 . As shown in Fig. 10 , the detection rate of the second kind of effective acquisition P 
B. PERFORMANCE OF THE DWAVSW ALGORITHM
In the practical application of the DWAVSW algorithm, multiple-detection is employed in both the two kinds of effective acquisitions. The performance derivation processes of the two kinds of effective acquisitions are identical, so here we just derive the performance of the second kind of effective acquisition using multiple-detection as an illustration.
Similarly, the SNR loss is considered separately from the detection rate. According to the properties of Gaussian distribution and the definition of joint Gaussian distribution, it can be recognized that the non-independent variables, z 1 , z 2 , . . . , z m obey joint Gaussian distribution. The covariance of z m and z m+α is
Where, α indicates the time interval between z m and z m+α , which are in the same code phase and Doppler frequency bin. And the cross-correlation coefficient is
FIGURE 11. Cross-correlation coefficient.
As shown in Fig. 11 , the cross-correlation coefficient of z m and z m+α diminishes with the growth of α. That is to say, as the time interval is expanded, the cross-correlation between z m and z m+α diminishes. Providing that the first detection and decision happens when the window width is m 0 and the following operations of detection and decision are executed in equal interval of α, the times of multiple-detections is β, and m 0 + α (β − 1) = M . The β-dimensional Gaussian probability densities under the hypothesis H 0 and H 1 are,
is the covariance matrix, and
). Then the false alarm rate is
indicates the integral domain, and V td0 , V td1 , . . . , V td(β-1) are the thresholds. The detection rate is given by can be obtained in the same way as stated above. Due to the independence of the processes of the two kinds of effective acquisition, the total detection rate is
And the total SNR loss is
In order to highlight the performance of the DWAVSW algorithm, this paper also provides the performance of NCDD algorithm. It is common sense that the length of accumulation time of NCDD algorithm is half of the length of pilot sequence so as to make sure that at least one whole acquisition procedure is carried out during the pilot sequence segment of a burst frame. As such, there also exist two effective acquisition processes during a burst frame as displayed in Fig. 12 . But noise in the forepart of sliding window makes the first acquisition prone to generally poor performance. The acquisition performance of NCDD algorithm is mainly determined by the second one that all input data availed in acquisition process is effective.
Moreover, Monte Carlo simulations are conducted to testify the analytical predictions. In simulations, the initial carrier phase and the initial code phase are modeled as uniformly distributed random variables, more particularly, the initial phase θ 0 is randomized between [−π, π] radians and the initial code phase τ between [1, L c ]. Without loss of generality, the Doppler frequency f d is set at 250Hz. 10 5 independent simulations are carried out, and the successful detection rate is evaluated with the predefined constant false alarm rate 10 −4 in our numerical results.
As shown in the Fig. 13 , the simulation results are in good accordance with the theoretical predictions. It can be seen that the detection rate P 128 D,NCDD of the NCDD algorithm almost coincides with P 0,86 d , and is about 1dB less than P 128 D,β of the DWAVSW algorithm. When a detection rate of 0.9 is achieved particularly, the C/N 0 of DWAVSW algorithm is about 28dBHz and NCDD algorithm is about 29dBHz in simulation. The advantage is very considerable in hardware implementation, and can greatly improve the acquisition performance in application. In addition, except for a weighted operation, the computational complexity and storage consumption of the algorithms of DWAVSW and NCDD are the same. Generally, our results prove that the performance of DWAVSW algorithm is slightly better than that of the NCDD algorithm. 
V. ANALYSIS OF THE DWAVSW ALGORITHM IN MULTIUSER SYSTEM
In multiuser system, especially when strong signal and weak signal arrive at receiver together, the former would make a great impact on the acquisition performance of the later. The DWAVSW algorithm proposed in this paper combined with subspace projection method can suppress the MAI well and improve the acquisition performance of weak signal. Prior to introducing the implementation procedure, the relationship between C/N 0 and the effective data length of DWAVSW algorithm is investigated.
We only discuss the second kind of effective acquisition for the reason that the impact caused by the front noise in the first kind of effective window is just an equal of a reduction of input C/N 0 . The Fig. 14 and Fig. 15 in the following are the histograms of effective data length in the second kind of effective acquisition when C/N 0 = 27dBHz and C/N 0 = 32dBHz. Independent simulations are accomplished to obtain 10 4 statistical samples in each case.
It can be seen the histogram shapes of the effective data length in different C/N 0 are alike, and the larger the C/N 0 is, the steer the histogram shape is, especially the left side. The mean and standard deviation of statistical samples when C/N 0 = 27dBHz are larger than that when C/N 0 = 32dBHz. So it is evident that the required accumulation time in acquisition of strong signal is much shorter than that of weak signal in a statistical sense. In the paper, we make use of the property of DWAVSW algorithm, that the size of sliding window is variable adaptively according to C/N 0 , to mitigate the MAI. The strong signal can be acquired in a short time. When the information about code phase and Doppler frequency of strong signal is found, the peak value and values of side-lobe around the peak are subtracted from the accumulation output, and the subspace projection method is executed to eliminate the strong signal from the input baseband data as well. At the same time, the acquisition process continues. Then, the weak signal can be gotten in a period of accumulation after the influence of strong signal is removed. The block diagram of DWAVSW algorithm combined with subspace projection is exhibited in Fig. 16 .
The basic principle of subspace projection method is to remove the strong signal by the orthogonality of the strong signal and the orthogonal space of its subspace. The strong signal subspaceŝ 1 is reconstructed by the estimated parameters of code phase and Doppler frequency offset, and then projection matrix is calculated by transformation =ŝ 1 (ŝ H 1ŝ 1 ) −1ŝH 1 . The specific details of subspace projection method are no longer recounted in this article.
Without loss of generality, one strong signal and one weak signal are presupposed to be fed into the receiver together in simulations. The specific simulation scenarios are shown in table 2. Fig. 17 is the histogram of the effective data length in the second kind of effective acquisition of weak signal with The results illustrate that the MAI caused by strong signal with C/N 0 = 46dBHz can be eliminated by the improved algorithm of DWAVSW algorithm combined with subspace projection which takes no extra time.
It can be concluded from the Fig. 18 that when the C/N 0 of strong signal is 31dBHz, it leads to a slight degradation of weak signal acquisition performance about 0.2dB by comparing S1 with S2. And the MAI can be completely eliminated when the proposed mitigation method is applied in the acquisition processing. When the C/N 0 of strong signal is 46dBHz, the detection performance of weak signal deteriorates about 7dB and is improved about 7dB if the module of MAI mitigation works. In general, the DWAVSW algorithm combined with subspace projection can efficiently remove MAI and overcome the problem of high dynamic of signal power in the process of multiuser acquisition without extra time consumption.
VI. CONCLUSIONS
A differential weighted accumulation algorithm using variable sliding window is proposed in this article against the background of initial acquisition of the SMS inbound uplink signal. The detection rate of the new algorithm of DWAVSW is high and up to 1 T c , and the size of its sliding window can be adjusted adaptively according to the C/N 0 of input signal. The acquisition performance of DWAVSW algorithm is derived in theory and verified by Monte-Carlo simulations. The results show that the performance is improved by the inherent multiple-decision characteristic of the proposed algorithm, and is better than that of NCDD algorithm about 1dB under same conditions. Moreover, the DWAVSW algorithm and subspace projection get along so well to mitigate the MAI in multiuser acquisition. Under the simulation conditions of P fa = 10 −4 and V = 128, the MAI can be totally eliminated when the C/N 0 of strong signal is 31dBHz and 46dBHz, and the weak signal reaches a detection rate of 0.9 at C/N 0 = 28dBHz.
