Abstract-This paper presents and evaluates approaches for synchronizing audio recordings in a system composed of mobile devices and cloud technologies. The proposed peak alignment approach, which uses a high decidable sound as a reference signal, is evaluated against an approach using a global clock made available by the cloud provider. Both approaches are evaluated with respect to variation and distance from the source sound and the size of the mobile device array.
I. INTRODUCTION
When recording sound, it is often desirable to record and combine signals from multiple locations to produce higher quality sound. The process of combining multiple sounds into one signal is called beamforming and has been applied in various fields, ranging from business conference calling systems to scientific radio astronomy and sonar mapping.
Synchronization plays an important role in beamforming. Not knowing when a sound is captured makes it difficult to combine it with other independently recorded sounds. Standard solutions typically use hardware to stream audio data into a single computer to be processed. These solutions, while very accurate and reliable, lack the mobility and accessibility available with mobile devices.
The motivation for this work is to explore using smartphones for mobile beamforming. Imagine a scenario where musicians gather together to record their instruments with their own devices, without first purchasing microphones and other specialized equipment. This approach can be both less expensive and more conducive to having spontaneous recording sessions.
Since the mobile devices would be communicating through a wireless medium and most likely be running at different processing rates, the idea of achieving perfect synchronization is desirable but practically difficult.
Recent work by Sur, Wei, Zhang [2] and Smeding, Bosma, Castañeda [3] showed that it is possible to implement beamforming solutions in a mobile system. They approach synchronization using local timestamps from each device's network adapter, creating linear regression models for these timestamps. A network adapter's timestamp is not available in all devices [2] .
Past studies by Silipo [4] and Stone, Moore [5] have shown that relatively small across-channel delays (less than 20 milliseconds) can result in significant loss of speech intelligibility [6] [7] .
With regards to sensor networks, Deligeorges, Cakiades, Wang, and Doyle [8] describe a strategy using a Fusion algorithm to synchronize sensors for detecting/locating sounds. They achieve very accurate results (sub-millisecond), but require direct access of device hardware.
With regards to audio forensics and multimedia synchronization, Rodriguez, Apolinario, Biscainho [9] and Su, Hajj-Ahmad, Wu, Oard [10] exploit electric network frequency (ENF) signals to synchronize audio and video recordings. The ENF signal is a unique signal embedded in audio recordings captured from devices directly connected to the power grid. The ENF signal acts as a fingerprint with which multiple recordings can achieve alignment/synchronization. This strategy is not applicable to the mobile setting, however.
In this work we compare two new approaches. First, we consider using an initial loud noise at the start of the recording to serve as an alignment reference for all the devices. We compare this approach to using a cloud provider's global clock for synchronization across an array of devices.
The approaches are evaluated with regards to their accuracy, their dependence on distance and topology, and their performance within different sized mobile arrays.
II. APPROACHES AND IMPLEMENTATION
The two approaches for synchronizing audio, named the Server Clock Approach and the Peak Alignment Approach, are implemented in Android and presented in this section. Both implementations are available on Google Play [1].
A. Server Clock Approach
The first approach, called the Server Clock Approach, uses a cloud technology called Photon Unity Networking along with its clock API as the basis for synchronization. By knowing when each device started recording, based on a common server clock, all the recordings can be aligned to the device that started last. Figures 1 and 2 provide an example of this approach. One sound combined from three devices using the Server Clock Implementation. If the implementation were perfect, there would be only one peak. However, in this case, there are 3 peaks, that cause an unwanted reverberation sound effect. The distance between these peaks is our measure of error in the synchronization process.
B. Peak Alignment Approach
The second approach, called the Peak Alignment Approach, requires the user to create a loud acute noise at the start of the recording for use as an alignment reference. In our experiments, two drum sticks were clacked together. The algorithm locates the first peak in decibel reading from the initial noise and trims off up to a second beyond that peak from all of the recordings. This approach is summarized in Figures 4 and 5. Figure 4 : A example of one loud sound captured by two devices. Point A is the peak of the sound captured by device one and point B is the peak of the sound captured by device two. The y-axis represents the decibel reading of the sound and the x-axis represents when that decibel reading was captured in seconds. 
C. Implementation Details
The implementation of both approaches incorporated the use of Unity 3D in C# along with Photon Unity Network's API and Google Drive's API for uploading/downloading files to and from a shared Google Drive folder. Photon Unity Network was used to facilitate the communication between the devices using remote procedure calls (RPCs), and it also provided the common clock. The interaction of these technologies is summarized in Figure 6 's technology stack.
Assuming that a Google Drive folder has been shared prior to a session's creation, the device that created the session will upload a file containing a unique Photon Unity Network Room Identifier. With this ID, the devices connect to the same room and communicate with each other using RPC's as depicted in Figure 7 . The RPCs are primarily invoked in the background, so all the user has to do is create or join a session, start the recording session, create an initial noise (if using the Peak Alignment Approach), and press the stop recording button. Whenever a device stops recording, its audio file is uploaded to the shared folder. When all the devices have finished uploading their audio files, the device that created the session will download, combine, and upload the final combined audio to the shared folder. 
III. EXPERIMENTAL SET-UP
To measure the accuracy of the approaches, a testbed was set up such that each device is equidistant from a metronome and setup to record the metronome beats, as shown in Figure 8 . It is expected that the beat will reach each device at the same time. Thus, if peaks for the same beat from all the devices align to the same time, then the implementation is accurate. On the other hand, if the peaks are spread out for one beat, then the implementation has inaccuracies. The average of these peak differences is used to quantify and compare the two approaches.
Of the range of devices used in the experimentation, some contained a tiny pinhole that we approximated as the devices' microphone location. If any of these locations were off, by up to 10 cm, the expected error, calculated using the speed of sounds, is at most 0.0003 seconds.
The audio was recorded 5 times at each equidistant location: 8 cm, 16 cm, 32 cm, and 64 cm as shown in Table 1 . The metronome was set at a rate of 60 beats per minute, and each device recorded roughly a minute of sound. The data range used for our analysis spans beats 2 through 57, as the first beat produced was often corrupted by the sound of turning the metronome on.
The files generated from the experiments were WAV files, consisting primarily of an array of decibel readings captured by the device's sound card. The points of interest in the WAV files are the peak times corresponding to the metronome beats. To locate and consolidate these peaks from the WAV files, an algorithm loosely based on Originlab's Window Search Peak Finding approach [13] of partitioning large data into windows of fixed size was implemented. Each peak in every window is located in this way. To avoid echoes and external noises from being misinterpreted as metronome peaks, every time a peak is found, the algorithm jumps forward a fixed amount to parse the next window. When the algorithm finishes its traversal, the peak times are saved to a file for data manipulation and analysis. 
IV. ANALYSIS
If the synchronization is carried out perfectly, then for each beat of the metronome there would be only one peak for each of the devices' recordings. In other words, there would be no difference in the times. If there is a difference in the time between the peaks on any two devices, then we average all of these differences to produce a measurement corresponding to the average error in synchronization, using the average of the absolute differences between device peak times at a beat.
For example, the graphs displayed in Figures 9 and 10 show the average error in accuracy when the devices are spaced 64 centimeters from the metronome for both approaches, respectively. With this configuration, the Peak Alignment Approach did better than the Server Clock Approach. Figures 11 and 12 show the case where the devices are spaced at different distances from metronome. Here again the Peak Alignment Approach produces better results. This agrees with our previous derivation of expected error due to approximating the location of the devices' microphones. In the derivation we found that if the devices were off by 10 centimeters, a relatively small value of 0.0003 seconds in error was expected. The data from Figures 11 and 12 did not show any large patterns of error that would suggest otherwise. Figures 13 and 14 show some large spikes in the graphs, which can be attributed to external noises leaking into the experimental environment and/or issues relating to the window search algorithm. Statistical analysis was performed on the subset data (beats 25 through 35). Those beats were chosen to avoid the part of the samples that contained outliers.
To see whether the distance of the sound from the metronome influenced the mean error, a One-Way Analysis of Variance (ANOVA) test was performed for the two approaches at beat number 33. In other words, ANOVA is used to see whether spacing the devices at 8cm or 16cm or 32cm or 64cm from the metronome made a difference with respect to the average error observed in the Peak Alignment Approach. The results imply that there is a difference in the average errors when considering the device distance from the metronome. A T-Test was performed for the 8/16 cm spacing group and the 32/64 cm spacing group. Contrary to expectation, the test concluded that it is plausible that the mean error for the 32/64 cm group is less than the 8/16 cm group for the Peak Alignment Implementation. For the Server Clock Approach, a similar ANOVA test was conducted and concluded that there is no significant difference between the average errors at each spacing.
To determine whether or not the amount of devices used in the experiment impacted the results, we can look at the runs in both 32 and 64 cm group. The average errors for the different number of total devices is given in Figure 16 . An ANOVA test comparing the average errors experienced between any 2 of the 5 devices, 3 of the 5 devices, 4 of the 5 devices, and 5 of the 5 devices was conducted. The 32/64 cm group was chosen for the ANOVA calculation because all 5 devices were used in the 10 runs corresponding to the 32 and 64 cm groups. Beat number 27 was chosen at random from within the subset range (beat 25 through beat 35). The resulting large P-value indicates that it is plausible that the average error when considering 2 devices could be the same as the average error when considering up to 5 devices. Similarly, the Server Clock Approach's ANOVA test concluded that there is no significant difference when considering additional devices in use. V. CONCLUSION Using a loud noise at the beginning of a recording session improved the process of aligning multiple recordings. The Peak Alignment Approach that used this technique, on average, produced an error of approximately 17 milliseconds during our experimentation. This is 26 milliseconds better than the Server Clock Approach which primarily uses a cloud provider's global clock for synchronization.
Any error in synchronization, when combining multiple recordings, produced a reverberation sound effect. The Peak Alignment Approach significantly reduced this effect, but required a loud noise to be created at the start of the recording, within the devices' proximity. The Server Clock Approach, on the other hand, did not require the devices to be in the same proximity or for an initial noise to be generated by the user.
Both solutions did not compromise accuracy when the number of devices varied. There was little difference in the amount of error observed when considering the use of 2, 3, 4, or 5 devices in a session.
