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El objetivo de esta tesis es estudiar un resultado obtenido por Enrico
Bombieri y Umberto Zannier en su art́ıculo “A note on heights in certain
infinite extensions of Q”([1]) publicado en 2001. Con este propósito, la tesis
se divide en cinco caṕıtulos:
El primer caṕıtulo se centra en introducir las nociones básicas que se
utilizan en la teoŕıa de números algebraicos, a saber, la norma y la traza,
dominios de Dedekind, ı́ndice de ramificación y grado residual y el discri-
minante. Esta teoŕıa se puede consultar a detalle en los textos [5], [6], [8] y
[4].
El segundo caṕıtulo trata sobre valores absolutos definidos en un campo
arbitrario K y la manera en que éstos se pueden extender a valores absolutos
sobre una extensión de K. Asimismo, se definen el ı́ndice de ramificación y
grado residual que se estudian en el primer caṕıtulo ahora desde el punto de
vista de los valores absolutos y sus extensiones. La teoŕıa de este caṕıtulo se
puede encontrar en [4].
En el tercer caṕıtulo se definen los campos p-ádicos, herramienta funda-
mental para el desarrollo de la tesis. Conoceremos sus caracteŕısticas básicas
y aplicaciones de estos al estudio de campos de números algebraicos. Esta
teoŕıa se puede consultar con mayor detalle en [8].
En el cuarto caṕıtulo se presentan la fórmula del producto y la altura
logaŕıtmica de números algebraicos, otra herramienta fundamental.
Por último, el quinto caṕıtulo presentan la propiedad de Northcott, de-
finida para subconjuntos de una cerradura algebraica de Q, se definen los
campos K(d) y K
(d)
ab , y el resultado principal de la tesis, el cual establece
que K
(d)
ab tiene tal propiedad. Este caṕıtulo está basado en el ya mencionado




Sea Qa la cerradura algebraica de Q y consideremos h : Qa → R≥0 la
altura logaŕıtmica absoluta, función que se define en la Sección 4.2. En 2001,
Enrico Bombieri y Umberto Zannier definen que: un subconjunto A ⊆ Qa
tiene la propiedad de Northcott si para toda T ∈ R>0 el conjunto
A(T ) = {α ∈ A : h(a) ≤ T}
es finito.
En la Sección 5.1 se demuestra que si K es una extensión finita de Q
entonces para cada T ∈ R>0 la cantidad de elementos α ∈ K con h(α) ≤ T
es finita. Esto se conoce como el Lema de Northcott.
Por lo anterior es natural el problema de saber si existen extensiones
infinitas sobre Q que tengan la propiedad de Northcott. En su art́ıculo [1],
Bombieri y Zannier construyen extensiones infinitas con tal propiedad. El
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Este primer caṕıtulo está destinado a introducir resultados básicos nece-
sarios para el desarrollo de la tesis. La teoŕıa de la Sección 1.1 se encuentra
principalmente en [5]; la de 1.2 en [6]; la de 1.3 en [8]; y la de 1.4 en [4] y [8].
1.1. La norma y la traza
Consideremos una extensión de campos L/K finita. Para un elemento x ∈
L consideremos la aplicación rx : y 7→ xy definida de L en śı mismo. Ésta es
una aplicación K lineal y como tal, dada una base fija para L como K-espacio
vectorial, le corresponde una única matriz Ax de tamaño [L : K] × [L : K].
Se define la traza de x respecto a la extensión L/K como TL/K(x) = tr(Ax).
De manera similar se define la norma de x respecto a la extensión L/K como
NL/K(x) = det(Ax). Estas definiciones no dependen de la elección de la base.
La norma y la traza tienen las siguientes propiedades básicas: Sean L/E y
E/K extensiones finitas de campos, x, y ∈ L, a ∈ K, y [L : K] = n, entonces
i) TL/K(x+ y) = TL/K(x) + TL/K(y).
ii) TL/K(ax) = aTL/K(x).
iii) NL/K(xy) = NL/K(x)NL/K(y).
iv) NL/K(ax) = a
nNL/K(x).
v) TL/K(x) = TE/K(TL/E(x)).
La demostración de éstas se puede consultar en la Proposición 5.1, Caṕıtulo
1 de [5].
1
2 CAPÍTULO 1. LENGUAJE PRELIMINAR
Cuando la extensión L/K es separable la norma y la traza se pueden









La equivalencia de estas fórmulas con la definición anterior se puede consultar
en [3, pág 16].
1.2. Dominios de Dedekind
Sea R un dominio contenido en un campo K. Un elemento α ∈ K se dice
entero sobre R si existen a1, a2, . . . , ar ∈ R tales que
αr + a1α
r−1 + · · ·+ ar = 0.
Definimos la cerradura entera de R en K comoRK = {α ∈ K : α es entero sobre R}.
Se puede demostrar que RK es un subanillo de K. Si K es el campo de co-
cientes de R, decimos que R es enteramente cerrado cuando RK = R.
Se dice que un dominio R con campo de cocientes K es dominio de De-
dekind1 si cumple las siguientes tres propiedades:
1. Todos sus ideales son finitamente generados (un anillo R se dice nete-
riano2 si tiene esta propiedad).
2. Es enteramente cerrado.
3. Todos sus ideales primos (no cero) son maximales.
Sean R dominio de Dedekind y K su campo de cocientes. Un ideal fracciona-
rio de R en K es un R-módulo a ⊆ K tal que existe c ∈ R\{0} que satisface
ca = {ca : a ∈ a} ⊆ R. Los ideales del dominio son ideales fraccionarios
tomando c = 1. Aśı, la definición de ideal fraccionario es una generaliza-
ción de la definición de ideal. A los ideales les llamaremos ideales enteros o
simplemente ideales (si no hay peligro de confusión).





a1ia2i : r <∞, a1i ∈ a1, a2i ∈ a2
}
.
Se puede demostrar que el producto es un ideal fraccionario. Además el pro-
ducto es conmutativo y asociativo.
1Por Richard Dedekind.
2Por Emmy Noether.
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Teorema 1.2.1 Sean R dominio de Dedekind y K su campo de cocientes.
Entonces cada ideal entero de R se puede factorizar de manera única (salvo
el orden) en producto de ideales primos, y el conjunto de los ideales fraccio-
narios (no cero) forma un grupo respecto al producto definido anteriormente.
La demostración de este resultado se puede encontrar en [6], Caṕıtulo 1,
Teorema 2.
Aunque la demostración se omite, señalamos que en el grupo de los idea-
les fraccionarios quien juega el papel de neutro es R y que dado un ideal
fraccionario a su inverso es a−1 := {x ∈ K : xa ⊆ R}.
Sean a un ideal fraccionario y c ∈ R tal que ca ⊆ R. Notemos que ca es
un ideal entero. Entonces escribiendo ca = p1 . . . pr y 〈c〉 = q1 . . . ql, se tiene
que p1 . . . pr = ca = 〈c〉a = q1 . . . qla. Por tanto
a =
p1 . . . pr
q1 . . . ql
.
En particular, si cancelamos los factores repetidos en el numerador y el de-
nominador obtenemos la factorización única para a.
En R podemos hablar de divisibilidad respecto a sus ideales. Diremos que
un ideal a divide al ideal b, denotado como a|b, si y sólo si existe un tercer
ideal c tal que b = ac.
Proposición 1.2.1 a|b si y sólo si a ⊇ b.
Demostración: Si a|b, digamos ac = b, entonces cada x ∈ b = ac se puede
escribir como suma finita
∑
aici, y esta suma pertenece a a puesto que éste
es un ideal. Rećıprocamente, si a ⊇ b, entonces se tiene que c = ba−1 ⊆ R.
El resultado se sigue. 
Ejemplos:
• Z es un dominio de Dedekind: Demostraremos que es enteramente cerrado
(el campo de cocientes de Z es Q). Sea α
β
∈ Q entero sobre Z. Supongamos





)n−1 + · · · + a1 αβ + a0 = 0 con ai ∈ Z, entonces,
multiplicando por βn se obtiene
αn + an−1βα




n−1 + · · ·+ a1βn−2α + βn−1a0
)
= 0
La última ecuación implica que β|α, lo cual es imposible a menos que β = ±1.
Aśı, α
β
= ±α ∈ Z. Por tanto ZQ = Z. Las propiedades 1 y 3 claras. De hecho
todo dominio de ideales principales es de Dedekind y la prueba es análoga a
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la de Z.
• Un campo K se llama campo de números o campo de números algebraicos
cuando es extensión finita de Q, y a sus elementos se les llama números alge-
braicos. En este caso sea OK la cerradura entera de Z en K. A OK se le llama
anillo de enteros de K o anillo de enteros algebraicos de K. A los elementos
de este anillo se les conoce como enteros algebraicos o simplemente enteros
si no hay ambigüedad. Se puede demostrar el siguiente resultado:
Teorema 1.2.2 Si R es un dominio de Dedekind con campo de cocientes K
y L es una extensión finita separable sobre K, entonces RL es dominio de
Dedekind.
Como caso particular se tiene que OK es dominio de Dedekind, pues Z lo es.
Para terminar esta sección daremos un criterio de irreducibilidad para
polinomios sobre el campo de cocientes de un dominio de Dedekind. Sean D
de Dedekind, K su campo de cocientes y p ≤ D un ideal primo. Decimos que
un polinomio Xn + a1X
n−1 + · · · + an−1X + an ∈ D[X] es un polinomio de
Eisenstein respecto a p si a1, . . . , an−1, an ∈ p y an /∈ p2.
Teorema 1.2.3 (Criterio de Eisenstein) Si f(X) ∈ D[X] es de Eisenstein
respecto a p entonces es irreducible en K.
Demostración: Sea f(X) = Xn + a1X
n−1 + · · ·+ an−1X + an de Eisenstein,
y supongamos que tenemos una factorización f(X) = g(X)h(X) con g, h ∈
K[X]. Sin pérdida de generalidad podemos suponer que g y h son mónicos,
digamos
g(X) = Xm + b1X
m−1 + · · ·+ bn
y
h(X) = X l + c1X
l−1 + · · ·+ al
con m, l ≥ 1. Notemos que las ráıces de g y h son también ráıces de f y
por tanto enteras sobre D. Como los coeficientes de g y h están dados en
términos de sumas y productos de sus ráıces se sigue que son enteros sobre
D y por tanto pertenecen a éste por ser enteramente cerrado. Aśı tenemos
que h(X), g(X) ∈ D[X].
Por lo anterior, podemos considerar f, g, h ∈ (D/p)[X] los polinomios que
se obtienen de f, g y h respectivamente al reducir sus coeficientes módulo p
que claramente es un homomorfismo de anillos. Por tanto tenemos f = gh.
Por otro lado, como a1, . . . , an ∈ p se tiene f = Xn. En particular todas las
ráıces de f son iguales al cero de D/p. Como p es maximal se tiene que D/p es
campo y por tanto (D/p)[X] es un dominio de factorización única. Entonces
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g = Xm y h(X) = X l. Se sigue que bm, cl ∈ p y por tanto an = bmcl ∈ p2,
que contradice el hecho de que f es de Eisenstein. 
1.3. Índice de ramificación y grado residual
Sea L/K una extensión de campos de números. Se puede demostrar que
OL es la cerradura entera de OK en L. Si q ≤ OL es un ideal primo, notamos
que q ∩ OK es un ideal primo de OK . Si K = Q, entonces q ∩ Z es un ideal
primo de Z y por tanto un ideal principal, digamos 〈p〉 con p ∈ Z un número
primo. Notemos que p es el único número primo en q ∩ Z y nos referimos a
él como el entero primo de q.





pixi : r <∞, pi ∈ p, xi ∈ OL
}
.
El ideal obtenido es propio mas no necesariamente primo. Para un ideal primo
q ≤ OL consideramos el ideal (q ∩ OK)OL, se puede demostrar que q divide
a este ideal y la potencia exacta a la que lo hace (mediante la factorización
única de ideales) se conoce como ı́ndice de ramificación de q en L/K y se
denota como eL/K(q).
Decimos que un primo q ≤ OL no se ramifica en L/K si su ı́ndice de
ramificación es igual a 1, en otro caso decimos que se ramifica. Si q se ramifica,
decimos que se ramifica salvajemente cuando el entero primo de q divide al
ı́ndice de ramificación, en otro caso decimos que se ramifica mansamente.
Por otro lado, para un ideal primo p ≤ OK consideramos la factorización
única
pOL = qe11 . . . qegg .
Decimos que un primo p ≤ OK se ramifica en L/K si al menos uno de sus
divisores se ramifica en L/K, de lo contrario decimos que no se ramifica.
Similarmente, decimos que se ramifica mansamente si todos sus divisores lo
hacen. Por último, decimos que p es completamente ramificado si pOL =
q[L:K]. En el caso particular de K = Q decimos que un primo p ∈ Z se
ramifica en L si 〈p〉 ≤ Z se ramifica en L/Q. Similarmente el resto de las
definiciones anteriores.
Ahora supongamos que q | pOK , entonces tenemos un encaje natural
de OK/p en OL/q, definido mediante x + p 7→ x + q, pues p = q ∩ OK .
Aśı, podemos identificar a OK/p como un subcampo de OL/q. Se define
fL/K(q) := [OL/q : OK/p]. A este número se le conoce como grado residual de
q en L/K. Se puede demostrar que OL/q es una extensión finita de Z/(q∩Z),
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el cual es un campo finito, de donde se sigue que OL/q y OK/p son también
campos finitos. En particular se tiene que fL/K(q) es finito.
1.4. El discriminante
Consideremos una extensión L/K de campos de números, OL y OK sus
anillos de enteros respectivamente. Dada una base {v1, . . . , vn} para L como
K espacio vectorial, definimos el el discriminante de esta base como
d(v1, . . . , vn) = det(TL/K(vivj)).
Es un resultado conocido que si una extensión finita L/K es separable, el
cual es nuestro caso, entonces d(v1, . . . , vn) 6= 0 para cualquier base de L/K
(ver por ejemplo (1.25.b) de [3]).
El ideal discriminante de OL/OK se define como
dOL/OK = 〈d(v1, . . . , vn) : {v1, . . . , vn} ⊆ OL es base para L/K〉.
Este ideal nos permite conocer cuáles ideales de OK se ramifican en L/K. Se
tiene el siguiente resultado:
Teorema 1.4.1 (del discriminante) Sea L/K extensión finita de campos de
números. Entonces un ideal primo p ≤ OK no cero se ramifica en L/K si y
sólo si p|dOL/OK .
La demostración de este resultado se puede consultar en [4], Teorema 10.13.
Corolario 1.4.1 Existe sólo una cantidad finita de ideales primos de OK
que se ramifican en L/K.
En el caso particular de K = Q definimos una base entera de L/Q como
un conjunto {v1, . . . , vn} ⊆ OL linealmente independiente sobre Q que genera
a OL como Z-módulo. Notemos que una base entera es una base para la
extensión L/Q. Además se puede probar que todo campo de números tiene
una base entera (ver por ejemplo Teorema 1 cap. I de [6]).
Ahora definimos el discriminante de L (sobre Q) como el discriminante
d(L) := d(v1, . . . , vn) con {v1, . . . , vn} una base entera de L/Q. Notemos en
este caso que d(L) ∈ Z. La definición no depende de la elección de la base,
pues si {v1, . . . , vn} y {w1, . . . , wn} son dos bases enteras, podemos escribir
wi =
∑
cijvj con cij ∈ Z. En particular notemos que (cij) es la matriz de
cambio de base y por tanto det(cij) = ±1. Se verifica que
(TL/Q(wiwj)) = (cij)(TL/Q(vivj))(cij)
t.
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Si tomamos el determinante en la igualdad anterior obtenemos
d(w1, . . . , wn) = det(cij)
2d(v1, . . . , vn) = d(v1, . . . , vn).
Más aún, lo anterior es válido incluso si {w1, . . . , wn} ⊆ OL no es una
base entera sino sólo una base para L/Q, salvo que en tal caso det(cij) no
necesariamente es ±1, pero sigue siendo un número entero. En particular
obtenemos que dOL/Z ⊆ 〈d(L)〉. La contención opuesta se sigue del hecho de
que d(L) es uno de los generadores de dOL/Z. Es decir que tenemos dOL/Z =
〈d(L)〉.
Corolario 1.4.2 (del Teorema del discriminante) Sea L un campo de núme-
ros. Un primo p ∈ Z se ramifica en L/Q, si y sólo si p | d(L).
Demostración: Por el Teorema del discriminante p se ramifica si y sólo si
〈p〉 | dOL/Z = 〈d(L)〉, es decir 〈p〉 ⊇ 〈d(L)〉, por tanto se ramifica si y sólo si
p | d(L). 
Con respecto al discriminante se tiene el siguiente resultado:
Teorema 1.4.2 (de Hermite) Sólo una cantidad finita de campos de núme-
ros pueden tener el mismo discriminante.
La demostración de este toerema se puede consultar en [8], Teorema 2.24.
Finalmente, otro resultado que necesitaremos es el siguiente:
Teorema 1.4.3 Sea p ∈ Z primo y n =
∑
j bjp
j con 0 ≤ bj < p, A =
#{bj 6= 0}. Si [K : Q] = n, entonces la máxima potencia de p que divide a








Éste caṕıtulo está basado principalmente en [4], Caṕıtulo 9. En éste esta-
bleceremos el lenguaje básico acerca de valores absolutos y algunos conceptos
fundamentales.
2.1. Valores absolutos y extensiones
Un valor absoluto sobre un campo K es una aplicación | | : K → R≥0 que
satisface:
1. |x| = 0 si y sólo si x = 0;
2. Para todo x, y ∈ K, |xy| = |x||y|;
3. Para todo x, y ∈ K, |x+ y| ≤ |x|+ |y|.
Decimos que un valor absoluto es no arquimediano si podemos cambiar 3 por
3’. Para todo x, y ∈ K, |x+ y| ≤ máx{|x|, |y|}.1
En otro caso decimos que es un valor absoluto arquimediano.
Supongamos que | | es un valor absoluto sobre el campo K y E una
extensión finita de K. En esta sección responderemos las preguntas ¿se puede
extender | | a un valor absoluto sobre E? y ¿de cuantas maneras distintas
puede hacerse?
Para resolver este problema estudiaremos algunos casos por separado, los
cuales especificaremos un poco más adelante cuando tengamos los conceptos
necesarios.
1Notemos que 3’ implica 3.
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Algunas propiedades: Si | | es un valor absoluto definido en K y a, b ∈
K, entonces se cumplen
• |1| = 1.
• Si para algún n ∈ N an = 1, entonces |a| = 1.
• | − a| = |a|.
• Si a 6= 0, |a−1| = |a|−1.
• Si denotamos | |∞ al valor absoluto usual de R, entonces ||a| − |b||∞ ≤
|a− b|.
Ejemplos:
• El valor absoluto usual de R es arquimediano, pues por ejemplo |1 +
1|∞ = 2 > 1 = máx{|1|∞, |1|∞}.
• En un campo arbitrario podemos definir un valor absoluto trivial, es
decir, para cada x 6= 0 en K, |x| = 1 y |0| = 0. Éste es un valor absoluto
no arquimediano.
• Un ejemplo particularmente interesante de un valor absoluto no arqui-
mediano es el siguiente:
Con K = Q, fijamos p ∈ Z un número primo. Dado cualquier número ra-
cional x ∈ Q \ {0}, la factorización única de Z garantiza que existen únicos
vp(x), a, b ∈ Z tales que (p, a) = (p, b) = (a, b) = 1 y x = pvp(x) ab , por tanto
tenemos la aplicación
vp : Q→ Z ∪ {∞}
x 7→
{
vp(x), x 6= 0
∞, x = 0
Ésta aplicación tiene las siguientes propiedades:
i) vp(x) =∞ si y sólo si x = 0;
ii) Para x, y ∈ Q, vp(xy) = vp(x) + vp(y);
iii) Para x, y ∈ Q, vp(x+ y) ≥ mı́n{vp(x), vp(y)}.
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A vp se le llama valuación p-ádica de Q, en general, una aplicación definida
sobre un campo que satisface i), ii) y iii) se llama valuación (exponencial),
diremos más acerca de este tipo de funciones más adelante.











= 0. A partir de i), ii) y iii) se tiene 1,2 y 3’ respectiva-
mente. Aśı, | |p es un valor absoluto no arquimediano y se le conoce como
valor absoluto p-ádico.
La siguiente proposición da una caracterización para los valores absolutos
no arquimedianos.
Proposición 2.1.1 Un valor absoluto | | definido en un campo K es no
arquimediano si y sólo si |n1| ≤ 1 para todo n ∈ Z.
La demostración se puede consultar en [4], Teorema 9.2.
Corolario 2.1.1 Cualquier valor absoluto en un campo de caracteŕıstica p >
0 es no arquimediano.
Demostración: Se puede identificar Fp = Z/〈p〉 como un subcampo de K.
Si 1 denota a la identidad de Fp ⊆ K entonces para todo n ∈ N tenemos
n1 ∈ Fp. Si n1 6= 0 entonces (n1)p−1 = 1, por tanto |n1| = 1. Si n1 = 0
entonces |n1| = 0. Por la proposición se sigue que | | es no arquimediano. 
Diremos que dos valores absolutos | |1 y | |2 definidos en un campo K son
equivalentes si existe s ∈ R>0 tal que | |2 = | |s1. Tenemos el siguiente teorema
acerca de los valores absolutos que se pueden definir en Q.
Teorema 2.1.1 Un valor absoluto | | no trivial definido en Q tiene única-
mente dos opciones (salvo equivalencia): es el valor absoluto usual, o es un
valor absoluto p-ádico para algún p ∈ Z primo.
La demostración del teorema se sigue de los Teoremas 9.4 y 9.5 de [4].
Cuando tenemos un valor absoluto | | sobre K podemos definir, de ma-
nera natural, una función distancia entre los elementos del campo, a saber,
d(x, y) = |x − y|. Con esta función se tiene el espacio métrico (K, d). Nos
referimos a él como el espacio métrico K. Podemos tomar la completación
de (K, d), denotémosla como (Kv, dv). A Kv se le puede dar estructura de
campo mediante las siguientes operaciones: Sean a, b ∈ Kv y supongamos
que a = ĺım an, b = ĺım bn con (an), (bn) sucesiones en K. Entonces se defi-
ne a + b = ĺım(an + bn) y ab = ĺım(anbn). Estas operaciones no dependen
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de la elección de (an) y (bn). Además restringidas a K coinciden con las
operaciones de K de modo que Kv/K es una extensión de campos.
Además en Kv se define un valor absoluto mediante |a|v = dv(a, 0), o de
manera equivalente, si a = ĺım an con (an) sucesión en K se define |a|v =
ĺım |an|. Si a ∈ K entonces |a|v = dv(a, 0) = d(a, 0) = |a| de modo que | |v es
extensión de | |.
Esto se puede enunciar formalmente como:
Teorema 2.1.2 Todo campo K con un valor absoluto | | tiene una com-
pletación Kv. Ésta tiene la siguiente propiedad: Si L es un campo completo
respecto a un valor absoluto | |w tal que existe un encaje σ : K → L que
satisface |σα|w = |α|, entonces existe un único σ : Kv → L encaje de campos
extensión de σ que satisface |σα|w = |α| y σKv = σK, donde σK denota la
cerradura topológica de σK en L. El encaje σ está dado por σ(α) = ĺımσ(αn),
donde (αn) es una sucesión de K que converge a α.
El resultado se deduce del Teorema 9.7 de [4].
En particular, el teorema implica que la completación de un campo es
única salvo isomorfismo.
Ahora podemos regresar al problema de extender un valor absoluto. De
manera general tenemos los siguientes resultados:
Teorema 2.1.3 Supongamos que K es completo respecto al valor absoluto
| |K, y sea E una extensión finita sobre K. Supongamos que | |K se puede
extender a un valor absoluto sobre E. Entonces esta extensión es única y está
dada por
|a|E = |NE/K(a)|1/[E:K]K ,
donde del lado izquierdo tomamos el valor absoluto de E, del lado derecho el
valor absoluto de K, y NE/K(a) ∈ K es la norma de a en E/K. Además, E
es completo.
La demostración se puede ver en [4], Teorema 9.8.
Este teorema no garantiza la existencia de una extensión, sin embargo,
si logramos demostrar que existe una, entonces el teorema nos da tres ca-
racteŕısticas importantes: unicidad, completitud, y una fórmula expĺıcita. El
siguiente lema es un caso particular en el que si se garantiza la existencia de
la extensión.
Lema 2.1.1 Sean K un campo de caracteŕıstica 6= 2, completo respecto a un
valor absoluto | |K y sea E una extensión cuadrática de K. Entonces
|α|E := |NE/K(α)|1/2K
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define un valor absoluto sobre E que es extensión de | |K.
La demostración se puede ver en [4, pág 570].
Para responder las preguntas de antes: ¿se puede extender un valor ab-
soluto? y ¿de cuantas maneras distintas puede hacerse? consideraremos los
siguientes casos: primero supondremos K completo y | | arquimediano; des-
pués supondremos K completo y | | no arquimediano; y por último, K y | |
arbitrarios.
2.1.1. Caso I: K completo y | | arquimediano
Teorema 2.1.4 (de Ostrowski): Los únicos campos completos respecto a un
valor absoluto arquimediano son R y C.
Demostración: Sea K completo respecto a | | y éste no arquimediano. Note-
mos primero que el corolario 2.1.1 implica que K es de caracteŕıstica cero.
Por tanto se puede identificar Q ⊆ K. Como | | restringido a Q sigue siendo
arquimediano, por el Teorema 2.1.1, es (sin pérdida de generalidad) el valor
absoluto usual | |∞. Por el Teorema 2.1.2 podemos identificar R = Qv en K.
Además | | restringido a R sigue coincidiendo con el usual.
Supongamos primero que en F existe un elemento i que satisface i2 = −1,
en este caso C = R(i) ⊆ K. Como C/R es una extensión finita y en C
conocemos un valor absoluto que extiende al usual de R, el Teorema 2.1.3
garantiza que la restricción de | | a C coincide con el usual. Demostraremos
que K = C.
Supongamos que existe a ∈ K \ C. Definamos
ψ : C→ R
x 7→ |a− x|
si xn → x ∈ C, tenemos ||xn − a| − |x− a||∞ ≤ |xn − a− x + a| = |xn − x|,
se sigue que ψ(xn)→ ψ(x) y por tanto ψ es continua.
Sea r = ı́nf{|γ − a| : γ ∈ C}. Afirmamos que existe un γ0 ∈ C con
|γ0 − a| = r. Notemos que r = ı́nf{|γ − a| : γ ∈ C, |γ − a| ≤ r + 1} y sea
A = {γ ∈ C : |γ−a| ≤ r+ 1}. Éste es cerrado: ψ−1([0, r+ 1]) = {γ ∈ C : 0 ≤
|γ−a| ≤ r+1} = A. Y es acotado pues para γ ∈ A, |γ|−|a| ≤ |γ−a| ≤ r+1,
entonces |γ| ≤ r + 1 + |a|. Por tanto A es compacto. Como ψ es continua,
alcanza un mı́nimo en A. Notemos que éste es el γ0 que queremos pues es
tal que |γ0 − a| = r. En particular r > 0 y para todo γ ∈ C tenemos
|γ − a| ≥ |γ0 − a|.
Sea D = {γ ∈ C : |γ − a| = r} 6= ∅, es decir que D = ψ−1({r}). En
particular D es cerrado.
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A continuación demostraremos que D también es abierto. Basta demos-
trar que si γ ∈ D, entonces para cada γ′ tal que |γ − γ′| < r se tiene γ′ ∈ D,
pues esto significa que Br(γ) ⊆ D. Supongamos que γ ∈ D y |γ − γ′| < r.
Notemos que para cada n ∈ N, (γ−a)n−(γ−γ′)n =
∏n
i=1((γ−a)−ωi(γ−γ′))
con ω una ráız n-ésima primitiva de 1, por tanto
|(γ − a)n − (γ − γ′)n|
|(γ − a)− (γ − γ′)|
=









|(γ − ωi(γ − γ′))− a)| ≥ rn−1
entonces
|γ′ − a| ≤ |(γ − a)


















Por tanto |γ′ − a| ≤ r ≤ |γ′ − a|, es decir, |γ′ − a| = r. Se sigue que D
es abierto. Ahora, D es abierto y cerrado no vaćıo en C, se sigue que D = C
por la conexidad de C.
Por otro lado, para cada γ ∈ D tenemos |γ| − |a| ≤ |γ− a| = r. Entonces
|γ| ≤ r + |a|, es decir D = C es acotado, que es falso. Por tanto K = C.
Por último, supongamos que en K no existe el elemento i. Consideremos
entonces E = K(i), extensión cuadrática de K. Por el Lema 2.1.1, | | se ex-
tiende a E de modo que éste es un campo completo donde podemos identificar
a C con el valor absoluto usual. Ahora aplicamos la primer parte de la demos-
tración a E y obtenemos que R ⊆ K ⊆ E = C, como [C : R] = 2 = [C : K],
entonces K = R. 
Ahora podemos enunciar el teorema mas general en el caso arquimediano.
Teorema 2.1.5 Sea K completo respecto a un valor absoluto arquimediano
| |, y sea E una extensión finita sobre K. Entonces | | se puede extender a E
de una única manera, a saber,
|a| = |NE/K(a)|1/[E:K],
además, con este valor absoluto E es completo.
Demostración: Por el Teorema de Ostrowski, K = C o K = R. Si K = C,
no hay extensiones algebraicas que contengan propiamente a C, y no hay
nada que demostrar. Si K = R, su única extensión finita algebraica es C y
podemos aplicar el Lema 2.1.1. 
2.1. VALORES ABSOLUTOS Y EXTENSIONES 15
2.1.2. Caso II: K completo y | | no arquimediano
De la definición de valor absoluto no arquimediano notemos que la ope-
ración suma de R no juega un papel importante, para dar tal definición
es suficiente considerar la operación producto y el orden. Teniendo esto en
mente, este caso se estudiara como sigue.
Un grupo abeliano ordenado es un par (G,H) donde G es un grupo abe-
liano y H un subconjunto de G que satisfacen
1) G = H t {1} tH−1.
2) H es cerrado respecto al producto de G.
El nombre de grupo abeliano ordenado se debe a que en este caso se tiene
un orden en G. En efecto , sean g1, g2 ∈ G, decimos que g1 > g2 si g−11 g2 ∈ H.
Este orden tiene las siguientes propiedades:
1. Es transitivo: si g1 > g2 y g2 > g3, entonces g1 > g3.
2. Es total: para cada pareja g1, g2 ∈ G se tiene una y sólo una de las
siguientes g1 > g2, g2 > g1, o g1 = g2.
3. Es compatible con el producto de G: si g1 > g2 y g ∈ G, entonces
gg1 > gg2.
Escribiremos indistintamente g1 > g2 o g2 < g1.
Rećıprocamente, si G es un grupo abeliano con una relación de orden que
satisface 1, 2, y 3, con H = {h ∈ G : h < 1} se tiene que la pareja (G,H) es
un grupo abeliano ordenado.
Notemos que en un grupo abeliano ordenado G a partir de 1, 2 y 3, se
tienen las siguientes propiedades:
4. Si g1 > g2 y g3 > g4, entonces g1g3 > g2g4.





Ejemplo: Consideramos R>0 con el orden usual. Sabemos que es transi-
tivo, total y compatible con el producto. Además R>0 es un grupo abeliano
respecto al producto. Por tanto, si H = {x ∈ R : x < 1}, entonces (R>0, H)
es un grupo abeliano ordenado.
Sean (G,H) y (G′, H ′) grupos abelianos ordenados. Un homomorfismo
(ordenado) de (G,H) en (G′, H ′) es un homomorfismo de grupos ϕ : G→ G′
tal que ϕ(H) ⊆ H ′. Notemos que esta condición es equivalente con decir que
para cualesquiera g1, g2 ∈ G si g1 < g2, entonces ϕ(g1) < ϕ(g2).
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Sean (G,H) un grupo abeliano ordenado y N ≤ G un subgrupo. Se puede
verificar que N ∩H tiene las propiedades 1) y 2), es decir que (N,N ∩H) es
un grupo abeliano ordenado. De este modo tenemos en N un orden heredado
del orden de G.
Un grupo abeliano ordenado con cero adjunto es G ∪ {0}, donde G es un
grupo abeliano ordenado2 y se define 00 = 0, g > 0 y 0g = g0 = 0 para todo
g ∈ G.
Ejemplo: R>0 ∪ {0} = R≥0, donde R>0 tiene la estructura del ejemplo
anterior.
Sea K un campo y G∪{0} un grupo abeliano ordenado con cero adjunto,
definimos una valuación sobre K como una aplicación ϕ : K → G ∪ {0} tal
que para cualesquiera a, b ∈ K
i) ϕ(a) = 0 si y sólo si a = 0.
ii) ϕ(ab) = ϕ(a)ϕ(b).
iii) ϕ(a+ b) ≤ máx{ϕ(a), ϕ(b)}.
Ejemplo: Si | | es un valor absoluto no arquimediano sobre K. Entonces
es una valuación. Rećıprocamente, si ϕ es una valuación sobre K con imagen
en el grupo ordenado abeliano con cero adjunto R≥0, entonces es un valor
absoluto.
Nota: Se pueden dar definiciones análogas para el caso en que el grupo
abeliano G se escribe de forma aditiva. En este caso el orden inducido por
un subconjunto H es: g1 > g2 si y sólo si g1− g2 ∈ H, y en lugar de adjuntar
un cero adjuntamos∞ definiendo∞+∞ =∞,∞ > g,∞+g = g+∞ =∞
para todo g ∈ G.
Ejemplo: Consideramos Z con el orden usual. Definimos H = {n ∈ Z :
n > 0}, entonces (Z, H) es un grupo abeliano ordenado con notación aditiva.
En este caso, si K es un campo y G∪{∞} es un grupo abeliano ordenado
aditivo con ∞ adjunto, definimos una valuación exponencial sobre K como
una aplicación v : K → G ∪ {∞} que para cualesquiera a, b ∈ K satisface
i) v(a) =∞ si y sólo si a = 0.
2Como abuso de lenguaje omitimos mencionar al subconjunto H que induce el orden
de G.
2.1. VALORES ABSOLUTOS Y EXTENSIONES 17
ii) v(ab) = v(a) + v(b).
iii) v(a+ b) ≥ mı́n{v(a), v(b)}.
Consideremos K un campo, ϕ : K → G ∪ {0} una valuación y K∗ el
grupo multiplicativo de K, entonces ϕ(K∗) es un subgrupo de G. Llamamos
a éste el grupo de valuación de K. Siempre podemos remplazar, sin pérdida
de generalidad, el grupo G por ϕ(K∗).
Teorema 2.1.6 Sean ϕ0 una valuación de K y E una extensión finita de
K. Entonces existen un grupo ordenado G que es extensión del grupo de
valuación de K y una valuación de E con valores en G∪{0} que es extensión
de ϕ0.
Se puede ver la demostración en [4], Teorema 9.11.
Lema 2.1.2 Sean E/K una extensión de campos de grado [E : K] = n <∞
y ϕ una valuación sobre E. Consideremos G = ϕ(E) y G0 = ϕ(K) los grupos
de valuación de E y K respectivamente.3 Entonces [G : G0] ≤ n.
Demostración: Supongamos que [G : G0] > n, en particular el cociente
G/G0 tiene al menos n + 1 elementos distintos. Por tanto podemos tomar
y1, . . . , yn, yn+1 ∈ K \ {0} tales que para i 6= j se tiene ϕ(yi)G0 6= ϕ(yj)G0.
Ahora supongamos que
0 = a1y1 + · · ·+ anyn + an+1yn+1 (2.1)
con ai ∈ K no todos cero. Se verifica que existen i, j distintos con ϕ(aiyi) =
ϕ(ajyj). Se sigue que ϕ(yi)ϕ(yj)
−1 = ϕ(aja
−1
i ) ∈ ϕ(K) = G0, es decir que
ϕ(yi)G0 = ϕ(yj)G0. Esto contradice la elección de los y1, . . . , yn, yn+1 por
tanto en 2.1 todos los coeficientes deben ser ceros. Se sigue que y1, . . . , yn, yn+1
son linealmente independientes y entonces [E : K] ≥ n+ 1. 
Lema 2.1.3 Sean E una extensión finita de K, ϕ0 : K → G0∪{0} valuación
de K, y ϕ : E → G ∪ {0} valuación de E que extiende a ϕ0. Entonces G es
isomorfo (ordenado) a un subgrupo de G0.
Demostración: Sea l = [G : G0] ≤ [E : K] < ∞. Definimos la aplicación
s : G → G0 mediante g 7→ gl; como #G/G0 = l, para todo g ∈ G tenemos
glG0 = (gG0)
l = G0 de modo que g
l ∈ G0. Por tanto la aplicación está bien
definida.
Además, s(gh) = (gh)l = glhl = s(g)s(h), por tanto s es homomorfismo
de grupos. También es fácil ver que un grupo abeliano ordenado no tiene
3Hay que notar que ϕ|K es una valuación sobre K y por tanto G0 tiene sentido.
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elementos de torsión, de donde se sigue que gl = s(g) = 1 implica g = 1. De
este modo s es inyectivo y tenemos el isomorfismo de G con s(G) ≤ G0.
Teorema 2.1.7 Sea K un campo con un valor absoluto no arquimediano | |
y E una extensión finita de K. Entonces | | se puede extender a un valor
absoluto sobre E. Éste es necesariamente no arquimediano.
Demostración: El grupo de valuación G0 de ϕ0 = | | es un subgrupo de R>0.
Por el Teorema 2.1.6 ϕ0 se extiende a una valuación ϕ
′ sobre E con grupo
de valuación G que contiene (de manera isomorfa) a G0.
Consideramos s : G→ G0 como en el lema anterior y definimos s′ : G0 → R>0
mediante x 7→ x1/l, con l como en el lema. Notemos que s′ es un isomorfismo















donde t1 y t2 son los encajes naturales inducidos por las contenciones G0 ⊆ G
y G0 ⊆ R>0 respectivamente. Ahora sólo hay que notar que | |E = s′sϕ′ es
un valor absoluto de F que extiende a | | = ϕ0. 
Se tiene el siguiente enunciado análogo al Teorema 2.1.5 para el caso no
arquimediano.
Teorema 2.1.8 Sea K completo respecto a un valor absoluto no arquime-
diano y no trivial | |, y sea E una extensión finita sobre K. Entonces | | se
puede extender a E de una única manera, a saber,
|a| = |NE/K(a)|1/[E:K].
Además, con este valor absoluto E es completo.
Demostración: Por el Teorema anterior existe una extensión de | |, y por el
Teorema 2.1.3, dicha extensión tiene las caracteŕısticas deseadas. 
2.1.3. Caso III: K y | | arbitrarios
Sean K un campo, E y F dos extensiones de K. Definimos una composi-
ción de E y F como una terna (Γ, t, s), con Γ es una extensión de K, y donde
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t : E → Γ, s : F → Γ son encajes de campos que dejan fijos a los elementos
de K, y además Γ = K(t(E), s(F )) (es decir, Γ está generado sobre K por
las imágenes de t y s).
Diremos que dos composiciones (Γ, t, s) y (Γ′, t′, s′) son equivalentes si












// Γ′ Γ u
// Γ′
Esta noción de equivalencia define en efecto una relación de equivalencia.
Para nuestro estudio de valores absolutos consideremos K un campo con
un valor absoluto | | y E una extensión finita sobre K. Sea Kv la completación
de K con valor absoluto | |. Y sea (Γ, t, s) una composición de E y Kv, es









De este diagrama, como E es finito sobre K se sigue que Γ es finito sobre
s(Kv). Denotaremos el valor absoluto de Kv (con el cual es completación
de K) como | |. En s(Kv) definimos la función | |s : s(Kv) → R≥0 median-
te |s(a)|s = |a|. Ésto define un valor absoluto sobre s(Kv), con el cual es
un campo completo. Los dos casos anteriores garantizan que | |s se puede
extender a un valor absoluto sobre Γ de manera única. A tal extensión la de-
notamos como | |Γ. Si α ∈ K ⊆ Kv, entonces α = s(α) ∈ s(Kv) y por tanto
|α|Γ = |s(α)|s = |α|, es decir, | |Γ es extensión del valor absoluto | | original.
Por último, definimos la función | |E : E → R≥0 mediante |α|E = |t(α)|Γ.
Ésta resulta ser un valor absoluto sobre E. Además, si α ∈ K, entonces
α = t(α), y por tanto |α|E = |α|Γ = |α|, es decir, | |E es una extensión del
valor absoluto original.
Supongamos que (Γ1, t1, s1) y (Γ2, t2, s2) son dos composiciones equiva-
lentes, y sea u : Γ1 → Γ2 isomorfismo tal que ut1 = t2 y us1 = s2. Con la
construcción anterior obtenemos los valores absolutos | |si , | |Γi , | |Ei corres-
pondientes a la composición (Γi, ti, si) (i = 1, 2). Definimos en Γ1 la aplicación
| |u mediante |a|u = |u(a)|Γ2 . Éste es un valor absoluto sobre Γ1. Ahora, si
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a ∈ Kv, es decir, s1(a) ∈ s1(Kv), tenemos
|s1(a)|u = |us1(a)|Γ2 = |s2(a)|Γ2 = |s2(a)|s2 = |a| = |s1(a)|s1 .
Aśı, | |u es extensión de | |s1 , por la unicidad de la extensión tenemos | |u =
| |Γ1 . Se sigue que para todo b ∈ E
|b|E1 = |t1(b)|Γ1 = |t1(b)|u = |ut1(b)|Γ2 = |t2(b)|Γ2 = |b|E2 .
Por tanto, composiciones equivalentes inducen el mismo valor absoluto sobre
E.
Por otro lado, supongamos que las composiciones (Γ1, t1, s1) y (Γ2, t2, s2)
inducen el mismo valor absoluto, es decir | |E1 = | |E2 . Notemos que si(Kv) ⊆
ti(E), donde la cerradura se toma respecto a la topoloǵıa inducida por | |Γi :
Sea si(a) ∈ si(Kv), es decir a ∈ Kv. Tomemos una sucesión (an) en K ⊆ E
tal que an → a, entonces (si(an)) es una sucesión en si(Kv) tal que si(an)→
si(a), además, para cada n, si(an) = an = ti(an). Por tanto (si(an)) = (ti(an))
es una sucesión en ti(E). Se sigue que si(a) ∈ ti(E). También tenemos que
ti(E) ⊆ ti(E) y notemos que ti(E) es un subcampo de Γi. Se sigue que
Γi = K(ti(E), si(Kv)) ⊆ ti(E) y por tanto ti(E) es denso en Γi.
Definamos u0 : t1(E) → Γ2 mediante u0(t1(b)) = t2(b). Notamos que Γ1
es la completación de t1(E), pues es una extensión de t1(E), es completo
y t1(E) es denso en él. Como para todo b ∈ E, | |E1 = | |E2 , entonces
|t1(b)|Γ1 = |t2(b)|Γ2 , luego
|u0(t1(b))|Γ2 = |t2(b)|Γ2 = |t1(b)|Γ1 .
El Teorema 2.1.2 implica que u0 se puede extender a un encaje u : Γ1 → Γ2.
Ahora, como Γ2 es la completación de t2(E), se tiene a ∈ Γ2 y una sucesión
(t2(bn)) ∈ t2(E) tal que t2(bn) → a. Entonces c = ĺım t1(bn) ∈ Γ1 satis-
face u(c) = ĺımu0(t1(bn)) = ĺım t2(bn) = a. Por tanto u es un isomorfismo.
Además, para a ∈ Kv podemos tomar una sucesión (an) en K tal que an → a,
notamos que entonces ti(an) = an = si(an)→ si(a) por tanto
us1(a) = ĺım(u0(t1(an))) = ĺım(t2(an)) = ĺım(s2(an)) = s2(a)
aśı us1 = us2. Por otro lado, para b ∈ E se tiene t1(b) ∈ t1(E), por tanto
ut1(b) = u0(t1(b)) = t2(b), es decir, ut2 = t1. Aśı, las composiciones (Γ1, t1, s1)
y (Γ2, t2, s2) son equivalentes.
En particular, se demostró que si (Γ, t, s) es una composición de E y Kv,
entonces t(E) es denso en Γ, esto implica que Γ es (isomorfo a) la completa-
ción de E respecto al valor absoluto obtenido con nuestra construcción.
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Ahora consideremos | |′ un valor absoluto sobre E que extiende a | | y sea
Ev′ la completación de E respecto a | |′. Notemos que E,Kv ⊆ Ev′ , por tanto
podemos considerar EKv el menor subcampo de Ev′ que contiene a E y Kv,
es decir que (EKv, incE, incKv) es una composición de E y Kv. Además el
valor absoluto de Ev′ restringido a EKv es extensión del valor absoluto de
Kv. Por los Teoremas 2.1.5 y 2.1.8, EKv es completo. Por tanto se sigue que
Ev′ = EKv, y el valor absoluto inducido por (EKv, incE, incKv) es | |′.
Por lo anterior, existe una biyección entre el conjunto de extensiones del
valor absoluto de K a un valor absoluto de E y el conjunto de clases de equi-
valencia de las composiciones de E y Kv. Aśı las preguntas sobre extensión
de valores absolutos se transforman en ¿existen siempre composiciones de la
extensión E y la completación Kv? y ¿cuántas existen?
Sean K,E, F como al principio de la subsección. En particular podemos
considerar a E y F como K-álgebras, y por tanto podemos considerar E⊗KF
también con estructura de K-álgebra.
Sea p ≤ E ⊗K F un ideal primo, entonces el cociente (E ⊗K F )/p es un
dominio. Denotemos con Γp a su campo de cocientes. Definimos las funciones
tp : E → (E ⊗K F )/p ⊆ Γp sp : F → (E ⊗K F )/p ⊆ Γp
α 7→ α⊗ 1 + p α 7→ 1⊗ α + p
Estas son encajes de campos. Si además identificamos K ⊆ (E ⊗K F )/p
mediante el encaje
K ↪→ (E ⊗K F )/p
α 7→ α⊗ 1 + p = 1⊗ α + p
entonces tp(α) = α ⊗ 1 + p = α, y sp(α) = 1 ⊗ α + p = α, es decir, tp y
sp dejan fijos a los elementos de K. Por otro lado, notemos que Γp consiste




. Por tanto si α ∈ K tenemos α =
α ⊗ 1 + p = a⊗1+p
1⊗1+p ∈ Γp; si α ∈ E entonces tp(α) = a⊗ 1 + p =
α⊗1+p
1⊗1+p ∈ Γp;
y si α ∈ F , entonces sp(α) = 1⊗ α+ p = 1⊗α+p1⊗1+p ∈ Γp. Tenemos entonces que
K, tp(E), sp(F ) ⊆ Γp y por tanto K(tp(E), sp(F )) ⊆ Γp. También notemos
que para cualesquiera α ∈ E y β ∈ F se tiene α ⊗ 1 + p, 1 ⊗ β + p ∈
K(tp(E), sp(F )), por tanto (α⊗1+p)(1⊗β+p) = α⊗β+p ∈ K(tp(E), sp(F )),
aśı, los cocientes de sumas finitas de elementos como este pertenecen también
a K(tp(E), sp(F )), es decir Γp ⊆ K(tp(E), sp(F )). Se sigue que son iguales.
Hemos demostrado que dado un ideal primo p ≤ E ⊗K F , (Γp, tp, sp) es
una composición de E y F . Esto respondiendo la primera pregunta: siempre
existe al menos una composición de dos extensiones de K, pues todo anillo
distinto de cero contiene un ideal primo.
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Ahora consideremos p, p′ ≤ E ⊗K F dos ideales primos tales que sus
correspondientes composiciones (Γp, tp, sp) y (Γp′ , tp′ , sp′) son equivalentes, es
decir, que existe u : Γp → Γp′ isomorfismo tal que utp = tp′ y usp = sp′ .
Notemos que para todos α ∈ E, β ∈ F se tiene
u(α⊗ 1 + p) = u(tp(α)) = tp′(α) = α⊗ 1 + p′
y








u(α⊗ 1 + p)u(1⊗ βi + p) =
∑
α⊗ βi + p′.
En particular, si
∑
ai ⊗ bi ∈ p, entonces
∑
ai ⊗ bi + p = p y como u es
homomorfismo, ∑
ai ⊗ bi + p′ = u
(∑





ai ⊗ bi ∈ p′ y por tanto p ⊆ p′. Análogamente (usando u−1)
se tiene que p′ ⊆ p, por tanto p = p′. Aśı, hemos demostrado que ideales
distintos inducen composiciones no equivalentes.
Por último consideraremos una composición (Γ, t, s). Definimos
f : E × F → Γ
(α, β) 7→ t(α)s(β)
Notemos que f es una aplicación bilineal. Por la propiedad universal del
producto tensorial existe una única t⊗s : E⊗K F → Γ tal que t⊗s(α⊗β) =









donde q es la aplicación cociente y u0 es el isomorfismo único inducido por
t⊗s. Como Γ es campo, entonces la imagen t⊗s(E⊗KF ) es un dominio y por
tanto p = η(t⊗s) es un ideal primo. Consideremos la composición (Γp, tp, sp)
construida con el procedimiento anterior. Notemos que u0 se puede extender
a un encaje u : Γp → Γ. Además, un elemento de Γ = K(t(E), s(F )) es





















, es decir, u es sobreyectiva y por tanto un isomorfismo. Por último
notemos que para todo a ∈ E se tiene u(tp(a)) = u(a⊗ 1 + p) = t(a)s(1) =
t(a), es decir utp = t. Análogamente usp = s, por tanto (Γ, t, s) y (Γp, tp, sp)
son equivalentes.
Con lo anterior hemos definido una aplicación biyectiva
{p ≤ E ⊗K F : ideal primo} → {(Γ, t, s) : composición de E y F}/ ∼
p 7→ [(Γp, tp, sp)]
donde del lado derecho hacemos cociente sobre la relación de equivalencia de
las composiciones.
Ahora la segunda pregunta que queremos responder se ha transformado a
¿cuántos ideales primos tiene el producto tensorial E ⊗K F? Para responder
ésto nos restringiremos al caso en que E es separable sobre K.4 Tenemos el
siguiente resultado técnico:
Lema 2.1.4 Sean E,F y K como antes. Si E = K[X]/〈f〉 para algún f ∈
K[X] con ∂f ≥ 1, entonces E ⊗K F ∼= F [X]/〈f〉F , donde 〈f〉F denota al
ideal de F [X] generado por f .
Para la demostración se puede consultar [3, pág 25].
Teorema 2.1.9 Sean E, F y K como antes, y además E separable sobre K.
Entonces E ⊗K F es producto de extensiones finitas y separables sobre F .
Demostración: Como E es separable y finito sobre K, entonces existe α ∈ E
tal que E = K(α). Sea f(X) ∈ K[X] el polinomio irreducible de α. Entonces
E = K(α) = K[X]/〈f〉, y por el lema anterior E ⊗K F ∼= F [X]/〈f〉F .
Supongamos que en F [X] se tiene la factorización f(X) = f1(X) . . . fl(X)
con los fi(X) irreducibles.
Tenemos que ∩i〈fi〉 = 〈f〉F . En efecto: Si h ∈ ∩i〈fi〉, entonces, f1|h,
digamos h(X) = f1(X)h1(X) con h1 ∈ F [X]. También f2|h, y como los
fi son irreducibles se sigue que f2|h1, digamos h1(X) = f2(X)h2(X) con
h2 ∈ F [X], entonces h(X) = f1(X)f2(X)h2(X). Inductivamente h(X) =
f1(X)f2(X) . . . fl(X)hl(X) = f(X)hl(X) con hl ∈ F [X]. Aśı h ∈ 〈f〉.
Rećıprocamente, como cada fi|f , entonces 〈f〉 ⊆ 〈fi〉. La afirmación se sigue.
Además, para i 6= j, (fi, fj) = 1, entonces existen q1, q2 ∈ F [X] tales que
1 = fi(X)q1(X) + fj(X)q2(X), por tanto 〈fi〉+ 〈fj〉 = 〈1〉 = F [X].
4Este problema tiene solución en el caso general, pero para nuestros fines basta estudiar
el caso separable.
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Por el Teorema chino del residuo tenemos
F [X]/〈f〉F = F [X]/ ∩i 〈fi〉 ∼= F [X]/〈f1〉 × · · · × F [X]/〈fl〉.
Resta notar que, como cada fi es irreducible separable en F [X], entonces
cada factor F [X]/〈fi〉 es una extensión separable de F . 
De hecho la descomposición de la que habla el teorema es única. Se puede
consultar por ejemplo en [3, pág 19].
Sea K un campo con valor absoluto | | y E es una extensión finita sepa-
rable sobre K. Por el teorema anterior con F = Kv se tiene que E ⊗K Kv
se descompone como producto de extensiones finitas separables sobre Kv,
digamos E⊗KKv = L1×· · ·×Lr. Notemos que E⊗KKv tiene exactamente
r ideales primos, a saber, L1 × · · · × 0 × · · · × Lr donde el cero aparece en
el i-ésimo factor (i = 1, . . . , r, y r es el número de factores irreducibles de
Irr(α,K)(X) en Kv[X]). De hecho, estos ideales son maximales.
Concluimos que el valor absoluto de K se puede extender a E de r formas
distintas. Además, si nos fijamos en el i-ésimo ideal primo de E ⊗K Kv y su
composición correspondiente mediante el estudio anterior, el campo de ésta
es
E ⊗K Kv
L1 × · · · × 0× · · · × Lr
=
L1 × · · · × Lr
L1 × · · · × 0× · · · × Lr
∼= Li,
se sigue que el i-ésimo factor de E ⊗K Kv es (isomorfo a) la completación de
E respecto a la i-ésima extensión del valor absoluto a la cual denotaremos
como Evi .
Definimos el grado local de E sobre K respecto a la i-ésima extensión
como ni = [Evi : Kv]. Si [E : K] = n y {u1, . . . , un} es una base para E sobre
K, se puede demostrar que {1⊗ u1, . . . , 1⊗ un} es base para E ⊗K Kv sobre
Kv. Por tanto





[Evi : Kv] =
∑
ni
Escribimos estos resultados en el siguiente teorema:
Teorema 2.1.10 Sea K un campo con valor absoluto | | y Kv su comple-
tación. Sea E = K(a) una extensión separable sobre K de grado n con
f(X) ∈ K[X] el polinomio irreducible de a. Si en Kv[X] se tiene la fac-
torización f(X) = f1(X) . . . fr(X) con los fi irreducibles, entonces existen
exactamente r extensiones de | | a un valor absoluto de E. Las correspon-
diente completaciones de E son isomorfas a Kv[X]/〈fi(X)〉, y el grado local
es ni = ∂fi, además
∑
ni = n.
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2.2. Índice de ramificación y grado residual
En la Sección 1.3 definimos el ı́ndice de ramificación y el grado residual
de los ideales primos de un campo de números respecto a una extensión finita
de éste. En esta sección veremos de qué forma se relacionan estos valores con
las extensiones de valores absolutos.
Sea K un campo con un valor absoluto no arquimediano | |. Definamos
R = {x ∈ K : |x| ≤ 1} y p = {x ∈ K : |x| < 1}.
R resulta ser un subanillo de K y se le conoce como el anillo de valuación
de | | o de K, y p es un ideal de R, de hecho es su único ideal maximal y
se le llama ideal de valuación de | | o de K. Podemos notar que para cada
elemento x ∈ K se tiene x ∈ R o x−1 ∈ R, de manera general, decimos que un
subanillo de un campo es un anillo de valuación si tiene esta propiedad. En
un anillo de valuación se puede probar que las no unidades forman un ideal,
de hecho es el único ideal maximal del anillo. En nuestro caso, las unidades
de R son U(R) = {x ∈ K : |x| = 1} = R \ p, por tanto p es el único ideal
maximal de R. En particular el cociente R/p es un campo y se le conoce
como el campo residual de | | o de K.
Si E es una extensión (finita o infinita) de K y | | se extiende a E, sean
S y B el anillo e ideal de valuación de | | en E, R y p como antes. Entonces
se tiene un encaje natural de campos:
R/p→ S/B
a+ p 7→ a+ B
mediante el cual podemos identificar a R/p como un subcampo de S/B y
podemos considerar f = [S/B : R/p], a este número le llamamos grado
residual de E sobre K respecto al valor absoluto | |.
Por otro lado, consideremos los grupos de valuación |K∗| y |E∗|, éstos son
subgrupos de R>0 y es claro que |K∗| ≤ |E∗|, por tanto podemos considerar
e = [|E∗| : |K∗|], a éste número se le llama ı́ndice de ramificación de E sobre
K respecto a | |.
Cuando E es una extensión finita de K, e y f también son finitos. De
hecho se tiene ef ≤ [E : K]. Pero se puede dar información mas precisa
acerca de estos valores cuando | | cumple una propiedad extra: decimos que
un valor absoluto no arquimediano | | es discreto si su grupo de valuación es
ćıclico. Se tienen los siguientes resultados:
Proposición 2.2.1 Sea K un campo completo respecto a un valor absoluto
| | discreto y E una extensión finita de K. Entonces ef = [E : K].
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La demostración se puede consultar en [4], Proposición 9.3.
Teorema 2.2.1 Sean K un campo con un valor absoluto | | discreto, E una
extensión separable finita sobre K de grado n y | |1, . . . , | |r las distintas exten-
siones de | | a un valor absoluto sobre E con ei y fi el ı́ndice de ramificación
y grado residual respecto a | |i (i = 1 . . . , r). Entonces
∑
i eifi = n.
Demostración: Si Evi denota la completación de E respecto a | |i, la pro-
posición anterior dice que eifi = [Evi : Kv] = ni, y por el Teorema 2.1.10





Ahora consideremos K campo de números, OK su anillo de enteros y
p ≤ OK un ideal primo. Para cada a ∈ K \ {0}, 〈a〉 = {ax : x ∈ OK} es un
ideal fraccionario y podemos escribir 〈a〉 = pvp(a) a
b
con vp(a) ∈ Z, p - a, b, y
con a y b sin factores primos en común. Por el Teorema 1.2.1 y la observación
subsecuente a éste se tiene que la expresión para 〈a〉 es única y por tanto
podemos definir la aplicación
vp : K → Z ∪ {∞}
a 7→
{
vp(a), a 6= 0
∞, a = 0
Esta aplicación define una valuación sobre K.
Sea p el entero primo de p, en particular se tiene que p divide a pOK ,
digamos pOK = pea con p - a, es decir que e = eK/Q(p) es el ı́ndice de rami-
ficación de p en K/Q definido en la Sección 1.3. Si a ∈ Q \ {0}, supongamos
que a = pvp(a) α
β
con (α, β) = (α, p) = (β, p) = 1 y calculemos
〈a〉K = 〈a〉QOK = (pOK)vp(a)b = pevp(a)avp(a)b,
donde b = α
β
OK y por tanto vp(a) = evp(a).
Definamos




Éste es un valor absoluto sobreK, además es extensión de | |p el valor absoluto





e = (1/p)vp(a) = |a|p.
Éste valor absoluto es conocido como el valor absoluto p-ádico sobre K.
Tenemos el siguiente resultado:
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Proposición 2.2.2 Sea OK el anillo de enteros de un campo de números
K, entonces:
1) Cualquier anillo de valuación de K que contiene a OK es una localiza-
ción OK,p de éste.
2) Cualquier valor absoluto no arquimediano en K que tiene anillo de va-
luación igual a una localización OK,p es (equivalente a) el valor absoluto
p-ádico.
3) Existe un isomorfismo de OK/p en OK,p/pOK,p definido mediante a+
p 7→ a+ pOK,p.
El resultado se puede consultar en [4], Proposición 10.10.
Teorema 2.2.2 Sean K un campo de números y E extensión finita sobre K,
p ≤ OK un ideal primo, | |p valor absoluto p-ádico en K, y pOE = qe11 . . . qerr
la factorización de pOE en ideales primos de OE. Entonces, para cada qi
existe una única extensión de | |p a un valor absoluto qi-ádico | |qi en E,





eK/Q(p) . Además | |qi y | |qj son no
equivalentes cuando i 6= j, y éstas son las únicas extensiones de | |p a E.
Para la demostración se puede consultar el Teorema 10.9 de [4].
El siguiente resultado nos da la relación que queremos:
Teorema 2.2.3 Con la notación anterior, ei es el ı́ndice de ramificación de
E sobre K respecto a | |qi y [OE/qi : OK/p] es el grado residual.
Demostración: Notemos que |K∗|p = 〈γ〉 y |E∗|qi = 〈γ1/ei〉 con γ = 1p , por
tanto el ı́ndice de ramificación es
[|E∗|qi : |K∗|p] = [〈γ1/ei〉 : 〈γ〉] = ei.
Para la segunda afirmación se demuestra que dada una base {vj +qi : j ∈ J}
para OE/qi como OK/p - espacio vectorial, entonces {vj1 + qiOE,qi : j ∈ J}
es base para OE,qi/qiOE,qi como OK,p/pOK,p - espacio vectorial. Por tanto el
grado residual es
[OE,qi/qiOE,qi : OK,p/pOK,p] = [OE/qi : OK/p]. 
Teorema 2.2.4 Si E/K es una extensión normal de campos de números,
p ≤ OL es un ideal primo y pOL = Be11 · · ·Berr , entonces e1 = · · · = er = e
y f1 = · · · = fr = f y por tanto [E : K] = ref.
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Demostración: Para cada Bi y σ ∈ Gal(E/K) se tiene que σBi es un divisor
de pOE. Además, para Bi y Bj en la factorización de pOE siempre podemos
encontrar σ ∈ Gal(E/K) tal que Bi = σBj (Proposición 11, Caṕıtulo 1 de
[6]). De este modo σ ∈ Gal(E/K) permuta a los divisores de pOE, entonces
tenemos
pOE = Be11 · · ·B
ej
j · · ·Berr = σB
e1
1 · · ·B
ej
i · · ·σBerr
y por la factorización única de ideales se tiene ei = ej. Para la igualdad de
los grados residuales notemos que la aplicación
OL/Bj → OL/Bi
x+ Bj 7→ σx+ Bi
es un isomorfismo de campos, por tanto
fi = [OL/Bi : OK/p] = [OL/Bj : OK/p] = fj.
La última afirmación se sigue de lo anterior y el Teorema 2.2.1. 
Caṕıtulo 3
Campos p-ádicos
3.1. Definición y caracteŕısticas inmediatas
Consideremos un campo de números K, su anillo de enteros algebraicos
OK y un ideal primo p ≤ OK . Sabemos que p induce un valor absoluto no
arquimediano y discreto | |p sobre K. Notemos que OK está contenido en
el anillo de valuación de | |p y por 1) de la Proposición 2.2.2 el anillo de
valuación es una localización de OK , de hecho es OK,p y por tanto su ideal
de valuación es el único ideal maximal de OK,p, es decir pOK,p.
Recordemos que el campo residual se define como el cociente del anillo de
valuación sobre el ideal de valuación. En este caso particular el campo residual
es kK = OK,p/pOK,p y 3) de la Proposición 2.2.2 implica que kK ∼= OK/p.
Además, por el Teorema 2.2.3, [OK/p : Fp] es el grado residual de K sobre
Q respecto a | |p, que es finito por el Teorema 2.2.1. En particular se deduce
que kK es un campo finito.
Ahora consideremos a Kp, la completación de K respecto a | |p. Un campo
como este, es decir, la completación de un campo de números respecto a un
valor absoluto discreto, se conoce como campo p-ádico. Sean R el anillo de
valuación de Kp respecto a | |p y denotemos al ideal de valuación como p.
Tenemos un encaje natural de kK en el campo residual de Kp definido
como
kK = OK,p/pOK,p → R/p = kKp .
x+ pOK,p 7→ x+ p
De hecho esta aplicación es un isomorfismo. En efecto, si a ∈ R ⊆ Kp, por
la densidad de de K en Kp podemos tomar b ∈ K tal que |a − b|p < 1. En
particular a− b ∈ p. Notemos |b|p = |a− (a− b)|p ≤ máx{|a|p, |a− b|p} ≤ 1,
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de modo que b ∈ OK,p. Aśı
kK 3 b+ pOK,p 7→ b+ p = a+ p.
Por tanto kK ∼= kKp . En particular, el campo residual de un campo p-ádico
es finito.
También podemos notar que los grupos de valuación de K y Kp coinciden.
En efecto, es claro que |K∗|p ⊆ |K∗p |p. Por otro lado, si |a|p ∈ |K∗p |p, por la
densidad de K en Kp podemos tomar b ∈ K tal que |a− b|p < |a|p, entonces
se tiene |b|p = |a|p. De este modo |a|p = |b|p ∈ |K∗|p. En particular, | |p en
Kp es discreto.
Teorema 3.1.1 Sean Kp un campo p-ádico y | |p su valor absoluto, R y p
el anillo e ideal de valuación respectivamente. Entonces R es un dominio de
ideales principales (y por tanto de Dedekind). Los elementos de K se pueden
expresar de manera única como aπm con π un generador fijo p, m ∈ Z, y
a ∈ R tal que π - a.
Demostración: Sea |π|p un generador del grupo |K∗p |p. Podemos suponer sin
pérdida de generalidad que |π|p < 1, es decir que π ∈ p. Demostraremos que
p = 〈π〉. Sea x ∈ p y escribamos |x|p = |π|mp con m ∈ Z. Como |x|p < 1
entonces se sigue que m > 0. Por otro lado |xπ−m| = 1 y aśı xπ−m = u ∈
U(R), es decir que x = πmu ∈ 〈π〉 y por tanto p ⊆ 〈π〉. La otra contención
se sigue de que π ∈ p.
Si a ∈ R \ p, entonces π - a: si no, a = πb con b ∈ R, como |a|p = 1 y
|π|p < 1, se sigue que |b|p > 1, que contradice el hecho de que b ∈ R. Por
tanto para x ∈ p = 〈π〉 tenemos que la escritura aπm con a ∈ U(R) es única.
Si |x|p > 1, se tiene x−1 ∈ p y por tanto podemos escribir de manera
única x−1 = aπm con a ∈ U(R) y m > 0, entonces x = a−1π−m. Basta notar
que a−1 ∈ R. Por último, si |x|p = 1, escribimos x = xπ0.
Por último demostraremos que todos los ideales de R son de la forma 〈πm〉
con m ∈ N. Sea a ≤ R un ideal, del Teorema 1.2.1 tenemos una factorización
de a como producto de primos, pero en este caso p es el único ideal primo
(porque es el único maximal) entonces la factorización es de la forma a =
p m = 〈π〉m = 〈πm〉. 
Corolario 3.1.1 Todos los ideales fraccionarios de R son de la forma 〈πm〉
con m ∈ Z.
Demostración: Si a es un ideal fraccionario se puede escribir como el cociente
de dos ideales enteros, digamos 〈πm1〉/〈πm2〉 = 〈πm1−m2〉. 
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Proposición 3.1.1 Sean K campo de números, p ≤ OK ideal primo, Kp
la completación de K respecto a | |p, p y R el ideal y anillo de valuación.
Entonces para todo t ∈ N tenemos ptR = (p)t y pt ∩ OK = pt.
En particular notemos que p∩Z = (p ∩ OK)∩Z = p∩Z = 〈p〉 para algún
primo p ∈ Z. Al igual que en el caso de campos de números, nos podemos
referir a p como el entero primo de p.
Sea K un campo p-ádico, R su anillo de valuación y p el único ideal
maximal, a continuación se dan algunos resultados topológicos.
Lema 3.1.1 R es compacto.
Demostración: Sea X = {xj : j ∈ J, #J = ∞} un subconjunto infinito de
R. Demostraremos que X tiene un punto de acumulación. Como el campo
residual es finito y podemos tomar A un sistema de representantes finito de
R módulo p. Sea π un generador de p.
Para cada j ∈ J tenemos: xj = aj0 + u0π con aj0 ∈ A, y u0 ∈ R.
Análogamente, u0 = aj1+u1π, entonces xj = aj0+(aj1+u1π)π = aj0+aj1π+
u1π
2. Repitiendo el procedimiento iteradas veces obtenemos una expresión
para xj como serie de potencias
∑∞
n=0 ajnπ
n con coeficientes en A.
Como A es finito, existe a∗0 ∈ A tal que a∗0 = aj0 para una cantidad
infinita de j′s. Sea J0 = {j ∈ J : aj0 = a∗0} ⊆ J , por la observación anterior
J0 es un conjunto infinito. Asimismo, podemos encontrar a
∗
1 tal que a
∗
1 = aj1
para una cantidad infinita de j′s en J0, y definimos J1 = {j ∈ J0 : a∗1 =
aj1}. Inductivamente encontramos una sucesión (a∗n) en A y una sucesión de






n es un punto de acumulación de X: Para ε > 0
fijo, sean l ∈ N tal que |π|lp < ε y j ∈ Jl−1 \ Jl. Si sm =
∑m
n=l(ajn − a∗n)πn
(m ≥ l), entonces











































|π|l = |πl| < ε. 
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Del lema en particular se sigue que R es cerrado en K, pues es un sub-
conjunto compacto en un espacio Hausdorff.
Lema 3.1.2 p es abierto en K
Demostración: Para x ∈ p sea ε = 1− |x| > 0. Cada y ∈ Bε(x) satisface
|y| = |y − x+ x| ≤ |y − x|+ |x| < ε+ |x| = 1− |x|+ |x| = 1
por tanto y ∈ p y aśı Bε(x) ⊆ p. 
Proposición 3.1.2 Sea x ∈ R. La aplicación izqx : R → R definida me-
diante a 7→ x+ a es un homeomorfismo.
Demostración: Notemos primero que R es un grupo topológico, es decir que
las aplicaciones
s : R×R→ R y i : R→ R
(a, b) 7→ a+ b a 7→ −a
son continuas. Ahora consideramos el subespacio {x} × R ⊆ R × R y la
aplicación α = s |{x}×R. Tenemos que izqx = α◦ inc donde inc es la inclusión
de R en {x} × R mediante a 7→ (x, a). Como α e inc son continuas se sigue
que izqx lo es también.
El mismo argumento demuestra que izq−x es continua. Y además se tiene
que izq−1x = izq−x por lo que izqx es biyectiva continua y con inversa continua,
es decir, un homeomorfismo. 
Lema 3.1.3 p es compacto en K.
Demostración: Basta ver que es compacto en R. Notemos que p es un sub-
grupo (aditivo) abierto del grupo topológico compacto R. Podemos escribir








Como p es abierto y cada izqxi homeomorfismo se sigue que cada izqxi(p) es
abierto. De este modo {izqxi(p) : i ∈ I} es una cubierta abierta para R que
por compacidad debe ser finita, digamos {izqx1(p), . . . , izqxr(p)}. Sin pérdida
de generalidad podemos suponer x1 = 0, es decir, izqx1(p) = p y entonces







Aśı, p es el complemento de un abierto en R y por tanto cerrado. De topoloǵıa
general se sabe que un cerrado dentro de un compacto es también compacto.
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Lema 3.1.4 pt es compacto.
Demostración: Si ∗ : K×K → K es la aplicación producto, ésta es continua
y ∗(p × p) = p2, es decir que p2 es la imagen continua de un compacto, por
tanto es compacto. Lo anterior se generaliza por inducción. 
Lema 3.1.5 pt es abierto.
Demostración: Definamos la aplicación Izqπ : K → K mediante a 7→ πa, de
manera similar a la Proposición 3.1.2 se demuestra que Izqπ es un homeomor-
fismo. Notemos que p2 = πp = Izqπ(p) y como p es abierto en K también lo
es p2. Lo anterior se generaliza por inducción. 
Para terminar esta sección tenemos el siguiente teorema que caracteriza
los campos p-ádicos:
Teorema 3.1.2 Sea K un campo con un valor absoluto | |v. Son equivalentes
1. K es un campo p-ádico.
2. K satisface
a) Char(K) = 0,
b) K es completo respecto a | |v y éste es discreto,
c) El campo residual de K es finito.
3. K es extensión finita de Qp para algún p ∈ Z primo.
La demostración se puede consultar en [8], Teorema 5.10 de [8].
3.2. Teoremas de ramificación
En adelante K será un campo p-ádico, R su anillo de valuación y deno-
taremos su ideal de valuación también como p. Sea L una extensión de K
de grado n. Denotaremos como S al anillo de valuación de L respecto a la
única extensión del valor absoluto de K (única en virtud del Teorema 2.1.8),
y B a su único ideal primo. Del teorema anterior se tiene que L es también
un campo p-ádico y de la Proposición 2.2.1 tenemos n = ef con e el ı́ndice
de ramificación y f el grado residual de L sobre K respecto a sus valores
absolutos.
Al igual que en la Sección 1.3 se pueden definir el ı́ndice de ramificación
y el grado residual mediante la factorización del ideal primo de un campo
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p-ádico (puesto que su anillo de valuación es un dominio de Dedekind). Se
demuestra que tal definición coincide con la dada en la Sección 2.2. De este
modo tenemos la expresión pS = Be, donde e es el ı́ndice de ramificación
de B en L/K. Como p y B son los únicos ideales primos en sus respectivos
anillos, podemos referirnos a e como el ı́ndice de ramificación de L/K, y lo
denotaremos en este caso como e(L/K). Asimismo, denotaremos al grado
residual de la extensión como f = f(L/K).
De manera similar a las definiciones de la Sección 1.3 diremos que la
extensión L/K es no ramificada cuando e = 1; completamente ramificada
cuando e = n; mansamente ramificada cuando p, el entero primo de p, no
divide a e; y salvajemente ramificada cuando es ramificada y p|e.
Denotemos con vK y vL a las valuaciones correspondientes a los valores
absolutos de K y L, respectivamente. Notemos que si x = aπm ∈ K con
π ∈ p un generador y π - a, entonces vK(x) = m. Una fórmula análoga se
obtiene para vL.
Lema 3.2.1 (de Hensel) Sean F ∈ R[X] un polinomio y F ∈ kK el polino-
mio que se obtiene al reducir los coeficientes de F módulo p. Si F se pue-
de escribir como producto de dos polinomios primos relativos no constantes
g, h ∈ kK [X], entonces existen dos polinomios primos relativos G,H ∈ R[X]
que satisfacen ∂G = ∂g, G = g, H = h, F = GH. Si además g es mónico
podemos elegir G mónico.
Para la demostración se puede consultar en [8], Teorema 5.6.
Corolario 3.2.1 Sean F y F como en el lema. Si F tiene una ráız simple
α ∈ kK, entonces existe a ∈ R tal que F (a) = 0 y a = α.
Demostración: Por hipótesis podemos escribir F (X) = (X − α)h(X) con h
primo relativo de X−α. Del lema se sigue en particular que existe G ∈ R[X]
que satisface ∂G = 1 y G = X − α. Como (X − α) es mónico, G debe ser de
la forma G(X) = X − a y X − α = G = X − a. Aśı, F (a) = 0 y a = α. 
Corolario 3.2.2 Si F ∈ R[X] es irreducible sobre K entonces F es potencia
de un irreducible sobre kK [X].
Demostración: Si no, entonces podemos encontrar g, h ∈ kK [X] primos rela-
tivos tales que F = gh y del lema se sigue que F se puede factorizar en R y
por tanto en K. 
Lema 3.2.2 Sea L/K extensión de campos p-ádicos. L es no ramificada si
y sólo si existe a ∈ S con L = K(a) que satisface la siguiente propiedad:
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Si F (X) ∈ R[X] es el polinomio irreducible de a y ϕ(X) ∈ kK [X] es el
polinomio que se obtiene al reducir los coeficientes de F módulo p, entonces
a+ B ∈ kL es ráız simple de ϕ.
Demostración: Si L es no ramificada sobre K, entonces n = f = [kL : kK ].
Notemos que la extensión de campos residuales es separable (extensión de
campos finitos). Sean a+B ∈ kL generador de la extensión y ϕ(X) ∈ kK [X] ⊆
kL[X] el polinomio irreducible de a + B, además tomemos F [X] ∈ R[X] ⊆
S[X] mónico tal que al reducir sus coeficientes módulo p obtenemos a ϕ,
notemos que al reducir los coeficientes módulo B obtenemos también a ϕ.
Por el Corolario 3.2.1 se tiene a′ ∈ S ráız de F tal que a′ + B = a + B, sin
pérdida de generalidad a = a′. Se sigue que a tiene la propiedad indicada.
Rećıprocamente, como F es irreducible sobre K, el Corolario 3.2.2 implica
que ϕ es la potencia de un polinomio irreducible en kK [X]. Como ϕ tiene
una ráız simple, se tiene de hecho que es un polinomio irreducible. Por tanto
n = ∂F = ∂ϕ ≤ [kL : kK ] = f ≤ n,
es decir que f = n y entonces e = 1. 
Corolario 3.2.3 Si L/K es una extensión de campos p-ádicos y M es la
composición de todos las extensiones no ramificadas de K contenidas en L,
entonces M/K es no ramificada y L/M es completamente ramificada. Por
tanto cada extensión de campos p-ádicos se puede descomponer en dos subex-
tensiones, la primera no ramificada y la segunda completamente ramificada.
Demostración: Si la extensión es no ramificada es inmediato que L = M ,
y si es completamente ramificada no existen extensiones no ramificadas in-
termedias por tanto en tal caso tenemos M = K. Supongamos que no es
ninguno de estos casos. Puesto que la extensión L/K es separable, existe
sólo una cantidad finita de campos intermedios. En particular, una cantidad
finita de campos no ramificados sobre K. Por tanto M es una composición
finita de campos y para que sea no ramificada sobre K basta demostrar que
la composición de dos campos no ramificados sobre K es no ramificada sobre
K. El resto, se sigue por inducción.
Sean L y E dos campos intermedios no ramificados sobre K. Supongamos
que L = K(a) con a, F y ϕ como en el lema. Denotemos como RE, pE y kE
al anillo de valuación, el ideal de valuación y el campo residual de E, y
similarmente SLE,BLE y kLE los respectivos objetos de LE. Tenemos a ∈
S ⊆ SLE tal que LE = K(a)E = E(a). Si G(X) ∈ RE[X] es el polinomio
irreducible de a en E, como F ∈ R[X] ⊆ RE[X] y a es ráız de F , entonces
G(X)|F (X). Si ψ ∈ kE[X] es el polinomio que se obtiene al reducir G módulo
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pE, entonces ψ|ϕ. Como KLE 3 a+BLE = a+B es ráız simple de ϕ, entonces
es ráız simple de ψ. Del lema se sigue que LE es no ramificada sobre L,
entonces tenemos e(LE/K) = e(LE/L)e(L/E) = 1, es decir que LE es no
ramificada sobre K.
Sea f1 = [kL : kM ] es el grado residual de L/M , queremos ver que f1 = 1.
Podemos escribir kL = Fp(ζr) para algún r no divisible por p y ζr una ráız r-
ésima primitiva de 1, de modo que el polinomio (1+B)Xr− (1+B) ∈ kL[X]
tiene r ráıces distintas en kL, del Corolario citecoro 1 de hensel se sigue que
Xr − 1 tiene r ráıces distintas en S ⊆ L.
Aśı, si N es el campo de descomposición de Xr− 1, notamos que N ⊆ L.
Ahora, si w1, . . . , wr son todas las ráıces del polinomio anterior entonces del
lema precedente K(wi) es no ramificada sobre K y por tanto wi ∈ K(wi) ⊆
M . Aśı, todas las ráıces de Xr − 1 están en M . Se sigue que todas las ráıces
de (1 + B)Xr − (1 + B) están en el campo residual kM . Aśı, kL = Fp(ζr) ⊆
kM ⊆ kL, de donde f1 = 1. Por tanto L/M es completamente ramificada. La
última afirmación se sigue de lo ya demostrado. 
Teorema 3.2.1 Sea K campo p-ádico. Entonces, a cada extensión finita k
de kK le corresponde una única extensión L/K no ramificada con kL = k.
Esta extensión es normal y Gal(L/K) ∼= Gal(k/kK).
Demostración: Sean a ∈ k un generador sobre kK , es decir k = kK(a),
ϕ ∈ kK [X] el polinomio irreducible de a y F ∈ R[X] mónico tal que al
reducirlo módulo p se obtiene ϕ. Si b es una ráız de F en Qap, consideremos
L = K(b). Denotemos como S al anillo de valuación de L y B al ideal
de valuación. Notemos que al reducir a F módulo B obtenemos el mismo
polinomio ϕ de cual b+B es una ráız, es decir que a y b+B son conjugados.
Podemos suponer que a = b+ B. Se sigue que k ⊆ kL y entonces
[L : K] ≤ ∂F = ∂ϕ = [k : kK ] ≤ [kL : kK ] = f(L/K) ≤ [L : K].
Por lo anterior tenemos que F es irreducible, k = kL y f(L/K) = [L : K]
por tanto e(L/K) = 1 y la extensión es no ramificada.
Ahora supongamos que L1 es otra extensión no ramificada sobre K con
kL1 = k. Por el Corolario 3.2.1 podemos tomar b1 ∈ L1 ráız de F , entonces
K(b1) ∼= K(b) = L, además
[K(b1) : K] = ∂F = [k : kK ] = [kL1 : kK ] = [L1 : K]
de donde L ∼= L1. Para ver que de hecho son iguales demostraremos que L/K
es normal, aśı el isomorfismo L→ L1 ⊆ Qap que deja fijos a los elementos de
K será un automorfismo (Teorema 3.3, Caṕıtulo V de [7]).
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Como k/kK es normal, k es el campo de descomposición de ϕ. Sea a1 ráız
de ϕ. Por el corolario 1 del Teorema 5.6 de [8] tenemos b1 ∈ S ráız de F y tal
que b1 +B = a1. Si ϕ(X) = (X−a1)ϕ1(X) y F (X) = (X−b1)F1(X) se sigue
que al reducir los coeficientes de F1 módulo p obtenemos a ϕ1. Si repetimos
el proceso inductivamente obtenemos que F (X) se descompone en factores
lineales en S ⊆ L además L está generado por una de sus ráıces (para algún
i tenemos b = bi), entonces L es el campo de descomposición de F y se sigue
que L/K es normal.
Para la última afirmación definamos la aplicación
Ψ: Gal(L/K)→ Gal(k/kK)
σ 7→ σ : x+ B 7→ σ(x) + B
En efecto σ ∈ Gal(kL/kK). Además Ψ es isomorfismo de grupos: Si σ, τ ∈
Gal(L/K), entonces para todo x+ B ∈ kL se tiene
σ ◦ τ(x+ B) = σ ◦ τ(x) + B = σ(τ(x)) +B = σ(τ(x) + B)
= σ(τ(x+ B)) = σ ◦ τ(x+ B)
Por tanto Ψ(σ◦τ) = Ψ(σ)◦Ψ(τ). Es decir que Ψ es homomorfismo de grupos.
Para la sobreyectividad, sean a, F, b como antes. Si τ ∈ Gal(k/kK), τa =
a1 es ráız de ϕ, entonces existe b1 ∈ S tal que F (b1) = 0 y b1 + B = a1, tal
b1 es único. Sea σ ∈ Gal(L/K) tal que σb = b1, entonces
σa = σ(b+ B) = σb+ B = b1 + B = a1 = τa1
de este modo Ψ(σ) = σ = τ .
Por último, notemos que #Gal(L/K) = [L : K] = [k : kK ] = #Gal(k/kL),
por tanto se tiene el isomorfismo. 
Corolario 3.2.4 Un Campo p-ádico tiene exactamente una extensión no ra-
mificada de grado dado.
Demostración: De la teoŕıa de campos finitos se sabe que dado n ∈ N existe
una única extensión sobre un campo finito de grado n. En particular, para
K p-ádico y n ∈ N fijo existe una una única extensión k de grado n sobre
kK . La afirmación se sigue del teorema. 
Teorema 3.2.2 Si K es un campo p-ádico, entonces la extensión L/K es
no ramificada si y sólo si L = K(ζm) con ζm una ráız m-ésima primitiva de
1 y el entero primo de p no divide a m.
Para la demostración ver [8], Teorema 5.26.
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Teorema 3.2.3 Sea K un campo p-ádico y L una extensión completamente
ramificada sobre K. Entonces, existe un polinomio de Eisenstein en K[X] y
una ráız a de éste tal que L = K(a). Rećıprocamente, cada extensión generada
por la ráız de un polinomio de Eisenstein es completamente ramificada.
Demostración: Supongamos primero que L = K(a) con a ráız del polinomio
de Eisenstein Xn +
∑n−1
i=0 ciX
i. Como c0 ∈ p \ p2 = 〈π〉 \ 〈π2〉, se sigue que
vK(c0) = 1. Además, notemos que para todo l ∈ N se tiene plS = (pS)l, se
sigue que c0 ∈ Be \Be+1 entonces vL(c0) = e con e = e(L/K). Por otro lado







i) : i = 0, . . . , n− 1
}
= vL(ci0) + i0vL(a) para algún i0 entre 0 y n− 1
> i0vL(a),
luego (n− i0)vL(a) > 0 y por tanto vL(a) ≥ 1. Por otro lado tenemos que
nvL(a) = vL(a
n) = vL(c0) = e, (3.1)
y si fuera n > e entonces nvL(a) > e que contradice lo anterior, por tanto
n = e. Aśı la extensión es completamente ramificada.
Ahora supongamos que L/K es completamente ramificada, fijemos π ∈ p
y Π ∈ B generadores de los ideales, entonces tenemos
〈π〉 = p = Be = 〈Πe〉.
Podemos suponer sin pérdida de generalidad que Πe = π, es decir que Π es
ráız del polinomio de Eisenstein Xe − π ∈ K[X], además se sigue que
[K(Π) : K] = e = n = [L : K],
por tanto L = K(Π). 
Corolario 3.2.5 Sea L = K(a) generado sobre K por la ráız de un polino-
mio de Eisenstein. Entonces vL(a) = 1
Demostración: Se sigue de la Ecuación (3.1) y que n = e. 
Corolario 3.2.6 Un campo p-ádico tiene una cantidad finita de extensiones
de grado dado.
Demostración: Sean K un campo p-ádico y n ∈ N fijo. Por el corolario 3.2.3,
si L es una extensión de K de grado n siempre tenemos una torre L ⊇M ⊇ K
con M la extensión no ramificada sobre K más grande contenida en L. Por
3.2. TEOREMAS DE RAMIFICACIÓN 39
el corolario 3.2.4 tenemos opciones finitas para M , a saber, exactamente una
opción para M por cada divisor de n. Basta entonces demostrar que si se
ha fijado M , éste tiene una cantidad finita de extensiones completamente
ramificadas de grado m (m divisor de n).
Denotaremos R al anillo de valuación de M y p a su ideal maximal, y
definimos Ω = p×· · ·×p×(p\p2) con m−1 factores p y con la topoloǵıa pro-
ducto. Como p es compacto (Lema 3.1.3) y p2 abierto (Lema 3.1.5), tenemos
que p \ p2 es compacto. Se sigue que Ω es compacto. Ahora definamos





j 7→ (am−1, . . . , a0)
Notemos que Ψ es una biyección. Por otro lado, si N es una extensión comple-
tamente ramificada sobre M y de grado m, sea VN el conjunto de todos los po-
linomios de Eisenstein cuyas ráıces incluyen un generador de N . Del Teorema
3.2.3 tenemos que VN es no vaćıo. Demostraremos que es un conjunto abierto:
Sean (am−1, . . . , a0) ∈ VN y F = Ψ−1(am−1, . . . , a0). Por la Proposición 5.9 de
[8] existe ε suficientemente chico tal que si G es un polinomio con coeficientes
ε-cerca de los coeficientes de F (es decir que Ψ(G) ∈ Bε(am−1, . . . , a0)), en-
tonces es un polinomio irreducible y tiene una ráız que genera a N . Se sigue
que Bε(am−1, . . . , a0) ⊆ VN .
Notemos entonces que
{Ψ(VN) : N es completamente ramificada de grado m}
es una cubierta abierta para Ω, pues cada conjunto es abierto y para cada
elemento (am−1, . . . , a0) ∈ Ω, sean F = Ψ−1(am−1, . . . , a0) y α ráız de F , en-
tonces (am−1, . . . , a0) = Ψ(F ) ∈ Ψ(VM(α)). Por la compacidad de Ω podemos
obtener una subcubierta finita, digamos {Ψ(VN1), . . .Ψ(VNl)}.
Si N es una extensión de de M completamente ramificada y de grado m,
entonces Ψ(VN) ⊆ ∪li=1Ψ(VNi), luego VN ⊆ ∪li=1NNi . Si f ∈ VN , entonces
f ∈ VNi0 , por tanto una ráız de f genera a N y otra a Ni0 de modo que
N ∼= Ni0 . Aśı, todas las extensiones completamente ramificadas de M son
o bien algún Ni o bien algún campo isomorfo a éste, en total, una cantidad
finita. 
Teorema 3.2.4 Si K es un campo p-ádico entonces una extensión L/K es
completa y mansamente ramificada si y sólo si K(a) con a en S ráız de un
polinomio Xn − π, π un generador de p y p - n.
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Demostración: Si L = K(a) como en el enunciado, notemos que Xn−π es un
polinomio de Eisenstein, por el Teorema 3.2.3 la extensión es completamente
ramificada. Además e(L/K) = [L : K] = n por tanto p - e(L/K) y la
extensión es mansamente ramificada.
Supongamos ahora que L/K es completa y mansamente ramificada, y sea
π un generador de p. Sin pérdida de generalidad podemos suponer que π = Πn
pues n = e(L/K). En particular, Π es una ráız del polinomioXn−π. Como tal
polinomio es de Eisenstein es también irreducible, por tanto [K(Π) : K] = n
y como K(Π) ⊆ L se sigue que L = K(Π). 
Corolario 3.2.7 Si L/K es extensión finita de campos p-ádicos y M es la
composición de todas las extensiones mansamente ramificadas de K conteni-
das en L, entonces M/K es mansamente ramificada, y si M 6= L, entonces
L/M es salvaje y completamente ramificada de grado una potencia p, el ente-
ro primo de p. Tenemos e(L/K) = e1p
k con p - e1 = e(M/K) y pk = [L : M ].
Para la demostración ver [8], Corolario 3 del Teorema 5.29.
Corolario 3.2.8 (Lema de Abhyankar) Sea L una extensión mansamente
ramificada sobre K y M una extensión finita. Si e(L/K) = e(M/K) entonces
LM es no ramificada sobre K.
Demostración: Sea L0 el campo intermedio de L/K no ramificado sobre K
maximal como en el Corolario 3.2.3 y escribamos L0 = K(a) con a como
en el Lema 3.2.2. Entonces L0M = M(a). Por el mismo lema, la extensión
L0M/M es no ramificada y por tanto
e(L0M/K) = e(L0M/M)e(M/K) = e(M/K),
de donde
e(M/K) = e(L0M/K) = e(L0M/L0)e(L0/K) = e(L0M/L0).
Por otro lado, como L0/K es la extensión no ramificada maximal se tiene
que L/L0 es completamente ramificada, y como L/K es mansa entonces
lo es también L/L0. Por el teorema anterior podemos escribir L = L0(Π)
con Π ráız del polinomio Xe − π0 y generador de B, y π0 es generador
del ideal de valuación de L0. Si b ∈ L0M es un generador de su ideal de
valuación, entonces tenemos π0 = ub
e(M/K) con u una unidad del anillo de
valuación de L0M . Como e = e(L/L0) = e(L/K)|e(M/K), podemos escribir
Πe = π0 = ub
ee′ con e′ = e(M/K)/e, entonces (Πb−e
′
) = u1/e, donde u1/e
denota a una ráız e-ésima fija de u, y por tanto LM = L0M(Π) = L0M(u
1/e).
La Proposición 5.16 de [8] implica que u = ζu1 con ζ ráız de 1 de orden
no divisible por p y u1 una unidad del anillo de valuación de L0M . Como
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con ξ = ζ1/e ráız de 1 de orden no divisible por p y por el Teorema 3.2.2 la
extensión LM/L0M es no ramificada, luego
e(LM/M) = e(LM/L0M)e(L0M/M) = 1
es decir que LM/M es no ramificada. 
3.3. El grupo de inercia
En esta sección consideraremos una extensión normal L/K de campos p-
ádicos; la notación para los anillos, ideales de valuación y campos residuales
de L y K será como en la sección anterior. Consideremos la aplicación
Φ: Gal(L/K)→ Gal(kL/kK)
σ 7→ σ : a+ B 7→ σa+ B
Proposición 3.3.1 Φ es homomorfismo de grupos sobreyectivo y su núcleo
es G0 = {σ ∈ Gal(L/K) : ∀y ∈ S, σy ≡ y mód B}.
Demostración: La demostración de que es homomorfismo sobreyectivo es
análoga a la de la aplicación ψ en la demostración del Teorema 3.2.1. Para
la afirmación sobre el núcleo tenemos
σ ∈ η(Φ)⇔ σ = idkL
⇔ ∀y ∈ S, σ(y + B) = σy + B = y + B
⇔ σy ≡ y mód B
⇔ σ ∈ G0. 
A G0 es le llama el grupo de inercia de la extensión L/K. Para i = 1, 2, . . .
definimos el i-ésimo grupo de ramificación como
Gi = {σ ∈ G0 : ∀y ∈ S, σy ≡ y mód Bi+1}.
Éstos son en efecto grupos: Si σ ∈ Gi e y ∈ S, entonces σy − y ∈ Bi+1, y
por tanto y − σ−1y = σ−1(σy − y) ∈ σ−1Bi+1 ⊆ Bi+1. Y si τ ∈ Gi entonces
στy − y = (σ(τy)− τy) + (τy − y) ∈ Bi+1, pues τy ∈ S.
Teorema 3.3.1 Sea L/K una extensión normal de campos p-ádicos y sea
G = Gal(L/K). Entonces
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1. Sea L0 el campo intermedio de L/K no ramificado maximal, enton-
ces mediante la correspondencia de Galois tenemos L0 = L
G0 y G0 =
Gal(L/L0). El grupo de inercia es normal en G de orden e(L/K) y
G/G0 es ćıclico de orden f(L/K).
2. Sea L1 el campo intermedio de L/K mansamente ramificado maximal,
entonces mediante la correspondencia de Galois tenemos L1 = L
G1 y
Gal(L/L1) = G1. G1 es normal en G, es un p grupo (p el entero primo
de p) y G0/G1 es ćıclico de orden no divisible por p. Además existe un
encaje de G0/G1 en k
∗
L.
Demostración: 1. Denotaremos a los anillos e ideales de valuación de L y K
como antes, y sean S0 y B0 el anillo e ideal de valuación de L0.
Sean σ ∈ Gal(L/L0) e y ∈ S. Como la extensión L/L0 es completamente
ramificada se tiene 1 = f(L/L0) = [kL : kL0 ], es decir que kL = kL0 . En
particular podemos tomar y′ ∈ S0 ⊆ L0 tal que y + B = y′ + B0 = y′ + B y
entonces tenemos
y + B = y′ + B = σy′ + B = σ(y′ + B) = σ(y + B) = σy + B
de este modo σy − y ∈ B, por tanto σ ∈ G0 y Gal(L/L0) ⊆ G0. Para
demostrar que los grupos son iguales demostraremos que tienen la misma
cardinalidad.
Como kL/kK es extensión finita, a kL le corresponde un única extensión no
ramificada sobre K con campo residual kL (por el Teorema 3.2.1), como kL =
kL0 , por la únicidad éste debe ser precisamente L0. Por el mismo teorema
se tiene que L0/K es normal y Gal(L0/K) ∼= Gal(kL0/K). En particular se
sigue el isomorfismo Gal(L0/K) ∼= G/Gal(L/L0) y por tanto
#Gal(L/L0)#Gal(L0/K) = #G. (3.2)
Por otro lado, del homomorfismo Φ se deduce que
G/G0 ∼= Gal(kL/kK) = Gal(kL0/kK) ∼= Gal(L0/K),
luego #G = #G0#Gal(L0/K). Por la igualdad anterior y la (3.2) se tiene
#G0 = #Gal(L/L0), por tanto G0 = Gal(L/L0).
Además, como G/G0 ∼= Gal(kL/kK) se sigue que es ćıclico de orden
#(G/G0) = #Gal(kL/kK) = [kL : kK ] = f(L/K)
y también tenemos que
#G0 = #G/#Gal(kL/kK) = [L/K]/f(L/K) = e(L/K).
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2. Definimos la aplicación Ψ : G0 → k∗L mediante σ 7→ σ(Π)Π−1 + B con
Π ∈ B un generador. Como |σΠ|p = |Π|p , tenemos que |σ(Π)Π−1|p = 1 y en
efecto σ(Π)Π ∈ S. Además para cada ε unidad de S, como σ ∈ G0, tenemos
que σε− ε ∈ B, entonces σ(ε)ε−1 − 1 ∈ B. Por tanto, si consideramos otro
generador de B, éste es de la forma εΠ y tenemos
σ(εΠ)(εΠ)−1 = σ(ε)ε−1σ(Π)Π−1 ≡ σ(Π)Π−1 mód B,
de modo que Ψ no depende del generador de B que se tome.
La aplicación es de hecho un homomorfismo de grupos: Sean σ, τ ∈ G0,
notemos primero que τΠ = εΠ para algún ε unidad de S, entonces
Ψ(στ) = σ(τ(Π))Π−1 + B = σ(τ(Π))(τΠ−1τΠ)Π−1 + B
= σ(εΠ)(εΠ)−1τ(Π)Π−1 + B = (σ(εΠ)(εΠ)−1 + B)(τ(Π)Π−1 + B)
= Ψ(σ)Ψ(τ)
Se puede calcular que su núcleo es G1; de modo que Ψ induce un encaje
de G0/G1 en k
∗
L. Si e2 = #Ψ(G0), entonces e2 | #k∗L ≡ 1 mód p, por tanto
p - e2.
Sea M = LG1 , demostraremos que M = L1. Para la contención M ⊆ L1
basta ver que M/K es mansamente ramificada: Como G0 ⊇ G1 se tiene
L0 ⊆M , además
[L : M ] = #G1 = #G0/#Ψ(G0) = e(L/K)/e2,
y
[L : M ][M : L0] = [L : L0] = e(L/L0) = e(L/M)e(M/L0).
Se sigue que las extensiones M/L0 y L/M son ambas completamente rami-
ficadas y entonces también lo son L/L1 y L1/M . También tenemos
e2 = #Ψ(G0) = #G0/#G1 = e(L/K)/[L : M ] = e(L/K)/e(L/M) = e(M/K),
en particular, vemos que M/K es mansamente ramificada.
Para la otra contención consideremos la torre
K ⊆ L0 ⊆M ⊆ L1 ⊆ L.
Por el corolario 3.2.7 tenemos e(L/K) = e(L/L0) = e1p
k, con p - e1 =
e(L1/K) = e(L1/L0) y p
k = e(L/L1) = [L : L1], además
e2 = e(M/K) = e(M/L0) = [M : L0]
y [L1 : M ] = [L1 : L0]/[M : L0] = e1/e2, denotaremos éste valor como e3. Y
por último, [L0 : K] = f(L0/K) = f .
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Como p - e1, entonces p - e3 y por tanto L1/M es una extensión mansa
y completamente ramificada. Por el Teorema 3.2.4 podemos escribir L1 =
M(Π1) con Π1 un generador del ideal de valuación en L1, y éste satisface un
polinomio Xe3 − πM con πM generador del ideal de valuación de M .
Si σ ∈ G1, podemos escribir σΠ1 − Π1 = bΠ2 con b ∈ S, entonces
Πe31 = πM = σπM = σ(Π
e3
1 ) = (σΠ1)
e3 = (Π1 + bΠ
2)e3 ,
si definimos u = 1 + bΠ
2
Π1
tenemos 1 = ue3 , el Teorema 5.18 de [8] implica que
u tiene una única ráız e3-ésima, por tanto u = 1, entonces b = 0 y σΠ1 = Π1.
Aśı, σ deja fijos a los elementos de L1, de modo que L1 ⊆ LG1 = M . Se sigue
la igualdad L1 = M .
Para ver la normalidad de G1 en G, tomemos σ ∈ G, τ ∈ G1, y x ∈ S,
tenemos










































∈ σB2 ⊆ B2.
Por tanto σG1σ
−1 ⊆ G1 y G1 G. Además G1 es un p-grupo puesto que su
orden coincide con [L : L1] = p
k.
El encaje de la última afirmación es el ya mencionado Ψ, y de éste modo
G0/G1 se identifica con un subgrupo del grupo ćıclico k
∗
L, y su orden es
# (G0/G1) = #Ψ(G0) = e2, que como dijimos antes, no es divisible por p. 
3.4. Aplicaciones en campos de números
Cuando tenemos una extensión de campos de números, digamos L/K,
sabemos que dado un ideal primo B ≤ OL la intersección p = B∩OK es un
ideal primo de OK , y que se puede identificar la completación Kp como un
subcampo de la completación LB. De este modo, una vez fijos los ideales p y
B, a la extensión L/K de campos de números le corresponde una extensión
de campos p-ádicos.
En esta sección veremos que clase de información podemos obtener para
la extensión de campos de números a partir de los teoremas que conocemos
de la sección anterior.
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Proposición 3.4.1 Un ideal primo B ≤ OL es no ramificado (respectiva-
mente manso o salvaje) si y sólo si la correspondiente extensión LB/Kp lo
es.
Demostración: Sean p ≤ R y B ≤ S los ideales y anillos de valuación de Kp
y LB. De la Proposición 3.1.1 tenemos pR = p y BS = B. Aśı
pS = (pR)S = pS = (pOL)S =
(




e1 · · · (BgS)eg = (BS)e = B
e
.
Por tanto eL/K(B) = eLB/Kp(B) = e(LB/Kp) y el resultado se sigue de las
definiciones. 
Ahora supondremos adicionalmente que la extensión L/K es normal.
Teorema 3.4.1 Si p ≤ OK es un ideal primo y B ≤ OL es un divisor primo
de pOL, entonces la extensión LB/Kp es normal, existe un encaje natural
de Gal(LB/Kp) en Gal(L/K), y el ı́ndice de la imagen de Gal(LB/Kp) en
Gal(L/K) es igual al número de divisores primos de pOL.
Demostración: Por la normalidad de L/K podemos tomar un polinomio
F (X) ∈ K[X] tal que L es su campo de descomposición, digamos L =
K(α1, . . . , αr) con α1, . . . , αr las ráıces de F . Entonces
LB = KpL = KpK(α1, . . . , αr) = Kp(α1, . . . , αr),
y como F (X) en particular es un polinomio de Kp, entonces LB es el campo
de descomposición de un polinomio en Kp y por tanto se tiene la normalidad
de la extensión.
Ahora consideremos la aplicación
Gal(LB/Kp)→ Gal(L/K).
σ 7→ σ|L
Éste es el encaje que queremos: primero notemos que en efecto σ|L pertenece
a Gal(L/K), pues a los elementos de K ⊆ Kp los deja fijos y permuta a las
ráıces de F de modo que
σL(L) = σ(K(α1, . . . , αr)) = σ(K)(σα1, . . . , σαr) ⊆ K(α1, . . . , αr) = L.
Se sabe que si L/K es una extensión algebraica y σ es un encaje de L en
śı mismo que el Lema 2.1, Caṕıtulo V de [7].
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En nuestro caso, el cálculo anterior implica que σ|L es un automorfismo
de L. Además la aplicación es un homomorfismo de grupos, y es inyectiva:
En efecto, supongamos que σ|L = idL, en particular para las ráıces de F
tenemos σ|L(αi) = σαi = αi, y como en Kp es también la identidad se sigue
que lo es en Kp(α1, . . . , αr) = LB, por tanto σ = idLB .
Por último, recordemos que por el Teorema 2.2.4 tenemos [L : K] = ref
con r el número de divisores primos de pOL, entonces
[Gal(L/K) : Gal(LB/Kp)] = #Gal(L/K)/#Gal(LB/Kp)
= [L : K]/[LB : Kp]
= ref/ef
= r. 
La identificación de Gal(LB/Kp) es llamada grupo de descomposición del
ideal B. Con ésta identificación, el grupo de inercia y los de ramificación
se pueden considerar como subgrupos de Gal(L/K), y en éste contexto los
llamaremos el grupo de inercia y los grupos de ramificación de B.
Se tiene el siguiente resultado en términos de subgrupos de Gal(L/K).
Proposición 3.4.2 Sea L/K una extensión normal de campos de números.
Sea B ≤ OL un ideal primo, y definamos
G−1(B) = {σ ∈ Gal(L/K) : σB = B},
y para i = 1, 2, . . .
Gi(B) = {σ ∈ Gal(L/K) : σx− x ∈ Bi+1∀x ∈ OL}.
Entonces G−1(B) es el grupo de descomposición de B, G0 es el grupo de
inercia de B, y Gi(B) el i-ésimo grupo de ramificación de B.
La demostración se puede consultar en [8] Proposición 6.6.
Teorema 3.4.2 Sea L/K una extensión normal de campos de números, p ≤
OK un ideal primo y B1,B2 dos divisores primos de pOL, entonces existe
σ ∈ Gal(L/K) tal que G0(B2) = σG0(B1)σ−1.
Demostración: Sabemos que existe σ ∈ Gal(L/K) tal que B2 = σB1 (ver
por ejemplo la Proposición 11, Caṕıtulo I de [6]). Este es el automorfismo
que queremos: Si τ ∈ G0(B1) y x ∈ OL, entonces
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y este último valor pertenece a σB1 = B2 puesto que σ
−1x ∈ OL. Por tanto
στσ−1 ∈ G0(B2) y se sigue la contención σG0(B1)σ−1 ⊆ G0(B2).
Para la otra contención, si τ ∈ G0(B2), basta demostrar que τ ′ = σ−1τσ ∈
G0(B1), lo cual se hace de manera análoga a lo anterior. 
El campo intermedio de L/K correspondiente a G−1(B) mediante la
teoŕıa de Galois se denota como K−1 y es llamado campo de descomposi-
ción de B. Similarmente definimos K0 el campo de inercia de B, y Ki el
i-ésimo campo de ramificación de B.
Teorema 3.4.3 Sea L/K una extensión normal de campos de números. Fi-
jamos B ≤ OL un ideal primo y p = B∩OK, denotaremos Bi = B∩OKi con
i = −1, 0, 1, . . . , p el entero primo de p, y escribimos eL/K(B) = e = e0pm
con p - e0 y f = fL/K(B). Entonces
1. En K−1 tenemos eK−1/K(B−1) = 1 = fK−1/K(B−1). Además K−1 es el
mayor subcampo con estas propiedades.
2. En K0 tenemos eK0/K(B0) = 1.
Demostración: 1. Demostraremos que Kp coincide con (K−1)B−1 . La con-
tención Kp ⊆ (K−1)B−1 ya se tiene. Sea x ∈ (K−1)B−1 , podemos asumir
que es de la forma x = ĺımxn con (xn) una sucesión en K−1 = L
G−1 . Con
σ ∈ Gal(LB/Kp) = G−1 tenemos
σx = σ(ĺım xn) = ĺımσxn = ĺımxn = x,
por tanto x ∈ LGal(LB/Kp)B = Kp. Aśı, tenemos también (K−1)B−1 ⊆ Kp.
De este modo tenemos eK−1/K(B−1)fK−1/K(B−1) = [(K−1)B−1 : Kp] = 1,
de donde se sigue la primera parte del enunciado.
Si M es otro campo intermedio con estas propiedades, y BM ≤ OM es su
ideal de valuación, entonces también se tiene MBM = Kp. Si x ∈M ⊆MBM
y σ ∈ G−1 = Gal(LB/Kp) = Gal(LB/MBM ) entonces σx = x, por tanto
x ∈ LG−1 = K1, de modo que M ⊆ K−1.
2. Demostraremos que (K0)B0 ⊆ LG0B . Si x ∈ (K0)B0 , digamos x = ĺımxn
con (xn) sucesión en K0 = L
G0 y σ ∈ G0, entonces
x = ĺımxn = ĺımσxn = σ ĺım xn = σx,
de este modo x ∈ LG0B y se sigue la contención deseada. Por 1. del Teore-
ma 3.3.1 sabemos que LG0B es el campo intermedio de LB/Kp no ramificado
maximal, y además
1 = e(LG0B /Kp) = e(L
G0
B /(K0)B0)e((K0)B0/Kp).
Se sigue que 1 = e((K0)B0/Kp) = e(K0/K)(B0). 

Caṕıtulo 4
Altura de números algebraicos
4.1. La fórmula del producto
Sea K un campo de números. La fórmula del producto establece que para
cada elemento no cero de K, el producto de todos sus valores absolutos posi-
bles en K (salvo equivalencia) es igual a 1. Para poder llegar a este resultado
es necesario fijar de alguna forma los valores absolutos que consideraremos,
es decir, de cada clase de equivalencia de valores absolutos sobre K fijaremos
un representante.
En Q fijamos los siguientes valores absolutos: | |∞ el usual, y para cada p ∈
Z primo fijamos | |p el valor absoluto p-ádico. Por el Teorema 2.1.1, cualquier
otro valor absoluto sobre Q es equivalente a alguno de éstos. De este modo
podemos considerar el conjunto de representantes MQ = {∞, 2, 3, 5, . . . },
donde p ∈MQ representa al valor absoluto | |p.
La fórmula del producto en Q dice lo siguiente:
Teorema 4.1.1 (Fórmula del producto para Q) Para cada x ∈ Q∗ se tiene∏
p∈MQ
|x|p = 1.
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Proposición 4.1.1 Sean L/K una extensión de campos de números y | |v
un valor absoluto sobre K. Si | |w1 , . . . , | |wm son las distintas extensiones a








La demostración se puede consultar en [8], corolario de la Proposición 6.1.
Ahora, sea K campo de números, en la Sección 2.1 aprendimos que un
valor absoluto | |p en Q tiene una cantidad finita de extensiones a un valor
absoluto sobre K. De este modo, si en Q consideramos el valor absoluto usual
| |∞, éste tiene una cantidad finita de extensiones a un valor absoluto sobre
K, a los cuales les llamaremos valores absolutos infinitos. Si | |p es un valor
absoluto p-ádico, el Teorema 2.2.2 nos dice que sus extensiones son p-ádicos
correspondientes a los divisores primos de pOK . Cualquier otro valor absoluto
sobre K es equivalente con alguno de los ya mencionados. Aśı pues, en K
podemos fijar el conjunto de representantes MK = {infinitos} ∪ {p-ádicos}.
Teorema 4.1.2 (Fórmula del producto) Para cada x ∈ K∗ se tiene∏
v∈MK
|x|dvv = 1,
donde dv es el grado local de K sobre Q respecto a v, es decir, dv = [Kv : Qp]
con v extensión de p.
Demostración: Primero notemos que en particular x es un elemento de Kv,




















donde la notación v|p significa que | |v es extensión de | |p. 
4.2. La función altura
Sean K un campo de números y α ∈ K un elemento. Se define la altura
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dv log máx{1, |α|v}.
Ejemplo: Sean K = Q, α = a
b
∈ Q con (a, b) = 1 y en este caso notamos




























































De este modo tenemos máx{|b|p, |a|p} = 1. Similarmente, si p|b o p - a, b se








máx{|b|p, |a|p} = máx{|b|∞, |a|∞}.
También tenemos que hQ(
a
b
) = log (máx{|b|∞, |a|∞}).
Proposición 4.2.1 Existe sólo una cantidad finita de racionales con altura
acotada.
Demostración: Sea T ∈ R≥0. Por el ejemplo anterior, h(ab ) ≤ T sólo si
máx{|a|∞, |b|∞} ≤ T . Como a y b son números enteros, sólo hay una cantidad
finita de posibilidades para a y para b. 
Sea L/K una extensión de campos de números. El siguiente lema nos dice
de qué forma se relacionan hK y hL:
Lema 4.2.1 Sean L/K extensión de campos de números y α ∈ K. Entonces
hL(α) = [L : K]hK(α). En Particular HL(α) = HK(α)
[L:K].
Demostración: Para p ∈ MQ, v ∈ MK y w ∈ ML tal que w|v y v|p podemos
identificar Qp ⊆ Kv ⊆ Lw, por tanto dw = [Lw : Qp] = [Lw : Kv][Kv : Qp] =
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 dv log máx{1, |α|v}
 ,




[L : K]dv log máx{1, |α|v} = [L : K]
∑
v∈MK
dv log máx{1, |α|v}
= [L : K]hK(α). 
A continuación definiremos la función altura sobre una cerradura alge-
braica de Q fija, la cual denotaremos mediante Qa. Sea α ∈ Qa, es decir
algebraico sobre Q. Se define la altura (absoluta) como la función




donde K es cualquier campo de números que contiene a α. Similarmente, se
define la altura logaŕıtmica (absoluta) como la función




definimos la altura (absoluta) de α como H(α) = HK(α)
1
[K:Q] con K campo
de números que contiene a α. Similarmente definimos la altura logaŕıtmica
(absoluta) como h(α) = 1
[K:Q]hK(α).
H y h están bien definidas, es decir que no dependen de la elección del
campo de números. En efecto, supongamos que K1 y K2 son dos campos de
números que contienen a α. Podemos considerar un campo de números L
que contenga a K1 y K2 (por ejemplo la composición K1K2). Por el lema
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Teorema 4.2.1 La función altura h tiene las siguientes propiedades:
1) h(α) ≥ 0;
2) h(α1 . . . αl) ≤ h(α1) + · · ·+ h(αl);
3) h(α1 + · · ·+ αl) ≤ h(α1) + · · ·+ h(αl) + log(l);
4) h(αn) = |n|h(α), con n ∈ Z y | | el usual;
5) Para cada σ ∈ Gal(Qa/Q), h(α) = h(σα).
Demostración: Durante la demostración supondremos que K es un campo
de números que contiene a α1, . . . , αl, α.
1) Se sigue de la definición.
2) Por definición tenemos





dv log máx{1, |α1 . . . αl|v}.
Notemos que para cada v ∈MK se tiene
|α1 . . . αl|v = |α1|v . . . |αl|v ≤ máx{1, |α1|v} . . .máx{1, |αl|v}.
De donde se sigue que
máx{1, |α1 . . . αl|v} ≤ máx{1, |α1|v} . . .máx{1, |αl|v}.
Por tanto
h(α1 . . . αl) ≤
∑
v∈MK













3) Sea v ∈MK . Si | |v es no arquimediano, tenemos
|α1 + · · ·+ αl|v ≤ máx{|α1|v, . . . , |αl|v} ≤ lmáx{|α1|v, . . . , |αl|v},
y si | |v es arquimediano
|α1 + · · ·+ αl|v ≤ |α1|v + · · ·+ |αl|v ≤ lmáx{|α1|v, . . . , |αl|v}.
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En ambos casos se sigue que






















































que por el Teorema 2.1.10, se obtiene





dv log máx{1, |αi|v}




4) Supongamos primero que n > 0. Tenemos máx{1, |αn|v} = máx{1, |α|nv} =












dv log máx{1, |α|v}
= nh(α).
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Si n ≤ −1, en particular −n > 0, tenemos h(αn) = h((α−1)−n) = −nh(α−1).
Por tanto en este caso basta ver que h(α) = h(α−1). Para este fin, notemos
que log máx{1, |α|−1v } = − log mı́n{1, |α|v}, entonces calculamos





























Por último, en el caso n = 0 tenemos h(α0) = h(1) = hQ(1) = log(1) = 0 =
0h(α).
5) Sea σ ∈ Gal(Qa/Q) un automorfismo fijo. Denotaremos σ = σ|K . en
particular se tiene que σ ∈ Gal(K/Q). Definimos una aplicación
MK →MK
v 7→ vσ




















dv log máx{1, |α|v} = h(α). 

Caṕıtulo 5
La propiedad de Northcott
Sea A ⊆ Qa un conjunto de números algebraicos. Decimos que A tiene la
propiedad de Northcott si para cada T ∈ R>0 el conjunto
A(T ) = {α ∈ A : h(α) ≤ T}
es finito.
Probaremos que si K es un campo de números entonces tiene la propiedad
de Northcott, éste será el Corolario 5.1.2. Por tanto se plantea el problema de
si existen extensiones algebraicas infinitas sobre Q que tienen la propiedad de
Northcott. Bombieri y Zannier en [1] construyen una extensión infinita que
tiene esta propiedad. El propósito de este caṕıtulo es exponer este resultado.
5.1. El lema de Northcott
Un primer resultado acerca de la propiedad de Northcott es el siguiente:
Lema 5.1.1 (de Northcott): Para d ∈ Z≥1 fijo, el conjunto A = {α ∈ Qa :
[Q(α) : Q] = d} tiene la propiedad de Northcott.
Demostración: Sean T ∈ R>0 fijo y α ∈ A con h(α) ≤ T . Consideremos
f(X) = Irr(α,Q)(X) ∈ Q[X], digamos f(x) = Xd + a1Xd−1 + · · · + ad. Si








αiαj = a2; etc.
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Tomemos, por ejemplo, la primera igualdad y calculemos la altura de a1: Por












y notando que cada αi es la imagen de α respecto a algún automorfismo de
Gal(Qa/Q), por 5) del mismo teorema tenemos
d∑
i=1
h(αi) + log(d) =
d∑
i=1
h(α) + log(d) = dh(α) + log(d) ≤ dT + log(d).
De este modo, la altura de ai está acotada por dT + log(d), que está fijo. Por
la Proposición 4.2.1 tenemos opciones finitas para ai. Similarmente, con el
resto de las relaciones de Vieta, se deduce que hay opciones finitas para cada
coeficiente de f y por tanto para f mismo. Se sigue que hay sólo una cantidad
finita de elementos α ∈ A con h(α) ≤ T , es decir, A tiene la propiedad de
Northcott. 
Corolario 5.1.1 A = {α ∈ Qa : [Q(α) : Q] ≤ d} tiene la propiedad de
Northcott.
Demostración: Para T ∈ R>0 fijo notemos que A(T ) =
⋃d
i=1Ai(T ) con
Ai = {α ∈ Qa : [Q(α) : Q] = i}. Por el lema cada Ai(T ) es finito, por tanto
lo es también A(T ). 
Corolario 5.1.2 Todo campo de números K tiene la propiedad de Northcott
Demostración: Supongamos que [K : Q] = d, entonces K ⊆ A con A defi-
nido como en el corolario anterior, entonces K(T ) ⊆ A(T ), y este último es
finito por el corolario, por tanto también lo es K(T ). 
Por último, se tiene la siguiente aplicación del Lema de Northcott.
Lema 5.1.2 (de Kronecker): h(α) = 0 si y sólo si α = 0 o α una ráız de 1.
Demostración: Si α = 0 se sigue que h(α) = 0. Supongamos que α es ráız de
1, digamos αn = 1 con n ∈ N, entonces 0 = h(1) = h(αn) = |n|∞h(α), esto
último por 4) del Teorema 4.2.1. Se sigue que h(α) = 0. Rećıprocamente,
supongamos que h(α) = 0 y α 6= 0. Notemos que para todo n ∈ N h(αn) =
|n|∞h(α) = 0 y que αn ∈ Q(α), de este modo, para todo T ∈ R>0 tenemos
{1, α, α2, . . . } ⊆ Q(α)(T )
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y como en particular Q(α) es un campo de números, el corolario anterior
dice que Q(α)(T ) es finito. Se sigue que {1, α, α2, . . . } es finito, es decir que
existen l,m ∈ N tales que αl = αm. Supongamos que l < m, entonces para
n = m− l se tiene αn = 1. 
5.2. Los campos K(d) y K
(d)
ab
Dada una familia de campos K tal que cada K ∈ K está contenida en un





ai1ai2 · · · ain : n <∞, aij ∈ Ki, Ki ∈ K
}
.
Este es el menor subcampo de L que contiene a cada K ∈ K.
Sea K un campo de números. Para d ∈ Z≥2 consideramos las siguientes
familias de campos:
L(d) = {L extensión de K : [L : K] ≤ d},
y
L(d)ab = {L extensión abeliana de K : [L : K] ≤ d}.
Definimos K(d) como la composición de la familia L(d). Similarmente, de-
finimos K
(d)
ab como la composición de L
(d)
ab . El resto del caṕıtulo se centra
en estudiar algunas propiedades de estos campos. El teorema principal nos
dice que K
(d)
ab tiene la propiedad de Northcott. Fijemos K
a una cerradura
algebraica K, en adelante trabajaremos dentro de este campo fijo.
Proposición 5.2.1 K(d) es una extensión normal sobre K.
Demostración: Se sabe que si todo encaje σ de K(d) en Ka que restringido a
K es la identidad resulta ser un automorfismo de K(d), entonces la extensión
K(d)/K es normal (ver por ejemplo el Teorema 3.3, Caṕıtulo V de [7]). Con-
sideremos entonces σ un encaje con las hipótesis anteriores. Demostraremos
que es un automorfismo de K(d).
Notemos que si L ∈ L(d) entonces σL ∈ L(d), pues [σL : K] = [L : K] ≤ d.
De manera que si α ∈ K(d), digamos α =
∑





(σai1)(σai2) . . . (σaim)
con σαij ∈ σLj ∈ L(d), por tanto σα ∈ K(d). Se sigue que σK(d) ⊆ K(d). De
este modo tenemos una extensión algebraica K(d)/K y un encaje σ de K(d)
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en śı mismo que restringido a K es la identidad. Con dichas hipótesis el Lema
2.1, Caṕıtulo V de [7] afirma que σ es un automorfismo. 
Proposición 5.2.2 K
(d)
ab es una extensión abeliana sobre K.




a tal que σ|K = idK . Notemos que si L ∈ L(d)ab entonces σL ∈ L
(d)
ab ,
pues los grupos Gal(L/K) y Gal(σL/K) son isomorfos mediante la aplicación
τ 7→ τσ−1. Por tanto σL es extensión abeliana de K y [σL : K] = [L : K] ≤ d.
Con un procedimiento idéntico al de la proposición anterior obtenemos que
K
(d)
ab es normal sobre K.






. Notemos que si L ∈ L(d)ab en-
tonces σ|L, τ |L ∈ Gal(L/K). Si α ∈ K(d)ab , digamos α =
∑
i ai1 . . . aim con




(τ |Lσ|Lai1) . . . (τ |Lσ|Laim) =
∑
i







es abeliano, es decir, la extensión es abeliana. 
Proposición 5.2.3 Los campos K(d) y K
(d)




ab ⊆ K(d), basta demostrar que K
(d)
ab es infinita sobre
K. Sea p1 ∈ Z un primo que no se ramifica en K, y fijemos p1 ≤ OK un
divisor primo de p1OK . Notemos que el polinomio X2 − p1 es de Eisenstein
respecto a p1, pues p1 ∈ p1, y si fuera el caso que p1 ∈ p21, entonces p2|pOK
que contradice la no ramificación de p1. Por el criterio de Eisenstein (Teorema
1.2.3) el polinomio es irreducible y por tanto [K(
√
p1) : K] = 2.
Como K(
√
p1) es también un campo de números podemos tomar p2 ∈ Z
primo que no se ramifica en éste. Si fijamos p2 ≤ OK(√2) divisor primo de
p2OK(√2), entonces el polinomio X2 − p2 es de Eisenstein respecto a p2. El











p2) : K] = 4.
Inductivamente, si n ∈ N está fijo, podemos encontrar p1, . . . , pn ∈ Z
primos tales que [K(
√
p1, . . . ,
√
pn) : K] = 2
n > n.
Además, notemos que K(
√






⊇ Comp(K(√pi) : i = 1, . . . n)
= K(
√
p1, . . . ,
√
pn).
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Como el grado de K(
√
p1, . . . ,
√
pn) sobre K es mayor a n, entonces también
lo es el de K
(d)
ab , se sigue que tal grado no se puede acotar y por tanto es
infinito. 
Proposición 5.2.4 Sea | |v un valor absoluto sobre K y supongamos que | |v
se puede extender a un valor absoluto | |w sobre K(d), entonces el grado local
[(K(d))w : Kv] es finito.
Demostración: Si | |v es arquimediano, por el Teorema de Ostrowski (2.1.4)
se tiene Kv = R o C, lo mismo sucede para (K(d))w y por tanto [(K(d))w :
Kv] = 1 o 2. No hay nada que demostrar en este caso.
Supongamos entonces que | |v es no arquimediano. Si L ∈ L(d), y denotamos
por | |v a la restricción de | |w a L, notemos que [Lv : Kv] ≤ [L : K] ≤ d, por
tanto tenemos
K(d) = Comp(L(d)) ⊆ Comp{Lv : L ∈ L(d)} ⊆ Comp{F : [F : Kv] ≤ d} = F ′.
Por otro lado, del corolario 3.2.6 Kv tiene sólo una cantidad finita de exten-
siones de grado menor o igual a d, es decir que r = #{F : [F : Kv] ≤ d}
es finito, aśı [F ′ : Kv] ≤ dr. En particular F ′ es un campo p-ádico (por 3.
del Teorema 3.1.2) y por tanto completo, como K(d) ⊆ F ′, el Teorema 2.1.2
implica (K(d))w ⊆ F ′ y aśı
[(K(d))w : Kv] ≤ [F ′ : Kv] ≤ dr,
es decir, el grado local [(K(d))w : Kv] es finito. 
Ahora enunciamos el resultado principal de esta tesis:
Teorema 5.2.1 Para d ≥ 2 fijo, K(d)ab tiene la propiedad de Northcott.
La demostración de este teorema se presentará en la sección final de este
caṕıtulo.
5.3. Algunos cálculos preliminares
En esta sección se demostraran algunos lemas que se utilizarán en la
demostración del Teorema principal (5.2.1). Será útil la siguiente definición:
Si G es un grupo y 1 su elemento identidad, definimos el exponente de G
como el menor entero positivo e tal que para todo g ∈ G se tiene ge = 1. Lo
denotaremos como exp(G).
Lema 5.3.1 1. Si H ≤ G, entonces exp(H)| exp(G).
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2. Si H G, entonces exp(G/H)| exp(G).
3. Si G = G1 ×G2 y exp(G1), exp(G2)|n, entonces exp(G)|n.
En los siguientes tres resultados consideraremos K un campo arbitrario.
Teorema 5.3.1 Sea K un campo, si f(X) ∈ K[X] tiene n ráıces distintas
en su campo de descomposición L, entonces Gal(L/K) es isomorfo a un
subgrupo del grupo simétrico Sn y su orden es un divisor de n!.
Demostración: Sea A = {α1, . . . αn} el conjunto de raices de f . Si σ ∈
Gal(L/K), entonces éste permuta las raices de f , es decir que σ(A) = A.
Podemos definir la aplicación
Gal(L/K)→ SA
σ 7→ σ|SA
ésta es un homomorfismo de grupos, y es inyectivo pues si σ|SA = idA significa
que deja fijas a las ráıces de f las cuales generan a L sobre K entonces σ es
la identidad en L. Por último sólo hay que notar que SA ∼= Sn. 
Lema 5.3.2 Sean E,L extensiones abelianas sobre un campo K, si E y L
son subcampos de un campo común, entonces la composición EL es abeliana
sobre K.
Demostración: La composición EL es de Galois sobre K (Teorema 1.4,
Caṕıtulo VI de [7]), y notemos que para cada σ ∈ Gal(EL/K) tenemos







(σ|Eτ |Eei)(σ|Lτ |Lli) =
∑
i
(τ |Eσ|Eei)(τ |Lσ|Lli) = τσx. 
Teorema 5.3.2 Sea L/K una extensión finita de Galois, Gal(L/K) = H1×
· · · ×Hm producto de grupos, y sea Li = LH1×···×{id}×···×Hm el campo fijo del
grupo producto con {id} en el i-ésimo factor. Entonces Li/K es de Galois,
Li+1 ∩ (L1 · · ·Li) = K, y L = L1 · · ·Lm.
Para la demostración se puede consultar el Corolario 1.16, Caṕıtulo VI de
[7].
Corolario 5.3.1 Con la notación del teorema, si cada Hi es ćıclico y además
exp(Gal(L/K))|D, entonces L es la composición de extensiones ćıclicas de
K de grado a lo más D.
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Demostración: Definamos Ei = L
Hi . Tenemos las siguientes contenciones:
H1 ⊆ H1 × {id} × · · · ×Hm, H1 ×H2 × {id} × · · · ×Hm, . . .
H2 ⊆ {id} ×H2 × · · · ×Hm, H1 ×H2 × {id} × · · · ×Hm, . . .
...
Hm ⊆ {id} ×H2 × · · · ×Hm, H1 × {id} ×H3 × · · · ×Hm, . . .
que por la teoŕıa de Galois implican las contenciones
E1 ⊇ L2, L3, . . . , Lm
E2 ⊇ L1, L3, . . . , Lm
...
Em ⊇ L1, L2, . . . , Lm−1.
De este modo tenemos
E1 · · ·Em ⊇ L1 · · ·Lm = L ⊇ E1 · · ·Em,
por tanto L es la composición de las extensiones ćıclicas Ei de K de grado
#Hi. Y además se tiene
#Hi = exp(Hi)| exp(Gal(L/K))|D.
De donde #Hi ≤ D para cada i. 
En los siguientes cuatro resultados consideraremos K un campo de núme-
ros.
Lema 5.3.3 Sea K un campo de números y α algebraico sobre K. Si K(α)
(d)
ab
tiene la propiedad de Northcott, entonces también la tiene K
(d)
ab .




ab : Sea L ∈ L
(d)
ab , notemos
que L(α)/K(α) es una extensión abeliana y [L(α) : K(α)] ≤ [L : K] ≤ d. De
este modo
L(α) ∈ {F extensión abeliana de K(α) : [F : K(α)] ≤ d}.
Sea x ∈ K(d)ab , entonces x pertenece a una composición finita L1 · · ·Lr con
Li ∈ L(d)ab , y aśı
x ∈ L1 · · ·Lr
⊆ L1(α) · · ·Lr(α)
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Por tanto se tiene la contención deseada, ahora sólo notemos que para todo
T ∈ R>0 se tiene
{β ∈ K(d)ab : h(β) ≤ T} ⊆ {β ∈ K(α)
(d)
ab : h(β) ≤ T},
si el conjunto de la derecha es finito, entonces también lo es el de la izquierda.
Lema 5.3.4 Sean α ∈ K(d)ab y L = K(α), entonces L/K es una extensión
finita, normal y el exponente de Gal(L/K) divide a D = d!.
Demostración: Para la finitud no hay nada que demostrar. Como K ⊆
L ⊆ K(d)ab y K
(d)
ab /K es abeliana, entonces también lo es L/K puesto que
Gal(L/K) ∼= Gal(K(d)ab /K)/Gal(K
(d)
ab /L).
Ahora, podemos suponer que α ∈ L1 · · ·Ls con Li ∈ L(d)ab . Tenemos la
torre K ⊆ L ⊆ L1 · · ·Ls y con un argumento idéntico al de L tenemos que
L1 · · ·Ls es abeliano sobre K. En particular tenemos
Gal(L/K) ∼=
Gal(L1 · · ·Ls/K)
Gal(L1 · · ·Ls/L)
.
Por 2. del Lema 5.3.1, para ver que el exponente de Gal(L/K) divide a D
basta ver que el exponente de Gal(L1 · · ·Ls/K) lo divide.
Se sabe que Gal(L1 · · ·Ls/K) . Gal(L1/K)×· · ·×Gal(Ls/K) (ver Teo-
rema 1.4, Caṕıtulo VI de [7]). Por 1. y 3. del Lema 5.3.1 basta demostrar
que el exponente de cada Gal(Li/K) divide a D.
Como Li/K es normal, existe f ∈ K[X] tal que Li es su campo de
descomposición, y éste tiene n = ∂f ≤ d ráıces distintas en Li. El Teorema
5.3.1 implica que
exp(Gal(Li/K))|#Gal(Li/K)|n!|d! = D. 
Lema 5.3.5 Sean L/K una extensión de Galois abeliana de campos de núme-
ros tal que exp(Gal(L/K))|D = d!, p un ideal primo de OK y p su entero
primo. Si p > d, entonces p es mansamente ramificado en L/K.
Demostración: Por el Teorema 2.2.4 podemos suponer una factorización
pOL = (B1 · · ·Bg)e con los Bj distintos. Hay que demostrar que p - e.
Supongamos que si lo divide. Si escribimos Gal(L/K) como producto de
grupos ćıclicos, digamos H1 × · · · ×Hm tenemos
p|e|[L : K] = #Gal(L/K) = #H1 · · ·#Hm,
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entonces para algún i entre 1 y m
p|#Hi = exp(Hi)| exp(Gal(L/K))|D = d!,
por tanto p ≤ d. 
Lema 5.3.6 Sea p ≤ OK un ideal primo y Kp la completación de K respecto
al valor absoluto p-ádico | |p. Si L/K es una extensión finita y B es un divisor
primo de pOL, entonces la completación de LB de L respecto al valor absoluto
B-ádico | |B es la composición de L y Kp.
Demostración: Sea {a1, . . . , an} una base para L como K-espacio vectorial.
Definimos L1 = a1Kp + · · · + anKp. Se tiene que L ⊆ L1 ⊆ LB, y se puede
demostrar que L1 es cerrado en LB. Como L es denso en LB se sigue que de
hecho L1 = LB.
Por otro lado, es claro que L,Kp ⊆ LB, y si L2 es un campo que con-
tiene a L y Kp entonces éste contiene a L1 = LB. De este modo LB es el
menor campo que contiene a L y Kp, es decir que LB = LKp 
Por último, en el siguiente resultado consideraremos K un campo p-ádico.
Lema 5.3.7 Si L/K es una extensión no ramificada de campos p-ádicos y
f(X) = Xn+a1X
n−1 + · · ·+an−1X+an es un polinomio de Eisenstein sobre
K, entonces es también de Eisenstein en L.
Demostración: Denotemos p ≤ R y B ≤ S a los ideales y anillos de valuación
de K y L respectivamente. Notemos que p ⊆ B y B2 ∩ R = p2, por tanto
a1, . . . , an ∈ p ⊆ B y an /∈ B2, pues de lo contrario a ∈ B2∩R = p2. 
5.4. Demostración del teorema
Por el Lema 5.3.3 podemos suponer que D
√
1 ∈ K con D = d!. Sean
T ∈ R>0 fijo y α ∈ K(d)ab con h(α) ≤ T . Denotemos K(α) = L, por el Lema
5.3.4 L sobre K es finita, abeliana y de exponente que divide a D.
Sea p ∈ Z un primo que no se ramifica en K, cuya existencia se garantiza
por el Corolario 1.4.2. Sea p ≤ OK uno de los divisores primos de pOK . Como
L/K es de Galois se tiene la factorización pOL = (B1 · · ·Bg)e con los Bj
ideales primos de OL distintos (Teorema 2.2.4).
Si p > d entonces p es manso en L/K (Lema 5.3.5). Por tanto, Bj di-
visor de pOL es mansamente ramificado en L/K y por la Proposición 3.4.1
LBj/Kp es mansamente ramificada, en particular el campo intermedio de
LBj/Kp mansamente ramificado maximal es precisamente LBj . Mediante la
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identificación del grupo de inercia y los grupos de ramificación de LBj/Kp
en Gal(L/K) vista en la Sección 3.4 y por 2. del Teorema 3.3.1 tenemos que
G1(Bj) = Gal(LBj/LBj) = 〈id〉 y G0(Bj) = G0(Bj)/G1(Bj) es ćıclico de
orden e. En particular tenemos
e = #G0(Bj) = exp(G0(Bj))| exp(Gal(L/K))|D.
Ahora consideremos el polinomio Xe − p ∈ K[X] y fijamos una ráız θ de
éste. Tenemos la torre L(θ) ⊇ K(θ) ⊇ K. Sea q ≤ OK(θ) un divisor primo
de pOK(θ) y D ≤ OL(θ) un divisor primo de qOL(θ). Del Lema 5.3.6 podemos
notar que L(θ)D = LB(θ) con B = D ∩ OL y K(θ)q = Kp(θ).
Como Xe − p es un polinomio de Eisenstein en Kp, por el Teorema 3.2.3
Kp(θ)/Kp es completamente ramificada, aśı
eK(θ)/K(q) = e(Kp(θ)/Kp) = [Kp(θ) : Kp] = e.
Por otro lado, LB es mansamente ramificado sobre Kp, pues B es uno de los
divisores de pOL, Kp(θ)/Kp es finita, y e(LB/Kp)|e(Kp(θ)/Kp). Por el Lema
de Abhyankar (Corolario 3.2.8), LBKp(θ) = LB(θ) es no ramificada sobre
Kp(θ), y por tanto eL(θ)/K(θ)(D) = e(LB(θ)/Kp(θ)) = 1. Se sigue que para
cualquier divisor primo D de pOL(θ)
eL(θ)/K(D) = eL(θ)/K(θ)(D)eK(θ)/K(q) = eK(θ)/K(q) = e.
A continuación se demostrará queK(θ)/K es de Galois. Como eK(θ)/K(q) =
e = [K(θ) : K], en particular se sigue del Teorema 2.2.4 que pOK(θ) = qe, es
decir que q es el único divisor primo de pOK(θ).
Notemos que si ζ es una ráız e-ésima primitiva de 1, como D
√
1 ∈ K y
e|D, entonces K(θ) es el campo de descomposición de Xe−p, pues todas sus
ráıces son de la forma ζrθ con r = 0, . . . , e − 1 y éstas pertenecen a K(θ).
En particular K(θ)/K es de Galois y su grupo de Galois es Gal(K(θ)/K) =
{σ0, . . . , σe−1}, donde σr : θ 7→ ζrθ, que podemos notar, es abeliano. Por el
Lema 5.3.2 se tiene que K(θ)L = L(θ) es abeliano sobre K y por el Teorema
3.4.2 los grupos de inercia de los diferentes divisores de pOL(θ) son conjugados
unos de otros. Se sigue que todos los grupos de inercia coinciden. Denotemos
a este grupo común como I, y sea U = L(θ)I el campo fijo de I mediante
la correspondencia de Galois de L(θ)/K. Con un argumento análogo al de
L/K se observa que U/K es abeliano.
De 2. del Teorema 3.4.3 p es no ramificado en U y por 1. del Teorema
3.3.1 [L(θ) : U ] = #Gal(L(θ)/U) = #I = e.
Como pOK(θ) = qe, se deduce que pOU∩K(θ) = q
eU∩K(θ)/K(q0)
0 con q0 el único
divisor primo de pOU∩K(θ) y por el Teorema 2.2.1 se deduce [U ∩K(θ) : K] =
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eU∩K(θ)/K(q0). Por otra parte, p es no ramificado en U , aśı que si D0 es un
divisor de pOU , en particular es divisor de q0OU y se tiene
eU∩K(θ)/K(q0) = eU/K(D)/eU/U∩K(θ)(D) = 1,
se sigue que K = U ∩K(θ). Notemos que Xe − p ∈ U [X] es irreducible (si
tuviera una ráız en U , ésta estaŕıa en U ∩K(θ) = K, lo cual es imposible),
entonces [U(θ) : U ] = e, y como U(θ) ⊆ L(θ) y ambos son de grado e sobre
U se deduce que U(θ) = L(θ). Como además α ∈ L ⊆ L(θ) = U(θ), entonces
escribimos a α como elemento de U(θ) mediante
α = β0 + β1θ + · · ·+ βe−1θe−1
con βi ∈ U .
Estimemos la altura de los sumandos βjθ









pues los conjugados de θ son ζrθ y por tanto los de θj son ζrjθj. Si j = 0
tenemos TU(θ)/U(θ
j) = e; y si j no es múltiplo de e, entonces TU(θ)/U(θ
j) = 0.
En efecto, con j = 0 tenemos TU(θ)/U(θ
0) = TU(θ)/U(1) = e; y para e - j,



















= θj0 = 0.
Para 0 ≤ j ≤ e−1, consideramos αθ−j = β0θ−j+· · ·+βj+· · ·+βe−1θe−1−j
y calculamos su traza sobre U , entonces
TU(θ)/U(αθ
−j) = β0TU(θ)/U(θ
−j) + · · ·+ βjTU(θ)/U(1) + . . .




















68 CAPÍTULO 5. LA PROPIEDAD DE NORTHCOTT
con αr los conjugados de α en U(θ). Notamos que en particular α y αr son
conjugados en Qa, por tanto, 5. del Teorema 4.2.1 implica que h(α) = h(αr).































Por el Lema de Kronecker (Lema 5.1.2) h(ζ−rj) = 0 por tanto
h(βjθ
j) ≤ 2 log(e) +
∑
h(αr) = 2 log(e) + eh(α) ≤ 2 log(D) +DT. (5.1)
Por otro lado, para D ≤ U(θ) un divisor de pOU(θ) y D0 = D ∩ OU
consideramos la torre de las completaciones Kp ⊆ UD0 ⊆ U(θ)D. Como p es
no ramificado en U/K la extensión UD0/Kp es no ramificada. Además X
e−p
es de Eisenstein en Kp[X], por el Lema 5.3.7, es de Eisenstein en UD0 . Se
sigue del Corolario 3.2.5 que vD(θ) = vU(θ)(θ) = 1. Para 1 ≤ j ≤ e − 1
supongamos que βj 6= 0, entonces con γ = βjθj tenemos vD(γ) = vD(β) + j.
Como β ∈ U , del Teorema 2.2.2 se deduce que vD(βj) = evD0 . Se sigue que


























por tanto | log |γ|D| =























Si w|vp, entonces es el valor absoluto | |w corresponde a un ideal en OU(θ)
divisor de pOU(θ), es decir, | |w = | |D para algún D que satisface los cálculos
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donde la última igualdad se debe a que la suma de los grados locales es el
grado de la extensión (Teorema 2.1.10). Y entonces tenemos










Es decir que h(γ) ≥ log(p)
2e[K:Q] que junto con la desigualdad (5.1) implica
log(p) ≤ 2e[K : Q](log(D) +DT ) =: C.
Sea S = {p ∈ Q primo : p > exp(C), p no ramificado en K}, donde exp(C)
la función exponencial aplicada a C. Demostramos que si algún βj 6= 0,
entonces p /∈ S. Equivalentemente, si tomamos p ∈ S entonces garantizamos
que α = β0 ∈ U , y por tanto K(α) ⊆ U . Como p es no ramificado en U
entonces lo es también en K(α). Se sigue que cada p ∈ S es no ramificado
en K(α).
Ahora, como podemos descomponer Gal(K(α)/K) en producto de grupos
ćıclicos, el corolario 5.3.1 dice que K(α) es la composición de extensiones
ćıclicas de K de grado a lo más D. Además también se tiene que cada primo
en S es no ramificado en éstas.
Si intentamos estimar el discriminante de Ei, por el Teorema del discrimi-
nante (corolario 1.4.2) sabemos que ningún p ∈ S divide a éste, y para cada
primo que divide a d(Ei) el Teorema 1.4.3 nos da una cota para su potencia
máxima. Se sigue que el discriminante de Ei está acotado. Por el Teorema
1.4.2 las opciones para cada Ei son acotadas, por tanto las opciones para
K(α) son finitas.
Cada α ∈ K(d)ab con altura a lo más T genera uno de los campos K(α)
que son en particular campos de números. Del corolario 5.1.2 se deduce en
particular que K(α) tiene a lo más una cantidad finita de generadores con
altura acotada por T . Se sigue que {α ∈ Kdab : h(α) ≤ T} es un conjunto
finito. 
Corolario 5.4.1 El campo K(2) tiene la propiedad de Northcott.
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Demostración: Si L es una extensión de grado ≤ 2 de K, ésta es automáti-
camente abeliana, de modo que L(2) = L(2)ab y por tanto K(2) = K
(2)
ab . El
resultado se sigue del teorema. 








3, . . .
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. Notemos que para a ≥ 2, K ( m
√
a) es una extensión abeliana
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