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On the basis of the state parameter of de Sitter space-time satisfying the first law of thermo-
dynamics, we can derive some effective thermodynamic quantities. When the temperature of the
black hole horizon is equal to that of the cosmological horizon, we think that the effective temper-
ature of the space-time should have the same value. Using this condition, we obtain a differential
equation of the entropy of the de Sitter black hole in the higher-dimensional de Rham, Gabadadze
and Tolley (dRGT) massive gravity. Solving the differential equation, we obtain the corrected en-
tropy and effective thermodynamic quantities of the de Sitter black hole. The results show that for
multi-parameter black holes, the entropy satisfied differential equation is invariable with different
independent state parameters. Therefore, the entropy of higher-dimensional dS black holes in dRGT
massive gravity is only a function of the position of the black hole horizon, and is independent of
other state parameters. It is consistent with the corresponding entropy of the black hole horizon
and the cosmological horizon. The thermodynamic quantities of self-consistent de Sitter space-time
are given theoretically, and the equivalent thermodynamic quantities have the second-order phase
transformation similar to AdS black hole, but unlike AdS black hole, the equivalent temperature
of de Sitter space-time has a maximum value. By satisfying the requirement of thermodynamic
equilibrium and stability of space-time, the conditions for the existence of dS black holes in the
universe are obtained.
PACS numbers:
I. INTRODUCTION
The research of thermal properties of black holes
(hereafter BH)is one of the topics in which theoret-
ical physicist were interest. In recent years, the study
of AdS space-time’s thermodynamic property has gained
intensive attention [1–26]. When the cosmological con-
stant in AdS space-time corresponds to the pressure of
the general thermodynamic system, the extended first
law of thermodynamics for the black hole can be ob-
tained. Then we compare BH state parameter to the
Van der Waal’s equation of state to study a? or sev-
eral kinds of critical phenomenon in AdS space-time.
The critical point and critical exponent can also be ob-
tained in AdS space-time, and the effect of various pa-
rameters in space-time on phase transition is discussed.
As to de Sitter (dS) space-time, because of the black hole
horizon and cosmological horizon have different radiation
temperature in general, the dS space-time does not sat-
isfy the requirements of the thermodynamic equilib-
rium stability, and it limits the study of dS space-time’s
thermodynamic property. However, with the in-depth
study of dark energy, the study of the thermodynamic
properties of dS space-time has attracted more attention
[27–39]. Because in the early period of inflation, the
universe is a quasi-dS space-time, and the cosmological
constant introduced in the study of dS space-time plays
the role of vacuum energy. If the cosmological constant
corresponds to dark energy, the universe will evolve into
a new dS phase. In order to construct the whole his-
tory of universe evolution, we should have a clear un-
derstanding of classical and quantum properties in dS
space-time. dS space-time’s entropy and temperature
are two important parameters to study its property, but
both of them are not conclusive at present. There are
currently two kinds of viewpoints. In references
[35, 36, 41–45], the authors think that dS space-time’s
entropy is the sum of the two horizons’ S = S+ + Sc
(S+ and Sc represent the entropy of black hole horizon
and cosmological horizon, respectively), but, in reference
[40, 45], they think that it is the difference of two hori-
zons’ S = Sc − S+. Different effective temperatures are
obtained for the same de Sitter space-time due to differ-
ent values of entropy. Different effective temperature’s
special property in higher-dimensional Schwarzschild-de
Sitter space-time were analyzed in paper [40] in
which, on the basis of dimensional consistency, we as-
sume that dS space-time’s entropy is a function in the
form of Fn(x), with x = r+/rc (r+,c is the place? ra-
dius? of black hole horizon and cosmological horizon
namely). Using space-time’s thermodynamic parameter
satisfy the first law of thermodynamic and the relation
of it’s effective temperature with two horizon’s radiation
temperature to build a differential equation that Fn(x) is
satisfied. Using the initial condition that dS space-time
tend to be pure dS space-time when space-time’s black
hole horizon tend to be zero, we solve the differential
equation that Fn(x) must be satisfied, then obtain the en-
tropy of ds space-time. Further we obtain other thermo-
dynamic parameters such as equivalent temperature and
pressure in dS space-time. To make our discussion more
universal, for instance, we take higher-dimensional dS
black holes in dRGT massive gravity space-time to dis-
2cuss.
Einstein’s general relativity predicts that gravity is a
spin-2 mass-free particle [46–48]. This prediction is also
the latest expression of modern physics, which is of great
significance to the study of astrophysics. But whether the
graviton has mass or not and the problems such as cos-
mological constants and the late acceleration of the ori-
gin of the universe are challenges in relativity. Generally
speaking, adding mass terms to gravitational background
will bring various instabilities to gravitational theory. De
Rham, Gabadadze and Tolley (dRGT) propose a non-
linear theory of mass gravity [49–51], which eliminates
Boulware-Deser ghost [52] by adding higher-order inter-
action terms. Vegh had constructed a non-trivial black
hole solution in a Ricci flat horizon under 4-dimensional
dRGT gravity [53, 54]. Later, spherically symmetric so-
lutions [55–57], charged black hole solutions [58], includ-
ing its bi-gravity extension were also proposed [59, 60].
In addition, in [4, 61–63], the solution of charged ADS
black hole in high-dimensional DRGT gravity and its
corresponding thermodynamics and phase structure in
large canonical ensembles and canonical ensembles were
also introduced. Ge and Zou studied the relationship be-
tween dynamic instability and thermodynamic instability
in dRGT gravitation[62, 64].
For charged de Sitter space-time and complex space-
time, taking space-time entropy as the sum of two hori-
zons’ entropy, some progresses had been made in the
study of space-time effective temperature [32, 35, 65–68].
However, the entropy correction term caused by the in-
teraction between two horizons has not been taken into
account in the discussion. In this paper, the thermody-
namic characteristics of de Sitter space-time is discussed
on the basis of considering the correlation between black
hole horizon and cosmological horizon. Effective temper-
ature and entropy of higher-dimensional dS black holes
in dRGT massive gravity (HBHRGT) space-time are ob-
tained and the influence of coupling coefficients cim
2 on
the effective temperature and entropy is analyzed. By
studying, we know that the space-time entropy of de Sit-
ter is the sum of two horizon entropies and the entropy
correction term of the system caused by the interaction
of two horizons. The total entropy of the system does not
show the coupling coefficients cim
2 term, but it is just a
function of the horizon position, which is consistent with
that of the black hole horizon and the cosmological hori-
zon. The determination of the space-time entropy and
the effective temperature of de Sitter lays a foundation
for further study of the thermodynamic characteristics of
the universality of de Sitter space-time.
This paper is arranged as follows, in the second part,
we will briefly introduce the black hole horizon and cos-
mological horizon corresponding thermodynamic param-
eter in the HBHRGT space-time. The conditions for
space-time charges to be satisfied when the radiation
temperatures of the two horizons are equal as given. In
the third part, the total space-time entropy and effec-
tive temperature of HBHRGT satisfying the first law of
thermodynamics are given on the basis of considering the
correlation between the two horizons. In the forth part,
we give discussion the conclusion. (We use the units
G = ~ = kB = c = 1)
II. HIGHER-DIMENSIONAL DS BLACK HOLES
IN DRGT MASSIVE GRAVITY
The form of (n + 2)-dimensional Einstein space-time
metric is
ds2 = −f(r)dt2 + f−1(r)dr2 + r2hijdx
idxj , (1)
where hijdx
idxj is the line element including constant
curvature n(n−1)k . k = 0 represents a flat universe, how-
ever, if k = ±1, the universe is non-flat, k = 1 for positive
curvature and k = −1 for negative curvature respectively.
By using the reference metric
fµν = diag
(
0, 0, c20hij
)
, (2)
the metric function f(r) is obtained as [61, 64],
f(r) = k + c20c2m
2 −
m0
rn−1
−
2Λr2
n(n+ 1)
+
(n− 1)c30c3m
2
r
+
c0c1m
2
n
r +
(n− 1)(n− 2)c40c4m
2
r2
+
q2
2n(n− 1)r2(n−1)
.
(3)
where Σn is the volume of space spanned by coordinates
xi, c0 is a positive constant, and m is the mass of the
black hole. We note that the terms c3m
2 and c4m
2
only appear for n ≥ 3 and n ≥ 4 in the black hole solu-
tions, respectively [61]. When m → 0, namely there is
no mass, Eq. (3) goes back to the (n + 2)-dimensional
Schwarzschild dS (AdS) black hole solution.
When cosmological constants Λ < 0, the spacetime is
named AdS and there is only one black hole horizon. As
shown in reference [61, 64] there are some discussions
about black hole phase translation and critical phenom-
ena. When Λ > 0, it is dS space-time, there are not only
black hole horizon r+, but also cosmological horizon rc.
The thermodynamic parameters of the two horizon sat-
isfy the first law of thermodynamics [27, 32, 33, 69].
Some thermodynamic quantities associated with the
cosmological horizon are
Q =
Σnq
16pi
, Sc =
Σn
4
rnc , Vc =
Σn
n+ 1
rn+1c , P = −
Λ
8pi
< 0,
Tc =−
1
4pirc
[(n− 1)k −
2r2cΛ
n
−
q2
2nr
2(n−1)
c
+ (n− 1)c2c
2
0m
2 +
(n− 1)(n− 2)c3c
3
0m
2
rc
+ c1c0m
2rc +
(n− 1)(n− 2)(n− 3)c4c
4
0m
2
r2c
].
(4)
3Furthermore, the first law of thermodynamics of the
cosmological horizon is [27, 32, 33]
dM =− TcdSc + UcdQ + VcdP
+ C1cdc1 + C2cdc2 + C3cdc3 + C4cdc4,
(5)
where M = nΣn16pi m0.
The corresponding potentials are
Uc =
q
(n− 1)rn−1c
, C1c =
c0m
2Σnr
n
c
16pi
,
C2c =
nc20m
2Σnr
n−1
c
16pi
,C3c =
n(n− 1)c30m
2Σnr
n−2
c
16pi
,
C4c =
n(n− 1)(n− 2)c40m
2
∑
n r
n−3
c
16pi
.
(6)
For the black hole horizon, the associated thermody-
namic quantities are
S+ =
Σn
4
rn+, V+ =
∑
n
n+ 1
rn+1+ ,
T+ =
1
4pir+
[(n− 1)k −
2r2+Λ
n
−
q2
2nr
2(n−1)
+
+ c1c0m
2r+
+ (n− 1)c2c
2
0m
2 +
(n− 1)(n− 2)c3c
3
0m
2
r+
+
(n− 1)(n− 2)(n− 3)c4c
4
0m
2
r2+
].
(7)
The thermodynamic quantities of black hole horizon
satisfy the first law,
dM =T+dS+ + U+dQ+ V+dP
+ C1+dc1 + C2+dc2 + C3+dc3 + C4+dc4,
(8)
where the corresponding potential and parameter Ci re-
spectively are
U+ =
q
(n− 1)rn−1+
, C1+ =
c0m
2Σnr
n
+
16pi
,
C2+ =
nc20m
2Σnr
n−1
+
16pi
,C3+ =
n(n− 1)c30m
2Σnr
n−2
+
16pi
,
C4+ =
n(n− 1)(n− 2)c40m
2Σnr
n−3
+
16pi
,
(9)
from horizon’s equation f (r+,c) = 0, we get that
2Λ
n(n+ 1)
=−
q2
(
1− xn−1
)
2n(n− 1)r2nc x
n−1 (1− xn+1)
+
c0c1m
2
n
(1− xn)
rc (1− xn+1)
+
(
k + c20c2m
2
) (1− xn−1)
r2c (1− x
n+1)
+ (n− 1)c30c3m
2
(
1− xn−2
)
r3c (1− x
n+1)
+ (n− 1)(n− 2)c40c4m
2
(
1− xn−3
)
r4c (1− x
n+1)
,
(10)
16piM
nΣn
=
(
k + c20c2m
2
)
rn−1c x
n−1
(
1− x2
)
(1− xn+1)
+
q2
(
1− x2n
)
2n(n− 1)rn−1c xn−1 (1− xn+1)
+
c0c1m
2
n
rnc x
n (1 − x)
(1− xn+1)
+ (n− 1)c30c3m
2rn−2c x
n−2
(
1− x3
)
(1− xn+1)
+ (n− 1)(n− 2)c40c4m
2rn−3c x
n−3
(
1− x4
)
(1− xn+1)
.
(11)
where x = r+/rc.
When T˜+ = T˜c = T , from Eq. (4) and Eq. (7) we get
2Λ
n
=
(n− 1)
r2cx
(
k + c2c
2
0m
2
)
−
q2
2nr2nc x
2n−1
1 + x2n−1
(1 + x)
+ 2
c1c0m
2
rc(1 + x)
+ (n− 1)(n− 2)c3c
3
0m
2
(
1 + x2
)
r3cx
2(1 + x)
+
(n− 1)(n− 2)(n− 3)c4c
4
0m
2
r4cx
3
(
1 + x3
)
(1 + x)
,
(12)
From Eq. (10) and Eq. (12), we get a rel-
evant expression among the parameters of
q2
r2n−2c
,
(
k + c20c2m
2
)
, c0c1m
2rc,
c30c3m
2
rc
and
c40c4m
2
r2
c
,
when black hole horizon and cosmological horizon have
the same radiation temperature.
q2
r2n−2c
K(x, n) =
(
k + c20c2m
2
)
A(x, n) + c0c1m
2rcB(x, n)
+
c30c3m
2
rc
C(x, n) +
c40c4m
2
r2c
D(x, n),
(13)
4where
K(x, n) = (1 + xn)
(
1− x2n
)
− n(1− xn)
[1 + x2n + 2nxn+1
(
1− xn−2
)
],
A(x, n) =2n(n− 1)x2n−2
[(1 + x)2 (1− xn)− n
(
1− x2
)
(1 + xn)],
B(x, n) =2(n− 1)x2n−1
[(1− xn) (1 + x)− n(1− x) (1 + xn)],
C(x, n) =2n(n− 1)2x2n−3[2 + 3x2 − xn + x3
− 3xn+1 − 2xn+3 − n (1 + xn)
(
1− x3
)
],
D(x, n) =2n(n− 1)2(n− 2)x2n−4[3 + 4x3 − xn + x4
− 4xn+1 − 3xn+4 − n (1 + xn)
(
1− x4
)
].
(14)
From Eq. (13) we know that
(
k + c20c2m
2
)
, q
2
r2n−2c
,
c30c3m
2
rc
,
c40c4m
2
r2
c
and c0c1m
2rc are not completely indepen-
dent, when black hole horizon and cosmological horizon
have the same radiation temperature, any of these vari-
ables can be expressed as functions of other variables.
When we use q
2
r2n−2c
as other variables’ function , substi-
tuting Eq. (12) and Eq. (13) into Eq. (4) or Eq. (7),
we obtain the temperature when two horizons have same
radiation temperature.
TK =T+,k = Tc,k
=
2
(
k + c2c
2
0m
2
)
4pircK(x, n)
[n2xn−1(1− x)
(
1− xn−1
)
− n
(
1− xn+1
)
(
1− x2n−2
)
+
(
1− x2n
) (
1− xn−1
)
]
+
c1c0m
2
4pinK(x, n)
[2n2xn(1− x)
(
1− xn−1
)
− n
(
1− x2n
)
(1− xn) +
(
1− x2n
)
(1− xn)]
+
(n− 1)c3c
3
0m
2
4pir2cK(x, n)
[2n2xn−2
(
1− x3
)
(1− xn−1)
+ 3
(
1− xn−2
) (
1− x2n
)
− n
(3 + 3x3n−2 − 4xn+1 − 4x2n−3 + xn−2 + x2n)]
+
2(n− 1)(n− 2)c4c
4
0m
2
4pir3cK(x, n)
[2
(
1− xn−3
) (
1− x2n
)
+ n2xn−3
(
1− xn−1
) (
1− x4
)
− n
(2 + xn−3 + x2n + 2x3n−3 − 3x2n−4 − 3xn+1)].
(15)
When we select c0c1m
2rc as the function of other vari-
ables, we substitute Eq. (12) and Eq. (13) into Eq. (4)
or Eq. (7) to obtain the temperature when the radiation
temperature of two horizons is equal.
4pircB(x, n)TB = 4pircB(x, n)T+,B = 4pircB(x, n)Tc,B
= −2(n− 1)
(
k + c2c
2
0m
2
)
x2n−2(1− x)
[(1− xn) (1 + x)− n(1− x) (1 + xn)]
− 2
c4c
4
0m
2
r2c
(n− 1)2(n− 2)x2n−4
[3
(
1− x4
)
(1− xn)− n(
1 + 3xn + 3x4 − 4x3 − 4xn+1 + xn+4
)
]
+
q2
nr2n−2c
[(1− xn)
(
1− x2n
)
− n (1− xn)(
1− x2n
)
+ 2n2xn(1− x)
(
1 + xn−1
)
]
−
2c3c
3
0m
2
rc
(n− 1)2x2n−3(1− x)
[2
(
1 + x+ x2
)
(1− xn)
− n(1− x)
(
1 + 2x+ 2xn + xn+1
)
],
(16)
when we take
(
k + c20c2m
2
)
as other functions, from Eq.
(12), Eq. (13), Eq. (4) and Eq. (7), we can obtain
the temperature when two horizons have same radiation
temperature.
4pircA(x, n)TA = 4pircA(x, n)T+,A = 4pircA(x, n)Tc,A
= −
q2
r2n−2c
2(n− 1)[(
1− xn−1
) (
1− x2n
)
− nxn−1(1 − x) (1− xn)
]
+ 2c1c0m
2rc(n− 1)(1− x)x
2n−2
[(1− xn) (1 + x)− n(1− x) (1 + xn)]
− 2
c30c3m
2
rc
n(n− 1)2x2n−3
[
(
4− 3x− x3 − xn−1 − 3xn+1 + 4xn+2
)
− n(
2− 3x+ x3 + xn−1 − 3xn+1 + 2xn+2
)
]
− 2
c40c4m
2
r2c
n(n− 1)2(n− 2)x2n−5
[x
(
6− 4x2 − 2x4 − 2xn−1 − 4xn+1 + 6xn+3
)
+ n
(2 + 4x3 − 3x4 − x5 − 4xn − 2xn+1 + 4xn+2
− 3xn+4 + 3xn+5)],
(17)
when we take
c30c3m
2
rc
as other functions, substituting Eq.
(12) and Eq. (13) into Eq. (4) or Eq. (7), when two hori-
zons have same radiation temperature, the temperature
5is as following .
4pircC(x, n)Tc = 4pircC(x, n)T+,c = 4pircC(x, n)Tc,c
= 2n(n− 1)2
(
k + c2c
2
0m
2
)
x2n−3
[
(
4− 3x− x3 − xn−1 − 3xn+1 + 4xn+2
)
− n
(2− 3x+ x3 + xn+1 − 3xn+1 + 2xn+2)]
−
q2(n− 1)
r2n−2c x2
[−3x2
(
1− x2n
) (
1− 3xn−2
)
+ n(
3x2 + xn + 3x3n + x2n+2 − 4xn+3 − 4x2n−1
)
− 2n2xn
(
1− x3
) (
1− xn−1
)
]
+ 2c1c0m
2rc(n− 1)
2x2n−3
[2
(
1− x3
)
(1− xn) + n(
−1 + 3x2 − 2x3 − 2xn + 3xn+1 − xn+3
)
]
+
c4c
4
0m
2
r2c
2n(n− 1)3(n− 2)x2n−6
[
(
xn − 9x2 + 8x3 + x6 + 8xn+3 − 9xn+4
)
+ n(
xn + x6 − 4x3 + 3x2 − 4xn+3 + 3xn+4
)
],
(18)
When we take
c40c4m
2
r2
c
as other functions, we substitute
Eq. (12) and Eq. (13) into Eq. (4) or Eq. (7) to obtain
the temperature when the radiation temperature of two
horizons is equal.
4pircD(x, n)Td = 4pircD(x, n)T+,d = 4pircD(x, n)Tc,d
=
(
k + c2c
2
0m
2
)
2n(n− 1)3(n− 2)x2n−5
[
(
6− 6x4 + 4x3 − 4xn − 6xn+1 − 6x5 + 4xn+2
+6xn+6
)
− n
(
1− x4
) (
5− 3x+ 3xn − 5xn+1
)
+ n2
(
1− x4
)
(1− x) (1 + xn)]
−
q2
r2n−2c
2(n− 1)(n− 2)[−2
(
1− x2n
)
(1− xn)
+ nx
(
1 + xn−4 − 3xn − 3x2n−5 + x2n−1 + 2x3n−4
)
− n2xn−3
(
1− x4
) (
1− xn−1
)
]
+ 2(n− 1)2(n− 2)c1c0m
2r2cx
2n−4[3(1− x4)(1− xn)
+ n
(
−1 + 4x3 − 3x4 + 4xn+1 − 3xn − xn+4
)
]
+ 2n(n− 1)3(n− 2)
c3c
3
0m
2
rc
x2n−6
[
(
9x2 − 8x3 − 6x6 − 8xn+3 + 9xn+4
)
+ n(
−3x2 − 4x3 − xn − x6 + 4xn+3 − 3xn+4
)
].
(19)
The temperature of two horizons with the same ra-
diation temperature expressed by different independent
variables is given by Eqs. (15)-(19).
III. EFFECTIVE THERMODYNAMIC
QUANTITY
We regard the HBHRGT space-time as a thermody-
namic system, for which the state parameters satisfy the
first law of thermodynamics. Considering the connec-
tion between the black hole horizon and the cosmologi-
cal horizon, we can derive the effective thermodynamic
quantities and the corresponding first law of black hole
thermodynamics
dM =TeffdS − PeffdV + φeffdQ
+ C1dc1 + C2dc2 + C3dc3 + C4dc4,
(20)
Here the thermodynamic volume is that between the
black hole horizon and the cosmological horizon, namely
[27]
V = Vc − V+ =
∑
n
n+ 1
rn+1c
(
1− xn+1
)
, (21)
Considering that black hole horizon and cosmological
horizon are not independent, the entropy is [44, 70]
S = Sc+S++St =
Σn
4
rnc (1 + x
n + fn(x)) =
Σn
4
rnc Fn(x),
(22)
Here the undefined function fn(x) represents the extra
contribution from the correlations of the two horizons.
From (20), the system’s effective temperature Teff , pres-
sure peff and potential φeff , respectively can be repre-
sented as
Teff =
(
∂M
∂S
)
Q,V,ci
=
(
∂M
∂x
)
rc
(
∂V
∂rc
)
x
− (∂V∂x )rc(
∂M
∂rc
)x
(∂S∂x )rc(
∂V
∂rc
)x − (
∂V
∂x )rc(
∂S
∂rc
)x
,
(23)
Peff = −
(
∂M
∂V
)
Q,S,ci
=
(
∂S
∂x
)
rc
(
∂M
∂rc
)
x
−
(
∂M
∂x
)
rc
(
∂S
∂rc
)
x(
∂V
∂x
)
rc
(
∂S
∂rc
)
x
−
(
∂S
∂x
)
rc
(
∂V
∂rc
)
x
,
(24)
From Eq. (11), Eq. (21) and Eq. (22), Teff can be
expressed as
Teff =
nB(x, q)
4pircA(x)
, (25)
6Where
B(x, q) =
(
k + c20c2m
2
)
xn−2
n
(
1− x2
) (
1 + xn+1
)
−
(
1 + x2
) (
1− xn+1
)
(1− xn+1)
+
q2
[(
1− x2n
) (
1 + xn+1
)
− n
(
1 + x2n
) (
1− xn+1
)]
2n(n− 1)r2n−2c xn (1− xn+1)
+
c0c1m
2
n
rcx
n−1n(1− x)
(
1 + xn+1
)
− x (1− xn)
(1− xn+1)
+ (n− 1)c30c3m
2x(n− 4)
n(1− x3)(1 + xn+1)− (2 + x3 − xn+1 − 2xn+4)
rc(1 − xn+1)
+ (n− 1)(n− 2)c40c4m
2xn−4
n(1− x4)(1 + xn+1)− (3 + x4 − xn+1)− 3xn+5
r2c (1 − x
n+1)
,
(26)
A(x) =
[
nxn−1 + f ′n(x)
] [
1− xn+1
]
+ nxn [1 + xn + fn(x)]
=
[
1− xn+1
]
F ′n(x) + nx
nFn(x).
(27)
The space-time’s effective temperature should equal to
radiation temperature, when the two horizons have the
same radiation temperature, that is
T˜eff = T = T˜+ = T˜c, (28)
Substituting (13) into (26), from (25) we get
A(x) =
nB˜(x)
4pircT˜eff
, (29)
when q
2
r2n−2c
is other variables’ function , the T˜eff = Tk
can be obtained from Eq. (15), and B˜(x) can be shown
B˜(x)
(
1− xn+1
)
=
2(k + c20c2m
2)
K(x, n)
xn−1(1 + xn+2)
[n2xn−1(1 − x2)(1 − xn−1)− n(1− xn+1)
(1− x2n−2) + (1 − x2n)(1 − xn−1)]
+
c0c1m
2rc
nK(x, n)
xn−1
(
1 + xn+2
)
[2n2xn(1− x)
(
1− xn−1
)
− n (1− xn)(
1− x2n
)
+ (1− xn)
(
1− x2n
)
]
+ (n− 1)c30c3m
2xn−1
(
1 + xn+2
)
rcK(x, n)[
2n2xn−2
(
1− x3
) (
1− xn−1
)
+ 3
(
1− x2n
) (
1− xn−2
)
− n(
3 + 3x3n−2 − 4xn+1 − 4x2n−3 − xn−2 + x2n
)
]
+
2(n− 1)(n− 2)c40c4m
2xn−1
(
1 + xn+2
)
r2cK(x, n)
[2(1− x2n)(1 − xn−3)− n
(2 + xn−3 + x2n + 2x3n−3 − 3x2n−4 − 3xn+1)
+ n2xn−3(1− xn−1)(1− x4)].
(30)
Putting Eq. (15) and Eq. (30) into Eq. (29) we get
A(x) =
nxn−1
(
1 + xn+2
)
(1− xn+1)
. (31)
The different results of B˜(x) are obtained when we
select different state parameters. By substituting B˜(x)
and the corresponding radiation temperature T = T˜+ =
T˜c into Eq. (29), the same results are obtained as Eq.
(31). It is shown that Eq. (31) has nothing to do with the
selected variables and is a universal relationship between
space and time. Solving Eq. (31), we get
Fn(x) =
3n+ 2
2n+ 1
(
1− xn+1
) n
n+1
−
(n+ 1)
(
1 + x2n+1
)
− (2n+ 1)xn(1 + x)
(2n+ 1) (1− xn+1)
=
3n+ 2
2n+ 1
(
1− xn+1
) n
n+1 −
(n+ 1)
(
1 + x2n+1
)
(2n+ 1) (1− xn+1)
−
(
1− 2xn+1 − x2n+1
)
(1− xn+1)
+ 1 + xn
= fn(x) + 1 + x
n,
(32)
when we solve Eq. (31), we take Fn(0) = 1 and fn(0) = 0.
It is considering that when x → 0, r+ << rc is just
that space-time tends to be pure dS space-time. As for
different space dimension n = 2, n = 3, and n = 4, Eq.
7(32) can be written as
Fn=2(x) =
8
5
(1− x3)
2
3 −
3
(
1 + x5
)
− 5x2(1 + x)
5 (1− x3)
=
8
5
(1− x3)
2
3 −
2
(
4− 5x3 − x5
)
5 (1− x3)
+ 1 + x2
= fn=2(x) + 1 + x
2,
Fn=3(x) =
11
7
(
1− x4
) 3
4 −
4
(
1 + x7
)
− 7x3(1 + x)
7 (1− x4)
=
11
7
(
1− x4
)3/4
−
11− 14x4 − 3x7
7 (1− x4)
+ 1 + x3
= fn=3(x) + 1 + x
3,
Fn=4(x) =
14
9
(
1− x5
) 4
5 −
5
(
1 + x9
)
− 9x4(1 + x)
9 (1− x5)
=
14
9
(
1− x5
) 4
5 −
2
(
7− 9x5 − 2x9
)
9 (1− x5)
+ 1 + x4
= fn−4(x) + 1 + x
4.
(33)
n=4
n=5
n=6
0.2 0.4 0.6 0.8 1.0 x
-0.10
-0.05
0.05
0.10
fnHxL
FIG. 1: f(x)− x diagram for diffrent n.
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FIG. 2: F (x)− x diagram for diffrent n.
Meanwhile, we can find the zero position of fn(x)− x,
and the x0 when fn (x0) = 0. According to Eq. (32),
the interaction terms fn(x) are different in different di-
mensions, but the general trend is the same. At the point
x = x0, the correction term of entropy is vanished. When
x0 < x < 1, the correction term of entropy has the pos-
itive value and increases with the increasing of x. At
that time, it tends to be infinite when x → 1. When
the correction term of interval entropy is negative in the
region 0 < x < x0 and has a minimum value x = xm,
From Fig. 1 we know that both x0 and xm increase as
the dimension n increases. The results show that with
the increase of dimension n, the region in which the cor-
rected entropy increases, will decrease, while the other
region, will increase. Meanwhile the modified value of
entropy is a function of dimension.
In the same way, we choose other independent vari-
ables to discuss, we all get the differential Eq. (31) that
space-time entropy must be satisfied in different indepen-
dent variables. From Eq. (31) we know that the space-
time entropy’s correction term f(x) only relate to black
hole horizon and cosmological horizon’s place. This point
matchs to black hole horizon and cosmological horizon
corresponding entropy. So the entropy is just a function
to the event horizon.
When putting Eq. (31) into Eq. (25), we get the ef-
fective temperature of higher-dimensional dS black holes
in dRGT massive gravity,
Teff =
B(x, q)
(
1− xn+1
)
4pircxn−1 (1 + xn+2)
. (34)
From Eq. (34), we can draw the Teff − x curve of effec-
tive temperature by using dimension n = 4, 5, 6, certain
k, and different q taking the same or different c20c2m
2,
c0c1m
2, c30c3m
2, c40c4m
2 when rc = 1, the maximum of
Teff is signed as T
c
eff , corresponding x = xc; Teff = 0
corresponding xmin = x
T
0 as listed in Table I.
TABLE I: When n takes different values, the maximum values
Teff under different parameters are denoted as T
c
eff corre-
sponding x = xc, and the corresponding values Teff = 0 un-
der different parameters are denoted as corresponding x = xT0 .
n xT0 xc T
c
eff
4 0.0681925 0.0845323 4513.75
5 0.12774 0.153701 3443.26
6 0.186344 0.219437 3185.01
In order to clearly see the effect of relevant parameters
on the effective temperature, we illustrate an example of
the Teff − x diagram with different value of c0 − c4 and
m, n, q. which are explicitly shown in Fig. 3(a)-3(e).
Specifically, the maximum value of the effective temper-
ature Teff of the system increases with c0− c4, while the
allowed region with Teff lager than zero is also increased.
Such tendency can also be seen from the behavior of the
effective temperature as a function of x, in term of differ-
ent m, which is presented in Fig. 3(f). In Fig. 3(g), we
can clearly see that the maximum value of the effective
temperature of the system will decrease with n, however
the variable x of maximum value of the effective temper-
ature is increasing. Meanwhile the whole interval with
Teff > 0 moves to the right. More specifically, the max-
imum value of the effective temperature of the system
decreases with q, while the allowed region with Teff > 0
is also reduced in Fig. 3(h).
8From Eq. (11) Eq. (22) and Eq. (24), we get
Peff =
nxn−1g(x, q)
2k2r2cA(x) (1− x
n+1)
2
=
g(x, q)
2k2r2c (1 + x
n+2) (1− xn+1)
,
(35)
where
g(x, q) =
[(
k + c20c2m
2
) n (1− x2)− (1− 2xn+1 + x2)
x
+
q2
[(
1− x2n
)
− n
(
1 + x2n − 2xn+1
)]
2n(n− 1)r2n−2c x2n−1
+
c0c1m
2
n
rc [n(1− x)− x (1− x
n)]
+ (n− 1)c30c3m
2n
(
1− x3
)
−
(
2 + x3 − 3xn+1
)
rcx2
+ (n− 1)(n− 2)c40c4m
2
n
(
1− x4
)
−
(
3 + x4 − 4xn+1
)
r2cx
3
]
nFn(x)
−
[
nxn−1
(
1 + xn+2
)
(1− xn+1)
− nxnFn(x)
]
[
(n− 1)
(
k + c20c2m
2
) (
1− x2
)
−
q2
(
1− x2n
)
2n2n−2c x2n−2
+ c0c1m
2rcx(1 − x)
+ (n− 1)(n− 2)c30c3m
2
(
1− x3
)
rcx
+(n− 1)(n− 2)(n− 3)c40c4m
2
(
1− x4
)
r2cx
2
]
.
(36)
From Eq. (35), we can draw the Peff − x curve pa-
rameters when rc = 1, after being determined, and when
c20c2m
2, c0c1m
2, c30c3m
2, c40c4m
2, and any parameter
change in dimension and other parameters remain un-
changed. We can analyze the effect of parameters on
the effective pressure Peff . The effect on the effective
pressure with different c20c2m
2, c0c1m
2, c30c3m
2, c40c4m
2.
We also analyze the behavior of the effective pressure
Peff with different value c0 − c4, m, n, q in Fig. 4
from which one could clearly see the effect of these pa-
rameters on the effective pressure Peff . Notice that it
is the same behavior as that of the effective temperature
shown in Fig. 3(a)- Fig. 3(e) and Fig. 3(h). Fig. 4
shows the curve of the effective pressure of the system
changing with the parameters. Although the values of
the curves vary with the parameters, the shapes of the
curves are very similar. The curve has a maximum
value P ceff with the change of x, marked as xc and the
effective pressure increases monotonously as x increas-
ing when xT0 < x < xc, while the effective pressure de-
creases monotonously as x increasing in the range of
xc < x < 1, the maximum value of the effective pres-
sure Peff and its positive region (Peff > 0) increase
with c0− c4 and m, but decreases with q. Differently,
When n is the largest, Peff is also the largest, but Peff
is not the smallest when n is the smallest. When only
n increases, the x corresponding to the largest Peff in-
creases.
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FIG. 3: Teff − x diagrams when the parameters change re-
spectively.
IV. CRITICAL PHENOMENA
From Fig. 3, we can see that the curves of the effective
temperature of the system change with the parameters.
Although the values of the curves vary with the param-
eters, the shapes of the curves are very similar. The
curve has a maximum value T ceff as x changes, marked
as xc. The effective temperature increases monotonously
with the increase of x when xT0 < x < xc but de-
creases monotonously with the increase x at the range
of xc < x < 1. From the Fig. 2, the entropy increases
monotonously with x, so the heat capacity of the system
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FIG. 4: Peff − x diagrams when the parameters change re-
spectively.
is positive in the xT0 < x < xc interval, which satisfies
the requirement of equilibrium stability of the thermo-
dynamic system, while the thermal capacity of the inter-
val system is negative at xc < x < 1 ranges, which does
not satisfy the requirement of qualitative thermodynamic
equilibrium.
The expression of the heat capacity of a thermody-
namic system
C = Teff
(
∂S
∂Teff
)
, (37)
when rc = 1, we put Eq. (22) and Eq. (34) into Eq.
(37), one can get curve C − x .
In Fig. 5, Phase 1 is a steady-state interval, while
phase 2 is a non-steady-state interval. From the C − x
curve, the system diverges at the point of x = xc. From
the Fig. 2 and Eq. (21), the entropy and volume are con-
tinuous at the points x = xc. According to Ehrenfest’s
classification of phase transitions, the phase transitions
n=4
n=5
n=6
Phase 1
Phase 2
0.05 0.10 0.15 0.20 0.25x
-0.10
-0.05
0.05
0.10
C
FIG. 5: C − x diagram for k = 1,m = 3, c1 = −3, c2 =
1, c3 = 1, c4 = 1, rc = 1, q = 0.1.
occurring in the system are second-order at the point
x = xc. In order to further discuss the critical phenom-
ena of the system, we discuss the Gibbs free energy of
the system, where G =M − TeffS [4, 64], and draw the
curves under isobaric conditions, as shown in Fig. 6.
500 1000 1500 2000Teff
-15 000
-10 000
-5000
5000
G
FIG. 6: G − Teff diagram for n = 5, k = 1, m = 3, c1 =
−3, c2 = 1, c3 = 1, c4 = 1, rc = 1, q = 0.1.
From the Fig. 6, we know that the effective temper-
ature of the system corresponds to two different Gibbs
free energy values. According to the irreversible process
of the ordinary thermodynamic system under isothermal
and isobaric conditions, the Gibbs function always de-
creases. Therefore, the actual process of the system fol-
lows the process of that the Gibbs function takes a small
value. From the C − x curve, in the increasing process
of Gibbs’ function, the heat capacity is negative, which
means the system is thermodynamically unstable. So
the black hole satisfying this xc < x < 1 condition is
unstable, and there is no black hole satisfying the con-
dition in the universe. When the effective temperature
Teff of the black hole remains unchanged and the black
hole is in the unsteady state region xc < x < 1 under
external disturbance, the black hole reaches the steady
state region xT0 < x < xc through the first-order phase
transition black hole. Therefore, the first-order phase
transition occurring in de Sitter space-time is a process
from unstable region to stable region, which is different
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from the first-order phase transition of vdW system and
AdS black hole, because the first-order phase transition
of vdW system and AdS black hole are the transition
between two states which meet the requirements of ther-
modynamic equilibrium stability.
V. CONCLUSION AND DISCUSSION
Early studies on the effective temperature of de Sit-
ter space-time were based on the assumption that the
space-time entropy is known [35, 40, 65–68], and the ef-
fective temperature of de Sitter space-time was obtained
by using the space-time thermodynamic quantity to sat-
isfy the first law of thermodynamics. When the radiation
temperature T+ of the black hole horizon is equal to that
of the cosmological horizon: T = T+ = Tc, the effective
temperature Teff obtained is not equal to that of the two
horizons in general, that is Teff 6= T , it is hard to be ac-
cepted. In addition, the hypothetical entropy in studying
the effective temperature of de Sitter space-time has not
been proved theoretically.
In this paper we obtain the entropy equation Eq. (31)
in HBHRGT space-time using the relationship of the
thermodynamic first law, and the condition of T = Teff
when black hole horizon radiation temperature is equal to
cosmological space-time horizon’s, that’s T = T+ = Tc.
In addition, we know that all parameters are not inde-
pendent for multi-parameter space-time, because the ra-
diation temperature of two horizons is equal, the space-
time parameters need to satisfy equation Eq. (13). How-
ever, when different independent parameters are taken,
we all get the equation Eq. (31) that the space-time
entropy satisfies, which is independent of the parame-
ters selected, and it is the universal relationship between
space-time. When x→ 0, space-time tends to be pure dS
space-time (it only has the cosmological horizon), we get
the HBHRGT space-time entropy function Eq. (32) and
the HBHRGT space-time effective temperature Eq. (34)
through solving differential equation. If we divide the
HBHRGT space-time entropy S into two horizons’ sum
Sc + S+ and add interaction term St, we know that in-
teraction is negative and positive value at 0 < x < x0
and x0 < x < 1, respectively, from Fig. 1 and the
HBHRGT space-time entropy is an increasing function
of x, which is raising with x as Fig. 2. The trend of
curve changing is independent of space-time dimension,
but the entropy is a function of dimensions of space-time.
The curve of S − x, Teff and Peff are presented in Fig.
2, 3 and 4 respectively.
The curves also show the effect of the effective tem-
perature Teff and the pressure of each parameter Peff .
From Fig. 3 of the curve, we can see that no matter
how the parameters change, the effective temperature
Teff of the system has a maximum T
c
eff , which is also
the second-order phase transition temperature of the sys-
tem. This characteristic is different from AdS black hole.
From Fig. 3 and 4, the maximum value of the effec-
tive pressure Peff and the effective temperature Teff , as
well as its positive region (Teff > 0, Peff > 0) increase
with c0 − c4 and m but decrease with q. Differently, in
Fig. 3(g), we can clearly see that the maximum value of
the effective temperature of the system decrease with n,
however the variable x of maximum value of the effective
temperature is increasing. Meanwhile the whole interval
with Teff lager than zero moves to the right. While in
Fig. 4(g), when only n increases, the x corresponding to
the largest Peff increases.
The C − x curve shows that the heat capacity has the
positive value in the region 0 < x < xc, which is satisfied
with the requirements of thermodynamic system equi-
librium stability. However it is negative in the region
xc < x < 1, which is not satisfied the requirements of
equilibrium stability. At x = xc point, the heat capacity
is emanative, and the system satisfies the requirements
of the secondary phase change in thermodynamic sys-
tem, so that x = xc is the second point of phase change.
Therefore dS space-time is unstable in universe when x
is in range xc < x < 1. And there is only black hole
that satisfies the points of 0 < x < xc possibly, which
provides theoretical basis for one to investigate black
hole. From the C − x curve, the effects of space-time
dimension on the heat capacity and phase transition can
be observed. When the parameters describing the space-
time are fixed, the position of the phase transition point
increases with the increasement of the space-time di-
mension. Therefore the scope of the thermodynamically
stable region increases correspondingly, which will lay the
foundation for studying the thermodynamic properties of
space-time in higher dimension.
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