Abstract. Let S be a closed orientable surface of genus at least two. Let Γ be a Schottky group whose rank is equal to the genus of S, and Ω be the domain of discontinuity of Γ. Pick an arbitrary epimorphism ρ : π 1 (S) → Γ. Then Ω/Γ is a surface homeomorphic to S carrying a (complex) projective structure with holonomy ρ. We show that every projective structure with holonomy ρ is obtained by (2π-)grafting Ω/Γ once along a multiloop on S.
Introduction
Let F be a connected orientable surface possibly with boundary. A (complex) projective structure is a (Ĉ, PSL(2, C))-structure, i.e. an atlas modeled onĈ, the Riemann sphere, with transition maps lying in PSL(2, C). It is well-known that a projective structure is equivalently defined as a pair (f, ρ) consisting of a topological immersion f :F →Ĉ (i.e. a locally injective continuous map), whereF is the universal cover of F , and ρ : π 1 (F ) → PSL(2, C) is a homomorphism, such that f is ρ-equivariant, i.e. f • α = ρ(α) • f for all α ∈ π 1 (F ) (see [19, §3.4 
]).
The immersion f is called the (maximal) developing map and the homomorphism ρ is called the holonomy (representation) of the projective structure. A projective structure is defined up to an isotopy of F and an element of PSL(2, C), i.e. (f, ρ) ∼ (γ • f, γ • ρ • γ −1 ) for all γ ∈ PSL(2, C). If C is a projective structure on F , the pair (F, C) is called a projective surface. As usual, we will often conflate the projective structure C and the projective surface (F, C).
Throughout this paper, let S denote a closed orientable surface of genus at least two. The following theorem characterizes the holonomy representations of projective structures on S: Theorem 1.1 (Gallo-Kapovich-Marden [3] ). A homomorphism ρ : π 1 (S) → PSL(2, C) is a holonomy representation of some projective structure on S if and only if ρ satisfies: (i) the image of ρ is nonelementary and (ii) ρ lifts to a homomorphism from π 1 (S) to SL(2, C).
From the proof of this theorem, using (2π-)grafting operations, we can easily see that there are infinitely many projective structures with fixed holonomy ρ satisfying (i) and (ii) (see also [1] ). Then it is a natural question to ask for a characterization of projective structures with the holonomy ρ. This question, at least, goes back to a paper by Hubbard ([6] ; see also [3, §12] ).
Basic examples of projective structures arise from Kleinian groups with nonempty domain of discontinuity. Let Γ be a (not necessarily classical) Schottky group of rank g > 1, which can be defined as a subgroup of PSL(2, C) isomorphic to a free group of rank g consisting only of loxodromic elements (for the details of Schottky groups, see [8, pp 75] [14] ). Let Ω ⊂Ĉ denote the domain of discontinuity of Γ. Let ρ : π 1 (S) → Γ be an epimorphism (Schottky holonomy (representation)). Then Ω/Γ is a closed orientable surface S of genus g equipped with a canonical projective structure with holonomy ρ (with an appropriate marking on S given).
A grafting is an operation that transforms a projective structure into another projective structure without changing its base surface and holonomy representation ( §3.5). It is a surgery operation that inserts a projective (actually affine) cylinder along an admissible loop, roughly speaking, a loop whose universal cover isomorphically embeds inĈ. If there is a multiloop consisting of disjoint admissible loops on a projective surface, a grafting operation can be done simultaneously along the multiloop.
A Schottky structure is a projective structure on S with Schottky holonomy. The goal of this paper is to prove the following theorem, which characterizes projective structures with fixed Schottky holonomy: Theorem 8.1. Every projective structure on S with Schottky holonomy ρ is obtained by grafting Ω/Γ once along a multiloop on S.
Remark : Since ρ is quasiconformally conjugate to a representation from π 1 (S) onto a fuchsian Schottky group, the proof of Theorem 8.1 is reduced to the case that Γ is a fuchsian Schottky group, i.e. the limit set of Γ lies in the equator R ∪ {∞} ofĈ (c.f. [4] ).
A projective structure is called minimal if it can not be otained by grafting another projective structure. Theorem 8.1 implies that Ω/Γ is the unique minimal structure among the projective structures on S with holonomy ρ, up to an element of a certain subgroup of the mapping class group of S (the orientation preserving part of this subgroup is Stab ρ defined below). There is an incorrect theorem in the literature implying that there are many (essentially different) minimal structures with fixed Schottky holonomy (Theorem 3.7.3, Example 3.7.6 in [18] ). Theorem 8.1 is an analog to the case of a quasifuchsian holonomy: Let Γ be a quasifuchsian group and let Ω + , Ω − be the connected components of the domain of discontinuity of Γ . Then Ω + /Γ and Ω − /Γ are the projective surfaces on S, whose holonomy ρ is an isomorphism from π 1 (S) onto Γ . Theorem 1.2 (Goldman [4] ). Every projective structure with quasifuchsian holonomy ρ is obtained by grafting Ω + /Γ or Ω − /Γ along a multiloop.
In Theorem 1.2, for a given projective structure, the choice of the multiloop and the basic structure, Ω + /Γ or Ω − /Γ , is unique (up to the isotopy of the multiloop on S). On the other hand, in Theorem 8.1, there are infinitely many choices of the multiloop, which induce different markings on Ω/Γ. Below, we shall discuss an approach to formulate a uniqueness theorem, generalizing Theorem 8.1. Fix an appropriate marking (and, therefore, an orientation) on Ω/Γ so that, with this marking, Ω/Γ is a projective structure with the holonomy ρ. Let P ρ denote the collection of all projective structures on S with the Schottky holonomy ρ and the same orientation as that of Ω/Γ. Let φ : S → S be a mapping class. Then the support of φ is the minimal subsurface R of S such that the restriction of φ to S \ R is the identity map. The mapping class φ induces an automorphism φ * : π 1 (S) → π 1 (S). Let Stab ρ denote the subgroup of the mapping class group of S consisting of orientationpreserving mapping classes φ : S → S such that ρ • φ * = ρ. It is known that Stab ρ is generated by Dehn twists along the loops on S that belong to ker(ρ) (see [12] ). Let AML ρ (S) denote the set of isotopy classes of multiloops on S consisting of disjoint admissible loops on Ω/Γ. Conjecture 1.3. Every C ∈ P ρ can be obtained by changing the marking of Ω/Γ by a unique φ ∈ Stab ρ and grafting Ω/Γ along a unique L ∈ AML ρ (S) such that L and the support of φ are disjoint, where the support of φ is the minimal subsurface of S on which φ acts nontrivially:
Theorem 8.1 ensures that, for every C ∈ P ρ , there is a corresponding pair (φ, L) ∈ Stab ρ × AML ρ (S), but Supp(φ) ∩ L might be nonempty. The conjecture above claims that this intersection can be uniquely "resolved".
Outline of the proof of Theorem 8.1. Fix a projective structure C on S with Schottky holonomy ρ. First we decompose (S, C) into certain very simple projective structures, called good holed spheres ( §3.4), by cutting S along a multiloop M (Proposition 6.1). Note that an arbitrary region inĈ is equipped with a canonical projective structure. Then each good holed sphere is obtained by grafting a holed-sphere F isomorphically embedded inĈ along a multiarc properly embedded in F (Proposition 7.5). The multiloop on S in Theorem 8.1 is realized as the union of such multiarcs on the components of S \ M .
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conventions and terminology
We follow the following conventions and terminology, unless otherwise stated:
• A surface is connected and orientable.
• A component is connected.
• A loop and arc are simple.
• A 1-dimensional manifold properly embedded in a surface is called a multiloop if it is a disjoint union of loops and a multiarc if a disjoint union of arcs.
• A loop on a surface F may represent an element of π 1 (F ).
• Let F be a surface and let F 1 , F 2 be subsurfaces of F . Then F 1 and F 2 are called adjacent if F 1 and F 2 share exactly one boundary component and have disjoint interiors.
3. Preliminaries 3.1. Minimal developing maps. Let F be a surface possibly with boundary and letF be the universal cover of F . Let C = (f , ρ) be a projective structure on F . Then the short exact sequence
induces an isomorphismρ : π 1 (F )/ ker(ρ) → Im(ρ). LetF =F / ker(ρ), which we call the minimal cover of F associated with ρ. Then, viã ρ, Im(ρ) acts onF freely and properly discontinuously, and we havẽ F /Im(ρ) = F . Define the (minimal) developing map f :F →Ĉ of C to be the locally injective map satisfyingf = φ • f , where φ :F →F is the canonical covering map. by f (x) =f (x) for x ∈F , wherex is a lift of x toF . It is easy to see that f (x) does not depend on the choice ofx. Conversely, ã ρ-equivariant immersion f :F →Ĉ lifts to a ρ-equivariant immersion f :F →Ĉ. Therefore the projective structure C can be defined as the pair (f, ρ) consisting of the minimal developing map and the holonomy representation. For the remainder of the paper, we use this new pair (f, ρ) to represent a projective structure, and a developing map is always a minimal developing map, unless otherwise stated. For a projective structure C, we let dev(C) denote its minimal developing map.
3.2.
Restriction of projective structures to subsurfaces. Let C = (f, ρ) be a projective structure on a surface F . Let E be a subsurface of F . The restriction of C to E is the projective structure on E given by restricting the atlas of C on F to E, and we denote the restriction by C|E. We can equivalently define C|E as a pair of the (minimal) developing map and a holonomy representation as follows:
The inclusion E ⊂ F induces a homomorphism i * : π 1 (E) → π 1 (F ). LetẼ be a lift of E toF invariant under π 1 (E). Then C|E is the projective structure on E given by (f |Ẽ, ρ • i * ).
3.3. Basic projective structures. Let C = (f, ρ) be a projective structure (on a surface). Then C is called basic (also called uniformizable) if the minimal developing map f is an homeomorphism onto a subset ofĈ. This definition is equivalent to saying that the maximal developing map of C is a covering map onto a region inĈ. The following is immediate:
be Schottky holonomy and C be a projective structure on S with holonomy ρ. Then C is a basic projective structure if and only if dev(C) is a homeomorphism onto the domain of discontinuity of Γ.
3.4.
Good and almost good projective structures. Let F be S 2 with finitely many disjoint points and disks removed, i.e. a genus-zero surface of finite type. Then ∂F is the union of the boundary components of the removed disks. Let P F denote the points removed, i.e, the punctures of F .
A projective structure C = (f, ρ) on F is almost good if it satisfies the following conditions: (i) ρ : π 1 (F ) → PSL(2, C) is the trivial representation ρ id (and therefore the domain of f is F ); (ii) f continuously extends to P F , so that P F is the set of ramification points of the extension; (iii) there exists a surface R of finite type embedded inĈ such that, via (the extension of) f , each point of P F maps to a puncture of R and each component of ∂F covers a component of ∂R, and
Note that (iv) implies that the Euler characteristic of F is nonpositive. The surface R ⊂Ĉ is called a support of the almost good projective structure C. The support R can be chosen uniquely so that P R = f (P F ) and ∂R = f (∂F ), where P R is the set of the punctures of R (for a general support, we only have P R ⊃ f (P F ) and ∂R ⊃ f (∂F )). This unique support is called the full support of the almost good structure C = (f, ρ id ) and denoted by Supp(C) or, alternatively, Supp f (F ). Note that Condition (iii) implies that f has the lifting property along every path p onĈ such that p is disjoint from the punctures of R and p does not cross the boundary components of R.
A projective structure C = (f, ρ) on F is good if it satisfies Conditions (i), (ii), (iii), (vi) and, in addition, (v) there is a bijective correspondence, via f , between the punctures and boundary components of F and those of R.
Assume that C is a good structure on F . Then, by (v), R is the full support of C. Thus there is a basic projective structure C 0 = (f 0 , ρ id ) such that f 0 is a homeomorphis from F to R and f 0 ( ) = f ( ) for every puncture and boundary component of F . We call C 0 a basic structure associated with C. Note that C 0 is unique up to the marking on F , in other words, an element of the pure mapping class group of F . Now let us return to the case that C = (f, ρ id ) is an almost good projective structure on F supported on R ⊂Ĉ. Let be a boundary component of R and let i (i = 1, 2, . . . , n) be the boundary components of F that cover via f . LetF be the surface obtained from F by attaching a once-punctured disk along each i (topologically, we pinch 1 , 2 , . . . , n into punctures). In the following, we extend the almost good structure C on F to an almost good structure onF . Let D be the component ofĈ \ R bounded by . Then topologically D is a disk. Up to an element of PSL(2, C), we can assume that D is a bounded region in C. For each i ∈ {1, 2, . . . , n}, let d i denote the degree of the covering map f | i : i → . Then pick a point p i in int(D ) and define
we can identify i and ∂D i . Thus we have extended C on F to the component ofF \F bounded by i . By applying this extension to each i (i = 1, 2, . . . , n), we obtain an almost good projective structureĈ = (f , ρ id ) onF . If we take p 1 , p 2 , . . . , p n to be different points in int(D ), then, viaf , the punctures of i D i map to these different points in int(D ). Therefore, if F is a holed sphere (i.e. F has no punctures), then we can extend C to a good projective structure on a punctured sphere (i.e. no boundary components) by applying this (modified) structure extension to all boundary components of R.
3.5. Grafting. Grafting was initially developed as an operation that transforms a hyperbolic surface to a projective surface by inserting a flat affine cylinder along a circular loop (Maskit [13] , Hejhal [5] , Sullivan-Thurston [17] , Kamishima-Tan [7] ). Goldman used a variation of this grafting operation, which is done along a more general kind of loop, called an admissible loop, on a projective surface, and this operation preserves the holonomy representation ( [4] ). In this paper, we essentially follow the definition given by Goldman. Below, we define grafting operations in terms of minimal developing maps. In addition, we define a grafting operation along an arc, so that this operation is compatible with identifying boundary components of base surface(s).
Let F be a genus-zero surface of finite type. Then, we can set 
Let f : F → R be the homeomorphism obtained by restricting φ to F , and ρ id : π 1 (F ) → PSL(2, C) be the trivial representation. Then C = (f, ρ id ) be the basic projective structure on F isomorphic to the canonical projective structure on R. Let α be an arc on F connecting D i and D j with i = j. Then f (α) =: β is an arc on R connecting D i and D j . Let B be the canonical projective structure onĈ \ {D i , D j }. Then β is an arc on B connecting D i and D j .
Then we can transform C to another good projective structure Gr α (F ) on F ; we cut F and B along α and β, respectively, and combine F \ α and B \ β together by glueing them along their boundary arcs in an alternating fashion, which will be more precisely described in the following: First, we pick a (small regular) neighborhood N α of α in C and a neighborhood N β of β in B so that N α is isomorphic to N β via f . Let α 1 , α 2 be the boundary arcs of C \ α corresponding to α, and let β 1 , β 2 be the respective boundary arcs of B \ β corresponding to β; that is, for each i = 1, 2, the component of N α \ α bounded by α i is isomorphic to the component of N β \ β bounded by β i (see Figure 1) . Then we can glue C \α and B \β together by identifying α 1 and β 2 and identifying α 2 and β 1 using the identification of α and β via f . Thus we have obtained a surface homeomorphic to F enjoying a new good projective structure fully supported on R. This operation is called the grafting (operation) on C along α, and this new structure is denoted by Gr α (C). It is easy to show that Gr α (C) does not change under the isotopy of α on F . For a boundary component of F , if contains an end point of α, the restriction of dev(Gr α (C)) to is a covering map of degree 2 onto its image, and, otherwise, is a homeomorphism onto its image. Analogously, for a puncture p of F , if p is an end point of α, dev(Gr α (C)) extends continuously to p so that p is a branched point of degree 2, and, otherwise, it extends homeomorphically to p. If there is a multiarc on F of which each arc connects different D i 's, we can simultaneously graft C along this multiarc and obtain a good structure on F fully supported on R. Last, supposing that C = (f, ρ) is a projective structure on a (general) surface F , we define grafting along a certain kind of loops on C. LetF be the minimal cover of F associated with ρ. LetC be the projective structure onF obtained by lifting C. Then the holonomy ofC is trivial and dev(C) is an immersion fromF intoĈ (see §3.1). A loop on the projective surface (F, C) is called admissible if ρ( ) is loxodromic and a lift˜ of toF injects intoĈ via f . Then f (˜ ) is a (simple) arc onĈ invariant under the infinite cyclic group ρ( ) , and therefore the end points of f (˜ ) are the fixed points of ρ( ). Denote the set of these fixed points by F ix(ρ( )). In particular, if C is a basic structure, then a loop on (F, C) is admissible if and only if ρ( ) is loxodromic. If is an admissible loop,Ĉ \ F ix(ρ( )) is a twice-punctured sphere equipped with a canonical projective structure and f (˜ ) is an arc properly embedded inĈ \ F ix(ρ( )), connecting the punctures F ix(ρ( )). Then we can similarly graftC along˜ and obtain a new projective structure Gr˜ (C) onF with the trivial holonomy, by identifying the boundary arcs ofC \˜ corresponding to˜ and the boundary arcs of C \ (F ix(ρ( )) ∪ f (˜ )) corresponding to f (˜ ) in the alternating fusion. Note that ∼ = Z faithfully acts on Gr˜ (C), and therefore dev(Gr˜ (C)) isρ| -equivariant, whereρ : π 1 (S)/ ker(ρ) → Im(ρ) is the canonical isomorphism. The total liftL of toF is the union of all lifts of toF . By graftingC along all components ofL, we obtain a Γ-invariant projective structure GrL(C), so that dev(GrL(C)) isρ-equivariant. Then GrL(C)/Γ is a projective structure on F whose holonomy is ρ. Thus we have transformed C to GrL(C)/Γ without changing the holonomy. This operation is called a grafting on C along , and we denote this new structure GrL(C)/Γ by Gr (C). If there is a multiloop on (F, C) consisting of admissible loops, we can graft C simultaneously along the multiloop without changing holonomy.
3.6. Hurwitz spaces. Let d i (i = 1, 2, . . . , k) be integers greater than 1. Consider a pair consisting of a set of k distinct ordered points P i (i = 1, 2, . . . , k) onĈ and a rational function τ :Ĉ →Ĉ such that P i are the ramification points of τ with ramification index d i (i.e. dτ (z) dz has zero of order d i − 1 at P i ), and τ (P i ) are distinct points onĈ. Let R = R(d 1 , d 2 , . . . , d k ) denote the space of all such pairs (P i , τ ). Then PSL(2, C) acts on R by postcomposition. The quotient space R/PSL(2, C) is called a Hurwitz space, which we denote by
It is well known that the map τ → (τ (P 1 ), τ (P 2 ), . . . , τ (P k )) is a covering map from R ontoĈ k \(diagonals), and therefore R is a complex manifold. Since PSL(2, C) acts on R holomorphically, R is a PSL(2, C)-bundle over H. Hence H is also a complex manifold. (See [2, 20] .) Moreover, Theorem 3.2 (Liu-Osserman [11] ). H is a connected manifold; hence, R is also a connected manifold. Proof. First suppose that is contained in a component D ofĈ \ R.
Since R is connected and D is planar, D must be a disk. Therefore bounds a disk E contained in D. Recall that f has the lifting property along every path p onĈ such that p is disjoint from the punctures of R and p does not cross any boundary component of R. Therefore f −1 ( ) is a multiloop on F . Each loop m of f −1 ( ) bounds a component P of f −1 (E) and P is homeomorphic to E via f . Therefore P is a disk bounded by m. Thus f −1 ( ) is a union of disjoint inessential loops on F and we have f −1 ( ) = ∅. Next suppose that is an inessential loop on R. Then bounds a disk D in R. Similarly, since the restriction of
4.1.
Pulling back a multiloop via a developing map. Let Γ be a fuchsian Schottky group of rank g. (The arguments in §4 hold without the assumption that Γ is fuchsian. Even after §4, since our arguments are basically topological, this is still not an essential assumption. However this assumption makes it easier to formulate the arguments.) Let Ω denote the domain of discontinuity of Γ. Let S = Ω/Γ, which is homeomorphic to S. Let H = (Ω ∪ H 3 )/Γ. Then H is a handlebody of genus g and we have ∂H = S . Let ρ be an epimorphism from π 1 (S) onto Γ. LetS be the minimal cover S associated with ρ, and let Ψ Γ be the covering map fromS to S. Then Γ is the covering transformation group acting onS (see §3.1). We see thatS is homeomorphic tô C \ Λ(Γ), where Λ(Γ) is the limit set of Γ, and in particularS is planar.
Let C be a projective structure on S with the holonomy ρ. Set C = (f, ρ), where f :S →Ĉ is the (minimal) developing map of C. Recall that f isρ-equivariant, whereρ = ρ/ker(ρ). Proof. Since f has the path lifting property in Ω, f −1 (μ ) is a 1-manifold properly embedded inS (see [9] ). Since f isρ-equivariant andμ projects to a loop onS, for each point x ∈ f −1 (μ ), there exists a neighborhood U of x such that U is a 2-disk and U ∩ f −1 (μ ) is a single arc properly embedded in U and f −1 (μ ) ∩ γU = ∅ for all γ ∈ Γ \ {id}. Therefore f −1 (μ )/Γ is a multiloop on S. Suppose that f −1 (μ ) contains a biinfinite simple curveμ. Then, sinceμ is a lift of a loop µ of f −1 (μ )/Γ on S, (the homotopy class of) µ translates S alongμ. Sinceρ is an isomorphism, ρ(µ) is loxodromic. On the other hand, sinceμ covers µ ⊂ Ω via theρ-equivariant developing map f , ρ(µ) must be the identity element of PSL(2, C). Thus we have a contradiction.
A loop on the boundary of a handlebody is called meridian if it bounds a disk properly embedded in the handlebody. Let N be a multiloop on S = ∂H consisting of meridian loops. LetÑ be the total lift of N to Ω. ThenÑ is a Γ-invariant multiloop on Ω. Since f isρ-equivariant, by Lemma 4.4, f −1 (Ñ ) is a Γ-invariant multiloop oñ S (typically this multiloop is not necessarily locally finite, since there are infinitely many loops ofÑ near a point of the limit set Λ of Γ). LetÑ = f −1 (Ñ ) . Let N denote the multiloop on S obtained by quotientingÑ by Γ. Call N the pullback of N (via f ). Proof of Proposition 4.5 (ii). First we claim that, for each x ∈S, there is a neighborhood U of x such that U is topologically a closed disk and U ∩Ñ is either the empty set or a single arc properly embedded in U . Since f is a local homeomorphism, we can take an open neighborhood U of x such that U is homeomorphic to a closed disk and f | U is a homeomorphism onto its image f (U ) =: U . Clearly, we haveĈ = Λ Ñ (Ω \Ñ ). Case 1. Suppose that f (x) ∈ Λ. Then, by Assumption (II), we can assume that U is a closed disk bounded by a loop ofÑ . Then ∂U is a component of f −1 (Ñ ), and it is an inessential loop onS. Moreover, the pair (U, f −1 (Ñ ) ∩ U ) is homeomorphic to the pair (U ,Ñ ∩ U ) via f . ThenÑ ∩ U is a union of infinitely many disjoint loops that are inessential in U . Accordingly f −1 (Ñ ) ∩ U is a union of disjoint loops in the disk U , and thus we haveÑ
Suppose that f (x) ∈Ñ . Then, sinceÑ is a submanifold ofS, we can take U so that U intersectsÑ only in a single arc A properly embedded in
The surface S is closed and the covering map Ψ Γ is a local homeomorphism from (S,Ñ ) to (S, N ). Therefore, by the claim above, there is a finite cover {U i } of S such that, for each i, U i is a closed disk and U i ∩ N is either the empty set or an arc properly embedded in U i . Thus N is a multiloop on S containing only finitely many loops.
Next, we show that N consists only of meridian loops. By the definition ofÑ , it is clear thatÑ consists of essential loops onS. Let be a loop of N . Then lifts to a loop ofÑ onS. Therefore, by the definition ofS, ρ( ) = id. Thus is meridian. Proof. For α ∈ π 1 (Q), let γ = ρ(α) ∈ Γ. We regard α also as an oriented closed curve on Q representing α. Suppose that γ = id. Then γ is a loxodromic element. Therefore α lifts a bi-infinite simple curvẽ α onS invariant under the action of α , the infinite cyclic group generated by α. Let p 1 , p 2 ∈Ĉ be the fixed points of γ. Then f |α is a ρ| α -equivariant curve connecting p 1 and p 2 . By Assumption (II), there is a loop µ ofÑ separating p 1 and p 2 . By a small isotopy of α on Q, if necessary, we can assume that the curve f |α does not intersect p 1 and p 2 and transversally intersects µ . Since f |α is ρ| α -equivariant and p 1 , p 2 are contained in the different components ofĈ\µ , f |α intersects µ an odd number of times. Thereforeα transversally intersects f −1 (µ ) an odd number of times.
By Lemma 4.4, f −1 (µ ) is a multiloop onS. Furthermore, by Proposition 4.5 (ii), each component of f −1 (µ ) is either a loop ofÑ or an inessential loop onS. Note thatα is a α -invariant curve properly immersed inS and it is, in particular, unbounded. Therefore, each inessential loop of f −1 (µ ) intersectsα an even number of times. Sincẽ α intersects f −1 (µ ) an odd number of times,α must intersect at least one essential loop of f −1 (µ ). Thusα intersectsÑ , and therefore α transversally intersects N . This contradicts the assumption that α is contained in Q. Hence ρ(α) = id for all α ∈ π 1 (Q). 
Proof Proposition 4.5 (iii).
Let Q be a component of S \N . By Lemma 4.8, Q is a holed sphere. Since Q is bounded by essential loops on S, Q has at least two boundary components. By Lemma 4.7, the holonomy of C|Q is trivial. Therefore we can homeomorphically lift Q to a subsurfaceQ ofS. Then we can set dev(C|Q) = f |Q :Q ∼ = Q →Ĉ.
We show that there is a component R of Ω \Ñ such that ∂Q covers ∂R via f (note that this covering map is not necessarily onto). Let be a boundary component ofQ. Then f ( ) is a loop ofÑ . Take a small neighborhood N of inQ so that there is a component R of Ω \Ñ satisfying f (N ) ⊂ R. We claim that, if m is another boundary component of Q, then f (m) is also a boundary component of R. Let α : [0, 1] → S be an arc properly embedded inQ that connects to m.
Case 1. Suppose that D is bounded by a boundary component n of R different from f ( ). Then f ( ) and f (m) are contained in different components ofĈ \ n . We can assume that the curve f • α is transversal to n by a small isotopy of α, if necessary. Since f •α is a (not necessarily simple) curve onĈ connecting f ( ) to f (m), f • α intersects n an odd number of times. Therefore α transversally intersects f −1 (n ) an odd number of times. By Lemma 4.4, f −1 (n ) is a multiloop onS. Let n be an inessential loop of f −1 (n ) that intersects α. Then n bounds a closed disk E inS. Since and m are essential loops onS and disjoint from n, they are contained inS \E. Therefore α intersects n an even number of times. Since α transversally intersects f −1 (n ) an odd number of times, α must intersect an essential loop of f −1 (n ). Therefore α transversally intersectsÑ . This contradicts the assumption that α is inQ.
Case 2. Suppose that f ( ) bounds D. Then, for sufficiently small > 0, α((0, )) is contained in the interior of R. Then the point f •α( ) and the loop f (m) are contained in different components ofĈ \ f ( ). Similarly, we can assume that the curve f • α transversally intersects f ( ). Then f • α transversally intersects f ( ) an odd number of times (note that f • α(0) is not a transversal intersection point). As in Case 1, the analysis of the intersection between f −1 (f ( )) and α induces the contradiction that α transversally intersectsÑ .
By Cases 1 and 2, we see that ∂Q covers ∂R via f . Last, we show that f (∂Q) consists of at least two boundary components of R. Suppose that f (∂Q) is a single boundary component of R. Then f |Q :Q →Ĉ has the path lifting property onĈ \ . Since f −1 ( ) is a union of disjoint loops onS, f −1 ( ) ∩Q is a union of disjoint loops onQ. Let P be a component ofQ \ f −1 ( ) that shares a boundary component m withQ. Then f | P is a covering map from P onto a component ofĈ \ , which is a disk. Therefore P is also a disk. This contradicts the assumption that m is an essential loop onS.
Schottky structures and handlebodies with cellular
structures.
(Many arguments in this section are analogous to ones in [15] .) We carry over our notation from §4. Let Ω 0 be a standard fundamental domain of the Γ-action on Ω, i.e. Ω 0 is a connected region inĈ bounded by 2g disjoint round circles orthogonal to the equator R ∪ {∞}. We assume that Ω 0 is a closed region. The boundary components of Ω 0 are paired up and identified by generators γ 1 , γ 2 , . . . , γ g of Γ. Then ∂Ω 0 is a multiloop in Ω, and its Γ-orbit Γ(∂Ω 0 ) =:L is a Γ-invariant multiloop splitting Ω into connected fundamental domains of Γ. Let L =L /Γ. Recall that S = Ω/Γ is the boundary surface of the genus-g handlebody H = (H 3 ∪ Ω)/Γ. Then L is a multiloop on S consisting of g meridian loops of H , such that S \ L is a 2g-holed sphere. Let L be the pullback of L via f , which is a multiloop on S (see §4.1). Thus we can apply Proposition 4.5 to N = L. LetL = f −1 (L ) . ThenL is the total lift of L toS by the definition of L.
Cellular structures on handlebodies. For a subset
. Then, for each loop ofL , Conv( ) is a copy of H 2 . Let∆ = Conv( ), where the union runs over all loops ofL . Theñ ∆ is a multidisk in H 3 ∪ Ω, and each component of (
Then ∆ is a union of g disjoint copies of H 2 bounded by L , and ∆ splits H into a 3-disk. Thus, we can regard the pair (H , ∆ ) as a handlebody with a cellular structure consisting of g 2-cells, the disks of ∆ , and one 3-cell, H \ ∆ .
By Proposition 4.5 (iii), each component of S \ L is a sphere with at least 2 holes. Letting H be a genus g handlebody, we can identify S with ∂H so that each loop of L is a meridian loop. Let ∆ be the multidisk bounded by L and embedded properly in H. Then ∆ splits H into finitely many 3-disks. Thus we can regard (H, ∆) as a handlebody with a cellular structure whose 2-cells are the disks of ∆ and 3-cells are the components of H \ ∆. LetH denote the universal cover of H, so that ∂H =S. Let∆ denote the total lift of ∆ toH, which is a Γ-invariant multidisk bounded byL.
In this section we prove:
Proposition 5.1. There exists an embedding : (H, ∆) → (H , ∆ ) with the following properties:
where˜ is the lift of to an embedding of (H,∆) into (H 3 ∪ Ω,∆ ).
Remarks: In (ii), S × {0, 1} corresponds to ∂H (∂H). In (iii), the existence of the lift˜ is guaranteed by (ii) (since is π 1 -injective). It turns out that Proposition 5.1 is equivalent to that with (iii) replaced by: (iii') ρ coincides with the homomorphism ( | S ) : π 1 (S) → π 1 (H ) = Γ, induced by the embedding | ∂H : S → H . (The outline of the proof of this equivalence: observe that f is ρ-equivariant and (iii') is equivalent to saying that˜ is ρ-equivariant; let * : (H,∆) * → (H ,∆ ) * be the graph map induced by (see §5.2, 5.3), and, assuming (iii'), analyze loops in (H,∆)
* that * embeds into (H , ∆ ) * .) In addition, by Proposition 5.1 (i), (iii), and Proposition 4.5 (iii), we immediately obtaion Figure 2 ). Now we, in addition, assume that M is a handlebody of genus g and ∆ M is a union of finitely many disjoint meridian disks in M such that ∆ M splits M into 3-disks. In particular, (H, ∆) and (H , ∆ ) in §5.1 satisfy the assumptions for (M, ∆ M ) Clearly, G M is a finite connected graph and, since a meridian disk is not boundary parallel, every vertex of G M has degree at least 2. Since ∆ M splits M into 3-disks, we can canonically choose the above embedding of G M into (M, ∆ M ) so that it also satisfies M \ G M ∼ = ∂M × (0, 1], where ∂M on the left is identified with ∂M × {1} on the right. Then G M is a deformation retract of M , and, therefore, π 1 (G M ) is isomorphic to the rank-g free group. LetM denote the universal cover of M , and let∆ M be the total lift of ∆ M tõ M . LetG M be the universal cover of G M . ThenG M is the dual graph of (M ,∆ M ). Since π 1 (M ) acts onG M and (M ,∆ M ), preserving their cellular structures, for every γ ∈ π 1 (M ) and every cell x ofG M and (M ,∆ M ), we have (γx) * = γx * . Conversely, given a finite connected graph K, we can easily construct a pair of a handlebody H K and the union of disjoint meridian disks
* : Indeed, we can take a small regular neighborhood H K of K (by embedding K linearly into R 3 ), which is a handlebody. Then, for each edge of K, pick a meridian disk in H K that intersects K once in the middle point of the edge. Thus ∆ K is realized as a union of such meridian disks. Now let G be the dual graph of (H, ∆) and let G be the dual graph of (H , ∆ ). Then the dual graph G is a bouquet of g circles consisting of g edges and one vertex (see Figure 2) . 5.3. Graph homomorphisms. A graph homomorphism is a simplicial map between graphs that maps each edge onto an edge (and each vertex to a vertex). We shall construct a graph homomorphism κ : G → G naturally induced by f . SinceS = ∂H and Γ acts on both S andH in compatible ways, we can canonically identify π 1 (H) with π 1 (S)/ ker ρ = Γ. Thenρ : π 1 (S)/ ker(ρ) → Γ can also be regarded as an isomorphism from π 1 (H) to π 1 (H ) and, by duality, from π 1 (G) to π 1 (G ). LettingG andG be the universal covers of G and G , respectively, we shall construct aρ-equivariant graph homomorphism κ :G →G . First we defineκ on the vertices ofG: Let v be a vertex ofG. Then v * is a component ofH \∆, and v * ∩S is a component of S \L. By Corollary 4.6 (i), the almost good holed-sphereC(v * ∩S) is supported on γΩ 0 for a unique γ ∈ Γ. Then Conv(γΩ 0 ) is a component of (H 3 ∪ Ω) \∆ . Defineκ(v) to be (Conv(γΩ 0 )) * , a vertex ofG . Proof. (i). As above, let v be a vertex ofG and set Supp f (v * ∩S) = γΩ 0 with a unique γ ∈ Γ. Recall that, for all ω ∈ Γ, we have (ω ·v)
We also have ω·Conv(γΩ 0 ) = Conv(ω·γΩ 0 ) and then ω·(Conv(γΩ 0 )) 
By Lemma 5.3 (i),κ is ρ-equivariant and therefore, quotientingκ by Γ, we obtain a graph homomorphism κ : G → G .
5.4.
Labeling. Recall that π 1 (H ) = π 1 (G ) = Γ. Let e be an oriented edge of G . Then e can be regarded as a simple closed curve on G and its homotopy class is a unique element of {γ
We call this element the label of e and denote it by label(e).
We let Ψ Γ denote the covering map induced by the Γ-action on a space X, where X =S, Ω,G, orG , whichever is appropriate in the context. We shall show that the labels on the oriented edges of G by elements of {γ
g } induce the unique labels on the oriented edges of G,G,G by the same elements so that the labels are preserved under the graph homomorphisms κ,κ, Ψ Γ :G → G and Ψ Γ :G → G . First, for each oriented edge e ofG , define label(e) to be label(Ψ Γ (e)). Then this labeling on the edges ofG is Γ-invariant. Next for each oriented edge e ofG, define label(e) to be label(κ(e)). Sinceκ is ρ-equivariant, this labeling on the edges ofG is Γ-invariant. For each edge e of G, define label(e) to be label(ẽ), whereẽ is a lift of e tõ G. Since the labeling on the edges ofG is Γ-invariant, label(e) does not depend on the choice of the liftẽ. Then label(e) = label(ẽ) = label(κ(ẽ)) = label(Ψ Γ •κ(ẽ)) = label(κ(e)). Therefore κ also preserves the labels. 5.5. Folding maps. (See [16] .) Let K be a graph (whose edges are) labeled with the elements of {γ
sharing a vertex u, and label(e 1 ) = label(e 2 ). Then we can naturally identify e 1 and e 2 , yielding a new labeled graph K (see Figure 3 ). This operation is called a folding (operation) and the graph homomorphism µ : K → K realizing this folding operation is called a folding map. Note that a folding operation decreases the number of edges in K by 1. Since K and K are homotopy equivalent, µ induces an isomorphism µ : π 1 (K) → π 1 (K ). Using the covering theory for graphs ([16, §3.3]), we see that µ lifts to a µ -equivariant graph homomorphismμ from the universal cover of K to that of K . Recall the graph homomorphism κ : G → G from §5.3.
Lemma 5.4. There are a sequence of folding maps, G = G 0
Proof. By [16, §3.3] , κ : G → G is the composition of a sequence of folding maps G 0
. . , µ n are homotopy equivalences, ι is also a homotopy equivalence. Since G and G are minimal, i.e. they have no vertex of degree one, ι is an isomorphism. Lemma 5.3 . Then, for i ∈ {1, 2, . . . , n}, the folding map
Proof of Proposition
, where H i is a genus g-handlebody and ∆ i is a union of disjoint meridian disks in H i (see §5.2). For each i ∈ {0, 1, . . . , n}, let L i = ∂∆ i , which is the multiloop on ∂H i bounding ∆ i . LetH i denote the universal cover of H i . Let∆ i andL i denote the total lifts of ∆ i and L i toH i , respectively, so that ∂∆ i =L i . (Note thatL 0 =L,∆ 0 =∆, and
is an edge ofG , and
can also be defined as the correspondence given by the covering map f |L :
The following proposition induces Proposition 5.1 when i = 0.
Proposition 5.5. For each i ∈ {0, 1, 2, . . . , n}, there exists an embed-
Proof. First we shall construct an embedding n : (H n , ∆ n ) → (H , ∆ ) satisfying (i), (ii), (iii). Recall that G can be canonically embedded in (H , ∆ ), realizing the duality between G and (H , ∆ ), such that (H , ∆ ) denote this isomorphism. Then n clearly satisfies (i) and (ii). By (ii), n lifts to a κ n -equivariant isomorphism˜ n : (
, whereÑ is the total lift of N to H 3 ∪ Ω. Then we can embedG n into (H n ,∆ n ) andG into (H 3 ∪Ω,∆ ), realizing their dualities, such that those embeddings are Γ-invariant and the isomorphismκ n :G n →G is the restriction of˜ n toG n . Then . Let E be a 2-disk bounded by α ∪ β and embedded properly in B 2 . In addition, we can assume that E transversally intersects D e in a single arc. We compress H i along E as follows ( Figure 5 ): Choose a small regular neighborhood N of E in B 2 , so that N splits D e into two disjoint 2-disks, denoted by F 1 and F 2 . Then N is a 3-disk such that ∂N ∩ ∂H i is a 2-disk contained in ∂B 1 . Therefore, there is an isotopy η from H i to H i \ N supported on B 1 .
Then Q \ N consists of two components. We can assume that a component of Q \ N is bounded by F 1 , D c 1 , D c 2 
. We shall show that i−1 satisfies (i), (ii) and (iii). For every j = 2, 3, each j-cell of (H i−1 , D i−1 ) is contained in a j-cell of (H i , ∆ i ). Therefore, since i satisfies (i), i−1 also satisfies (i). Via η, i−1 is isotopic to i (disregarding the cellular structures). Since i satisfies (ii), i−1 also satisfies (ii).
Last, we shall show (iii). Since the isotopy η is supported on the 3-disk B 1 embedded in H i , it lifts to a (Γ-invariant) isotopyη fromH i tõ H i−1 supported on the total liftB 1 of B 1 toH i . Since each component R ofB 1 is homeomorphic to B 1 , we can canonically identifyη| R with η| B 1 . For each loop ofL i−1 , let D denote the disk of∆ i−1 bounded by . Let m = h i ( ), which is a loop ofL i , and let D m be the disk of∆ i bounded by m.
First, suppose that does not bound a lift of F 1 or F 2 toH i−1 . Since η is the identity on ∆ i \ D , the isotopyη −1 is the identity on
Next, suppose that bounds a lift of F 1 or F 2 . Then, accordingly, D is a lift of F 1 or F 2 toH i−1 . Therefore D m is a lift of D e toH i , and it is contained in a component R ofB 1 via the inclusion (
, and therefore i−1 satisfies (iii). Case 2. (For the following discussion, see Figure 6 .) Suppose that u and v are the same vertices of G n . Then, without loss of generality, we can assume that u = v 1 and u = v 2 (if u = v 1 = v 2 , there is a contradiction to the definition of a folding map). Then P = Q. In addition, we can assume that e = c 1 . Then D e = D c 1 .
Let B 1 be the region in
. . , D dq . Let α be an arc properly embedded in the (1+p+q)-holed sphere
satisfying the following: (I) the end points of α are contained in ∂D 2 ; (II) α separates D 1 , D c 2 , D c 3 , . . . , D cp and D d 1 , D d 2 , . . . , D dq on ∂B 2 \ D 2 , and (III) α transversally intersects ∂D e = ∂D c 1 in exactly two points. The rest of the proof is similar to that of Case 1. 6. Decomposition of a Schottky structure into good holed spheres
Recall that we started with a projective surface (S, C) with fuchsian Schottky holonomy ρ. Then, we obtained a multiloop L on S (see §5), and regarded S as the boundary of the handlebody H so that each loop of L bounds a meridian disk in H (see §5.1). Let : (H, ∆) → (H , ∆ ) be the embedding obtained by Proposition 5.1. By Proposition 5.1 (ii), there is a homeomorphism η : S × [0, 1] → H \ int(Im( )). Setting η t (s) = η(s, t), we can assume that η 0 is a homeomorphism from S to (∂H) = (S), that η 1 is a homeomorphism from S to ∂H = S , and that η 0 = | S (via the natural identification of S × {0} with S). Let M = η 1 (L), which is a multiloop on S .
We shall check that M satisfies Assumptions properly embedded in H \ int(Im( )) bounded by η 1 ( ) = m and η 0 ( ) = ( ). Since bounds a meridian disk in H, ( ) also bounds a meridian disk in Im( ). Thus the union of this meridian disk in Im( ) and the annulus η( × [0, 1]) is a meridian disk in H bounded by m ((II)). Let M be the pullback of M via f , which is a multiloop on S (see §4.1). In particular, Proposition 4.5 (iii) asserts that M decomposes (S, C) into almost good holed spheres. In this section, we prove the following theorem stating that M decomposes (S, C) even into good holed spheres: LetM andM denote the total lifts of M and M toS and Ω, respectively. Theorem 6.1. If P is a component of S \M , then C |P , the restriction of C to P , is a good holed sphere fully supported on a component of Ω \M . Moreover, there exists a ρ-equivariant homeomorphism ζ :S → Ω such that, ifP is a component ofS \M , then (i) each boundary component ofP covers ζ( ) via f ; therefore (ii)C|P is a good holed sphere fully supported on ζ(P ), whereC is the projective structure onS obtained by lifting C. Proof of Theorem 6.1 (i), with Proposition 6.2 assumed. By Proposition 6.2, there is a one-to-one correspondence between the loops ofM and the loops ofM via f . Therefore, we can choose a ρ-equivariant homeomorphism ζ :M →M such that f (m) = ζ(m) for each loop m ofM ; indeed, we can first define ζ on some loops ofM whose union is a fundamental domain for the Γ-action onM and then extend η ρ-equivariantly to a homeomorphism fromM ontoM . If P is a component ofS \M , thenC|P is an almost good holed sphere whose support is a unique component R of Ω \M . By Corollary 4.6, if two loops a, b ofM are boundary components of a single component ofS \M , then f (a), f (b) are also boundary components of a single component of Ω \M . By Proposition 6.2 and the equivariancy of η, we see that ζ| ∂P must be a homeomorphism onto ∂R. ThereforeC|P is a good holed sphere fully supported on R, and P is homeomorphic to R. Since ζ :M →M is a homeomorphism, the components ofS \M bijectively correspond to the components of Ω \M (as supports). Therefore we can extend ζ to a ρ-equivariant homeomorphism fromS to Ω. 6.1. An outline of the proof of Proposition 6.2. Proposition 6.2 is the main proposition of this paper, and we here outline its (lengthy) proof. Let λ be the loop ofM withη 1 (λ) = µ , and let λ be the loop ofM with f (λ) = λ .
Step 1. The proof will be reduce to a statement similar to the proposition, but, regarding to a certain good holed sphere related toC, as follows: We first show that f −1 (µ ) is a multiloop contained in a compact subsurface F ofS, such that F ⊃ λ andC|F is an almost good holed sphere (Proposition 6.4 and Corollary 6.5). We next extendC|F to a good structure CF = (fF , ρ id ) on a punctured sphereF so that
Thus it suffices to show that f
−1 F
(µ ) is a single loop (Proposition 6.8).
Step 2. Recall that Proposition 5.1 yields the embedding˜ :H → H 3 that corresponds to f :S →Ĉ. We construct an analogous embedding that corresponds to fF :F →Ĉ, as follows. Let PF denote the punctures ofF . LetF be the 2-sphereF ∪ PF , and let HF be the 3-disk with ∂HF =F . We construct an embedding F : HF → H 3 satisfying the following conditions: 1] , and (iii) Im( F ) ∩ Conv(λ ) is a union of disjoint 2-disks, one of which is bounded by F (λ), and f
(Conv(λ )) (see Lemma 6.9).
Step 3. We construct a homeomorphism φ : H 3 → H 3 , by extending a certain isotopy Im( F ) in H 3 , such that φ(Im( )F )) ∩ Conv(λ ) is a single disk bounded by φ( F (λ)) (= φ (λ); see Figure 9 ). From the correspondence between fF and F , it follows that (φ
is, accordingly, a single loop onF and that φ −1 (λ ) is isotopic to µ in the punctured sphereĈ \ F (PF ). Then f −1 (µ ) is a single loop isotopic to (φ • fF ) −1 (λ ) .
6.2.
The proof of Proposition 6.2.
Step 1. Recall also that Ω 0 is the compact fundamental domain for the Γ-action on Ω bounded by 2g round loops ofL . Accordingly Conv(Ω 0 ) is a fundamental domain for the Γ-action on H 3 ∪ Ω. Then Conv(Ω 0 ) is a compact subset of H 3 ∪ Ω bounded by 2g copies of H 2 that are disks of∆ . Recall that is the lift of to aρ-equivariant embedding ofH into H 3 ∪ Ω. We letη :S × [0, 1] → (H 3 ∪ Ω) \ int(Im(˜ )) denote theρ-equivariant homeomorphism obtained by lifting η. Setη t (s) =η(s, t).
Let µ be a loop ofM and λ be its corresponding loop ofL, i.e. η 1 (λ) = µ . Recall that f (λ) is a loop ofL such that Conv(f (λ)) ⊃
(λ) (Proposition 5.1 (iii)). Thenη( λ × [0, 1]) is a compact annulus that is embedded properly in (H
Lemma 6.3. F 0 is a compact connected subsurface of Ω bounded by finitely many loops ofL , and the interior of F 0 contains µ and f (λ).
Proof. For each γ ∈ Γ, Conv(γΩ 0 ) is the closure of a component of (H 3 ∪ Ω) \∆ , which is a compact region in H 3 ∪ Ω bounded by 2g disks of∆ . Sinceη(λ, [0, 1]) is compact,η(λ × [0, 1]) intersects Conv(γΩ 0 ) for only finitely many γ ∈ Γ. Therefore, letting
E is compact. Besides, sinceη(λ × [0, 1]) is connected, E is also connected. Thus E is a connected compact convex subset of H 3 ∪ Ω bounded by (finitely many) disks of∆ . Since Conv(F 0 ) = E, F 0 is a connected compact subsurface of Ω bounded by finitely many loops of L . Since µ =η(λ, {1}) ⊂η(λ, [0, 1]), the interior of F 0 contains µ by the definition of F 0 . Sinceη(λ, {0}) = (λ) ⊂ Conv(f (λ)), F 0 contains both components of Ω \L that have f (λ) as a boundary component. Therefore the interior of F 0 also contains f (λ). Proposition 6.4. There exist a compact connected subsurface F ofS bounded by finitely many loops ofL and a compact connected subsurface F of Ω bounded by finitely many loops ofL , which satisfy the following properties: (i) F contains F 0 , (ii)C|F is an almost good holed sphere supported on F , and (iii) F contains˜ −1 (Conv(F 0 )) ∩S.
Proof. For a component R ofS\L, we have either
Since f isρ-equivariant, for each γ ∈ Γ, there is at least one but at most finitely many components ofS \L supported on γΩ 0 . Thereforẽ −1 (Conv(F 0 )) ∩S is a compact subsurface ofS bounded by finitely many loops ofL. Note that˜ −1 (Conv(F 0 )) ∩S is not necessarily connected. Thus we can choose a compact connected subsurface F 0 ofS bounded by finitely many loops ofL such that
Each component Q of F 0 \L is a component ofS \L, andC|Q is supported on a unique component of Ω \L . Let
where Q varies over all components of F 0 \L. By the definitions of F 0 and F , F contains F 0 ((i)). Since F 0 is a compact connected subsurface ofS bounded by finitely many loops ofL, using Corollary 4.6, we can see that F is a compact connected subsurface of Ω bounded by finitely many loops ofL . In particular, F is a holed sphere in Ω. By a similar argument,˜ −1 (Conv(F )) ∩S is the union of finitely many components R ofS \L such that Supp(C|R) ⊂ F and the loops ofL bounding all such R. Then˜ −1 (Conv(F )) ∩S is a compact subsurface ofS bounded by finitely many loops ofL, but again it is not necessarily connected. By the definition of F ,˜ −1 (Conv(F )) ∩S contains a component that contains F 0 . Let F denote this component. Since
. Since F is a compact, connected and planar subsurface ofS bounded by finitely many loops ofL, F is a sphere with at least two holes. By Proposition 5.1 (iii) and Corollary 4.6, ∂F covers ∂F via f and, since F is not a 2-disk, f (∂F ) must be a union of at least two components of ∂F . ThereforeC|F is an almost good holed sphere supported on F ((ii)). Proof. Take an arbitrary component ofS \L that is disjoint from F . Then, let R denote the closure of this component. It suffices to show that
, and hence Supp f (R) is also disjoint from int(F 0 ). Then, by Lemma 6.3, µ and Supp f (R) are disjoint. Hence, by Lemma 4.3,
Step2. SetC|F = (f F , ρ id ). In order to prove Proposition 6.2, by Corollary 6.5, it suffices to show that f −1 
and, with respect to this identification, we have 
We shall inductively define R i for i ≥ 2. Assume that we have picked components R 1 , R 2 , . . . , R i satisfying (ii) with R 1 defined above. Then, let Ω i be the component of Ω \L on whichC|R i is supported. Let 
Proof. (See Figure 7. ) Clearly this claim holds for k = 1. Assume that this claim holds for some k ≥ 1. Let B be the 2-disk component
, Ω k and Ω k+1 are adjacent components, sharing f ( k ) as a boundary component. Then Ω k+1 is a sphere with at least 2 holes contained in B. Therefore Ω 1 , Ω 2 , . . . , Ω k , Ω k+1 are distinct components of Y \L , and cl( Let G be the closure of the union of R i , over i = 1, 2, . . ., obtained by Lemma 6.6. Then G is an unbounded connected subsurface of F l (⊂S) bounded by infinitely many loops ofL. Then ∂G is a multiloop oñ S bounding disks of∆ inH. Let H(G ) be the closed subset ofH bounded by these disks of∆, so that G = H(G ) ∩S. Then H(G ) is homeomorphic to D 3 minus a point in ∂D 3 corresponding to the limit point in Lemma 6.6 (iv). Therefore H(G ) can be naturally identified with H minus the marked point p l inF ∩ H . Note that the domain of˜ contains H(G ). In addition,˜ continuously extends to the end point ofS corresponding to p , so that this end point maps to the limit point of Γ for in Lemma 6.6. Now the embedding F : H F → H 3 has extended to an embedding of H F ∪ H into H 3 via˜ . By Lemma 6.6 Figure 7 . The shaded region is cl(
(iii), for different boundary components of F , corresponding H(G ) are contained in some different components ofH \ H F . Therefore, such extension yields an embedding F : HF → H 3 . Note that F takes HF \ {p 1 , p 2 , . . . , p n } to H 3 and p 1 , p 2 , . . . , p n to different points onĈ (note that˜ is ρ-equivariant).
Next we shall show that H 3 \ int(Im( F )) has a natural product structure. LetF = F ∪ ( G ), where the union runs over all boundary components of F . ThenF is a connected subsurface ofS bounded by infinitely many loops ofL. By the identification of H(G ) and H \ p , the inclusion F ⊂F extends to the inclusionF ⊂F . Then ∂F bounds infinitely many disks of∆, andF \F is a union of infinitely many disjoint 2-disks corresponding to these disks of∆. for all boundary components m ofF , we can extend ηF to a homeomorphism Next we shall extend the almost good structureC|F = (f | F , ρ id ) on the holed sphere F supported on F to a good structure on the punctured sphereF . Recall that each boundary component of F bounds a component ofF \ F , which is a 2-disk with the puncture point p in its interior. In addition, F (p ) is contained in the component ofĈ \ F bounded by f ( ). Recall also that F takes different punctures ofF to different points onĈ. Therefore, as in §3.4, we can uniquely extend the almost good projective structureC|F on F to a good projective structure CF = (fF , ρ id ) onF such that fF (p ) = F (p ) for each boundary component of
Recall that, in order to prove Proposition 6.2, it suffices to show that f Recall that λ and µ are the loops onF andĈ, respectively, such
Lemma 6.9. Proof. Recall that H F and all H have disjoint interiors, where are all boundary components of F , and that HF is the union of H F and all H . By Lemma 6.3, λ is contained in int(F 0 ) ⊂ int(F ). Then D λ is contained in int(Conv(F )). Thus, since X is a component of H 3 \ Conv(F ) and we have F (H ) ⊂ X , we obtain
Let B be the component ofF \ F bounded by . Then B is a oncepunctured disk, and B covers the once-punctured disk
Thus it suffices to show that For a surface Σ, we let P Σ denote the set of all punctures of Σ. Let
, which is a multiloop onF . Lemma 6.10. Let X be a component ofF \ L λ . Then CF (X) is an almost good genus-zero surface supported on a 2-disk with (finitely many) punctures, where the 2-disk is a component ofĈ \ λ .
which is a round 2-disk. Recall that, if p ∈ PF , in particular if p ∈ P X , then fF (p) = F (p); therefore, different points of P X map to different points in int(H ∩Ĉ). In addition, all boundary components of X cover λ via fF . Therefore CF (X) is an almost good genus-zero surface fully supported on the punctured disk (H ∩Ĉ) \ fF (P X ).
Step 3. Let φ : H 3 → H 3 be a homeomorphism. Then, by postcomposing with φ, we can transform CF , F , ηF without lose of their topological properties and correspondences (so that we can easily observe that f −1 (µ ) is a single loop onF ); namely, we let
Proposition 6.11. There exists a homeomorphism φ :
is a single loop isotopic to λ onF , and (ii) λ is isotopic to φ (λ) in Im(η φ ).
In the following, we will reduce the proof of Proposition 6.11 to an induction (Lemma 6.12). Consider the following condition:
is a multidisk properly embedded in HF \PF and bounded by f
Assume that there is a homeomorphism φ : H 3 → H 3 satisfying (i) and (II). Then, by (i), f
φ (λ ) ) and λ bound an annulus properly embedded in Im(η φ ). Then, in particular, they are isotopic in Im(η φ ), and (ii) holds. Thus it suffices to construct φ satisfying (i) and (II).
As an induction hypothesis, we suppose that there is a homeomorphism φ 1 : H 3 → H 3 satisfying the following conditions:
is a multidisk properly embedded in HF \ PF and bounded by L φ 1 , and (III) if X is a component ofF \ L φ 1 , then C φ 1 |X is an almost good genus-zero surface fully supported on the punctured disk B X \ f φ 1 (P X ), where B X is the component ofĈ \ λ containing f φ 1 (P X ).
Note that, if φ 1 = id, then φ 1 satisfies (I), (II), (III) by Lemma 6.9 and Lemma 6.10.
A loop of a multiloop N on a surface Σ is called outermost if is a separating loop and a component of Σ \ contains no loops of N . Lemma 6.12. Let be an outermost loop of L φ 1 onF . Then there is a homeomorphism φ 2 : H 3 → H 3 satisfying the following properties:
(D λ ) =: ∆ φ 2 is a multidisk properly embedded in HF \ PF and bounded by L φ 2 , and (III') if X is a component ofF \ L φ 2 , then C φ 2 |X is an almost good genus-zero surface supported on the punctured disk B X \f φ 2 (P X ), where B X is the component ofĈ \ λ containing f φ 2 (P X ).
This lemma implies Proposition 6.11:
Proof of Proposition 6.11 with Lemma 6.12 assumed. Note that Conclusions (I'), (II'), (III') on φ 2 correspond to Assumptions (I), (II), (III) on φ 1 . Therefore, starting from the base case that φ 1 = id, we repeatedly apply Lemma 6.12 and inductively reduce the number of the loops of L φ 1 . This reduction process preserves the loop isotopic to λ φ 1 . Thus, there is exactly one loop isotopic to λ left, we obtain φ satisfying (i), (II), as the composition of φ 2 's obtained from this repeated application of Lemma 6.12. Hence this φ realizes Proposition 6.11 (as discussed above).
Proof (Lemma 6.12). First, we shall construct a homeomorphism ψ :
C →Ĉ such that ψ • φ 1 |Ĉ :Ĉ →Ĉ is a homeomorphism satisfying (I') and (III'). Later, we extend ψ to a homeomorphism from H 3 to itself, such that ψ • φ 1 : H 3 → H 3 satisfies (II') as well.
Let D be the disk of ∆ φ 1 bounded by . Let Q be the outermost component ofF \ L φ 1 bounded by . Let H Q be the closure of the component of HF \∆ bounded by Q such that H Q ∩F = Q ∪ . By Assumption (II), φ 1 (H Q ) is contained in the closure of a component of H 3 \D λ . Let R be the component ofF \L φ 1 adjacent to Q, sharing as a boundary component. Then ∂R is a multiloop bounding a multidisk consisting of disks of ∆ φ 1 . Let H R be the closure of the component of HF \ ∆ φ 1 bounded by this multidisk, so that H R ∪F = R.
As a convention, we identify HF with φ (HF ) via φ 1 . Then, D λ is contained in D λ , and (the interiors of) H Q and H R are contained in the different components of H 3 \D λ . Our gold is to isotope H Q ∪H R to the single component of H 3 \D λ containing H R , while fixing HF \(H Q ∪H R ). We will see that this isotopy will realize the desired homeomorphism ψ.
Let B(λ , +) and B(λ , −) be the components ofĈ \ λ . Since Q and R are adjacent, we can assume that Supp(C φ 1 |Q) = B(λ , +) \ P Q and Supp(C φ 1 |R) = B(λ , −) \ P R (by the convention above, for example, P Q here means φ 1 (P Q ) ⊂Ĉ). Since Supp(C φ 1 |Q) and Supp(C φ 1 |R) are punctured disks, by the definition of an almost good genus-zero surface, both Q and R must have at least one puncture. Set P Q = {q 1 , q 2 , . . . , q h }. Choose a round circle λ in the interior of B(λ , −)\PF such that λ is isotopic to λ = ∂B(λ , −). Let A be the annulus in B(λ , −) \ PF bounded by λ and λ . Similarly, let B(λ , +) and B(λ , −) be the components ofĈ \ λ so that B(λ , +) = B(λ , +) ∪ A and B(λ , −) = B(λ , −) \ A .
Let a 1 , a 2 , . . . , a h be disjoint paths on the punctured disk B(λ , +) \ PF such that a i connects the point q i to a point r i in int(A ) for each i ∈ {1, 2, . . . , h}. We can in addition assume that each a i transversally intersects λ in a single point. Pick a 2-disk neighborhood U i of a i in B(λ , +) such that U i contains no points of PF except q i and U i intersects λ in a single arc. We can in addition assume that U 1 , U 2 , . . . , U h are disjoint. For each i ∈ {1, 2, . . . , h}, choose a homeomorphism σ i :Ĉ →Ĉ supported on U i such that σ i (q i ) = r i (i.e. σ i is the identity map onĈ
Then ψ is a homeomorphism supported on h i=1 U i =: U . Note that there is an isotopy ξ ψ ofĈ supported on U connecting ψ and the identity map. The restriction of f φ 1 toF \ f . By Assumption (III), if X is a component ofF \ L φ 1 , then C φ 1 |X is an almost good genus zero surface fully supported on either
, then C φ 1 |X is a good genus-zero surface supported on either B(λ , +)\P X (Case 1) or B(λ , −)\P X (Case 2). Since Q is outermost, Q has exactly one boundary component, which is . Then there exists j ∈ {1, 2, . . . , J} such that A j adjacent to Q, sharing as a boundary
, and it belongs to Case 1.
, we shall see the difference between L φ 1 ∩ X and L φ 2 ∩ X. In Case 2, since λ and
In Case 1, A ∩ X is a regular neighborhood of ∂X, and it is a union of some A j 's. Then X ∩ L φ 1 is a multiloop on X isotopic to ∂X. First, suppose that X does not contain Q. Then, since U is disjoint from PF \ P Q , P X is disjoint from U . Thus Supp(C φ 1 |X) contains U . Since the isotopy ξ ψ ofĈ is supported on U , lifting ξ ψ via dev(C φ 1 |X), we obtain an isotopy from X ∩ L φ 1 to X ∩ L φ 2 on X.
Next suppose that X = Q ∪ A j for some j ∈ {1, 2, . . . , J}. Then X ∩ L φ 1 = and ψ moves P X ⊂ B(λ , +) to int(A ) ⊂ B(λ , −). Thus C φ 2 |X is a good genus-zero surface fully supported on B(λ , +) \ ψ(P X ), and B(λ , +) \ ψ(P X ) contains B(λ , +). Since B(λ , +) is a disk bounded by λ , by Lemma 4.3, X ∩ L φ 2 = ∅. Combining all the cases above, we conclude that L φ 2 is isotopic to L φ 1 \ onF ( (I') ).
Via the isotopy between L φ 2 and L φ 1 \ , a component X ofF \ L φ 2 is isotopic to either Q∪R or a component ofF \L φ 1 that is not Q or R. In either case, each boundary component of X covers λ via dev(C φ 2 |X) = f φ 2 | X . First, suppose that X is isotopic to Q ∪ R. Then ψ(P Q ) ⊂ A and ψ(P R ) = P R ⊂ B(λ , −). Therefore dev(C φ 2 |X) : X → H 3 takes all points of P X to distinct points in B(λ , −) and all boundary components of X to λ . Thus C φ 2 |X is an almost good genus-zero surface whose support is B(λ , −) \ ψ(P X ). Next, suppose that X is isotopic to a component Y ofF \ L φ 1 . Then ψ fixes P X , and thus P X is contained in either B(λ , +) or B(λ , −). Therefore C φ 2 |X is an almost good genus-zero surface whose support is, accordingly, B(λ , +) \ ψ(P X ) or B(λ , −) \ ψ(P X ). (Moreover it is easy to see that C φ 2 |X = C φ 1 |Y since a projective structure is defined up isotopy of its base surface.) Thus (III') holds.
Next we shall extend the homeomorphism ψ :Ĉ →Ĉ to a homeomorphism ψ :
For each i ∈ {1, 2, . . . , h}, let V i be a closed 3-disk neighborhood of a i in H (λ , +) satisfying the following (regularity) conditions: Figure 10) .
is a union of an arc properly embedded in D λ and the arc U i ∩ λ . By (i) and (iii),
, and it intersects HF in a 2-disk K i separating q i and PF \ {p i } in HF . Then we have Then, for each i = 1, 2, . . . , h, we can extend the homeomorphism σ i :Ĉ →Ĉ supported on U i to a homeomorphism σ i : H 3 → H 3 supported on V i such that σ i (T i ) intersects D λ transversally in a single disk D T i (see (i) and (ii) in Figure 11 ). Accordingly, let σ =
Note that the isotopy ξ ψ ofĈ also extends to an isotopy of H 3 supported on V = h i=1 V i , connecting σ and the identity map.
From now, we regard HF as a subset of H 3 via σ • φ 1 . (For instance, the puncture q i ofF is identified with r i ∈Ĉ.) Since σ is a homeomorphism, (η σ :=) σ • ηF :F × [0, 1] → σ • Im(ηF ) ⊂ H 3 is a homeomorphism, under whichF × {0} maps toF (i.e. σ • F (F )) anď F × {1} maps toĈ \ PF (i.e.Ĉ \ σ • F (PF )). Choose a puncture r of R. Let β 1 , β 2 , . . . , β h be disjoint (open) paths onF ⊂ HF ⊂ H 3 such that β i connects q i = r i to r for each i = 1, 2, . . . , h. In addition, we can assume that each β i is disjoint from T j if i = j and it transversally intersects ∂K i and D λ , realizing minimal geometric intersection numbers in their isotopy classes. (Recall that D is the disk of ∆ φ 1 bounded by the outermost loop of L φ 1 , and it is embedded in D λ .) Then β i ⊂ Q ∪ R, and β i transversally intersects ∂K i exactly in one point and D λ in two points, one point of ∂D and one point of ∂D T i (see Figure 11 (ii)). Note that η σ (β i × [0, 1]) ∪ {r i , r} =: E i is a 2-disk properly embedded in Im(η σ )∪PF . Then E 1 , E 2 , . . . , E h share the point r, and E 1 \ {r}, E 2 \ {r}, . . . , E h \ {r} are disjoint. In addition, we can assume that each E i transversally intersects D λ , if necessarily, by a small isotopy of E i in Im(η σ ). Then there is a unique arc component of E i ∩D λ connecting the two intersection points of β i and D λ . Let e i denote this arc component. Take disjoint (small) regular neighborhoods N (E 1 ), N (E 2 ), . . . , N (E h ) of E 1 \{r, r 1 }, E 2 \{r, r 2 }, . . . , E h \{r, r h }, respectively, in Im(η σ ), such that N (E i )∩V j = ∅ for all i, j ∈ {1, 2, . . . , h} with i = j. In addition, we can assume that N (E i ) ∩ D λ is a regular neighborhood of E i ∩ D λ and that N (E i ) ∩ K i is a single arc in ∂K i . In particular, there is a component of N (E i ) ∩ D λ that is a regular neighborhood of e i in D λ . Let N (e i ) denote this regular neighborhood of e i . Then N (e i ) is a rectangular strip connecting D and D T i , and N (e i ) ∪ D T i is a 2-disk properly embedded in the 3-disk T i ∪ N (E i ) ∪ {r, r i }. Take a small regular neighborhood of
is disjoint from int(HF ), and ∂N + (E i ) ∩ ∂HF is a 2-disk contained in Q ∪ R. Therefore we can isotope HF to HF ∪ N + (E i ) in H 3 , fixing HF \ (H Q ∪ H R ) and ∂H 3 . Now, we reidentify HF with this HF ∪ N + (E i ) (i.e. σ • F (HF ) ∪ N + (E i )) via the isotopy. Since N + (E i ) and T i have disjoint interiors and their boundaries intersects in a 2-disk,
} is a 2-disk properly embedded in N + (E i )∪T i , and therefore it separates
] (see Figure 11 (iii) ). Then Figure 11 (iv)).
Let ψ i : H 3 → H 3 be the homeomorphism induced by the composition of all of the isotopies of H 3 that we have applied (so that ψ i transforms Figure 11 (i) to (iv)). Then we shall compare this subset HF \ D + of H 3 (i.e. ξ i • F (HF )) with and the initial subset HF of H 3 (i.e. F (HF )). Below we identify HF with F (HF ), returning to the initial identification. Then we can see that the initial H Q was transformed to H Q \ T i and, letting
. Topologically speaking, the marked point q i on H Q has just moved to
We can apply ψ i simultaneously for all i ∈ {1, 2, . . . , h}. Then H Q is transformed to H Q \ (T 1 ∪ T 2 ∪ . . . ∪ T h ), which contains no points of PF , and H R is transformed to
is topologically a 3-disk in H (λ , +) disjoint fromĈ, its boundary intersecting D λ in a single 2-disk. Therefore, there is an isotopy of H 3 supported in small neighborhood of H Q , such that this isotopy moves the entire subset H Q ∪ int(H R ) into H (λ , −) and fixes HF \ (H Q ∪ int(H R )). In particular, D is contained in H (λ , −). Let ψ : H 3 → H 3 be the homeomorphism corresponding to the composition of all the isotopies of H 3 that we have applied to isotope HF = F (HF ). Then ψ fixes
Combining with (I'), ∂∆ φ 2 is isotopic to L φ 2 onF . Modify ψ by post-composing with an isotopy of H 3 that fixesĈ and, when restricted toF ∈ H 3 , realizes the isotopy onF between ∂∆ φ 2 and L φ 2 . Then we have ∂∆ φ 2 = L φ 2 ( (II') ).
Proof (Proposition 6.8). Let φ : H 3 → H 3 be the homeomorphism obtained by Proposition 6.11. By Proposition 6.11 (ii), there is an isotopy between λ and φ (λ) in Im(η φ ). By the product structure of η φ , there is also an isotopy between η φ (λ × {0}) = φ (λ) and η φ (λ × {1}) in Im(η φ ). Then there is an isotopy between λ and η φ (λ×{1}) in Im(η φ ). By postcomposing with φ −1 , we have an isotopy between φ −1 (λ ) and Figure 11 . The series of isotopes of HF in H 3 .
. Note that φ −1 (λ ) and µ are loops on the punctured spherê
. By the canonical projection fromF × [0, 1] toF × {1}, the isotopy between φ −1 (λ ) and µ in Im(ηF ) induces to a homotopy and, therefore, an isotopy between φ −1 (λ ) and µ on C \ F (PF ). Thus, via fF , this isotopy between φ −1 (λ ) and µ lifts to an isotopy between the multiloops f 
7.
A characterization of good structures by grafting 7.1. A characterization of good punctured spheres. Let F be a sphere with n punctures p 1 , p 2 , . . . , p n . Let C = (f, ρ id ) be a good projective structure on F . Then f : F →Ĉ continuously extends to a branched covering mapf : F ∪ {p 1 , p 2 , . . . , p n } →Ĉ. LetF denote F ∪ {p 1 , p 2 , . . . , p n }, which is topologically a 2-shere. Since C is a good structure,f (p 1 ) =: q 1 ,f (p 2 ) =: q 2 , . . . ,f (p n ) =: q n are distinct points onĈ, and Supp(C) is the n-punctured sphereĈ \ {q 1 , q 2 , . . . , q n } =: R. Choose a homeomorphism f 0 : F → R such that (its extension satisfies) f 0 (p i ) = q i for all i ∈ {1, 2, . . . , n}. Then (f 0 , ρ id ) is a basic projective structure on F associated with C, where ρ id : π 1 (F ) → PSL(2, C) is the trivial representation (see §3.3, 3.4). Note that every basic projective structure on F associated with C can be obtained in such a way. We shall prove Proposition 7.1. Every good projective structure C = (f, ρ id ) on a punctured sphere F can be obtained by grafting a basic structure associated with C along a multiarc (each arc of which connects different punctures of F ).
For each i ∈ {1, 2, . . . , n}, let d i be the ramification index off at the ramified point p i . If d i > 1, then p i is called a proper ramification point. If d i = 1, then p i is called a trivial ramification point, i.e. f is a local homeomorphism at p i . In the latter case, we regard p i and q i as marked points. Let d be the degree off , i.e. the cardinality off −1 (x) for x ∈ R. Let δ = d − 1 and δ i = d i − 1 for each i ∈ {1, 2, . . . , n}. Clearly we have δ ≥ δ i (≥ 0) and, by the Riemann-Hurwitz formula, 2δ = Σ n i=1 δ i (∈ 2N). Therefore we have
There is a multiarc A on F such that: (i) each arc of A connects distinct punctures of F , and (ii) for each i, there are exactly δ i arcs of A ending at p i .
The following claim implies Lemma 7.2 (see also [10] ):
Claim 7.3. Let X be an n-gon. Set e 1 , e 2 , . . . , e n to be the edges of X, listed in a cyclic order. For each i = 1, 2, . . . , n, choose δ i distinct marked points in the interior of e i , i.e. e i minus its end points. Then, there exists a multiarc A properly embedded in X such that each arc of A connects marked points on different edges of X and each marked point is an end of exactly one arc of A . Proof of Lemma 7.2 with Claim 7.3 assumed. For each i ∈ {1, 2, . . . , n}, let e i be the closed arc contained in the interior of e i such that e i contains all marked points on e i . Consider the quotient space X/∼ obtained by collapsing each e i to a single point, e i /∼ , so that the end points of A on e i are identified as being e i /∼. Embed X/∼ ( ∼ = D 2 ) intoF so that e i /∼ maps to p i for each i ∈ {1, 2, . . . n}. Then A /∼ (embedded inF ) realizes the desired multiarc A.
Proof of Claim 7.2. We prove this claim by induction on Σδ i ∈ 2N. As induction hypothesis, we assume that the lemma holds if (δ 1 , δ 2 , . . . , δ n ) satisfies Σδ i = 2(k−1) for a fixed k. Now suppose that our (δ 1 , δ 2 , . . . , δ n ) satisfies Σ n i=1 δ i = 2k. Without loss of generality, we can assume that δ 1 = max 1≤i≤n δ i . Let m = min{i = 2, 3, . . . , n | δ i = 0}. Then, let α be the arc properly embedded in X, connecting the marked point on e 1 closest to e 2 and the marked point on e m closest to e m−1 .
Since a component of X \ α contains no marked points, it suffices to find a multiarc for the reduced n-tuple
which corresponds to the marked points contained in the other component of X \ α. Then we have
By Assumption (1), it is straightforward to show
(by dividing it into the two cases that there are more than one i realizing max 1≤i≤n δ i and that there are not). Therefore, by the induction hypothesis, there is a multiarc A on X for T , so that A connects all marked points on e i except for the end points of α and that A is disjoint from α. Then α A is indeed the desired multiarc on X for the original n-tuple {δ 1 , δ 2 , . . . , δ n }. Proposition 7.4. Let f 1 , f 2 :F →Ĉ be branched covering maps, such that, for each i ∈ {1, 2, . . . n} and j ∈ {1, 2}, p i is a ramification point of f j over q i with the ramification index d i and that f j has no other proper ramification points. Then f 1 and f 2 are topologically equivalent, i.e. there are homeomorphisms φ :F →F and φ :Ĉ →Ĉ such that (i) φ(p i ) = p i and φ (q i ) = q i for all i ∈ {1, 2, . . . , n} and
Proof. Without loss of generality, we can assume that
. . = d n = 1 for some integer k ∈ {1, 2, . . . , n}. For each j = 1, 2, let C j be the complex structure onF ∼ = S 2 obtained by pulling back the complex structure onĈ via f j . Then f j : (F , C j ) → C is a meromorphic function. By the uniformization theorem, f j is conformally equivalent to a rational function, i.e. there exist a rational function τ j :Ĉ →Ĉ and a conformal map ψ j :F →Ĉ such that f j = τ j • ψ j . Then, for each i ∈ {1, 2, . . . , k}, ψ j (p i ) is the ramification point of τ j over q i with the ramification index d i , and for each i ∈ {k + 1, k + 2, . . . , n}, ψ j (p i ) is the trivial ramification point of τ i .
By Theorem 3.2, there is a path
. . , d k ) connecting τ 1 to τ 2 (see §3.6). Along τ t , the (proper) ramification points of τ t continuously move on the source sphereĈ without hitting each other. Similarly the branched points of τ t continuously move on the target sphere without hitting each other. Thus, for each i ∈ {1, 2, . . . k}, there is a closed curve Q i (t) (t ∈ [1, 2]) on the target sphere such that Q i (1) = Q i (2) = q i and Q i (t) is a branched point of τ t for all t ∈ [1, 2]. Then Q 1 (t), Q 2 (t), . . . , Q n (t) are the branched points of τ t for all t ∈ [1, 2]. Accordingly, for each i ∈ {1, 2, . . . , k}, we have a (not necessarily closed) curve P i (t) (t ∈ [1, 2]) on the source sphere, such that P i (t) is the ramification point of τ t over Q i (t) with the ramification index d i for each t ∈ [0, 1]. Then P 1 (t), P 2 (t), . . . , P k (t) are the branched points of τ t for each t ∈ [1, 2] .
Note that P i (1) = ψ 1 (p i ) and P i (2) = ψ 2 (p i ) for each i ∈ {1, 2, . . . , k}. For each i ∈ {k + 1, k + 2, . . . , n}, pick a path P i (t) onĈ connecting ψ 1 (p i ) to ψ 2 (p i ) so that P 1 (t), P 2 (t), . . . , P n (t) are different points on the source sphere for each t ∈ [1, 2] . For each i ∈ {k + 1, k + 2, . . . , n}, let Q i (t) (t ∈ [1, 2]) be a path onĈ defined by Q i (t) = τ t (P i (t)). Then Q i (t) is a closed path starting at q i . We can similarly assume that Q 1 (t), Q 2 (t), . . . , Q n (t) are different points on the target sphere for all t ∈ [1, 2] . In other words, we have an isotopy connecting the branched points of τ 1 and τ 2 . Then this isotopy of the branched points extends to an isotopy of the target sphere ξ t :Ĉ →Ĉ (t ∈ [1, 2] ). Recall τ t is also continuous in t. Therefore, via τ t , the isotopy ξ t on the target sphere lifts to an isotopy of the source sphere, ξ t :Ĉ →Ĉ (t ∈ [1, 2]), so that τ t • ξ t = ξ t • τ 1 (first observe this lifting property locally using the local charts of the branched coverings τ t ). In particular we have
F →F is a homeomorphism fixing p i and that ξ 2 is a homeomorphism ofĈ fixing q i for all i ∈ {1, 2, . . . , n}.
Proof (Proposition 7.1). Let C 0 = (f 0 , ρ id ) be a basic projective structure on F associated with C. Let A be the multiarc on F obtained by Lemma 7.2. Note that Lemma 7.2 (ii) is the condition for the multiarc in Proposition 7.1. Set C 1 = (f 1 , φ id ) to denote Gr A (C 0 ). (In the following, we conflate the developing map of a good projective structure on F and the branched covering map fromF toĈ obtained by continuously extending the developing map to the punctures of F .) Then, for all i ∈ {1, 2, . . . , n}, we have f (p i ) = f 1 (p i ) = q i and the ramification indices of f and f 1 are both d i at p i . Therefore, by Proposition 7.4, there are a homeomorphism φ :F →F fixing all p i and a homeomorphism φ :Ĉ →Ĉ fixing all q i , such that φ • f = f 1 • φ. Therefore f = φ −1 • f 1 • φ. For a homeomorphism ψ : F → R and a multiarc N on F , let Gr N (ψ) denote the developing map of Gr N ((ψ, ρ id )), where (ψ, ρ id ) is a basic projective structure on F . Then f 1 = Gr A (f 0 ). Therefore
Thus (φ −1 • f 0 • φ, ρ id ) is a basic projective structure on F , and C = (f, ρ id ) is obtained by grafting this basic projective structure along φ −1 (A) with the desired property.
7.2.
A characterization of good holed spheres. As an immediate corollary of Proposition 7.1, we obtain: Proposition 7.5. Let C be a good projective structure on a holed sphere F . Then C can be obtained by grafting a basic structure associated with C along a multiarc (each arc of which connects different boundary components of F ).
The proof of the main theorem
Recall that S is a closed orientable surface of genus g, Γ is a fuchsian Schottky group of rank g, and ρ : π 1 (S) → Γ ⊂ PSL(2, C) is an epimorphism.
Theorem 8.1. Every Schottky structure C = (f, ρ) on S can be obtained by grafting a basic Schottky structure with holonomy ρ (along a multiloop on S).
Remark: By Lemma 3.1, a basic projective structure with holonomy ρ is Ω/Γ with some marking.
Proof. In §6, we constructed the multiloops M and M on (S, C) and Ω/Γ, respectively. Recall also thatM andM are the total lifts of M and M toS and Ω, respectively. Set (F i , C i ) n i=1 to be the components of (S \ M, C(S \ M )). By Theorem 6.1, (F i , C i ) is a good holed sphere such that Supp(C i ) is a component of Ω \M for each i ∈ {1, 2, . . . , n}. By Proposition 7.5, each C i = Gr A i (C 0,i ), where C 0,i is a basic structure on the holed sphere F i with Supp(C 0,i ) = Supp(C i ) and A i is a multiarc on F i such that each arc of A i connects distinct boundary components of F i . For each loop of M , its lift˜ covers a loop ofM via f . Let d be the degree of this covering map f |˜ . The loop corresponds to exactly two boundary components of F 1 F 2 . . . F n . Then, on each of these two boundary components, there are exactly d − 1 arcs of A 1 A 2 . . . A n ending. Therefore we can isotope A i on F i for all i ∈ {1, 2, . . . , n} so that the endpoints of A 1 , A 2 , . . . , A n match up and ∪A i =: A is a multiloop on S.
Lemma 8.2. (i)
The union of C 0,i on F i (over i = 1, 2, . . . , n) is a basic Schottky structure on S with holonomy ρ.
(ii) For each loop α of A, ρ(α) is loxodromic, i.e. ρ(a) = 1.
Proof. (i). Assume that C i and C j are adjacent components of C \ M , sharing a boundary component . Then Supp(C i ) and Supp(C j ) are adjacent components of Ω \M (up to an element of Γ), sharing a boundary component f (˜ ), where˜ is a lift of toS. Since C 0,i and C 0,j are the canonical projective structures on Supp(C i ) and Supp(C j ), respectively, we can pair up and identify the boundary components of C 0,i and C 0,j corresponding to . In such a way, we can identify all boundary components of C 0,i (i = 1, 2, . . . , n) and obtain a projective structure C 0 on S. LetC 0 = (f 0 , ρ id ) be the projective structure onS obtained by lifting C 0 toS, where f 0 is aρ-equivariant immersion from S toĈ. Then, for each component R ofS \M , f 0 | R is an embedding onto Supp(C|R), whereC is the projective structure onS obtained by lifting C. By Theorem 6.1, there is aρ-equivariant homeomorphism ζ :S → Ω such that Supp(C|R) = ζ(R) for each component R of S \M and that the restriction f | is a covering map from onto ζ( ) for each loop ofM . Thus f 0 | R is a homeomorphism of R onto ζ(R), and f 0 | is a homeomorphism from onto ζ( ) for each loop ofM . Therefore f 0 is aρ-equivariant homeomorphism onto Ω, and (S, C 0 ) is a basic Schottky structure with holonomy ρ.
(ii). Let α be a loop of A. Then, set α = a 1 ∪ a 2 ∪ . . . ∪ a m , where a 1 , a 2 , . . . , a m are different arcs of A 1 A 2 . . . A n . Letα be a lift of α toS. Then each a j (j = 1, 2, . . . , m) is an arc properly embedded in F i with some i ∈ {1, 2, . . . , n}, connecting different boundary components of F i . Therefore, for each component P ofS \M , eitherα is disjoint from P orα intersects P in a single arc connecting different boundary components of P . Thusα is a biinfinite simple curve properly embedded inS, and (the homotopy class of) α translatesS along α. Therefore ρ(α) is loxodromic.
We will show that C is obtained by grafting the basic structure C 0 = ∪ n i=1 C 0,i along A; the main step is to show ∪ n i=1 Gr A∩F i (C 0,i ) = Gr A (∪ n i=1 G 0,i ), which means that the grafting Gr A on C 0 "commutes" with the decomposition C 0 = ∪ n i=1 G 0,i . For each j ∈ {1, 2, . . . , m}, let b j , c j denote the boundary components of C 0,i = (F i , C 0,i ), with some i ∈ {1, 2, . . . , n}, connected by a j . Via dev(C 0,i ), C 0,i is isomorphic to Supp(C 0,i ) inĈ, which is an component of Ω \M . Via this isomorphism, b j and c j bound a projective cylinder Y j inĈ, and Y j contains a i (= dev(C 0,i )(a i )) connecting the boundary components of Y j . Then Gr a j (C 0,i ) is obtained by appropriately identifying the boundary arcs of Y j \a j and C 0,i \a j corresponding to a j . Suppose that, for some j 1 , j 2 ∈ {1, 2, . . . , m}, a j 1 and a j 2 are adjacent arcs in a, sharing an endpoint v ∈ M . For each k = 1, 2, similarly, let i k be the element of {1, 2, . . . , n} such that a j k ⊂ C 0,i k and also let Y j k be its corresponding projective cylinder. Then C 0,i 1 and C 0,i 2 are isomorphic to some adjacent components of C 0 \ M , sharing a boundary component containing v. Accordingly, Y j 1 and Y j 2 are also adjacent cylinders embedded inĈ bounded by adjacent loops of M , sharing a boundary component containing v. Thus we can identify the corresponding boundary components of Y j 1 and Y j 2 . Similarly, we identify all corresponding boundary components of Y j (j = 1, 2, . . . , m) and obtain a projective torus T (we obtain a connected surface, since a is connected). Then T contains the loop a = ∪ i a i .
Figure 13.
We shall show that T is a hopf torus. Let N be the union of boundary components of Y j , which is the multiloop on T that splits T into Y j 's. The homotopy class of a generates an infinite cyclic subgroup a of π 1 (S). LetT denote the projective cylinder obtained by lifting T to its infinite cyclic cover whose covering transformation group is a . LetÑ denote the total lift of N toT . Thenã ⊂S above can be isomorphically identified with the lift of a on T toT . Note thatã transversally intersects each loop ofÑ . We shall show thatT is isomorphic toĈ \ F ix(ρ(a)), where F ix(ρ(a)) is the set of the two fixed points of ρ(a) onĈ. Let m h (h ∈ Z) denote the loops ofM intersecting a ⊂S so that, for each h ∈ Z, m h and m h+1 are adjacent, i.e. they are boundary components of a single component ofS \M . Accordingly ζ(m h ) (h ∈ Z) are the circles onĈ that splitĈ\F ix(ρ(a)) into cylinders bounded by ζ(m h ) and ζ(m h+1 ). In addition, m h 's bijectively correspond to the loops ofÑ onT via the identification ofã ⊂S andã ⊂Ñ . Using this correspondence, we see that the components ofT \ h m h are isomorphic to the components ofĈ \ ( F ix(ρ(a)) ( h ζ(m h )) ). ThusT is isomorphic toĈ \ F ix(ρ(a)). Therefore T is the quotient of C \ F ix(ρ(a)) by the cyclic group ρ(a) , which is a Hopf torus.
To complete the proof, we now analyze the grafting operation along the entire multiloop A. Set A = α 1 α 2 . . . α r , where α 1 , α 2 , . . . , α r are the loops of A on S. By further decomposing each α j (j = 1, 2, . . . , r), as in the proof Lemma 8.2 (ii), we set A = a 1 ∪ a 2 ∪ . . . ∪ a m so that a 1 , a 2 , . . . , a m are the components of the multiarcs A ∩ F 1 , A ∩ F 2 , . . . , A ∩ F n . Then, for each j ∈ {1, 2, . . . , m}, a j is an arc properly embedded in F i(j) with some i(j) ∈ {1, 2, . . . , n}. Then, let Y j denote the projective cylinder associated with Gr a j (C 0,i(j) ), i.e. Gr a j (C 0,i(j) ) = (C 0,i(j) \ a j ) ∪ (Y j \ a j ). Then, for each i ∈ {1, 2, . . . , n}, we have Gr A i (C 0,i ) = (C 0,i \ A i ) ∪ ( { Y j \ a j | a j ⊂ A i , j = 1, 2, . . . , m} ).
For each k ∈ {1, 2, . . . r}, let T k denote the Hopf torus associated with α k , which is ∪ {Y j | a j ⊂ α k , j = 1, 2, . . . , m}. Then, we have
