Abstract. Automatic detection approaches depend essentially on the use of classifiers, that in turn are based on the learning of a given training set. The choice of the training data is crucial: even if this aspect is often neglected, the visual information contained in the training samples can make the difference in a detection/classification scenario. A good training set has to be sufficiently informative to capture the nature of the object under analysis, but at the same time has to be generic enough to avoid overfitting and to cope with new instances of the object of interest. In this paper we follow those approaches that pursue automatic learning from Internet data. We try to show how such training set can be made more appropriate by leveraging on semantic technologies, like lexical resources and ontologies, in the task of retrieving images from the Web through the use of a search engine. Experiments on several object classes of the CalTech101 dataset promote our idea, showing an average increment on the detection accuracy of about 8%.
Introduction
In these last years, intriguing applications of robotics, computer vision and pattern recognition have emerged, essentially aimed at providing robots with the visual intelligence of recognizing previously unseen objects.
Humans interact with their world each day largely based on visual understanding. The human visual system is a highly capable modeling and inference device. It quickly learns the appearances for new objects that are encountered, combines weak sources of information from multiple views, attends only to the most useful regions, and integrates numerous priors.
In particular, the human visual system works in tight connection with the cognitive system. In cases of unclear perception, the visual system can be guided by memories of previous experiences that can be recalled by associative mechanisms (you don't see the shepherd very well, but you see a familiar shape close to a flock of sheep), while in cases of uncertain classification of perceived objects/scenes, useful inferences can be made on the basis of contextual information (you don't know exactly what that object is, but it moves on the surface of the sea, it should be some kind of watercraft).
Such capabilities can be hardly embedded in an autonomous agent; in fact, automatic recognition approaches depend essentially on the use of classifiers, that in turn are based on the learning of a given training set. The choice of the training data is crucial: even if this aspect is often neglected, the visual information contained in the training samples can make the difference in a detection scenario. A good training set has to be sufficiently informative to capture the nature of the object under analysis, but at the same time has to be generic enough to avoid overfitting and to cope with new instances of the object of interest.
In most of the object detection challenges, training sets are given together with the testing set, under the form of standard benchmarks. This actually hides the interesting problem of understanding which are the most informative training samples to be collected, for ensuring a fruitful learning step.
Recently, this problem has been taken into account in a cross-disciplinary competition, the Semantic Robot Vision Challenge [4] . In this competition, fully autonomous robots receive a text list of objects that they have to find. In a training phase, each robot is required to train visual classifiers for each of the objects, based on images downloaded from the Internet. This is followed by an environment exploration phase, where robots must search a realistic environment created by the organizers in order to locate instances of the object categories listed during training.
This workflow opens up to an intriguing perspective, that is, automatically learning from Internet data. If we metaphorically see the training set as playing the role of the previous visual experiences stored in the memory of a human, we easily see that we miss a part of the story: human memories are connected in various ways through associative and inferential mechanisms used to retrieve relevant and useful information. So, if the robot uses textual inputs to search the Internet, we can think of mimicking human cognitive mechanisms by providing other relevant inputs in textual format, i.e. by adding words connected to the one identifying the object that is being searched 5 . In this paper, we follow the trend of learning from Internet; we think that automatic sampling of Web images for learning is feasible with the massive growth of user-tagged images on social media websites and this can be extremely fruitful if assisted by the knowledge that lexical resources (such as WordNet [3] ) and ontologies (such as dolce [6] ) can offer, in order to automatically associate 5 An alternative way to address such issue would be that of mimicking the associative mechanism by searching through images already structured in a network, like that of the dataset that is being built within the ImageNet initiative (http://www.imagenet.org/), where images are grouped based on their tags, organized according to the WordNet structure. Nonetheless, our aim in the paper is that of retrieving a good training set of images from the Internet, not from a well-organized dataset. For this reason, we won't enter in a discussion of the results of ImageNet.
related concepts to the search. For this reason, we propose a method based on WordNet and an ontological analysis working together to generate a set of words connected to the object we are interested to detect. These new words, together with the original ones, are used as keywords for Google search in order to create an enriched training set. SIFT descriptors and bag-of-words classification framework are then used to train a single class SVM classifier. On one side, the Google image search engine allows to specify heterogeneous expressions in natural language, providing highly relevant images as output. On the other hand, lexical resources and ontologies allow to exploit semantic relations between concepts expressed by target words in the search of visual information.
Our approach exploits standard local object descriptors, such as SIFT, collected and quantized as bags of words. Almost all the works on this topic exploit the same kind of features. Given a class of objects of interest and the words used to denote them, lexical resources tell us which are the words semantically connected to them and ontologies tell us why they are connected, by referring to the relations holding between the objects denoted by such words (the connection between the words/concepts is used to explain how the denoted objects are related). Thus, what we can expect by the employment of lexical resources is a broader coverage (more relevant results can be obtained by adding connected words to the search), while the employment of ontologies should enhance precision, as words that are connected in a way that is not interesting for the task should be automatically pruned away by the constraints that are formally expressed in the ontology.
The Caltech101 object recognition dataset has been used for the tests, consistently giving improvements of performances in terms of detection accuracy on all the classes where our approach can be applied (44), for an average of about 8%. We decided to keep the classifier as simple as possible, for this reason we are confident that the improvements in performances have to be attributed to our image selection strategy.
The rest of the paper is organized as follows: Sec. 2 presents the state of the art and related works; Sec. 3 sketches the main intuitions and motivations behind the introduction of lexical resources and ontologies in the loop; Sec. 4 illustrates the method adopted in the present study, while Sec. 5 displays the results of the experiments and, finally, Sec. 6 concludes the paper and draws the lines for future directions of research.
State of the art
Few and recent are the approaches that can be related to our methodology, mostly based on incremental learning. In [16] , an incremental version of Support Vector Machines is used to acquire visual categories. In the context of humanrobot interaction, some recent approaches also explore the combination of incremental learning and interaction with teachers to ground vocabulary about physical objects [10, 5, 13] .
More similar to our scheme, one common and straightforward way is to directly use the top-ranked images from Web search for classifier learning [12, 14] . On the other hand, [8] uses lexical sources to help an image retrieval system.
Curious George [7] is a robot developed for the Semantic Robot Vision Challenge (SRVC) competition. Its object recognition component uses images retrieved from Computer Vision databases in the Web to build several classifiers based on SIFT features, shape and deformable parts models, which are subsequently combined for object recognition.
In [15] the authors propose an unsupervised learning algorithm for visual categories using potential images obtained from the Web and being inspired by [1] . The idea is to produce several images by translating the category name into different languages and crawling the Web for images using those translated terms. The negative class is collected from random images obtained from different categories.
A multi-modal approach using text, metadata and visual features is used in [11] . Candidate images are obtained by a text-based Web search querying on the object identifier. The task is then to prune irrelevant images away and re-rank the remainder. Re-ranking happens by using a Bayes posterior estimator trained on the text surrounding the image and meta data features; after that, the topranked images are improved by eliminating drawings and symbolic images using an SVM classifier previously trained with a hand-labeled dataset.
Prospective Exploitation of Lexical Resources and Ontologies
With the aim of improving (both in terms of coverage and precision) a text based search of tagged images in the Internet, in this section we will try to show why an approach that integrates lexical resources and ontologies is needed. Lexical resources, like WordNet, are built as networks, whose nodes are connected by lexical and semantic relations; each node in WordNet is a synset (set of synonymous words, expressing the same concept), and some of the relations connecting synsets are hyponymy (linking a more generic concept to more specific ones) and its opposite relation, hyperonymy (linking a more specific concept to more general ones), meronymy (linking concepts denoting parts with concepts denoting the corresponding whole), and so on. Intuitively, given a word, a search engine could point to it, retrieve all other words in the synset and include them in the search and then expand the search by associating to the original word its neighbors in the network. Even though often presented as an ontology, WordNet was not originally meant to be used as such, so it disregards some distinctions that are ontologically relevant. Take for instance the "part of" relation: WordNet meronymy includes the proper part of relation (like in "a finger is part of a hand)", the constitution relation (like in "milk is part of cappuccino"), and the membership relation (like in "a sheep is part of a flock") and does not distinguish between them. Nonetheless, such distinction may be relevant (probably adding "milk" to "cappuccino" will produce more false positives) and most of all, it becomes relevant when the robot has to search real objects in the environment, as for instance, simplifying a lot, it will look for an object located within the boundaries of another object when instructed with the "proper part of" information and an object among other similar objects if instructed with the "member of" information. Such distinctions are, on the other hand, deeply analyzed and expressed with formal axioms by top-level ontologies, like dolce [6] .
To sum up, we could say that lexical resources and ontologies tackle two different "semantic layers" and could be used in an integrated way to exploit their complementary strengths, as already pointed out in [9] , that also mentions a distinction that is particularly meaningful to our purposes:
Lexical resources are conceptually very dense but they do not have a dense network of constraints. On the other hand, ontologies, specially top-level ones, are not densely populated but offer a dense network of constraints for their concepts. [9, 187] Being densely populated, WordNet promises to enhance coverage results, while ontologies, thanks to their being densely constrained, should make results more precise.
For the sake of this paper, we won't go into details concerning the choice of the ontology to be used, as it would imply entering a lively debate in the ontology community. In the case of an automatic agent that has to learn (for example, a robot), we could imagine that a fairly small and simple ontology would suffice. Our mentioning dolce is due to the fact that, methodologically, and in view of applying in the future such method on open world scenarios, even these micro domain-relative ontologies should be built following the principles and as specifications of foundational or top-level ontologies, so that they are as much well-founded and as much interoperable as possible with other ontologies.
Thus, our idea is, once we have a description of the environment in which the automatic agent should move, we build a small ontology of it based on dolce, trying to express as many relations between the fundamental entities of the domain, so to have a possibly scarcely populated, but rather densely constrained, ontology.
Proposed method
In this work we propose a unique framework meant to automatically generate a training set for object detection. Given the object we want to detect in an images' testing set, the simplest way to use the Internet to generate the training set is to use the Google image search engine by searching the name of the object [12, 14] . This strategy has two main drawbacks: first, several keywords are ambiguous. Words can have different meanings and refer to different objects, depending on the context (e.g. mouse can refer both to the animal and to the computer device); in this case, Google answers with images of both subjects, without any distinction (see Fig. 1 ). Thus, the training set will be formed by images of two different (and semantically mixed) classes. On the other hand, when an object can have very different characteristics, the top-ranked images are usually referring to the most common configuration, creating a training set only representative of a specific subset of the testing set (e.g. face can be a frontal face or a face profile, but almost all images given by Google are relative to frontal faces). Moreover, in some cases the name of a class is also the name of a very famous person or character (e.g. bush is both a small tree and a very popular surname). Second, in order to obtain a good enough number of training images, you need to use also lowranked images, increasing the probability to take into account not representative (or wrong) images.
The strategy we are proposing in this paper is based on a prior knowledge of the environment, formally given by an ontology (used to represent knowledge of the primitive entities belonging to the environment and their properties and relations) and an electronic lexical database of English terms, organized as a thesaurus -WordNet (used to represent terminological and lexical knowledge). Since both the entities can be uploaded in an autonomous agent, we exploit this hypothesis, and given a set of images for testing and the name of the class to detect, we design the following learning scheme:
1. ask WordNet for a set of words connected to the class name (synonym, hyperonym, hyponym and meronym); 2. use ontological analysis to select a subset of connected words that are related to visual specifications of the original word; i.e. ignore the words that do not provide any difference in the appearance of the object (e.g. the material of which an object is built is not relevant to detect its appearance). 3. search with Google Image the first N images with each of the selected keywords (together with the class name) 4. train a bag-of-words model by using these images as training set; in particular: -for each image in the training set, extract dense SIFT descriptors, discretize them referring to a universal codebook and build the normalized histogram of words; -train a Single Class Support Vector Machine classifier; -for each image in the testing set, extract dense SIFT descriptors, discretize them referring to the universal codebook and build the normalized histogram of words; -apply the previously trained SVM classifier onto these image descriptors.
We have performed some experiments to validate our idea, and in the following section we will show some results.
Experiments
We present here some preliminary results obtained by using the proposed algorithm on the Caltech101 dataset [2] . For these preliminary experiments we took into account only the hyponymy relation, thus only those words with at least one hyponym can be processed, meaning 44 classes over 101. For each class, we manually selected the additional words related to visual specifications. 6 Then, we employed these additional words to provide keywords for the Google image search, together with the class name (e.g. for the class helicopter the following keywords have been used: 'helicopter', 'helicopter+cargo', 'helicopter+shuttle', 'helicopter+skyhook'). Table 1 shows all the classes we processed and the additional words used in the experiments.
After that, we performed a set of experiments in order to evaluate the contribution of this enriched set of words. For each class, the testing set is composed by the full set of test images in Caltech101 dataset. As universal codebook we used the one provided by the ImageNet Large Scale Visual Recognition Challenge 2011 (ILSVRC2011) development kit, which allows a discretization of SIFT features computed over millions of images into 1000 visual words.
Each training set is formed by 100 images automatically taken from the Internet. We performed experiments by changing the composition of the training set by means of a parameter R, varying this number from 0 to 1 with step 0.1; in practice, R represents the ratio of images taken by using also the additional words as keyword, equally split within all words. Thus, R = 0 means that only the class name is used for the search, while R = 1 only the enriched combinations <class name + additional words> are used.
A One-class SVM classifier has been trained on each training set's composition and then it has been applied to the testing set.
As performance measure we use the detection accuracy, defined as the percentage of correctly detected images over all the testing set. Figure 2 shows the average detection accuracy over 44 classes, and the histogram of the best performing composition of the training set for all the classes.
We mostly improve the performances of the detection process, both in terms of average accuracy (about 8%) and in terms of the best performing training set: 23 object classes over 44 are best performing with the enriched words (R = 1), and 37 are best performing with R ≥ 0.7. One single class ('pizza') is best performing with R = 0, this is probably due to the extremely low number of hyponyms for this class (only 4) and the very good performances with the original keyword (accuracy about 98%).
Conclusions and Future Directions
In this paper we have tried to address the problem of automatic learning from Internet, in which autonomous agents have to learn the visual aspect of an object, starting simply from a single text identifier. For simplicity, we employ Google as Internet crawler.
The solution we have proposed in order to collect a more relevant training set of images is that of refining the Internet search by associating, to the name of the searched object, other words that are semantically related to it. In our experiments we have firstly collected images only by typing the name of the object, and we have evaluated the results in a detection scenario. Then, we have performed the same experiment by adding words that are related to the name of the object through WordNet, with an ontological check, at the moment performed manually, but that could possibly be automatized with the addition of an axiomatic ontology, obtaining definitely better results.
Obviously, the level of increase in precision strongly depends on the ontology to be built: a richly axiomatized ontology allows to express a lot more constraints, but can be more difficult to use for automatic reasoning tasks, as it may incur in computability problems.
Another thing to be taken seriously into consideration is to include, among the ontology properties, those strongly related to the visual appearance of objects, like their qualities, or their geometrical properties. Even for this reason, having ontologies that are well-founded (in this case on mereogeometries and mereotopologies, as well as on theories of qualities) can be of great help. A formal ontology that relies on a serious mereogeometrical analysis, should be able to express, for instance, the fact that a certain object is symmetrical if seen on the front, but asymmetrical if seen on the side, and so on. This last remark is interesting not only with respect to the training phase, for the selection of images in the training set, but also to the exploration phase, in which the robot may make inferences on what it is actually seeing.
