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We study the problem of independence and conditional indepen-
dence tests between categorical covariates and a continuous response
variable, which has an immediate application in genetics. Instead of
estimating the conditional distribution of the response given values of
covariates, we model the conditional distribution of covariates given
the discretized response (aka “slices”). By assigning a prior probabil-
ity to each possible discretization scheme, we can compute efficiently
a Bayes factor (BF)-statistic for the independence (or conditional in-
dependence) test using a dynamic programming algorithm. Asymp-
totic and finite-sample properties such as power and null distribu-
tion of the BF statistic are studied, and a stepwise variable selection
method based on the BF statistic is further developed. We compare
the BF statistic with some existing classical methods and demon-
strate its statistical power through extensive simulation studies. We
apply the proposed method to a mouse genetics data set aiming to
detect quantitative trait loci (QTLs) and obtain promising results.
1. Introduction. Statistical tools for analyzing data sets with cate-
gorical covariates and continuous response have been extensively used in
many areas such as genetics, clinical trials, social science, and internet com-
merce. By grouping individual observations according to combinatoric con-
figurations of covariates, classical regression-based methods are derived from
conditional models of response given configurations of covariates. Recent de-
mands for analyzing large-scale, high-dimensional data sets pose new chal-
lenges to these traditional methods. For example, in quantitative trait loci
(QTL) mapping (Lander and Schork, 1994; Brem et al., 2002; Morley et al.,
2004), scientists wish to discover genomic loci associated with a continuous
quantitative trait such as human height, crop yield, or gene expression level,
by sequencing hundreds or thousands of genetic markers (encoded as cate-
gorical variables) on a genome-wide scale. Regression-based approaches such
as analysis of variance (ANOVA) are sensitive to distributional assumption
of quantitative traits, and ineffective in detecting individual markers with
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heteroscedastic or other higher-order effects. Recently, Aschard et al. (2013)
proposed a non-parametric method to test whether the distribution of quan-
titative traits differs by genotypes of a genetic marker. However, for complex
traits such as human height, some important genetic markers may have dif-
ferent effects in combination than individually (i.e., the epistasis effect in
genetic terminology) and thus need to be considered jointly. The number
of possible genotype configurations grows exponentially with the number of
genetic markers under consideration and, furthermore, markers located on
the same chromosome can be highly correlated. Even with a sample size of
several hundreds and a moderate number of genetic markers, it is very likely
that some genotype configurations contain very few or even no observations.
Traditional non-parametric methods have limited power in such situations.
In this paper, we propose a method for detecting associations based on a
model of categorical variables conditional on a discretization of the contin-
uous response. This inverse modeling perspective is motivated by the na¨ıve
Bayes method and the “Bayesian epistatic association mapping” (BEAM)
model of Zhang and Liu (2007). BEAM was developed to detect epistatic
interactions in genome-wide case-control association studies. Both methods
prefer the response variable to be discrete, and their extensions to cases with
a continuous response often relies on an ad hoc discretization strategy. Re-
cently, Jiang, Ye and Liu (2015a) proposed a non-parametric K-sample test
from the inverse modeling perspective and developed a dynamic slicing (DS)
algorithm to determine the optimal discretization (aka “slicing”) that maxi-
mizes a regularized likelihood. In this paper, we employ a full-Bayesian view
on the inverse modeling approach and further generalize the framework to
testing conditional independence between a continuous response and a cat-
egorical variable given a set of (previously selected) categorical variables.
Instead of constructing test statistics based on regularized likelihood ratios
as in DS of Jiang, Ye and Liu (2015a), we calculate the Bayes Factor (BF)
by marginalizing over all possible slicing schemes under the inverse model.
From numerical studies, we observed that the BF approach has a superior
power in detecting both unconditional and conditional dependences com-
pared with DS and other non-parametric testing methods. The proposed
conditional dependence test is further used to construct a stepwise search-
ing strategy for categorical variable selection and applied to QTL mapping
analysis.
The rest of this paper is organized as follows. In Section 2.1, we construct
a non-parametric test based on the Bayes Factor of a sliced inverse model,
which we refer to as the BF statistic, to detect the conditional dependence
between a continuous response and a categorical covariate. An efficient dy-
3namic programming algorithm is developed in Section 2.2 to compute the
BF statistic and its asymptotic and finite-sample properties are studied in
Section 2.3. We investigate the sensitivity of the BF statistic to choices of
hyper-parameters and fit an empirical formula that links the value of the
BF with type-I error in Section 2.4 and 2.5, respectively. A forward stepwise
variable selection procedure based on the proposed BF statistic is described
in Section 2.6. In Section 3, we use simulations to evaluate the powers of
different methods for both unconditional and conditional dependence tests,
and compare the BF statistic with classic stepwise regression in detecting
interaction on synthetic QTL data sets. In Section 4, we further illustrate
the proposed methodology on a mouse QTL data set and demonstrate its
advantage over traditional QTL mapping methods. Additional remarks in
Section 5 conclude the paper. Proofs of the theorems and other technical
derivations are provided in the appendix and online supplement (Jiang, Ye
and Liu, 2015b).
2. An inverse model for non-parametric dependence test. Sup-
pose Y is a continuous response variable, and both X and Z are categorical
variables with |X| and |Z| levels, respectively. Assume that we have known
that Y is dependent of Z. Note that Z can be a “super” variable if there
are more than one actual variables having been previously selected, in which
case we encode each possible configuration of the selected variables as a level
of Z. For example, if we have selected Z1 and Z2, both of which have sup-
port in {0, 1}, then, we can define Z = Z1 + 2Z2. Define Z ≡ 0 (and thus
|Z| = 1) if we are interested in testing the marginal independence between
Y and X. We consider the following hypothesis testing problem:
H0 : X and Y are conditionally independent given Z
v.s. H1 : X and Y are not conditionally independent given Z
Note again that all the results in this section is directly applicable to testing
the unconditional dependence between X and Y (i.e., by letting Z ≡ 0).
Suppose {(xi, yi, zi)}ni=1 are independent observations of (X,Y, Z). With-
out loss of generality, henceforth we assume that observations have been
sorted according to the Y values so that yi = y(i). We divide the sorted
list of observations into slices and define a function S(yi) taking values in
{1, 2, ..., |S|} as the slice membership of yi, where |S| denotes the total num-
ber of slices. Under the null hypothesis, the conditional distribution of X
given Z does not depend on Y and
(2.1) X | Y = y, Z = j ∼ Multinomial (1, pj) ,
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where pj =
(
pj,1, . . . , pj,|X|
)
and
∑|X|
k=1 pj,k = 1 for j = 1, . . . , |Z|. Under
the alternative hypothesis, the distribution of X conditional on Z = j and
S(Y ) = h (1 ≤ h ≤ |S|) is given by
(2.2) X | Z = j, S(Y ) = h ∼ Multinomial
(
1, p
(h)
j
)
,
where p
(h)
j =
(
p
(h)
j,1 , . . . , p
(h)
j,|X|
)
and
∑|X|
k=1 p
(h)
j,k = 1 for j = 1, . . . , |Z| and
h = 1, . . . , |S|. Jiang, Ye and Liu (2015a) proposed a dynamic slicing (DS)
statistic to test the above hypotheses with Z ≡ 0 based on a regularized
likelihood ratio. The DS statistic can be generalized to test conditional de-
pendence with |Z| > 1, but the number of parameters in the model increases
dramatically as |Z| increases, which may impair the power of the method.
The details of the generalized DS statistic, algorithms and theoretical results
are provided in the online supplement (Jiang, Ye and Liu, 2015b). Here, we
explore a different testing approach based on the Bayes factor (BF). In Sec-
tion 3, we will show that the proposed BF statistic consistently outperforms
the DS statistic under a variety of scenarios in simulations.
2.1. Bayes factor under inverse model. Under the null model (2.1) and
the alternative model (2.2), we further assume the following priors on pj and
p
(h)
j (whose dimensionalities are |X|), respectively:
(2.3) pj ∼ Dirichlet
(
α0
|X| , . . . ,
α0
|X|
)
,
and
p
(h)
j ∼ Dirichlet
(
α0
|X| , . . . ,
α0
|X|
)
,
where α0 > 0 is a hyper-parameter. First, we randomly draw a discretization
of Y , {S(yi)}ni=1, and then conditional on this discretization, the distribution
of X then depends jointly on Z and on the slice containing Y . With a
slight abuse of notation, we let PrH1 (X | S(Y ), Z) denote the shorthand of
the probability of observing {Xi = xi}ni=1 under H1 given {zi}ni=1 and the
slicing scheme {S(yi)}ni=1. After integrating out p(h)j , we can write down the
probability
PrH1 (X | S(Y ), Z) =
|Z|∏
j=1
|S|∏
h=1
 Γ(α0)
Γ
(
α0 + n
(h)
j
) |X|∏
k=1
Γ
(
n
(h)
j,k +
α0
|X|
)
Γ
(
α0
|X|
)
 ,
where n
(h)
j,k is the number of observations with zi = j, xi = k and S(yi) = h,
and n
(h)
j =
∑|X|
k=1 n
(h)
j,k is the number of observations with zi = j and S(yi) =
5h. Similarly, since X is independent of any slicing of Y conditional on Z
under H0, by integrating out pj we have
PrH0 (X | Y,Z) = PrH0 (X | Z) =
|Z|∏
j=1
 Γ(α0)
Γ (α0 + nj)
|X|∏
k=1
Γ
(
nj,k +
α0
|X|
)
Γ
(
α0
|X|
)
 ,
where nj,k is the number of observations with zi = j and xi = k, and
nj =
∑|X|
k=1 nj,k is the number of observations with zi = j.
Given n observations ranked by their response values, we denote the col-
lection of all possible slicing schemes as Ωn(S) and the probability for choos-
ing a slicing scheme S(·) from Ωn(S) a priori as Pr (S(Y )). For a slicing
scheme S(·) with |S| slices, we assume here that
(2.4) Pr (S(Y )) = pi
|S|−1
0 (1− pi0)n−|S|.
That is, with probability pi0, a “slice” is “inserted” independently between
the ith and (i + 1)th ranked observations, for i = 1, . . . , n − 1. Given n
observations, we re-parameterize the prior as pi0 ≡ 1/(1 + nλ0) so that on
the log-odds scale we have:
(2.5) log (pi0/(1− pi0)) ≡ −λ0 log(n).
Under H1 and the slicing prior in (2.4), we have
(2.6) PrH1 (X|Z, Y ) =
∑
S(Y )∈Ωn(S)
PrH1 (X|Z, S(Y )) Pr (S(Y )) .
Finally, the BF statistic for comparing the model under the alternative hy-
pothesis and the null is defined as the Bayes factor for testing H1 against
H0:
(2.7)
BF (X|Z, Y ) = PrH1 (X|Z, Y )
PrH0 (X|Z, Y )
=
∑
S(Y )∈Ωn(S)
BF (X|Z, S(Y )) Pr (S(Y )) ,
where
BF (X|Z, S(Y )) = PrH1 (X|Z, S(Y ))
PrH0 (X|Z, Y )
.
We will describe an efficient algorithm to calculate the BF statistic (2.7)
next.
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2.2. A dynamic programming algorithm. To avoid a bruteforce summa-
tion over 2n−1 possible slicing schemes in Ωn(S), we use a dynamic program-
ming algorithm to calculate BF (X|Z, Y ) in (2.7) as follows:
Algorithm 1.
• Step 1: Rank observations according to the observed values of Y ,
{yi}ni=1. Slicing is only allowed along the ranked list of observations.
• Step 2: For 1 ≤ s ≤ t ≤ n, calculate
ψs,t =
|Z|∏
j=1
 Γ(α0)
Γ
(
α0 + n
(s:t)
j
) |X|∏
k=1
Γ
(
n
(s:t)
j,k +
α0
|X|
)
Γ
(
α0
|X|
)
 ,
where n
(s:t)
j,k is the number of observations with zi = j and xi = k for
s ≤ i ≤ t, and n(s:t)j =
∑|X|
k=1 n
(s:t)
j,k is the number of observations with
zi = j for s ≤ i ≤ t.
• Step 3: Fill in entries of the table {wt}nt=1 (define w1 ≡ (1 − pi0)/pi0)
recursively for t = 2, . . . , n,
wt =
t∑
s=2
ws−1(1− pi0)t−s+1
[
ψ1,s−1ψs,t
ψ1,t
]
,
where ws stores a partial sum of (2.7) until the sth ranked observation.
Then,
BF (X|Z, Y ) = wn.
The computational complexity of the dynamic slicing algorithm is O(n2).
2.3. Asymptotic and finite-sample properties of the BF statistic. We de-
rive theoretical bounds on type-I errors of the BF statistic under three dif-
ferent sampling schemes (conditional permutation, unconditional sampling
under the sharp null, and unconditional sampling under the hierarchical
null) and show that, as sample size n → ∞ and with appropriate choice of
hyper-parameters, the BF statistic is almost surely smaller than or equal to
1 for all three sampling schemes under the null. Moreover, when the alter-
native hypothesis H1 is true, we prove that the BF statistic goes to infinity
at an exponential rate with the increase of sample size.
Given n observations {xi, yi, zi}ni=1, we can calculate the p-value of the
observed BF statistic by shuffling the observed values of X within each
group of observations indexed by {i : zi = j}, independently for j ∈
{1, . . . , |Z|}. We call this shuffling scheme the conditional permutation null.
7Let Prshuffle (BF (X|Y, Z) > b) denote the probability of observing a BF value
of b or larger using the conditional permutation scheme. We prove the fol-
lowing theorem in Appendix A.1.
Theorem 1. Assume that the hyper-parameter 0 < α0 ≤ |X| and ob-
served sample size n ≥ |X|. There exists a constant C1 > 0, which only
depends on |X| and |Z|, such that
Prshuffle (BF (X|Y, Z) > b) ≤ C1n|Z|(|X|−1) min
{
1
(log(b) + 1)nλ0−3
,
1
b
}
,
for any b ≥ 1 and λ0 as defined in (2.5). Thus,
Prshuffle (BF (X|Y,Z) > 1) ≤ C1
nλ0−|Z|(|X|−1)−3
and BF (X|Y,Z) ≤ 1 a.s. as n→∞ for λ0 > |Z|(|X| − 1) + 4.
The above definition of type-I error is conditioning on {nj,k : j = 1, . . . , |Z|, k =
1, . . . , |X|}, i.e. the number of observations with zj = j and xi = k. When
the total number of observations n is large, the conditional permutation null
can be approximated by the following sharp null hypothesis:
Hsharp0 : X|Y = y, Z = j ∼ Multinomial (1, pj) , j = 1, . . . , |Z|,
where pj ’s are fixed but unknown. The following corollary, whose proof is
given in Appendix A.2, provides a similar finite-sample bound on uncondi-
tional type-I error under the sharp null hypothesis.
Corollary 1. Assume that the hyper-parameter 0 < α0 ≤ |X|. When
the sharp null hypothesis Hsharp0 is true, there exists a constant C2 > 0,
which only depends on |X| and |Z|, such that
Prsharp (BF (X|Y,Z) > b) ≤ C2n|Z|(|X|−1.5+γ0) min
{
1
(log(b) + 1)nλ0−3
,
1
b
}
.
for any b ≥ 1, where γ0 = 0.57722 . . . is the Euler-Mascheroni constant and
λ0 is defined in (2.5). Thus,
Prsharp (BF (X|Y, Z) > 1) ≤ C2
nλ0−|Z|(|X|−1.5+γ0)−3
and BF (X|Y,Z) ≤ 1 a.s. as n→∞ for λ0 > |Z|(|X| − 1.5 + γ0) + 4.
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The sharp null hypothesis assumes that the nuisance frequency parame-
ters {pj}|Z|j=1 are fixed but unknown. We may further consider a hierarchical
sampling scheme where the frequency parameters are sampled from some
unknown distributions with bounded densities. This is especially relevant
when we repeat the dependence test on a collection of covariates (e.g. ge-
netic markers) with the same number of categories but varying marginal
frequencies. Specifically, we consider the hierarchical null hypothesis as fol-
lows:
Hhierar0 : X|Y = y, Z = j ∼ Multinomial (1, pj) ,
and pj ∼ fj (pj) , j = 1, . . . , |Z|,
where there exists M0 > 0 such that the unknown prior density fj (pj) ≤M0
for j = 1, . . . , |Z|. When Hhierar0 is true, the Dirichlet prior (2.3) with α0 ≤
|X| has a positive probability of overlapping with the true distribution of
pj . Thus, we can obtain a tighter type-I error bound under the hierarchical
null hypothesis according to the following corollary proved in Appendix A.3.
Corollary 2. Assume that the hyper-parameter 0 < α0 ≤ |X|. When
the hierarchical null hypothesis Hhierar0 is true, there exists a constant C3 > 0,
which only depends on |X| and |Z|, such that
Prhierar (BF (X|Y,Z) > b) ≤ C3 min
{
1
(log(b) + 1)nλ0−3
,
1
b
}
,
for any b ≥ 1 and λ0 as defined in (2.5). Thus,
Prhierar (BF (X|Y, Z) > 1) ≤ C3
nλ0−3
,
and BF (X|Y,Z) ≤ 1 a.s. as n→∞ for λ0 > 4 and α0 ≤ |X|.
Notably, compared with Theorem 1 and Corollary 1, the finite-sample bound
in Corollary 2 depends on the number of categories |X| and |Z| only through
C3, which is a constant with respect to sample size n and cutoff b.
Next, we show that under H1, BF (X|Y, Z) goes to infinity with an ex-
ponential rate proportional to the sample size and the conditional mutual
information between X and Y given Z, MI (X,Y |Z).
Theorem 2. Assume that hyper-parameters α0 and λ0 as defined in
(2.3) and (2.5) satisfying 0 < α0 ≤ |X|, λ0 ≥ 1 and λ0 = o(n 13 / log(n)).
Under the regularity condition in Appendix A.4,
Pr
(
BF (X|Y,Z) ≥ en[MI(X,Y |Z)−δ(n)]
)
≥ 1− 4n− 132 log(n),
9where
δ(n) = O
(
(λ0 + |Z|(|X| − 1.5 + γ0)/3)|Z| log(n)
n1/3
)
→ 0
as n → ∞. Thus, BF (X|Y,Z) ≥ en[MI(X,Y |Z)−] a.s. for any  > 0 as
n→∞.
Note that the conditional mutual information MI(X,Y |Z) > 0 if and only
if X and Y are not conditionally independent given Z. Theorem 1 and 2
guarantee the consistency of the BF statistic in testing dependence given
any finite threshold.
The requirement of λ0 ≥ 1 in Theorem 2 is sufficient but not necessary.
In Section 2.4, through simulation studies, we show that the BF statistic
can approach infinity as sample size increases under some λ0 < 1. However,
when the value of λ0 is small enough, the BF statistic will converge to zero as
shown in Figure 1. Intuitively, this phenomenon can be explained by the fact
that too much weight is given to configurations with bad slicings (swamped
by the “entropy” effect). On the other hand, when λ0 as defined in (2.5) is
large relative to the sample size (implying a very small pi0), the δ(n) term
in Theorem 2 will no longer converge to zero and the BF statistic will not
be able to differentiate H1 from H0. For example, one can show that when
λ0 = O(n), the BF statistic BF (X|Y, Z) → 1 almost surely as n → ∞.
Unlike the DS statistic, which is monotonically increasing as λ0 becomes
smaller, the relationship between the BF statistic and the hyper-parameter
λ0 is not monotonic. In the following section, we study the sensitivity of
the BF statistic and its type-I error to the choice of λ0 based on numerical
simulations.
2.4. Choice of hyper-parameter λ0. Theorems 1 and 2 suggests that we
should generally choose hyper-parameters α0 and λ0 as defined in (2.3) and
(2.5) such that α0 ≤ |X| and λ0 ≥ 1. Using numerical simulations, we further
study the sensitivity of the BF statistic and its type-I error to the choice of
hyper-parameter λ0 in both unconditional and conditional dependence tests.
For unconditional test, we generate equal number observations with binary
indicator X = 0 and X = 1, and simulate the continuous response Y ∼
N(µX, 1) with µ = 0.4. For conditional test, we generate binary covariates
X and Z independently, and simulate the response Y ∼ N(µX + µZ, 1)
with µ = 0.4. We calculate the average logarithmic value of BF statistics
under the alternative hypothesis, as well as type-I error of BF statistic given
a cutoff of 1 under the null hypothesis, which is obtained by shuffling the
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Fig 1. Sensitivity of type-I error (corresponding to a cutoff of 1) to different values of λ0 for
unconditional (a) and conditional (b) BF statistics, and average logarithm of unconditional
(c) and conditional (d) BF statistics given different values of λ0 when an alternative
hypothesis is true. The lines connecting the points are from the LOESS fit. We fixed α0 = 1
in this analysis.
observed values of X (while retaining the association between Z and Y for
conditional test). We use α0 = 1 in all the simulations in this section and
will conduct a sensitivity analysis on α0 in Section 3.1.
Figure 1 shows the type-I error (given a cutoff of 1) and average logarith-
mic value of BF statistic under varying sample size n. As we can see, type-I
errors under different sample sizes are insensitive to a wide range of λ0 from
1 to 3. Furthermore, under the alternative hypothesis, values of BF statis-
tics are comparable for choice of λ0 between 0.8 and 1.3. We also observed
that the type-I error of the critical region {BF > b} is not monotonic to
the value of λ0. For example, given the same sample size n and a critical
value b = 1, the BF statistic with λ0 = 2 has a larger type-I error than that
with λ0 = 1 and λ0 = 3. On the other hand, the BF statistic with λ0 = 2
is on average smaller than the BF statistic with λ0 = 1 when X and Y are
(unconditionally or conditionally) dependent. Finally, we note that when λ0
is too small (e.g., 0.1), which results in a relatively large pi0 (≈ n−λ0) and a
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large number of expected slices (i.e., n1−λ0), the logarithm of BF tends to
negative infinity even when H1 is true. Furthermore, it appears that as we
vary λ0 from 1 to 0, the “phase transition” phenomena (i.e., the logarithm
of BF diverges to positive infinity versus negative infinity) occurs at around
0.5. Given these observations, unless noted otherwise, we will choose λ0 = 1
and α0 = 1 (see Section 3.1 for simulation results using different α0’s) for
the following studies.
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Fig 2. Empirical fitting of type-I error Prshuffle (BF (X|Y,Z) > b) given sample size n and
cutoff b for unconditional and conditional test. Straight lines in (a)-(b) and (c)-(d) are
calculated from empirical formula (2.8) and (2.9), respectively.
2.5. Empirical formulas for type-I errors. Theorem 1 provides finite-
sample bounds for type-I errors under the conditional shuffling scheme, that
is,
Prshuffle (BF (X|Y, Z) > b) ≤ C1n|Z|(|X|−1) min
{
1
(log(b) + 1)nλ0−3
,
1
b
}
.
Based on numerical simulations, we found that the relationship between the
value of BF statistic and its significance level can be further refined. Specifi-
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cally, we simulate observations for both conditional and unconditional tests
using the same procedure as described in Section 2.4 with binary covariate
X (or Z) and varying sample size n. Then, we calculate the BF statistic with
hyper-parameters λ0 = 1 and α0 = 1 on shuffled samples. For unconditional
test (i.e. Z ≡ 0), we obtain the following empirical formula of type-I error
given the cutoff of BF statistic b and sample size n:
(2.8) Prshuffle (BF (X|Y,Z ≡ 0) > b) ≈ γp
bαpnβp
,
where αp, βp and γp only depend on p, the proportion of observations with
X = 1. For example, when p = 0.5, α0.5 ≈ 1.12, β0.5 ≈ 0.6 and γ0.5 ≈ 0.76 for
|X| = 2 and |Z| = 1. Figure 2(a)-(b) illustrate the fitting between empirical
formula (2.8) and observed values of type-I error when p = 0.5. Fitted αp,
βp and γp for other values of p are given in the online supplement (Jiang,
Ye and Liu, 2015b).
Moreover, for conditional test, we obtain the following empirical formula
of type-I error given the cutoff of BF statistic b and sample size n:
(2.9) Prshuffle (BF (X|Y,Z) > b) ≈ γf
bαfnβf
,
where αf , βf and γf only depend on f , the vector of observed frequencies
for configurations of (X,Z). For example, given |X| = |Z| = 2 and f =
(0.25, 0.25, 0.25, 0.25), αf ≈ 1.07, βf ≈ 0.86, and γf ≈ 3.8. Figure 2(c)-(d)
illustrate the fitting between empirical formula (2.9) and observed values of
type-I error. These fitting formulas are useful when one has to deal with
many similar hypotheses simultaneously or is interested in very small p-
values.
2.6. Forward stepwise selection based on the BF statistic. Given a con-
tinuous response Y and a set of categorical covariates {Xj}mj=1, variable
selection procedures aim to select a subset of covariates indexed by A such
that {Xj : j ∈ A} are associated with the response Y while the other co-
variates {Xj : j /∈ A} are independent of Y given {Xj : j ∈ A}. Here, we
propose to use a forward stepwise procedure based on conditional BF statis-
tic, preceded by an independent screening stage based on unconditional BF
statistic. Throughout this paper, we assume that the number of categorical
covariates, m, is fixed and does not increase with sample size n.
Algorithm 2.
• Independent Screening : calculate unconditional BF statistic denoted
as BF (Xj | Y, Z ≡ 0) for j = 1, . . . ,m. Let B denote the index set
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of covariates with the corresponding BF statistics larger than a pre-
specified threshold b0, and j0 = argmax
j∈{1,...,m}
{BF (Xj |Y,Z ≡ 0)}. Proceed
if BF (Xj0 |Y,Z ≡ 0) > b0 (i.e. B 6= ∅).
• Forward Stepwise Selection: let Ct denote the index set of covariates
that have been selected at iteration t. Initialize C1 = j0 and Z1 = Xj0 ,
and iterate the following steps for t ≥ 2:
– At iteration t (t ≥ 2), encode the configurations of selected vari-
ables in Ct−1 into a “super” variable Zt−1.
– Calculate conditional BF statistic BF (Xj |Y, Zt−1) for j ∈ B −
Ct−1, and let jt = argmax
j∈B−Ct−1
{BF (Xj |Y,Zt−1)}.
– Let Ct = Ct−1∪{jt} if BF (Xjt |Y,Zt−1) > bt. Otherwise, stop and
output Ct−1.
We may decide the threshold bt at iteration t according to our prior belief in
the null hypothesis or a pre-specified interpretation on the relationship be-
tween Bayes factor and strength of evidence. For example, Kass and Raftery
(1995) viewed a Bayes factor of > 150 as very strong evidence against the
null hypothesis. Alternatively, we can choose the threshold bt to control for
type I errors. Specifically, at each iteration, we estimate the null distribution
of the maximum BF statistics under H0 by using a conditional permutation
scheme as follows:
• To generate a permuted data set at iteration t, shuffle the observed
values of Y within each group of observations indexed by {i : zt−1,i =
k}, independently for k ∈ {1, . . . , |Zt−1|}.
• Estimate a null distribution of BF (Xjt |Y,Zt−1) by calculating the
maximum of BF statistics for j ∈ B − Ct−1 on each permuted data
set.
Then, we can use the empirical null distribution to calculate a p-value for
the observed value of BF (Xjt |Y, Zt−1), and terminate the iterative variable
selection procedure if the p-value is larger than a threshold (e.g., 0.05).
3. Simulation studies.
3.1. Unconditional dependence testing. We first compare different meth-
ods in testing unconditional dependence between a binary indicator X and
a continuous response Y . Note that this testing problem is equivalent to the
classic two-sample testing problem. Methods under comparison considera-
tions include: the BF statistic with hyper-parameters λ0 = 1 and α0 = 1 or 2
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(which we call “BF (α0 = 1 or 2)”), dynamic slicing (“DS”) test statistic (see
online supplement Jiang, Ye and Liu, 2015b, for details), the Wilcoxon rank-
sum test (“rank-sum”; also known as the Mann-Whitney U test; Wilcoxon,
1945; Mann and Whitney, 1947), Welch’s t-test (“t-test”; Welch, 1947),
Kolmogorov-Smirnov (“KS”) test and Anderson-Darling (“AD”) test (An-
derson and Darling, 1952). The null hypothesis of Welch’s t-test is that the
means of two normally distributed populations are equal (but with possi-
bly unequal variance), and the null hypothesis of rank-sum test is that the
probability of an observation from one population exceeding an observation
from the second population equals to 0.5. All other methods test the null
hypothesis that the distributions of two populations are the same against a
completely general alternative hypothesis that the binary indicator X and
the quantity of interest Y are not independent.
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Fig 3. The ROC curves that compare true positive rate, the fraction of true positives out
of the total actual positives, and false positive rate, the fraction of false positives out of
the total actual negatives, of different methods in Scenarios 1-4 of Section 3.1.
We generated binary variable X ∼ Bern(0.5), and simulated the con-
tinuous variable Y under the alternative hypothesis according to following
scenarios with sample size n = 400:
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Scenario 1 (Gaussian with mean shift): Y ∼ N(−µ, 1) when X =
0; and Y ∼ N(µ, 1) when X = 1; µ = 0.1.
Scenario 2 (Gaussian with scale change): Y ∼ N(0, 1) when X =
0; and Y ∼ N(0, σ2) when X = 1; σ = 1.2.
Scenario 3 (Symmetric Gaussian mixture):
Y ∼ a mixture of N(−µ, 1) and N(µ, 1) with probabilities 1− θ and
θ when X = 0; and Y ∼ N ((2θ − 1)µ, 1 + 4θ(1− θ)µ2) when X = 1;
θ = 0.5 and µ = 1.2.
Scenario 4 (Asymmetric Gaussian mixture): same as Scenario 3 except
that θ = 0.9.
The receiver operating characteristic (ROC) curves in Figure 3 illustrate
how true positive rates, the fraction of true positives out of the total actual
positives, trade against false positive rates, the fraction of false positives
out of the total actual negatives, of different methods at varying thresh-
olds. In Scenario 1, two populations corresponding to X = 0 and X = 1
follow Gaussian distributions with different means but the same variance,
which satisfies all the parametric assumptions of the two-sample t-test. As
expected, in Figure 3(a), Welch’s t-test achieved the highest power in this
scenario, which was followed closely by the rank-sum test and the Anderson-
Darling test. The BF statistic had slightly lower power under this scenarios
but still outperformed the Kolmogorov-Smirnov test. The dependence test
based on dynamic slicing had the lowest power in this case.
When two Gaussian populations have the same mean but different vari-
ances (Scenario 2), the BF statistic had a superior power compared with
others in Figure 3(b). Among the other methods, the Anderson-Darling test
and dynamic slicing (DS) test outperformed the Kolmogorov-Smirnov tests,
while the rank-sum test and t-test had almost no power under this scenario.
Scenarios 3 and 4 demonstrate the performances of different methods
when two populations have both the same mean and the same variance,
but different skewness and kurtosis. In both scenarios, the BF statistic with
α0 = 1 achieved the highest power as shown in Figure 3(c)-(d). The ROC
curves of BF statistics with α0 = 1 and α0 = 2 were similar in Scenarios 1-3,
while the BF statistic with α0 = 1 had a slightly better performance under
Scenario 4. The BF statistic with α0 = 1 dominated the dynamic slicing
(DS) test statistic in all the four scenarios.
3.2. Conditional dependence testing. Next, we compare different meth-
ods in testing the conditional dependence between a binary covariate X and
a continuous response Y given another binary covariate Z. Methods under
comparison consideration include: the BF statistic (with λ0 = 1 and α0 = 1),
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dynamic slicing (“DS”) statistic, and two-way ANOVA test, which tests for
main and interaction effects of X conditioning on Z.
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Fig 4. The ROC curves that compare true positive rate, the fraction of true positives out
of the total actual positives, and false positive rate, the fraction of false positives out of the
total actual negatives, of different methods in Case 1-6 of Section 3.2 with uncorrelated
covariates X and Z.
In our study, we generate n = 400 samples with binary covariates Z ∼
Bern(0.5), and conditioning on Z, X|Z = 0 ∼ Bern(p0) and X|Z = 1 ∼
Bern(1 − p0). We choose p0 = 0.5 for conditional tests with uncorrelated
covariates, and p0 = 0.75 for conditional tests with correlated covariates.
Then, we simulate the response Y according to the following models under
the alternative hypothesis:
Case 1: Y = µZ + µX + ;  ∼ N(0, 1), µ = 0.2.
Case 2: Y = µZX + ;  ∼ N(0, 1), µ = 0.2.
Case 3: Y = µZ + µX + ;  ∼ Cauchy(0, 1), µ = 0.4.
Case 4: Y = µZX + ;  ∼ Cauchy(0, 1), µ = 0.4.
Case 5: Y = µZ + µX + ;  ∼ N(0, (1 + γX)2), µ = 0.2, γ = 0.2.
Case 6: Y = µZX + ;  ∼ N(0, (1 + γZX)2), µ = 0.2, γ = 0.2.
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Fig 5. The ROC curves that compare true positive rate, the fraction of true positives out
of the total actual positives, and false positive rate, the fraction of false positives out of
the total actual negatives, of different methods in Case 1-6 of Section 3.2 with correlated
covariates X and Z.
Our goal here is to test whether X is independent of Y given Z. The ROC
curves of different methods under Case 1-6 with uncorrelated (p0 = 0.5)
and correlated (p0 = 0.75) X and Z are given in Figure 4 and Figure 5,
respectively.
In Cases 1 and 2, the two samples were generated from homoscedastic nor-
mal distribution with either linear combination or multiplicative interaction
of covariates, which satisfies all the parametric assumptions of the two-way
ANOVA test. As we have expected, the two-way ANOVA test achieved high-
est power in Figure 4(a)-(b) and Figure 5(a)-(b), followed by the BF and
DS test statistics.
However, as shown in Figure 4(c)-(d) and Figure 5(c)-(d), when the two
samples were generated from Cauchy distribution, the two-way ANOVA test
was completely powerless in Case 3 and 4, while the BF and DS statistics
had considerable powers with Cauchy noises.
Cases 5 and 6 illustrate the scenarios when the response has heteroscedas-
tic variances depending on covariates. In both cases, the BF statistic achieved
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better powers than the DS and two-way ANOVA test. Among all the condi-
tional dependence testing scenarios we have considered, the BF test statistic
always outperformed the DS test statistic. The relative performances of dif-
ferent methods were consistent whether covariates X and Z are correlated
or not.
3.3. Interaction detection on synthetic QTL data. Traditional QTL stud-
ies are based on linear regression models (Lander and Botstein, 1989) in
which each (continuous) trait variable is regressed against each (discrete)
marker variable. The p-value of the regression slope is reported as a measure
of significance for association. Storey, Akey and Kruglyak (2005) developed
a stepwise regression method to search for pairs of markers that are associ-
ated with the gene expression quantitative trait. This procedure, however,
tends to miss QTL pairs with small marginal effects but a strong interaction
effect.
In this section, we compare the proposed variable selection method based
on the BF statistic with the stepwise regression (SR) method in identifying
genetic markers with interaction effects in synthetic QTL data sets. Using
the R package qtl, we generated 100 binary markers with sample size n = 400
such that adjacent markers are correlated with each other, and then, we ran-
domly select two markers and simulate quantitative traits according to Cases
1-6 in the previous section. We evaluate the performance of the BF and SR
methods using the following procedure. First, in the screening step, we cal-
culate the unconditional test statistic for each marker and obtain a list of
candidate markers with test statistic above a given threshold T1. Second,
conditioning on the most significant candidate marker, we select other can-
didate markers with conditional test statistics above another threshold T2.
Finally, we vary the thresholds T1 and T2 simultaneously to generate the
ROC curves in Figure 6.
As we can see from Figure 6, the SR had a better power when its un-
derlying assumptions, i.e., linearity, normality, and homoscedasticity, were
satisfied as in Cases 1 and 2. However, with the presence of extreme val-
ues or heteroscedastic effects in Cases 3-6, the BF statistic was much more
powerful than the SR.
4. Application to QTL study in mouse. Burke et al. (2012) mea-
sured a mouse population for complex adult phenotypes, related to body size
and bone structure, and conducted a genome-wide search for QTLs that are
marginally associated with quantitative phenotypes. Each mouse in the pop-
ulation was genotyped at 558 biallelic loci, i.e., binary genetic markers. For
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Fig 6. The ROC curves that compare true positive rate, the fraction of the true gene-
marker pairs detected, and false positive rate, the fraction of unrelated gene-marker pairs
falsely selected, of stepwise regression (SR) and BF statistic on synthetic QTL data sets
in Section 3.3.
each trait, Burke et al. (2012) performed a single-locus genome-wide search
using one-way ANOVA model and permutation-based test of significance.
We applied the screening and the BF-based stepwise selection procedure
proposed in Section 2.6 to search for effective loci associated with two quan-
titative traits, femur length and vertebra length. At the screening step and
each forward selection step, we permuted sample labels conditioning on the
observed values of previously selected QTLs, and in each permuted data
set, we recorded the maximum value of BF statistics among all the can-
didate QTLs. Then, a genome-wide p-value is evaluated by comparing the
observed BF statistic with these maximum BF values from 1000 permuted
data sets. In the screening step, we retained 35 and 49 loci, respectively
for femur length and vertebra length, with unconditional BF value larger
than 10 (corresponding to genome-wide p-value of 0.03 and 0.05) as candi-
date QTLs for forward stepwise selection. QTLs identified through stepwise
selection on each trait, together with their BF values and genome-wide p-
values in forward selection steps, as well as relationships with significant loci
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found in Burke et al. (2012), are given in Table 1 and 2.
Table 1 shows femur length QTLs that are selected from the first 5 iter-
ations of the proposed stepwise method, together with their BF values and
genome-wide p-values at each forward selection step. Burke et al. (2012) re-
ported the same 5 genomic regions as marginally associated with the trait
and their genome-wide p-values from the paper are given in Table 1. Using a
cutoff of 0.05 for p-values, the BF-based stepwise procedure was terminated
after the third iteration, i.e., we could not reject the null hypothesis that
D5Mit25 and mouse femur length are conditionally independent given the
previously selected loci rs3091203, D2Mit285 and rs3657845. This is con-
firmed on an independent replicate population with femur length measure-
ment and genotypes on a subset of loci (356 of 558 loci) provided by Burke
et al. (2012). Although D5Mit25 (located at CH5·114) was not genotyped
in the replicate population, genotypes of its neighboring locus rs13478469
(also located at CH5·114) were available. Note that in the original popula-
tion, both D5Mit25 and rs13478469 have genome-wide p-values smaller than
0.001 according to Burke et al. (2012), but rs13478469 was not reported in
Burke et al. (2012) due to its adjacency and high correlation (about 0.95)
with D5Mit25. In the replicate population, 3-way ANOVA test shows that
the top 3 QTLs in Table 1 all have significant main effects with p-values
< 0.001. On the other hand, rs13478469 does not have significant main ef-
fect or interaction effects with other 3 QTLs (p-values > 0.1) according to
4-way ANOVA test on the replicate population. These results from an in-
dependent replicate population are consistent with the conclusions of our
testing procedure applied to the original population.
Table 1
Identified QTLs (ranked according to their orders in forward stepwise selection)
associated with mouse femur length, their Bayes factor values and corresponding
genome-wide p-values, and relationships with significant loci reported in Burke et al.
(2012). Genomic location is in Chromosome·Mb format.
QTL Location Bayes Factor p-value Reported in Burke et al. (2012)
rs3091203 CH13·22 2.7× 107 < 0.001 p-value < 0.001
D2Mit285 CH2·152 1.8× 105 < 0.001 CH2·157 (rs4223627), p-value < 0.001
rs3657845 CH17·17 63.7 0.004 p-value = 0.011
D5Mit25 CH5·114 2.3 0.192 p-value < 0.001
D9Mit110 CH9·91 46.9 0.062 p-value < 0.001
In Table 2, the proposed forward stepwise procedure based on the BF
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Table 2
Identified QTLs (ranked according to their orders in forward stepwise selection)
associated with mouse vertebra length, their Bayes factor values and corresponding
genome-wide p-values, and relationships with significant loci reported in Burke et al.
(2012). Genomic location is in Chromosome·Mb format.
QTL Location Bayes Factor p-value Reported in Burke et al. (2012)
rs4222738 CH1·158 7.0× 109 < 0.001 p-value < 0.001
D1Mit105 CH1·162 4.6× 107 < 0.001 CH1·166 (rs4222769), p-value < 0.001
D2Mit58 CH2·108 1.6× 103 0.001 CH2·111 (rs3023543), p-value = 0.006
D16Mit36 CH16·31 991.8 0.001 Not reported
D7Mit76 CH7·18 247.9 0.019 p-value 0.0026
rs13481706 CH13·16 2.8× 105 0.039 p-value 0.019
statistic detected 6 QTLs associated with vertebra length under a signifi-
cance level of 0.05, which include all of the 5 genomic regions (either the
locus itself or the neighboring locus located next to it) reported in Burke
et al. (2012). Besides, our analysis identified an additional locus, D16Mit36.
From the first plot in Figure 7, we can see that although the distributions of
vertebra length given two alleles of D16Mit36 have similar means (one-way
ANOVA test of equal means has p-value = 0.19), the variances are quite
different (an F-test of equal variances has p-value = 7.16 × 10−5). Because
of its heteroscedastic effect, the screening based on the BF statistic was
able to retain D16Mit36 as a candidate QTL, while one-way ANOVA test
missed the locus completely. Further analysis shows that QTLs D16Mit36
and D2Mit58, which was identified in the previous step, have positive epis-
tasis effect. From Figure 7, we can see that D16Mit36 and D2Mit58 have
non-additive effects, that is, the effect of D2Mit58 is larger when D16Mit36
has allele B6. Two-way ANOVA test of interaction effect between D16Mit36
and D2Mit58 has a p-value of = 0.001. This example demonstrates that
the proposed selection procedure based on the BF statistic is particularly
effective in detecting QTLs with interaction and heteroscedastic effects.
5. Discussion. We have developed a non-parametric dependence test-
ing method for categorical covariates and continuous response, and imple-
mented the proposed method in R package bfslice, which can be downloaded
from http://www.people.fas.harvard.edu/~junliu/BF/ or requested from
the authors directly. As a dependence testing tool, the proposed Bayes
factor-based statistic achieves a higher statistical power compared with tra-
ditional non-parametric methods such as the Kolmogorov-Smirnov test, and
is more robust to outliers and various distributional assumptions compared
with classical ANOVA based approaches. Furthermore, the stepwise variable
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Fig 7. Box-plots showing the heteroscedastic effect on vertebra length given two alleles
(BALB and B6) of D16Mit36 (a), the mean shift effect on vertebra length given two
alleles (C3H and DBA) of D2Mit58 (b), and the epistasis effect between D16Mit36 and
D2Mit58 (c).
selection method based on the BF statistic is particularly effective in detect-
ing covariates with interaction or heteroscedastic effects, especially when the
combined number of covariate categories is relatively large compared with
sample size. Theoretically, we proved upper bounds on p-values (type-I er-
rors) of the BF statistic under a variety of null hypothesis assumptions, and
showed that the proposed BF statistic asymptotically grows to infinity at an
exponential rate under the alternative hypothesis and with proper choices
of hyper-parameters. We also fitted a fairly accurate empirical formula for
the type-I error of any given BF cutoff value. But a theoretical derivation
of its exact form remains an open question.
The method described in this paper can be easily used to deal with cat-
egorical or discrete ordinal response variables. For categorical response, dif-
ferent response categories naturally define the “slicing” scheme, and for dis-
crete ordinal response (or continuous response with ties), we can arbitrarily
rank observations with the same value of response and only allow slicing be-
tween ranked observations that have different observed response values. A
potential research direction is to extend the Bayes factor approach for vari-
able selection with continuous covariates under the sliced inverse regression
framework (Jiang and Liu, 2014)
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For applications with multivariate response, we can further generalize the
concept of “slices” to unobserved clusters (aka “partitions” ) of samples,
and model the distribution of response and covariates independently given
hidden cluster labels. Combined with a Markov Chain Monte Carlo strategy,
we are currently developing a Bayesian partition procedure for detecting
expression quantitative trait loci (eQTLs) with variable selection on both
responses (gene expression) and covariates (genetic variations).
APPENDIX A: PROOFS
A.1. Proof of Theorem 1.
Theorem 1. Without loss of generality, we assume that the observa-
tions have been ranked according to their values of Y , that is yi = y(i).
For any t ∈ {1, . . . , n}, let n(1:t)j,k = |{i : Xi = k, Zi = j, i = 1, . . . , t}|
and n
(1:t)
j =
∑|X|
k=1 n
(1:t)
j,k . We use Prshuffle
({xi}ti=1∣∣ {zi}ti=1) to denote the
probability of observing {Xi = xi}ti=1 given {zi}ti=1 under a conditional
permutation scheme, which samples the value of Xi (i = 1, . . . , t) without
replacement from {xs : zs = zi, s = 1, . . . , n}. Conditioning on {nj,k : j =
1, . . . , |Z|, k = 1, . . . , |X|}, we have
Prshuffle
({xi}ti=1∣∣ {zi}ti=1)
=
|Z|∏
j=1
∏|X|
k=1 I
(
n
(1:t)
j,k ≤ nj,k
)
(
n
(1:t)
j
n
(1:t)
j,1 , . . . , n
(1:t)
j,|X|
)
(
n
(1:t)
j
n
(1:t)
j,1 , . . . , n
(1:t)
j,|X|
)(
nj − n(1:t)j
nj,1 − n(1:t)j,1 , . . . , nj,|X| − n(1:t)j,|X|
)
(
nj
nj,1, . . . , nj,|X|
)
≤
|Z|∏
j=1
1(
n
(1:t)
j
n
(1:t)
j,1 , . . . , n
(1:t)
j,|X|
) = |Z|∏
j=1
∏|X|k=1 Γ
(
n
(1:t)
j,k + 1
)
Γ
(
n
(1:t)
j + 1
)
 ,
where I (A) = 1 if event A is true and 0 otherwise, and the inequality
follows from the fact that both the indicator functions and the generalized
hypergeometric probability are no greater than one.
Given α0 ≤ |X|, the Dirichlet prior density of pj ,
f(pj) = Γ (α0)
|X|∏
k=1
[
p
α0
|X|−1
j,k
/
Γ
(
α0
|X|
)]
≥ m0
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for some m0 > 0 and j = 1, . . . , |Z|. Let ψs,t ≡ Ψ (xs, . . . , xt) (1 ≤ s ≤ t ≤ n)
denote the probability of observing {Xi = xi}ti=s given {zi}ti=s under the
Dirichlet priors on pj ’s in (2.3). Then,
Ψ (x1, . . . , xt) =
∫
. . .
∫  |Z|∏
j=1
Γ (α0)
|X|∏
k=1
p
n
(1:t)
j,k +
α0
|X|−1
j,k
Γ
(
α0
|X|
)
 |Z|∏
j=1
dpj
≥ m|Z|0
|Z|∏
j=1
∏|X|k=1 Γ
(
n
(1:t)
j,k + 1
)
Γ
(
n
(1:t)
j + |X|
)

≥ (1/C0)n−|Z|(|X|−1)
|Z|∏
j=1
∏|X|k=1 Γ
(
n
(1:t)
j,k + 1
)
Γ
(
n
(1:t)
j + 1
)
 ,
where we assume n ≥ |X| and C0 = (2|X|/m0)|Z| > 0. Thus,
(A.1) Prshuffle
({xi}ti=1∣∣ {zi}ti=1) ≤ C0n|Z|(|X|−1)Ψ (x1, . . . , xt) .
Given a slicing scheme S(·) with |S| ≥ 2, we use nh to denote the number
of observations with S(yi) = h. Assume that both observations and slice
indices have been sorted, that is, yi = y(i) and S(yi) ≤ S(yj) for i < j.
Then,
BF (X|S(Y ), Z) = PrH1 (X|S(Y ), Z)
PrH0 (X|Z, Y )
=
|S|∏
h=2
∆
(
h−1∑
l=1
nl + 1, nh
)
,
where
(A.2) ∆(s, t) =
ψ1,s−1ψs,t
ψ1,t
=
Ψ (x1, . . . , xs−1) Ψ (xs, . . . , xt)
Ψ (x1, . . . , xt)
,
for 2 ≤ s ≤ t ≤ n. So
BF (X|S(Y ), Z)pi|S|−10 (1− pi0)n−|S|
=
(1− pi0)n−1
(1− 1/n)n−1 (1/n)
|S|−1(1− 1/n)n−|S|BF (X|S(Y ), Z)
[
(n− 1) pi0
1− pi0
]|S|−1
≤ e(1/n)|S|−1(1− 1/n)n−|S|
|S|∏
h=2
[
(n− 1) pi0
1− pi0 ∆
(
h−1∑
l=1
nl + 1, nh
)]
≤ (1/n)|S|−1(1− 1/n)n−|S|
|S|∏
h=2
[
ne
pi0
1− pi0 ∆
(
h−1∑
l=1
nl + 1, nh
)]
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According to (2.7),
BF (X|Y,Z) =
∑
S(Y )∈Ωn(S)
BF (X|S(Y ), Z)pi|S|−10 (1− pi0)n−|S|.
For any b ≥ 1, if max2≤s≤t≤n
[
ne pi01−pi0 ∆ (s, t)
]
≤ log(b) + 1, then
BF (X|Y, Z) ≤
∑
S(Y )∈Ωn(S)
(
log(b) + 1
n
)|S|−1(
1− 1
n
)n−|S|
=
(
1 +
log(b)
n
)n−1
≤ b,
Thus,
(A.3)
Prshuffle (BF (X|Y,Z) > b) ≤ Prshuffle
(
max
2≤s≤t≤n
[
ne
pi0
1− pi0 ∆ (s, t)
]
> log(b) + 1
)
.
When H0 is true, for any δ > 0, we have
Prshuffle (∆ (s, t) > δ)
≤
∑
(x1,...,xt)
δ−1∆(s, t)Prshuffle
({xi}ti=1∣∣ {zi}ti=1)
≤
∑
(x1,...,xt)
δ−1∆(s, t)C0n|Z|(|X|−1)Ψ (x1, . . . , xt)
= δ−1C0n|Z|(|X|−1)
∑
(x1,...,xs−1)
Ψ (x1, . . . , xs−1)
∑
(xs,...,xt)
Ψ (xs, . . . , xt)
= δ−1C0n|Z|(|X|−1),
where 2 ≤ s ≤ t ≤ n and ∑(xs,...,xt) denotes the sum over all possible
|X|t−s+1 configurations of (Xs, . . . , Xt). The second inequality follows from
(A.1), the second to the last equality follows from (A.2) and the last equality
follows from the fact that∑
(x1,...,xs−1)
Ψ (x1, . . . , xs−1) =
∑
(xs,...,xt)
Ψ (xs, . . . , xt) = 1
for 1 ≤ s ≤ t ≤ n. By letting δ = log(b)+1npi0e/(1−pi0) and log (pi0/(1− pi0)) =
−λ0 log(n), we have
Prshuffle
(
ne
pi0
1− pi0 ∆ (s, t) > log(b) + 1
)
≤ C0e pi0
1− pi0
n|Z|(|X|−1)+1
log(b) + 1
= C0e
n|Z|(|X|−1)+1
(log(b) + 1)nλ0
,
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and according to (A.3),
Prshuffle (BF (X|Y,Z) > b) ≤ Prshuffle
(
max
2≤s≤t≤n
[
ne
pi0
1− pi0 ∆ (s, t)
]
> log(b) + 1
)
≤
∑
2≤s≤t≤n
Prshuffle
(
ne
pi0
1− pi0 ∆ (s, t) > log(b) + 1
)
≤ C1 n
|Z|(|X|−1)+3
(log(b) + 1)nλ0
,
where C1 = C0e/2.
Moreover, according to (A.1) and PrH0 (X|Z, Y ) = Ψ (x1, . . . , xn),
Prshuffle ({xi}ni=1| {zi}ni=1) ≤ C0n|Z|(|X|−1)PrH0 (X|Z, Y ) ,
and
Prshuffle (BF (X|Y,Z) > b)
≤
∑
(x1,...,xn)
BF (X|Y, Z)
b
Prshuffle ({xi}ni=1| {zi}ni=1)
≤ C0n
|Z|(|X|−1)
b
∑
(x1,...,xn)
PrH1 (X|Z, Y )
=
C0n
|Z|(|X|−1)
b
≤ C1n
|Z|(|X|−1)
b
,
where C1 = C0e/2 > C0, PrH1 (X|Z, Y ) is given by (2.6) and
∑
(x1,...,xn)
denotes the sum over all possible |X|n configurations of (X1, . . . , Xn). The
second inequality follows from (2.7), and the last equality follows from the
fact that total probability is one.
A.2. Proof of Corollary 1.
Corollary 1. We have the following inequalities on log-gamma func-
tions:
log Γ(x) ≤ (x− 0.5) log(x)− x+ 1,
and
log Γ(x) ≥ (x− γ0) log(x)− x+ 1,
where x ≥ 1 and γ0 = 0.57722 . . . is the Euler-Mascheroni constant (Li and
Chen, 2007). Moreover,
(x+ c) log(x+ c)− x log(x) ≤ c log(x) + c(1 + c),
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for x ≥ 1 and c > 0. Therefore,
|X|∑
k=1
log Γ (nj,k + 1)− log Γ (nj + |X|)(A.4)
≥
|X|∑
k=1
nj,k log (nj,k/nj)− (|X| − 1.5 + γ0) log(nj)− |X|(|X|+ 1),
for j = 1, . . . , |Z|. Given α0 ≤ |X|, the Dirichlet prior density of pj , f(pj) ≥
m0 for some m0 > 0 and j = 1, . . . , |Z|. When the sharp null hypothesis
Hsharp0 is true,
Prsharp
({xi}ti=1∣∣ {zi}ti=1) = |Z|∏
j=1
|X|∏
k=1
p
n
(1:t)
j,k
j,k ≤
|Z|∏
j=1
|X|∏
k=1
n(1:t)j,k
n
(1:t)
j
n
(1:t)
j,k
,
and
Ψ (x1, . . . , xt) ≥ m|Z|0
|Z|∏
j=1
∏|X|k=1 Γ
(
n
(1:t)
j,k + 1
)
Γ
(
n
(1:t)
j + |X|
)

≥ (1/B0)n−|Z|(|X|−1.5+γ0)
|Z|∏
j=1
|X|∏
k=1
n(1:t)j,k
n
(1:t)
j
n
(1:t)
j,k
,
where the last inequality follows from (A.4) with B0 = (e
|X|(1+|X|)/m0)|Z| >
0. Therefore,
Prsharp
({xi}ti=1∣∣ {zi}ti=1) ≤ B0n|Z|(|X|−1.5+γ0)Ψ (x1, . . . , xt) ,
and the rest of the proof follows the same argument as in the proof of
Theorem 1.
A.3. Proof of Corollary 2.
Corollary 2. Given α0 ≤ |X|, the Dirichlet prior density of pj , f(pj) ≥
m0 for some m0 > 0 and j = 1, . . . , |Z|. When the hierarchical null hypoth-
esis Hhierar0 is true,
|Z|∏
j=1
fj (pj) ≤ A0
|Z|∏
j=1
Γ (α0)
|X|∏
k=1
p
α0
|X|−1
j,k
Γ
(
α0
|X|
) ,
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where fj (pj) ≤M0 for some M0 > 0, j = 1, . . . , |Z|, and A0 = (M0/m0)|Z|.
Thus,
Prhierar
({xi}ti=1∣∣ {zi}ti=1) = ∫ . . . ∫
 |Z|∏
j=1
|X|∏
k=1
p
n
(1:t)
j,k
j,k
 |Z|∏
j=1
fj(pj)dpj
≤ A0
∫
. . .
∫  |Z|∏
j=1
Γ (α0)
|X|∏
k=1
p
n
(1:t)
j,k +
α0
|X|−1
j,k
Γ
(
α0
|X|
)
 |Z|∏
j=1
dpj
= A0
|Z|∏
j=1
 Γ(α0)
Γ
(
α0 + n
(1:t)
j
) |X|∏
k=1
Γ
(
n
(1:t)
j,k +
α0
|X|
)
Γ
(
α0
|X|
)
 = A0Ψ (x1, . . . , xt) .
The rest of the proof follows the same argument as in the proof of Theorem 1.
A.4. Proof of Theorem 2. The alternative hypothesis H1 is true if
and only if the conditional mutual information between X and Y given Z,
MI(X,Y |Z) > 0. For any slicing scheme S(·), we define the plug-in esti-
mator of the mutual information between X and S(Y ) conditional on Z,
MI (X,S(Y )|Z), as
M̂I (X,S(Y )|Z) = 1
n
 |Z|∑
j=1
|S|∑
h=1
|X|∑
k=1
n
(h)
j,k log
n(h)j,k
n
(h)
j
− |Z|∑
j=1
|X|∑
k=1
nj,k log
(
nj,k
nj
) .
The conditional mutual information MI(X,Y |Z) is invariant to invertible
transformations of Y given Z, that is, MI(X,Y |Z) = MI(X,U |Z) for U =
hj(Y ), where the function hj can be different for different j’s (1 ≤ j ≤
|Z|). Without loss of generality, we assume that U |Z = j ∼ Unif(0, 1) for
1 ≤ j ≤ |Z| (since we can always apply the transformation F (y|Z = j) =
Pr (Y ≤ y|Z = j) within each group Z = j while keeping MI(X,Y |Z) invari-
ant). Let f(u|Z = j) be the probability density function of U given Z = j
and f(u|X = k, Z = j) be the conditional probability density function of U
given X = k and Z = j. Since for u ∈ [0, 1],
f(u|Z = j) =
K∑
k=1
f(u|X = k, Z = j)Pr (X = k|Z = j) = 1,
there exists B0 > 0 such that
max
u∈[0,1],k∈{1,...,|X|},j∈{1,...,|Z|}
[f(u|X = k, Z = j)] ≤ B0.
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The following regularity condition guarantees that there exists a slicing
scheme S˜n(·) such that |S˜n| = O(|Z|nγ) (γ < 1) and MI(X, S˜n(Y )|Z) →
MI(X,Y |Z) as n → ∞. It requires that the logarithm curve of the proba-
bility density does not have too many big “jumps”. The condition is purely
technical and only serve to provide theoretical understanding of the pro-
posed method. We do not intend to make these assumptions the weakest
possible.
Regularity Condition: Assume that the derivative f ′(u|X = k, Z = j)
exists almost every where for u ∈ [0, 1] and 1 ≤ k ≤ |X|, 1 ≤ j ≤ |Z|.
Let Λj,k(η) = {u ∈ [0, 1] : |f ′(u|X = k, Z = j)| ≥ ηf(u|X = k, Z = j)}
and Ωj,k(η) denote collections of disjoint intervals in the set Λj,k(η). We
assume that there exist η0 > 0 and N0 ≥ 0 such that for any η ≥ η0,∑|Z|
j=1
∑|X|
k=1 |Ωj,k(η)| ≤ N0, where |Ωj,k(η)| is the number of disjoint intervals
in Ωj,k(η).
To prove Theorem 2, we will need the following lemma, the proof of which
is given in the online supplement (Jiang, Ye and Liu, 2015b).
Lemma 1. Under the above regularity condition, there exists a slicing
scheme S˜n(·) with |S˜n| = O(|Z|n2/3) such that for sufficiently large n,
Pr
(
M̂I
(
X, S˜n(Y )|Z
)
≥ MI (X,Y |Z)− δ0(n)
)
≥ 1− 4n− 132 log(n).
where δ0(n) = O
(
log(n)
n1/3
)
→ 0 as n→∞.
Theorem 2. First, according to Lemma 1, there exists a slicing scheme
S˜n(·) such that for sufficiently large n,
Pr
(
M̂I
(
X, S˜n(Y )|Z
)
≥ MI (X,Y |Z)− δ0(n)
)
≥ 1− 4n− 132 log(n),
where |S˜n| = O(|Z|n2/3) and δ0(n) = O
(
log(n)
n1/3
)
.
Second, according to the log-gamma inequality (A.4) one can show that
for α0 ≤ |X| and |S˜n| ≥ 2, we have
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|S˜n|∑
h=1
|Z|∑
j=1
 |X|∑
k=1
log Γ
(
n
(h)
j,k + α0/|X|
)
− log Γ
(
n
(h)
j + α0
)
−
|Z|∑
j=1
 |X|∑
k=1
log Γ (nj,k + α0/|X|)− log Γ (nj + α0)

≥
|S˜n|∑
h=1
|Z|∑
j=1
 |X|∑
k=1
log Γ
(
n
(h)
j,k + 1
)
− log Γ
(
n
(h)
j + |X|
)
−
|Z|∑
j=1
 |X|∑
k=1
log Γ (nj,k)− log Γ (nj)

≥
|S˜n|∑
h=1
|Z|∑
j=1
|X|∑
k=1
n
(h)
j,k log
n(h)j,k
n
(h)
j
− |Z|∑
j=1
|X|∑
k=1
nj,k log
(
nj,k
nj
)
− c0
−(|X| − 1.5 + γ0)
|S˜n|∑
h=1
|Z|∑
j=1
log(n
(h)
j )− (γ0 − 0.5)
|Z|∑
j=1
log(nj)
≥ nM̂I
(
X, S˜n(Y )|Z
)
− |Z|(|X| − 1.5 + γ0) log(n/|S˜n|)|S˜n|
−(γ0 − 0.5)|Z| log(n)− c0,
where c0 is a constant that does not depend on n. So,
BF (X|Y, Z) ≥ BF
(
X|S˜n(Y ), Z
)
pi
|S˜n|−1
0 (1− pi0)n−|S˜n|
≥ pi|S˜n|−10 (1− pi0)n−|S˜n|en(M̂I(X,S˜n(Y )|Z)−δ1(n)),
where
δ1(n) =
1
n
[
|Z|(|X| − 1.5 + γ0) log(n/|S˜n|)|S˜n| − (γ0 − 0.5)|Z| log(n) + c0
+|Z|
(
|X| log Γ
(
α0
|X|
)
− log Γ(α0)
)
(|S˜n| − 1)
]
= O
(
|Z|(|X| − 1.5 + γ0) log(n/|S˜n|)|S˜n|
n
)
= O
( |Z|2(|X| − 1.5 + γ0) log(n)
3n1/3
)
.
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Moreover, given log (pi0/(1− pi0)) = −λ0 log(n) and λ0 ≥ 1,
(1− pi0)n−1
(
pi0
1− pi0
)(|S|−1)
≥ 1
e
1
nλ0(|S|−1)
,
and
pi
|S˜n|−1
0 (1− pi0)n−|S˜n| ≥ e−nδ2(n),
where
δ2(n) = O
(
λ0 log(n)|S˜n|
n
)
= O
(
λ0|Z| log(n)
n1/3
)
.
Therefore,
Pr (log [BF (X|Y,Z)] ≥ n [MI (X,Y |Z)− δ(n)]) ≥ 1− 4n− 132 log(n),
where δ(n) =
∑2
i=0 δi(n) = O
(
(λ0+|Z|(|X|−1.5+γ0)/3)|Z| log(n)
n1/3
)
→ 0 as n →
∞. Thus,
BF (X|Y, Z) ≥ en[MI(X,Y |Z)−δ(n)]
almost surely as n→∞.
ACKNOWLEDGEMENTS
This research was supported in part by NSF grants DMS-1007762 and
DMS-1120368.
SUPPLEMENTARY MATERIAL
Supplement to “Bayesian Nonparametric Tests via Sliced In-
verse Modeling”
(doi: xx.xxx; .pdf). We provide additional supporting materials that include
detailed proofs and additional empirical results.
REFERENCES
Anderson, T. W. and Darling, D. A. (1952). Asymptotic theory of certain “goodness
of fit” criteria based on stochastic processes. The Annals of Mathematical Statistics 23
193–212.
Aschard, H., Zaitlen, N., Tamimi, R. M., Lindstro¨m, S. and Kraft, P. (2013). A
nonparametric test to detect quantitative trait loci where the phenotypic distribution
differs by genotypes. Genetic Epidemiology 37 323–333.
Brem, R. B., Yvert, G., Clinton, R. and Kruglyak, L. (2002). Genetic dissection of
transcriptional regulation in budding yeast. Science 296 752–755.
Burke, D. T., Kozloff, K. M., Chen, S., West, J. L., Wilkowski, J. M., Gold-
stein, S. A., Miller, R. A. and Galecki, A. T. (2012). Dissection of complex adult
traits in a mouse synthetic population. Genome Research 22 1549–1557.
32 JIANG, YE AND LIU
Jiang, B. and Liu, J. S. (2014). Variable selection for general index models via sliced
inverse regression. The Annals of Statistics 42 1751–1786.
Jiang, B., Ye, C. and Liu, J. S. (2015a). Non-parametric K-sample tests via dynamic
slicing. To appear in Journal of the American Statistical Association.
Jiang, B., Ye, C. and Liu, J. S. (2015b). Supplement to “Bayesian nonparametric tests
via sliced inverse modeling”. DOI: xx.xxx.
Kass, R. E. and Raftery, A. E. (1995). Bayes factors. Journal of the American Statis-
tical Association 90 773–795.
Lander, E. S. and Botstein, D. (1989). Mapping mendelian factors underlying quanti-
tative traits using RFLP linkage maps. Genetics 121 185–199.
Lander, E. S. and Schork, N. J. (1994). Genetic dissection of complex traits. Science
265 2037–2048.
Li, X. and Chen, C.-P. (2007). Inequalities for the gamma function. Journal of Inequal-
ities in Pure and Applied Mathematics 8 Issue 1 Article 28.
Mann, H. B. and Whitney, D. R. (1947). On a test of whether one of two random
variables is stochastically larger than the other. The Annals of Mathematical Statistics
18 50–60.
Morley, M., Molony, C. M., Weber, T. M., Devlin, J. L., Ewens, K. G., Spiel-
man, R. S. and Cheung, V. G. (2004). Genetic analysis of genome-wide variation in
human gene expression. Nature 430 743–747.
Storey, J. D., Akey, J. M. and Kruglyak, L. (2005). Multiple locus linkage analysis
of genomewide expression in yeast. PLoS Biology 3 e267.
Welch, B. L. (1947). The generalization of “student’s” problem when several different
population variances are involved. Biometrika 34 28–35.
Wilcoxon, F. (1945). Individual comparisons by ranking methods. Biometrics Bulletin
1 80–83.
Zhang, Y. and Liu, J. S. (2007). Bayesian inference of epistatic interactions in case-
control studies. Nature Genetics 39 1167–1173.
Department of Statistics
Harvard University
1 Oxford Street, Cambridge
MA 02138, USA
E-mail: bojiang83@gmail.com
jliu@stat.harvard.edu
Department of Automation
Tsinghua University
Beijing 100084, China
E-mail: yechao1009@gmail.com
