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Abstract
Normalization techniques, such as batch normalization (BN), have led to significant
improvements in deep neural network performances. Prior studies have analyzed
the benefits of the resulting scale invariance of the weights for the gradient descent
(GD) optimizers: it leads to a stabilized training due to the auto-tuning of step
sizes. However, we show that, combined with the momentum-based algorithms,
the scale invariance tends to induce an excessive growth of the weight norms.
This in turn overly suppresses the effective step sizes during training, potentially
leading to sub-optimal performances in deep neural networks. We analyze this
phenomenon both theoretically and empirically. We propose a simple and effective
solution: at each iteration of momentum-based GD optimizers (e.g. SGD or Adam)
applied on scale-invariant weights (e.g. Conv weights preceding a BN layer),
we remove the radial component (i.e. parallel to the weight vector) from the
update vector. Intuitively, this operation prevents the unnecessary update along
the radial direction that only increases the weight norm without contributing to
the loss minimization. We verify that the modified optimizers SGDP and AdamP
successfully regularize the norm growth and improve the performance of a broad
set of models. Our experiments cover tasks including image classification and
retrieval, object detection, robustness benchmarks, and audio classification. Source
code is available at https://github.com/clovaai/AdamP.
1 Introduction
Normalization techniques, such as batch normalization (BN) [1], layer normalization (LN) [2],
instance normalization (IN) [3], and group normalization (GN) [4], have become standard tools for
training deep neural network models. Originally proposed to reduce the internal covariate shift [1],
normalization methods have proven to encourage several desirable properties in deep neural networks,
such as better generalization [1, 5] and the scale invariance [6].
Prior studies have observed that the normalization-induced scale invariance of weights stabilizes the
convergence for the neural network training [6, 7]. We provide a sketch of the argument here. Given
weights w and an input x, we observe that the normalization makes the weights scale-invariant:
Norm(w>x) = Norm(cw>x) ∀c > 0. (1)
The resulting equivalence relation among the weights lets us consider the weights only in terms of
their `2-normalized vectors ŵ := w‖w‖2 on the sphere S
d−1 = {v ∈ Rd : ‖v‖2 = 1}. We refer
to Sd−1 as the effective space, as opposed to the nominal space Rd where the actual optimization
algorithms operate. The mismatch between these spaces results in the discrepancy between the
gradient descent steps on Rd and their effective steps on Sd−1. Specifically, for the gradient descent
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updates, the effective step sizes ‖∆ŵt+1‖2 := ‖ŵt+1 − ŵt‖2 are the scaled versions of the nominal
step sizes ‖∆wt+1‖2 := ‖wt+1 − wt‖2 by the factor 1‖wt‖2 [6]. Since the weight norm ‖wt‖2
generally increases during training [8, 7], the effective step sizes ‖∆ŵt‖2 decrease as the optimization
progresses. The automatic decrease in step sizes stabilizes the convergence of gradient descent
algorithms applied on models with normalization layers: even if the nominal learning rate is set to a
constant, the theoretically optimal convergence rate is guaranteed [7].
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(ours)
GD + momentum
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Figure 1: Optimizer trajectories.
Shown is thewt for the optimization
problem minw − w‖w‖2 ·
w?
‖w?‖2 . Tra-
jectories start from w0 towards the
optimal solution w?. The problem
is invariant to the scale ofw. Video
version in our project page.
In this work, we show that the widely used momentum-based
gradient descent optimizers (e.g. SGD and Adam [9]) drasti-
cally boost up the increase in the weight norms, compared to the
momentum-less counterparts considered in [7], and in turn prema-
turely reduce the effective step sizes ∆ŵt. This leads to a slower
effective convergence for ŵt and potentially sub-optimal model
performances. We illustrate this effect on a 2D toy optimiza-
tion problem in Figure 1. Compared to “GD”, “GD+momentum”
speeds up the norm growth, resulting in a slower effective con-
vergence in S1, though being faster in the nominal space R2.
We propose a simple solution to slow down the step size decay
while maintaining the benefits of momentum. At each iteration
of a momentum-based gradient descent optimizer, we propose to
project out the radial component (i.e. component parallel to w)
from the update, thereby reducing the increase in the weight norm
over time. The procedure does not hinder the loss minimization,
since the loss is constant along the radial direction due to the
scale invariance. We can immediately observe the benefit of our
optimizer in the toy setting in Figure 1. “Ours” suppresses the
norm growth, allowing the momentum-accelerated convergence
in R2 to be transferred to the actual space S1. “Ours” converges
most quickly and achieves the best terminal objective value.
The projection algorithm is simple and readily applicable to vari-
ous optimizers for deep neural networks. We apply this technique
on SGD and Adam (SGDP and AdamP, respectively) and verify
the performance boosts over a diverse set of practical machine
learning tasks including image classification, image retrieval,
object detection, robustness benchmarks, and audio classification.
Our contributions are: conceptual findings that the momentum induces rapid growth of weight norms
(§2); a novel optimization module applicable to general gradient descent algorithms on scale-invariant
weights (§3); a wide set of experiments to show the versatility and effectiveness of our method (§5).
2 Problem
Widely-used normalization techniques in deep networks result in the scale invariance for weights.
We show that momentum-based optimizers, when applied on such scale-invariant parameters, result
in an excessive growth of weight norms during training. This is problematic because the effective
optimization step sizes are inversely proportional to the weight norm; the premature decay of effective
step sizes may lead to sub-optimal model performances. In this section, we provide an analysis of the
weight norm growths and effective step sizes. The analysis motivates our optimizer in §3.
2.1 Normalization layer and scale invariance
For a tensor x ∈ Rn1×···×nr of rank r, we define the normalization operation along the axes k ∈
{0, 1}{1,··· ,r} as Normk(x) = x−µk(x)σk(x) where µk, σk are the mean and standard deviation functions
along the axes k, without axes reduction (to allow broadcasted operations with x). Depending on k,
Normk includes special cases like batch normalization (BN) [1].
For a function f(u), we say that f is scale invariant if f(cu) = f(u) for any c > 0. We then observe
that Norm(·) is scale invariant. In particular, under the context of neural networks,
Norm(w>x) = Norm((cw)>x) (2)
2
for any c > 0, leading to the scale invariance against the weights w preceding the normalization
layer. The norm of such weights ‖w‖2 does not affect the forward f(w) or the backward∇wf(w)
computations of a neural network, where f is the loss function. We may represent the scale-invariant
weights via their `2-normalized vectors ŵ := w‖w‖2 ∈ Sd−1 (i.e. c = 1‖w‖2 ).
2.2 Notations for the optimization steps
−ηpt
ŵt+1ŵt
wt+1
wt
‖∆w
t+
1‖2
‖∆ŵt+1‖2
See the illustration on the right for the summary of notations describing
an optimization step. We write a general gradient descent (GD) algorithm
as:
wt+1 ← wt − ηpt (3)
where η > 0 is the user-defined learning rate. The norm of the difference
‖∆wt+1‖2 := ‖wt+1 − wt‖2 = η‖pt‖2 is referred to as the step size.
When p = ∇wf(w), equation 3 is the vanilla GD algorithm. Momentum-
based variants have more complex forms for p.
In this work, we study the optimization problem in terms of the `2 nor-
malized weights in Sd−1, as opposed to the nominal space Rd. As the
result of equation 3, a virtual step takes place in Sd−1. We refer to the
length of the step ‖∆ŵt+1‖2 = ‖ŵt+1 − ŵt‖2 as the effective step size.
2.3 Effective step sizes for vanilla gradient descent (GD)
We approximate the effective step sizes for the scale-invariant w under the vanilla GD algorithm. We
observe that the scale invariance f(cw) ≡ f(w) leads to the orthogonality:
0 =
∂f(cw)
∂c
= w>∇wf(w). (4)
For example, the vanilla GD update step p = ∇wf(w) is always perpendicular to w. Based on this,
we establish the effective step size for w on Sd−1:
‖∆ŵt+1‖2 :=
∥∥∥∥ wt+1‖wt+1‖2 − wt‖wt‖2
∥∥∥∥
2
≈
∥∥∥∥ wt+1‖wt‖2 − wt‖wt‖2
∥∥∥∥
2
=
‖∆wt‖2
‖wt‖2 (5)
where the approximation assumes 1‖wt+1‖2 − 1‖wt‖2 = o(η), which holds when pt ⊥ wt as in the
vanilla GD. We have thus derived that the effective step size on Sd−1 is inversely proportional to the
weight norm, in line with the results in [6].
Having established the relationship between the effective step sizes and the weight norm, we derive
the formula for its growth under the vanilla GD optimization.
Lemma 2.1 (Norm growth by vanilla GD). For a scale-invariant parameter w and the vanilla GD,
where pt = ∇wf(wt),
‖wt+1‖22 = ‖wt‖22 + η2‖pt‖22. (6)
The lemma follows from the orthogonality in equation 4 and the Pythagorean theorem. It follows
that the norm of a scale-invariant parameter ‖w‖2 is monotonically increasing and consequently
decreases the effective step size for w, as shown in Figure 1. [7] has further shown that GD with the
above adaptive step sizes converges to a stationary point at the theoretically optimal convergence rate
O(T−1/2) under a fixed learning rate η = C.
2.4 Rapid norm growth for the momentum-based GD
Momentum is designed to accelerate the convergence of gradient-based optimization by letting
w escape high-curvature regions and cope with small and noisy gradients [10]. It has become an
indispensable ingredient for training modern deep neural networks. A momentum update follows:
wt+1 ← wt − ηpt
pt ← βpt−1 +∇wtf(wt)
(7)
for steps t ≥ 0, where β ∈ (0, 1) and p−1 is initialized at 0. Note that the step direction pt and the
parameter wt may not be perpendicular anymore. We show below that momentum increases the
weight norm under the scale invariance, even more so than does the vanilla GD.
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Lemma 2.2 (Norm growth by momentum). For a scale-invariant parameter w updated via equa-
tion 7, we have
‖wt+1‖22 = ‖wt‖22 + η2‖pt‖22 + 2η2
t−1∑
k=0
βt−k‖pk‖22. (8)
Proof is in the Appendix A. Comparing Lemma 2.1 and 2.2, we notice that the formulation is identical,
except for the last term on the right hand side of Lemma 2.2. This term is not only non-negative, but
also is an accumulation of the past updates. This additional term results in the significantly accelerated
increase of weight norms when the momentum is used. We derive a more precise asymptotic ratio of
the weight norms for the GD with and without momentum below.
Corollary 2.3 (Asymptotic norm growth comparison). Let ‖wGDt ‖2 and ‖wGDMt ‖2 be the weight
norms at step t ≥ 0, following the recursive formula in Lemma 2.1 and 2.2, respectively. We assume
that the norms of the updates ‖pt‖2 for GD with and without momentum are identical for every t ≥ 0.
We further assume that the sum of the update norms is non-zero and bounded: 0 <
∑
t≥0 ‖pt‖22 <∞.
Then, the asymptotic ratio between the two norms is given by:
‖wGDMt ‖22 − ‖w0‖22
‖wGDt ‖22 − ‖w0‖22
−→ 1 + 2β
1− β as t→∞. (9)
Proof in the Appendix A. While the identity assumption for ‖pt‖2 between GD with and without
momentum is strong, the theory is designed to illustrate an approximate norm growth ratios between
the algorithms. For a popular choice of β = 0.9, the factor is as high as 1 + 2β/(1− β) = 19. In
§3.2, we empirically demonstrate the momentum-induced norm increase.
3 Method
We have studied the accelerated norm growth for scale-invariant weights (e.g. those preceding a
normalization layer) under the momentum. In this section, we propose a projection-based solution
that regularizes the momentum-induced norm growth and improves model performances.
3.1 Our method: Projected updates
pt
βpt−1
wt
ΠwtProjection
∇wf(wt)
Gradient
Momentum
Ours
Πwt(pt)
Figure 2: Method. Vector directions
of the gradient, momentum, and ours.
We remove the accumulated error term in Lemma 2.2, while
retaining the benefits of momentum, through a simple modifi-
cation. Let Πw(·) be a projection onto the tangent space of w:
Πw(x) := x− (ŵ · x)ŵ. (10)
We apply Πw(·) to the momentum update p (e.g. equation 7)
to remove the radial component, which only accumulates the
weight norms without contributing to the loss minimization.
Our modified update rule is:
wt+1 = wt − ηqt,
qt =
{
Πwt(pt) if w
>∇wf(w) < δ
pt otherwise.
(11)
Instead of manually registering weights preceding normalization layers, our algorithm automatically
detects scale invariances with the criterion w>∇wf(w) < δ for user convenience. The proposed
update rule makes a scale-invariant parameter w perpendicular to its update step q. It follows then
that the rapid weight norm accumulation shown in Lemma 2.2 is alleviated back to the vanilla gradient
descent growth rate in Lemma 2.1 due to the orthogonality:
‖wt+1‖22 = ‖wt‖22 + η2‖qt‖22. (12)
The proposed method is readily adaptable to existing gradient-based optimization algorithms like SGD
and Adam. Their modifications, SGDP and AdamP are shown in Algorithms 1 and 2, respectively
(Modifications are colorized). Note that for Adam the projection is applied on the Adam momentum.
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Algorithm 1: SGDP
Require: Learning rate η > 0, momentum
β > 0, thresholds δ, ε > 0.
1: while wt not converged do
2: pt ← βpt−1 +∇wft(wt)
3: if wt · ∇wf(wt) < δ then
4: wt+1 ← wt − ηΠwt(pt)
5: else
6: wt+1 ← wt − η pt
7: end if
8: end while
Algorithm 2: AdamP
Require: Learning rate η > 0, momentum
0 < β1, β2 < 1, thresholds δ, ε > 0.
1: while wt not converged do
2: mt ← β1mt−1 + (1− β1)∇wft(wt)
3: vt ← β2vt−1 + (1− β2)(∇wft(wt))2
4: pt ←mt/(√vt + ε)
5: if wt · ∇wf(wt) < δ then
6: wt+1 ← wt − ηΠwt(pt)
7: else
8: wt+1 ← wt − η pt
9: end if
10: end while
3.2 Empirical analysis of effective step sizes
To verify that the proposed projection reduces the excessive norm growth and slows down the decay
of effective step sizes, we design a set of controlled experiments. We train ResNet18 [11] models
on ImageNet [12] for 100 epochs with the vanilla SGD, momentum SGD, and SGDP (ours). We
measure the average `2 norm of the scale-invariant parameters ‖wlt‖2 across iterations t in each
epoch and across scale-invariant layers l in the model2. The averaged effective step sizes ‖∆ŵt‖2
are also reported. We use the step decay schedule for ηt: multiply with factor 0.1 at every 30 epochs.
The step decay scheduling is a practical and effective scheme used by many applications.
Figure 3 shows the trends for the three optimizers. Compared to vanilla SGD, momentum SGD
exhibits a steep increase in ‖w‖2, resulting in a quick drop in the effective step sizes, validating
Lemma 2.2. SGDP, on the other hand, does not allow the norm to increase far beyond the level of
vanilla SGD. It maintains the effective step size at a comparable magnitude as the vanilla SGD does.
Final performances reflect the benefit of the regularized norm growths. While momentum itself is a
crucial ingredient for improved model performances [10], further gain is possible by regularizing the
norm growth. Compared to the momentum SGD performance (66.6% accuracy), SGDP achieves
69.0% accuracy. SGDP fully realizes the performance gain from the momentum by not overly
suppressing the effective step sizes. We have reached the same observations and conclusions with
Adam and AdamP (ours).
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Figure 3: Empirical analysis of optimizers. Weight norms ‖w‖2 (left), effective step sizes ‖∆ŵt‖2 (center),
and accuracies (right) for ResNet18 trained on ImageNet with variants of SGD.
4 Related work
We provide a brief overview of related prior work. A line of work is dedicated to the development
general and effective optimizers, such as Adagrad [13], Adam [9], and RMSprop. Researchers
have sought strategies to improve Adam through e.g. improved convergence [14], warmup learning
rate [15], moving average [16], Nesterov momentum [17], and rectified weight decay [18]. Another
line of researches studies existing optimization algorithms in greater depth. For example, [6, 7, 19]
have delved into the effective learning rates on scale-invariant weights. This paper at the intersection
between the two. We study the issues when momentum-based optimizers are applied on scale-
invariant weights. We then propose a new optimization method to address the problem.
2`2 norm is taken channel-wise because BN computes the mean and variance per channel.
5
5 Experiments
In this section, we demonstrate the effectiveness of our projection module for training scale-invariant
weights with momentum-based optimizers. We experiment over various real-world tasks and datasets.
From the image domain, we show results on ImageNet classification (§5.1), object detection (§5.2),
and robustness benchmarks (§5.3). From the audio domain, we study music tagging, speech recogni-
tion, and sound event detection (§5.4). Finally, the metric learning experiments with `2 normalized
embeddings (§5.5) show that our method works also on the scale invariances that do not originate
from the statistical normalization. In the above set of experiments, we show that the proposed modifi-
cations (SGDP and AdamP) bring consistent performance gains against the baselines (SGD [20] and
Adam [9]). We provide the implementation details in the Appendix C.
5.1 Image classification
Batch normalization (BN) and momentum-based optimizer are standard techniques to train state-of-
the-art image classification models [11, 21, 22]. We evaluate the proposed method with ResNet [11],
one of the most popular and powerful architectures on ImageNet, and MobileNetV2 [22], a relatively
lightweight model with ReLU6 and depthwise convolutions, on the ImageNet-1K benchmark [12].
For ResNet, we employ the training hyperparameters in [11]. For MobileNetV2, we have searched
for the best setting, as it is generally difficult to train it with the usual settings. We use the cosine
annealed learning rates for all experiments.
Our optimizers SGDP and AdamP are compared against their corresponding baselines in Table 1.
Across the spectrum of network sizes from MobileNetV2 to ResNet50, our optimizers outperform
the baselines. Even when the state-of-the-art CutMix [23] regularization is applied, our optimizers
bring further gains.
Table 1: ImageNet classification. Accuracies of state-of-the-art networks trained with SGDP and AdamP.
Architecture # params SGD [20] SGDP (ours) Adam [9] AdamP (ours)
MobileNetV2 [22] 3.5M 71.61 72.18 (+0.57) 72.12 72.57 (+0.45)
ResNet18 [11] 11.7M 70.28 70.73 (+0.45) 70.41 70.81 (+0.40)
ResNet50 [11] 25.6M 76.64 76.71 (+0.07) 76.65 76.94 (+0.29)
ResNet50 [11] + CutMix [23] 25.6M 77.61 77.72 (+0.11) 78.00 78.31 (+0.31)
Table 2: Weight decay. Optimizer perfor-
mances for training ResNet18 on ImageNet.
Baseline w/o weight decay
SGD 70.28 67.94 (-2.38)
SGDP (ours) 70.73 70.21 (-0.52)
Adam 70.41 68.52 (-1.89)
AdamP (ours) 70.81 70.50 (-0.31)
Impact of weight decay. Projection is not the only way
to suppress the norm increases. Weight decay (WD) is
another simple way to regularize them. Note that WD is
used throughout our experiments. We study the effects
of removing WD for each optimizer considered. Table 2
shows the results. Removing WD results in performance
drops, signifying the importance of the weight norm reg-
ularization. For SGDP and AdamP, however, the drops
are less dramatic. As our optimizers already regularize the
norm growth, the models rely less on WD for suppressing
the norms. Our method thus lifts the burden for practitioners to choose WD carefully. We report the
weight norms and effective step sizes for various WD values in the Appendix D.
5.2 Object detection
Table 3: MS-COCO object detection. Average
precision (AP) scores of CenterNet and SSD trained
with Adam and AdamP optimizers.
Model Initialize Adam AdamP (ours)
CenterNet [24] Scratch 26.57 27.11 (+0.54)
CenterNet [24] ImageNet 28.29 29.05 (+0.76)
SSD [25] Scratch 27.10 27.97 (+0.87)
SSD [25] ImageNet 28.39 28.67 (+0.28)
Object detection is another widely-used real-world
task where the models often include normalization
layers and are trained with momentum-based opti-
mizers. We study the two detectors CenterNet [24]
and SSD [25] to verify that the proposed optimizers
are also applicable to various objective functions be-
yond the classification task. The detectors are either
initialized with the ImageNet-pretrained network
(official PyTorch models) or trained from scratch,
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in order to separate the effect of our method from that of the pretraining. ResNet18 [11] and VGG16
BN [26] are used for the CenterNet and SSD backbones, respectively. In Table 3, we report average
precision performances based on the MS-COCO [27] evaluation protocol. We observe that AdamP
boosts the performance against the baselines. It demonstrates the versatility of our optimizers.
5.3 Robustness
Model robustness is an emerging problem in real-world applications of machine learning. Due to the
inherent difficulty of the problem, methods typically involve complex optimization problems. We
examine how our optimizers stabilize the complex optimization problems.
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Figure 4: Adversarial training. Learning
curves by Adam and AdamP.
Adversarial robustness. Adversarial training alterna-
tively optimizes a minimax problem where the inner op-
timization is an adversarial attack and the outer optimiza-
tion is the standard classification problem. Adam is com-
monly used for the adversarial training in order to handle
the complexity of the optimization. The adversarial ro-
bustness remains a difficult problem; even the current
best solutions have large generalization gaps between the
standard accuracies and attacked accuracies [28, 29].
In our experiments, we train Wide-ResNet [30] with the
projected gradient descent (PGD) [31] attacks. We use
10 inner PGD iterations and ε = 80/255 for the L2 PGD
attack and ε = 4/255 for the L∞ PGD attack. Figure 4
shows the effect of AdamP. By handling the effective step
sizes, AdamP achieves a faster convergence than Adam
(less than half the epochs required); loss plots in the Ap-
pendix. AdamP brings more than +9.3 pp performance
gap in all settings.
Robustness against real-world biases. Cross-bias generalization problem [32] tackles the scenario
where the training and test distributions have different real-world biases. This often occurs when
the training-set biases provide an easy shortcut to solve the problem: e.g., using the snow cues for
recognizing snowmobiles. [32] has proposed the ReBias scheme based on the minimax optimization,
where the inner problem maximizes the independence between an intentionally biased representation
and the target model of interest and the outer optimization solves the standard classification problem.
As for the adversarial training, [32] has employed the Adam to handle the complex optimization.
We follow the two cross-bias generalization benchmarks proposed by [32]. The first benchmark is
the Biased MNIST, the dataset synthesized by injecting colors on the MNIST background pixels.
Each sample is colored according to a pre-defined class-color mapping with probability ρ. The color
is selected at random with 1 − ρ chance. For example, ρ = 1.0 leads a completely biased dataset
and ρ = 0.1 leads to an unbiased dataset. Each model is trained on the ρ-biased MNIST and tested
on the unbiased MNIST. We train a stacked convolutional network with BN and ReLU. The second
benchmark is the 9-Class ImageNet representing the real-world biases, such as textures [33]. The
unbiased accuracy is measured by pseudo-labels generated by the texture clustering. We also report
the performance on ImageNet-A [34], the collection of failure samples of existing CNNs.
In Table 4, we observe that AdamP consistently outperforms Adam in all the benchmarks. AdamP is
a good alternative to Adam for difficult optimization problems applied on scale-invariant parameters.
Table 4: Real-world bias robustness. Biased MNIST and 9-Class ImageNet benchmarks with ReBias [32].
Optimizer Biased MNIST Unbiased acc. at ρ 9-Class ImageNet
.999 .997 .995 .990 avg. Biased UnBiased IN-A [34]
Adam 22.9 63.0 74.9 87.0 61.9 93.8 92.6 31.2
AdamP (ours) 30.5 (+7.5) 70.9 (+7.9) 80.9 (+6.0) 89.6 (+2.6) 68.0 (+6.0) 95.2 (+1.4) 94.5 (+1.8) 32.9 (+1.7)
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5.4 Audio classification
We evaluate the proposed optimizer on three different audio classification tasks with different physical
properties: music clips, verbal audios, and acoustic signals. For automatic music tagging, we use the
MagnaTagATune (MTAT) benchmark [35] with 21k samples and 50 tags. Each clip contains multiple
tags. We also use the Speech Commands dataset [36] for the keyword spotting task (106k samples,
35 classes, one-hot label). For acoustic signals, we use the sound event detection dataset from the
DCASE 2017 challenge [37] (53k samples, 17 tags), where each audio has multiple tags.
We trained the Harmonic CNN [38] on the three benchmarks. Harmonic CNN consists of data-driven
harmonic filters, stacked convolutional filters with BN. Audio datasets are usually smaller than the
image datasets and are multi-labeled, posing another set of difficulty for the optimization problem.
[38] has employed the mixed optimizer with Adam and SGD proposed by [39]. Instead of the mixture
solution, we have searched the best hyperparameters for the Adam baseline and our AdamP on a
validation set. The results are given in Table 5. AdamP shows better performance than the baselines,
without having to adopt the complex mixture of Adam and SGD. The audio experiments signify the
superiority of AdamP for training scale-invariant weights on a non-image domain.
Table 5: Audio classification. Results on three audio classification tasks with Harmonic CNN [38].
Optimizer Music Tagging [35] Keyword Spotting [36] Sound Event Tagging [37]
ROC-AUC PR-AUC Accuracy F1 score
Adam + SGD [39] 91.27 45.67 96.08 54.60
Adam 91.12 45.61 96.47 55.24
AdamP (ours) 91.35 (+0.23) 45.79 (+0.18) 96.89 (+0.42) 56.04 (+0.80)
5.5 Retrieval
In the previous experiments, we have examined the scale invariances induced by the batch nor-
malization (BN). Here, we consider another source of scale invariance, `2 normalization. Like
BN, `2 normalization induces the scale invariance in the preceding weights. It is widely used in
retrieval tasks for more efficient distance computations and better performances. We fine-tune the
ImageNet-pretrained ResNet-50 network on CUB [40], Cars-196 [41], In-Shop Clothes [42] and
Stanford Online Products (SOP) [43] benchmarks with the semi-hard mined triplet margin loss [44]
and the ProxyAnchor loss [45]. We follow the official implementation of ProxyAnchor [45]. In
Table 6, we observe that AdamP outperforms Adam over all four image retrieval datasets. The results
support the superiority of AdamP for networks with `2 normalized embeddings.
Table 6: Image retrieval. Recall@1 on CUB, Cars-196, InShop, and SOP datasets. ImageNet-pretrained
ResNet50 networks are fine-tuned by the triplet (semi-hard mining) [44] or the ProxyAnchor (PA) [45] loss.
Optimizer CUB Cars-196 InShop SOP
Triplet PA Triplet PA Triplet PA Triplet PA
Adam 57.9 69.3 59.8 86.7 62.7 85.2 62.0 76.5
AdamP (ours) 58.2 (+0.3) 69.5 (+0.2) 59.9 (+0.2) 86.9 (+0.2) 62.8 (+0.0) 87.4 (+2.2) 62.6 (+0.6) 78.0 (+1.5)
6 Conclusion
We have demonstrated that the momentum-based optimizers induce an excessive growth of the scale-
invariant weight norms. The growth of weight norms slow down the progress of effective optimization
steps, potentially leading to sub-optimal performances. The problem is prevalent in the training of
modern deep neural networks: momentum-based optimizers such as SGD and Adam are standard
techniques and often a large proportion of weights are scale-invariant due to the omnipresence of
batch normalization in widely-used models. We propose a simple and effective solution: projecting
out the radial component from the optimization update at every iteration. We have demonstrated that
the resulting SGDP and AdamP successfully suppress the weight norm growth and train a model
at an unobstructed speed. Empirically, our optimizers have demonstrated their superiority over the
baselines on various real-world data.
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Appendix
This document provides additional materials for the main paper. Content includes the proofs (§A),
detailed experimental setups (§B and §C), and the additional analysis on the learning rate scheduling
and weight decay (§D).
A Proofs for the claims
We provide proofs for Lemma 2.2 and Corollary 2.3 in the main paper.
Lemma A.1 (Monotonic norm growth by the momentum). For a scale-invariant parameter w
updated via equation 7, we have
‖wt+1‖22 = ‖wt‖22 + η2‖pt‖22 + 2η2
t−1∑
k=0
βt−k‖pk‖22. (A.1)
Proof. From equation 7, we have
‖wt+1‖22 = ‖wt‖22 + η2‖pt‖22 − 2ηwt · pt (A.2)
It remains to prove that wt · pt = −η
∑t−1
k=0 β
t−k‖pk‖22. We prove by induction on t ≥ 0.
First, when t = 0, we have w0 · p0 = w0 · ∇wf(w0) = 0 because of equation 4.
Now, assuming that wτ · pτ = −η
∑τ−1
k=0 β
τ−k‖pk‖22, we have
wτ+1 · pτ+1 = wτ+1 · (βpτ +∇wf(wτ+1)) = βwτ+1 · pτ = β(wτ − ηpτ ) · pτ (A.3)
= −βη
τ−1∑
k=0
βτ−k‖pk‖22 − βη‖pτ‖22 = −η
τ∑
k=0
βτ−k+1‖pk‖22 (A.4)
which completes the proof.
Corollary A.2 (Asymptotic norm growth comparison). Let ‖wGDt ‖2 and ‖wGDMt ‖2 be the weight
norms at step t ≥ 0, following the vanilla gradient descent growth (Lemma 2.1) and momentum-based
gradient descent growth (Lemma 2.2), respectively. We assume that the norms of the updates ‖pt‖2
for GD with and without momentum are identical for every t ≥ 0. We further assume that the sum
of the update norms is non-zero and bounded: 0 <
∑
t≥0 ‖pt‖22 <∞. Then, the asymptotic ratio
between the two norms is given by:
‖wGDMt ‖22 − ‖w0‖22
‖wGDt ‖22 − ‖w0‖22
−→ 1 + 2β
1− β as t→∞. (A.5)
Proof. From Lemma 2.1 and Lemma 2.2, we obtain
‖wGDt ‖22 − ‖w0‖22 = η2
t−1∑
k=0
‖pk‖22 (A.6)
‖wGDMt ‖22 − ‖w0‖22 = η2
t−1∑
k=0
‖pk‖22 + 2η2
t−1∑
k=0
(
t−1−k∑
l=1
βl
)
‖pk‖22. (A.7)
Thus, the corollary boils down to the claim that
Ft :=
∑t
k=0
(∑t−k
l=1 β
l
)
Ak∑t
k=0Ak
−→ β
1− β as t→∞ (A.8)
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where Ak := ‖pk‖22.
Let  > 0. We will find a large-enough t that bounds Ft around β1−β by a constant multiple of .
We first let T be large enough such that ∑
k≥T+1
Ak ≤  (A.9)
which is possible because
∑
t≥0At <∞. We then let T ′ be large enough such that
β
1− β −
T ′∑
l=1
βl ≤ 
T maxk Ak
(A.10)
which is possible due to the convergence of the geometric sum and the boundedness of Ak (because
its infinite sum is bounded).
We then define t = T + T ′ and break down the sums in Ft as follows:
Ft =
∑T
k=0
(∑T+T ′−k
l=1 β
l
)
Ak +
∑T+T ′
k=T+1
(∑T+T ′−k
l=1 β
l
)
Ak∑T
k=0Ak +
∑T+T ′
k=T+1Ak
(A.11)
=
∑T
k=0
(
β
1−β + r1()
)
Ak + r2()∑T
k=0Ak + r3()
(A.12)
≤
β
1−β
∑T
k=0Ak + T maxk Akr1() + r2()∑T
k=0Ak + r3()
(A.13)
where r1, r2, and r3 are the residual terms that are bounded as follows:
|r1()| ≤ 
T maxk Ak
(A.14)
by equation A.10 and
|r2()| ≤ (1− β)
β
and |r3()| ≤  (A.15)
by equation A.9.
It follows that ∣∣∣∣Ft − β1− β
∣∣∣∣ ≤
∣∣∣∣∣−
β
1−β r3() + T maxk Akr1() + r2()∑T
k=0Ak + r3()
∣∣∣∣∣ (A.16)
≤ 1∑T
k=0Ak
(
β
1− β +
1− β
β
+ 1
)
 (A.17)
≤ 1
M
(
β
1− β +
1− β
β
+ 1
)
 (A.18)
due to the triangular inequality and the positivity of r3. M > 0 is a suitable constant independent of
T .
B Toy example details
We describe the details of the toy example in Figure 1. We solve the following optimization problem:
min
w
w
‖w‖2 ·
w?
‖w?‖2 (B.1)
where w and w? are 2-dimensional vectors. The problem is identical to the maximization of the
cosine similarity between w and w?. We set the w? to (0,−1) and the initial w to (0.001, 1).
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Table C.1: Dataset statistics. Summary of the dataset specs used in the experiments.
Task Dataset #classes #samples Note
Image classification ImageNet-1k [12] 1,000 ≈ 1.33M
Object detection MS-COCO [27] 80 ≈ 123k
Robustness
CIFAR-10 [47] 10 ≈ 60k
Biased-MNIST [48, 32] 10 ≈ 60k colors are injected to be biased
9-Class ImageNet [12, 32] 9 ≈ 57k a subset of ImageNet-1k [12]
9-Class ImageNet-A [34, 32] 9 617 a subset of ImageNet-A [34]
Audio classification
MagnaTagATune [35] 50 ≈ 21k mutl-labeled dataset
Speech Commands [36] 35 ≈ 106k
DCASE 2017 task 4 [37] 17 ≈ 53k mutl-labeled dataset
Image retrieval
CUB [40] 200 ≈ 12k tr classes (100), te classes (100)
Cars-196 [41] 196 ≈ 16k tr classes (98), te classes (98)
In-Shop Clothes [42] 7,982 ≈ 53k tr classes (3,997), te classes (3985)
SOP [43] 22,634 ≈ 120k tr classes (11,318), te classes (11,316)
This toy example has two interesting properties. First, the normalization term makes the optimal w
for the problem not unique: if w? is optimal, then cw? is optimal for any c > 0. In fact, the cost
function is scale-invariant. Second, the cost function is not convex.
As demonstrated in Figure 1 and videos attached in our project page3, the momentum gradient method
fails to optimize equation B.1 because of the excessive norm increases. In particular, our simulation
results show that a larger momentum induces a larger norm increase (maximum norm 2.93 when
momentum is 0.9, and 27.87 when momentum is 0.99), as we shown in the main paper § 2.4. On the
other hand, our method converges most quickly, among the compared methods, by taking advantage
of the momentum-induced accelerated convergence, while avoiding the excessive norm increase.
C Experiments settings
We describe the experimental settings in full detail for reproducibility.
C.1 Common settings
All experiments are conducted based on PyTorch. SGDP and AdamP are implemented to handle
channel-wise (e.g. batch normalization [1] and instance normalization [3]) and layer-wise normaliza-
tion (layer normalization [2]). Based on the empirical measurement of the inner product between the
weight vector and the corresponding gradient vector for scale-invariant parameters (they are supposed
to be orthogonal), we set the δ in Algorithms 1 and 2 to 0.1. We use the decoupled weight decay [18]
for SGDP and AdamP in order to separate the gradient due to the weight decay from the gradient due
to the loss function. Please refer to the attached codes: sgdp.py and adamp.py for further details.
C.2 Image classification
Experiments involving ResNet [11] are conducted based on the standard settings : learning rate 0.1,
weight decay 10−4, batch-size 256, momentum 0.9 with Nesterov [20] for SGD and SGDP. For
Adam and AdamP, we use the learning rate 0.001, weight decay 10−4, batch-size 256, β1 0.9, β2
0.999,  10−8. We use decoupled weight decay [18] for all experiments in image classification.
For training MobileNetV2 [22], we have additionally used label-smoothing and large batch size 1024,
and have searched the best learning rates and weight decay values for each optimizer.
The training sessions are run for 100 epochs (ResNet18, ResNet50) or 150 epochs (MobileNetV2,
ResNet50 + CutMix) with the cosine learning rate schedule [49] on a machine with four NVIDIA
V100 GPUs.
3https://clovaai.github.io/AdamP/
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C.3 Object detection
Object detection performances have been measured on the MS-COCO dataset [27] with two popular
object detectors: CenterNet [24] and SSD [25]. We adopt the CenterNet with ResNet18 [11] backbone
and the SSD with VGG16 BN [26] backbone as baseline detectors. CenterNet has been trained for
140 epochs with learning rate 2.5× 10−4, weight decay 10−5, batch size 64, and the cosine learning
rate schedule. SSD has been trained for 110 epochs with learning rate 10−4, weight decay 10−5,
batch size 64, and the step learning rate schedule which decays learning rates by 1/10 at 70% and
90% of training.
C.4 Robustness
C.4.1 Adversarial training
Adversarial robustness benchmark results have been reproduced using the unofficial PyTorch im-
plementation of the adversarial training of Wide-ResNet [30]4 for the CIFAR-10 attack challenge5.
Projected gradient descent (PGD) attack variants [31] have been used as the threat model for the all
the experiments. We employed 10 inner PGD iterations and ε = 80/255 for the L2 PGD attack and
ε = 4/255 for the L∞ PGD attack. In all the experiments, Wide-ResNet-34-10 have been trained
with the PGD threat model. The models have been trained for 200 epochs with learning rate 0.01,
weight decay 0.0002, batch size 128, and the step learning rate schedule which decays learning rates
by 1/10 at epochs 100 and 150. Table C.2 shows the detailed results.
Table C.2: Adversarial training. Standard and attacked accuracies of PGD-adversarially trained Wide-ResNet
on CIFAR-10.
Attack Method Optimizer Standard Acc Attacked Acc
`∞ (ε = 4/255)
Adam 80.12 56.58
AdamP 89.85 (+9.73) 66.28 (+9.70)
`2 (ε = 80/255)
Adam 84.14 70.33
AdamP 93.46 (+9.32) 83.59 (+13.26)
C.4.2 Robustness against real-world biases
We follow the two cross-bias generalization benchmarks proposed by [32]. We refer [32] for interested
readers. For all experiments, the batch size is 256 and 128 for Biased MNIST and 9-Class ImageNet,
respectively. For Biased MNIST, the initial learning rate is 0.001, decayed by factor 0.1 every 20
epochs. For 9-Class ImageNet, the learning rate is 0.001, decayed by cosine annealing. We train the
fully convolutional network and ResNet18 for 80 and 120 epochs, respectively. The weight decay is
10−4 for all experiments.
C.5 Audio classification
Dataset. Three datasets with different physical properties are employed as the audio benchmarks.
We illustrate the statistics in Table C.1. The music tagging is a multi-label classification task for
the prediction of user-generated tags, e.g., genres, moods, and instruments. We use a subset of
MagnaTagATune (MTAT) dataset [35] which contains ≈21k audio clips and 50 tags. The average of
tag-wise Area Under Receiver Operating Characteristic Curve (ROC-AUC) and Area Under Precision-
Recall Curve (PR-AUC) are used as the evaluation metrics. Keyword spotting is a primitive speech
recognition task where an audio clip containing a keyword is categorized among a list of limited
vocabulary. We use the Speech Commands dataset [36] which contains ≈ 106k samples and 35
command classes such as “yes”, “no”, “left”, “right”. The accuracy metric is used for the evaluation.
Acoustic sound detection is a multi-label classification task with non-music and non-verbal audios.
We use the “large-scale weakly supervised sound event detection for smart cars” dataset used for the
DCASE 2017 challenge [37]. It has ≈53k audio clips with 17 events such as “Car”, “Fire truck”, and
“Train horn”. For evaluation, we use the F1-score by setting the prediction threshold as 0.1.
4https://github.com/louis2889184/pytorch-adversarial-training
5https://github.com/MadryLab/cifar10_challenge
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Training setting. We use the 16kHz sampling rate for the all experiments, and all hyperparameters,
e.g., the number of harmonics, trainable parameters, are set to the same as in [38]. The official
implementation by [38]6 is used for all the experiments. We compare three different optimizers,
Adam, AdamP (ours), and the complex mixture of Adam and SGD proposed by [39].
For the mixture of Adam and SGD, we adopt the same hyperparameters as in the previous papers [39,
38]. The mixed optimization algorithm first runs Adam for 60 epochs with learning rate 10−4. After
60 epochs, the model with the best validation performance is selected as the initialization for the
second phase. During the second phase, the model is trained using SGD for 140 epochs with the
learning rate 10−4, decayed by 1/10 at epochs 20 and 40. We use the weight decay 10−4 for the
optimizers.
To show the effectiveness of our method, we have searched the best hyperparameters for the Adam
optimizer on the MTAT validation dataset and have transferred them to AdamP experiments. As the
result of our search, we set the weight decay as 0 and the initial learning rate as 0.0001 decayed by
the cosine annealing scheduler. The number of training epochs are set to 100 for MTAT dataset and
30 for SpeechCommand and DCASE dataset. As a result, we observe that AdamP shows superior
performances compared to the complex mixture, with a fewer number of training epochs (200→ 30).
C.6 Retrieval
Dataset. We use four retrieval benchmark datasets. For the CUB [40] dataset which contains bird
images with 200 classes, we use 100 classes for training and the rest for evaluation. For evaluation,
we query every test image to the test dataset, and measure the recall@1 metric. The same protocol
is applied to Cars-196 [41] (196 classes) and SOP [43] (22,634 classes) datasets. For InShop [42]
experiments, we follow the official benchmark setting proposed by [42]. We summarize the dataset
statistics in Table C.1
Training setting. For the all experiments, we use the same backbone network and the same training
setting excepting the optimizer and the loss function. The official implementation by [45]7 is used for
the all experiments.
We use the Pytorch official ImageNet-pretrained ResNet50 model as the initialization. During the
training, we freeze the BN statistics as the ImageNet statistics (eval mode in PyTorch). We replace
the global average pooling (GAP) layer of ResNet with the summation of GAP and global max
pooling layer as in the implementation provided by [45]. Pooled features are linearly mapped to the
512 dimension embedding space and `2-normalized.
We set the initial learning rate 10−4, decayed by the factor 0.5 for every 5 epochs. Every mini-batch
contains 120 randomly chosen samples. For the better stability, we train only the last linear layer for
the first 5 epochs, and update all the parameters for the remaining steps. The weight decay is set to 0.
D Analysis with learning rate schedule and weight decay
In Figure 3, we analyze the norm growth of scale-invariant parameters and the corresponding change
in effective step-size. We provide extended results of this experiment by measuring norm growth
and effective step-size for SGD, SGDP, Adam and AdamP under various weight decay values. The
experiment is based on ResNet18 trained on the ImageNet dataset, and the network was trained for
100 epoch in the standard setting as in C.2. We have analyzed the impact of learning rate schedule and
weight decay for the scale-invariant parameters. Figure D.1 and Figure D.2 show the results of SGD
and SGDP under the step-decay and cosine-annealing learning rate schedules, respectively. The same
results for Adam and AdamP are shown in Figures D.3 and Figure D.4. We have used the optimal
weight decay value of the baseline as the reference point and changed the weight decay values. We
write the weight decay in each experiment in relative values with respect to the corresponding optimal
values.
In all considered settings, SGDP and AdamP effectively prevent the norm growth, which prevents
the rapid decrease of the effective step sizes. SGDP and AdamP shows better performances than the
6https://github.com/minzwon/data-driven-harmonic-filters
7https://github.com/tjddus9597/Proxy-Anchor-CVPR2020
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baselines. Another way to prevent the norm growth is to control the weight decay. However, this
way of norm adjustment is sensitive to the weight decay value and results in poor performances as
soon as non-optimal weight decay values are used. Figure D.1 and D.3 shows that the learning curves
are generally sensitive to the weight decay values even showing abnormalities such as the gradual
increase of the effective step sizes. On the other hand, SGDP and AdamP prevent rapid norm growth
without weight decay, leading to smooth effective step size reduction. SGDP and AdamP are not
sensitive to the weight decay values.
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Figure D.1: Norm value analysis: SGD + step learning rate decay.
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Figure D.2: Norm value analysis: SGD + cosine learning rate decay. SGD (wd=10−4) and SGDP (wd=10−5)
are the same setting as the reported numbers in Table 1
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Figure D.3: Norm value analysis: Adam + step learning rate decay.
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Figure D.4: Norm value analysis: Adam + cosine learning rate decay. Adam (wd=10−4) and AdamP (wd=10−6)
are the same setting as the reported numbers in Table 1
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