In the context of multiconjugate adaptive optics, the optimum linear estimation of a wave-front phase for a target object using the phases of several surrounding natural guide stars (NGS's) is studied. A Wiener-filtertype estimator is constructed. The minimum residual wave-front-phase (tomographic) error depends on the turbulence vertical profile, and for typical profiles it is almost insensitive to the presence of strong layers, contrary to current belief. Tomographic error is characterized by a new parameter ␦ K , equivalent profile thickness, which depends on the NGS number K (typically ␦ 5 ϭ 0.5 km). The angular radius of the NGS configuration must not exceed r 0 /␦ K . Exact profile knowledge is not required. When the optimized filters are constructed from some model profile, the loss of the field size is within 10% with respect to exact profile knowledge. Moreover, a method to measure turbulence profile using wave-front-sensor data is outlined. Noise propagation in the restoration algorithm is significant, but not dramatic. Noise increases with increasing size of NGS constellation. Practically, guide stars for tomography should be at least as bright as those for classical adaptive optics.
PROBLEM LAYOUT
The idea of multi-conjugate adaptive optics (MCAO) appears first in the studies of Dicke 1 and Beckers. 2 The method of measuring the three-dimensional atmospheric phase perturbations for MCAO was proposed by Tallon and Foy 3 and was called turbulence tomography. The problem of reconstructing the instantaneous perturbations was then regarded as a solution of a set of linear algebraic equations. Turbulence was assumed to be concentrated in a small number of thin layers.
More advanced theories were developed by Johnston and Welsh, 4 Ellerbroek, 5 and, further, by Fusco et al. 6 In these studies the statistics of atmospheric phase and measurement noise was taken into account. Fusco et al. admit that real turbulence may not be concentrated in a few layers but rather is distributed continuously with altitude. Still, they try to estimate phase distribution in a few equivalent layers and use the formalism of statistical theory (maximum a posteriori) to derive the algorithm. These layers are then assumed to be corrected by the corresponding number of deformable mirrors (DM's). A priori information on turbulence statistics is used in the form of the covariance matrix of Zernike coefficients and the strengths of equivalent layers. Thus statistical techniques of MCAO optimization need second-order quantities (covariances), unlike the matrix-inversion technique of Tallon and Foy. 3 In Ref. 7 we investigated the fundamental limits of the field-of-view (FOV) size when correcting real turbulence profiles by a finite number of DM's. The threedimensional phase distribution was assumed to be known. Correction-limited FOV was characterized by the generalized isoplanatic angle M , a systemindependent parameter.
Here we turn to the problem of measuring the wavefront phase using data from several natural guide stars. The number of sources is limited, while the number of turbulent layers is large or infinite. It is thus out of the question to reconstruct the three-dimensional turbulence, because the number of unknowns is much larger than the number of measurements. Instead we are in the realm of statistical theory, trying to find the best possible estimate of the object wave-front phase from the noisy measurements of guide stars. The term ''tomography'' is used here in this sense. It has been demonstrated experimentally by Ragazzoni et al. 8 that such an estimate of the object phase can be obtained by a linear combination of phases measured on neighboring guide stars. Those authors used Zernike decomposition and obtained the desired linear restorator as tomographic matrix. In the present work the precision of such linear restoration is investigated theoretically using Fourier formalism.
We consider an idealized case of a telescope with infinite aperture that observes several natural guide stars (NGS's). Hence, all effects of incomplete beam overlap in the upper atmospheric layers and of wave-front scaling in the case of laser guide stars are outside the scope of this work. These effects are likely to degrade the performance; hence the limits derived below are optimistic for real systems. The problem is illustrated in Fig. 1 .
Of course, the idealized problem considered here does not take into account all aspects of future MCAO systems. However, owing to the complexity of MCAO, we feel that it is instructive to consider the fundamental limits by isolating specific factors in idealized models. A different approach-more comprehensive modeling of representative cases-as adopted by other authors, provides more precise performance metric but makes it difficult to disentangle individual factors and explore the limits. Additional interest of this work lies in its relevance to very large apertures, permitting us to estimate MCAO performance on extremely large telescopes. 9 In Section 2 the theory of optimum linear phase estimation is given. In Section 3 the scaling law of the tomographic error is established, and the new parameter ␦ K (equivalent thickness of atmosphere) is introduced. In Section 4 this parameter is computed for a variety of real turbulence profiles, and the sensitivity of reconstruction to exact profile knowledge is studied. A method to estimate turbulence profile from the wave-front-sensor data, eliminating the need for a separate profile monitor, is outlined in Section 5. Noise propagation issues are addressed in Section 6, and conclusions are given in Section 7.
THEORY
A. Propagation A theory of optical propagation through the atmosphere, as reviewed by Roddier, 10 is used throughout this paper. As usual, diffraction effects are neglected, and a simple geometric propagation model is adopted. The scientific target (source) is observed at a direction ( ϭ 0 is the FOV center).
The atmosphere is composed of a very large number of turbulent layers. One (nth) turbulent layer at an altitude h n introduces a phase perturbation n (r). The combined effect of N atmospheric layers leads to the wave-front phases (r, ), which depend on the coordinate vector r and the source position vector :
We denote by tilde the Fourier transforms and recast Eq. (1) in the spatial frequency domain. Spatial shifts translate into exponential factors:
where the dot product f • is written simply as f.
B. Wave-Front Sensor
In any real adaptive optics (AO) system a finite number of parameters is measured by a wave front sensor (WFS), and a finite number of wave-front parameters (modes) is corrected. 
The number of guide stars is K, and their positions on the sky are k . Slopes measured in x and y directions are considered separately (see below). The input data for a kth guide star are S k :
where k is the noise term.
In reality a WFS measures wave fronts only within the telescope pupil. Multiplication by a pupil window function leads to a convolution in Fourier space, which is not described by Eq. (4). The theory presented below is hence applicable to very large apertures (AO systems of high order), when edge effects may be neglected.
The power spectral density of photon noise in a S-H WFS may be written as
where ␣ is the spot size and N is the photon flux density on the subapertures, in photons per square meter. This is white noise filtered with square subapertures. When integrated over frequencies, this spectrum gives the correct slope variance of (2/) 2 ␣ 2 /(Nd 2 ).
C. Linear Estimator and Residual Phase Error
Given a set of WFS measurements, we want to determine the best linear estimate of the phase (f, ) for the viewing direction . The most general form of a linear estimator is a sum of suitably weighted and filtered WFS measurements: The difference ⑀ between real and estimated phases can be computed as a combination of atmospheric phases, summed over all layers, and noise:
where the filter P is equal to
D. Residual Power Spectrum
The power spectrum of the residual phase can now be derived from the power spectra of phase and noise terms. The power spectrum of atmospheric phase W is given by the Kolmogorov model. The Von Ká rmá n model with finite outer scale can be used instead, but, as we shall see, the low-frequency part of the spectrum does not influence the result. Therefore, the use of Kolmogorov model is not restrictive. It is convenient to isolate the refractive index structure constant C n 2 (h) by writing for the nth layer
The usual assumptions are now made. Phase perturbations in individual layers are mutually independent. Noise contributions in different sources are mutually independent. Noise is not correlated with phase. All this permits us to express the power spectrum of residual phase as a sum of individual power spectra. The sum of atmospheric terms is written, naturally, as an integral over altitude (integration limits are not explicitly given, being defined by the atmosphere extent):
where k 2 (f) is the noise power spectrum for the kth guide star, and the spatial filter ͉ P͉ 2 is given by
Here Re means real part, * means complex conjugate, and f, arguments of g k and M are omitted. AO imaging properties do not depend on the constantphase component within the telescope aperture, the piston. The power spectrum of piston-removed phase residuals can be computed in the same way by introducing into Eq. (11) an additional filtering term that depends on aperture size, as done in Ref. 7 . This term reduces the contribution of low spatial frequencies, which is not significant for this particular problem, just as outer scale. We do not include the piston term in the following formulas, which are then correct in the limit of infinitely large aperture, when the piston can be neglected.
The altitude dependence of ͉ P͉ 2 is given by phase terms of the type exp(2 ih). When multiplied by C n 2 (h) and integrated over altitude, this leads to the Fourier transform of the turbulence profile, C ():
Thus the turbulence vertical profile enters only through its Fourier transform. For brevity, in the following formulas we do not write explicitly the frequency and angular arguments. Using Eq. (12), we express the integrals over altitude through C . This leads to
where
The matrix A ϭ ͕a kk Ј ͖ is Hermitian, a kk Ј ϭ a k Ј k * , and W ⑀ is real. Only the vector c depends on source position . The parameter c 0 is the integral of the turbulence profile related to the Fried parameter r 0 :
For the S-H WFS the number of measurements (and hence matrix dimensions) K is twice the number of guide stars, so K in the above formulas is doubled. The slopes in x and y directions are mutually correlated for noncoincident subapertures, leading to some nonzero elements of the matrix A corresponding to xy combinations. However, we neglect this correlation and consider the slope components separately by setting the xy elements of A to zero. We verified that in the low-noise case this treatment leads to the same results as the direct measurement of phase (M ϭ 1).
It is instructive to look at the dimensions of the relevant quantities. Phase is dimensionless, and its slope (and hence M) is measured in inverse meters, and its power spectrum W ⑀ in square meters. Filters g k , which transform slopes to phases, are in meters. Vector c is measured in m 
E. Optimization
The filters g k can be found that minimize W ⑀ at any spatial frequency f and for a particular viewing direction . This would ensure the minimization of the residual phase variance. This derivation follows the idea of the Wiener filter, which is obtained as a linear filter minimizing the rms difference between restored and original signals, as explained in Ref. 12 .
We differentiate Eq. (14) over real and complex parts of g k and solve the resulting system of equations. The answer, in a compact matrix form, is
where I is the unity matrix. The presence of even a small amount of noise guarantees the existence of the inverse matrix and makes the problem numerically stable.
Otherwise the simple configurations with few layers lead to a singular matrix A at some frequencies, when relative shifts of phase screens of some pair of NGS's happen to be equal (or different by 2n) and hence do not contain independent information.
Combining the expressions given above, the relative noise power Ј (wavelength independent) is given by
When the optimum filters are found, they can be put back into Eq. (14) to obtain the power spectrum of residual wave-front errors. It is instructive to write explicitly the error transfer function G(f, ) as
and to express the residual spectrum as
The low-frequency components of phase spectrum experience small relative phase delays exp͓2if( Ϫ k )h͔ and hence will be well estimated from NGS phases. One would expect that at low frequencies G is close to zero. Then G grows and eventually reaches 1, which means a complete absence of information on high spatial frequencies, because the NGS phase becomes decorrelated with the object wave-front phase.
Using the fact that both A and (A ϩ ЈI) Ϫ1 are Hermitian, and neglecting noise, we may simplify the error transfer function with optimum filters to
However, to study the sensitivity of phase reconstruction to the exact knowledge of a profile, we must calculate g using our best idea of the profile and then substitute the real profile into A and c and compute phase residuals using the full Eq. (19), not Eq. (21). In Fig. 2 the two-dimensional shape of the error transfer function is given for a symmetrical configuration of three guide stars and a model turbulence profile, for two object positions. The function goes to zero at low spatial frequencies and also for several directions orthogonal to the directions where the object projects onto some of the guide stars. In these directions the Fourier components of the object wave front are in phase with NGS wave fronts and hence are well measured. One may think of the zeros in G(f) as shadows cast by turbulent layers. When the turbulence profile is compressed in altitude, the Only the upper half of the frequency plane is displayed owing to symmetry; coordinate origin is in the middle of the f x axis. Dark shadows are perpendicular to the directions for which the object projects onto one of the guide stars. Bright stripes at Ϯ30°from vertical correspond to the directions for which matrix A would be singular without measurement noise; in these directions the error-transfer function depends on the adopted noise level.
shadows get wider and residual variance diminishes. For profiles with several thin layers, the structure of shadows is more complex.
SCALING LAW FOR TOMOGRAPHIC ERROR
How precisely can the object phase be reconstructed? To answer this question, we assume that wave fronts of guide stars are measured directly ͓M(f) ϭ 1͔ and without noise (Ј ϭ 0). In this case the optimum filters g k and the error transfer function G K (f, ) do not depend on the turbulence spectrum but are defined entirely by problem geometry. The subscript K is added to highlight the dependence of G K on the number of NGS's. It may be verified that G K is invariant to a profile translation [i.e., to the multiplication of C () by a factor exp(2 i x)] and to a change of turbulent energy (due to the normalization by c 0 ). Thus the limiting quality of wave-front reconstruction from noiseless data depends only on the source geometry and on the shape of the turbulence profile. The minimum residual phase variance (tomographic error) is obtained by integrating the first term of Eq. (20):
In Fig. 3 the dependence of tomographic phase-error variance on object position is illustrated. Variance is zero when the object is close to one of the guide stars (in this case it depends only on WFS noise). Now let us establish the scaling law for tomographic phase error, that is, its dependence on the size of the NGS constellation. Let ⍜ be the distance of NGS's from the FOV center (for complex NGS configurations some mean distance must be used). The change of variables Ј ϭ /⍜ and f Ј ϭ f⍜ is useful for singling out the dependence of ͗⑀ tom 2 ͘ on ⍜.
Both c and A depend on the spatial frequency f only through the products of the type f [see Eq. (15)], which means that 
The new parameter ␦ K has a dimension of length. It depends neither on ⍜ nor on wavelength (all error dependence on wavelength is contained in r 0 , as is typical for many other atmospheric-propagation problems 
The parameter ␦ K may be called the effective thickness of the turbulence profile with respect to a given NGS configuration. It describes the interplay between the position and the thickness of the layers and the source geometry. For example, when the layers are infinitely thin and their number is not greater than the number of NGS's, the pure tomographic case is realized, and we obtain ␦ K ϭ 0, whatever the layer altitudes. In the opposite case of turbulence uniformly distributed in a layer of thickness L, the ␦ K parameter will be directly proportional to L, with the proportionality coefficient depending on the number and positions of NGS's. This scaling law leads to an interesting consideration about the maximum number of pixels in the corrected image. Image size will be of the order of 2⍜ ϭ 2r 0 /␦ K , and the pixel size must be /2D (Nyquist sampling). The number of pixels along one image axis, N pixel , can be estimated as the ratio of these. Taking into account the de- Fig. 3 . For a symmetrical configuration of three guide stars the dependence of residual-phase variance on object position is traced when the object is moved from the FOV center in three directions. Object position along the radius is given in units of guide star distance from center.
pendence of r 0 on wavelength, it turns out that N pixel dependence on wavelength is small:
Assuming ␦ 3 ϭ 1 km (see below), ϭ 0 ϭ 500 nm, r 0 ( 0 ) ϭ 0.15 m, and D ϭ 8 m, we obtain N pixel ϭ 9600. Going to the wavelength of 2.2 m increases N pixel by only a factor of 1.34. The conclusion is that the detector format for imaging with MCAO at 8-m telescopes is likely to be limited to 8K ϫ 8K or 16K ϫ 16K if a small number of guide stars is used for tomography.
EFFECTIVE THICKNESS FOR REAL TURBULENCE PROFILES
In this section the tomographic error will be quantified, still assuming zero noise and M ϭ 1 case. First we calculate the effective thickness of a uniform turbulence distribution. A variable number of guide stars K was tried in symmetrical configurations about the FOV center.
The resulting ratio of the effective thickness ␦ K to the layer thickness L is given in Table 1 .
The general tendency of ␦ K to decrease while K increases is clear. However, it is also seen that symmetrical configurations (K ϭ 4, 6, 8) produce slightly worse results than asymmetrical ones (K ϭ 3, 5). This is understandable:
In symmetrical configurations the number of directions for which the object projects exactly on some of the guide stars is less than K as a result of symmetry. These directions correspond to the minima of the error transfer function G(f) in the frequency plane (shadows). In the following we concentrate on the K ϭ 3 and K ϭ 5 cases as representative of future MCAO geometry.
The case K ϭ 1 deserves additional comment. At first glance, it describes classical anisoplanatism, when the phase difference between object and guide star increases with their increasing separation. Still, here the phase difference does not depend on the layer altitude and, moreover, the object phase is estimated with optimum spatial filtering (with increasing distance from NGS the uncorrelated high-frequency components are progressively removed from the estimated phase). Classical formulas relating the anisoplanatic rms phase difference to atmospheric patch size 0 13 , when applied to a layer of thickness L/2 at altitude zero, would give a result that corresponds to (Table 1) , we find that the Hufnagel profile may be assimilated to a 7.5-km-thick uniform turbulent slab. It is interesting that the correction-limited isoplanatic angle was computed in Ref.
7 to be 3 ϭ 8.4Љ at 500 nm. Real turbulence profiles often contain few strong layers. One might expect that in this case equivalent width would be smaller. We use the set of 12 C n 2 (h) profiles obtained by balloon soundings at Paranal, Chile. 15, 16 Flights 51 and 52 are selected as typical of this data set. They have similar r 0 and 0 values, but profile 51 has a well-marked strong layer in addition to the ground layer (Fig. 4) . We also use the average Paranal profile. Corresponding equivalent widths for three and five NGS's are given in Table 2 .
From Fig. 4 it is clear that at Paranal, turbulence is found at all altitudes. Even when a strong layer is present, the continuous component is nonnegligible. In fact, equivalent thickness of profile 51 is more than that of profile 52 or of the mean profile. We conclude that the presence of strong layers in itself is not enough to improve the quality of phase reconstruction, unless all turbulence is indeed concentrated in a small number of very thin layers.
Inspired by the shape of the Paranal mean profile, we consider a Paranal model profile consisting of only two equally strong thick layers: a 2-km layer at mean altitude of 1 km and a 16-km layer at mean altitude of 8 km. For such a two-step model profile we also calculated the parameter ␦ K . As evident from Table 2 , the results obtained are not much different from real profiles.
It is likely that the turbulence profile corresponding to the instantaneous observing conditions will not be known precisely. Moreover, it rapidly changes because of turbulence intermittence. So an important issue is the sensitivity of wave-front reconstruction to exact profile shape. To investigate this, we use either the mean Paranal profile or the Hufnagel profile to compute the matrix coefficients and the optimized spatial filters. Then the real profile is used to estimate the expected rms reconstruction error. By the way, when doing this, we might obtain an error transfer function G(f) greater than 1, owing to the profile's mismatch.
The results are also given in Table 2 . As expected, the smallest ␦ is obtained when the profile and the reference coincide. However, the use of the mean profile or even the Hufnagel profile for optimum filter definition does not degrade the performance dramatically. We see that the use of average (instead of actual) profile increases ␦ K by 10-20%, leading to the ␥ K loss of the same amount.
TURBULENCE PROFILE MEASUREMENT
Usually the necessity to measure real-time atmospheric turbulence profiles is evoked in relation to MCAO, and However, with WFS data on several NGS's, the profile can be obtained as a by-product, eliminating the need for an additional instrument. The cross spectrum W kk Ј of two WFS signals S k and S k Ј contains information on the profile. Starting from Eq. (4), neglecting noise (it is uncorrelated between two NGS's), and also using the expression Eq. (2) for phase Fourier transform, we have
where the summation is performed over all N atmospheric layers that are mutually independent. Recognizing in the average phase product the phase power spectrum [Eq. (9)], replacing the sum with the integral, and performing altitude integration with the help of Eq. (13), we obtain the final expression:
Instead of the cross spectrum, the cross-correlation function of WFS data may be calculated. Then it follows from backtransforming Eq. (29) that it equals the scaled turbulence profile convolved with some kernel that depends on the shape of W 0 and M. The same is true for SCIDAR, except that its kernel function is different and altitude dependent, whereas Eq. (29) leads to a true convolution. For S-H WFS the kernel is equal to the slope covariance function, known to have a sharp peak and long wings. Of course, both SCIDAR and the profile measurement from WFS data are just particular cases of turbulence sensing with crossed beams, known for long time.
The maximum spatial frequency of the WFS data will be 1/2d, where d is the S-H subaperture size (Nyquist condition). The maximum separation between NGS's will be ϳ2⍜. This means that the altitude resolution of the profile will be of the order of d/⍜. Typically one might expect that dϷr 0 and ⍜Ϸr 0 /␦ K , so the vertical resolution will be not too different from ␦ K .
Further details of profile measurement from WFS data (sensitivity, finite telescope-aperture diameter, deconvolution, etc.) are beyond the scope of this work.
NOISE PROPAGATION
The issue of noise propagation in turbulence tomography has not been clear until now. It has been suggested 4 that Fig. 4 . Cumulative turbulence profiles for Paranal: fraction of total turbulent energy below a given altitude. Two different cases are selected: profile 52, which is similar to the mean profile (dashed and solid curves, respectively) and profile 51 (thin curve), which shows a strong peak at an altitude of 7.5 km, containing approximately 1/3 of the total energy. each of the NGS's can be fainter than in conventional AO because their signals are used jointly for optimized wavefront estimation. However, the solution of an inverse problem (estimation of object phase from NGS phases) typically involves some noise amplification. In the above formalism, noise amplification can be traced to the fact that the modulus of the filters g exceeds 1 at some frequencies.
To study the noise propagation, a model of the S-H WFS was adopted with infinite spatial resolution (zero aperture size). We verified that for bright stars it yields exactly the same results as the M ϭ 1 model used in the previous sections. The parameters of S-H WFS were then chosen to compute photon flux from a given NGS magnitude (roughly, 1500 photons per square meter from a 10th-magnitude star), and spot size ␣ ϭ 1.5Љ was used. We do not pretend that these parameters correspond to some real AO system, and the NGS magnitudes given below must be considered as illustrative only.
The rms residual phase variance at a wavelength of 500 nm was computed from Eq. (20) for the Paranal model profile with a typical median seeing of r 0 ϭ 0.15 m. The object is placed at the FOV center. The limiting radius of NGS constellation ␥ K (1 rad 2 variance) is 38.3Љ and 64.5Љ for three and five NGS's, as follows from the ␦ 3 and ␦ 5 values given in Table 2 .
In Fig. 5 the phase variance at the FOV center is plotted against NGS configuration radius ⍜ for different NGS magnitudes (all NGS's are assumed to be equally bright and located at the vertices of a regular polygon). For bright NGS's these curves are close to the (⍜/␥ K ) 5/3 limit given by Eq. (26). The NGS separation corresponding to the 1 rad 2 error, however, is Ϸ10% less than predicted from the noise-free scaling law, even for 0 m NGS's. For fainter NGS's the variance increases, limiting the effective FOV size. It can be modeled as a sum of tomographic and photon noise contributions, but the photon noise level depends on the NGS separation.
In other words, our conclusion is that noise propagation cannot be neglected. With three or five 10 m NGS's located on axis (⍜ ϭ 0), the wave-front error is well below . In agreement with common sense, on-axis error is inversely proportional to K, as can be inferred from Fig.  5 . As soon as the NGS's are away from the FOV center, the photon noise increases roughly linearly with ⍜. At larger NGS separations the photon noise curve will intercept the tomographic ''5/3'' curve, and the tomographic error will dominate. So, for the same NGS brightness and the same turbulence profile, the relative importance of photon noise with respect to tomographic noise depends on NGS separation. For 10th-magnitude stars in a 20Љ field the photon noise dominates, but in a 120Љ FOV, as appropriate for imaging in the infrared, the tomographic error would be larger than the photon noise, and such stars would be considered ''bright.'' It would be nice to model the tomographic noise propagation by a simple engineering formula such as Eq. (26). For the moment, however, we are not able to suggest a valid approximation. A very rough guess would be that the NGS's needed for tomography must be at least as bright as a single NGS for a classical on-axis AO. The comparison with classic AO is given in Fig. 6 , showing the Strehl ratio at 500 nm as a function of NGS magnitude. The photon noise limit for a classic AO system is plotted by a dashed curve. With three NGS's there are three times more photons, so that when they are located on axis (no tomography), there is a gain of approximately 1 magnitude. However, for NGS separations of 10Љ the curves intersect near 10th magnitude with a Strehl ratio of 0.5, indicating that there is no useful gain in limiting magnitude when reconstructing phase in a 10Љ FOV.
In Fig. 7 an example of the maximum achievable (tomography-limited) Strehl ratio over FOV is shown for a random constellation of 5 NGS's of different magnitudes for a real Paranal turbulence profile. A Strehl ratio larger than 0.5 can be obtained over the whole 20Љ FOV.
CONCLUSIONS
The limits of a linear tomographic phase reconstruction have been investigated. The effects of finite aperture diameter and incomplete beam overlap have been neglected as well as the additional problems inherent to laser guide stars. Our results hence describe the ultimate performance of a very large telescope with use of natural guide stars to measure the object phase. No errors due to correction (e.g., finite number of DM's, finite actuator spacing, finite bandwidth) are added, so our performance estimates would refer to a case when the wave front is corrected by an ideal DM for the selected object only.
Contrary to current belief, it has been shown that the minimum reconstruction error is dominated entirely by the continuously distributed turbulence component and that the presence of strong turbulent layers has little effect. The minimum error can be described by a new parameter ␦ K , equivalent thickness of a turbulence profile.
This thickness is estimated to be ϳ1 km and ϳ0.5 km for three and five NGS's, respectively, for some representative profiles, including the Hufnagel-Valley one. Thus the FOV radius of the future MCAO systems with a small number of guide stars is not expected to exceed 60Љ͓/(500 nm)͔ 6/5 . For an 8-m telescope the number of pixels along one axis in a Nyquist-sampled corrected image will be no more than a few thousand, whatever the wavelength. The good news is that exact profile knowledge is not critical for wave-front reconstruction. A loss of FOV size resulting from the use of some model profile (instead of a true one) for optimum filter computation is quite moderate, typically within 10%. The profile itself can be extracted from the WFS data, eliminating the need to operate a special instrument for its real-time measurement.
Noise propagation in a tomographic reconstruction, like in any inverse problem, is significant. Thus the hope of using somewhat fainter NGS's for tomography are not justified. Faint NGS's must be closer to the object, all other parameters being equal. A tradeoff between magnitude and field size will be necessary in the study of the future MCAO systems with use of NGS's.
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