Abstract-In this paper, we propose two solutions to the problem of joint transmit-receive antenna selection in a multipleinput multiple-output (MIMO) cognitive radio (CR) system. Our objective is to maximize CR data rates and satisfy interference constraints at the primary user (PU) receiver(s). In the first we approximate the original non-convex optimization problem using an iterative approach solving a series of smaller convex problems. Second we present a novel, norm-based transmit receive antenna selection technique that simultaneously improves throughput while maintaining the PU interference constraints. We show that this approach yields near optimal results with massive complexity reductions. We make a performance comparison between the proposed approaches and the optimal exhaustive search approach. We provide an analysis of the exhaustive search and relate selection gains to system parameters such as the shadow fading standard deviation, the path loss exponent and the number of PUs per square kilometer. Our results establish that antenna selection is a promising option for future MIMO CR devices in sparse PU environments.
MIMO Cognitive Radios with Antenna Selection I. INTRODUCTION
T HE concept of multiple-input multiple-output (MIMO) cognitive radio (CR) systems has triggered significant interest in the research community [1] - [4] . Multiple antennas can be used to provide rate benefits. In CR systems, they can have the additional role of enabling interference control at the primary user (PU) receiver (RX) [2] . However, along with the gains, comes hardware complexity at the radio front end owing to the requirement to have costly radio frequency (RF) chains (consisting of low noise amplifiers, downconverters and analog-to-digital converters) that scale with the number of antennas being used and do not follow the well known Moore's law. Even more costly is the provision of power amplifiers and up converters at the transmit end. It is well known that antenna selection techniques present an elegant solution to such problems, see, for example, [5] - [7] and the references therein. These papers suggest that the reduction in hardware complexity due to selection is at the expense of an often acceptable degradation in performance.
Dynamic resource allocation for CR networks involving the optimization of transmit covariance matrices to enhance spectral efficiency is considered in the recent review of [8] . This thorough survey builds on the classical results of point to point MIMO links and waterfilling solutions, adds CR interference constraints and also considers CR-MAC and CR-BC channels. Selection is not considered in [8] and it is not straightforward to add selection into these approaches without the high complexity of a combinatorial search through the possible subsets of antennas. Hence, in this paper we seek low computational complexity methods to perform selection and therefore reduce the hardware requirements. Some related work in this area includes [9] which considers transmit antenna selection in a multiple-input single-output (MISO) CR operating in the presence of a single input single output (SISO) PU. In the MISO case, the optimum beamforming vectors are known and [9] leverages this information in a reduced search algorithm, the 'subset' approach. This method is an elegant solution but is limited to the MISO case (or at least to single stream transmission) and does not consider the PU to CR interference. Hence, in this paper we consider both MISO and MIMO systems and also include interference from the PU to the CR. The idea of subset selection in [9] has direct applications to the MIMO case and we also adapt this technique in our work.
The general problem can be described as the joint selection of transmit/receive antennas in a MIMO CR system. Our procedure aims to maximize the achievable rate of the CR while satisfying any interference constraints due to the PU RX(s) (either equipped with a single antenna or multiple antennas) operating in the vicinity. We accomplish this task via a polynomial time complexity algorithm based on convex optimization procedures and a computationally friendly 'heuristic'. After formulating the antenna selection problem in the context of CR networks, these two solutions are discussed in addition to the brute force, optimal full search method. A comparison of the proposed algorithms, based on their performance, is also presented. Furthermore, we present a performance analysis of the best SISO system selected from a given MIMO CR link. We arrive at a simple closed form solution to this problem, which also gives the performance of a system where both the transmitter and receiver are equipped with a single reconfigurable antenna. Later, we extend this work on SISO system selection to the case of a Poisson distributed field of interferers operating in a composite fading (i.e., both fast fading and shadowing) environment via simulations.
The approach based on convex optimization techniques may have additional applications in other areas. By formulating the problem as an optimization program, we not only exploit CSI for antenna selection, but also open new avenues for future research to tackle the issue of imperfect CSI. In addition, the proposed method of including antenna selection matrices in the dynamic resource allocation problems to maximize 1536-1276/11$25.00 c ⃝ 2011 IEEE spectral efficiency for point to point CR networks can also be leveraged to the more general topologies of CR-BC and CR-MAC channels. Thus to summarize our key contributions include: a) an approximate solution to the original non-convex optimization problem based on iteratively solving a series of convex problems. The results are found to be stable and in close agreement with those obtained from the optimal search; b) a normbased heuristic that performs transmit and receive antenna selection, to increase the rate while satisfying the interference constraints. The heuristic has massively reduced computational complexity and gives very accurate results when compared with the optimal search; c) a demonstration that even under interference constraints, the CR system is still able to achieve substantial rate gains due to selection (especially when the strength of the CR-PU interference channel is lower than that of the CR-CR channel) and thus retain the traditional spatial multiplexing benefit of MIMO systems and d) an analytical characterization of the optimal selection process for the special case where a single (SISO) link is selected. These analytical results are supported by simulations of a more complete channel model including shadowing, path loss and random PU RXs.
The rest of the paper is organized as follows: Section II describes the system model and Section III presents the analytical framework. Section IV describes a performance analysis when the best SISO link is chosen. Finally, Section V and Section VI provide results and conclusions, respectively.
Notation: Boldface uppercase is used for matrices and boldface lowercase for vectors. det(.), Tr(.) and (.)
† denote the determinant, trace and the conjugate transpose operators respectively. I denotes an × identity matrix and [.] represents the statistical expectation operator. ℂ × denotes the space of × matrices with complex entries.
(0, Γ) represents the distribution of a zero mean circularly symmetric complex Gaussian (ZMCSCG) vector with covariance matrix Γ. min(.) and ||.|| 2 denote the minimum and 2 norm operators respectively. M( , :) and M(:, ) are used to represent the th row and th column of a matrix, M, respectively. Diag(.) gives the diagonal elements of a matrix. diag ([x] , 0) represents a diagonal matrix with vector x along the diagonal and M ર 0 indicates that M is a positive semidefinite matrix. Finally, ( ) ∈ ( ( )) is used to characterize that for sufficiently large , ( ) is upper bounded by a constant times ( ).
II. SYSTEM MODEL
The proposed system model is shown in Fig. 1 . We assume that the CR TX and RX are equipped with and antennas respectively. The incumbent PU has transmit (not shown in Fig. 1 ) and receive antennas in the case of a single MIMO PU. We also consider the case of multiple single receive antenna PUs operating in the vicinity of the CR system. In this case is the number of PUs. These scenarios are referred to as single user (SU) and multiuser (MU) respectively. The channels between all nodes are assumed to experience frequency flat Rayleigh fading. The signal at the CR RX is given by where
is the channel gain matrix with ZMCSCG entries, y CR ( ) and x( ) are the received and the transmitted signal vectors respectively, z( ) ∼ (0, I ), i( ) is the interference received from the PU TX(s) and the index represents the th time sample. Further, the transmit covariance matrix of the CR user is denoted
We assume that the total average CR transmit power is limited to i.e., Tr(Q CR ) ≤ . Note that we optimize over the covariance matrix, Q CR , so that implicitly we are considering beamforming at the transmitter. Since a normalized CR-CR channel is considered, we have [|(H CR ) | 2 ] = 1, ∀ , with 1 ≤ ≤ , 1 ≤ ≤ and the receive SNR across a receive antenna (in the absence of any interference) at the CR RX is given by SNR = . The PU system has an SNR at the receiver end denoted SNR PU . SNR PU could either represent one value in the SU case or a set of values in the MU case all of which could be assumed to be the same without loss of generality. The covariance matrix of the interference-plus-noise is defined by
PC where we have assumed the PU TX(s) have channel H PC to the CR RX and transmit unit power uncorrelated signals. For the CR to PU interference channel, H INT (see Fig. 1 ≥ 0 represents the strength of the dominant interference channel relative to the CR-CR channel and in the MU case it is assumed that the CR interference power decays exponentially across the PU receivers [10] . This simple model allows the signal strength of the interfering channels to be modeled with a single parameter, . More complex simulations could be used to generate the strengths of interfering links based on various random locations, shadowing values etc. However, for ease of interpretation it is convenient to use the simple decay model [10] where the parameter controls the dominance of the strongest interfering path. Perfect channel state information (CSI) (H CR , H INT and H PC ) is assumed to be available at both the CR TX and CR RX for antenna selection purposes. It is mandatory that the CR interference seen at the PU RX should not exceed a predefined threshold. For the SU case, the interference constraint can be written as
represents the channel from the CR TX to the th receive antenna of the PU RX and Ω is the maximum tolerable total interference power at the PU RX. For the MU case the interference constraint is given by
where is the interference constraint for the th user. For notational convenience (3) is rewritten as
), where the inequality is to be interpreted elementwise.
III. ANALYTICAL FRAMEWORK With the aim of performing constrained joint transmitreceive antenna selection at the CR, we start with the well known fact that the achievable rates of the CR system using all antennas are [11] (H CR , Q CR ) = log 2 det
Similar to the approach of [12] , we define diagonal selection matrices S 1 , S 2 of dimension × and × respectively with binary diagonal entries. Specifically, we define their elements as 
whereH CR =K −1/2 S 1 H CR S 2 and we defineK andQ CR as follows. With the selected receive antennas we obtain a new interference and noise covariance matrix, K red , of dimension × . This matrix is inflated to formK, an × matrix, by adding rows and columns of zeros corresponding to the non-selected receive antennas. Similarly, with the selected transmit antennas, the reduced Q red matrix ( × ) is inflated toQ ( × ) by inserting rows and columns of zeros corresponding to the unselected transmit antennas. Thus, the problem of joint transmit-receive antenna selection together with CR power allocation can be mathematically cast in the SU case as the constrained optimization problem P1 as P1: maximize S1,S2,QCR Note that in P1 we have slightly modified the interference constraint of (2) to represent the effective interference seen at the PU RX due to only the selected CR transmit antennas. We also note thatQ CR in (6) has been replaced by Q CR in P1. This can be done since the maximization in P1 will not allocate any power to antennas that are not selected by S 2 . The problem can be written for the MU case by simply replacing the interference constraint with (3) and incorporating the column selection matrix S 2 . Furthermore, it is straightforward to extend P1 to the case of multiple multi-antenna PU RXs. Assuming that the th PU RX has the interfering channel H INT, and constraint Ω , then the final constraint in P1 can be written as Tr(
With this alteration, P1 will handle the multiple multi-antenna PU case. Of course, as the number of PU RXs grows, the CR rates will usually fall. As a result, the CR will need to explore a range of time and frequency options in order to find channels in which coexistence at reasonable rates is achievable. In the log-determinant of P1 it is important to note that the effect of the interference and noise covariance matrix is separated from the channel, H CR , by the selection matrix, S 1 . In systems with a fixed number of antennas it is common to construct an equivalent channel which, in (4), would correspond to K −1/2 H CR . Then, the analysis proceeds simply by considering K −1/2 H CR rather than H CR . In our situation the interference and noise covariance matrix changes for every S 1 and so we cannot select rows or columns of the equivalent channel. Instead, selection from H CR is performed first, followed by the use of the correspondingK −1/2 and then we maximize the resultant expression subject to the constraints shown. This makes the problem more difficult as discussed in Sec. III-B. To further clarify this subtle but important point, we illustrate with a toy example.
Suppose, we have a 2 × 1 single-input multiple-output (SIMO) system from which we wish to obtain the best SISO link. Note that a × system denotes transmit antennas and receive antennas throughout the paper. We assume the channel coefficients to the first and second RX antennas are 1 and 2, respectively. Furthermore, we arbitrarily take the interference channel coefficients at the first and the second RX antennas to be 0.55 and −2, respectively. The system model showing this setup is drawn in Fig. 2 . With this data, the SINR at the first antenna (assuming unit variance noise at both RXs) is 0.7678 and at the second antenna it is found be 0.8 (both in absolute scale). Clearly, we should choose the second antenna. If instead we consider the equivalent channel method, then we need K which is found to be
indicates the first antenna should be selected. It is evident from the direct and interfering link gains used in the setup that this will be the incorrect choice. Therefore, selecting antennas on the basis of the equivalent channel rather than assessing the effect of interference on the selected antennas, can lead to different results and a lower achievable rate.
A. Exhaustive Search
A straightforward way to solve P1 is to perform an exhaustive search (ES) over all possible combinations of antenna elements and to only optimize over Q CR . Hence, ES amounts to optimizing Q CR , ( ) × ( ) times subject to interference and total transmit power constraints. Each optimization over Q CR is a convex problem that can be efficiently solved in polynomial time using interior-point methods [13] . However, the need to iterate over all possible combinations gives a complexity which explodes for higher dimensional systems. Throughout, we obtain numerical solutions to the optimization problems using CVX [14] .
B. Convex Approximation
Problem P1 is non-convex and can be classified as an example of an integer programming problem, since two of the variables S 1 and S 2 are binary [15] . The non-convexity of the problem arises from the nature of the objective function, the interference and the binary constraints. Furthermore, the binary variables in S 1 and S 2 render the problem NP-hard [12] . In order to produce a more computationally efficient approach, we modify the problem and incorporate three approximations. Firstly, the binary structure of S 1 and S 2 can be relaxed so that the antenna selection variables may take values in the interval 0 to 1 [16] . This relaxation of an optimization problem to a convenient convex form is well known, see [17] and the references therein. This makes the problem far easier to solve than the original integer program [13] . Secondly, we transform the interference constraint in P1 from being applicable only over the selected transmit antennas to apply to all CR transmit antennas. This yields a simpler constraint for optimization and also corresponds to the relaxation approach where the selection matrices are fractional rather than binary. Thirdly, we note that in this approach the effect of the K matrix cannot be included and Q CR is restricted to being a diagonal power allocation matrix (the technical reason for this requirement appears below the statement of P2). These transformations of the original optimization problem will inevitably lead to a sub-optimal solution. However, as shown in Section V, the loss of performance due to the CA is usually small. With these changes, P1 can be rewritten as problem P2:
P2:
maximize S1,S2,QCR(diagonal)
We note that the optimization problem P2 is still not convex (as the objective function is not concave). We now seek a convex approximation (CA) to enable a solution to this problem. It can be shown that with two of the three variables known, the cost function is concave in the third one and this renders the problem convex in this variable. For example, with S 1 and Q CR known the cost function is concave in S 2 where we rely on the assumption of diagonal Q CR so that
1/2 . With this assumption, the problem P2 can be cast as,
Similarly, with S 2 and Q CR known, the determinant in the objective function can be written as det(I + S † 2 H † CR S 1 H CR S 2 ) which yields a convex problem in S 1 . Hence, in this case the problem P2 becomes,
Note that the problem cannot be made convex in S 1 if K is also included in the argument of the cost function. Finally, the log-determinant in P1 already provides a convex problem in Q CR for given S 1 and S 2 . Equipped with the necessary tools, we are now ready to state an algorithm to solve the optimization problem. We outline the procedure in Algorithm 1. With initial values of S 0 1 and Q 0 CR , we optimize over S 2 . After obtaining the th iterate, S 2 , we optimize over S 1 and then, with S 2 and S 1 known, we obtain the optimized value of Q CR . This procedure is repeated until the achieved rate stabilizes. We note that the procedure of alternating optimizations is a useful tool to handle optimization problems, see for example, [18] . Some examples of this technique have recently appeared in the context of the SINR balancing problem [17] , [19] . The indices of the receive and transmit antennas to be selected are then obtained by choosing the largest and diagonal entries of S 1 and S 2 , respectively. After rounding the possibly fractional diagonal entries of S 1 and S 2 to binary (0 or 1) values, we again optimize over Q CR . This optimization involves the original interference constraint of P1 over the selected CR transmit antennas.
A comment on the convergence of the proposed iterative algorithm is in order. Using a similar approach to [20] , we argue that during the ( + 1)st iteration we calculate S +1 2 = argmax S2 P2(S 1 , Q CR , S 2 ) and obtain data rate . Then we calculate S
) giving rate . Finally, we evalu-
) and the corresponding data rate . Since ≤ ≤ forms a monotonically increasing sequence which is bounded above (due to input power constraints) we conclude that the sequence of data rates converges to a limit. Our simulations indicate that iterating 6 times for the SU case (and 8 − 10 times for the MU case) is almost always sufficient to attain a value of P2 that is almost identical to the brute force optimum solution. Since the problem is not convex in nature, the maximum CR rates obtained from P2 may not be globally optimum. However, our results in Sec. V suggest that the values obtained are robust and are globally optimal most of the time. CR , S 2 ) over S 2 subject to the conditions. Output the S 2 iterate. 4 : maximize P2c(S 1 , Q −1 CR , S 2 ) over S 1 subject to the conditions. Output the S 1 iterate. 5: maximize P2(S 1 , Q CR , S 2 ) over Q CR subject to the conditions. Output the Q CR iterate.
6:
= + 1. 7: Repeat 2-6 till convergence.
C. Heuristic
From the above discussion it is evident that apart from being cumbersome, the CA approach suffers from several drawbacks. For example, complexity depends on the efficiency of the convex optimizer and the number of iterations needed to reach the optimal point. Also, the approach cannot be used with a full Q CR matrix or in the presence of interference. To overcome these problems, we propose a heuristic involving norm-based transmit and receive antenna selection [5] - [7] . Norm based selection for i.i.d. channels with no interference constraints is straightforward and involves selecting the rows and columns of the channel matrix with the largest norms. In our situation the interference constraint prescribes different allowable powers for each transmit antenna and the interference plus noise covariance matrix results in different correlation values for different receive antenna selections. Hence, selection at both TX and RX is more complex and any approach must handle these difficulties. At the RX end we proceed by selecting the rows of K −1/2 H CR with the highest norm. This approximates the effect ofK without the need to cycle through the possible RX antenna selections. At the TX end the total transmit power is limited to with no constraints on each antenna. In the heuristic it is simpler to assume that the maximum available transmit power from any CR TX antenna is bounded by . The idea behind the per-antenna power constraint is that antenna A is likely to be more effective than antenna B if, when they are both allocated maximum power, antenna A has a higher norm under interference constraints. The power inflation intrinsic to this approach is not a problem since we are only ranking antennas at this stage. After selection the correct power allocation is performed via the Q CR matrix. The algorithm described below deals with the MU case, and assumes that 1 = . . . = = for all single antenna PUs. The heuristic is given by:
}}
, where It is worth noting that the above heuristic can be optimized with a full Q CR matrix and is not restricted to a diagonal form as in the CA approach. To extend the heuristic to the SU case or the multiple multi-antenna PU case, only steps 1) and 6) need to be altered. To arrive at the most general scenario of multiple multi-antenna PUs, we see that in 1) should be changed to
where H INT, (:, ) represents the th column of the channel matrix to the th PU RX. Similarly, as indicated in Sec. III, the interference constraints in step 6) should be modified to Tr(
The heuristic is an extension of the simple norm-based criteria [5] - [7] with interference constraints added. We stress that the per antenna power-constraint is not real but is used to avoid iteration over the antenna power allocation. This makes the heuristic able to select antennas based solely on row and column norms which is much faster to compute and the excellent results shown in Sec. V justify the use of this adhoc approach. Before proceeding to a complexity comparison, we stress some important remarks regarding the CA and the heuristic approaches. One of the key assumptions used in the paper is that of perfect CSI availability at all nodes. Clearly, this models an idealistic situation and in the presence of uncertainty, the CA approach can be leveraged to cater for this discrepancy. This can be done using the recently developed techniques for robust optimization [21] . We note that such techniques have appeared in the communications literature in a very well developed form [22] . On the other hand, if, say, a norm based uncertainty model [22] is used in the heuristic, the performance of the heuristic algorithm is highly likely to degrade. In addition to this, we note that the schemes presented are of a centralized nature whereas distributed schemes often provide advantages such as increased robustness, reduced information exchange and ease of implementation. We note here that the CA approach can be enhanced to distributed approaches using the well developed decomposition techniques for optimization problems [23] . Nonetheless, these issues are beyond the scope of current work but demonstrate the scope of the CA approach in future work as well as in providing performance comparisons to the heuristic. We further note that despite the apparent complexity of the CA approach, its worst case complexity is still polynomial.
D. A Note on Complexity
In order to compare the computational benefits of the CA and the heuristic approaches, we will investigate the worst case complexity of the three techniques. Roughly speaking, the worst case complexity (i.e., the number of iterations) of a generic convex optimization problem to obtain an accurate solution using interior point methods is ( √ log −1 ), where represents a measure of the problem size [24] . Since the brute force ES requires
1 optimizations over Q CR , we can characterize its complexity as ( 1 × √ log −1 ). It must be emphasized here that 1 determines (either in the form of greater dimensions of the MIMO CR system or the subset of antennas to be chosen), thereby, resulting in a drastic increase in the computational complexity of the ES approach. Compared with this, if we assume that in the worst case the CA approach needs iterations to achieve stable CR rates, we can conclude that its worst case complexity is ( × √ log −1 ), where corresponds to the greatest size measure in the alternating sequence of optimization problems of the CA approach. It is clear that, unlike the ES case, does not affect the problem size and hence, there is a big improvement in the worst case complexity. Finally, in the heuristic, if we assume that all operations in step-1 to step-5 take constant time, the worst case complexity is only ( √ 0 log −1 ), where 0 is approximately the same as of the ES method. Clearly, this suggests a huge improvement over previous cases. To give an idea of the number of iterations required, selecting the best (4×4) system from an (8 × 8) system requires 4900 optimizations over Q CR for the ES method, whereas the heuristic only requires 1. Finally, we note that the computational complexity of the subset approach [9] lies between the proposed heuristic and the ES approaches as the subsets selected can vary from the entire array (equivalent to ES) or the single best antenna (equivalent to the heuristic). More on this appears in the results section.
IV. PERFORMANCE ANALYSIS
A general performance analysis of the MIMO CR system with antenna selection is highly complex, and thus, we concentrate on specific cases for which analytical results are possible. In particular, we first derive the cumulative distribution function (CDF) of the SNR with single link (or SISO) selection via an exhaustive search in the presence of PUs. In this section we neglect the interference which may be caused by the PU TXs at the CR RX. Later, we explore the possibilities of extending the analysis to include the effect of multiple PUs that follow a spatial Poisson distribution.
A. CDF of CR-CR Link with Single Antenna Selection in the Presence of Multiple Single Antenna PUs
Throughout this section for notational ease, we use ℎ andh to denote the entries of H CR and H INT , respectively. Using the system model in Sec. II it follows that all |ℎ | 2 are exponentially distributed with unit mean and the |h | 2 are also exponentially distributed having means 1/ , = 1, . . . , . In addition to this, we suppose that the SNR from each of the CR TX antennas to the PU RXs is given by SNR = 1/ = , = 1 . . . . This assumption requires no additional parameters and is reasonable in the sense that it models similar strengths for the channels between CR TX and PU RX and PU TX and CR RX, a type of symmetry. With this setup, the power of the individual transmitting antennas is
where, as before, represents the total power limit (now allocated to an individual antenna) and we have assumed that 1 = 2 = . . . = . By performing an exhaustive search for the best SISO link in the presence of single antenna PUs and with the power of the TX given in (8), we have = max , |ℎ | 2 as the SNR of this link. We proceed by evaluating the CDF of defined by:
Let us determine the CDF and probability density function (PDF) of = max (|h | 2 ). The CDF is
Thus, the PDF of is obtained as
Note that = when < / and = / otherwise. Now consider the expectation in (9)
where ( ) is given in (10) . It is easy to see that the product term in (12) can be rewritten as, 
Substituting (14) in (9), the final expression for ( ) is given by:
. (15) Hence, (15) provides a closed form SNR CDF for the optimal SISO link selected from the MIMO CR with PU power constraints. This also gives the exact CDF for the optimal SISO capacity.
B. Extension to More Realistic Scenarios
In Sec. IV-A we analyzed single link selection in the context of a CR link of unit power and multiple interference paths of strength , = 1, 2, . . . ,
. In this section we consider more realistic models for both the CR link and the CR-PU interference links. In particular, we consider shadowing, Antenna selection is performed using the heuristic and both diagonal and full Q CR (for the sake of brevity we have represented it as Q in the legend of the figure) matrices are considered. path loss effects and a random number of PUs. This allows us to investigate whether the broad trends and conclusions generated from the simple models remain valid for more realistic system models. Due to the extra complexity, we resort to a simulation study. Consider a CR TX located at the origin. The corresponding CR RX is uniformly located in an annulus centered on the origin with inner radius, 0 , and outer radius . The inner radius is created to avoid the CR link becoming too short which creates problems with the inverse power relationship between link strength and distance [25] . The received power of the CR-CR link is modeled in the classical way as [25] = 10 /10 − , where is a constant chosen to ensure that 95% of locations within the CR annulus achieve an SNR greater than 5 dB. The variable ∼ (0, 2 ) provides the lognormal shadowing with standard deviation (dB), is the link distance and is the path loss exponent. The link also experiences i.i.d. Rayleigh fading so that the channel gain between transmit antenna, , and receive antenna, , is given by √ ℎ where ℎ ∼ (0, 1). With unit variance noise at the receive antennas, becomes the link SNR. For the PUs, we assume a Poisson field of receivers [26] with intensity, , located in an annulus centered on the origin of inner radius, 0 , and outer radius, > . Hence, the number of PU RXs, , is a Poisson varaible with ( ) = ( 2 − 2 0 ) and the RXs are uniformly distributed in the annulus. For the interference created by the CR at the PU RXs we use the same model as (16) so that the instantaneous interference-to-noise ratio (INR) at RX due to transmit antenna antenna is
where we have assumed unit noise power at the PU RXs. With models (16) and (17) defined, the scaling parameter is proportional to the maximum transmit power. Hence, any power back off by the CR TX to satisfy interference constraints can be achieved by multiplying by a factor ∈ [0, 1] for antenna . With this notation, the single link selection problem becomes
where = min {1, / |h | 2 } and the resulting link selection has SNR given by = max , |ℎ | 2 . Simulation results based on this approach are presented in Sec. V.
V. RESULTS

A. MIMO Selection
In this section we explain the simulation results based on the ES, CA and the heuristic proposed in Sec. III. However, Fig. 7 . Comparison of the proposed techniques with the subset selection philosophy of [9] . The best 2 × 2 system is chosen from a 5 × 5 one with = 0.5 and = 0.1. We do not include the effect of interference at CR RX as the CA approach prohibits doing it. Also shown are simple norm-based results for = 0.1, = 0.1 and = 0.5, = 1.5.
before we describe the results, we introduce the parameter which controls the interference threshold (Ω for the SU case and , = 1, . . . , for the MU case) at the PU RX. is chosen so that the allowable interference at the PU is a fraction of the PU SNR (as in the case of CR SNR, this value is taken on a per antenna basis), i.e., Ω or = SNR PU at the PU RX(s). To compare the different approaches we use the measures of ergodic rates and the CDF of the achievable rates. The CDF curves and each point on the ergodic rate graphs are determined by averaging over the results obtained from 500 i.i.d. channel realizations. For the SU case we consider a single MIMO PU RX equipped with 3 antennas and for the MU case we take three PUs each having a single antenna (Fig. 1) . The results shown focus on the rate gains offered by selection, the effects of diagonal Q CR (important in the CA approach) and a comparison of the techniques.
In Fig. 3 we demonstrate that ( × ) antenna selection from larger ( × ) systems can enhance the ergodic rates to reach and go beyond the benchmark performance of an ( × ) system without any PU interference constraints. These graphs are based on the SU case and are obtained using the CA approach for diagonal Q CR . In particular, we see that if we select the best (2 × 2) antenna subsystem (according to P2) from (3 × 3) and then from (4 × 4) MIMO channel matrices, we are able to close the gap between the ergodic curves for these systems and the results for the benchmark (2 × 2) MIMO system without any PU. These results are for = 0.5 and = 0.1. Further, if the strength of the CR-PU interference channel is lowered with respect to the CR-CR channel by decreasing from 0.5 to 0.1 (which is plausible for environments with shorter range CRs), the ergodic rate curve for a (2 × 2) system obtained from a (4 × 4) system goes beyond that of a (2×2) system without any PU operating in its vicinity. This clearly indicates that even after performing antenna selection subject to the interference constraints, there are still enough degrees of freedom left for the CR to attain a substantial gain in terms of its maximum achievable rates.
Note that in Fig. 3 , the lowest curve represents the well studied case of a point to point MIMO CR channel with no selection, operating in the presence of a single PU [8] .
In Fig. 4 we consider the effects of a diagonal input covariance matrix and incorporate interference from the PU TX. We plot the ergodic rate curves based on the heuristic for two different systems and make a comparison between a diagonal and a full Q CR matrix in the presence of an interfering PU TX. For reasons of symmetry and to avoid any further parameters we assume that the signal strength from the PU TX to the CR RX is also given by the parameter . Hence, each element of H PC has power equal to . For these results we consider a CR device with three single antenna PU RXs in its vicinity and a PU TX equipped with 3 antennas interfering at the CR RX. As expected there is a small loss of rate for both systems when Q CR is restricted to diagonal form. However, the rate loss for the larger system is slightly less than that of the smaller one.
In order to perform a comparison of the heuristic with the ES approach, in Fig. 5 we plot ergodic rates versus SNR with full and diagonal Q CR matrices. We take the same parameters as in Fig. 4 and assume CR operation in the presence of 3 PU RXs and a PU TX with 3 antennas interfering with the CR RX. It is observed that the difference between the two approaches is minimal. For higher SNR values the gap between the ES and the heuristic becomes slightly larger. This is to be expected as any imperfections are magnified at high SNR. In addition to this, we also compare ergodic rates of the best 1 × 2 multiple-input single-output (MISO) system chosen from a bigger 1 × 5 MISO system with full and diagonal Q CR matrices. It is important to note here that the difference between ergodic rates tends to become larger than that observed in Fig. 4 . This is because MISO systems depend much more heavily on beamforming vectors rather than the antenna power allocation which is provided by a diagonal Q CR . Hence, the effect of using a diagonal Q CR is more noticeable for MISO systems than for MIMO.
In the absence of PU-CR interference all 3 techniques can be used and their performance is compared in Fig. 6 via CDFs of the achievable rates. The three techniques follow a hierarchy of complexity from the full solution in the ES through the relaxed iterative optimization in CA to the simple heuristic. Hence, it is notable that all 3 methods are remarkably similar and that even with its massively reduced complexity the heuristic is very similar to the CA approach and only a little behind the ES. Although the relative performance needs to be investigated in more detail over a wider range of parameters and scenarios, this is an excellent indication that near optimal results may be achieved with a very simple selection heuristic. The heuristic results for a 2×2 from a 3×3 system and a 3×3 from a 4×4 system show that more than half of the gap to the larger system is achieved by selection. Also shown are MISO results obtained by adapting the techniques of [9] to the MIMO systems considered. Here, the optimal subset of 2 from 3 or 3 from 4 receive antennas is selected, where optimality is defined as producing the largest maximum singular value. With the selected antennas, the receiver weights the signal by the dominant left singular vector to convert the MIMO channel to an effective MISO channel. The transmitter then performs an exhaustive search over the 2 from 3 or 3 from 4 transmit antennas, each time maximizing the rate over the usual constraints. This results in 2-transmit and 3-transmit MISO results as shown. Due to the reduction in dimensionality, the MISO results are less effective, especially at high rates, where the higher dimensions are particularly useful. Figures 5 and 6 show the gap between the heuristic approach and the optimal ES results. We note that the philosophy of the subset approach developed in [9] can be adopted to close this gap by trading computational complexity. Results showing a comparison of the subset strategy of [9] with our approaches are shown in Fig. 7 . We adapt the subset philosophy of [9] to our norm based technique in the following way. Consider the selection of a 2 × 2 link from a 5 × 5 system. Using the norms developed for the heuristic in Sec. III-C it is very fast to find the best 3 × 3 link. Then, the best 2 × 2 link is found by searching over all 9 possible links from the best 3 × 3. Hence, the efficient norm-based approach is used to identify a subset of antennas and then an ES is performed over the subset. The computational complexity of the subset approach tends to that of the ES method when a complete search is performed and tends to that of the heuristic method when a subset of size one is selected. The results shown in Fig. 7 suggest that the performance loss of the heuristic relative to the subset approach is minimal and so the increase in computational complexity of the subset approach is not always worthwhile. Figure 7 also investigates the effect of the , parameters which control the interference profile from the CR to the PU and the allowable interference at the PU. There is an approximate increase of 2bps/Hz as increases from 0.1 to 1.5, hence relaxing the PU constraint. There is also an approximate increase of 1.8bps/Hz as decreases from 0.5 to 0.1, making the interference from the CR more dominant at one PU. The effect of this interference profile is considered in more detail in Sec. V-B.
In Fig. 8 we study the effect of antenna size on the performance of the MIMO CR rates. It is seen that as the size of the antenna subset to be chosen decreases from a 4 × 4 system to a 2 × 2 system, the mean value of the rates falls from 20 bps/Hz to approximately 12.5 bps/Hz. This decrease is considerable, but expected given that only half of the number of antennas are used.The selection achieves substantial gains for smaller systems with a 2 × 2 from 5 × 5 selection system giving similar performance to a 3 × 3 system. Higher order selection shows diminishing returns with a 4 × 4 from 5 × 5 selection system giving a performance roughly halfway between a 4 × 4 and a 5 × 5 system. Figure 9 presents SNR CDFs due to selection with varying numbers of CR antennas in the presence of 3 PUs. The other system parameters are = 0.2, = 0.03 and SNR = 10 dB. The performance of a SISO CR link in the absence of a PU is also shown as a benchmark. As the CR system grows from (1 × 1) to (3 × 3) to (12 × 12) we see corresponding increases of 8 dB and 5 dB in the median SNR. Hence, the first 2 antennas added provide an 8 dB increase while the subsequent 9 antennas provide only 5 dB. Clearly, these are rapidly diminishing returns due to the addition of extra antennas. Note that the baseline performance of the SISO CR with no PU can be achieved via SISO selection from a (3 × 3) system. Hence, selection can be used to recover the losses due to PU presence. In this simulation, however, there are only 3 PUs with relatively weak CR-PU paths ( = 0.2). Hence, it is not too difficult to counter their effects.
B. SISO Selection
The CDF in (15) allows an investigation of the effects of various system parameters. One important question is whether selection can cope with strong interfering signals from the CRs. To investigate this issue, we fixed the total interference power, Fig. 10 for the case where = 0.03, SNR = 10 dB, there are 3 PU receivers and the total interference-to-noise ratio (INR) at the 3 PU receivers is 12 dB. As can be seen, there is a trade-off here. At low SNR, the presence of a dominant interferer ( = 0.05) reduces performance whereas at high SNR it increases performance. An explanation for this can be found from an inspection of (8) , since the SNR of the selection scheme is fundamentally linked to the transmit power. Ignoring the power limit on the transmitters, ie.
= ∞, gives / = 1/ where the CDF of is given in (10) . Now, consider the two extreme cases where = 0 (one interferer completely dominant) and = 1 (all interferers equal). Since we are fixing the total interference power, these two scenarios correspond to 1 = , 2 = 3 = . . . = 0 and = , = 1, . . . , . Substituting these scenarios in (10) gives ( / < ) = exp (− / ) for the dominant case and ( / < ) = 1 − (1 − exp (− / )) for the equal case. At high transmit power, large , these probabilities can be approximated by ( / < ) ≈ 1− / and ( / < ) ≈ 1 − ( / ) respectively. The probability for the dominant case is much smaller and so higher powers tend to be used in the dominant case at high SNR. At low SNR, is small and = exp (− / ) is small. Here, the two probabilities become ( / < ) ≈ and ( / < ) ≈ respectively. Here, the trend is reversed. The probability is greater for the dominant case and smaller powers tend to be used in the dominant case at low SNR.
Before describing the results of more realistic scenarios in detail, we mention that unless otherwise stated, the default parameters taken are = 8 dB, = 3.5, = 1000 m and = 20 m. Figure 11 explores the impact of the more complex channel models of Sec. IV-B. In this figure the effect of different system parameters is explored. A comparison of the curves in Fig. 11 shows that performance is increased as increases, decreases and decreases. Decreasing results in fewer power constraints and so a performance increase is obvious. Increasing and decreasing tends to reduce the Table I . In this table we consider the dimension required for a square CR MIMO link so that optimal SISO selection outperforms the equivalent SISO link in the absence of any PUs. By outperforming, we mean that the median SNR is exceeded. Hence, Table I gives the size of the array required so that selection completely removes the losses due to the presence of the PUs. Clearly, the required dimension grows with and reduces with . The scale of the system dimensions is of interest. Selection by itself can only remove the losses due to the PUs in sparse PU environments or when weak interference constraints are present. This is to be expected as the selection process is being worked very hard. Hence, in sparse PU environments selection may be possible as a stand-alone technique. In denser environments, selection may be a potential solution in conjunction with other techniques such as scheduling or the use of other bands.
VI. CONCLUSION
In this paper we have used the idea of antenna selection to jointly satisfy interference constraints at the PU RXs while improving the achievable rates of the CR device. We have presented three schemes in order of decreasing complexity to solve this problem. The optimal search approach is the most computationally demanding while the CA approach solves the problem by iteratively optimizing a series of small convex programs. We then present a norm-based separate transmit receive antenna selection technique. This approach results in huge complexity reductions and produces very accurate results. It is notable that this simple technique performs almost indistinguishably from the CA approach which is a well established optimization approach to approximating the full solution. In addition, we have included a performance analysis based on the SNR of the best link of the MIMO CR device. Finally, results have also been extended to more realistic scenarios based on Monte Carlo simulations. Broadly speaking, our results suggest that antenna selection for CR systems is a powerful technique in sparse PU environments with the potential for obtaining greater gains if we employ MIMO rather than SISO link selection. For denser PU environments, antenna selection can provide a partial solution for CR operation.
