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Abst rac t - -Th is  paper is concerned with a boundary-value problem, describing the stationary 
flow of a viscous, incompressible, electrically conducting fluid, confined to a bounded region of space, 
under mixed boundary conditions. The flow is governed by the Navier-Stokes equations, Ohm's law, 
and the Biot-Savart law; the boundary conditions involve the velocity field, stress tenser, electric 
current density, and electric potential. We derive a mixed variational formulation of the problem, 
which lends itself naturally to finite-element discretizations, and prove the existence and uniqueness 
of a (small) solution under the assumption ofsufficiently small data. (~) 2004 Elsevier Ltd. All rights 
reserved. 
geywords - -M ixed  variational methods, Finite elements, Magnetohydrodynamics, Navier-Stokes 
equations, Maxwell's equations. 
Byron Burch (author of beer brewing books) writes: "When brewers peak of boundless energy 
that reflects a passionate love of beer and brewing, and of reason revealed as a depth of techni- 
cal knowledge and understanding, all embodied in a single person, obviously we're thinking of 
George Fix." This statement is equally true when brewers, and beer and brewing, are replaced by 
mathematicians and mathematics, respectively. The second author remembers fondly the finite- 
element class taught by George Fix (out of Strang and Fix, of course) which he attended as a 
young graduate student. George's enthusiasm for mathematics will be sorely missed. 
1. INTRODUCTION AND MATHEMATICAL  MODEL 
We are concerned with the stationary flow of a viscous, incompressible, lectrically conducting 
fluid, confined to a bounded region f~ of ~3. Prominent examples of such fluids include liquid 
metals and salt water; thus, applications of the theory arise in geophysics and astronomy as well 
as in the metals processing industry and numerous other areas of engineering. 
Under the assumptions of the magnetohydrodynamic (or MHD) approximation, the flow can 
be described in terms of the fluid velocity u, the pressure p, the electric current density J, a 
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scalar electric potential ¢, and the magnetic field B. The latter can be decomposed as 
B = B0 + B(J), (1) 
where B0 is a given, externally generated field, while B(J) is the field induced by the current J
in the fluid. According to the Biot-Savart law, we have 
, fn x-u Z(J)(x) = -~-~ i _ -y-~a x J ( y )dy ,  (2) 
for x E R 3, where # denotes the magnetic permeability (a positive constant). The remaining 
variables, u, p, J, and ¢, must satisfy the momentum balance, 
--r/Au + p(u. V)u + Vp-  J x B = F0, (3) 
Ohm's law, 
and the continuity equations 
a - l J+V¢-  u x B =E0,  (4) 
V.  u = 0 and V • J = 0, (5) 
reflecting the conservation ofmass and charge. Here, r/, p, and a denote, respectively, the viscosity, 
density, and electric conductivity of the fluid; these are assumed to be positive constants. The 
vector fields F0 and E0 represent a given body force acting on the fluid and a given, externally 
generated electric field. We refer to [1,2] for more detailed discussions of the equations and the 
underlying physics and to [3-5] for specific applications. 
Equations (3)-(5) are posed in the fluid region F/and must be supplemented by suitable bound- 
ary conditions on the boundary 0fL In the simplest case, that of a rigid, impermeable, lectrically 
insulating wall, the velocity field would satisfy the usual no-flux no-slip boundary condition, u = 0 
on 0f~, while the current density would satisfy the no-flux condition, J .  n = 0 on 0fL Here, and 
in the sequel, n denotes the outward unit normal vector field on 0fL Nonhomogeneous versions 
of these boundary conditions arise if the fluid is mechanically driven through boundary forcing 
or electric current is passed through the container walls. Under these conditions, the problem 
was studied in [6], where we proved its well-posedness under suitable smallness assumptions on 
the data and established optimal-order error estimates for a finite-element discretization. 
Frequently it is necessary to consider more general boundary conditions. For example, if an 
electric power source is connected to electrodes embedded in the container walls, it is physically 
more realistic to prescribe the electric potential ¢ on the electrodes, instead of the current flux J. n 
through the walls. In the case of artificially truncated omains, specifically on inflow and outflow 
boundaries, it may be necessary to prescribe normal or tangential stresses rather than velocity 
components. Stress boundary conditions also arise in free-surface flows. Indeed, one standard 
approach to the analysis and numerical solution of free-surface flows involves the iterative solution 
of a sequence of approximate problems on fixed domains with stress boundary conditions on those 
parts of the boundary that approximate the free surface. Plans to study free-surface MHD flows 
were the primary motivation for the present work. 
To formulate a set of mixed boundary conditions for equations (3)-(5), we introduce the fol- 
lowing notation and hypotheses. Given a velocity field u in f~, we let :D(u) := Vu + (Vu) "c 
(that is, (1/2)/9(u) is the symmetric part of the tensor Vu). The stress tensor is then given by 
"/- := T(u,p)  := rflg(u) - p:/:, where 2" is the identity tensor; if V- u = 0, then V.  T = r]Au -- Vp. 
Throughout, we assume that f~ is a bounded Cl,l-domain or a convex polyhedron. Let F1, F2, 
F3, and F4 denote (sufficiently regular) relatively open and pairwise disjoint subsets of 0f~, such 
that 0fl = [`1 U F20 [`3 t3 f'4. We prescribe the velocity on F1, the stress on F2, normal velocity 
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and tangential stress on F3, and tangential velocity and normal stress on 1`4; that is, we impose 
hydrodynamic boundary conditions of the form 
u=gl ,  on 1`1, Tn=h2,  on 1`2, 
U" n = ga and Tn-  ( (Tn) .  n)n = h3, on 1'3, (6) 
u - (u -n )n=g4 and (Tn) .n=h4,  on 1'4, 
where gl, h2, 93, h3, g4, h4 are given boundary data, satisfying suitable regularity and compati- 
bility conditions (to be detailed later). We refer to [7] for a general discussion of these and other 
boundary conditions for viscous incompressible flow. 
Likewise, let E1 and E2 denote (sufficiently regular) relatively open and disjoint subsets of Oft, 
suclh that 0ft = E1 U E2. We prescribe the current flux on E1 and the electric potential on E2; 
that is, we impose electromagnetic boundary conditions of the form 
J .n=j ,  onE1, ¢=k,  onE2, (7) 
with given (sufficiently regular and compatible) boundary data j and k. 
The purpose of this paper is to derive a mixed variational formulation for the boundary- 
value problem (3)-(7), with B given by (1),(2), and to prove its well-posedness under suitable 
smallness assumptions on the data (forcing terms and boundary data). This will set the stage 
for the finite-element discretization, error analysis, and numerical solution of the problem in the 
general framework of the Babuska-Brezzi theory (see, for example, [8] or [9]). 
Similar analyses have been carried out for purely hydrodynamic flows; see [10-15]. George 
Fix~ to whom this collection of articles is dedicated, contributed to the theory in several papers; 
see [16,17]. The case of electrically conducting fluids was studied in [18], but based on a differ- 
ent formulation of the underlying PDEs; this formulation requires boundary conditions for the 
magnetic field. Those are realistic only under special assumptions on the nature of the bound- 
ary of the flow region, most notably, the assumption of perfectly conducting walls. In general, 
however, the magnetic field transcends the flow region and satisfies continuity or jump conditions 
(rather than boundary conditions) on its boundary. The present formulation of the problem, in 
which the magnetic field (in all of space) is computed from the current density in ft by means of 
the Biot-Savart law (2), avoids idealizing assumptions on the nature of Oft and accounts for the 
electromagnetic interaction of the fluid with the exterior. 
In Section 2, we derive a mixed variational formulation of the boundary-value problem (3)-(7) 
that; fits into the general framework of the Babuska-Brezzi theory. In Section 3, we prove that 
under suitable smallness assumptions on the data, the problem has a unique (small) solution. 
2. VARIAT IONAL FORMULATION 
We seek weak solutions of the boundary-value problem (3)-(7), with u E HI(f~), J E L~(f~), 
p E L2(ft), and ¢ E Hl(f~). Hence, we assume that F0 E Hl(ft)  * and E0 E L2(f~). Noting that 
the operator B, defined by (2), maps L2(ft) into H i ( f  t) (see [1, Section 2]), we also assume that 
Bo e- H i ( f  t), Mthough this assumption could be relaxed. Regarding the boundary data, we need 
gl E H1/2(1'l), h2 E H1/2(F2)*, g3 E H1/2(F3), h3 E H1/2(F3) *, g4 E H1/2(F4), h4 E HI/2(F4) *, 
j E H1/2(E1) *, k E H1/2(E2), and, of course, h3 .n = 0 on F3 and g4-n = 0 on F4. Furthermore, 
the divergence constraints (5) necessitate he compatibility conditions 
and 
j f rg  • n + f r  g3 = 0, if F2 U I'4 -= ~, (8) 
1 3 
f j =0,  if z2 = 0. (9) 
1 
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Obviously we need to require that the essential boundary data (those for the fluid velocity and the 
electric potential) can be lifted. Instead of giving specific conditions on $2, the sets Fi and ~i, and 
the boundary data to guarantee this, we simply assume that there exists a vector field in H I(Q) 
that satisfies the velocity boundary conditions on F1, F3, and F4 and that there exists a function 
in H 1 (~) that satisfies the potential boundary condition on E2. 
Let H~(~) and H~(~), respectively, denote the subspaces of HI (~)  and HI(~),  consisting of 
functions that satisfy homogeneous versions of the essential boundary conditions for the velocity 
and potential, that is, 
H~($2) := {v  ~ H~(~) I  v = 0 on rx, v .n  = 0 on r3, v - (v .n )n=0 on r4} ,  
H~($2) := {~b e H1($2) [ ¢ = 0 on ~2}.  
We multiply the momentum balance (3) by a test function v E Hlr(fl) and Ohm's law (4) by 
a test function K E L2(fl), integrate over $2, and add the two resulting equations. After an 
integration by parts (using the identity V - T = UAu - Vp) and some algebra, we arrive at the 
following equation: 
2 / :D(u) : T~(v) + l / j " K + / ((K x Bo) " u -  (J × Bo) " v) 
+p/~ ((u. V )u) .v  + f~ ((K × B( J ) ) .u -  (J x B ( J ) ) .v )  
-f p(V.v)+/(v¢).K 
=/Fo 'v+/ fEo 'K+fr2h2"V+~r3h3"v+fr  h4n'v" 
(lo) 
Likewise, we multiply the two divergence constraints in (5) by q E L2($2) and ~b E H~(f~), 
respectively, integrate over $2, perform an integration by parts in the second equation, and add 
the resulting equations to obtain 
- /n(V.u)q+ / J . (V¢)= /~lj ¢. (11) 
A weak form of the boundary-value problem (3)-(7) is to find u E HI(~),  satisfying the velocity 
boundary conditions in (6), J e L2(fl), p E L2($2), and ¢ E Hl(f l),  satisfying the potential 
boundary condition in (7), such that equations (10) and (11) are satisfied for all test functions 
(v, K) e H I (~)  x L2(fl) and (q, ~b) e n2(~) x H~($2), respectively. 
We note that if F2 tJ F4 = 9, the pressure p is determined only up to an additive constant, 
and due to (8), it suffices to use test functions q E L2(~) (the subspace of L2($2) consisting of 
functions with mean zero) in equation (11). Likewise, if E2 = @, the potential ¢ is determined 
only up to an additive constant, and due to (9), it suffices to use test functions ~ E/:/l(f~) (the 
subspace of H1($2) consisting of functions with mean zero) in equation (11). This leads to the 
following choice of test function spaces: 
{ L2(~), 
M1 := L2(fl), 
X 1 := H~(~), X2 := L2(~), X := X 1 × X2, 
ifF2LAF4#@, I" H~(f~), i fE2#¢,  
if F2 U F4 --- 0, M2 : :  ~ /:/1(~'~), if E2 = @, M :~ M 1 × M2. 
These spaces are endowed with the norms they naturally inherit from L2(~) and H l(fl). 
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Motivated by equations (10) and (11), we introduce a bilinear form a0, a trilinear form al, a 
bilinear form b, and two linear forms ~l and ~2 as follows: 
a0 ((vl, K1), (vs, Ks)) := ~ T)(vl) : T)(v2) + -a K1. K2 
+/n  ((Ks x B0) 'v l  - (Ki x B0) 'v2) ,  
al ((vl, K1), (v2, Ks),  (v3, K3)) := P fa  
÷£ 
((vl .  V)~s) .va 
((K3 x B(Ki)) .  v2 - (Ks x B(K1)). v3), 
for (vl, K1), (v2, K2), (v3, K3) e Hl(f~) x LS(f~), 
b ((v, K), (q, ¢) ) := - /a (V .  v)q + ~ K .  (V~b), 
2 3 4 
es (q, ¢ ) :=  f s  j¢ '  1 
for (v,K) e Hl(f~) x L2(f~) and (q,~p) e L2(a) x Hl(ft). 
All these forms are bounded on their respective domains. We note that ao is symmetric and 
positive semidefinite, with 
a0 ((v, K), (v, K)) = ~IID(v)IIL2 + IIKII~2, 
for (v, K) E HI(~) x 1,2(Ft). By Korn's inequality and the Peetre-Tartar lemma (see, for exam- 
ple, [19, Chapter VII.7.3]), l l~( . ) l l~2 is a norm equivalent to II • IIH1 on  any subspace of I-Ii(f~) 
that has trivial intersection with the null space N(T?) of the deformation tensor :D; this null space 
consists of rigid body motions. For simplicity, we assume that t-I~(~) A N(D) = {0}. This is 
clearly the case, for example, if F1 ¢ ~. (If H~(ft) A N(Z)) ¢ {0}, the fluid velocity is determined 
only up to certain rigid body motions that leave the domain f~ invariant. The subsequent analysis 
would then require the introduction of a suitable quotient space of H~(ft).) 
Under the assumption H~(gt) n N(T?) = {0}, the bilinear form a0 is positive definite on the 
test function space X : Hl(f~) x L2(f~); that is, there exists a constant a0 > 0, such that 
ao ((v, K), (v, K)) _> ~oll(v, K)I/2, (12) 
for ,all (v, K) c X. Note that ao = cmin(~, a- l ) ,  with a constant c > 0 that depends only on 
the domain ft. 
A weak form of the boundary-value problem (3)-(7) can now be stated as follows. 
PROBLEM 1. Find u E Hl(f~) with u = gl on F1, u. n = g3 on Fa, and u - (u. n)n = g4 on F4, 
J G L2(fl), p c L2(f~) (p e L2(fl) if r2 u r4  = 0), and ¢ c Hl(f~) with ¢ = k on E2 (¢ E [-II(f~) 
if ~2 = 0), such that 
ao( (u , J ) , (v ,K ) )+a l ( (U , J ) , (u , J ) , (v ,K ) )+b( (v ,K ) , (p ,¢ ) )  = el(v,K),  (13) 
for MI (v, K) C X, and 
b ((u, J), (q, ~p)) = e2(q, ~P), (14) 
for all (q, ~?) 6 M.  
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REMARK. It is easy to show that Problem 1 cannot have more than one solution (u , J ,p ,  ¢) 
with II(u,J)[IHlxL2 < ~0/(2[lallI), where a0 is the constant in (12) and Nalll is the norm of the 
trilinear form al. Indeed, suppose that (ul,  J1, Pi, ¢1) and (u2, 52, P2, ¢2) are any two solutions 
of Problem 1. Writing equations (13) and (14) for each, subtracting the corresponding pairs of 
equations, and substituting (v, K)  = (ul - u2, 51 - J2), we see that 
a0 ((ul - u2, 31 - J2), (U l  - -  U2 ,51  - -  52)) 
+a l  ( (111  - -  u2,J1 - J2) ,  (Ul , J1) ,  (Ul - u2, J1 - J2)) 
-{-al ((u2, J2) ,  (Ul - -  U2,51 -- J2) ,  (Ul - -  U2:51 - J2)) -- 0. 
Due to (12), this implies 
(oz0 - IialH (ll(Ul, J1)IIHlxL2 + [l(u2, J2)IIHlxL2))N(Ul -- u2,J1 _ j2)IIHl×L22 <~ 0 ,  
and if [I(Ul,J1)IIHI×L2, II(U2,J2)IIHI×L= < a0/(211alll), we infer that ul  = u2 and 31 = J2. 
To see that  Problem 1 fits into the general framework of the Babuska-Brezzi theory (see [8] 
or [9]), we need to verify that the bilinear form b satisfies the inf-sup condition 
b ((v, K),  (q, ~)) 
inf sup 
(q,~p)eU (v,K)eX I](v,K)IIxII(q,~b)HM > 0. (15) 
Discrete versions of the inf-sup condition guarantee the stability of finite-element discretizations 
of Problem 1. Moreover, the inf-sup condition allows us to reduce Problem 1 to an equivalent 
problem that involves only the velocity and current variables, under homogeneous boundary 
conditions. This equivalent formulation will be used to prove the existence and uniqueness of a 
small solution for small data. 
The proof of the inf-sup condition (15) is based on the following lemma. Since we were unable 
to find a convenient reference for Part (a), covering all possible cases, we include a short proof. 
LEMMA 1. 
(a) The d ivergence operator,  v ~-~ V • v ,  maps  X l  onto  M1. 
(b) The grad ient  operator,  ¢ ~-~ V~b, is invert ib le as a mapp ing  f rom M2 into  X2. 
PROOF. 
(a) It is well known that the divergence operator maps H~(~), and hence H~(~), onto £2(~/); 
see, for example, [9, Corollary 1.2.4]. It therefore suffices to show that in the case 
F2UF4 #0, there exists a vector field v E H~(~) with V .v  -- const = I. To that 
end, choose a point x0 C F2 U I~4, an open neighborhood U of Xo in R 3, such that 
U N 0~ C F2 U F4, a function ~ E C~(~ 3) with ~ >_ 0, ~(x0) > 0, and supp(~) C U, 
and a lifting Vl E HI(~) with vl = ~n on 0~. By construction, vl E H~(~) and 
A := f~V-V l  = f~ > 0. Moreover, we have A/ I~ ] - V.v l  E L2(~), and thus, 
there exists a vector field v2 E H01(~), such that V • v2 = A/I~I - V • vl. But then, 
v := (l~I/A)(v1+v2) has the desired properties, that is, v c H~(~) and V .v  = const = I. 
(b) The assertion follows, for example, from the PeetreoTartar lemma. In fact, the gradient op- 
erator is invertible (that is, one-to-one with a bounded inverse), as a mapping from H I (~) 
into L2(~), on every subspace of HI(~) that does not contain the constants. 
COROLLARY 1. 
(a) The bi l inear form b satisf ies the inf-sup condi t ion (15). 
(b) There  ex ists  a solenoidal  vector  f ield uo E Hi(12) sat i s fy ing  the boundary  condi t ions  
uo=gl  on F l ,  uo . n = g3 on F3, and uo - (uo . n )n  = g4 on Fa. 
(c) There exists a solenoidal  vector  f ield Jo E L2(fl) with  Jo • n = j on ~1.  
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PROOF. 
(a) Define 51 : X l  x M1 --~ R by bl(v, q) := - fn(V.v)q  and B1 : X l  --~ M~" by BlV := 51 (v, . ). 
Identifying Mf  with M1, we see that B lv  = _~7. v, for v • XI .  By Lemma la, B1 is 
surjective; this is equivalent o the invertibility of the dual operator, B~ : M1 ~ X~. 
Define 52 : X2 x/l//2 -~ R by b2(K,¢)  := faK .  (V¢) and B2 : X2 --* M~ by B2K := 
b2(K, - ). Identifying X~ with X2, we see that the dual operator, B~ : M2 -* X~, is given 
by B~b = V¢,  for ¢ • M2. By Lemma lb, B~ is invertible; this is equivalent o the 
surjectivity of B2. 
Now define B : X ~ M* by B(v,  K)  := b ((v, K),  ( . ,  • )). The surjectivity of B1 and B2 
implies that of B. But the surjectivity of B is equivalent o the invertibility of the dual 
operator, B* : M --* X*, and thus, to the inf-sup condition (15). 
(b) By assumption, there exists a lifting of the velocity boundary data, that  is, a function 
Ul • Hl(Ft) with ul  -- gl on FI, ul  .n = g3 on F3, and ul  - (U l  .n )n  = g4 on F4. We have 
V .  Ul • n2(~),  and if F2 U F4 = 0, then fa V .ul = foa u~. n = fr~ g l '  n + fr~ g3 ---- 0. 
In any case, V • Ul • M1, and by Lemma la, there exists a function u2 • X1 with 
V • u2 = V • Ul. But then, Uo := ul - u2 has the desired properties. 
(c) The functional ¢ ~-* fE~ j¢  belongs to M~. Since the operator B2, introduced in the proof 
of Part  (a), is surjective, there exists a function J0 • X2, such that  fn Jo" (~7¢) = f~ j¢  
for all ~p • M2, and even for all ¢ • H~(~)  (since f~ j = 0 if E2 = O). In particular, 
fn Jo '  (V¢) = 0 for all ¢ • Hol(fl), and hence, V .  Jo = 0. But then, f f l Jo.  (V~) = 
fE~(Jo" n )¢  for all ¢ • H~(~) ,  and hence, Jo .n  = j on El.  
Returning to the variational equations (13) and (14), we now substitute 
u = uo + fi and J = Jo + J,  
with uo and Jo chosen in accordance with Lemmas lb and c. We also set 
P = Po +~ and ¢ = ¢0 + ¢, 
where Po = 0, unless F2 UP4 = 0, in which case Po = (1/IDI) lap, while ¢0 is an HI- l i ft ing of the 
boundary data k on E2, unless E2 = 0, in which case ¢0 = (1/l~tl) fn ¢. In order to conveniently 
write equation (13) in terms of the new variables fi, J , 15, and ¢, we introduce a bilinear form a 
and a linear form g, defined by 
a ((Vl, K1) ,  (v2, K2)) := ao ((Vl, K1), (v2, K2)) + al ((uo, Jo) ,  (vl ,  K1) ,  (v2, K2)) 
+ al ((vl,  K1) ,  (uo, Jo) ,  (v2, K2)) ,  
for (Vl, K , ) ,  (v2, K2) • X, and 
g(v, K)  := gi(v, K)  - ao ((Uo, Jo), (v, K))  - al ((uo, Jo) ,  (uo, Jo) ,  (v, K))  - b ((v, K ) ,  (Po, ¢0))~ 
for (v, K)  • X. We note that a is coercive on X, provided that the liftings Uo and Jo have 
sufficiently small norms (in Hl(~t) and L2(~), respectively). Indeed, 
a ((v, K) ,  (v, K)) > (So - 211a~llll(uo, Jo)l[w ×L~)II(v, K)I]~:, (16) 
for all (v ,K )  • X, where so is the constant in (12) and ]]al]] is the norm of the trilinear form ha. 
Clearly, Problem 1 is equivalent o finding (fi, 3) • X and (:5, ¢) • M,  such that 
o (v, K) )÷ el (v K)) ÷b (Iv, K), = K), 
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for all (v, K)  E X, and 
for all (q, ~b) E M. Due to the inf-sup condition (15), the problem can be further reduced by 
projection onto the subspace 
V := {(v, K)  E X I b ((v, K),  (q, ¢)) = 0, V (q, ~b) E M} 
of X (see [9, Chapter IV.l]). This eliminates the variables t5 and ¢ and leads to the following 
problem, still equivalent o Problem 1. 
PROBLEM 2. Find (fi, J )  E V, such that 
a (( f i ,  J )  
for a11 (v, K) E V. 
,(v,K)) -{-al ((u,,]) 
3. EX ISTENCE AND UNIQUENESS FOR SMALL  DATA 
After the preparations in the preceding section, it is an easy exercise to prove the existence 
and uniqueness of a (small) solution to Problem 2 (and hence, to Problem 1 and the original 
boundary-value problem) under suitable smallness assumptions on the data. 
In view of (16), we assume that 
and let 
S0 
II(Uo,Jo)HH~×L= < -  (17) 
:211a1[I 
s := So - 211a~llll(u0, J0)IIHI×L=. 
The bounded bilinear form a induces a bounded linear operator A : V --+ V*, defined by Av := 
a(v, .), for v E V. Due to (16) and (17), A is in fact an isomorphism with IIA-III <_ s -1 
Likewise, the trilinear form al induces a bounded bilinear operator A1 : V x V -+ V*, defined 
by Al(v,w):= al(v,w, .), for v, w E V, with IIAlll <_ Ilalll. 
Clearly, Problem 2 is equivalent o finding u := (fi, J)  E V, such that 
Au + Al(u,u) = giv, 
or equivalently, 
u = A - l (g lV  - Al(U,U)). 
Unique solvability near 0 is an immediate consequence of the inverse-function theorem, applied 
to the mapp ingG:V-+V* ,  defined byG(v)  := Av+Al(v,v) ,  for v E V. Note that G is  a 
C°°-mapping with G(0) = 0 and G'(0) = A. Since A is an isomorphism, G is locally invertible: 
there exist neighborhoods U of 0 in V and U* of 0 in V*, such that GIu is a diffeomorphism 
between U and U*. Thus, if glv E U*, Problem 2 has a unique solution u E U (and the solution 
depends smoothly on g). 
To obtain estimates on the size of the neighborhoods U and U*, it is preferable to apply the 
contraction mapping principle rather than the inverse-function theorem. To that end, define 
H :V~Vby 
H(v) := A -1 (glv - Al(v,v)), 
for v E V. Note that solutions of Problem 2 coincide with fixed points of H. For r > 0, let Br 
denote the closed ball of radius r, centered at the origin, in V. 
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LEMMA 2. 
(a) IfO < r < ~/(2]latI[), then HIB ~ is a contraction with Lipschitz constant 2llaxHr/a. 
(b) I f0  < r < a/llall l and [Igilv" < r(a - I la l l l r ) ,  then H(Br)  C Br. 
PROOF. 
(a) For r > 0 and vl, v2 C Br, we have 
IIH(v~) - H(v2)llv = ]]A -~ (AI (v2, v2) - -  A~(vl, vl) )Hv 
1 
< - I I&(v2  - vl,v2) + A l (V l ,V2  - Vl)llv 
OL 
< l l laxl l lM - v2llv (llvlllv + [[v2Hv) < 2Hall[riM - v2H. 
O~ C~ 
(b) I f0  < r < ~/lla~ll, Ilellv- _< r(~ - I la l l l r ) ,  and v e B~, then 
IIH(v)llv ~< ! (ll~llv* + Ilalllllvll 2)  ~< 1 (r(~ - Ila~llr) + Ilalllr 2) = r, 
Oz 0¢ 
COROLLARY 2. I f  Ilellv- < ~2/411al II, then Problem 2 has a unique solution (fi, 3) with [[ (fi, 3)I]v 
< c~/(2IlallI). 
PROOF. The quadratic mapping r ~ r (a -  Ilalllr) increases from 0 to a2/(411a~ll) as r varies 
from 0 to ~/(21Iaxll). Hence, if Ileitv- < ~2/(411a~1I), we can find a number r with 0 < r < 
a/(2llalli), such that Ilgllv- -< r (a  -IIa~llr). By Lemma 2, HIB~ is then a contraction that 
maps B~ into itself; thus, H]B, has a unique fixed point, and the assertion follows. 
Summarizing, we obtain the following existence and uniqueness result for the original problem. 
THEOREM. I f  the forcing terms and boundary data in Problem 1 are sma11 enough, so that 
I[(u0,J0)IIH~×L2 < -  
2Hall[ 
and' 
(s0 - 2 tlaltl ll(-0, Jo)t f . ,×L~) ~ 
IleJrv. < 411allr 
then Problem 1 has a unique solution (u, J ,p,  ¢) with II (u, J)IIH' ×L' < a0/(211al II)" 
PROOF. Under the assumptions of the theorem, Corollary 2 applies and yields the existence 
of a unique solution (fi,3) of Problem 2 with II(fi,,l)llv < a/(211alll) , where a = c~o -21Ia1H • 
11 (u0, J0)HH 1 xL 2. The corresponding solution (u, J, p, ¢) of Problem 1 satisfies 
I1(1.1, J ) I IH1xL2 = (U 0 -}- l~l,J 0 ~- J )  
H I×L  2 
ao  - 2llall] [[(u0, J0)IIHI ×L~ 
< II(u0,Jo)llnl×L~ + 
2[]axll 
C~ o 
211alti" 
Uniqueness is clear, by the remark following the statement of Problem 1. 
REMARK. The smallness assumptions on the data should be interpreted relative to the physical 
parameters of the problem. Recall that the constant C~o is of the form a0 = cmin(~, a - l ) ,  with a 
constant c depending only on the domain ~. This implies that any given set of data will satisfy 
the assumptions of the theorem, provided that the viscosity ~/ and electric resistivity a -1 are 
sufficiently large. 
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