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On intriguing sets of the Penttila-Williford association scheme
John Bamberg and Klaus Metsch
Abstract. We investigate intriguing sets of an association scheme introduced by Penttila and Williford
(2011) that was the basis for their construction of primitive cometric association schemes that are not
P -polynomial nor the dual of a P -polynomial scheme. In particular, we give examples and characterisation
results for the four types of intriguing sets that arise in this scheme.
1. Introduction
A celebrated result of Beniamino Segre [13, n. 91] is that if there exists a nonempty proper subset
S of the point set P of the elliptic quadric Q−(5, q), q odd, such that every generator meets S in a
constant number m of points, then m = (q + 1)/2. Such a set S is called a hemisystem, and by the
work of Cossidente and Penttila [7], these configurations exist for every odd prime power q. Hemisystems
garnered interest from the algebraic combinatorics community, as they give rise to cometric Q-antipodal
association schemes [14]. Segre’s result was extended to q even by Bruen and Hirschfeld [3], who showed
that no such subsets S can exist. Thus for q even, there is an absence of such interesting configurations.
However, Penttila and Williford [12] introduced the notion of a relative hemisystem of Q−(5, q), q > 2
even, which give rise to atypical and rare association schemes; primitive cometric association schemes
that do not arise from distance regular graphs. Their idea was to consider a non-tangent hyperplane H
for Q−(5, q) and to only regard the points X that lie outside of H. Now, a nonempty proper subset S of
X such that every generator meets S in a constant number m of points must have m = q/2, according to
[1, Theorem 1]. In particular, q is even. Such a configuration is a relative hemisystem.
In the background, there is a 4-class cometric association scheme, which we call the Penttila-Williford
scheme. It arises from taking the natural relations that are invariant under the stabiliser of H in the full
similarity group of Q−(5, q), and it exists for all prime powers q, odd or even (but greater than 2). Table
1 summarises the relations of this scheme, and full details will be given in Section 3.
Relations Description
R0 equality
R1 noncollinear but collinear to the conjugate of the other
R2 noncollinear and noncollinear to the conjugate of the other
R3 collinear and not conjugate
R4 conjugate
Table 1. The Penttila-Williford Scheme
A relative hemisystem, if it exists, provides an example of an intriguing set for this association scheme,
in the language of De Bruyn and Suzuki [9]. Little is known about other intriguing sets for this association
scheme, apart from the devices used in Melissa Lee’s MPhil thesis [10] and in [1]. In this paper, we begin
an investigation into the various intriguing sets for this scheme and we derive characterisation results.
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Since there are four non-principal eigenspaces, there are four ‘types’ i ∈ {1, 2, 3, 4} of intriguing sets
depending on the index i for which its characteristic vector belongs to the sum V0 ⊕ Vi of eigenspaces for
the Penttila-Williford scheme. There is a particular involution σ that acts fixed-point-freely on X, and
we say that two points x, y ∈ X are conjugate if x = yσ. A subset S of X is σ-invariant, if xσ ∈ X for
all x ∈ X. If an intriguing set S is not σ-invariant, then the image Sσ of S under σ is disjoint S, and we
shall see that |S| = 12 |X|.
Theorem 1.1 (Paraphrase of Theorem 3.3). Suppose that Y is an intriguing set of type i, where
i ∈ {1, 2, 3, 4}.
(a) If i = 1 or i = 3, then |Y | = 12 |X| and |{p, p
σ} ∩ Y | = 1 for all p ∈ X.
(b) If i = 2 or i = 4, then Y σ = Y .
We show in Section 4 that an intriguing set of type 2 has size at least 4(q + 1) (see Lemma 4.9), and
this bound is sharp. In Theorem 4.12, we characterise the smallest examples for when q > 59. We also
show in Section 5 that an intriguing set of type 4 has size at least q2(q− 1), and this bound is sharp. The
following result characterises the smallest examples.
Theorem 1.2 (Paraphrase of Theorem 5.5). Suppose Y is an intriguing set of type 4 of the Penttila-
Williford scheme. Then |Y | > q2(q− 1), and in the case of equality, there exists a point p ∈ H ∩Q−(5, q)
such that Y consists of the q2(q − 1) points of Q−(5, q) \H that are collinear to p.
2. Preliminaries
Let Γ = (X,R) be a finite connected regular graph, and we will also assume throughout that Γ is
nontrivial; neither empty nor complete. A subset Y of X is called an intriguing set if and only if there are
integers h1, h2 > 0 such that every vertex of Y is adjacent to exactly h1 vertices of Y and every vertex
of X \ Y is adjacent to exactly h2 vertices of Y . We will use the symbol j to denote the ‘all-ones’ row
vector. We always assume a given numbering X = {x1, . . . , xn} of the vertices of X where n = |X|. The
adjacency matrix of Γ is the real (n×n)-matrix A with Aij = 1 when xi and xj are adjacent and Aij = 0
otherwise. Notice that A is a real symmetric matrix, so the row space Rn decomposes into the orthogonal
sum of the eigenspaces of A, which we also call the eigenspaces of Γ. For every subset Y of X we denote
by χY its characteristic vector, that is the real row vector of length n whose i-th entry is 1, if xi ∈ Y , and
0 otherwise. The following theorem is from [9].
Result 2.1 ([9]). Let Γ = (X,R) be a finite connected nontrivial regular graph with eigenspaces
V0, . . . , Vs where V0 = 〈j〉 and adjacency matrix A. Let Y be a non-empty proper subset of X.
(i) Y is an intriguing set of Γ if and only if χY ∈ V0 ⊕ Vi for some integer 1 6 i 6 s.
(ii) If Y is an intriguing set, i > 1 is the integer with χY ∈ V0 ⊕ Vi, and if θ is the eigenvalue of A on
Vi, then every vertex of X \ Y is adjacent to exactly
k − θ
|X|
· |Y |
elements of Y and every vertex of Y is adjacent to exactly
θ +
k − θ
|X|
· |Y |
elements of Y .
If Y is an intriguing set with Y 6= ∅,X and i is the unique index such that χY ∈ V0⊕Vi, then we say
that Y is an intriguing set of type i, or for the eigenspace Vi. Notice that χY = cj + v with c := |Y |/|X|
and v ∈ Vi. Since eigenvectors for distinct eigenvalues have inner product zero, the following well-known
result follows easily.
Result 2.2. Let Γ = (X,R) be a finite connected regular graph. Let Y1 and Y2 be intriguing sets of Γ
for different eigenspaces. Then |Y1 ∩ Y2| · |X| = |Y1| · |Y2|.
We give an example that will be used later.
ON INTRIGUING SETS OF THE PENTTILA-WILLIFORD ASSOCIATION SCHEME 3
Example 2.3. The collinearity graph of Q−(5, q) is a strongly regular graph with eigenvalues (q2+1)q,
q−1 and −(q2+1) where (q2+1)q has eigenspace V0 := 〈j〉. Intriguing sets for the eigenvalue −(q
2+1) are
hemisystems (by Segre’s theorem), that is, sets of points of size (q3+1)(q+1)/2 such that every generator
meets in (q + 1)/2 elements. The intriguing sets for the eigenvalue q − 1 are usually called ‘tight sets’ in
the literature. It follows from the above results that for any tight set Y we have |Y | = c(q + 1), where c
is the number of points in Y collinear to a given point not in Y . There exist many different examples of
tight sets of Q−(5, q). The q + 1 points of a line form a tight set. The union of two perpendicular conics
is a tight set. Moreover, any union of disjoint tight sets is a tight set, so a large number of examples can
be obtained by taking a disjoint union of lines and pairs of perpendicular conics. If c is sufficiently small,
it was proven in [11, Theorem 2.15] that this construction describes all tight sets of size c(q + 1).
3. The Penttila–Williford scheme
We consider a finite 5-dimensional projective space P = PG(5, q), q > 2, and in there, an elliptic
quadric Q = Q−(5, q). We let ⊥ be the associated polarity of P whose absolute points are the points of
Q. Let H be a hyperplane of P meeting Q in a parabolic quadric Q(4, q).
We consider the point set X := Q\ (Q∩H) obtained from Q by removing the points of H ∩Q. Note
that |X| = q2(q2 − 1). We define σ : X → X as follows. Let p be a point of Q not in H. Then the
line joining H⊥ and p is a hyperbolic line and so contains a unique second point p′ of Q. Let σ be the
central collineation of PG(5, q) having axis H and centre H⊥, mapping p to p′. Then σ commutes with
the polarity ⊥ and so stabilises Q. Moreover, since pp′ has only two points of Q on it, we have σ(p′) = p
and hence σ2 is the identity. Via the Klein correspondence, we can map the points of X to lines of the
Hermitian surface H(3, q2) that lie outside of a symplectic subgeometry W(3, q). This subgeometry can
alternatively be defined as the fixed subspaces of a Baer involution, and this involution corresponds to
our map σ.
Two points p, p′ of Q are said to be collinear when p 6= p′ and p′ ∈ p⊥, that is, p and p′ are distinct
points that span a line of PG(5, q) contained in Q. In this case we write p ∼ p′. On X the following
symmetric relations Ri, 0 6 i 6 4, define a cometric association scheme on X (see [12, Theorem 1] and
[10, Section 5.4]).
R0 = {(u, v) ∈ X ×X | u = v},
R1 = {(u, v) ∈ X ×X | v 6∼ u ∼ v
σ},
R2 = {(u, v) ∈ X ×X | v 6∼ u 6∼ v
σ},
R3 = {(u, v) ∈ X ×X | v ∼ u 6∼ v
σ},
R4 = {(u, v) ∈ X ×X | u = v
σ}.
We will frequently refer to the ‘association scheme X’, which will mean the association scheme on
X given by the above relations. The matrix of eigenvalues P and matrix of dual eigenvalues Q of this
association scheme are as follows:
P =


1 (q − 1)
(
q2 + 1
)
(q − 2) q
(
q2 + 1
)
(q − 1)
(
q2 + 1
)
1
1 q2 + 1 0 −
(
q2 + 1
)
−1
1 q − 1 −2 q q − 1 1
1 − (q − 1) 0 q − 1 −1
1 −(q − 1)2 2 (q − 2) q −(q − 1)2 1

 ,
Q =


1 (q−1)
2 q
2
(q−2) (q+1) (q2+1)
2
(q−1) q (q2+1)
2
q (q2+1)
2
1 (q−1) q2
(q−2) (q+1)
2 −
(q−1) q
2 −
(q−1) q
2
1 0 −q − 1 0 q
1 − (q−1) q2
(q−2) (q+1)
2
(q−1) q
2 −
(q−1) q
2
1 − (q−1)
2 q
2
(q−2) (q+1) (q2+1)
2 −
(q−1) q (q2+1)
2
q (q2+1)
2


.
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IfAi denotes the adjacency matrix of the graph (X,Ri), this means that we can number the eigenspaces
V0, . . . , V4 of the association scheme in such a way that Ajv = Pijv for v ∈ Vi, where the entries of P are
numbered Pij with i, j = 0, . . . , 4. Notice that this implies that V0 = 〈χX〉.
The reason to exclude the case when q = 2 is that the relation R2 is empty when q = 2 as can be seen
from the middle entry in the first line of P .
Let Y be a non-empty proper subset of X. We call Y an intriguing set of this association scheme, if
χY ∈ V0⊕Vi for some i ∈ {1, 2, 3, 4}. Result 2.1 shows that an intriguing set Y of the association scheme
is an intriguing set of each graph (V,Ri).
Example 3.1 (Intriguing sets of type 1). It was shown in [1] that an intriguing set of type 1, if it
exists, is a relative hemisystem and q is even. Moreover, Penttila and Williford [12] provided an infinite
family of examples that exist for each even prime power q > 2. Further examples were constructed in
[2, 4, 5, 6].
Example 3.2 (Some intriguing sets of type 4). Let w be a point of H∩Q and let Y be the set consisting
of all points of X that are in Q collinear to w. Then |Y | = (q2 − q)q, every point of Y is collinear to
q − 1 points of Y and every point of X \ Y is collinear to q2 − q points of Y . Hence Y is an intriguing
set of (X,R3) corresponding to the eigenvalue q − 1− (q
2 − q) = −(q − 1)2. Since V4 is the eigenspace of
this graph for the eigenvalue −(q − 1)2, it follows that χY ∈ V0 ⊕ V4, so Y is also an intriguing set of the
association scheme X.
Examples of intriguing sets of types 2 and 3 will appear in Section 4. In the following result, we show
that an intriguing set is either σ-invariant or has its image under σ disjoint from it.
Theorem 3.3. Suppose that Y is a subset of X such that χY ∈ V0 ⊥ Vi for some i ∈ {1, 2, 3, 4}.
(a) If i = 1 or i = 3, then |Y | = 12 |X| and |{p, p
σ} ∩ Y | = 1 for all p ∈ X.
(b) If i = 2 or i = 4, then Y σ = Y .
Proof. Let θ be the eigenvalue of the relation R3 on Vi. Result 2.1 shows that every point of X \ Y
is in relation R3 to a3 :=
|Y |
|X|(k − θ) points of Y (where k is the valency of R3), and every point of Y
is in relation R3 to b3 := a3 + θ points of Y . Inspection of the first matrix of eigenvalues shows that
(−1)iθ is the eigenvalue of R1 on Vi. Result 2.1 thus shows that every point of X \ Y is in relation R1 to
a1 :=
|Y |
|X|(k − (−1)
iθ) points of Y , and every point of Y is in relation R1 to b1 := a1 + (−1)
iθ points of
Y . Hence, if p ∈ X \ Y , then pσ is collinear to a1 points of Y , and for every point p ∈ Y , the point p
σ is
collinear to exactly b1 points of Y . Since θ 6= 0, we have a1 6= b1 and a3 6= b3.
If i is even, that is i = 2 or i = 4, then a1 = a3 and b1 = b3, and it follows immediately that for every
point p, both points p and pσ are in relation R3 to the same number of points of Y , hence both points lie
in Y or both points do not. Hence Y = Y σ in this case.
If i is odd, then θ = −(q2 + 1) or θ = q − 1 and an easy calculation gives a1 = b3 and a3 = b1. This
time it follows for every point p ∈ X that p and pσ are in relation R3 to a different number of points of
Y and hence, exactly one of these two points lies in Y . 
As a corollary, we obtain the following result of [1].
Theorem 3.4. If Y is a non-trivial m-cover of H(3, q2) \W (3, q), then q is even, m = q2 , and from
any pair of conjugate lines exactly one lies in Y .
Proof. We do this in the dual setting, that is we consider a set Y of points of Q−(5, q) \Q(4, q) such
that every line of Q−(5, q) that is not contained in Q(4, q) has exactly m points in Y . Hence, in the graph
(X,R3), every point of Y is collinear to exactly (q
2 + 1)(m− 1) points of Y , and every point of X \ Y is
collinear to exactly (q2+1)m points of Y . Therefore Result 2.1 implies that Y is an intriguing set for the
eigenvalue −(q2+1) of (X,R3). Since the eigenspace of the graph (X,R3) for this eigenvalue is V1, which
is an eigenspace of the association scheme, it follows that Y is an intriguing set of the scheme. Theorem
3.3 shows that |Y | = |X|/2 and that Y contains exactly one point of every pair of conjugate points. Since
each point of X \ Y is collinear to m(q2 + 1) points of Y , part (ii) of Result 2.1 gives m = q/2. 
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4. A connection to tight sets of Q−(5, q)
In this section, we consider intriguing sets of the graph (X,R3) corresponding to the eigenvalue q− 1.
Notice that the eigenspace for this eigenvalue of (X,R3) is V2⊕V3. Hence a subset Y of X is an intriguing
set of (X,R3) if and only if χY ∈ V0⊕V2⊕V3. We will investigate when Y is also an intriguing set of the
association scheme X, that is when χY ∈ V0 ⊕ V2 or χY ∈ V0 ⊕ V3.
By Result 2.1, every point p ∈ X \ Y is collinear to exactly α := |Y |/(q + 1) points of X and every
point of Y is collinear to exactly q − 1 + α points of Y . Recall that X is the set of points of the elliptic
quadric Q that lie outside the non-tangent hyperplane H of the ambient projective space.
Lemma 4.1. If Y is an intriguing set of the graph (X,R3) corresponding to the eigenvalue q− 1, then
Y is a tight set of Q−(5, q).
Proof. Let p be a point of H ∩ Q. We have seen in Example 3.2 that the set F consisting of the
q2(q − 1) points of X that are in Q collinear to p is an intriguing set of the association scheme with
χF ∈ V0 ⊕ V4. Applying Result 2.2 to the intriguing sets Y and F of (X,R3), it follows that
|Y ∩ F| =
|Y | · |F|
|X|
=
|Y |
q + 1
.
Hence p is collinear to exactly |Y |/(q + 1) points of Y . Since this is true for all points of H ∩ Q and
since the points of X \ Y are collinear to the same number |Y |/(q + 1) points of Y , it follows that Y is
an intriguing set of the collinearity graph of Q−(5, q) for the eigenvalue q − 1. Hence Y is a tight set of
Q−(5, q); see Example 2.3. 
Remark 4.2. The algebraic reason behind this phenomenon is the following. If P is the set of points
of Q−(5, q), then we have the following decomposition into eigenspaces of the collinearity relation:
CP = 〈χP 〉 ⊕ V
+ ⊕ V −
Eigenspace 〈χP〉 V
+ V −
Dimension 1 q2(q2 + 1) q(q2 − q + 1)
Whereas for the association scheme on X, we have
CX = 〈χX〉 ⊕ V1 ⊕ V2 ⊕ V3 ⊕ V4
Eigenspace 〈χX〉 V1 V2 V3 V4
Dimension 1 q(q−1)
2
2
(q−2)(q+1)(q2+1)
2
(q−1)q(q2+1)
2
q(q2+1)
2
We have two linear maps: (1) the natural inclusion map ι : CX → CP; (2) the projection map ρ : CP →
CX which maps
∑
x∈P αxχx to
∑
x∈X αxχx. Note that ι is injective, ρ is surjective, and ρ ◦ ι is the
identity on CX. The kernel of ρ is clearly K := 〈χh : h ∈ H ∩ P〉. Let S be the |X| × |P| inclusion
matrix for X in P. Let (A0, A1, A2, A3, A4) be the adjacency matrices for the association scheme on X,
and let (B0, B1, B2) be the adjacency matrices for the association scheme on P, where B1 represents the
collinearity relation. So SB0S
⊤ = A0, SB1S
⊤ = A3, and SB2S
⊤ = A1 +A2 +A4.
From the matrix of dual eigenvalues1 for the association scheme on CP, we have
(q + 1)2E− = qB0 −B1 +
1
q
B2
and hence
SE−S⊤ =
1
(q + 1)2
(
qA0 −A3 +
1
q
(A1 +A2 +A4)
)
=
1
q2(q2 − 1)
(
q(q − 1)2
2
A0 +
q(q − 1)
2
A1 −
q(q − 1)
2
A3 −
q(q − 1)2
2
A4
)
+
1
q2(q + 1)2
(
q(q2 + 1)
2
A0 −
q(q − 1)
2
A1 + qA2 −
q(q − 1)
2
A3 +
q(q2 + 1)
2
A4
)
=E1 +
q−1
q+1E4.
1which is


1 q2(q2 + 1) q(q2 − q + 1)
1 q(q − 1) −(q2 − q + 1)
1 − 1
q
(q2 + 1) 1
q
(q2 − q + 1)


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Therefore, ρ(V −) contains the rowspace of E1 +
q−1
q+1E4. Since E1E4 = 0, the rowspace of E1 +
q−1
q+1E4
is the sum of the rowspaces of E1 and E4; that is, V1 ⊥ V4. Hence ρ(V
−) contains V1 ⊥ V4. As
dim(V −) = dim(V1)+dim(V4), it follows that ρ restricted to V
− is a bijective map from V − onto V1 ⊥ V4.
For each v ∈ 〈χX〉 ⊥ V2 ⊥ V3, we have
(ι(v)E−)(ι(v)E−)⊤ = ι(v)(E−)2(ι(v))⊤ = ι(v)E−(ι(v))⊤
= vSE−S⊤v⊤ = v(E1 +
q−1
q+1E4)v
⊤
= 0.
Therefore, ι(v)E− = 0 and consequently ι(v) ∈ 〈χP〉 ⊥ V
+. Hence ι maps 〈χX〉 ⊥ V2 ⊥ V3 into
〈χP 〉 ⊥ V
+, which affirms Lemma 4.1. So we have the following diagram:
V1
V2
V3
V4
V −
V +
ι
ρ
Now we investigate when Y is an intriguing set of the association scheme X, that is when χY ∈ V0 ⊥ V2
or χY ∈ V0 ⊥ V3. We already know that χY ∈ V0 ⊕ V2 implies Y = Y
σ and that χY ∈ V0 ⊕ V3 implies
Y ∩ Y σ = ∅. The following observation is crucial in proving that the converse is also true.
Lemma 4.3. We have 〈χp − χpσ | p ∈ X〉 = V1 ⊕ V3 and 〈χp + χpσ | p ∈ X〉 = V0 ⊕ V2 ⊕ V4.
Proof. We number the rows and columns of Q from 0 to 4. Inspection of Q shows that Qij =
(−1)jQ4−i,j for all i, j = 0, . . . , 4. The definition of the relations Ri shows that Aiχpσ = A4−iχp. It
follows for each j ∈ {0, 1, 2, 3, 4} that
Ejχpσ =
1
|X|
∑
i
QijAiχpσ =
1
|X|
∑
i
(−1)jQijA4−iχp = (−1)
jEjχp.
Hence, for each p ∈ X we have Ej(χp − χpσ) = 0 for j = 0, 2, 4 and Ej(χp + χpσ) = 0 for j = 1, 3. Hence
〈χp − χpσ | p ∈ X〉 ⊆ V1 ⊕ V3 and 〈χp + χpσ | p ∈ X〉 ⊆ V0 ⊕ V2 ⊕ V4. Since {χp | p ∈ X} forms a basis of
V0 ⊕ V1 ⊕ V2 ⊕ V3 ⊕ V4, we have equality. 
Lemma 4.4. If S ⊆ X, then S = Sσ if and only if χS ∈ V0 ⊕ V2 ⊕ V4.
Proof. We have S = Sσ if and only if
(χp − χpσ) · χS = 0
for all p ∈ P. Therefore the statement follows from Lemma 4.3. 
Theorem 4.5. Let Y be a proper nonempty subset of X with χY ∈ V0 ⊕ V2 ⊕ V3, that is, Y is an
intriguing set of (X,R3). Then χY ∈ V0 ⊕ V2 if and only if Y
σ = Y , and χY ∈ V0 ⊕ V3 if and only if Y
contains exactly one of every two conjugate points of X.
Proof. If we assume that χY ∈ V0 ⊕ V2 or χY ∈ V0 ⊕ V3, then Theorem 3.3 proves the statement. If
we assume that Y σ = Y , then χY ∈ V0 ⊕ V2 ⊕ V4 by Lemma 4.4 and hence χY ∈ V0 ⊕ V2. Finally assume
that Y contains one point of any pair of conjugate points. Then (χp + χpσ) · (2χY − j) = 0 for every
point p ∈ X. Therefore Lemma 4.3 shows that 2χY − j ∈ V1⊕V3. Hence 2χY − j ∈ V3, which shows that
χY ∈ V0 ⊕ V3. 
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Intriguing sets of type 3. We construct an intriguing set Y of the association scheme X with
χY ∈ V0 ⊕ V3. Recall that X = Q \ (H ∩ Q) where Q is an elliptic quadric Q in PG(5, q) and H is a
non-tangent hyperplane of PG(5, q), that is a hyperplane that meets Q in a parabolic quadric Q(4, q).
Example 4.6 (Intriguing sets of type 3, q even).
Assume q is even and q > 2. Consider a solid S of H such that S ∩ Q is a hyperbolic quadric. Then S⊥
is an elliptic line of PG(5, q) and H⊥ is a point on this line. Since q is even, H⊥ ∈ H and σ has q/2
orbits of length two in its action on the remaining q points of S⊥.
Consider p ∈ S⊥ with p 6= H⊥. Then p⊥ is a non-tangent hyperplane to Q and hence p⊥ ∩ Q is
a parabolic quadric Q(4, q) of Q. This implies that p⊥ ∩ Q is a tight set of Q. As p ∈ S⊥ we have
p⊥∩H = S. As S∩Q is a hyperbolic quadric Q+(3, q), which is the union of its lines of each of its reguli,
the set S ∩ Q is also a tight set of Q and it is contained in p⊥ ∩ Q. Hence Tp := (p
⊥ \ S) ∩ Q is a tight
set of Q. For different points p the different hyperplanes p⊥ meet within S and hence the corresponding
tight sets Tp are disjoint. As σ has order two and H
⊥ is the only point of S⊥ fixed by σ, we can partition
the set of q points of S⊥ into two sets M and M ′ of cardinality q/2 such that Mσ =M ′. Then the union
TM of the tight sets Tp with p ∈M is a tight set of Q and the union TM ′ of the tight sets Tp with p ∈M
′
is a tight set of Q. Moreover every point of X is contained in exactly one of the two sets TM and TM ′ .
Since Mσ = M ′, we have (TM )
σ = TM ′ . Theorem 4.5 now shows that TM is an intriguing set of X with
χTM ∈ V0 ⊕ V3.
Example 4.7 (Intriguing sets of type 3, q odd). Here we assume that q is odd, and hence H⊥ /∈ H.
Let m be a line of H ∩ Q. Then H⊥ and m generate a plane π that meets the quadric Q := Q only in
the line m. Set z = H⊥ and let u be a point of m. Then (zu)⊥ is a 3-space that is contained in H and
meets Q in a cone C with vertex u over a conic. In particular |C| = q2 + q + 1.
Let S1 be any set consisting of
1
2 (q − 1) points of the line uz such that u, z /∈ S1, let S2 be any set
consisting of 12(q− 1) lines of π on u such that uz,m /∈ S2, and let T be the set consisting of all points of
Q \H that are perpendicular to a point in S1 or to a line in S2. For y ∈ S1, the hyperplane y
⊥ meets Q
in a quadric Q(4, q), and y⊥ ∩H meets Q in the cone C. For ℓ ∈ S2, the solid ℓ
⊥ meets Q in a cone with
vertex u over a conic, and ℓ⊥ ∩H meets Q in the line m. It follows that
|T | =
q − 1
2
(q3 + q2 + q + 1− |C|) +
q − 1
2
(q2 + q + 1− |m|) =
1
2
q2(q2 − 1).
Let p be a point of X. We want to determine |p⊥ ∩ T |. First notice that p⊥ meets the line uz in exactly
one point and this point is different from z. Also, if p⊥ ∩uz is the point u, then p⊥∩π is one of the lines
of π on u that is different from m and uz. For y ∈ S1 we have y
⊥ ∩H ∩ Q = C and thus
|p⊥ ∩ y⊥ ∩ T | = |p⊥ ∩ y⊥ ∩ Q| − |p⊥ ∩ C|.
For ℓ ∈ S2 we have ℓ
⊥ ∩H ∩ Q = m and thus
|p⊥ ∩ ℓ⊥ ∩ T | = |p⊥ ∩ ℓ⊥ ∩ Q| − |p⊥ ∩m|.
As |S1| = |S2| =
1
2 (q − 1), it follows that
|p⊥ ∩ T | =
∑
y∈S1
|p⊥ ∩ y⊥ ∩ T |+
∑
ℓ∈S1
|p⊥ ∩ ℓ⊥ ∩ T |.
=
∑
y∈S1
|p⊥ ∩ y⊥ ∩Q|+
∑
ℓ∈S1
|p⊥ ∩ ℓ⊥ ∩ Q| −
1
2
(q − 1)(|p⊥ ∩ C|+ |p⊥ ∩m|).
Case 1. p⊥ ∩ uz /∈ S1 ∪ {u}:
Then p⊥ ∩ C is a conic and p⊥ ∩m is a single point. If y ∈ S1, then y
⊥ ∩ Q is a Q(4, q) not
containing p, so p⊥ meets this Q(4, q) in a Q−(3, q). If ℓ ∈ S2, then ℓ
⊥ ∩Q is a cone with vertex
u over a conic and since p /∈ u⊥, the hyperplane p⊥ meets this cone in a conic. Hence
|p⊥ ∩ T | = |S1|(q
2 + 1) + |S2|(q + 1)−
1
2
(q − 1)((q + 1) + 1) =
1
2
(q − 1)q2.
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Case 2. p⊥ ∩ uz is a point y0 of S1:
The only difference to Case 1 occurs for the point y0 ∈ S1, namely p
⊥ ∩ y⊥0 is a solid that
meets Q in a cone with vertex p over a conic, so |p⊥ ∩ y⊥0 ∩ Q| = q
2 + q + 1. It follows that
|p⊥ ∩ T | = 12(q − 1)q
2 + q.
Case 3. p⊥ ∩ uz = {u} and the line p⊥ ∩ π is not in S2:
Then p⊥ ∩ C = p⊥ ∩m = {u}. If y ∈ S1, then p
⊥ ∩ y⊥ ∩ Q is a Q−(3, q) as before. As pu is a
line of Q we have (pu)⊥ ∩ Q = pu. If ℓ ∈ S2, then ℓ and p are not perpendicular and therefore
ℓ⊥ ∩ p⊥ ∩ Q = ℓ⊥ ∩ (pu)⊥ ∩ Q = ℓ⊥ ∩ pu = {u}. Hence |p⊥ ∩ T | = 12(q − 1)q
2.
Case 4. p⊥ ∩ uz = {u} and the line ℓ0 := p
⊥ ∩ π is a line of S2:
The only difference to Case 3 is that now p⊥∩ ℓ⊥0 meets Q in the line pu, so that |p
⊥∩ ℓ⊥0 ∩Q| =
q + 1. Hence |p⊥ ∩ T | = 12 (q − 1)q
2 + q.
Notice that Case 2 or 4 occurs if and only if p ∈ T . Hence
|p⊥ ∩ T | =
{
1
2(q − 1)q
2 if p /∈ T,
1
2(q − 1)q
2 + q if p ∈ T.
This shows that T is a tight set of the graph (X,R3). Since σ has orbits of length two on the points not
equal to u, z of uz, and orbits of length two on the lines not equal to m,uz of π on u, we can choose
S1 and S2 in such a way that S
σ
1 ∩ S1 = ∅ and S
σ
2 ∩ S2 = ∅. As the polarity of Q commutes with σ,
this implies that T σ ∩ T = ∅. Since |T | = 12 |X|, it follows that |T ∩ {p, p
σ}| = 1 for every point p ∈ X.
Therefore Theorem 4.5 shows that χT ∈ V0 ⊕ V3.
Intriguing sets of type 2. Now we focus on the intriguing sets Y with χY ∈ V0⊕V2. We will prove
a lower bound on the size of Y and provide an example that shows that the bound is sharp.
Lemma 4.8. If S is the union of two perpendicular conics of Q−(5, q) with S ∩H = ∅, then Sσ 6= S.
Proof. Assume S is the union of conics C1 = π1∩Q
−(5, q) and C2 = π2∩Q
−(5, q) where π1 and π2 are
perpendicular planes. Then π1∩π2 = ∅. Also π1 ∩H and π2 ∩H are elliptic lines. Suppose that S
σ = S.
As πσ1 is a plane on π1∩H, then either π
σ
1 = π1 or π
σ
1 ∩S ⊆ π
σ
1 ∩π2. As π
σ
1 ∩S = π
σ
1 ∩S
σ = (π1∩S)
σ is a
conic, the second case is impossible. Hence πσ1 = π1. As σ is a non-trivial central collineation with centre
H⊥, it follows that H⊥ ∈ π1. The same argument shows H
⊥ ∈ π2. But π1 ∩ π2 = ∅, a contradiction. 
Lemma 4.9. If Y is a non-empty subset of X with χY ∈ V0 ⊕ V2, then |Y | = α(q + 1) where α is an
even integer such that α > 4.
Proof. The set Y is a tight set of Q−(5, q) (by Lemma 4.1), and so |Y | = α(q +1) for some positive
integer α. Let F be an intriguing set of type 4 of size q2(q − 1) as in Example 3.2. Then by Result 2.1,
|Y ∩ F| =
α(q + 1) · q2(q − 1)
q2(q2 − 1)
= α.
Now Y and F are both σ-invariant (by Theorem 3.3) and so Y ∩ F is σ-invariant. So Y ∩ F is a union
of σ-orbits, each of size 2. Therefore, |Y ∩ F| = α is even.
A 2-tight set is either a union of two lines or two perpendicular conics (c.f., [11, Theorem 1.1]). As Y
is disjoint from the hyperplane H, we have that Y contains no line. As Y σ = Y , Lemma 4.8 shows that
Y is not a union of two perpendicular conics. Hence α 6= 2 and thus α > 4. 
Example 4.10 (Intriguing sets of type 2). Recall that X = Q\H. Consider a solid S of H such that
S ∩ Q is a hyperbolic quadric Q+(3, q). Then S⊥ is an elliptic line of PG(5, q), that is a line of PG(5, q)
with no point in Q, and H⊥ is a point on this line. Consider an elliptic line ℓ1 of S. Then ℓ2 := ℓ
⊥
1 ∩S is
also an elliptic line. Let p1 and p2 be two perpendicular points of the line S
⊥ that are different from H⊥
(and hence of S⊥ ∩H). Then 〈p1, ℓ1〉 and 〈p2, ℓ2〉 are perpendicular conic planes that have all their conic
points outside H. Let Y be the set consisting of the 2(q+1) conic points in these two planes. As the conics
are perpendicular, Y is a 2-tight set of Q (cf. Example 2.3). The points pσ1 and p
σ
2 are perpendicular
points of S⊥ and as before, 〈pσ1 , ℓ1〉 and 〈p
σ
2 , ℓ2〉 are conic planes and the 2(q + 1) points of their conics
form a 2-tight set Y ′ of Q. We have Y ′ = Y σ and Y = (Y ′)σ, so Y ∪Y ′ is σ-invariant. Notice that either
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pσ1 = p2 and p
σ
2 = p1 or otherwise the points p1, p2, p
σ
1 and p
σ
2 are four distinct points. In both cases, it
is easy to see that no four of the used conic planes share a point of Q. Hence Y ∩ Y ′ = ∅, which implies
that Y ∪Y ′ is a 4-tight set of Q. As it is invariant under σ and since Y, Y ′ ⊆ X, it follows from Theorem
4.5 that χY ∪Y ′ ∈ V0 + V2. Hence Y ∪ Y
′ is an intriguing set of X size 4(q + 1).
Lemma 4.11. Let Q be a five-dimensional elliptic quadric of PG(5, q), and suppose ℓ1 and ℓ2 are two
elliptic lines (with respect to Q) that are disjoint and perpendicular. Then the solid 〈ℓ1, ℓ2〉 meets Q in a
hyperbolic quadric.
Proof. Let S be the solid spanned by ℓ1 and ℓ2. Now ℓ
⊥
2 is equal to 〈ℓ1, S
⊥〉 because ℓ1 and S
⊥
are both contained in ℓ⊥2 , and ℓ1 ∩ S
⊥ = ℓ1 ∩ (ℓ
⊥
1 ∩ ℓ
⊥
2 ) = ∅. Note that ℓ
⊥
2 is a solid of hyperbolic type.
Within the space ℓ⊥2 , if we consider it just as the hyperbolic quadric Q
+(3, q), the line S⊥ is simply the
polar image of ℓ1, and therefore, m is elliptic. Hence it follows that S is hyperbolic. 
Theorem 4.12. For q > 59, every intriguing set of Z with χZ ∈ V0 + V2 and |Z| = 4(q + 1) is of the
form described in Example 4.10.
Proof. Let Z be such an intriguing set (of type 2). Now Z does not contain a line because Z∩H = ∅.
Since q > 59, it follows therefore from [11, Theorem 2.15] that Z is the union of four conics C1, C2, C3
and C4 where C1 and C2, as well as C3 and C4, are perpendicular. Let πi be the plane spanned by Ci.
Since Z ⊆ X and hence Z ∩H = ∅, the lines ℓi := πi ∩H, i = 1, 2, 3, 4, are elliptic lines. Since π1 and
π2 are perpendicular and hence skew, the lines ℓ1 and ℓ2 are skew and perpendicular. Hence these two
lines span a solid S that meets Q in a hyperbolic quadric Q+(3, q) (by Lemma 4.11). We have S ⊆ H
and S⊥ is an elliptic line. Since S⊥ and π1 are contained in ℓ
⊥
2 , it follows that π1 and S
⊥ meet in a point
p1, and similarly π2 and S
⊥ meet in a point p2. Lemma 4.8 shows that C1 ∪C2 is not invariant under σ,
and Theorem 4.5 shows that Zσ = Z. Since C1 ∪ C2 ⊂ Z, it follows that π
σ
1 6= π1 or π
σ
2 6= π2. We may
assume without loss of generality that πσ1 6= π1. Then π
σ
1 is a conic plane on ℓ1. Since the conic π
σ
1 ∩ Q
is contained in Zσ = Z and hence in the union of the conics C2, C3 and C4, it follows from q > 59 that
πσ1 must be one of the planes π2, π3 or π4. Now ℓ1 ⊆ π
σ
1 , and so π
σ
1 6= π2 and hence we may assume that
πσ1 = π3. Therefore, π
σ
2 = (π
⊥
1 )
σ = (πσ1 )
⊥ = π⊥3 = π4. Thus with Y := C1 ∪C2 and Y
′ = C3 ∪C4 we have
Y σ = Y ′. So, Z = Y ∪ Y ′ has the structure described in Example 4.10. 
5. Intriguing sets that are not tight; type 4
Let Y be an intriguing set of the association scheme X corresponding to V4. Since the relation R3
has the eigenvalue θ := −(q − 1)2 on V4, Result 2.1 shows that every point of X \ Y is collinear to
α :=
k − θ
|L|
· |Y | =
1
q
|Y |
points of Y , and every point of Y is collinear to exactly θ + α points of Y . Since α + θ > 0, we have
α > −θ = (q − 1)2 and hence |Y | > q(q − 1)2.
Lemma 5.1. Let Y be an intriguing set of type 4. Then |Y | > q2(q − 1).
Proof. We have seen in Example 4.10 that there exists an intriguing set S of size 4(q + 1) with
χS ∈ V0 ⊕ V2. Hence
|S ∩ Y | =
|S| · |Y |
|X|
=
4(q + 1)|Y |
q2(q2 − 1)
=
4|Y |
q2(q − 1)
.
that is q2(q−1) divides 4|Y |. We also have |Y | > q(q−1)2. As q > 3, it follows that either |Y | > q2(q−1)
or otherwise that q = 4 and |Y | = q(q − 1)2 = 36. However, |Y | = q2(q − 1) and q = 4 implies that
α+ θ = 0, that is Y is a partial ovoid. It is known that Q−(5, 4) has no partial ovoids of size larger than
35 [8, Theorem 4.2]. 
We have seen in Example 3.2 that this bound is tight. In the rest of this section we show that every
intriguing set Y of type 4 with |Y | = q2(q − 1) has the form described in Example 3.2. Recall that H is
the hyperplane of PG(5, q) such that X = Q \H, and that H ∩Q is a parabolic quadric Q(4, q).
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Lemma 5.2. Suppose that Y is an intriguing set of X with q2(q − 1) points such that every point in
Y is collinear to q − 1 points of Y , and such that every point of X \ Y is collinear to q2 − q points of Y .
Then we have.
(a) For each p ∈ H ∩ Q there exists an integer sp such that |ℓ ∩ Y | = sp for every line of Q that
contains p and is not contained in H. For every subset M of H ∩ Q we set sM :=
∑
p∈M sp.
(b) sH∩Q = q
3 + q and
∑
p∈H∩Q sp(sp − 1) = q(q − 1).
(c) If ℓ is a line of H ∩ Q, then sℓ = q.
(d) Let U be a solid of H such that E := U ∩ Q is an elliptic quadric Q−(3, q) and suppose that
sp = 0 for at least one point p ∈ E. Then sE = q
2 − q.
(e) Let U be a solid of H such that H := U ∩Q is a hyperbolic quadric Q+(3, q). Then sH = q
2 + q.
(f) Suppose that q is odd. Let π be a plane of H such that C := π ∩ Q is a conic and suppose that
sx = 0 for at least one point x of C. If the line ℓ := π
⊥ ∩H is external to Q, then sC = q − 1,
and if ℓ meets Q in two points p and r, then sC = q + 1− sp − sr.
(g) Suppose that q is even. Let π be a plane of H such that C := π ∩ Q is a conic.
If H⊥ /∈ π and sp = 0 for at least one point p of C, then π
⊥ ∩H is a line on H⊥ meeting Q
in exactly one point u and we have sC + su = q.
If H⊥ ∈ π, then π⊥ ∩H is a plane that meets Q in a conic C ′ and we have sC + sC′ = 2q.
Proof.
(a) Let ℓ be a line of Q that contains p and is not contained in H. Let s be the number of points of Y
on ℓ. Let r be a point of ℓ with r not equal to p. If r ∈ Y , then r is collinear to q − 1 points of Y , of
which s − 1 are on ℓ, and if r /∈ Y , then r is collinear to q2 − q points of Y , of which s are on ℓ. Hence
there exist exactly s(q− s) + (q− s)(q2− q− s) = (q− s)(q2− q) points in Y that are collinear to exactly
one of the points 6= p of ℓ. The remaining points of Y must therefore be collinear to p. This shows that
s depends only on p but not on the choice of ℓ.
(b) Each point p ∈ H ∩ Q is collinear to (q2 − q)sp points of Y . On the other hand, every point of Y is
collinear to q2+1 points of H∩Q. A double counting argument thus gives
∑
p∈H∩Q sp(q
2−q) = |Y |(q2+1).
Since |Y | = q2(q − 1), this gives
∑
p∈H∩Q sp = q
3 + q.
For the second equality in (b) we count triples (p, r1, r2) ∈ (H ∩ Q)× Y × Y of collinear points with
r1 6= r2. Each point r1 ∈ Y is collinear to q − 1 points of Y and thus occurs in q − 1 such triples in the
middle position. Each point p ∈ H ∩Q occurs in (q2 − q)sp(sp − 1) such triples. It follows that
∑
p∈H∩Q
sp(sp − 1)(q
2 − q) = |Y |(q − 1).
Since |Y | = q2(q − 1), this implies the second equation of statement (b).
(c) A point p of ℓ is collinear to sp(q
2 − q) points of Y . Since every point of Y is collinear to exactly one
point of ℓ, it follows that sℓ(q
2 − q) = |Y |, hence sℓ = q.
(d) The line U⊥ meets Q in two points r and r′ and these points do not lie in H. Since sp = 0 for some
point of E , we see that r, r′ /∈ Y . Thus r is collinear to exactly q2 − q points of Y and these are exactly
the points of Y on the lines rz with z ∈ E . Since r /∈ Y , it follows that sE = q
2 − q.
(e) Because a hyperbolic quadric is the union of the q + 1 lines of any of its two reguli, this follows from
part (c).
(f) As q is odd, π⊥ ∩H is in fact a line and moreover this line is skew to π. First consider the case that
ℓ has no point on the quadric. Then each solid T of H on π meets Q in an elliptic quadric Q−(3, q) or
a hyperbolic quadric Q+(3, q), and there are 12 (q + 1) solids of each kind. Counting the sum
∑
p∈H∩Q sp
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using the solids on π, it follows from (b), (d) and (e) that
q3 + q + qsC =
1
2
(q + 1)(q2 − q) +
1
2
(q + 1)(q2 + q)
This implies that sC = q − 1.
Now consider the case that the π⊥∩H is a secant line to the quadric, and let p and r be the two points
of Q on this line. The solids 〈π, p〉 and 〈π, r〉 meet Q in a cone Cp resp. Cr with vertex p resp. r over the
conic C. From the remaining q− 1 solids of H through π one half meets Q in an elliptic quadric Q−(3, q)
and one half meets Q in a hyperbolic quadric Q+(3, q). It follows from (c) that sCp = q(q + 1 − sp) and
sCr = q(q + 1− sr). Then a similar counting as in the first case gives
q3 + q + qsC = q(q + 1− sp) + q(q + 1− sr) +
1
2
(q − 1)(q2 − q) +
1
2
(q − 1)(q2 + q).
This implies that sC = q + 1− sp − sr.
(g) First consider the case when π does not contain H⊥. Then 〈π,H⊥〉 meets Q in a cone U with vertex
a point u over the conic C. The vertex u is the unique point on the line joining H⊥ to the nucleus of
the conic in π. Part (c) shows that sU = q(q + 1− su). Every other solid on π meets Q in a Q
−(3, q) or
Q+(3, q) and there are q/2 solids of each type. If C has a point p with sp = 0, then the previous parts
imply similarly as in the proof of (f) that
q3 + q + qsC = q(q + 1− su) +
q
2
(q2 − q) +
q
2
(q2 + q)
and this gives sC + su = q.
Now consider the case when π contains H⊥. Then τ := π⊥ ∩H is a conic plane with π ∩ τ = H⊥.
Let C ′ be the conic τ ∩ Q. The solids on π are spanned by π and a point of C ′. Hence all these solids
meet Q in cones with vertex a point of C ′. If u is a point of C ′, then the solid T := 〈π, u〉 meets Q in the
union of q + 1 lines on u, so part (c) shows that sT = q(q + 1− su). It follows that
q3 + q + qsC =
∑
u∈C′
q(q + 1− su) = q(q + 1)
2 − qsC′ ,
which gives sC + sC′ = 2q. 
Lemma 5.3. Suppose that Y is an intriguing set of X with q2(q − 1) points such that every point in
Y is collinear to q − 1 points of Y , and every point of X \ Y is collinear to q2 − q points of Y . Let ℓ be
a line of H that meets Q in exactly two points p and r, and let C be the conic ℓ⊥ ∩H ∩Q. Suppose that
sp = 0. Then sC = q(2− sr).
Proof. Put C = {z0, . . . , zq} and π := ℓ
⊥ ∩H. Then C = π ∩ Q.
Case 1. We assume that q is odd.
The planes of H on ℓ are the planes τ spanned by ℓ and a point z of π. For z = zi ∈ C, the plane
τ := 〈ℓ, zi〉 meets Q in the union of the lines zip and zir, so we have sτ = 2q − szi . Now consider one of
the q2 points z of π \C and the plane τz := 〈ℓ, z〉. Then τz meets Q in a conic. The line τ
⊥
z ∩H = z
⊥ ∩π
is either an exterior line or a secant line of the conic π ∩Q, depending on whether or not z is an interior
or exterior point of the conic C. Thus, exactly
(
q
2
)
planes τz have the property that τ
⊥
z ∩H is an exterior
line of the quadric and these planes satisfy sτz = q − 1 by Lemma 5.2 (f). The remaining
(
q+1
2
)
planes
τz of H on ℓ can be indexed τij with i < j where zi and zj are the two points of C that lie on the line
〈z, ℓ〉⊥ ∩ π. Then sτij = q + 1 − szi − szj again by Lemma 5.2 (f). Counting the sum
∑
p∈H∩Q sp by
considering the planes of H on ℓ we thus find
q3 + q + (q2 + q)sℓ =
q∑
i=0
(2q − szi) +
(
q
2
)
(q − 1) +
q∑
i,j=0
i<j
(q + 1− szi − szj).
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For each i the term szi occurs q + 1 times in this equation. It follows thus that
q3 + q + (q2 + q)sℓ = (q + 1) · 2q +
(
q
2
)
(q − 1) +
(
q + 1
2
)
(q + 1)− (q + 1)
q∑
i=0
szi .
As sC =
∑
i szi this gives qsℓ = 2q − sC . By Lemma 5.2(f), we have
qsC = q(q + 1− sℓ) = q
2 + q − (2q − sC) = q
2 − q + sC
and hence sC = q and sℓ = 1. Therefore, sr = sp + sr = sℓ = 1 and sC = q(2− sr).
Case 2. We assume that q is even.
As before the planes of H on ℓ are the planes spanned by ℓ and a point of π. Let z be a point of π and
τ = 〈ℓ, z〉. If z = zi ∈ C, then sτ = 2q − szi as in Case 1. If z = H
⊥, then τ⊥ ∩H = π, so sτ = 2q − sπ
by Lemma 5.2 (g). If z is one of the q2 − 1 points z with z 6= H⊥ and z /∈ C, then the line on H⊥ and
z meets C in a unique point zi and Lemma 5.2 (g) shows sτ = q − szi . Notice that every point zi of C
occurs for exactly q − 1 choices for z of π with z 6= H⊥ and z /∈ C. Counting the sum
∑
p∈H∩Q sp by
considering the planes of H on ℓ we thus find
q3 + q + (q2 + q)sℓ =
∑
i
(2q − szi) + (2q − sC) + (q − 1)
∑
i
(q − szi).
Using sC =
∑
i szi , this simplifies to (q
2 + q)sℓ = 2q(q + 1) − (q + 1)sC . Since sℓ = sp + sr = sr, this
proves the statement. 
Lemma 5.4. Suppose that q is odd and that Y is an intriguing set with q2(q−1) points such that every
point in Y is collinear to q − 1 points of Y , and every point of X \ Y is collinear to q2 − q points of Y .
Then sr ∈ {0, 1, q} for every point r ∈ H ∩Q.
Proof. Since
∑
w∈H∩Q sw(sw − 1) = q(q − 1), we have sr 6 q. We may assume that 0 < sr < q. Let
ℓ be a line of H ∩Q on r. It follows from Lemma 5.2 (c) that ℓ contains a point z with z 6= r and sz > 0.
Let h be a line of H ∩ Q on z with h 6= ℓ. Lemma 5.2 (c) shows that h contains a point p with sp = 0.
Then pr is a secant line and z is a point of the conic C := (pr)⊥ ∩H ∩ Q. Hence sC > sz > 0. Lemma
5.3 shows that sC = q(2− sr). Hence sr < 2, that is sr = 1. 
Theorem 5.5. Suppose Y is an intriguing set of the Pentilla-Williford scheme (X, {R0, . . . , R4}) with
|Y | = q2(q − 1) such that every point in Y is collinear to q − 1 points of Y , and every point of X \ Y is
collinear to q2 − q points of Y . Then there exists a point p ∈ H ∩Q such that Y consists of the (q2 − q)q
points of X = Q \H that are collinear to p.
Proof. Since sp ∈ {0, 1, q} for all points p ∈ H ∩Q, Lemma 5.2 (b) implies that there exists a unique
point p with sp = q. Then each of the q
2 − q lines of Q on p that is not contained in H meets Y in q
points. Hence, Y consists of the points of X that are collinear to p. 
References
[1] J. Bamberg and M. Lee. A relative m-cover of a Hermitian surface is a relative hemisystem. J. Algebraic Combin.,
45(4):1217–1228, 2017.
[2] J. Bamberg, M. Lee, and E. Swartz. A note on relative hemisystems of Hermitian generalised quadrangles. Des. Codes
Cryptogr., 81(1):131–144, 2016.
[3] A. A. Bruen and J. W. P. Hirschfeld. Applications of line geometry over finite fields. II. The Hermitian surface. Geom.
Dedicata, 7(3):333–353, 1978.
[4] A. Cossidente. Relative hemisystems on the Hermitian surface. J. Algebraic Combin., 38(2):275–284, 2013.
[5] A. Cossidente. A new family of relative hemisystems on the Hermitian surface. Des. Codes Cryptogr., 75(2):213–221,
2015.
[6] A. Cossidente and F. Pavese. Intriguing sets of W(5, q), q even. J. Combin. Theory Ser. A, 127:303–313, 2014.
[7] A. Cossidente and T. Penttila. Hemisystems on the Hermitian surface. J. London Math. Soc. (2), 72(3):731–741, 2005.
[8] J. De Beule, A. Klein, K. Metsch, and L. Storme. Partial ovoids and partial spreads in Hermitian polar spaces. Des.
Codes Cryptogr., 47(1-3):21–34, 2008.
[9] B. De Bruyn and H. Suzuki. Intriguing sets of vertices of regular graphs. Graphs Combin., 26(5):629–646, 2010.
ON INTRIGUING SETS OF THE PENTTILA-WILLIFORD ASSOCIATION SCHEME 13
[10] M. Lee. The m-covers and m-ovoids of generalised quadrangles and related structures. Master’s thesis, The University
of Western Australia, 2016.
[11] K. Metsch. Small tight sets in finite elliptic, parabolic and Hermitian polar spaces. Combinatorica, 36(6):725–744, 2016.
[12] T. Penttila and J. Williford. New families of Q-polynomial association schemes. J. Combin. Theory Ser. A, 118(2):502–
509, 2011.
[13] B. Segre. Forme e geometrie hermitiane, con particolare riguardo al caso finito. Ann. Mat. Pura Appl. (4), 70:1–201,
1965.
[14] E. R. van Dam, W. J. Martin, and M. Muzychuk. Uniformity in association schemes and coherent configurations:
cometric Q-antipodal schemes and linked systems. J. Combin. Theory Ser. A, 120(7):1401–1439, 2013.
(Bamberg) Centre for the Mathematics of Symmetry and Computation, Department of Mathematics and
Statistics, The University of Western Australia, 35 Stirling Highway, Crawley, W. A. 6019, Australia.
(Metsch) Justus-Liebig-Universita¨t, Mathematisches Institut, Arndtstraße 2, D-35392 Gießen, Germany.
