Introduction
We are interested in developing usable software for twopoint boundary problems for m-dimensional systems of the form y' = f(t,y) tE [a,b] ( 1. 1 ) g(y(a),y(b)) 0
In [8, 9] we have already presented a finite difference algorithm (SYSSOL), based on deferred corrections, which has variable order capabilities. SYSSOL uses only uniform meshes, which can be refined automatically in order to reduce the maximum norm of the (estimated) global error on the. current mesh below a requested tolerance.
SYSSOL behaves quite adeguately for many problems (see [ 8, 9] ), but becomes inefficient or does not work at all as soon as the (*). . Z ~ -~ I 0 ~ ~ 0 0 0 sol"iltion to the problem or some of its derivatives have sharp gradients. U~fortunately, this type of phenomenon is frequently fou.i1d in the applications.
In [ 9 ] we described the deferred correction algorithm for general nonuniform meshes, even allowing for multipoint boundary conditions and data with jump discontinuities .
. In this paper we describe an implementation of an algorithm and other earlier work we have described the necessary theoretical results and implementation details, we shall concentrate· in this paper on the new features mentioned above, giving only the minimum general information necessary to make it readable. This basic groundwork will be found in Section 2,
while Section 3 will be devoted to the mesh placement problem. Some theory justifying our mesh placement procedure has been published elsewhere [ 13 ] . In Section 4 we discuss the practical aspects of the mesh placement algorithm, which is based on the idea of equidistributing the norm of the local truncation error.
Section 5 is devoted to an operation count and storage requirements. In Section 6 we present numerical results on various problems with the type of difficulties mentioned earlier, i.e. boundary The .thickness of the boundary layers that can be resolved with PASVAR depends, as can be expected, on the maximum number of grid points that can be used. Thus the "mild" in the title st;:~.nds for the.
fact that we have limited, for storage reasons, that maximum number of grid points in our program to 650/m, where m is the dimensionality of the system being solved.
We see that PASVAR performs efficiently and reliably in all .
the problems considered, within the limitations imposed by the maximum number of grid points allowed. That limitation is computer dependent.
We emphasize that all the finite difference codes presented here have provisions for estimating the global error of the computed solution, and that in all the problems run this estimate has given either the true error with at least one significant figure, or have been off 
and we can use h and 1 /N interchangeably as equivalent asymptotic scales.
The basic finite difference approximation considered is the trapezoidal rule:
Keller studies also the centered Euler scheme:
which has properties similar to (2.4) and it· is easier to use in the case of piecewise continuous data. However, it is considerably more difficult to perform deferred corrections with it,_ because of the presence of a discretization inside a nonlinear function, which forces partial derivatives of f with respect to u in the expansion for the local truncation error. That is the reason for our choice of the scheme (2 .4).
As usual, the local truncation error is. defined as -what is left when one applies (2.4) to the discretization of the exact solution to the problem. By Taylor's expansion we get:
(2.6)
We shorten (2.6) for further reference to 9 ], and they are the basis for the deferred correction algorithm. They are also used in the dynamical monitoring of the global error e(k) = (u(k) -y*). Notice also the modification introduced in [23] which eliminates some earlier theoretical difficulties.
We hope it will be clear from the context that we are speaking of vector mesh functions on rr , i.e. that an express ion sue h as the one above means:
Another important fact we shall need later is that the method is stable in the infinite norm 11 • II , i.e. (2.8)
We call u(k) to the solution of (2.8) (closest to y*(t)).
The main features of the deferred correction procedure are: Under certain conditions, the successively corrected solutions will satisfY on the mesh :
can be found by solving for For the automatic mesh placement algorithm, we will be interested in having an O(h 2 k+ 4 ) estimate of the leading term in T (k)
TT
For this purpose, it is necessary to use in S(k) formulas with a higher TT order interpolation error than is necessary for the rest of the process.
In fact, we will insist that (2.11)
i.e., the numerical differentiation formula will be two orders more precise than before.
Assuming that at the (k-l)th correction we have an expansion
for the global error of the form:
with ek(ti) smooth and independent of n , we conclude that (2.13) 
where
We shall call a mesh n (asymptotically) equidistributing iff
where E is a 
Thus the level E corresponding to an equidistributing net with N points is approximately equal to
1 Ia is not a norm since a < 1 , a and also that (3.4) is mesh independent.
· We see then that for an equidistributing mesh, the level E itself is an asymptotic bound for the infinity norm of the local truncation error:
(3.5)
By using (3. 4) we can predict approximately how many points will be necessary to achieve a prescribed tolerance Er
In fact .
If the mesh n is such that r::t)" dt :
a dt is asymptotically equidistributed) then n is a.e.
with E == E' 1 I a == I I G II lifk+ 2 , and hence
The proof is entirely similar to that of Lemma 3. 1 of [ 13] . f I
10
'.
is not a norm it is convenient to have an estimate. in 11 • 11 • To obtain that estimate we need the following co .
Lemma.
Lemma 3.2 Let p ?. 1 ' let ~ (x) be a scalar L function, and
. 
If we combine (2.7) with (3.5) and (3.8'), we obtain the following with ~ defined as in Lemma 3.2 for the function Example.
Consider the first order scalar equation
where 5 is a small positive constant. This problem has been analyzed
Its solution is simply y( t) = e -t / 6 , and there is a boundary layer of width 5 at t=O • The successive derivatives of
It is easy to see that if one applies method (2•4) to this problem, then the stability constant c is 0(1) for 5 .~ 0. Also
.. dt We see then that for any o more than half of the grid points will be concentrated on the boundary layer, as one expects.
Of course, N = 20 is the optimal number of points for that level of error, but we have also to enforce the condition h/ h < K , with a moderate K which may mean increasing somewhat the density of the mesh outside the boundary layer. Still this will require far less points than the (106) -1 points required by a uniform mesh algorithm to give the same order of accuracy.
More general results of the type described in this Section, detailed proofs, and references to related work can be found in As a matter of fact, we won't strive to make our computed meshes even approximately equidistributing_, but rather we shall use a somewhat more lax criterion. The first ground rule in our iterative procedure to obtain a grid TI is that we will only add points, and once a point is in the mesh it will never be touched again.
In other algorithms proposed [ 11, 17, 21 ] , either a-fixed number of points is moved around, or points are added and removed in order to satisfy some equidistribution condition. In our experience those procedures have a tendency to be more unstable and to produce rougher meshes than can be tolerated. There are, of course, ways of improving that situation, like smoothing, but that only complicates the algorithm unduly. On the other hand, the closer the mesh is to an equidistributing one, the fewer number of points it will have for a given tolerance; so that fact and the cost of producing such a mesh must be carefully balanced. Also, from our example above, it is seen that, for a given level of truncation error, there is an order of the method which minimizes the number of points required for a·given problem. Of course, one should take into consideration the amount of work for each order when drawing :true optimality results. For the time being, these considerations are far too complicated to be taken strictly into account in our algorithm, but they provide guidelines for useful heuristics.
Our procedure starts with a given mesh TI(O) with N 0 +1 points. The condition on the right of (4.4) prevents too many points being added in any given sweep.
We observe that with the notation above .
-. ' . In particular, indefinite cycling is precluded by various controls so that the mesh refinement process always terminates, though not necessarily with an equidistributed mesh.
We have insisted in not removing points from the mesh since this provides an easy way of insuring that the condition ,h/ £ ~ K ·is f'u.l.filled with a reasonable K , and also produces smoother meshes. This is about twice ·the number of operations obtained by
Varah [ 16 ] for the case of uncoupled boundary conditions. In that case, by arranging the equations properly one obtains a band matrix, or a block tridiagonal one, depending how he looks at it. If the process is going to converge at all, it usually takes no more than three iterations to achieve 11 t ( u) II < EPS . The tolerance TT , EPS varies with the correction order, and with the actual estimated global error, in such a way that the equations are solved to a level compatible with the truncation error. After the first system is solved, and some accuracy has been obtained, the following systems take usually fewer iterations since better initial values are used.
Thus we can reasonably assess the work for a complete Newton process, including one extra iteration for the error estimate, as:
where FE, JE stand for evaluation of f and its Jacobian over the whole mesh.
If the problem is linear, and the system of linear equations is not too ill conditioned, this work estimate shoul.d be halved. If the system is ill conditioned, and after passing through SYSLIN the residual has not been diminishe~ sufficiently (it should be zero!), then more "Newton iterations"will be performed. This process is actually equivalent to iterative refinement, a procedure to improve the precision of numerical solutions to linear systems, and it is automatically built into the program. In our programs we request that the estimated maximum absolute error on the whole grid, and for all components of the solution vector, be less than TOL for successful termination. MULSHO has a relative tolerance parameter available to the user (EPS), andwe give its value in the various cases run.
We give computer times (when available) as a matter of reference.
The times for SUPORT were obtained at a different installation (same computer but a different compiler). The computer times (in seconds)
can be found in Table 2 . The high order scalar equations have been treated as first order systems in the standard way. The exact solutions (when available) are given in [8) .
Problem 1 [ 15] y" 400 (y + cos 2 '11t.) + 2rf cos 2'11t. MULSHO used 5 equally spaced shooting points (including the origin), and it was successful up to E = lo-9 , using 26139 F.E. for that case.
Problem 4 [ 14] y" + (3 cotan t + tan t)y .. , '·· In Table 3 we report some information about the mesh placement and deferred correction procedures on the various problems.
We give N 1 , the number of times that a mesh refinement was requested.
Each one of these refinements requires several mesh modifications. The quantity N 2 is the average number of these modifications. The row ~ gives the higher correction reached, and K is the total number of corrections performed.
We see from these results that the mesh,placement routine "does not wander" since the average number of inner sweeps is never large than 3, which is reached in only one case (Frob. 5, 
