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The era of gravitational wave astronomy has begun, which enables us to collect com-
plementary information on events that can be seen by other means, and to study events
that previously were invisible. The gravitational wave detectors that have made this
possible, use laser interferometry to measure the gravitational-wave induced differential
length change in two perpendicular arms. These laser interferometers are optical sys-
tems with high complexity, and can therefore be challenging to understand, diagnose
and design. Numerical modelling softwares provide a bridge in the gap between theory
and experiment, which allows for studying the realistic effects of isolated variables or
perturbations, and exploring the large parameter space of the detectors. This can be
used to contribute to design improvements, or identifying the cause of a certain symp-
tom seen in the experiment.
The aim of the work presented in this thesis is to contribute to the commissioning and
design processes of gravitational wave detectors by building and simulating realistic
models, as well as developing tools that enable and/or facilitate the same for others. In
particular, this work focus on the effects of beam distortions and misalignments in the
LIGO and Virgo gravitational wave detectors. These beam distortions can be modelled
by adding spatial higher-order Hermite-Gaussian modes to the ideal Gaussian beam.
We have quantified the effects of spatial mode mismatches on the performance of fre-
quency dependent squeezed light, which is planned to be used in the near-future. A
way of mitigating this negative effect is proposed, which includes the use of squeezed
higher-order spatial modes. In addition, this work includes commissioning modelling
for Virgo, related to the length control of the near-unstable power recycling cavity
during lock acquisition, and creating a LIGO model designed for alignment sensing
modelling.
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CHAPTER 1
INTRODUCTION
When the Laser Interferometer Gravitational-Wave Observatory (LIGO) observed a
binary black hole merger [1], on September 14, 2015 at 09:50:45 UTC, gravitational
waves were for the first time both directly detected and used to study the universe. A
new window to the outer space was opened that enables us to directly observe objects
that up until then were invisible. The signal measured by the two LIGO detectors from
this event is shown in figure 1.1. To date, a total of five binary black hole mergers [2,
3, 4, 5] have been observed by LIGO. The latest of these was also seen by the Virgo
detector, which significantly improved the sky localisation. This improvement was of
great importance when LIGO and Virgo three days later for the first time observed
Figure 1.1: The signals seen by the two LIGO detectors from the first observed gravi-
tational wave event [1].
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two neutron stars inspiral and cause a kilonova when merging [6]. The sky localisation
provided by the three gravitational wave detectors enabled telescopes to focus on the
region and subsequently observe the aftermath of the collision through electromagnetic
waves within multiple frequency bands of the electromagnetic spectrum [7]. In addi-
tion, gamma-ray bursts were detected by the Fermi Gamma-ray Burst Monitor (Fermi
GBM) [8] and the International Gamma-Ray Astrophysics Laboratory (INTEGRAL)
spacecraft [9]. This was a milestone in multi-messenger astronomy as it was the first
time gravitational waves and electromagnetic waves from the same event were observed.
Since gravitational waves are the only information carriers generated by gravity, they
are unique sources of information on events in the macroscopic universe. Gravitational
waves are very weakly coupled to matter, which makes them challenging to detect,
but it also allows them to propagate almost undisturbed through space and therefore
provide a clear view of their origin. As the process that generates gravitational waves
is fundamentally different from the processes generating the other information messen-
gers, they can both provide complimentary information on events seen by other means,
and allow us to observe events that otherwise would be invisible, such as colliding black
holes. Information collected via gravitational waves can for example put bounds on
possible neutron star equations of state [10, 11], and on the speed of gravity [12]; pro-
vide tests for general relativity [13]; and provide an independent measure of the Hubble
constant [14].
Interferometric gravitational wave detectors use laser interferometry to measure the
gravitational-wave induced relative motion between nearly free test masses. These
laser interferometers are optical systems with high complexity, and can therefore be
challenging to understand, diagnose and design. Numerical modelling softwares serve
as a bridge in the gap between theory and experiment, which allows for studying the
2
realistic effects of isolated variables or perturbations, and exploring the large parame-
ter space of the detectors. This can be used to contribute to design improvements, or
identifying the cause of a certain symptom seen in the experiment.
The aim of the work presented in this thesis is to contribute to the commissioning and
design processes of gravitational wave detectors by building and simulating realistic
models, as well as developing tools that enable and/or facilitate the same for others. In
particular, this work focus on the effects of beam distortions and misalignments in the
LIGO and Virgo gravitational wave detectors. These beam distortions can be described
by adding spatial higher-order Hermite-Gaussian modes to the ideal Gaussian beam.
This chapter is outlined as follows. Section 1.1 gives an overview of the thesis and
brief descriptions of the chapters. In section 1.2, the nature and effect of gravitational
waves are described. Section 1.3 introduces the network of interferometric gravita-
tional wave detectors, and explains the basics of their functionality, and their response
to gravitational waves. In section 1.4, the basics of the theory used to analyse the
laser interferometer is introduced. Section 1.6 introduces the simulation software Fi-
nesse and its Python wrapper PyKat, each of which have been used extensively to
carry out the work presented in this thesis.
1.1 Thesis overview
In chapter 1 gravitational waves, gravitational wave detectors and their optical systems
are introduced, as well as the basic theory used for laser optics.
Chapter 2 describes published work on how frequency dependent squeezed light is ef-
3
fected by spatial mode mismatches. In addition we show that the system can be made
resilient to spatial mode matches by injecting squeezed higher-order modes.
Chapter 3, presents work on quantifying how the Virgo power recycling cavity (PRC)
length sensing signal is affected by power recycling mirror (PRM) misalignments. This
includes describing how to model a near-unstable cavity like the Virgo PRC in a realistic
way, and describing for which modelling tasks this might require that a large amount
of higher-order modes are included.
Chapter 4 describes work on building a Finesse model of the LIGO Livingston detec-
tor that can be used for misalignment modelling. It is also shown that the simulated
responses of the wavefront sensors to the misalignment degrees of freedom agree rela-
tively well with measured data.
1.2 Gravitational waves
The existence of gravitational waves was predicted by Albert Einstein in 1916 [15] as he
found wave solutions to the linearised weak-field approximation of the field equations
he put forward a year earlier. These waves stretch and squash space itself as they
propagate with the speed of light in the fabric of spacetime. The effect that a passing
gravitational wave has on a ring of free test masses is shown in figure 1.2. Here, free
means that each test mass is free to move in the plane of the paper. If the distances
between the test masses along one transverse axis are increased, the distances between
the test masses along the other transverse axis are decreased.
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Figure 1.2: The figure shows the effect a gravitational wave has on the distances be-
tween free test masses that form a circle.







where r is the distance from the source, G is the gravitational constant, c is the speed
of light and Q is the quadrupole moment of the source. The amplitude h0(r) is a
dimensionless quantity that expresses strain, i.e., “length change per length”. Thus,
the length change ∆L and circle diameter L in figure 1.2 are related as
∆L = Lh0(r). (1.2)
1.3 Interferometric gravitational wave detectors
The current network of ground based large-scale interferometric gravitational wave
detectors is shown in figure 1.3. The operational detectors are the two LIGO detec-
tors [17], located in Livingston, Louisiana and Hanford, Washington; Virgo [18] in
Cascina, Italy; and GEO600 [19] in Hannover, Germany. In addition, KAGRA [20] in
the Gifu Prefecture, Japan, is under construction and is expected to join the network
in 2019, and LIGO India is a planned detector that is scheduled to be operational in
2025.
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Figure 1.3: The current network of large-scale interferometric gravitational wave de-
tectors. Courtesy Caltech/MIT/LIGO Lab.
1.3.1 Michelson interferometer and the principle of gravita-
tional wave detectors
All current ground based gravitational wave detectors are based on the Michelson
interferometer, which is shown in figure 1.4. Michelson interferometers employ light,
ideally a laser beam, to measure the length difference between two paths commonly
called arms. A beam splitter is used to divide the beam between the two arms, each
of which has a free test mass in the end. The two test masses are mirrors that reflect
Figure 1.4: A Michelson interferometer. A beam splitter (BS) divides the beam between
the two arms. The beams are reflected back to the beam splitter by the test mass (TM)
mirrors, and the power is measured by a photodetector (PD). The measured power
depends on the length difference between LX and LY .
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the beams back towards the beam splitter where they are recombined and interfere
with each other. The Michelson interferometers used in gravitational wave detectors
are operated at, or near, the dark fringe. This means that the interferometer is tuned
such that the two beams interfere destructively at the photodetector-side of the beam
splitter. The reason for choosing this operating point is that, at the dark fringe,
sidebands generated by modulation effects that are differential between the two arms
are maximally transmitted to the photodetector, while the transmission of sidebands
generated by common effects is minimised. Gravitational waves are of differential
nature, while for example laser noises are common. In the phase convention used in
this work, a field transmitted through a mirror picks up a phase shift of π/2, while the
phase shift of the reflected field is 0. Thus, if the path length between the beam splitter
and test mass Y (TMY ) is LY + λ0/4, and the distance between the beam splitter and
test mass X (TMX) is LX , the power detected by the photodetector is given by











where ∆L = (LY −LX)/2 , P0 is the input power, k0 = 2π/λ0 the wavenumber, and λ0
is the wavelength of the laser field. Thus, if ∆L = 0 the interferometer is on the dark
fringe. Small deviations from ∆L = 0 results in a power on the photodetector that is
proportional to ∆L2, where small means that ∆L λ0. The carrier wavelength used
in the current gravitational wave detectors is λ0 = 1.064 µm.
The effect of a passing sinusoidal gravitational wave can be seen by setting ∆L = Lh(t),
where L = (LY +LX)/2, h(t) = h0 sin(ωgwt+ϕgw), and ωgw and ϕgw are the frequency
7











Since the amplitudes of gravitational waves on earth are expected to not exceed h0 ≈
10−20, the square of the number Lh0/λ0 is too small to measure with a photodetector.
Therefore, to make PPD proportional to Lh/λ0, a technique called DC-readout [21, 22]
is employed in current gravitational wave detectors. In this technique, a small static
arm length difference δLoff is used to allow some coherent carrier light to leak out
through the readout port of the beam splitter, which allows the signal sidebands to
beat with this carrier field. The differential arm length becomes ∆L = δLoff + Lh(t),







The exact value of the static offset δoff is a tradeoff between signal and noise. It needs
to be large enough so that the amount of coherent carrier light at the photodetector
is large enough to dominate unwanted waste light that also reach the photodetector.
This is to assure that the beat signal between the coherent carrier field and the sig-
nal sidebands is stronger than the beat signal between the waste light and the signal
sidebands. On the other hand, the offset cannot be too large as control noises and the
impact of laser noises increase with increasing δLoff.
So far, it has been assumed that the storage time τ = 2L/c (the time each photon
spends in an arm) is small compared to the period time Tgw of the gravitational wave.
This assumption was inherent in that only the total difference between the arm lengths
was affected by the gravitational wave, which is equivalent to differentially moving
the test masses. The gravitational wave strain however, stretches and squashes every
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infinitesimal length segment dL in the arms. Thus, to calculate the effective ∆L due to
a gravitational wave, the time varying strain needs to be integrated over the roundtrip










































where ω0 = 2πc/λ0 is the angular frequency of the carrier laser beam. From this
expression one can see that the optimal arm length is L = λgw/4. Thus, for gravita-
tional wave frequency of 1 kHz, the arm length should ideally be about 75 km, and the
ideal length grows longer with decreasing frequency. Such long arms are inconvenient,
therefore optical cavities are used to trap the photons inside the arms for a longer time.
In this section, it has been assumed that the two beams have a perfect spatial overlap
on the beam splitter. In reality however, the beams never perfectly overlap. This can
be due to beam misalignments, or that the two beams have different sizes or shapes.
Imperfect spatial overlaps introduce noise on the photodetector, which reduces the
sensitivity to gravitational waves. The effects of such spatial beam imperfections is the
main topic of the work presented in this thesis.
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1.3.2 Fabry-Perot arm cavities
The longest arms used by the current interferometric gravitational wave detectors are
the 4 km arms of the LIGO detectors, which is in the order of a factor of 10 shorter
than the optimal length mentioned in section 1.3.1. Therefore, to increase the photon
storage time, two test masses (mirrors) are used in each arm to form Fabry-Perot
optical cavities that trap the photons for a longer time. A Michelson interferometer
Figure 1.5: A Michelson interferometer with Fabry-Perot cavities. The difference com-
pared to a simple Michelson interferometer (seen in 1.4) is that two extra test masses
(mirrors) are added to form optical cavities in the arms. These cavities effectively in-
crease the time the photons spend in the arms. The two test masses in each arm are
referred to as input test mass (ITM) and end test mass (ETM).
with Fabry-Perot arm cavities is shown in figure 1.5. This setup requires that the
cavities are set up such that the carrier field resonates inside the arms, which also has
the effect of increasing the power inside the arms. The design arm cavity power gain
of advanced LIGO is ≈ 290. This serves to increase the signal to shot noise ratio on
the photodetector that limits the gravitational wave sensitivity at high frequencies,
but it also increases the radiation pressure noise on the test masses, which limits the
sensitivity at low frequencies.
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1.3.3 Power recycling cavity
To increase the power in the arms without increasing the input laser power, a mirror
between the laser and beam splitter can be added, as shown in figure 1.6. This power
Figure 1.6: A Michelson interferometer with Fabry-Perot arm cavities and a power
recycling cavity. Compared to figure 1.5, a power recycling mirror (PRM) has been
added, which resonantly enhances the power in the arm cavities.
recycling mirror (PRM) forms the power recycling cavity (PRC) together with the
input test masses. As the name suggests, this mirror is used to recycle the light that
returns from the arms towards the laser, and send it back in towards the arms again.
The advanced LIGO PRC is designed to resonantly enhance the carrier power by a
factor of ≈ 40.
1.3.4 Signal recycling cavity
The signal recycling cavity (SRC) is formed by placing a signal recycling mirror (SRM)
between the beam splitter and the photodetector, as shown in figure 1.7. As the name
suggests, this cavity can be used to resonantly enhance the signal by reflecting the
signal sidebands back into the arm cavities. This allows for increasing the sensitiv-
ity in a narrow bandwidth in exchange for reduced broadband sensitivity. The SRC
can however, also be operated in signal extraction mode. In this mode, the signal
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Figure 1.7: A Michelson interferometer with Fabry-Perot arm cavities, a power recy-
cling cavity, and a signal recycling cavity. Compared to figure 1.6, a signal recycling
mirror (SRM) has been added. This can serve to either increase the sensitivity in a
narrow bandwidth, or to increase the bandwidth.
sidebands are anti-resonant in the SRC, which trades reduced peak sensitivity for in-
creased broadband sensitivity. Advanced LIGO is currently operated using the signal
extraction mode.
1.3.5 Mode cleaners
The input mode cleaner (IMC) is located between the laser and the power recycling
mirror, and its purpose is to clean the laser beam from unwanted spatial higher-order
modes (beam distortions) before entering the main interferometer. This is achieved by
utilising the fact that spatial modes of different orders pick up different phases during
propagation due to the Gouy-phase. The cavity is impedance matched to allow the
resonating fundamental mode of the carrier to be transmitted, while it reflects beam
components that are off resonance. Thus, the IMC is designed such that the first
few higher-order modes are well outside the linewidth of the cavity, as these have the
strongest couplings to the fundamental mode for small beam distortions.
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The purpose of the output mode cleaner (OMC) is to clean the beam in the output port
before it reaches the photodetector. In addition to filtering out beam distortions in the
same way as the IMC, the OMC is also designed to filter out the RF-sidebands that
are used for control of the interferometer, as these would add noise to the readout [23].
1.4 Laser optics for interferometry
1.4.1 The wave equation and the paraxial approximation
The electromagnetic wave equation derives from Maxwell’s equations, and can be writ-
ten in terms of either the electric or the magnetic field. Here, we chose to use a complex
valued scalar function E(r, t) that describes the amplitude and phase of the electric
field. it is given by







E(r, t) = 0, (1.8)
where E(r, t) is a complex valued scalar function that describes the amplitude and
phase of the electric field. The real valued scalar (the polarisation is omitted) electric





where c is the speed of light in vacuum, and r is the position vector. Note that the
polarisation of the electric field has been ignored, and a scalar electric field is used
instead. This reason is that within the scope of this work, the only polarisation effect
necessary to take into account is when the polarisation of the beam is misaligned
to the axis of a polarising optic, which can be modelled as a loss. Assuming that
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the temporal and spatial variables can be separated, the electric field can be written








Since the left hand side only depends on the spatial variable r, and the right-hand side
only depends on temporal variable t, general solutions to this equation must have both




T (t) = −k2c2T (t), (1.10)
where the constant −k2 is chosen as it turns out to be convenient in the solution. The
general solution to the temporal part is
T (t) = Aeiωt +Be−iωt, (1.11)
where ω = kc can be identified as the angular frequency.
The spatial part of the wave equation is called Helmholtz equation. By assuming that
A(r) can be written on the form A(r) = u(x, y, z)e−ikz, where z is along the propagation

























u(x, y, z)− 2ik ∂
∂z
u(x, y, z) = 0. (1.12)
From here, the paraxial approximation is used, which means that it is assumed that the
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Thus, the function u(x, y, z) must vary slowly in the z-direction compared to the trans-









u(x, y, z)− 2ik ∂
∂z
u(x, y, z) = 0. (1.14)
This equation has many families of solutions, of which the Hermite-Gaussian (HG)
functions (described in section 1.4.3) have been used throughout the work described
in this thesis. These are commonly used for describing the spatial properties of laser
beams propagating in free space, and they are particularly useful when there are rect-
angular symmetry in system, which is the case for the setups considered in this work.
Another family of solutions that is commonly used for describing laser beams is the
Laguerre-Gaussian functions.
1.4.2 Plane waves, definitions, and propagation
The obtained solution to the wave equation is




u(x, y, z). (1.15)
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Here, the components with amplitudes A and B propagate forwards and backwards,
respectively. For the purposes of this work however, there is no need to explicitly keep
the backwards-propagating wave as we can add it back in when and if necessary. Thus
we set B = 0. The spatial distribution u(x, y, z) is described in section 1.4.3, and is
of great importance in this thesis, however, we omit it in this section and only look at
the plane wave solution given by
E(x, y, z, t) = Aei(ωt−kz). (1.16)
This is a complex representation of the electric wave function, which in turn is given
by E(x, y, z, t) = Re
(
E(x, y, z, t)
)
and also solves the wave equation. For convenience
however, we chose to work with the complex representation of the electric field. Fur-
ther, the unit of the electric field is redefined to be in
√
W, which can be done by letting
|A|2 = P where P is the power of the field averaged over a period time. The reason
for this is that the frequency (≈ 2.8× 1014 Hz) of the carrier field used in gravitational
wave detectors is too high to be resolved by the photodetectors, thus the average power
is what is measured. The photodetectors used in gravitational wave detectors are able
to resolve frequencies up to around the order of 100 MHz.
It should be borne in mind the parameters A, k, and ω are free as there are no bound-
ary conditions constraining them. Thus, any sum
∑∞
j=0 Aje
i(ωj−kjz) is also a solution
to the wave equation.
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1.4.3 Hermite-Gaussian modes
The Hermite-Gaussian solutions umn(x, y, z) to the paraxial Helmholtz [24, 25, 26, 27]





m′n′(x, y, z) dxdy = δmm′δnn′ . (1.17)
Thus, as long as the paraxial approximation is valid, any laser field with N frequency
components can be described as














|ajmn|2 = 1. (1.19)
The Hermite-Gaussian functions can be further separated into x and y as umn(x, y, z) =




























where the normalisation factors are included in un(x, z). Ideally, the beam only contains
the fundamental mode, but due to spatial defects such mode mismatched cavities and
imperfect optics, the laser light scatter into higher-order modes. The parameters of the
Gaussian beam are shown in figure 1.8, and described below. Two of the parameters,
17
Figure 1.8: The figure shows the shape and the parameters of a gaussian beam.
the distance to the waist z − z0 and the waist radius (waist size) w0, are used to
express the other parameters. These two can also be combined into the complex beam
parameter as




The beam radius w(z) is the transverse distance at which the intensity of the funda-
mental mode u00 has decreased by a factor of e
−2 compared to at the centre of the


















is called the Rayleigh range. This is the distance from the waist at which the radius of
curvature of the wavefront Rc(z) reaches its minimum value of 2zR. At the waist the,
Rc(z) =∞ and in the far field defined by z − z0 zR, the radius of curvature grows
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with the distance as Rc(z)→ z − z0. This can also be seen from:







The diffraction angle θD is the angle between the optical axis and the waist size of the









The Gouy-phase ψ(z) is an extra longitudinal phase that a beam with finite spatial













Thus, the the Gouy-phase goes from −π/2 at z = −∞ to π/2 at z =∞, and it is 0 at
the beam waist. The smaller the Rayleigh range, the quicker the Gouy-phase changes
along the z-axis in the region near the waist. Thus, a more focused beam accumulates
Gouy-phase quicker than a less focused beam, which means that the cavity length
and mirror radii of curvature determines the accumulated roundtrip Gouy-phase for an
optical cavity eigenmode. Another important aspect of the Gouy-phase is that different
spatial modes pick up different amounts of it, as seen from the mode number dependent
factor in front of the Gouy-phase in 1.20. This means that different spatial modes
generally have different resonant conditions in optical cavities, which is of importance
throughout this thesis.
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1.5 Quantum optics and squeezed light
The quantised electric field operator in the Heisenberg picture is






















1; and âω and â
†







= 2πδ(ω − ω′). Since we are interested in the quantum fluctuations
at the gravitational wave sideband frequencies, each of these operators are split into
creation and annihilation operators for a pair of sidebands surrounding the carrier fre-




ω0±Ω. These can in turn be used to












By using the two-photon operators, and for simplicity omitting the spatial distribution
of the field, the electric field operator in equation 1.28 can be written





X̂1 cos(ω0t) + X̂2 sin(ω0t)
)
. (1.30)











Here, the fact that Ω ω0 has been used to approximate ω by ω0 in the square root.
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The variance of the quantum vacuum fluctuations can be computed as
V (X̂1,2)0 = 〈0|X̂21,2|0〉 − 〈0|X̂1,2|0〉
2
(1.32)
= 2π + 0, (1.33)
where |0〉 is the vacuum state or lowest Fock state, which is the state with no excitation.
Thus, it makes sense that the expectation value (second term above) evaluates to zero.
To compute this, we have used that â± |n〉 =
√
n |n− 1〉 and â†± |n〉 =
√
n+ 1 |n+ 1〉.
The squeezed vacuum state [31] is defined as
|χ〉 = Ŝ(r, φ) |0〉 (1.34)







is the squeeze operator, r is the squeeze
magnitude and φ is the squeeze angle. The effect the squeeze operator has on the two-
photon operators is given by
Ŝ†(r, φ)â1Ŝ(r, φ) = â1(cosh r + sinh r cos 2φ)− â2 sinh r sin 2φ, (1.35)
Ŝ†(r, φ)â2Ŝ(r, φ) = â2(cosh r − sinh r cos 2φ)− â1 sinh r sin 2φ. (1.36)




φ = π/2 gives Ŝ†â1Ŝ = e
−râ1 and Ŝ
†â2Ŝ = e
râ2. Thus, in the first case the quantum
fluctuations are reduced (squeezed) in the sine quadrature, while they are increased
(anti-squeezed) in the cosine quadrature, and the roles are switched in the second
case. This means that the quantum fluctuations of the upper and lower sidebands
are correlated, or entangled. This can be seen as trading increased uncertainty in
momentum for decreased uncertainty in position, or vice versa. Since the current
advanced gravitational wave detectors are limited by quantum noise in the upper part
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of the bandwidth, and in the future they will be limited by the same also at lower
frequencies, squeezed light will be used to further improve the sensitivity.
1.6 Finesse and PyKat
The simulation software Finesse [32, 33, 27] and its Python wrapper PyKat [34] have
been used extensively for the work presented in this thesis. A significant part of the
work has been to develop (mainly PyKat) and test the softwares to enable myself and
others to perform various simulation tasks.
Finesse is a frequency domain simulation software, designed for realistic modelling of
the laser optical systems in gravitational detectors. Most important for this work is
that it is capable of computing the effects of various realistic optical defects, including
misalignments and spatial mode mismatches between optical cavities, as well as simu-
lating the quantum mechanical aspects of light, such as squeezed light, shot noise and
radiation pressure noise.
Finesse assumes that all components of the optical system can be described by a set of
linear coupling coefficients that relates the input and output complex field amplitudes;
the frequency of a field component never changes; and that there are no polarising
components. If spatially finite beams are used in a simulation, Finesse uses either
Hermite-Guassian or Laguerre-Gaussian functions to describe the spatial distribution.
As these are solutions to the paraxial Helmholtz-equation, the paraxial approximation
must be valid for Finesse to yield correct results.
Finesse can perform both static and frequency dependent simulations. Here, static
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means that an output signal is computed as a function of a parameter in the sys-
tem. This could for example be a simulation of how the power inside an optical cavity
depends on the position of one of the mirrors that compose the cavity. A frequency
dependent simulation in Finesse computes the behaviour of an output signal as a func-
tion of the frequency of a sinusoidal input signal, i.e., a transfer function or a frequency
response is computed. For example, this can be a simulation of how a Michelson inter-
ferometer output signal depends on the frequency of a sinusoidal gravitational wave.
Given a user defined interferometer model, Finesse converts the model into a matrix
equation on the form
M a = ain, (1.37)
where the vector ain contains the source field components, the interferometer matrix M
contains all the couplings between the field components in the interferometer, and the
vector a contains all the field components inside the interferometer, which are initially
unknown. To solve this task, the matrix M is inverted, thus one obtains
a = M−1 ain. (1.38)
In general, Finesse solves three such equations per simulated data point: one for
the carrier fields created by lasers and their sidebands created by modulators; one for
the signal fields, which are sidebands generated by for example a moving mirror or a
gravitational wave; and one for the quantum noise sideband fields. The equation for
the carrier fields is always solved first as these fields are assumed to be independent of
the much smaller signal and quantum fields, while the signal and quantum field com-
ponents depend on the carrier fields. Finesse solves these matrix equations by using
numerical sparse matrix solvers [33].
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Figure 1.9: The figure visualises how Finesse models a system that consists of a laser
and a linear optical cavity. The system is modelled using four components: a laser,
two mirrors, and a space. These components are connected by nodes, in which the field
components ak are computed. Here, P0 is the input laser power, ω0 is the reference
frequency used by Finesse (usually the frequency of the main laser), ω is the frequency
of the field, r1,2 and t1,2 are the amplitude reflection and transmission coefficients of the
mirrors, δL1,2 are the microscopic position of the mirrors, L is the macroscopic length
of the space, and n is the refractive index of the space.
A simple example of how Finesse constructs the equations system for the carrier field
is obtained by considering a system consisting of a plane-wave laser and a linear optical
cavity, as shown in figure 1.9. Each component in the interferometer is represented by
a set of coupling coefficients that determines the relations between the incoming and
outgoing fields, except the laser which generates an input field with amplitude a0 and
angular frequency ω = ω0 + ∆ω. The angular frequency ω0 has a special meaning in
Finesse: the length of any space component is an integer multiple of the wavelength
λ0 = 2πc/ω0. Instead, the mirror component has a phase parameter φ that allows the
mirror surface to be anywhere between two reference planes separated by the distance
λ0, as seen in figure 1.9. Thus, any physical distance D is split up into D = L + ∆L,
where the macroscopical distance L is a parameter of the space component, and the
microscopical distance ∆L ≤ λ0 is determined by the tuning parameter φ of the optics
connected to the space. Finesse uses the convention of phase shifts of 0 and π/2 on
reflection off and transmission through a thin mirror mirror, respectively. The fields of
24





















ω0 a0 + it1a5
a7 = 0. (1.39)
If this is instead written on the form of equation 1.37, the interferometer matrix, the
input vector, and the field vector become
M =

1 0 0 0 0 0 0 0
−it1 1 0 0 0 −r1e
−2iφ1ω
ω0 0 0
0 −e−in∆ωLc 1 0 0 0 0 0





ω0 0 1 0 0 −it2
0 0 0 0 −e−in∆ωLc 1 0 0
−r1e
2iφ1ω
ω0 0 0 0 0 −it1 1 0













a0 a1 a2 a3 a4 a5 a6 a7
]T
. (1.42)
The size of this equation system grows with the number of included frequency compo-
nents, spatial modes, and the number of nodes in the system.
PyKat is a python package that facilitates complex Finesse modelling tasks, for ex-
ample when multiple Finesse-runs are required. Its recently developed IFO module
include support for simulating Virgo and LIGO site specific models. It has been de-
veloped by the undersigned, together with Daniel Brown, Andreas Freise, and Anna
Green, where I in particular have contributed to the Virgo-specific package and the
misalignment modelling features.
Finesse can have as many outputs as the user wants, but maximally two parameters of
the model can be varied during one simulation. Therefore, many common simulation
tasks, such as finding an operating point for an interferometer, optimising sensing
signals, and computing spatial mismatches between many different optical cavities,
require multiple simulations. PyKat includes many pre-defined functions for performing
such modelling tasks, and it also provides tools that allows the users to build their own
sets of Finesse simulations.
1.7 Project motivation and significance
The work presented in this thesis focuses on the spatial aspects of the beams in laser
interferometry. Most interferometry models are built on the assumption that the laser
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beams are purely Gaussian, which is never true in reality. Optical defects, misalign-
ments, cavities with non-matching eigenmodes etc., cause beam distortions that affect
the interferometer. Beam distortions can reduce the spatial overlap between the fields,
which in turn causes negative effects such as reduced power in the interferometer, extra
noise due to unwanted light leaking out through the dark port, degraded sensing and
control signals, and squeeze degradations. It is increasingly important to understand
the effects of beam distortions in gravitational wave detectors as the sensitivity of the
devices increases. Especially following the implementation of squeezed light, as these
squeezed states are particularly susceptible to beam distortions.
The gravitational wave detectors, however, are complex systems that can be very chal-
lenging to understand as there are plenty of parameters in play simultaneously. Numer-
ical modelling softwares like Finesse can therefore be powerful tools if used correctly,
as they enable studying realistic effects of one parameter at a time, which can be used
for exploring the large parameter space of the detectors.
The general aim of this project was to contribute to the commissioning and design pro-
cesses of gravitational wave detectors. This has been done by performing simulation
tasks and analytical investigations myself, with the aim of increasing our knowledge
on how spatial distortions affects gravitational wave detectors, and by developing tools
and models that enable and facilitate, for myself and others, to perform realistic sim-
ulations that accounts for the spatial aspects of laser interferometry.
In particular, chapter 2 shows (by means of simulation) how frequency dependent
squeezed light in LIGO is affected by spatial mismatches between the eigenmodes of
the squeezer, the filter cavity, and the interferometer. This is of immediate importance
as squeezed light currently is being implemented. In addition, we propose a novel
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technique for mitigating the negative effects that spatial mismatches have on squeezed
light, and we experimentally show that the technique works in the special case where
the spatial mismatch is a misalignment. This may be of importance in the future if it
turns out to be difficult to mode match the cavity eigenmodes to a satisfactory level.
The work presented in chapter 3, investigates how the length sensing signal for the
power recycling cavity in Virgo, is affected by power recycling mirror misalignments.
This work had the immediate impact of facilitating the decision of switching from us-
ing 132 MHz modulation sidebands to 119 MHz modulation sidebands to control the
power recycling cavity during lock acquisition. The bulk of the material presented in
this chapter is however, on how to correctly and realistically model a near-unstable
cavity (like the Virgo power recycling cavity). This may be of importance during fu-
ture commissioning and design processes for Virgo.
Chapter 4 describes a model of LIGO Livingston, developed to be able to perform com-
missioning and design simulations of the alignment sensing system. One of the reasons
for building this model is that LIGO Livingston currently is limited by misalignment
couplings into the gravitational wave channel at the low end of the gravitational wave
bandwidth. The model may be useful in trying to understand the reason for this, and
it can be used for simulating the alignment sensing matrix and investigate if there are







This chapter outlines research done on how spatial mode mismatches affects the fre-
quency dependent squeezed vacuum states that are planned to be injected into the
current interferometric gravitational wave detectors in the future. We also propose
using multi-spatial-mode squeezed vacuum to increase the robustness to spatial mode
mismatches, which is a novel idea in the field of gravitational waves. Most of this work
has been published in the scientific article Multi-spatial-mode effects in squeezed-light-
enhanced interferometric gravitational wave detectors [35], and the work presented in
section 2.4 is pending for publication. Both text and figures from these articles have
been used verbatim in this chapter.
The current advanced interferometric gravitational-wave detectors, e.g., the Advanced
LIGO [17] detectors, are dual-recycled Michelson interferometers with arm cavities, as
shown in figure 2.1. One of the limiting noise sources is quantum noise which arises from
quantum fluctuations of light. To reduce the quantum noise over a broad-frequency
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Figure 2.1: The field emitted by the squeezer is reflected off a filter cavity to produce
frequency dependent squeezed states. These states are injected into the interferometer
through the signal recycling mirror. There are three potentially different spatial eigen-
bases in this setup: UFC for the filter cavity (yellow background), USQZ for the squeezer
(green), and UIFO for the interferometer (blue), where the background colors indicate
which basis that is used where. All the coherent laser power is in the fundamental
mode of the interferometer basis.
band, one approach is to inject frequency dependent squeezed vacuum states into the
dark port of the interferometer [36, 37]. These states are produced by the combination
of a squeezer and a filter cavity, where the filter cavity generates the frequency de-
pendency [30, 38, 39], such that the phase quadrature is squeezed for high frequencies
and the amplitude quadrature is squeezed for low frequencies. This technology can be
fitted into the current infrastructure [40, 41], and is planned to be implemented in the
next upgrade of the current observatories.
There are several practical imperfections that can influence the performance of this
scheme, such as spatial mode-mismatches, optical losses, and phase noise [42, 41, 43].
This chapter focuses on spatial mode-mismatches. Their effects on the squeezing can
be categorized into two types. The first type is when a part of the squeezed states in
the fundamental mode irreversibly scatters to higher-order modes, which has an effect
similar to an optical loss. The second type is when the quantum states are allowed
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to coherently couple back and forth between the fundamental mode and higher-order
modes. This type requires multiple interfaces where mode-mismatch induced scatter-
ings occur. Particularly, there are two important such interfaces, located between the
three components of interest in this work: the squeezer, the filter cavity, and the inter-
ferometer — each to a good approximation having its own well-defined spatial mode
basis.
Kwee et al. [41] studied the combined effect of these two types by considering mode-
mismatches at the above mentioned interfaces. In this study, to better understand the
effects of these two types separately, we isolate them as much as possible by mode-
mismatching one of the three components at a time, i.e., two components are always
kept perfectly mode matched to each other. In contrast to reference [41] and to what
would be done in practice, the filter cavity is intentionally made to be resonant for
higher-order modes within the frequency band of interest. On the one hand, this al-
lows us to further study the interesting coherent scattering effect. On the other hand,
it might be relevant in reality for long filter cavities.
In this chapter, we show that broadband squeeze degradation effects, similar to an op-
tical loss, are obtained when the interferometer is mode mismatched to the filter cavity
and the squeezer, while the squeezer and the filter cavity are matched, and when
the squeezer is mode mismatched to a mode matched filter cavity and interferometer.
Squeeze degradations larger than an optical loss, induced by coherent scattering, are
obtained when the squeezer and the interferometer are mode matched, while the filter
cavity is mode mismatched to both of these. This effect is seen at low frequencies where
the fundamental mode is resonant in the filter cavity, and at the resonance frequencies
of the higher-order modes.
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We also show that the injection of multi-spatial-mode squeezing, where two higher-order
spatial modes (HG02 and HG02) are squeezed in addition to the fundamental mode,
in theory can provide robustness to spatial mode-mismatches. The interesting spatial
aspects of squeezed states have generated the relatively new field of quantum imag-
ing [44, 45, 46], which has experimentally demonstrated the abilities of both generating
squeezed higher-order Gaussian modes [47, 48, 49], and combining different squeezed
transverse modes [50]. These are, in principle, the tools needed to produce the multi-
spatial-mode squeezing considered in this chapter.
Further, experimental results are presented showing that a field with a squeezed HG01
mode, in addition to a squeezed fundamental mode, can mitigate squeeze degradations
induced by a misalignment that couples the modes HG00 and HG01. In principle, this
also proves that multiple-spatial mode squeezing can mitigate the effect of spatial mode
mismatches that couple the second order modes and the fundamental mode. However,
practical implementation of squeezing both the second order modes independently may
be more complicated and therefore require an experimental demonstration of its own.
The outline of this chapter goes as follows. In section 2.1, the effect that spatial mode
mismatches have on squeezed light are quantified through simulations using Finesse ,
and the results are analysed by using analytical expressions. In section 2.2 we elaborate
on the model to show that the injection of squeezed states in multiple spatial modes,
in theory, can provide robustness to mode-mismatches, and section 2.3 shows that this
remains true for a slightly more realistic model where there are small spatial mode
mismatches within the interferometer as well. Section 2.4 experimentally shows that
squeezing a first order mode, in addition to the fundamental mode, indeed mitigates
the squeeze degradation due to misalignments.
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2.1 The effect of spatial mode-mismatches
We now go into the details behind the modeling of how mode-mismatches affects the
quantum-noise-limited sensitivity of a squeezed-light-enhanced interferometric gravita-
tional wave detector. Specifically, we start with the description of the optical setup in
subsection 2.1.1, and then in subsection 2.1.2, we describe the general framework used
to analyze the results. Finesse [32, 33, 27]—the numerical software that was used to
produce the results—uses an equivalent method [51, 52]. A similar framework can also
be found in reference [53]. In the later subsections 2.1.3, 2.1.4, and 2.1.5, we look into
mode-mismatches between the three components—the squeezer, the filter cavity, and
the interferometer.
2.1.1 The optical setup
The optical setup used here is visualized in figure 2.1, and is a simplified and idealized
model of an Advanced LIGO detector [17] with frequency dependent squeezed light
injected through the dark port. The key parameters of the interferometer are listed
in Table 2.1. The frequency dependent squeezing is realized by reflecting the squeezed
field off a detuned over-coupled Fabry-Perot cavity. This cavity is frequently referred
to as a filter cavity [30, 38, 39]. The filter cavity considered in this work is a linear
overcoupled 16 m long confocal optical cavity, based on the one proposed in [40] for
near-term upgrade of Advanced LIGO. In this work, the input mirror is lossless, the
end mirror is perfectly reflective, and we have assumed that the mirrors are much larger
than the beam sizes so that clipping losses are negligible. The values used for cavity
detuning and input mirror transmission were obtained by maximizing the broadband
sensitivity between 10 Hz and 3 kHz. The radius of curvature for the two mirrors is
chosen to make the higher-order modes up to order four resonant within the frequency
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band of interest so that the effects of these can be seen, which is of particular interest
for the coherent scattering effect. All the used filter cavity parameters are shown in
Table 2.2.
Table 2.1: The table shows the interferometer parameters that were used.
Symbol Parameter Value
λ0 Carrier wavelength 1064 nm
Parm Arm cavity power 0.74 MW
Pbs Power on the beam splitter 5.3 kW
Larm Arm cavity lengths 3994.5 m
m Mass of test-mass mirrors 40 kg
Lsrc Signal recycling cavity length 57 m
Tsrm SRM power transmission 0.35
Table 2.2: The table shows the design parameters for the filter cavity used in Sec. 2.1.
Symbol Parameter Value
Lfc Length 16.0 m
RC Mirror radius of curvature 15.999 m
Tin Input mirror transmission 61 ppm
Rin Input mirror reflection 1-Tin
Rend End mirror reflection 1
FSR Free spectral range 9.37 MHz
∆/2π Detuning 46.18 Hz
γfc/2π Half-width 45.49 Hz
δf Mode-separation (1 + 4× 10−5)FSR2 Hz
We have three components to mode-mismatch to each other: the interferometer, the
filter cavity, and the squeezer. The mode-mismatch between the interferometer and
the filter cavity is generated by displacing a mode matching lens along the optical axis.
For the squeezer component, Finesse allows us to freely specify the complex beam
parameter of the field that is emitted, and we used this feature to control the mode
matching of the squeezer.
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2.1.2 The mathematical framework
The spatial distribution of the field within the interferometer can be expanded in one
common interferometer eigenbasis U IFOn (x, y, z). Specifically, the sideband field with
frequency ω0 ± Ω (ω0 is the carrier frequency of the laser) reads:





n (x, y, z) (2.1)
Here âω0±Ω,n are the annihilation operators for the upper and lower sidebands of the
nth mode, cn is the relative weight of the nth mode satisfying
∑∞
n=0 |cn|
2 = 1, N
denotes the number of modes included in the model, z is the coordinate along the
optical axis, and x and y are the transverse coordinates. Similarly, the eigenbases of
the filter cavity and the squeezer are denoted by UFCn and U
SQZ
n , respectively. These
are the three eigenbases used to describe the spatial distribution of the field within the
optical setup. Which eigenbasis is used where is indicated by the background colors
in figure 2.1, and the red dots indicate where the basis changes take place. Scattering
between modes labeled by different numbers n occurs when changing basis from USQZn




n , if the complex beam parameters
of the bases are different.
In this chapter, we use the two-photon formalism [28, 29, 54] to model the quantum
noise. In this formalism, the key quantitates are (i) the amplitude and phase quadrature










and (ii) the transfer matrix relating the quadrature operators of the fields at differ-
ent locations. In our case, we care about higher-order modes where the quadrature
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The field that enters the interferometer can be related to the field entering the squeezer
through
aIFO = K2T K1S aSQZ, (2.5)
Here, S is the squeezing matrix, T is the filter cavity transfer matrix, K1 describes the
basis change from USQZn to U
FC
n , and K2 describes the basis change from UFCn to U IFOn .
These matrices are described as follows.
The joint squeezing matrix S is given by the direct sum of the individual squeezing





The squeezing matrix Sn for spatial mode n is given by
cosh rn + sinh rn cos 2ϕn sinh rn sin 2ϕn
sinh rn sin 2ϕn cosh rn − sinh rn cos 2ϕn
 , (2.7)
where rn and ϕn are the squeeze factor and angle, respectively. In later subsections,
the states in the fundamental mode are squeezed by 10 dB while all higher order modes
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contain pure vacuum states. That is, r0 = (2 log10 e)
−1 and rn = 0 for all n > 0. The
angle ϕ0 is optimized such that the high-frequency shot noise is maximally reduced.
The filter cavity then takes care of correctly rotating the squeezed states for the rest
of the frequency components.
The matrix K describing a basis change between two spatial mode bases is given by
K =













KN,0 · · · KN,k · · · KN,N

, (2.8)
where each entry Kn,k is a 2× 2 matrix given by
Kn,k ≡ κnk
cos βnk − sin βnk
sin βnk cos βnk
 . (2.9)
Here, κnk is the coupling magnitude from mode number k in the old basis to mode
number n in the new basis, and βnk is the corresponding coupling phase.





















(Ω + ∆)− qnψrt
]
(2.13)
and Rin is the input mirror power reflectivity, ∆ is the cavity detuning, L is the macro-
scopic cavity length, c is the speed of light, ψrt is the round-trip Gouy phase and qn is







is used to transform the transfer function for the sidebands to that for the quadratures.
2.1.3 Mode-mismatched interferometer
In this scenario, the interferometer is mode-mismatched to both the squeezer and the
filter cavity, while the squeezer and the filter cavity are kept mode matched to each
other. To generate this mode-mismatch, one of the lenses used to mode match the
filter cavity to the interferometer is displaced along the optical axis. The resulting





































Figure 2.2: The figure shows the quantum-noise-limited sensitivity for various levels of
mode-mismatch between the interferometer and the filter cavity. The squeezer is kept
mode matched to the filter cavity.


































Figure 2.3: The figure shows the same information as figure 2.2, but here the data is
expressed in dB relative to the non-squeezed case. This more clearly shows that this
type of mismatch gives rise to a broadband squeeze degradation similar to an optical
loss.
in improvement around 70 Hz is a consequence of that one cannot achieve a perfect
broad-frequency band noise reduction by using only one filter cavity [30]. However,
when operating with a tuned signal recycling cavity, as done here, one filter cavity
still performs very well [55, 56]. Since we are using realistic mirror losses inside the
interferometer, the sensitivity improvement does not reach exactly 10 dB even when
39
Figure 2.4: The figure shows the effect of mode-mismatching the interferometer to the
filter cavity and the squeezer. Initially, the vacuum noise in the spatial mode U0 is
squeezed by 10 dB, while the arbitrary higher-order mode Un contains pure vacuum
noise. The noise fields in the two spatial modes mix after being subjected to the
frequency and mode dependent rotation of the squeeze angle when reflected off the
filter cavity.
all three components are perfectly mode matched. The reason for the broad-frequency
band squeezing degradation is best explained by using the analytics developed above.
Since the squeezer and the filter cavity are mode matched, and assuming that the self-
coupling phases in equation 2.9 are βkk = 0, the basis change matrix K1 in equation 2.5
becomes the identity matrix. This assumption does not reduce the generality as any
self-coupling phase could be compensated for by adjusting the initial squeeze angle.
Equation 2.5, describing the quantum field injected into the interferometer, is then
reduced to
aIFO = KT S aSQZ, (2.15)
which is visualized in figure 2.4. The only frequency dependent process that the field
undergoes is the interaction with the filter cavity, which is described by equation 2.10.
When this process takes place, all the squeezed states are in the fundamental mode and
therefore undergo the correct rotation T0(Ω). The phase changes of the pure vacuum
states in the higher-order modes Tn(Ω) are unimportant, as these just rotate circular
symmetric probability distributions around their symmetry axes.
The mode-mismatch-induced basis change K makes the fundamental mode exchange
some squeezed states for pure vacuum states with the higher-order modes. This makes
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the fundamental mode of the interferometer eigenbasis less squeezed for all frequencies,






is the total power coupling magnitude for scattering away from the fundamental mode,
the quantum noise in the interferometer scales as
(1− κ20)e−2r0 + κ20. (2.17)
2.1.4 Mode-mismatched filter cavity
Just as above, the filter cavity is spatially mode-mismatched to the interferometer, but
here the squeezer is kept mode matched to the interferometer instead of to the filter
cavity.
In this case, there are nontrivial spatial basis changes before and after the filter cavity
that give rise to couplings between different spatial modes. Since the squeezer and the
interferometer are mode matched to each other, the second basis change is the inverse
of the first, thus, equation 2.5 becomes
aIFO = K−1T KS aSQZ. (2.18)
This process is visualized in figure 2.5.
Due to the mode-mismatch K between the squeezer and the filter cavity, the field in-
cident on the filter cavity input mirror has a part of its squeezed states located in
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Figure 2.5: The figure shows the effect of mode-mismatching the filter cavity to the
squeezer and the interferometer. The noise fields in the two spatial modes mix twice,
with a frequency and mode dependent rotation of the squeeze angle in between due to
the filter cavity. Since the squeezer and the interferometer are mode matched, the two





































Figure 2.6: The figure shows the quantum-noise-limited sensitivity as a function of
gravitational wave frequency. The squeezer and the interferometer are kept mode
matched to each other, and the colours indicate the level of mismatch between these
and the filter cavity. Around the resonance frequencies of the involved spatial modes,
squeeze degradations are seen due to coherent scattering between the spatial modes.
higher-order modes. If these higher-order modes experience phase shifts different from
the phase shift of the fundamental mode when reflected off the filter cavity (i.e., if
Tn(Ω) 6= T0(Ω)), then the mode-mismatch between the filter cavity and the interfer-
ometer, K−1, enables for these now wrongly rotated squeezed states to mix back in
with the squeezed states in the fundamental mode. If the wrongly rotated states
are antisqueezed, this coherent scattering process is worse than an optical loss. In
Figs. 2.6 and 2.7, this coherent scattering effect can be seen in two different regions: at


































Figure 2.7: The figure shows the same information as figure 2.6, but here the y-axis is
in units of dB, where the case without any squeezed field is used as the reference.
modes are off resonance, and at about 300 Hz and 700 Hz where the second-order and
fourth-order modes are resonant while the fundamental mode is not. The reason that
the second-order and fourth-order modes show up is that the mode-mismatch was gen-
erated by offsetting the waist size and displacing the waist position of the beam, which
only generates nonzero couplings between modes with even mode-order spacing. Since
the couplings decrease with increasing mode-order spacing, we only included modes up
to order four in our simulations.
For a small mode-mismatch, and for the worst case higher-order-mode rotations, the
quantum noise in the interferometer scales as
e−2r + 4(1− e−2r)κ20. (2.19)
See Appendix A for a derivation of this formula. For large squeeze magnitudes, this is a
factor of 2 worse than the effect of a corresponding optical loss. It should be mentioned
that the filter cavity was deliberately designed to have this small mode spacing so that
we could see the effect of higher-order mode resonances. If this 16 m filter cavity would
be implemented in LIGO, it would be designed such that the higher-order modes are
resonant well outside the frequency range of interest. However, this might not be
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possible for much longer filter cavities, e.g., as proposed for the Einstein Telescope [57].
For high frequencies, neither the fundamental mode nor the higher-order modes are
resonant, thus Tn(Ω) = T0(Ω), and the squeezed field is consequently unaffected by
this mode-mismatch.
2.1.5 Mode-mismatched squeezer
Here we consider the case where the squeezer is mode-mismatched to both the filter
cavity and the interferometer, while the last two are kept mode matched to each other.
This means that the basis change between the squeezer and the filter cavity generally
has nonzero couplings between different spatial modes, while the matrix performing the
basis change in between the filter cavity and the interferometer becomes the identity
matrix. Thus, equation 2.5 becomes
aIFO = T KS aSQZ, (2.20)
which is visualized in figure 2.8. The effect is the same in Sec. 2.1.3, thus the result
can be seen in Figs. 2.2 and 2.3. In contrast to the case in Sec. 2.1.3, there are indeed
squeezed states in the higher-order modes that have incorrect rotations due to the filter
cavity. But since these are not allowed to couple back to the fundamental mode again,
this does not contribute to any extra quantum noise.
2.2 Robustness to mode-mismatches through
squeezed higher-order modes
In this section, we show that the injection of squeezed states in multiple spatial modes
potentially can provide robustness to mode-mismatches. This requires that the initial
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Figure 2.8: The figure shows the effect of mode-mismatching the Squeezer to the FC
and the Interferometer. The noise fields in the two spatial modes mix before being
subjected to the frequency and mode dependent rotation of the squeeze angle when
reflected off the FC.
orientation of the squeezing ellipses can be independently optimized for each spatial
mode, which would be challenging to achieve in practice due to the degenerate res-
onance conditions of the second order modes. Further, the field from three different
squeezers would have to be superimposed into one by using mode-selecting cavities.
In subsection 2.2.1 the mode-mismatched interferometer is revisited (see Sec. 2.1.3), but
this time three spatial modes are squeezed instead of just the fundamental mode. Sub-
section 2.2.2 provides a simple analytic test of the principle of using multiple squeezed
modes to improve the robustness to spatial mode mismatches.
2.2.1 Mode-mismatched interferometer
The same mode-mismatch is considered as in Sec. 2.1.3, that is, the interferometer is
mode-mismatched to the filter cavity and the squeezer, while the filter cavity and the
squeezer are kept mode matched to each other. Therefore, equation 2.15 applies here
as well, but with some alterations to the squeezing matrix S and to the filter cavity
transfer matrix T , as described below.
We squeezed the Hermite-Gaussian modes HG02 and HG20, in addition to the funda-
mental mode, as these two second order modes have the strongest couplings to the
fundamental mode, as mentioned in Sec. 2.1.4. All three states are squeezed by 10
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dB. The two extra modes are labeled n = 1 and n = 2, thus, the squeeze magnitudes
in the squeezing matrix S (equation 2.7) becomes rn = (2 log10 e)−1 for n ∈ {0, 1, 2},
and rn = 0 for n > 2. Further, for each level of mode-mismatch the initial squeeze
angles ϕn for n ∈ {0, 1, 2} are independently optimized to maximize the sensitivity (or
equivalently, to minimize the quantum noise). This optimization is needed to correctly
compensate for the phases β0k, k ∈ {1, 2}, that are picked up when the squeezed higher
order modes couple into fundamental mode due to the mode-mismatch-induced basis
change K (equation 2.8).
To acquire the optimal frequency dependent rotation for the squeezed states in all three
spatial modes, the filter cavity was made critical by changing the radius of curvature of
the two filter cavity mirrors to 16 m. This gives a round-trip Gouy-phase of π, hence,
the second order modes have the same resonance condition as the fundamental mode,
and therefore pick up the same phase shift modulo 2π when subjected to filter cavity
transfer matrix T . This can be seen by setting ψrt = π, q(0) = 0 and q(1) = q(2) = 2
in equation 2.13.
The results for two different levels of mode-mismatches are shown in figure 2.9, and
are presented in terms of sensitivity improvement over the no-squeezing case. The
figure also includes the corresponding traces from subsection 2.1.3 for comparison.
One can see that for 5 % mode-mismatch the sensitivity is increased with about 1.5 dB
compared to the case when only the fundamental mode is squeezed, and that most of
the mode-mismatch-induced squeezing degradation is recovered by squeezing the two
extra spatial modes. There are two reasons for this:
(i) In the previous section, pure vacuum states from the second-order modes mixed
in with the squeezed states in the fundamental mode due to the mode-mismatch.


























Figure 2.9: The figure shows the improvement in dB that we obtain by squeezing the
vacuum fluctuations that enters through the signal recycling cavity. The dashed traces
indicates the improvement when squeezing 3 spatial modes, and the solid lines indicate
the improvement when squeezing 1 spatial mode. This is shown for two different levels
of mode-mismatch between the interferometer and the filter cavity.
(ii) The couplings between the fundamental mode and the higher-order modes that
carry pure vacuum states are small for this level of mode-mismatch.
For the larger mode-mismatch of 15 %, the sensitivity gain is also larger—about 3
dB. This is because the coupling magnitudes between the fundamental mode and the
second-order modes have increased. However, the sensitivity does not rise to around
the mode matched case, as the fundamental mode has significant couplings to pure-
vacuum-state-carrying higher-order modes. The results show that squeezing the two
extra spatial modes provide robustness to this particular mode-mismatch in our model.
2.2.2 Theoretical test of principle
In this subsection we provide a theoretical test of principle for multi-spatial-mode
squeezing by injecting two squeezed quantum fields into a Mach-Zehnder interferom-
eter, as seen in figure 2.10. The setup of this theoretical experiment consists of two
squeezers—one for each incoming field—and two mixing points with a generic propaga-
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tion in between. The test originated from the idea of testing if the benefits of squeezing
higher-order modes could be downgraded or even rejected, if we allow propagations and
scatterings that are more general in nature than the couplings between the even-order
spatial modes studied in the previous subsection. The test was performed as follows:
(i) The parameters of the system are independently assigned random values drawn
from uniform probability distributions within realistic and physically valid in-
tervals. These parameters are: the beam splitters’ reflection coefficients and
microscopical offsets along their surface normals; the macroscopical and micro-
scopical propagation phases; and the readout quadrature. Here, microscopical
refers to distances smaller than the carrier wavelength, and macroscopical refers
to distances of any magnitude, but of integer multiples of the carrier wavelength.
(ii) The upper input field is squeezed by 10 dB and the lower input field remains
pure vacuum, as seen in the left part of figure 2.10. The initial squeeze angle
is optimised to yield maximum squeezing (minimum noise) in the upper output
path in the readout quadrature, and the resulting readout squeezing is stored.
(iii) The second squeezer is switched on so that both fields are squeezed by 10 dB, as
seen in the right part of figure 2.10. The initial squeeze angle for the lower field
is then also optimised to yield maximum squeezing in the upper output path in
the readout quadrature, and the resulting value is stored.
Figure 2.10: The figure shows Mach-Zehnder interferometers used to mix two quantum
fields. In the left figure, a squeezed vacuum field is mixed with pure vacuum, and in the
right figure, two independent squeezed vacuum fields are mixed. The photo detector
indicates that the upper output path is the one of interest.
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(iv) Repeat (i) to (iii) 10,000 times, each with a different set of randomly chosen
parameters.
The result is shown as a histogram in figure 2.11. The blue distribution show the
data obtained when using one squeezed field in step (ii), and the red bar is the result









where nk is the number of counts within the limits of bar number k, a is the width
of the bars in dB, and N =
∑
k nk is the total number of counts. The shape of the
blue distribution is not important by itself, as it strongly depends on how the bins are
constructed and on how the random sets of parameters are drawn. More important is
that the blue and red distributions together show that for any set of parameter values,
one can always obtain 10 dB of output squeezing as long as the initial squeeze angles
can be independently optimised.
The rest of this subsection is focused on describing the model that was used in more
detail. The system can be described by the framework from section 2.1.2, with N = 1
as there are only two fields in this setup. The upper (lower) field, and the operations
acting on the upper (lower) field, are everywhere in the setup labeled by n = 0 (n = 1).
The relation between the output fields and the input vacuum fields is given by equa-
tion 2.5, however, the transfer matrices K1, K2 and T are modified as follows.
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Figure 2.11: The figure shows the normalised number of counts for various output
squeeze intervals when mixing squeezed vacuum with pure vacuum (blue), and when
mixing two squeezed vacuum fields (red). The squeeze angles have, for both distribu-
tions, been optimised to minimise the noise.
Each lossless beam splitter can be represented by
Ki =

ri cos βi −ri sin βi ti 0
ri sin βi ri cos βi 0 ti
ti 0 −ri cos βi −ri sin βi
0 ti ri sin βi −ri cos βi

(2.22)
where ri ∈ [0.7, 1] is the reflection coefficient, ti is the transmission coefficient satisfying
t2i = 1 − r2i , and βi ∈ [−π, π] is the phase shift due to the displacement of the beam
splitter along its surface normal.
The propagation T consists of two independent paths of lengths Dn = Ln+δLn, where










∈ [0, π] (2.24)
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∈ [−π, π] (2.25)
is the phase shift induced by the microscopical length δLn.
2.3 A more realistic Advanced LIGO model
To get a hint of how mode-mismatches inside the interferometer affect the multi-spatial-
mode squeezed field, we here consider a model of an advanced LIGO detector that
includes small mode-mismatches between the cavities inside the interferometer.
There are two important differences compared to the model described in Sec. 2.1. The
first one is that the asymmetries between the two transverse spatial directions are
included in the model, which gives rise to mode-mismatches that are small, but not
negligible. These asymmetries show up because of nonzero angles of incidence in com-
bination with spherical mirrors. The second important difference is that an Advanced
LIGO output mode cleaner (see section 1.3.5) has been added to the model. The rea-
son for this is that some fraction of the coherent laser power is in higher-order modes
due to the internal mode-mismatches. Without the output mode cleaner, higher-order
modes of the quantum field are allowed to beat with the higher-order modes of the
coherent carrier field. This creates noise that would not be present with the output
mode cleaner included.
The simulation was performed by mode-mismatching the filter cavity to the output
mode cleaner by varying the position of a mode matching lens along the optical axis.


























Figure 2.12: The figure shows the improvement in quantum-noise-limited sensitivity
over the nonsqueezed case, both for a single squeezed spatial mode (solid lines) and
for multiple squeezed spatial modes (dashed lines). The blue and red traces are for
mode-mismatch levels between the interferometer and the filter cavity of 5 % and 15
%, respectively. The squeezer is kept mode matched to the filter cavity. The black
dotted trace indicates the improvement when the filter cavity and the output mode
cleaner are near perfectly mode matched.
for the squeezed field. The squeezer was kept mode matched to the filter cavity. We
computed the quantum-noise-limited-sensitivity in the frequency band of interest for
two levels of mode-mismatches. This was done both for a squeezer that emits one
and three squeezed spatial modes. The resulting improvements over the no-squeezing
case are shown in figure 2.12. The behavior at low frequencies is identical to the
result obtained with the simpler model considered in Sec. 2.2. At high frequencies, the
squeezed field experiences a slightly larger degradation. The reason for this is likely
the small internal mismatches in the interferometer, however, further investigation is
needed to conclude this. Moreover, we can conclude that the internal mode-mismatches
included in this model are too small to give rise to any large effects. Future work aims at
systematically studying the impact of internal mode-mismatches due to, e.g., thermal
lensing.
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2.4 Experimental verification of multi-spatial-mode
squeezing
In an experimental setup, we show that most of squeezing that is lost from the fun-
damental mode due to a mode mismatch, here a misalignment, can be regained by
squeezing the TEM01 in addition to the fundamental. This experiment is detailed
in [58], and a summary is given in this section. The experimental setup is shown in
figure 2.13. Two squeezed-light sources are used: S00 squeezes the fundamental mode
Figure 2.13: The figure shows the experimental setup used for verifying that squeezing
multiple spatial modes can mitigate spatial mode mismatch induced squeeze degrations.
The system has two squeezers, S00 and Shom that squeeze the HG00 mode and the HG01
mode, respectively. The fields from these two squeezers are superimposed using a
Faraday isolator, and propagated to a balanced homodyne dectector. The output of
the homodyne detector is used to produce a power spectra at a sideband frequency of
5 MHz.
by 5.8 dB, and Shom squeezes the HG01 mode by 4.8 dB. To superimpose the fields
produced by the two squeezers, the field from S00 is sent through a Faraday isolator
and then reflected off the Shom cavity. In addition, there is an piezo-mounted mir-
ror between the squeeze-light sources that can shift the relative phase between the two
squeezed fields, which is necessary to obtain the optimal rotation of the squeeze ellipses
at the readout. The combined field is then sent to a balanced homodyne detector where
it is overlapped with a local oscillator that is in the fundamental mode HG00. The bal-
anced homodyne detector consists of a 50:50 beam splitter and two photodetectors
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Figure 2.14: The left part shows the squeeze magnitudes for the aligned case. The
obtained readout squeezeing in the fundamental mode is 5.8 dB, while the readout in the
TEM01 mode show pure vacuum noise. In the right part the beam has been misaligned
and we see that this results in a lower magnitude of squeezing in the fundamental mode
(orange trace). After the HG01 squeezer (4.8 dB) has been engaged however, almost
all of the readout squeezing in the fundamental mode is recovered (green trace).
that measure the power in the two beam splitter output paths. The measurements are
subtracted and then a power spectrum is produced using a spectral analyser at a 5
MHz sideband frequency. The experiment was then performed in the following way:
(i) Firstly, only the squeezer Shom is engaged, which generates pure vacuum noise,
as seen from the grey trace in the left part of figure 2.14. This is because there
is no spatial overlap between the squeezed HG01 mode and the local oscillator in
the HG00 mode. Secondly, also the S00 squeezer is engaged, which yields a noise
that is decreased by 5.8 dB, as shown from the orange trace in the left part of
figure 2.14.
(ii) The squeezed field is misaligned by an angle ∆y using the steering mirror between
the Faraday isolator and the beam splitter of the homodyne detector. This creates
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nonzero couplings between the fundamental mode and the HG01 mode. Now,
when only the Shom squeezer is engaged, a small amount of squeezing is shown
by the grey trace in the right part of figure 2.14. The squeeze level is small since
only a fraction of the squeezed HG01 mode scatters to the fundamental mode
as the misalignment angle ∆y is small. The phase of the local oscillator was
swept to generate this trace in order to also show the anti-squeezing, as this is
seen more clearly. When only the squeezer HG00 is engaged, the orange trace
in the right part of figure 2.14 is produced, which shows 4.9 dB of squeezing.
Thus, the misalignment has reduced the measured squeezing by 0.9 dB. When
both squeezers are engaged however, the squeezing level is measured to be 5.7
dB, thus almost all of the squeezing that was lost due to the misalignment is
recovered by adding the Shom squeezer.
2.5 Conclusions
In this chapter, we have quantified and described how squeezed-light-enhanced interfer-
ometric gravitational-wave detectors are affected by spatial mode-mismatches between
the interferometer, the filter cavity, and the squeezer. We have shown that spatial
mode-mismatches potentially can cause significantly larger squeezing degradations than
a pure optical loss, if multiple mode-mismatches allow squeezed states to coherently
scatter back and forth between the fundamental mode and higher order modes. We can
conclude that even with relatively large mode-mismatches, the injection of frequency
dependent squeezed light is beneficial in our model.
Further, we have shown that the injection of a field with squeezed states, not only in
the fundamental mode, but also in the second-order Hermite-Gaussian modes HG02
and HG20, potentially can provide resilience to spatial mode-mismatches. This scheme
requires independent optimization of the squeeze angles for all three involved spatial
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modes, which can be challenging to implement. We experimentally show that the
proposed multi-spatial squeeze scheme works when the mismatch is a misalignment,
where the additional squeezed mode is a HG01.
Further studies of how combinations of external and intra-interferometer spatial mode-
mismatches affect the performance of squeezed light are needed to better understand
how squeezed light would perform in gravitational wave detectors.
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CHAPTER 3
LENGTH SENSING MODELLING FOR
ADVANCED VIRGO
This chapter outlines modelling work on how the Advanced Virgo power recycling
cavity length (PRCL) sensing signal performs when the power recycling mirror (PR)
is misaligned. PRCL is defined as




where lP is the optical path length between the highly reflective (HR) surface of PR
to the HR-surface of the beam splitter (BS), lN is the optical path length between the
HR-surface of the BS and the HR-surface of the mirror NI, and lW is the optical path
length between the HR-surface of the BS and the HR-surface of the mirror WI. This
work has mainly been carried out by using the simulation software Finesse [32, 33,
27] accompanied with its Python wrapper PyKat [34]. The used model of Advanced
Virgo is visualised in figure 3.1, and was kept as close as possible to the then current
state of the interferometer.
To operate a gravitational wave detector in science mode, all the degrees of freedom
need to be well controlled and kept at their operating points. This controlled state
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is referred to as lock, and the process of bringing the detector to lock is referred to
as lock acquisition. Advanced Virgo is designed to use a lock acquisition technique
called variable finesse [59, 60]. In the lock acquisition phase where the PRCL control
is first switched on, the interferometer is adiabatically brought from mid-fringe (half
the laser power leaks out through the beam splitter) to the dark fringe (no light leaks
out through the beam splitter), while the interferometer should remain controlled and
the arms locked. Bringing the interferometer from the mid-fringe to the dark-fringe
is done by slowly changing the Michelson degree of freedom (MICH), defined as the
microscopic length difference
MICH = (lN − lW) mod λ0. (3.2)
During this phase of the lock acquisition, the PR-autoalignment system is not yet en-
gaged, which here means that the PR can be misaligned up to around 1 µrad. Therefore,
we have quantified how the PRCL sensing signal is affected by PR-misalignments. This
























Figure 3.1: Model of Advanced Virgo with PRCL sensing. The core optics are named
in black, and the PRCL sensing scheme is labelled in grey.
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Since the Advanced Virgo PRC is near-unstable, this work also includes how to cor-
rectly model such a cavity in a realistic way. The main challenge here is the com-
bination of a PR-misalignment that generates unwanted higher-order modes, and a
near-unstable PRC that supports these modes. This combination may require that a
large number of higher-order modes are included in the simulation for the results to
be correct. However, as the computational cost increases with the number of included
spatial modes, it is also of interest to not include more modes than necessary for the
results to converge. Unfortunately, it is in general difficult to know how many higher-
order modes that are needed beforehand. Therefore, we have investigated how to find
the number of necessary higher-order modes, and which parameters this depends on.
We show that this number depends strongly on the specific simulation at hand. E.g.,
the PRCL sensing signal requires relatively few spatial modes when there is no MICH-
offset (i.e., at the dark fringe), while a large number of spatial modes are required
when there is a significant MICH-offset, for example at the mid-fringe. In our case, it
turns out that these variations depends on the PRC optical gain experienced by the
higher-order modes of the rf-sidebands: the higher optical gain, the more spatial modes
are required. We also show that when a large number of spatial modes play significant
roles in the simulation, it may be necessary to include beam clipping effects due to the
finite mirrors to keep the model realistic. Here, beam clipping effects include both that
the part of the beam that falls outside a mirror is lost, and scattering from the edge of
the mirror. The reason why these effects become significant is that the spatial mode
distributions spread out more and more in the transverse directions with increasing
mode number. In this work, clipping effects needed to be included when modes of
about order 10 or higher were required.
In addition, we show that the modulation/demodulation frequency used to create the
PRCL-sensing signal during lock acquisition could be changed from the designed 132
MHz to 119 MHz without significantly reduced PRCL sensitivity. The reason for in-
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vestigating this change is that 132 MHz is too high for optimal performance of the
installed electronics. This work facilitated the decision-making of going through with
this change. However, it should be mentioned that after the end of this project, a dif-
ferent solution was implemented where neither of these two sideband frequencies were
used.
This chapter is outlined as follows. In section 3.1, the Pound-Drever-Hall technique
that is used to construct the PRCL sensing signal is described, and we show how
the complexity of computing this signal increases significantly when a misalignment is
included in the model. Section 3.3 describes how the PRCL sensing signal is affected by
PR-misalignments at three different MICH-offsets: dark fringe, quarter fringe, and mid-
fringe. Section 3.2 describes why realistic near-unstable cavities can be challenging to
model, and we show how our PRCL sensing signal converges with increasing number
of included spatial modes at the dark-fringe, the quarter-fringe and the mid-fringe
for various PR-misalignments. In section 3.4 the sensing signals using the 132 MHz
sidebands are shown, and we compare these to the ones using the 119 MHz sidebands.
3.1 The Pound-Drever-Hall length sensing
technique
The power reflected off an optical cavity is an even function with respect to the res-
onance tuning of the cavity, as seen from the blue trace in figure 3.2. Thus, if the
cavity is operated at resonance for the carrier field, this power signal cannot by itself
convey information about in which direction to actuate on the cavity length, and would
therefore not be a good length sensing signal. The phase of the reflected field on the
other hand, is an odd function with respect to the carrier resonance tuning, as seen
from the orange trace of figure 3.2, and would perform well as a length sensing signal.
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Figure 3.2: The figure shows the power and phase of a field reflected off a cavity. The
field is resonating when the cavity tuning is zero.
However, since phase is not directly measurable, the phase information needs to be
converted into power to utilise it in a feedback control loop. One way of doing this is
by using the Pound-Drever-Hall (PDH) technique [61] that is described in this section
by using a linear optical cavity as an example. The PDH-technique is implemented
at numerous locations in all existing interferometric gravitational wave detectors for
stabilising various lengths and laser frequencies [59, 62, 63], including the Advanced
Virgo PRCL degree of freedom that is in focus in this chapter.
3.1.1 The ideal case
To describe how to sense the length of a cavity by using the PDH-technique, the
setup shown in figure 3.3 is used. For simplicity, we let the cavity have a perfectly
reflective end mirror and lossless input mirror. The PDH-technique requires at least
two frequency components. One of these should serve as a phase reference and ideally be
completely unaffected by cavity length fluctuations around the cavity resonance, while
the other should be resonating in the cavity and experience a phase change similar











Figure 3.3: The figure shows a PDH-setup for sensing the length of a cavity. A carrier
field (red) is phase modulated by an EOM, which creates modulation sidebands (blue)
symmetrically spaced in frequency around the carrier. The modulation sidebands are
anti-resonant in the cavity and are therefore effectively directly reflected off the input
mirror. The reflected carrier on the other hand, has information about the cavity length
encoded in its phase because it resonates in the cavity. This phase can be extracted by
detecting the beat between the carrier and the sideband, which can be done by using
a photodiode together with a mixer and a low pass filter.
the carrier resonates inside the cavity and therefore represents the latter frequency
component. Thus, a second frequency component that ideally is off resonance in the
PRC needs to be created. This can be achieved by phase modulating the carrier field
using an electro-optic modulator (EOM). If the carrier is Ec(t) = E0 e
iω0t, then the
phase modulated field can be described as
E(t) = Ec(t)e
ih sin(Ωt+θ), (3.3)
where h, Ω and θ are are the modulation index, modulation frequency, and modulation






















. This shows that for a small modulation
index h, the phase modulation of the carrier field can be described by adding two new
frequency components with frequencies ω0 ± Ω. These are together referred to as a
pair of sidebands. The phase the sidebands pick up relative to the carrier while co-
propagating with the carrier can be included in the modulation phase θ, thus, there is
no need to introduce another phase parameter to account for this.
Since the cavity is lossless and the end mirror has zero transmission, all of the incoming
power is reflected off the cavity and we only need to consider the phase change of the















where rFP(Ω) is taken from equation B.1 in appendix B. Here, L = kλ0, k ∈ N, λ0 is
the carrier wavelength, and 2φ is the roundtrip phase change of the carrier. Assuming
that the cavity remains nearly resonant for the carrier (i.e., φ is close to zero) and that




, then the reflected field
becomes
Erefl(t) = −Ec(t)eiφc + Esb(t) +O(h2). (3.6)




. The photo detector output is proportional to the power in




1 + 2h sin(Ωt+ θ) sinφ
)
+O(h2). (3.7)
To construct the sensing signal from this photodiode signal, the field is demodulated
at the frequency Ω, which is performed using an electronic mixer and a low pass filter.
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The mixer can mathematically be described as a multiplication with sin(Ωt+ϕ), where
ϕ is called the demodulation phase, which gives us
S1(t) = S0(t) sin(Ωt+ ϕ)
∝ |E0|2
(
sin(Ωt+ ϕ) + h sinφ
(
cos(θ − ϕ)− cos(2Ωt+ θ + ϕ)
))
+O(h2) (3.8)
The low pass filter subsequently filters out all the oscillating terms, thus, the sensing
signal is proportional to
S1,DC ∝ h |E0|2 cos(θ − ϕ) sinφ+O(h3). (3.9)
This sensing signal is linear in the neighbourhood of the resonance peak at φ = 0 and





∝ h |E0|2 cos(θ − ϕ) +O(h3). (3.10)
By choosing the demodulation phase ϕ such that cos(θ−ϕ) = ±1, the signal is optimally
sensitive to fluctuations around φ = 0. As seen from this analysis, the length sensing
signal in the ideal case without any optical defects is straight forward to compute by
hand and has a simple analytic expression as seen in equation 3.9. However, already
when introducing a relatively simple optical defects in the form of a misalignment,
the calculations becomes time consuming and tedious, even for a simple and otherwise
ideal optical cavity, as shown below in section 3.1.2.
3.1.2 The misaligned case
So far we have considered the ideal case where plane waves can be used, which is valid
as long as there are no optical defects or spatial mismatches that introduces higher-
order spatial modes. However, this condition is not in general satisfied, and certainly
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not in the cases considered in this chapter. In the non-ideal general case, the field
reflected off the cavity is not perfectly Gaussian and therefore needs a sum of spatial








bjmnumn exp(iωjt) +O(h2) (3.11)
Here, ω1 = ω0−Ω, ω2 = ω0 + Ω, and bjmn are complex amplitudes containing all phase





































However, the main challenge is in general not to compute the sensing signal given the
reflected complex amplitudes bjmn, but to compute these complex amplitudes in the
first place. For the case of a misaligned input mirror, the complex amplitudes
bj =
[
bj00 · · · bjmn · · · bjMN
]T
(3.14)



















represent perfectly Gaussian input fields, and the matrices K1, K2 and K3 contain the
coupling coefficients between the spatial modes when interacting with the misaligned
input mirror. More specifically, these matrices represents couplings on transmission, re-
flection off the inner misaligned surface, and reflection off the outer misaligned surface,
respectively. Each one of these coupling matrices are of the form
K =




















um′n′(x, y, z)A(x, y, z)u
∗
mn(x, y, z) dxdy. (3.18)
Here, A(x, y, z) characterises the optical defect. In the case of K2 for example, which
represents a single reflection off the misaligned HR-surface of the input mirror,




For the other two coupling matrices, the function A(x, y, z) is more complicated as the
beam interacts with the misaligned AR-surface in addition to the HR-surface, which
can be accounted for by combining multiple coupling matrices. The roundtrip phase
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picked up due to Gouy-phase is included via the matrix
Ψ =

Ψ00 0 · · · · · · 0
0
. . . . . .
...
...




. . . . . . 0
0 · · · · · · 0 ΨMN

, (3.20)
where Ψmn = e
i(m+n)ψrt and ψrt is the roundtrip Gouy-phase.
As seen from this analysis, computing the length sensing signal becomes time consuming
and tedious already when introducing a relatively simple optical defect in the form of
a misalignment. This motivates the development and use of the simulation software
Finesse and its Python wrapper PyKat, which are used for remainder of this chapter.
3.2 Modelling of a near-unstable cavity using Fi-
nesse
This section describes the challenges of modelling a near-unstable cavity with optical
defects in general, and how to correctly compute the length sensing signal for the mis-
aligned near-unstable PRC in Advanced Virgo in particular. The main challenge for a
near-unstable cavity lies in that the resonance condition is near-degenerate for many
spatial modes. Thus, if there are undesired higher-order modes present in the laser
field, they will not be suppressed by the cavity. As a consequence, a large number of
higher-order modes may need to be included to make sure that the simulation results
converge. However, since the computational cost increases with the number of included
spatial modes, it is also of interest to not include more higher-order modes than nec-
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essary. We show how the number of spatial modes that is required for the PRCL
sensing signal to converge grows with increasing PR-misalignment when the MICH
degree of freedom is tuned to the dark fringe, the mid-fringe, and the quarter-fringe.
We also explain why we expect the number of necessary included modes to increase
with decreasing roundtrip Gouy-phase and cavity finesse. We also show that the fi-
nite mirrors sizes can play a significant role when the higher-order mode content grows.
3.2.1 Stability, Gouy-phase and mode separation
For an optical cavity to form a stable resonator, it must periodically refocus the intra-
cavity beam. The propagation of the spatial properties of a laser beam that satisfies
the paraxial approximation can be analysed using the linear ray transfer matrices [64,
65, 25, 26], which are also referred to as ABCD-matrices. If a roundtrip in a cavity is





then it can be shown [64] that this cavity periodically refocuses the beam—hence is









−1 ≤ m ≤ 1. (3.23)
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Thus, the cavity is called near-unstable if m is close to ±1. Another common stability
parameter is g = (m+ 1)/2, which is especially useful for two-mirror cavities as it then
can be written as









where L is the length of the cavity and R1 and R2 are the radii of curvature of the two
mirrors.
The accumulated roundtrip Gouy-phase can be expressed in terms of the roundtrip
ABCD-matrix [66] with the formula














This yields a roundtrip Gouy-phase between 0 and 360 degrees as seen in figure 3.4.
The extra roundtrip phase picked up by a HGmn-mode due to the Gouy-phase, is given
by















Figure 3.4: Depending on the stability of the cavity, and the sign of element B in the
ABCD-matrix, the Gouy phase accumulated during a roundtrip in a cavity can be
between 0 and 360 degrees.
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Ψmn = (m+ n+ 1)ψrt. (3.26)
It is important to know the spacing of different spatial modes in terms of reference
frequency, as one ideally does not want any unwanted spatial modes to be on resonance
together with the fundamental mode. The mode separation frequency between cavity









∆f, ψrt > π,
(3.27)
where ∆f is the free spectral range of the cavity. However, since this does not involve
the width of the resonance peaks, this number does not tell us how well the spatial
mode peaks are resolved. A measure of this resolution can be formed by dividing the











F, ψrt > π.
(3.28)
Here, F = ∆f/γ is the cavity finesse and γ is the FWHM of the intra cavity resonance
peak. From this expression one can see that the resolution of the spatial modes depends
on the cavity finesse in addition to the stability through the Gouy phase. Thus, we
generally expect a simulation of a near-unstable cavity with low finesse to require the
inclusion of a larger amount of higher order modes than a stable high-finesse cavity,
assuming the optical defect is the same in both cases. Figure 3.5 highlights this by
showing cavity scans of four cavities with different combinations of finesse and stability,
all having the end mirror misaligned by 10 µrad. One can see that the mode separation
factor decreases with decreased finesse and near-instability, and in addition, one can
see that the ratio between the misalignment angle and the diffraction angle increases
the closer to instability the cavity is. Thus, a near-unstable cavity also generates a
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larger amount of higher-order modes than a stable cavity for the same misalignment
angle.
Figure 3.5: The figure shows simulated scans of four misaligned cavities with different
combinations of cavity finesse and stability. The input power and the misalignment
angle (βabs = 10 µrad) are the same in all four cases.
The PRC mode separation factors for the frequencies and MICH-offsets of interest in
the Advanced Virgo model are listed in table 3.1, and these were computed by using
equation 3.28. The roundtrip Gouy phase is Ψrt ≈ 0.21 deg, and the cavity finesse for
the different frequencies and MICH-offsets are shown in table 3.3. The cavity finesse
depends both on frequency due to the Schnupp asymmetry, and on the MICH tuning
as these two together determine the fraction of the field that leaks out through the dark
fringe. The listed mode separation factors are small, and indicate that many spatial
modes overlap almost completely. However, bear in mind that for the carrier, there is
an extra 180 degree phase shift between the fundamental mode and the higher-order
modes as the fundamental mode is resonating in the arm cavities while the higher-order
modes are not. Thus, the carrier higher-order modes are suppressed in the PRC.
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Table 3.1: Mode separation factors in the Advanced Virgo power recycling cavity for
the studied sidebands and fringes.
Symbol Parameter Dark fringe Quarter fringe Half fringe
Carrier
S HOM separation factor 5.4 · 10−2 1.0 · 10−2 4.7 · 10−3
119 MHz sidebands
S−119 HOM separation factor 9.0 · 10−3 6.9 · 10−2 3.6 · 10−2
S+119 HOM separation factor 9.0 · 10−3 2.1 · 10−3 7.9 · 10−4
3.2.2 Beam clipping
Another important aspect to keep in mind when modelling systems with relatively large
optical defects is that the transverse distribution of the field can change significantly.





where wx(z) is the beam radius of the fundamental mode. The beam radius in the
y-direction is defined in the same way by changing m into n. Thus, the HG-modes
spread out more and more with increasing m and n, which is shown in figure 3.6. More
specifically, the figure shows the power distribution of the HG-modes in the PRC,
the size of the PR, WI and NI mirrors, and the rectangular beam size defined by
equation 3.29. These mirrors have radii of 17.5 cm and the radius of the fundamental
mode is about 4.9 cm at all these mirrors [59]. Thus, if the mode order is high enough,
the mode is subjected to non-negligible clipping effects on the mirrors, which need to
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Figure 3.6: The figure shows the spatial power distribution for some HG-modes. The
purple circle shows the size the of the PR and input test masses, and the green rectangle
indicates the spot size defined by equation 3.29.

























Figure 3.7: The figure shows the fraction of power lost due to clipping at a mirror for
HGmn-modes. The mirror radius was set to 17.5 cm, and the fundamental mode beam
radius wast set to wx,0 = wy,0 = 4.9 cm.
be accounted for to keep the model realistic. Figure 3.7 shows the power lost due to
beam clipping at a mirror of the same size as the PR, WI and NI for various HGmn
73
modes in the Advanced Virgo PRC. However, power loss is not the only effect the
finite mirrors have on the beam: the edge also scatters the light, effectively creating
couplings between different spatial modes.
3.2.3 Convergence of PRCL sensing signal
To investigate how to correctly model the PRCL sensing signal for Advanced Virgo,
a Finesse model matching figure 3.1 was created. The PRCL sensing signal was
computed with an increasing number of included spatial modes until the sensing signal
satisfied a convergence criteria. The cost function used here is the Hausdorff [70]
distance normalised by a characteristic length. I.e., for each maxtem value M , the
sensing signal yM(xi) was computed forN different PRCL-tunings xi. Then we compute










and say that the simulation converged for maxtem M − 1, if fM−1 < 5 · 10−3. This
procedure was performed with both finite and infinite mirrors, and at three different
MICH tunings: mid fringe, quarter fringe, and dark fringe. The results can be seen in
figure 3.8. We can see that at the dark fringe, the sensing signal converges for M < 14
for misalignments up to at least 1.5 µrad, while at the quarter and mid fringes, the
simulations fail to converge for M < 24, already for PR-misalignments of 0.25 µrad
and 0.35 µrad, respectively. The reason for these huge differences is that:
(i) At the the dark fringe, the fundamental mode of the carrier has a high PRC-
gain, while the carrier higher-order modes and the rf-sidebands experience low
PRC-gains. Thus, the higher-order modes created by the the misalignment are
suppressed by the PRC, which keeps the required number of higher-order modes
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down.
(ii) At the quarter and the mid-fringes, the fundamental mode of the carrier has a
low PRC gain, while the fundamental mode of one of the sidebands has a high
PRC gain. Since many higher-order modes have essentially as high PRC-gains as
the fundamental mode, a lot of higher-order modes play significant roles in the
simulation.
In the figure, one can also see that the traces for finite and infinite mirrors are essentially
identical for small maxtems, but diverge more and more as the maxtem is increased.
Figure 3.8: The figures shows how the PRCL sensing signal converges with increasing
maxtem for various PR-misalignments when operating at dark-fringe (top left), the
quarter-fringe (top right), and the mid-fringe (bottom left). The data points are are
the normalised Hausdorff-distances, given by equation 3.30. We say that the simulation
has converged if the value is less than 5 · 10−3.
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3.3 PR misalignment effects on lock acquisition
PRCL sensing
This section focuses on the PRCL sensing during the lock acquisition phase called
MICH offset reduction [59], during which the interferometer is adiabatically brought
from the mid fringe to the dark fringe. At this stage, the PR alignment is only roughly
controlled as the automatic alignment system is not switched on until MICH has been
brought to its operating point. In this case, this means that PR can be misaligned up
to around 1 µrad. To isolate the effect that the PR-misalignment has on the PRCL
sensing signal, we assume that all other degrees of freedom are at their operating points,
which should be close to true in the reality as well.
The PRCL sensing signal is constructed using the Pound-Drever-Hall technique [61]
described in section 3.1. For Advanced Virgo, the modulation frequency chosen as
phase reference for the PRCL sensing signal during lock acquisition was 119.144763
MHz (≈ 119 MHz). This frequency actually satisfies the resonance condition of the
PRC when operating at the dark fringe, nonetheless, the ±119 MHz sidebands expe-
rience a very low cavity finesse. The reason is that a large fraction of these frequency
components leaks out through the dark port due to the Schnupp-asymmetry, which is
the macroscopic length difference between the two legs of the Michelson interferometer:
∆lM = lN − lW (3.31)
For Advanced Virgo, the Schnupp-asymmetry is ∆lM = 0.23 m [59]. As a consequence
of the low PRC gain experienced by the sidebands, the dominating part of the mod-
ulation sidebands is directly reflected off the PR-mirror without entering the cavity,
which means that these sidebands only are weakly affected by cavity length changes
and serves as a good phase reference, even though they are technically on resonance.
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The fact that the sidebands satisfy the resonance condition will prove to be of impor-
tance when moving away from the dark fringe by altering the MICH degree of freedom.
The Finesse model used for simulating this, is shown in figure 3.1, and was built to
match the real Advanced Virgo as well as possible. The PRC-parameters of the model
are shown in table 3.2. The three cavities were made to be well mode matched, and all
the degrees of freedoms where tuned to their operating points before introducing any
PR-misalignment or MICH-offset. The mirrors PR, WI and NI were all given the finite
radius of 17.5 cm to account for realistic clipping losses that become significant when
the PR-misalignment grows relatively large, and it was made sure that enough spatial
modes were included in the simulations for the computed sensing signals to converge.
However, some of the figures below include traces that only nearly converged. These
have been either dashed or given a different colour to clearly single them out. The
convergence and the beam clippings are described in greater detail in section 3.2.
Figure 3.9: The left part shows simulated PRCL sensing signals for Advanced Virgo at
dark-fringe, with PR-misalignments up to 1.5 µrad. The right part shows the optical
gains of these sensing signals, computed at the zero crossings.
The dark fringe PRCL sensing signal for PR-misalignments up to 1.5 µrad is seen in
the left part of figure 3.9. The y-axis is expressed in an arbitrary unit to emphasise that
our numbers at best can be proportional to measured numbers as we did not include
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the full path to the readout, nor the efficiency of the photo diode. The traces show that
the sensing signal is only weakly affected by the misalignment, and that it—perhaps
surprisingly—grows stronger with increasing misalignment. The latter effect is shown
more clearly in the right part of figure 3.9, where the trace indicate the optical gain
(the slope at the zero-crossing) of the sensing signal as a function of PR-misalignment.
To understand this increasing optical gain, we break it down into how the different
frequency components and their spatial modes are affected by the misaligned PRC:
(i) The carrier. The fundamental mode is resonant in the arms and in the PRC.
The higher-order modes are off resonance in the arms, thus, they pick up a phase
shift of about 180 degrees relative to the fundamental mode when reflected off
the arm cavities. Because of this, and because the roundtrip Gouy-phase in the
PRC is very small (close to zero), the higher-order modes are nearly anti-resonant
in the PRC. Thus, the higher-order modes are strongly suppressed in the PRC,
which makes the fundamental mode dominant at the carrier frequency even for
relatively large misalignments. With other words, the carrier field is not affected
much by PR-misalignments.
t
(ii) The sidebands. Both the fundamental mode and the higher-order modes are off
resonance in the arm cavities, therefore they pick up roughly the same phase when
reflected off the input mirrors of the arm cavities. Since, in addition, the Gouy-
phase is very small, the fundamental mode and the higher-order modes essentially
resonate together in the PRC, i.e., the higher-order modes are not suppressed
relative to the fundamental mode. Therefore, as the PR-misalignment grows,
more and more power is diverted from the fundamental mode to generate the
higher-order modes, which decreases the effective PRC gain of the fundamental
mode. This, in turn, makes the fundamental mode a better phase reference
for the sensing signal, which consequently grows stronger with increasing PR-
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misalignment.
Figure 3.10: The left part of the figure shows simulated PRCL sensing signals for
advanced Virgo at quarter-fringe with six different PR-misalignment values. A dashed
trace indicate that the sensing signal did not satisfy the convergence criteria with
spatial modes up to order 23 included. However, it was close enough to convergence
to give a good indication of the actual trace. The right part shows the optical gain of
the sensing signals, computed at the zero crossings.







. Thus, as we move away from the dark fringe by increas-
ing the magnitude of the MICH tuning ∆φM, the carrier experiences an increasingly
lossy PRC. As a consequence, the phase of the carrier that is reflected off the PRC is
less and less affected by PRCL changes as the MICH-offset increases. For the pair of
sidebands however, the non-zero MICH tuning together with the Schnupp-asymmetry
of ∆lM = 0.23 m, introduces a gain asymmetry between the two sidebands. Thus, the
PRC gain of the upper sideband decreases, while it increases for the lower sideband
until it reaches a maximum at ∆φM =
Ω∆lM
c
≈ 0.18π. The PRC gain, finesse and
linewidth for each of the three frequency components when the interferometer is oper-
ated at dark, quarter and mid-fringe are listed in table 3.3.
At the quarter and mid-fringes, the carrier and the lower sidebands have switched roles
compared to at the dark fringe: the lower sideband is now the frequency component
that is most sensitive to PRCL changes, while the carrier phase is only weakly affected
by PRCL and acts as the phase reference. Thus, for the same reason that the optical
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gain of the sensing signal increased with increasing misalignment at the dark fringe,
the optical gain decreases with increasing PR misalignment at the quarter and mid
fringe, as seen in the figures 3.10 and 3.11.
Figure 3.11: The left part of the figure shows simulated PRCL sensing signals for
advanced Virgo at mid-fringe with nine different PR-misalignment values. A dashed
trace indicate that the sensing signal did not satisfy the convergence criteria with
spatial modes up to order 23 included. However, it was close enough to convergence
to give a good indication of the actual trace. The right part shows the optical gain
computed at the zero crossing of the sensing signal.
Further, it is of importance that the zero crossing of the sensing signal—that defines
the operating point—is a continuous function of PR-misalignment. Any discontinuities
could lead to the loss of lock. Figure 3.12 shows the zero crossings for the three in-
vestigated fringes, and does not indicate that there are any discontinuities within the
investigated PR-misalignment domains.
Another interesting aspect of this study is that the simulated sensing signals failed
to satisfy the convergence criteria for misalignments above 0.2 µrad and 0.3 µrad at
the quarter and mid fringes, respectively, while there were no convergence issues at
all at the dark fringe for misalignments up to at least 1.5 µrad. For the cases where
the convergence failed, the simulations were tested with spatial modes up to order 24
included. The reason for these large convergence differences lies mainly in the PRC gain
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of the sidebands. More on convergence and on how to correctly model and simulate
the misaligned near-unstable PRC is found in section 3.2.
Figure 3.12: The zero-crossings of the PRCL sensing signals at the dark fringe (top
left), quarter fringe (top right), and the mid-fringe (bottom left).
3.4 119 MHz vs. 132 MHz modulation frequency
for PRCL sensing during lock acquisition in Ad-
vanced Virgo
Advanced Virgo was designed to use the beat signal between the carrier and a 131.686317
MHz (≈ 132 MHz) modulation sideband for PRCL sensing during lock acquisition.
However, this frequency is slightly too high for optimal performance of an electronic
circuit in the installed electronics that is used to read out the sensing signal. Instead
of changing the electronics, it was decided to use the 119 MHz modulation sideband
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Table 3.2: Advanced Virgo PRC-parameters used in the Finesse-model.
Symbol Parameter Value
LPRC Optical path length [m] 11.9515
∆L Schnupp asymmetry [m] 0.2301
m Stability 0.999993
ΨRT Roundtrip Gouy-phase [rad] 3.64 · 10−3
∆f Free spectral range [MHz] 12.54
that also is used in the previous sections of this chapter. However, before the decision
was taken, the difference in performance between the two frequencies was investigated
to facilitate the decision making, and this is the work presented in this section. We
show that the 132 MHz sidebands optically perform only slightly better than the 119
MHz sidebands, and that the two different pairs of sidebands are similarly affected by
PR-misalignments.
Figure 3.13: The left part shows simulated 132 MHz PRCL sensing signals for advanced
Virgo at dark-fringe with six different PR-misalignment values, modelled with finite
mirrors. The right part shows the optical gains of these sensing signals, computed at
the zero crossings.
The fraction of the PRC field that leaks out through the dark port is approximately
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Table 3.3: The table lists the gain, finesse and linewidth of the carrier and the pair of
119 MHz sidebands in the PRC when operated at the dark, quarter and mid-fringe.
All values have been computed using the software Finesse.
Symbol Parameter Dark fringe Quarter fringe Half fringe
Carrier














γ−119 −119 MHz PRC FWHM [MHz] 0.8030 0.1056 0.1990

































where Ω is the sideband frequency, ∆lM = 0.23 m is the Schnupp asymmetry, and ∆φM
is the MICH-offset. Thus, the two different pairs of sidebands experience different PRC
gains due to the Schnupp-assymetry, i.e., the 23 cm optical path difference between
the beam splitter and the input mirror in the north and west arms. This length asym-
metry makes different frequency components interfere differently when recombined at
the beam splitter, thus allowing for the frequency dependent leakage through the dark
port seen in equation 3.32. At the dark fringe (∆φM = 0), the PRC gain is symmetric
around the carrier, thus, the upper and lower sidebands of the same pair experience
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Table 3.4: The table shows the linewidth, cavity finesse, gain and higher-order mode
separation factors for the 132 MHz sidebands in the PRC.
Symbol Parameter Dark fringe Quarter fringe Half fringe
γ−132 −132 MHz PRC FWHM [MHz] 0.9720 0.1240 0.1518
























1.04 0.128 6.51 · 10−2
S−132 HOM separation factor 7.5 · 10−3 5.9 · 10−2 4.8 · 10−2
S+132 HOM separation factor 7.5 · 10−3 1.8 · 10−3 < 5.8 · 10−4
the same PRC gain. The dark fringe optical gain—along with the linewidth, cavity
finesse and HOM separation factor—of the ±132 MHz sidebands can be seen in the
dark fringe column of table 3.4. If we compare these numbers to the optical gains
of the ±119 MHz sidebands shown in table 3.3 in section 3.3, we see that the ±132
MHz sidebands have the lower PRC gain. As a consequence, the ±132 MHz sidebands
produce a slightly better sensing signal than the ±119 MHz sidebands, as seen by
comparing figure 3.13 to figure 3.9 in section 3.3. We can also see that the two mod-
ulation frequencies produce sensing signals that are similarly affected by misalignments.
As we move away from the dark fringe by increasing the MICH offset, the PRC gain of
the carrier and the upper sideband decreases, while it increases for the lower sideband.
At the quarter and mid fringes, the lower sideband is the frequency component with
the highest PRC gain—for both modulation frequencies—while the carrier gain is low.
This can be seen in the quarter and mid fringe columns of tables 3.4 and 3.3, where
we also can see that the −132 MHz sideband has a lower gain than the −119 MHz
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Figure 3.14: The figure shows simulated 132 MHz PRCL sensing signals for advanced
Virgo at quarter-fringe with six different PR-misalignment values, modelled with finite
mirrors. The right part shows the optical gains of these sensing signals, computed at
the zero crossings.
Figure 3.15: The figure shows simulated 132 MHz PRCL sensing signals for advanced
Virgo at half-fringe with six different PR-misalignment values, modelled with finite
mirrors. The right part shows the optical gains of these sensing signals, computed at
the zero crossings.
sideband at the quarter fringe, while the opposite is true at the mid fringe. Therefore,
the 132 MHz sidebands produces the better sensing signal at the mid fringe while the
119 MHz sidebands gives the better sensing signal at the quarter fringe, which can be
confirmed by comparing figures 3.14 and 3.15 to figures 3.10 and 3.11 in section 3.3.
From these figures we can also see that the PR-misalignments similarly affects the two
pairs of sideband frequencies.
The procedure of computing the PRCL sensing signal by using the 132 MHz sidebands
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Figure 3.16: The figure shows how the zero-crossing—measured in PRCL tuning—
varies with PR-misalignment magnitude. The upper left part shows the dark fringe,
the upper right part shows the quarter fringe, and the bottom left part shows the mid
fringe.
was the same as by using the 119 MHz sidebands, which is detailed in section 3.3. In
short, finite PR, WI and NI mirrors were used, and it was made sure that enough spatial
modes were included in the model for the sensing signals to converge. However—just
as in 3.3—some sensing signals that only nearly satisfied the convergence condition
are displayed in the figures in this section, which in these cases are clearly indicated.
As seen in figures 3.16, the zero-crossings of the 132 MHz sensing signals varies smoothly
with respect to PR-misalignment magnitude, just as their 119 MHz counterparts shown
in figure 3.12 in section 3.3.
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3.5 Conclusion
In this chapter we have quantified how the Advanced Virgo PRCL sensing signal is af-
fected by PR-misalignments during the lock acquisition phase where the MICH-offset
is brought from the mid-fringe to the dark fringe. We have also studied the required
number of included spatial higher-order modes in these simulations, where the aim
was to better understand how this number is affected by the combination of a near-
unstable cavity—like the Advanced Virgo PRC—and a misalignment. In the Virgo
PRC, it turns out that the misalignment susceptibility of the sensing signal, and the
required amount of higher-order modes for a given misalignment, depend on the same
parameters: the PRC gains of the involved frequency components, and in particular
their higher-order modes. Here, the involved frequency components are the carrier and
the first-order pair of modulation sidebands. At the dark fringe, only the fundamental
mode of the carrier has a high PRC-gain, therefore, the sensing signal is resilient to
PR-misalignments and relatively few spatial modes are required. With a significant
MICH-offset however, the sensing signal is highly susceptible to PR-misalignments,
and relatively many higher-order modes are required. The reason is that the funda-
mental mode and many higher-order modes of one of the sidebands experience large
PRC gains, while the carrier has a low PRC gain.
We also show that mirror clipping effects become significant when the required num-
ber of higher-order modes increases, which is because the spatial modes increasingly
spread out in the transverse directions with increasing mode number. In our case, the
threshold is around a mode order of 10.
In addition, we have shown that 119 MHz modulation sidebands do not perform sig-
nificantly worse than the 132 MHz modulation sidebands for PRCL sensing, and that
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they are similarly affected by PR-misalignments. This facilitated the decision making
of switching from phase modulating on 132 MHz to 119 MHz.
88
CHAPTER 4
ALIGNMENT SENSING MODELLING FOR
ADVANCED LIGO
The aim of the work described in this chapter was to create an up to date Finesse [32,
33, 27] model of the LIGO Livingston gravitational wave detector that includes the
alignment sensing scheme, and to develop accompanying tools in PyKat [34] that facil-
itate alignment related modelling for commissioning and design. The alignment sensing
signals of the created model show relatively good agreement to measured data and to
the modelling software Optickle [71].
To operate a gravitational wave detector in a stable manner, all mirrors must be well
aligned with respect to each other and the laser beam. For example, the angular motion
of the test masses should be suppressed to the order of 1 nrad RMS to maintain high
detector sensitivity [72, 73]. An active alignment sensing and control (ASC) system
is used to achieve this, however, it also allows noise in the angular degrees of freedom
to couple to the gravitational wave channel DARM. ASC noise was in fact limiting
the low frequency (10-15 Hz) displacement sensitivity of LIGO Livingston during the
second observation run [74], which is one of the reasons for building this model.
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The alignment sensing and control system used by Advanced LIGO is highly complex
and its behaviour can be challenging to understand by experimenting on the detec-
tors themselves. A numerical modelling software like Finesse can be used to study
the effects of a certain perturbation in the model, and therefore be useful in tracking
down and explaining the cause of an observed effect. The Finesse model is partic-
ularly suited for simulating transfer functions, where for example the ones mapping
the Fourier-transforms of the degree-of-freedom motions, to the Fourier-transforms of
the sensor outputs, can be used for investigating ASC noise couplings to the DARM
channel.
The sensors of the ASC system consist of quadrant photo detectors (QPDs) and wave-
front sensors (WFSs). A QPD is a photodetector that is split into four area elements
(quadrants) which enables for measuring the beam position by comparing the amount
of light power incident on the elements. A WFS is formed by demodulating the QPD
signal at a modulation frequency. Such a device is sensitive to the angle difference
between the two incident frequency components that are used to form the beat signal.
Both QPD and WFS signals depend on the relative accumulated Gouy-phase between
the fundamental mode and the first-order modes. As the Gouy-phase is a function of
the longitudinal path between the misaligned optic and the photodetector, the mis-
alignments of the different optics can be distinguished by placing QPDs and WFSs at
different positions along the optical axis. Advanced LIGO uses both QPDs and WFSs,
and their signals are used in control systems that filter and convert them into new
signals that are fed back to the actuators that keep the mirrors aligned. However, here
we solely focus on the sensing part of the scheme.
The core of the optical model that was created and used for the simulations described in
this chapter, includes the dual-recycled Fabry-Perot Michelson interferometer, the in-
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put and output mode cleaners, the main laser and two electro-optic phase modulators.
These parts are included in the LIGO Livingston Finesse-file distributed together
with PyKat. Each alignment sensing port and the associated WFSs or QPDs, and the
paths to these can be added to the model by a PyKat function. In addition, PyKat
provides numerous functions that facilitate setting up and altering models, as well as
performing various simulation tasks. For example, the main misalignment degrees of
freedom are pre-defined objects with methods that can be used to quickly simulate both
sensing signals due to static misalignments and frequency dependent transfer functions.
In section 4.1, the basics of misalignments and misalignment sensing are described in
the modal picture. The misalignment degrees of freedom in general, and the eigenmodes
of the arm cavities in particular, are explained in section 4.2. In section 4.3, the details
of the created model are described, and in sections 4.4 and 4.5, the model is tested
against measured data from LIGO Livingston, and against the simulation software
Optickle.
4.1 Alignment sensing in the modal picture
If the axis defined by an optical structure (e.g. an optical cavity) does not coincide with
the propagation axis of the laser beam, the beam and the optical structure are said to
be misaligned with respect to each other. Any such misalignment can be described by
a combination of an offset in the transverse plane and by a tilt of the same, as shown in
Figure 4.1: Any misalignment can be described by a combination of an offset and a
tilt, as seen in left and right figures, respectively.
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figure 4.1. As long as the paraxial approximation holds, the offset ∆x is smaller than
the beam size w, and the tilt β is smaller than the diffraction angle θD, any misaligned
Gaussian beam can be described in the eigenbasis of the optical structure by using
an infinite sum of Hermite-Gaussian modes. Thus, we can change the basis from the

















This integral can be solved analytically even in the generic case [75], however, for
simplicity we here assume that the waist of the two fundamental modes coincide at
z = 0, and we perform the basis change at the waist position. This means that the
curvature of the wavefront is Rc(z
′) = Rc(z) =∞, the Gouy phase is ψ(z′) = ψ(z) = 0,
and the beam radius is w(z′) = w(z) = w0. For the case of an offset, the transformation
between the two coordinate systems is described by
x′ = x−∆x
z′ = z. (4.3)
Thus, in the coordinate system defined by the optical structure, the spatial distribution



































which is shown in appendix D, where the functions um(x, z) are also found. In the case
of a tilt, the coordinates are transformed according to
x′ = x cos β
z′ = x sin β. (4.5)
Note that this transformation is valid only at z = 0. By Taylor-expanding around
β = 0, and keeping in mind that β < θD  1, we obtain

































Thus, to first-order, a misaligned Gaussian beam can be described by combining equa-
tions 4.4 and 4.6 into
















2 and Θ = tan
−1 (κ2/κ1), the
misaligned field can be written
u′0(x cos β −∆x, x sin β) ≈ u0(x, 0) + κeiΘu1(x, 0), (4.8)
where Θ = 0 gives a purely displaced beam (β = 0) and Θ = ±π/2 gives purely tilted
beam (∆x = 0). As the beam propagates away from the waist, it can be shown that
both κ1 and κ2 must be scaled by the factor
w0
w(z)
[76]. Hence, Θ remains constant




To describe the alignment sensing, an example of a laser field reflected off a misaligned
cavity is used. The laser field incident on the input mirror of the cavity consists of three
frequency components: a carrier with frequency ω, and two phase modulation sidebands
with frequencies ω ± Ω. The cavity has a small misalignment that is “seen” only from
within the cavity. The carrier resonates in the cavity and is therefore susceptible to the
misalignment, while the sidebands are anti-resonant and unaffected by it. If the cavity
is lossless and the end mirror is perfectly reflective, the field reflected off the cavity is
approximately given by














Here, h is the modulation index and φh is the modulation phase plus any phase that
the sidebands have picked up relative to the carrier due to propagation. This reflected
field is detected by a QPD that integrates the intensities on the upper and lower parts
of it. The intensity of this field is I(x, z) = |Er(x, z)|2, thus, the total powers at the








I(x, z) dx. (4.10)
Thus, the QPD output signal becomes


















If this is a DC-detector, the signal is low pass filtered, i.e., the time dependent term
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To generate a wavefront sensor signal, S is demodulated at the frequency Ω, which can
be described as multiplying S with cos(Ωt+ϕx) and subsequently applying a low pass



























cos(ϕx − φh). (4.14)
By performing QPD or WFS measurement at two different locations along the z-axis
that have a Gouy-phase difference of 90 degrees, and by using two different demodula-
tion phases at each location, one can make the detectors sensitive to misalignments of
specific optics.
4.2 Angular degrees of freedom
To define the angular degrees of freedom, LIGO uses a local coordinate system for each
mirror, defined by three orthogonal unit vectors:
ẑ = normal to the HR-surface at the intersection with the optical axis, pointing
towards the center of curvature,
ŷ = vertical and oriented upwards, and
x̂ = ŷ × ẑ. (4.15)
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Figure 4.2: The figure shows the local coordinate system used for the LIGO mirrors,
and the definitions of the angular degrees of freedom. The left hand side mirror surface
is a concave HR-surface, and the origin is placed where this surface intersects the optical
axis.
Each optic has three degrees of rotational freedom: pitch, yaw and roll. Pitch is a
rotation about the x-axis (horizontal transverse axis), yaw is a rotation about the y-
axis (vertical axis), and roll is a rotation about the z-axis (optical or longitudinal axis),
as seen in figure 4.2. The roll-degree of freedom is not dealt with here as it does not
give rise to misalignments of the beam, assuming the optics are symmetric around the
z-axis.
The degrees of freedom of the test masses are commonly combined into degrees of free-
dom of the arm cavities. The definitions and the reason for using these, are described
below. The focus here is on the pitch degree of freedom, although the same formalism
applies to the yaw degree of freedom.
If the high-power beam in an arm cavity is vertically off-centre when impinging on a
suspended test mass, it exerts a non-negligible radiation pressure torque about the x-
axis. The two test masses in each arm cavity can be described as torsional pendulums,
coupled via the laser-field induced radiation pressure that acts like a spring. Thus, the
radiation pressure torque on the test masses can be written as a function of the pitch
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misalignments:
τ = −Kθ, (4.16)
where the torque vector τ , the alignment vector θ, and the torsional stiffness matrix
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Here, τETM and τITM are the radiation pressure torques on the mirrors when they are
statically misaligned by pitch angles θETM and θITM, P is the intra-cavity power, L is
the cavity length, c is the speed of light, and gETM and gITM are the geometric stability




















)(gETM + gITM −√(gETM − gETM)2 + 4), (4.19)




 and vH =
 r
−1
 , where r = 1
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These two cavity eigenmodes are visualised in figure 4.3. The subscripts S and H on
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Figure 4.3: The figure shows the two independent eigenmodes of the torsional stiffness
matrix K. The soft mode is unstable and becomes less stiff with increasing radiation
pressure torque and therefore relies on the restoring force from the suspension system,
while the hard mode is stable and becomes stiffer with increasing radiation pressure
torque.
the eigenvalues and eigenvectors stand for soft and hard, and are adopted from [72].
The names come from the fact that the radiation pressure makes the hard mode stiffer
(kH > 0) , while it softens the soft mode (kS < 0). The soft mode becomes unstable if
kS + ksus < 0, where k
P
sus = 9.72 Nm/rad is the restoring spring constant for the pitch
mode due to the suspension [72]. This happens if the power in the arm cavities reach
about 700 kW, which is below the design value of 750 kW [17]. To compute this limit,
the parameter values gETM = −0.782, gITM = −1.060, and L = 3994.4692 m were used.
It follows from the eigenvectors in equation 4.20 that the hard and soft modes are





















where the torsional stiffness matrix is diagonal. Since interferometer naturally dis-
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Figure 4.4: The figure shows the definitions of the four pitch or yaw degrees of freedom
of the arm cavities.
tinguishes between common and differential motions of the arm cavities, the soft and
hard modes are further combined into the common and differential hard and soft modes,
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The subscripts CS and DH stand for common soft, and differential hard, respectively.
These four modes of the arm cavities are shown in figure 4.4.
In addition to the modes of the arm cavities, the BS, PRM, SRM and the four telescope
mirrors are also free to rotate. Thus, altogether there are 11 pitch degrees of freedom
in the main interferometer, and just as many yaw degrees of freedom.
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4.3 The Advanced LIGO Livingston Finesse-model
with alignment sensing
The created model, shown in figure 4.5, is distributed together with PyKat within the
IFO package. Here one finds the Finesse-file that contains the dual-recycled Fabry-
Perot Michelson interferometer, the input and output mode cleaners, the main laser,
and two electro-optic modulators that generate the RF-sidebands used for sensing
and control. One also finds a set of functions that add the various alignment and
longitudinal sensing ports, and the paths to these, into the model. The IFO package
also includes functions that facilitate setting up and modifying models and performing
Figure 4.5: The figure is a visual representation of the LIGO Livingston Finesse-
model. The distances and the optics are not to scale.
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simulations tasks, e.g., computing transfer function of the degrees of freedom to the
sensing ports. The aim is to keep this model as up to date with the LIGO Livingston
observatory as possible so that it can be used for commissioning. The parameters that
are set in the model come from numerous sources such as logbook entries [80], the LIGO
document control center (DCC) [81] and interferometer commissioners on site, of which
Marie Kasprzack and Karla Ramirez were particularly valuable sources of information
during this work. The PyKat IFO package was developed in collaboration with Daniel
Brown, Andreas Freise and Anna Green, where I especially have contributed to the
alignment modelling features.
4.3.1 Distances
The roundtrip lengths of the optical cavities are shown in table 4.1, and the optical
path lengths between the optics that are used in the model are listed in table 4.2. The
distance between PRM and PR2 was altered slightly compared to the official length [82]
to match the FSR of the PRC to the measured value [83, 84]. Similarly, the distance
between SR2 and SRM was tuned to match the listed total SRC length [82].
Table 4.1: Parameters of the optical cavities in the model. The PRC gain is with
respect to the carrier, and m is the stability parameter.
Roundtrip length [m] FSR FWHM [kHz] Gain (Finesse) m
X-arm 7988.9700 [82] 37.5258 kHz 0.0896 264.7 (418.6) 0.66
Y-arm 7988.9700 [82] 37.5258 kHz 0.0896 264.7 (418.6) 0.65
PRC 115.3174 [83, 84] 2.5997 MHz 37.1 0.64
SRC 112.0158 [82] 2.6763 MHz 0.78
IMC 32.9461 [85] 9.0995 MHz 17.4 166.6 (522.0) -0.21
OMC 1.1314 [86] 264.97 MHz 645.6 122.8 (397.5) 0.19
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Table 4.2: Optical path lengths used in the model. Based on [87, 82, 88].
Notation Distance Value [m] Note
lim1 MC3 ↔ IM1 0.4282
Path from the IMC the the PRC.
Based on [87].
lim2 IM1 ↔ IM2 1.2938
lim3 IM2 ↔ IM3 1.17
lim4 IM3 ↔ IM4 1.21
lim4 IM4 ↔ PRM HR 0.5203
Ly ITMY HR ↔ ETMY HR 3994.4850
The main interferometer distances.
These are based on [82], but lp1
has been adjusted to match the
FSR of the PRC [83, 84], and ls1
has been adjusted to match the
listed SRC length [82].
Lx ITMX HR ↔ ETMX HR 3994.4850
lp1 PRM ↔ PR2 16.6130
lp2 PR2 ↔ PR3 16.1648
lp3 PR3 ↔ BS HR 19.5380
ly BS HR ↔ ITMY HR 5.3020
lx BS HR ↔ ITMX HR 5.3838
ls3 BS HR ↔ SR3 19.4652
ls2 SR3 ↔ SR2 15.4435
ls1 SR2 ↔ SRM 15.7563
lom1 SRM HR ↔ OM1 3.7683 Path to the OMC. Based on [88],
but some lengths have been altered
to achieve a better spatial overlap
between the OMC and the main
interferometer.
lom2 OM1 ↔ OM2 1.395
lom3 OM2 ↔ OM3 0.631
lom4 OM3 ↔ IC 0.2034
lpr lp1 + lp2 + lp3 52.3158
lsr ls1 + ls2 + ls3 50.6650
lM (lx + ly)/2 5.3429
∆lM lx − ly 0.0818
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4.3.2 Transmissivities, reflectivities and losses
The transmissivities, reflectivities, and losses used in the model are listed in tables 4.3
and 4.4. Since the AR-surfaces are wedged in reality, the listed AR-surface reflectivities
are set as AR-surface losses in the model. The losses of the test masses and the BS
have been altered compared to the values listed in [89], to reduce the PRC gain from
around 80 to the measured value that is around 37 [90, 91]. The power gains and cavity
finesses of the cavities are shown in table 4.1.
4.3.3 RoCs and spatial mode matching
The cavities in the model are spatially mode matched to each other to a level of 99.9
% or better, and the mode matching between the arm cavities and the PRC exceed
99.99 %. To achieve this, the ITM lenses (Lens X and Lens Y) were used to slightly
improve the mode matching between the arms, the RoCs of PR3 and SR3 were used
to mode match the recycling cavities to the arms, and the RoCs of OM1, OM2, IM2
and IM3 were used to match the mode cleaners to the main interferometer. The radii
of curvature and focal lengths used in the Finesse-model are listed in table 4.3.
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Table 4.3: Radii of curvature (RoC), transmissivities (T), reflectivities (R), losses (L),
masses (M), and thicknesses (Th) of the core opticsl. All values except the thicknesses
are from [89]. The values marked with asterisks (*) were altered to mode match the
PRC and SRC to the arms, and to match measured cavity gains. The compensation
plates are excluded from the model, but their reflectivities and losses are included as
extra losses in ITM AR surfaces. The lenses are included to model ITM thermal and
substrate lensing. The listed focal lengths were chosen to match the arms to each other.
Optic Surface RoC [m] R [ppm] T L [ppm] M [kg] Th [cm]
ETMX
HR 2239.7 3.7 ppm 31*
39.620 19.992 [92]
AR ∞ 200 -
ETMY
HR 2242.4 3.6 ppm 31*
39.564 20.0 [89]
AR ∞ 230 -
ITMX
HR -1937.9 0.0148 62*
39.603 19.996 [93]
AR ∞ 164 0.5
ITMY
HR -1940.7 0.0148 62*
39.420 19.929 [94]
AR ∞ 250 0.6
BS
HR ∞ 0.5 8.6
14.211 6.012 [95]
AR ∞ 30 1.7
PRM








S1 ∞ 33 0.6
10.01 [98]
S2 ∞ 8 0.6
CPY
S1 ∞ 67 0.55
10.00 [99]
S2 ∞ 15 0.57
PR2 HR -4.545 243 ppm 8.6 2.899
PR3 HR 36.016* 5.3 ppm 17 12.145
SR2 HR -6.406 18.3 ppm 6.1 2.888
SR3 HR 35.958* 5 ppm 19.1 12.069
Lens X f = 108 km 0 1 0 0
Lens Y f = 124 km 0 1 0 0
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Table 4.4: Auxiliary optics used in the model. The losses of the OMC optics were
picked so that the cavity finesse matches the measured value of 397 [86]. The RoCs of
IM2, IM3, and OM1 have been optimised to maximise the spatial mode matching of
the IMC and OMC to the arm cavities. The values with asterisks (*) were arbitrarily
picked.
Optic RoC [m] R T L Source
IC ∞ 0.00760 134 ppm
[86]
OC ∞ 0.00754 134 ppm
CM1 2.57321 36.0 ppm 134 ppm
CM2 2.57369 35.9 ppm 134 ppm
MC1 101.609 km 6150 ppm 10 ppm*
[89]MC2 27.178 3.5 ppm 12 ppm






OM1 4.444 800 ppm 37.5*
[88]OM2 1.7 10 ppm* 37.5*
OM2 ∞ 0.99 37.5*
4.3.4 Tunings and resonances
The PyKat IFO package includes functions for tuning the model to its operating point
in three steps:
1. The microscopic positions (tunings) of the test masses, the PRM, and the SRM
are optimised to (i) maximise the carrier power in the arm cavities and the PRC,
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(ii) minimise the power in the asymmetric port, and (iii) to make the carrier
anti-resonant in the SRC.
2. A DARM offset of δEX−δEY = 10−11 m was added to allow for some of the carrier
field to leak out through the dark port, which is necessary for DC readout [22]
at the asymmetric port. Here, δEX and δEY are the microscopic positions of the
end test masses.
3. The model should now be close to its operating point. The longitudinal sensing
signals are added and used to iteratively bring the model to a state where all
sensing signals are sufficiently close to their zero crossings. The operating point
is found.
4.3.5 The alignment sensing ports
Each alignment sensing port has either two QPDs or two WFSs labelled A and B, and
a beam splitter dividing the beam between the two detectors. There are also various
optics that together serve several purposes, of which two were of interest for this work:
attenuating the beam and especially accumulating the desired Gouy-phase in the path
to the detectors. Finesse has the feature of assigning the property of accumulated
Gouy-phase directly to the space-components, which overwrites the Gouy-phase that
otherwise would have been accumulated. Thus, to lower the complexity of the model,
the optics in the path were reduced to comprise the beam splitter and one lossy op-
tic. Gouy-phases are assigned to three different space components: ψA to the space
between the beam splitter and detector A, ψB to the space between the beam splitter
and detector B, and ψC to the path between the lossy optic and the beam splitter.
Ideally, the Gouy-phase difference between the locations of the two detectors should
be ψB − ψA = 90 deg, and ψC should be set such that the response of detector A or
B is maximised or minimised for some degree of freedom. The losses and Gouy-phases
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used for the particular ASC ports are described below, and summarised in table 4.5.
Table 4.5: The table shows the parameters used in the alignment sensing paths. The
attenuations are from the main interferometer to the ASC beam spitters. The total
accumulated Gouy-phase from the main interferometer to detectors A and B are given
by ψA + ψC and ψB + ψC.
ASC Port Attenuation ψA [deg] ψB [deg] ψC [deg]
REFL 0.9775 0 80 126.4
AS 0 0 90 22
POP 0.9 0 90 32
TR X 0.95 0 90 32
TR Y 0.95 0 90 32
For the ASC REFL port, the beam reflected off the PRM is obtained from the Faraday
isolator between IM3 and IM2 in Horizontal Access Module 2 (HAM2) [101] (note that
the mirrors IM1, IM2, IM3, and IM4 are referred to as SM1, PMMT1, PMMT2 and
SM2 in [101]) and is sent to HAM1 [102] where the ASC REFL WFSs are located. This
path is modelled using a power loss of 0.9775 [103] from the isolator to the WFS beam
splitter. The accumulated Gouy-phases were set to ∆ψREFL,A = 0, ∆ψREFL,B = 80
and ∆ψREFL,C = 126.4. The first two were picked to have a difference of 80 deg [91]
between the A and B sensors, and the value of ∆ψREFL,C was unknown and was there-
fore optimised to give the best match to measured alignment sensing signals, as shown
in section 4.4. The REFL wavefront sensors use demodulation frequencies of 9.099471
MHz (9 MHz) and 45.497355 MHz (45 MHz) [104].
The beam used in the ASC AS port is transmitted through OM3, and there are no
lossy elements in this path [88]. We had no knowledge of measured Gouy-phases in
this path, so the design values [87] of ∆ψAS,A = 0, ∆ψAS,B = 90 and ∆ψAS,C = 22 were
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used. The WFSs use demodulation frequencies of 36.397884 MHz (36 MHz) and 45
MHz [104].
In the ASC POP port, QPDs are used to detect the DC signal. The beam is transmit-
ted through PR2 in HAM3 [105] before it is guided to HAM1 [102] where the QPDs
are located. The total loss from PR2 to the beam splitter is 0.9 [103], and the Gouy
phases are set to the design values ∆ψPOP,A = 0, ∆ψPOP,B = 90 and ∆ψPOP,C = 32 [87].
The ASC TR X and TR Y QPDs that are located in TRANSMON EX [106, 107] and
TRANSMON EY [108, 107] use the beams transmitted through ETMX and ETMY,
respectively. These beams experience a power loss of 0.95 between the ETMs and the
ASC beam splitter [103], and the Gouy-phases were set to ∆ψTR X,A = ∆ψTR Y,A = 0
deg, ∆ψTR X,B = ∆ψTR Y,B = 90 deg and ∆ψTR X,C = ∆ψTR Y,C = 32 deg [87].
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4.4 Comparison between the Finesse-model and
measured data
To test the model, it was compared to measured LIGO Livingston data [91]. This data
comprises the responses of the REFL WFSs to the PRC2, CHARD and CSOFT pitch
degrees of freedom, where PRC2 refers to the angular degree of freedom of PR2. The
REFL WFSs use 9 MHz and 45 MHz as demodulation frequencies, and their in-phase
demodulation phases were set to maximise the response to CHARD. All measurements
were made in the in-phase demodulation quadrature, at 7.125 Hz, and with 10 W input
laser power.
Before generating the corresponding data with the Finesse-model, the losses in the
REFL path were adjusted to reduce the power on the REFL WFSs from 1.5 mW to
the measured 1.0 mW on REFL A and 1.1 mW on REFL B [91]. This was done by
increasing the attenuation factor between the interferometer and the ASC REFL beam
spitter from 0.9775 to 0.98375, and by adding an extra loss of 0.04 in the path to REFL
A.
The absolute accumulated Gouy-phase was to the best of my knowledge not known
at the time of this work. Therefore, the parameter ψC of the model was optimised to
achieve the best fit to the measured data by means of the standard method of least













where yij(ψC) and ȳij are the simulated and measured data points, and i and j label the
sensors and the degrees of freedom. The response of REFL B to CSOFT, demodulated
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Figure 4.6: The blue trace shows the relative difference between the measured and
simulated sensing matrices, plotted against the Gouy-phase picked up between the
interferometer and the ASC REFL beam splitter. The relative differences are computed
using equation 4.24. The red trace shows the response of REFL B 45 MHz to CSOFT,
which is excluded from the blue trace as the measured value is zero.
at 45 MHz, was omitted in the cost function as the measured value was listed as
zero [91]. Having this response close to zero was instead added as a second condition
in the search for an optimal ψC. Figure 4.6 shows the cost function (blue trace) and
the magnitude of the REFL B 45 MHz response to CSOFT (red trace) as functions
of the common Gouy-phase ψC, and one can see that the global minima of the two
functions nearly coincide. From this, an accumulated Gouy-phase of ψC = 126.4 deg
was chosen and used in the simulations that generated the data in table 4.6. The
relative differences between the measured and simulated data are shown in table 4.7,
WFS \ DoF PRC2 CHARD CSOFT
REFL A, 9 MHz -83.18 3714.24 552.84
REFL A, 45 MHz 28.60 1958.96 -36.48
REFL B, 9 MHz -60.86 4010.30 466.38
REFL B, 45 MHz 16.91 1414.93 0.002
Table 4.6: Simulated responses of the in-phase REFL alignment sensing signals to three
different pitch degrees of freedom. For each detector, the demodulation phase is set
such that CHARD is maximised. The unit is W/rad.
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Since yij ȳij ≥ 0 for all i and j, the relative difference dij is positive (negative) if
the magnitude of the simulated value yij is greater (less) than the magnitude of the
measured value ȳij. The element in the lower right corner of table 4.7 was omitted
because the measured value is listed as zero, however, one can see from table 4.6 that
the simulated value is close to zero as well. All measured non-zero values have relative
uncertainties below 6 % [91].
WFS \ DoF PRC2 CHARD CSOFT
REFL A, 9 MHz -0.160 -0.165 0.108
REFL A, 45 MHz 0.589 -0.202 -0.668
REFL B, 9 MHz -0.002 0.062 0.234
REFL B, 45 MHz -0.471 -0.015
Table 4.7: Relative differences between the measured [91] and Finesse-generated (see
table 4.6) REFL responses to three different pitch degrees of freedom.
4.5 Comparison between Finesse and Optickle
To test the responses of more WFSs to additional degrees of freedom, a second com-
parison was made to the simulation software Optickle [71], using a modified version
of a model created and provided by Marie Kasprzack and Karla Ramirez. Optickle is
frequency domain simulation software developed independently of Finesse , but uses
a similar approach to simulate interferometers. It is capable of generating first-order
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HG-modes for misalignment modelling, but otherwise propagates plane waves through
the optical system. Thus, Optickle is unaffected by spatial mode mismatches and
therefore a perfect agreement between Finesse and Optickle is impossible unless the
optical cavities in the model are perfectly spatially mode matched. The model used
here has well matched optical cavities (> 99.99 %), but even such small mismatches
affect the alignment signals. Further, the Finesse model has realistic thick mirrors and
accounts for composite mirror effects [109] when generating the higher-order modes due
to misalignments, which the thin mirrors used by Optickle does not account for. This
effect however, is small for the optics used here. Besides these inherent differences, the
parameters of the models were made identical for this comparison.
The comparison was made by computing the responses of the WFSs in the REFL
and AS ports to quasi-static (low frequency) motions of the pitch eigenmodes of the
arm cavities. The demodulation phases were set such that the in-phase responses to
CHARD were maximised in the REFL WFSs and the in-phase responses to DHARD
are maximised in the AS WFSs. For each combination of WFS and degree of freedom,
the in-phase and quadrature responses SI and SQ can be combined into the complex
number
S = SI + iSQ, (4.26)
that contains information on the optimal demodulation phase and the maximum op-
tical gain. Graphical representations of these complex numbers, obtained using Fi-
nesse (black solid bars) and Optickle (red dashed bars), are shown in figure 4.7. The
length of each bar is given by log10(|S|) and the angle by arg(S). As a result of having
optimised the in-phase optical gain for CHARD in the REFL port, and for DHARD
in the AS port, the CHARD bars for Finesse and Optickle perfectly coincide at 0 deg
for all REFL WFSs, as do the DHARD bars for all AS WFSs. The relative magni-
112
tude differences between Finesse and Optickle are shown in table 4.8, and the phase
differences in table 4.9. The most eye-catching differences are the nearly 180 degree
phase differences for DSOFT at the REFL 9 MHz sensor and for CSOFT at the AS
45 MHz sensor. These are however, relatively weak responses, and the differences arise
from small relative differences between large responses to individual mirror motions
that compose the pitch eigenmodes. This is backed up by figure 4.8, which shows the
WFS responses to individual test mass motions. The relative magnitude differences and
the absolute phase differences between Finesse and Optickle are listed in tables 4.10
and 4.11. The differences between Finesse and Optickle are believed to be explained
by the fact that Finesse is affected by the spatial mode mismatches, while Optickle
is not. An indication of this is that the relative differences changes in the order of
10−2 when switching between including spatial modes up to order one and two in the
Finesse simulations.
WFS \ DoF CSOFT CHARD DSOFT DHARD
REFL A, 45 MHz 5.1×10−3 6.5×10−3 -2.5×10−3 1.4×10−2
REFL B, 45 MHz -6.8×10−3 5.9×10−3 4.3×10−2 -1.8×10−1
REFL A, 9 MHz 5.3×10−3 4.3×10−3 -1.3×10−1 1.9×10−1
REFL B, 9 MHz 5.9×10−3 4.1×10−3 7.7×10−2 -3.7×10−1
AS A, 36 MHz -4.6×10−2 -4.6×10−2 8.8×10−2 9.4×10−2
AS B, 36 MHz -4.5×10−1 -4.6×10−1 1.9×10−2 2.0×10−2
AS A, 45 MHz -3.4×10−2 1.2 -6.2×10−2 -5.9×10−2
AS B, 45 MHz 4.2×10−1 -2.5×10−1 -1.5×10−1 -1.5×10−1
Table 4.8: Relative magnitude differences between the Finesse and Optickle simulated
WFS responses to the pitch eigenmodes of the arm cavities.
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WFS \ DoF CSOFT CHARD DSOFT DHARD
REFL A, 45 MHz -0.550 0.000 5.904 3.411
REFL B, 45 MHz -0.411 0.000 8.183 -11.346
REFL A, 9 MHz 0.032 0.000 174.934 0.187
REFL B, 9 MHz 0.035 0.000 -164.752 0.313
AS A, 36 MHz 4.721 4.767 -0.679 0.000
AS B, 36 MHz 12.607 13.887 0.004 0.000
AS A, 45 MHz 179.199 -0.153 -11.405 0.000
AS B, 45 MHz 178.472 -0.353 -12.053 0.000
Table 4.9: The phase differences between the Finesse and Optickle simulated WFS
responses to the pitch eigenmodes of the arm cavities. The unit is degrees.
WFS \ DoF ETMX ETMY ITMX ITMY
REFL A, 45 MHz 5.4×10−3 7.5×10−3 1.2×10−2 1.2×10−3
REFL B, 45 MHz -3.0×10−3 1.6×10−2 2.3×10−3 8.8×10−3
REFL A, 9 MHz 3.4×10−3 5.5×10−3 1.2×10−2 -3.5×10−3
REFL B, 9 MHz -5.0×10−3 1.4×10−2 5.8×10−4 7.2×10−3
AS A, 36 MHz -1.5×10−1 -1.5×10−1 5.6×10−2 1.6×10−1
AS B, 36 MHz -3.5×10−2 -3.3×10−2 1.6×10−2 2.3×10−2
AS A, 45 MHz -5.7×10−2 -6.1×10−2 -4.2×10−2 -7.5×10−2
AS B, 45 MHz -1.5×10−1 -1.5×10−1 -1.5×10−1 -1.5×10−1
Table 4.10: Relative magnitude differences between the Finesse and Optickle simu-

















































































































Figure 4.7: Each of the 8 polar plots represents the responses to quasi-static motions of
the arm cavities‘ pitch eigenmodes of a particular WFS, as indicated by the labels. The
data is obtained by Finesse (black solid bars) and Optickle (red dashed bars). The
length and angle of each bar is given by the logarithm of the optical gain (W/rad), and

















































































































Figure 4.8: The figure represents the WFS responses to quasi-static test mass motions,
as simulated by Finesse (black solid bars) and Optickle (red dashed bars). The length
and angle of each bar is given by the logarithm of the optical gain (W/rad), and the
demodulation phase (degrees) that maximises the in-phase response, respectively.
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WFS \ DoF CSOFT CHARD DSOFT DHARD
REFL A, 45 MHz -0.069 -0.068 0.000 -0.185
REFL B, 45 MHz 0.066 0.066 0.000 0.012
REFL A, 9 MHz 0.004 0.004 0.000 -0.005
REFL B, 9 MHz 0.010 0.010 0.000 0.004
AS A, 36 MHz 0.462 1.430 0.000 -5.535
AS B, 36 MHz 0.130 0.181 0.000 0.117
AS A, 45 MHz -1.262 -1.262 0.000 0.014
AS B, 45 MHz -1.448 -1.450 0.000 0.026
Table 4.11: The phase differences between the Finesse and Optickle simulated WFS
responses to test mass motions. The unit is degrees.
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4.6 Conclusion
A Finesse-model of the Advanced LIGO Livingston observatory that includes the
alignment sensing scheme was built, and accompanying tools were developed within
the PyKat-package to facilitate the use of the model for commissioning and design
modelling. The model was tested against measured data and the average relative dif-
ference was 24 %, however, 8 out of the 11 values were below the average.
proved to agree relatively well with it. The comparison however, only included the re-
sponses of the REFL WFSs to three different degrees of freedom. For this reason, the
result of this limited test should not be exaggerated. In addition, the model was com-
pared to a nearly identical model in the simulation software Optickle, which allowed for
testing more readout ports, and their responses to all arm cavity degrees of freedom.
The two simulation softwares showed a good agreement, and the small differences can
likely be explained by the spatial mode mismatches between the optical cavities that
Finesse is susceptible to, while Optickle is not.
Future work includes exploring alternative sensing schemes, and using the model to
try to mitigate the ASC noise couplings into DARM, which currently limits LIGO
Livingston at low frequencies.
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CHAPTER 5
SUMMARY, CONCLUSIONS AND FUTURE
WORK
This thesis reports on the effects that higher-order modes, arising due to spatial mis-
matches and misalignments, have on interferometric gravitational wave detectors. All
of the work presented is related to commissioning and/or design modelling of these de-
tectors, either directly through modelling work, or by developing numerical tools that
enable or facilitate commissioning and design modelling for others.
Chapter 2 shows how a gravitational wave detector, enhanced by frequency-dependent
squeezed light, is affected by spatial mode mismatches between the squeezer, the filter
cavity, and the interferometer. We show that spatial mismatches can turn squeezed
light into anti-squeezed light by scattering from the fundamental mode to a higher-
order mode, and then back. This can degrade the squeezed field by significantly more
than an equivalent loss. We also propose a way of mitigating spatial mismatch in-
duced squeeze degradation by injecting squeezed higher-order modes in addition to the
squeezed fundamental mode. The reason for this is that a mode mismatch would then
make the fundamental mode trade squeezed light for squeezed light, instead of trading
squeezed light for vacuum noise. This is shown using a realistic model of Advanced
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LIGO. To use multiple squeezed modes in reality, multiple squeezers are needed, and
the multiple squeezed beams need to be superimposed on each other without too much
loss. We also experimentally show that the proposed scheme works when the mismatch
is a misalignment, and the additional squeezed mode is a first order mode.
Chapter 3 reports on the effects that power recycling mirror misalignments have on
the power recycling cavity length sensing signal during lock acquisition at Virgo. Dur-
ing the lock acquisition phase, the interferometer is brought from mid-fringe to the
dark fringe, without the auto-alignment system for the power recycling mirror being
engaged. It turns out that the optical gain of the sensing signal grows slightly with
increasing misalignment at the dark fringe, while it decreases quickly with increasing
misalignment when far off from the dark fringe. The reason is related to the fact that
the power recycling cavity is near-unstable, and that the carrier field is resonant in the
arm cavities, while the RF-sidebands are not. This chapter also shows the importance
of making sure that enough higher-order modes are included in the model for the sim-
ulation to converge, and in which situations the required number of included spatial
modes are expected to be particularly high. Future work includes using the Virgo model
and the developed PyKat tools to investigate if there are potentially better ways of us-
ing the information from the longitudinal sensors in the the longitudinal control scheme.
Chapter 4 describes the Finesse model of LIGO Livingston that was developed mainly
for the purpose of commissioning and design modelling of the alignment sensing system.
It can, however, be used for any other LIGO Livingston modelling work that Finesse is
capable of. The model consists of the Finesse-file, that contains the core optics, and a
set of PyKat functions that facilitate making modifications, such as adding/removing
readout ports, and performing simulations. This chapter also reports on a successful
test against measured data on how the REFL wavefront sensors respond to motions of
120
the misalignment degrees of freedom. In addition, the model was successfully tested
against the simulation software Optickle, which allowed for comparing more combi-
nations of readout ports and misalignment degrees of freedom. One of the reasons
for building this model is that LIGO Livingston currently is limited by misalignment
couplings into the gravitational wave channel at the low end of the gravitational wave
bandwidth. Future work includes using the Finesse model to look into the reason for
this, and exploring the available information in the alignment sensing matrix to see if





NOISE SCALING OF THE COHERENT
SCATTERING EFFECT
In this section we derive how the noise due to the coherent scattering effect scales
with the coupling coefficient. We use a simplified version of the system considered in
section 2.1.2 where the filter cavity is mode-mismatched to the interferometer and the
squeezer, while the squeezer and the interferometer are kept mode matched. Here, we
only use two fields, i.e., N = 1 in the mathematical framework in section 2.1.2. The
relation between the output field and the input field is given by equation 2.18, but
where the matrices are simplified.
Only one of the two fields is squeezed, thus, the squeezing matrix can be written as
S =

er 0 0 0
0 e−r 0 0
0 0 1 0
0 0 0 1
 . (A.1)
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The scattering matrix is given by
K =

cosκ 0 − sinκ 0
0 cosκ 0 − sinκ
sinκ 0 cosκ 0
0 sinκ 0 cosκ

, (A.2)
where sinκ is the coupling between the two fields. For the propagation, only the relative




1 0 0 0
0 1 0 0
0 0 cosφ − sinφ
0 0 sinφ cosφ

, (A.3)
where φ is the relative phase shift. Assuming we are squeezing the readout quadrature,
the noise is proportional to the element M(2, 2), where




= K−1T KS2K−1T TK. (A.4)
Assuming the coupling magnitude sinκ is small, then







Thus, the worst case scenario is if the propagation gives rise to a relative phase shift
between the two fields of φ = π, in which case the noise arising due to the coherent
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For large squeeze magnitudes, this is a factor of two worse than if these two scattering




This appendix derives how a Hermite-Gaussian-shaped field component with frequency
ω propagates in a gravitational wave detector and its optical subsystems. The Hermite-
Gaussian mode is assumed to be an eigenmode of the cavities of this system, thus, the
optical cavities are assumed to be spatially mode matched.
B.1 Fabry-Perot cavity
A Fabry-Perot cavity is a linear optical resonator that consists of two mirrors separated
by some distance, as seen in figure B.1. Here, the distance is split into two parts: the
macroscopical length L, which is an integer multiple of the reference wavelength λ0, and
the microscopical lengths δL1 and δL2, which are associated with the mirror positions.
In the convention used in this work, a field transmitted through a thin mirror is phase
shifted by π/2 and the reflected field is not phase shifted at all. Assuming that there is
only one incoming field, here called a0, the field components are related to each other
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Figure B.1: The figure shows a model of a Fabry-Perot cavity in vacuum, and its field
components. The distance between the two thin mirrors have contributions from the
exact mirror positions δL1 and δL2 and the macroscopical length L, which is an integer
multiple of the reference wavelength λ0.
as
















c a0 + it1a
′
2, (B.1)
where tk and rk are the amplitude transmission and reflection coefficients of the mirrors,
L is the macroscopic length of the cavity, ω = ω0 + Ω, m and n labels the Hermite-
Gaussian mode, and ψL is the half-trip Gouy-phase. From these equations, it follows









































, δL = δL2 − δL1, and φ = φ2 − φ1.
B.2 Michelson interferometer
The Michelson interferometer consists of a beam splitter and two mirrors, one in the
end of each beam splitter path, as seen in figure B.2. The macroscopic path lengths
Figure B.2: The figure shows a Michelson interferometer and the field components used
in equation B.3.
are called lx and ly, and the microscopic lengths associated with the mirror positions
are called δlx and δly. The x-path has been given an offset of λ0/4 such that a6 = 0 if
Ω = 0 and δlx = δly. Assuming that the beam splitter perfectly splits the field in two
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parts, i.e., rbs = tbs =
1√
2































































where ψx and ψx are the Gouy-phases picked up when propagating the paths between
the beam splitter and the mirrors X and Y, respectively. Hence, the reflection and





























































where φM = φlx + φly , ∆φM = φlx − φly , φlx/y =
ω0δlx/y
c
, lM = lx + ly, ∆lM = lx − ly,
ψM = ψlx + ψly , and ∆ψM = ψlx − ψly . Thus, the sum of the phases picked up in the
two different paths only contribute to the overall phase of the reflected and transmitted
fields, while the differential phase shifts completely determine how much power that is
transmitted and reflected.
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B.3 Power recycled Michelson interferometer with
arm cavities
A power recycled Michelson interferometer is obtained by combining the Michelson
interferometer and two FP-cavities, and adding a power recycling mirror in front of the
beam splitter, as seen in figure B.3. Since the the fields in the Michelson and the FP-
Figure B.3: The figure shows a power recycled Michelson interferometer with Fabry-
Perot arm cavities, and the field components in the power recycling cavity that used
in equation B.5.
cavities already have been derived, only the fields of the PRC are explicitly considered
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here. The fields of the PRC are given by




























a3 = rpa0 + itpa
′
2, (B.5)
where the reflection coefficients for the Michelson and the arm cavities are obtained










































































δlp + (δlx + δly)/2
)
c
lprc = lp +
lx + ly
2






ANGULAR DEGREES OF FREEDOM: LIGO
AND FINESSE DEFINITIONS
Figure C.1: The figure shows the mirror angular degrees of freedom, as defined by
LIGO (left) and Finesse (right).
To define the angular degrees of freedom, LIGO uses a local coordinate system for each
mirror, defined by three orthogonal unit vectors:
ẑ = normal to the HR-surface at the intersection with the optical axis, pointing
towards the center of curvature,
ŷ = vertical and oriented upwards, and
x̂ = ŷ × ẑ. (C.1)
This LIGO convention is in the left hand side of figure C.1. Finesse also defines x̂
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and ŷ as above, but ẑ is instead defined as pointing from node 1 to node 2 for a mirror
component and from node 1 to node 3 for a beam splitter. Following the Finesse
convention of placing the components such that node 1 is closest to the main laser
along the optical axis, the coordinate systems for the two mirrors in an arm cavity are
as shown on the right hand side of figure C.1.
Thus, if the basis sets for the ITM and the ETM in the LIGO convention are {x̂1, ŷ1, ẑ1}
and {x̂2, ŷ2, ẑ2}, then
x̂1 = −x̂2
ŷ1 = ŷ2
ẑ1 = −ẑ2, (C.2)
where {x̂1, ŷ1, ẑ1} also is the basis set for both mirrors in the Finesse convention. If
θF denotes a pitch rotation in the Finesse convention and θL denotes the equivalent
angle in the LIGO convention, then a rotation about the radiation pressure eigenmodes













































which is used in the PyKat tools. For the yaw degrees of freedom, the Finesse and
LIGO conventions agree as both have the y-axis pointing vertically upwards. The




































In this appendix the misalignment-induced coupling coefficients between the funda-
mental mode and higher-order spatial modes are derived. Each higher-order mode can
be written as a product of the fundamental mode and a polynomial. The equations for








































































































where x is the transverse coordinate, z is the longitudinal coordinate, w(z) is the beam
radius, Rc(z) is the radius of curvature of the wavefront, and ψ(z) is the Gouy-phase.
Any misalignment can be described by a combination of an offset and a tilt in the
transverse plane, as seen in figure 4.1 in section 4.1, and the coupling coefficients for
these two cases are derived below. It is assumed that the beam is in the fundamental
mode u0 in the coordinate system defined by the beam axis.
D.1 Transverse offset
If the coordinates of the coordinate systems defined by the optical axis and the beam
axis are (x, z) and (x′, z′), respectively, then the the transformation between the two
systems is given by
x′ = x−∆x
z′ = z (D.2)
Assuming that the waist of the beam and the waist of the cavity eigenmode are located
in the plane z = z′ = 0, then Rc(z
′ = 0) = Rc(z = 0) = ∞ and ψ(z′ = 0) = ψ(z =
0) = 0. Thus, the only contributions to higher-order modes couplings come from the
factor e−x
′2/w20 . Taylor expansion of the incoming fundamental mode gives
u′0(x

































































where equation D.1 has been used to obtain the last equality.
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D.2 Tilted beam
For a beam tiled by an angle β with respect to the optical axis, the transformation of
the coordinates is given by
x′ = x cos β − z sin β
z′ = x sin β + z cos β, (D.4)






Here, we perform the basis change at the waist of the eigenmode, i.e., in the plane
defined by z = 0, which means that x′ = x cos β and z′ = x sin β. Thus, the magnitude























































where θD = tan
−1(w0/zR) ≈ w0/zR is the diffraction angle, and it is assumed through-
out this section that β < θD  1. The phase factor due to the Gouy-phase can be
expanded in β as
e
iψ(z′)






















= 1 +O(βθD). (D.7)
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Similarly, the curvature of the phase-front can be expanded as
e
−ikx′2













= 1 +O(βθD) (D.8)
Thus, the contribution to couplings to higher-order modes from these two phase factors
can be omitted as long as the paraxial approximation holds (θD  1). The expansion
of the phase due to propagation is given by
e−ikz
′






















thus, from here one obtains non-vanishing couplings to higher-order modes. By using
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