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1. INTRODUCTION 
The theory of mathematical programming grew remarkably after generalized 
convexity had been used in the settings of optimality conditions and duality theory. 
Hanson [5] showed that both weak duality and Kuhn-Tucker sufficiency for optimum 
hold when convexity was replaced by a weaker condition. This condition, called invexity 
by Craven [2], was further studied for more general problems and was a source of a vast 
literature. After the works of Hanson and Craven, other types of differentiable functions 
have been introduced with the intent of generalizing invex functions from different points 
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of view. Hanson and Mond [6] introduced the concept of F-convexity and Jeyakumar [3] 
generalized Vial’s  ρ -convexity ([12]) introducing the concept of  ρ -invexity. The 
concept of generalized (,) F ρ convexity, introduced by Preda [11] is in turn an extension 
of the above properties and was used by several authors to obtain relevant results. 
A large literature was developed around generalized invexity and its 
applications in mathematical programming and variational problem. Following the line of 
above cited papers, several authors have extended the basic theoretical results in 
multiobjective programming. From the more recent literature we refer to Xu [14] and 
Ojha and Mukherjee [10] for duality under generalized (,) F ρ - convexity, Mishra [9] 
and Yang et all. [15] for duality under second order F-convexity, Liang et all. [7] and 
Hachimi and Aghezzaf [4] for optimality criteria and duality involving (,,,) F d αρ  - 
convexity or generalized (,,,) F d αρ  - type functions. A common feature of all these 
extensions of  F  convexity is the sublinearity of the scale function and, when this is the 
case, the linearity with respect to the parameters. The (,) F ρ  convexity was recently 
generalized to (,) ρ Φ - invexity by Caristi, Ferrara and Stefanescu [1], and we will use 
this concept to extend some theoretical results of multiobjective programming. We begin 
by introducing some notation for vector inequalities. 
For  12 (, , . . . ,) , r x xx x =   12 ( , ,..., )
r
r yy y y = ∈ℜ , where 
r ℜ  stands for an 
Euclidean space, the following order notation will be used: 
x y ≥  if and only if i x y ≥  for all  1,2,..., ir =  
x y >  if and only if  ii x y >  for all  1,2,..., ir =  
and  , not x y ≥   not x y >  are the negations of  x y ≥ , respectively,  x y > . The problem to 
be considered here is the multiobjective programming problem: 
() ( ) :min , VP f x   () 0 , gx≤   0 x∈Χ  
where  0 Χ  is a nonvoid open subset of  ,
n ℜ   12 0 ( , ,... ):
p
p ff ff = Χℜ 6 , 
12 0 ( , ,... ): , , { 1,2,..., }
m
mi g gg g fi p =Χ ℜ ∈ 6  and  , {1,2,..., } j g jm ∈ are assumed to be 
differentiable on  0 Χ . The symbol "min" is used with the generic meaning of finding 
solutions of one of the types defined below. 
Let X be the set of all feasible solutions of (V P), 
0 {| ( ) xg x Χ= ∈Χ ≤0 }   
Definition 1. a∈Χ  is said to be a weakly efficient solution of () VP  if there is no  x∈Χ 
such that  () () f xf a < . 
Definition 2.  a∈Χ  is said to be an efficient solution of () VP  if there is no  x∈Χ such 
that  () () , f xf a ≤   () () . f xf a ≠  
Definition 3.  aX ∈  is said to be a properly efficient solution of () VP  if it is efficient 
and there exists a positive constant K such that for each  x X ∈  and for each 
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{1,2,... } i ∈ p  satisfying  () () , ii f xf a <  there exists at least one  {1, 2, ... } jp ∈  such that 
() () jj f af x <  and  () () ( () () )
i ij j f af xK f xf a −≤ − . 
 Denoting  by  () WE VP ,  () EV P and  () PEV P  the sets of all weakly efficient, 
efficient, respectively, properly efficient solutions of () VP , we have: 
() () () WE VP E VP PE VP ⊇⊇  
For readers’ convenience, let us write the definitions of (,) ρ Φ −invexity from 
[1]. Let:  0 : ϕ Χℜ 6  be a differentiable function  00 () ,
n Χ ⊆ℜ Χ⊆Χ  and  0. a∈Χ  
In the next definitions, an element of the (1 ) n+ − dimensional Euclidean space 
1 n+ ℜ  is represented as the ordered pair (,) yr , with 
n y∈ℜ and  r∈ℜ ,  ρ  is a real 
number and Φ  is a real-valued function defined on 
1
00
n+ Χ ×Χ ×ℜ , such that  (,, . ) x a φ  is 
convex on 
1 n+ ℜ  and  (,, ( 0 ,) ) 0 xa r φ ≥  for every (,) x a 00 ∈Χ× Χ and r + ∈ℜ . 
Definition 4. ϕ  is said to be (,)invex ρ Φ−  at  , a with respect to Χ , if 
() () (,, ( () , ) ) , xa x a a x ϕϕ ϕ ρ − ≥Φ ∇ ∀ ∈Χ (1) 
Definition 5.  ϕ  is said to be pseudo (,) ρ Φ - invex at a, with respect to  Χ , if 
() () 0 xa ϕϕ −≥  whenever  (,, ( () , ) ) 0 xa a ϕρ Φ∇ ≥  for some  x∈Χ . 
Definition 6. ϕ  is said to be strictly pseudo (,) ρ Φ − invex at a, with respect to  , Χ  if  
() () 0 xa ϕϕ −>  whenever   (,, ( () , ) ) 0 xa a ϕρ Φ∇ ≥  for some  x∈Χ ,  x a ≠ . 
Definition 7.  ϕ  is said to be quasi (,) ρ Φ − invex at a, with respect to  Χ , if 
(,, ( () , ) ) 0 xa a ϕρ Φ∇ ≤ , whenever  () () 0 xa ϕϕ − ≤  for some  x∈Χ . 
Definition 8 ϕ  is said to be semistrict quasi (,) ρ Φ −invex at a, with respect to Χ , if 
(,, ( () , ) ) 0 xa a ϕρ Φ∇ <  whenever  () () 0 xa ϕϕ − <  for some  x∈Χ . 
ϕ  is (,) ρ Φ− invex  (pseudo  (,) ρ Φ −invex, strictly pseudo (,) ρ Φ− invex, 
quasi(,) ρ Φ− invex, semistrict quasi (,) ρ Φ -invex) on  0 X  if it is (,) ρ Φ− invex 
(respectively pseudo (,) ρ Φ− invex, stritly pseudo (,) ρ Φ − invex, quasi (,) ρ Φ− invex, 
semistrict quasi (,) ρ Φ− invex) at a, for every  0 aX ∈ . 
Obviously,  (,) ρ Φ− invexity implies pseudo, quasi and semistrict 
quasi(,) ρ Φ− invexity and strict pseudo  (,) ρ Φ − invexity implies pseudo 
(,) ρ Φ− invexity. 
Remark 1. For 
2 (,, (, ) ) (,,) (,) x ay F x a y dx a ρρ Φ= + , where  F  is sublinear in the third 
argument, the above definitions turn to the corresponding versions of  (,) F ρ −  
convexity. 
Therefore the (,) ρ Φ−  invexity generalizes (,) F ρ − convexity; the set of scale 
functions which define the respective property for a given function is strictly larger in the 
former case than in the latter. Hence all results of the next two sections extend similar 
results obtained under (,) F ρ − convexity: 
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Everywhere in the following, (,) ρ Φ −invexity with respect to X (or some of its 
generalizations defined above) will be required for functions involved in a multiobjective 
programming problem, where  Χ  is the set of feasible solutions. To simplify the 
terminology we will omit the formal reference to Χ  in all statements. So that, we shall 
phrase simply “ i f  are (,) ρ Φ− invex at a” but we will understand“ i f are  (,) ρ Φ− invex 
at a, with respect to  Χ ”. 
2. OPTIMALITY CONDITIONS 
Likewise in the smooth scalar optimization, the Kuhn-Tucker conditions are 
necessary and/or sufficient conditions for optimality in multiobjective programming, if 
some additional conditions are fulfilled. Particularly, the sufficiency of Kuhn-Tucker 
conditions represents not only one of the most important theoretical achievements, but 
also a fundamental practical result. 
Unlike the one-objective case, in multiobjective programming efficient 
algorithms are missing. Therefore, the basic technique for solution consists in finding 
Kuhn-Tucker points and checking their optimality. Hence, any extension of the 
sufficiency results under weaker conditions actually represents both theoretical and 
technical progress in multiobjective programming. 
As we have pointed out in the previous section, (,) ρ Φ  - invexity follows 
several consecutive extensions of Hanson’s invexity. Since each type of invexity is 
characterized by a specific class of scale functions, the larger this class is, the more 
general is the respective property. Then, it is obvious that (,) ρ Φ  - invexity strictly 
generalizes (,) F ρ  – convexity, which in turn is strictly weaker than both F - convexity 
and  ρ  - invexity and each one of these two concepts generalizes Hanson’s invexity. 
However, a question rises when the invexity is required for proving suffiency 
results. Is such a result really extended when a more general invexity condition replaces 
another invexity condition? According to Martin ([8]), in the scalar mathematical 
programming, any generalized invexity turns to Hanson’s invexity when the sufficiency 
of Kuhn-Tucker conditions holds. In other words, whenever the objective function and all 
active restriction functions satisfy simultaneously the same generalized invexity at a 
Kuhn-Tucker point which is an optimum solution, then all these functions should satisfy 
the usual invexity, too (quasi-invexity for the restrictions). This is not the case in 
multiobjective programming, and our examples below show that the sufficiency of Kuhn-
Tucker conditions can be proved under (,) ρ Φ  - invexity, even if Hanson’s invexity is 
not satisfied. Therefore, the results of this section are real extensions of the similar results 
known in the literature. 
The main results of this section are the next four theorems concerning sufficient 
conditions for optimality under various (,) ρ Φ  -  invexities defined in Section 1. 
For the sake of completeness, we will also prove a necessity result under (,) ρ Φ  
– invexity. 
We recall first the basic definition of the Kuhn-Tucker conditions. 
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Definition 9. The triple (, ,) a μ λ , where  , aX ∈ 
p μ + ∈ℜ ,  0,  
m and μλ + ≠ ∈ℜ is said to 
be a Kuhn- Tucker point of (VP) if 
11
() () 0
p m
ii j j
ij
fa ga μλ
==
∇ +∇ = ∑∑  (2) 
and 
1
() 0
m
jj
j
ga λ
=
= ∑  (3) 
The next four theorems establish the sufficiency of the Kuhn-Tucker conditions 
for the optimality of a feasible solution. For a feasible solution  a denote by J(a) the set 
of active restrictions: 
{ } () { 1 , 2 , . . . , } () 0 } j Ja j mg a =∈ = . 
Theorem 1.  Let(, ,) a μ λ  be a Kuhn-Tucker point of() VP .Assume that for each 
{1, 2, ..., }  i i ∈ p f is pseudo  0 (, ) i ρ Φ  – invex at a, for each  () ,  j jJ ag ∈  is quasi (, ) j ρ Φ – 
invex at  0 1( )    0.
p
ii j j ij J a aa n d μρ λρ
=∈ +≥ ∑∑  Then, () . aW E V P ∈  
Proof: By way of contradiction suppose that  () . aW E V P ∉  Then, there exists a feasible 
solution  x X ∈ such that  () () . f xf a <  
Set 
()
0
1
1
p
ij jJa i
w
μ λ ∈ =
=
+ ∑∑
,  0 , ii ww μ =   0 1,2,..., , , 1,2,..., . jj ip v w jm λ = ==  
Obviously, 
() 1 1,
p
ii j jJa wv = ∈ += ∑∑   
() 10 0
p
ii i j j jJa wv ρλ = ∈ +≥ ∑∑  and  () 1 () 0 .
p
ii i j j jJa wfa vg = ∈ ∇ +∇ = ∑ ∑   
Hence, 
() 0
1( ) 1 ( )
0
1( )
0 , ,( ( ) ( ) ,( )
(,, ( () , ) ) (,, ( () , ) )
pp
ii j j ii j j
ij J a i j J a
p
ii ij j j
ij J a
xa w f a v g a w v
wx af a vx ag a
ρρ
ρρ
=∈ = ∈
=∈
≤Φ ∇ + ∇ + ≤
Φ∇ + Φ∇
∑∑ ∑ ∑
∑∑
)
 
For each  () , jJ a ∈   () () () 0 jj j gx ga gx −=≤ , and since  j g  is quasi (, ) j ρ Φ − invex at a, 
it follows that  () (,, ( () , ) ) 0 . jj j jJavx ag a ρ ∈ Φ∇ ≤ ∑  
Therefore,  
0
1
(,, ( () , ) ) 0
p
ii i
i
wx af a ρ
=
Φ ∇ ∑ ≥  (4) 
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so that  0 (,, ( () , ) ) 0 ii xa f a ρ Φ∇ ≥  for at least one  {1,2,..., }. ip ∈  Then,  () () 0 , ii fx fa −<  
from the pseudo  0 (, ) i ρ Φ−  invexity of  i f . This contradicts the initial assumption. ■ 
 
Remark 2. The inequality  (4) holds for every feasible solution  x whenever each 
,( j ) g jJ a ∈  is quasi (, ) j ρ Φ −  invex at a and the inequality 
() 0 1 0
p
ii j j ij J a μρ λρ
=∈ + ∑∑ ≥  is satisfied.  
 
Theorem 2.  Let  (, ,) a μ λ  be a Kuhn-Tucker point of () VP . Assume that for each 
{1,2..., } ip f ∈   i  is semistrict quasi  0 (, ) i ρ Φ − invex at a, for each  () , j jJ a g ∈   is quasi 
0 (, ) i ρ Φ−  invex at a and  () 0 1 0
p
ii j j ij J a μρ λρ
=∈ + ≥ ∑∑ .Then,  () . aW E V P ∈  
Proof: Suppose that  () , aW E V P ∉  so that  () () f xf a <  for some  . x X ∈  
As well as in the previous proof, the inequality  0 1 (,, ( () , ) ) 0
p
ii i i wx af a ρ
= Φ ∇ ∑ ≥  results 
from the definition of Φ  and the quasi  0 (, ) i ρ Φ − invexity of  j g  (Remark 1.) But, since 
0, μ ≥   0, μ ≠  and  i f   are semistrict quasi  0 (, ) i ρ Φ − invex at a the strict inequality 
0 1 (,, ( () , ) ) 0
p
ii i i wx af a ρ
= Φ∇ < ∑  should be satisfied. The contradiction proves the 
theorem. ■ 
 
Theorem 3.  Let  (, ,) a μ λ  be a Kuhn-Tucker point of (V P). Assume that for each 
{1,2,... } ip ∈ i f  is strictly pseudo  0 (, ) i ρ Φ − invex at a,  for each  () , jJ a ∈   j g  is quasi  
(, ) j ρ Φ−  invex at a and   () 0 1 0.
p
ii j j ij J a μρ λρ
=∈ + ≥ ∑∑ Then,  () aE V P ∈ . 
Proof: Let x  be any feasible solution. Following the same line as in the proof of 
Theorem 1, we obtain that  0 (,, ( () , ) ) 0 ii xa f a ρ Φ∇ ≥  for at least one  {1,2,..., }. ip ∈  Then, 
the assumptions on  i f  imply  () () . ii f xf a >  Therefore,  () aE V P ∈ . ■ 
 
Theorem 4. Let (, ,) a μ λ  be a Kuhn-Tucker point of (V P) where  0 μ > . Assume that for 
each  {1, 2, ..., } ip ∈   i f  is  0 (, ) i ρ Φ−  invex at a, for each  () , jJ a ∈   j g  is quasi 
(, ) j ρ Φ− invex at a and  () 0 1 0.
p
ii j j ij J a μρ λρ
=∈ + ≥ ∑∑  Then,  () aP E V P ∈ . 
Proof: First, let us show that  () aE V P ∈ . 
Suppose that this is not true. Then, 
1 (( ) ( ) )0
p
ii i i fx fa μ
= − < ∑ . 
Since (4) is satisfied by  x , the  0 (, ) i ρ Φ − invexity of  i f  implies the inequality 
1 (( ) ( ) )0
p
ii i i fx fa μ
= − ≥ ∑ , in contradiction with the above one. 
Now, we show that  () aP E V P ∈ . 
In the contrary, for each positive  K , there exists  x X ∈  and  {1, 2, ..., } ip ∈ , 
such that  () () 0 ii fa fx − >  and 
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() () ( () () ) ii j j f af xK f xf a − >−    (5) 
for every  {1, 2, ..., } i ∈ p  satisfying  () () . jj f xf a >  
Particularly, take  1, , (1 ) m a x
k
kp k Kp .
μ
μ
≤≤ ≠ =− AA
A
  
Since (5) holds for every  ji ≠ we have 
() () ( 1 ) ( () () ) ,
j
ii jj
i
f af x p f xf aj
μ
μ
>> − − ∀ ≠ i  
Then, the invexity assumptions imply: 
00 ( , ,( ( ), )) ( 1) ( , ,( ( ), )), 
j
ii i j
i
x af a p x af a j
μ
ρρ
μ
−Φ ∇ > − Φ ∇ ∀ ≠ i  
or, equivalently, 
00
1
( , ,( ( ), )) ( , ,( ( ), )) 0,
1
ii i ji j xa f a xa f a
p
μρ μρ Φ∇ + Φ∇ <
−
  ji ∀ ≠  
Summing these inequalities it results 
00 (,, ( () , ) ) ( () , ) ) 0 , ii i j i j
ji
x a fa fa μρ μ ρ
≠
Φ∇ +Φ ∇ < ∑  
or, 
(,, ( () , ) ) 0 , jj o j
ji
xa f a μρ
≠
Φ ∇< ∑  
contradicting (4). ■ 
 
The simple examples below show that the above results are real extensions of 
previously known results concerning sufficiency of Kuhn-Tucker conditions. 
 
Example 1. Let be the four-objective programming problem 
1234 m i n ( () , () , () , () ) , f xfxfxfx   0 () 0 ,   g xx X ≤ ∈  
where 
2
01 2 1
21 2 31 2
(1 , 1 ) (1 , 1 ) ,() , () ( 1 ) ( 2 ) ,  
() ( 1 ) ( 3 ) ,  () ( 2 ) ( 1 )
Xg x x x f x x
fx x x fx x x
=− ×− ⊆ ℜ = − = − −
=− + =+ −
1 2 x
22
412 () ( 1 ) ( 1 ) fx x x = −+− +. 
It is easy to see that the triple (, ,) , a μ λ  where  (0,0) , (1 ,1 ,1 ,0), 1 , aX μ λ = ∈= =  is a 
Kuhn-Tucker point. 
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Setting 
12
11 22 (,, (,) ) ( 2 1 ) ( ) ( ) ,
ry y x ay r x a x a y xa
++ Φ= − − − + −  
and  01 02 03 04 4, 1,  0,  4 ρρ ρρ == − ==  and  1 ρ = − , one can verify that  i f  are strictly 
pseudo  0 (, ) i ρ Φ− invex at a (with respect to  X ) and g is quasi (,) ρ Φ − invex at a. 
Since 
4
0 1 20 ii i μρ λ ρ
= += > ∑ , all assumptions of Theorem 3 hold, hence a is an efficient 
solution. 
On the other hand, Hanson’s invexity is neither verified at a for  123 ,,, f ffand 
4 f (nor for  , 1 ,2,3,4 i fi = and g). Assuming the contrary, the following four inequalities: 
121 1 2( ,) ( ,) ( ) ( ) x ax a f x f a ηη −−≤ −  
12 2 2 3( ,) ( ,) ( ) ( ) x ax a f x f a ηη −≤ −  
12 3 (,) 2 (,) () () 3 x ax a f x f a ηη −+ ≤ −  
12 4 2(,) 2 (,) () () 4 x ax a f x f a ηη −− ≤ −  
should be satisfied for all  x X ∈ and some function  12 (, ) ηη . Obviously, this is an 
impossibility (Take, for instance  (1/ 2,1/ 2) x = ). 
 
Example 2: Let be the two-objective programming problem 
12 m i n ( () ,  () ) , f xfx () 0 , gx≤ 0 x X ∈  
where  0,, X gXand  1 f  are as in the above and  21 2 () ( 1 ) ( 2 ) , fx x x = ++  The triple 
(, ,) a μ λ  where  (0,0) , (1,1), 1/2, aX μ λ =∈= =  is a Kuhn-Tucker point. 
The functions  1 f , 2 f , g  are (,) ρ Φ− invex at a (with respect to X). Indeed, defining 
3
00 : XX Φ× × ℜ 6 ℜ  by 
11 22 (,, (,) ) 2 ( 2 1 ) ( ) ( ) ,
r x ay r x a x a y xa Φ= − − − + −  
we can easily verify that for every  x X ∈ the following relations hold: 
11 2 1 2 1 (,, ( () , 1 / 2 ) ) 2 () () 1 x af a x x xx f xf a Φ∇ ≤ − − =− 
21 2 1 2 2 (,, ( () , 1 / 2 ) ) 2 () () 2 x af a x x xx f xf a Φ∇ ≤ + + =− 
12 (,, ( () ,1 ) ) () () x ag a x xg xg a Φ∇ − = − = −  
Therefore,  12 ,, f f  and  g are (,) ρ Φ− invex at a for the parameter values  01 02 1/2 ρρ ==, 
respectively,  1 ρ = − . 
Since 
2
0 1 1/2 0 ii i μρ λ ρ
= += ≥ ∑ , all assumptions of Theorem 4 hold, hence a is a proper 
efficient solution. 
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On the other hand, Hanson’s invexity is not verified at a for  12 ,, f f and g . 
Assuming the contrary, the following three inequalities: 
121 1 2( ,) ( ,) ( ) ( ) x ax a f x f a ηη −−≤ −  
12 2 2 2( ,) ( ,) ( ) ( ) x ax a f x f a ηη −−≤ −  
0( )( ) g xg a ≤− 
should be satisfied for all  x X ∈ and some function  12 (, ) ηη and that is impossible. 
Now we will show that (,) ρ Φ −  invexity can be used instead of other 
generalized convexity properties for proving the necessity of Kuhn-Tucker conditions. 
 
Theorem 5.  Let a be an efficient solution of () VP . Assume that Slater’s constraint 
qualification is satisfied for all restrictions indexed in  () J a . If, for each  () , j jJ a g ∈  is 
semistrict quasi (, ) j ρ Φ−  invex at a, for some  0 j ρ ≥ , then there exist  ,0
p μμ + ∈ℜ ≠  
and 
m λ + ∈ℜ  such that (2) and (3) are verified by (, ,) a μ λ . 
Proof: As it is known  () aE V P ∈  if and only if a is optimal for all problems: 
0 ( ) : m i n () ,    ,    () 0 ,    () () ii k k P fx x X g x fx fa k i ∈≤ ≤ ∀ ≠  
1,2,..., . in =  
Let  x X
∗ ∈ , satisfying Slater’s conditions:  ()0 ,    ( ) jj g xJ
∗ <∀ ∈ a . 
Fix  i . The differentiability assumptions ensure the existence of Fritz-John 
multipliers of the scalar problem () i P . Thus, there exist 
i w
p
+ ∈ℜ  and 
i v +
m ∈ℜ such that  
11
() () 0
p m
ii
jj
j
wfa vga
==
∇ +∇ = ∑∑ AA
A
 (6) 
1
() 0
m
i
jj
j
vg a
=
∇ = ∑    (7) 
11
0
p m
ii
j
j
wv
==
+ > ∑∑ A
A
   (8) 
We are going to prove that  0
i w > A  for at least one A . 
Otherwise, if  0
i w = , it follows from (8) that  0 1 0
m ii
j j vv
= = > ∑ . Setting 
0 , 1,2,..., ,
ii i
jj vvj m λ == the equality (6) becomes 
() () 0
i
jj jJa ga λ
∈ ∇ = ∑ . 
 
Then, it results from the properties of Φ  that: 
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() () ()
()
i
j
jJa
0 , ,( ( ),   ) , ,( ,( ), )
ii
jj j j j j
jJa jJa
xa ga xa g a λ λρ λ ρ
∗∗
∈∈ ∈
⎛⎞
≤Φ ∇ ≤ Φ ∇ ⎜⎟ ⎜⎟
⎝⎠
∑∑ ∑  
On the other hand,  ()0 ,  ( ) , j g xj J
∗ <∈ a  according to Slater’s conditions. Then, because 
each  j g  is semistrict quasi (, ) j ρ Φ−  invex, 
() (, , ( ( ) , ) )0
i
jj j jJa xa ga λρ
∗
∈ Φ ∇< ∑ so that 
we have arrived to a contradiction. 
Finally, observe that the conclusions of the theorem hold for 
1 ,   1,2,...,
p i
kk i wk p μ
= == ∑  and 
1 ,   1,2,..., .
p i
jj i vj m λ
= == ∑ ■ 
 
 
3. DUALITY 
Two types of duality are considered here, Wolfe duality and Mond-Weir duality. 
In both cases we prove that the weak duality property and the direct duality theorem hold 
under conditions introduced in the first section. 
Let us consider first the Wolfe-type dual problem: 
1
() : m a x ( ) ( )
m
jj
j
WVP f y g y e λ
=
⎛⎞
+ ⎜⎟
⎝⎠ ∑ ,  
0
11 1
() () 0 ,  (,,) ,   1 .
p p m
pm
ii j j i
ij i
fy gy y X μλ μ λ μ ++
== =
∇ + ∇ = ∈ ×ℜ ×ℜ = ∑∑ ∑  
where e stands for the vector of 
p ℜ  whose components are all ones, and " max " requires 
solutions defined in a manner analogous to those of problem () VP  by reversing the 
inequalities. 
The following weak duality result holds. 
Theorem 6. Let  x  be a feasible solution of () VP  and (,,) y μ λ  a feasible solution of 
( WVP) . Assume that for each  {1, 2, ..., },   i ip f ∈  is  0 (, ) i Φ ρ − invex at  y ,  for each 
{1,2,..., },  j jm g ∈  is (, ) j ρ Φ− invex at  y and  0 11 0
pm
ii j j ij μρ λρ
== + ≥ ∑∑ . 
Then, 
1 () () ()
m
not j j j xf y g y e λ
= <+ ∑ .  f
Proof: Setting   and   as in the proof of Theorem 1, we obtain first  w v
0
11
0 ( , ,( ( ), )) ( , ,( ( ), ))
p m
ii i j j
ij
wx yf y vx yg yj ρρ
==
≤Φ ∇ +Φ ∇ ∑∑  
and hence, 
0
11
0 ( , ,( ( ), )) ( , ,( ( ), ))
p m
ii i j j
ij
xy f y xy g y j μρ λ ρ
==
≤Φ ∇ +Φ ∇ ∑∑  (9)   
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Since each  i f  is  0 (, ) i ρ Φ−  invex at y and each  j g is (, ) j ρ Φ −  invex at  y  it follows that 
11
0 ( () () ) ( () () )
p m
ii i j j j
ij
f xf y g xg y μλ
==
≤− +− ∑∑   (10) 
and, since 
1 () 0
m
jj j gx λ
= ≤ ∑ , it results 
11
(( ) ( ) ) ( )0
p m
ii i j j
ij
fx fy gy μλ
==
−− ≥ ∑∑  
This inequality proves the theorem. ■ 
 
Now we prove a direct duality result. 
Theorem 7.  Let a be an efficient solution of () VP . Assume that Slater’s constraint 
qualification is satisfied for all restrictions indexed in  () J a . If, for each   
{1, 2, ..., },   i ip ∈ f  is  0 (, ) i ρ Φ−  invex on  0 X , and for each  {1,2,..., },  j jm g ∈  is 
0 (, ) j ρ Φ−  invex on  0 X , where  0 ,, 0 ij ρρ ≥ , then there exist μ  and λ  such that 
(,,) y μ λ  is a weakly efficient solution of () WVP . 
Proof: By Theorem 5, there exists 
p μ + ∈ℜ  and 
m λ + ∈ℜ  such that (, ,) a μ λ  verifies (2) 
and (3). Obviously, since  0 μ ≠ , we can assume that 
1 1
p
i i μ
= = ∑  ( Otherwise,  μ  and λ  
should be redefined dividing their components by 
1 0
p
i i μ
= > ∑ .) 
Thus, (, ,) a μ λ  is a feasible solution of () WVP . 
To prove that it is weakly efficient, suppose, by way of contradiction, that there 
exists a feasible solution 
'' (, , ) y μ λ  of  ( WVP)  such that  
'
11 () () () ()
mm
jj jj jj f ag a e f y g λλ
== +< + ∑∑ y e . 
But, since 
1 () 0
m
jj j ga λ
= = ∑  by (3), and the invexity conditions are satisfied for  y , one 
contradicts the previous theorem. ■ 
 
Consider now the Mond-Weir dual of () VP . 
() : m a x    ( ) MWVP f y , 
m
j0 1
1j 1
p
i
i1
() () 0 ,    () 0 , ( y ,,) ,   
1.
m
p pm
ii j j j i
j
fy gy gy X μλ λ μ λ
μ
++ =
==
=
∇+∇ = = ∈ × ℜ × ℜ
=
∑∑ ∑
∑
 
The next results represent the counterpart of the duality results established in the 
above. 
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Theorem 8. Let  x  be a feasible solution of () VP and  (,,) y μ λ  a feasible solution of 
() MWVP . Assume that for each  {1, 2, ..., },   i ip f ∈  is semistrict quasi  0 (, ) i ρ Φ − invex at 
y , for each   {1,2,..., }, j jm g ∈  is (, ) j Φ ρ −  invex at  y  and  0 11 0
pm
ii j j ij μρ λρ
== + ≥ ∑∑ . 
Then,  () () not f xf < y  
Proof: Suppose that () () f xf y <  for some feasible solutions  x  and (,,) y μ λ . As in the 
above, the properties of Φ  and the equality 
11 () () 0
pm
ii j j ij fy gy μλ
== ∇ +∇ ∑∑= , produce 
the inequality (9). Now, since  () 0 j gx ≤  and 
1 () 0
m
jj j gy λ
= = ∑ , the (, ) j ρ Φ −  invexity 
of   j g implies that  
0 0
11 1
0 ( , ,( ( ), )) ( ( ) ( )) ( , ,( ( ), ))
p p m
ii i j j j ii
ij i
xy f y g x g y xy f y μρ λ μ
== =
≤Φ ∇ + − ≤Φ ∇ ∑∑ ∑ i ρ  
Finally, we arrive to a contradiction, because the initial assumption and the 
semistrict quasi  0 (, ) i ρ Φ−  invexity of  i f  implies the strict inequality 
0 1 (,, ( () , ) ) 0
p
ii i i xy f y μρ
= Φ∇ < ∑ . ■ 
The proof of the following theorem is similar to those of Theorem 7 and is 
based on the previous result. 
 
Theorem 9. Let a be an efficient solution of () VP . Assume that Slater’s constraint 
qualification is satisfied for all restrictions indexed in  () J a . If, for each  {1, 2, ..., },   i ip f ∈  
is semistrict quasi  0 (, ) i ρ Φ− invex on  0 X , and for each  {1,2,..., }, j jm g ∈  is 
(, ) j ρ Φ− invex on  0 X , where  0 , ij0 , ρρ ≥ then there exist  μ  and λ  such that (, ,) a μ λ  
is a weakly efficient solution of () MWVP . 
Remark 3. An example in [1] shows that duality properties in scalar mathematical 
programming hold under (,) ρ Φ− invexity even if usual invexity is not fulfilled. 
Obviously this conclusion is still valid for multiobjective programming, and then our 
results really extend similar results involving other types of invexity. 
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