ABSTRACT Answer selection is an essential step in a question answering (QA) system. Traditional methods for this task mainly focus on developing linguistic features that are limited in practice. With the great success of deep learning method in distributed text representation, deep learning-based answer selection approaches have been well investigated, which mainly employ only one neural network, i.e., convolutional neural network (CNN) or long short term memory (LSTM), leading to failures in extracting some rich sentence features. Thus, in this paper, we propose a collaborative learning-based answer selection model (QA-CL), where we deploy a parallel training architecture to collaboratively learn the initial word vector matrix of the sentence by CNN and bidirectional LSTM (BiLSTM) at the same time. In addition, we extend our model by incorporating the sentence embedding generated by the QA-CL model into a joint distributed sentence representation using a strong unsupervised baseline weight removal (WR), i.e., the QA-CLWR model. We evaluate our proposals on a popular QA dataset, InsuranceQA. The experimental results indicate that our proposed answer selection methods can produce a better performance compared with several strong baselines. Finally, we investigate the models' performance with respect to different question types and find that question types with a medium number of questions have a better and more stable performance than those types with too large or too small number of questions.
I. INTRODUCTION
A question answering (QA) system can understand users' questions described in natural language and return the best answer for the submitted question [1] . In virtue of the success of Apple's Siri 1 and IBM's Watson, 2 QA has received widespread attention in both academia and industry [2] , [3] . By understanding user's question intention, a QA system retrieves the reasonable text in a knowledge base which contains potential answers for the question, extracts appropriate answers in the retrieved text and finally selects the best answer from all extracted answers. Compared with the traditional information retrieval (IR) system, QA system can better understand the real intention of users' questions. Hence it could effectively meet users' information needs.
is to find the best answer from a list of candidate answers for the given question. The task of answer selection can be formally defined as follows.
Definition: Given a question q and a candidate answer pool P consisting of s candidate answers related to q, i.e., P = {a 1 , a 2 , · · · , a s }. Answer selection aims to select the best answer of q from the candidate answer pool P. If the selected answer a c (1 ≤ c ≤ s) is included in the ground truth pool G of question q, i.e., G = {g 1 , g 2 , · · · , g x }, where x is the number of ground truth of q, the answer selection task is considered to be successful. Otherwise, it fails. Fig. 1 provides a simple example of answer selection. In Fig. 1 
, for the question q: ''Who is the president of the United States now?''
Its candidate answer pool P has four candidate answers, i.e., Obama, Trump, Lincoin and Reagan, corresponding to a 1 , a 2 , a 3 and a 4 . The ground truth pool G contains two correct answers of question q, i.e., Trump and Donald Trump, corresponding to g 1 and g 2 . If an answer selected from the answer pool P by an algorithm is included in the ground truth pool G, the task would be considered as successful. From the definition above, the task of answer selection can be treated as a candidate reranking problem [7] or a binary classification problem [8] . Besides determining whether a candidate answer is appropriate for the question or not, the key point of answer selection task is to find the relevance score between question and its candidate answer.
Previous works on the task of answer selection mainly attempt to measure the relevance through a syntactic matching of parse trees, which can be achieved by syntactically transforming answer to question [9] , [10] . These approaches may suffer from low-efficiency and multi-language problems as they need much artificial efforts and professional knowledge. To overcome these problems, the deep learning based methods for answer selection have been proposed recently, which would generate sentence embeddings for question and its candidate answer and then calculate their relevance score without any feature engineering. From CNN to LSTM, various neural network models have shown high performances for this particular task. However, by comparing the performance of CNN and RNN on different NLP tasks, Yin et al. [11] have found that CNN is supposed to be good at extracting position invariant features in short text and LSTM has its advantages on tasks requiring the modeling of sequence units in long text. It's reasonable because CNN is a hierarchical network while LSTM mainly focuses on the sequential architecture. Therefore, a single deep neural network may have its inborn weakness in extracting the rich sentence features simultaneously.
Different from previous deep learning based methods for answer selection, we come up with a parallel architecture in this paper to collaboratively learn the sentence embeddings for question and answer, which combines different neural networks in a parallel training architecture. To address the issue that a single deep neural network has its inborn weakness in extracting the rich sentence features, we first deploy CNN and BiLSTM to collaboratively learn the initial word vector matrix of question or answer sentence at the same time, resulting in the QA-CL model. Then, we extend the QA-CL model by incorporating the sentence embedding into a joint distributed sentence representation using a strong unsupervised baseline WR, leading to the QA-CLWR model. For comparison, we conduct experiments on the popular answer selection dataset InsuranceQA. Experimental results demonstrate that our collaborative learning methods show superiority against several strong baselines.
Our contribution in this paper can be mainly summarized as follows:
• We propose a new parallel architecture which could collaboratively learn the distributed representations of question and answer by CNN and BiLSTM. We then extend it by synthesizing an unsupervised method to learn a richer sentence representation for the answer selection task;
• We investigate how question types influence the performance of answer selection and find that those question types with medium number of questions have a better and more stable performance compared with those with too large or too small number of questions in one type;
• We conduct comprehensive experiments on a freely available dataset to verify the effectiveness of our proposals and result in an improvement against several strong baselines in well-known metrics. The rest of this paper is organized as follows: Section II introduces the related works of answer selection. Section III describes our collaborative learning architectures. Section IV details experiments related information and the setup of our experiments. Experimental results and discussions would be presented in Section V. Finally, we draw conclusions and give possible future directions in Section VI.
II. RELATED WORKS
Prior researches on answer selection are mainly based on linguistic tools, feature engineering or external resources [7] . For instance, lexical semantic features calculated by WordNet are gathered in the work of Yih et al. [12] , where related tokens between question and answer can be semantically matched based on their semantic relevance. In addition, the answer selection task can be treated as a syntactical matching problem between question's and answer's parse trees [9] , [10] . For instance, Wang and Manning [10] propose a novel probabilistic model to capture the alignment, which applies tree-edit operations on dependency parse trees. Instead of adding syntactic features to previous works, Wang et al. [9] propose a probabilistic quasi-synchronous grammar where question and its correct answer match each other by a loose but predictable syntactic transformation. After that, Heilman and Smith [13] and Yao et al. [14] attempt to achieve the matching process with minimal edit sequences from question's and answer's dependency parse trees. In addition, Severyn and Moschitti [15] propose to use an SVM with tree kernels to incorporate feature engineering over parsing trees into the process of discriminative tree-edit features extraction. Although these approaches showed good performance for answer selection task, they might suffer from the complex linguistic tools problem, the inadequate feature engineering problem and the unavailable external resources problem. Furthermore, these methods are low-efficient and can't deal with multi-language problem since they cost much artificial efforts and professional knowledge.
With the resurgence of deep neural networks (DNNs), many natural language processing (NLP) tasks have benefited greatly from DNNs' high performance with less need on engineering features, including answer selection [8] . Most approaches to solve the answer selection problem can be grouped into one of the following two categories. First, after distributed representations learnt by DNNs, question and answer can be matched by certain similarity metrics. For instance, Feng et al. [2] compare several CNN models with different similarity metrics. After that, deep learning methods with attention mechanisms are proposed [7] , [16] , [17] . For instance, Tan et al. [7] deploy an attentive BiLSTM component based on the relevance of segments in candidate answer towards question. Wang et al. [17] introduce several architectures to synthesize attention inside a GRU. In addition, Wang and Jiang [18] propose a general ''compare-aggregate'' framework and particularly focus on different comparison metric functions to match the question and answer vectors. Second, a joint sentence embedding of both question and answer is learnt by DNNs, and then the answer selection task can be regarded as a learning-to-rank or a binary classification problem. For instance, Wang and Nyberg [19] propose to employ the stacked BiLSTM to learn a joint feature vector for the question and its candidate answer, which is then used as one of the inputs in the gradient boosted regression tree (GBDT) [20] for classification problem. Severyn and Moschitti [21] present a CNN architecture to jointly learn the question-answer pair's embedding and then rerank question-answer pairs according to a pointwise method.
Generally, our proposals belong to the first category. Similar work can be found in the literature [19] , where a hybrid method is introduced to combine the labels generated by BiLSTM and BM25 [12] by a machine learning method, i.e., GBDT. Similar with [19] , Dehghani et al. [22] employ the output of the unsupervised model BM25 as a weak supervision signal, which aims to improving the performance of neural networks. For contrast, we employ a CNN and a BiLSTM to collaboratively learn the rich sentence features. In addition, we extend our neural network model by incorporating an unsupervised baseline, i.e., WR, to combine the joint sentence embeddings rather than the labels, which can well synthesize the semantic sentiment, the sequence structure and the keyword overlap in one sentence embedding. Chen et al. [23] attempt to incorporate unsupervised features into a neural architecture which aims to improve modeling effectiveness. However, they only employ a single CNN in their model. Tan et al. [7] employ different neural networks to produce more composite distributed representations for question and answer. In the research of Tan et al. [7] , they employ a serial structure to apply a CNN after a BiLSTM. However, no evidence shows that the serial structure is better than the parallel structure. To some degree, in a serial structure, the input data processed by CNN have already been sequentially learnt by BiLSTM. In this process, the function of CNN may be weakened since the input of CNN is not as complete as the original data. Thus, in this case, we propose collaborative learning models based on the parallel structure, where two different neural networks learn the initial word vector matrix of sentence at the same time and the unsupervised method can be combined to produce the joint sentence embeddings for question and answer. 
III. APPROACH
In this paper, following [7] and [24] , we evaluate the relevance score between question and answer by measuring the cosine similarity of their sentence embeddings. The main architecture of our proposals is shown in Fig. 2 , which consists of a collaborative learning part and an unsupervised sentence embedding part. The former part leads to a basic collaborative learning model (i.e., QA-CL), following a parallel architecture that combines CNN and BiLSTM in one training mechanism without any other features. Upon this part, we extend the QA-CL model by synthesizing sentence VOLUME 7, 2019 features using an unsupervised WR method, leading to the QA-CLWR model. In this paper, we regard each question and candidate answer as an input sentence s to illustrate our proposals. We first preprocess the input sentence s into an initial word vector matrix: S = {s 1 , s 2 , · · · , s m } with word2vec [25] , [26] toolkit, where s t is an n-dimensional word vector. For those words out of word2vec's vocabulary base, we initialize their word vector as a zero vector. In addition, all questions and answers will be padded to a fixed length with a special token. Tokens out of this length would be discarded. The major steps of our proposals will be detailed in the following subsections.
A. COLLABORATIVE LEARNING MODEL
As it shown in Fig. 2 , our QA-CL model employs two types of networks, i.e., CNN and BiLSTM, to collaboratively learn the sentence embedding for input sentence s. In QA-CL model, CNN and BiLSTM generate sentence embedding for the input sentence s separately with their own operation mechanism. After generating two different sentence embeddings, we concatenate them into a joint distributed sentence representation. Question and answer sentences share the same parameters in this paper since previous research [2] has found that optimizer faces greater difficulty when question and answer share different parameters. The concrete process of the CNN and BiLSTM in our QA-CL model are designed as follows.
The first neural network we employed in our QA-CL model is a CNN-based component, which is supposed to be able to better extract sentence position features for question and answer. The CNN part in our collaborative learning architecture is illustrated in Fig. 3 , where s 1 to s 5 represent all word vectors in the input matrix S. The inside operation process of our CNN part is detailed below. In the traditional CNN [27] , the convolution layer is applied in all input data by the convolution filters, and the whole region is scanned through the mobile convolution filter windows. However, this method is not reasonable for NLP tasks [28] . Generally, for image data, each pixel is independent with each other but its value indicates the color information in RGB or grey scale format. However, for text data, single point has no specific meaning in word vector matrix but has correlation with other points in the same column, which consists of a word vector for a single word. As Zhang and Wallace [28] suggest in their paper, there is inherent sequential structure in text data. Actually, for NLP tasks, we always employ one column in word vector matrix to represent one discrete word. Thus, it is reasonable to employ a filter whose width is equal to the dimensionality of the word vectors for NLP tasks. We apply zero padding for input matrix S to conduct a narrow convolution in this paper.
Assuming that there is a 2-gram filter F, its size would be n × 2 since we employ the 1-dimensional convolution in this paper. The word vector matrix and the CNN filter F work as follows in our QA-CL model:
where the left matrix refers to the word vector matrix S of input sentence s with sentence length m. Every word in sentence is embedded into a n-dimensional real number vector s t . The filter of CNN is represented by the right matrix F. We employ the filters with different size to learn various features. The output of the convolution layer with the input matrix S and a 2-gram filter F is an (m − 1)-dimensional feature map vector o, which is produced as follows:
If we have k filters employed in the above demonstration, the obtained output matrix M CNN will be as follows:
In this paper, we employ the Relu function and a 1-MaxPooling layer to process the output matrix M CNN . The 1-MaxPooling layer's function is to capture the highest match degree between the input sentence matrix S and a filter F. Finally, we would obtain a k-dimensional vector v cnn to represent the input sentence:
The second neural network we employ in our QA-CL model is a BiLSTM-based component, which has advantages in modeling units in sequence of question and answer. In a traditional LSTM framework [29] , there are always three gates, i.e., input i, forget f and output o, as well as a memory cell c. For answer selection task, the input of LSTM is a sentence matrix S, rather than a sequence. In the second part of our QA-CL model, the non-linear activation process of cell input and cell output at each step t is updated as Fig. 4 illustrates, where C t indicates the input cell's activation, h t indicates output cell's activation, C t indicates the updated memory information and f t , i t , o t control the information stored in three gates, respectively. Concrete operation processes of LSTM in our QA-CL model is detailed as follows.
Firstly, the forget gate f controls how much information of former token's state h t−1 should be forgotten. Then, the input gate i determines how much information of input s t will be stored in the memory cell c at the current time step t. Next, the memory cell c would calculate the total information of the current input s t and past memory h t−1 . After that, the updated memory information C t would consist of the past memory information filtered by the forget gate. Finally, the output gate o determines how much memory information would be used in the next time step. Detailed processes are included in the following formulae:
where σ is an activation function sigmoid. W ∈ R H ×m , U ∈ R H ×H and b ∈ R H ×1 are network parameters, controlling input information, output information and bias, respectively. In this paper, we employ tanh as the non-linear activation function for the cell input and cell output. After conducting the above operations for the input word vector matrix S, a new word vector matrix with sentence sequence information will be generated.
Since single direction LSTM can only remember the sequence information from previous tokens, suffering the weakness in using future tokens' information [30] . A BiLSTM, which processes the sequence data by employing LSTMs in two directions, has been widely adopted in many NLP tasks [31] , [32] . In this paper, we employ the BiLSTM to capture both the previous and future contextual information in the input word vector matrix S. With two generated word vector matrixes of the input sentence matrix S by LSTMs in the forward direction and the backward direction, the output of BiLSTM at each step t will be concatenated by two vectors from different directions:
where − → h t indicates the output of BiLSTM at step t in forward direction and ← − h t indicates it in the backward direction. With the outputs in all steps, we could obtain the output matrix corresponding to the input word vector matrix S in BiLSTM:
where M BiLSTM is the output matrix of BiLSTM in our QA-CL model. h t (1 < t < m) indicates the output of BiLSTM at step t. By applying the same Relu function and 1-MaxPooling operation to each column of M BiLSTM , we would obtain an sentence vector v bilstm for the input sentence matrix S:
After generating two sentence embeddings, i.e., v cnn and v bilstm by the neural network methods above, we would concatenate them into a joint distributed sentence representation v CL in our QA-CL model as follows:
Before training, a dropout layer is employed to avoid overfitting in our QA-CL model. With the back-propagation algorithm [33] , the parameters in each neural network will be updated to achieve a lower loss in every training step. Detailed training process will be given in Section III-C.
B. COLLABORATIVE LEARNING WITH WEIGHT REMOVAL MODEL
In order to extract more features for sentence embeddings, we extend the QA-CL model by synthesizing the sentence embedding generated by an unsupervised method, leading to an improved model, i.e., Collaborative Learning with Weight Removal model (QA-CLWR). Since the QA-CL model only employs the neural networks (NNs) to extract the sentence features and a non-NN can develop the keyword overlap feature which may not be included in neural network method, it is reasonable to consider synthesizing sentence features from a non-NN method into the final distributed sentence representation for collaborative learning. A basic non-NN approach for answer selection task is the bag-of-words (BoW) model, which is widely used in IR system. It synthesizes the Inverse Document Frequency (IDF)-weighted sum of word embeddings for the question and for all of its candidate answers by:
where S is the input sentence's word vector matrix, s t is the word vector in S and IDF t is the corresponding IDF. This produces a vector representation for the question or candidate answer. Recently, Arora et al. [34] proposed a simple but toughto-beat baseline method, i.e., Weighted Removal (WR), for sentence embedding based on BoW model. For the answer selection task, we design the operation in our QA-CLWR model as follows. Firstly, the distributed representation of question or answer is generated through a weighted average of word vectors. Next, we modify the embedding by removing the common part, which is calculated by Principal Component Analysis (PCA) method [35] . In our QA-CLWR model, for the input sentence's word vector matrix S, the sentence embedding v is calculated by a preset parameter a and each word's frequency:
where a is parameter from 10 −4 to 10 −3 and p(t) is the estimated probability of word t. To modify the sentence embedding, a removal step is carried out as below:
where U is the first singular vector of word vector matrix S, which is calculated by PCA method. v wr indicates the distributed sentence representation for input sentence s generated by WR method after removing the useless part by PCA method. Through the process above, the WR method would generate a non-NN sentence embedding v wr for each question and answer. Before synthesizing this sentence embedding with QA-CL model, we employ a non-linear activation function Relu to activate it. Thus it can be normalized to be the same format as sentence embeddings in QA-CL. The final sentence embedding of our QA-CLWR model would be concatenated as follows:
where v CLWR is the joint sentence embedding generated by our QA-CLWR model. v CL is the sentence embedding generated in our QA-CL model and v wr is the sentence embedding generated by the unsupervised method WR.
C. TRAINING AND LOSS FUNCTION
We design the training process and loss function in this subsection to settle down the best parameters for our experiments. In our training process, a training instance includes a question q together with a positive answer a + (a ground truth). To balance the training instance, a negative answer a − (an incorrect answer) randomly selected from all answers in training set is also sampled. In this paper, a training step is operated by pairing the question q with the positive answer a + and the negative answer a − . Our proposed models in Section III-A and Section III-B have given detailed steps on how to generate sentence embeddings for the question q and its two answers a + and a − , whose sentence embeddings are: v q , v a + and v a − , respectively. After that, we would calculate their cosine similarities with the following formula:
where n is the dimension of the sentence embedding, v a is the sentence embedding of the positive answer a + or the negative 
where m is a preset margin, is satisfied, we assume that the training process for a training instance is finished and there would be no parameters update in neural networks. Otherwise, the parameters will be adjusted by the optimal function for a lower loss. We train all training instances by minimizing the loss of ranking candidate answers. In our paper, we follow the same ranking loss function as Feng et al. [2] , which is defined as follows:
Through the above process, we will locate on the best step for testing and then calculate the cos(v q , v candidate ) between the question q and each answer candidate in the answer pool P. The candidate answer with largest cosine similarity will be ranked on the first position, and so forth.
IV. EXPERIMENTS
In this section, we first summarize the baseline models we compare in this paper as well as our proposed models in Section IV-A. Section IV-B lists research questions which guide our experiments. Section IV-C describes the dataset and our evaluation metrics. Finally, we detail our experimental settings and hyper-parameters in Section IV-D.
A. MODEL SUMMARY 1) QA-WR [34] WR is a simple but tough-to-beat unsupervised baseline for sentence embedding, where weighted sum of word vectors is calculated to generate the sentence embedding and the useless part in word vector matrix would be removed by PCA method. We use it to generate embeddings for questions and answers in this paper.
2) QA-CNN [2] Instead of using LSTM, a CNN model is employed to learn a distributed vector representation of a given question and its answer candidates, and the answers are scored by cosine similarity with the question.
3) QA-LSTM/CNN [7] A hybrid model, which deploys a serial structure to combine different networks, i.e., CNN and LSTM, by applying a CNN behind LSTM in order to learn a deep representation of questions and answers.
4) QA-CL
A collaborative learning based answer selection model proposed in this paper, which follows a parallel architecture by combining CNN and BiLSTM in one training mechanism without any other features.
5) QA-CLWR
A hybrid collaborative learning model proposed in this paper, which extends the QA-CL model by synthesizing sentence features from an unsupervised WR method.
B. RESEARCH QUESTIONS
In this paper, we put forward the following three research questions to guide our experiments: RQ1 Can our proposed QA-CL model show superiority in performance compared with other answer selection baseline models? RQ2 Is there any improvement after synthesizing the unsupervised method WR with supervised neural network method? RQ3 How do our proposed models perform with respect to different question type in answer selection system? 
C. DATASET AND EVALUATION METRICS
The dataset we choose to evaluate our proposed approaches is a publicly available insurance domain dataset, i.e., InsuranceQA 6 released in 2016 [2] . InsuranceQA includes a training set, a development set and two test sets. We list the statistics of InsuranceQA dataset in Table 1 , which details the number of questions, answers and question words in each part of dataset. In total, 24,981 unique answers are included in the InsuranceQA dataset. It's necessary to mention that a question may have more than one correct answers. Meanwhile, the length of questions is much shorter than answers: the average length of questions is 7; while the average length of answers is 94. In the development and test sets, each question has an answer pool of 500 candidate answers. The length gap between questions and answers and the large amount of candidate answers in InsuranceQA raise difficulty for answer selection task [36] . The candidate answer pool of our test sets includes the correct answer(s) and incorrect answers which are randomly selected from the set of all unique answers. Detailed introduction of InsuranceQA dataset can be referred to in [2] . Clearly, the answer selection task is to rank the candidate answers based on their relatedness to the question. Following previous works on this task [19] , we employ Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR) as evaluation metrics. In addition, to reflect the precision of answer which is ranked at the first position, we also report the top one precision (i.e., accuracy) in this paper. The evaluation metrics 6 https://github.com/shuzi/insuranceQA are calculated as follows:
where m i is the number of ground truth for the i-th question. rank j is the rank of i-th question's j-th correct answer, |Q| is the number of all questions. MAP is concerned about all correct answers. Instead, different with MAP, MRR is concerned about only the first correct answer and is calculated as follows:
where rank i is the rank of the i-th question's first correct answer.
where precision@1 is the precision of answer which is ranked at the first position.
D. EXPERIMENTAL SETUP
We conduct our experiments on Linux 7 operation system with 12GB Nvidia 8 1080Ti GPU. The deep learning framework we use is TensorFlow 9 and the programming language we use is Python. 10 The initial word embedding we use in this paper is trained by word2vec [25] , [26] , where we set the vector size to 100. We pad the sentence length for all questions and answers to 200 in this paper. We fix the filter sizes, i.e., 1, 2, 3 and 5, for our CNN with the filter number 1000, respectively. Since we employ 1-dimensional convolution in this paper, the length of each filter is equal to the word vector dimension, i.e., 100. In this paper, we set the number of cells in each LSTM direction as 100 and the value of parameter a as 10 −3 for the QA-CLWR model according to our former experiments. In addition, the Adaptive Moment (Adam) estimation [37] is employed for optimizing the loss. The L2 norm and the dropout methods are included in our training process to avoid the problem of over-fitting. We choose the margin value as 0.2 and the learning rate as 0.01 for our experiments following the previous work [7] . We train our models in mini-batches by setting the batch size B to 100.
V. RESULTS AND DISCUSSIONS
We give detailed analysis on our experiments in this section, which are corresponding to the three research questions proposed in Section IV-B. Section V-A answers RQ1 by displaying the performance of baselines and our proposed QA-CL model. Section V-B examines the performance of our proposed models to answer RQ2. Section V-C investigates the performance of models under different question type to answer RQ3.
A. PERFORMANCE OF MODELS
To answer RQ1, we summarize the overall evaluation results of baselines and our proposed QA-CL model on Test1 and Test2 in terms of MRR, MAP and accuracy in Table 2 , respectively. As it shown in Table 2 , generally, for different evaluation metrics, the MAP scores are lower than the MRR scores of all models since MAP concerns all ground truths while MRR only concerns the first ground truth. If other ground truths are ranked at a low position in the list of candidate answers, the MAP score will be decreased. Meanwhile, since accuracy concerns the first answer's precision, if the answer ranked in the first position is wrong, the accuracy score will be 0, which makes the value of accuracy lower than MAP and MRR. For different test sets, the MRR scores, the MAP scores as well as accuracy scores on Test1 are obvious higher than that on Test2 of all models. As for different models, deep learning methods (i.e., QA-CNN, QA-LSTM/ CNN and QA-CL) show obvious superiorly against the non-NN QA-WR model. Among all three baselines, the QA-LSTM/CNN, which deploys a CNN behind LSTM, beats other two baselines since it employs different neural networks to produce more composite distributed representations for question and answer. Hence, we select QA-LSTM/CNN for later comparisons with our proposals. However, our QA-CL model shows a better performance compared with the baselines on both test sets. Overall, MRR, MAP and accuracy of our QA-CL model are increased by 0.89%, 1.29% and 1.42% against the best baseline QA-LSTM/CNN model on Test1. For Test2, the corresponding improvements are 1.08%, 1.58% and 2.69%, respectively. For further comparisons, we categorize Test1 and Test2 into three buckets according to the average ground truths length L of each question, i.e., short (L ≤ 60), medium (60 < L < 120), and long (L ≥ 120). Table 3 displays the detailed performance of models under different average length of ground truths in terms of MRR, MAP and accuracy, respectively. We first turn to QA-WR in Table 3 , the value of evaluation metrics on both test sets decrease with the ground truth length growing. It could be explained by the fact that the non-NN QA-WR model only concerns the keyword overlap information. However, the question length in InsuranceQA dataset is much shorter than the answer length. When the ground truth length grows, the gap between the question length and the ground truth length may rise, resulting in the difficulty to capture the keyword overlap information in QA-WR model. For neural network methods, the best performance is produced on the tests with the bucket medium in terms of MRR. As for MAP, the peak performance is observed when evaluating on either the short bucket or the medium bucket. It could be attributed to the fact that for questions in bucket short, all of their ground truths, not only the first one, may be ranked near the top position compared with questions in other buckets. As for our QA-CL model, it shows obvious improvement in the bucket long against the baselines. For instance, MRR of QA-CL is increased by 12.34% against QA-LSTM/CNN for the bucket long and is decreased by 1.20% for the bucket short on Test1. It could be explained that the neural networks in our QA-CL model process the original word vector matrix of sentence directly and can keep richer sentence structure features especially for long sentence compared with other models.
B. COMPARISON OF OUR PROPOSALS
To answer RQ2, we refer to the performance of the QA-CL model and QA-CLWR model as well as the baseline, i.e., the QA-LSTM/CNN model. Overall metric scores of three models have been given in Table 2 . In general, by synthesizing the unsupervised method WR with the QA-CL model, the performance of QA-CLWR shows an obvious improvement against QA-CL model in terms of both metrics on Test1 and Test2. In detail, the MRR, the MAP and the accuracy scores of QA-CLWR are increased by 1.15%, 1.17% and 1.75% against QA-CL on Test1. As for Test2, MRR, MAP and accuracy of QA-CLWR are increased by 1.80%, 1.42% and 3.20%, respectively. It indicates that the features captured by the unsupervised method WR can help improve the overall performance of answer selection in the QA-CL model. To deeply investigate the performance of our proposals, we compare the performance of the best baseline model QA-LSTM/CNN, our QA-CL model and QA-CLWR model for the tests in three buckets according to the different average length of ground truths. Fig. 5a, Fig. 5b, Fig. 5c, Fig. 5d , Fig. 5e and Fig. 5f present the comparison of the MRR scores on Test1 and Test2, the MAP scores on Test1 and Test2 as well as the accuracy scores on Test1 and Test2 under different average length of ground truths, respectively. Detailed comparisons are presented in Fig. 5 . Generally, the QA-CLWR model shows more obvious improvement in the bucket short than it in the buckets medium and long against other two models. Three models have no obvious difference in the bucket medium. In addition, the QA-CL model achieves the best performance among three models in the bucket long just as we illustrate in Section V-A. For the above observation, it may due to that the QA-CLWR model synthesizes the sentence feature extracted by the QA-WR model, which is more effective for the bucket short as the result shows in Section V-A.
From the above analysis, we can conclude that our improved model QA-CLWR could improve the performance for answer selection compared with the basic QA-CL model and the best baseline QA-LSTM/CNN, especially for those questions with short ground truth answers.
C. IMPACT OF QUESTION TYPES
To answer RQ3, we investigate the performance of the best baseline QA-LSTM/CNN, our QA-CL model and the QA-CLWR model with respect to different question types. We first categorize the questions in Test1 and Test2 into 12 buckets according to their first word in the question sentence. For those rare words, we classify them into one bucket named 'others'. Table 3 displays the distribution of questions with different types in Test1 and Test2. As Table 3 shows, Test1 and Test2 follow the similar distribution in terms of different question types, where the top 5 question types (i.e., 'be', 'can', 'do', 'how', 'what') occupy the major partition while the other 7 question types (i.e., 'which', 'where', 'why', 'when , 'will', 'who', 'others') consist a small proportion. Fig. 6 , the curves in all subfigures reach a peak for the question type 'when' as well as a valley for the question type 'which' or 'others'. It may due to the fact that the answers for question type 'when' are always fixed with less ambiguity than those questions with types 'which' or 'others'. We also find that our proposed models show no superiority against the best baseline model for the question type 'why'. The reason may due to the fact that the serial structure in the QA-LSTM/CNN model can better extract the logistic features of question/answer pairs in question type 'why'. In addition, we can observe and conclude some common patterns according to the results in Table 4 and Fig. 6 . First, all models achieve higher performance for question types like 'be', 'can', 'do', 'when'. The common point of these types is that the number of questions in them is not too large nor too small. Second, for those types ('which', 'where', 'others'), whose number of questions is too small, the performance is poor or unstable among models. It could be due to that no enough instances can be used for model to discover the pattern of these question types. Finally, the MRR, MAP and accuracy scores show the similar distribution for various types of questions in Test1 and Test2.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, we propose a collaborative learning model for answer selection in question answering, which aims to extract a rich feature presentation for sentence embedding. To overcome the weakness of a single neural network in the distributed sentence representation, we adopt a parallel structure to combine the sentence embeddings generated by different networks. In addition, the keyword overlap feature learnt by a simple-but-tough-to-beat mechanism, i.e., WR model, is combined with the neural networks. To evaluate our proposals, we conduct the experiments on the freely available QA dataset, i.e., InsuranceQA. The experimental results demonstrate that our collaborative learning methods outperform the competitive baselines in terms of well-known evaluation metrics. In addition, we investigate how question types influence the performance of answer selection and find that those question types with medium number of questions have a better and more stable performance compared with those with too large or too small number of questions.
As future work, we would like to evaluate our proposed models on other datasets, which can verify the scalability and generality of our proposals. In addition, we plan to investigate different methods for combining the existing distributed representation approaches. As attention mechanism has brought improvements for many NLP tasks, it's potential for us to study how to integrate the existing attention mechanisms into our collaborative learning model to achieve a better performance. Finally, we have interests in applying our proposed collaborative learning method on other tasks, e.g., text classification and summarization. He has published several papers in SIGIR, IPM, and other top journals. His research interests include information system and information retrieval. VOLUME 7, 2019 
