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Abstract
We present a “natural finitization” of the fermionic q-series (certain generalizations
of the Rogers-Ramanujan sums) which were recently conjectured to be equal to Virasoro
characters of the unitary minimal conformal field theory (CFT) M(p, p+ 1). Within the
quasi-particle interpretation of the fermionic q-series this finitization amounts to intro-
ducing an ultraviolet cutoff, which – contrary to a lattice spacing – does not modify the
linear dispersion relation. The resulting polynomials are conjectured (proven, for p=3,4)
to be equal to corner transfer matrix (CTM) sums which arise in the computation of order
parameters in regime III of the r=p+1 RSOS model of Andrews, Baxter, and Forrester.
Following Schur’s proof of the Rogers-Ramanujan identities, these authors have shown that
the infinite-lattice limit of the CTM sums gives what later became known as the Rocha-
Caridi formula for the Virasoro characters. Thus we provide a proof of the fermionic q-series
representation for the Virasoro characters for p=4 (the case p=3 is “trivial”), in addition
to extending the remarkable connection between CFT and off-critical RSOS models. We
also discuss finitizations of the CFT modular-invariant partition functions.
1 Address after Sept. 1, 1993: School of Physics and Astronomy, Tel-Aviv University, Tel-Aviv
69978, Israel.
1. Prelude
This paper is concerned with generalizations of the following identities:
∞∑
m=0
qm(m+a)
(q)m
=
∞∏
n=1
1
(1− q5n−4+a)(1− q5n−1−a)
= lim
L→∞
∑
σi∈{0,1}, σiσi+1=0
σ1=a, σL+1=0
q
∑L−1
j=1
jσj+1
=
1
(q)∞
∑
k∈ZZ
(
qk(10k+1+2a) − q(2k+1)(5k+2−a)
)
(1.1)
for a = 0, 1, where2
(q)0 = 1 , (q)m =
m∏
n=1
(1− qn) for m = 1, 2, 3, . . . . (1.2)
Though equal, the four sides of (1.1) represent for us different objects. In order to
distinguish between them in the discussion below, we will refer to (generalizations of)
the infinite sums on the first, second, and third lines of (1.1) as fermionic, corner-transfer-
matrix (CTM), and bosonic, respectively. (Since (1.1) contains only a single infinite product
expression it is not necessary to give it a name; if pressed, we will call it a bosonic product.)
In order to avoid the introduction of unnecessary notation which might obscure the general
picture at an early stage, we defer the presentation of the specific generalizations of (1.1)
we are interested in to the main body of the paper; cf. eqs. (3.20) and (3.22) for the
fermionic sums, (3.12) for the CTM sums, and (2.2) for the bosonic ones.
The first line of (1.1), stating the equality (fermionic sum = product), is due to
Rogers [1][2], Schur [3], and Ramanujan [2], and is usually referred to as the Rogers-
Ramanujan(-Schur) identities. The equality (product = CTM sum) has a combinatorial
interpretation in terms of certain restricted partitions of integers [3]-[5] (see Corollaries
7.6–7.7 in [6]). A direct proof of (CTM sum = fermionic sum) is given in [7], and finally
the bosonic side is found in [1]-[3].
2 Throughout the paper, ZZ, IR, andC denote the sets of all integers, real numbers, and complex
numbers, respectively. Also ZZN = ZZ/(NZZ) is the cyclic (additive) group of N elements.
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2. Introduction
The relevance of the celebrated identities (1.1) and their generalizations to two-
dimensional physics, as well as string theory, has been recognized in the last two decades;
see e.g. [8] and the reviews [9][10]. The “physics connection” goes through (at least) two
independent routes, which we will call the critical and the off-critical. Describing these
connections will motivate the names – completely arbitrary, up to this point – which were
associated above with the sums in (1.1).
2.1. The critical connection
It turns out that many q-series of the type (1.1) are characters of irreducible highest-
weight representations of infinite-dimensional algebras, called chiral or vertex operator
algebras, which serve as symmetry algebras of two-dimensional conformal field theories
(CFTs). In particluar, the two q-series in (1.1) (with a=0 and 1) are the Virasoro char-
acters corresponding to the two primary fields (of conformal dimensions ∆ = −15 and 0,
respectively) of the minimal modelM(2, 5). This model belongs to the minimal series [11]
of models M(p, p′), labeled by two coprime positive integers p′ > p ≥ 2. The central
charge and highest-weights of the corresponding irreducible representations V
(p,p′)
r,s of the
Virasoro algebra are3 c(p,p
′) = 1− 6(p
′−p)2
pp′ and
∆(p,p
′)
r,s =
(rp′ − sp)2 − (p′ − p)2
4pp′
(r = 1, . . . , p− 1, s = 1, . . . , p′ − 1). (2.1)
The characaters of these representations are [14]
χ(p,p
′)
r,s (q) ≡ q
−∆(p,p
′)
r,s Tr
V
(p,p′)
r,s
qL0 =
1
(q)∞
∑
k∈ZZ
(
qk(kpp
′+rp′−sp) − q(kp+r)(kp
′+s)
)
, (2.2)
where the overall normalization is chosen such that χ
(p,p′)
r,s (q) = 1 +
∑∞
n=1 anq
n, with the
an non-negative integers which depend on p, p
′, r, s. Note the symmetry of the “conformal
grid” {(r, s) | r ∈ {1, . . . , p− 1}, s ∈ {1, . . . , p′ − 1}},
(r, s)↔ (p− r, p′ − s) : ∆(p,p
′)
r,s = ∆
(p,p′)
p−r,p′−s ⇒ χ
(p,p′)
r,s (q) = χ
(p,p′)
p−r,p′−s(q) . (2.3)
The bosonic sum in (1.1) is precisely χ
(2,5)
1,2−a(q) = χ
(2,5)
1,3+a(q), as given by the rhs of (2.2).
3 Whenever the superscript p′ is suppressed in formulas below, it will be understood as being
equal to p+ 1, corresponding to the unitary series [12][13] M(p, p+ 1).
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We remark that “purely mathematical” derivations (see e.g. [13]-[15]) of characters
of highest-weight representations of chiral algebras, as well as their computation using
free-field resolutions ([16] and references therein) based on the work of [17], usually lead
to bosonic expressions for the characters. The signature of these expressions are factors of
(q)−1∞ which is the character of a (freely generated) bosonic Fock space. [Note, however,
that when the free-field realization of the chiral algebra involves Fermi fields, as is the
case for superconformal algebras, the resulting character formulas also include factors of∏∞
n=1(1 + q
n−ǫ). This “fermionic product”, to be contrasted with (q)−1∞ =
∏∞
n=1(1 −
qn)−1 or the product in (1.1), is the character of a fermionic Fock space, with ǫ = 0, 1
2
corresponding to periodic or anti-periodic boundary conditions, respectively, on the free
massless Fermi field. For this reason it is perhaps more appropriate to call the sum on the
third line of (1.1) a free-field sum.]
However, direct Lie-theoretic derivations of fermionic sum representations for char-
acters which are branching functions of affine Lie algebras are known in some cases [18],
based on the construction of Z-algebras [19]. Also, cf. [20] for an analysis which leads
to product expressions for the characters of M(2, p′), the products being the ones in the
Gordon-Andrews identities [5] (which include the Rogers-Ramanujan-Schur identities as a
special case).
The Hilbert space H of any conformal field theory is a direct sum ⊕i,¯i(Vi⊗Vi¯) of prod-
ucts of irreducible highest-weight representations of two commuting copies of the Virasoro
algebra, or some extended chiral algebra, governing the “right-moving” (holomorphic) and
“left-moving” (antiholomorphic) sectors. Once the multiplicities Ni¯i in the direct sum are
specified, all the remaining information about the spectrum of the conformal field theory
(i.e. the conformal dimensions of all the fields, which are the eigenvalues of L0 and L¯0,
cf. (2.2)) is encoded in the characters. The partition function of the conformal field theory
on a torus of modulus τ is then written as
ZCFT(q, q¯) = |q|
−c/12 TrH q
L0 q¯L¯0 = |q|−c/12
∑
i,¯i
Ni¯i q
∆iχi(q) q¯
∆i¯χi¯(q¯) , (2.4)
where q=e2πiτ and q¯=q∗=e−2πiτ
∗
. The prefactor |q|−c/12 accounts for the Casimir ef-
fect [21] and ensures modular invariance of ZCFT for appropriately chosen multiplicities
Ni¯i (see [22][23] for the case of the minimal models M(p, p
′)).
This rather abstract description of the CFT spectrum can be made more concrete. One
way, still within the framework of continuum quantum field theory, is to construct ZCFT
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as an (appropriately regularized) euclidean path integral on the torus, see e.g. [24]; this of
course requires knowledge of the measure, namely an action for the CFT. Alternatively,
one can consider realizations of the given CFT as appropriate scaling limits of certain crit-
ical two-dimensional models of (classical) statistical mechanics, or gapless one-dimensional
(quantum) spin chains. In the first case, the CFT partition function is obtained from the
classical partition sum on a doubly-periodic L × L′ lattice in the limit L, L′ → ∞ with
L′/L fixed. Then the variable q in (2.4) is eαL
′/L, where α ∈C depends on the anisotropy.
In the second case ZCFT is obtained by considering the partition function of the L-site
spin chain at temperature T in the limit L, T−1 →∞ with LT fixed. Now q = e−2πv/LT ,
where v ∈ IR is the fermi velocity characterizing the massless dispersion relation of (all)
the excitations. (In both cases one has to factor out a certain “bulk contribution” in order
to obtain ZCFT; see e.g. sect. 3 of [28].) Clearly it is very difficult to fully derive ZCFT
from the definition of particular lattice/chain models. With the exception of the Ising
model [25], results in this direction are rather limited and often incomplete.
In [26][27] the spectrum of the gapless three-state Potts spin chain was analyzed in
the conformal scaling limit. This analysis, in which the eigenvalues of the hamiltonian are
computed from solutions of Bethe equations, leads to a description of the spectrum in terms
of excitations which were called quasi-particles. These quasi-particles obey a fermionic
exclusion rule in momentum space, and moreover the momentum ranges are subject to
particular restrictions which depend on the number of quasi-particles in a given state. From
this description of the spectrum in the scaling limit, fermionic expressions for the characters
of the CFT – of (ZZ4) ZZ3 parafermions in the case of the (anti-) ferromagnetic three-
state Potts chain – were obtained [26][27]. (In the case of ZZ4 parafermions the fermionic
expressions are the ones found earlier by Lepowsky and Primc [18] using Lie-theoretic
methods.) These results suggested generalizations4 which led to the discovery/conjecture
of new fermionic sum representations for many classes of CFT characters [10][30]-[32], all of
them allowing an interpretation of the CFT spectrum in terms of fermionic quasi-particles.
4 Important clues for obtaining these generalizations come from the connection between the
analysis of the leading q→1 behavior of the fermionic sums [29]-[32] and thermodynamic Bethe
Ansatz computations. This connection, which involves sum rules for the Rogers dilogarithm
function, is beyond the scope of the present article.
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2.2. The off-critical connection
CTM sums have been encountered in computations of order parameters in off-critical
exactly solvable models using Baxter’s corner transfer matrix technique [33]. In particular,
the sum on the second line of (1.1) appears in the analysis of regime I of the generalized
hard-hexagon model [7] (in addition, as noted in [7], the ratio of the products with a = 0, 1
emerged already in the elliptic parametrization of the Boltzmann weights which define
the model!). The fact that CTM sums are equal to characters of chiral algebras seems a
priori very mysterious. Note in particular that the variable q in the CTM context is a
temperature-like parameter, which measures the deviation from criticality (qc=1). Hence
it appears to have nothing to do with any of the three “critical meanings” of q mentioned in
subsect. 2.1. Nevertheless, the connection has been recently elucidated in [34] based on the
work of [35]. The key idea (see [34] for the details) is to relate the order parameters, which
are one-point functions on the plane with fixed boundary conditions at “infinity”, to the
partition function at criticality on a cylinder with fixed boundary conditions on its rims.
CFT predicts [36] that the partition function in such a geometry is a linear combination
of characters, rather than the toroidal bilinear form (2.4).
An interesting feature of the CTM sums is that they provide a natural (in the CTM
context) finitization5 of the q-series into an infinite set of polynomials, which we call CTM
polynomials. For the particular case of (1.1), they are defined simply by removing the lim
sign from the second line of that equation:
C(L)a (q) =
∑
σ2,...,σL∈{0,1}
σ1=a, σiσi+1=0, σL+1=0
q
∑
L−1
j=1
jσj+1 (a = 0, 1) (2.5)
for L = 1, 2, . . ., with C
(0)
a (q) = δa,0. (Here C
(L)
a (q) is F (a) of eq. (44) of [7], with m=L,
so that L is the size of the edge of the corner on which the CTM acts.)
It is natural to ask whether there exist “natural” finitizations of the fermionic and
bosonic sums in (1.1), which coincide with the C
(L)
a . The answer is positive: For a =
0, 1 let [37]
F (L)a (q) =
∑
m∈ZZ
qm(m+a)
[
L−m− a
m
]
q
, (2.6)
5 We use this awkward word in contradistiction with ‘truncation’, to make sure that the pro-
cedure we talk about is not confused with that of eliminating from the q-series powers which are
bigger than some threshold.
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and [3]
B(L)a (q) =
∑
ℓ∈ZZ
(−1)ℓ qℓ(5ℓ−1−2a)/2
[
L
[ 1
2
(L+ 5ℓ− a)]
]
q
=
∑
k∈ZZ
(
qk(10k+1+2a)
[
L
[L−a
2
]− 5k
]
q
− q(2k+1)(5k+2−a)
[
L
[L+a
2
]− 5k − 2
]
q
)
,
(2.7)
where [x] denotes the integer part of x. Both expressions here involve q-binomial coeffi-
cients, which are defined (for m,n ∈ ZZ) by[
n
m
]
q
=
[
n
n−m
]
q
=
{
(q)n
(q)m(q)n−m
if 0 ≤ m ≤ n
0 otherwise .
(2.8)
The fact that F
(∞)
a (q) and B
(∞)
a (q) are the fermionic and bosonic sums in (1.1), respec-
tively, follows from the properties
lim
n→∞
[
n
m
]
=
1
(q)m
, lim
n,m→∞
[
n+m
m
]
=
1
(q)∞
. (2.9)
The finitized version of (1.1) (without a finitized product) is
F (L)a (q) = C
(L)
a (q) = B
(L)
a (q) for a = 0, 1, L = 0, 1, 2, . . . . (2.10)
The proof of (2.10), following [3][4][7][37], will serve as a warm-up for the more involved
discussion in the next section. The idea is to compare the recursion relations (in L) and
initial conditions which uniquely specify the C
(L)
a , F
(L)
a , and B
(L)
a .
Consider first the C
(L)
a . From the definition (2.5) we have for L ≥ 3
C(L)a =
∑
σ2,...,σL−1∈{0,1}
σ1=a, σiσi+1=0
q
∑
L−2
j=1
jσj+1
∑
σL∈{0,1}
σL−1σL=0=σL+1
q(L−1)σL
= (1 + qL−1) C(L−2)a + q
L−2 C(L−3)a ,
(2.11)
where the first (second) term on the last line arises from the summation on the first line
when restricted to σL−1 = 0 (1). The recursion relation (2.11), the same for both a = 0, 1,
together with the initial conditions
C
(0)
0 = 1 , C
(1)
0 = 1 , C
(2)
0 = 1 + q
C
(0)
1 = 0 , C
(1)
1 = 1 , C
(2)
1 = 1 ,
(2.12)
6
are sufficient to uniquely specify all the C
(L)
a .
A derivation of a recursion relation for the F
(L)
a requires the use of (one of) the
following recursions for the q-binomial coefficients:[
n
m
]
q
=
[
n− 1
m
]
q
+ qn−m
[
n− 1
m− 1
]
q
=
[
n− 1
m− 1
]
q
+ qm
[
n− 1
m
]
q
. (2.13)
We see that for L ≥ 2
F (L)a =
∑
m∈ZZ
qm(m+a)
([
L− 1−m− a
m
]
q
+ qL−2m−a
[
L− 1−m− a
m− 1
]
q
)
= F (L−1)a + q
L−1F (L−2)a ,
(2.14)
where the second line is obtained after changing the summation variable in the second sum
on the first line from m to m′ = m − 1. It follows that (2.14) together with the initial
conditions, which are readily obtained from the definition (2.6),
F
(0)
0 = 1 , F
(1)
0 = 1 ; F
(0)
1 = 0 , F
(1)
1 = 1 , (2.15)
fully determine all the F
(L)
a . Now note that by iterating (2.14) once (replacing the term
F
(L−1)
a on the rhs by the rhs of (2.14) with L → L − 1), one finds that the F
(L)
a actually
satisfy the recursion relation (2.11) for the C
(L)
a , and since the initial conditions (2.15) and
(2.12) coincide we conclude that the first equality in (2.10) holds. A corollary of this result
is the equality of the fermionic and CTM sums in (1.1) (note that Baxter’s proof [7] of
this equality is obtained along different lines).
Regarding the B
(L)
a , we state (omitting the details, which are slightly more involved,
cf. [3][37]) that the recursion relations
B(L)a = B
(L−1)
a + q
L−1B(L−2)a for a = 0, 1, L = 2, 3, . . . (2.16)
are obtained from the definition (2.7), using (2.13). These recursions are the same as
(2.14), and also the initial conditions for the B
(L)
a can be seen to coincide with (2.15).
Hence the equality of the B
(L)
a and the F
(L)
a in (2.10) follows.
3. (Finitized) characters of unitary minimal models
Up to this point we reviewed known material. We now generalize the discussion
above to the case of the Virasoro characters (2.2) with p′=p+1 (which will henceforth be
suppressed in formulas below). We start by introducing some extensive
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3.1. Notation
Denote by Cn and In = 2−Cn the Cartan and incidence matrices, respectively, of the
simple Lie algebra An, i.e.
(In)ab = δa,b+1 + δa,b−1 for a, b = 1, . . . , n. (3.1)
Also let ea denotes the n-dimensional unit vector in the a-direction (i.e. (ea)b = δab), and
set ea=0 for a 6∈ {1, . . . , n}. For L a non-negative integer, A,u ∈ ZZ
n, and Q ∈ (ZZ2)
n
such that QIn + u+ Le1 ∈ 2ZZ
n, we define
F (L)n
[
Q
A
]
(u|q) =
∑
m∈2ZZn+Q
q
1
4mCnm
t− 12A·m
n∏
a=1
[ 1
2 (mIn + u+ Le1)a
ma
]
q
, (3.2)
where A ·m =
∑n
a=1Aama.
Now let us fix n = p− 2 ≥ 1, and set
Qr,s = (s− 1)ρ + (er−1 + er−3 + . . .) + (ep+1−s + ep+3−s + . . .)
Q˜r,s = (ep−1−r + ep−3−r + . . .) + (ep−1−s + ep−3−s + . . .)
ur,s = er + ep−s , u˜r,s = ep−r + ep−s , As = ep−s ,
(3.3)
where ρ = e1 + . . . + en. The following relations are valid for all r = 1, 2, . . . p − 1 and
s = 1, 2, . . . , p (recall that Q ∈ (ZZ2)
n, and note that A1 = Ap = 0):
Qr,sIn + ur,s + (s− r − 1)e1 ∈ 2ZZ
n , Q˜r,sIn + u˜r,s + (s− r)e1 ∈ 2ZZ
n (3.4)
(Q˜r,1,A1, u˜r,1) = (Qp−r,p,Ap,up−r,p)
(Q˜r,p,Ap, u˜r,p) = (Qp−r,1,A1,up−r,1)
(3.5)
(Q˜1,s,As, u˜1,s) = (Q1,s,As,u1,s − e1)
(Q˜p−1,s,As, u˜p−1,s) = (Qp−1,s,As,up−1,s + e1)
.
(3.6)
Next we define the objects of most interest to us:
F (L)p;r,s(q) = q
−(s−r)(s−r−1)/4
×
{
F
(L)
p−2
[
Qr,s
As
]
(ur,s|q) if L 6≡ s− r (mod 2)
F
(L)
p−2
[
Qp−r,p+1−s
Ap+1−s
]
(up−r,p+1−s|q) if L ≡ s− r (mod 2),
F˜ (L)p;r,s(q) = q
−(s−r)(s−r−1)/4
×
{
F
(L)
p−2
[
Q˜r,s
As
]
(u˜r,s|q) if L ≡ s− r (mod 2)
F
(L)
p−2
[
Q˜p−r,p+1−s
Ap+1−s
]
(u˜p−r,p+1−s|q) if L 6≡ s− r (mod 2).
(3.7)
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The relations (3.4) ensure that these definitions are consistent, namely that the upper
entries of all the q-binomials on the rhs (cf. (3.2)) are integers. Furthermore, from the
definition it is manifest that
F (L)p;r,s(q) = F
(L)
p;p−r,p+1−s(q) , F˜
(L)
p;r,s(q) = F˜
(L)
p;p−r,p+1−s(q) , (3.8)
and the relations (3.5)–(3.6) imply
F˜
(L)
p;r,1(q) = F
(L)
p;r,1(q) , F˜
(L)
p;1,s(q) =
{
F
(L+1)
p;1,s (q) if L ≡ s (mod 2)
F
(L−1)
p;1,s (q) if L 6≡ s (mod 2) .
(3.9)
We move on to a different set of definitions, essentially borrowed from the work of
Andrews, Baxter, and Forrester [38] on the RSOS model in regime III. For a, b, c ∈
{1, 2, . . . , p} with |b− c| = 1, and L a non-negative integer such that L ≡ a − b (mod 2),
let
C(L)p (a, b, c; q) =
∑
h2,...,hL∈{1,...,p}
(h1,hL+1,hL+2)=(a,b,c), |hi−hi+1|=1
q
∑
L
j=1
j|hj+2−hj |/4 . (3.10)
(This sum is precisely XL(a, b, c; q), eq. (1.5.11) of [38] with r=p+1.) The following sym-
metry property is obvious (just change summation variables from hi to p+ 1− hi):
C(L)p (a, b, c; q) = C
(L)
p (p+ 1− a, p+ 1− b, p+ 1− c; q) . (3.11)
Next define for r = 1, 2, . . . , p− 1 and s = 1, 2, . . . , p
C(L)p;r,s(q) = q
−(s−r)(s−r−1)/4 ·
{
C
(L)
p (s, r, r+ 1; q) if L ≡ s− r (mod 2)
C
(L)
p (s, r+ 1, r; q) if L 6≡ s− r (mod 2).
(3.12)
The power of q here is such that the C
(L)
p;r,s(q) are polynomials in q, which satisfy, as follows
from (3.11),
C(L)p;r,s(q) = C
(L)
p;p−r,p+1−s(q) . (3.13)
From the analysis in subsect. 2.3 of [38] one can infer that the C
(L)
p;r,s(q) are uniquely
determined from the recursion relation
C(L)p;r,s(q) = C
(L−1)
p;r,s (q) +
{
q(L+s−r)/2C
(L−1)
p;r−1,s(q) if L ≡ s− r (mod 2)
q(L−s+r+1)/2C
(L−1)
p;r+1,s(q) if L 6≡ s− r (mod 2)
(3.14)
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(where it is understood that C
(L)
p;r,s(q)=0 for r 6∈ {1, . . . , p− 1}), and the initial conditions
C(0)p;r,s(q) = δr,s + δr+1,s . (3.15)
Using the above definitions, Theorem 2.3.1 of [38] can be restated as
C(L)p;r,s(q) = B
(L)
p;r,s(q) , (3.16)
where the B
(L)
p;r,s(q) are defined by
B(L)p;r,s(q) =
∑
k∈ZZ
(
qk(kp(p+1)+r(p+1)−sp)
[
L
[L+s−r2 ]− k(p+ 1)
]
q
− q(kp+r)(k(p+1)+s)
[
L
[L−s−r2 ]− k(p+ 1)
]
q
)
.
(3.17)
The proof of Theorem 2.3.1 of [38], as given there, demonstrates that the B
(L)
p;r,s(q) satisfy
(3.14)–(3.15), which implies the identity (3.16).
3.2. Main claim
We are now in a position to state our
Conjecture : F˜ (L)p;r,s(q) = F
(L)
p;r,s(q) = B
(L)
p;r,s(q) = C
(L)
p;r,s(q)
for all L = 0, 1, 2, . . . , p = 3, 4, 5, . . . , r = 1, 2, . . . , p− 1, s = 1, 2, . . . , p.
(3.18)
(Of course the third equality is just (3.16), which was proved in [38].) Before describing
the evidence we have in support of (3.18), cf. subsect. 3.4, let us discuss its implications
for
3.3. Infinite L
When L becomes infinite, we see from (2.9) that F
(L)
n
[
Q
A
]
(u|q) reduces to
Sn
[
Q
A
]
(u|q) =
∑
m∈2ZZ
n+Q
m1≥0
q
1
4mCnm
t− 12A·m
1
(q)m1
n∏
a=2
[1
2
(mIn + u)a
ma
]
q
, (3.19)
whereas B
(L)
p;r,s(q) of (3.17) becomes the Virasoro character χ
(p)
r,s (q), as given by the rhs of
(2.2) with p′=p+1. Therefore, using (3.7), the second equality in (3.18) is equivalent when
L→∞ to
χ(p)r,s (q) = q
−(s−r)(s−r−1)/4Sp−2
[
Qr,s
As
]
(ur,s|q)
= q−(s−r)(s−r−1)/4Sp−2
[
Qp−r,p+1−s
Ap+1−s
]
(up−r,p+1−s|q) .
(3.20)
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[The two expressions on the right here correspond to the limits taken with L even
or odd. Their equality is immediate for the “corners” of the conformal grid, (r, s)=(1,1)
or (1,p) and their mirror partners (p − 1,p) and (p − 1,1); the reason is that the dif-
ference between (Q1,1,A1,u1,1)=(0,0,e1) and (Qp−1,p,Ap,up−1,p)=(0,0,0), and between
(Q1,p,Ap,u1,p)=(ep−2+ep−4+ . . .,0,e1) and (Qp−1,1,A1,up−1,1)=(ep−2+ep−4+ . . .,0,0),
is just in the first component u1 of u on which the Sp−2
[
Q
A
]
(u|q) do not depend at all.
However, for other (r, s) the second equality in (3.20) appears to be quite nontrivial.]
Eq. (3.20) was conjectured in [32], based on the analysis of the spectrum of the ferro-
magnetic three-state Potts chain [27] which corresponds to the case p=5. It was verified to
hold as an equality of power series to high order in q in many cases. As another consistency
check, pertaining to the infinitely high powers in the q-series, the leading q → 1 behavior
of the Sp−2
[
Q
A
]
(u|q) was shown in [32] to agree with the one obtained from the modular
properties [22] of the characters χ(p)(q) as determined from (2.2), namely
Sp−2
[
Q
A
]
(u|q) ∼ q˜−c
(p)/24 as q → 1− , (3.21)
where q˜=e−2πi/τ for q=e2πiτ .
Similarly to (3.20), equality of the F˜
(L)
p;r,s and the B
(L)
p;r,s in (3.18) leads, when L→∞,
to
χ(p)r,s (q) = q
−(s−r)(s−r−1)/4Sp−2
[
Q˜r,s
As
]
(u˜r,s|q)
= q−(s−r)(s−r−1)/4Sp−2
[
Q˜p−r,p+1−s
Ap+1−s
]
(u˜p−r,p+1−s|q) .
(3.22)
For all (r, s) along the “boundary” of the conformal grid, i.e. for r ∈ {1, p − 1} and/or
s ∈ {1, p}, this equation simply reduces to (3.20), due to the relations (3.5)–(3.6). For
all other pairs (r, s), constituting the “interior” of the conformal grid, eq. (3.22) gives
new fermionic sum representations for the characters χ
(p)
r,s (for p=5, s=3 they were found
in [27].)
To summarize, eqs. (3.20) and (3.22) are conjectured to provide fermionic sums of
the form (3.19) for the Virasoro characters χ
(p)
r,s , one for each of the characters at the
“corners” of the conformal grid, two different (looking) sums for each one of all the other
characters along the “boundary”, and four different fermionic sums for characters in the
“interior” of the conformal grid. (Of course one should in fact restrict attention to half of
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the conformal grid, due to the symmetry (2.3).) Bosonic expressions for the characters are
given in (2.2), and CTM forms are obtained by taking the L→∞ limit of (3.12). Infinite
product expressions for some of the characters of each model M(p, p + 1) can be found
in [39].
The main motivation for the present work is to try and prove (3.20) and (3.22) by
considering the (finitized) fermionic sums F
(L)
p;r,s, F˜
(L)
p;r,s of eq. (3.7) at
3.4. Finite L
Using Mathematica, we have checked that for many choices of the parameters p, r, s, L
the F
(L)
p;r,s(q) and F˜
(L)
p;r,s(q) are equal and satisfy the same recursion relations and initial con-
ditions as the ones (3.14)–(3.15) satisfied by the C
(L)
p;r,s(q). These successful “experiments”
encourage an attempt to prove these recursion relations analytically. At present, we have
accomplished this task only for p = 3, 4, as we now describe.
• p = 3 (Ising): This case is rather simple, and in fact an analysis of the finitized sums
is not really necessary for proving (3.18) at L = ∞. The F
(∞)
3;r,s(q) and F˜
(∞)
3;r,s(q) can be
expressed as (linear combinations of) certain infinite products – see finitized versions below
– through simple combinatorial considerations. The corresponding identities (see e.g. item
(2) on Slater’s list [40], known as Euler’s identity), and the equality of the infinite products
and the bosonic sums B
(∞)
3;r,s(q) (cf. [14]), are well known. Nevertheless, we think that the
forthcoming analysis is illuminating.
There are three characters in this case, which can be taken to be χ
(3)
1,1, χ
(3)
1,2, and χ
(3)
2,1.
According to (3.7)–(3.9) we have to consider only four sums. Explicitly, they are
F
(L)
3;1,1(q) =
∑
m∈2ZZ
q
m2
2
[
[L+12 ]
m
]
q
, F
(L)
3;1,2(q) =
∑
m∈2ZZ+L+1
q
m(m−1)
2
[
[L+22 ]
m
]
q
F
(L)
3;2,1(q) =
∑
m∈2ZZ+1
q
m2−1
2
[
[L+1
2
]
m
]
q
, F˜
(L)
3;1,2(q) =
∑
m∈2ZZ+L
q
m(m−1)
2
[
[L+2
2
]
m
]
q
.
(3.23)
Using (2.13), followed by a change of summation variable (m− 1)→ m in one of the two
resulting sums, one obtains the recursion relations
F
(L)
3;1,1 = F
(L−1)
3;1,1 +
{
0
q
L+1
2 F
(L−1)
3;2,1
, F
(L)
3;1,2 = F˜
(L−1)
3;1,2 +
{
q
L
2 F
(L−1)
3;1,2
0
F
(L)
3;2,1 = F
(L−1)
3;2,1 +
{
0
q
L−1
2 F
(L−1)
3;1,1
, F˜
(L)
3;1,2 = F
(L−1)
3;1,2 +
{
q
L
2 F˜
(L−1)
3;1,2
0
(3.24)
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where the upper (lower) cases apply when L is even (odd). Hence it is sufficient to sup-
plement them by the initial conditions
F
(0)
3;1,1 = F
(0)
3;1,2 = F˜
(0)
3;1,2 = 1 , F
(0)
3;2,1 = 0 , (3.25)
which are obtained from (3.23). Comparing with (3.14)–(3.15) for p=3, we conclude that
the unique solution to (3.23)–(3.25) is
F
(L)
3;1,1 = C
(L)
3;1,1 , F
(L)
3;1,2 = F˜
(L)
3;1,2 = C
(L)
3;1,2 , F
(L)
3;2,1 = C
(L)
3;2,1 , (3.26)
which completes the proof of (3.18) for this case.
For completeness, let us write down finite product formulas for (linear combinations
of) the F
(L)
3;r,s, which can be deduced from (3.24)–(3.25):
F
(L)
3;1,1(q) + q
1/2F
(L)
3;2,1(q) =
[ 12 (L+1)]∏
n=1
(1 + qn−1/2)
F
(L)
3;1,1(q)− q
1/2F
(L)
3;2,1(q) =
[ 12 (L+1)]∏
n=1
(1− qn−1/2)
F
(L)
3;1,2(q) = F˜
(L)
3;1,2(q) =
[ 12L]∏
n=1
(1 + qn) .
(3.27)
These expressions – in the L→∞ limit – correspond to the familiar construction of the
Ising CFT characters in terms of a single free massless chiral (right-moving, say) Majorana
fermion, with certain projections on sectors of even or odd number of particles and pe-
riodic or anti-periodic boundary conditions. The finitization of the products here simply
corresponds in this language to putting a cutoff on the allowed single-particle momenta
(or energies). In fact, all the fermionic sums – both infinite and finitized – have fermionic
quasi-particle interpretations which generalize the above picture, cf. [26][27][30][32], but
generically no “fermionic product” expressions of the type (3.27) seem to be available. It is
apparently the free nature of the Majorana fermion underlying the Ising model [41] which
is responsible for this further simplification.
As a final comment on the p=3 case, note that (3.27) immediately gives
F
(L)
3;1,1(1) = F
(L)
3;2,1(1) = 2
[ 12 (L−1)] , F
(L)
3;1,2(1) = F˜
(L)
3;1,2(1) = 2
[ 12L] . (3.28)
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This can of course be seen also directly from (3.23), as the q-binomial coefficient reduces
to the ordinary binomial coefficient when q=1, as well as from the definition of the CTM
polynomials C
(L)
3;r,s(q) (see sect. 4).
• p = 4: Using the symmetries (3.8) and the first relation in (3.9), the number of
sums which must be considered in this case is reduced to nine. We take them to be
F
(L)
4;r,s with r=1,2,3 and s=1,2, and F˜
(L)
4;r,2 with r=1,2,3, as defined by (3.7). After some
tedious elementary algebra we arrive at the following recursion relations (we use (2.13),
twice for cases with r=2, followed by changes of summation variables (m1 − 1)→ m1 or
(m2 − 1)→ m2 whenever necessary):
F
(L)
4;1,1 =
{
F
(L−1)
4;1,1
F
(L−2)
4;1,1 + q
L+1
2 F
(L−1)
4;2,1
, F
(L)
4;3,1 =
{
F
(L−2)
4;3,1 + q
L−2
2 F
(L−1)
4;2,1
F
(L−1)
4;3,1
F
(L)
4;1,2 =
{
F
(L−2)
4;1,2 + q
L
2 F
(L−1)
4;2,2
F˜
(L−1)
4;1,2
, F
(L)
4;3,2 =
{
F˜
(L−1)
4;3,2
F
(L−2)
4;3,2 + q
L−1
2 F
(L−1)
4;2,2
F˜
(L)
4;1,2 =
{
F˜
(L−2)
4;1,2 + q
L
2 F˜
(L−1)
4;2,2
F
(L−1)
4;1,2
, F˜
(L)
4;3,2 =
{
F
(L−1)
4;3,2
F˜
(L−2)
4;3,2 + q
L−1
2 F˜
(L−1)
4;2,2
(3.29)
F
(L)
4;2,1 =
{
F
(L−2)
4;2,1 + q
L−2
2 F
(L−2)
4;1,1 + q
L+2
2 F
(L−2)
4;3,1
F
(L−2)
4;2,1 + q
L−1
2 F
(L−2)
4;1,1 + q
L+1
2 F
(L−2)
4;3,1
F
(L)
4;2,2 =
{
F
(L−2)
4;2,2 + q
L
2 F˜
(L−2)
4;1,2 + q
L
2 F˜
(L−2)
4;3,2
F
(L−2)
4;2,2 + q
L−1
2 F˜
(L−2)
4;1,2 + q
L+1
2 F˜
(L−2)
4;3,2
F˜
(L)
4;2,2 =
{
F˜
(L−2)
4;2,2 + q
L
2 F
(L−2)
4;1,2 + q
L
2 F
(L−2)
4;3,2
F˜
(L−2)
4;2,2 + q
L−1
2 F
(L−2)
4;1,2 + q
L+1
2 F
(L−2)
4;3,2 ,
(3.30)
where the upper (lower) cases apply when L is even (odd). In fact, invoking the second
relation in (3.9) one can reexpress all the F
(L−2)
4;r,s and F˜
(L−2)
4;r,s in (3.29) in terms of F
(L−1)
4;r,s
and F˜
(L−1)
4;r,s .
To fully (and uniquely) determine all the F
(L)
4;r,s and F˜
(L)
4;r,s, it suffices to specify the
following initial conditions, obtained directly from (3.7):
F
(0)
4;1,1 = F
(0)
4;1,2 = F˜
(0)
4;1,2 = F
(0)
4;2,2 = F˜
(0)
4;2,2 = 1
F
(0)
4;2,1 = F
(0)
4;3,1 = F
(0)
4;3,2 = F˜
(0)
4;3,2 = 0
F
(1)
4;1,1 = F
(1)
4;1,2 = F˜
(1)
4;1,2 = F
(1)
4;2,2 = F˜
(1)
4;2,2 = 1
F
(1)
4;2,1 = F
(1)
4;3,2 = F˜
(1)
4;3,2 = 1 , F
(1)
4;3,1 = 0 .
(3.31)
14
Now using (3.14) at p=4 (iterated, when necessary) and (3.15), we verify that
F
(L)
4;1,1 = C
(L)
4;1,1 , F
(L)
4;1,2 = F˜
(L)
4;1,2 = C
(L)
4;1,2 , F
(L)
4;2,1 = C
(L)
4;2,1 ,
F
(L)
4;2,2 = F˜
(L)
4;2,2 = C
(L)
4;2,2 , F
(L)
4;3,1 = C
(L)
4;3,1 , F
(L)
4;3,2 = F˜
(L)
4;3,2 = C
(L)
4;3,2
(3.32)
is a – and therefore the – solution of (3.29)–(3.31), which proves (3.18) for p=4.
• p > 4: For the general case we are unable to report complete analytic results. Deriving
recursion relations for the F
(L)
p;r,s and F˜
(L)
p;r,s, which “close” on these polynomials with fixed
s and lower L, are not so easily obtained. As examples of what we were able to show for
arbitrary p, we list
F
(L)
p;1,s = F˜
(L−1)
p;1,s +
{
q(L−s+2)/2F
(L−1)
p;2,s if L ≡ s (mod 2)
0 if L 6≡ s (mod 2)
F˜
(L)
p;1,s = F
(L−1)
p;1,s +
{
q(L−s+2)/2F˜
(L−1)
p;2,s if L ≡ s (mod 2)
0 if L 6≡ s (mod 2)
F
(L)
p;2,s = F
(L−2)
p;2,s + q
(L+s−3)/2F˜
(L−2)
p;1,s + q
(L−s+3)/2F
(L−1)
p;3,s if L 6≡ s (mod 2)
F˜
(L)
p;2,s = F˜
(L−2)
p;2,s + q
(L+s−3)/2F
(L−2)
p;1,s + q
(L−s+3)/2F˜
(L−1)
p;3,s if L 6≡ s (mod 2),
(3.33)
which can be seen to be consistent with (3.14) if (3.18) holds, but is certainly not sufficient
to prove the latter.
4. Discussion
The coincidence (3.18) of finitized fermionic sum representations for Virasoro charac-
ters and finite corner-transfer-matrix sums is quite remarkable. The former have a “natural
interpretation” in terms of the spectrum of gapless spin chains, while the latter arise in
computations of order parameters in off-critical two-dimensional systems. Let us make
some further comments on the two different types of objects which have been claimed (in
some cases proven) to be equal.
As was demonstrated in [26][27] (cf. also subsec. 2.1), fermionic character sums arise
in the analysis of those energy levels of a gapless spin chain hamiltonian which scale as
the inverse size of the system when it becomes infinite. The analysis, which is based
on the study of Bethe equations obtained from functional equations for the (diagonal-
to-diagonal) transfer matrix of a corresponding critical two-dimensional lattice model,
provides an interpretation of the fermionic sums in terms of massless quasi-particles whose
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momenta obey certain restrictions in addition to a fermionic exclusion rule. In particular,
as discussed in detail in [32], the fermionic sums of the form (3.19) for characters of the
unitary Virasoro minimal model M(p, p + 1), are partition functions of such a “gas” of
massless fermionic quasi-particles. The single-particle momenta of these quasi-particles are
quantized in spacing of 2π/L, where L is the size of the system which serves as an infrared
cutoff. These momenta are also restricted in a way (different for different characters) which
depends on the number ma of quasi-particles of type a=1,2,. . .,n in the state. The feature
common to all fermionic sums (3.19) for a given modelM(p, p+1) (where n=p−2), is that
for finite ma the single-particle momenta of the a=1 quasi-particles can take values in a
semi-infinite range (which becomes the positive or negative half of the real axis as L→∞,
corresponding to either right- or left-moving quasi-particles), whereas the momenta of all
other quasi-particles are restricted to a finite range (which shrinks to 0 when the size of
the system becomes infinite).
Finitizing the fermionic sums, namely considering the L-dependent polynomials
F
(L)
p;r,s(q) of (3.7) instead of the q-series (3.20), has the effect of further restricting the
momenta of the a=1 quasi-particles to lie in a finite range, whose upper limit depends
on L. This procedure can be thought of as introducing an ultraviolet cutoff, which is of
order L0=1 (i.e. of order L in the quantization unit 2π/L). This is not to be confused
with the “original” ultraviolet cutoff – the distance between neighboring sites along the
chain – which is present in the problem of studying the spectrum of the spin chain. It is
important to note that the effect of the built-in chain cutoff is to restrict the momentum
to some (periodic) Brillouin zone, in which the dependence of the single-particle energies
on the momentum is nontrivial. On the other hand, the ultraviolet cutoff implied by the
finitization of the fermionic character sums has the appealing property of not changing the
linear dispersion relation of the quasi-particle excitations which survive the (conformal)
continuum limit.
Now the CTM polynomials C
(L)
p;r,s(q), eq. (3.12), are obtained from the sums (3.10)
which arise in the analysis [38] of the r=p+1 RSOS model (in regime III). In this context
L is the length of the corner edge on which the corner transfer matrix acts, namely L is
half the diagonal of the big square on which the model is defined, this big square being
tilted by 450 with respect to the orientation of the square plaquettes of the lattice. (Hence,
if we envisage the spectrum of the corner transfer matrix as built out of some (fictitious)
“CTM excitations”, then L serves as an infrared cutoff for them.) It is interesting to count
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the number of states which are summed over to give the CTM polynomials, namely to
evaluate these polynomials at q=1. They are simply obtained from (3.10) as
C(L)p;r,s(1) =
{
((Ip)
L)s,r if L ≡ s− r (mod 2)
((Ip)L)s,r+1 if L 6≡ s− r (mod 2)
}
= ((Ip)
L)s,r + ((Ip)
L)s,r+1 , (4.1)
where Ip is the incidence matrix of Ap (cf. (3.1)), which enforces the RSOS restrictions
hi ∈ {1, . . . , p}, |hi − hi+1|=1 in (3.10). (The second equality in (4.1) is valid since
((Ip)
L)r,s=0 if (L + s + r) is odd.) Our claim (3.18) then implies, using the definitions
(3.7), (3.2), and (3.17), the following infinite set of identities for the (ordinary) binomial
coefficients
(
n
m
)
= n!m!(n−m)! (with
(
n
m
)
=0 if n < 0 or m 6∈ {0, 1, . . . , n}):
∑
Qr,s
p−2∏
a=1
(1
2 (mIp−2 + ur,s + Le1)a
ma
)
=
∑
Q˜p−r,p+1−s
p−2∏
a=1
(1
2
(mIp−2 + u˜p−r,p+1−s + Le1)a
ma
)
=
∑
k∈ZZ
((
L
L+s−r−1
2 − k(p+ 1)
)
−
(
L
L−s−r−1
2 − k(p+ 1)
))
= ((Ip)
L)s,r+1 for (L+ s+ r) odd
∑
Q˜r,s
p−2∏
a=1
(1
2 (mIp−2 + u˜r,s + Le1)a
ma
)
=
∑
Qp−r,p+1−s
p−2∏
a=1
(1
2
(mIp−2 + up−r,p+1−s + Le1)a
ma
)
=
∑
k∈ZZ
((
L
L+s−r
2
− k(p+ 1)
)
−
(
L
L−s−r
2
− k(p+ 1)
))
= ((Ip)
L)s,r for (L+ s+ r) even,
(4.2)
where
∑
Q indicates summation over m ∈ 2ZZ
p−2 +Q, L is a non-negative integer, p ≥ 3
an integer, r=1,. . . , p − 1, s=1,. . . , p, and the various vectors are defined in (3.3). We
note that when p=3 the elements of the matrix (I3)
L can be simplified, as in (3.28), and
that our analysis in subsect. 3.4 also provides a proof of (4.2) for p=4.
Identities similar to (4.2) for the case of p=5 were encountered in [42] in the analysis
of completeness of the solutions to the Bethe equations for the three-state Potts spin chain.
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In particular, one of the results proven there (eq. (5.12) of [42]) reads in our notation
F
(L)
5;1,1(1) + F
(L)
5;1,5(1) =
∑
m1+m3∈2ZZ
m2∈2ZZ
( 1
2(L+m2)
m1
)(1
2 (m1 +m3)
m2
)(1
2m2
m3
)
= 3
L
2−1, (4.3)
for L even. Our conjectured identities (4.2) can be seen to be consistent with this, as
((I5)
L)1,1 + ((I5)
L)5,1 =
1
2 (3
L
2 −1 + 1) + 12(3
L
2−1 − 1) = 3
L
2 −1 for L even.
It should be noted, though, that when analyzing completeness of the Bethe-equation
solutions, all excitations (involving both left- and right-moving quasi-particles) are in-
cluded. Each finitized character sum, on the other hand, describes just a certain sector
of one chiral half of the theory. Recalling the factorization (2.4) of the CFT partition
function into characters, we are faced with an intriguing question of whether there is some
“natural” finitization of the partition function as a whole, where the building blocks are the
finitized characters. In the case p=3 we can construct the following two finitized partition
functions, corresponding to the Ising model and the theory of a free Majorana fermion
with antiperiodic boundary conditions (we take q ∈ IR here):
Z
(L)
Ising(q) = q
−1/24
3∑
s=1
q2∆
(3)
1,sF
(L−1)
3;1,s (q) F
(L)
3;1,s(q)
Z
(L)
Maj(q) = q
−1/24
(
F
(L−1)
3;1,1 (q) + q
1/2F
(L−1)
3;2,1 (q)
)(
F
(L)
3;1,1(q) + q
1/2F
(L)
3;2,1(q)
)
,
(4.4)
where ∆
(3)
1,s = 0,
1
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, and 1
2
for s=1,2, and 3, respectively. One reason why we regard
these specific finitizations to be natural is the existence – for L even – of the following neat
product forms, which can be obtained from (3.27):
Z
(L)
Ising(q) =
q−
1
24
2
{ L−12∏
n=−L−12
(1 + q|n|)+
L−1
2∏
n=−L−12
(1− q|n|) + q
1
8
L
2∏
n=−L2
(1− q|n|)
}
Z
(L)
Maj(q) = q
− 124
L−1
2∏
n=−L−12
(1 + q|n|) ,
(4.5)
where the product variable n is incremented in steps of one. Another nice property, valid
for either parity of L, is
Z
(L)
Ising(1) = Z
(L)
Maj(1) = 2
L , (4.6)
which is the total number of states of an Ising/Majorana spin chain of L sites.
18
We emphasize that from the point of view of the RSOS model per se, the “completeness
rule” (4.6) is somewhat surprising: recall that the F
(L)
3;r,s were in fact constructed to be equal
to the CTM polynomials (3.12) which arise in the RSOS model of [38], at r=4 in this case.
The origin of this rule lies in the fact that for r=4 the system is equivalent [43] to (two
decoupled copies of the) Ising model, and so the heights hi ∈ {1, 2, 3}, which are restricted
by |hi − hi+1|=1, cf. (3.10), can be traded in for the unrestricted two-valued Ising spins.
There is another case where a similar phenomenon occurs, namely at r=6. Here an
orbifold construction [44] leads to the D4 RSOS model of Pasquier [45], which is equivalent
at criticality to two decoupled copies of the three-state Potts model describing unrestricted
three-valued “spins”. We are therefore tempted to write down the obvious generalization
of Z
(L)
Ising to the ZZ3 case, obtained by finitizing the partition function of the three-state
Potts CFT [22]:
Z
(L)
3sP(q) = q
−1/15
{(
F
(L−1)
5;1,1 (q) + q
3F
(L−1)
5;4,1 (q)
)(
F
(L)
5;1,1(q) + q
3F
(L)
5;4,1(q)
)
+ q4/5
(
F
(L−1)
5;2,1 (q) + qF
(L−1)
5;3,1 (q)
)(
F
(L)
5;2,1(q) + qF
(L)
5;3,1(q)
)
+ 2
(
q2/15F
(L−1)
5;2,3 (q) F
(L)
5;2,3(q) + q
4/3F
(L−1)
5;1,3 (q) F
(L)
5;1,3(q)
)}
.
(4.7)
Amusingly, using (4.2), we find for all L
Z
(L)
3sP(1) =
{
3L−1 + 2 · 3L−1
}
= 3L , (4.8)
with each sector of definite ZZ3 charge contributing equally. On the other hand, the finitized
version of the partition function of the tetracritical Ising CFT [22] is
Z
(L)
tetra(q) = q
−1/15
2∑
r=1
5∑
s=1
q2∆
(5)
r,sF
(L−1)
5;r,s (q) F
(L)
5;r,s(q) , (4.9)
where the dimensions ∆
(5)
r,s are given by (2.1), and we find that
Z
(L)
tetra(1) = 3
L + 1 . (4.10)
The above observations can be generalized further to the whole ADE-series [23] of
modular-invariant partition functions of the unitary minimal modelsM(p, p+1). Namely,
consider the corresponding finitized partition functions
Z
(L)
p(X)(q) = q
−c(p)/12
p−1∑
r,r¯=1
p∑
s,s¯=1
N
p(X)
r,s;r¯,s¯ q
∆(p)r,s+∆
(p)
r¯,s¯ F (L−1)p;r,s (q) F
(L)
p;r¯,s¯(q) . (4.11)
19
Here the multiplicities N
p(X)
r,s;r¯,s¯, corresponding to the partition function in the X=A,D,E
series (so that X=A for p=3,4, X=A or D for p≥5, and for p=11,12,17,18,29,30 also X=E
is possible), are given in [23]. Remarkably, we find the following “completeness rules” for
arbitrary L:
Z
(L)
p(A)(1) =
1
2
Tr (IAp)
2L for p = 3, 4, 5, . . . ,
Z
(L)
p(D)(1) =
1
2
Tr (ID(p+3)/2)
2L for p = 5, 7, 9, . . . ,
Z
(L)
p(E)(1) =
1
2
Tr (IEn)
2L with n = 6, 7, 8 for p = 11, 17, 29, resp.,
(4.12)
where IX is the incidence matrix of the Dynkin diagram of the Lie algebra X , whose rank
is such that its Coxeter number is p+1. (The traces can be evaluated explicitly using the
known eigenvalues of the IX , which are given by 2 cos
πm
g
where the m and g are the
Coxeter exponents and Coxeter number of X , respectively; using this fact, the particularly
simple rhs’s of (4.6), (4.8), and (4.10) can easily be seen to follow from (4.12).) The general
Ap case of these identities can be proved using (4.1), assuming (3.18) holds. For the D- and
E-cases we conjecture them based on their validity for many small values of p and L, which
we have verified. [One can also finitize the fermionic semi-modular-invariant partition
functions of [46], using a generalization of (4.11). We denote the resulting functions by
Z
(L)
p(f)(q), where the N
p(f)
r,s;r¯,s¯ are read off from the ‘fermionic D-series’ expressions in eq. (5.2)
of [46], so that Z
(L)
3(f)(q) = Z
(L)
Maj(q) of (4.4) and (4.5). Results for small p and L lead us
to conjecture that Z
(L)
p(f)(1) = Z
(L)
p(D)(1) for all odd p ≥ 5, generalizing (4.6).]
Note that the rhs’s in (4.12) are precisely half the number of allowed height config-
urations along a row of 2L sites (with periodic boundary conditions h2L+1 = h1) of the
RSOS models [45] based on the Dynkin diagrams of Ap, D(p+3)/2 and En. Since the lhs’s
are defined in terms of conformal field theory characters, which have been “finitized” via
a procedure inspired by a quasi-particle description of the spectrum of spin chains, the
identities (4.12) reflect an intriguing connection between all these frameworks.
Finally, let us return to the initial motivation for the present work, namely proving
the conjectured [27][32] fermionic representations (3.20) (and their extensions (3.22)) for
the Virasoro characters of M(p, p+ 1). As demonstrated, we have achieved this goal for
p=4 using the finitization procedure. However, for bigger p this procedure seems to be
increasingly cumbersome and we have not been able yet to fully carry it out and obtain a
proof.
20
As a possible hint for an alternative way of attacking the problem, which does not
require finitization of the q-series involved, we would like to draw the reader’s attention to
an interesting feature of the fermionic q-series on the rhs’s of (3.20) and (3.22): in all cases
the vector A, specifying the linear shift of the quadratic form in the exponent of q, is either
zero or a unit vector. (In fact, the extension (3.22) of the conjecture (3.20) of [32] was
arrived at by searching for possible right choices of Q,u, and A, allowing for other types
of vectors; our – clearly not exhaustive – search did not yield any viable fermionic sum
representations where A is not a unit vector.) This observation suggests that we consider
the following formal series in n variables za in addition to q,
SQn (u|q, z) =
∑
m∈2ZZ
n+Q
m1≥0
q
1
4mCnm
t
(
n∏
a=1
z
− 12ma
a
)
1
(q)m1
n∏
a=2
[1
2 (mIn + u)a
ma
]
q
, (4.13)
which reduces to Sn
[
Q
A
]
(u|q) of (3.19) when specializing to za=q
Aa for a=1, . . ., n. When
inserted into (3.20) and (3.22), this means that all the za are in fact evaluated at 1, except
possibly for one which is evaluated at q, since As = en+2−s. The series S
Q
n (u|q, z) are
then generalizations of
S(q, z) =
∞∑
m=0
qm
2
zm
(q)m
, (4.14)
giving the two fermionic sums with a=0 and 1 in (1.1) when evaluated at z=1 and z=q,
respectively. This function, which satisfies a linear second order q-difference equation, plays
an important role in the proofs [2][3] of the Rogers-Ramanujan-Schur identities (1.1).
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