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Abstract
Let E be a real normed linear space, K be a nonempty subset of E and T :K → E be a uniformly
continuous generalized Φ-hemi-contractive mapping, i.e., F(T ) := {x ∈ K: T x = x} = Φ, and there
exist x∗ ∈ F(T ) and a strictly increasing function Φ : [0,∞) → [0,∞), Φ(0) = 0 such that for all
x ∈ K , there exists j (x − x∗) ∈ J (x − x∗) such that〈
T x − x∗, j (x − x∗)〉 ‖x − x∗‖2 − Φ(‖x − x∗‖).
(a) If y∗ ∈ K is a fixed point of T , then y∗ = x∗ and so T has at most one fixed point in K .
(b) Suppose there exists x0 ∈ K , such that the sequence {xn} defined by
xn+1 = anxn + bnT xn + cnun, ∀n 0,
is contained in K , where {an}, {bn} and {cn} are real sequences satisfying the following condi-
tions:
(i) an + bn + cn = 1;
(ii) ∑∞n=0(bn + cn) = ∞;
(iii) ∑∞n=0(bn + cn)2 < ∞;
(iv) ∑∞n=0 cn < ∞; and {un} is a bounded sequence in E.
* Corresponding author.
E-mail addresses: chidume@ictp.trieste.it (C.E. Chidume), chidumeg@hotmail.com (C.O. Chidume).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.08.060
546 C.E. Chidume, C.O. Chidume / J. Math. Anal. Appl. 303 (2005) 545–554Then {xn} converges strongly to x∗. In particular, if y∗ is a fixed point of T in K , then {xn}
converges strongly to y∗.
A related result deals with the iterative approximation of the zeros of uniformly continuous general-
ized Φ-quasi-accretive mappings.
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1. Introduction
Let E be a real Banach space and E∗ be its dual space. The normalized duality mapping
J :E → 2E∗ is defined by Jx = {x∗ ∈ E∗: 〈x, x∗〉 = ‖x‖‖x∗‖, ‖x∗‖ = ‖x‖} where 〈·, ·〉
denotes the generalized duality pairing.
Definition 1.1. A mapping A with domain D(A) and range R(A) in E is said to be strongly
accretive if for each x, y ∈ D(A), there exist a constant k ∈ (0,1) and j (x −y) ∈ J (x −y)
such that 〈Ax − Ay, j (x − y)〉  k‖x − y‖2, and is called strongly φ-accretive if, for
any x, y ∈ D(A), there exist j (x − y) ∈ J (x − y) and a strictly increasing function
φ : [0,∞) → [0,∞) with φ(0) = 0 such that〈
Ax − Ay, j (x − y)〉 φ(‖x − y‖)‖x − y‖.
The mapping A is called generalized Φ-accretive if there exist j (x − y) ∈ J (x − y) and a
strictly increasing function Φ : [0,∞) → [0,∞) with Φ(0) = 0 such that〈
Ax − Ay, j (x − y)〉Φ(‖x − y‖), ∀x, y ∈ D(A).
It is well known that the class of generalized Φ-accretive mappings includes the class of
φ-strongly accretive operators as a special case (one sets Φ(s) = sφ(s) for all s ∈ [0,∞)).
Let N(A) := {x ∈ E: Ax = 0} = ∅.
Definition 1.2. The mapping A is called strongly quasi-accretive if for all x ∈ E, x∗ ∈
N(A), there exist k ∈ (0,1) and j (x−x∗) ∈ J (x−x∗) such that 〈Ax−Ax∗, j (x−x∗)〉
k‖x − x∗‖2; A is called strongly φ-quasi-accretive if, for all x ∈ E, x∗ ∈ N(A), there exist
φ and j (x − x∗) ∈ J (x − x∗) such that 〈Ax − Ax∗, j (x − x∗)〉 φ(‖x − x∗‖)‖x − x∗‖,
where φ is as in Definition 1.1. Finally, A is called generalized Φ-quasi-accretive if, for all
x ∈ E, x∗ ∈ N(A), there exist j (x − x∗) ∈ J (x − x∗) and Φ such that 〈Ax − Ax∗, j (x −
x∗)〉Φ(‖x − x∗‖), where Φ is as in Definition 1.1.
Definition 1.3. A mapping G :E → E is called Lipschitz if there exists a constant L > 0
such that ‖Gx − Gy‖ L‖x − y‖, ∀x, y ∈ D(G).
Closely related to the class of accretive-type mappings are those of pseudo-contractive
types.
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if (I − T ) is strongly accretive, and is called strongly φ-pseudo-contractive if and only if
(I −T ) is strongly φ-accretive. The mapping T is called generalized Φ-pseudo-contractive
if and only if (I − T ) is generalized Φ-accretive.
Definition 1.5. If F(T ) := {x ∈ E: T x = x} = ∅, the mapping T is called strongly hemi-
contractive if and only if (I −T ) is strongly quasi-accretive; it is called φ-hemi-contractive
if and only if (I − T ) is strongly φ-quasi-accretive; and T is called generalized Φ-hemi-
contractive if and only if (I − T ) is generalized Φ-quasi-accretive.
The class of generalized Φ-hemi-contractive mappings is the most general (among those
defined above) for which T has a unique fixed point. For a comparison of the relationships
between the various classes of nonlinear mappings defined above, the reader may consult
[1,5].
Numerous convergence results have been proved on iterative methods for approxi-
mating zeros of Lipschitz accretive-type (or pseudo-contractive type) nonlinear mappings
(see, e.g., [1–4,7,9,12] and references contained therein). Most of these results have been
extended to uniformly continuous mappings. The most general results for uniformly con-
tinuous φ-hemi-contractive mappings seem to be the following theorems.
Theorem GF1 [6, Theorem 2.1]. Let E be a real normed linear space, K be a nonempty
subset of E and T :K → E be a uniformly continuous φ-pseudo-contractive type operator,
i.e., there exist x∗ ∈ K and a strictly increasing function Φ : [0,∞) → [0,∞), Φ(0) = 0
such that for all x ∈ K , there exists j (x − x∗) ∈ J (x − x∗) satisfying〈
T x − x∗, j (x − x∗)〉 ‖x − x∗‖2 − Φ(‖x − x∗‖).
(a) If y∗ ∈ K is a fixed point of T , then y∗ = x∗, and so T has at most one fixed point
in K .
(b) Suppose there exists x0 ∈ K such that both the Ishikawa iterative sequence {xn} with
error and the auxiliary sequence {yn} defined by
yn = (1 − βn)xn + βnT xn + vn, n 0,
xn+1 = (1 − αn)xn + αnTyn + un,
are contained in K , where {un}, {vn} are two sequences in E and {αn}, {βn} are two
sequences in [0,1] satisfying the following conditions:
(i) αn,βn → 0 (n → ∞) and ∑αn = ∞;
(ii) ‖un‖ = o(αn) and ‖vn‖ → 0 (n → ∞).
If {xn} is a bounded sequence in K , then {xn} converges strongly to x∗. In particular,
if y∗ is a fixed point of T in K , then {xn} converges strongly to y∗.
Theorem GF2 [6, Theorem 2.2]. Let E be a real normed linear space, K be a nonempty
subset of E such that K + K ⊂ K . Let T :K → K be a uniformly continuous φ-pseudo-
contractive type operator. Let {un}, {vn}, {αn}, {βn} be as in Theorem GF1. For any given
x0 ∈ K , the Ishikawa iterative sequence {xn} with errors is defined as in Theorem GF1.
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in K .
(b) If {xn} is a bounded sequence, then {xn} converges strongly to x∗. In particular, if y∗
is a fixed point of T in K , then {xn} converges strongly to y∗.
Theorem CCZ1 [1, Theorem 7.2.1, p. 248]. Let E be a real normed linear space, K be
a nonempty convex subset of E such that K + K ⊂ K , and T :K → K be a uniformly
continuous and φ-hemi-contractive mapping. Let {αn}, {βn} be two real sequences in (0,1)
satisfying the following conditions:
(i) αn,βn → 0 (n → ∞);
(ii) ∑αn = ∞.
Assume that {un}, {vn} are two sequences in K satisfying the following conditions:
un = u′n + u′′n for any sequences {u′n}, {u′′n} in K with
∑‖u′n‖ < ∞; ‖u′′n‖ = o(αn) and
‖vn‖ → 0 as n → ∞. Define the Ishikawa iterative sequence with mixed errors in K by
x0 ∈ K ,
yn = (1 − βn)xn + βnT xn + vn, n 0,
xn+1 = (1 − αn)xn + αnTyn + un.
If {Tyn} is bounded, then the sequence {xn} converges strongly to the unique fixed point
of T .
Theorem CCZ2 [1, Theorem 7.2.2, p. 251]. Let E be a real normed linear space,
and T :E → E be a uniformly continuous and strongly φ-quasi-accretive mapping. Let
{αn}, {βn} be two real sequences in (0,1) satisfying the following conditions:
(i) αn,βn → 0 (n → ∞);
(ii) ∑αn = ∞.
Let {un}, {vn} be as in Theorem CCZ1. Define a mapping S :E → E by Sx := x − T x
for each x ∈ E. For an arbitrary x0 ∈ E, define the Ishikawa iterative sequence {xn} with
mixed errors by x0 ∈ E,
yn = (1 − βn)xn + βnT xn + vn, n 0,
xn+1 = (1 − αn)xn + αnTyn + un.
If {Syn} is bounded, then the sequence {xn} converges strongly to the unique fixed point
of T .
Remark 1. Theorems GF1, GF2, CCZ1, and CCZ2 are important generalizations of sev-
eral recent results. We observe that the class of mappings considered in Theorems CCZ1
and CCZ2 is a proper subclass of the class of mappings studied in Theorems GF1 and
GF2 in which Φ(s) = sφ(s). However, the requirement that {xn} be bounded imposed in
Theorems GF1 and GF2 is stronger than the requirement that {Tyn} or {Syn} be bounded
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continuous.
It is our purpose in this paper to prove convergence theorems that significantly improve
Theorems GF1, GF2, CCZ1 and CCZ2. In particular, our theorems will provide the fol-
lowing improvements:
(1) The requirement in Theorems GF1 and GF2 that {xn} be bounded will be dispensed
with.
(2) Theorem CCZ1 will be extended to the more general class of generalized Φ-hemi-
contractive mappings and at the same time the conditions that {Tyn} be bounded will
not be imposed.
(3) Theorem CCZ2 will be extended to the more general class of generalized Φ-quasi-
accretive operators and without the requirement that {Syn} be bounded.
2. Main results
In the sequel, we shall make use of the following well-known inequality.
Lemma 2.1. Let E be a real normed linear space. Then, the following inequality holds:
‖x + y‖2  ‖x‖2 + 2〈y, j (x + y)〉, ∀x, y ∈ E, ∀j (x + y) ∈ J (x + y).
We prove the following theorems.
Theorem 2.2. Let E be a real normed linear space and T :E → E be uniformly continu-
ous. Let {xn} be a sequence in E defined iteratively from an arbitrary x0 ∈ E by
xn+1 = anxn + bnT xn + cnun, n 0, (1)
where {an}, {bn}, {cn} are sequences in [0,1] satisfying the following conditions:
(i) an + bn + cn = 1, ∀n 0;
(ii) ∑∞n=0 bn + cn = ∞;
(iii) ∑∞n=0(bn + cn)2 < ∞;
(iv) ∑∞n=0 cn < ∞ and such that〈
T xn − x∗, j (xn − x∗)
〉
 ‖xn − x∗‖2 − Φ
(‖xn − x∗‖), ∀n 0, (2)
where Φ : [0,∞) → [0,∞) is a strictly increasing function with Φ(0) = 0, and {un}
is a bounded sequence in E.
Then {xn} is bounded.
Proof. If x0 = T xn, ∀n 0, then we are done. Suppose this is not the case, i.e., suppose
there exists n0 ∈ N the smallest positive integer such that xn0 = T xn0 . Without loss of
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we obtain that
‖x0 − x∗‖Φ−1(a0).
Let N∗ := supn ‖un − x∗‖. Since T is a bounded operator, we can define
M0 := sup
{‖x − T x‖: ‖x − x∗‖ 8Φ−1(a0)}+ N∗.
Set 0 := Φ(2Φ−1(a0))14Φ−1(a0) > 0. Since T is uniformly continuous, there exists a δ > 0 such that‖T x − Ty‖ < 0 whenever ‖x − y‖ < δ. Now define
γ0 := 12 min
{
1,
Φ(2Φ−1(a0))
1 + 14M0Φ−1(a0) ,
δ
3M0 + 2Φ−(a0) ,
Φ−1(a0)
M0 + 1
}
.
Claim 1. ‖xn − x∗‖ 2Φ−1(a0), ∀n 0.
The proof of this claim is by induction. Clearly, the claim holds for n = 0. Assume now
it holds for some n, i.e., assume that ‖xn −x∗‖ 2Φ−1(a0). We prove that ‖xn+1 −x∗‖
2Φ−1(a0). Suppose this is not the case. Then ‖xn+1 − x∗‖ > 2Φ−1(a0). This implies that
Φ(‖xn+1 − x∗‖) > Φ(2Φ−1(a0)). Set αn := bn + cn. Then Eq. (1) becomes
xn+1 = (1 − αn)xn + αnT xn + cnUn, (3)
where Un := (un − T xn). Set M1 := 14Φ−1(a0)[3M0 + 2Φ−1(a0)]. Observe that
‖Un‖N∗ + ‖xn − x∗‖ + ‖xn − T xn‖ 2M0 + 2Φ−1(a0).
Furthermore,
‖xn+1 − x∗‖ ‖xn − x∗‖ + αn‖xn − T xn‖ + cn‖Un‖
 2Φ−1(a0) + γ0M0 + γ0
(
2M0 + 2Φ−1(a0)
)
 7Φ−1(a0).
Set
ρ := 14[2M0 + 2Φ−1(a0)]Φ−1(an).
Also,
‖xn+1 − xn‖ αn
{‖xn − T xn‖ + ‖Un‖}, cn < αn,
 αn
[
3M0 + 2Φ−1(a0)
]
 γ0
[
3M0 + 2Φ−1(a0)
]
< δ,
so that ‖T xn+1 − T xn‖ < 0. Using these estimates and the recursion formula (3), we now
obtain the following estimates:
‖xn+1 − x∗‖2 =
∥∥xn − x∗ − αn(xn − T xn) + cnUn∥∥2
 ‖xn − x∗‖2 − 2αn
〈
xn − T xn, j (xn+1 − x∗)
〉+ 2cn‖Un‖.‖xn+1 − x∗‖
= ‖xn − x∗‖2 − 2αn
〈
xn+1 − T xn+1 − xn+1 + T xn+1 + xn − T xn, j (xn+1 − x∗)
〉
+ cnρ
 ‖xn − x∗‖2 − 2αnΦ
(‖xn+1 − x∗‖)+ 2αn‖xn+1 − xn‖.‖xn+1 − x∗‖
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 ‖xn − x∗‖2 − 2αnΦ
(
2Φ−1(a0)
)+ α2nM1 + 14Φ−1(a0)αn‖T xn+1 − T xn‖
+ cnρ.
Hence, we obtain that
‖xn+1 − x∗‖2  ‖xn − x∗‖2 − αnΦ
(
2Φ−1(a0)
)+ M1α2n + cnρ.
This implies
Φ
(
2Φ−1(a0)
) n∑
j=0
αj 
n∑
j=0
(‖xj − x∗‖2 − ‖xj+1 − x∗‖2)+ M1
∞∑
j=0
α2j + ρ
n∑
j=0
cj ,
so that since
∑∞
n=0 α2n < ∞,
∑∞
n=0 cn < ∞, we obtain that
∑∞
n=0 αn < ∞, a contradiction.
Hence {xn} is bounded. 
Theorem 2.3. Let E be a real normed linear space, K be a nonempty subset of E and
T :K → E be a uniformly continuous generalized Φ-hemi-contractive mapping, i.e., there
exist x∗ ∈ F(T ) and a strictly increasing function Φ : [0,∞) → [0,∞), Φ(0) = 0 such
that for all x ∈ K, there exists j (x − x∗) ∈ J (x − x∗) such that
〈
T x − x∗, j (x − x∗)〉 ‖x − x∗‖2 − Φ(‖x − x∗‖). (4)
(a) If y∗ ∈ K is a fixed point of T , then y∗ = x∗ and so T has at most one fixed point in K .
(b) Suppose there exists x0 ∈ K , such that the sequence {xn} defined by
xn+1 = anxn + bnT xn + cnun, ∀n 0, (5)
is contained in K, where {an}, {bn} and {cn} are real sequences satisfying the following
conditions:
(i) an + bn + cn = 1;
(ii) ∑∞n=0(bn + cn) = ∞;
(iii) ∑∞n=0(bn + cn)2 < ∞;
(iv) ∑∞n=0 cn < ∞; and {un} is a bounded sequence in E.
Then {xn} converges strongly to x∗. In particular, if y∗ is a fixed point of T in K, then
{xn} converges strongly to y∗.
Proof. (a) If y∗ ∈ K is a fixed point of T then by (4), there exists j (y∗ −x∗) ∈ J (y∗ −x∗)
such that
‖y∗ − x∗‖2 = 〈y∗ − x∗, j (y∗ − x∗)〉= 〈Ty∗ − x∗, j (y∗ − x∗)〉
 ‖y∗ − x∗‖2 − Φ(‖y∗ − x∗‖).
This implies y∗ = x∗. Hence T has at most one fixed point.
(b) By Theorem 2.2, {xn} is a bounded sequence in K. Since T is uniformly continuous,
it follows that {T xn} is bounded. As in the proof of Theorem 2.2, set αn := bn + cn. Then,
Eq. (5) becomes
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where Un := (un − T xn). Set M1 := 2 supn ‖Un‖.‖xn+1 − x∗‖, M2 := 2 supn{‖xn −
T xn‖ + ‖Un‖}.‖xn+1 − x∗‖ and M3 := 2 supn ‖xn+1 − x∗‖. Then,
‖xn+1 − x∗‖2  ‖xn − x∗‖2 − 2αn
〈
xn − T xn, j (xn+1 − x∗)
〉
+ 2cn
〈
Un, j (xn+1 − x∗)
〉
 ‖xn − x∗‖2 − 2αnΦ
(‖xn+1 − x∗‖)+ cnM1
− 2αn
〈−(xn+1 − xn) + (T xn+1 − T xn), j (xn+1 − x∗)〉
 ‖xn − x∗‖2 − 2αnΦ
(‖xn+1 − x∗‖)+ αnM3‖T xn+1 − T xn‖
+ cnM1 + α2nM2.
Claim 2. inf{‖xn+1 − x∗‖, n 0} = 0.
Suppose this is not true. Let inf{‖xn+1 − x∗‖, n 0} = δ > 0. Then, ‖xn+1 − x∗‖ > δ
for all n 0 and this implies that Φ(‖xn+1 − x∗‖) > Φ(δ). Observe that ‖xn+1 − xn‖
αn‖xn − T xn‖ + cn‖Un‖  αn supn ‖xn − T xn‖ + cn supn ‖Un‖ → 0 as n → ∞, so that
by the uniform continuity of T , there exists an integer N0 > 0 such that ‖T xn+1 −T xn‖ <
Φ(δ)/M3 for all nN0. Hence, for all nN0,
‖xn+1 − x∗‖2  ‖xn − x∗‖2 − αnΦ(δ) + α2nM2 + cnM1.
This implies, for all nN0,
Φ(δ)
n∑
j=0
αj 
n∑
j=0
(‖xj − x∗‖2 − ‖xj+1 − x∗‖2)+ M2
n∑
j=0
α2j + M1
n∑
j=0
cj ,
and this implies, since
∑∞
n=0 α2n < ∞ and
∑∞
n=0 cn < ∞, that
∑∞
n=0 αn < ∞, a con-
tradiction to condition (ii) of the theorem. Hence, the claim holds. Thus, there exists a
subsequence {xnj } of {xn} such that limj→∞ ‖xnj − x∗‖ = 0.
Let  be given. Since ‖xn+1 − xn‖ → 0 (n → ∞), and T is uniformly continuous, we
can choose (also in view of conditions (iii) and (iv)) an integer N1 > 0 such that for all
nN1 the following inequalities hold:
M1cn <
Φ()
4
αn, M2αn <
Φ()
4
, ‖T xn+1 − T xn‖ Φ()
M3
.
Now choose an integer N2 >N1 such that ‖xni − x∗‖ < , ∀i N2. Fix i∗ N2. Then,
‖xni∗ − x∗‖ < .
Claim 3.
‖xni∗+m − x∗‖ < , ∀m = 1,2, . . . .
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this is not the case. Then, ‖xni∗+1 − x∗‖  . This implies Φ(‖xni∗+1 − x∗‖)  Φ().
Using the recursion formula (6), we now obtain the following estimate:
‖xni∗+1 − x∗‖2  ‖xni∗ − x∗‖2 −
1
2
αn
i∗Φ() < 
2,
a contradiction. Hence Claim 3 holds for m = 1. Assume now it holds for m = k. Follow-
ing the above argument, one easily proves that it holds for m = k + 1. Hence, Claim 3
holds. This shows that {xn} converges strongly to x∗ as n → ∞, completing proof of The-
orem 2.3. 
Corollary 2.4. Let E be a real normed linear space and let A :E → E be a uniformly
continuous generalized Φ-quasi-accretive mapping, i.e., there exists x∗ ∈ N(A) such
that for all x ∈ E, there exist j (x − x∗) ∈ J (x − x∗) and a strictly increasing function
Φ : [0,∞) → [0,∞), Φ(0) = 0 such that〈
Ax − Ax∗, j (x − x∗)〉Φ(‖x − x∗‖).
For arbitrary x0 ∈ E, define the sequence {xn} iteratively by
xn+1 = anxn + bnSxn + cnun, n 0,
where S :E → E is defined by Sx := x − Ax for all x ∈ E; and {an}, {bn}, {cn} are real
sequences in [0,1] satisfying the following conditions:
(i) an + bn + cn = 1;
(ii) ∑∞n=0(bn + cn) = ∞;
(iii) ∑∞n=0(bn + cn)2 < ∞;
(iv) ∑∞n=0 cn < ∞; and {un} is a bounded sequence in E.
Then, {xn} converges strongly to x∗.
Proof. We simply observe that S is a uniformly continuous and generalized Φ-hemi-
contractive mapping of E into E. The result follows from Theorem 2.3. 
Remarks. (1) In 1974 when the Ishikawa iteration process [8] was introduced to approx-
imate fixed points of Lipschitz pseudo-contractive mappings defined on compact convex
subsets of Hilbert spaces, it was not known whether or not the simpler Mann process [10]
would converge under this situation. Furthermore, when both processes converged, it was
of interest to study the rate of convergence of the two schemes (see, e.g., Rhoades [11]). By
the late 1980’s and the 1990’s it had become clear that there was no significant difference
in the rates of convergence of both schemes. Consequently, whenever the Mann sequence
converged, it was preferred to the Ishikawa sequence because of the simpler form of its re-
currence relation. It is now know that in such cases, any discussion of the Ishikawa iterative
process becomes unnecessary. Unfortunately, many authors continue to prove convergence
theorems using the Ishikawa iteration process in situations where the simpler Mann process
converges. This appears to be no longer acceptable. Consequently, since the Mann process
554 C.E. Chidume, C.O. Chidume / J. Math. Anal. Appl. 303 (2005) 545–554works for our theorems in this paper, there is no need to discuss the more cumbersome
Ishikawa method, even though our theorems also hold in this case.
(2) In 1995, Liu [9] introduced what he called the Mann and Ishikawa iteration meth-
ods with errors {un} and {vn} where ∑∞n=0 ‖un‖ < ∞, ∑∞n=0 ‖vn‖ < ∞. There was an
objection to the introduction of errors that are assumed to satisfy these conditions (see,
e.g., Xu [12]) on the grounds that the conditions imply that the errors tend to zero as
n → ∞. This is not compatible with the randomness of the occurrence of errors. In 1998,
Xu [12] introduced new somewhat satisfactory types of Mann and Ishikawa iterative se-
quences with errors {un} and {vn}, where the error terms are assumed to be only bounded.
In Theorems CCZ1 and CCZ2, the authors studied another form of errors un, vn called
mixed errors and imposed the following conditions on the error terms: un = u′n + u′′n
and
∑‖u′n‖ < ∞; ‖u′′n‖ = o(αn); ‖vn‖ → 0 (n → ∞), where limαn = 0. The condi-
tion ‖u′′n‖ = o(αn) not only demands that the error terms tend to zero as n → ∞, but that
they do so faster than αn!!. This is a very unreasonable assumption and is almost impossi-
ble to verify in any application. In Theorems GF1 and GF2, the author imposes a similar
condition, i.e., ‖un‖ = o(αn). Even though our theorems in this paper remain true if these
conditions are imposed, we do not discuss the details. We have proved our theorems for
the Mann process with the reasonable error terms of the type introduced in Xu [12].
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