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Abstract 
 
We find evidence for the surprising formation of polymeric phases under high pressure for 
conjugated nanohoop molecules. This paper represents one of the unique cases where the 
molecular-level effects of pressure in crystalline organic solids is addressed and provides a suitable 
general approach based on vibrational Raman spectroscopy combining experiments and 
computations. In particular we studied the structural and supramolecular chemistry of the cyclic 
conjugated nanohoop molecule, [5]cyclo-para-phenylene under high pressures of 0 to 10 GPa. The 
theoretical modeling for periodic crystals predict good agreements with Raman spectra in the 
molecular phase. In addition we have discovered two stable polymeric phases that arise in the 
simulation. The critical pressures in the simulation are too high, but the formation of polymeric 
phases at high pressures provides a natural explanation for the observed irreversibility of the 
Raman spectra upon pressure release between 6 and 7 GPa. The geometric parameters show a 
deformation toward quinonoid structures at high pressures accompanied by other deformations 
of the nanohoops. The quinonoidization of the benzene rings is linked to the systematic change of 
the bond length alternation as a function of pressure, providing a qualitative interpretation of the 
observed spectral shifts in the molecular phase. 
 
Introduction 
 This paper addresses the behavior under high pressures of a cyclic para-phenylene, an 
member of a group of exciting novel molecules 1  with unusual cyclic conjugation. 2 
Cycloparaphenylene nanohoops ([n]CPPs) consist of n phenyl units joined to each other in their 
para positions.3 , 4 , 5 , 6  These nanohoops can be viewed as molecular (0D) analogues of the 
chainlike (1D) armchair single walled carbon nanotubes (SWCNTs). In particular, [5]CPP is the 
highest strained member of the [n]CPP series, with a strain energy of about 119 kcal/mol7, 8. This 
highly strained unique structure provides an ideal case for understanding cylindrical -electronic 
effects and any intermolecular bond formation under high pressure would be facilitated by the 
high strain energy.  
Understanding the behaviors of the materials under extreme conditions has attracted wide 
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interests and attentions from geoscientists, from physicists for phase transition of metals and 
superconductors, and for chemists for polymorphism of the organic solids to mention only a few 
areas. Both experimental measurements9, 10, 11 and theoretical models12 are used to investigate 
the cross-sectional deformations of the single, double or bundled carbon nanotubes. Typical 
experimental tools in this area include Raman spectroscopy10, X-ray diffraction13 and neutron 
diffraction.14 Raman spectroscopy is most widely used and provides a powerful technique to study 
the pressure-induced changes of the sp2 network.15 Previous classical molecular simulations of 
single carbon nanotubes show the cross sectional shape changes from almost perfect circular to 
flattened oval or polygonised shapes under increased pressure, and then leading to collapse and 
the formation of a peanut shape above at least 16 GPa16, 17.  
Feasible and accurate experimental data of the intramolecular changes (either physical or 
chemical) taking place at high pressures are scarce and very valuable for the steady development 
of mechanochemistry and related areas. X-ray diffraction can be the technique of choice for these 
studies however it provides a detailed atomistic intramolecular information only occasionally. We 
show here a combined theoretical and experimental protocol for these studies which represents 
one of the first examples of the theoretical simulation of the structure and spectroscopy at high 
pressure in crystalline organic solids, the prediction of the high pressure vibrational Raman spectra 
and the comparison with the experimental spectra taken as a function of pressure. The good 
matching of theory and experiments gives access to an unprecedented picture of the processes 
induced by pressure. 
In this paper, we describe this protocol by using current electronic structure programs that 
are able to simulate high pressure solid state conditions combined with the density functional 
theory (DFT) approach for the elucidation of the molecular spectroscopic properties and high 
pressure Raman experiments. For this we selected a molecular solid with a well-known crystal 
structure (without interfering intercalated solvent molecules), which is prone to change upon 
pressure as it represents a molecular section of a carbon nanotube for which high pressure studies 
are well described in the literature.16, 17 In this paper we only consider [5]CPP which does not 
contain in their interiors any solvent or other molecules. These empty CPPs can more easily deform 
and their modeling is more straightforward compared to the filled nanohoops. CPP molecules are 
interesting because the peripheral carbons are terminated by hydrogen atoms and they retain one 
π-electron per carbon which are delocalized over all carbons in their approximate sp2 hybridized 
state just like in SWCNTs. In this paper we focus on the pressure dependent shape changes of [5]CPP. 
We have recently shown18, based on Raman spectroscopy and DFT evidence that the structures of 
the [n]CPPs systematically change as a function of n, starting with a partially quinonoid structure 
for small n gradually becoming more aromatic as n is increased. This effect is the result of the ring 
strain of the nanohoop that reduces benzene aromatization for small n changing the electron 
localization from the benzene rings to the interring bonds within the nanohoop (quinonoid 
structure) strongly affecting a number of vibrational frequencies called bond length alternation 
(BLA) modes. The main initial question of this work has been about how the flattening and 
aromaticity change under pressure.  
 This paper provides experimental Raman spectra as a function of pressure, P, between 0 and 
10 GPa together with computational modeling of the geometries and Raman spectra further 
establishing structure-spectrum correlations for conjugated molecules and nanohoops. The crystal 
packing conditions also influence the molecular shapes. For instance, [6]CPP crystals are packed in 
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a hexagonal structure while [5]CPP has a more complex intermolecular structure incorporating 
herringbone packing. Scheme 1 illustrates the cross sectional change from a circular to an oval 
shape. 
 
Scheme 1. Schematic deformation pathway under pressure from circular to oval showing the top 
view of [5]CPP. Carbons are grey, hydrogens are not shown. 
 
In this paper, we pursuit two main objectives: 
1. We will focus on the pressure dependent configurational and geometrical changes of 
[5]CPP which strongly affect a number of vibrational modes called bond length alternation 
(BLA) modes. The main initial question of this work is to explore how compression changes 
the cyclic configuration of [5]CPP as well as studying any possibility of pressure induce 
quinonoidization. For this purpose, we provide experimental Raman spectra as a function 
of pressure, P, between 0 and 10 GPa together with computational modeling of the 
geometries and Raman spectra. 
2. Moreover, during simulations at high pressures above 10-11 GPa we observed a 
bifurcation of the total energy surface with the appearance of two low energy polymeric 
phases. This expanded the scope of the work to include the characterization of these 
polymeric phases in addition to the molecular phase allowing us to provide an 
interpretation of the observed irreversibility of the Raman spectra upon pressure release 
once the pressure reached a critical value in the experiments. 
Methods 
 
Parameters for molecular shapes: The geometries of the CPP molecules under high pressure are 
characterized by the changes in the local geometrical parameters shown in Figure 1a, as well as 
global parameters in Figure 1b that indicate the overall shape and its changes. We define three 
important geometric parameters to indicate the deformation of the molecules in the unit cell in 
the molecular phase. The first is BLA which provides a qualitative measure of the degree of the 
aromatic to quinonoid transformation. The second is the average torsion between adjacent 
phenyls. The BLA is quantitatively characterized19 by using the following formula (1) and the 
definitions in Figure 1, where the interring torsion is also defined. When the interring bond (r) is 
long, and r1 and r2 are close in value, the structure is aromatic with BLA>0. When r is short, and r1 > 
r2 then BLA<0 and the structure is quinonoid. Typically, 𝑟1 ≈ 𝑟
′
1. 
𝐵𝐿𝐴 = 𝑟 + 𝑟2 − 𝑟1 − 𝑟
′
1       (1)       
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Figure 1. Geometric parameters: (a) BLA and torsional angle (θ) between two neighboring benzene 
units; and the CC bond distances (r, r1, r1’ and r2). (b) Long and short axis of [5]CPP. Carbons are 
grey, hydrogens are blue. 
 
The third deformation parameter is the flattening factor f(P) showing the deformation from 
the approximately circular initial (P=0) shape, assuming an overall ellipsoid shape using the 
following formula: 
𝑓(𝑃) = 𝑎(𝑃)/𝑏(𝑃)-1,           (2) 
where a and b are the long and short axis. We obtained a and b by measuring the shortest and 
longest carbon-carbon distances across the molecule. Since the molecules are not perfectly circular 
even at P=0, the f(P)-f(0) difference is used as an approximate descriptor for the shape change 
under pressure.  
 
Experimental: [5] CPP was provided by Jasti et al. and synthesized by using multinuclear 
arylplatinum complexes.5 Raman measurements were carried out with a Bruker Senterra dispersive 
Raman spectrometer with 785 nm as excitation wavelength and spectral resolution of 3 cm-1 under 
an inert atmosphere. Pressure studies were conducted in a sapphire anvil cell (SAC). Our anvils 
have a diameter culet of 400 m with which pressures up to 12 GPa can be controllably achieved. 
Non pressure transmitting medium was used and diamond chips were used as pressure calibrants 
by monitoring the 1330 cm-1 Raman band20. The frequency region associated with the calibrants 
bands are indicated in the experimental spectra with a gray background. The high pressure cell was 
loaded in a glove box under nitrogen atmosphere. Second derivative analysis of the spectra 
combined with Lorentzian curve fittings were used for the Raman spectra.21 
Computational modeling: Our crystal modeling is based on the Quantum Espresso (QE) package 
that includes pressure as an explicit input parameter. We used PBE22 as the density functional with 
the Rappe-Rabe-Kaxiras-Joannopoulos ultrasoft pseudopotential23, 24 and a plane wave basis set 
with a 47 Ry cutoff. For each pressure between 0 and 20 GPa we performed full geometry 
optimization using default convergency criteria. For a few models we went up to 24 GPa. The 
consistency of our computed unit cell data with the Birch-Murnaghan equation is discussed in the 
SI section. The experimental structure of [5]CPP at P=1 atm≈0.0001013 GPa contains Z=8 molecules 
with Z’=1.5 Due to the limited computational resources we reduced the number of molecules in 
the modeling to Z=2. We used two models to simplify the structure and capture the essential 
interactions. Figure 2a contains the full unit cell, and 2b shows both the PP and the HBP model. 
HBP model (herringbone packing): This is a reasonable choice because in the unit cell of the 
experimentally observed [5]CPP the eight molecules can be divided into four pairs and each 
(a) (b) 
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pair is arranged in a herringbone packing.  
PP model (parallel packing): A different kind of intermolecular interaction shown in Figure 2b 
and 2c is emphasized in this model also relying on two molecules per unit cell.  
With the optimized geometries obtained at each P value we calculated the vibrational frequencies 
and non-resonant Raman intensities at the frozen geometries with the Gaussian 09 package.25 We 
used the B3LYP/6-31G(d) model chemistry with non-resonant Raman intensities. The scaling factor 
of 0.95 was used for all frequencies.  
 
 
Figure 2. (a) Molecular packing in the [5]CPP crystal from X-ray diffraction5 (Z=8). (b) Top view of 
two Z=2 models used in this work based on (a). (c) Side view of the unit cells used in the two unit 
cell models. HBP (left): red, PP (right): green. 
(a) 
(b) 
(c) 
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The computed 3D structures at P=0 are summarized and compared with experiment in Figure 
2 and in Table 1. The modeling at P=0 is satisfactory and forms the basis of the high pressure 
computations.  
 
Table 1. The geometric parameters of the crystal unit cell of [5]CPP from X-ray diffraction and our 
modeling at ambient pressure. 
 Experiment5 HBP model PP model 
Z 8 2 2 
Axis a /Å 9.882 10.3499 10.2926 
Axis b /Å 11.6273 11.3590  6.0782 
Axis c /Å 35.5547 10.1675 18.8030 
Angle α /∘ 90 89.098 90 
Angle β /∘ 90 89.722 90 
Angle γ /∘ 90 90.368 75.533 
Volume / Å3 4064.58 1195.00 1139.04 
Average Torsion /∘ 12.25 3.52 2.11 
Average Cortho-Cortho /Å 1.489 1.480 1.476 
 
Results and discussion 
 
Energetics, unit cell volume and a key geometrical parameter are presented in Figure 3 as a 
function of pressure for both HBP and PP models. As the pressure is increased the molecular crystal 
structures do not change significantly up to various critical pressures, which will be explained below. 
During the computational modeling we discovered that at high pressures major structural changes 
can occur and new polymeric phases are found.  
We first describe the overall energetics and volumes as a function of P of all phases. Then we 
characterize the structures and finally turn to the Raman spectra. We will pay particular attention 
to the issue of reversibility as function of P. 
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Figure 3. Pressure dependence of parameters of [5]CPP. (a) and (d): relative total energy per unit 
cell. (b) and (e): unit cell volume. (c) and (f): smallest inter-CPP carbon-carbon distances (see text). 
(a), (b), and (c) in the left column are from the HBP model and (d), (e) and (f) in the right column 
are from the PP model. Arrows are only provided to guide the eye and indicate the direction of 
pressure change. Red and blue refer to two different polymer phases, polymer-1 and polymer-2 
that appear at ~11 GPa and ~16 GPa, respectively. 
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Within the HBP model the molecules remain unbroken and the shortest inter-CPP carbon-
carbon distances remain intermolecular contacts up to the pressures investigated. Their values 
start out as somewhat shorter than ordinary van der Waals (vdW) contacts and decrease 
substantially below vdW values as expected under several GPa pressure. More details about how 
the molecules are deformed under pressure are discussed below. The volume change is normal 
and conforms to a regular Birch-Murnaghan equation as discussed in the SI section.  
The PP model however, behaves very differently. The total energies of the molecular phase as 
the pressure is increased behave similarly to the HBP model (which has only a molecular phase) 
but at a critical pressure around 11 GPa the energy of the polymer-1 phase becomes lower. There 
is a dramatic structural change at this pressure resulting in intermolecular bond formation and 
reduction of the unit cell volume. A second polymer phase, polymer-2, occurs at an even higher 
critical pressure at about 16 GPa. Both polymers will be characterized below. If the pressure 
increase stops below 16 GPa, polymer-2 is not generated. Once either of these polymers are 
generated in the simulation, and the pressure is lowered, the prediction is that the polymer phase 
will remain more stable than the molecular phase. The per molecule energy at P=0 of polymer-1 is 
higher than that of the molecular phase by 22.7 kcal/mol, and that of polymer-2 is lower by 29.9 
kcal/mol. These energy differences appear small given that they represent one new CC bonds per 
molecule in polymer-1 and two in polymer-2. We attribute this to the high level of strain present 
in the polymeric phases, as will be seen below.  
We describe the polymeric phases now. Scheme 2a and 2b displays the bonding patterns of 
the monomer using two different valence bond (VB) structures at P=0, 2b being much higher in 
energy than 2a. The radical sites develop into connecting sites at high pressures in polymer-1 
shown in Scheme 2c. The structural diagram shows why in polymer-1 a new pattern of aromatic 
and quinonoid benzene rings appears. 
 
Scheme 2. Bonding in an isolated [5]CPP with two different VB patterns: (a) represents the stable 
covalent and (b) one of the high energy diradicaloid VB structures. (c) The bonding pattern in a 
repeat unit of polymer-1 closely related to the diradicaloid structure in (b). (d) Repeat unit of 
polymer-2. Red: aromatic benzene rings, blue: quinonoid region, green: bonds in the polymer 
phase connecting the [5]CPP-derived repeat units. 
 
Scheme 3 shows both polymers at P=0 obtained from simulations after relaxing the pressure 
to zero from high pressure where these polymers appeared. They display two completely different 
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polymerization patterns. Polymer-1 has one new σ-bond per molecule connecting it in both 
directions. This bond disrupts the conjugation along [5]CPP creating two half nanohoops one of 
which retains the aromatic character of the benzene units, and the other half is converted into 
benzenes with strong quinonoid character as illustrated in Scheme 2c. For this reason we computed 
the BLA for these two segments separately and these are shown in Figure 5 as a function of 
pressure to be discussed subsequently. 
Polymer-2 has two new σ-bonds per molecule. These bonds disrupt the conjugation in CPP 
even more than in polymer-1 constraining the delocalized π-electrons into two localized regions in 
a manner that is more symmetrical than in polymer-1. BLA is less important in characterizing 
polymer-2 because all benzene units are aromatic. It is worth noting that conjugated molecules 
have a variety of ways to form intermolecular σ-bonds by converting π-electrons and disrupting π-
conjugation. For example, benzene’s phase diagram contains various polymeric phases and a large 
number of stable phases have been described for benzene at the high pressure of 20 GPa.26 [5]CPP 
molecules have much lower symmetry than benzene, and the loss of conjugation is facilitated by 
the high strain energy (119 kcal/mol7) to begin with resulting in a relatively lower critical pressure 
compared to the 20 GPa value of benzene.27 Using the definition of “degree of saturation” for the 
number of four-coordinate carbon atoms per repeat unit from ref. 26 (where this definition is based 
on a per benzene unit basis) we find that polymer-1 is a degree-two, and polymer-2 is a degree-
four system. It is interesting to note that polymer-2 at P=0 has a Cs symmetry cutting across the 
connecting C4 rectangle consisting of sp3 carbons. The symmetry disappears at high pressures, and 
the nanohoops show dents at positions where the neighboring polymers impinge on the ring, as 
illustrated in Figure S16. 
   
  
Scheme 3. Two types of polymers at P=0 GPa in the PP model. (a) Two units of polymer-1. (b) Two 
units of polymer-2. (c) Unit cell of the polymer-1 phase, side view. (d) Unit cell of the polymer-2 
phase, side view.  
 
Turning to the deformation of the [5]CPP nanohoops under pressure, we collected relevant data in 
Figures 4 and 5. Figure 4 shows the average bond distances. We use where we present structural 
indicators of average bond distances, BLA, torsion and flattening factor, as a function of external 
pressure. Since not all benzene rings within [5]CPP are equivalent, the displayed values correspond  
 
(a) (b)
) 
(c) (d)
) 
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Figure 4. Geometrical parameters provided by the modeling as a function of pressure. Three types 
of average bond lengths are shown as defined in Figure 1. (a) and (b) refer to the molecular phase, 
(c) and (d) to the polymer-1 phase. Numbers in (c) refer to the aromatic parts of the nanohoops, 
while those in (d) refer to the quinonoid parts of the nanohoops of the polymer-1 phase.  
  
 
to averages. The BLA values are computed from the r, r1, and r2 values as defined in Figure 1a, and 
they clearly reflect the aromatic vs. quinonoid nature of the nanohoops which in turn depend on 
a combination of factors such as bending angles (shown in Figure S15) and thus also depend on 
the local -conjugation. Given the highly strained nature of the [5]CPP molecules even at ambient 
pressure, the molecules display cyclic conjugaton.18 
First we discuss the molecular phase. Positive large BLA indicates a strongly aromatic structure 
while negative BLA is characteristic for a quinonoid structure. The computed BLA values with 
increasing pressure smoothly move toward smaller positive values in both models, which suggests 
that the deformed structure under high pressure become less aromatic than the P=0 structures. 
However, even at 12GPa, [5]CPP still keeps its aromatic character to some extent in the HBP model 
because the r values (bonds connecting the benzene rings) become shorter but do not reach typical 
double bond values. This trending confirms our assumption that high pressure squeezes the empty 
[5]CPP nanohoops toward the quinonoid direction. As we will discuss the experimental Raman 
spectroscopy is consistent with these trends. 
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Figure 5. Geometrical parameters as a function of pressure for [5]CPP. (a) and (d) show average 
bond length alternations. (b) and (e) show average torsions. (c) and (f) show flattening factors. 
Values from the experimental XRD data are indicated by red crosses. (a), (b), and (c) in the left 
column are from the HBP model and (d), I, and (f) in the right column are from the PP model.  
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The torsions of [n]CPPs are not zero due to the steric repulsions of the hydrogens on the at 
the 2 – 2’ positions. The torsion gradually increases upon increasing pressure for [5]CPP although 
the values remain small up to ~11 GPa in both models. The small torsions are in line with the 
development of shortened para carbon – carbon bonds with some double bond character toward 
an overall quinonoid structure under high pressure, which is also consistent with the smaller BLA 
values seen in Figure 5a. Taken together, BLA and average torsion provide a response to pressure 
that indicates a qualitatively inverse relationship. For [5]CPP the flattening factor curve indicates a 
large deformation toward an elliptical shape similar to that predicted for single walled carbon 
nanotube simulations mentioned in the introduction.16 This deformation is more pronounced in 
the PP model and less in the HBP model. The computed flattening factor at P=0 is 3.1% to be 
compared with the experimental XRD structure which yielded 3.8% in the HBP model but 
significantly larger in the PP model. The increase in the flattening factor upon pressure reduces the 
approximate circular symmetry thereby leading to the splitting of several Raman bands. This 
splitting into subbands is a major general feature of the observed pressure effect in the molecular 
phase and is seen in both the computations and the experiments. The oscillatory disparities of 
some of the flattening factor values at some adjacent pressures is due to the arbitrariness in the 
definition of the axes of an approximately elliptically shaped nanohoop. 
The geometry of polymer-1 is characterized by two segments, one being clearly aromatic and 
the other being quinonoid in each nanohoop. Given the low symmetry and diversity of the local 
environments, i.e. the fact that in polymer-1 all five benzene derived rings are different, one 
expects a much more complex Raman spectrum compared to the molecular phase. (See Scheme 
2c.) The resulting Raman spectrum should contain new lines and broadened lines compared to the 
molecular phase. The geometry of polymer-2 is very different from polymer-1. It has Cs symmetry, 
and four of the benzene rings out of five remain largely unaffected and aromatic, while the fifth is 
highly distorted almost beyond recognition, as shown in Figures 4b and S13. 
 Next we discuss the experimental Raman observations to be followed by the computed 
Raman spectra. Figure 6 shows the main Raman bands and their assignments at P=0 are given in 
Table 2. To validate our approach, selected strong experimental Raman frequencies at P=0 are 
compared in the Table 2 with three theoretical results using B3LYP/6-31G(d). The first refers to the 
isolated molecule with the geometry of the optimized single molecule. The next two refer to the 
molecule whose geometry has been optimized in the crystal phase by using Quantum Espresso 
within the HBP and PP models, respectively. The symmetry labels are approximate and refer to the 
idealized D5h symmetry. 
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Table 2. Experimental and theoretical wavenumbers (in cm-1) of the main peaks for [5]CPP.  
Sym. 
based 
on D5h 
Vibrational descriptiona 
Experiment 
at ambient 
pressure 
Theor.  
Crystal HBP 
model 
Theor.  
Crystal  
PP model  
Theor. 
Isolated 
molecular 
A1’ RBM 257 260 258 249 
E2’ p-RBM  266 269 277 281 
E2’ Phenyl twisting 406 425 425 421 
A2’ Phenyl rocking 420 445 453 471 
E2’ p-RBM 502 491 486 488 
E2’ RFM 505 497 498 496 
E2’ Phenyl rocking and stretch 719 696 697 696 
A1’ 
(CC)+ antisym(phenyl) + 
RFM (for CPPs) + (C-H) 
790 785 771 774 
A1’ 
(CC)+ antisym(phenyl) + 
RFM (for CPPs) + (C-H) 
802 802 788 786 
E2’ 
(CC)+ antisym(phenyl) + 
RFM (for CPPs) + (C-H) 
832 816 837 811 
E2’ (phenyl)+ (C-C)+ (CH)  1188 1184 1193 1162 
A1’ (C-H) + (C-C)interring 1190 1185 1198 1164 
E2’ 
(phenyl) + (C-C)interring + 
(C-H) 
1240 1241 1242 1213 
E2’ 
(phenyl) + (C-C)interring 
+b(C-H) 
1244 1243 1243 1214 
A1’ (C-C) + (CH) + (phenyl) 1254 1253 1255 1215 
E2’ Gio: (Cipso-Cortho) 1504 1494 1499 1476 
A1’ GA1g: (C-C)transversal 1555 1552 1552 1537 
E2’ GE2g: (C-C)trans + (C-C)long 1572 1577 1576 1561 
aVibrational modes have been assigned in ref. 13. RBM Radial breathing mode, p-RBM: 
pseudo RBM mode. RFM: radial flexural mode or Cipso-Cipso bond vibration with motion 
outward relative to the center of the macrocycle and the Cortho-Cortho bond motion inward; 
(C-C): C-C bond bending mode; antisym(pheny): antisymmetric phenyl breathing mode, 
Cortho-Cortho with motion inward relative to the benzene center, Cipso outward. (phenyl): 
symmetric phenyl breathing mode; ω(CH): C-H wagging mode; (C-C)interring: C-C inter-
benzene-ring stretching mode; (C-H): C-H bending mode; (Cipso-Cortho): Cipso-Cortho inter-
benzene-ring stretching mode; (C-C)transversal: C-C stretching mode along the transversal 
direction of the macrocycle; (C-C)long: C-C stretching mode along the longitudinal direction 
of the benzene ring.  
 
The agreement between the experiment and the computations at P=0 is very good and as 
expected the predicted vibrational bands from the optimized crystal structures give better 
agreements than those computations based on isolated molecules. This is remarkable since this 
comparison highlights how normal modes and the observable vibrational frequencies are affected 
by and give account for the molecular environment, a critical aspect for undertaking solid state 
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studies and the particular effect of crystal congestion among molecules with highly polarizable -
electronic structures such as highly the strained [5]CPP. Therefore it is reasonable to use the solid 
state geometry optimization results to predict Raman spectra at high pressures. In the following 
section, the discussion of the Raman spectrum will be divided into three regions (220-900 cm-1, 
1100-1350 cm-1 and 1500-1650 cm-1).  
The following discussion concentrates on the pressure dependency of the main peaks in the 
Raman spectrum of [5]CPP as the pressure is increased in the molecular phase. The discussion is 
based on Figures 6, S4-S10 and especially Figure 7 which shows the pressure dependence of the 
frequencies of the main bands within the molecular phase. 
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Figure 6. [5]CPP Experimental Raman spectra in the 100-1700 cm region from bottom to top: the 
pristine sample (black line) and recovered samples after compressed up to the indicated pressure 
once pressure is released. The compression pressures are from bottom to top: 3.0, 4.7, 5.9, 6.9 and 
9.0 GPa. Colored area corresponds to the Lorentzian fitting of the bands. Purple low frequency 
bands are assigned to the RBM, green low frequency bands to the p-RBM modes. In the high 
frequency regions the Gio, GA1 and GE2 are represented as green, red and dark blue areas, 
respectively.  
 
As a general observation, due to the change of shape as expressed by the increasing flattening 
factor in Figure 3c, the vibrational spectrum becomes more complex as the pressure is increased. 
Strong bands split into subbands, as seen in both the experiments and the simulations. Given the 
characteristics of the experimental spectra, we follow each subband as a function of pressure and 
then compare these with the computed peaks. Given the large number of peaks in the computation 
with very small intensities, we selected the most intense bands in the computations. Figure 7 
shows the experimental and computed Raman frequencies for both the HBP and PP models as the 
pressure is increased in the molecular phase. We compare these computed and observed 
frequency trends below. 
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At the low frequency ranges the Raman frequencies show relatively limited changes. In the 
higher frequency ranges the bands fan out beginning at about 4-5 GPa. Similar changes are seen 
in the simulations beginning at 3 – 5 GPa in the HBP model and ~11 GPa in the PP model. A 
particularly prominent feature of the PP simulation is the radical change of the frequencies of the 
molecular phase at around the 11 GPa pressure where polymer-1 becomes more stable and the 
molecular phase become metastable. The computed bands do not show a dramatic transition in a 
specific pressure range, but they do show a gradual splitting and fanning out as expected due to 
the lowering of the symmetry as the flattening factor is increasing. We will return to the issue of 
interpretation of the splitting vs. transition to the polymeric phases at the end. 
The low frequency region includes vibrations in the 220-520 cm-1 and the 680-900 cm-1 ranges 
shown in Figure 7. Overall, there are modest shifts which will be analyzed below. For the lowest 
two (RBM) bands which is the radial breathing mode start to separate around 2-3 GPa and the 
frequency difference becomes larger under increasing pressure. For the rest of the bands we see 
also modest changes in the 400 to 520 cm-1 region. For the bands in the 780 to 830 cm-1 region we 
see a spreading of the bands starting at about 5-6 GPa. This band broadening and splitting effect is 
because the high pressure lowers the symmetry of the molecules.  
In the middle region from 1150 to 1350 cm-1 there is a clear cut splitting of the two groups of 
bands. The intensity ratio of these two bands is closely related to the bond length alternation 
(BLA).18 An initial increase of the frequency as a function of pressure is well reproduced by the 
computations. For the bands in the 1240 to 1350 cm-1 region we see a spreading of the bands 
starting at about 4-6 GPa.  
Next we turn to the highest frequency region that provides most of the information on the 
changes of the BLA.18 There are two main contributions (GA1´and GE2´), represented as red and blue 
profiles in Figure 6, at 1550 cm-1 and 1572 cm-1, respectively. We have already reported and 
explained that the Raman shift of these bands are directly related with the structural BLA of the 
[n]CPP and with the quinonoid/aromatic ratio.18, 28 The initial increase of the frequency as a 
function of pressure is well reproduced by the computations. Two main bands at 1550 and 1580 
cm-1 start to split from ~2GPa, which is also observed in the RBM mode in low frequency region 
(200-300 cm-1). Two new subbands emerge from the main bands and Raman frequencies continue 
to rise at different rates. These rates are presented as the slopes of pressure dependence of Raman 
frequencies in Table 3. The frequency increase effect of these BLA mode is correlated to the 
decrease of the bond length alternation in Figure 5a, indicating a direction of the structural 
transformation from aromatic to quinonoid.29 
Table 3 contains the Raman frequencies rates defined as the slopes of Raman frequencies as a 
function of P for selected peaks. The general trend both in the calculations and the experiments is 
that most the Raman frequencies increase with increasing pressure within the investigated region 
with slopes ranging from -2 to 8 cm-1/GPa with an overall average slope of about 3cm-1/GPa. The 
two models predict different slope values but both tend to give larger slopes for the bands above 
1150 cm-1 in general agreement with the experiments. Note that there is a large error associated 
with the slope values for both the simulation and the experiment for different reasons. In the 
experiment, the decomposition of the different peaks proceeds individually at each pressure, 
which does not sometimes provide a smooth shift of the peaks from pressure to pressure especially 
for the weaker peaks. In the simulation the optimization proceeds separately for each pressure 
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Figure 7. Experimental (left column) and computed (middle: HBP, right: PP model) Raman 
frequencies of [5]CPP measured and computed as a function of increasing pressure. Only the 
molecular phase simulation data are included. 
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causing some minor fluctuation in the computed parameters related to soft modes, such as 
torsions and flattening factors, as can be also seen e.g. Figures 3c and 5c.  
 
Table 3. Slopes of pressure dependence of Raman frequencies for [5]CPP (in cm-1/GPa). 
Experimental 
frequency at P=0 
(in cm-1) 
Expt. slope at 
P=0a 
Calc. slope at P=0  
in HBP modelb 
Calc. slope at 
P=0  
in PP modelb 
257 0.5  -1.3 -0.6 
266 0.4 1.7 0.8 
406 -1.1 -2.8 -0.1 
420 0.6 -0.1 -0.8 
502 -1.1 -2.1 -0.8 
505 0.7 0.1 0.7 
719 0.6 0.7 0.6 
790 NA 2.2 3.8 
802 2.9 0.6 3.5 
832 3.2 0.0 3.5 
1188 2.9 1.2 2.6 
1190 5.1 2.3 2.7 
1240 4.8 4.5 6.5 
1244 6.3 6.1 7.4 
1254 7.6 7.7 9.3 
1504 3.5 3.4 6.5 
1555 3.6 3.5 6.3 
1555 splitc 4.7 6.0 7.4 
1572 6.9 4.6 7.8 
1572 splitc ~12.5d 6.3 6.5 
aSlopes at P=0 are calculated between two points at P=0 and P=3.6 GPa.  
bSlopes at P=0 are calculated between two points at P=0 and P=3 GPa.  
cThe second band with the same frequency label is split off as the pressure is increased, see Figure 
6. This is the band with the higher frequency of the two. 
dThe experimental value has a large error because this band overlaps with the 1572 cm-1 band at 
pressures < 2 GPa. 
 
While there are some non-systematic variations, as expected, we also see some trends in the 
slopes of pressure dependence of Raman frequencies. The frequencies above 1150 cm-1 tend to 
show larger slope values in agreement with the fact that they are connected to the BLA mode 
which changes very significantly as discussed in connection with Figure 3a. RBM modes as expected 
are less sensitive to the changes of pressure because the global change of the shape is gradual and 
distributed as opposed to the BLA mode that is changing the local force constants significantly.  
The correlation of the computed and experimentally determined Raman shift rates as a 
function of pressure are shown in Figures 6 and S11. The agreement between computation and 
experiment is not perfect but the correlation is good indicating that the computational modeling 
is qualitatively correct. This is important because the initial slope of many of the bands changes 
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from a higher positive value to a lower value in the 2-6 GPa range in the modeling. We do not see 
a specific narrow pressure range where this transition occurs. The broadening and splitting of 
Raman bands occurs gradually in the computational modeling also. This can help to interpret the 
experimental data only because the experiment – computation correlation is reasonably good. 
Therefore, we conclude that the computations do not support the idea that there is a sudden 
structural transition occurring at around 5-6 GPa. An interpretation that emphasizes the gradual 
lowering of the symmetry as expressed by the change of the flattening factor and especially the 
BLA parameter explains the band splittings and the Raman shift rates in a quantitatively satisfactory 
fashion in both the HBP and PP model. 
We turn to the issue of reversibility/irreversibility of the Raman spectra. The Raman spectra 
for four full up-down pressure cycles are given in Figures S4 – S7 with Pmax = 3, 4.7, 5.9 and 6.9 GPa. 
The spectra are fully recoverable if the pressure cycling stops at a maximum pressure of 
approximately 5.9 GPa. In the experiment with cycling up to 7 GPa and back many key features of 
the spectra are suddenly lost and new features appear in the 400 to 800 cm-1 region. All peaks 
broaden upon pressure cycling when the top pressure exceeds 5.9 GPa. We do not know the 
precise onset of this broadening upon release, but it is present at the maximum pressure of 6.9 
GPa. 
From the modeling the following interpretation is suggested. As the pressure reaches the 
critical value when polymer-1 can be formed a process of polymerization begins. We have no 
information on the details of this process, and to what extent it proceeds throughout the sample. 
However, the formation of linked [5]CPP molecules above the critical pressure irreversibly 
generates products that have new Raman active bands. Their formation leads to an amorphous 
material with broadened Raman bands and we do not make an attempt to computationally predict 
their spectra. 
This interpretation has limitations for the following reasons. The modeling uses simplified unit 
cells to begin with and the two models, HBP and PP treat the two types of intermolecular 
environments that are both present in the P=0 structure separately. Thus, while in the real material 
both environments are simultaneously present, this is not the case in the models. It is clear that 
the parallel packing (PP) environment produces the kinds of molecule to molecule overlap that 
breaks the conjugation in the [5]CPP molecules first as the pressure is increased in the simulation. 
It would be unrealistic to expect that this qualitative change would occur at pressures directly 
compatible with the experimentally observed pressures where such a bond breaking–bond making 
transformation also occurs as evidenced by the irreversibility of the Raman spectra. Second, the 
mechanism of the polymer formation is likely to occur in a non-uniform manner, given the 
deviations form hydrostatic conditions in the samples. For these reasons the computationally 
simulated critical pressure to polymer-1 occurs at a higher pressure than the limit of reversibility 
as observed by Raman spectroscopy. 
Figure S13 shows the computed band gap as a function of pressure based on the optimized 
geometries along the k-space path (Γ- L- M- X-Γ), shown in Figure S12. The energy bands are quite 
narrow as expected for a molecular crystal although the bandwidths increase with increasing 
pressure. The dependency of the gap as function of pressure shows decreasing gaps with the 
increasing pressure which can be qualitatively understood by referring to the structure 
transformation from aromatic to quinonoid as indicated by the reduction of the BLA with increasing 
pressure. This trend should remain valid at other levels of DFT, even though it is well known that 
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PBE band gap values are generally underestimated. The bandgaps of polymer-1 and especially 
polymer-2 are relatively large at all pressures in the pressure range investigated due to the lack of 
conjugation along the polymer chains that is interrupted by the sp3 hybridized carbon atoms linking 
the modified [5]CPP nanohoop units.  
 
Conclusions 
The pressure dependent Raman spectra of [5]CPP, the smallest diameter nanohoops 
synthesized so far, has been measured up to 10 GPa and computationally modeled for hydrostatic 
pressures up to 20 GPa. The structures have been simulated by the QE code. We have discovered 
two stable polymeric phases that arise in the simulation at two different critical pressures: 
polymer-1 and polymer-2 that appear at ~11 GPa and ~16 GPa, respectively. The critical pressures 
in the simulation are too high, but the formation of polymeric phases at high pressures provides a 
natural explanation for the irreversibility of the Raman spectra upon pressure release between 6 
and 7 GPa. We characterize the geometrical changes of the nanohoops in the molecular phase 
upon pressure by monitoring their BLA, interring torsion and the flattening factors. The computed 
spectra show very good correlation with the experimental ones. The Raman bands show a general 
tendency of frequency increase, with some exceptions. These shifts are connected with of the 
changes of the geometrical parameters, especially the BLA. We find that the reduction of the BLA 
from an aromatic structure in the direction of a quinonoid structure is key to interpret the Raman 
data, while the torsions and flattening also play a secondary role. The gradual increase of the 
flattening reduces the symmetry of the nanohoops making more vibrational modes borrow Raman 
intensity from the lower number of high intensity bands at P=0 when the symmetry is highest. The 
trends in the bandgap, a strong reduction of the gap with increasing pressures, is in good 
correlation with data on [n]CPPs where the correlation with BLA was established. Here we attribute 
the reduction of the gap with increasing pressure to the decrease in BLA as P is increased. In 
conclusion, this work demonstrates that in combination with modern DFT solid state calculations, 
Raman spectroscopy can help provide atomistic level description of complex organic molecules 
and their reactivity under high pressures.  
 
Supporting information: 
Calibration data for pressure and volume, pressure dependent unit cell parameters, spectra at 
selected pressures and band structures, chemical structures of polymer-2 are given in the SI section.  
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