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OPTIMALITY OF REFRACTION STRATEGIES FOR SPECTRALLY NEGATIVE L ´EVY
PROCESSES
DANIEL HERN ´ANDEZ-HERN ´ANDEZ∗, JOS ´E-LUIS P ´EREZ∗, AND KAZUTOSHI YAMAZAKI†
ABSTRACT. We revisit a stochastic control problem of optimally modifying the underlying spectrally nega-
tive Le´vy process. A strategy must be absolutely continuous with respect to the Lebesgue measure, and the
objective is to minimize the total costs of the running and controlling costs. Under the assumption that the
running cost function is convex, we show the optimality of a refraction strategy. We also obtain the conver-
gence of the optimal refraction strategies and the value functions, as the control set is enlarged, to those in the
relaxed case without the absolutely continuous assumption. Numerical results are further given to confirm
these analytical results.
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1. INTRODUCTION
We consider a class of stochastic control problems under the restriction that strategies must be absolutely
continuous with respect to the Lebesgue measure. Given a spectrally negative Le´vy process, the controller
aims to optimally decrease the process so as to minimize the sum of the expected running and controlling
costs. The running cost is modeled as a convex function h of the controlled process that is accumulated
over time. The controlling cost is proportional to the size of control. Our objective is to show the optimality
of the refraction strategy so that the controlled process becomes a refracted Le´vy process of Kyprianou
and Loeffen [15], with a suitable choice of the refraction boundary level.
In the last decade, there have been great developments in the theory of Le´vy processes and its applica-
tions in stochastic control. A representative example is its contributions in de Finetti’s optimal dividend
problem, where the classical compound Poisson model has been generalized to a spectrally negative Le´vy
model. The expected net present value (NPV) of total dividends under the reflection strategy, so that the
controlled process becomes a reflected Le´vy process, can be concisely written in terms of the scale func-
tion (see [2]). While the optimality may fail depending on the choice of the Le´vy measure, Loeffen [17]
obtains a sufficient condition for optimality and in particular shows that it holds when the Le´vy measure
∗ Department of Probability and Statistics, Centro de Investigacio´n en Matema´ticas, Apartado Postal 402, Guanajuato GTO
36000, Mexico. Email: dher@cimat.mx, jluis.garmendia@cimat.mx.
† Department of Mathematics, Faculty of Engineering Science, Kansai University, 3-3-35 Yamate-cho, Suita-shi, Osaka
564-8680, Japan. Email: kyamazak@kansai-u.ac.jp.
This version: October 10, 2018. J. L. Pe´rez is supported by CONACYT, project no. 241195. K. Yamazaki is in part supported
by MEXT KAKENHI Grant Number 26800092, the Inamori foundation research grant, and the Kansai University Subsidy for
Supporting young Scholars 2014.
1
2 D. HERN ´ANDEZ-HERN ´ANDEZ, J. L. P ´EREZ, AND K. YAMAZAKI
has a completely monotone density. Other stochastic control problems that have been explicitly solved via
the scale function include the dual model of the optimal dividend problem [5], inventory control problems
as in [4, 21], and games between two players [11].
While the reflection strategy is commonly shown to be optimal in these papers, implementing it in real
life is often not feasible nor realistic. Most likely in every scenario, the ability of controlling is limited and
hence is more reasonable to restrict the amount of modification one can make to the underlying process.
In classical settings of the optimal dividend problem, reflection strategies that are shown to be optimal
always lead to ruin in finite time; these results have been in dispute and there has been a need for new
models so as to avoid these undesirable conclusions. In currency rate control (see, e.g., [12] and [18]),
where a central bank controls the currency rate so as to prevent it from going too high or too low, reflection
strategies, that are shown to be optimal under many models, are not implementable in real life. In 2011,
Swiss central bank introduced the peg so as to stabilize their currency in response to its escalating value
against other currencies: they set a ceiling on its rate against Euro, and literally implemented a reflection
strategy. However, this only lasted until the beginning of 2015 when they had to admit the enormous cost
of doing it and scraped the ceiling.
One way to model these limitations on the control set is to add an extra restriction on the set of admissi-
ble strategies to be absolutely continuous with respect to the Lebesgue measure. Kyprianou et al. [16], in
particular, consider the optimal dividend problem under this restriction. They show under the completely
monotone assumption on the Le´vy measure that a refraction strategy is optimal: Roughly speaking, the re-
sulting controlled process becomes a refracted Le´vy process that progresses like the original Le´vy process
below a chosen threshold while it does like a drift-changed process above it.
In this paper, we revisit the stochastic control problem that minimizes the convex running costs. The
setting is similar to the existing literature on singular/impulse control problems as in [6], [7] and [21]. The
convex assumption is typically needed and is required in, e.g., [3, 9, 20]. Differently from these papers, we
consider a version with an additional condition that the strategy is absolutely continuous. More precisely,
a strategy must be of the form Lt =
∫ t
0
ℓsds, t ≥ 0, with ℓ restricted to take values in [0, δ] uniformly
in time. As in [16], our objective is to show the optimality of a refraction strategy. While a reflected
Le´vy process can be dealt relatively easily because it moves just like the original Le´vy process except at
the times running maximum/minimum is updated, a refracted Le´vy process moves in two different ways
depending on whether it is above or below the given threshold. The computation thus becomes more
intricate.
In order to tackle our problem, we take the following steps.
(1) By directly using the resolvent measure for the refracted Le´vy process as in [15], we first write the
expected NPV of total costs using the scale function under each refraction strategy.
(2) The candidate threshold b∗ ∈ [−∞,∞] is then chosen by observing the identity (3.20) below. We
show that such b∗ is given as a root of a monotone function I defined in (3.23) below, or otherwise
it is either −∞ or ∞.
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(3) We then verify the optimality of such strategy. Toward this end, we derive a sufficient condition
for optimality (verification lemma), and then show that it is equivalent to certain conditions on the
smoothness and slope of the value function. We observe that the level b∗ is such that the candidate
value function becomes smooth and convex; using these facts, we complete the proof of optimality.
It is important to highlight the fact that this set of results are obtained without using directly the HJB
equation associated with this control problem and, instead, it is used in an indirect way to derive sufficient
conditions for optimality, based only on the derivative of the value function; see Lemmas 4.1 and 4.3.
In addition to solving this problem, we analyze the behavior as the upper bound δ, of the control set,
becomes large. Being consistent with our intuition, we show that the optimal refraction strategy of this
problem converges to the reflection strategy that has been shown to be optimal in the original problem with-
out the absolutely continuous condition. In particular, we show the convergence of the optimal threshold
b∗ and value function to those obtained in [21]. In order to discuss the practical side of implementing
the obtained optimal strategy, we give a series of computational experiments using the phase-type Le´vy
process and quadratic cost function. We confirm the optimality as well as the convergence as δ ↑ ∞ to the
reflection strategy.
The rest of the paper is organized as follows. The problem is defined in Section 2. In Section 3, we first
review the refracted spectrally negative Le´vy process and the scale function. We then compute the NPV
of total costs under a refraction strategy and choose a candidate refraction boundary level b∗. Section 4
verifies the optimality of the selected refraction strategy. Section 5 studies the convergence as δ ↑ ∞ of
the optimal refraction strategy to the optimal reflection strategy. We conclude the paper with numerical
results in Section 6.
2. MATHEMATICAL MODEL
Let (Ω,F ,P) be a probability space hosting a spectrally negative Le´vy process X = {Xt; t ≥ 0} whose
Laplace exponent is given by
ψ(θ) := logE[eθX1 ] = γθ +
σ2
2
θ2 +
∫
(−∞,0)
(eθz − 1− θz1{z>−1})ν(dz), θ ≥ 0,(2.1)
where ν is a Le´vy measure with support in (−∞, 0) and satisfying the integrability condition
∫
(−∞,0)
(1 ∧
z2)ν(dz) < ∞. It has paths of bounded variation if and only if σ = 0 and
∫
(−1,0)
|z| ν(dz) < ∞; in this
case, we write (2.1) as
ψ(θ) = γ˜θ +
∫
(−∞,0)
(eθz − 1)ν(dz), θ ≥ 0,
with γ˜ := γ−
∫
(−1,0)
z ν(dz). We exclude the case in which X is the negative of a subordinator (i.e., X has
monotonically decreasing paths a.s.). This assumption implies that γ˜ > 0 when X is of bounded variation.
Let Px be the conditional probability under which X0 = x (also let P ≡ P0), and let F := {Ft; t ≥ 0} be
the filtration generated by X .
Fix β ∈ R, δ > 0 and a measurable function h : R → R that is specified in Assumption 2.2 below.
Define Πδ as the set of absolutely continuous strategies ℓ given by adapted processes Lt =
∫ t
0
ℓsds, t ≥ 0,
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with ℓ restricted to take values in [0, δ] uniformly in time. For q > 0 fixed, the objective is to consider the
NPV of the expected total costs
vℓ(x) := Ex
[ ∫ ∞
0
e−qt(h(U ℓt ) + βℓt)dt
]
,(2.2)
where
U ℓt := Xt − Lt, t ≥ 0,
and compute the (optimal) value function
v(x) := inf
ℓ∈Πδ
vℓ(x), x ∈ R,(2.3)
as well as the optimal strategy that attains it, if such a strategy exists.
We make the following standing assumptions on the Le´vy process X and the running cost function h.
Assumption 2.1. (1) For the case X is of bounded variation, we assume that γ˜ − δ > 0.
(2) We assume that there exists θ¯ > 0 such that ∫
(−∞,−1]
exp(θ¯|z|)ν(dz) <∞.
Assumption 2.2. We assume that h is convex and has at most polynomial growth in the tail. That is to
say, there exist k1, k2 > 0 and N ∈ N such that h(x) ≤ k1 + k2|x|N for all x ∈ R such that |x| > m.
Define the drift-changed Le´vy process
Yt := Xt − δt, t ≥ 0,(2.4)
which is the resulting controlled process if ℓ is uniformly set to be the maximal value δ. Assumption 2.1
(1) guarantees that Y is not the negative of a subordinator, and hence is again a spectrally negative Le´vy
process. This is commonly assumed (see, e.g., [16]) so that the refracted Le´vy process given below is
well-defined.
By Assumption 2.1 (2), the domain of the Laplace exponent (2.1) can be extended to (−θ¯,∞) and, by
its continuity, we can choose sufficiently small θ > 0 such that ψ(−θ) < q. With this choice of θ,
E[e−θXeq ] = q
∫ ∞
0
e−qtE[e−θXt ]dt = q
∫ ∞
0
e−qteψ(−θ)tdt <∞,(2.5)
where eq is an independent exponential random variable with parameter q.
Assumptions 2.1 (2) and 2.2 guarantee that vℓ as in (2.2) is well-defined and finite for all ℓ ∈ Πδ. To see
this, by the convexity of h and because Yt ≤ U ℓt ≤ Xt,
h(U ℓt ) ≤ h(Xt) ∨ h(Yt),(2.6)
while, with h := infx∈R h(x) ∈ [−∞,∞), we have
h(U ℓt ) ≥
{
h if h > −∞,
h(Xt) ∧ h(Yt) otherwise.
(2.7)
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Hence, for any random time T (independent of eq),
Ex
[ ∫ ∞
T
e−qt sup
ℓ∈Πδ
|h(U ℓt )|dt
]
≤ Ex
[ ∫ ∞
T
e−qt(|h(Xt)|+ |h(Yt)|+ |h|1{h>−∞})dt
]
= q−1Ex
[
1{eq>T}(|h(Xeq)|+ |h(Yeq)|+ |h|1{h>−∞})
]
<∞,
(2.8)
where the finiteness holds by (2.5) and Assumption 2.2. The finiteness (2.8) will be particularly important
in the verification step (Lemma 4.1 below). As is commonly used in verification arguments, localization
is first needed; (2.8) lets us interchange the limits over integrals.
Remark 2.1. We can also consider a version of this problem where a linear drift is added to the increments
of X (as opposed to being subtracted): one wants to minimize, for some β˜ ∈ R, the NPV
v˜ℓ(x) := Ex
[ ∫ ∞
0
e−qt(h(Xt + Lt) + β˜ℓt)dt
]
.
However, it is easy to verify that this problem is equivalent to the problem described above.
To see this, we use Y as in (2.4) and set L˜t := δt − Lt (which is admissible with L˜t =
∫ t
0
ℓ˜sds where
ℓ˜s := δ − ℓs ∈ [0, δ] a.s.). Then, we can write
v˜ℓ(x) = Ex
[ ∫ ∞
0
e−qt(h(Yt − L˜t)− β˜ℓ˜t)dt
]
+
β˜δ
q
.
Hence it is equivalent to solving our problem for β := −β˜.
3. REFRACTION STRATEGIES
One of the objectives of this paper is to show the optimality of the refraction strategies, say ℓb ∈ Πδ,
under which the controlled process becomes the refracted Le´vy process U b = {U bt ; t ≥ 0} of [15], with
a suitable choice of the refraction boundary b ∈ R. By [15, Theorem 1 and Remark 3], this is a strong
Markov process given by the unique strong solution to the SDE
dU bt = dXt − δ1{Ubt>b}dt, t ≥ 0.
Namely, U b progresses like X below the boundary b while it does like Y above b. Let us write the
corresponding NPV of the total costs associated with ℓb by
vb(x) := Ex
[ ∫ ∞
0
e−qt(h(U bt ) + βδ1{Ubt>b})dt
]
, x ∈ R.(3.1)
3.1. Scale functions. As it has been studied in [15], the expected NPV (3.1) can be expressed in terms of
the scale functions of the two spectrally negative Le´vy processes X and Y . Following the same notations
as in [15], we use W (q) and W(q) for the scale functions of X and Y , respectively. Namely, these are the
mappings from R to [0,∞) that take value zero on the negative half-line, while on the positive half-line
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they are strictly increasing functions that are defined by their Laplace transforms:∫ ∞
0
e−θxW (q)(x)dx =
1
ψ(θ)− q
, θ > Φ(q),∫ ∞
0
e−θxW(q)(x)dx =
1
ψ(θ)− δθ − q
, θ > ϕ(q),
(3.2)
where
Φ(q) := sup{λ ≥ 0 : ψ(λ) = q} and ϕ(q) := sup{λ ≥ 0 : ψ(λ)− δλ = q}.(3.3)
By the strict convexity of ψ, we derive the strict inequality ϕ(q) > Φ(q) > 0.
Scale functions appear in the vast majority of known identities concerning boundary crossing problems
and related path decompositions. In order to illustrate the importance of the scale functions we provide
the following result, the so-called two-sided exit problem (see for instance Theorem 8.1 in [14]). Define
τ+a = inf{t > 0 : Xt > a} and τ−0 = inf{t > 0 : Xt < 0}.
Then for all q ≥ 0 and x < a, Ex
[
e−qτ
+
a 1{τ+a <τ−0 }
]
= W (q)(x)/W (q)(a). For other applications of the scale
function, see, among others, [13] and [14].
Fix λ ≥ 0 and define ψλ(·) as the Laplace exponent of X under Pλ with the change of measure
dPλ
dP
∣∣∣∣
Ft
= exp(λXt − ψ(λ)t), t ≥ 0;
see [14, Section 8]. Suppose that W (q)λ is the scale function associated with X under Pλ (or equivalently
with ψλ(·)). Then, by Lemma 8.4 of [14], W (q−ψ(λ))λ (x) = e−λxW (q)(x), x ∈ R. In particular, we define
WΦ(q)(x) := W
(0)
Φ(q)(x) = e
−Φ(q)xW (q)(x), x ∈ R,(3.4)
which is known to be an increasing function and, as in Lemma 3.3 of [13],
WΦ(q)(x)ր ψ
′(Φ(q))−1 <∞ as x→∞.(3.5)
Below, we summarize the properties of the scale function that will be necessary in deriving our results.
Remark 3.1. (1) If X is of unbounded variation or the Le´vy measure is atomless, it is known that
W (q) is C1(R\{0}); see, e.g., [8, Theorem 3].
(2) Regarding the asymptotic behavior near zero, as in Lemmas 3.1 and 3.2 of [13],
W (q)(0) =
{
0 if X is of unbounded variation,
1
γ˜
if X is of bounded variation,
W (q)′(0+) := lim
x↓0
W (q)′(x) =


2
σ2
if σ > 0,
∞ if σ = 0 and ν(−∞, 0) =∞,
q+ν(−∞,0)
γ˜2
if σ = 0 and ν(−∞, 0) <∞.
(3.6)
(3) As in (8.22) and Lemma 8.2 of [14], W (q)′(y+)/W (q)(y) ≤W (q)′(x+)/W (q)(x) for y > x > 0. In
all cases, W (q)′(x−) ≥W (q)′(x+) for all x > 0.
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We also define, for all x > 0,
Θ(q)(x) := W (q)′(x+)− Φ(q)W (q)(x) = eΦ(q)xW ′Φ(q)(x+) > 0.(3.7)
Let Xt := inf0≤t′≤tXt′ , t ≥ 0, be the running infimum process. By Corollary 2.2 of [13], for Borel subsets
in the nonnegative half line,
P{−Xeq ∈ dx} =
q
Φ(q)
W (q)(dx)− qW (q)(x)dx =
q
Φ(q)
[Θ(q)(x)dx+W (q)(0)δ0(dx)],(3.8)
where W (q)(dx) is the measure such that W (q)(x) =
∫
[0,x]
W (q)(dz) (see [14, (8.20)]) and δ0 is the Dirac
measure at zero.
Remark 3.2. (1) For the case of spectrally negative Le´vy process X ,
E[eθXeq ] =
q
Φ(q)
θ − Φ(q)
ψ(θ)− q
, θ ≥ 0,
and Xeq is exponentially distributed with parameter Φ(q) where X t := sup0≤t′≤tXt′ , t ≥ 0, is the
running supremum process; see Section 8 of [14].
(2) It is easy to see that
∫ ∞
0
Θ(q)(u)du =
Φ(q)
q
P{Xeq 6= 0} =
Φ(q)
q
−W (q)(0),∫ ∞
0
uΘ(q)(u)du =
Φ(q)
q
E[−Xeq ],∫ ∞
0
e−ϕ(q)uΘ(q)(u)du =
Φ(q)
q
E
[
eϕ(q)Xeq1{Xeq 6=0}
]
=
ϕ(q)− Φ(q)
δϕ(q)
−W (q)(0).
(3.9)
For any −M < x, by (3.7) and (3.8),
(3.10)
∫ −M
−∞
|h(y)|e−Φ(q)yW ′Φ(q)(x− y)dy = e
−Φ(q)x
∫ −M
−∞
|h(y)|Θ(q)(x− y)dy
=
Φ(q)
q
e−Φ(q)x
∫ −M
−∞
|h(y)|P{Xeq + x ∈ dy} =
Φ(q)
q
e−Φ(q)xEx[|h(Xeq)|1{Xeq≤−M}].
Now, recall Assumption 2.1 (2) and fix any 0 < θ < θ¯. By the independence of Xeq − Xeq and Xeq ,
E[e−θXeq ] = E[e−θ(Xeq−Xeq)]E[eθ|Xeq |], where in particular Xeq −Xeq ∼ Xeq (by duality) is exponentially
distributed with parameter Φ(q) as in Remark 3.2 (1). Hence, we see that
E[eθ|Xeq |] <∞.(3.11)
By (3.11) and Assumption 2.2, (3.10) is finite.
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3.2. The expected NPV (3.1) in terms of scale functions. Fix b, x ∈ R. By Theorem 6 (iv) of [15], the
resolvent measure
Rb(x,B) := q
−1
Px{U
b
eq ∈ B} = Ex
[ ∫ ∞
0
e−qt1{Ubt ∈B}dt
]
, B ∈ B(R),
admits a density
Rb(x, dy) = (r
(1)
b (x, y) + r
(2)
b (x, y)1{x>b})dy, y ∈ R,(3.12)
given by
r
(1)
b (x, y) :=
{
ϕ(q)−Φ(q)
δΦ(q)
eΦ(q)(x−b)−ϕ(q)(y−b) y ≥ b,
eΦ(q)(x−b) ϕ(q)−Φ(q)
Φ(q)
eϕ(q)b
∫∞
b
e−ϕ(q)zW (q)′(z − y)dz −W (q)(x− y) y < b,
r
(2)
b (x, y) :=
{
e−ϕ(q)(y−b)M(x; b)−W(q)(x− y) y ≥ b,
δM(x; b)eϕ(q)b
∫∞
b
e−ϕ(q)zW (q)′(z − y)dz − δ
∫ x
b
W
(q)(x− z)W (q)′(z − y)dz y < b,
(3.13)
where we define
M(x; b) := (ϕ(q)− Φ(q))e−Φ(q)b
∫ x
b
eΦ(q)zW(q)(x− z)dz, x > b.(3.14)
Hence, (3.1) can be written (see Remark 3.3 below) as
vb(x) = v
(1)
b (x) + v
(2)
b (x)1{x>b},(3.15)
where
v
(1)
b (x) := e
Φ(q)(x−b)ϕ(q)− Φ(q)
δΦ(q)
[ ∫ ∞
0
h(y + b)e−ϕ(q)ydy +
βδ
ϕ(q)
]
+
∫ 0
−∞
h(y + b)
[
eΦ(q)(x−b)
ϕ(q)− Φ(q)
Φ(q)
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −W (q)(x− b− y)
]
dy,
(3.16)
v
(2)
b (x) :=
∫ ∞
0
(h(y + b) + βδ)
{
e−ϕ(q)yM(x; b) −W(q)(x− b− y)
}
dy
+ δ
∫ 0
−∞
h(y + b)
{
M(x; b)
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −
∫ x
b
W
(q)(x− z)W (q)′(z − b− y)dz
}
dy.
(3.17)
Remark 3.3. In view of (3.15), both v(1)b and v(2)b are finite and hence the decomposition is well-defined.
To see this notice that, by the estimation (2.8), v(1)b (x) is finite for x ≤ b. Moreover, in view of the form of
r
(1)
b in (3.13), v(1)b (x) for x > b is also finite. Indeed, for any x > b and y < b,
r
(1)
b (x, y) = e
Φ(q)(x−b)r
(1)
b (b, y)−W
(q)(x− y) + eΦ(q)(x−b)W (q)(b− y).
By the decomposition (95) of [13],−W (q)(x−y)+eΦ(q)(x−b)W (q)(b−y) = uˆ(q)(x−y)−eΦ(q)(x−b)uˆ(b−y)
(where uˆ(q) is the q-resolvent density of −X as in Theorem 2.4 (iv) of [13]), with which h is integrable by
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(2.8). Finally, using again (2.8), we conclude that v(2)b (x) is finite as well, for x > b. In addition,∫ ∞
−∞
|h(y)||r
(1)
b (x, y)|dy <∞.(3.18)
Since
∫∞
−∞
|h(y)|(r
(1)
b + r
(b)
2 )(x, y)dy <∞ and r
(1)
b + r
(2)
b > 0, we must also have∫ ∞
−∞
|h(y)||r
(2)
b (x, y)|dy <∞.(3.19)
3.3. First order condition. We shall first obtain our candidate refraction boundary b∗. In view of (3.16)
and (3.17), (once it is confirmed that the derivatives ∂/∂b and ∂/∂x can be interchanged over the integrals)
the next identity holds:
∂
∂b
vb(x) = ub(x), x 6= b.(3.20)
where
ub(x) := Ex
[ ∫ ∞
0
e−qth′(U bt )dt
]
− v′b(x), x 6= b.
Since the first-order condition ∂vb(x)/∂b|b=b∗ = 0 is a necessary condition for the optimality of the
refraction strategy ℓb∗ , we shall pursue b∗ such that ub∗(x) vanishes; consequently, (if such b∗ exists)
v′b∗(x) = Ex[
∫∞
0
e−qth′(U b
∗
t )dt]. This identity will be important later in the verification of optimality.
Let us define, for k = 1, 2,
u
(k)
b (x) :=
∫ ∞
−∞
h′(y)r
(k)
b (x, y)dy − v
(k)′
b (x), x 6= b,(3.21)
so that
ub(x) = u
(1)
b (x) + u
(2)
b (x)1{x>b}, x 6= b.(3.22)
The next lemma shows that the right hand side of (3.21) can be written succinctly using the function:
I(b) :=
ϕ(q)− Φ(q)
ϕ(q)
∫ ∞
0
h′(y + b)e−ϕ(q)ydy + δ
[ ∫ 0
−∞
h′(y + b)
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dzdy − β
Φ(q)
ϕ(q)
]
=
ϕ(q)− Φ(q)
ϕ(q)
∫ ∞
0
h′(y + b)e−ϕ(q)ydy
+
δ
ϕ(q)
[ ∫ 0
−∞
h′(y + b)
{
(ϕ(q)− Φ(q))
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz − Φ(q)W (q)(−y)
}
dy − βΦ(q)
]
,
(3.23)
where the second equality holds because, by integration by parts,∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz +W (q)(−y) = ϕ(q)
∫ ∞
0
e−ϕ(q)zW (q)(z − y)dz, y < 0.(3.24)
The proof of this result is technical and long (partly because we need to confirm that the derivative ∂/∂x
can go into the integral over the unbounded set), and therefore we shall defer the proof to Appendix A.
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Lemma 3.1. We have
u
(1)
b (x) =
ϕ(q)− Φ(q)
δΦ(q)
eΦ(q)(x−b)I(b)− h(b)W (q)(x− b), x 6= b,(3.25)
u
(2)
b (x) = (M(x; b) −W
(q)(x− b))I(b) + h(b)W (q)(x− b), x > b.(3.26)
In view of (3.22), this lemma directly implies the following.
Proposition 3.1. For all x, b ∈ R such that x 6= b,
ub(x) =
[ϕ(q)− Φ(q)
δΦ(q)
eΦ(q)(x−b) + 1{x>b}(M(x; b)−W
(q)(x− b))
]
I(b).(3.27)
3.4. Candidate value function. In view of our discussion in the previous subsection and Proposition 3.1,
the choice of our candidate threshold level b∗ is clear. In (3.27), the bracket term on the right hand side is
uniformly positive for all x ∈ R. Indeed, for x > b, it equals the resolvent density r(1)b (x, b) + r
(2)
b (x, b)
at b in view of (3.13). Hence, we shall pursue b∗ such that I(b∗) vanishes. However, the existence and
uniqueness of such b∗ is not guaranteed, and hence we shall define b∗ carefully here.
First, by (3.7), the first equality of (3.23) and the convexity of h, the function I is nondecreasing. Hence
we can define the limits I(∞) := limb↑∞ I(b) ∈ (−∞,∞] and I(−∞) := limb↓−∞ I(b) ∈ [−∞,∞).
We set our candidate optimal threshold level b∗ to be any root of I(b) = 0 if I(−∞) < 0 < I(∞). If
I(∞) ≤ 0, we let b∗ =∞; if I(−∞) ≥ 0, we let b∗ = −∞.
In fact, if h is affine, then I is a constant. Conversely, if h is not affine, I is strictly increasing every-
where. To see the latter, suppose h′ is not constant and fix any b ∈ R. Then, for sufficiently small −M ,
we must have
∫∞
−M
h′′(y + b)dy +
∑
−M<y<∞∆h
′(y + b)e−ϕ(q)y > 0 with ∆h′(y) := h′(y+)− h′(y−).
Then, because h′ is nondecreasing,
I ′(b) ≥
ϕ(q)− Φ(q)
ϕ(q)
(∫ ∞
0
h′′(y + b)e−ϕ(q)ydy +
∑
0≤y<∞
∆h′(y + b)e−ϕ(q)y
)
+ δ
(∫ 0
−M
h′′(y + b)
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dzdy +
∑
−M<y<0
∆h′(y + b)
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dz
)
> 0.
Therefore, for the affine case with I ≡ 0 (which holds if and only if h′(b) = qβ uniformly in b ∈ R by
Lemma 3.2 below), we set b∗ to be any value on R. Otherwise, b∗ (if −∞ < b∗ <∞) becomes the unique
root of I(b) = 0.
Example 3.1. For the case h(y) := αy2, y ∈ R, for some α > 0, b∗ = βq/(2α) + E(−Xeq)− ϕ(q)−1.
For the cases b∗ = ∞ and b∗ = −∞, we shall set our candidate value functions to be v∞(x) :=
lim supb↑∞ vb(x) and v−∞(x) := lim infb↓−∞ vb(x), respectively. By (2.8), if we set τ+b := inf{t > 0 :
Xt > b} and κ−b := inf{t > 0 : Yt < b}, the estimation (2.8) immediately givesEx[
∫∞
τ+
b
e−qt|h(U bt )|dt]
b↑∞
−−→
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0 and Ex[
∫∞
κ−
b
e−qt|h(U bt )|dt]
b↓−∞
−−−→ 0. Hence, we have probabilistic representations:
v∞(x) = Ex
[ ∫ ∞
0
e−qth(Xt)dt
]
and v−∞(x) = Ex
[ ∫ ∞
0
e−qth(Yt)dt
]
+
βδ
q
,(3.28)
which are the NPVs corresponding to the strategies ℓ∞ ≡ 0 and ℓ−∞ ≡ δ. By the resolvent measures for
X and Y , we can write (3.28) succinctly using the scale function: by Corollary 8.9 of [14],
v∞(x) =
1
ψ′(Φ(q))
∫ ∞
0
h(x+ z)e−Φ(q)zdz +
∫ 0
−∞
h(x+ z)uˆ(q)(−z)dz,
v−∞(x) =
1
ψ′(ϕ(q))− δ
∫ ∞
0
h(x+ z)e−ϕ(q)zdz +
∫ 0
−∞
h(x+ z)u˜(q)(−z)dz +
βδ
q
,
(3.29)
where uˆ(q)(w) := 1
ψ′(Φ(q))
eΦ(q)w −W (q)(w) and u˜(q)(w) := 1
ψ′(ϕ(q))−δ
eϕ(q)w −W(q)(w), for all w ≥ 0.
The criteria for b∗ =∞ and b∗ = −∞ can be obtained concisely below. Let h′(∞) := limy→∞ h′(y) ∈
(−∞,∞] and h′(−∞) := limy→−∞ h′(y) ∈ [−∞,∞) (which exist by the convexity of h).
Lemma 3.2. We have
I(∞) =
δΦ(q)
ϕ(q)
(h′(∞)
q
− β
)
and I(−∞) = δΦ(q)
ϕ(q)
(h′(−∞)
q
− β
)
.
Hence, I(−∞) = I(∞) = 0 if and only if h′(b) = qβ for all b ∈ R Otherwise, b∗ = ∞ if and only if
h′(∞) ≤ qβ and b∗ = −∞ if and only if h′(−∞) ≥ qβ.
Proof. By monotone convergence applied to the first equality of (3.23),
I(∞) = h′(∞)
[ϕ(q)− Φ(q)
ϕ(q)2
+ δ
∫ 0
−∞
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dzdy
]
− βδ
Φ(q)
ϕ(q)
.
Hence, when h′(∞) =∞, I(∞) =∞.
Suppose h′(∞) <∞. By Fubini’s theorem, integration by parts and Remark 3.2 (1), we have∫ 0
−∞
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dzdy =
∫ ∞
0
e−ϕ(q)z
∫ 0
−∞
Θ(q)(z − y)dydz
=
Φ(q)
q
∫ ∞
0
e−ϕ(q)zP{−Xeq > z}dz =
Φ(q)
q
[ ∫
(0,∞)
P{−Xeq ∈ dz}
∫ z
0
e−ϕ(q)wdw
]
=
Φ(q)
q
[ ∫
(0,∞)
P{−Xeq ∈ dz}
1 − e−ϕ(q)z
ϕ(q)
]
=
Φ(q)
qϕ(q)
[
1−
∫
[0,∞)
e−ϕ(q)zP{−Xeq ∈ dz}
]
=
Φ(q)
qϕ(q)
(1− Eeϕ(q)Xeq ) =
Φ(q)
qϕ(q)
−
ϕ(q)− Φ(q)
ϕ(q)2δ
,
where the last equality holds by (3.9). Substituting this, we have the expression for I(∞). The proof for
I(−∞) is similar. 
The following example is a direct consequence of Lemma 3.2.
Example 3.2. For the case h(y) := αy+ η, y ∈ R, for some α, η ∈ R, we have b∗ = −∞ when α/q > β,
b∗ =∞ when α/q > β, and any value on [−∞,∞] when α/q = β.
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Using the obtained b∗ ∈ [−∞,∞], our candidate optimal strategy is ℓb∗ with its expected NPV given by
vb∗ . For the case b∗ ∈ (−∞,∞), by our choice that ub∗(x) = 0, we have
v′b∗(x) = Ex
[ ∫ ∞
0
e−qth′(U b
∗
t )dt
]
, x ∈ R,(3.30)
where the differentiability at b∗ holds because the right hand side is continuous at x = b∗.
In view of (3.29), the relation (3.30) also holds for b∗ = −∞ and b∗ = ∞. To see how the derivative
can go into the integral in (3.29), by the convexity of h, we can choose a sufficiently small −m such
that h(x + z) is of the same sign for all z < −m − x. Hence, the convexity of h implies by monotone
convergence that∫ −m
−∞
|h(x+ z)− h(x+ ǫ+ z)|
ǫ
uˆ(q)(−z)dz
ǫ→0
−−→
∫ −m
−∞
|h′(x+ z)|uˆ(q)(−z)dz;
the same can be said when uˆ(q) is replaced with u˜(q).
4. VERIFICATION OF OPTIMALITY
We shall now show the optimality of the strategy ℓb∗ and the associated expected NPV of total costs
vb∗ . Toward this end, we shall first obtain a sufficient condition of optimality (Lemma 4.1 below) and then
show that vb∗ satisfies it.
4.1. Verification lemma. For the given spectrally negative Le´vy process X , we call a function f suffi-
ciently smooth if f is continuously differentiable (resp. twice continuously differentiable) on R when X
has paths of bounded (resp. unbounded) variation. We let Γ be the operator acting on sufficiently smooth
functions f , defined by
Γf(x) := γf ′(x) +
σ2
2
f ′′(x) +
∫
(−∞,0)
[f(x+ z)− f(x)− f ′(x)z1{−1<z<0}]ν(dz),
and let (Γ − q)f(x) := Γf(x) − qf(x). If, for some ℓ ∈ Πδ, vℓ is sufficiently smooth, then Γvℓ is
well-defined. In addition, it is finite by (2.8) and Assumptions 2.1 and 2.2.
Lemma 4.1 (Verification lemma). Suppose a strategy ℓˆ ∈ Πδ is such that vℓˆ is sufficiently smooth on R
and satisfies
(4.1)

(Γ− q)vℓˆ(x) + h(x) ≥ 0 if v
′
ℓˆ
(x) ≤ β,
(Γ− q)vℓˆ(x)− δ(v
′
ℓˆ
(x)− β) + h(x) ≥ 0 if v′
ℓˆ
(x) > β.
Then ℓˆ is an optimal strategy and v(x) = vℓˆ(x) for all x ∈ R.
Proof. We first note that (4.1) is equivalent to the condition
(4.2) inf
0≤r≤δ
{(Γ− q)vℓˆ(x)− r(v
′
ℓˆ
(x)− β)}+ h(x) ≥ 0.
Hence, we assume (4.2). For brevity, we write w := vℓˆ throughout the proof.
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Fix any admissible strategy ℓ ∈ Πδ, and let (Tn)n∈N be a sequence of stopping times defined by Tn :=
inf{t > 0 : |U ℓt | > n}. SinceU ℓ = X−L is a semi-martingale andw is sufficiently smooth by assumption,
we can use the change of variables/Itoˆ’s formula (cf. [19], Theorems II.31 and II.32) to the stopped process
{e−q(t∧Tn)w(U ℓt∧Tn); t ≥ 0} and deduce under Px that
e−q(t∧Tn)w(U ℓt∧Tn)− w(x) = −
∫ t∧Tn
0
e−qsqw(U ℓs−)ds +
∫ t∧Tn
0
e−qsw′(U ℓs−)d(Xs − Ls)
+
σ2
2
∫ t∧Tn
0
e−qsw′′(U ℓs−)ds+
∑
0<s≤t∧Tn
e−qs[∆w(U ℓs− +∆Xs)− w
′(U ℓs−)∆Xs],
where ∆ζs := ζs − ζs− and ∆w(ζs) := w(ζs)− w(ζs−) for any right continuous process ζ . Rewriting the
above equation leads to
e−q(t∧Tn)w(U ℓt∧Tn)− w(x) =
∫ t∧Tn
0
e−qs(Γ− q)w(U ℓs−)ds−
∫ t∧Tn
0
e−qsw′(U ℓs−)dLs +Mt∧Tn
with
Mu :=
∫ u
0
σe−qsw′(U ℓs−)dBs + lim
ε↓0
∫
(0,u]
∫
(−1,−ε)
e−qsw′(U ℓs−)y(N(ds× dy)− ν(dy)ds)
+
∫
(0,u]
∫
(−∞,0)
e−qs(w(U ℓs− + y)− w(U
ℓ
s−)− w
′(U ℓs−)y1{y∈(−1,0)})(N(ds× dy)− ν(dy)ds), u ≥ 0,
where {Bs; s ≥ 0} is a standard Brownian motion and N is a Poisson random measure in the measure
space ([0,∞) × (−∞, 0),B[0,∞) × B(−∞, 0), ds × ν(dx)). By the compensation formula (cf. [14],
Corollary 4.6), {Mt∧Tn ; t ≥ 0} is a zero-mean martingale.
Now we write
w(x) = −
∫ t∧Tn
0
e−qs
[
(Γ− q)w(U ℓs−)− ℓs(w
′(U ℓs−)− β)
]
ds
+ β
∫ t∧Tn
0
e−qsℓsds+ e
−q(t∧Tn)w(U ℓt∧Tn)−Mt∧Tn .
By (4.2), after taking expectation, w(x) ≤ Ex[
∫ t∧Tn
0
e−qs(h(U ℓs ) + βℓs)ds] + Ex[e
−q(t∧Tn)w(U ℓt∧Tn)].
By (2.8), limt,n↑∞ Ex[
∫ t∧Tn
0
e−qsh(U ℓs )ds] = Ex[
∫∞
0
e−qsh(U ℓs)ds] by dominated convergence. On the
other hand, because ℓ is nonnegative, we also have limt,n↑∞ Ex[
∫ t∧Tn
0
e−qsβℓsds] = Ex[
∫∞
0
e−qsβℓsds] via
monotone convergence. Finally, by 0 ≤ ℓs ≤ δ, (2.6), (2.7) and the strong Markov property of X and Y ,
E[e−q(t∧Tn)w(U ℓt∧Tn)] ≤ E[
∫∞
t∧Tn
e−qs(|h(Xs)|+ |h(Ys)|+ |h|1{h>−∞}+βδ)ds]. Therefore, Fatou’s lemma
and (2.8) give lim supt,n↑∞ Ex[e−q(t∧Tn)w(U ℓt∧Tn)] ≤ 0.
Hence, w(x) ≤ vℓ(x). Since ℓ ∈ Πδ was chosen arbitrarily, we have that w(x) ≤ v(x). On the other
hand, we also have the reverse inequality, w(x) ≥ v(x), because w is attained by an admissible strategy ℓˆ.
This completes the proof.

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4.2. Optimality of vb∗ . In view of Lemmas 4.1, it suffices to show that the function vb∗ is sufficiently
smooth and satisfies (4.1). The former can be verified by using the form of v′b∗ as in (3.30) and considering
its derivative; we defer the proof to Appendix B.
Lemma 4.2. The function vb∗ is sufficiently smooth.
We shall now verify the inequalities (4.1). Toward this end, we restate it in the following lemma.
Lemma 4.3. The inequalities (4.1) for vℓˆ = vb∗ hold if and only if
(4.3)

v
′
b∗(x) ≥ β if x > b∗,
v′b∗(x) ≤ β if x ≤ b∗.
Proof. (i) We shall first prove that the following equalities hold for vb∗:
(Γ− q)vb∗(x) + h(x) = 0 for x ≤ b∗,
(Γ− q)vb∗(x)− δ(v
′
b∗(x)− β) + h(x) = 0 for x > b∗.
(4.4)
Here we give a proof of the second equality of (4.4); for the first equality a similar (and even simpler)
argument holds. We also focus on the case b∗ ∈ (−∞,∞); the proof for the cases b∗ = −∞ and b∗ =∞
can be obtained by modifying the hitting time κ defined below.
Fix x > b∗ and recall (2.4) for the definition of Y . Define the stochastic process
Mt := e
−q(t∧κ)vb∗(Yt∧κ) +
∫ t∧κ
0
e−qs(h(Ys) + βδ)ds, t ≥ 0,
where κ := inf{t > 0 : Yt /∈ [b∗, N ]} with N > x.
In order to show the second equality of (4.4), it suffices to show that M is a Px-martingale. Indeed,
it holds by the martingale property and Ito’s formula (thanks to Lemma 4.2, which guarantees that vb∗ is
sufficiently smooth) noticing that the generator of Y is given by ΓY f := Γf − δf ′.
For x > b∗ and t > 0, the strong Markov property of Y gives
Ex
[
e−qκvb∗(Yκ) +
∫ κ
0
e−qs(h(Ys) + βδ)ds
∣∣∣∣Ft
]
=1{t<κ}
{
e−qtEYt
[
e−qκvb∗(Yκ) +
∫ κ
0
e−qs(h(Ys) + βδ)ds
]
+
∫ t
0
e−qs(h(Ys) + βδ)ds
}
+ 1{t≥κ}Mt.
Because U b∗s = Ys for all 0 ≤ s ≤ κ, Px-a.s.,
1{t<κ}Mt =1{t<κ}
{
e−qtEYt
[
e−qκvb∗(Yκ) +
∫ κ
0
e−qs(h(Ys) + βδ)ds
]
+
∫ t
0
e−qs(h(Ys) + βδ)ds
}
.
Putting the pieces together, we conclude thatMt = Ex
[
e−qκvb∗(Yκ) +
∫ κ
0
e−qs(h(Ys) + βδ)ds
∣∣Ft], t ≥ 0,
which is a martingale.
(ii) Using the identities (4.4), we shall now complete the proof of this lemma.
Suppose first that (4.3) holds. If v′b∗(x) < β, then (4.3) implies x ≤ b∗ and so, by (4.4), (Γ− q)vb∗(x) +
h(x) = 0. If v′b∗(x) ≥ β, then (4.3) implies x > b∗ and so, by (4.4), (Γ−q)vb∗(x)−δ(v′b∗(x)−β)+h(x) =
0. If v′b∗(x) = β, then we have, by (4.4), (Γ− q)vb∗(x) + h(x) = 0. Hence (4.1) holds with vℓˆ = vb∗ .
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To conclude the proof, suppose now that (4.1) holds with vℓˆ = vb∗ . For the case x ≤ b∗, suppose for
contradiction that v′b∗(x) > β. Then (4.1) and (4.4) give −δ(v′b∗(x) − β) ≥ 0 which implies v′b∗(x) ≤ β
and hence forms a contradiction. Therefore we deduce v′b∗(x) ≤ β. Similarly, for the case x > b∗, suppose
v′b∗(x) < β. Then (4.1) and (4.4) give δ(v′b∗(x) − β) ≥ 0 which implies v′b∗(x) ≥ β and hence forms a
contradiction. Therefore we deduce v′b∗(x) ≥ β.

Lemma 4.4. The function vb∗ is convex.
Proof. By (3.30), it is sufficient to show that the mapping x 7→ Ex
[∫∞
0
e−qth′(U b
∗
t )dt
]
is nondecreasing.
(i) Suppose that−∞ < b∗ <∞. Notice that the law of U b∗t under Px is the same as U b
∗,x
t under P where
U b
∗,x
t is the unique solution to the SDE: U
b∗,x
t = x + Xt − δ
∫ t
0
1
{Ub
∗,x
s >b∗}
ds. By the convexity of h its
derivative h′ is nondecreasing, and hence it is sufficient to show that, for any fixed y > x, U b
∗,y
t ≥ U
b∗,x
t
P-a.s. for all t ≥ 0.
First, let us suppose that X is of bounded variation. We define a sequence of increasing stopping times
0 < τ1 < τ2 < · · · representing the times at which either U b
∗,y
t or U
b∗,x
t crosses the level b∗. For example,
if y > x > b∗, then τ1 = inf{t > 0 : U b
∗,x
t < b
∗} and τ2 = inf{t > τ1 : U b
∗,y
t < b
∗ or U b
∗,x
t > b
∗}.
By induction, we shall show that U b
∗,y
t ≥ U
b∗,x
t for any t ∈ [τn−1, τn] for each n ≥ 0 with τ0 = τ−1 := 0
by convention. The base case (n = 0) is already clear, because U b∗,yτ0 = y > x = U b
∗,x
τ0
.
Now suppose that the hypothesis holds for some n ≥ 0; this implies U b∗,yτn ≥ U b
∗,x
τn
. Then, there are
three possible scenarios (1) U b∗,yτn ≥ U b
∗,x
τn
≥ b∗, (2) U b∗,yτn ≥ b∗ ≥ U b
∗,x
τn
, and (3) b∗ ≥ U b∗,yτn ≥ U b
∗,x
τn
.
For the case (1), it is necessary that U b∗,yt = U b∗,yτn + (Xt −Xτn)− δ(t− τn) ≥ U b
∗,x
τn
+ (Xt −Xτn)−
δ(t− τn) = U
b∗,x
t for τn ≤ t ≤ τn+1 = inf{t > τn : U
b∗,x
t < b
∗}.
For the case (2), we have τn+1 := τn+1 ∧ τn+1, where τn+1 := inf{t > τn : U b
∗,y
t < b
∗} and
τn+1 := inf{t > τn : U
b∗,x
t > b
∗}.
On the event {τn+1 < τn+1}, U
b∗,y
t ≥ b
∗ ≥ U b
∗,x
t for all t ∈ [τn, τn+1) and U b
∗,y
τn+1
= U b
∗,y
τn+1−+∆Xτn+1 ≥
U b
∗,x
τn+1− +∆Xτn+1 = U
b∗,x
τn+1
. On the event {τn+1 > τn+1}, U
b∗,y
t ≥ b
∗ ≥ U b
∗,x
t for all t ∈ [τn, τn+1].
For the case (3), we have U b∗,yt = U b∗,yτn + (Xt − Xτn) ≥ U b
∗,x
τn
+ (Xt − Xτn) = U
b∗,x
t for τn ≤ t ≤
τn+1 = inf{t > τn : U
b∗,y
τn
> b∗}.
Hence for all cases U b
∗,y
t ≥ U
b∗,x
t for all t ∈ (τn, τn+1]. By mathematical induction, the inequality holds
for all t ≥ 0.
For the case of unbounded variation, recall, as in Lemma 12 of [15], that there is a sequence of refracted
Le´vy processes of bounded variation that converges a.s. to the desired refracted Le´vy process. Hence, we
can obtain the same inequality U b
∗,y
t ≥ U
b∗,x
t P-a.s. by taking the limit.
(ii) Suppose b∗ = ∞ or b∗ = −∞. In view of (3.28), because v∞(x) = E[
∫∞
0
e−qth(Xt + x)dt], the
convexity of h gives v′∞(x) = E[
∫∞
0
e−qth′(Xt + x)dt] = Ex[
∫∞
0
e−qth′(Xt)dt]. Similarly, v′−∞(x) =
Ex[
∫∞
0
e−qth′(Yt)dt]. The convexity of h now shows that x 7→ Ex
[∫∞
0
e−qth′(U b
∗
t )dt
]
is nondecreasing.

Proposition 4.1. The function vb∗ satisfies (4.1).
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Proof. In view of Lemma 4.3, we show that vb∗ satisfies (4.3).
(i) Suppose −∞ < b∗ <∞. By setting x = b∗ in (3.30), we have
v′b∗(b
∗) =
∫ ∞
0
h′(y + b∗)
ϕ(q)− Φ(q)
δΦ(q)
e−ϕ(q)ydy
+
∫ 0
−∞
h′(y + b∗)
{ϕ(q)− Φ(q)
Φ(q)
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −W (q)(−y)
}
dy
= I(b∗)
ϕ(q)
δΦ(q)
+ β = β.
This together with Lemma 4.4 shows (4.3).
(ii) Suppose b∗ =∞ or b∗ = −∞. For the case b∗ =∞, by the convexity of h, monotone convergence
gives limx↑∞ v′∞(x) = limx↑∞ E[
∫∞
0
e−qth′(Xt + x)dt] = h
′(∞)/q ≤ β, where the last inequality holds
by Lemma 3.2. Similarly, for the case b∗ = −∞, limx↓−∞ v′−∞(x) = limx↓−∞ E[
∫∞
0
e−qth′(Yt + x)dt] =
h′(−∞)/q ≥ β. These bounds together with Lemma 4.4 show (4.3).

By Lemmas 4.2 and 4.3 and Proposition 4.1, we now have the main result of the paper.
Theorem 4.1. The strategy ℓb∗ is optimal and the value function is given by v(x) = vb∗(x) for all x ∈ R.
We conclude this section with the remark on how the convexity of h is important in deriving our results.
(1) Note that the function I as in (3.23) is monotone due to the convexity of h. Otherwise, there
may be multiple b∗ such that I(b∗) vanishes; the form of the optimal strategy will be much more
complicated.
(2) Thanks to (3.30) and the monotonicity of h′, v′b∗ is also monotone. This step is necessary in
showing the sufficient condition for optimality (4.3).
(3) The convexity of h also helps in technical details; indeed by the monotonicity of h, we can ex-
change limits over integrals in various parts.
(4) The uniqueness of the optimal strategy ℓb∗ is not guaranteed in the complete set of admissible
strategies Πδ, but it holds when we restrict to the set of refracted strategies when h is not affine.
5. CONVERGENCE TO REFLECTION STRATEGIES
Recall from Remark 2.1 that
v˜(x; δ) := inf
ℓ∈Πδ
Ex
[ ∫ ∞
0
e−qt(h(Yt + Lt) + β˜ℓt)dt
]
= v(x; δ,−β˜) +
β˜δ
q
,(5.1)
where v(x; δ,−β˜) is the value function (2.3) obtained in the previous sections with Xt replaced with
X
(δ)
t := Yt + δt and β with −β˜. In this section, we fix the process Y (with its Laplace exponent ψY (·),
ϕ(q) := sup{λ ≥ 0 : ψY (λ) = q} and scale function W(·)) and then study the asymptotics as δ ↑ ∞.
When the absolutely continuous assumption on L is relaxed, the problem defined in (5.1) becomes
a classical singular control problem. Let Π∞ be the set of admissible strategies consisting of all right-
continuous, nondecreasing and adapted processes L with L0− = 0. It is known as in Yamazaki [21] under
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Assumption 5.1 defined below that, for all x ∈ R,
v˜(x;∞) := inf
ℓ∈Π∞
Ex
[ ∫
[0,∞)
e−qt(h(Yt + Lt)dt+ β˜dLt)
]
= −β˜
(
Z
(q)
(x− b∗(∞)) +
ψ′Y (0+)
q
)
−
∫ x
b∗(∞)
W
(q)(x− y)h(y)dy
+ Z(q)(x− b∗(∞))
(ϕ(q)
q
∫ ∞
0
e−ϕ(q)yh(y + b∗(∞))dy +
β˜
ϕ(q)
)
,
(5.2)
where Z(q)(z) := 1 + q
∫ z
0
W
(q)(y)dy and Z(q)(z) :=
∫ z
0
Z
(q)(y)dy for all z ∈ R. The infimum is attained
by the reflected Le´vy process Yt + Lb
∗(∞)
t with
L
b∗(∞)
t := sup
0≤t′≤t
((b∗(∞))− Yt′) ∨ 0, t ≥ 0.
The lower boundary b∗(∞) is defined as the unique root of I∞(b) = 0 where
I∞(b) :=
∫ ∞
0
h′(y + b)e−ϕ(q)ydy + β˜
q
ϕ(q)
, b ∈ R.(5.3)
Our objective in this section is to show the convergences of b∗(δ) to b∗(∞) and v˜(x; δ) to v˜(x;∞) as
δ ↑ ∞.
Throughout, we assume that Y is a spectrally negative Le´vy process and satisfies Assumption 2.1 (2),
which means that there exists θ¯ > 0 such that expψY (−θ¯) = E[exp(−θ¯Y1)] <∞. In addition, we further
assume the condition postulated in Yamazaki [21]:
Assumption 5.1. (1) For some a ∈ R, the function h(x) + β˜qx is decreasing on (−∞, a) and increasing
on (a,∞). (2) There exist a c0 > 0 and an x0 ≥ a such that h′(x) + β˜q ≥ c0 for a.e. x ≥ x0.
We use the explicitly obtained expression of (5.1), for each δ > 0, with
β˜ = −β,
and take the limit as δ ↑ ∞. In order to emphasize the dependence on δ, let us denote, for all δ > 0,
ψδ(s) := ψY (s) + δs as the Laplace exponent of the spectrally negative Le´vy process X(δ). The scale
functions W (q)δ and Θ
(δ)
δ are defined in an obvious way. Also, let Φδ(q) := sup{λ ≥ 0 : ψδ(λ) = q} and
(5.4)
Iδ(b) :=
ϕ(q)− Φδ(q)
ϕ(q)
∫ ∞
0
h′(y+b)e−ϕ(q)ydy+δ
[∫ 0
−∞
h′(y+b)
∫ ∞
0
e−ϕ(q)zΘ
(q)
δ (z−y)dzdy−β
Φδ(q)
ϕ(q)
]
.
Assumption 5.1 guarantees that h′(−∞)−βq < 0 and h′(∞)−βq > 0. Hence, by Lemma 3.2, Iδ(∞) > 0
and Iδ(−∞) < 0, implying that there always exists a root b∗(δ) ∈ (−∞,∞). As in the discussion given
in Section 3.4, Assumption 5.1 guarantees that the root b∗(δ) is unique. We also let U (δ),b∗(δ) be the
corresponding optimally controlled process. In other words, it is a refracted Le´vy process defined as the
solution to the SDE: dU (δ),b
∗(δ)
t = dX
(δ)
t − δ1{U (δ),b∗(δ)>b∗(δ)}dt, t ≥ 0.
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Note that we have Φδ(q)
δ↑∞
−−→ 0; because q = ψY (Φδ(q)) + δΦδ(q) and ψY is continuous on [0,∞) and
vanishes at zero,
δΦδ(q)
δ↑∞
−−→ q.(5.5)
By (8.20) of [14], for any θ > ϕ(q) (which is uniformly larger than Φδ(q)),
∫
[0,∞)
e−θxδW
(q)
δ (dx) =
δθ/(ψY (θ) + δθ − q)
δ↑∞
−−→ 1. Hence continuity theorem gives that
δW
(q)
δ (x) = δW
(q)
δ [0, x]
δ↑∞
−−→ 1, x > 0.(5.6)
5.1. Convergence of optimal thresholds. We first show the convergence of b∗(δ) to b∗(∞). Toward this
end, we first show the following.
Lemma 5.1. For all b ∈ R, Iδ(b)
δ↑∞
−−→ I∞(b).
Proof. It is clear that ϕ(q)−Φδ(q)
ϕ(q)
∫∞
0
h′(y + b)e−ϕ(q)ydy
δ↑∞
−−→
∫∞
0
h′(y + b)e−ϕ(q)ydy. Hence, it is left to
show that
∫ 0
−∞
|h′(y + b)|
∫∞
0
e−ϕ(q)zδΘ
(q)
δ (z − y)dzdy
δ↑∞
−−→ 0.
Recalling Assumption 2.1 (2), we choose 0 < ǫ < θ¯. For any y < 0,∫ ∞
0
e−ϕ(q)zδΘ
(q)
δ (z − y)dz = e
ǫy
∫ ∞
−y
e−(ϕ(q)+ǫ)(w+y)eǫwδΘ
(q)
δ (w)dw ≤ e
ǫy
∫ ∞
−y
eǫwδΘ
(q)
δ (w)dw,
which is bounded from above by exp(ǫy) times a constant because (with X(δ) and Y the running infimum
processes of X(δ) and Y , respectively)∫ ∞
−y
eǫwδΘ
(q)
δ (w)dw ≤ δ
Φδ(q)
q
E[eǫ|X
(δ)
eq |] ≤ δ
Φδ(q)
q
E[eǫ|Y eq |]
which is bounded in δ by (3.11) (with X replaced with Y ) and (5.5). This, together with ∫ 0
−∞
|h′(y +
b)|eǫydy <∞ by Assumption 2.2, allows us to apply the dominated convergence theorem and
lim
δ→∞
∫ 0
−∞
|h′(y + b)|
∫ ∞
0
e−ϕ(q)zδΘ
(q)
δ (z − y)dzdy =
∫ 0
−∞
|h′(y + b)| lim
δ→∞
∫ ∞
−y
e−ϕ(q)(z+y)δΘ
(q)
δ (z)dzdy.
Again, by Remark 3.2 (1) and (5.5), for any θ > 0,
E[eθX
(δ)
eq ] =
q
δΦδ(q)
δ(θ − Φδ(q))
ψY (θ) + δθ − q
δ↑∞
−−→ 1.
Hence X(δ)eq converges to zero in distribution as δ ↑ ∞. Using this and (5.5), for all y < 0,∫ ∞
−y
e−ϕ(q)(z+y)δΘ
(q)
δ (z)dz ≤
∫ ∞
−y
δΘ
(q)
δ (z)dz = δ
Φδ(q)
q
P{X(δ)eq < y}
δ↑∞
−−→ 0.
This shows the claim.

By Lemma 5.1, we now show the convergence of b∗(δ).
Proposition 5.1. We have b∗(δ) δ↑∞−−→ b∗(∞).
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Proof. Let δ > 0 be large enough such that Φδ(q) ≤ 1/2 for all δ ≥ δ.
By differentiating (5.3),
I ′∞(b) =
∫ ∞
0
h′′(y + b)e−ϕ(q)ydy +
∑
y≥0
∆h′(y + b)e−ϕ(q)y , b ∈ R.(5.7)
In addition, by (5.4) and because h′ is nondecreasing, we have a lower bound:
I ′δ(b) ≥
1
2
I ′∞(b), b ∈ R, δ ≥ δ.(5.8)
Notice that I∞(b) is strictly increasing on (−∞, b˜) for some b˜ ∈ (−∞,∞]. When b˜ < ∞, we must
have I∞(b˜) > 0; otherwise Assumption 5.1 (2) is violated. This means that we can choose some b¯ ∈
(b∗(∞), b˜) such that I ′δ(b¯) > 0. In addition, for all b < b¯ we can obtain from (5.7) a lower bound
I ′∞(b) ≥ e
−ϕ(q)(b¯−b)I ′∞(b¯). Hence we can choose a sufficiently small ε¯ > 0 and α > 0 such that I ′∞(b) ≥ α
on (b∗(∞)− ε¯, b∗(∞) + ε¯); this together with (5.8) gives
inf
δ≥δ, b∈(b∗(∞)−ε¯,b∗(∞)+ε¯)
I ′δ(b) ≥
α
2
> 0.(5.9)
Fix any 0 < ε < ε¯. By Lemma 5.1, we can choose a sufficiently large δ > δ such that |I∞(b∗(∞)) −
Iδ(b
∗(∞))| = |Iδ(b
∗(∞))| < εα/2 for any δ ≥ δ. Then, by (5.9), we must have for any δ ≥ δ that
Iδ(b
∗(∞) − ε) < Iδ(b
∗(∞)) − εα/2 < 0; similarly, Iδ(b∗(∞) + ε) > Iδ(b∗(∞)) + εα/2 > 0. This
means, together with the monotonicity of Iδ, that b∗(∞)− ε < b∗(δ) < b∗(∞) + ε. Because ε was chosen
arbitrarily, this completes the proof.

5.2. Convergence of value functions. With the help of Proposition 5.1, we show the convergence of
v˜(x; δ) to v˜(x;∞). More precisely, we show the following theorem.
Theorem 5.1. Uniformly in x in compacts, v˜(x; δ) δ↑∞−−→ v˜(x;∞).
In order to show this theorem, it is sufficient to show the pointwise convergence. Indeed, by the defini-
tion of v˜(x; δ) in (5.1) as the infimum of the NPV and because the set Πδ is monotonically nondecreasing
in δ, v˜(x; δ) is nonincreasing in δ. Hence, pointwise convergence implies the uniform convergence on
compacts by Dini’s theorem.
We shall first show for x < b∗(∞) and then extend the result for x ≥ b∗(∞).
Lemma 5.2. For any x < b∗(∞), we have v˜(x; δ) δ↑∞−−→ v˜(x;∞).
Proof. By Proposition 5.1, we can choose sufficiently large δ such that x < b∗(δ) for all δ ≥ δ. Let
h(−∞) := limb↓−∞ h(b) ∈ [−∞,∞], which exists by the convexity of h.
Fix any ε > 0.
(i) Suppose h(−∞) = ∞. By the convexity of h (together with Assumption 2.2) and because (3.11)
holds when X is replaced with Y , we can choose a sufficiently small −M such that h is decreasing and
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positive on (−∞,−M ] and
Ex
[ ∫ ∞
0
e−qt|h(Y t)|1{Yt<−M}dt
]
= Ex
[ ∫ ∞
0
e−qth(Y t)1{Yt<−M}dt
]
< ε.
Because Y t ≤ U
(δ),b∗(δ)
t a.s. for any δ ≥ δ,
sup
δ≥δ
Ex
[ ∫ ∞
0
e−qt|h(U
(δ),b∗(δ)
t )|1{U (δ),b
∗(δ)
t <−M}
dt
]
< ε.(5.10)
(ii) Suppose h(−∞) ∈ (−∞,∞), then h is bounded on the negative half line and we can choose −M
such that (5.10) holds.
(iii) Suppose h(−∞) = −∞. Then, we can choose −M such that h is negative on (−∞,−M ] and
hence Ex[
∫∞
0
e−qth(U
(δ),b∗(δ)
t )1{U (δ),b∗(δ)t <−M}
dt] ≤ 0. In view of these, it is sufficient to show for all
−M ∈ R
v˜(x; δ,−M) := v˜(x; δ)− Ex
[ ∫ ∞
0
e−qth(U
(δ),b∗(δ)
t )1{U (δ),b∗(δ)t <−M}
dt
]
δ↑∞
−−→ v˜(x;∞).
Indeed, this implies for the cases (i) and (ii) that limδ↑∞ |v˜(x; δ)− v˜(x;∞)| ≤ ε for any ε > 0. For the case
(iii), it implies lim supδ↑∞ v˜(x; δ) ≤ v˜(x;∞) (and lim infδ↑∞ v˜(x; δ) ≥ v˜(x;∞) holds because Πδ ⊂ Π∞
in view of (5.1)).
Fix δ ≥ δ. We can write
v˜(x; δ,−M) = eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
δΦδ(q)
[ ∫ ∞
0
h(y + b∗(δ))e−ϕ(q)ydy +
βδ
ϕ(q)
]
−
βδ
q
+
∫ 0
−M−b∗(δ)
h(y + b∗(δ))
[
eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
Φδ(q)
∫ ∞
0
e−ϕ(q)zW
(q)′
δ (z − y)dz −W
(q)
δ (x− b
∗(δ)− y)
]
dy.
Regarding the first line on the right hand side, it equals
eΦδ(q)(x−b
∗(δ))
[ϕ(q)− Φδ(q)
δΦδ(q)
∫ ∞
0
h(y + b∗(δ))e−ϕ(q)ydy + β
( 1
Φδ(q)
−
δ
q
−
1
ϕ(q)
)]
−
βδ
q
(1− eΦδ(q)(x−b
∗(δ)))
δ↑∞
−−→ v˜(x;∞) = β
(
x− b∗(∞) +
ψ′Y (0+)
q
)
+
ϕ(q)
q
∫ ∞
0
e−ϕ(q)yh(y + b∗(∞))dy −
β
ϕ(q)
.
To see how the convergence holds, note, by (5.5),
eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
δΦδ(q)
δ↑∞
−−→
ϕ(q)
q
.(5.11)
In addition,
1
Φδ(q)
−
δ
q
=
q − δΦδ(q)
Φδ(q)q
=
ψY (Φδ(q))
Φδ(q)q
δ↑∞
−−→
ψ′Y (0+)
q
and the Taylor expansion and the convergence of b∗(δ) gives
δ(1− eΦδ(q)(x−b
∗(δ))) = δ[(x− b∗(δ))Φδ(q) + o(Φδ(q))]
δ↑∞
−−→ q(x− b∗(∞)).
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On the other hand, −M − b∗(δ) converges and hence is bounded in δ from below by, say −N < 0;
hence it is now left to show that
(5.12)∫ 0
−N
|h(y+b∗(δ))|
[
eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
Φδ(q)
∫ ∞
0
e−ϕ(q)zW
(q)′
δ (z−y)dz−W
(q)
δ (x−b
∗(δ)−y)
]
dy
δ↑∞
−−→ 0.
Here, sup−N≤y≤0,δ≥δ |h′(y + b∗(δ))| <∞ and
0 ≤
∫ 0
−N
[
eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
Φδ(q)
∫ ∞
0
e−ϕ(q)zW
(q)′
δ (z − y)dz
]
dy
= eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
δΦδ(q)
δ
∫ ∞
0
e−ϕ(q)z(W
(q)
δ (z +N)−W
(q)
δ (z))dz.
(5.13)
Here we recall the convergence (5.11). In addition,
δ
∫ ∞
0
e−ϕ(q)z(W
(q)
δ (z +N)−W
(q)
δ (z))dz
= δeϕ(q)N
(∫ ∞
0
e−ϕ(q)zW
(q)
δ (z)dz −
∫ N
0
e−ϕ(q)zW
(q)
δ (z)dz
)
− δ
∫ ∞
0
e−ϕ(q)zW
(q)
δ (z)dz
= (eϕ(q)N − 1)
δ
ψY (ϕ(q)) + δϕ(q)− q
− eϕ(q)N
∫ N
0
e−ϕ(q)zδW
(q)
δ (z)dz
δ↑∞
−−→ 0.
(5.14)
To see how the convergence holds, δ sup0≤z≤N W
(q)
δ (z) = δW
(q)
δ (N), which is bounded in δ by (5.6).
Hence dominated convergence and (5.6) give limδ↑∞
∫ N
0
e−ϕ(q)zδW
(q)
δ (z)dz =
∫ N
0
e−ϕ(q)zdz = (1 −
e−ϕ(q)N )/ϕ(q). On the other hand, W (q)δ (x−b∗(δ)−y)→ 0 uniformly on y ∈ [−N, 0] by the convergence
of b∗(δ) and (5.6). Hence (5.12) holds, as desired.

In order to extend the result to the case x ≥ b∗(∞), we shall show that the derivative converges. By
(3.30),
v˜′(x; δ) = Ex
[ ∫ ∞
0
e−qth′(U
(δ),b∗(δ)
t )dt
]
, x ∈ R.(5.15)
On the other hand, by [21], the derivative of v˜(x;∞) simplifies and
v˜′(x;∞) = β −
∫ x
b∗(∞)
(h′(y)− βq)W(q)(x− y)dy, x ∈ R.
Lemma 5.3. For every x ∈ R, we have v˜′(x; δ) δ↑∞−−→ v˜′(x;∞) for all x 6= b∗(∞).
Proof. Fix any δ > 0. We first show, for any ε > 0, that we can choose sufficiently small −M ∈ R such
that
sup
δ>δ
Ex
[ ∫ ∞
0
e−qt|h′(U
(δ),b∗(δ)
t )|1{U (δ),b
∗(δ)
t <−M}
dt
]
< ε.(5.16)
(i) Suppose h′(−∞) < 0. By the convexity of h and (3.10), we can choose a sufficiently small −M such
that, on (−∞,−M ], h′ is negative (and hence |h′| is decreasing) and Ex[
∫∞
0
e−qt|h′(Yt)|1{Yt<−M}dt] < ε.
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By Y ≤ U (δ),b∗(δ) for all δ ≥ δ, we have (5.16). (ii) Suppose h′(−∞) ≥ 0, then the convexity of h implies
that h′ is uniformly bounded by a constant on the negative half line. Again, by Y ≤ U (δ),b∗(δ), (5.16) holds
for sufficiently small −M .
For any ε > 0, with −M such that (5.16) holds, the relation (5.15) implies
sup
δ>δ
∣∣∣v˜′(x; δ)− Ex[
∫ ∞
0
e−qth′(U
(δ),b∗(δ)
t )1{U (δ),b
∗(δ)
t ≥−M}
dt
]∣∣∣ < ε.
Hence, for the proof of this lemma, it is sufficient to show that for all small −M ∈ R
v˜′(x; δ,−M) := Ex
[ ∫ ∞
0
e−qth′(U
(δ),b∗(δ)
t )1{U (δ),b∗(δ)t ≥−M}
dt
]
δ↑∞
−−→ v˜′(x;∞).
By (3.13) and (5.15), we can write v˜′(x; δ,−M) = v˜(1)′(x; δ,−M) + 1{x>b∗(δ)}v˜(2)′(x; δ,−M) where
v˜(1)′(x; δ,−M) := eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
δΦδ(q)
∫ ∞
0
h′(y + b∗(δ))e−ϕ(q)ydy
+
∫ 0
−M−b∗(δ)
h′(y + b∗(δ))
[
eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
Φδ(q)
∫ ∞
0
e−ϕ(q)zW
(q)′
δ (z − y)dz −W
(q)
δ (x− b
∗(δ)− y)
]
dy,
v˜(2)′(x; δ,−M) :=
∫ ∞
0
h′(y + b∗(δ))
{
e−ϕ(q)yMδ(x; b
∗(δ))−W(q)(x+ b∗(δ)− y)
}
dy
+ δ
∫ 0
−M−b∗(δ)
h′(y + b∗(δ))
{
Mδ(x; b
∗(δ))
∫ ∞
0
e−ϕ(q)zW
(q)′
δ (z − y)dz
−
∫ x
b∗(δ)
W
(q)(x− z)W
(q)′
δ (z − y − b
∗(δ))dz
}
dy,
where Mδ(x; b∗(δ)) := (ϕ(q)− Φδ(q))e−Φδ(q)b
∗(δ)
∫ x
b∗(δ)
eΦδ(q)zW(q)(x− z)dz.
Regarding v˜(1)′(x; δ,−M), by the choice of b∗(∞) such that (5.3) vanishes,
eΦδ(q)(x−b
∗(δ))ϕ(q)− Φδ(q)
δΦδ(q)
∫ ∞
0
h′(y + b∗(δ))e−ϕ(q)ydy
δ↑∞
−−→
ϕ(q)
q
∫ ∞
0
h′(y + b∗(∞))e−ϕ(q)ydy = β.
The remaining term of v˜(1)′(x; δ,−M) vanishes in the limit. Indeed, we can choose sufficiently small
−N < 0 such that −M − b∗(δ) ≥ −N uniformly in δ ≥ δ. Clearly, sup−N≤y≤0,δ>δ |h′(y + b∗(δ))| <∞,
and we have shown that (5.13) vanishes in the limit by (5.14). Hence,
v˜(1)′(x; δ,−M)
δ↑∞
−−→ β.(5.17)
It is now left to show the convergence v˜(2)′(x; δ,−M)1{x>b∗(δ)}
δ↑∞
−−→ v˜(2)′(x;∞,−M)1{x>b∗(∞)}. First,
Proposition 5.1 gives 1{x>b∗(δ)}
δ↑∞
−−→ 1{x>b∗(∞)} for x 6= b∗(∞). Hence, it remains to show that v˜(2)′(x; δ,−M)
converges to v˜(2)′(x;∞,−M) for x > b∗(∞).
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By Lemma 5.1, we can set δ large enough such that x > b∗(δ) for all δ ≥ δ. For any such δ ≥ δ, we
have the convergence∫ ∞
0
h′(y + b∗(δ))
{
e−ϕ(q)yMδ(x; b
∗(δ))−W(q)(x− b∗(δ)− y)
}
dy
δ↑∞
−−→
∫ ∞
0
h′(y + b∗(∞))
{
e−ϕ(q)yϕ(q)
∫ x−b∗(∞)
0
W
(q)(z)dz −W(q)(x− b∗(∞)− y)
}
dy
= −
∫ x
b∗(∞)
(h′(y)− βq)W(q)(x− y)dy,
where we used the choice of b∗(∞) that makes (5.3) zero. We shall now show that the remaining term
vanishes in the limit and hence
v˜(2)′(x; δ)
δ↑∞
−−→ −
∫ x
b∗(∞)
(h′(y)− βq)W(q)(x− y)dy.(5.18)
For any δ ≥ δ, Fubini’s theorem gives
δ
∫ 0
−M−b∗(δ)
{
Mδ(x; b
∗(δ))
∫ ∞
0
e−ϕ(q)zW
(q)′
δ (z − y)dz −
∫ x
b∗(δ)
W
(q)(x− z)W
(q)′
δ (z − b
∗(δ)− y)dz
}
dy
= δ
{
M(x; b∗(δ))
∫ ∞
0
e−ϕ(q)z(W
(q)
δ (z +M + b
∗(δ))−W
(q)
δ (z))dz
−
∫ x
b∗(δ)
W
(q)(x− z)(W
(q)
δ (z +M)−W
(q)
δ (z − b
∗(δ)))dz
}
.
Here δ
∫∞
0
e−ϕ(q)z(W
(q)
δ (z +M + b
∗(δ))−W
(q)
δ (z))dz ≤ δ
∫∞
0
e−ϕ(q)z(W
(q)
δ (z +M + x)−W
(q)
δ (z))dz,
which vanishes as δ ↑ ∞ by (5.14). On the other hand, with b∗ := infδ≥δ b∗(δ) > −∞, we have
supb∗(δ)≤z≤xW
(q)(x− z) = W(q)(x− b∗(δ)) ≤W(q)(x− b∗) <∞, and
0 ≤ δ
∫ x
b∗(δ)
(W
(q)
δ (z +M)−W
(q)
δ (z − b
∗(δ)))dz = δ
∫ x−b∗(δ)
0
(W
(q)
δ (z +M + b
∗(δ))−W
(q)
δ (z))dz
≤ δ
∫ x−b∗
0
(W
(q)
δ (z +M + x)−W
(q)
δ (z))dz,
which vanishes in the limit as δ ↑ ∞ by dominated convergence and (5.6). Hence, (5.18) holds. 
Proof of Theorem 5.1. In order to complete the proof of Theorem 5.1, it is left to show that v˜(x; δ) δ↑∞−−→
v˜(x;∞) for any x ≥ b∗(∞).
Fix any x < b∗(∞). We have v˜(x; δ) = v˜(x; δ) +
∫ x
x
v˜′(z; δ)dz for all x ≥ x. By Lemma 5.2, we have
v˜(x; δ)
δ↑∞
−−→ v˜(x;∞). In addition, for all x ≤ z ≤ x, by the convexity of v˜ as in Lemma 4.4, v˜′(z; δ) ≤
v˜′(x; δ), which is bounded in δ by Lemma 5.3. Hence, Fatou’s lemma gives lim supδ↑∞
∫ x
x
v˜′(z; δ)dz ≤∫ x
x
v˜′(z;∞)dz = v˜(x;∞) − v˜(x;∞). This shows lim supδ↑∞ v˜(x; δ) ≤ v˜(x;∞). Because v˜(x; δ) ≥
v˜(x;∞), we have v˜(x; δ) δ↑∞−−→ v˜(x;∞) for any x ≥ b∗(∞), as desired.

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6. EXAMPLES UNDER PHASE-TYPE LE´VY PROCESSES
In this section, we focus on the case the processes X (and Y ) have i.i.d. phase-type distributed jumps
[1] of the form Xt − X0 = γ˜t + σBt −
∑Nt
n=1Zn, 0 ≤ t < ∞, for some γ˜ ∈ R and σ ≥ 0. Here
B = {Bt; t ≥ 0} is a standard Brownian motion, N = {Nt; t ≥ 0} is a Poisson process with arrival
rate κ, and Z = {Zn;n = 1, 2, . . .} is an i.i.d. sequence of phase-type-distributed random variables with
representation (m,α,T ); see [1]. These processes are assumed mutually independent. The class of
processes of this type is important because it can approximate any spectrally negative Le´vy process in law
(see [1] and [10]).
The Laplace exponent (2.1) of X is then a rational function and hence the scale function (and hence
their resolvent measures (3.12) as well) admit analytical expressions; straightforward computation yields
the optimal threshold level b∗ as well as the value function vb∗1.
As numerical illustrations, we focus on the quadratic case h(z) = z2, z ∈ R. We numerically verify
the optimality and then study the behavior with respect to δ. Throughout, let us fix q = 0.05. For the
processes X and Y , we let σ = 0.2 and κ = 1 and, for the jump size distribution, we use the phase-type
distribution given by m = 6 that approximates the Weibull random variable with parameter (2, 1) (see
[10] for the values of T and α).
We fix γ˜ = 5.5, δ = 5 (and hence γ˜Y = 0.5). As it has been shown in Section 3.4, the function I is
increasing. Hence, in general the bisection method can be applied to identify the value of b∗. Using the
obtained b∗, we compute the value function vb∗(x) = v(1)b∗ (x) + v
(2)
b∗ (x)1{x>b∗}.
In order to confirm the optimality of the refraction strategy, we plot on the top of Figure 1, for the cases
β = −5 and β = 5, the value function vb∗(x) along with suboptimal NPV’s vb(x) for b ∈ {b∗ − 1, b∗ −
0.5, b∗ + 0.5, b∗ + 1}. We observe that vb∗ is indeed minimal (uniformly in x) and b∗ is the sole choice
that makes the value function smooth and convex. In addition, the slope at b∗ of vb∗(x) equals β. This is
consistent with our observation that vb∗(x) satisfies (4.3).
We then analyze the convergence as δ ↑ ∞. As we have studied in Section 5, we fix the process Y with
γ˜Y = 0.5 and confirm the convergence v˜(x; δ) of (5.1) to v˜(x;∞) of (5.2). Throughout, we fix β˜ = 5
(β = −5). At the bottom of Figure 1, we first plot in the left panel the values of b∗(δ) with respect to δ
along with the value of b∗(∞). We see that b∗(δ) is decreasing in δ and indeed converges to b∗(∞) as δ
gets large. This is consistent with Proposition 5.1. In the right panel, we show the value functions v˜(x; δ)
as in (5.1) for δ ∈ {1, 2, . . . , 20, 40, 60, 80, 100} along with the function v˜(x;∞). As has been shown in
Theorem 5.1, v˜(x; δ) is decreasing in δ and converges to v˜(x;∞).
APPENDIX A. PROOF OF LEMMA 3.1
A.1. Proof of (3.25). (i) In order to show that the derivative can go into the integral, we shall show that
for sufficiently small −M ,
∂
∂x
∫ −M
−∞
h(y)r
(1)
b (x, y)dy =
∫ −M
−∞
h(y)
∂
∂x
r
(1)
b (x, y)dy.(A.1)
1Analytical expressions of these can be found in a supplementary note given in https://sites.google.com/site/kyamazak.
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FIGURE 1. (Top) Plots of vb(x) for the cases β = −5 (left) and β = 5 (right). Each panel shows vb∗(x)
(solid) in comparison to vb(x) (dotted) for b ∈ {b∗ − 1, b∗ − 0.5, b∗ + 0.5, b∗ + 1}. The point (b∗, vb∗(b∗))
is indicated by the square mark on the solid line. Up-pointing and down-pointing triangles show the points
(b, vb(b)) for b > b∗ and b < b∗, respectively. (Bottom) Plots of convergence as δ ↑ ∞. The left panel
shows b∗(δ) for δ running from 1 to 100. The value of b∗(∞) is indicated by the dotted line. On the right
panel, the functions v˜(x; δ) as in (5.1) are shown as dotted lines for δ ∈ {1, 2, . . . , 20, 40, 60, 80, 100}. The
solid line shows the function v˜(x;∞). The square mark indicates the point (b∗(∞), v˜(b∗(∞);∞)) while the
up-pointing triangles show (b∗(δ), v˜(b∗(δ); δ)).
We first see that, for ǫ > 0,
r
(1)
b (x+ ǫ, y) = e
Φ(q)ǫr
(1)
b (x, y)−W
(q)(x+ ǫ− y) + eΦ(q)ǫW (q)(x− y), y < b,
and hence
r
(1)
b (x+ ǫ, y)− r
(1)
b (x, y)
ǫ
=
eΦ(q)ǫ − 1
ǫ
r
(1)
b (x, y)− e
Φ(q)(x+ǫ−y)WΦ(q)(x+ ǫ− y)−WΦ(q)(x− y)
ǫ
.
Here (eΦ(q)ǫ−1)/ǫ is bounded in ǫ > 0 on compacts and v(1)b (x) =
∫∞
−∞
h(y)r
(1)
b (x, y)dy is well-defined.
Hence, for the proof of (A.1), it is sufficient to show that
y 7→ H(y; x, ǫ) :=
∣∣∣∣h(y)e−Φ(q)yWΦ(q)(x+ ǫ− y)−WΦ(q)(x− y)ǫ
∣∣∣∣
is bounded in ǫ > 0 by a function that is integrable over (−∞,−M).
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First we observe that, by Remark 3.1 (3), (WΦ(q)(x+ ǫ− y)−WΦ(q)(x− y))/ǫ ≤ sup0≤ǫ′≤ǫW ′Φ(q)((x+
ǫ′ − y)+). Moreover, for any y < 0 and 0 < ǫ′ < ǫ, Remark 3.1 (3) gives
W ′Φ(q)((x+ ǫ
′ − y)+)
W ′Φ(q)((x− y)+)
≤
WΦ(q)(x+ ǫ
′ − y)
WΦ(q)(x− y)
≤
WΦ(q)(x+ ǫ− y)
WΦ(q)(x− y)
.
Fix any c, k > 0. By (3.5) (and hence WΦ(q)(x + k)/WΦ(q)(x) x↑∞−−→ 1), we can choose sufficiently small
−M < 0, such that for any y ∈ (−∞,−M ], WΦ(q)(x+ k − y)/WΦ(q)(x− y) ≤ 1 + c. Collecting these
inequalities, we have a bound H(y; x, ǫ) ≤ (1 + c)e−Φ(q)yW ′Φ(q)((x − y)+)|h(y)| for 0 < ǫ < k and
y < −M . Because (3.10) is finite, we have the claim. Hence (A.1) holds.
(ii) By (i), the derivative can be interchanged over the integral. Hence,
v
(1)′
b (x) = −1{x<b}h(x)W
(q)(0) + eΦ(q)(x−b)
ϕ(q)− Φ(q)
δ
[ ∫ ∞
0
h(y + b)e−ϕ(q)ydy +
βδ
ϕ(q)
]
+
∫ 0
−∞
h(y + b)
[
eΦ(q)(x−b)(ϕ(q)− Φ(q))
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −W (q)′(x− b− y)
]
dy,
(A.2)
where the first term appears due to the discontinuity of the scale function at zero as in Remark 3.1 (2) for
the case of bounded variation.
In order to apply the integration by parts, we first confirm that
h(y + b)
[
eΦ(q)(x−b)(ϕ(q)− Φ(q))
∫ ∞
0
e−ϕ(q)zW (q)(z − y)dz −W (q)(x− b− y)
]
y↓−∞
−−−→ 0.(A.3)
Indeed, by (3.18), limy↓−∞ h(y + b)r(1)b (x, y + b) = 0. In addition,
r
(1)
b (x, y + b)−
[
eΦ(q)(x−b)(ϕ(q)− Φ(q))
∫ ∞
0
e−ϕ(q)zW (q)(z − y)dz −W (q)(x− b− y)
]
= eΦ(q)(x−b)
ϕ(q)− Φ(q)
Φ(q)
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dz = eΦ(q)(x−b)
ϕ(q)− Φ(q)
q
e−ϕ(q)yE[eϕ(q)Xeq1{Xeq<y}]
∈
[
0, eΦ(q)(x−b)
ϕ(q)− Φ(q)
q
P{Xeq < y}
]
.
Using identity (3.11) together with Assumption 2.2,
P{Xeq < y}h(y + b)
y↓−∞
−−−→ 0.(A.4)
Hence, (A.3) holds.
Using (3.2), (3.3) and (A.3), together with the following identity∫ ∞
0
e−ϕ(q)zW (q)(z)dz = (ψ(ϕ(q))− q)−1 = (ϕ(q)δ)−1,(A.5)
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integration by parts yields
v
(1)′
b (x) = e
Φ(q)(x−b)ϕ(q)− Φ(q)
δϕ(q)
[ ∫ ∞
0
e−ϕ(q)yh′(y + b)dy + βδ
]
+ h(b)W (q)(x− b)
+
∫ 0
−∞
h′(y + b)
[
eΦ(q)(x−b)(ϕ(q)− Φ(q))
∫ ∞
0
e−ϕ(q)zW (q)(z − y)dz −W (q)(x− b− y)
]
dy.
Taking the difference between this and
∫∞
−∞
h′(y)r
(1)
b (x, y)dy, we have the result.
A.2. Proof of (3.26). In view of (3.17), let us decompose v(2)b (x) = v(2,1)b (x) + δv(2,2)b (x) where
v
(2,1)
b (x) :=
∫ ∞
0
(h(y + b) + βδ)
{
e−ϕ(q)yM(x; b) −W(q)(x− b− y)
}
dy,
v
(2,2)
b (x) :=
∫ 0
−∞
h(y + b)
{
M(x; b)
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −
∫ x
b
W
(q)(x− z)W (q)′(z − b− y)dz
}
dy.
For the function v(2,1)b , integration by parts gives
v
(2,1)
b (x) = (h(b)+βδ)
{M(x; b)
ϕ(q)
−
∫ x−b
0
W
(q)(z)dz
}
+
∫ ∞
0
h′(y+b)
{M(x; b)
ϕ(q)
e−ϕ(q)y−
∫ x−b−y
0
W
(q)(z)dz
}
dy.
Differentiating this and noting that
M ′(x; b) = (ϕ(q)− Φ(q))W(q)(x− b) + Φ(q)M(x; b),(A.6)
we have
(A.7) v(2,1)′b (x) =
Φ(q)
ϕ(q)
(h(b) + βδ)
{
−W(q)(x− b) +M(x; b)
}
+
∫ ∞
0
h′(y + b)
{(ϕ(q)− Φ(q))W(q)(x− b) + Φ(q)M(x; b)
ϕ(q)
e−ϕ(q)y −W(q)(x− b− y)
}
dy.
In order to deal with the function v(2,2)b , we shall first show the limit
lim
y↓−∞
h(y + b)N(y; x, b) = 0,(A.8)
where we define
N(y; x, b) := M(x; b)
∫ ∞
0
e−ϕ(q)zW (q)(z − y)dz −
∫ x
b
W
(q)(x− z)W (q)(z − b− y)dz,
so as to apply the integration by parts.
First, because v(2)b is well defined and finite by (3.19), limy↓−∞ h(y + b)r(2)b (x, y + b) = 0. In addition,
δ−1r
(2)
b (x, y+b)−Φ(q)N(y; x, b) = M(x; b)
∫ ∞
0
e−ϕ(q)zΘ(q)(z−y)dz−
∫ x
b
W
(q)(x−z)Θ(q)(z−b−y)dz,
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whose absolute value is bounded by
M(x; b)
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dz +
∫ x
b
W
(q)(x− z)Θ(q)(z − b− y)dz
≤M(x; b)
∫ ∞
0
e−ϕ(q)zΘ(q)(z − y)dz +Wϕ(q)(x− b)
∫ ∞
0
eϕ(q)(x−z−b)Θ(q)(z − y)dz
=
(
M(x; b)e−ϕ(q)yE[eϕ(q)Xeq1{Xeq<y}] +Wϕ(q)(x− b)e
−ϕ(q)(x−b)e−ϕ(q)yE[eϕ(q)Xeq1{Xeq<y}]
)Φ(q)
q
≤ [M(x; b) +Wϕ(q)(x− b)e
−ϕ(q)(x−b)]P{Xeq < y}
Φ(q)
q
,
where Wϕ(q)(z) := e−ϕ(q)zW(q)(z). This together with (A.4) shows the limit (A.8).
Now, integration by parts followed by Fubini’s theorem, together with the identities (A.5) and ∫ x
b
W
(q)(x−
z)W (q)(z − b)dz = δ−1(
∫ x−b
0
W
(q)(z)dz −
∫ x−b
0
W (q)(z)dz), gives
v
(2,2)
b (x) =
h(b)
δ
{
−
M(x; b)
ϕ(q)
+
∫ x−b
0
W
(q)(z)dz −
∫ x−b
0
W (q)(z)dz
}
+
∫ x
b
W
(q)(x− z)A(z; b)dz.
Here we define
A(z; b) :=
∫ 0
−∞
h′(y + b)
{
(ϕ(q)− Φ(q))e−Φ(q)(b−z)
∫ ∞
0
e−ϕ(q)wW (q)(w − y)dw −W (q)(z − y − b)
}
dy,
which is finite for all z ∈ [b, x]. Indeed, we haveA(z; b) = e−Φ(q)(z−x)A(x; b)+
∫ 0
−∞
h′(y+b)(e−Φ(q)(z−x)W (q)(x−
y − b) −W (q)(z − y − b))dy where the integral part is finite by similar arguments as in Remark 3.3; if it
is infinity, it contradicts with that v(2,2)b is finite.
Hence, taking a derivative and by (A.6),
v
(2,2)′
b (x) =
h(b)
δ
{
−
M ′(x; b)
ϕ(q)
+W(q)(x− b)−W (q)(x− b)
}
+
∫ 0
−∞
h′(y + b)B(y, x, b)dy
=
h(b)
δ
{Φ(q)
ϕ(q)
(
W
(q)(x− b)−M(x; b)
)
−W (q)(x− b)
}
+
∫ 0
−∞
h′(y + b)B(y, x, b)dy
with
B(y, x, b) := W(q)(0)
{
(ϕ(q)− Φ(q))e−Φ(q)(b−x)
∫ ∞
0
e−ϕ(q)wW (q)(w − y)dw −W (q)(x− y − b)
}
+
∫ x
b
W
(q)′(x− z)
{
(ϕ(q)− Φ(q))e−Φ(q)(b−z)
∫ ∞
0
e−ϕ(q)wW (q)(w − y)dw −W (q)(z − y − b)
}
dz.
By (3.24) and integration by parts, we can write
B(y, x, b) =
(ϕ(q)− Φ(q))W(q)(x− b) + Φ(q)M(x; b)
ϕ(q)
(∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz +W (q)(−y)
)
−W(q)(x− b)W (q)(−y)−
∫ x
b
W
(q)(x− z)W (q)′(z − y − b)dz.
From this and (A.7), the expression ∫∞
−∞
h′(y)r
(2)
b (x, y)dy − (v
(2,1)′
b (x) + δv
(2,2)′
b (x)) gives the result
after some calculations.
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APPENDIX B. PROOF OF LEMMA 4.2
In view of the expression (3.30), v′b∗ is continuous for all x ∈ R. Hence, it remains to show that v′b∗ is
continuously differentiable for the case of unbounded variation.
By (3.12) and (3.30), we can write v′b∗(x) = w(1)(x) + w(2)(x)1{x>b∗} where
w(1)(x) :=
ϕ(q)− Φ(q)
δΦ(q)
∫ ∞
0
h′(y + b∗)eΦ(q)(x−b
∗)−ϕ(q)ydy
+
∫ 0
−∞
h′(y + b∗)
[
eΦ(q)(x−b
∗)ϕ(q)− Φ(q)
Φ(q)
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −W (q)(x− b∗ − y)
]
dy,
w(2)(x) :=
∫ ∞
0
h′(y + b∗)
{
e−ϕ(q)yM(x; b∗)−W(q)(x− b∗ − y)
}
dy
+ δ
∫ 0
−∞
h′(y + b∗)
{
M(x; b∗)
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −
∫ x
b∗
W
(q)(x− z)W (q)′(z − b∗ − y)dz
}
dy.
Notice that (A.1) holds when h is replaced with h′ (by Assumption 2.2). Hence, similarly to (A.2)
(noting that W (q)(0) = 0 for the case of unbounded variation),
w(1)′(x) =
ϕ(q)− Φ(q)
δ
∫ ∞
0
h′(y + b∗)eΦ(q)(x−b
∗)−ϕ(q)ydy
+
∫ 0
−∞
h′(y + b∗)
[
eΦ(q)(x−b
∗)(ϕ(q)− Φ(q))
∫ ∞
0
e−ϕ(q)zW (q)′(z − y)dz −W (q)′(x− b∗ − y)
]
dy.
In addition, with the help of Fubini’s theorem and noticing that W (q)(0) = 0,
w(2)′(x) =
∫ ∞
b∗
h′(y)
{
e−ϕ(q)(y−b
∗)M ′(x; b∗)−W(q)′(x− y)
}
dy
+ δ
∫ x
b∗
W
(q)′(x− z)
∫ 0
−∞
h′(y + b∗)
{
(ϕ(q)− Φ(q))e−Φ(q)(b
∗−z)
∫ ∞
0
e−ϕ(q)wW (q)′(w − y)dw
−W (q)′(z − b∗ − y)
}
dydz.
The continuity of w(1)′ and w(2)′ are clear for x 6= b∗. We have∫ 0
−∞
h′(y + b∗)
{
(ϕ(q)− Φ(q))e−Φ(q)(b
∗−z)
∫ ∞
0
e−ϕ(q)wW (q)′(w − y)dw −W (q)′(z − b∗ − y)
}
dy
=
∫ 0
−∞
h′(y + b∗)
{
Φ(q)r
(1)
b (z − b
∗, y)−Θ(q)(z − b∗ − y)
}
dy.
By (3.7) and Remark 3.3, this is finite for z ∈ [b∗, x]. Hence, limx↓b∗ w(2)′(x) = 0.
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