ABSTRACT Robust multi-view spectral clustering (RMSC) minimizes the rank of probability matrix to recover a common transition probability matrix from the matrices calculated by each single view and achieves promising performance. However, for the clustering task, the underlying structure of the low-rank probability matrix is readily accessible. Yet, RMSC ignores a priori target rank information, and it does not efficiently depict the complementary information between different views. To address these problems, we propose a novel multi-view Markov chain spectral clustering method with a priori rank information. To be specific, we encourage the target rank constraint by minimizing the partial sum of singular values instead of the nuclear norm and construct a global graph from the concatenated features to exploit the complementary information embedded in different views. The objective function can be optimized efficiently by using the augmented Lagrangian multiplier algorithm. Extensive experimental results on one synthetic and eight benchmark datasets demonstrate that the proposed method outperforms the state-of-the-art approaches.
I. INTRODUCTION
In many real world applications, objects are usually represented by information from different views. For example, an image can be described by different image features, such as pixel intensity, color, Histogram of Oriented Gradient (HOG), GIST feature, etc. The multiple views usually provide compatible and complementary information to each other, resulting in the improved performance on the learning task. Motivated by this, a number of multi-view learning methods are proposed to cope with multi-view classification task [1] , [2] and clustering task [3] - [9] .
In the context of multi-view clustering, the existing approaches are roughly divided into two categories: subspace clustering methods, and graph-based methods. Subspace learning methods aim to learn a unified feature representation from all the feature subspaces of all views. For example, Brbić and Kopriva [10] present a low-rank sparse subspace clustering method to learn a joint subspace representation by constructing affinity matrix shared among all views. It introduces the objective that balances between the agreement across different views, while at the same time encourages sparsity and low-rankness of the solution. To capture both the low rank tensor subspace and the high order correlations underlying multi-view data, tensor-Singular Value Decomposition based Multi-view Subspace Clustering (t-SVD-MSC) [11] is proposed by imposing low-rank tensor constraint on the rotated tensor to ensure the consensus among multiple views. It firstly learns a set of low-rank representations, and then calculates the final affinity matrix by combining all representations of each view. In comparison, consistent and specific multi-view subspace clustering (CSMSC) method [12] formulates the multi-view self-representation property using a shared consistent representation and a set of specific representations, where consistency and specificity are jointly exploited for subspace representation learning.
The graph-based methods, which represent entities as vertices in an undirected graph with weighted edges describing the relationships between entities, achieve the state-of-theart performance [13] - [18] . In the earliest studies, researchers concatenate all the views to construct a graph, which ignores the local manifold structure embedded in each single view. To address this problem, many researchers focus on constructing a graph for each view independently, and then integrate these graphs into clustering criterion to learn common similarity matrix. For example, Kumar and Rai [8] proposed a co-regularization based method for multi-view spectral clustering. It co-regularizes the clustering hypotheses to make different graphs agree with each other. Cai et al. [9] integrated heterogenous image features to learn (2) . . . X (m) ] denote the new data matrix concatenating the features from each view. We firstly construct a local similarity matrix S (v ) (v = 1, 2, . . . , m) for each view and a global similarity matrix A for Y , and then calculate the corresponding transition probability matrix P (v ) by
After that, we learn a latent matrixP from P (1) , . . . , P (m) , P via low-rank and sparse decomposition. The obtainedP is used as a crucial input to the standard Markov chain method for clustering.
a commonly shared graph Laplacian matrix by unifying different modals. This method adds a non-negative relaxation to improve the robustness of image clustering. However, as previously mentioned, most of these methods are limited by unreliable similarity matrix. To address this problem, some methods [14] , [19] , which automatically learn a weight for each graph, are proposed. However, these approaches mainly depend on the assumption that the original data are clean and trusted. In many real-world applications, the input data may be noisy, which results in the corrupted similarity/transition matrices due to the considerable noise. Therefore, performance of the aforementioned methods may degrade for clustering.
To extract clean data, robust multi-view clustering methods [20] - [23] are used for recovering a common graph. Motivated by spectral clustering via Markov chains [24] , [25] , Xia et al. [20] propose a Markov chain method for robust multi-view spectral clustering (RMSC). As highlighted by a purple dashed box in Figure 1 , RMSC firstly constructs a transition probability matrix from each single view, and then uses these matrices to learn a shared low-rank transition probability matrix as an input to the standard Markov chain method for clustering. Experiments illustrate that RMSC is superior to several state-of-the art methods for multi-view clustering. According to the framework in [26] , the exact rank of the low-rank probability matrix is readily accessible. However, the formulated objective function of RMSC does not fully utilize the priori target rank information when minimizing the rank of probability matrix. In addition, RMSC only focuses on the local structure information in each single view, while does not clearly consider the global manifold structure embedded in all different views, which is critically important to enforce the consistency of the manifold leaning for clustering [27] - [31] .
In this paper, we propose a novel robust multi-view spectral clustering method to solve the aforementioned problems. As shown in Figure 1 , a set of similarity matrices are constructed from each single view, and meantime the global similarity matrix is generated by the concatenated features (which is highlighted by a red box). Then, we calculate the corresponding transition probability matrix which is commonly shared by different graphs. In consequence, the latent transition probability matrix is recovered via low-rank and sparse decomposition, where, the partial sum of singular values is minimized to encourage the target rank constraint. To solve the constrained optimization problem, we introduce an optimization procedure based on the Augmented Lagrangian Multiplier scheme [32] . In summary, the major contributions of the proposed model are as follows:
• We utilize the prior knowledge about the rank of the transition probability matrix to encourage the target rank constraint, thus deriving a more robust probability matrix with the desired rank.
• We integrate global and local graph together to learn a shared probability matrix, allowing for extracting a more accurate solution and simultaneously exploiting the complementary information between different views.
II. RELATED WORK
In this section, we give a brief review of RMSC [20] , a Markov chain method which effectively handles the possible noise in the transition probability matrices associated with different views. Given a set of data points 
denotes the similarity on a pair of data x (v) i and x (v) j , · 2 is the 2 norm, and β 2 represents the standard deviation which is set to the median of the pairwise Euclidean distances over all pairs of data points. Then, the transition probability matrix P (v) can be calculated by
ij . Obviously, each row of P (v) is a probability distribution, i.e., for all j, P (v) ij ≥ 0 and
LetP be the latent transition matrix shared by all views, and each error matrix E (v) represents the difference between P (v) andP. RMSC formulates the transition matrix construction problem as:
where P * = i σ i (P) is the nuclear norm ofP, σ i (P) denotes the i-th singular value ofP (sorted in decreasing order), E (v) 1 represents the 1 norm of E (v) , i.e., the sum of the absolute value of all entries in the matrix E (v) , and λ is a non-negative trade-off parameter. Then, the Augmented Lagrangian Multiplier (ALM) scheme [32] is employed to solve the constrained optimization problem. Consequently, solving (1) forP, the spectral clustering via Markov chains [33] can be subsequently performed by takingP as the input data.
Comments: RMSC achieves promising performance in many real applications. However, there are still some limitations. (1) RMSC employs the regularization of nuclear norm, which is calculated by the sum of all singular values, but does not fully utilize a priori target rank information. (2) RMSC algorithm does not explicitly consider the complementary information embedded in different views.
III. OUR METHOD A. MOTIVATION
In clustering, the ideal rank of the learned probability matrixP is equal to the number of clusters. Let σ i (P) denote the i-th singular value ofP (sorted in decreasing order). That is, σ C<i≤N equals to zero, where C is the number of clusters. Thus, it is more efficient to learn a low-rank matrix by minimizing the sum of σ C<i≤N compared with the method by minimizing the sum of all singular values. Therefore, we employ the partial sum of singular values to encourage the target rank regularization.
In many real applications, the true value of transition probability matrix is unknown, and each element of the transition probability matrix characterizes a possible relation rather than an exact one between data. Moreover, the learned probability matrixP describes the relationship between different concatenated features by characterizing the data from each view. To well exploit the complementary information between different views, we construct a global graph from the concatenated features of all views, and then integrate the local graph calculated from each single view and the global graph together to learn a shared matrix. With the double constraints, a more accurate solution is expected.
B. PROBLEM FORMULATION
Inspired by the aforementioned analysis, we construct both local and global graphs to calculate the corresponding transition probability matrices, and then learn a shared matrix with low-rank structure by minimizing the partial sum of singular values. The objective function is formulated as
where
denotes the i-th singular value ofP (sorted in decreasing order), · 1 represents the 1 norm, P (v) is the local transition probability matrix calculated from the v-th view, E (v) is the error matrix corresponding to the v-th view, P represents the global transition probability matrix, and E is the corresponding error matrix. λ and α are two non-negative parameters, which are used to adjust the effect of the second and third terms, respectively.
C. OPTIMIZATION ALGORITHM
To solve the challenging problem (2), we propose an optimization procedure via the ALM scheme and the Partial Sum Minimization of Singular Values (PSSV) algorithm [26] .
By introducing an auxiliary variable J , we reformulate Eq. (2) to the following equivalent form:
The augmented Lagrangian function of Eq. (3) is:
where Q, Z and W (v) represent the Lagrange multipliers, tr(·) denotes the trace of matrix, and the positive parameter µ is an adaptive penalty parameter. Eq. (4) can be solved by minimizing each variable alternatively while fixing the other variables. Thus, the optimization problem can be divided into the following four subproblems:
When the other variables are fixed, the subproblem w.r.t. J is:
which can be solved by the Partial Singular Value Thresholding (PSVT) theorem [26] . More specifically, the solution is as follows:
where, U and V are the singular vector matrices ofP
is the soft-thresholding operator.
2) E-SUBPROBLEM
The subproblem w.r.t. E can be simplified as:
According to [34] , a solution, E = S α/µ [P −P + Q µ ], is readily derived.
3) E (v ) -SUBPROBLEM
Similar to the E-subproblem, we obtain
with the solution
. , m).

4)P-SUBPROBLEM
With the other variables fixed, we can updateP by solving:
By simple algebra and dropping the unrelated terms with respect toP, Eq. (9) can be rewritten as:
where,
DenotingP i and G i as the i-th row of the matrixP and G respectively, the problem in Eq. (10) can be decomposed into N independent subproblems. For the i-th row, the subproblem ofP i can be reformulated as arg min
Eq. (11) can be efficiently solved by the algorithm in [20] . The complete solution for our model is summarized in Algorithm 1.
As observed in Eq. (2), our model has three unknown variables (P,E,E (v) ), and is non-convex. To solve the optimization problem, we introduce an auxiliary variable J , and then, alternatively update each variable. Thus, it produces four subproblems with closed form solution, indicating closed-form solution [26] in our model. Although it is difficult to generally prove the convergence for our algorithm, empirical evidence on real dataset shows that our algorithm has a stable convergence behavior.
In term of complexity, the major computation of Algorithm 1 lies at step 3-14. In detail, J -subproblem costs Algorithm 1 Algorithm for Transition Matrix Learning Require:
Update E (v) according to Eq. (8) 11: 12 : end for 13: Update E via Eq. (7). 14: Update J via Eq. (6) 15: Update multipliers:
and E (v) -subproblem costs O(mN 2 ).P-subproblem involves a complexity of O(N 3 ). Hence, the total cost of Algorithm 1 is O(T (2N 3 + (m + 1)N 2 )), where T is the iteration number. Obviously, compared to RMSC, the proposed algorithm only adds a complexity of O(N 2 ) from the E-subproblem.
D. SPECTRAL CLUSTERING VIA MARKOV CHAINS
After the transition probability matrixP is obtained, we perform the following process of Markov chains for spectral clustering [20] , [33] to obtain the clustering result.
1) Construct the matrix L by Eq. (12).
where is a diagonal matrix with its i-th diagonal elements being the stationary distribution π(i), and π satisfies π =Pπ.
2) Solve Lµ = λ µ for the c smallest generalized eigenvectors.
3) Run k-means over U to obtain the clustering result, where
IV. CONSTRUCTION OF THE GRAPH AND TRANSITION PROBABILITY MATRIX
As shown in Figure 1 , a set of similarity matrices are firstly constructed in our framework. According to RMSC, we also utilize gaussian kernel to define the corresponding similarity matrix. Here, we just describe the construction of the global graph. 
V. EXPERIMENTS A. EXPERIMENT SETTINGS
In this section, we evaluate and compare the performance of the proposed method on eight widely-used multiview databases: BBCSport [20] , Yale 1 [12] , CCV [35] , MSRC [36] , Caltech101 [37] , Handwritten numerals (HW) [38] , UCI digits [39] and NUS-WIDE [40] . The statistics of these datasets are summarized in Table 1 . We choose the following eight multi-view clustering algorithms as baselines: (1 [41] : Learning the affinity matrix by incorporating the sparse representation and diffusion process. We apply DSSC for each view of all datasets, giving a single view with the best clustering performance, i.e., DSSC best . (4) Auto-weighted Multiple Graph Learning (AMGL) [14] : Utilizing each single view to construct a graph, and then learning an optimal weight for each graph automatically without introducing an additive parameter. (5) Multi-view Spectral Clustering (MVSC) [23] : Performing clustering on the subspace representation of each view simultaneously, and using a common cluster structure to guarantee the consistence among different views. (6) RMSC: Recovering a latent transition probability matrix from the matrices calculated by each single view. The obtained matrix is used as a crucial input to the standard Markov chain method for clustering. a shared consistent representation and a set of specific representations.
To illustrate the effect of the priori target rank information onP, we also solve the proposed model by imposing nuclear norm regularization onP substituting the partial sum of singular values. For convenience, we denote the model employing the nuclear norm regularization as Ours-NN, denote the proposed model based on the target rank constraint as Ours-PS. In all the experiments, we use five metrics to measure the clustering performances: Accuracy (ACC), Normalized Mutual Information (NMI), Purity, F-score and Adjusted Rand Index (Adj-RI). Note that, higher values indicate better performance for all the 5 metrics.
For each compared method, we tune all the parameters to get a better clustering result, and then report the best performing results. In RMSC and our method, we initialize the error matrix E (v) calculated by each single view to the same random matrix, then tune the parameter λ in {0.0001,0.005, 0.05, 0.1, 0.5, 1, 1.5, 2, 3, 4, 5, 10, 50, 100, 110, 120} for all databases. The parameter α in our method is tuned in {0.0001, 0.005, 0.05, 0.1, 0.3, 0.5, 0.8, 1, 1.5, 2} in all experiments. The target rank C is set as the number of classes. We run each experiment for 20 times and report the average with standard deviation. Tables 2-3 list the clustering results on all the eight datasets from different clustering methods, providing the following observations and discussions. VOLUME 7, 2019 • Compared to RMSC, out method obtains higher metrics on all databases, suggesting that a better transition probability matrix can be derived from the graphs constructed by each single view and the concatenated features.
B. EXPERIMENTAL RESULTS AND ANALYSIS
• For most of the five metrics, Ours-PS overcomes Ours-NN on all the eight datasets, indicating that the priori target rank constraint is more reasonable than the nuclear norm regularization in clustering task.
• Our method outperforms CSMSC on the eight datasets for all metrics, except the term of Purity on CCV. Such an improvement primarily originates from the extraction of both the local and global structure underlying multi-view data in our method.
• Our method outperforms t-SVD-MSC on MSRC, NUS-WIDE, BBCSport, UCI digits, and CCV in all the five metrics. But, on HW, Caltech101 and Yale, t-SVD-MSC is superior to our method in two or more metrics. It is probably because that t-SVD-MSC can exploit the high order correlations underlying multi-view data.
• For single-view data, DSSC outperforms the Spectral Clustering method.
To further investigate the importance of integrating global graph and local graphs into a uniform framework, we set the parameter α equal to 1 − λ, and then tune λ in {0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. Where, α = 0, λ = 1 represents that only the local graph constructed by each single view is used in our model. In contrast, α = 1,λ = 0 means that only the global graph constructed by the concatenated features is utilized in our model. We perform our algorithm on MSRC and HW in Figure 2 . It is observed that, when λ is 0 or 1 (α is 1 or 0, respectively), NMI is lower than the other cases, which further illustrates that both the local structure embedded in each single view and the global structure depicted by the concatenated features are important for multi-view clustering. To show the convergence of our algorithm, we compute the relative error of the stop criterion by max{{ P (v) −P −E (v)
The relative error curve of our approach is plotted in Figure 3 , indicating a good convergence of our method. We also evaluate our method on synthetic dataset. The synthetic dataset is constructed following [20] , consisting of 1000 samples of 2 categories from three views. To be more intuitive, we study the learned latent matrix with t-Distributed Stochastic Neighbor Embedding (t-SNE) [42] in Figure 4 , which reveals the underlying cluster structure. Clearly, our method demonstrates advantage over RMSC.
VI. CONCLUSION
In this paper, we introduce a novel method for multi-view clustering. Firstly, each local graph is constructed from the corresponding view, and the global graph is calculated from all views. Secondly, these matrices are used to learn a shared low-rank transition probability matrix, which is sequentially input to the standard Markov chain method for clustering. Compared to RMSC, our method exploits both the local and the global structure embedded in multi-view data, and incorporates the priori knowledge on the rank of the recovered transition probability matrix. The experimental results on eight datasets demonstrate superior performance of the proposed method compared with state-of-the-art algorithms.
