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Abstract
River channels have been observed near the Huygens probe landing site on the surface of
Titan, along with evidence of rounded water ice boulders transported through fluid flow. Evidence
near the landing site suggests active flow of liquid methane, which has motivated the study of the
effects of sediment load and channel sizes on Titan’s fluvial features. A numerical model is used
to determine the viscosity, flow velocity, and critical boulder transport diameter based on channel
size, slope, and a range of sediment concentrations. This model achieves two ends: first, observed
boulder diameters are used to determine the ideal channel size and slope along with a range of
sediment concentrations capable of transporting said boulders. Second, cross-sectional
measurements of a digital terrain model of Titan’s surface are input into the model to determine
the flow conditions of observed channels. Results suggest fluvial boulder transport can occur in an
average velocity range of V = 0.6 m/s to V = 1.1 m/s for slopes of -0.1 to -0.2 degrees over a
sediment concentration range of up to C = 0.6 kg/kg based on laminar, transitional, or turbulent
flow regimes. Conclusions are also drawn on the range of flow velocities characteristic of channels
observed by Huygens probe descent imagery, and the implications these have on the erosional and
meteorological patterns near the Huygens landing site.
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1. Introduction
1.1 Background
Observations taken from the Cassini-Huygens mission have revealed that Saturn’s moon
Titan has atmospheric and geological conditions extraordinarily similar to those on Earth. Initially
launched in 2005, the Cassini orbiter set out to gather data from numerous celestial bodies on its
way to reach Saturn’s orbit and deposit the Huygens probe on Titan’s surface. Observations from
Cassini and the Huygens probe indicate large liquid hydrocarbon surface lakes (Hayes et al., 2008;
Stofan et al., 2007) and river systems (Burr et al., 2013; Lorenz et al., 2008), which is why Titan’s
morphology has been a continued topic of interest for scientists. Understanding the geology and
fluvial features that have formed on Titan will undoubtedly provide insight on the comparable
formations on Earth.
Titan’s atmosphere is primarily comprised of methane and nitrogen (Galand et al., 2010).
The temperature (90-94 K) and pressure (1.5 bar) near the Huygens landing site induce a methane
cycle similar to Earth’s hydrological cycle due to the low saturation pressure of liquid methane.
Methane evaporates from the surface, condenses into clouds, and then rains back down to the
surface (Hayes et al., 2018). The rainfall drives erosion of Titan’s surface along with the collection
of tholins and solid sediments produced in the atmosphere (Jaumann et al., 2008). Erosional
patterns such as valleys and drainage basins have been observed using Huygens descent imagery
along with collection of the sediments (Langhans et al., 2012). Although flowing liquid methane
has not been detected, dark, dendritic patterns in these images have been interpreted as empty
channels and valleys (Figure 1). The Huygens probe landed on a soft surface with properties
similar to snow or damp sand (Atkinson et al., 2010), which suggests that fluid is still present in
these regions. In many of the images taken by the Huygens probe, small boulders (Figure 2) have
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been seen which are thought to be made of water ice mixed with organic materials (Griffith, et al.,
2003). The rounded shapes of these boulders along with the size distribution (median size ~ 5 cm,
maximum size ~ 15 cm) suggest fluid transportation. In addition, spectral images of lower altitude
regions near the Huygens landing site are consistent with a higher content of exposed water ice
(Rodriguez, et al., 2006) suggesting that water ice boulders are being carried downstream to these
locations. It is possible that boulders with larger diameters than observed exist at altitudes above
the landing site due to steeper transporting slopes. For the purpose of this study, it is assumed that
boulder diameters are relatively similar across the observed area.

Figure 1. Descent Image from Huygens Probe
(source: pds-atmospheres.nmsu.edu)

Figure 2. Rounded Boulders on
Titan’s Surface (source: nasa.gov)

5

The size of the boulders transported through the channels is largely dependent upon the
concentration of sediment in the flow, the channel geometry, and the slope of the terrain. To better
understand the flow conditions taking place at the Huygens landing site, a digital terrain model
(DTM) is used to find the dimensions of the channels. Although DTMs were never intended to be
produced from the Huygens probe terrain images, strong wind during the probe’s descent caused
sufficient overlap between images which allowed for high-resolution three-dimensional models to
be constructed using photogrammetry software (Soderblom, et al., 2007). The most accurate
version of this DTM was produced by Daudon, et al. (2020) and used eight overlapping images to
construct a model of the Huygens landing site (Figure 3). Channels can be geometrically
approximated by taking cross-sectional and lengthwise measurements of the channels represented
in the DTM.

Figure 3. Digital Terrain Model of Huygens Landing Site (Daudon, et al., 2020)
1.2 Objectives
The purpose of this research is to measure the effect of several constraints on the channels
surrounding the Huygens landing site. With an understanding of the effects of sediment
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concentration on the flow velocities of liquid methane as determined by Burr, et al. (2006) and the
application of fluid mechanics principles, the maximum transportable boulder size can be
constrained based on flow slope and channel geometry with a computer model. To achieve this, a
model originally intended for simulating fluid flow on the surface of Mars is repurposed to meet
the fluvial and atmospheric conditions on Titan’s surface. A set of geometric constraints are
applied to this model to determine the channel size, flow regimes, and sediment concentration
capable of transporting the largest boulders (~ 15cm) detected near the Huygens landing site. The
DTM developed by Daudon, et al. (2020) is also used to provide a set of geometric constraints
which can be used to simulate flow patterns in channels near the Huygens landing site. While most
observable channels are too large to accurately constrain boulder size, they provide valuable
insight on the range of fluid flow velocity and sediment concentration on Titan’s surface.

2. Theory
2.1 Viscosity
The amount of sediment transported in the fluid directly affects the viscosity of the flow,
and subsequently the flow regime. To model viscosity, it is assumed that without any sediment
concentration the fluid consists of pure liquid methane. It is also expected that the effect of
temperature change on the viscosity is negligible due to the small temperature range (90 – 94K).
Additionally, it is assumed that the viscosity remains constant throughout the flow and little to no
stratification of sediment occurs. With these assumptions, viscosity is only dependent on the
concentration (C) of sediment suspended in the flow, ranging from pure methane at C = 0 to pure
sediment at C = 1. Due to the high similarity of fluvial patterns between Titan and Earth, the
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viscosity equation by O’Brien et al. (1988) for terrestrial mudflows provides a good foundation
for modeling the viscosity change from water ice, tholins, or other sediments. The viscosity is:

𝜇 = 𝛼𝑒

𝜌
𝛽𝐶( 𝑠 )
𝜌𝑓

(1)

where α is the constant viscosity of liquid methane of 1.8 x 10-4 Pa s at 92 K (Hanley et al.
1977), β is an average of the empirical coefficients determined by O’Brien et al. (1988) via
regression analysis for terrestrial mudflow (β ≈ 22), C is the sediment concentration, ρf is the total
density of the fluid, and ρs is the density of the sediment (ρs ≈ 500 kg m-3). The total fluid density
is determined based on the concentration as follows (Brophy et al., 2015):
𝜌𝑓 = 𝐶𝜌𝑠 + (1 − 𝐶)𝜌𝑚

(2)

where ρm is the density of liquid methane under Titan’s pressure and temperature
conditions (450 kg m-3).
2.2 Average Velocity & Channel Geometry
A trapezoidal approximation is used to model the channels on Titan’s surface. To greatly
simplify the DTM measurements, the trapezoidal cross-section is constrained as shown in Figure
4 by top width (W), depth (d), the percentage (a) of the channel depth occupied by fluid (ad), and
the bank angle measured from the horizontal (θ). Along with channel slope, each of these
parameters affects the fluid velocity. Triangular
channels can also be replicated using this model
by adjusting parameters such that tan(θ) = 2d/W.
For this study, all channels have at least a small
bottom width.
Figure 4. Parameters for Trapezoidal
Channel Approximation
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The hydraulic radius is used to determine the average flow velocity in a channel. Based on
the given parameters, the hydraulic radius is:

𝑟ℎ𝑦𝑑

𝑑(𝑎 − 2)
)
𝑎𝑑 (𝑊 +
𝐴
tan(𝜃)
=
=
𝑃𝑤 𝑊 + 2𝑎𝑑 − 2𝑑
sin (𝜃) tan(𝜃)

(3)

where A is the cross-sectional area of fluid flow and Pw is the wetted perimeter of the
channel.
The Reynold’s number can be determined from the velocity, viscosity, and fluid density:
𝑅𝑒 =

𝑑ℎ𝑦𝑑 𝑉𝑎𝑣𝑔 𝜌𝑓
𝜇

(4)

where Vavg is the average flow velocity and dhyd is the hydraulic diameter equal to 4*rhyd.
To determine the drag caused by fluid flow, the Darcy friction factor (f) is approximated.
For Re <= 2300, f ≈ 64/Re. For Re > 2300, the Haaland equation (Massey, 1989) is used:
(5)
where ε/D is the relative roughness. In the case of a trapezoidal cross-section, a
dimensionless roughness is used, equal to the channel surface roughness divided by 4*rhyd. A
typical average value of 0.01 is used for the surface roughness.
To determine the average velocity through the channel, the classical Darcy-Weisbach
equation is applied as described by Chevrier et al. (2009):
𝑔(∆𝑧) = 𝑓

2
𝐿 𝑉𝑎𝑣𝑔
𝑑ℎ𝑦𝑑 2

(6)

where g is the gravity on Titan (1.352 m s-2), ∆z is the total elevation drop, and L is the
total flow distance. ∆z/L is calculated via the slope parameter. This equation is solved numerically
over a range of Re values based on a range of sediment concentrations.
9

2.3 Transportation of Boulders
The next task is to determine the maximum boulder size transported by a given channel. It
is assumed that no friction is caused by the boulder along the channel floor, and that the boulder
is fully submerged. Thus, a boulder’s ability to be transported is determined by summing the force
due to the boulder’s weight (FB) and the drag force generated by the fluid flow (FD). The limiting
boulder size is defined as the point where these two forces are equal (Chevrier, et al., 2009):
𝐹𝐵 = 𝑣(𝜌𝑏 − 𝜌𝑓 )𝑔

(7)

1
𝜌 𝐶 𝑉2 𝑆
2 𝑓 𝐷 𝑎𝑣𝑔

(8)

𝐹𝐷 =

where v is the spherical boulder volume, ρb is the boulder density (930 kg m-3 for water
ice), ρf is the fluid density, CD is the drag coefficient, and S is the frontal area projected from the
boulder. Solving the relation FB = FD for d results in the limiting diameter.
The drag coefficient is found using an equation that determines CD for a sphere as a
function of Re independent of the flow region (Morrison, 2013):

(9)

Solving for the limiting diameter and comparing it to the maximum observed boulder size
provides a better understanding of the channel sizes and flow regimes that occur on Titan.

3. Numerical Model
The numerical model used in this research was based on MATLAB code provided by Dr.
Vincent Chevrier of the University of Arkansas Center for Space and Planetary Sciences. The
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model was originally used to model liquid water flow in gullies on the surface of Mars (Chevrier
et al., 2009). Several major changes have been made to the original model:
1. The temperature-dependent viscosity equation necessary on Mars has been replaced
with the non-dependent Equation 1.
2. Parameters for gravity, boulder density, pure fluid density, sediment density, and the
beta constant from Equation 1 have been modified to suit conditions on Titan.
3. The triangular channel shape has been replaced with a trapezoidal shape (Figure 4) for
a more accurate representation of Titan’s fluvial features. The hydraulic radius equation
has been exchanged with Equation 3.
4. The drag coefficient equation was originally based on interpolating measured drag
values of a sphere. This method has been changed to Equation 9, which provides a
smoother curve and reduces program runtime.
5. The program has been optimized to provide more consistent roots of nonlinear
functions using the fzero() command.
The numerical model applies the equations listed above to determine viscosity, density,
average velocity, Reynold’s number, and critical boulder diameter. Plots are generated to compare
these properties and examine how they are affected by various changes in the channel slope and
geometric properties. These properties can be edited in the gully_matrix_driver file. A flowchart
of the model is shown in Figure 5, listing the files from which each value is derived. The code for
each of these files is available in Appendix D.
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Set channel geometry
Run gully_matrix_driver.m
gully_matrix_driver.m → rhyd (Eq. 3)
calc_properties → μ, ρ (Eq. 1, 2)
velocity_residual.m → Vavg function (Eq. 6)
get_berni_velocity.m → solve for Vavg
gully_matrix_driver.m → Re of channel (Eq. 4)
friction_factor.m → f (Eq. 5)

Iterate over
range of
concentration

diameter_object_function.m → FB – FD (Eq. 7, 8)
get_CD.m → CD (Eq. 9)
gully_matrix_driver.m → solve for d
gully_matrix_driver.m → Re of boulder (Eq. 4)
Generate plots
Write matrices to Excel file
Figure 5. Numerical Model Flowchart

4. Modeling Constraints
Two approaches are taken to constrain the numerical model and gather results of the flow
conditions on Titan. The first approach aims to model smaller channels with boulder transport
close to the ~ 15cm limit observed by the Huygens probe. The purpose of this approach is to
determine the ideal range of channels capable of boulder transport. The second approach aims to
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use measurements from the DTM to simulate real flow characteristics around the Huygens landing
site.
4.1 Ideal Channel Approach
While the channels evaluated in this approach are smaller than most of the channels
observed on Titan’s surface, it is probable they do exist and are necessary for boulder transport.
Due to the limited resolution of images from Cassini and the Huygens descent, many of the smaller
channels are simply difficult to measure (Daudon et al, 2020).
Based on some preliminary tests, a set of minimum, average, and maximum values were
selected for slope, depth, width, and bank angle that will result in critical boulder sizes similar to
those observed by the Huygens probe (Table 1). Bank angles for both average and maximum
values are taken to be 60 degrees to ensure a trapezoidal channel shape. Combinations of these
parameters are sorted into small, medium, and large channel sizes for a total of 36 channels
(Appendix B, Tables B1, B2, B3). For the purpose of this approach, it is assumed that channels
are 100% filled with fluid, that is, the fluid depth is equal to the depth of the channel. While this
is unlikely to happen due to erosional processes, the size of the unsubmerged part of the channel
does not affect the fluid flow and the actual size of the channel can be easily inferred if the total
depth of the channel is known.
slope (deg) width (m) depth (m) bank angle (deg)
Min
-0.1
5
1
30
Avg
-0.2
10
2
60
Max
-0.5
25
5
60

Table 1. Minimum, Average, and Maximum Parameters for an Ideal Channel
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4.2 Terrain Model Approach
The DTM shown in Figure 3 is represented in
Figure 6 as a top-down 3-dimensional orthoimage
provided by Daudon et al., (2020). QGIS software is
used to load the orthoimage and DTM, from which a
section measurement plugin allows measurement of
various cross-sections of the terrain. From these
cross-sections, the channel slope and geometry can be
recorded.
The images used to produce the DTM were
taken from the side, meaning that the very bottoms of
the channels may not have accurately been measured.

Figure 6. Terrain Orthoimage

Due to the DTM’s limited ability to accurately
measure channel depths, the slopes have been
averaged across lengthwise sections from 6 channels
as shown in Figure 7. Once a section has been placed,
the height vs. distance is represented in QGIS as
shown in Figure 8. A linear trendline is fitted across
the whole section in Excel to determine the average
slope. Maximum and minimum slopes are determined
by fitting a linear trendline to the highest and lowest
sloped regions of the section. Due to the limited depth
accuracy and positive slope in some places, these lines

Figure 7. Lengthwise Cross-Section
Outlines of Channels
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are fitted to regions no shorter than 500m. The slope measurements are shown in Appendix A,
Table A1. Section E was omitted from the calculations due to its positive and near-zero slope.

Figure 8. Slope Measurement (Section A). The vertical axis represents altitude (m) and the
horizontal axis represents distance (m).
Similarly, crosswise sections are taken of the same channels to determine the width, depth,
and bank angle. A total of 13 sections are measured as shown in Figure 9, representing 15 separate
channel sections. The width is determined using the orthographic image, and the depth and bank
angle are found using the DTM (Figures 10 & 11). As
mentioned before, the reference angle of the descent
cameras caused some inaccuracy in the depth
measurements, so these values are taken as heavy
approximations. The bank angle measurements are also
affected by this, as angles between each side have a
larger difference than expected for an earth-like
channel. The bank angles from both sides are averaged
to yield the best estimate, and are measured from where
both sides begin to visually taper off.
Figure 9. Crosswise Cross-Sections of
Channels
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Figure 10. Width Measurement (Section A). The horizontal axis represents distance (m). Note
the 3 indents in the cross-section, indicating the widths of 3 channels.

Figure 11. Bank Angle & Depth Measurement (Section A). The vertical axis represents altitude
(m) and the horizontal axis represents distance (m). Note the sharp indent for the left-most
channel, suggesting a mismeasurement of depth.

Fluid depth is also a constraint when considering empty channels measured by the Huygens
probe. As mentioned previously, these channels would likely not be completely filled due to
erosion and intermittent rainfall. Since not enough information is available to accurately determine
the amount of liquid methane present in these channels during peak flow, 3 different depths are
tested, ranging from 10% to 50% of the total channel depth. The minimum, average, and maximum
parameters selected from measurements in Appendix A, Table A2 are summarized in Table 2
below. Note that values have been rounded for ease of calculation.
slope (deg) width (m) depth (m) bank angle (deg) % fill (%)
Min
-1
30
2
4
10%
Avg
-4
90
15
20
25%
Max
-10
145
30
55
50%

Table 2. Minimum, Average, and Maximum Parameters for Terrain Model
16

5. Experimental Results
5.1 Ideal Channel Model
The plot for boulder drag coefficient vs. the Reynolds number is shown in Figure 12. The
semilog plot for Reynolds number vs. sediment concentration is shown in Figure 13. The semilog
plot for fluid viscosity vs. sediment concentration is shown in Figure 14. Each of the plots were
obtained using average values as established by Table 1 (slope = -0.2 deg, width = 10m, depth =
2m, bank angle = 60 deg).

Figure 12. CD vs. Re for an Average Ideal Channel

Figure 13. log10(Re) vs. Concentration for an
Average Ideal Channel

Figure 14. log10(μ) vs. Concentration for an
Average Ideal Channel
17

Tables B1, B2, and B3 in Appendix B show the maximum velocity (Vmax), velocity at the
flow transition point (VT), average critical diameter (Davg), and critical diameter at the transition
point, a.k.a. maximum diameter (DT) over the range of sediment concentrations from 0 to 1 for
each combination of channel parameters. The concentration at the transition point (CT) is also
listed. The velocity values are based on the average flow velocity of a given channel as described
by Equation 6. Figure 15 shows the superimposed minimum, average, and maximum curves for
average velocity vs. concentration from Appendix B. The max velocity under minimum conditions
is found to be 0.620 m/s, under average conditions the max velocity is 1.549 m/s, and with
maximum conditions the max velocity is 4.335 m/s.

Figure 15. Average Velocity vs. Concentration for Min, Avg, Max Ideal Channels
Figure 16 shows the superimposed minimum, average, and maximum curves for critical
boulder diameter vs. concentration from Appendix B. The average diameter under minimum
conditions is found to be 0.054 m, under average conditions the diameter is 0.229 m, and with
maximum conditions the diameter is 1.256m.
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Figure 16. Critical Diameter vs. Concentration for Min, Avg, Max Ideal Channels

The effect each parameter has on the velocity and diameter curves is also examined in
Appendix B. The minimum, average, and maximum curves for slope, width, bank angle, and depth
are plotted individually while keeping other parameters average. Curves for both velocity and
critical diameter are shown. Interestingly, the critical diameter for larger channels is signified by
a sudden drop and climb at low concentrations. While the transition point moves to higher
concentrations, the maximum diameter falls to around C = 0.3 kg/kg for large channels.
5.2 Terrain Model
The average velocity vs. concentration curve based on average measured channel
parameters is shown in Figure 17. The maximum velocity under these conditions is 9.327 m/s,
with a transition peak velocity of 7.783 m/s. The corresponding critical diameter vs. concentration
curve is shown in Figure 18. The average diameter is found to be 4.201m, with a transition peak
diameter of 7.497m. The concentration at this point is 0.487 kg/kg. The concentration for these
curves is taken in the range of 0 to 0.8.
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Fluid Depth

Figure 17. Average Velocity vs. Concentration for Average Measured Channel

Fluid Depth

Figure 18. Critical Diameter vs. Concentration for Average Measured Channel
The max velocity, transition velocity, average diameter, transition diameter, and transition
concentration for the maximum, average, and minimum channel conditions are shown in Table 3.
Due to an angle constraint with a 30m wide channel with a depth of 2m, the lowest possible bank
angle (7.6 deg) is used.

20

slope width depth fluid depth
bank angle Vmax
VT
Davg
Dcrit,T
CT
(deg) (m)
(m)
(%)
(deg)
(m/s) (m/s) (m)
(m)
(kg/kg)
min
-1
30
2
10%
7.6 0.785 0.785 0.036 0.094
0.246
avg
-4
90
15
25%
20 9.237 7.783 4.201 7.497
0.487
max
-10
145
30
50%
55 41.010 27.696 47.482 53.845
0.628

Table 3. Min, Avg, Max Results of Terrain Measurements

A specific case of fluid flow within the measured channel parameters is examined below
in Figures 19 and 20. In this case, the flow velocity is below 2 m/s and the critical boulder diameter
range of 15 cm is within the C = 0.033 to C = 0.425 range. The transition peak occurs around C =
0.35 kg/kg, with a maximum boulder diameter of 0.45 m.
The effect each parameter has on the velocity curves is also examined in Appendix C. The
minimum, average, and maximum curves for slope, width, bank angle, depth, and fluid depth are
plotted individually while keeping other parameters average.

Fluid Depth

Figure 19. Average Velocity vs. Concentration for Specific Flow Case
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Fluid Depth

Figure 20. Critical Diameter vs. Concentration for Specific Flow Case

6. Discussion
6.1 Ideal Channel
Immediately observable in the velocity vs. concentration curve (Figure 15) is a sharp peak
interrupting the steady decline of velocity at concentration increases. This peak can also be seen
for diameter vs. concentration at the same value (Figure 16). This peak signals the transitional flow
regime between turbulent and laminar flow, as shown in Figures 21 and 22. For average parameters
of the ideal channel, transitional flow occurs from approximately C = 0.36 to C = 0.44 kg/kg.
Figure 12 shows a significant drop in the drag coefficient as the Reynolds number
increases. Although not easily visible due to the scale, a drop is observed near Re = 4x105,
signifying flow separation. This closely lines up with known trends for flow over a sphere. In
Figure 13, the Reynolds number is observed to decrease with larger concentrations of sediment.
This agrees with Figure 14, where the viscosity is seen to increase nearly linearly with
concentration on a logarithmic scale. The small peak seen in Figure 13 signifies the transitional
flow regime.
22

Figure 21. Flow Regimes for Avg. Velocity vs. Concentration

Figure 22. Flow Regimes for Critical Diameter vs. Concentration

Tables B1, B2, and B3 in Appendix B show the relationships between max velocity,
boulder diameter, and concentration for each of the channels measured. Based on the channels
measured, the critical boulder diameter for laminar flow is ~ 1/2 of the peak diameter during
transitional flow. The maximum critical boulder diameter for turbulent flow is anywhere between
~ 2/3 and 1 of the peak transitional diameter. To compare these diameters with the observed
23

boulder sizes, diameter cells that exceed 0.15m are highlighted in green and cells less than 0.15m
are highlighted in red. In the transitional flow region, small channels with a slope of -0.1 degrees
are capable of transporting boulders of this size at a maximum velocity of V = 0.6 to V = 0.8 m/s
with a concentration of C = 0.3 to C = 0.4 kg/kg. In the turbulent flow region, medium channels
with a slope of -0.1 degrees and small channels with a slope of -0.2 degrees are capable of
transporting boulders this size at a maximum velocity of V = 0.7 to V = 1.0 m/s with a
concentration of C = 0.0 to C = 0.3 kg/kg. Channels capable of laminar transportation are very
similar to the turbulent flow, with a maximum velocity of V = 0.7 to V = 1.1 m/s and a
concentration between C = 0.4 and C = 0.6 kg/kg. Due to the high sediment concentration required
for laminar flow and significant velocity drop, achieving laminar flow in these channels is more
unlikely. These results are consistent with fluid velocity estimates near the Huygens landing site
of V = 1 m/s by Burr et al, (2006). Thus, it appears the ideal channel parameters fall between the
average and minimum values selected for study.
Figures B1 through B4 describe the effect of slope, width, bank angle, and depth on the
fluid velocity. Varying the slope has the largest effect on velocity, with a largely linear return.
Increasing the width also increases the velocity, but appears to have a diminishing return.
Interestingly, a lower bank angle has less of an effect despite changing the channel cross-section
from trapezoidal to nearly triangular. Varying the depth also appears to affect the velocity
proportionally. Figures B5 through B8 describe how boulder diameter is affected by these changes.
Varying the slope has the largest effect, and appears to have an increasing return due to the added
gravitational force provided to the boulders. This can be seen by the initial increase of critical
diameter at C = 0, which is quickly reduced due to sediment drag. Varying width, bank angle, and
depth causes changes similar to that of the velocity.
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6.2 Terrain Model
Figures 17 and 18 present an example of a larger-scale channel on Titan based on average
measurements. Figure 18 shows a large initial diameter similar to that of the -0.5 degree slope
mentioned previously. This effect is more pronounced with steeper terrain. Due to the very large
critical diameter (with a minimum of D > 1m), most channels evaluated in this section are too large
to accurately represent boulder transport. The DTM suggests that smaller channels may have been
missed due to resolution or lack of a visual cue.
However, boulder transport can still be represented using small measured channels. Figures
19 and 20 show a specific channel with a -1 degree slope and 25% fluid depth. From C = 0 to C =
0.03 kg/kg and from C = 0.44 to C = 1 kg/kg , the channel meets the boulder size conditions. While
a sediment concentration less than 0.03 kg/kg is unlikely, it is possible that laminar flow could be
occurring in larger channels. This effect can also be seen in channels of larger sizes by decreasing
the fluid depth below 10%. Depending on the meteorological conditions near the Huygens landing
site, the fluid depth could be much lower than the parameters chosen for this study, which would
result in only boulders of the observed sizes being transported. It is also possible that lower channel
slopes at the landing site resulted in the smaller boulder sizes observed, with larger boulder
transport occurring in channels at a higher elevation.
It is also worth noting the effects of slope, width, depth, fluid depth, and bank angle on
these larger channels as shown in Figures C1 through C5 of Appendix C. Larger slopes appear to
have a diminishing return on the average velocity. As expected, increased width results in a larger
flow area and velocity distribution. The smallest width, W = 30m, was omitted due to conflicts
with the trapezoidal approximation of average measurements. Increasing the depth has the largest
impact on the velocity. The fluid depth also plays a significant role on the flow conditions, because
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it constrains the amount of the channel cross-section that contains fluid and thus the depth and
width of the flow cross-section.

7. Future Work
The author intends to apply software such as COMSOL Multiphysics to the data from this
study to create 3D models of several channels. This could be compared to the numerical model to
verify its accuracy, as well as potentially allowing fluid to be simulated directly on the DTM to
examine river system interaction, accumulation of rainfall, etc. The conclusions drawn on the fluid
depth of observed channels should help to quantify the amount of rainfall near the Huygens landing
site.
NASA’s next mission to Titan, named “Dragonfly,” is slated to launch in 2026. The
mission aims to land a multi-rotor flying vehicle on Titan’s surface, which will achieve terrain
imagery with never-before-seen detail as well as surface samples. The terrain models generated by
Dragonfly can be applied to this model to greatly improve its accuracy. Sample analysis should
reveal exact values of properties assumed in this study, such as surface roughness and boulder
density. Given precise knowledge of these properties and accurate measurements of Titan’s
channels, this model can be used to more accurately approximate velocity, viscosity, and sediment
concentration of Titan’s channels and set a foundation for understanding Titan’s geology and
weather conditions.
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8. Conclusions
Flow conditions were analyzed for a range of ideal channels, resulting in max velocities
ranging from V = 0.620 m/s to V = 4.335 m/s, with an average of V = 1.549 m/s. Average critical
boulder diameters range from D = 0.054m to D = 1.256m, with an average of D = 0.229m. For
turbulent flow, boulder transport in the 5cm to 15cm range was observed in small channels with a
slope of -0.2 degrees and medium channels with a slope of -0.1 degrees, resulting in a maximum
velocity of V = 0.7 to V = 1.0 m/s and a concentration of C = 0.0 to C = 0.3 kg/kg. For transitional
flow, boulder transport was observed in small channels with a slope of -0.1 degrees resulting in a
maximum velocity of V = 0.6 to V = 0.8 m/s and a concentration of C = 0.3 to C = 0.4 kg/kg. For
laminar flow, boulder transport was observed in small channels with a slope of -0.2 degrees and
medium channels with a slope of -0.1 degrees resulting in a maximum velocity of V = 0.7 to V =
1.1 m/s and a concentration of C = 0.4 to C = 0.6 kg/kg.
Channels measured by the DTM have widths in the W = 30m to W = 145m range, and
slopes ranging from -1 degree to -10 degrees. While only the minimum measurements provide
evidence of the boulder transport observed by the Huygens probe, evidence suggests that laminar
flow occurs in these channels or that fluid depths are less than 10% of the estimated channel depth.
Smaller channels have likely been missed in the DTM due to its resolution.
Further analysis of the terrain and meteorological conditions surrounding the Huygens
landing site will help provide more insight on the flow conditions of channels measured by the
DTM. In the meantime, this study has provided a better understanding of the flow regimes in
Titan’s channels and the ranges of viscosity, velocity, and sediment concentration of liquid
methane streams, and further developed our understanding of Titan’s fluvial features.
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Appendix A: Terrain Measurement Tables
Section Min Slope (deg) Avg Slope (deg) Max Slope (deg)
A
-1.15
-3.83
-9.43
B
-4.45
-4.45
-4.45
C
-2.10
-5.13
-10.25
D
-0.98
-1.71
-9.69
E
0.09
0.09
0.09
F
-4.40
-4.40
-4.40
Total:
-0.98
-3.90
-10.25

Table A1. Slope Measurements

Section
A1
A2
A3
B
C
D
E
F
G
H
I
J
K
L
M
Min:
Avg:
Max:

Width
Bank Angle 1
Bank Angle 2
Ideal Depth
(m)
(deg)
(deg)
(m)
88.6
29.1
15.9
15.5
110.2
2.8
5.1
1.8
118.4
19.7
31.5
17.8
68.9
32.3
28.2
14.6
145.4
40.4
8.11
22.1
30.5
26.3
63.9
29
95.4
9.9
15.1
8.7
51.4
35.5
24.6
19
76.9
16.3
15
10.1
105.8
5.4
24.9
9.3
75.6
7.5
6.5
3.6
105.9
4.9
8.3
4.9
101.4
20.6
6.9
10.3
94.5
23.2
11.7
15.6
89.6
42.3
4.6
20.2
30.5
2.8
4.6
1.8
90.6
21.1
18.0
13.5
145.4
42.3
63.9
29.0

Table A2. Width, Bank Angle, and Depth Measurements
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Appendix B: Ideal Channel Model Supplemental Data
channel
size
Small *
Small
Small
Small
Medium
Medium
Medium
Medium
Large
Large
Large
Large

width
(m)

depth
(m)
5
5
5
10
10
10
10
10
25
25
25
25

bank angle
(deg)
1
1
2
1
1
2
2
5
2
2
5
5

30
60
60
30
60
30
60
60
30
60
30
60

Vmax
VT
Davg
Dcrit,T
CT
(m/s)
(m/s)
(m)
(m)
(kg/kg)
0.620
0.603
0.054
0.107
0.317
0.704
0.685
0.067
0.132
0.327
0.899
0.826
0.101
0.193
0.351
0.745
0.703
0.074
0.141
0.332
0.781
0.732
0.080
0.152
0.337
0.967
0.868
0.115
0.218
0.362
1.095
0.950
0.141
0.258
0.377
1.452
1.188
0.226
0.407
0.407
1.195
1.035
0.164
0.303
0.382
1.238
1.081
0.173
0.329
0.387
1.717
1.411
0.298
0.559
0.422
1.938
1.496
0.364
0.663
0.437

Table B1. Resulting Channel Data (Slope = -0.1 degrees)
channel
size
Small
Small
Small
Small
Medium
Medium
Medium *
Medium
Large
Large
Large
Large

width
(m)

depth
(m)
5
5
5
10
10
10
10
10
25
25
25
25

bank angle
(deg)
1
1
2
1
1
2
2
5
2
2
5
5

30
60
60
30
60
30
60
60
30
60
30
60

Vmax
VT
Davg
Dcrit,T
CT
(m/s)
(m/s)
(m)
(m)
(kg/kg)
0.877
0.857
0.088
0.174
0.332
0.996
0.964
0.109
0.212
0.342
1.271
1.159
0.165
0.309
0.367
1.054
0.989
0.120
0.227
0.352
1.105
1.028
0.130
0.244
0.352
1.367
1.238
0.186
0.355
0.377
1.549
1.332
0.229
0.418
0.392
2.054
1.662
0.368
0.660
0.422
1.690
1.450
0.266
0.484
0.397
1.750
1.534
0.282
0.534
0.402
2.428
1.983
0.488
0.897
0.437
2.741
2.145
0.603
1.081
0.452

Table B2. Resulting Channel Data (Slope = -0.2 degrees)
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channel
size
Small
Small
Small
Small
Medium
Medium
Medium
Medium
Large
Large
Large
Large *

width
(m)

depth
(m)
5
5
5
10
10
10
10
10
25
25
25
25

bank angle
(deg)
1
1
2
1
1
2
2
5
2
2
5
5

30
60
60
30
60
30
60
60
30
60
30
60

Vmax
VT
Davg
Dcrit,T
CT
(m/s)
(m/s)
(m)
(m)
(kg/kg)
1.387
1.361
0.170
0.340
0.351
1.575
1.516
0.211
0.412
0.362
2.010
1.819
0.318
0.597
0.387
1.666
1.554
0.232
0.441
0.372
1.747
1.616
0.251
0.474
0.377
2.162
1.974
0.361
0.700
0.397
2.449
2.090
0.447
0.819
0.412
3.247
2.637
0.740
1.296
0.442
2.673
2.269
0.522
0.933
0.417
2.768
2.399
0.555
1.030
0.422
3.839
3.090
1.004
1.720
0.457
4.335
3.446
1.256
2.144
0.472

Table B3. Resulting Channel Data (Slope = -0.5 degrees). (*) refers to data taken as a minimum,
average, or maximum flow condition.

Figure B1. Velocity Variation due to Channel Slope

Figure B2. Velocity Variation due to Channel Width
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Figure B3. Velocity Variation due to Bank Angle

Figure B4. Velocity Variation due to Channel Depth

Figure B5. Diameter Variation due to Channel Slope Figure B6. Diameter Variation due to Channel Width
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Figure B7. Diameter Variation due to Bank Angle

Figure B8. Diameter Variation due to Channel Depth
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Appendix C: Terrain Model Supplemental Data

S = -10 deg

Figure C1. Velocity Variation due to Channel Slope

Figure C2. Velocity Variation due to Channel Width

Figure C3. Velocity Variation due to Bank Angle

Figure C4. Velocity Variation due to Channel Depth
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Figure C5. Velocity Variation due to Fluid Depth
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Appendix D: Numerical Model Code (MATLAB)
Filename: gully_matrix_driver.m
tic
clc, clear all, close all
% adjustable variables
gully_slope = 0.2; % degrees, of the slope of the gully from horizontal
gully_angle = 60; % degrees, of the sides of the gully from horizontal
depth = 2; % m
width = 10; % m
fluid_depth = 1; %fraction, of depth occupied by fluid
grain_roughness = 0.01 ;% m, average roughness of bed
gravity = 1.352 ;% m/s^2
boulder_density = 930; % kg/m^3
fluid_density = 450; % kg/m^3
sediment_density = 500; % kg/m^3
beta_constant = 22; %constant in viscosity equation
% range of concentration
concen = linspace(0,1,200);
% calculate hydraulic radius for trapezoidal channel
flow_area = fluid_depth*depth*(width + depth*(fluid_depth 2)/(tan(gully_angle/57.2958)));
wetted_perimeter = (width + 2*fluid_depth*depth/(sin(gully_angle/57.2958))
- 2*depth/(tan(gully_angle/57.2958)));
hyd_radius = flow_area/wetted_perimeter;
dimless_roughness = grain_roughness/(4*hyd_radius);
% preallocate memory for speed
viscosity = zeros(length(concen));
density = zeros(length(concen));
kv = zeros(length(concen));
avg_velocity = zeros(length(concen));
Re_channel = zeros(length(concen));
f_Bernoulli = zeros(length(concen));
diameter = zeros(length(concen));
Re_boulder = zeros(length(concen));
drag_coefficient = zeros(length(concen));
for C_index = 1:length(concen)
% calculate viscosity, density and kinematic viscosity from
% concentration and temperature
[viscosity(C_index), density(C_index)] =
calc_properties(concen(C_index), fluid_density, sediment_density,
beta_constant);
kv(C_index) = viscosity(C_index)/density(C_index);
% calculate average velocity in the gully
avg_velocity(C_index) = get_berni_velocity(gravity, gully_slope,
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hyd_radius, kv(C_index), grain_roughness);
Re_channel(C_index) = (4*hyd_radius)*avg_velocity(C_index)/kv(C_index);
f_Bernoulli(C_index) =
friction_factor(Re_channel(C_index),dimless_roughness);

% calculate average velocity in the gully
avg_velocity(C_index) = get_berni_velocity(gravity, gully_slope,
hyd_radius, kv(C_index), grain_roughness);
Re_channel(C_index) = (4*hyd_radius)*avg_velocity(C_index)/kv(C_index);
f_Bernoulli(C_index) =
friction_factor(Re_channel(C_index),dimless_roughness);
% calculate the boulder diameter whose weight equals the drag force of
the flowing liquid
f_handle = @(d) diameter_object_function(d, avg_velocity(C_index),
density(C_index), viscosity(C_index), depth, boulder_density, gravity);
diameter(C_index) = fzero(f_handle, [0.01 100]);
Re_boulder(C_index) =
diameter(C_index)*avg_velocity(C_index)*density(C_index)/viscosity(C_index)
; %asymptote at E-13
drag_coefficient(C_index) = get_CD(Re_boulder(C_index));
end
figure('Position',[400 100 1000 700])
plot(concen,avg_velocity)
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Avg. Velocity (m/s)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
figure('Position',[400 100 1000 700])
plot(concen,diameter)
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Critical Diameter (m)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
%dia_avg = mean(diameter(:, 1))
figure('Position',[400 100 1000 700])
plot(concen,log10(Re_boulder))
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('log10 of Re Number for Boulder', 'FontSize', 14, 'Color', 'k',
'FontWeight', 'Bold')
figure('Position',[400 100 1000 700])
semilogx(Re_boulder,drag_coefficient)
xlabel('Reynolds Number', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Drag Coefficient for Boulder', 'FontSize', 14, 'Color', 'k',
'FontWeight', 'Bold')
figure('Position',[400 100 1000 700])
plot(concen,density)
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Density (kg/m^{3})', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
figure('Position',[400 100 1000 700])
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plot(concen,log10(viscosity))
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Log10 of Viscosity (kg m/s)', 'FontSize', 14, 'Color', 'k',

figure('Position',[400 100 1000 700])
plot(concen,density)
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Density (kg/m^{3})', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
figure('Position',[400 100 1000 700])
plot(concen,log10(viscosity))
xlabel('Concentration (kg/kg)', 'FontSize', 14, 'Color', 'k', 'FontWeight',
'Bold')
ylabel('Log10 of Viscosity (kg m/s)', 'FontSize', 14, 'Color', 'k',
'FontWeight', 'Bold')
%Write data to excel file titled "Gully Flow.xls"
xlswrite('Gully Flow.xls', avg_velocity, 'Avg Velocity', 'b2');
xlswrite('Gully Flow.xls', log10(viscosity), 'Log10 Viscosity', 'b2');
xlswrite('Gully Flow.xls', density, 'Density', 'b2');
xlswrite('Gully Flow.xls', diameter, 'Diameter', 'b2');
xlswrite('Gully Flow.xls', log10(Re_boulder), 'log10 Boulder Re', 'b2');
xlswrite('Gully Flow.xls', drag_coefficient, 'Drag Coeff', 'b2');
toc

Filename: calc_properties.m
function [viscosity, density] = calc_properties(concentration,
fluid_density, sediment_density, beta_constant)
%
%
%
%
%

T = K
concentration = kg/kg
viscosity = kg m/s (Pa*s)
density = kg/m3

if concentration == 0
viscosity = 0.00018;
density = 450;
else
density = concentration*sediment_density+(1concentration)*fluid_density;
viscosity =
(0.00018)*exp(beta_constant*concentration*(sediment_density/density));
end
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Filename: diameter_object_function.m
function [resid] = diameter_object_function(diameter, velocity, density,
viscosity, depth, boulder_density, gravity)
Re = diameter*velocity*density/viscosity;
drag_coeff = get_CD(Re);
if diameter <= depth
area = (pi/4)*(diameter^2);
else
theta = 2*acos((diameter - 2*depth)/diameter);
area = (1/8)*(diameter^2)*(theta - sin(theta));
end
resid = (drag_coeff/2)*area*density*(velocity^2) (pi/6)*(diameter^3)*boulder_density*gravity;
end

Filename: friction_factor.m
function f = friction_factor(Re, rel_roughness)
% Darcy
for i = 1:length(Re)
if Re(i) <= 2300
f(i) = 64/Re(i);
else
f(i) = (1/(-1.8*log10((6.9/Re(i))+(rel_roughness/3.7)^1.11))^2);
end
end

Filename: get_berni_velocity.m
function avg_velocity = get_berni_velocity(gravity, gully_slope,
hyd_radius, kinematic_viscosity, grain_roughness)
drop_per_distance = tan(gully_slope/57.2958);
potential_energy = gravity*drop_per_distance;
equiv_diameter = 4*hyd_radius;
func_handle = @(velocity) velocity_residual(velocity, potential_energy,
equiv_diameter, kinematic_viscosity, grain_roughness);
avg_velocity = fzero(func_handle, 10);
end
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Filename: get_CD.m
function CD = get_CD(Re)
CD = 24/Re + 2.6*(Re/5)/(1+(Re/5)^1.52) ...
+ 0.411*(Re/263000)^(-7.94)/(1+(Re/263000)^(-8)) ...
+ 0.25*(Re/1000000)/(1+(Re/1000000));
end

Filename: velocity_residual.m
function residual = velocity_residual(velocity, potential_energy,
equiv_diameter, kinematic_viscosity, grain_roughness)
Re = equiv_diameter*velocity/kinematic_viscosity;
dimless_roughness = grain_roughness/equiv_diameter;
f = friction_factor(Re, dimless_roughness);
residual = potential_energy - (f/equiv_diameter)*(velocity^2/2);
end

41

