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Abstract
The purpose of this study is to develop methods in array signal processing which achieve
accurate signal reconstruction from limited observations resulting in high-resolution imag-
ing. The focus is on underwater acoustic applications and sonar signal processing both
in active (transmit and receive) and passive (only receive) mode. The study addresses
the limitations of existing methods and shows that, in many cases, the proposed methods
overcome these limitations and outperform traditional methods for acoustic imaging.
The project comprises two parts; The first part deals with computational methods
in active sonar signal processing for detection and imaging of submerged oil contami-
nation in sea water from a deep-water oil leak. The submerged oil field is modeled as
a fluid medium exhibiting spatial perturbations in the acoustic parameters from their
mean ambient values which cause weak scattering of the incident acoustic energy. A high-
frequency active sonar is selected to insonify the medium and receive the backscattered
waves. High-frequency acoustic methods can both overcome the optical opacity of water
(unlike methods based on electromagnetic waves) and resolve the small-scale structure
of the submerged oil field (unlike low-frequency acoustic methods). The study shows
that high-frequency acoustic methods are suitable not only for large-scale localization of
the oil contamination in the water column but also for statistical characterization of the
submerged oil field through inference of the spatial covariance of its acoustic parameters.
The second part of the project investigates methods that exploit sparsity in or-
der to achieve super-resolution in sound source localization with passive sonars. Sound
source localization with sensor arrays involves the estimation of the direction-of-arrival
(DOA) of the associated wavefronts from a limited number of observations. Usually,
there are only a few sources generating the acoustic wavefield such that DOA estimation
is essentially a sparse signal reconstruction problem. Conventional methods for DOA es-
timation (i.e., beamforming) suffer from resolution limitations related to the physical size
and the geometry of the array. DOA estimation methods that are developed up-to-date
in order to overcome the resolution limitations of conventional methods involve the esti-
mation or the eigendecomposition of the data cross-spectral matrix. The cross-spectral
methods require many snapshots (i.e., observation windows of the recorded wavefield)
hence are suitable only for stationary incoherent sources. In this study, the DOA esti-
mation problem is formulated both for single and multiple snapshots in the compressive
sensing framework (CS), which achieves sparsity, thus improved resolution, and can be
solved efficiently with convex optimization. It is shown that CS has superior performance
compared to traditional DOA estimation methods especially under challenging scenarios
such as coherent arrivals, single-snapshot data and random array configurations. The
high-resolution performance and the robustness of CS in DOA estimation are validated
with experimental array data from ocean acoustic measurements.
v

Resume´
Form˚alet med dette projekt er at udvikle metoder inden for array signalbehandling,
som kan bruges til at opn˚a en nøjagtig signalrekonstruktion med høj opløsning ud fra
begrænsede observationer. Fokus er rettet mod anvendelser inden for undervandsakustik
med henblik dels p˚a lokalisering og statistisk karakterisering af svage spredningsomr˚ader
(aktiv sonar signalbehandling) og dels p˚a lokalisering og monitorering af lydkilder (passiv
sonar signalbehandling). Studiet p˚aviser begrænsninger i eksisterende metoder og viser,
at de udviklede metoder i mange tilfælde overkommer disse begrænsninger og tillige
overg˚ar de traditionelle metoder inden for feltet.
Projektet best˚ar af to dele. Den første del beskriver, hvordan beregningsmetoder in-
den for signalbehandling aktiv sonar kan bruges til at lokalisere og observere olieforuren-
ing fra et undersøisk olieudslip. Det undersøiske oliefelt modelleres som en perturbation
af et omgivende felt, som giver anledning til en svag spredning af en indkommende
akustisk bølge. Med højfrekvent aktiv sonar udsendes i mediet en akustisk bølge og
den reflekterede spredte bølge m˚ales. Højfrekvente akustiske metoder er gode til for det
første at overvinde problemer med vands optiske uigennemsigtighed (modsat de metoder
som er baseret p˚a elektromagnetiske bølger) og for det andet at kunne skelne sm˚a-skala
strukturen i undersøiske oliefelter (modsat akustiske lavfrekvensmetoder). Studiet viser,
at akustiske højfrekvensmetoder er velegnede ikke blot til lokalisering af olieforurening i
vandsøjlen, men ogs˚a til statistisk beskrivelse af det undersøiske oliefelt.
Den anden del af projektet undersøger metoder, der gør brug af sparsitet for at
kunne opn˚a høj-opløselig lokaliseringen af lydkilden med passiv sonar. Lokalisering af
lydkilden med et sensor array omfatter en estimering af ankomstretning (DOA) af de
tilhørende bølgefronter fra et begrænset antal observationer. Normalt er der kun f˚a
kilder, der genererer det akustiske bølgefelt, s˚aledes at DOA-estimeringen i bund og
grund er et sparse rekonstruktionsproblem. Almindelige metoder til DOA-estimering
(fx beamforming) lider under at give en begrænset opløsning afhængig af det anvendte
m˚aleudstyrs fysiske størrelse og geometri. De DOA estimeringsmetoder, som er ud-
viklet frem til i dag med henblik p˚a at kunne forbedre opløsningen i de konventionelle
metoder, inkluderer bl.a. spektralmatrix-metoder. Disse metoder kræver flere snapshots
(dvs. observationsvinduer over det m˚alte bølgefelt), og er kun brugbare i forbindelse med
stillest˚aende, adskilte kilder. I dette studie er DOA-estimeringsproblemet beskrevet b˚ade
for enkelte og flere snapshots i termer af compressed sensing (CS). Det formulerede rekon-
struktionsproblem er et konvekst optimeringsproblem, som kan løses effektivt og s˚aledes
bestemme en sparse rekonstruktion (svarende til en forbedret opløsning). Det er vist, at
CS har højere performance sammenlignet med traditionelle DOA-estimeringsmetoder,
især under udfordrende forhold s˚a som koherens, single-snapshot og tilfældige array-
konfigurationer. Den høje opløsning og robusteden af CS i DOA-estimeringer er valideret
med eksperimentelle data fra akustiske havm˚alinger.
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CHAPTER 1
Introduction
We use our senses to extract information from the environment and process it as accu-
rately as possible to our advantage, e.g., for protection, to take action or make decisions.
For example, our ears function as sensors which detect, filter and process acoustic radia-
tion to determine the sound level, the direction of propagation and the frequency content
of the sources that produce it. By extension, array signal processing is developed to infer
information about a signal from a propagating wavefield captured by an array of sensors.
By deploying a group of transducers in a geometrical configuration forming an array,
the propagating wavefield is sampled not only in time but also in space. Then, signal
processing aims at combining the sensor outputs in a way that enhances the extraction
of information from the recorded wavefield.
Opposed to using a single sensor, array signal processing can achieve signal enhance-
ment over noise. This is due to the fact that a signal appears correlated at all sensors
while random noise is statistically independent from sensor to sensor. Thus, the noise
can be reduced by averaging the recordings across sensors to improve signal detection.
Moreover, array signal processing uses the information of the geometry of the data acqui-
sition system to attribute directionality to the array, allowing to characterize a signal by
determining, not only the spectral content of the sources that produce it, but also their
number and locations. Similarly, sensor arrays can be used to monitor the position of a
source by tracking its signature as it moves in space. Therefore, array signal processing
is an active research area in diverse fields, e.g., in electromagnetic, seismic or acoustic
imaging. In acoustics, array signal processing is used for visualization of sound fields,
identification and localization of noise sources or detection of objects that emit or scatter
sound waves. The applications range from environmental acoustics [1] and noise control
[2] to non-destructive testing [3], underwater [4] and medical ultrasound imaging [5].
In array signal processing, a problem can be formulated as a filtering or a parameter
estimation process [6]. A filtering problem aims to separate the desired signal from
noise or interference by allowing the signal to pass unattenuated while rejecting other
contributions. Parameter estimation is achieved by minimizing an error function (e.g.,
the squared mean difference) between a modeled signal and the observed wavefield. The
modeled signal is chosen according to prior knowledge about the underlying physical
process that generates it. In many problems though, as in Fourier-based spectral analysis,
the filtering and the parameter estimation approach yield equivalent results.
The first method developed to achieve spatio-temporal filtering of the wavefield
with an array of sensors was beamforming. The conventional (Bartlett) beamformer
[7] dates back to the second world war, and is an application of Fourier analysis to
spatio-temporally sampled data. Beamforming combines the sensor outputs coherently
to electronically steer the array in several focusing directions and measure the output
power. The steering directions with maximum power yield the source locations. The
conventional beamformer suffers from resolution limitations related to the physical size
and the geometry of the array (aperture) regardless of the signal-to-noise ratio (SNR).
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Adaptive beamforming [8] was developed to overcome the resolution limitations of the
conventional beamformer by minimizing the contributions of noise and other signals ar-
riving from directions other the focusing one in order to detect closely spaced signal
sources. The resolution of adaptive beamformers depends on the array aperture and
the SNR. The introduction of subspace-based estimation techniques [9] in array signal
processing offered a resolution ability which, in principle, is not limited by the array
aperture, provided that the number of the observation windows in the recorded wave-
field (snapshots) and the SNR are sufficiently high [10].
This PhD study is concerned with high-resolution methods for acoustic imaging
using sensor arrays. It addresses the limitations of existing methods [11] and proposes
alternative methods to overcome these limitations. The focus is on sonar signal processing
applications both in active (transmit and receive) and passive (only receive) mode.
The study comprises two parts. The first part deals with the statistical character-
ization of weak scattering fields from monostatic backscattering using high-frequency
acoustics with application in the detection and characterization of a contamination area
from a submerged oil spill. In a monostatic sonar configuration the transmitter and the
receiver are collocated such that the backscattered waves (i.e., the waves reflected back
to the direction of incidence) are observed, while weak scattering implies that multiply
scattered waves are negligible since only a small fraction of the incident acoustic energy
is scattered. The challenge of a deep-water oil leak is that a significant quantity of oil
remains in the water column and possibly changes properties. There is a need to quantify
the oil settled within the water column and determine its physical properties to assist
the oil recovery. High-frequency acoustic methods are promising since they can both
overcome the optical opacity of the water and achieve high-resolution imaging. Consid-
ering the submerged oil-spill as a random field of spatial heterogeneities in the acoustic
parameters in relation to the surrounding medium, a weak scattering approach is used
to model the acoustic backscattering. It is shown that a high-frequency active sonar can
be used to detect the submerged oil spill and determine its spatial statistics by resolving
small-scale structure.
The second part describes the primary purpose of the project which is to adapt the
framework of compressive sensing [12] to the context of array signal processing in order to
achieve high-resolution acoustic imaging. Compressive sensing proves that a sparse signal
(i.e., a signal which can be fully described with only a few parameters) can be recovered
efficiently with a number of incoherent measurements which is comparable to the degree
of information content in the signal rather than its size. The possibility of dimensionality
reduction in the required observations for accurate reconstruction of sparse signals is
very useful especially whenever acquiring data is difficult, dangerous or expensive. In
acoustic imaging there are usually only a few sources generating the observed wavefield.
Exploiting the underlying sparsity, we show that compressive sensing in array signal
processing achieves high-resolution sound source localization outperforming the existing
methods. Furthermore, most of the existing methods are based on the second-order
statistics of the data, i.e., the sample covariance matrix from a number of snapshots [10].
However compressive sensing can achieve high-resolution imaging even with a single
snapshot, which is useful for detection of moving sources and multipath arrivals.
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1.1 Thesis structure
This PhD thesis is based on a collection of scientific articles published in peer-reviewed
scientific journals and international conference proceedings. The remainder of the thesis
develops as follows. Chapters 2 and 3 provide a synopsis of the methods investigated in
Parts I and II of the project respectively, along with a summary of the corresponding
articles and the contributions of this study to the existing literature. Chapter 4 concludes
the study with a summary of the results.
Seven papers are included in the attached appendices. Papers A and B are related
to Part I, while Papers C-G are related to Part II. The two parts of the thesis with their
corresponding papers can be read independently. It is recommended that Papers A-F
are read before proceeding to the conclusions chapter.

CHAPTER 2
Part I: Computational methods for
detection and imaging of oil in sea
water
This chapter places high-frequency acoustic methods in the context of current challenges
in underwater acoustic imaging for volume scattering characterization. It provides a
summary of the scientific contribution in Papers A and B in relation to the existing
literature and suggests future work.
2.1 Background
The high prices of crude oil in the market in connection with the limited number of
accessible fossil fuel natural reserves has recently encouraged investments in oil and gas
exploration and production offshore and in greater depths. However, the environmental
impact of deep-water drilling in the case of an accident is significant as it was indicated
by the oil spill of Deepwater Horizon in the Gulf of Mexico in 2010 [13].
Prior to the oil accident of Deepwater Horizon, the presence of oil in the sea was
confined at shallow-water owing to either natural processes (e.g. biogenic oil) or human-
induced pollution (e.g., oil slicks along shipping routes, accidents from shallow water
oil drills). Subsequently, the effort has been focused on monitoring and characterizing
oil pollution on the sea surface. Remote sensing methods from satellites and aircrafts,
which are based on the interaction between electromagnetic waves and oil or water, are
efficient imaging methods of buoyant oil on the sea surface [14, 15].
The challenge of a deep-water oil leak encountered in the case of Deepwater Horizon
is that a significant quantity of oil remained in the water column after the cease of the
discharge from the wellhead. There are two main reasons explaining the existence of
submerged oil [16, 17]. The one is due to a natural process. The oil leaking from the
wellhead lost some of the lighter hydrocarbons and changed properties while traveling the
long distance to the sea surface. The second reason is the use of undersea dispersants
directly on the wellhead decreasing the surface tension of the oil-water interface and
causing the oil to decompose into smaller, heavier droplets. Hence, much of the oil which
was released into the water, decomposed into stringy formations of viscous material
mixed with water which remained trapped far below the sea surface [16, 17].
Assessing the environmental impact, one should note that surface oil is easier to
be removed than submerged oil. It is dissipated by naturally occurring physical and
biochemical processes such as the effect of wind, waves and microbes which cause the
oil to evaporate or degrade. Furthermore, since several methods of detecting surface oil
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have been developed, man can accelarate the process of oil dissipation by burning oil or
skimming the surface [14].
On the other hand, there are serious environmental implications in the existence
of submerged oil in the sea. Oil in deep water persists for long periods since it does
not undergo substantial biodegradation [18]. Besides, oil absorbs infrared radiation and
re-emits it as thermal energy with implications in global warming [19]. Another major
concern of large scale release of oil is its toxicity to marine life [20]. Therefore, it is of
interest to determine the physical properties and describe the spatial covariance of the
submerged oil in order to monitor the degradation process.
Methods based on electromagnetic waves are inefficient for mapping submerged oil
in the sea since the electromagnetic waves attenuate fast when traveling in water. High-
frequency acoustic methods are promising since they can both overcome the optical
opacity of the water and resolve the small-scale structure of the new forms of oil. There-
fore, such methods can be used both to localize submerged oil fields and to characterize
them in terms of their second order statistics.
2.1.1 Modeling of oil in sea water
There are indications that the submerged oil extends throughout the water column as
elongated formations of viscous material mixed with water and possibly with biological
material [16]; see Fig. 2.1.
Figure 2.1: Texture of chemically dispersed oil in the Gulf of Mexico, 2010.
Photo from Steve McDonald, TerraSond.
Hence, the submerged oil in the water is modeled as a fluid medium with spatial
heterogeneity in the compressibility and density, potentially exhibiting roughness at the
interfaces with the water and possibly comprising inclusions of light, compressible gas
bubbles. Then, the water column is modeled as a random field of volume inhomogeneities
with a region of contamination characterized by a different covariance structure than the
rest of the field. The water-contamination interface roughness is modeled as a special
case of spatial heterogeneity [21, 22]. Since the existence of submerged oil is controlled
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by the ambient density it is a reasonable assumption that the difference in the acoustic
parameters between the two fluid media is small causing weak scattering of the incident
acoustic energy [4, 23]. The average compressibility and density are assumed constant
throughout the field.
In the absence of turbulence and for a short measurement interval, the random field
representing the water column is assumed to be spatially stationary and time-invariant.
Stationarity can be exploited to develop a numerical method for synthetically generating
random fields. We employ a random field generator [24, 25] which supports several
covariance models both isotropic and anisotropic [26, 27] and dissociates the random
numbers (realizations) and the covariance parameters such that they can be altered
either separately or simultaneously. Therefore, the random field generator [28–30] is a
flexible tool for modeling a stationary random field with the desired statistics (mean and
covariance).
2.1.2 Scattering from inhomogeneities
When an acoustic wave propagates in the marine environment it loses some of its energy
due to the interaction with regions or objects which deflect (scatter) or absorb sound.
An acoustic wave is scattered, not only by solid objects and discrete inclusions such
as bubbles or gas voids, but also by regions characterized by acoustic properties, i.e.,
compressibility and density, that differ from those of the surrounding medium. Sources
of weak scattering (i.e., which scatter only a small fraction of the incident acoustic
energy) are the inherent spatial variations in the acoustic properties of the medium due
to temperature and/or salinity fluctuations, the irregularities at the ocean interfaces as
well as both biological or inanimate material hosted in the marine environment [4, 21, 23].
Suppose there is a region R in the medium characterized by spatial heterogeneity in
the compressibility κe and density ρe relative to the corresponding acoustic parameters
of the medium, κ and ρ. Then, the wave equation for the acoustic pressure, derived from
the conservation of mass and momentum under adiabatic considerations and distinguish-
ing between the variations of pressure and density caused by the sound wave and the
variations of compressibility and density due to the medium inhomogeneity, takes the
form [31],
∇2p− 1
c2
∂2p
∂t2
=
1
c2
∂2p
∂t2
κ(r, t)−∇ (ρ(r, t)∇ p) , (2.1)
where p = p(r, t) is the acoustic pressure either inside or outside the region R, c is the
speed of sound and,
κ =
{
κe−κ
κ inside R
0 outside R
ρ =
{ ρe−ρ
ρe
inside R
0 outside R
are the deviations of the compressibility and density, as a function of position r and time
t, relative to their unperturbed mean values.
Assuming time-stationarity, i.e., the fluctuations vary in a statistical manner only
as a function of space (which is the case when the region R is a ‘foreign body’ in the
medium), the Helmholtz equation for the pressure amplitude can be used,
∇2p+ k2p = −k2κ(r)p−∇ (ρ(r)∇ p), (2.2)
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where k = ω/c is the wavenumber and ω is the radial frequency. The harmonic time
dependence ejωt is implied and neglected for simplicity.
Note that Eq. (2.2) is homogeneous with respect to p. The terms in the right hand
side are related to the interaction of the sound wave p and the inhomogeneities in R, thus
they can be considered as sources of scattered sound. Specifically, the first term which is
related to inhomogeneities in compressibility acts as a pulsating monopole source, while
the second term related to density inhomogeneities acts as a dipole source. Nevertheless,
they do not introduce new energy into the wavefield.
Applying the Gauss-Green theorem, the differential Helmholtz equation takes the
form of the integral equation [31],
p(r0) = pi(r0) +
∫
R
(
k2κ(r)p(r)−∇ (ρ(r)∇ p(r))
)
g(r0|r) dr, (2.3)
where g is the Green’s function and pi is the incident wave which feeds energy into the
medium from the boundary representing the inhomogeneous term. Then, the scattered
sound pressure ps observed at r0 due to scattering from spatial fluctuations in the acoustic
properties of the of the medium within a scattering region R (see Fig. 2.2) is given by
the integral [31],
ps(r0) =
∫
R
(
k2κ(r)p(r)g(r0|r) + ρ(r)∇ p(r)∇ g(r0|r)
)
dr. (2.4)

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Figure 2.2: Schematic for backscattering from an inhomogeneous field R.
The Green’s function describes the sound pressure at an observation point r0 due to
a unit, simple-harmonic, point source located at r,
g(r0|r) = 1
4pi|r0 − r|e
−jk|r0−r|. (2.5)
For far field radiation, the Fraunhofer approximation for the range term is valid [32],
|r0 − r| ≈ r − rˆ · r0, (2.6)
where r = |r| and rˆ = rr is the unit vector in the direction of r and the Green’s function
takes the simpler form,
g(r0|r) ≈ 1
4pir
e−jk(r−rˆ·r0). (2.7)
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The incident wave which insonifies the region R emanates from a monopole located at
the origin of the coordinate system out of the scattering region R,
pi(r) = A
e−jkr
r
, (2.8)
where A is the pressure complex amplitude at a distance 1 m from the source.
The integral equation in Eq. (2.4), is exact and valid universally for parameter pertur-
bations of arbitrary size. Discontinuous perturbation can also be handled with Eq. (2.4)
since it does not involve gradients of the model parameters [22]. Nevertheless, solving
Eq. (2.4) requires exact expressions of the Green’s function, g, and the sound pressure,
p, inside the scattering region R. This is achieved in only a few special cases (e.g. scat-
tering by spheres) for which the integral equation for the scattered wave can be solved
analytically. Alternatively it can be solved by variational methods or approximations
[31, 33].
In the case of weak scattering, first-order scattering is assumed thus the Born ap-
proximation is applied. The Born approximation implies that the sound pressure inside
the scattering region is equal to the incident sound pressure, p ≈ pi, neglecting the effect
of higher-order scattering [31, 33]. Thus, inserting Eqs. (2.7) and (2.8) into Eq. (2.4) the
pressure scattered from inhomogeneities in the acoustic parameters of the medium is,
ps(r0) ≈ k
2A
4pi
∫
R
(
[κ(r)− ρ(r)] e
−jk(2r−rˆ·r0)
r2
)
dr. (2.9)
The density fluctuations can be neglected since they are proportional to the compress-
ibility fluctuations and are less significant in fluid media [33, 34]. Owing to the Born
approximation, Eq. (2.9) relates linearly the backscattered pressure and the fluctuations
in the acoustic parameters.
2.1.3 Statistical characterization of weak scattering
fields with high-frequency acoustics
In an acoustic backscattering model of volume inhomogeneities, a statistical description
of the field is more appropriate than a deterministic description due to the complex
structure of the inhomogeneities [34, 35]. Besides, a deterministic description of the field
has less to offer when the interest is in studying volume reverberation in a medium where
there is flow, such as in the water column.
Typically, volume reverberation is described by the statistical distribution of the
backscattering strength. The backscattering strength is defined as the ratio of the scat-
tered intensity to the incident intensity per unit volume in dB [4, 23, 34, 36, 37]. This
measure is widely used in sonar applications concerned with target detection and identi-
fication [38, 39] or with the remote classification of weak scattering mechanisms such as
seafloor sedimentation by comparison to known models [23, 40, 41]. The backscattering
strength is proportional to the cross spectral density thus related to the statistical prop-
erties of the field [38, 41, 42]. However, for narrowband insonification the backscattering
strength provides a single measure and additional information for the covariance param-
eters are required to relate the spatial variation of the scattering field to a covariance
model. This study proposes an alternative method to infer the covariance parameters of
the scattering field [24, 25].
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For acoustic imaging of the weak scattering field representing the water column,
active sensing (i.e., a pulse is used to insonify the area of interest) and a monostatic
configuration (i.e., the transmitter and the receiver array are collocated) are considered.
Specifically, a high-frequency multibeam sonar is chosen as the transmitting and receiv-
ing configuration [43]; See Fig. 2.3. Delay-and-sum beamforming [11] is used to impose
directivity to the receiving array and time-varied gain (TVG) is applied to compensate
for spreading loss and absorption making the received signals independent of the scat-
terer’s distance. The beamformer output contains the contribution of all the field values
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Figure 2.3: Schematic of a monostatic configuration for a multibeam echo
sounder in the across-track plane. The transmitter insonifies the medium with a
wide beam and beamforming attributes directivity to the receiving hydrophone
array to localize the backscatterd returns.
on the radial distance of focus weighted by the beampattern. However, the more the
beampattern resembles a delta function, the more will the beamformer output be pro-
portional to the field value at the focusing direction. Thus, the parameters of the spatial
covariance of a field of volume inhomogeneities can be estimated by the statistics of the
beamformer output. For a stationary random process the discrete spatial covariance
function can be estimated from a finite number of samples. Therefore, the random field
is localized with beamforming and inference of spatial covariance is based on the statis-
tics of the beamforming reconstruction. Nevertheless, the reconstruction is subject to
resolution limitations of the sonar configuration. The use of high frequencies, resulting
in narrow beamwidths, improves the resolution and allows the detection of small scale
characteristics [23, 38–41].
2.2 Contributions
Several authors [21, 22, 44–46] have used the weak scattering approach to model monos-
tatic backscattering from inhomogeneous sediments in the seafloor. Palmese and Trucco
[44] incorporate the effect of volume reverberation from the seabed to their model of
imaging embedded objects with a 3D monostatic sonar configuration. Li [45] and Li
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et al [46] model the monostatic backscattering from three-dimensional volume inhomo-
geneities in shallow water ocean sediments.
Tang [21] and Ivakin [22] developed independently the theoretical framework for
a unified approach to describe weak scattering due to interface roughness and volume
inhomogeneities, i.e., spatial fluctuations of the compressibility and density, from ocean
sediments. The unified approach is based on the assumption that the roughness can
be described as a specific kind of spatial fluctuation around an otherwise horizontal
interface. Ivakin [22] further assumes that the weak scattering approach is not restricted
to small-scale roughness but it extends to arbitrary roughness as long as the difference
in the parameters between the adjacent media is not large. The unified approach in
modeling scattering from irregular media facilitates the description of cases where the
effect of volume and surface scattering is comparable and potentially coherent.
Acoustic methods based on Doppler velocimetry which have been used [47, 48] to
quantify turbulent flow of hydrocarbons are inefficient to quantify the submerged oil since
they require knowledge of the exact position of the oil leak. Tracking of the submerged oil
is mainly based on fluorescence and dissolved oxygen measurements and low-frequency
acoustic [14] or seismic methods [49]. These methods can detect submerged oil plumes
but they do not provide information about the spatial distribution of the stringy oil
contaminants in the water.
The contribution of the present study [24, 25] comprises:
• The introduction of a random field generator to implement a physical model of the
water column with a region of contamination from submerged dispersed oil. The
chosen random field generator [28] provides great modeling flexibility as it supports
several covariance models and, unlike other methods used in ocean acoustics [45,
46], it allows local perturbations of the modeled random field.
• The application of the unified weak scattering approach in modeling backscattered
returns from density and compressibility perturbations in the water column.
• The use of high-frequency acoustic methods to detect the submerged field and
infer the parameters of its spatial covariance.
• Traditional methods describe weak scattering fields by comparing the statistical
distribution of backscattering strength with known models [23, 40, 41]. We pro-
pose an alternative method which allows the description of a stationary scattering
field in terms of its second-order statistics without prior knowledge of its spatial
covariance.
A summary of the papers related to part I follows.
2.2.1 Part I: Papers A, B
Paper A describes a weak scattering approach for modeling backscattering from inho-
mogeneous substances, as submerged crude oil in the water column. A random field
generator is introduced to implement a physical model of the inhomogeneous media and
a high-frequency active sonar is selected to collect the backscattered returns. It is shown
that high-frequency acoustics can be used to detect the submerged field and infer the
parameters of its spatial covariance.
Paper B investigates an inverse method to describe volume scattering models qualita-
tively in terms of their statistical properties. It demonstrates that the proposed method
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provides robust estimates of the covariance parameters, i.e., variance and characteris-
tic lengths, hence characterization of the scattering field in terms of its second order
statistics.
2.3 Perspectives and future work
The developed model indicates that detection and monitoring of oil contamination sub-
merged into the water column is possible with high-frequency acoustic methods. Some
suggestions for future research directions follow:
• Tank experiments with different kinds of oil and several oil-dispersant ratios are
required to improve the model providing accurate (realistic) values for compress-
ibility and density perturbations.
• Due to lack of relevant experimental data, the experimental validation of the
model was not possible, yet it is necessary.
• Adaptation of the model to a more complicated propagation environment, i.e.,
with non-uniform sound speed profile, would increase the realm of applications.
• Sparse methods [50] for inference of the (sparse) covariance characteristics of the
random field could be investigated.
CHAPTER 3
Part II: Sparse signal reconstruction
for direction-of-arrival estimation
This chapter provides an overview of the compressive sensing (CS) framework for sparse
signal reconstruction with limited data and its application in direction-of-arrival (DOA)
estimation with sensor arrays. It highlights the scientific contribution of the conducted
research, presented in Papers C, D, E, F and G, in relation to the state of the art at the
time of publication and indicates future research directions.
3.1 Background
Many engineering problems involve either the reconstruction of a signal of interest or the
estimation of its parameters from a (usually small) number of observations. Often, natu-
ral signals are sparse, i.e., they can be described only with a few parameters. Therefore,
finding sparse solutions of underdetermined systems of linear equations is of significant
importance in signal processing and inverse problems. Compressive sensing [12, 51], also
known as compressed sensing [52] or compressive sampling [53, 54], is a method for solv-
ing such underdetermined problems assuring very accurate reconstruction. Compressive
sensing fuses data compression into data acquisition (hence the name) as described in
the following.
CS revolutionized the way we acquire and process information by providing a funda-
mentally new approach. CS exploits the fact that many signals are inherently sparse in
some representation basis, to allow high-resolution signal reconstruction from far fewer
linear measurements than the size of the signal (sampling in sub-Nyquist rates). In
fact, the number of required measurements is proportional to the sparsity level (i.e., the
number of non-zero parameters) rather than the size of the underlying signal, effectively
constituting a compression. Since the number of measurements is much smaller than
the size of the signal, the resulting problem is underdetermined. The CS framework
indicates that, even though sparse signal reconstruction from an underdetermined prob-
lem in principle requires a difficult combinatorial search, in practice, it can be solved
efficiently with convex optimization (see Sec. 3.1.2).
The idea of approximating an essentially combinatorial problem with a convex one to
achieve both high-resolution and computationally tractable sparse signal reconstruction
dates back to some early work in geophysics [55, 56] where an `1-norm minimization
problem is employed to recover spike sequences, corresponding to sediment layer inter-
faces, from seismic data. Since then, the interest in sparse signal reconstruction with
convex optimization appears now and again in several fields concerned both with the
theoretical aspects of the method [57] and its applications [58, 59]. Despite these early
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promising results, it was the introduction of compressive sensing [52, 60] that revived
the interest in sparse signal recovery from limited data.
CS has found applications in a wide range of scientific fields from medical [60, 61] and
ultrasound imaging [62], to error correction in channel coding [63], radar detection [64],
seismic imaging [65, 66] and image reconstruction [54] to name a few. In ocean acoustics,
CS is shown to improve the performance of matched field processing [67, 68], which is
a generalized beamforming method for localizing sources in complex environments, and
of coherent passive fathometry in inferring the number and depth of sediment layer
interfaces [69].
In direction-of-arrival (DOA) estimation (see Sec. 3.1.4), CS achieves high-resolution
acoustic imaging [70, 71], outperforming traditional methods [10]. Besides, DOA esti-
mation with CS is reliable even with a single snapshot [72–74] unlike the cross-spectral
DOA estimation methods [11], e.g., the minimum variance distortionless response beam-
former (MVDR) [8] and the multiple signal classification (MUSIC) [9], which also offer
super-resolution.
3.1.1 Compressive sensing framework
CS is a method to include data compression directly into signal acquisition with a single
measurement process. Thus CS, in effect, requires a substantially smaller data set than
the traditional sampling to provide accurate signal reconstruction under two conditions
[12, 51, 53, 75]:
1. sparsity of the underlying signal,
2. sufficient incoherence of the process which maps the underlying signal to the ob-
servations so that distinct signals lead to distinct observations.
A concise description of the method follows.
Let x ∈ CN be an unknown vector representing the underlying signal we aim to
reconstruct. Assume that the signal x is sparse, i.e., it has only K nonzero elements
with K  N . The underlying signal can be either sparse per se, e.g., an astronomical
image with only a few stars in image processing, or in a more general sense it can be
sparse in some domain of representation, e.g., the frequency domain representation of a
sinusoidal time signal. Let y ∈ CM be a vector of measurements linearly related to the
signal x, e.g., time samples of the sinusoidal signal. In the absence of noise, the vectors
x and y are related by a linear set of equations,
y = Ax. (3.1)
The sensing matrix A = ΨΦ is the product of the matrix ΦN×N , a basis which trans-
forms the signal from one domain to another (e.g., the identity matrix for originally
sparse signals or the inverse discrete Fourier transform (IDFT) for a time-frequency rep-
resentation), and the matrix ΨM×N , which represents the measurement process (e.g.,
time sampling). The matrix A is assumed known and fixed, i.e., it does not adapt to
the information on the signal x, and full-rank.
Conventional sampling approaches [76] require a data rate that is at least twice
the maximum frequency present in the signal (Nyquist rate) to preserve accurately the
information in the signal. In this case, assuming that the maximum frequency in the
signal does not exceed N/2 Hz, the measurement matrix is Ψ = IN , where IN is the
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N ×N identity matrix. Then, the underlying signal is reconstructed accurately through
the inverse transform x̂ = x = A−1y = Φ−1y.
For sparse signals, the conventional data acquisition rate is much higher than the
rate of information in the signal. CS, on the other hand, exploits the inherent sparsity
to capture all the information in the signal with only a few random measurements,
effectively performing a compression as illustrated in Fig. 3.1. In the CS formulation,
the problem in Eq. (3.1) is underdetermined, M < N , thus admits an infinite number of
solutions. A way of solving this ill-posed problem is constraining the possible solutions
with prior information, here by exploiting sparsity.
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Figure 3.1: Compressive sensing method for data acquisition of sparse sig-
nals. The measurement vector y is a linear combination of the two columns
of the sensing matrix A which correspond to nonzero coefficients of the signal
x. The determenistically random (incoherent) nature of A allows for accu-
rate reconstruction of the sparse signal x even though the resulting problem is
underdetermined M < N , thus ill-posed.
Figure 3.2 demonstrates the principle of compressive sensing with an example from
optics, i.e., a single-pixel camera [77]. Assume a (p × p)-pixel image (arranged in a
(p × p) = N -dimensional vector x) which is captured and reconstructed from a digital
camera. Many images have a sparse representation (only few non-zero coefficients) in
some basis Φ (e.g., in the wavelet domain) [53]. Conventional (Nyquist) sampling re-
quires M = N sensors (observations y) to collect N pixel values (Ψ = IN ) and achieve
accurate reconstruction (x̂ = x = Φ−1y); see Fig. 3.2(a). A single-pixel camera uses
instead a digital array of N micro-mirrors with variable orientations to reflect random
portions of the incident light field (corresponding to the initial image) into a single sensor;
see Fig. 3.2(b). Each micro-mirror can be oriented independently either towards the sen-
sor (shown as black) or away from it (shown as white) and a random number generator
sets the mirror orientations to a pseudorandom pattern for each measurement. Then,
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M independent measurements are collected (forming the observation vector y in this
case) while the random orientation of the micromirrors at each measurement assures in-
coherence of the sensing process (i.e., a deterministically pseudorandom matrix Ψ). The
array of micro-mirrors placed between the image and the sensor performs multiplexing
allowing efficient image reconstruction through CS (see Sec. 3.1.3).
Concerning data compression, conventional schemes first acquire all the M = N
samples and then detect the significant coefficients through a basis transform Φ (e.g., a
wavelet transform) which are subsequently saved while the rest are discarded. The image
is reconstructed from the compressed data through an inverse transform based only on
the retained coefficients [53] (omitted in Fig. 3.2). On the other hand, CS achieves data
compression directly in the data acquisition process as it requires only M < N , M ∝ K
observations.
M = N sensors
(Nyquist sampling rate)
1 sensor (single pixel)
M < N measurements
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Figure 3.2: Single-pixel imaging demonstrating the principle of compressive
sensing. A (64×64)-pixel (N = 4096), black-and-white image of a soccer ball is
reconstructed through (a) conventional (Nyquist) sampling withM = N = 4096
sensors (photodiodes) and (b) CS from M = 1600 sequential random measure-
ments with a single-sensor (single-pixel) camera. The example is adapted from
Ref. [75].
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3.1.2 Formulation of a convex optimization problem
A solution to the problem in Eq. (3.1) is obtained by minimizing an appropriate norm
with an optimization procedure. To aid the reader, a short summary of the mathematical
definitions of convex optimization problems and of norms follows.
A generic optimization problem has the form [78],
min
x
f0(x)
subject to fi(x) ≤ 0, i = 1, · · · ,m
hj(x) = 0, j = 1, · · · , q,
(3.2)
where x ∈ CN is the optimization variable, the function f0 : CN → R is the objective
(or cost) function, the functions fi : CN → R are the inequality constraint functions
and the functions hj : CN → C are the equality constraint functions. The optimization
problem (3.2) is convex when f0, · · · , fm are convex functions and h1, · · · , hq are affine
(linear) functions.
The set of points for which the objective and all constraint functions in Eq. (3.2) are
defined is called the domain of the optimization problem,
D =
m⋂
i=0
domfi ∩
q⋂
j=1
domhj . (3.3)
A point x˜ ∈ D is called feasible if it satisfies the constraints in Eq. (3.2).
The optimal value p∗ of the optimization problem (3.2), achieved at the optimal
variable x∗, is,
p∗ = inf {f0(x) | fi(x) ≤ 0, hj(x) = 0}
= {f0(x∗) | fi(x∗) ≤ 0, hj(x∗) = 0} ,
(3.4)
for all i = 1, · · · ,m and j = 1, · · · , q.
There are several off-the-self toolboxes for disciplined convex optimization [79–82].
In this project, the cvx toolbox is used which is available in the Matlab environment. It
uses interior point solvers, which are based on the gradient descent method, to obtain
the global solution of a well-defined optimization problem [78].
A function f : CN → R is called a norm if it is [78]:
1. nonnegative, i.e., f(x) ≥ 0 for all x ∈ CN ,
2. definite, i.e., f(x) = 0 only if x = 0,
3. homogeneous, i.e., f (αx) = |α|f (x) for all x ∈ CN and α ∈ C,
4. and satisfies the triangle inequality, i.e., f (x1 + x2) ≤ f (x1) + f (x2) for all
x1,x2 ∈ CN .
The `p-norm of a vector x ∈ CN is defined as ‖x‖p =
(∑N
i=1|xi|p
)1/p
for p ≥ 1 and
it is a convex function. For example, for p = 1 the `1-norm is the sum of the absolute
values of the vector coefficients and for p = 2 the `2-norm is the Euclidean distance.
By extension, the `0-norm is defined as ‖x‖0 =
∑n
i=1 1xi 6=0. Usually, the prefix
pseudo (`0-pseudonorm) is used since the `0-norm does not fulfill the scaling property,
‖ax‖0 = ‖x‖0 6= |a|‖x‖0, a 6= 0, hence it is not a proper norm.
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3.1.3 Sparse signal reconstruction
By definition, a sparse estimate x̂ is obtained by minimizing the `0-pseudonorm, which
counts the number of non-zero entries in the vector,
min
x∈CN
‖x‖0 subject to y = Ax. (P0)
However, the minimization problem (P0)
1 is a nonconvex combinatorial problem which
becomes computationally intractable even for moderate dimensions. The breakthrough
of CS came with the proof that for sufficiently sparse signals and sensing matrices with
sufficiently incoherent columns [83, 84] the (P0) problem is equivalent to the (P1) problem
[52, 60, 85],
min
x∈CN
‖x‖1 subject to y = Ax. (P1)
The `1 relaxation (P1) of the (P0) problem (also known as basis pursuit [86]) is the
closest convex optimization problem to (P0) and can be solved efficiently with convex
programming even for large dimensions. Moreover, due to the convexity of the `1-norm,
the method of minimizing (P1) converges to the global minimum. Other `p-norm relax-
ations of the (P0) problem for 0 < p < 1, which also favor sparsity, are nonconvex and
convergence to global minima is not guaranteed [59, 81]. However, they can be reformu-
lated in an iterative reweighed convex minimization problem and yield sparse estimates
provided proper initialization [59, 71, 87, 88].
For comparison, traditional methods solve the undetermined problem in Eq. (3.1),
M < N by seeking the solution with the minimum `2-norm through the minimization
problem (P2),
min
x∈CN
‖x‖2 subject to y = Ax. (P2)
The problem (P2) is convex and has the analytic minimum length solution,
x̂ = AH
(
AAH
)−1
y. (3.5)
It aims to minimize the energy of the underlying signal through the `2-norm, rather than
its sparsity, hence its solution is non-sparse. Thus, the problem (P1) has increased perfor-
mance over (P2) for sparse signals (at the cost of computational complexity since it does
not have an analytic solution) and it can be solved efficiently with convex optimization.
Figure 3.3 depicts the geometry of the `p-norm minimization problem, for 0 ≤ p ≤ 2
constrained to fit the data. To keep the visualization intuitive, an example is considered
where the sparse vector x ∈ R2, with a single nonzero element (‖x‖0 = 1), is to be re-
covered by y ∈ R linear measurements. Since there are less observations than unknowns,
all x residing on the line y = Ax satisfy the constraint. A unique solution is found only
by providing additional information about x. For example, we seek the one with the
minimum `p-norm.
Geometrically, all vectors with lp-norm less or equal to a value r ∈ R are on an lp-ball
with radius r, {x | ‖x‖p ≤ r}. In R2, the l2-ball is a disk while the l1-ball is a rhombus.
The solution x̂, is the intersection of the measurement line and the smallest lp-ball. The
`2-norm optimization problem, Fig. 3.3(d), results almost always in non-sparse solutions
due to the isotropy of the `2-ball. In contrast, the edginess of the `p-ball, 0 < p ≤ 1
favors sparse solutions, Fig. 3.3(b),(c), and likely leads to the solution of the `0-norm
problem, Fig. 3.3(a).
1The equation labeling (Pp) is used to denote the `p-norm minimization problem.
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Figure 3.3: Geometric visualization of (a) the `0-norm, (b) the `1-norm, (c) the
`<1-norm and (d) the `2-norm problem in R2. The solution x̂ is the intersection
of the measurement line y = Ax and the minimum norm-ball in each case.
The theory extends to noisy measurements and compressible signals (approximately
sparse) [89–91] making the framework useful for practical applications. Assuming that
the measurements are contaminated with additive noise n ∈ CM such that y = Ax + n
the (P1) problem is reformulated as,
min
x∈CN
‖x‖1 subject to ‖Ax− y‖2 ≤ , (P 1 )
where  is the noise floor. The solution to (P 1 ) has the minimum `1-norm while it fits
the data up to the noise level. (P 1 ) can be reformulated in an unconstrained form with
the use of Lagrange multipliers,
min
x∈CN
‖Ax− y‖22 + µ‖x‖1, (Pµ1 )
where the regularization parameter µ controls the relative importance between the spar-
sity of the solution (`1-norm term) and the fit to the measurements (`2-norm term).
The unconstrained problem (Pµ1 ) has the form of a least-squares minimization with an
`1 regularization term and it is also known as the least absolute shrinkage and selection
operator (LASSO) [58]. The minimizer of (Pµ1 ) corresponds to the maximum a posteriori
(MAP) estimate in a Bayesian formulation assuming a complex Gaussian likelihood for
the data and a Laplace-like prior distribution for the parameters of the underlying signal
x [92].
3.1.4 DOA estimation
The problem of DOA estimation in acoustic imaging refers to the localization of (usually
a few) sources from noisy measurements of the wavefield with an array of sensors. For
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simplicity, we assume that the waves are locally planar over the array aperture, i.e., the
sources are in the far-field of the array, and narrowband processing with a known sound
speed. Considering the one-dimensional problem with a uniform linear array (ULA)
of sensors, the location of a source is characterized by the direction of arrival of the
associated plane wave, θ ∈ [−90◦, 90◦], with respect to the array axis; see Fig. 3.4.
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Figure 3.4: Sound source localization with a uniform linear array (ULA).
The sources are in the far-field of the array such that the wavefronts, p(r),
are locally plane upon arrival. The recorded sound pressure at the array y
is a superposition of plane waves from different directions θ weighted by the
complex source amplitudes x.
The propagation delay from the ith potential source to each of the M array sensors
is described by the steering (or replica) vector,
a(θi) =
1√
M
[
1, ej2pi
d
λ 1 sin θi , · · · , ej2pi dλ (M−1) sin θi
]T
, (3.6)
where λ is the wavelength and d is the intersensor spacing.The normalization 1/
√
M ,
such that ‖a‖2 = 1, is used to simplify the analysis.
Discretizing the half-space of interest, θ ∈ [−90◦, 90◦], into N angular directions the
DOA estimation problem can be expressed with the linear model,
y = Ax + n, (3.7)
where y ∈ CM is the complex-valued data vector from the measurements at the M
sensors, x ∈ CN is the unknown vector of the complex source amplitudes at all N
directions on the angular grid of interest and n ∈ CM is the additive noise vector. The
sensing matrix,
AM×N = [a(θ1), · · · ,a(θN )], (3.8)
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maps the source vector x to the observations y and has as columns the steering vectors
in Eq. (3.6) at all look directions.
The problem of DOA estimation is to recover the source vector x ∈ CN , given the
sensing matrix AM×N and an observation vector y ∈ CM . Practically, even though there
are only a few sources K < M generating the acoustic field, we are interested in a fine
resolution on the angular grid to achieve accurate localization such that M  N and
the problem in Eq. (3.7) is underdetermined. Employing the framework of sparse signal
reconstruction, high-resolution DOA estimation is achieved by solving, for example, (P 1 ).
It is important to note that in DOA estimation, as in many other problems, the
sensing matrix A = ΨΦ has a structure related to the underlying physical process.
Specifically, in array signal processing Φ is an IDFT basis between the spatial and the
wavenumber domain and Ψ is a sampling matrix selecting the rows of the IDFT basis
corresponding to the positions of the sensors; see Fig. 3.5. This results to a structured
matrix A, namely an oversampled DFT basis, setting limitations in the quality of recon-
struction; see Sec. 3.1.5.
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Figure 3.5: Data acquisition of sparse signals in array signal processing re-
sulting in a structured sensing matrix A. Compare with CS data acquisition in
Fig. 3.1.
3.1.5 Limitations of CS in DOA estimation
3.1.5.1 Coherent sensing matrix
To guarantee good performance of CS in parameter estimation, the columns of the sens-
ing matrix should be incoherent as described by the restricted isometry property (RIP)
[93, 94]. Note that we use the term incoherent columns to refer to linearly indepen-
dent vectors in accordance with the terminology in the compressive sensing literature
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[12, 51]; not to be confused with the the coherence of sound sources or wavefield arrivals.
Sufficient incoherence of the sensing matrix is achieved with high-probability with ran-
dom measurements [52, 63]. In this case, the optimization problems (P0) and (P1) are
equivalent, resulting in the same unique solution.
In contrast, many problems involve sensing matrices with highly coherent columns
thus the study of sparse recovery with a coherent sensing matrix is important [95–97].
In the case of a coherent sensing matrix, uniqueness of the CS solution is not guaranteed
as the underdetermined problem becomes extremely ill-posed (i.e., there are more than
one solutions with equal `1-norm that explain the data). Therefore, the sparse estimate
may be offset from the actual solution. An analysis of the performance of CS in relation
to the coherence of the sensing matrix A in DOA estimation is presented in Ref. [71].
3.1.5.2 Basis mismatch
Another limitation is basis mismatch [98] which occurs when the nonzero coefficients
of the sparse signal x do not coincide with the grid due to inadequate discretization.
Under basis mismatch, spectral leakage leads to inaccurate reconstruction. Employing
finer grids [70, 99] alleviates basis mismatch on the expense of increased computational
complexity, especially in large two-dimensional or three-dimensional problems as encoun-
tered in seismic imaging for example [65, 66, 100]. More importantly, grid refinement
results in increased coherence of the measuring process, which can induce offset in the
estimates [71]. A way to overcome basis mismatch is to avoid discretization by solving
the minimization problem (P 1 ) in the dual domain [78] and achieve DOA estimation
through polynomial rooting [101–104].
The trade-off between coherence of the sensing matrix in DOA estimation and basis
mismatch is illustrated in Fig. 3.6.
==
y xAMxN xAMxN/2
=
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Figure 3.6: Trade-off between coherence of a structured sensing matrix and
basis mismatch. (a) Fine discretization of the problem captures all the features
of the sparse signal x but results in an oversampled DFT basis with coherent
columns constituting a hopelessly ill-posed inverse problem. (b) Coarse dis-
cretization (excluding every second column of A depicted as grey) reduces the
coherence between the columns of the resulting sensing matrix but does not pro-
vide the required resolution to capture some features (e.g. the red component)
of the sparse signal x.
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3.2 Contributions
Indications of the high-resolution capabilities and the robustness of CS in DOA estima-
tion are presented in Refs. [70, 72, 74]. Malioutov et al. [70] study the performance of CS
in DOA estimation with respect to noise, source number and coherent arrivals and com-
pare it with the performance of traditional DOA estimation methods both in the single
and multiple-snapshot formulation. Their analysis is based on the unconstrained form of
the `1 minimization problem (P
µ
1 ) and the importance of a good choice of regularization
parameter is indicated, yet not systematically studied.
Edelmann and Gaumond [72] compare the single-snapshot sparse signal reconstruc-
tion method with conventional beamforming using towed array data. Thus, they validate
the superior performance of CS-based reconstruction with experimental results, which is
more pronounced with undersampling.
Fortunati et al. [74] investigate the statistical performance and the resolution capa-
bilities of CS in single-snapshot DOA estimation with different algorithms and compare
it with conventional beamforming. Their results show that CS provides improved accu-
racy and resolution in DOA estimation which is validated with experimental towed array
data from a bistatic sonar configuration.
Furthermore, Refs. [73, 105–107] employ the LASSO formulation (Pµ1 ) to express
the sparse DOA reconstruction as the MAP estimator in the Bayesian formulation with
a complex Gaussian likelihood for the data and a Laplace-like prior distribution for the
source amplitudes. Specifically, Refs. [106, 107] study the regularization parameter se-
lection problem in the generalized LASSO formulation [108]. They show that an optimal
value for the regularization parameter is indicated by the LASSO path [108, 109] for a
given sparsity level.
References [73, 105] are concerned with DOA tracking, i.e., a sequential estimation
technique that follows the DOA evolution in time-varying scenarios (e.g. moving sources).
They introduce a sequential Bayesian approach imposing a weighted Laplace-like prior
to the source amplitudes where the weights (hyperparameters) are updated according to
information from previous iterations. Thus, DOA tracking is achieved by single-snapshot
processing, yet combining effectively information through multiple snapshots.
Along with the aforementioned research on sparse signal reconstruction for DOA
estimation, our contribution [71, 88, 104, 110] comprises:
• The adaptation of the CS theory to narrowband DOA estimation with linear
arrays both for single-snapshot and multiple-snapshot processing.
• A systematic analysis of the limitations of CS in DOA estimation in relation to
the discretization of the angular grid, the coherence of the sensing matrix, the
geometry of the array and the SNR.
• Methods to improve the accuracy in DOA estimation under noise-level uncertainty
through a reweighed iterative optimization process.
• Tailoring the optimization theory of primal-dual formulation to DOA estimation
thus achieving grid-free sparse reconstruction and overcoming the problem of basis
mismatch.
• Demonstration of the high-resolution capabilities of CS-based DOA estimation by
comparison with conventional DOA estimation methods.
• Validation of the results with experimental data from ocean acoustic measure-
ments.
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A summary of the papers related to part II follows.
3.2.1 Part II: Papers C-G
Paper C demonstrates the robustness of CS in DOA estimation with sensor arrays both
with simulations and experimental data from ocean acoustic measurements. It is shown
that sparse signal reconstruction outperforms traditional DOA estimation methods pro-
viding high-resolution imaging even with coherent arrivals, single-snapshot data and
random array geometries. A systematic analysis of the limitations of CS in DOA es-
timation is introduced. Finally, an iterative reweighed `1-norm optimization scheme is
proposed to enhance sparsity under noisy conditions.
Paper D investigates the possibility of improving the resolution in sparse signal
reconstruction for DOA estimation by solving an `p-norm minimization problem with
0 < p < 1. It is shown that, even though the resulting optimization problem is non-
convex, it reduces to an iterative reweighed `2-norm minimization problem which is
convex and has an analytic solution. The focal underdetermined system solver (FOCUSS)
algorithm [81] is employed to solve the iterative reweighed `2-norm minimization problem.
Paper E provides the theoretical framework for solving the DOA estimation prob-
lem as a sparse signal reconstruction in the continuum of the angular spectrum. It
demonstrates that by avoiding discretization of the problem, we circumvent basis mis-
match resulting in high-resolution sparse DOA reconstruction. The method is shown to
overcome limitations of traditional DOA estimation methods.
Paper F expresses the sparse signal reconstruction in DOA estimation as a least-
squares minimization problem with an `1-norm regularization term. It indicates that in
this form the CS solution can be interpreted as the MAP estimate in a statistical Bayesian
setting both in the single and multiple-snapshot formulation. A procedure is explained
for choosing the regularization parameter to achieve an estimate with the desired sparsity
level. It is shown that CS outperforms conventional DOA estimation methods which is
validated with experimental data from a multipath shallow water environment.
Paper G investigates the application of sparse signal reconstruction to DOA estima-
tion with spherical arrays. It shows through simulations that CS achieves high-resolution
acoustic imaging in spherical array signal processing outperforming traditional methods.
3.3 Perspectives and future work
The present study provides the foundations of sparse reconstruction in DOA estimation
and demonstrates the great potential of the method for high-resolution acoustic imaging.
These promising results encourage for further research. As the application of CS in DOA
estimation is relatively new, there is a number of exciting perspectives:
• The present analysis is limited to linear arrays and one-dimensional sound source
localization. Generalization of sparse signal reconstruction to two-dimensional and
three-dimensional source localization is of great interest with direct applications in
near-field acoustic and seismic imaging. Besides, the study of array configurations
other than linear (e.g., spherical arrays as in Paper G) will extend the realm of
applications.
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• The notion of sparsity in DOA estimation indicates point sources. However, sev-
eral acoustic scenes involve extended sources, e.g., sources of aeroacoustic noise
from wind turbines [111]. Thus, it is important to extend the analysis of sparse sig-
nal reconstruction to continuous sources by promoting block sparsity, e.g., through
the fused LASSO problem [112].
• Moreover, recovery of non-sparse signals, e.g., by applying sparsity constraints on
the second-order statistics of the spatial source distribution [50] rather than on
the source distribution per se, would make the method more universal.
• Since the underlying mechanism of sound propagation yields highly structured
problems (i.e., non-random sensing matrix A), it is relevant from a computational
perspective to investigate convex optimization algorithms tailored for structured
problems [113] to improve the reconstruction accuracy and the computational
efficiency.
• Supplementary, extensive experimental validation of CS-based DOA estimation
in more complex scenarios (e.g., incorporating Doppler shifts for moving sources)
would establish the robustness of the method.

CHAPTER 4
Summary/Conclusion
This PhD study investigates methods in array signal processing that achieve high-
resolution acoustic imaging. The methods are applied to active sonar signal processing
for localization and statistical characterization of weak scattering fields and to passive
sonar signal processing for DOA estimation and source tracking.
The study comprises two parts. The first part examines the use of a high-frequency
active sonar for detection and statistical characterization of submerged oil contamina-
tion in sea water due to an oil spill from a deep-water oil drill (Papers A, B). The
water column is modeled as a spatially stationary random field of compressibility and
density inhomogeneities, with an area which is characterized by different spatial covari-
ance characteristics, i.e., variance, correlation length and anisotropy. For that reason, an
algorithm for synthetically generating stationary, Gaussian random fields is introduced
(Paper A). It is demonstrated that the selected random field generator supports a vari-
ety of covariance models which can be used to represent different spatial properties of
the field, such as isotropy or anisotropy, smoothness or irregularity. What is more, it
dissociates the random numbers and the covariance parameters such that they can be
altered separately. In addition, this allows for local perturbations of the random field.
Therefore, the selected random field generator provides great flexibility in implementing
the physical model of an inhomogeneous field with spatial covariance.
Since the existence of submerged oil is controlled by the ambient density, the differ-
ence in the acoustic parameters between the oil contamination area and the surrounding
medium is considered small. As a result, when insonified with an acoustic wave, the
submerged oil field causes weak scattering of the incident acoustic energy. A model is
implemented to study the underlying mechanisms of backscattering due to spatial het-
erogeneity of the medium and predict the backscattering returns (Paper A). A unified
approach is adopted to model weak scattering both from volume heterogeneity and inter-
face roughness. The unified approach considers interface roughness as a special case of
spatial heterogeneity. Thus, backscattering due to water-oil interface roughness can be
successfully integrated to the scattering model from spatial heterogeneity of the acoustic
parameters. Scattering from light gas bubbles is also studied and included in the model.
High-frequency acoustic methods are proposed to detect and localize the oil polluted
area (Papers A, B). A monostatic active sonar configuration is considered to insonify the
medium and receive the backscattered returns. The acoustic map is subject to the resolu-
tion limitations of the sonar. Nevertheless, it is shown that high-frequency sonars improve
the resolution in the acoustic imaging allowing the detection of small scale structure. A
method for inference of spatial covariance parameters, i.e., variance and correlation, is
proposed to describe the scattering field in terms of its second-order statistics from the
backscattered returns (Papers A, B). It is indicated that high-frequency acoustics provide
a quantitative statistical description of the random field which is useful in monitoring
the degradation process of the submerged oil contamination.
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All in all, the results indicate that high-frequency acoustic methods not only are
suitable for large-scale detection of oil contamination in the water column but also allow
inference of the spatial covariance parameters resulting in a statistical description of the
oil field. However, experimental validation is required to tune the statistical parameters
of the random fields and improve the sound propagation model based on the sound speed
profile and the geomorphy of the experimental site.
The second part adapts the theory of compressive sensing (CS) to direction-of-arrival
(DOA) estimation in passive sonar signal processing, which is the main research topic
of the PhD study. Signal acquisition based on CS can be more efficient than traditional
sampling for sparse or compressible signals. Consequently, CS requires much fewer mea-
surements than traditional methods for accurate reconstruction when the underlying
signal is sparse. The problem of DOA estimation involves inferring the number, the
angular direction and the complex amplitude of usually few wavefront arrivals, possibly
in the presence of noise, from measurements of the wavefield with an array of sensors.
Hence, DOA estimation is essentially a sparse signal reconstruction problem from an
undetermined linear system of equations. Exploiting the inherent sparsity, the problem
of DOA estimation can be solved in the CS framework, i.e., by solving an `1-norm mini-
mization problem with convex optimization, to achieve high-resolution acoustic imaging.
It is demonstrated that CS outperforms the conventional DOA estimation methods
(Papers C–G). Specifically, conventional beamforming (CBF), which can be interpreted
as an `2-norm minimization problem, suffers from low resolution and the presence of side-
lobes. Other methods, such as MVDR and MUSIC, overcome the resolution limit of con-
ventional beamforming by exploiting signal information conveyed by the cross-spectral
matrix and offer high-resolution DOA maps. However, the performance of cross-spectral
methods depends on the eigenvalues of the cross-spectral matrix thus it degrades with
few snapshots (observations of the array output), when the cross-spectral matrix is rank
deficient, and in the presence of coherent arrivals, when the signal subspace is reduced.
CS achieves high-resolution acoustic imaging by promoting sparsity in the reconstructed
DOA map even with a single snapshot and coherent arrivals since it utilizes directly the
measured pressure and not the cross-spectral matrix. For multiple snapshots, CS assumes
a constant sparsity profile to combine information across snapshots (Papers C, F).
The `1-norm minimization is a convex problem thus converges to a global minimum.
However, the solution to the `1-norm minimization problem is often not the sparsest
possible, especially with noisy observations. It is demonstrated that the `1-norm can be
replaced by other sparsity promoting functions to enhance sparsity (Papers C, D). Even
though the resulting problem is non-convex, it can be solved with convex optimization
as an iterative reweighed `1-norm minimization problem. Provided proper initialization,
convergence to local minima is avoided.
The limitations of CS in DOA estimation are described by an offset and resolution
analysis (Paper C). It is shown that the estimate offset and the resolution of CS are
related to the coherence of the sensing matrix and depend on array geometry, frequency,
source location and SNR. Nevertheless, these limitations are restricted to the proximity
of the direction of the actual arrival while CS has robust performance in most of the
angular spectrum.
On a discrete angular grid, the CS reconstruction degrades due to basis mismatch
when the DOAs do not coincide with the angular directions on the grid. Basis mis-
match can be overcome by formulating the problem in the continuum of the angular
spectrum. It is shown that, even though the problem in the continuous formulation
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has infinitely many unknowns, it can be solved efficiently over few optimization vari-
ables in the dual domain with semidefinite programming (Paper E). Utilizing the dual
optimal variables, the DOAs are accurately reconstructed through polynomial rooting.
Polynomial rooting is employed in several DOA estimation methods to improve the res-
olution (Root-MVDR, Root-MUSIC). However, these methods involve the estimation of
the cross-spectral matrix hence they require many snapshots and stationary incoherent
sources and are suitable only for uniform linear arrays. Grid-free CS is demonstrated
not to have these limitations (Paper E).
The `1-norm minimization problem in sparse signal reconstruction can be reformu-
lated into a least-squares problem with an `1-norm regularization term. This formulation
allows the sparse reconstruction method to be interpreted in a Bayesian setting where
both the observations and the unknowns are treated as stochastic processes. Assuming
a complex Gaussian likelihood for the data and a Laplacian-like prior for the unknown
complex parameters, the CS solution is shown to be the maximum a posteriori estimate
both in the single and the multiple snapshot case (Paper F). In the `1-norm regular-
ized least-squares formulation, the choice of the regularization parameter is crucial as
it controls the balance between the sparsity of the estimated solution and the data-fit,
determining the quality of the reconstruction. The solution as a function of the regular-
ization parameter follows a piecewise smooth trajectory. It is shown that the singularity
points in the solution path are associated with a change in sparsity and can be used to
indicate a proper value of the regularization parameter to achieve high-resolution DOA
reconstruction (Paper F).
Overall, CS reconstruction in DOA estimation provides high-resolution acoustic
imaging even with non-uniform array configurations, single-snapshot data, coherent ar-
rivals and under noisy conditions outperforming conventional DOA estimation methods.
This is validated both through simulations and with experimental towed array data from
ocean acoustic measurements.
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The challenge of a deep-water oil leak is that a significant quantity of oil remains in the water col-
umn and possibly changes properties. There is a need to quantify the oil settled within the water
column and determine its physical properties to assist in the oil recovery. There are currently no
methods to map acoustically submerged oil in the sea. In this paper, high-frequency acoustic meth-
ods are proposed to localize the oil polluted area and characterize the parameters of its spatial co-
variance, i.e., variance and correlation. A model is implemented to study the underlying
mechanisms of backscattering due to spatial heterogeneity of the medium and predict backscatter-
ing returns. An algorithm for synthetically generating stationary, Gaussian random fields is intro-
duced which provides great flexibility in implementing the physical model of an inhomogeneous
field with spatial covariance. A method for inference of spatial covariance parameters is proposed
to describe the scattering field in terms of its second-order statistics from the backscattered returns.
The results indicate that high-frequency acoustic methods not only are suitable for large-scale
detection of oil contamination in the water column but also allow inference of the spatial covari-
ance parameters resulting in a statistical description of the oil field.
VC 2013 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4818897]
PACS number(s): 43.60.Fg, 43.60.Cg [ZHM] Pages: 2790–2798
I. INTRODUCTION
Prior to the oil accident of the Deepwater Horizon, the
presence of oil in the sea was confined at shallow-water
owing to either natural processes (e.g., biogenic oil) or
human-induced pollution (e.g., oil slicks along shipping
routes, blow outs from shallow water oil drills).
Subsequently, the effort has been focused on monitoring and
characterizing oil pollution on the sea surface. Remote sens-
ing methods from satellites and aircrafts are efficient imag-
ing methods of buoyant oil on the sea surface.1,2 The
challenge of a deep-water oil leak encountered in the case of
the Deepwater Horizon is that a significant quantity of oil
remained in the water column after the cease of the dis-
charge from the wellhead3,4 with serious environmental
implications.5–7 Much of the oil which was released into the
water decomposed into stringy formations of viscous mate-
rial which remained trapped, mixed with water, far below
the sea surface;3,4 see Fig. 1. Even though the mean values
of the acoustic parameters, the compressibility, and density,
of sea water and oil are approximately equal, weak scattering
of acoustic waves (volume reverberation) can be observed in
both areas due to random fluctuations of the acoustic param-
eters from their mean value. It is of interest to determine the
physical properties of the new forms of oil and describe the
spatial covariance of the submerged oil in order to monitor
the degradation process.
Methods based on electromagnetic waves are inefficient
for mapping submerged oil in the sea since the electromag-
netic waves attenuate fast when traveling in water. Acoustic
methods based on Doppler velocimetry which have been
used8,9 to quantify turbulent flow of hydrocarbons are ineffi-
cient to quantify the submerged oil since they require knowl-
edge of the exact position of the oil leak. Tracking of the
submerged oil is mainly based on fluorescence and dissolved
oxygen measurements and low-frequency acoustic1 or seismic
methods.10 These methods can detect submerged oil plumes
but they do not provide information about the spatial distribu-
tion of the stringy oil contaminants in the water. High-
frequency acoustic methods are promising since they can both
overcome the optical opacity of the water and resolve the
small-scale structure of the new forms of oil. Therefore, such
methods can be used both to localize submerged oil fields and
to characterize them in terms of their second order statistics.
The submerged oil in the water is modeled as a fluid me-
dium with spatial heterogeneity, potentially exhibiting
roughness at the interfaces with the water and possibly com-
prising inclusions of gas bubbles. Since the existence of sub-
merged oil is controlled by the ambient density it is a
reasonable assumption that the difference in the acoustic pa-
rameters between the two fluid media is small, producing
weak scattering of the incident acoustic energy.11,12
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Several authors13–17 have used the weak scattering
approach to model monostatic backscattering from inhomo-
geneous sediments in the seafloor. Palmese and Trucco13
incorporate the effect of volume reverberation from the
seabed to their model of imaging embedded objects with a
three-dimensional (3D) monostatic sonar configuration. Li14
and Li et al.15 model the monostatic backscattering from 3D
volume inhomogeneities in shallow water ocean sediments.
Tang16 and Ivakin17 developed independently the theoreti-
cal framework for a unified approach to describe weak scatter-
ing due to interface roughness and volume inhomogeneities,
i.e., spatial fluctuations of the compressibility and density,
from ocean sediments. The unified approach is based on the
assumption that the roughness can be described as a specific
kind of spatial fluctuation around an otherwise horizontal inter-
face. Ivakin17 further assumes that the weak scattering
approach is not restricted to small-scale roughness but it
extends to arbitrary roughness as long as the difference in the
parameters between the adjacent media is not large. The uni-
fied approach in modeling scattering from irregular media
facilitates the description of cases where the effect of volume
and surface scattering is comparable and potentially coherent.
In this paper the weak scattering approach is applied for
modeling the backscattered returns from inhomogeneous
substances in the water column. A random field generator is
introduced to implement a physical model of the inhomoge-
neous media and high-frequency active sonar is selected to
collect the backscattered returns. Relative to methods used
in ocean acoustics,14,15 the random field generator18 allows
local perturbations of the modeled random field.
It is shown that high-frequency acoustics can be used to
detect the submerged field and infer the parameters of its
spatial covariance. Traditional methods describe weak scat-
tering fields by comparing the statistical distribution of back-
scattering strength with known models.12,19,20 An alternative
method is proposed which allows the description of a sta-
tionary scattering field in terms of its second-order statistics
without prior knowledge of its spatial covariance.
II. SCATTERING FROM INHOMOGENEITIES
Since the focus of this work is on modeling volume scat-
tering, we undertake the derivation of the scattered pressure
due to a region R in the medium with spatial heterogeneity
in the acoustic parameters. The derivation follows the analy-
sis by Morse and Ingard.21
Assuming time-stationarity, the Helmholtz equation for
the scattered acoustic pressure p due to inhomogeneities in
the acoustic parameters is given by
r2pþ k2p ¼ k2 jðrÞp div ðqðrÞgrad pÞ; (1)
where k ¼ x=c is the wavenumber, x ¼ 2p f is the radial
frequency, c is the speed of sound, and
j ¼
je  j
j
inside R
0 outside R;
q ¼
qe  q
qe
inside R
0 outside R
8<
:
8<
:
are the deviations of the model parameters, namely, of the
compressibility and density, relative to their unperturbed
mean values, j and q, respectively. The fluctuations vary in
a statistical manner as a function of space.
Applying the Gauss-Green theorem, the Helmholtz
equation takes the form of the integral equation,
pðr0Þ ¼ piðr0Þ
þ
ð
R
ðk2jðrÞpðrÞ  rðqðrÞrpðrÞÞÞ gðr0jrÞdr
¼ piðr0Þ þ
ð
R
ðk2jpgþ qrprgÞdr; (2)
where g is the Green’s function and pi is the incident wave.
The Green’s function describes the sound pressure at an ob-
servation point r0 due to a point source located at r and is
given by
gðr0jrÞ ¼ 1
4pjr0  rj e
ikjr0rj: (3)
The time convention eixt is implied and neglected for
simplicity. For far field radiation the Green’s function takes
the form in Eq. (4), where r ¼ jrj,
gðr0jrÞ ¼ 1
4pr
eikjr0rj: (4)
The incident wave insonifies the region R. It emanates
from a monopole located at the origin of the coordinate
system out of the scattering region R and is given by
Eq. (5),
piðrÞ ¼ A e
ikr
r
; (5)
where A is the pressure amplitude at a distance 1m from the
source, k is the wavenumber of the incident wave, and r
denotes the location of the insonified point.
The integral equation, Eq. (2), is exact and valid
universally for parameter perturbations of arbitrary size.
FIG. 1. Schematic for a submerged dispersed oil plume within the water col-
umn. (a) The mean values of the acoustic parameters for the two media are
approximately equal. (b) Weak scattering can be observed due to random
fluctuations of the acoustic parameters from their mean values.
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Discontinuous perturbation can also be handled with Eq. (2)
since it does not involve gradients of the model parame-
ters.17 Nevertheless, solving Eq. (2) requires exact expres-
sions of the Green’s function and the sound pressure inside
the scattering region R. The integral equation for the scat-
tered wave can be solved analytically only for a few special
cases (e.g., scattering by spheres). Alternatively it can be
solved by variational methods or approximations.21,22
In the case of weak scattering, first-order scattering is
assumed, thus Born’s approximation is applied. Born’s
approximation implies that the sound pressure inside the
scattering region is equal to the incident sound pressure
neglecting the effect of higher-order scattering.21,22
The sound pressure observed at a remote position r0 due
to scattering from inhomogeneities in the acoustic parame-
ters located at r within a region R is determined by inserting
Eqs. (4) and (5) into Eq. (2). In a monostatic configuration
and assuming that the Born approximation is valid the scat-
tered sound pressure is given by21
psðr0Þ ¼ k
2A
4p
ð
R
ðjðrÞ  qðrÞÞ e
ikðjr0rj þ rÞ
r2
 
dr:
(6)
III. RANDOM FIELD GENERATOR
There are indications that the submerged oil extends
throughout the water column as elongated formations of vis-
cous material mixed with water and possibly with biological
material.3 Since the spatial distribution of scatterers due to dis-
persed oil varies in a complex way it is reasonable to model it
as a random field of compressibility and density perturbations
of the background medium with specified statistical properties.
In the absence of turbulence and for a short measure-
ment interval, the random field is assumed to be spatially sta-
tionary and time-invariant. Stationarity can be exploited to
develop a numerical method for synthetically generating ran-
dom fields.
A. Methods for generating random fields
The term random field generator refers to an algorithm
which utilizes uncorrelated normally distributed random
numbers to generate more complex random fields with spe-
cific spatial covariance characteristics.18,23,24 In principle,
the algorithm generates a stationary random field, e, by add-
ing a convolution of a random Gaussian field, n, with a
decomposition of the underlying covariance function, w, to
the mean value, m,
 ¼ mþ w  n: (7)
Several statistical methods have been proposed for syn-
thetically generating random fields which differ in the imple-
mentation of the convolution in Eq. (7). Using the Cholesky
decomposition of the covariance matrix,25,26 the convolution
is calculated by multiplying the lower triangular matrix by a
vector of random uncorrelated numbers. The moving aver-
age (MA) method27,28 offers an alternative implementation
of the covariance decomposition. In this method, the covari-
ance function is expressed as a convolution product of two
mirror symmetric functions. The function resulting from the
decomposition of the covariance function is further con-
volved with a set of uncorrelated random numbers on the
field grid. The drawback of this method is that it is generally
difficult to determine the decomposition function.18,27,28
Spectral methods perform the convolution in the spec-
tral domain using the fast Fourier transform (FFT) algo-
rithm.14,15,23,24 The spectral methods are based on the fact
that, for a stationary random field, the Fourier transform con-
nects the covariance function, CðhÞ, with its spectral equiva-
lent, the power spectrum, SðkÞ, where h and k are vectors
denoting the lag and spectral distance, respectively,29,30
CðhÞ ¼ hðrÞðrþ hÞi
SðkÞ ¼
ð1
1
CðhÞei2pkh dh: (8)
Since a convolution in the spatial domain is equivalent to
a product in the spectral domain and the Fourier transform of
a real and even function is also a real and even function, the
decomposition of the power spectrum is symmetric and can
be calculated by its square root. Thus, the spectral methods
generate random fields subject to specific covariance charac-
teristics by multiplying the square root of the power spectrum
by a set of complex Gaussian numbers, N  CNð0; 1Þ,
where CN ð0; 1Þ denotes the standard complex normal distri-
bution. Spectral methods perform the computations efficiently
due to the FFT algorithm. However, equidistant grids are
required. Besides, care should be taken on the selection of the
random numbers generated in the spectral domain to obtain
real-valued fields in the spatial domain.14,15,18,23,24
B. The FFT-MA generator
The numerical method used herein to generate discrete,
stationary, random fields for the perturbations is called the
fast Fourier transform-moving average (FFT-MA).18 The
FFT-MA method combines the advantages of the spectral
methods and of the MA approach. It performs the computa-
tions in the spectral domain using the efficient FFT algo-
rithm while preserving the generation of the random
numbers in the spatial domain as in the MA framework,
 ðrÞ ¼ mðrÞ þ F1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃSðkÞp FfnðrÞg: (9)
Briefly, the steps of the FFT-MA random field generator
algorithm involve:
(1) Calculation of the discrete covariance function CðhÞ on
a spatial grid with spacing at least half of the characteris-
tic length in each direction; see Sec. III C. It is important
to perform the discretization symmetrically to obtain a
real and even covariance function. Zero-padding at least
to the extent of a characteristic length is required to
avoid wrap-around effects.
(2) Generation of Gaussian random numbers from the
standard normal distribution on the spatial grid
nðrÞ  N ð0; 1Þ.
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(3) Fourier transform CðhÞ and nðrÞ to obtain the power
spectrum SðkÞ and the spectral representation of the ran-
dom numbers NðkÞ, respectively. Since CðhÞ is real and
even, SðkÞ is real and even as well.
(4) Computation of the square root of the power spectral
density as in spectral methods GðkÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃSðkÞp .
(5) Inverse Fourier transforms the product GðkÞNðkÞ giving
the convolution product gðrÞ  nðrÞ.
(6) Generation of the random field ðrÞ ¼ mðrÞ þ gðrÞ
 nðrÞ according to the MA framework.
Compared to spectral methods the generation of the ran-
dom numbers in the spatial domain allows local perturbations
which will practically affect the field values on the grid to the
extent of the correlation length. This is not possible in spectral
methods where changing a random number in the spectral do-
main affects the whole spatial domain. Similar to the spectral
methods, the FFT-MA algorithm requires regular grids in
each direction (i.e., equidistant spacing) in the spatial domain.
C. Covariance models
The implemented FFT-MA algorithm can generate one-
dimensional (1D), two-dimensional (2D), or 3D random
fields with a Gaussian, Eq. (10), exponential, Eq. (11), or
spherical, Eq. (12), covariance,31,32
CðhÞ ¼ r2e3h2=l2 ; (10)
CðhÞ ¼ r2e3h=l ; (11)
CðhÞ¼ r2 1
3
2
h
l
1
2

h
l
3 ! !
if h l
0 if h> l;
8><
>: (12)
where h ¼ jhj is the lag distance (isotropic case), r2 ¼ Cð0Þ is
the variance, and l is the characteristic length. The spherical co-
variance function becomes zero at a distance equal to the char-
acteristic length. The Gaussian and exponential covariance
functions reach the zero value asymptotically and have
decayed by 95% at a distance equal to the characteristic length.
Figure 2 compares the three covariance models in the
isotropic case. For short lag distances near the origin the
Gaussian model has a parabolic behavior, suitable for model-
ing regular phenomena due to the smooth decay, while the
exponential and the spherical model decay linearly.32
In the multidimensional case, the implemented FFT-MA
algorithm can generate fields with geometric anisotropy as
well.31 In this case, the characteristic length is direction-
dependent. A linear coordinate transformation involving a
rotation and a scaling is used to include anisotropy in the
expressions of Eqs. (10)–(12).32
D. Examples
A variety of covariance models can be used to determine
the spatial properties of the generated field. In modeling this
gives flexibility in representing different qualities of the field
as smoothness or irregularity, isotropy or anisotropy. Figure 3
shows realizations of 2D anisotropic random fields with
Gaussian, exponential, and spherical covariance. The field with
a Gaussian covariance exhibits smooth characteristics while
the field with an exponential covariance is more irregular.
The random numbers and the covariance parameters are
dissociated and can be altered either separately or simultane-
ously. This is possible since the generating field is Gaussian
and the resulting field is a linear transformation of the
Gaussian field. The separation of the random and covariance
parameters gives great flexibility which is useful for inverse
methods. Figure 4 shows realizations of 2D anisotropic fields
with Gaussian covariance generated by retaining the set of
random numbers and altering the characteristic length. As the
FIG. 2. 1D Gaussian (full line), exponential (dotted line), and spherical
(dashed line) covariance functions as a function of the lag distance h. The
variance is r2 ¼ 1 and the characteristic length is l ¼ 4.
FIG. 3. Realizations of 2D anisotropic random fields with (a) Gaussian,
(b) exponential, and (c) spherical covariance on a grid of 50 50 pixels.
The mean field is m ¼ 0 with variance r2 ¼ 1, major characteristic length
lmax ¼ 20 pixels in the horizontal direction and anisotropy factor (the ratio
of the minor to the major characteristic length) 0.2 for all models.
FIG. 4. Perturbation of covariance parameters only. Realizations of 2D an-
isotropic random fields with Gaussian covariance on a grid of 50 50 pixels.
The mean field is m ¼ 0 with variance r2 ¼ 1 and anisotropy factor 0.2 in all
cases. The major characteristic length is occurring in the horizontal direction
and is (a) lmax ¼ 10, (b) lmax ¼ 20, and (c) lmax ¼ 30 pixels.
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characteristic length increases the spatial features are merged
to larger formations but they appear at the same location.
The ability not only to alter the set of random numbers
separately from the covariance parameters but also to perform
local alterations is the main improvement of the FFT-MA
algorithm with respect to spectral methods. This is due to the
generation of random numbers in the spatial domain. Figure 5
exhibits the effect of a local alteration of the random set.
In conclusion, the FFT-MA algorithm provides an effi-
cient and flexible method for implementing physical models
of random fields.
IV. MODELING AND DETECTION OF VOLUME
INHOMOGENEITIES
The random field generator and the propagation model are
the necessary tools in simulating backscattered returns from
weak scatterers. After choosing a receiving configuration, the
backscattered returns are post-processed using beamforming to
localize the scattering region from the received signals.
Active sensing (i.e., a pulse is used to insonify the area of in-
terest) and a monostatic configuration (i.e., the transmitter and the
receiver array are collocated) are considered here. A multibeam
sonar is chosen as the transmitting and receiving configuration.
Following the specifications in Ref. 33, the considered
transmitter emits a 200 kHz narrowband sinusoidal signal.
The pulse is gated with a Hamming window of 120 ls length
incorporating 24 periods. The duration of the transmitted
pulse, Ts, dictates the range resolution, Dr ¼ cTs=2. The
source level is 200 dB re 1lPa at 1m. The transmitter has a
directivity pattern characterized by constant response within
an angle of 140 in the across-track plane and a much nar-
rower opening angle of 2 in the along-track plane.
The receiver comprises Nm ¼ 256 hydrophones arranged
in a uniform linear array (ULA) with dm ¼ 1:6 mm spacing.
Delay-and-sum beamforming with Hamming weighting is
applied34 to impose directivity to the receiving array. The
sound speed profile is assumed constant. The half-power beam
width defines the angular resolution of the beamformer. The
beam width at broadside is sin1½0:886ðk=NmdmÞ 	 18 with
uniform weighting34 and 1.4 with Hamming weighting. Even
though Hamming weighting degrades the angular resolution of
the beamformer, it is chosen since it significantly suppresses
the maximum sidelobe level from 13dB with uniform
weighting to 43 dB.
Sound attenuation due to dissipation in sea water is
accounted for by introducing an imaginary part to the acoustic
wavenumber.11 The absorption coefficient is calculated
according to the Francois-Garrison equation.35,36 The attenua-
tion is attributed to absorption from pure water and from the
chemical relaxation of magnesium sulfate which is the main
absorption mechanism at frequencies within the range of 10
to 500 kHz. The absorption coefficient is a ¼ 50 dB/km for
salinity 35 ppm, temperature 6, pH 8, depth 50m, and fre-
quency 200 kHz, corresponding to a sound speed of 1470m/s.
Even though the absorption for the oil contaminants is
expected to be larger, the excess of attenuation is neglected
since the sound propagates mainly into sea water.
Dynamic focusing is considered to relate the focusing
distance with the travel time (r ¼ ct=2), resulting in an infi-
nite depth of field.37,38 Time-varied gain (TVG) is applied to
compensate for spreading loss and absorption making the
received signals independent of the scatterer’s distance. This
corresponds to multiplication of the received signals, pr,
with a range dependent function f ðrÞ ¼ r2ea2r . In the pres-
ence of additive ambient noise, pr ¼ ps þ n, the application
of TVG to the received signals is expected to amplify not
only the signal, the scattered pressure ps, but also the noise
with increasing range. Nevertheless, ambient noise is
neglected since the scattered pressure, Eq. (6), is much
higher than additive noise in the received signal due to the
high source level and the high-frequency considered.
Since the transmitter of the sonar has a narrow directiv-
ity pattern in the along-track plane, only the 2D across-track
plane is modeled. The model grid extends horizontally from
x ¼ 100 to 100m and vertically from z ¼ 0:5 to 100m
with spacing dx ¼ dz ¼ 0:05m in both directions. The
beamforming grid spans from h ¼ 708 to 70 with spacing
dh ¼ 1:48 and from r ¼ 0:5 to 100m radially with spacing
dr ¼ 0:1m. A range dependent correction, 1=rdhdr, is
applied to the reconstructed values on the beamforming grid
to compensate for the increasing width of the grid cells with
increasing range. The beamformer values are interpolated to
the model grid after the reconstruction. The resolution cells
become wider as the jxj and z values increase resulting in
lower resolution for distant locations. The range resolution is
constant and equal to 0.1 m.
For acquiring a 3D image, a planar array is required,
increasing the complexity of the processing. In this case
sparse arrays is an option.39
A. Volume heterogeneity
A 2D field of volume inhomogeneities is considered
representing the water column with a region of contamina-
tion characterized by a different covariance structure than
the rest of the field.3 The average compressibility and density
are constant throughout the field.
It is often assumed that the compressibility fluctuations
are proportional to density fluctuations with a position-
FIG. 5. Local alteration of the random numbers. (a) and (b) realizations of
2D anisotropic random fields with Gaussian covariance, mean m ¼ 0, var-
iance r2 ¼ 1, major characteristic length lmax ¼ 20 pixels in the horizontal
direction and anisotropy factor 0.2. The realization in (b) is generated by the
same set of random numbers except from a window of 10 10 pixels (black
square) where the random numbers are locally perturbed. (c) The difference
between the realizations in (a) and (b). The region of perturbation aug-
mented by the characteristic length in each direction is marked with a
dashed rectangle.
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independent proportionality factor.19 Besides, compressibility
fluctuations are larger than density fluctuations in fluids.22
Therefore, only compressibility fluctuations are considered in
the model of volume reverberation.
The selection of the parameters is somehow arbitrary
due to lack of experimental information. For the pure water
region an isotropic Gaussian covariance model [Eq. (10)] is
selected with variance r2j ¼ 0:001 and characteristic length
l ¼ 0:1m. The contaminated region is expected to have a
higher viscosity and present layering due to oil/water inter-
face tension.40 Therefore, an anisotropic spherical covari-
ance model is selected for the contaminated region with
variance r2j ¼ 0:01, major characteristic length lmax ¼ 2 m
occurring in the horizontal direction and minor characteristic
length lmin ¼ 0:5m occurring in the vertical direction.
Figures 6(a) and 6(b) show the insonified area and the beam-
former output.
Figures 6(c) and 6(d) show another case where the inho-
mogeneous fields in the two regions differ only in the char-
acteristic lengths. Namely, the pure water region is described
by an isotropic Gaussian covariance model with variance
r2j ¼ 0:01 and characteristic length l ¼ 0:1 m. The contami-
nated region is described by an anisotropic Gaussian covari-
ance model with variance r2j ¼ 0:01, major characteristic
length lmax ¼ 2 m occurring in the horizontal direction and
minor characteristic length lmin ¼ 0:5 m occurring in the ver-
tical direction.
B. Surface roughness
Based on the unified formulation16,17 scattering from
surface roughness is modeled as a special case of spatial het-
erogeneity. Equation (6) is used to calculate the scattered
pressure attributed to surface roughness. In this case the co-
variance characteristics of the roughness at the interfaces are
described by a 1D Gaussian covariance model with a var-
iance of r2 ¼ 0:01 and a characteristic length of l ¼ 0:1 m.
Figure 7 shows the insonified area in the case of two dis-
tinct anomalous interfaces and the beamformer output.
C. Small gas bubbles
Exact formulas can be derived for the scattered pressure
from spheres owing to their simple geometry. When the
wavelength is long relative to the diameter of the sphere, the
Born approximation is valid and the expressions can be sim-
plified for simple scattering. The focus here is on light com-
pressible spheres like gas bubbles in water or oil, for which
the compressibility is larger, jg > j, and the density is much
smaller, qg 
 q, than the corresponding values of the ambi-
ent fluid. Following Ref. 21, the scattered pressure at r0 due
to a gas sphere at r with radius a smaller than the wavelength
of the insonifying wave is approximated by
psðr0Þ ¼ A e
ikr
r
1
3
k2a3
jg
j
þ 3
  
: (13)
Figure 8 shows the beamformed backscattered returns
from 103 bubbles with radius a ¼ 0:5 mm randomly distrib-
uted within the observation grid. The ratio of compressibil-
ities is jg=j ¼ 104 since the compressibility of water is on
FIG. 6. (a) and (c) 2D fields of compressibility fluctuations in the water col-
umn and (b) and (d) the corresponding beamforming reconstructions. The
contamination extends over 50 to 75m depth characterized by a different co-
variance structure than the rest of the field. (c) and (d) The two fields differ
only in the characteristic lengths.
FIG. 7. (a) 2D field with two rough surfaces at 50 and 75m, respectively,
and (b) the beamforming reconstruction.
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the order of j ’ 1010 Pa1 and of air is on the order of
jg ’ 106 Pa1.
V. INFERENCE OF SPATIAL COVARIANCE
PARAMETERS
In an acoustic backscattering model of volume inhomo-
geneities, a statistical description of the field is more appro-
priate than a deterministic description due to the complex
structure of the inhomogeneities.30,41 Besides, a determinis-
tic description of the field has less to offer when the interest
is in studying volume reverberation in a medium where there
is flow, such as in the water column.
Typically, volume reverberation is described by the sta-
tistical distribution of the backscattering strength. The back-
scattering strength is defined as the ratio of the scattered
intensity to the incident intensity per unit volume in
dB.11,12,30,42,43 This measure is widely used in sonar applica-
tions concerned with target detection and identification44,45
or with the remote classification of weak scattering mecha-
nisms such as seafloor sedimentation by comparison to
known models.12,19,20 The backscattering strength is propor-
tional to the cross spectral density thus related to the statisti-
cal properties of the field.20,44,46 However, for narrowband
measurements the backscattering strength provides a single
measure and additional information for covariance parame-
ters are required to relate the spatial variation of the scatter-
ing field to a covariance model. Herein, an alternative
method is proposed to infer the covariance parameters of the
scattering field directly from the beamforming reconstruction
without using prior knowledge on the spatial covariance.
Using the Fraunhofer approximation, the range in the
phase term of the far field expression of the Green’s function
[Eq. (4)] can be approximated by the first-order terms of a
second-order binomial expansion,37
jr0  rj 	 r  r^  r0; (14)
where r ¼ jrj and r^ ¼ r=r is the unit vector in the direction
of the scatterer’s location.
After application of dynamic focusing and TVG (com-
pensating for the r2 attenuation term), the signals received at
the horizontal sensor locations, xq ¼ ½q ðNm  1=2Þdm,
q ¼ ½0; 1; :::; Nm  1, according to Eq. (6) are
pqðrÞ /
X
h
jðh; rÞeikð2rxq sinðhÞÞ
/ eik2r
X
h
jðh; rÞvðhÞ; (15)
where r is the radial distance of focus and vðhÞ ¼ eikxq sinðhÞ.
Applying conventional beamforming with Hamming
weighting to the received signals, the beam associated with
the steering angle hf at radial distance r is
bf ðhf ; rÞ ¼ ðwH  vðhf ÞÞ†  pqðrÞ; (16)
where wH is the vector of the Hamming weights,
† denotes
conjugate transpose, and  denotes element-wise
multiplication.
Introducing the beam pattern as a function of the arrival
angle h when the array is steered at hf ,
34
BHðh; hf Þ ¼ ðwH  vðhf ÞÞ†  vðhÞ; (17)
the beam bf ðhf ; rÞ is expressed as
bf ðhf ; rÞ ¼ eik2r
X
h
jðh; rÞBHðh; hf Þ: (18)
Thus the beamformer output normalized by the maxi-
mum value in the beamforming reconstruction is connected
to the field values as
boutðhf ; rÞ ¼
X
h
jðh; rÞBHðh; hf Þ
2
maxðhf ; rÞ
X
h
jðh; rÞBHðh; hf Þ
2 (19)
or
bðhf ; rÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
bout
p
¼
X
h
jðh; rÞBHðh; hf Þ

maxðhf ; rÞ
X
h
jðh; rÞBHðh; hf Þ
 :
(20)
According to Eq. (20), the square root of the beam-
former output at a point on the beamforming grid contains
the contribution of all the field values on the radial distance
of focus, jðh; rÞ, weighted by the beam pattern. However,
the more the beam pattern resembles a delta function, the
more the square root of the beamformer output, bðhf ; rÞ, will
be proportional to the corresponding field value, jðhf ; rÞ.
Thus, the parameters of the spatial covariance of a field of
volume inhomogeneities can be estimated by the statistics of
the square root of the beamforming output.
For a stationary random process, u, the discrete spatial
covariance function can be estimated from a finite number of
samples, N, as47
FIG. 8. (a) 2D field with randomly distributed small gas bubbles and (b) the
beamforming reconstruction.
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C^ðgÞ ¼ 1
N
XNg
i¼1
ðuiþg  uÞðui  uÞ; (21)
where g ¼ 0; 1; :::; N  1, u ¼ 1=NPNi¼1 ui is the sample
mean and denotes an estimate.
For a 2D field the sample covariance estimate is
C^ðhx; hzÞ ¼ 1
Nx
1
Nz
XNxn
i¼1
XNzf
j¼1
ðbcðxi þ hx; zj þ hzÞ
 bcÞðbcðxi; zjÞ  bcÞ; (22)
where Nx, Nz denote the number of sample grid points in
the x and z directions, dx, dz are the corresponding grid spac-
ings, n ¼ 0; 1; :::; Nx  1, f ¼ 0; 1; :::; Nz  1 and hx ¼ ndx,
hz ¼ fdz are the lag distances in the x and z directions,
respectively.
In order to obtain the beamformer values on the sample
grid in Cartesian coordinates, bcðx; zÞ, interpolation is used
based on the nearest neighbor method.
Covariance sample estimates are calculated for the field in
Fig. 6(b). The sampling window has dimensions Nxdx ¼ 10m
(dx ¼ 0:05m) in the x direction and Nzdz ¼ 1m (dz ¼ 0:05m)
in the z direction. The sampling window is chosen such that it
exceeds the correlation lengths in each direction and that it is
small enough to examine areas where the resolution cells have
approximately the same size, thus fulfill the condition of spatial
stationarity. Additional averaging over 20 beamforming recon-
structions is used to improve the statistical estimate. Since the
covariance is expected to be non-negative, only non-negative
values are used.
Figures 9 and 10 show examples of covariance estima-
tion when sampled at the contaminated region characterized
by an anisotropic, spherical covariance model and at the sea
water region characterized by an isotropic, Gaussian covari-
ance model, respectively. The specific samples are centered
to the grid where the beamformer resolution is 1:2m in the x
direction (due to beam width) and 0:1 m in the z direction
(due to time-gating). Specifically, the sampling windows
extend from 5 to 5 m in the x direction and from 52:5 to
53:5 m and 48:5 to 49:5 m, respectively, in the z direction.
The theoretical [Figs. 9(a), 9(b), 10(a), and 10(b)] and esti-
mated [Figs. 9(c), 9(d), 10(c), and 10(d)] covariance func-
tions are compared in the direction both of the major and the
minor characteristic length for the two fields. The variance
corresponds to the maximum value of the covariance func-
tion at zero lag. The characteristic length corresponds to the
lag where the covariance function has decayed by at least
95% and is denoted by a dashed line in each case.
For the contaminated region (Fig. 9) the sample covari-
ance provides good estimates of the characteristic lengths in
both directions since the characteristic lengths exceed the re-
solution. Contrary, at the sea-water region (Fig. 10) the char-
acteristic length is smaller than the resolution in the x
direction of the beamformer, thus the estimate does not
reflect the actual values of the parameter but rather the reso-
lution limits; note the scale difference on the hx axis.
VI. CONCLUSION
Detection and characterization of submerged oil in the
sea water is studied with a model of backscattering from vol-
ume inhomogeneities. The physical model for the submerged
oil is represented as a random field of compressibility fluctu-
ations which exhibits stationary spatial correlation. A ran-
dom field generator based on the FFT-MA approach is
introduced to implement the physical model. The proposed
algorithm provides great flexibility in different modeling
scenarios. An active, high-frequency, monostatic sonar is
selected to insonify the medium and collect the backscat-
tered returns. The random field is localized with beamform-
ing and inference of spatial covariance is based on the
statistics of the beamforming reconstruction.
The simulation results indicate that inference of the spa-
tial covariance parameters is possible with high-frequency
FIG. 9. (a) and (b) True and (c) and (d) reconstructed covariance function
for the region characterized by an anisotropic, spherical covariance model
with variance r2j ¼ 0:01, major characteristic length lmax ¼ 2m in the x
direction and minor characteristic length lmin ¼ 0:5 m in the z direction. The
dashed lines denote the characteristic lengths in each case.
FIG. 10. (a) and (b) True and (c) and (d) reconstructed covariance function
for the region characterized by an isotropic, Gaussian covariance model
with variance r2j ¼ 0:001, and characteristic length l¼ 0.1m. The dashed
lines denote the characteristic lengths in each case.
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acoustics, providing a quantitative statistical description of
the random field. Nevertheless, the reconstructions are sub-
ject to resolution limitations of the sonar. The use of high
frequencies, resulting in narrow beam widths, improves the
resolution and allows the detection of small scale character-
istics. On the other hand, the use of high frequencies requires
challenging sonar designs with high power demands, since
high-frequency sound attenuates fast when propagating in
the water, and small interelement spacing.
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Abstract—In an acoustic backscattering model of a stationary
field of volume inhomogeneities, a stochastic description of the
field is more useful than a deterministic description due to the
complex nature of the field. A method based on linear inversion
is developed to infer information about the statistical properties
of the scattering field from the obtained cross-spectral matrix.
I. INTRODUCTION
Determination of the statistical properties of volume re-
verberation is crucial for dictating the level of false alarm in
the design of detection methods [1], [2] and for correlating
the acoustic return to the characteristics of known sediments
in remote sediment classification [3]–[5]. Hence, substantial
effort has been focused on modeling weak scattering [6]–[9].
High-frequency active sonars provide high-resolution measure-
ments and improve volume backscattering models by means of
detection of small scale structure as individual scatterers play a
more important role in determining scattering parameters [1]–
[5].
Herein, the weak scattering approach is applied for study-
ing the backscattering from inhomogeneous substances in
the water column and specifically for the characterization of
submerged oil from a deep-water oil leak. In such cases,
there are indications that a significant quantity of oil remains
submerged and extends throughout the water column as elon-
gated formations of viscous material mixed with water and
possibly with biological material [10], [11]. Since the existence
of submerged oil is controlled by the ambient density, the
difference in the acoustic parameters between the two fluid
media is small producing weak scattering of the incident
acoustic energy [3], [12]. The submerged oil in the water is
modeled as a fluid medium exhibiting spatial heterogeneity. A
random field generator [13] is used to implement a physical
model of the inhomogeneous medium and a high-frequency
active sonar is selected to collect the backscattered returns.
Typically, volume reverberation is described by the statisti-
cal distribution of the backscattering strength, which is defined
as the ratio of the scattered intensity to the incident intensity
per unit volume in dB [3], [12], [14]–[16]. The backscattering
strength is proportional to the cross spectral density of the
scattering field thus related to its statistical properties such
as variance and correlation length [1], [5], [17]. However, for
narrowband measurements the backscattering strength provides
a single measure and additional information for covariance
parameters are required to relate the spatial variation of the
scattering field to a covariance function.
A method is developed which allows to describe volume
scattering models quantitatively in terms of their statistical
properties. Determining the correlation function of the field
parameters directly with inverse methods gives a better mea-
sure of the volume reverberation statistical characteristics.
The theory of Toeplitz matrices [18] is employed to study
the stability of the solution and thus the quality of the recon-
struction.
II. FORWARD PROBLEM
A. Scattering from inhomogeneities
The scattered sound pressure ps observed at a remote
position r0 due to scattering from spatial fluctuations of the
compressibility κ(r) and density ρ(r) of the medium within
a scattering region R (see Fig. 1) is given by the integral
equation [19],
ps(r0) =
∫
R
(
k2κ(r)p(r)−∇ [ρ(r)∇ p(r)]
)
g(r0|r) dr, (1)
where k is the wavenumber, p(r) is the wave insonifying the
scatterer located at r and g(r0|r) = 14pi|r0−r|e−ik|r0−r| is the
free-space Green’s function which describes the sound pressure
at an observation point r0 due to a point source at r. The
harmonic time dependence eiωt is implied and neglected for
simplicity. The compressibility and density fluctuations are
normalized to their mean values, κ(r) = δκ(r)〈κ〉 , ρ(r) =
δρ(r)
〈ρ〉 ,
thus are dimensionless quantities.

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Fig. 1. Schematic for backscattering from an inhomogeneous field R.
For far field radiation, the Fraunhofer approximation for
the range term is valid [20],
|r0 − r| ≈ r − rˆ · r0, (2)
where r = |r| and rˆ = rr is the unit vector in the direction of
r and the Green’s function takes the simpler form,
g(r0|r) ≈ 1
4pir
e−ik(r−rˆ·r0). (3)
The incident wave which insonifies the region R emanates
from a monopole located at the origin of the coordinate system
out of the scattering region R,
pi(r) = A
e−ikr
r
, (4)
where A is the pressure amplitude at a distance 1 m from the
source and r denotes the range of the insonified point.
Assuming weak scattering, the Born approximation applies,
p ≈ pi. Thus, inserting Eqs. (3) and (4) in Eq. (1) the pressure
scattered from inhomogeneities in the acoustic parameters of
the medium is,
ps(r0) ≈ k
2A
4pi
∫
R
(
[κ(r)− ρ(r)] e
−ik(2r−rˆ·r0)
r2
)
dr. (5)
The density fluctuations are neglected henceforth since they
are proportional to the compressibility fluctuations and are less
significant in fluid media [15], [21].
Owing to the Born approximation, Eq. (5) relates linearly
the backscattered pressure and the fluctuations in the acoustic
parameters and can be discretized and rearranged in a matrix-
vector formulation.
B. Discretization of the propagation model
An active sonar in a monostatic configuration (the trans-
mitter and receiver array are collocated) is assumed. The
transmitter emits a narrowband high-frequency pulse and is
supposed to have a narrow directivity pattern in the along-track
plane, thus the monochromatic case is considered and only
the 2D across-track plane is modeled. The receiver comprises
sensors arranged in a uniform linear array centered at the
origin of the coordinate system such that the sensors locations
are xs = (s − Ns+12 )ds, s = 1, 2, · · · , Ns, where Ns is
the number of sensors with interelment spacing ds. Hence
rˆj · r0 = xs sin(θj) in Eq. (2), where θj is the angle between
the z-axis and the jth scatterer.
For reasons that will become apparent in the following, the
model parameters are discretized on a 2D grid equidistantly
spaced in sin(θ) and r. To simplify the notation, the variable
u = sin(θ) is introduced such that rˆj · r0 = xsuj .
Dynamic focusing is used to relate the focusing distance
with the arrival time [20], [22]. The scattered pressure at the
sensor located at xs at the focusing range rl is,
ps(xs, rl) =
k2A
4pi
e−ik2rl
r2l
dr
Nu∑
j
κ(uj , rl)e
ikxsujrldu. (6)
The forward problem can be written in a matrix formula-
tion,
d = Gm + n, (7)
where d is the N × 1 vector comprising the acquired data
(the scattered returns possibly contaminated with additive noise
described by the N×1 vector n), G is the N×M linear forward
matrix and m is the M×1 vector of model parameters, namely
the compressibility fluctuations.
More analytically, Table I shows the model parameters
arranged on the 2D grid, where Nu is the number of arrival
directions and Nr is the number of focusing depths. The total
number of model parameters is M = NrNu.
TABLE I. MODEL GRID.
m1 m2 · · · mNu
mNu+1 mNu+2 · · · m2Nu
...
...
. . .
...
m(Nr−1)Nu+1 m(Nr−1)Nu+2 · · · mNrNu
The vector m of the model parameters is formed by
stacking the rows of the model grid,
mM×1 =

κ(u1, r1)
...
κ(uNu , r1)
κ(u1, r2)
...
κ(uNu , r2)
...
κ(u1, rNr )
...
κ(uNu , rNr )

=

m1
...
mNu
mNu+1
...
m2Nu
...
m(Nr−1)Nu+1
...
mNrNu

. (8)
Herein, it is assumed that the model parameters are nor-
mally distributed with zero mean value and covariance matrix
Cm such that m ∼ N(0,Cm). Realizations of the field of model
parameters are obtained with a random field generator [13].
The data vector comprises the scattered pressure at each
sensor xs, s = 1, 2, · · · , Ns at each focusing range rl,
l = 1, 2, · · · , Nr (total number of elements N = NsNr) and
additive noise,
dN×1 =

d1
d2
...
dN
 =

ps(x1, r1)
...
ps(xNs , r1)
ps(x1, r2)
...
ps(xNs , r2)
...
ps(x1, rNr )
...
ps(xNs , rNr )

+

n1
n2
...
nN
 . (9)
The noise is assumed to be complex Gaussian with zero
mean and covariance matrix Cn such that n ∼ CN(0,Cn).
The noise covariance matrix is diagonal with the diagonal
elements equal to the noise variance σ2n. An estimate of the
noise variance can be obtained by performing measurements
with the sonar in passive mode, prior to the insonification of
the field.
Due to dynamic focusing, the forward matrix has a range-
dependent structure,
G(rl)Ns×Nu ∝
e−ik2rl
rl

eikx1u1 · · · eikx1uNu
eikx2u1 · · · eikx2uNu
...
. . .
...
eikxNsu1 · · · eikxNsuNu
 . (10)
The matrix G(rl) contains the propagation phase shifts
between all Ns sensors on the ULA positioned at xs, s =
1, 2, · · · , Ns and all Nu arrival directions uj , j = 1, 2, · · ·Nu
at the focusing distance rl.
The total GN×M matrix, where N = NsNr, M = NuNr,
is a block matrix which is constructed by the direct sum of
G(rl) for l = 1, 2, · · ·Nr.
GN×M =

G(r1) 0 · · · 0
0 G(r2) · · · 0
...
...
. . .
...
0 0 · · · G(rNr )
 . (11)
III. INVERSE PROBLEM
Generally, in a medium where there is flow as in the water
column, the scattering field will not be static so a deterministic
description has less to offer. Considering that m ∼ N(0,Cm)
and n ∼ CN(0,Cn), the data d are complex Gaussian d ∼
CN(0,Cd) with zero mean and covariance matrix Cd such that,
Cd = GCmGH + Cn, (12)
Inversion of Eq. (12) with the least-squares approach
yields,
Cˆm = G+ [Cd − Cn]
(
G+
)H
, (13)
where + denotes generalized inverse.
Assuming that the random field of model parameters is
stationary, the model covariance matrix, Cm, has a Toeplitz
structure determined by the covariance function. As the model
parameters which are more than a characteristic length apart
(defined as the lag distance where the covariance function has
decayed by 95%) are practically uncorrelated, the dimensions
of the problem is significantly reduced [23] when the interest
is in solving for the model covariance function and not for the
model parameters per se. Therefore, herein we are concerned
with the overdetermined problem, that is N > M .
IV. EIGENVALUE STRUCTURE OF THE FORWARD
OPERATOR
The stability of the solution in Eq. (13) is examined through
the singular values of the matrix G. The blocks comprising the
matrix G differ only in a proportionality factor; see Eq. (10).
Since the singular values of a block matrix are the combined
singular values of its blocks, it is sufficient to examine the
singular value structure of G(rl). In the overdetrmined case,
where N > M and thus according to Eq. (11) Ns > Nu, the
singular values of G(rl) are the square roots of the eigenvalues
of GH(rl)G(rl),
GH(rl)G(rl)Nu×Nu ∝
1
r2l
Ns · · ·
Ns∑
s=1
e−ikxs(u1−uNu )
Ns∑
s=1
e−ikxs(u2−u1) · · ·
Ns∑
s=1
e−ikxs(u2−uNu )
...
...
...
Ns∑
s=1
e−ikxs(uNu−u1) · · · Ns

(14)
The matrix GH(rl)G(rl) is Hermitian Toeplitz for equidis-
tant spacing in u, such that ui − uj = du(i − j), i, j =
1, 2, · · · , Nu; see Eq. (14). In this case, it is completely
specified by the elements on the first row. The elements on
the first row are samples from the periodic sinc function,
f(u) =
Ns∑
s=1
e−ikxsu
=
Ns∑
s=1
e−ikds(s−
Ns+1
2 )u
= e−ikds(
1−Ns
2 )u
Ns∑
s=1
e−ikds(s−1)u
= e−ikds(
1−Ns
2 )u 1− e−ikdsNsu
1− e−ikdsu
= e−ipi
ds
λ (1−Ns)u e
−ipiNs dsλ u2i sin
(
piNs
ds
λ u
)
e−ipi
ds
λ u2i sin
(
pi dsλ u
)
=
sin
(
piNs
ds
λ u
)
sin
(
pi dsλ u
) = sin (piWu)
sin
(
pi WNsu
) ,
(15)
where W = Ns dsλ , such that,
[
GH(rl)G(rl)
]
ij
∝ 1
r2l
sin(piWdu|i− j|)
sin(pi WNs du|i− j|)
(16)
The generating function f(u) can be related to the beam-
pattern. As shown in Fig. 2, the zeros of the function occur
at u = q 1W for q ∈ {Z − pNs} and p ∈ Z. The function
is bounded by the maximum arrival direction of interest
umax ≤ 1. Since the function f(u) is periodic with period
λ
ds
, the condition λ2ds > umax should be fulfilled to avoid
aliasing.
−1 1
Ns
0
−umax− λ2ds
λ
Nsds
umax λ
2ds
u
Fig. 2. The sinc periodic function
sin(piNsds
λ
u)
sin(pi ds
λ
u)
as a function of u.
The eigenvalue structure of Toeplitz matrices can be de-
duced by relating the properties of Toeplitz matrices to those
of their simpler special case, the circulant matrices. These
two types of matrices are equivalent in an asymptotic sense
and this is shown to imply that their eigenvalues among other
characteristics behave similarly. The eigenvalues of circulant
matrices can be found exactly as the Fourier transform of
the elements in the first row [18], [24]. Since u is bounded,
|u| ≤ umax ≤ 1, the corresponding Toeplitz matrix is of finite
order and is shown in [24] that asymptotically its eigenvalues
are samples of the Fourier spectrum of the series connected
with the Toeplitz structure.
Assuming λ2ds > umax the eigenvalues are determined by
the Fourier transform of the sampled truncated sinc function.
Figure 3 shows the effect of the grid (sampling) spacing du on
the eigenvalues of the matrix GHG for fixed frequency and re-
ceiving array configuration (fixed W ). In case of oversampling
when du < 1W there will be zero eigenvalues and the matrix
GHG will be rank deficient [25]. Otherwise, when du ≥ 1W ,
the matrix GHG is full rank. The higher the frequency and/or
the longer the receiving array, the finer the resolution that can
be achieved in terms of du. Note that fewer sensors can be
used with larger interelement spacing without altering the total
length of the array as long as the condition λ2ds > umax is
satisfied.
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Fig. 3. (a), (c), (e) Sampled truncated sinc function and (b), (d), (f) the
corresponding eigenvalue spectrum expressed as a function of the eigenvalue
index defined as the ratio #eigenvalue
#total eigenvalues
to provide comparable results.
Effect of the sampling distance du on the eigenvalues of the matrix GHG for
fixed W (frequency and array configuration). (a)-(b) Oversampling du < 1W ,
(c)-(d) critical sampling du = 1W and (e)-(f) undersampling du >
1
W
, {q ∈
N| q < Wdu < q + 1}.
A. Regularization by truncated SVD
In case of oversampling, du < 1W (Fig. 3 (a)-(b)), the
matrix GHG will have zero eigenvalues and regularization
needs to be applied. Due to the specific rectanglular distribu-
tion of the eigenvalues (Fig. 3 (b)), the truncated SVD (TSVD)
method is chosen. The truncation parameter is chosen as the
width duW of the rectanglular distribution.
V. SIMULATION RESULTS
A synthetic example is build to demonstrate the method.
An active monostatic sonar is considered with a uniform linear
array comprising Ns = 256 sensors with interelement spacing
ds = 1.6 mm. The field is insonified by a narrowband 200 kHz
source. The duration of the pulse is 120 µs corresponding to
a range resolution of 0.1 m (c = 1500 m/s) [26].
A 2D field of compressibility fluctuations is considered,
representing a region of oil contamination within the water
column. The contaminated region is expected to have higher
viscosity than the surrounding seawater and present layering
due to interface tension [27]. The field is assumed station-
ary with a zero mean value characterized by an anisotropic
Gaussian covariance function with variance σ2κ = 0.01 and
characteristic lengths 2 m in x-direction and 0.5 m in z-
direction [28]. The variance is the value of the covariance
function at zero lag and the characteristic lengths are the lag
distances where the covariance function has decayed by 95%.
Naturally, the field of model parameters exhibits station-
arity in the Cartesian coordinate system. However, confining
the insonified area within an opening angle [−15◦, 15◦] the
curvature is negligible, thus du ≈ dθ ≈ dxr and dr ≈ dz . The
longer the focusing distance, the coarser is the resolution in
terms of dx.
Figure 4 shows a realization of the Gaussian anisotropic
field of the model parameters, i.e. the compressibility fluctu-
ations. The considered area is located at the far field of the
receiving array and it is confined such that the approximations
du ≈ dθ ≈ dxr and dr ≈ dz are valid while exceeding the
characteristic lengths in both directions. The discretization of
the field is chosen so that it complies with the range resolution
of the system, dz = 0.1m, and that duW = dxz W ≈ 1. The
latter condition assures that the matrix involved in the inversion
is full rank while at the same time giving the finest resolution
possible under the full rank condition (see Fig. 3 (c)-(d)).
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Fig. 4. A realization of the random field of compressibility fluctuations with a
Gaussian anisotropic covariance function. The 2D discretization grid is chosen
so that duW = dx
z
W ≈ 1 and dz = 0.1m according to the range resolution
of the system.
The data covariance matrix is calculated from an ensemble
average from 500 pings and additive Gaussian noise is assumed
n ∼ CN (0, 0.01). Figure 5 shows the actual model covariance
matrix and the result of the least-square inversion (Eq. (13)).
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Fig. 5. (a) True and (b) reconstructed model covariance matrix.
Since the field of model parameters is spatially stationary,
the model covariance matrix is symmetric block Toeplitz with
the covariance function as the generating function. Thus the
covariance function can be deduced from the elements in the
first row of the covariance matrix. In order to improve the
estimate, the covariance function is calculated by averaging
the elements across the blocks in the diagonals and across the
diagonals in each block of the covariance matrix.
Figure 6 shows the true and reconstructed covariance
function and the characteristic lengths. Due to the ordering
of the model parameters on the model vector, the first Nu
elements of the covariance function, connected by a red line
in Fig. 6 (a), are related to the covariance in u-dimension
while the elements [1 : Nu : M ], connected by a green line
in Fig. 6 (a), are related to the covariance in r-dimension.
Since du ≈ dxr and dr ≈ dz , the covariance can be expressed
in the x and z-direction as a function of the lag distances
hx = [0 : Nu − 1]dur and hz = [0 : Nr − 1]dr respectively.
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Fig. 6. (a)-(c) True and (d)-(f) reconstructed model covariance function as a
function of the lag-distance hx ((b), (e)) and hz ((c), (f)) in x and z-direction
respectively. The characteristic lengths are denoted by dashed lines in each
case.
The results in Figs. 5 and 6 show that the method of
least-squares inversion gives robust estimates of the covari-
ance function of the stationary field of model parameters in
case that the matrix to be inverted is full rank. Therefore,
this method allows the characterization of a stationary field
of compressibility fluctuations in terms of its second-order
statistics without requiring the determination of the total field.
A. Effect of the number of pings
Figure 7 shows the estimates for the variance, the charac-
teristic length in the x-direction and the characteristic length in
z-direction in relation to the number of pings. All the estimates
have converged to their true values after averaging over 300
pings.
B. Effect of the regularization by truncated SVD
The synthetic example in Sec. V demonstrates that the
inference of the model covariance function is very robust in
case that the matrix to be inverted is full rank. Nevertheless, a
finer discretization of the model field in an attempt to achieve
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Fig. 7. Estimates of the covariance parameters: (a) variance, (b) characteristic
length in x-direction, (c) characteristic length in z-direction as a function of
averaging over a number of pings. The dashed lines denote the true value in
each case.
finer resolution would result in a rank deficient matrix; see
Fig. 3 (a)-(b). Therefore, regularization is required to solve
the inverse problem.
Figure 8 shows the estimates for the variance, the charac-
teristic length in the x-direction and the characteristic length
in z-direction in relation to the truncation parameter which
is the width duW of the rectangle distribution in Fig. 3 (b).
The smaller is the discretzation step du, the smaller is also
the ratio of the number of contributing eigenvalues to the
total number of eigenvalues degrading the estimation of the
covariance parameters.
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Fig. 8. Estimates of the covariance parameters: (a) variance, (b) characteristic
length in x-direction, (c) characteristic length in z-direction with the truncated
SVD method. The dashed lines denote the true value in each case.
VI. CONCLUSION
For stationary scattering fields the method of covariance
inference allows significant reduction of the dimensions of
the problem. The method provides robust estimates of the
covariance parameters, i.e. variance and characteristic lengths,
hence characterization of the scattering field in terms of
its second-order statistics. The spatial resolution achieved is
determined by the characteristics of the sonar configuration,
namely the frequency of the insonifying source and the length
of the receiving array. An attempt to exceed the resolution
limits for a given sonar configuration by regularization of the
inverse problem, degrades significantly the accuracy of the
estimates of the covariance parameters.
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Sound source localization with sensor arrays involves the estimation of the direction-of-arrival (DOA)
from a limited number of observations. Compressive sensing (CS) solves such underdetermined
problems achieving sparsity, thus improved resolution, and can be solved efficiently with convex
optimization. The DOA estimation problem is formulated in the CS framework and it is shown that
CS has superior performance compared to traditional DOA estimation methods especially under
challenging scenarios such as coherent arrivals and single-snapshot data. An offset and resolution
analysis is performed to indicate the limitations of CS. It is shown that the limitations are related to
the beampattern, thus can be predicted. The high-resolution capabilities and the robustness of CS are
demonstrated on experimental array data from ocean acoustic measurements for source tracking
with single-snapshot data.VC 2014 Acoustical Society of America.
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I. INTRODUCTION
The problem of direction-of-arrival (DOA) estimation
with sensor arrays, encountered in electromagnetic, acoustic
and seismic imaging, is to infer the number and the location of
(usually few) sources possibly in the presence of noise from
measurements of the wavefield with an array of sensors.
Conventional beamforming1 is the simplest traditional method
for DOA estimation, though it is characterized by low resolu-
tion. Other methods2 developed to overcome the resolution
limit of conventional beamforming have degraded performance
under noisy conditions, coherent sources and few snapshots.
The compressive sensing (CS) framework asserts that
the underlying sparse signals can be reconstructed from very
few measurements by solving a convex minimization prob-
lem. Exploiting the inherent sparsity of the underlying sig-
nal, CS outperforms traditional methods which aim to
minimize the energy of the reconstructed signal resulting in
low-resolution, non-sparse solutions. The convex formula-
tion of CS offers computational efficiency compared to other
sparsity promoting methods.
CS (Refs. 3 and 4) has found applications in a wide range
of scientific fields from medical5,6 and ultrasound imaging,7
to error correction in channel coding,8 radar detection,9 seis-
mic imaging10,11 and image reconstruction12 to name a few.
In ocean acoustics, CS is shown to improve the performance
of matched field processing,13 which is a generalized beam-
forming method for localizing sources in complex environ-
ments, and of coherent passive fathometry in inferring the
number and depth of sediment layer interfaces.14
Indications of the super-resolution (i.e., finer resolution
than conventional beamforming) and robustness of CS in DOA
estimation are also presented in Refs. 15 and 16. Malioutov
et al.15 study the performance of CS in DOA estimation with
respect to noise, source number and coherence. Edelmann and
Gaumond16 compare CS with conventional beamforming using
towed array data and show that the CS has superior perform-
ance, which is more pronounced with undersampling.
We demonstrate the robustness of CS in sound source
localization with sensor arrays, especially with coherent
arrivals, single-snapshot data and random array geometries.
A systematic analysis of offset and resolution is introduced.
It is shown that the limitations of the method depend on the
array geometry, the frequency, the location of the actual
sources and the relative noise level and that they can be pre-
dicted from the beampattern.
Moreover, we investigate an iterative reweighed optimi-
zation process17–19 for more accurate localization combined
with a level-correction post-processing step to significantly
improve the reconstruction. The superiority of CS in terms of
accurate localization, improved resolution and artifact reduc-
tion is demonstrated on source tracking from experimental
single-snapshot data from ocean acoustic measurements.
In the following, vectors are represented by bold lower-
case letters and matrices by bold uppercase letters. The trans-
pose and Hermitian (i.e., conjugate transpose) operators are
denoted by T and H, respectively. The lp-norm of a vector
x 2 Cn is defined as kxkp ¼
Pn
i¼1jxijp
 1=p
. By extension,
the l0-norm is defined as kxk0 ¼
Pn
i¼11xi 6¼0.
II. SPARSE RECONSTRUCTION WITH COMPRESSIVE
SENSING
Many engineering problems involve either the recon-
struction of a signal of interest or the estimation of its
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parameters from a (usually small) number of observations.
Compressive sensing, also known as compressed sensing20
or compressive sampling,21 is a method for solving such
underdetermined problems assuring very accurate recon-
struction under two conditions:3,21,22
(1) sparsity of the underlying signal,
(2) sufficient incoherence of the process which maps the
underlying signal to the observations.
A concise description of the method follows.
Let x 2 CN be an unknown vector representing the under-
lying signal we aim to reconstruct. The signal x is sparse, i.e.,
it has only K nonzero elements with K  N. An example of
such a sparse signal is the frequency domain representation of
a sinusoidal time signal. Let y 2 CM be a vector of measure-
ments linearly related to the signal x, e.g., time samples of the
sinusoidal signal. In the absence of noise, the vectors x and y
are related by a linear set of equations, y ¼ Ax. The sensing
matrix A ¼ WU is the product of the matrix UNN , which
transforms the signal from one domain to another [e.g., the
inverse discrete Fourier transform (IDFT) for a time-frequency
representation], and the matrix WMN , which represents the
measurement process (e.g., time sampling).
The matrix A is assumed known and fixed (it does not
adapt to the information on the signal x). In the case that
M < N, the problem is underdetermined and does not have a
unique solution. A way of solving this ill-posed problem is
constraining the possible solutions with prior information,
here by exploiting sparsity.
By definition, sparsity can be imposed on x by minimiz-
ing the l0-norm, which counts the number of non-zero entries
in the vector, leading to the minimization problem (P0),
min
x2CN
kxk0 subject to y ¼ Ax: ðP0Þ
However, the minimization problem (P0) is a nonconvex
combinatorial problem which becomes computationally intrac-
table even for moderate dimensions. The breakthrough of CS
came with the proof that for sufficiently sparse signals and
sensing matrices with sufficiently incoherent columns23,24 the
(P0) problem is equivalent to the (P1) problem,
5,20,25
min
x2CN
kxk1 subject to y ¼ Ax: ðP1Þ
The l1 relaxation (P1) of the (P0) problem (also known as
basis pursuit26) is the closest convex optimization problem
to (P0) and can be solved efficiently even for large dimen-
sions. Moreover, due to the convexity of the l1-norm, the
method of minimizing P1ð Þ converges to the global mini-
mum. Other lp-norm relaxations of the (P0) problem for
0 < p < 1, which also favor sparsity, are nonconvex and
convergence to global minima is not guaranteed.17,27
For comparison, traditional methods solve the underde-
termined problem y ¼ AMNx, M < N by seeking the solu-
tion with the minimum l2-norm through the minimization
problem (P2),
min
x2CN
kxk2 subject to y ¼ Ax: ðP2Þ
The problem (P2) is convex and has the analytic minimum
length solution,
x^ ¼ AH AAHð Þ1y: (1)
It aims to minimize the energy of the signal through the
l2-norm, rather than its sparsity, hence its solution is non-
sparse. Thus, the problem (P1) has increased performance
over (P2) for sparse signals (at the cost of computational
complexity since it does not have an analytic solution) and it
can be solved efficiently with convex optimization.
Figure 1 depicts the geometry of the lp-norm minimiza-
tion problem, for p ¼ 0; 1; 2 constrained to fit the data. To
keep the visualization intuitive, an example is considered
where the sparse vector x 2 R2, with a single nonzero
element (kxk0 ¼ 1), is to be recovered by y 2 R linear
measurements. Since there are less measurements than
unknowns, all x residing on the line y ¼ Ax satisfy the
constraint. A unique solution is found only by providing addi-
tional information about x. For example, we seek the one with
the minimum lp-norm [by solving either (P0), (P1), (P2)].
Geometrically, all vectors with lp-norm less or equal to
a value r 2 R are on an lp-ball with radius r,
xj kxkp  r
 
. In R2, the l2-ball is a disk while the l1-ball
is a rhombus. The solution x is the intersection of the mea-
surement line and the smallest lp-ball. The l2-norm optimiza-
tion problem, Fig. 1(c), results almost always in non-sparse
solutions due to the curvature of the l2-ball. In contrast, the
edginess of the l1-ball favors sparse solutions, Fig. 1(b), and
likely leads to the solution of the l0-norm problem, Fig. 1(a).
The theory extends to noisy measurements and com-
pressible signals (approximately sparse)28 making the frame-
work useful for practical applications. Assuming that the
measurements are contaminated with additive noise n 2 CM
such that y ¼ Axþ n the P1ð Þ problem is reformulated as
FIG. 1. (Color online) Geometric visualization of (a) the l0-norm, (b) the l1-
norm, and (c) the l2-norm problem in R2. The solution x^ is the intersection
of the measurement line y ¼ Ax and the minimum norm-ball in each case.
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min
x2CN
kxk1 subject to kAx yk2  ; ðP1Þ
where  is an upper bound for the noise norm, such that
knk2  . The solution to (P1) has the minimum l1-norm
while it fits the data up to the noise level. (P1) can be refor-
mulated in an unconstrained form with the use of Lagrange
multipliers,
min
x2CN
kAx yk22 þ gkxk1: ðPg1Þ
The regularization parameter g controls the relative impor-
tance between the sparsity of the solution (l1-norm term) and
the fit to the measurements (l2-norm term).
Herein, we use the CVX toolbox for disciplined convex
optimization which is available in the MATLAB environment.
It uses interior point solvers to obtain the global solution of a
well-defined optimization problem.29–31
III. COMPRESSIVE SENSING FOR DOA ESTIMATION
In this section, we apply the CS for DOA estimation and
compare it with widely used localization methods, namely,
conventional (delay-and-sum) beamforming (CBF), mini-
mum variance distortionless response (MVDR) beamform-
ing, and the multiple signal classification (MUSIC)
method.2,32 The focus is on obtaining the accurate locations
of the sources rather than their amplitudes since the ampli-
tudes can be adjusted in a further step after the locations are
recovered (see Sec. V).
In the following, the sound speed and the geometry of
the array are assumed known. We further assume that the
sources are in the farfield of the array (i.e., plane waves), the
processing is narrowband and the problem is confined in two
dimensions (2D) with a linear array of sensors and the sour-
ces residing in the plane of the array. These assumptions
only serve simplicity. CS, as the other localization methods,
is universal and can be extended to three-dimensions (3D)
and arrays with arbitrary (but known) geometry, as random
arrays.
The location of a source is characterized by the direction
of arrival of the associated plane wave h 2 [90,90] with
respect to the array axis. The propagation delay from the ith
potential source to each of the array sensors is described by
the steering (or replica) vector,
aðhiÞ ¼ 1ﬃﬃﬃﬃ
M
p ej 2p=kð Þr sin hi ; (2)
where k is the wavelength and r ¼ ½r1;…; rMT comprises
the sensor locations. The normalization 1=
ﬃﬃﬃﬃ
M
p
, such that
kak2 ¼ 1, is to simplify the analysis.
To infer the unknown number and locations, h, of the
sources, the problem of DOA estimation is formulated as a
spatial spectrum estimation problem where the source loca-
tions are estimated from the received signal y.
Let the unknown vector x 2 CN comprise the source
amplitudes at all directions h 2 [90,90] on the grid of
interest. Let y 2 CM be the vector of wavefield
measurements at theM sensors. Practically, we are interested
in a fine resolution on the angular grid, thus M < N. The
sensing matrix is formed by the steering vectors at all poten-
tial source directions as its columns,
AMN ¼ ½aðh1Þ;…; aðhNÞ: (3)
It is the product of a matrix, W, representing the spatial sam-
pling of the wavefield at the sensor locations and an IDFT
basis, U, connecting the dimensionless spatial domain of the
sensor locations per wavelength, r=k, and the DOA domain
in terms of sinh.
In the presence of additive noise n 2 CM, the measure-
ment vector is described by
y ¼ Axþ n: (4)
In the following, the noise is generated as independent and
identically distributed complex Gaussian. The array signal-to-
noise ratio (SNR) for a single snapshot is used, defined as
SNR¼ 20 log10 kAxk2=knk2
 
. The choice of the array SNR,
which determines the noise l2-norm knk2 ¼ kAxk210SNR=20,
serves the analytic study of the (P1) problem.
A. CBF
The CBF (Ref. 1) is the simplest source localization
method. The method combines the sensor outputs coherently
to enhance the signal at a specific look direction from the
ubiquitous noise, yielding the estimate
x^ ¼ AHy: (5)
It can be seen as a solution, Eq. (1), to the l2-norm minimiza-
tion problem (P2) with the simplifying assumption
AAH ¼ IM. The CBF is robust to noise but suffers from low
resolution and the presence of sidelobes. The spatial resolu-
tion at each look direction, hi, i ¼ 1;…; N, is indicated by
the beampattern, jAHa hið Þj, i.e., the ith column of jAHAj
(j  j is the elementwise absolute value).
The CBF power spectrum is
PCBFðhÞ ¼ aðhÞHR^yaðhÞ; (6)
where R^y ¼ ð1=LÞ
PL
l¼1yly
H
l is the cross-spectral matrix
from L snapshots (i.e., observations of y at a particular fre-
quency). CBF is robust to noise and can be used even with
single snapshot data (L ¼ 1) but suffers from low resolution
and the presence of sidelobes.
B. MVDR beamformer
The MVDR weight vector33 is obtained by minimizing
the output power of the beamformer under the constraint that
the signal from the look direction, h, remains undistorted,
min
w
wHR^yw subject tow
HaðhÞ ¼ 1; (7)
resulting in the optimal weight vector
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wMVDRðhÞ ¼
R^
1
y aðhÞ
aðhÞHR^1y aðhÞ
: (8)
The regularized inverse ðR^y þ bIMÞ1 with regularization
parameter b is used instead of R^
1
y , whenever the cross-
spectral matrix is rank deficient. The MVDR beamformer
power spectrum is
PMVDRðhÞ ¼ wMVDRðhÞHR^ywMVDRðhÞ: (9)
C. MUSIC
MUSIC (Ref. 34) is based on the eigendecomposition of
the cross-spectral matrix and the separation of the signal and
the noise subspaces,
R^y ¼ U^sK^sU^Hs þ U^nK^nU^
H
n : (10)
The signal eigenvectors, U^s, corresponding to the largest
eigenvalues, K^s, are in the same subspace as the steering vec-
tors, Eq. (2), while the noise eigenvectors, U^n, are orthogonal
to the subspace of the steering vectors thus aðhÞHU^n ¼ 0.
MUSIC uses the orthogonality between the signal and
the noise subspaces to locate the maxima in the spectrum,
PMUSICðhÞ ¼ 1
aðhÞHU^nU^Hn aðhÞ
: (11)
Both MVDR and MUSIC overcome the resolution limit of
the conventional beamformer by exploiting signal informa-
tion conveyed by the cross-spectral matrix. However, their
performance depends on the eigenvalues of the cross-
spectral matrix thus it degrades with few snapshots, when
the cross-spectral matrix is rank deficient, and in the pres-
ence of coherent sources, when the signal subspace is
reduced (Chap. 9 in Ref. 32). CS does not have these limita-
tions as it utilizes directly the measured pressure y.
D. Compressive sensing
Usually, there are only few sources K  N present and a
sparse solution x can be obtained which honors the data, Eq. (4),
using the l1-norm for sparsity and the l2-norm for noise (P

1).
CS for DOA estimation as the solution to the problem
(P1) is formulated for a single snapshot. Figure 2(a) com-
pares CBF and CS in the case of a single snapshot. Given a
good choice of , that is  ¼ knk2 for the single snapshot
case, CS locates the two sources correctly while CBF cannot
resolve them as separate due to their proximity. The CS reso-
lution limitations in relation to the SNR and the choice of 
are discussed in Secs. IV F and V, respectively.
To compare CS with other methods which involve the
cross-spectral matrix, we formulate the method under the
multiple snapshots scenario. For L snapshots, the measure-
ment matrix is Y ¼ AXþ N, where Y and N are M  L mat-
rices and X has dimensions N  L.
For moving sources, it befits to solve one optimization
problem for each snapshot sequentially, resulting in a sparse
solution for each snapshot.35 For stationary sources, a way
to combine the multiple snapshots is by minimizing the
l1-norm of the vector xl2 resulting from calculating the l2-
norm of the row vectors in X (see Ref. 15 for details),
minkxl2k1 subject to kAX Yk2  : (12)
Figures 2(b)–2(e) compare the CBF, MVDR, MUSIC, and
CS methods for DOA estimation. The noise bound, , is used
both as a regularization parameter for the regularized inverse
of the cross-spectral matrix in the case of snapshot-starved
data, i.e., L < M, in MVDR and as a separation limit between
the signal and noise subspace eigenvalues in MUSIC.
CBF fails to discern the two closely spaced sources.
MVDR and MUSIC provide high resolution under high array
SNR and uncorrelated sources but their performance degrades
significantly under snapshot-starved data, correlated sources,
and noisy conditions. CS resolves the two sources with high
resolution in all cases and indicates the applicability of the
method in detection of coherent arrivals (such as multipath
arrivals) and when a limited number of snapshots is available.
In the following, the CS formulation for a single snap-
shot is used except at the end of Sec. VI.
IV. LIMITATIONS
CS offers super-resolution due to the sparsity constraint
imposed by the minimization of the l1-norm of the signal.
However, as all DOA estimation methods, it also has limita-
tions. In this section, we analyze the performance of CS in
DOA estimation in terms of the discretization of the angular
space, the coherence of the sensing matrix and the SNR.
FIG. 2. (Color online) DOA estimation from L snapshots for two equal-
strength sources at 0 and 5 with a uniform linear array with M¼ 8 sensors
and spacing d=k¼ 1/2. (a) CBF and CS for uncorrelated sources with
SNR¼ 20 dB and one snapshot, L¼ 1. CBF, MVDR, MUSIC, and CS for
uncorrelated sources with (b) SNR ¼ 20 dB and L¼ 50, (c) SNR ¼ 20 dB
and L¼ 4, (d) SNR¼ 0 dB and L¼ 50, and (e) for correlated sources with
SNR¼ 20 dB and L¼ 50. The array SNR is for one snapshot.
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A. Basis mismatch
The fundamental assumption in CS is the sparsity of the
underlying signal in the basis of representation, A. However, a
mismatch between the assumed and the actual basis may cause
the signal to appear as incompressible. One such example is
the mismatch of a DFT basis in FFT beamforming due to inad-
equate discretization of the DOA domain. When the sources
do not coincide with the points on the selected angular grid
(particularly in the case of moving sources), the signal might
not appear sparse in the selected DFT basis due to spatial spec-
tral leakage. Since the fundamental assumption of sparsity is
violated, the CS reconstruction might have poor performance
under basis mismatch. An analysis of the sensitivity of CS to
basis mismatch is found in Ref. 36.
Herein, we assume that the problem is discretized
densely enough to avoid basis mismatch and we study the
limitations of CS due to a coherent basis.
B. Coherent or redundant basis
To guarantee good performance of the CS in parameter
estimation, the columns of the sensing matrix should be
incoherent, i.e., sufficiently uncorrelated.28 In this case, the
optimization problems (P0) and (P1) are equivalent, resulting
in the same unique solution.
Random matrices with Gaussian independent and identi-
cally distributed entries are ideal sensing matrices in CS due
to their very low coherence.8,20 Monajemi et al.37 extend the
utility of CS to cases which involve some types of determin-
istic sensing matrices.
Many problems involve sensing matrices with highly
coherent columns. A common example is when A is an over-
sampled DFT basis. Sparse recovery with a coherent sensing
matrix is important.38,39 To achieve low coherence, Elad40
proposes an optimized selection of the columns of A,
Gaumond and Edelmann38 examine using a random (or opti-
mized) array in DOA estimation, and Candes et al.39 apply
the sparsity constraint to the beamformed solution.
In the following, we provide the relevant measures of
coherence of the sensing matrix A in DOA estimation and
analyze the performance of CS in relation to this.
C. Coherence measures
An intuitive measure of correlation between any two
columns of A is its mutual coherence defined as3,4
lðAÞ ¼ max
i6¼j
Gij; (13)
where Gij denotes the element in the ith row and jth column
of the absolute Gram matrix,
G ¼ jAHAj: (14)
The elements of G are the inner products of the correspond-
ing l2-norm normalized columns of A, Eq. (2), thus are equal
to the cosine of the angle between them.
Another measure of correlation of A is the restricted
isometry property (RIP) which is described by the restricted
isometry constants.23,24 The sth restricted isometry constant
ds of a matrix A 2 CMN with l2-norm normalized columns
is the smallest non-negative number such that
1 dsð Þkxk22  kAxk22  1þ dsð Þkxk22; (15)
for all s-sparse vectors x 2 CN . The matrix A satisfies the RIP
of order s if ds 2 ð0; 1Þ. It is more informative to prove the
RIP of order 2s since d2s < 1 yields kA x x0ð Þk22 > 0 for ev-
ery s-sparse x 6¼ x0, x; x0 2 CN assuring that distinct s-sparse
signals correspond to distinct measurement vectors, y 6¼ y0.4
Let AS be a submatrix composed by any set S 	 N of nor-
malized columns of A with cardinality cardðSÞ  s. The condi-
tion (15) implies that the Gram matrix GS ¼ AHS AS has its
eigenvalues in the interval ½1 ds; 1þ ds and if ds
2 ð0; 1Þ then GS has full rank.24 It follows that d1 ¼ 0, d2 ¼ l,
and, since the sequence of restricted isometry constants is non-
decreasing,4 ds>2 
 l. Therefore, the simple measure of mutual
coherence, Eq. (13), usually suffices as an indicator of coherence.
D. Coherence of the sensing matrix in DOA estimation
The sensing matrix A ¼ ½aðh1Þ;…; aðhNÞ is formed
by the column steering vectors on an angular grid of i
¼ 1;…; N DOAs, hi 2 [90,90]; see Eq. (2). Hence, from
Eq. (14), the columns or equivalently the rows of G repre-
sent the beampattern for the corresponding focusing direc-
tion (see Sec. III A).
The mutual coherence of the sensing matrix A, i.e., the
maximum off-diagonal element in G [see Eq. (13)], is deter-
mined by the frequency, the geometry of the array and the
discretization of the angular space. To demonstrate this, we
study a uniform linear array (ULA) with r ¼ ½0 : M  1d
for simplicity. In this case,
AHAð ÞNN ¼ 1
M
M   
XM1
q¼0
ej2pq d=kð Þðsin h1sin hNÞ
XM1
q¼0
ej2pq d=kð Þðsin h2sin h1Þ   
XM1
q¼0
ej2pq d=kð Þðsin h2sin hNÞ
  XM1
q¼0
ej2pq d=kð Þðsin hNsin h1Þ    M
2
6666666666664
3
7777777777775
(16)
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hence the elements of G are sampled from the periodic sinc
function f ðxÞ,
f ðxÞ ¼ 1
M
XM1
q¼0
ej2pq d=kð Þx

 ¼
1
M
sin pM
d
k
x
 	
sin p
d
k
x
 	


; (17)
such that
Gij ¼ 1
M
sin pM
d
k
sin hi  sin hj
  	
sin p
d
k
sin hi  sin hj
  	


:
Figures 3(a), 3(b) and 3(c), 3(d) show the matrix G (i.e.,
the beampattern) as a function of sin h and h, respectively.
When the DOA grid is formed so that sin hi ¼ i k= Mdð Þ

 
or,
equivalently, hi ¼ sin1i k= Mdð Þ

 
, where i ¼ 0; 1;…; M  1
(*), the columns of A form an orthonormal system, i.e.,
lðAÞ ¼ 0. In this case, A is square and Fig. 3(e) shows the
correspondingG ¼ IM¼N .
To achieve super-resolution, a finer grid is required
resulting in a nonorthonormal sensing matrix A. Since the
row and the column rank of a matrix are equal, a sensing
matrix in an underdetermined problem has linearly
dependent columns. The degree of the linear dependency of
the columns of A is reflected in the coherence.
Figure 4 depicts the Gram matrix for an oversampled
DFT (fine angular grid) for three array configurations with the
same number of sensors. Grating lobes appear within the visi-
ble area when the array spacing is d=k > 1=2, Figs. 4(b) and
4(e). A simple way to decrease the coherence of the represen-
tation while keeping the number of sensors small is to employ
random arrays which lack periodicity, Figs. 4(c) and 4(f).
E. Offset and coherence
In the case of a coherent sensing matrix, uniqueness of
the CS solution is not guaranteed (Sec. IVC) thus the DOA
of the CS solution, h^, may be offset from the actual DOA, h,
resulting in erroneous localization, h^  h 6¼ 0. In the absence
of spatial aliasing, the coherence of A is mostly limited to
the proximity of the actual directions and it is dependent on
the grid spacing relative to the aperture in terms of wave-
length. Thus, the maximum CS offset, maxjh^  hj, is related
to the beampattern and the SNR and can be predicted.
Reformulating the constraint in the optimization prob-
lem (P1) by denoting the true solution as xs,
kAx yk2 ¼ kAx Axs þ nð Þk2
¼ kA x xsð Þ  nk2  ; (18)
and applying the reverse triangle inequality, jkuk2  kvk2j
 ku vk2, where u, v are generic vectors, yields
jkA x xsð Þk2  knk2j  kA x xsð Þ  nk2  ;
  kA x xsð Þk2  knk2  ;
0  kA x xsð Þk2  2: (19)
Thus, all vectors x for which the error norm satisfies 0
 kA x xsð Þk2  2 are possible solutions to the (P1)
problem.
To demonstrate the relation of the CS offset to the mu-
tual coherence of the sensing matrix (i.e., the d2 isometry
constant; see Sec. IVC) and the SNR we assume that xs and
x each have a single nonzero element, xs at hj and x at hi;
respectively, such that kxsk0 ¼ 1, kxk0 ¼ 1which yields,
kA x xsð Þk2 ¼ kxai  xsajk22  2; (20)
FIG. 3. (Color online) Gram matrix G in (a) sin h and (c) h space for a ULA
with M ¼ 8 sensors and d=k ¼ 1=2. Corresponding beampattern at broad-
side in (b) sin h and (d) h space. Discretization of the DOA grid (*) such
that sin hi ¼ i k=ðMd½ Þ, i ¼ 0;…; M  1 (a), (b) or, equivalently,
hi ¼ sin1i k=ðMd½ Þ, i ¼ 0;…; M  1 (c), (d) leads to (e) an orthonormal
Gram matrix (l ¼ 0).
FIG. 4. Array configurations with M ¼ 8 sensors at k ¼ 7:5 m for a ULA
with (a) d=k ¼ 1=2, (b) d=k ¼ 5=2, (c) a random array. (d)–(f) The corre-
sponding Gram matrices.
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where the notation for the steering vectors is simplified such
that aðhiÞ ¼ ai.
The optimal value of x which minimizes the error norm
qðxÞ¼ kxai xsajk22¼ xHx xHxsaHi aj xHs xaHj aiþ xHs xs for
every hi, hj is the solution to @qðxÞ=@x¼ 0,
x ¼ xsaHi aj: (21)
Inserting the value for x from Eq. (21) into Eq. (20),
k aHi aj
 
ai  ajk2  2q; (22)
where q ¼ knk2=kAxsk2 ¼ =jxsj ¼ 10SNR=20 is the relative
noise level dictated by the SNR. Therefore, the CS DOA, hi,
may be offset from the true, hj, within a region where,
Gij 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4q2
p
; q <
1
2
;
0; q 
 1
2
:
8><
>:
(23)
In other words, the SNR sets a coherence limit,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4q2
p
, for the steering vectors, a, below which accurate
DOA reconstruction with CS is not guaranteed. For SNR
lower than 6 dB (q 
 1
2
), Eq. (23) yields Gij 
 0, hence CS
may erroneously localize the source at any angle.
Figure 5 depicts the reconstructed DOA and the estimate
offset for one source for DOA 0–90. Figure 5(c) shows a
detail from Fig. 5(b) towards endfire superimposed to the
values of the error norm at the optimal x up to 2q, Eq. (22).
Even though the CS error is determined by the specific noise
realization, the offset region can be identified where
Gij 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4q2
p
and is more pronounced towards endfire
where the steering vectors are more correlated.
F. Resolution and coherence
The resolution limit of a DOA estimation method is
determined by the minimum required angular separation of
two sources to be resolved as separate. In this section, the
CS resolution limit is discussed in relation to the coherence
of the sensing matrix and the SNR.
Let the true solution, xs, comprise two sources at hi and
hj. The two sources may not be resolved as separate by CS
whenever a solution, x, with only one source at hk is possi-
ble, i.e., when the error norm 0  kA x xsð Þk2  2 while
kxsk1 ¼ kxk1.
To analyze this we let the two sources in the vector xs
have equal strength, xs=2, the one with DOA at hi ¼ 0
(Fig. 6) or hi ¼ 90 (Fig. 7) and the other at hj moving from
0 to 90, while the vector x comprises one source at hk with
strength x, moving from 0 to 90. Following Eq. (20),
FIG. 5. (Color online) (a) Error norm k aHi aj
 
ai  ajk2, Eq. (22), for the
random array in Fig. 4(c), angular grid spacing 0.1 and SNR¼ 40 dB
(q ¼ 0:01). (b) Reconstructed DOA. (c) Detail (80–90) from showing the
reconstructed DOA in (b) and the error norm in (a) for values up to 2q. (d)
Offset of the CS solution for one source in relation to the actual DOA.
FIG. 6. (Color online) (a) Error norm 1
2
kaHk ai þ ajð Þ ak  ai  ajk2, Eq.
(26), for the random array in Fig. 4(c), angular grid spacing 0.1 and
SNR¼ 40 dB (q ¼ 0:01). (b) Reconstructed DOAs. (c) Detail (0–5) from
showing the reconstructed DOAs in (b) and the error norm in (a) for values
up to 2q. (d) Estimate offset for a source at 0 and a source at 0–90.
FIG. 7. (Color online) (a) Error norm 1
2
kaHk ai þ ajð Þ ak  ai  ajk2, Eq.
(26), for the random array in Fig. 4(c), angular grid spacing 0.1 and
SNR¼ 40 dB (q ¼ 0:01). (b) Reconstructed DOAs. (c) Detail (70–90)
from showing the reconstructed DOAs in (b) and the error norm in (a) for
values up to 2q. (d) Estimate offset for a source at 90 and a source at
0–90.
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kA x xsð Þk22 ¼ xak 
xs
2
ai  xs
2
aj
 
2
 2: (24)
Similar to Eq. (21), the optimal value of the x is
x ¼ xs a
H
k
2
ai þ ajð Þ; (25)
and Eq. (24) yields
1
2
kaHk ai þ ajð Þ ak  ai  ajk2  2q: (26)
In contrast to Eq. (23), there is no simple expansion of Eq.
(26) in terms of G.
The resolution analysis is depicted in Figs. 6 and 7 at
broadside and endfire, respectively, for the random array in
Fig. 4(c). The two sources are possibly resolved as one when
the angular separation of the sources is less than 2 at broad-
side and up to 15 at endfire.
Figure 8 shows the angular resolution limit of CS for
two sources near broadside, Figs. 8(a) and 8(b), and near
endfire, Figs. 8(c) and 8(d) as a function of SNR and com-
pares it with the half-power (3 dB) beamwidth.
V. SPARSITYAND ESTIMATED NOISE LEVEL
A basic assumption in CS is sparsity of the signal in the
representation basis. In the presence of noise, the solution to
(P1) is non-sparse but still a sparse solution can be found
instead by solving (P1) or (P
g
1) equivalently. However, when
the data noise level knk2 is unknown, the solution to both
(P1) and (P
g
1) depends on the estimated noise level. By
underestimating the noise, i.e.,  in (P1) or g in (P
g
1), the CS
solution may appear as less sparse than the actual solution.
On the other hand, overestimating the noise may cause the
CS solution to be too sparse, for example by eliminating
sources of smaller strength.
In the case that the noise level is not explicitly known,
we propose using an underestimated (low) noise level, to
assure that all the nonzero components of the solution are
captured, and enhance sparsity by reweighing the l1-norm
iteratively in the convex optimization procedure.17,18 After
detecting the source locations in the solution with reweighed
l1-norm minimization, the source amplitudes can be rectified
with a level correction step.
A. Reweighed l1 minimization
The l1-norm minimization (P

1) is a convex problem and
converges to a global minimum. However, the solution to (P1)
is not necessarily the sparsest feasible. To enhance sparsity, a
reweighed l1 minimization problem can be solved instead.
The method solves iteratively the weighed l1-norm min-
imization problem (see the Appendix for details),
min
x2Cn
kWxk1 subject to kAx yk2  ; ðPw1 Þ
where W is a diagonal weight matrix. Initially, all the
weights are 1 leading to the problem (P1). After the first esti-
mate x, the weights are updated as
wi ¼ 1jx^ij þ n (27)
and the problem (Pw1 ) is solved again. The parameter n > 0
ensures that a null coefficient in the current estimate does
not suppress a nonzero coefficient in the next iteration. It
should be on the order of the smallest expected source ampli-
tude. The algorithm iterates until a stable estimate is
reached, i.e., x^kþ1 ¼ x^k, where
jwixijkþ1 ¼
jxij
jxij þ n  1; jxij > 0;
0; xi ¼ 0;
8><
>: (28)
thus it has converged (usually one or two iterations suffice).
The weights in Eq. (27) are large for small coefficients,
jxij, and vice versa. Therefore, the smaller coefficients, as indi-
cated by the current solution, are amplified by the weighing,
Eq. (27), thus are penalized more in the minimization (Pw1 ).
Figure 9 shows the process of reweighing the l1 -norm
minimization problem. The solution to P1ð Þ with
 ¼ 0:8knk2, Fig. 9(a), appears less sparse than the actual
solution due to the lower noise level. Overestimating the noise
level, Fig. 9(b), erroneously favors very sparse solutions sup-
pressing the weakest source in the estimated solution. Figures
9(c) and 9(d) show the solution to (Pw1 ) with  ¼ 0:8knk2 after
the first and second iteration, respectively. Reweighing the l1-
norm results in a more sparse solution compared to (P1) even
though the noise level is underestimated. The (Pw1 ) leads to the
actual solution already from the first iteration thus the compu-
tational burden is not increased significantly compared to (P1).
B. Level correction
The sparse solution to (Pw1 ) can be further improved
with level correction. Retaining only the columns in A which
FIG. 8. CS resolution limit for two sources. Beampattern at (a) broadside
and (b) endfire for the random array in Fig. 4(c). Resolution limit versus
SNR at (b) broadside and (d) endfire. The half-power beamwidth (dashed
line) is indicated in both cases.
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correspond to peaks in the solution, Aa, we solve the overde-
termined problem,35,41
x^a ¼ Aþa y; (29)
where the plus sign denotes pseudo-inverse of a matrix, to
obtain the source level for just the active indexes.
Figure 10 compares the solutions from CBF, CS,
reweighed CS and reweighed CS with level correction. CBF
fails to detect the weakest source due to the high sidelobe
levels even though the separation of the two sources exceeds
half of the mainlobe width. The two sources are localized
with high resolution with CS and the estimate is more accu-
rate with reweighed CS. Further processing for level correc-
tion gives very good reconstruction.
VI. EXPERIMENTAL RESULTS
To demonstrate the high-resolution capabilities and the
robustness of CS in DOA estimation, the method is applied
to ocean acoustic measurements for source tracking from
single snapshot data and is compared with CBF. More elabo-
rate techniques, such as, for example, multi-rate adaptive
beamforming42 or post-processing with the method of sub-
band peak energy detection,43 would provide cleaner recon-
struction than CBF by exploiting information from several
snapshots. The main interest is to show the performance of
CS as a non-adaptive technique and in challenging scenarios
of few snapshots (or even a single one) thus we compare CS
simply with CBF.
The data are from the long range acoustic communica-
tions (LRAC) experiment44 collected from a towed horizon-
tal uniform linear array from 10:00–10:30 UTC on 16
September 2010 in the NE Pacific. The array has M ¼ 64
sensors, with intersensor spacing d ¼ 3m, Fig. 11(a), and
was towed at 3:5 knots at 200 m depth. The data were
acquired with a sampling frequency of 2000Hz and the
record is divided in 4 s non-overlapping snapshots. Each
snapshot is Fourier transformed with 213 samples.
Figure 11(b) shows the scaled Gram matrix G at fre-
quency f ¼ 125Hz (d=k ¼ 1=4) for a DOA grid
[90:1:90]. The 1 grid spacing is considered sufficient
to avoid basis mismatch in this case since a finer grid would
not improve the results. The data are post-processed with
CBF, CS, and iterative reweighed CS with level correction
FIG. 9. (Color online) Enhancing sparsity by reweighted l1 minimization.
Two sources at [0,15] with SNR [20,0] dB, respectively, are detected by
measurements on the random linear array in Fig. 4(c). The solution to the
(P1) with (a) underestimated noise level  ¼ 0:8knk2, (b) overestimated
noise level  ¼ 2knk2, and the solution to the (Pw1 ) with  ¼ 0:8knk2 after
the (c) first and (d) second iteration.
FIG. 10. (Color online) DOA estimation with CBF, CS, reweighed CS and
reweighed CS with level correction with the random linear array in Fig.
4(c), for two sources at [0,15] and SNR [20,0] dB, respectively.
FIG. 11. (Color online) Data from LRAC: (a) Array geometry, (b) Gram
matrix G, (c) CBF, (d) CS, (e) reweighed CS with level correction.
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in Figs. 11(c)–11(e). The unconstrained (Pg1) formulation of
CS is used here with g ¼ 1.
The beamformer output, Fig. 11(c), indicates the pres-
ence of three stationary sources at around 45, 30, and
65. The two arrivals at 45 and 30 are attributed to dis-
tant transiting ships, even though a record of ships in the
area was not kept. The broad arrival at 65 is from the tow-
ship R/V Melville. The CBF map suffers from low resolution
and artifacts due to sidelobes and noise. The CS map pro-
vides high resolution, Fig. 11(d). The reconstruction is fur-
ther improved with one iteration of reweighed CS with level
correction, Fig. 11(e), which eliminates the noisy artifacts.
The same data set is processed by reducing the sensors by a
factor of 4 to M¼ 16 for a ULA with d=k ¼ 1, Figs.
12(a)–12(d), and a random array, Figs. 12(e)–12(h). Both array
configurations, Figs. 12(a) and 12(e), have the same aperture as
the original array hence the same resolution. In the case of the
ULA with d=k ¼ 1, grating lobes appear in the visible area, Fig.
12(b), resulting in spurious sources in both CBF, Fig. 12(c), and
CS, Fig. 12(d). In the case that the sensors are selected randomly,
there are no grating lobes in the beampattern, Fig. 12(f), thus
spurious sources do not appear. The increased level of sidelobes
in this case degrades the CBF map, Fig. 12(g). In contrast, CS,
Fig. 12(h), results in a clean map with accurate localization of
the three sources. The robustness of CS even with a limited num-
ber of sensors indicates the possibility of using arrays with fewer
sensors (reducing the cost, exceeding the design frequency) with-
out a significant reconstruction degradation as long as the config-
uration is random.
Assuming the sources are adequately stationary, the 200
snapshots are combined to compare the CS method with
CBF, MVDR, and MUSIC (see Sec. III). The superior per-
formance of CS in terms of resolution and sidelobe levels is
depicted in Fig. 13.
VII. CONCLUSION
Source localization with sensor arrays is a sparse signal
reconstruction problem which can be efficiently solved with
compressive sensing (CS). The offset and resolution analysis
indicates that the CS has robust performance in most of the
angular spectrum. The CS estimate offset in DOA estimation is
related to the coherence of the sensing matrix A and is restricted
to the proximity of the actual source location. Similarly, the reso-
lution of CS is determined by the coherence of A and depends
on array geometry, frequency, source location, and SNR.
CS achieves high-resolution in DOA estimation by pro-
moting sparse solutions. It can distinguish between coherent
arrivals, as multipath, since it does not involve the array
cross-spectral matrix and can be used even with single-
snapshot data outperforming traditional DOA estimation
methods. Furthermore, CS can be used with (arbitrary)
random array configurations allowing great flexibility in the
context of sound source localization.
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APPENDIX: REWEIGHED l1 MINIMIZATION
To enhance sparsity, the l1-norm of a vector, x 2 CN , can
be replaced by other sparsity promoting functions such as,
J xð Þ ¼PNi¼1ln jxij þ nð Þ, resulting in the optimization problem,
min
x2CN
J xð Þ subject to kAx yk2  ; ðPJÞ
instead of the problem (P1).
FIG. 12. (Color online) Data from LRAC: (a)–(d) M ¼ 16 arranged in a
ULA, (e)–(h) M ¼ 16 arranged in a random linear array. (a),(e) Array
configurations; (b),(d) corresponding Gram matrix; (c),(g) CBF; (d),(h)
reweighed CS with level correction.
FIG. 13. (Color online) Data from LRAC: Combining the 200 snapshots and
processing with CBF, MVDR, MUSIC, and reweighed CS with level correc-
tion. The ULA array withM ¼ 64 sensors and d=k ¼ 1=4 is used.
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However, the function J xð Þ is concave and its minimiza-
tion is achieved by a majorization-minimization approach45
rather than a convex minimization as with the l1-norm (P

1).
In principle, minimizing a concave function g xð Þ,
x 2 X, with the majorization-minimization framework
involves the following steps (see Fig. 14):
(1) Majorize g xð Þ at xa with a convex function h xjxað Þ such
that for x 2 X,
h xajxað Þ ¼ g xað Þ;
h xjxað Þ 
 g xð Þ:
(A1)
(2) Minimize the convex function h xjxað Þ with respect to
x 2 X,
h xaþ1jxað Þ ¼ min
x2X
h xjxað Þ; (A2)
which also assures a descent for the concave function
g xð Þ as
g xaþ1ð Þ  h xaþ1jxað Þ  h xajxað Þ ¼ g xað Þ: (A3)
(3) Replace steps (1) and (2) until convergence.
For a differentiable concave function g xð Þ, x 2 X, a
majorization function can be found easily by definition
through the derivative
g xð Þ  g xað Þ þ rg xjxað Þ x xað Þ; (A4)
and minimized such that
h xaþ1jxað Þ ¼ min
x2X
h xjxað Þ ¼ min
x2X
rg xjxað Þ x: (A5)
Therefore, the minimization problem (PJ) can be recast
in an iterative convex optimization procedure, such that at
the ðk þ 1Þ iteration,
min
x2CN
rJ xjx^kð Þ x subject to kAx yk2  ;
min
x2CN
XN
i¼1
1
jx^i; kj þ n jxij subject to kAx yk2  ; (A6)
where x^k is the estimated solution at iteration k. The minimi-
zation problem (PJ) is equivalent to the iterative weighed l1-
norm minimization problem (Pw1 ),
min
x2Cn
kWxk1 subject to kAx yk2  ; ðPw1 Þ
where W is a diagonal weight matrix with elements
wi ¼ 1=jx^ij þ n determined by the solution of the previous
iteration x^. The weight matrix, W, is initialized with the
identity matrix, IN , and the parameter n > 0 is used to pre-
vent infinite-valued weights.
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Abstract: Sound source localization with sensor arrays involves the estimation of the 
direction-of-arrival (DOA) from a limited number of observations. Compressive 
sensing (CS) is a method for solving such undetermined problems which achieves 
simultaneously sparsity, thus super-resolution, and computational speed. We 
formulate the DOA estimation as a sparse signal reconstruction problem and show 
that methods which exploit sparsity have superior performance compared to 
traditional methods for DOA estimation. To demonstrate the high-resolution 
capabilities and the robustness of CS and other sparsity promoting optimization 
techniques in DOA estimation, the methods are applied to experimental data from 
underwater acoustic measurements in the challenging scenario of source tracking 
from single snapshot data. 
 
 
Keywords: Sparsity, compressive sensing, direction of arrival (DOA) estimation, 
sensor arrays 
1. INTRODUCTION  
 
     The problem of direction-of-arrival (DOA) estimation with sensor arrays is to infer 
the number and the location of (usually few) sound sources possibly in the presence 
of noise from measurements of the wavefield with an array of sensors. Conventional 
beamforming [1] is the simplest traditional method for DOA estimation, though it is 
characterized by low resolution. Other methods [1], developed to overcome the 
resolution limit of conventional beamforming, have degraded performance under 
noisy conditions, coherent sources and sample-starved data. 
     The compressive sensing (CS) framework [2] asserts that signals can be 
reconstructed from very few measurements as long as the signals are sparse and can 
be done with computationally efficient methods by solving a convex minimization 
problem with linear programming. CS and other sparsity promoting methods 
outperform traditional methods which aim to minimize the energy of the signal 
resulting in low-resolution, non-sparse solutions. 
2. SPARSITY AND COMPRESSIVE SENSING 
 
For simplicity, we formulate the DOA estimation problem assuming that the 
sources are in the far field of the array (i.e. plane waves), the processing is 
narrowband and the problem is confined in two dimensions (2D) with a linear array of 
sensors with known geometry. 
Let x ∈CN be an unknown vector comprising the source strengths at all directions 
θ ∈ −90o, 90o#$ %&  relative to the array axis on the angular grid of interest. Usually, there 
are only few sources K<<N present, resulting in a sparse x . Let y ∈CM be the vector 
of the wavefield measurements at the M sensors linearly related to the signal x , such 
that in the absence of noise, 
 
 y =AM×Nx .                                                                                                            (1) 
 
The sensing matrix A  is formed by concatenating the steering vectors, 
a(θk ) =
1
M
ej
2π
λ
rsinθk , at all potential source directionsA = [a(θ1),...,a(θN )] , where λ  
is the wavelength and r = [r1,..., rM ]T  the sensor locations. 
 
 Practically, we are interested in a fine resolution on the angle grid, thus M<N and 
the problem (1) is underdetermined. A way of solving this ill-posed problem is to 
constrain the possible solutions with prior information. 
Traditional methods impose a minimum l2-norm constraint on the solution and 
solve (1) through the minimization problem, 
 
x∈CN
min x 2 subject to y =Ax .                                                                                   (P2) 
The convex problem (P2) aims to minimize the energy of the signal rather than its 
sparsity, resulting in a non-sparse solution, xˆ =AH AAH( )
−1 y . Beamforming is based 
on the l2-norm method with the simplifying assumption, AAH = IM , such that, 
xˆ =AHy . 
 
By definition, sparsity can be imposed on the vector x  by minimizing the l0-norm 
x 0 = 1xi≠0i=1
N
∑ , which counts the number of non-zero entries in the vector, leading to 
the minimization problem (P0), 
 
x∈CN
min x 0 subject to y =Ax .                                                                                 (P0) 
 
     However, the minimization problem (P0) is a non-convex combinatorial problem, 
which becomes computationally intractable even for moderate dimensions. The 
breakthrough of CS came with the proof that for sufficiently sparse signals and 
sensing matrices with sufficiently incoherent columns the (P0) problem is equivalent 
to the (P1) problem [3],   
 
x∈CN
min x 1 subject to y =Ax ,                                                                                    (P1) 
 
where the l0-norm is replaced with the l1-norm. The l1 relaxation (P1) of the (P0) 
problem is the closest convex optimization problem to (P0) and can be solved 
efficiently with linear programming [4] even for large dimensions. 
     For noisy measurements, y =Ax+n , where n ∈CM  is additive noise with 
bounded norm n 2 ≤ ε , the (P1) problem is reformulated as [5], 
 
x∈CN
min x 1 subject to Ax− y 2 ≤ ε .                                                                        (P1
ε ) 
 
The solution to (P1ε ) has the minimum l1-norm while it fits the data up to the noise 
level. 
     CS offers super-resolution due to the sparsity constraint and computational 
efficiency due to convex relaxation of the l0-norm optimization problem. However, as 
all DOA estimation methods, it has also limitations. A performance analysis of CS in 
DOA estimation, in terms of the discretization of the angular space, the coherence of 
the sensing matrix and the signal to noise ratio (SNR), is carried out in [6]. 
3. ENHANCING SPARSITY 
 
The l1-norm of a vector x is a convex function hence the optimization problem 
(P1ε ) converges to a global minimum. However, the solution to (P1ε ) is not necessarily 
the sparsest feasible. To enhance sparsity, the l1-norm of the vector x ∈CN can be 
replaced by other sparsity promoting functions such as the lp-norm,  
x p = xii=1
N
∑
p"
#
$$
%
&
''
1/p
, with 0<p<1 [7]; see Fig.1.  
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Fig.1: Geometric visualization of (a) the l2-norm, (b) the l1-norm and (c) the lp-
norm problem with 0<p<1 in R2. The solution xˆ  is the intersection of the 
measurement line y =Ax  and the minimum norm-ball in each case. The l2-norm 
constraint leads to non-sparse solutions, while the lp-norm, 0 < p ≤1 , constraint 
promotes sparse solutions. 
 
Nevertheless, G x( )  is a concave function and it can be minimized by a 
majorization-minimization approach rather than a convex minimization as with the l1-
norm. 
Concisely, minimizing a function f x( ), x ∈Ω  with the majorization-
minimization framework involves finding a convex function g x xa( ), x ∈Ω  which 
majorizes f x( ) , such that g x | xa( ) ≥ f x( )  and g xa xa( ) = f xa( ) , and then 
minimizing the function g x | xa( )  with respect to x ∈Ω  resulting in 
g xa+1 | xa( ) =
x∈Ω
min g x | xa( ) . This procedure assures a descent for f x( ), x ∈Ωs , 
since f xa+1( ) ≤ g xa+1 | xa( ) ≤ g xa | xa( ) = f xa( ) . Repeating this process iteratively until 
convergence results in minimization of the concave function f x( ), x ∈Ω .  
For a differentiable concave function f x( ), x ∈Ω  a majorization function can be 
easily found through the derivative f x( ) ≤ f x0( )+∇f x0( ) x − x0( )  and minimized 
such that 
x∈Ω
min g x | x0( ) =
x∈Ω
min ∇f x0( ) x  (the constant terms are ignored as they don’t 
affect the optimization). 
Following the aforementioned analysis, the minimization of a concave function 
subject to constraints can be recast in an iterative convex minimization problem. 
For example, the FOCUSS algorithm [7] minimizes the concave function 
G x( ) = xi
i=1
N
∑
p
 with 0<p<1.  Using the transformation hi = xi2 ≥ 0  yields G h( ) = hi
i=1
N
∑
p
2  
and ∇G h |hk( ) =
p
2 hi,ki=1
N
∑
p
2−1 . Thus in the k+1 iteration the function to be minimized is 
∇G h |hk( )h =
p
2 hi,ki=1
N
∑
p
2−1hi  or equivalently 
p
2 xˆi,k
2( )
i=1
N
∑
p
2−1 xi2( ) = p2 Wkx 2
2 . The matrix 
Wk = diag xˆi,k( )
p
2−1
"
#
$
%
&
'  is diagonal with elements related to the solution of the previous 
iteration, xˆk , resulting in the iterative l2-norm convex minimization problem, 
 
x∈CN
min Wkx 2
2 subject to Ax− y 2 ≤ ε .                                                                 (P2,w
ε ) 
 
Reformulating (P2,wε ) in an unconstrained form with the use of Lagrange multipliers, 
 
     
x∈CN
min Wkx 2
2
+  η Ax− y 2
2 ,                                                                                (P2,wη ) 
 
the solution can be found analytically in each iteration, 
xˆk+1 =WkHWkAH AWkHWkAH +ηIM( )
−1 y . 
     Even though the problem is not convex and convergence to the global minimum is 
not guaranteed, initialization with the l2-norm solution such that W0 = IN usually 
suffices (at least in the context of DOA estimation) to assure that (P2,wε ) does not get 
trapped in local minima. 
4. EXPERIMENTAL RESULTS 
 
     The high-resolution capabilities and the robustness of the sparsity promoting 
framework in DOA estimation, is demonstrated on ocean acoustic measurements for 
source tracking from single snapshot data. Specifically, the data is from the long 
range acoustic communications (LRAC) experiment collected from a towed 
horizontal uniform linear array from 10:00-10:30 UTC on 16 September 2010 in the 
NE Pacific. The array has M=64 sensors, with intersensor spacing d=3m and was 
towed at 3.5 knots at 200m depth. The data were acquired with a sampling frequency 
of 2000Hz and the record is divided in 4s non-overlapping snapshots. Each snapshot 
is Fourier transformed with 213 samples.   
 
Figure 2 shows the reconstruction with CBF, CS and lp-norm minimization, with 
p=0.8, at frequency f=125Hz ( d λ = 14 ) for a DOA grid [-90:1:90]
o. The beamformer 
output indicates the presence of three sources at around 45o, 30o and -65o. The two 
arrivals at 45o and 30o are attributed to distant transiting ships. The broad arrival at -
65o is from the towship R/V Melville. The beamforming map suffers from low 
resolution and artifacts due to sidelobes. The CS provides high resolution imaging, 
which is further improved by enhancing sparsity with l0.8-norm minimization. 
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Fig.2: Data from LRAC: (a) conventional beamforming, (b) CS with l1-norm 
minimization (implemented with CVX [4]), (c) CS with l0.8-norm minimization 
(implemented with FOCUSS [7]) 
5. CONCLUSION 
 
Sound source localization with sensor arrays is essentially a sparse signal 
reconstruction problem, which can be efficiently solved with CS or other sparsiry 
promoting optimization procedures providing high-resolution reconstruction in DOA 
estimation.  
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The direction-of-arrival (DOA) estimation problem involves the localization of a few sources from
a limited number of observations on an array of sensors, thus it can be formulated as a sparse signal
reconstruction problem and solved efficiently with compressive sensing (CS) to achieve high-
resolution imaging. On a discrete angular grid, the CS reconstruction degrades due to basis mis-
match when the DOAs do not coincide with the angular directions on the grid. To overcome this
limitation, a continuous formulation of the DOA problem is employed and an optimization proce-
dure is introduced, which promotes sparsity on a continuous optimization variable. The DOA esti-
mation problem with infinitely many unknowns, i.e., source locations and amplitudes, is solved
over a few optimization variables with semidefinite programming. The grid-free CS reconstruction
provides high-resolution imaging even with non-uniform arrays, single-snapshot data and under
noisy conditions as demonstrated on experimental towed array data.
VC 2015 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4916269]
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I. INTRODUCTION
Sound source localization with sensor arrays involves
the estimation of the direction-of-arrival (DOA) of (usually a
few) sources from a limited number of observations.
Compressive sensing1,2 (CS) is a method for solving such
underdetermined problems with a convex optimization pro-
cedure which promotes sparse solutions.
Solving the DOA estimation as a sparse signal recon-
struction problem with CS, results in robust, high-resolution
acoustic imaging,3–6 outperforming traditional methods7 for
DOA estimation. Furthermore, in ocean acoustics, CS is
shown to improve the performance of matched field process-
ing,8,9 which is a generalized beamforming method for local-
izing sources in complex environments (e.g., shallow water),
and of coherent passive fathometry in inferring the number
and depth of sediment layer interfaces.10
One of the limitations of CS in DOA estimation is basis
mismatch11 which occurs when the sources do not coincide
with the look directions due to inadequate discretization of
the angular spectrum. Under basis mismatch, spectral leak-
age leads to inaccurate reconstruction, i.e., estimated DOAs
deviating from the actual ones. Employing finer grids3,12
alleviates basis mismatch at the expense of increased compu-
tational complexity, especially in large two-dimensional or
three-dimensional problems as encountered in seismic imag-
ing, for example.13–15
To overcome basis mismatch, we formulate the DOA
estimation problem in a continuous angular spectrum and
introduce a sparsity promoting measure for general signals,
the atomic norm.16 The atomic norm minimization problem,
which has infinitely many unknowns, is solved efficiently
over few optimization variables in the dual domain with
semidefinite programming.17 Utilizing the dual optimal vari-
ables, we show that the DOAs are accurately reconstructed
through polynomial rooting. It is demonstrated that grid-free
CS gives robust, high-resolution reconstruction also with
non-uniform arrays and noisy measurements, exhibiting
great flexibility in practical applications.
Polynomial rooting is employed in several DOA estima-
tion methods to improve the resolution. However, these
methods involve the estimation of the cross-spectral matrix
hence they require many snapshots and stationary incoherent
sources and are suitable only for uniform linear arrays
(ULA).18 Grid-free CS is demonstrated not to have these
limitations.
Finally, we process acoustic data19 from measurements
in the North-East (NE) Pacific with grid-free CS and demon-
strate that the method provides high-resolution acoustic
imaging even with single-snapshot data.
In this paper, vectors are represented by bold lowercase
letters and matrices by bold uppercase letters. The symbols
T , H denote the transpose and the Hermitian (i.e., conjugate
transpose) operator, respectively, on vectors and matrices.
The symbol  denotes simple conjugation. The generalized
inequality X  0 denotes that the matrix X is positive semi-
definite. The ‘p-norm of a vector x 2 Cn is defined as
kxkp ¼ ð
Pn
i¼1 jxijpÞ1=p. By extension, the ‘0-norm is defined
as kxk0 ¼
Pn
i¼1 1xi 6¼0. The paper makes heavy use of convex
optimization theory; for a summary see Appendix A.
II. DISCRETE DOA ESTIMATION
The DOA estimation problem involves the localization
of usually a few sources from measurements on an array of
a)Author to whom correspondence should be addressed. Electronic mail:
anxe@dtu.dk
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sensors. For simplicity, we assume that the sources are in the
far-field of the array, such that the wavefield impinging on
the array consists of a superposition of plane waves, that the
processing is narrowband and the sound speed is known.
Moreover, we consider the one-dimensional problem with a
uniform linear array of sensors and the sources residing in
the plane of the array.
The location of a source is characterized by the direction
of arrival of the associated plane wave, h 2 ½908; 908,
with respect to the array axis. The propagation delay from
the ith potential source to each of the M array sensors is
described by the steering (or replica) vector
aðhiÞ ¼ ej2pðd=kÞ½0;…;M1
T
sin hi ; (1)
where k is the wavelength and d is the intersensor spacing.
Discretizing the half-space of interest, h 2 ½908; 908,
into N angular directions the DOA estimation problem is
expressed in a matrix-vector formulation
y ¼ Ax; (2)
where y 2 CM is the vector of the wavefield measurements
at the M sensors, x 2 CN is the unknown vector of the com-
plex source amplitudes at all N directions on the angular grid
of interest, and A is the sensing matrix which maps the sig-
nal to the observations
AMN ¼ ½aðh1Þ;…; aðhNÞ: (3)
In the presence of additive noise n 2 CM, the measurement
vector is described by
y ¼ Axþ n: (4)
The noise is generated as independent and identically distrib-
uted complex Gaussian. The array signal-to-noise ratio
(SNR) for a single-snapshot is used in the simulations,
defined as SNR¼ 20 log10ðkAxk2=knk2Þ, which determines
the noise ‘2-norm, knk2 ¼ kAxk210SNR=20.
A. Sparse signal reconstruction
Practically, we are interested in a fine resolution on the
angular grid such that M < N and problem (2) is underdeter-
mined. A way to solve this ill-posed problem is to constrain
the possible solutions with prior information.
Traditional methods solve the underdetermined problem
(2) by seeking the solution with the minimum ‘2-norm which
fits the data as described by the minimization problem
min
x2CN
kxk2 subject to y ¼ Ax: (5)
The minimization problem (5) is convex with analytic solu-
tion, x^ ¼ AHðAAHÞ1y. However, it aims to minimize the
energy of the signal rather than its sparsity, hence the result-
ing solution is non-sparse.
Conventional beamforming20 (CBF) is the simplest
source localization method and it is based on the ‘2-norm
method with the simplifying condition AAH ¼ IM. CBF
combines the sensor outputs coherently to enhance the signal
at a specific look direction from the ubiquitous noise yield-
ing the solution
x^CBF ¼ AHy: (6)
CBF is robust to noise but suffers from low resolution and
the presence of sidelobes.
A sparse solution x is preferred by minimizing the ‘0-
norm leading to the minimization problem
min
x2CN
kxk0 subject to y ¼ Ax: (7)
However, the minimization problem (7) is a non-convex
combinatorial problem which becomes computationally in-
tractable even for moderate dimensions. The breakthrough
of compressive sensing1,2 (CS) came with the proof that for
sufficiently sparse signals, K  N, K < M, and sensing mat-
rices with sufficiently incoherent columns the minimization
problem (7) is equivalent to the minimization problem
min
x2CN
kxk1 subject to y ¼ Ax; (8)
where the ‘0-norm is replaced with the ‘1-norm. The prob-
lem (8) is the closest convex optimization problem to prob-
lem (7) and can be solved efficiently by convex optimization
even for large dimensions.21
For noisy measurements Eq. (4), the constraint in Eq.
(8) becomes ky Axk2  , where  is the noise floor, i.e.,
knk2  . Then, the solution is22
x^CS ¼ argmin
x2CN
kxk1 subject to ky Axk2  ; (9)
which has the minimum ‘1-norm while it fits the data up to
the noise level.
Herein, we use the cvx toolbox for disciplined convex
optimization which is available in the Matlab environment.
It uses interior point solvers to obtain the global solution of a
well-defined optimization problem.23 Interior point methods
solve an optimization problem with linear equality and in-
equality constraints by transforming it to a sequence of sim-
pler linear equality constrained problems which are solved
iteratively with the Newton’s method (iterative gradient
descent method) increasing the accuracy of approximation at
each step.24
B. Basis mismatch
CS offers improved resolution due to the sparsity con-
straint and it can be solved efficiently with convex optimiza-
tion. However, CS performance in DOA estimation is limited
by the coherence of the sensing matrix A (see Ref. 5),
described by the restricted isometry property,25 and by basis
mismatch11,12 due to inadequate discretization of the angular
grid. Herein, we demonstrate a way to overcome the limita-
tion of basis mismatch by solving the ‘1-minimization prob-
lem on a grid-free, continuous spatial domain.
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The fundamental assumption in CS is the sparsity of the
underlying signal in the basis of representation, i.e., the sens-
ing matrix A. However, when the sources do not match with
the selected angular grid, the signal might not appear sparse
in the selected discrete Fourier transform basis.11 Figure 1
shows the degradation of CS performance under basis mis-
match due to inadequate discretization of the DOA domain
in fast Fourier transform beamforming.
To increase the precision of the CS reconstruction,
Malioutov et al.3 and Duarte and Baraniuk12 propose an
adaptive grid refinement. The adaptive grid refinement aims
at improving the resolution of CS reconstruction without sig-
nificant increase in the computational complexity by first
detecting the regions where sources are present on a coarse
grid and then refining the grid locally only at these regions.
Grid refinement is an intuitive way of circumventing basis
mismatch. However, the problem of basis mismatch is
avoided only if the problem is solved in a continuous setting,
particularly for moving sources.
III. CONTINUOUS DOA ESTIMATION
In the continuous approach, the K-sparse signal, x, is
expressed as
xðtÞ ¼
XK
i¼1
xidðt tiÞ; (10)
where xi 2 C is the complex amplitude of the ith source,
ti ¼ sin hi is its support, i.e, the corresponding DOA, on the
continuous sine spectrum T ¼ ½1; 1 (with T 	 T the set
of the DOAs of all K sources) and dðtÞ is the Dirac delta
function.
The sound pressure received at the mth sensor is
expressed as a superposition of plane waves from all possi-
ble directions on the continuous sine spectrum T,
ym¼
ð1
1
xðtÞej2pðd=kÞðm1Þtdt¼
XK
i¼1
xie
j2pðd=kÞðm1Þti ; (11)
and the measurement vector of the sensor array is
yM1 ¼ FMx; (12)
where FM is a linear operator (inverse Fourier transform)
which maps the continuous signal x to the observations
y 2 CM.
In the presence of additive noise, n 2 CM, the measure-
ment vector is described by
y ¼ FMxþ n; (13)
similarly to Eq. (4).
IV. GRID-FREE SPARSE RECONSTRUCTION
To solve the underdetermined problem (12) [or equiva-
lently problem (13)] in favor of sparse solutions, we describe
an optimization procedure which promotes sparsity on a con-
tinuous optimization variable.
A. Atomic norm
In the discrete formulation (4) of the DOA estimation
problem, the prior information about the sparse distribution
of sources is imposed through the ‘1-norm of the vector x to
obtain sparse estimates (9). By extension, in the continuous
formulation (13), we introduce the atomic norm,16 k 
 kA, as
a sparsity promoting measure for the continuous signal xðtÞ
in Eq. (10) defined as
kxkA ¼
XK
i¼1
jxij: (14)
In other words, the atomic norm is a measure for continuous
signals equivalent to the ‘1-norm (which is defined only on
vector spaces). Hence, the atomic norm is a convex function
which promotes sparsity in a general framework. For a dis-
crete grid the atomic norm corresponds to the ‘1-norm.
To clarify the analogy between the ‘1-norm and the
atomic norm and justify the term atomic, consider that the
vector x 2 CN can be interpreted as a linear combination of
N unit vectors. The unit vectors, in this case, are the smallest
units, or atoms, in which the vector x can be decomposed
into. The ‘1-norm is the sum of the absolute values of the
weights of this linear combination of atoms.24
Analogously, the continuous signal (10) can be interpreted
as a linear combination of K delta functions dðt tiÞ, serving
as atoms for the continuous signal xðtÞ and the atomic norm is
the sum of the absolute values of the weights of the linear
combination of these atoms.16 Even though there are infinitely
many atoms in the continuous case, only few of those, K < M,
constitute the signal and the sum in Eq. (14) is finite.
B. Primal problem
Utilizing the convex measure of the atomic norm, the
DOA estimation in the continuous angular space is solved
with the sparsity promoting minimization problem,
min
x
kxkA subject to y ¼ FMx: (15)
Since the optimization variable x is a continuous parame-
ter, the primal problem (15) is infinite dimensional and cannot
be solved as such. It is possible to approximate the continuous
variable x on a discrete grid and solve the ‘1-norm optimiza-
tion problem (8). This would increase the computational
FIG. 1. (Color online) CS performance in DOA estimation in terms of the
discretization of the angular space. A standard ULA is used with M¼ 8 sen-
sors, d=k ¼ 1=2 and SNR¼ 20 dB. CBF and CS (*) reconstruction of two
sources (o) (a) at 08 and 158 on a grid ½908 : 58 : 908, (b) at 08 and 178 on
a grid ½908 : 58 : 908, and (c) at 08 and 178 on a grid ½908 : 18 : 908.
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complexity significantly when the discretization step is
reduced to improve precision. An alternative to this, is to grad-
ually refine the discretization step.3 However, we show that by
solving the dual problem instead, there is no need to employ a
discrete approximation of the continuous variable, x.
C. Dual problem
To formulate the dual problem to problem (15) (see
Appendix A for details), we construct the Lagrangian by
making the explicit equality constraints, y ¼ FMx, implicit
in the objective function,
Lðx; cÞ ¼ kxkA þ Re½cHðy FMxÞ; (16)
where c 2 CM is the vector of dual variables.
The dual function gðcÞ is the infimum, i.e., the greatest
lower bound, of the Lagrangian, Lðx; cÞ, over the primal
optimization variable x,
gðcÞ ¼ inf
x
Lðx; cÞ
¼ Re½cHy þ inf
x
ðkxkA  Re½cHFMxÞ: (17)
To evaluate the second term in Eq. (17) we note that for ev-
ery xi, Re½ðcHFMÞixi ¼ Re½ðFHMcÞHi xi ¼ jðFHMcÞijjxij cos/i,
where/i is the angle between xi and ðFHMcÞi. Then,
jxij  Re½ðFHMcÞHi xi ¼ jxij½1 jðFHMcÞij cos/i
 jxij½1 jðFHMcÞij: (18)
The lower bound in Eq. (18) is non-negative if jFHMcj is less
than one, maxijðFHMcÞij  1, and the infimum is zero.
Otherwise, jxij½1 jðFHMcÞij < 0 and the infimum is
attained at 1. Hence, the dual function is
gðcÞ ¼ Re½c
Hy; kFHMck1  1
1; otherwise:
(
(19)
From Eq. (18), jxij½1 jðFHMcÞij cos/i ¼ 0 at the infi-
mum, which for every xi 6¼ 0 yields jðFHMcÞij cos/i ¼ 1, i.e.,
jðcHFMÞij ¼ 1 and /i ¼ 0, as both jðcHFMÞij  1 and
cos/i  1. Thus, for xi 6¼ 0, ðFHMc^Þi is a unit vector in the
direction of xi,
ðFHMc^Þi ¼ xi=jxij; xi 6¼ 0;
jFHMc^ij < 1; xi ¼ 0: (20)
Maximizing the dual function (19) constitutes the dual
problem
max
c2CM
Re½cHy subject to kFHMck1  1: (21)
Since the primal problem (15) is convex with linear equality
constraints (A11), strong duality holds assuring that the max-
imum of the dual problem (21) is equal to the minimum of
the primal problem.
The dual problem (21) selects a vector c 2 CM which is
maximally aligned with the measurement vector y 2 CM while
its beamformed amplitude jFHMcj is bounded by unity across
the whole angular spectrum. At the angular direction corre-
sponding to the DOA of an existing source, the beamformed
dual vector (20) is equal to the normalized source amplitude.
D. Dual problem using semidefinite programming
The dual problem (21) is a semi-infinite programming
problem with a finite number of optimization variables,
c 2 CM, and infinitely many inequality constraints, which is
still intractable.
Define the dual polynomial
HðzÞ ¼ FHMc ¼
XM1
m¼0
cmz
m ¼
XM1
m¼0
cme
j½2pðd=kÞtm: (22)
Note that FHMc is a trigonometric polynomial (B1), of the
variable zðtÞ ¼ ej2pðd=kÞt, t 2 T, with the dual variables c
¼ ½c0;…; cM1T as coefficients and degree M  1.
The inequality constraint in Eq. (21) implies that the
dual polynomial has amplitude uniformly bounded for all
t 2 T; see Eq. (B7). Making use of the approximation in Eq.
(B6) for bounded trigonometric polynomials, the constraint
in Eq. (21) can be replaced with finite dimensional linear
matrix inequalities. Thus, the dual problem is solved with
semidefinite programming,23,24 i.e., a convex optimization
problem where the inequality constraints are linear matrix
inequalities with semidefinite matrices
max
c;Q
ReðcHyÞ subject to

QMM cM1
cH1M 1

 0;
XMj
i¼1
Qi;iþj ¼
(
1; j ¼ 0
0; j ¼ 1; :::;M  1: (23)
The number of optimization variables of the dual prob-
lem (23) is ðM þ 1Þ2=2 equal to half the number of elements
of the Hermitian matrix in the inequality constraint. Thus, a
problem with infinitely many unknown parameters, Eq. (15),
is solved over a few optimization variables.
E. Support detection through the dual polynomial
Strong duality assures that by solving the dual problem
(21), or equivalently Eq. (23), we obtain the minimum of the
primal problem (15). However, the dual problem provides an
optimal dual vector, c^, but not the primal solution, x^. Since
the corresponding dual polynomial, HðzÞ ¼ FHMc^; has the
properties in Eq. (20), the support T^ of the primal solution x^
can be estimated by locating the angular directions ti where
the amplitude of the dual polynomial is one (i.e., the angular
directions at the maxima of the beamformed dual vector),
jHðzÞj  1; 8t 2 T! jH½zðtiÞj ¼ 1; ti 2 T^jH½zðtÞj < 1; t 2 TnT^ :
(
(24)
Following Appendix B 4, this is done by locating the
roots of the non-negative polynomial which lie on the unit
circle jzj ¼ 1 (see also Sec. VIII B),
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PðzÞ ¼ 1 RðzÞ ¼ 1
XM1
m¼ðM1Þ
rmz
m; (25)
where RðzÞ ¼ HðzÞHðzÞH ¼ jHðzÞj2 with coefficients rm
¼PM1ml¼0 c^lc^lþm, m  0 and rm ¼ rm, i.e., the autocorre-
lation of c^.
Note that the polynomial of degree 2ðM  1Þ,
PþðzÞ ¼ zM1PðzÞ ¼ ð1 r0ÞzM1

XM1
m¼ðM1Þ;m 6¼0
rmz
ðmþM1Þ; (26)
which has only positive powers of the variable z, has the
same roots as PðzÞ, besides the trivial root z ¼ 0. Thus, the
support T^ of x^, i.e., the DOAs of the sources, is recovered by
locating the roots of PþðzÞ on the unit circle (see Fig. 2),
T^ ¼ ti ¼ k
2pd
arg zi jPþ zið Þ ¼ 0; jzij ¼ 1
 
: (27)
F. Reconstruction of the primal solution x
Once the support is recovered by locating the roots of
the polynomial in Eq. (26) that lie on the unit circle (27), the
source amplitudes [the complex weights in Eq. (10)] are
recovered from
x^CSdual ¼ AþT y; (28)
where þ denotes the pseudoinverse of AT with columns
aðtiÞ ¼ ej2pðd=kÞ½0;…;M1T ti for ti 2 T^ .
Figure 3 shows the DOA estimation with grid-free CS
following the procedure described in this section (see
Appendix C for a MATLAB implementation). The dual polyno-
mial attains unit amplitude, jHðzÞj ¼ 1, at the support of the
solution, i.e., the DOAs of the existing sources; see Fig. 3(a).
Figure 3(b) compares the grid-free CS (28) and the CBF
reconstruction in DOA estimation. The grid-free CS offers
very accurate localization, while CBF is characterized by
low resolution. Moreover, CBF fails to detect the weak
source at 15:9628 since it is totally masked by the sidelobes.
V. MAXIMUM RESOLVABLE DOAS
The maximum number of resolvable DOAs with grid-
free CS is determined by the maximum number of roots of
PþðzÞ in Eq. (26) which can be on the unit circle, jzj ¼ 1.
Since the coefficients of the polynomial PþðzÞ are conjugate
symmetric around the term zM1, the roots appear in pairs at
the same angular direction tl, one inside the unit circle, zin
¼ rlej2pðd=kÞ tl at radius rl < 1, and the other outside of the
unit circle zout ¼ ð1=rlÞej2pðd=kÞ tl ¼ 1=ðzinÞH . This implies
that the roots on the unit circle have double multiplicity. The
polynomial PþðzÞ has in total 2ðM  1Þ roots, as determined
by its degree. Hence, there are at most M  1 (double) roots
on the unit circle.
The necessary condition for the dual polynomial (24) to
satisfy the condition jHðzÞj < 1 for some t 2 T, thus avoid
the non-informative case of a constant dual polynomial, is
that the number of sources should not exceed17,26
Kmax ¼ M  1
2
 
; (29)
where b
c is the largest integer not greater than the argument.
In other words, at least half of the (paired) M  1 roots
should lie off the unit circle alternating with the roots on the
unit circle leading to the bound (29).
For positive source amplitudes, xi 2 Rþ, the condition
(29) is sufficient and no separation condition is required for
the resolvable sources.26 However, for complex amplitudes,
xi 2 C, the sources are resolved uniquely only if the corre-
sponding DOAs are separated by at least,17,27
min
ti; tj2T
jti  tjj ¼ k
Md
; (30)
where jti  tjj is a wrap-around distance meaning that we
identify the points 1, 1, inT ¼ ½1; 1.
FIG. 2. (Color online) Support detection through the dual polynomial. A ULA
is used withM ¼ 21 sensors and d=k ¼ 1=2 to localize three sources with sup-
port set T ¼ ½0:126; 0:275; 0:67. (a) The dual polynomial jHðzÞj. (b) The
non-negative polynomial PðzÞ. (c) The support T is estimated by the angle of
the roots, zi, of PðzÞ for which jzij ¼ 1.
FIG. 3. (Color online) Grid-free sparse reconstruction. A standard ULA is
used with M ¼ 21 sensors and d=k ¼ 1=2 to localize three sources () at h
¼ ½7:23858; 15:9628; 42:06718 with amplitudes jxj ¼ ½1; 0:01; 0:6. (a)
The dual polynomial. (b) Reconstruction with grid-free CS (*) and CBF.
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The minimum separation condition (30) is a consequence
of the coherence of the sensing process which is related to the
beampattern; see Sec. IVD in Ref. 5. To guarantee a well-
posed sparse signal reconstruction, it is required that the col-
umns of the inverse Fourier operator FM, the steering vectors
(1), are sufficiently uncorrelated. The continuous formulation
(12) implies that adjacent steering vectors are in arbitrarily
close directions, hence fully coherent. However, the require-
ment (30) inhibits closely spaced (i.e., highly correlated)
steering vectors, hence prevents the sparse reconstruction
problem from being too ill-posed due to coherence.
Figure 4 shows the reconstruction for the maximum
number of sources possible. For positive source amplitudes,
xi 2 Rþ, the bound (29) suffices to ensure a unique solution.
Grid-free CS achieves super-resolution even for DOAs in
general position; see Figs. 4(a)–4(b). Inserting an additional
source at 71:818, thus exceeding the maximum number of
resolvable sources (29), results in a non-informative dual
polynomial, jHðzÞj  1, for all t 2 T, Fig. 4(c), and inaccu-
rate reconstruction where only seven out of the 11 sources
are resolved, Fig. 4(d). For complex source amplitudes,
xi 2 C, an additional constraint (30) on the minimum
separation of DOAs is required along with the bound on the
number of sources (29) to ensure a unique solution, Figs.
4(e)–4(f). Violating the minimum separation condition, the
CS DOA estimation becomes extremely ill-posed due to the
coherence of the underlying steering vectors resulting in
inaccurate reconstruction characterized by the presence of
spurious sources, Figs. 4(g)–4(h).
VI. NON-UNIFORM ARRAYS
The method is also applicable to non-uniform arrays,
constructed by randomly choosing sensors from a standard
ULA configuration, by adding an additional constraint in the
optimization problem (23).27 The additional constraint
ensures that coefficients of the dual polynomial correspond-
ing to inactive sensors on the ULA, cmnull , are annihilated.
The dual problem in a semidefinite programming formu-
lation (23) is augmented with an additional constraint and
takes the form
max
c;Q
ReðcHyÞ subject to QMM cM1
cH1M 1
" #
 0;
XMj
i¼1
Qi;iþj ¼
1; j ¼ 0
0; j ¼ 1; :::;M 1 ; cmnull ¼ 0:
(
(31)
Figure 5 shows the DOA estimation with grid-free CS
and compares it with the CBF reconstruction in the case of a
random array. Even though CBF performance degrades sig-
nificantly due to the increased sidelobe levels introduced by
the random array and the strong source towards endfire, CS
still offers exact reconstruction.
VII. GRID-FREE RECONSTRUCTION WITH NOISE
The problem of grid-free DOA estimation with CS
extends to noisy measurements making the framework useful
for practical applications. Assuming that the measurements
[Eq. (13)] are contaminated with additive noise n 2 CM,
such that knk2  , the atomic norm minimization problem
(15) is reformulated as28
FIG. 4. (Color online) Grid-free sparse reconstruction. A ULA is used with
M ¼ 21 sensors and d=k ¼ 1=2 to localize the possible maximum number of
sources (), bðM  1Þ=2c ¼ 10. (a) The dual polynomial and (b) reconstruc-
tion with grid-free CS (*) and CBF for sources with positive amplitudes,
x10;R ¼ ½0:8; 0:6; 0:9; 0:5; 1; 0:9; 0:1; 1; 0:4; 0:7. (c) The dual polynomial
and (d) reconstruction for 11 sources with positive amplitudes, x11;R
¼ ½x10;R; 0:1. (e) The dual polynomial and (f) reconstruction for sources
with complex amplitudes, x10; C ¼ x10; R þi½1:6; 0:5; 1:3; 2:6; 0:4;
1:2; 1:2; 0:6; 0:5; 0:6, separated by the condition (30). (g) The dual
polynomial and (h) reconstruction for sources with complex amplitudes,
x10; C, but locations violating the condition (30).
FIG. 5. (Color online) Grid-free sparse reconstruction. (a) A random array
constructed by randomly selecting M ¼ 13 sensors out of a standard ULA
with 21 sensors and d=k ¼ 1=2. The sources () are at h ¼ ½32:88818;
25:27738; 69:39038 with amplitudes jxj ¼ ½0:67; 0:33; 1. (b) The dual
polynomial. (c) Reconstruction with grid-free CS (*) and CBF.
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min
x
kxkA subject to ky FMxk2  : (32)
To solve the infinite dimensional primal problem (32) we
formulate the equivalent dual problem (see Appendix D)
max
c
ReðcHyÞ  kck2 subject to kFHMck1  1; (33)
and we replace the infinite-dimensional constraints with fi-
nite matrix inequalities,
max
c;Q
ReðcHyÞ  kck2 subject to
QMM cM1
cH1M 1
" #
 0;
XMj
i¼1
Qi;iþj ¼
1; j ¼ 0
0; j ¼ 1; :::;M 1:
(
(34)
Problem (34) is a convex optimization problem which
can be solved efficiently with semidefinite programming23 to
obtain an estimate for the coefficients, c 2 CM, of the dual
polynomial. The support of the solution, i.e., the DOAs of
the existing sources is found by locating the points where the
dual polynomial has unit amplitude following the methodol-
ogy in Sec. IVE. Once the support is recovered the source
amplitudes are estimated by solving a discrete overdeter-
mined problem, Eq. (28).
Figure 6 shows the DOA estimation for three sources
with grid-free CS when the array measurements are contami-
nated with additive noise [Eq. (13)] such that SNR¼ 20 dB.
Grid-free CS improves significantly the resolution in the
reconstruction compared to CBF, even though some weak
spurious sources appear as artifacts due to the noise in the
measurements.
VIII. DOA ESTIMATION WITH POLYNOMIAL ROOTING
Polynomial rooting can increase performance and achieve
super-resolution in several DOA estimation methods, such as
the minimum variance distortionless response (MVDR) beam-
former, the multiple signal classification (MUSIC) method
and the minimum-norm method. All these methods involve
the estimation or the eigendecomposition of the cross-spectral
matrix both in their spectral and root version.
The cross-spectral matrix estimated from L snapshots
(i.e., observations of y at a particular frequency) is defined as
C^y ¼ 1
L
XL
l¼1
yly
H
l : (35)
The eigendecomposition of the cross-spectral matrix
separates the signal and the noise subspaces
C^y ¼ U^sK^sU^Hs þ U^nK^nU^
H
n ; (36)
where U^s comprises the signal eigenvectors, which corre-
spond to the largest eigenvalues K^s, and U^n comprises the
noise eigenvectors. The signal eigenvectors are in the same
subspace as the steering vectors (1), while the noise eigen-
vectors are orthogonal to the subspace of the steering vec-
tors, thus aðhÞHU^n ¼ 0.
A. Spectral version of DOA estimation methods
MVDR (Ref. 29) aims to minimize the output power of
the beamformer under the constraint that the signal from the
look direction remains undistorted. The MVDR beamformer
power spectrum is
PMVDR hð Þ ¼ 1
a hð ÞHC^1y a hð Þ
: (37)
MUSIC (Ref. 30) uses the orthogonality between the
signal and the noise subspace to locate the maxima in the
spectrum
PMUSIC hð Þ ¼ 1
a hð ÞHU^nU^Hn a hð Þ
: (38)
The minimum-norm is also an eigendecomposition based
method but, unlike MUSIC which utilizes all noise eigenvec-
tors, it uses a single vector, v ¼ ½v0;…; vM1T , which resides
in the noise subspace [compare with the dual vector c^ Eq.
(20) which resides in the signal subspace] such that
aðhiÞHv ¼ 0; i ¼ 1;…; K; (39)
where K is the number of sources.
All the noise subspace eigenvectors, i.e., the columns of
U^n have the property in Eq. (39). However, if the vector v is
chosen as a linear combination of the noise subspace eigen-
vectors the algorithm tends to be more robust.18,31,32
The minimum-norm method selects a vector, v, in the
noise subspace with minimum ‘2-norm and unit first ele-
ment, v0 ¼ 1. The vector v can be constructed from the noise
eigenvectors as31
v ¼ U^ndH=kdk22; (40)
where the vector d is the first row of U^n. Equivalently, the
vector v can be constructed from the signal eigenvectors as
v ¼ U^s b
H
1 kbk22
; (41)
FIG. 6. (Color online) Grid-free sparse reconstruction. A ULA is used with
M ¼ 21 sensors and d=k ¼ 1=2 to localize three sources () at h
¼½19:69428; 28:35948; 73:94578 with amplitudes jxj¼ ½0:6; 0:3; 0:3. (a) The
dual polynomial. (b) Reconstruction with grid-free CS (*) and CBF. The SNR is
20dB.
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where the vector b is the first row of U^s.
The minimum-norm spectrum is
Pmin-norm hð Þ ¼ 1
a hð ÞHvvHa hð Þ
: (42)
B. Root version of DOA estimation methods
The root version of the DOA estimation methods is based
on the fact that for ULAs the null spectrum has the form of the
trigonometric polynomial in Eq. (B2) with x ¼ 2pðd=kÞ sin h
(since sin h 2 ½1; 1, then for a standard ULA x 2 ½p; p).
Thus, evaluating the spectrum is equivalent to evaluating the
roots of the polynomial on the unit circle.33
More analytically, let NðhÞ ¼ aðhÞHWaðhÞ be the null
spectrum, such that the spectrum is SðhÞ ¼ NðhÞ1. For
MVDR, W ¼ C^1y (Ref. 18, p. 1147), for MUSIC, W
¼ U^nU^Hn (Ref. 18, p. 1159) and for the minimum-norm
method, W ¼ vvH (Ref. 18, p. 1163). Then
NðhÞ ¼
XM1
m¼0
XM1
n¼0
ej2pmðd=kÞ sin hWmnej2pnðd=kÞ sin h
¼
XM1
l¼ðM1Þ
wle
j2plðd=kÞ sin h;
NðzÞ ¼
XM1
l¼ðM1Þ
wlz
l; (43)
where wl ¼
P
mn¼lWmn is the sum of the elements of the
Hermitian matrix W along the lth diagonal and
z ¼ ej2pðd=kÞ sin h.
The set of DOAs, T^ , is estimated from the roots of the
polynomial NðzÞ, or equivalently the polynomial
NþðzÞ ¼ zM1NðzÞ, which lie on the unit circle, zi ¼ ej argðziÞ as
T^ ¼ sin hi ¼ k
2pd
arg zi jNþ zið Þ ¼ 0; jzij ¼ 1
 
: (44)
After the support is recovered, the amplitudes can be esti-
mated through an overdetermined problem as in Eq. (28).
Even though the root forms of DOA estimation methods
have, often, more robust performance than the corresponding
spectral forms,34 they require a regular array geometry to
form a trigonometric polynomial and detect its roots behav-
ior. To achieve a robust estimate of the cross-spectral matrix
many snapshots are required, L > M, i.e., stationary sources.
Furthermore, eigendecomposition based methods fail to dis-
cern coherent arrivals. Forward/backward smoothing techni-
ques35,36 can be employed to mitigate this problem and
make eigendecomposition based methods suitable for identi-
fication of coherent sources as well, but they still require a
regular array geometry and an increased number of sensors.
IX. EXPERIMENTAL RESULTS
The high-resolution capabilities of sparse signal recon-
struction methods, i.e., CS for DOA estimation, and the
robustness of grid-free sparse reconstruction even under
noisy conditions and with random array configurations are
demonstrated on ocean acoustic measurements. The interest
is on single-snapshot reconstruction for source tracking and
the results are compared with CBF.
The data set is from the long range acoustic communica-
tions (LRAC) experiment19 recorded from 10:00–10:30
UTC on 16 September 2010 in the NE Pacific and is the
same as in Ref. 5 to allow comparison of the results. The
data are from a horizontal uniform linear array towed at 3:5
knots at 200 m depth. The array has M ¼ 64 sensors, with
intersensor spacing d ¼ 3 m. The data were acquired with a
sampling frequency of 2000 Hz and the record is divided in
4 s non-overlapping snapshots. Each snapshot is Fourier
transformed with 213 samples.
The data are post-processed with CBF and CS on a dis-
crete DOA grid ½908 : 18 : 908 as well as grid-free CS at
frequency f ¼ 125 Hz (d=k ¼ 1=4). To facilitate the compari-
son of the results, the grid-free CS reconstruction is also pre-
sented on the grid ½908 : 18 : 908 by rounding the estimated
DOAs to the closest integer angle and using the maximum
power within each bin. The results are depicted in Fig. 7 both
with all M ¼ 64 sensors active, Figs. 7(a)–7(d) and by retain-
ing only M ¼ 16 sensors active in a non-uniform
FIG. 7. (Color online) Data from LRAC. (a) Uniform array with M ¼ 64
sensors and the corresponding (b) CBF, (c) CS on a discrete grid, ½908 :
18 : 908, and (d) grid-free CS reconstruction. (e) Non-uniform array with
M ¼ 16 sensors and the corresponding (f) CBF, (g) CS on a discrete grid
and (h) grid-free CS reconstruction.
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configuration, Figs. 7(e)–7(h). Both array configurations, Figs.
7(a) and 7(e), have the same aperture thus the same
resolution.
The CBF map (6) in Fig. 7(b) indicates the presence of
three stationary sources at around 458, 308, and 658. The
two arrivals at 458 and 308 are attributed to distant transiting
ships, even though a record of ships in the area was not kept.
The broad arrival at 658 is from the tow ship R/V Melville.
The CBF map suffers from low resolution and artifacts due
to sidelobes and noise. The CS reconstruction (9) [¼ 3.5,
Fig. 7(c)] results in improved resolution in the localization
of the three sources by promoting sparsity and significant
reduction of artifacts in the map. The grid-free CS solution
(28), Fig. 7(d), provides high resolution and further artifact
reduction due to polynomial rooting.
Retaining only 1=4 of the sensors on the array in a non-
uniform configuration degrades the resolution of CBF due to
increased sidelobe levels, Fig. 7(f). However, both CS on a
discrete DOA grid, Fig. 7(g), and grid-free CS, Fig. 7(h),
provide high-resolution DOA estimation without a signifi-
cant reconstruction degradation.
The single-snapshot processing, Fig. 7, indicates that the
sources are adequately stationary. Therefore, the 200 snap-
shots can be combined to estimate the cross-spectral matrix
(35) and employ cross-spectral methods for DOA estimation.
Figure 8(a) compares the power spectra of MVDR (37),
MUSIC (38), and the minimum-norm method (42) and Fig.
8(b) the corresponding root versions.
The root versions of cross-spectral methods, especially
the root MUSIC and the root minimum-norm method, pro-
vide improved resolution compared to the corresponding
spectral forms. However, the root cross-spectral methods
require both many snapshots (i.e., stationary sources) for a
robust estimate of the cross-spectral matrix and uniform
arrays. Grid-free CS does not have these limitations.
X. CONCLUSION
DOA estimation with sensor arrays is a sparse signal
reconstruction problem which can be solved with CS.
Discretization of the problem involves a compromise
between the quality of reconstruction and the computational
complexity, especially for high-dimensional problems. Grid-
free CS assures that the sparsity promoting optimization
problem in CS can be solved in the dual domain with semi-
definite programming even when the unknowns are infinitely
many. Grid-free CS achieves high-resolution DOA estima-
tion through the polynomial rooting method.
In contrast to established DOA estimation methods,
CS provides high-resolution acoustic imaging even with
non-uniform array configurations and robust performance
under noisy measurements and single-snapshot data.
Finally, the grid-free CS has the same performance both
with coherent and incoherent, stationary or moving sources
while other DOA estimation methods based on polynomial
rooting fail to discern coherent arrivals and have degraded
resolution for moving sources as they require many
snapshots.
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APPENDIX A: CONVEX OPTIMIZATION PROBLEMS
This section summarizes the basic notions and formula-
tions encountered in convex optimization problems, as pre-
sented analytically in Ref. 24.
1. Primal problem
A generic optimization problem has the form
min
x
f0ðxÞ
subject to fiðxÞ  0; i ¼ 1; :::;m
hjðxÞ ¼ 0; j ¼ 1; :::; q; (A1)
where x 2 CN is the optimization variable, the function f0 :
CN ! R is the objective (or cost) function, the functions
fi : C
N ! R are the inequality constraint functions and the
functions hj : C
N ! C are the equality constraint func-
tions. The optimization problem (A1) is convex when
f0;…; fm are convex functions and h1;…; hq are affine (lin-
ear) functions.
The set of points for which the objective and all con-
straint functions in Eq. (A1) are defined is called the domain
of the optimization problem
D ¼
\
i¼0
m
dom fi \
\
j¼1
q
dom hj: (A2)
A point ~x 2 D is called feasible if it satisfies the constraints
in Eq. (A1).
The optimal value p of the optimization problem (A1),
achieved at the optimal variable x, is
p ¼ infff0ðxÞ j fiðxÞ  0; hjðxÞ ¼ 0g
¼ ff0ðxÞjfiðxÞ  0; hjðxÞ ¼ 0g; (A3)
for all i ¼ 1;…; m and j ¼ 1;…; q.
FIG. 8. (Color online) Data from LRAC, combining the 200 snapshots to
estimate the cross-spectral matrix and processing with MVDR, MUSIC, and
the minimum-norm method. (a) Spectral version and (b) root version. The
ULA withM ¼ 64 sensors and d=k ¼ 1=4 is used.
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2. The Lagrangian
The Lagrangian, L, of an optimization problem is
obtained by augmenting the objective function with a
weighted sum of the constraint functions. The Lagrangian of
the generic optimization problem (A1) is
Lðx; k; mÞ ¼ f0ðxÞ þ
Xm
i¼1
kifiðxÞ þ Re
Xq
j¼1
ihiðxÞ
" #
;
(A4)
where ki is the Lagrange multiplier associated with the ith
inequality constraint, fiðxÞ  0, and j is the Lagrange multi-
plier associated with the jth equality constraint, hjðxÞ ¼ 0.
The vectors k 2 Rm and m 2 Cq are the dual variables of the
problem (A1).
3. The dual function
The dual function of the problem (A1) is the minimum
value of the Lagrangian (A5) over x 2 D for k 2 Rm and
m 2 Cq,
gðk; mÞ ¼ inf
x2D
Lðx; k; mÞ: (A5)
Since the dual function is the pointwise infinum of a family
of affine functions of ðk; mÞ, it is concave, even when prob-
lem (A1) is not convex.
The dual function (A5) yields lower bounds on the opti-
mal value p Eq. (A3) for any k  0 (where  represents
componentwise inequality) and any m,
gðk; mÞ  p; (A6)
since gðk; mÞ ¼ infx2D Lðx; k; mÞ  Lð~x; k; mÞ  f0ð~xÞ for
every feasible point ~x.
4. Dual problem
The dual function (A5) gives a lower bound on the opti-
mal value p of the optimization problem (A1), which
depends on the dual variables ðk; mÞ with k  0; see Eq.
(A6). The best lower bound, i.e., the lower bound with the
greatest value, is obtained through the optimization problem
max
k; m
gðk; mÞ subject to k  0; (A7)
which is the dual problem to the optimization problem (A1).
The dual problem (A7) is a convex optimization prob-
lem, since the objective function to be maximized is concave
and the constraints are convex, irrespectively whether the
primal problem (A1) is convex or not.
5. Weak duality
The optimal value d of the dual problem (A7),
achieved at the dual optimal variables ðk; mÞ is
d ¼ supfgðk; mÞ j k  0g ¼ fgðk; mÞ j k  0g:
(A8)
The dual maximum d is the best lower bound on the mini-
mum of the primal problem (A3), which can be obtained
from the Lagrange dual function. The inequality
d  p; (A9)
holds even if the primal problem (A1) is non-convex and is
called weak duality.
The non-negative difference p  d is called the duality
gap for the optimization problem (A1), since it gives the gap
between the minimum of the primal problem and the maxi-
mum of the dual problem.
6. Slater’s condition and strong duality
When the duality gap, p  d, is zero, strong duality
holds characterized by the equality
d ¼ p: (A10)
Strong duality holds when the optimization problem
(A1) is convex and there exists a strictly feasible point, i.e.,
the inequality constraints hold with strict inequalities. The
constraint qualification which implies strong duality for con-
vex problems is called Slater’s condition,
fiðxÞ < 0; i ¼ 1;…; m;
AqNx ¼ y: (A11)
When the primal problem is convex and Slater’s condition
holds there exist a dual feasible ðk; mÞ such that
gðk; mÞ ¼ d ¼ p, i.e., the optimal value of the primal
problem can be obtained by solving the dual problem.
The Slater’s condition holds also with a weaker con-
straint qualification, when some of the inequality constraint
functions, f1;…; fk, are affine (instead of convex)
fiðxÞ  0; i ¼ 1;…; k;
fiðxÞ < 0; i ¼ k þ 1;…; m;
AqNx¼y: (A12)
The weaker constraint qualifications (A12) imply that strong
duality reduces to feasibility when both the inequality and
the equality constraints are linear.
7. Schur complement
Let X be a square Hermitian matrix partitioned as
X ¼ A B
BH C
 
; (A13)
where A is also square Hermitian. If detA 6¼ 0 then the
matrix
S ¼ C BHA1B (A14)
is called the Schur complement of A in X.
A useful property related to the Schur complement is
that if A  0 then X  0 if and only if S0.
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APPENDIX B: BOUNDED TRIGONOMETRIC
POLYNOMIALS
This section presents useful results for bounded trigono-
metric polynomials and their roots as presented in Ref. 37.
1. Trigonometric polynomials
Let aðxÞ ¼ ½1; ejx;…; ejxðL1ÞT be a L 1 basis vector
for trigonometric polynomials of degree L 1 with
x 2 ½p; p. A (causal) trigonometric polynomial can be
written in terms of the basis vector as
HðxÞ ¼
XL1
l¼0
hle
jxl ¼ aðxÞHh; (B1)
where h ¼ ½h0;…; hL1T 2 CL is the vector of the polyno-
mial coefficients.
2. Non-negative trigonometric polynomials
Let RðxÞ ¼ jHðxÞj2 ¼ HðxÞHðxÞH . From Eq. (B1), the
non-negative trigonometric polynomial RðxÞ has the form
RðxÞ ¼
XL1
k¼ðL1Þ
rke
jxk; (B2)
where rk ¼
PL1k
l¼0 hlh

lþk for k  0 and rk ¼ rk , i.e., the
coefficients are conjugate symmetric thus RðxÞ is Hermitian.
Equivalently, the coefficients rk can be calculated as the sum
of the kth diagonal elements of the autocorrelation matrix
QLL ¼ hhH as
rk ¼
XLk
i¼1
Qi; iþk: (B3)
3. Bounded trigonometric polynomials
Let two polynomials HðxÞ and BðxÞ fulfill the
inequality
jHðxÞj  jBðxÞj; 8x 2 ½p; p; (B4)
which implies jHðxÞj2  jBðxÞj2; 8x 2 ½p; p. Defining
RHðxÞ ¼ jHðxÞj2 and RBðxÞ ¼ jBðxÞj2 as in Eq. (B2),
yields RHðxÞ  RBðxÞ. From Lemma 4.23 in Ref. 37,
RHðxÞ  RBðxÞ implies QH  QB, where QH ¼ hhH and
QB ¼ bbH are the autocorrelation matrices of the coefficient
vectors h ¼ ½h0;…; hL1T and b ¼ ½b0;…; bL1T of the
polynomials HðxÞ and BðxÞ, respectively. Through a Schur
complement (see Appendix A 7), QB  h11hH  0 is
equivalent to semidefinite matrix
QB hL1
hH1L 1
 
 0: (B5)
Let the polynomial HðxÞ have amplitude uniformly
bounded for all x 2 ½p; p such that, jHðxÞj  c, where
c 2 Rþ is a given positive real number. As a special case of
the results for bounded trigonometric polynomials in Eqs.
(B4), (B5), with jBðxÞj ¼ c, Theorem 4.24 and corollary
4.25 in Ref. 37 states that the inequality jHðxÞj  c can be
approximated by two linear matrix inequalities
QLL hL1
hH1L 1

 0;
XLj
i¼1
Qi;iþj ¼
c2; j ¼ 0
0; j ¼ 1; :::; L 1:

(B6)
The latter constraint follows from the autocorrelation matrix
of the constant polynomial RBðxÞ ¼ c2.
The results for bounded trigonometric polynomials can
be used in relation to the ‘1-norm, since setting an upper
bound for the maximum amplitude of a polynomial implies
that the polynomial has amplitude uniformly bounded for all
x 2 ½p; p,
kHk1 ¼ max
x2½p; p
jHðxÞj  c;
jHðxÞj  c; 8x 2 ½p; p: (B7)
4. Roots of real non-negative trigonometric
polynomials
For a bounded trigonometric polynomial jHðxÞj  1,
we can construct a polynomial
TABLE I. MATLAB code for Sec. IV.
Given y 2 CM, d, k
Solve dual problem with CVX (Ref. 23), Eq. (23)
1: cvx_solver sdpt3
2: cvx_begin sdp
3: variable SðM þ 1; M þ 1Þ hermitian
4: S >¼ 0;
5: SðM þ 1; M þ 1Þ ¼¼ 1;
6: trace(S) ¼¼ 2;
7: for j ¼ 1 : M  1
8: sum(diag(S; j)) ¼¼ SðM þ 1 j; M þ 1Þ;
9: end
10: maximize(real(Sð1 : M; M þ 1Þ0  y))
11: cvx_end
12: c ¼ Sð1 : M; M þ 1Þ;
Find the roots of Pþ, Eq. (26)
13: r¼ conv(c,flipud(conj(c)));
14: rðMÞ ¼ 1 rðMÞ;
15: roots_ P¼ roots(r);
Isolate roots on the unit circle, Eq. (27)
16: roots_uc¼ roots_ P (abs(1-abs(roots_ P)) <1e 2);
17: [aux,ind]¼ sort(real(roots_uc));
18: roots_uc¼ roots_uc(ind);
19: t¼ angle(roots_uc(1: 2:end))/(2  pi  d=k);
Amplitude estimation, Eq. (28)
20: A_T¼ exp(1i  2  pi  d=k½0:ðM  1Þ0  t0);
21: x_CS_dual¼A_T \ y;
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PðxÞ ¼ 1 jHðxÞj2 ¼ 1 RðxÞ; (B8)
which is by definition real-valued and non-negative, thus it
cannot have single roots on the unit circle. The degree of
the polynomial PðxÞ is 2ðL 1Þ. Therefore, the polyno-
mial PðxÞ has at most L 1 distinct roots on the unit
circle. At a root, x0, we have Pðx0Þ ¼ 0 and subsequently
jHðx0Þj ¼ 1.
APPENDIX C: IMPLEMENTATION IN MATLAB
The algorithm in Table I for the implementation of the
method described in Sec. IV is an adaptation of the code by
Fernandez-Granda in Ref. 17.
APPENDIX D: DUAL PROBLEM WITH NOISE
In the case that the measurements Eq. (13) are contami-
nated with additive noise n 2 CM such that knk2  , the
primal problem of atomic norm minimization (15) is refor-
mulated to problem (32) or equivalently
min
x
kxkA subject to
y ¼ FMxþ n;
knk2  :

(D1)
The Lagrangian for Eq. (D1) is formulated by augmenting
the objective function with a weighted sum of the constraints
Lðx; c; nÞ ¼ kxkA þRe½cHðyFMxnÞþnðnHn 2Þ;
(D2)
where c 2 CM are the dual variables related to the equality
constraints, y FMx n ¼ 0, and n 2 Rþ is a Lagrange
multiplier related to the inequality constraint, knk2    0.
The dual function gðc; nÞ is the infimum of the
Lagrangian, Lðx; c; nÞ, over the optimization variable x,
gðc; nÞ ¼ inf
x
Lðx; c; nÞ
¼ Re½cHy cHn þ nðnHn 2Þ
þ inf
x
ðkxkA  Re½cHFMxÞ: (D3)
Minimizing over the unknown noise n 2 CM
@g c; nð Þ
@n
¼ cþ 2nn ¼ 0; (D4)
yields the optimal noise vector, no ¼ c=ð2nÞ. The dual func-
tion evaluated at no is
g c; nð Þjno ¼ Re cHy
 	
 c
Hc
2n
þ n c
Hc
4n2
 2
 !
þ inf
x
kxkA  Re cHFMx
 	
 
: (D5)
Further, maximizing over the dual variable n,
@g c; nð Þjno
@n
¼ c
Hc
4n2
 2 ¼ 0; (D6)
we obtain the optimal value for the dual variable no
¼ kck2=ð2Þ.
Finally, the dual function evaluated at the optimal val-
ues no and no becomes
gðcÞjno;no ¼Re½cHy kck2þ infx ðkxkA Re½c
HFMxÞ;
(D7)
and the dual problem is formulated by maximizing the dual
function, gðcÞjno; no , over the dual variables c 2 C
M
similarly
to the process detailed in Sec. IVC,
max
c
gðcÞjno; no  maxc Re½c
Hy  kck2
subject to kFHMck1  1: (D8)
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For a sound field observed on a sensor array, compressive sensing (CS) reconstructs the direction-
of-arrivals (DOAs) of multiple sources using a sparsity constraint. The DOA estimation is posed
as an underdetermined problem expressing the acoustic pressure at each sensor as a phase-lagged
superposition of source amplitudes at all hypothetical DOAs. Regularizing with an `1-norm con-
straint renders the problem solvable with convex optimization, while promoting sparsity resulting
in high-resolution DOA maps. Here, the sparse source distribution is derived using maximum a pos-
teriori estimates for both single and multiple snapshots. CS does not require inversion of the data
covariance matrix and thus works well even for a single snapshot resulting in higher resolution than
conventional beamforming. For multiple snapshots, CS outperforms conventional high-resolution
methods, even with coherent arrivals and at low signal-to-noise ratio. The superior resolution of CS
is demonstrated with vertical array data from the SWellEx96 experiment for coherent multi-paths.
PACS numbers: 43.60.Pt, 43.60.Jn, 43.60.Fg
I. INTRODUCTION
Direction-of-arrival (DOA) estimation refers to the lo-
calization of several sources from noisy measurements of
the wavefield with an array of sensors. Thus, DOA esti-
mation is expressible as a linear underdetermined prob-
lem with a sparsity constraint enforced on its solution.
The compressive sensing1,2 (CS) framework asserts that
this is solved efficiently with a convex optimization pro-
cedure which promotes sparse solutions.
In DOA estimation, CS achieves high-resolution acous-
tic imaging3–5, outperforming traditional methods6. Un-
like the subspace DOA estimation methods7,8 which also
offer super-resolution, DOA estimation with CS is reli-
able even with a single snapshot9–11.
For multiple snapshots, CS has benefits over other
high-resolution beamformers3,4: 1) It does not require
the arrivals to be incoherent. 2) It can be formulated
with any number of snapshots, in contrast to, e.g., the
Minimum Variance Distortion-free Response (MVDR)
beamformer. 3) Its flexibility in the problem formula-
tion enables extensions to sequential processing, and on-
line algorithms10. We show here that CS obtains higher
resolution than MVDR, even in scenarios which favor
classical high-resolution methods.
In ocean acoustics, CS has found several applications
in matched field processing12,13 and in coherent passive
fathometry for inferring the depths of sediment interfaces
and their number14. Various wave propagation phenom-
ena from a single source (refraction, diffraction, scatter-
a)Corresponding author. Electronic mail: gerstoft@ucsd.edu
ing, ducting, reflection) lead to multiple partially coher-
ent arrivals received by the array. These coherent arrivals
are a problem for high-resolution beamformers.
We use least squares optimization with an `1-norm
regularization term, also known as the least absolute
shrinkage and selection operator (LASSO)15, to formu-
late the DOA estimation problem. The LASSO formula-
tion complies with statistical models as it provides a max-
imum a posteriori (MAP) estimate, assuming a Gaussian
data likelihood and a Laplacian prior distribution for the
source acoustic pressure16,17. The LASSO is known to
be a convex minimization problem and solved efficiently
by interior point methods.
In the LASSO formulation, the reconstruction accu-
racy depends on the choice of the regularization param-
eter which controls the balance between the data fit and
the sparsity of the solution. We indicate that the regu-
larization parameter can be found from the properties of
the LASSO path18,19, i.e., the evolution of the LASSO
solution versus the regularization parameter.
We address the limitations of CS which affect recon-
struction quality such as basis mismatch20 which occurs
when the DOAs do not coincide with the look directions
of the angular spectrum. Grid refinement3,21 alleviates
basis mismatch at the expense of increased computa-
tional complexity, especially in large two-dimensional or
three-dimensional geo-acoustic inversion problems as e.g.
seismic imaging22–24. More importantly, grid refinement
causes increased coherence between the steering vectors
(basis coherence) which induces bias in the estimate.
Compressive beamforming 1
II. SINGLE SNAPSHOT DOA ESTIMATION
For simplicity, we assume plane wave propagation, i.e.,
the sources are in the far-field of the array, and nar-
rowband processing with a known sound speed. Con-
sidering the one-dimensional problem with a linear array
(ULA) of sensors and the sources residing in the plane
of the array, the location of a source is characterized
by the direction of arrival of the associated plane wave,
θ ∈ [−90◦, 90◦], with respect to the array axis.
The propagation delay from the ith potential source to
each of the M array sensors is described by the steering
(or replica) vector,
a(θi) =
1√
M
[
1, ej
2pid
λ 1 sin θi , . . . , ej
2pid
λ (M−1) sin θi
]T
, (1)
where λ is the wavelength and d the intersensor spacing.
Discretizing the half-space of interest, θ ∈ [−90◦, 90◦],
into N angular directions the DOA estimation problem
can be expressed as a signal reconstruction problem with
the linear model,
y = Ax+ n, (2)
where y ∈ CM is the complex-valued data vector from
the measurements at the M sensors, x ∈ CN is the un-
known vector of the complex source amplitudes at all N
directions on the angular grid of interest and n ∈ CM is
the additive noise vector. The sensing matrix,
A = [a(θ1), · · · ,a(θN )], (3)
maps the signal x to the observations y and has as
columns the steering vectors, Eq. (1), at all look direc-
tions.
The components of x can be modeled as having a de-
terministic magnitude with uniformly random phase, or
as complex Gaussian with zero mean.
In the following, the noise is generated as independent
and identically distributed (iid) complex Gaussian. The
array signal-to-noise ratio (SNR) is used, defined as,
SNR = 10 log10
E
{‖Ax‖22}
E {‖n‖22}
(dB). (4)
The problem of DOA estimation is to recover the set
of non-zero components in the source vector x ∈ CN ,
given the sensing matrix AM×N and an observation vec-
tor y ∈ CM . Even though there are only a few sources
K < M generating the acoustic field, we are interested in
a fine resolution on the angular grid to achieve precise lo-
calization such that M  N and the problem in Eq. (2)
is underdetermined. A way to solve this ill-posed inverse
problem is constraining the possible solutions with prior
information.
Traditional methods solve the problem in Eq. (2) by
seeking the solution with the minimum `2-norm which
provides the best data fit (`2-norm regularized least
squares),
x̂`2(µ) = arg min
x∈CN
‖y −Ax‖22 + µ‖x‖22. (5)
The regularization parameter, µ ≥ 0, controls the relative
importance between the data fit and the `2-norm of the
solution. The minimization problem in Eq. (5) is convex
with analytic solution, x̂`2(µ) = A
H
(
AAH + µIM
)−1
y,
where IM is the M×M identity matrix. However, it aims
to minimize the energy of the signal through the `2-norm
regularization term rather than its sparsity, hence the
resulting solution is non-sparse.
Conventional beamforming (CBF)7 is related to the `2
solution for large µ. From Eq. (5):
x̂CBF = lim
µ→∞(µx̂`2(µ)) = A
Hy. (6)
In principle, CBF combines the sensor outputs coherently
to enhance the signal at a specific look direction from the
ubiquitous noise. CBF is robust to noise but suffers from
low resolution and the presence of sidelobes.
Since x is sparse (there are only K  N sources), it
is appropriate to seek for the solution with the minimum
`0-norm, which counts the number of non-zero entries in
the vector, to find a sparse solution. However, the `0-
norm minimization problem is a non-convex combinato-
rial problem which becomes computationally intractable
even for moderate dimensions. The breakthrough of
CS1,2 came with the proof that for sufficiently sparse
signals, K  N , and sensing matrices with sufficiently
incoherent columns the `0-norm minimization problem
is equivalent (at least in the noiseless case) to its con-
vex relaxation, the `1-norm minimization problem
25,26.
By replacing the `0-norm with the convex `1-norm, the
problem can be solved efficiently with convex optimiza-
tion even for large dimensions27–29.
For noisy measurements, Eq. (2), the `1-norm mini-
mization problem is formulated as
x̂`1() = arg min
x∈CN
‖x‖1 subject to ‖y −Ax‖2 ≤ , (7)
where  is the noise floor. The estimate x̂`1() has the
minimum `1-norm while it fits the data up to the noise
level. The problem in Eq. (7) can be equivalently written
in an unconstrained form with the use of the regularizer
µ ≥ 0,
x̂LASSO(µ) = arg min
x∈CN
‖y −Ax‖22 + µ‖x‖1. (8)
The sparse signal reconstruction problem in Eq. (8) is a
least squares optimization method regularized with the
`1-norm of the solution x and provides the best data
fit (`2-norm term) for the sparsity level determined by
the the regularization parameter µ. The optimization
problem in Eq. (8) is also known as the least absolute
shrinkage and selection operator (LASSO) since the `1
regularizer shrinks the coefficients of x towards zero as
the regularization parameter µ increases15. For every 
there exists a µ so that the estimates in Eq. (7) and
Eq. (8) are equal.
Once the active DOAs are recovered, by solving Eq. (7)
or equivalently Eq. (8), the unbiased complex source am-
plitudes are determined from,
x̂CS = A
+
αy, (9)
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where + is the pseudoinverse of Aα with columns solely
the active steering vectors (directions of non-zero com-
ponents).
III. MAP ESTIMATE VIA LASSO
We use the LASSO formulation, Eq. (8), to solve the
DOA estimation problem in favor of sparse solutions.
The choice of the (unconstrained) LASSO formulation
over the constrained formulation, Eq. (7), allows the
sparse reconstruction method to be interpreted in a sta-
tistical Bayesian setting, where the unknowns x and the
observations y are both treated as stochastic (random)
processes, by imposing a prior distribution on the solu-
tion x which promotes sparsity15–17.
Bayes theorem connects the posterior distribution
p(x|y), of the model parameters x conditioned on the
data y, with the data likelihood p(y|x), the prior distri-
bution of the model parameters p(x) and the marginal
distribution of the data p(y),
p(x|y) = p(y|x)p(x)
p(y)
. (10)
Then, the maximum a posteriori (MAP) estimate is,
x̂MAP = arg max
x
ln p(x|y)
= arg max
x
[ln p(y|x) + ln p(x)]
= arg min
x
[− ln p(y|x)− ln p(x)] ,
(11)
where the marginal distribution of the data p(y) is omit-
ted since it is independent of the model x.
Based on a complex Gaussian noise model with iid real
and imaginary parts, n ∼ CN (0, σ2I), the likelihood of
the data is also complex Gaussian distributed p(y|x) ∼
CN (Ax, σ2I),
p(y|x) ∝ e−
‖y−Ax‖22
σ2 . (12)
Following30, we assume that the coefficients of the solu-
tion x are iid and follow a Laplacian-like distribution (for
complex random variables). The corresponding prior is
p(x) ∝
N∏
i=1
e−
√
(Re xi)
2+(Im xi)
2
ν = e−
‖x‖1
ν . (13)
The LASSO estimate, Eq. (8), can be interpreted as the
maximum a posteriori (MAP) estimate,
x̂MAP=arg min
x
[‖y −Ax‖22 + µ‖x‖1]=x̂LASSO(µ), (14)
where µ = σ2/ν. The Laplacian-like prior distribution
encourages sparse solutions since it concentrates more
mass near 0 and in the tails.
IV. MULTIPLE-SNAPSHOT DOA ESTIMATION
Even though for moving sources it befits to solve one
optimization problem for each snapshot sequentially, for
stationary scenarios, the sensor data statistics can be ag-
gregated across snapshots to provide a more stable esti-
mate. In the multiple-snapshot scenario,
Y = AX+N, (15)
where, for L snapshots, Y = [y(1), · · · ,y(L)] and N =
[n(1), · · · ,n(L)] are M × L matrices with the measure-
ment and noise vectors per snapshot as columns, respec-
tively, and X is the N×L signal with the complex source
amplitudes at the N DOAs per snapshot as columns. For
stationary sources the matrix X = [x(1), · · · ,x(L)] ex-
hibits row sparsity, i.e., it has a constant sparsity profile
for every column, since the few existing sources are asso-
ciated with the same DOA for all snapshots.
The multiple-snapshot LASSO problem31 can be de-
rived from Bayes theorem by imposing a Laplacian-like
prior on the `2-norm of each row of the matrix X,
p(x`2) ∝ exp(−‖x`2‖1/ν), Ref.3, and assuming an iid
complex Gaussian distribution for the data likelihood
p(Y|X) ∝ exp(−‖Y −AX‖2F/σ2),
X̂ = arg max p(Y|X)p(X)
= arg min
X∈CN×L
‖Y −AX‖2F + µ‖x`2‖1. (16)
where the Frobenius norm ‖·‖F for a matrix F ∈ CM×L
is defined as ‖F‖2F =
∑M
i=1
∑L
j=1|fi,j |2 and the regu-
larizer x`2 is the vector obtained from the `2-norm of
the rows of the matrix X. The processing performance
can be improved by doing an eigenvalue decomposition
of X and retaining just the largest signal eigenvalues; see
Refs.3, 4. The smaller eigenvalues contain mostly noise
so this improves processing. However, this eigenvalue de-
composition is not done here as this has features similar
to forming a sample covariance matrix.
Once the active steering vectors have been recovered,
the unbiased source amplitudes are estimated for each
snapshot, similar to the single snapshot case, Eq. (9),
X̂CS = A
+
αY, (17)
If desired, an average power estimate x`2CS can be obtained
from the `2-norm of the rows of X̂CS, with the ith element
squared of x`2CS being the source power estimate at θi.
For reference, the CBF and MVDR use the data sam-
ple covariance matrix,
C =
1
L
YYH . (18)
The beamformer power for CBF and MVDR respectively
is then,
PCBF(θ) = w
H
CBF(θ)CwCBF(θ) (19)
PMVDR(θ) = w
H
MVDR(θ)CwMVDR(θ), (20)
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where the corresponding weight vectors are given by,
wCBF(θ) = a(θ) (21)
wMVDR(θ) =
C−1a(θ)
aH(θ)C−1a(θ)
. (22)
The power estimates PCBF(θi), PMVDR(θi), and the cor-
responding ith squared component of x`2CS are thus com-
parable. Note that since the MVDR weights in Eq. (22)
involve the inverse of the sample covariance matrix,
MVDR requires a full rank C, i.e., L ≥M snapshots.
V. REGULARIZATION PARAMETER SELECTION
The choice of the regularization parameter µ in Eq. (8),
also called the LASSO shrinkage parameter, is crucial as
it controls the balance between the sparsity of the esti-
mated solution and the data fit determining the quality
of the reconstruction.
For large µ, the solution is very sparse (with small `1-
norm) but the data fit is poor. As µ decreases towards
zero, the data fit is gradually improved since the cor-
responding solutions become less sparse. Note that for
µ = 0 the solution in Eq. (8) becomes the unconstrained
least squares solution.
A. The LASSO path
As the regularization parameter µ evolves from ∞ to
0, the LASSO solution in Eq. (8) changes continuously
following a piecewise smooth trajectory referred to as the
solution path or the LASSO path18,19. In this section, we
show that the singularity points in the LASSO path are
associated with a change in the sparsity of the solution
and can be used to indicate an adequate choice for µ.
We obtain the full solution path using convex opti-
mization to solve Eq. (8) iteratively for different values
of µ. We use the cvx toolbox for disciplined convex op-
timization which is available in the Matlab environment.
It uses interior point solvers to obtain the global solution
of a well-defined optimization problem27–29.
Let L(x, µ) denote the objective function in Eq. (8),
L(x, µ) = ‖y −Ax‖22 + µ‖x‖1. (23)
The value x̂ minimizing Eq. (23) is found from its sub-
derivative,
∂xL(x, µ) = 2A
H (Ax− y) + µ∂x‖x‖1, (24)
where the subdifferential operator ∂x is a generalization
of the partial differential operator for functions that are
not differentiable everywhere (Ref.29 p.338). The sub-
gradient for the `1-norm is the set of vectors,
∂x‖x‖1 =
{
s : ‖s‖∞ ≤ 1, sHx = ‖x‖1
}
, (25)
which implies,
si =
xi
|xi| , xi 6= 0
|si| ≤ 1, xi = 0, (26)
i.e., for every active element xi 6= 0 of the vector x ∈ CN ,
the corresponding element of the subgradient is a unit
vector in the direction of xi. For every null element
xi = 0 the corresponding element of the subgradient has
magnitude less than or equal to one. Thus, the magni-
tude of the subgradient is uniformly bounded by unity,
‖s‖∞ ≤ 1.
Denote,
r = 2AH (y −Ax̂) , (27)
the beamformed residual vector for the estimated solu-
tion x̂. Since Eq. (23) is convex, the global minimum is
attained if 0 ∈ ∂xL(x, µ) which leads to the necessary
and sufficient condition
µ−1r ∈ ∂x‖x‖1. (28)
Then, from Eq. (26) and Eq. (28), the coefficients ri =
2aHi (y −Ax̂) of the beamformed residual vector r ∈ CN
have amplitude such that,
|ri| = µ, x̂i 6= 0
|ri| ≤ µ, x̂i = 0, (29)
i.e., whenever a component of x̂ becomes non-zero, the
corresponding element of the beamformed residual hits
the boundary identified with the regularization parame-
ter, ‖r‖∞ ≤ µ.
The above is used for formulating a solution procedure
where the values of µ for different sparsity levels are indi-
cated by the dual solution r, solving the dual problem32.
For large µ, the solution x̂ = 0 is trivial and r = 2AHy
in Eq. (27). Decreasing µ, a first component of x be-
comes active when the corresponding component of r hits
the boundary, µ = 2|AHy|. Inserting this solution into
Eq. (27) gradually indicates the value of µ for which a
second component becomes active. This way we follow
the LASSO path towards less sparse solutions and lower
µ as detailed in Ref. 32.
For multiple snapshots, the beamformed residuals be-
come
R = 2AH
(
Y −AX̂
)
, ri =
√√√√ L∑
j=1
|Rij |2 . (30)
The values of µ when changes in sparsity appear are ob-
tained similarly to the single snapshot case.
The dual method has been used to estimate the solu-
tion path of the real-valued18 and the complex-valued32
generalized LASSO problems. The generalized LASSO
uses the `1-norm to enforce structural or geometric con-
straints on the solution by replacing the sparsity con-
straint ‖x‖1 with ‖Dx‖1 for a structured matrix D. The
generalized formulation performs well in certain applica-
tions, e.g., recovery of continuous sources by promoting
block sparsity33 and DOA tracking for moving sources
by an adaptive update of a diagonal weighting matrix
D which reflects the evolution of the source probability
distribution10.
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FIG. 1. (Color online) The data error ‖y−Ax̂‖22, describing
the goodness of fit, versus the `1-norm in (a) linear scale and
(b) log-log scale for the estimated solution x̂ for different val-
ues of the regularization parameter µ in the LASSO problem
Eq. (8) for sparse DOA estimation.
B. Regularization parameter selection via the LASSO path
The LASSO performance in DOA estimation is eval-
uated by simulations starting with a large µ and sub-
sequently decreasing its value. We consider a uniform
linear array (ULA) with M = 20 omnidirectional sen-
sors and intersensor spacing d = λ/2. Three sources
are simulated at DOAs [−5, 0, 20]◦ with corresponding
magnitudes [1, 0.6, 0.2]. The sensing matrix A in (3) is
defined on the coarse angular grid [−90◦:5◦:90◦]. The
noise variance in (4) is chosen such that SNR=20 dB.
The trade-off between regularization term ‖x̂‖1 and
the data fit ‖y−Ax̂‖22 in the LASSO estimate , Eq. (8),
for a range of values of µ is depicted in Fig. 1. The rele-
vant values of µ for the LASSO path are found between
the two dots in Fig. 1(b), i.e. 1.54 > µ > 0.02. For these
values of µ, the importance shifts from favoring sparser
solutions for large µ towards diminishing the model resid-
ual’s `2-norm for smaller µ. From inspecting Fig. 1(b),
it is difficult inferring the value of µ which results in the
desired sparsity level. The LASSO path offers a more
insightful method to determine the range of good val-
ues of µ (contained within the asterisks in Fig. 1(b)) as
explained below.
Figure 2 shows (a) the sparsity level ‖x̂‖0 of the
LASSO solution, (b) the properties of the LASSO path
and (c) the corresponding residual vector versus the reg-
ularization parameter µ. Since the interest is on sparse
solutions x̂, it is natural inspecting the LASSO path for
decreasing values of µ, i.e., interpreting Fig. 2 from right
to left.
For large values of µ (e.g., µ = 2) the problem in
Eq. (8) is over-regularized, forcing the trivial solution
x̂ = 0 (Fig. 2(b)), thus ‖x̂‖0 = 0 (Fig. 2(a)). In this
case, the slopes for all components |ri| are zero (Fig. 2(c))
since |ri| = |2aHi y| < µ for all i ∈ [0, · · · , N ] which is in-
dependent of µ.
The first non-zero component of x̂ appears at µ =
max|2AHy| = 1.76 and remains active for µ ≤ 1.76
(Fig. 2(b)) increasing the sparsity level to ‖x̂‖0 =
1 (Fig. 2(a)). The corresponding component |ri| =
|2aHi (y − aix̂i)| (Fig. 2(c)) is equal to µ for µ ≤ 1.76.
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FIG. 2. (Color online) The LASSO path versus µ for three
sources and SNR=20 dB. (a) Sparsity level of the estimate
x̂. (b) Paths for each component of the solution x̂. (c)
Paths for each component of the beamformed residual |r| =
2|AH (y −Ax̂) |.
The other components rj change slope at the singular
point µ = 1.76, since now |rj |= |2aHj (y − aix̂i)| < µ
for all j ∈ [0, · · · , N ], j 6= i. For µ ≤ 1.14, ‖x̂‖0 = 2
(Fig. 2(a)) as x̂ acquires a second non-zero component
(Fig. 2(b)) and the corresponding component |ri| be-
comes equal to µ (Fig. 2(c)). Similarly, the estimated
solution has a third non-zero component for µ ≤ 0.38.
For µ ≤ 0.18, x̂ has many non-zero components
(Figs. 2(b),(c)) and its sparsity level increases abruptly
(Fig. 2(a)). For such low values of µ the importance
shifts to the data fitting term (`2-norm term) in the reg-
ularized problem, Eq. (8), and x̂ includes many non-zero
noisy components gradually reducing the data error.
The specific values of µ at which an element of x̂ be-
comes active are denoted as the singular points in the
piecewise smooth LASSO path. At a singular point, some
component of r hits the boundary µ, i.e. |rn| = µ for
some index n. Thus, the properties of the LASSO path
indicate the selection of the regularization parameter µ.
For example, for a predefined sparsity level K a good
choice of µ is found by decreasing µ until the Kth singu-
lar point at the LASSO path.
Owing to the piecewise smooth nature of the LASSO
path, there is a range of µ which give the same sparsity
level (i.e., between two singular points). In principle, the
lowest µ in this range is desired as it gives the best data
fit. Though, any value of µ which achieves the desired
sparsity suffices as once the active DOAs are recovered,
the unbiased amplitudes are determined from Eq. (9).
Figure 3 shows the unbiased solution, Eq. (9), along
with the corresponding beamformed residual for 4 spar-
sity levels or values of µ.
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FIG. 3. (Color online) The unbiased estimate x̂CS (?) for
the signal x (◦) and the corresponding beamformed residual
vector for (a)–(b) µ = 1.76, (c)–(d) µ = 1.14, (e)–(f) µ = 0.38,
and (g)–(h) µ = 0 (corresponding to dashed lines in Fig. 2),
VI. BASIS MISMATCH AND COHERENCE
A. Reconstruction under basis mismatch
In Sec. V.B, the LASSO path is numerically evaluated
on a coarse angular grid and the solution vector has only
N = 37 components. In this case, the 5◦ grid spacing
suffices for the signal x to appear sparse in the selected
DFT basis, Eq. (3), since the DOAs at [−5, 0, 20]◦ coin-
cide with angular grid points.
When the DOAs do not coincide with angular grid
points, x may not appear sparse in the selected DFT
basis. In this case, basis mismatch20,21 between the as-
sumed sensing matrix, Eq. (3), and the actual DOAs de-
grades the performance of the LASSO reconstruction.
The LASSO path under basis mismatch is demon-
strated in Fig. 4(a) for the setting in Sec. V.B by dislo-
cating the DOA −5◦ to −3◦ (“off-grid”) while retaining
the coarse grid with spacing 5◦. Interpreting Fig. 4(a)
for decreasing values of µ (leftwards), the first non-zero
component x̂i appears for µ ≤ 1.8 (Fig. 4(a)) which cor-
responds to the component at 0◦ DOA, Fig. 4(b). The
corresponding component of the residual hits the bound-
ary line at µ = 1.8, Fig. 4(c). The maximum of the
residual µ = max|2AHy| = 1.8 occurs at a different
direction than in Fig. 3 due to the off-grid source at
−3◦. At µ = 1.62, the estimate acquires a second active
component (Fig. 4(a)) at −5◦, Figs. 4(d)–(e), approxi-
mating the actual source at −3◦ on the coarse grid. At
µ = 0.34, two components become active simultaneously
(Fig. 4(a)), one corresponding to the source at 20◦ and
the other corresponding to an artifact at −10◦ due to the
off-grid source at −3◦, Figs. 4(f)-(g). Thus, the LASSO
reconstruction is inaccurate under basis mismatch.
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FIG. 4. (Color online) The LASSO path versus regulariza-
tion parameter µ for K = 3 sources at [−3, 0, 20]◦ with mag-
nitudes [1, 0.6, 0.2] on the coarse angular grid with a ULA
with M = 20 sensors and intersensor spacing d = λ/2 and
SNR = 20 dB. (a) Paths for each component of the solution,
x̂. The unbiased estimate x̂CS (?), true signal (◦), and the
corresponding residual vector r for (b)–(c) µ = 1.8, (d)–(e)
µ = 1.62, and (f)–(g) µ = 0.34 (indicated with dashed lines).
B. Bias due to basis coherence
To overcome basis mismatch and increase precision in
the LASSO reconstruction, a finer angular grid is re-
quired. However, angular grid refinement also causes
higher coherence among steering vectors, Eq. (1), and
the problem in Eq. (2) becomes increasingly underde-
termined. Then, numerical difficulties when solving the
LASSO minimization, Eq. (8), may cause significant loss
of accuracy and the numerical solution might not exhibit
the desired sparsity. Further, this allows the numeri-
cal solution path to be discontinuous with respect to µ.
For smaller µ, components in the estimate x̂ can be ei-
ther activated (become non-zero) or annihilated and the
residual components can hit the boundary, or leave the
boundary18.
This is shown in Fig. 5 for a refined angular grid with
spacing 1◦ to avoid basis mismatch. For µ > 1.68, there
is an active component (Fig. 5(a)) at −2◦ which is a
spurious DOA (instead of the actual at −3◦) and is anni-
hilated for µ ≤ 0.88. For µ ≤ 1.68, a second component
becomes activate (Fig. 5(a)) corresponding to the DOA
at −3◦; see Figs. 5(b)-(c). At µ = 0.98, a third compo-
nent becomes active corresponding to a noise artifact at
−1◦, Figs. 5(d)-(e), and is annihilated for µ ≤ 0.66. At
µ = 0.84, the component at 0◦ becomes active (Fig. 5(a))
while the spurious component at −2◦ has been annihi-
lated, Figs. 5(f)-(g). Further decreasing µ, a spurious
component at −4◦ appears for µ ≤ 0.62 and at µ = 0.38
a component at 21◦ is activated (Fig. 5(a)) resulting
in a more accurate DOA estimate, Figs. 5(h)–(i). For
µ ≤ 0.38 all four components at [-4, −3, 0, 21]◦ remain
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FIG. 5. (Color online) The LASSO path with the configura-
tion as in Fig. 4 but for the refined angular grid [−90:1:90]◦
which resolves basis mismatch but introduces increased am-
biguity in the solution. (b)–(c) µ = 1.68, (d)–(e) µ = 0.94,
(f)–(g) µ = 0.8 and (h)–(i) µ = 0.32.
active, while other noisy components become active con-
tributing to the estimated solution for µ ≤ 0.26 (omitted
in Fig. 5).
Consequently, improved precision from angular grid re-
finement comes at the expense of increased basis coher-
ence which causes bias in the estimates (cf. the source
at 21◦ instead of the true DOA at 20◦ in Fig. 5(h)) and
noisy artifacts depending on the noise realization (cf. the
spurious source at −4◦ in Fig. 5(h)).
VII. DOA ESTIMATION ERROR EVALUATION
If the source DOAs are well separated with not too
different magnitude, the DOA estimation for multiple
sources using CBF and CS turns out to behave simi-
larly. They differ, however, in their behavior whenever
two sources are closely spaced. The same applies for
MVDR under the additional assumptions of incoherent
arrivals and sufficient number of snapshots, L ≥M . The
details are of course scenario dependent.
For the purpose of a quantitative performance eval-
uation with synthetic data, the estimated, θ̂k, and the
true, θtruek , DOAs are paired with each other such that
the root mean squared DOA error is minimized in each
single realization. After this pairing, the ensemble root
mean squared error is computed,
RMSE =
√√√√E[ 1
K
K∑
k=1
(θ̂k − θtruek )2
]
. (31)
CBF suffers from low-resolution and the effect of side-
lobes for both single and multiple data snapshots, thus
the simple peak search used here is too simple. These
problems are reduced in MVDR for multiple snapshots
and they do not arise with CS,
In the following simulation study, we consider an array
with M = 20 elements and intersensor spacing d = λ/2.
The DOAs for plane wave arrivals are assumed to be on
a fine angular grid [−90◦:0.5◦:90◦]. The regularization
parameter µ is chosen to correspond to the Kth largest
peak of the residual in Eq. (27) using the procedure in Sec
V.A. Note that panel c in Figs. 6–9 shows the simulation
results versus array SNR defined in Eq. (4).
A. Single Snapshot
In the first scenario, we consider a single snapshot case
with additive noise with K = 2 well-separated DOAs at
[2, 75]◦ with magnitudes [13, 10], see Fig. 6. A third
weak source is included in the second scenario very close
to the first source: Thus, K = 3 and the source DOAs
are [−3, 2, 75]◦ with magnitudes [4, 13, 10], see Fig. 7.
The synthetic data is generated according to Eq. (2).
For the first scenario, the CS diagrams in Fig. 6a show
DOA estimation with small variance but indicate a bias
towards endfire, as for the true DOA 75◦ the CS estimate
is 76◦. Towards endfire the main beam becomes broader
and absorbs more noise power. The CBF spectra Fig. 6a
are characterized by a high sidelobe level but for the two
well-separated similar-magnitude sources this is a minor
problem. Nevertheless, this indicates in which way the
CBF performance is fragile.
Using Monte Carlo simulations, we repeat the CS in-
version for 1000 realizations of the noise in Fig. 6b. The
RMSE increases towards the endfire directions. This is to
be expected as the main beam becomes wider and this
results in a lower DOA resolution4. Since the sources
are well-separated in this scenario, CS and CBF perform
similarly with respect to RMSE.
Repeating the Monte Carlo simulations at several
SNRs gives the RMSE performance of CS and CBF in
Fig. 6b. Their performance is about the same since the
DOAs are well-separated.
In the second scenario, the CBF cannot resolve the
two closely spaced sources with DOAs [−3, 2]◦. They
are less than a beamwidth apart as indicated in Fig. 7a.
Sidelobes cause a few DOA estimation errors at −65◦
in the CBF histogram Fig. 7b. Since CS obtains high
resolution even for a single snapshot, it performs much
better than CBF Fig. 7c.
B. Multiple Snapshot
In the multiple snapshot scenarios, the CBF and
MVDR use the data sample covariance matrix Eq. (18)
whereas CS works directly on the observations X
Eq. (16). The sample covariance matrix is formed by
averaging L synthetic data snapshots. A source’s magni-
tude is considered invariant from snapshot to snapshot.
The source’s phases are independent realizations sampled
from a uniform distribution on [0, 2pi).
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Due to the weak performance of MVDR in scenarios
with coherent arrivals7, we assume incoherent arrivals
in the simulations although not needed for CS. For CS
we use Eq. (16) with a similar choice of regularization
parameter µ as for the single snapshot case.
Using the same setup as in Fig. 7, but estimating the
source DOAs based on L = 50 snapshots gives the results
in Fig. 8. At SNR = 0 dB the diagrams in Fig. 8a show
that CS localizes the sources well, in contrast to the CBF
and MVDR which is also indicated in the histograms in
Fig. 8b. The RMSE in Fig. 8c, shows that CBF does not
give the required resolution even for high SNR. MVDR
performs well for SNR > 10 dB, whereas CS performs
well for SNRs down to 2.5 dB.
In a third scenario, the weak broadside sources are
moved closer with DOAs defined as [−2, 1, 75]◦. Fig.
9 gives about the same DOA estimates for CBF, as it
is already at its maximum performance. MVDR fails
for SNR < 20 dB, which is 10 dB higher than the cor-
responding value in Fig. 8c. Contrarily, CS fails only
for SNR < 2.5 dB in both cases (Figs. 8c and 9c). Note
how MVDR completely misses the weak source at −2◦ in
Figs. 9c, but CS localize it with a larger spread. Thus,
as the weak source moves closer to the strong source, CS
degrades slower than MVDR in terms of RMSE. This is
a good indication of its high-resolution capabilities.
Figure 10 shows the estimated power at the one re-
alization in Fig. 8a of L = 50 snapshots inverted si-
multaneously. We emphasize the scale of the problem.
Equation (15) has 20 · 50 = 100 equations to determine
361 · 50 = 18050 complex-valued variables at 361 az-
imuths and 50 snapshots observed on 20 hydrophones.
The sparsity constraint is crucial here. One reason why
CS performs better than MVDR is that for each snap-
shot it estimates a different complex amplitude. MVDR
just gives the average power across all snapshots.
VIII. EXPERIMENTAL RESULTS
The high-resolution performance of CS both in single-
and multiple-snapshot cases is validated with experimen-
tal data in a complex multi-path shallow-water environ-
ment and it is compared with conventional methods,
namely CBF and MVDR.
The data set is from the shallow water evaluation cell
experiment 1996 (SWellEx-96) Event S534,35 collected on
a 64-element vertical linear array. The array has uniform
intersensor spacing 1.875 m and was deployed at water-
depth 216.5 m spanning 94.125 − −212.25 m. During
the Event S5, from 23:15–00:30 on 10-11 May 1996 west
of Point Loma, CA, two sources, a shallow and a deep,
were towed simultaneously from 9 km southwest to 3 km
northeast of the array at a speed of 5 knots (2.5 m/s).
Each source was transmitting a unique set of tones.
Here, we are interested in the deep source towed at
54 m depth while at the vicinity of the closest point of
approach (CPA) which was 900 m from the array and
occurred around 00:15, 60 min into the event. The deep
source signal submitted a set of 9 frequencies [112, 130,
148, 166, 201, 235, 283, 338, 388] Hz at approximately
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FIG. 6. (Color online) Single snapshot example for 2 sources
at DOAs [2, 75]◦ and magnitudes [13, 10]. At SNR = 5 dB a)
spectra for CBF, CS (o) and unbiased CS (o, higher levels),
and b) CS histogram based on 1000 Monte Carlo simulations,
and c) CS and CBF performance versus SNR. The true source
positions (*) are indicated in a) and b).
P 
[dB
]
-10
-5
0
5
10
15
20
25a)  SNR=5
0
500
1000
CS SNR=5 RMSE:18       14      6.2b)
DOA [◦]
Bi
n 
co
un
t
0
500
1000
CBF SNR=5 RMSE:22       14      1.8
Array SNR (dB)
-5 0 5 10 15 20 25 30
D
O
A
R
M
S
E
[◦
]
0
5
10
15
c)
CS
CBF
FIG. 7. (Color online) As Fig. 6 but for 3 sources at DOAs
[−3, 2, 75]◦ and magnitudes [4, 13, 10].
158 dB re 1µPa. The processed recording has duration
of 1.5 min (covering 0.5 min before and 1 min after the
CPA) sampled at 1500 Hz. It was split into 87 snapshots
of 212 samples (2.7 s) duration, i.e., with 63% overlap.
Figure 11 shows the multiple-snapshot CBF spatial
spectrum, Eq. (20), over the 50-400 Hz frequency range.
Arrivals are detected not only at the transmitted tonal
frequencies of the deep source but also at several other
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FIG. 8. (Color online) Multiple L = 50 snapshot example for
3 sources at DOAs [−3, 2, 75]◦ with magnitudes [4, 13, 10].
At SNR = 0 dB a) spectra for CBF, MVDR, and CS (o) and
unbiased CS (o, higher levels), and b) CS histogram based on
100 Monte Carlo simulations, and c) CBF, MVDR, and CS
performance versus SNR. The true source positions (*) are
indicated in a) and b).
frequencies corresponding to the shallow source tonal fre-
quencies, weaker deep source frequencies, and the acous-
tic signature of the tow-ship.
Single-snapshot processing with CBF and CS at the
deep source tonal set, Fig. 12, indicates the presence of
several multipath arrivals which are adequately station-
ary along the snapshots at the CPA. Due to the sig-
nificant sound speed variation it is not straightforward
to associate the reconstructed DOAs with specific reflec-
tions. The CBF map comprises 6 significant peaks but
suffers from low resolution and artifacts due to sidelobes
and noise. To choose the regularization parameter in the
LASSO formulation for CS reconstruction, we solve iter-
atively Eq. (8) as described in Sec. V.B with initial value
µ = max
(
2AHy
)
, until the obtained estimate has a spar-
sity level of 6. The CS reconstruction results in improved
resolution due to the sparsity constraint and significant
reduction of artifacts in the map.
Combining the data from all the snapshots and pro-
cessing with CBF, MVDR, and CS, as in Sec VII.B, re-
veals that MVDR fails to detect the coherent multipath
arrivals; see Fig. 13. Again the peaks of CBF and CS are
consistent but CS offers improved resolution.
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FIG. 9. (Color online) As Fig. 8 but with closer spaced sources
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Snapshots
5 10 15 20 25 30 35 40 45 50
D
O
A 
(de
gre
es
)
-80
-60
-40
-20
0
20
40
60
80
0
2
4
6
8
10
12
14
16
18
FIG. 10. (Color online) Power (linear) for the multiple snap-
shot case across azimuths and snapshots for one noise re-
alization at SNR = 0 dB for the scenario with DOAs at
[−3, 2, 75]◦.
IX. CONCLUSION
The estimation of multiple directions-of-arrival (DOA)
is formulated as a sparse signal reconstruction problem.
This is efficiently solvable using compressive sensing (CS)
as a least squares problem regularized with a sparsity
promoting constraint. The resulting solution is the max-
imum a posteriori (MAP) estimate for both the single
and multiple-snapshot formulations. The regularization
parameter balances the data fit and the solution’s spar-
sity. It is selected so that the solution is sufficiently sparse
providing high-resolution DOA estimates. A procedure
to find an adequate choice for the regularization param-
eter is described whereby the DOAs are obtained.
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FIG. 11. (Color online) Spatial CBF spectrum across fre-
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FIG. 12. (Color online) Single-snapshot reconstruction at the
transmitted frequencies with CS (dots) and CBF (background
color).
CS provides high-resolution acoustic imaging even with
a single snapshot. The performance evaluation shows
that for single snapshot data, CS gives higher resolution
than CBF. For multiple snapshots, CS provides higher
resolution than MVDR and the relative performance im-
proves as the source DOAs move closer together.
The real data example indicates that CS is capable of
resolving multiple coherent wave arrivals, e.g. stemming
from multipath propagation.
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