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We study three-dimensional incompressible magnetohydrodynamic
equations in bounded domains or a half space. We present new
regularity criteria of weak solutions: a pair of weak solutions,
(u,b), become regular if u satisﬁes Serrin’s type conditions when
we consider no-slip or slip boundary conditions for the velocity
ﬁeld, u, and slip boundary conditions for the magnetic ﬁeld, b, in
either bounded domains or a half space. In addition, in the case
of a half-space with no-slip boundary conditions for u and slip
boundary conditions for b, we demonstrate that, if tangential
components of u and normal component of b satisfy Serrin’s type
conditions, then a pair of weak solutions, (u,b), become regular.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study the following three-dimensional magnetohydrodynamic equations (MHD):
(MHD)
⎧⎨⎩
ut − u + (u · ∇)u − (b · ∇)b + ∇π = 0,
bt − b + (u · ∇)b − (b · ∇)u = 0,
divu = 0, divb = 0,
in Q T := Ω × [0, T ), (1.1)
where Ω is a domain in R3. Here u : Q T →R3 is the ﬂow velocity vector, b : Q T →R3 is the magnetic
vector and π = p + |b|22 : Q T → R is the magnetic pressure. We consider the initial–boundary value
problem of (1.1), which requires initial conditions
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together with two types of boundary conditions deﬁned as follows: Either
(B1) u = 0 and b · n = 0, (∇ × b)× n = 0, (1.3)
or
(B2) u · n = 0, (∇ × u) × n = 0 and b · n = 0, (∇ × b)× n = 0, (1.4)
where n is the outward unit normal vector along boundary ∂Ω . In other words, we consider a
slip boundary condition for the magnetic ﬁeld and either no-slip or slip conditions for velocity
ﬁeld. The initial conditions satisfy the compatibility condition, i.e. ∇ · u0(x) = 0 and ∇ · b0(x) = 0.
A weak solution pair (u,b) of (1.1)–(1.2) with boundary conditions either (B1) or (B2) is regular in
Q T := (0, T ) × Ω provided that ‖u‖L∞(Q T ) + ‖b‖L∞(Q T ) < ∞. The notion of weak solutions will be
introduced in Deﬁnition 3 of Section 2.
The MHD describe the dynamics of the interaction of electrically conducting ﬂuids and electro-
magnetic forces such as conducting ﬂuids, which are frequently generated in nature and industry, e.g.,
plasma and liquid metals (see e.g., [7]).
Many important contributions have been made on the existence, uniqueness and regularity of
weak solutions to the MHD, and we list only some results relevant to our concerns. It has been shown
that global weak solutions for MHD exist in ﬁnite energy space (see [8]) and classical solutions can
exist locally in time (refer to [27] and [18] for the Navier–Stokes equations (NSE)). In particular, in
the two-dimensional case, weak solutions become strong solutions, and therefore, strong solutions
exist globally in time (see [8]). In the three-dimensional case, as shown in [31], if a weak solution
pair (u,b) are additionally in L∞(0, T ; H1(R3)), they become regular. He and Xin proved in [16] that
a weak solution pair (u,b) become regular in the presence of a certain type of scaling invariant
integral conditions, typically referred to as Serrin’s condition, for only the velocity ﬁeld, u, namely,
u ∈ Lp(0, T ; Lq(R3)) with 2/p + 3/q  1 and q > 3. Here we emphasize that, for the case of whole
space, additional conditions are imposed only on the velocity ﬁeld, but not on the magnetic ﬁeld.
Such a result is, however, not known for domains with boundaries (see [16]). For a local interior case,
various types of  regularity criteria and partial regularity results have been also established in terms
of scaled norms in [17] and [21] (see [38] for boundary case). Compared to the result in [16], local
regularity criteria require control of some scaled norms of magnetic ﬁelds as well as those of the
velocity ﬁeld. For the case of whole space, using the techniques of Besov spaces, the result of [16]
has been improved (see e.g. [41] and [6]). Other types of regularity criteria can be referred to, for
example, [5,40,42] and the related references therein.
The motivation of our study is that we do not know whether or not the result in [16] is also true
for the case of bounded domains. One of the main diﬃculties for domains with boundaries is due to
the fact that, unlike whole space R3, controlling pressure is not obvious because of the absence of
the boundary condition of pressure. To be more precise, in the case that Ω = R3, using the equation
of pressure, we observe that the pressure π satisﬁes
‖π‖Lp(Rn)  C
(‖u‖2L2p(R3) + ‖b‖2L2p(R3)), 1< p < ∞.
However, it is not known yet whether or not the estimate above holds for domains with boundaries.
Therefore, methods of proof in R3 do not seem to be applicable to the case of domains with bound-
aries. To overcome these diﬃculties, we use the maximal estimates of Stokes system for both cases of
slip and no-slip boundary conditions, regarding the nonlinear term as an external force (see Lemma 4
in Section 2). Since such estimates of the Stokes system are also available for domain with boundaries,
this approach allows for control of pressure and is useful for our analysis. In short, one of our main
results is that the result for MHD in [16] can be extended to the cases of bounded domains and a
766 K. Kang, J.-M. Kim / J. Differential Equations 253 (2012) 764–794half-space with boundary data (B1) or (B2). To be more exact, the ﬁrst of our main results reads as
follows:
Theorem 1. Let Ω be either a bounded domain with a smooth boundary in R3 or a half space R3+ :=
{x = (x1, x2, x3) ∈R3 | x3 > 0}. Suppose that (u,b) is a weak solution of (1.1) with initial conditions u0,b0 ∈
H2(Ω)∩ W 1,q(Ω), q > 3 and boundary conditions (B1) or (B2). Assume further that u = (u1,u2,u3) satis-
ﬁes
3∑
k=1
‖uk‖Lpk ,qkx,t (Q T ) < ∞,
3
pk
+ 2
qk
 1, 3< pk ∞. (1.5)
Then, (u,b) become regular in Q T .
Remark 1. We remark that, in the case that (pk,qk) = (3,∞) in (1.5), the result of Theorem 1 is also
valid, provided that ‖uk‖L3,∞x,t (Q T ) is suﬃciently small (see Remark 5 for more details).
In the absence of the magnetic ﬁeld, b, the equations (1.1) become Navier–Stokes equations; there-
fore, in the case of no-slip boundary conditions, the result in Theorem 1 immediately implies a
well-known result, usually referred to as Serrin’s condition for the Navier–Stokes equations (see e.g.,
[29,32,24,11,30,4,34,12,36,28,26,35,20,9,14,15]). For the case of the Navier–Stokes equations with slip
boundary data, it was shown in [3] that the Serrin’s conditions imply local boundary regularity of
suitable weak solutions in a half space, and our result also holds for bounded domains. Although
such a result may be known to experts, we were not able to ﬁnd it in the literature.
Corollary 1. Let Ω be either a bounded domain with a smooth boundary in R3 or a half space. Suppose that u
is a weak solution of the Naiver–Stokes equations, namely b = 0 in (1.1), with initial condition u0 ∈ H2(Ω) ∩
W 1,q(Ω), q > 3 and with either no-slip or slip boundary conditions. Assume further that u = (u1,u2,u3)
satisﬁes
3∑
k=1
‖uk‖Lpk ,qkx,t (Q T ) < ∞,
3
pk
+ 2
qk
 1, 3< pk ∞.
Then u becomes regular in Q T .
The second result is that, for the case of a half space, the control of tangential components of
velocity and normal component of magnetic ﬁeld imply regularity. A similar result was proved in [19]
for whole space R3, and our extension is made, in particular, when no slip and slip boundary data
are given to velocity and magnetic ﬁelds, respectively. To be more precise, we obtain the following.
Theorem 2. Suppose that (u,b) is a weak solution of (1.1) in a half space with initial conditions u0 ∈
H2(R3+) ∩ W 1,q(R3+), b0 ∈ H1(R3+) ∩ W 1,q(R3+), q > 3 and boundary conditions (B1). Let Q T := R3+ ×[0, T ). If the tangential components of the velocity u˜ = (u1,u2) and the normal component of the magnetic
ﬁeld b3 satisfy
‖u˜‖Lp,qx,t (Q T ) < ∞,
3
p
+ 2
q
= 1, 3< p ∞, (1.6)
‖b3‖Lr,sx,t (Q T ) < ∞,
3
r
+ 2
s
= 1, 3p
p − 2  r 
3p
p − 3 , (1.7)
then a weak solution pair (u,b) become regular in Q T .
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Corollary 2. Suppose that u is a weak solution to the Naiver–Stokes equations, namely b = 0 in (1.1), with
initial condition u0 ∈ H2(R3+) ∩ W 1,q(R3+), q > 3 and with no-slip boundary conditions. Let Q T := R3+ ×
[0, T ). If the tangential components u˜ = (u1,u2) satisfy
‖u˜‖Lp,qx,t (Q T ) < ∞,
3
p
+ 2
q
= 1, 3< p ∞,
then u becomes regular in Q T .
Remark 2. The result of Corollary 2 seems to be of independent interest. For regularity with the
Navier–Stokes equations in a half space, it suﬃces to control only tangential components of the ve-
locity ﬁeld. There have been numerous results regarding component reduction for the case of whole
spaces, but there is little data for domains with boundaries (compare to [22]); therefore, the result of
Corollary 2 is new.
This paper is organized as follows. In Section 2, we recall the notion of weak solutions and review
some known results. In Section 3 and Section 4, we present the proofs of Theorem 1 and Theorem 2,
respectively. In Appendix A, we present the detailed proofs of the local existence of regular solutions.
2. Preliminaries
In this section, we introduce the notations and deﬁnitions used throughout this paper. We also
recall some lemmas which are useful to our analysis. For 1  q ∞ and a nonnegative integer k,
Wk,q(Ω) indicates the standard Sobolev space with norm ‖ · ‖k,q , i.e., Wk,q(Ω) = {u ∈ Lq(Ω): Dαu ∈
Lq(Ω), 0  |α|  k}. As usual, Wk,q0 (Ω) is deﬁned as the completion of C∞0 (Ω) in Wk,q(Ω). When
q = 2, we write Wk,q(Ω) (or Wk,q0 (Ω)) as Hk(Ω) (or Hk0(Ω)). We also denote by Wk,q
′
(Ω) the dual
space of Wk,q0 (Ω), where q and q
′ are Hölder conjugates and in case that q = 2 we write Wk,q′ (Ω)
as H−k(Ω). Let I be a ﬁnite time interval. For a function f (x, t), Ω ⊂ R3, we denote ‖ f ‖Lp,qx,t (Ω×I) =‖ f ‖Lqt (I;Lpx (Ω)) = ‖‖ f ‖Lpx (Ω)‖Lqt (I) . For vector ﬁelds u, v we write (ui v j)i, j=1,2,3 as u ⊗ v . All generic
constants will be denoted by C , which may vary from line to line.
We recall ﬁrst the deﬁnition of weak solutions.
Deﬁnition 3 (Weak solutions). Let u0,b0 ∈ L2σ (Ω). We say that (u,b) is a weak solution of (1.1) if u
and b satisfy the following:
(i) u ∈ L∞([0, T ); L2(Ω)) ∩ L2([0, T ); H1(Ω)), b ∈ L∞([0, T ); L2(Ω)) ∩ L2([0, T ); H1(Ω)).
(ii) (u,b) satisﬁes (1.1) in the sense of distribution; that is
T∫
0
∫
Ω
(
∂φ
∂t
+	φ + (u · ∇)φ
)
u dxdt +
∫
Ω
u0φ(x,0)dx =
T∫
0
∫
Ω
(b · ∇)φbdxdt,
T∫
0
∫
Ω
(
∂φ
∂t
+ 	φ + (u · ∇)φ
)
bdxdt +
∫
Ω
b0φ(x,0)dx =
T∫
0
∫
Ω
(b · ∇)φu dxdt,
for all φ ∈ C∞0 (Ω × [0, T )) with divφ = 0, and
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u · ∇ψ dx = 0,
∫
Ω
b · ∇ψ dx = 0,
for every ψ ∈ C∞0 (Ω).
We consider the following Stokes system, which is the linearized Navier–Stokes equations:
vt − 	v + ∇p = f , div v = 0 in Q T := Ω × (0, T ) (2.8)
with initial data v(x,0) = v0(x). As in (1.3) and (1.4), boundary data of v are again assumed to be
either no-slip or slip conditions, namely
v(x, t) = 0, x ∈ ∂Ω or (2.9)
v · n = 0, (∇ × v)× n = 0, x ∈ ∂Ω. (2.10)
Next, we recall maximal estimates of the Stokes system in terms of mixed norms (see [13, Theo-
rem 5.1] and [33, Theorem 1.2] for no-slip and slip boundary cases, respectively).
Lemma 4. Let 1< l,m < ∞. Suppose that f ∈ Ll,mx,t (Q T ) and v0 ∈ D1−
1
m ,m
l , where D
1− 1m ,m
l is a Banach space
with the following norm (see e.g., [13]):
D
1− 1m ,m
l (Ω) :=
{
w ∈ Llσ (Ω); ‖w‖
D
1− 1m ,m
l
= ‖w‖Ll +
( ∞∫
0
∥∥t 1m Ale−t Al w∥∥mLl dtt
) 1
m
< ∞
}
,
where Al is the Stokes operator (see [13] and [33] for the details). If (v, p) is the solution of the Stokes sys-
tem (2.8) satisfying one of the boundary conditions (2.9) or (2.10), then the following estimate is satisﬁed:
‖vt‖Ll,mx,t (Q T ) +
∥∥∇2v∥∥
Ll,mx,t (Q T )
+ ‖∇p‖
Ll,mx,t (Q T )
 C‖ f ‖
Ll,mx,t (Q T )
+ ‖v0‖
D
1− 1m ,m
l (Ω)
. (2.11)
Since D
1− 1m ,m
l (Ω) := [Ll(Ω),W 1,l((Ω))]1− 1m ,m, we note that ‖v0‖D1− 1m ,ml (Ω)
 ‖v0‖W 1,l(Ω) (see e.g.,
[1, Chapter 7]) and, therefore, ‖v0‖
D
1− 1m ,m
l (Ω)
in (2.11) can be replaced by ‖v0‖W 1,l(Ω) .
Next, we recall a Gagliardo–Nirenberg inequality (see e.g., [2, Lemma 3.1] and [25, Theorem 2.2]).
Lemma 5. Let Ω be a bounded domain in Rn, n  1 and ∂Ω is locally Lipschitz. Assume that u ∈ W 1,p(Ω)
and
∫
Ω
u dx = 0. For every ﬁxed number r  1, there exists a constant C = C(n, p, r,Ω) such that
‖u‖Lq(Ω)  C‖∇u‖θLp(Ω)‖u‖1−θLr(Ω), (2.12)
where p,q 1, and θ = ( 1r − 1q )( 1n − 1p + 1r )−1 .
We remark that ∇ · u = 0 implies ∫
Ω
u dx = 0 (see e.g., [2, p. 7]), and Lemma 5 is also true for the
half space R3+ as well as R3 (see e.g., [23, pp. 215–216]).
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Let 1 q < ∞ and we introduce a function space Xqt deﬁned as follows
Xqt =
{
f : Ω × [0, t) →R3
∣∣∣ ‖ f ‖Xqt := limsupτ<t ∥∥ f (τ )∥∥W 1,q(Ω) + ‖ f ‖Lq((0,t);W 2,q(Ω)) < ∞
}
.
Proposition 1 (Local existence). Let 3< q < ∞ and Ω be either a bounded domain in R3 or a half-space R3+ .
There exists Tmax ∈ (0,∞], the maximal time of existence, such that, if u0,b0 ∈ H1(Ω) ∩ W 1,q(Ω), then
there is a unique solution pair (u,b) in (1.1) with boundary conditions (B1) or (B2) satisfying u,b ∈ Xqt for
any t < Tmax .
Proof. See Appendix A for the proof. 
Remark 3. We remark that, if Tmax < ∞ in Proposition 1,
limsup
t↗Tmax
(‖u‖Xqt + ‖b‖Xqt )= ∞. (3.13)
In Lemma 4 we review estimates of mixed norm for vt ,∇2v and ∇p for the Stokes system. If the
external force f is slightly more regular, then we can have estimates of spatial derivatives of vt ,∇2v
and ∇p. To be more precise, we have the following:
Lemma 6. Let Ω be either a bounded domain with a smooth boundary in R3 or a half space R3+ . Suppose
that (v, p) be a solution of (2.8), with initial condition v0 ∈ H2(Ω) and boundary conditions (2.9) or (2.10).
If f ∈ H1x L2t , f (x,0) ∈ L2x and ∂t f ∈ H−1x L2t , then vt ,∇2v ∈ H1x L2t and ∇p ∈ H1x L2t .
Proof. We use the method of difference of quotient with respect to t . Let
Dht (v)(x, t) :=
v(x, t + h)− v(x, t)
h
.
Taking the difference of quotient Dht to Eq. (2.8) and testing with D
h
t (v), we have
1
2
d
dt
∫
Ω
∣∣Dht (v)∣∣2 + ∫
Ω
∣∣∇Dht (v)∣∣2 = ∫
Ω
Dht ( f )D
h
t (v)
∥∥Dht (F )∥∥H−1(Ω)∥∥Dht (v)∥∥H10(Ω)
 C‖ ft‖2H−1x +
1
2
∥∥∇Dht (v)∥∥2L2x ,
where Young’s inequality and Poincaré’s inequality are used. Integrating on (0, T ), we have
∥∥Dht (v)(·, T )∥∥2L2x + ∥∥∇Dht (v)∥∥L2x L2t  C‖ ft‖2H−1x L2t + C∥∥vt(·,0)∥∥2L2x .
Hence, letting h → 0, we get ‖∇vt‖L2x L2t  C = C(‖ ft‖H−1x L2t ,‖ f0‖L2x ). Now, using ∇vt ∈ L
2
x L
2
t , we con-
sider the equation as an elliptic type, namely −	v + ∇p = f − vt . Since f , vt are in H1x L2t , standard
theory for steady-state Stokes system implies that 	v and ∇p belong to H1x L2t . This completes the
proof. 
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ut − 	u + ∇π = −∇(u ⊗ u) + ∇(b ⊗ b). We note that ∂t[−∇(u ⊗ u) + ∇(b ⊗ b)] ∈ H−1x L2t , because
u,b ∈ L∞(Qt) and ut ,bt ∈ L2(Qt). It is also direct that −∇(u ⊗ u)+∇(b⊗ b) belongs to H1x L2t and L2x
at t = 0. Therefore, we observe, due to Lemma 6, that ut ,	u and ∇π are in H1x L2t .
Next lemma presents a condition to ensure that u,b ∈ XqT .
Lemma 7. Let 3 < q < ∞ and Ω be either a bounded domain in R3 or a half-space R3+ . Suppose (u,b) is
a weak solution of (1.1) with initial conditions u0,b0 ∈ W 1,q(Ω) and boundary conditions (B1) or (B2).
Assume further that
u,b ∈ L4,∞x,t
(
Ω × [0, T )), |u||∇u|, |b||∇b| ∈ L2,2x,t (Ω × [0, T )). (3.14)
Then u,b ∈ XqT .
Proof. We ﬁrst note that, due to Proposition 1, there exists T ∗ such that u,b ∈ Xt for all t < T ∗ ,
where T ∗ is Tmax in Proposition 1. We claim that T < T ∗ under the assumption (3.14). Suppose that
this is not the case, i.e., T  T ∗ . Let τ be any number with T ∗ −  < τ < T ∗ , where  is suﬃciently
small, which will be speciﬁed later. For convenience, we denote Q τ = Ω × (T ∗ − , τ ). Here only the
case of boundary condition (B2) is considered, since the case of boundary condition (B1) is similar.
Reminding the identity −	u = ∇ × ∇ × u − ∇(∇ · u), we note that∫
Ω
ut · (−	u) =
∫
Ω
ut · (∇ × ∇ × u) = 1
2
d
dt
∫
Ω
|∇ × u|2,
where we used the integration by parts and slip boundary conditions. We ﬁrst show that ∇u,∇b ∈
L2,∞x,t (Q T ∗ ), where Q T ∗ = Ω × (T ∗ − , T ∗). Indeed, we multiply the equations of (1.1) with −	u
and −	b, respectively, and sum them after integrating over Ω to obtain
1
2
d
dt
∫
Ω
(|∇ × u|2 + |∇ × b|2)+ ∫
Ω
(|u|2 + |b|2)
=
∫
Ω
∇π	u +
∫
Ω
(u · ∇)u	u −
∫
Ω
(b · ∇)b	u +
∫
Ω
(u · ∇)b	b −
∫
Ω
(b · ∇)u	b.
Integrating the above over (T ∗ − , τ ) and using ‖∇u‖L2(Ω)  C‖∇ × u‖L2(Ω) (see e.g., [39,
Lemma 2.3]), we have
C
2
(∥∥∇u(·, τ )∥∥2L2x + ∥∥∇b(·, τ )∥∥2L2x )− C2 (∥∥∇u(·, T ∗ − )∥∥2L2x + ∥∥∇b(·, T ∗ − )∥∥2L2x )
+
τ∫
T ∗−
(‖	u‖2
L2x
+ ‖	b‖2
L2x
)
dxdt

τ∫
T ∗−
‖∇π‖L2x‖	u‖L2x +
τ∫
T ∗−
∥∥(u · ∇)u∥∥L2x‖	u‖L2x +
τ∫
T ∗−
∥∥(b · ∇)b∥∥L2x‖	u‖L2x
+
τ∫
∗
∥∥(u · ∇b)∥∥L2x‖	b‖L2x +
τ∫
∗
∥∥(b · ∇u)∥∥L2x‖	b‖L2x . (3.15)
T − T −
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τ∫
T ∗−
∥∥(u · ∇)u∥∥L2x‖	u‖L2x +
τ∫
T ∗−
∥∥(b · ∇)b∥∥L2x‖	u‖L2x
 C
τ∫
T ∗−
(∥∥(u · ∇)u∥∥2L2x + ∥∥(b · ∇)b∥∥2L2x )+ 18
τ∫
T ∗−
‖	u‖2
L2x
. (3.16)
On the other hand, due to estimate (2.11), we have
τ∫
T ∗−
‖∇π‖L2x‖	u‖L2x  C
τ∫
T ∗−
‖∇π‖2
L2x
+ 1
8
τ∫
T ∗−
‖	u‖2
L2x
 C
τ∫
T ∗−
(∥∥(u · ∇)u∥∥2L2x + ∥∥(b · ∇)b∥∥2L2x )+ C∥∥u(T ∗ − )∥∥2H1(Ω)
+ 1
8
τ∫
T ∗−
‖	u‖2
L2x
. (3.17)
Now we estimate the fourth term in (3.15).
τ∫
T ∗−
∥∥(u · ∇b)∥∥L2x‖	b‖L2x 
τ∫
T ∗−
‖u‖L4x‖∇b‖L4x‖	b‖L2x 
τ∫
T ∗−
‖u‖L4x‖∇b‖
1
4
L2x
‖∇b‖
3
4
L6x
‖	b‖L2x
 C
τ∫
T ∗−
‖u‖L4x‖∇b‖
1
4
L2x
‖	b‖
7
4
L2x
 C
τ∫
T ∗−
‖u‖8
L4x
‖∇b‖2
L2x
+ 1
4
τ∫
T ∗−
‖	b‖2
L2x
 C‖u‖8
L4x L
∞
t
‖∇b‖2
L2x L
2
t
+ 1
4
τ∫
T ∗−
‖	b‖2
L2x
, (3.18)
where the Hölder inequality, Sobolev embedding and the Young’s inequality are used. Similarly, we
can estimate the last term in (3.15) as follows
τ∫
T ∗−
∥∥(b · ∇u)∥∥L2x‖	b‖L2x 
τ∫
T ∗−
‖b‖L4x‖∇u‖L4x‖	b‖L2x 
τ∫
T ∗−
‖b‖L4x‖∇u‖
1
4
L2x
‖∇u‖
3
4
L6x
‖	b‖L2x

τ∫
∗
‖b‖L4x‖∇u‖
1
4
L2x
‖	u‖
3
4
L2x
‖	b‖L2xT −
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τ∫
T ∗−
‖b‖8
L4x
‖∇u‖2
L2x
+ 1
4
τ∫
T ∗−
‖	u‖2
L2x
+ 1
4
τ∫
T ∗−
‖	b‖2
L2x
 C‖b‖8
L4x L
∞
t
‖∇u‖2
L2x L
2
t
+ 1
4
τ∫
T ∗−
‖	u‖2
L2x
+ 1
4
τ∫
T ∗−
‖	b‖2
L2x
. (3.19)
Summing up the estimates of (3.15)–(3.19) gives
(∥∥∇u(·, τ )∥∥2L2x + ∥∥∇b(·, τ )∥∥2L2x )− (∥∥∇u(·, T ∗ − )∥∥2L2x + ∥∥∇b(·, T ∗ − )∥∥2L2x )
+
τ∫
T ∗−
(‖	u‖2
L2x
+ ‖	b‖2
L2x
)
dxdt
 C
∥∥u(T ∗ − )∥∥2H1(Ω)
+ C
τ∫
T ∗−
(∥∥|u||∇u|∥∥2L2,2x,t + ∥∥|b||∇b|∥∥2L2,2x,t + ‖u‖8L4x L∞t ‖∇b‖2L2x L2t + ‖b‖8L4x L∞t ‖∇u‖2L2x L2t ).
Since τ is arbitrary, a Gronwall’s inequality implies that ∇u,∇b ∈ L2,∞x,t (Q T ∗ ).
Let p be any number with 1 < p < ∞. We show next that u,b ∈ L∞,px,t (Q T ∗). Indeed, we ﬁrst
note that (u · ∇)u, (b · ∇)b, (u · ∇)b and (b · ∇)u are in L
4
3 ,∞
x,t (Q T ∗) via the hypothesis (3.14), and
the fact that ∇u,∇b ∈ L2,∞x,t (Q T ∗). Using the Stokes estimate (2.11) and Sobolev embedding, we have
u ∈ L12,px,t (Q T ∗). Indeed,
‖u‖
L12,px,t
 C‖u‖
W
2, 43
x L
p
t
 C
(∥∥|u||∇u|∥∥
L
4
3 ,p
x,t
+ ∥∥|b||∇b|∥∥
L
4
3 ,p
x,t
)
 C
(‖u‖
L4,px,t
‖∇u‖L2,∞x,t + ‖b‖L4,px,t ‖∇b‖L2,∞x,t
)
.
It is now straightforward that (u ·∇)u ∈ L
12
7 ,p
x,t (Q T ∗) since u ∈ L12,px,t (Q T ∗ ) and ∇u ∈ L2,∞x,t (Q T ∗ ). Similar
arguments can be made for b, and thus we can see that (b ·∇)b, (u ·∇)b and (b ·∇)b are in L
12
7 ,p
x,t (Q T ∗).
Next, bootstrap arguments show that ∇u ∈ L4,px,t (Q T ∗). Indeed,
‖∇u‖
L4,px,t
 C‖u‖
W
2, 127
x L
p
t
 C
(∥∥|u||∇u|∥∥
L
12
7 ,p
x,t
+ ∥∥|b||∇b|∥∥
L
12
7 ,p
x,t
)
 C
(‖u‖
L12,px,t
‖∇u‖L2,∞x,t + ‖b‖L12,px,t ‖∇b‖L2,∞x,t
)
.
We also determine that ∇b ∈ L4,px,t (Q T ∗). This can be shown similarly as in the case of ∇u, and thus
we skip its details. Due to Sobolev embedding, it is straightforward that u,b ∈ L∞,px,t (Q T ∗).
Next we observe that ∇u and ∇b are in Lp,px,t (Q T ∗) for any 1 < p < ∞. Indeed, since u,b ∈
L∞,2px,t (Q T ∗) and ∇u,∇b ∈ L4,2px,t (Q T ∗ ) for any p < ∞, it is direct that (u · ∇)u, (b · ∇)b, (u · ∇)b
and (b · ∇)u are in L4,px,t (Q T ∗). Again using linear estimates of Stokes and heat equations, we have
∇2u,∇2b ∈ L4,px,t (Q T ∗), which immediately implies that ∇u,∇b ∈ L∞,px,t (Q T ∗).
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with t < T ∗ , we compute via estimates (A.52)
∥∥∇u(t)∥∥Lqx  Ct− 12 ‖u0‖Lqx + C
t∫
0
(t − s)− 12 (∥∥(u · ∇)u∥∥Lqx + ∥∥(b · ∇)b∥∥Lqx )ds
 Ct− 12 ‖u0‖Lqx + C
t∫
0
(t − s)− 12 (‖u‖L∞x ‖∇u‖Lqx + ‖b‖L∞x ‖∇b‖Lqx )ds
 Ct− 12 ‖u0‖Lqx + C
t∫
0
(t − s)− 12 (‖∇u‖2
Lqx
+ ‖∇b‖2
Lqx
)
ds
 Ct− 12 ‖u0‖Lqx + Ct
p−4
2p
(‖∇u‖2
Lq,px,t
+ ‖∇b‖2
Lq,px,t
)
. (3.20)
Similarly, we can obtain that
∥∥∇b(t)∥∥Lqx L∞t  Ct− 12 ‖b0‖Lqx + Ct p−42p ‖∇u‖Lq,px,t ‖∇b‖Lq,px,t . (3.21)
Since veriﬁcation of (3.21) is similar to that of (3.20), we skip its details. Since t is arbitrary, estimates
(3.20) and (3.21) imply that ∇u,∇b ∈ Lq,∞x,t (Q T ∗).
It remains to show that ∇2u,∇2b ∈ Lq,qx,t (Q T ∗). Indeed, we have shown that u,b ∈ L∞x,t(Q T ∗) and
∇u,∇b ∈ Lq,∞x,t (Q T ∗). Therefore, it is direct that (u ·∇)u, (b ·∇)b, (u ·∇)b and (b ·∇)u are in Lq,qx,t (Q T ∗).
Again due to linear estimates of Stokes and heat equations, we observe that ∇2u,∇2b ∈ Lq,qx,t (Q T ∗).
Summing up, we have u,b ∈ XqT ∗ , which is contrary to the fact that T ∗ is the maximal time of exis-
tence. Therefore, the hypothesis that T  T ∗ is not true. This completes the proof of Lemma 7. 
We are ready to present the proof of Theorem 1.
Proof of Theorem 1. We argue by contradiction. Suppose that T ∗ is the ﬁrst time of singularity with
T ∗  T . Then u and b must satisfy for any δ > 0,
limsup
t↗T ∗
(∥∥u(·, t)∥∥4L4x + ∥∥b(·, t)∥∥4L4x )
+ lim
t↗T ∗
( t∫
T ∗−δ
∥∥∣∣∇u(·, τ )∣∣∣∣u(·, τ )∣∣∥∥2L2x + ∥∥∣∣∇b(·, τ )∣∣∣∣b(·, τ )∣∣∥∥2L2x
)
= ∞. (3.22)
As in Lemma 7, we consider only the case of boundary condition (B2), since the case of (B1) is much
simpler. We observe ﬁrst via integration by parts that
−
∫
Ω
	u · u|u|2 =
3∑
i, j=1
∫
Ω
u j,xi
(
u j|u|2
)
xi
−
3∑
i, j=1
∫
∂Ω
u j,xi u j|u|2ni
= 1
2
∫ ∣∣∇|u|2∣∣2 + ∫ |u|2|∇u|2 − 3∑
i, j=1
∫
u j,xi u j|u|2ni .Ω Ω ∂Ω
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−
∫
Ω
	b · b|b|2 = 1
2
∫
Ω
∣∣∇|b|2∣∣2 + ∫
Ω
|b|2|∇b|2 −
3∑
i, j=1
∫
∂Ω
b j,xi b j|b|2ni .
Multiplying the ﬁrst equation of (1.1) with |u|2u and integrating over Ω , we have
1
4
d
dt
∫
Ω
|u|4 +
∫
Ω
|∇u|2|u|2 + 1
2
∫
Ω
∣∣∇|u|2∣∣2
= −
∫
Ω
∇π |u|2u −
∫
Ω
b∇(|u|2u)b + 3∑
i, j=1
∫
∂Ω
u j,xi u j|u|2ni,
where we used integration by parts and divergence-free conditions of u and b. Similarly, multiplying
the equation of the magnetic ﬁeld with |b|2b and integrating over Ω , we get
1
4
d
dt
∫
Ω
|b|4 +
∫
Ω
|∇b|2|b|2 + 1
2
∫
Ω
∣∣∇|b|2∣∣2 = −∫
Ω
b∇(|b|2b)u + 3∑
i, j=1
∫
∂Ω
b j,xi b j|b|2ni .
Summing the above estimates, we obtain
1
4
d
dt
∫
Ω
(|u|4 + |b|4)+ ∫
Ω
(|∇u|2|u|2 + |∇b|2|b|2)+ 1
2
∫
Ω
(∣∣∇|u|2∣∣2 + ∣∣∇|b|2∣∣2)
= −
∫
Ω
∇π |u|2u −
∫
Ω
b∇(|u|2u)b − ∫
Ω
b∇(|b|2b)u
+
3∑
i, j=1
∫
∂Ω
u j,xi u j|u|2ni +
3∑
i, j=1
∫
∂Ω
b j,xi b j|b|2ni . (3.23)
We note that the last two terms in (3.23) are estimated as follows∣∣∣∣∣
3∑
i, j=1
∫
∂Ω
u j,xi u j|u|2ni
∣∣∣∣∣ C
∫
Ω
|u|3|∇u|, (3.24)
∣∣∣∣∣
3∑
i, j=1
∫
∂Ω
b j,xi b j|b|2ni
∣∣∣∣∣ C
∫
Ω
|b|3|∇b|. (3.25)
Here we will show the validity of (3.24) and the estimate (3.25) can be deduced in the same way.
First, direct calculations show the identity
3∑
i=1
u j,xini =
(
(∇ × u)× n) j + ux j · n, for j = 1,2,3. (3.26)
Using the (3.26) and slip boundary conditions, we get
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3∑
i, j=1
∫
∂Ω
u j,xi u j|u|2ni = −
3∑
j=1
∫
∂Ω
((
(∇ × u) × n) j + ux j · n)|u|2u j = − 3∑
j=1
∫
∂Ω
ux j · n|u|2u j
= −
3∑
j=1
∫
∂Ω
(u · n)x j |u|2u j +
3∑
j=1
∫
∂Ω
u · nx j |u|2u j =
3∑
j=1
∫
∂Ω
u · nx j |u|2u j
 ‖∇n‖L∞x (∂Ω)
∫
∂Ω
|u|4  C
∫
Ω
∣∣∇|u|4∣∣ C ∫
Ω
|u|3|∇u|,
where we used the Trace Theorem (see e.g., [10, pp. 257–258]) and smoothness of boundary (in fact,
C2 boundary is enough to control L∞-norm of ∇n). Similarly, we can obtain the estimate (3.25). Let
 be a suﬃciently small positive number, which will be speciﬁed later. Integrating (3.23) in time over
(T ∗ − , τ ) for any τ with T ∗ −  < τ < T ∗ , we observe
1
4
∫
Ω
(∣∣u(·, τ )∣∣4 dx+ ∣∣b(·, τ )∣∣4)dx− 1
4
∫
Ω
(∣∣u(·, T ∗ − )∣∣4 + ∣∣b(·, T ∗ − )∣∣4)dx
+
τ∫
T ∗−
∫
Ω
|∇u|2|u|2 dxdt +
τ∫
T ∗−
∫
Ω
|∇b|2|b|2 dxdt
+ 1
2
τ∫
T ∗−
∫
Ω
∣∣∇|u|2∣∣2 dxdt + 1
2
τ∫
T ∗−
∫
Ω
∣∣∇|b|2∣∣2 dxdt

τ∫
T ∗−
∫
Ω
|∇π ||u|2|u|dxdt +
τ∫
T ∗−
∫
Ω
|b|2|u||u||∇u|dxdt +
τ∫
T ∗−
∫
Ω
|b|2|u||b||∇b|dxdt
+
τ∫
T ∗−
∫
Ω
|u|3|∇u|dxdt +
τ∫
T ∗−
∫
Ω
|b|3|∇b|dxdt
:= I + II + III + IV + V .
For convenience, we denote Q τ := Ω × (T ∗ − , τ ). Using Hölder’s inequality, the ﬁrst term I can be
estimated as follows
I 
3∑
k=1
τ∫
T ∗−
‖∇π‖L2x
∥∥u2∥∥
L
2pk
pk−2
x
‖uk‖Lpkx

3∑
k=1
τ∫
T ∗−
‖∇π‖L2x
∥∥u2∥∥θk
L2x
∥∥∣∣u2∣∣∥∥1−θk
L6x
‖uk‖Lpkx
 C
3∑
k=1
τ∫
T ∗−
‖∇π‖L2x
∥∥u2∥∥θk
L2x
∥∥∇∣∣u2∣∣∥∥1−θk
L2x
‖uk‖Lpkx
 C
3∑
‖∇π‖L2(Q τ )
∥∥∇|u|2∥∥ qk−2qk
L2(Q τ )
‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ
∥∥u(·, t)∥∥ 4qk
L4x
,k=1
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estimate (2.11), we continue to estimate I as
I  C
3∑
k=1
(∥∥(u · ∇)u∥∥L2(Q τ ) + ∥∥(b · ∇)b∥∥L2(Q τ ) + C)
× ∥∥∇|u|2∥∥ qk−2qk
L2(Q τ )
‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ
∥∥u(·, t)∥∥ 4qk
L4x
 C
3∑
k=1
∥∥|u||∇u|∥∥ 2(qk−1)qk
L2(Q τ )
‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ
∥∥u(·, t)∥∥ 4qk
L4x
+ C
3∑
k=1
∥∥|b||∇b|∥∥L2(Q τ )∥∥∇|u|2∥∥ qk−2qkL2(Q τ )‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ∥∥u(·, t)∥∥
4
qk
L4x
+ CC
3∑
k=1
∥∥∇|u|2∥∥ qk−2qk
L2(Q τ )
‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ
∥∥u(·, t)∥∥ 4qk
L4x
. (3.27)
Next we estimate II. Following similar computations as in I , we get
II
τ∫
T ∗−
∫
Ω
|b|2|u||u||∇u|
 C
3∑
k=1
∣∣|u||∇u|∣∣L2(Q τ )∥∥∇|b|2∥∥ qk−2qkL2(Q τ )‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ∥∥b(·, t)∥∥
4
qk
L4x
. (3.28)
In the same manner, we estimate III
III C
3∑
k=1
∣∣|b||∇b|∣∣L2(Q τ )∥∥∇|b|2∥∥ qk−2qkL2(Q τ )‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ∥∥b(·, t)∥∥
4
qk
L4x
. (3.29)
For IV and V , using Hölder’s inequality, we have
IV + V  C 12
(∣∣|u||∇u|∣∣L2(Q τ ) supT ∗−<t<τ∥∥u(·, t)∥∥2L4x + ∥∥b|∇b|∥∥L2(Q τ ) supT ∗−<t<τ∥∥b(·, t)∥∥2L4x
)
.
Summing up (3.27)–(3.29) and using Young’s inequality, we obtain
1
4
∫
Ω
(∣∣u(·, τ )∣∣4 dx+ ∣∣b(·, τ )∣∣4)dx− 1
4
∫
Ω
(∣∣u(·, T ∗ − )∣∣4 + ∣∣b(·, T ∗ − )∣∣4)dx
+
τ∫
T ∗−
∫
Ω
|∇u|2|u|2 dxdt +
τ∫
T ∗−
∫
Ω
|∇b|2|b|2 dxdt
+ 1
2
τ∫
∗
∫ ∣∣∇|u|2∣∣2 dxdt + 1
2
τ∫
∗
∫ ∣∣∇|b|2∣∣2 dxdt
T − Ω T − Ω
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3∑
k=1
∥∥|u||∇u|∥∥ 2(qk−1)qk
L2(Q τ )
‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ
∥∥u(·, t)∥∥ 4qk
L4x
+ C
3∑
k=1
∥∥|b||∇b|∥∥L2(Q τ )∥∥∇|u|2∥∥ qk−2qkL2(Q τ )‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ∥∥u(·, t)∥∥
4
qk
L4x
+ CC
3∑
k=1
∥∥∇|u|2∥∥ qk−2qk
L2(Q τ )
‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ
∥∥u(·, t)∥∥ 4qk
L4x
+ C
3∑
k=1
∣∣|u||∇u|∣∣L2(Q τ )∥∥∇|b|2∥∥ qk−2qkL2(Q τ )‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ∥∥b(·, t)∥∥
4
qk
L4x
+ C
3∑
k=1
∣∣|b||∇b|∣∣L2(Q τ )∥∥∇|b|2∥∥ qk−2qkL2(Q τ )‖uk‖Lpk ,qkx,t (Q τ ) supT ∗−<t<τ∥∥b(·, t)∥∥
4
qk
L4x
+ C 12
(∣∣|u||∇u|∣∣L2(Q τ ) supT ∗−<t<τ∥∥u(·, t)∥∥2L4x + ∥∥b|∇b|∥∥L2(Q τ ) supT ∗−<t<τ∥∥b(·, t)∥∥2L4x
)
 1
2
∥∥|u||∇u|∥∥2L2(Q τ ) + 12∥∥|b||∇b|∥∥2L2(Q τ ) + CC2
+ C
(
3∑
k=1
‖uk‖qk
L
pk ,qk
x,t (Q τ )
+ 
)(
sup
T ∗−<t<τ
∥∥u(·, t)∥∥4L4x + supT ∗−<t<τ∥∥b(·, t)∥∥4L4x
)
.
Since the above estimate holds for all t with T ∗ −  < t < τ , we obtain
sup
T ∗−<t<τ
(∥∥u(·, t)∥∥4L4x + ∥∥b(·, t)∥∥4L4x )+
τ∫
T ∗−
∫
Ω
(|∇u|2|u|2 + |∇b|2|b|2)dxdt
+ 1
2
τ∫
T ∗−
∫
Ω
(∣∣∇|u|2∣∣2 + ∣∣∇|b|2∣∣2)dxdt

∫
Ω
∣∣u(·, T ∗ − )∣∣4 dx+ ∫
Ω
∣∣b(·, T ∗ − )∣∣4 dx+ CC2 + C
(
3∑
k=1
‖uk‖qk
L
pk ,qk
x,t (Q τ )
+ 
)
×
(
sup
T ∗−<t<τ
∥∥u(·, t)∥∥4L4x + supT ∗−<t<τ∥∥b(·, t)∥∥4L4x
)
.
With suﬃciently small  so that (
∑3
k=1 ‖uk‖qkLpk ,qkx,t (Q τ ) + )
1
2C with a constant C in the above esti-
mate, we have
∥∥u(·, t)∥∥4L4,∞x,t (Q τ ) + ∥∥b(·, t)∥∥4L4,∞x,t (Q τ ) + 12∥∥|∇u||u|∥∥2L2(Q τ )
+ 1
2
∥∥|∇b||b|∥∥2L2(Q τ ) + 12∥∥∇|u|2∥∥2L2(Q τ ) + 12∥∥∇|b|2∥∥2L2(Q τ )
 2
(∥∥u(·, T − )∥∥44 + ∥∥b(·, T − )∥∥44 )+ CC2 .Lx (Ω) Lx (Ω)
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∥∥u(·, t)∥∥4L4,∞x,t (Q  ) + ∥∥b(·, t)∥∥4L4,∞x,t (Q  ) + 12∥∥|∇u||u|∥∥2L2(Q  )
+ 1
2
∥∥|∇b||b|∥∥2L2(Q  ) + 12∥∥∇|u|2∥∥2L2(Q  ) + 12∥∥∇|b|2∥∥2L2(Q  )  C,
where C is a constant depending on ‖u(·, T ∗ − )‖W 1,2(Ω) . This is contrary to the hypothesis of (3.22).
Therefore, T ∗ cannot be a maximal time of existence less than or equal to T . This completes the
proof. 
Remark 5. We suppose that ‖u‖L3,∞x,t (Q T ) < δ. Following a similar procedure as in Theorem 1, we can
obtain (∥∥u(·, τ )∥∥4L4x + ∥∥b(·, τ )∥∥4L4x )− (∥∥u(·, T ∗ − )∥∥4L4x + ∥∥b(·, T ∗ − )∥∥4L4x )
+ (∥∥|∇u||u|∥∥2L2(Q τ ) + ∥∥|∇b||b|∥∥2L2(Q τ ))+ (∥∥∇|u|2∥∥2L2(Q τ ) + ∥∥∇|b|2∥∥2L2(Q τ ))
 C‖u‖L3,∞x,t (Q T )
(∥∥u(·, t)∥∥4L4,∞x,t (Q τ ) + ∥∥b(·, t)∥∥4L4,∞x,t (Q τ ))+ CC2
+ 1
2
(∥∥|∇u||u|∥∥2L2(Q τ ) + ∥∥|∇b||b|∥∥2L2(Q τ )).
Therefore, if δ is suﬃciently small, the result of Theorem 1 is also true.
4. Proof of Theorem 2
In this section, the proof of Theorem 2 will be given. We note ﬁrst that in case R3+ , the slip
boundary conditions (B2) are rewritten in terms of components of vectors as
u1,x3 = u2,x3 = u3 = 0, b1,x3 = b2,x3 = b3 = 0 on {x3 = 0}. (4.30)
Before presenting the proof of Theorem 2, we start with an observation, which is useful to our pur-
pose (compare to [19] for the case of whole space).
Lemma 8. Suppose that (u,b) is a weak solution of (1.1) in a half space with initial conditions u0 ∈
H10(R
3+) ∩ W 1,q(R3+), b0 ∈ H1(R3+) ∩ W 1,q(R3+), q > 3 and boundary conditions (B1). Assume further that
the tangential components of the velocity u˜ = (u1,u2) and the normal component of the magnetic ﬁeld b3
satisfy the following integrability conditions:
‖u˜‖Lp,qx,t (R3+×(0,T ]) < ∞,
3
p
+ 2
q
= 1, 3< p ∞,
‖b3‖Lr,sx,t (R3+×(0,T ]) < ∞,
3
r
+ 2
s
= 1, 3p
p − 2  r 
3p
p − 3 .
Then, b˜ = (b1,b2) ∈ L3,∞x,t (R3+ × (0, T ]) and satisﬁes
sup
0tT
∥∥b˜(t)∥∥3L3 + ∥∥∇|b˜| 32 ∥∥2L2  C∥∥b˜(0)∥∥3L3 exp(‖u˜‖qLp,qx,t + ‖b3‖ s(q−2)qLr,sx,t ‖u˜‖2Lp,qx,t )
+ C‖b3‖
s(q−2)
q
Lr,s
‖u˜‖2
Lp,q
exp
(‖u˜‖q
Lp,q
+ ‖b3‖
s(q−2)
q
Lr,s
‖u˜‖2
Lp,q
)
.x,t x,t x,t x,t x,t
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−
∫
R
3+
	b˜ · b˜|b˜| =
3∑
i=1
2∑
j=1
∫
R
3+
b j,xi
(
b j|b j|
)
xi
−
3∑
i=1
2∑
j=1
∫
∂R3+
b j,xi
(
b j|b j|
)
ni
=
3∑
i=1
2∑
j=1
∫
R
3+
b j,xi b j,xi |b j| +
1
2
3∑
i=1
2∑
j=1
∫
R
3+
|b j|2xi |b j|xi =
8
9
∫
R
3+
∣∣∇|b˜| 32 ∣∣2.
The boundary term,
∑3
i=1
∑2
j=1
∫
∂R3+ b j,xi (b j |b j |)ni , vanishes in the above identity, because of the
boundary condition (4.30) and n = (0,0,−1) on {x3 = 0}. Multiplying both sides of (1.1) with |b˜|b˜ and
integrating by parts, we obtain via the above observation
1
3
d
dt
∫
R
3+
|b˜|3 + 8
9
∫
R
3+
∣∣∇|b˜| 32 ∣∣2 = ∫
R
3+
(b · ∇)u˜b˜|b˜|dx = −
∫
R
3+
(b · ∇)(b˜|b˜|)u˜ dx = J . (4.31)
We compute J as follows
| J |
∣∣∣∣∣
2∑
j=1
∫
R
3+
b j
(
b˜|b˜|)x j u˜ dx
∣∣∣∣∣+
∣∣∣∣∫
R
3+
b3
(
b˜|b˜|)x3 u˜ dx
∣∣∣∣

∫
R
3+
∣∣∇|b˜| 32 ∣∣|b˜| 32 |u˜|dx+ ∫
R
3+
|b3|
∣∣∇|b˜| 32 ∣∣|b˜| 12 |u˜|dx = J1 + J2.
Using Hölder’s inequality, Young’s inequality and the interpolation inequality, we continue to estimate
J1 as
| J1|
∥∥∇|b˜| 32 ∥∥L2x∥∥|b˜| 32 |˜u|∥∥L2x  C∥∥|b˜| 32 ∥∥2
L
2p
p−2
x
‖u˜‖2
Lpx
+ ∥∥∇|b˜| 32 ∥∥2L2x
 C‖u˜‖2
Lpx
∥∥|b˜| 32 ∥∥ 2p−6p
L2x
∥∥∇|b˜| 32 ∥∥ 6p
L2x
+ ∥∥∇|b˜| 32 ∥∥2L2x
 C‖u˜‖
2p
p−3
Lpx
∥∥|b˜| 32 ∥∥2L2x + 2∥∥∇|b˜| 32 ∥∥2L2x . (4.32)
Let θ := p − 3pr − 2. We then observe that
1
r
= p − 3
3p
θ + p − 2
3p
(1− θ), 1
s
= q − 2
2q
θ + q − 2
3q
(1− θ). (4.33)
We set κ and α as
1
κ
= 1
6
θ + p − 2
6p
(1− θ), α = θ s(q − 2)
2q
.
Noting that 1r + 1κ + 1p = 12 , we estimate J2 as follows
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∥∥∇|b˜| 32 ∥∥L2x∥∥|b3||b˜| 12 |u˜|∥∥L2x  C∥∥|b3||b˜| 12 |u˜|∥∥2L2x + ∥∥∇|b˜| 32 ∥∥2L2x
 C‖b3‖2Lr
∥∥|b˜| 12 ∥∥2Lκx ‖u˜‖2Lpx + ∥∥∇|b˜| 32 ∥∥2L2x
 C‖b3‖2Lrx
∥∥|b˜| 12 ∥∥2θL6x ∥∥|b˜| 12 ∥∥2(1−θ)
L
6p
p−2
x
‖u˜‖2
Lpx
+ ∥∥∇|b˜| 32 ∥∥2L2x
 C‖b3‖2αLrx
∥∥|b˜| 12 ∥∥2θL6x ‖u˜‖2θLpx ‖b3‖2(1−α)Lrx ∥∥|b˜| 12 ∥∥2(1−θ)
L
6p
p−2
x
‖u˜‖2(1−θ)
Lpx
+ ∥∥∇|b˜| 32 ∥∥2L2x . (4.34)
Using Young’s inequality, we continue to estimate J2 as
| J2| C‖b3‖
2α
θ
Lrx
∥∥|b˜| 12 ∥∥2L6x‖u˜‖2Lpx + C‖b3‖ 2(1−α)1−θLrx ∥∥|b˜| 12 ∥∥2L 6pp−2x ‖u˜‖2Lpx + 
∥∥∇|b˜| 32 ∥∥2L2x
= C‖b3‖
2α
θ
Lrx
‖b˜‖L3‖u˜‖2Lpx + C‖b3‖
2(1−α)
1−θ
Lrx
∥∥|b˜| 32 ∥∥ 23
L
2p
p−2
x
‖u˜‖2
Lpx
+ ∥∥∇|b˜| 32 ∥∥2L2x . (4.35)
The second term in (4.35) can be estimated as follows
‖b3‖
2(1−α)
1−θ
Lrx
∥∥|b˜| 32 ∥∥ 23
L
2p
p−2
x
‖u˜‖2
Lpx
 C‖b3‖
3(1−α)
1−θ
Lrx
‖u˜‖2Lp + C
∥∥|b˜| 32 ∥∥2
L
2p
p−2
x
‖u˜‖2
Lpx
 C‖b3‖
3(1−α)
1−θ
Lrx
‖u˜‖2
Lpx
+ C‖u˜‖
2p
p−3
Lpx
∥∥|b˜| 32 ∥∥2L2x
+ 2∥∥∇|b˜| 32 ∥∥2L2x , (4.36)
where we used Young’s inequality and estimations as we did for J1. Summing (4.32) and
(4.35)–(4.36), we have
1
3
d
dt
‖b˜‖3
L3x
 C‖u˜‖
2p
p−3
Lpx
‖b˜‖3
L3x
+ C‖b3‖
2α
θ
Lrx
‖b˜‖L3‖u˜‖2Lpx + C‖b3‖
3(1−α)
1−θ
Lrx
‖u˜‖2
Lpx
.
By direct calculation, we have
1
3
d
dt
‖b˜‖3
L3x
 C
(‖u˜‖ 2pp−3
Lpx
+ ‖b3‖
2α
θ
Lrx
‖u˜‖2
Lpx
)‖b˜‖3
L3x
+ C‖b3‖
2α
θ
Lrx
‖u˜‖2
Lpx
+ C‖b3‖
3(1−α)
1−θ
Lrx
‖u˜‖2
Lpx
. (4.37)
Using Gronwall’s inequality and Hölder inequality and (4.33), we obtain
∥∥b˜(t)∥∥3L3  C∥∥b˜(0)∥∥3L3 exp
( T∫
0
(‖u˜‖q
Lpx
+ ‖b3‖
2α
θ
Lrx
‖u˜‖2
Lpx
)
dt
)
+
T∫ (‖b3‖ 2αθLrx ‖u˜‖2Lpx + ‖b3‖ 3(1−α)1−θLrx ‖u˜‖2Lpx )dt exp
( T∫ (‖u˜‖q
Lpx
+ ‖b3‖
2α
θ
Lrx
‖u˜‖2
Lpx
)
dt
)
.0 0
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T∫
0
‖b3‖
2α
θ
Lrx
‖u˜‖2
Lpx
 ‖b3‖
2α
θ
Lr,sx,t
‖u˜‖2
Lp,qx,t
,
T∫
0
‖b3‖
3(1−α)
1−θ
Lrx
‖u˜‖2
Lpx
 ‖b3‖
3(1−α)
1−θ
Lr,sx,t
‖u˜‖2
Lp,qx,t
.
Therefore, b˜(t) ∈ L3(R3+) for all t  T . This completes the proof. 
Remark 6. It is worth mentioning that Lemma 8 is also true for bounded domains. In addition, we
can see that Lemma 8 is valid even for the case of slip boundary data for u. Since its veriﬁcation is
rather straightforward, we skip its details.
Now we are ready to present the proof of Theorem 2.
Proof of Theorem 2. We argue by contradiction. Suppose that T ∗ be the ﬁrst time of singularity and
T ∗  T . Multiplying the velocity equations of (1.1) with −	′u and integrating, we have
1
2
d
dt
∫
R
3+
∣∣∇′u∣∣2 + ∫
R
3+
∣∣∇′∇u∣∣2 = ∫
R
3+
(u · ∇)u	′u −
∫
R
3+
(b · ∇)b	′u
=
∫
R
3+
2∑
j=1
(
u j
∂u
∂x j
)
	′u +
∫
R
3+
(
u3
∂u
∂x3
)
	′u −
∫
R
3+
(b · ∇)b	′u
:= I + II + III,
where we used the divergence-free condition so that the nonlinear term vanishes. Firstly, we esti-
mate II as
II =
2∑
k=1
3∑
i=1
∫
R
3+
(u3ui,x3)ui,xk,xk = −
2∑
k=1
3∑
i=1
∫
R
3+
(u3ui,x3)xkui,xk
= −
2∑
k=1
3∑
i=1
∫
R
3+
u3,xkui,x3ui,xk −
2∑
k=1
3∑
i=1
∫
R
3+
u3ui,x3xkui,xk := II1 + II2.
We continue to estimate II2 as
II2 = −1
2
2∑
k=1
3∑
i=1
∫
R
3+
u3|ui,xk |2x3 =
1
2
2∑
k=1
3∑
i=1
∫
R
3+
u3,x3 |ui,xk |2
= −1
2
2∑
k=1
3∑
i=1
2∑
β=1
∫
R
3+
uβ,xβ |ui,xk |2 =
2∑
k=1
3∑
i=1
2∑
β=1
∫
R
3+
uβui,xkui,xkxβ .
On the other hand, using the divergence-free condition,
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2∑
k=1
2∑
i=1
∫
R
3+
u3,xkui,x3ui,xk −
2∑
k=1
∫
R
3+
u3,xku3,x3u3,xk
=
2∑
k=1
2∑
i=1
∫
R
3+
(u3,xkui,xk )x3ui +
2∑
k=1
2∑
β=1
∫
R
3+
u3,xkuβ,xβu3,xk
=
2∑
k=1
2∑
i=1
∫
R
3+
(u3,xkui,xk )x3ui −
2∑
k=1
2∑
β=1
∫
R
3+
(u3,xku3,xk )xβuβ .
Using Hölder’s inequality with 12 + p−22p + 1p = 1, we note that
|II| ‖u˜‖Lpx
∥∥∇′u∥∥
L
2p
p−2
x
∥∥∇∇′u∥∥L2x .
One can also see that
|I| ‖u˜‖Lpx
∥∥∇′u∥∥
L
2p
p−2
x
∥∥	′u∥∥L2x , |III| ∥∥|b||∇b|∥∥L2x∥∥	′u∥∥L2x .
Summarizing all estimates above, we obtain
1
2
d
dt
∥∥∇′u∥∥2L2x + ∥∥∇∇′u∥∥2L2x  ‖u˜‖Lpx ∥∥∇′u∥∥
L
2p
p−2
x
∥∥∇∇′u∥∥L2x + ∥∥|b||∇b|∥∥L2x∥∥	′u∥∥L2x . (4.38)
Let θ = 1− 3p . The ﬁrst term of the right-hand side in (4.38) can be estimated as follows
‖u˜‖Lpx
∥∥∇′u∥∥
L
2p
p−2
x
∥∥∇∇′u∥∥L2x  ‖u˜‖Lpx ∥∥∇′u∥∥θL2x∥∥∇′u∥∥1−θL6x ∥∥∇∇′u∥∥L2x
 C‖u˜‖Lpx
∥∥∇′u∥∥θL2x∥∥∇∇′u∥∥1−θL2x ∥∥∇∇′u∥∥L2x
 C‖u˜‖2
Lpx
∥∥∇′u∥∥2θL2x ∥∥∇∇′u∥∥2−2θL2x + 116∥∥∇∇′u∥∥2L2x
 C‖u˜‖
2
θ
Lpx
∥∥∇′u∥∥2L2x + 116∥∥∇∇′u∥∥2L2x + 116∥∥∇∇′u∥∥2L2x
 C‖u˜‖
2
θ
Lpx
∥∥∇′u∥∥2L2x + 18∥∥∇∇′u∥∥2L2x ,
where we used Hölder’s inequality with p−22p = θ2 + 1−θ6 , interpolations, Sobolev embedding, and
Young’s inequality. Applying Young’s inequality to the second term in (4.38), we observe that
d
dt
∥∥∇′u∥∥2L2x + 1316∥∥∇∇′u∥∥2L2x  C‖u˜‖ 2pp−3Lpx ∥∥∇′u∥∥2L2x + C∥∥|b||∇b|∥∥2L2x . (4.39)
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obtain
d
dt
∫
R
n+
|∇u3|2 +
∫
R
3+
|	u3|2 =
∫
R
3+
(u · ∇)u3	u3 −
∫
R
3+
(b · ∇)b3	u3 +
∫
R
3+
πx3	u3. (4.40)
We ﬁrst estimate the second term in the right-hand side of (4.40) as∣∣∣∣∫
R
3+
(b · ∇)b3	u3
∣∣∣∣ ∥∥|b||∇b|∥∥L2x∥∥∇2u3∥∥L2x . (4.41)
Next, we estimate the ﬁrst term in the right-hand side of (4.40) as
∫
R
3+
(u · ∇)u3	u3 =
3∑
j=1
∫
R
3+
u ju3,x j	u3 =
2∑
j=1
∫
R
3+
u ju3,x j	u3 +
∫
R
3+
u3u3,x3	u3 := A1 + A2.
The term A1 is directly estimated as follows
|A1| ‖u˜‖Lpx
∥∥∇′u3∥∥
L
2p
p−2
x
‖	u3‖L2x . (4.42)
Continuing computations for A2, we have
A2 = −
3∑
k=1
∫
R
3+
(u3u3,x3)xku3,xk = −
3∑
k=1
∫
R
3+
(u3,xku3,x3 + u3u3,x3xk )u3,xk
= −
3∑
k=1
∫
R
3+
u3,x3 |u3,xk |2 −
1
2
3∑
k=1
∫
R
3+
u3|u3,xk |2x3
= −
3∑
k=1
∫
R
3+
u3,x3 |u3,xk |2 +
1
2
3∑
k=1
∫
R
3+
u3,x3 |u3,xk |2 = −
1
2
3∑
k=1
∫
R
3+
u3,x3 |u3,xk |2
= 1
2
3∑
k=1
2∑
β=1
∫
R
3+
uβ,xβ |u3,xk |2 = −
3∑
k=1
2∑
β=1
∫
R
3+
uβu3,xku3,xkxβ .
Therefore, we obtain
|A2| ‖u˜‖Lpx ‖∇u3‖
L
2p
p−2
x
∥∥∇∇′u3∥∥L2x . (4.43)
Summing (4.42) and (4.43), we obtain
|A| C‖u˜‖Lpx ‖∇u3‖ 2pp−2
∥∥∇2u3∥∥L2x . (4.44)Lx
784 K. Kang, J.-M. Kim / J. Differential Equations 253 (2012) 764–794Next, we estimate the third term in the right-hand side of (4.40). Using the equation of pressure and
integration by parts, we observe that
∫
R
3+
πx3	u3 = −
∫
R
3+
	πu3,x3 =
3∑
i, j=1
∫
R
3+
(
(uiu j)x j xi + (bib j)x j xi
)
u3,x3
=
3∑
i, j=1
∫
R
3+
ui,x j u j,xi u3,x3 +
3∑
i, j=1
∫
R
3+
bi,x j b j,xi u3,x3
=
3∑
i=1
2∑
j=1
∫
R
3+
ui,x j u j,xi u3,x3 +
2∑
i=1
∫
R
3+
ui,x3u3,xi u3,x3 +
∫
R
3+
u3,x3u3,x3u3,x3
+
3∑
i=1
2∑
j=1
∫
R
3+
bi,x j b j,xi u3,x3 +
2∑
i=1
∫
R
3+
bi,x3b3,xi u3,x3 +
∫
R
3+
b3,x3b3,x3u3,x3
:= J1 + J2 + J3 + J4 + J5 + J6.
We consider the ﬁrst term J1. Via the divergence-free condition, we have
J1 =
3∑
i=1
2∑
j=1
∫
R
3+
ui,x j u j,xi u3,x3 = −
3∑
i=1
2∑
j=1
∫
R
3+
(ui,x j u3,x3)xi u j
= −
3∑
i=1
2∑
j=1
∫
R
3+
(ui,x jxi u3,x3 + ui,x j u3,x3xi )u j = −
3∑
i=1
2∑
j=1
∫
R
3+
ui,x j u3,x3xi u j .
Using Hölder’s inequality, we obtain
| J1| ‖u˜‖Lpx
∥∥∇′u∥∥
L
2p
p−2
x
∥∥∇2u3∥∥L2 .
Next consider J4.
J4 =
3∑
i=1
2∑
j=1
∫
R
3+
bi,x j b j,xi u3,x3 = −
3∑
i=1
2∑
j=1
∫
R
3+
(bi,x j u3,x3)xi b j = −
3∑
i=1
2∑
j=1
∫
R
3+
b jbi,x j u3,x3xi ;
therefore,
| J4|
∥∥|b||∇b|∥∥L2x∥∥∇2u3∥∥L2x .
For J2, we observe that
J2 =
2∑
i=1
∫
R
3
ui,x3u3,xi u3,x3 = −
2∑
i=1
∫
R
3
(u3,xi u3,x3)x3ui .+ +
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| J2|
2∑
i=1
‖u˜‖Lpx ‖∇u3‖
L
2p
p−2
x
∥∥∇2u3∥∥L2x .
Next, we consider J5 and J6 together. We note that some cancellation occurs between the two terms.
More precisely, we observe that
J5 =
2∑
i=1
∫
R
3+
bi,x3b3,xi u3,x3 = −
2∑
i=1
∫
R
3+
(b3,xi u3,x3)x3bi
= −
2∑
i=1
∫
R
3+
bib3,xi x3u3,x3 −
2∑
i=1
∫
R
3+
bib3,xi u3,x3x3
=
2∑
i=1
∫
R
3+
bi,xi b3,x3u3,x3 +
2∑
i=1
∫
R
3+
bib3,x3u3,x3xi −
2∑
i=1
∫
R
3+
bib3,xi u3,x3x3
= − J6 +
2∑
i=1
∫
R
3+
bib3,x3u3,x3xi −
2∑
i=1
∫
R
3+
bib3,xi u3,x3x3 ,
where the divergence-free condition for b is used. Hence, it follows that
| J5 + J6|
∥∥|b||∇b|∥∥L2x∥∥∇2u3∥∥L2x .
Again, with the aid of the divergence-free condition, we can estimate J3 as follows
J3 = −
2∑
β=1
∫
R
3+
u3,x3u3,x3uβ,xβ =
2∑
β=1
∫
R
3+
(u3,x3u3,x3)xβuβ,
which implies that
| J3| ‖u˜‖Lpx ‖∇u3‖
L
2p
p−2
x
∥∥∇∇′u3∥∥L2x .
Summing all estimates for J1, . . . , J6, we obtain
| J | C‖u˜‖Lpx
(∥∥∇′u∥∥
L
2p
p−2
x
+ ‖∇u3‖
L
2p
p−2
x
)∥∥∇2u3∥∥L2 + ∥∥|b||∇b|∥∥L2x∥∥∇2u3∥∥L2
 C‖u˜‖
2p
p−3
Lpx
(∥∥∇′u∥∥2L2x + ‖∇u3‖2L2x )+ C∥∥|b||∇b|∥∥2L2x + 316∥∥∇2u3∥∥L2 . (4.45)
Summing (4.41), (4.44) and (4.45), we have
786 K. Kang, J.-M. Kim / J. Differential Equations 253 (2012) 764–794d
dt
‖∇u3‖2L2x +
∥∥∇2u3∥∥2L2x  C‖u˜‖Lpx (∥∥∇′u∥∥
L
2p
p−2
x
+ ‖∇u3‖
L
2p
p−2
x
)∥∥∇2u3∥∥L2x + C∥∥|b||∇b|∥∥L2x∥∥∇2u3∥∥L2x
 C‖u˜‖
2p
p−3
Lpx
(∥∥∇′u∥∥2L2x + ‖∇u3‖2L2x )+ C∥∥|b||∇b|∥∥2L2x
+ 3
16
(∥∥∇2u3∥∥2L2x + ∥∥∇∇′u∥∥2L2x ), (4.46)
where Young’s inequality is used.
Next, multiplying the magnetic equation of (1.1) with |b|2b and integrating, we have
1
4
d
dt
∫
Ω
|b|4 +
∫
Ω
|∇b|2|b|2 + 1
2
∫
Ω
∣∣∇|b|2∣∣2
=
∫
Ω
(b · ∇)u|b|2b =
3∑
k=1
3∑
j=1
∫
Ω
bku j,xk |b|2b j =
3∑
k=1
2∑
j=1
∫
Ω
bku j,xk |b|2b j +
3∑
k=1
∫
Ω
bku3,xi |b|2b3
= −
3∑
k=1
2∑
j=1
∫
Ω
bku j|b|2b j,xk +
2∑
k=1
∫
Ω
bku3,xk |b|2b3 +
∫
Ω
b3u3,x3 |b|2b3 := K1 + K2 + K3.
Via Hölder’s inequality, Sobolev embedding and Young’s inequality,
|K1| ‖u˜‖Lpx
∥∥|b|2∥∥
L
2p
p−2
x
∥∥|b||∇b|∥∥L2x  ‖u˜‖Lpx ∥∥b2∥∥θL2x∥∥∇|b|2∥∥1−θL2x ∥∥|b||∇b|∥∥L2x
 C‖u˜‖Lpx
∥∥b2∥∥θL2x∥∥∇|b|2∥∥2−θL2x  C‖u˜‖ 2pp−3Lpx ‖b‖4L4x + 116∥∥∇|b|2∥∥2L2x , (4.47)
where θ = 1− 3p . Using the result of Lemma 8, we control K2 as follows
|K2|
∫
Ω
|b˜|∣∣b2∣∣|b3||∇u3| ‖b3‖Lrx∥∥b2∥∥
L
2r
r−2
x
‖b˜‖L3x‖∇u3‖L6x
 C‖b3‖2Lrx
∥∥|b|2∥∥2θL2x ∥∥|b|2∥∥2(1−θ)L6x + 116‖u3‖2L2x
 C‖b3‖
2r
r−3
Lrx
‖b‖4
L4x
+ 1
16
(∥∥∇2u3∥∥2L2x + ∥∥∇|b|2∥∥2L2x ), (4.48)
where θ = 1− 3r . Due to the divergence-free condition and integration by parts, we estimate the third
term K3 as
K3 =
∫
Ω
b23|b|2u3,x3 =
2∑
j=1
∫
Ω
u j
(
b23|b|2
)
x j
;
therefore, it follows that
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∥∥b2∥∥
L
2p
p−2
x
∥∥|b||∇b|∥∥L2x  C‖u˜‖Lpx ∥∥b2∥∥θL2x∥∥∇|b|2∥∥1−θL2x ∥∥|b||∇b|∥∥L2x
 C‖u˜‖Lpx
∥∥b2∥∥θL2x∥∥∇|b|2∥∥2−θL2x  C‖u˜‖ 2pp−3Lpx ‖b‖4L4x + 116∥∥∇|b|2∥∥2L2x , (4.49)
where θ = 1− 3p . Summing (4.47), (4.48) and (4.49), we have
1
4
d
dt
∫
Ω
|b|4 +
∫
Ω
|∇b|2|b|2 + 1
2
∫
Ω
∣∣∇|b|2∣∣2
 C
(‖u˜‖ 2pp−3
Lpx
+ ‖b3‖
2r
2r−3
Lrx
)‖b‖4
L4x
+ 3
16
(∥∥∇|b|2∥∥2L2x + ∥∥∇2u3∥∥2L2x ). (4.50)
Summing (4.39), (4.46) and (4.50), we get
1
4
d
dt
(∥∥∇′u∥∥2L2x + ‖∇u3‖2L2x + ‖b‖4L4x )+ 12 (∥∥∇′∇u∥∥2L2x + ∥∥∇2u3∥∥2L2x )+ 12∥∥|b||∇b|∥∥2L2x
 C
(‖u˜‖ 2pp−3
Lpx
+ ‖b3‖
2r
r−3
Lrx
)(∥∥∇′u∥∥2L2x + ‖∇u3‖2L2x + ‖b‖4L4x ).
Gronwall’s inequality implies
sup
0tT
(∥∥∇′u(·, t)∥∥2L2x + ∥∥∇u3(·, t)∥∥2L2x + ∥∥b(·, t)∥∥4L4x )
+ 2(∥∥∇′∇u∥∥2L2,2x,t + ∥∥∇2u3∥∥2L2,2x,t )+ 2∥∥|b||∇b|∥∥2L2,2x,t
 C
(∥∥∇u(·, T − ∗)∥∥2L2x + ∥∥b(·, T − ∗)∥∥4L4x )exp (C‖u˜‖ 2pp−3
L
p, 2pp−3
x,t
+ ‖b3‖
2r
2r−3
Lrx
)
.
Therefore, we obtain
sup
0tT
∥∥∇u3(·, t)∥∥2L2x + ∥∥∇2u3∥∥2L2,2x,t < C . (4.51)
Then, from the estimate (4.51), we can see that ‖u3‖L5,5x,t < C , and it follows, due to Theorem 1, that
solutions become regular. Hence, T ∗ cannot be a maximal time of existence less than or equal to T .
The proof is completed. 
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Appendix A
In this section, we will present the proof of Proposition 1 using the semigroup method. First, we
introduce a space of smooth functions, which are compactly supported and divergence free, denoted
by
C∞o,σ (Ω) =
{
w ∈ C∞o (Ω)
∣∣ divw = 0}.
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where
Lqσ (Ω) = ¯C∞o,σ ‖·‖Lq(Ω) , Gq(Ω) =
{∇p ∈ Lq(Ω) ∣∣ p ∈ Lqloc(Ω¯)}.
For a suﬃciently smooth domain Ω , we note that the solenoidal space Lqσ (Ω) is characterized as
Lqσ (Ω) =
{
w ∈ Lq(Ω) ∣∣ divw = 0 in Ω, w · n = 0 on ∂Ω}.
Let P be a linear continuous projection from Lq(Ω) onto Lqσ (Ω). We then have
‖Pw‖Lq(Ω)  Cq‖w‖Lq(Ω)
for any w ∈ Lq(Ω), 1< q < ∞.
Next, we deﬁne the Stokes operators A(n)q and A
(s)
q as follows
A(n)q u = −P	u, u ∈ D
(
A(n)q
) := Lqσ (Ω) ∩ W 2,q(Ω) ∩ W 1,qo (Ω),
A(s)q u = −P	u, u ∈ D
(
A(s)q
) := {u ∈ Lqσ (Ω)∩ W 2,q(Ω) ∣∣ (∇ × u) × n = 0 on ∂Ω}.
In addition, we deﬁne the linear operator Bq as
Bqb = ∇ × (∇ × b), b ∈ D(Bq) =
{
b ∈ Lqσ (Ω) ∩ W 2,q(Ω)
∣∣ (∇ × b)× n = 0 on ∂Ω}.
For A(n)q and A
(s)
q ,
∥∥∇e−A(n)q tu∥∥Lq(Ω)  Ct− 12 ‖u‖Lq(Ω),∥∥∇e−A(s)q tu∥∥Lq(Ω)  Ct− 12 ‖u‖Lq(Ω) (A.52)
with the robin boundary for all q ∈ (1,∞] (see [33, p. 262]). Due to above relation, we write Aq for
A(n)q and A
(s)
q , respectively. We also recall the following estimate:
∥∥∇e−Bqtb∥∥Lq(Ω)  Ct− 12 ‖b‖Lq(Ω) (A.53)
with the slip boundary (see [37, Theorem 2]).
Proof of Proposition 1. We ﬁrst show the existence of solutions by the Banach Fixed Point Theorem.
We suppose that ‖u0‖X0 + ‖b0‖X0 < R2 for some R > 0. We set
S = {(u,b) ∈ XT ∣∣ ‖u‖XT + ‖b‖XT  R + 1, u|∂Ω = 0, (∇ × b)× n|∂Ω = 0},
S(s) = {(u,b) ∈ XT ∣∣ ‖u‖XT + ‖b‖XT  R + 1, (∇ × u) × n|∂Ω = 0, (∇ × b)× n|∂Ω = 0}.
We then note that S(n) and S(s) are a closed subset of XT . For (u,b) ∈ S and t ∈ [0, T ], we deﬁne
Φ(u,b)(t) =
(
Φ1(u,b)(t)
Φ (u,b)(t)
)
:=
(
e−t Aqu0 +
∫ t
0 e
−(t−s)AqP((u · ∇)u + (b · ∇)b)ds
e−tBqb + ∫ t e−(t−s)Bq ((u · ∇b)− (b · ∇u))ds
)
.2 0 0
K. Kang, J.-M. Kim / J. Differential Equations 253 (2012) 764–794 789First, we claim that Φ(u,b) ∈ S for suﬃciently small T > 0. Using the estimate (A.52), we estimate
‖Φ1(u,b)(t)‖X1t as follows
∥∥∇Φ1(u,b)(t)∥∥Lqx(Ω)  ∥∥∇e−t Aq u0∥∥Lqx(Ω) +
t∫
0
∥∥∇e−(t−s)AqP(u · ∇)u∥∥Lqx(Ω) ds
+
t∫
0
∥∥∇e−(t−s)AqP(b · ∇)b∥∥Lqx(Ω) ds. (A.54)
We ﬁrst note that ∥∥∇e−t Aq u0∥∥Lqx(Ω)  ‖∇u0‖Lqx(Ω). (A.55)
The second term of (A.54) can be estimated as follows
t∫
0
∥∥∇e−(t−s)AqP(u · ∇)u∥∥Lqx(Ω) ds C
t∫
0
(t − s)− 12 ‖u∇u‖Lqx ds C
t∫
0
(t − s)− 12 ‖u‖L∞x ‖∇u‖Lqx ds
 C
t∫
0
(t − s)− 12 ‖∇u‖2
Lqx
ds Ct 12 ‖∇u‖2
Lq,∞x,t
. (A.56)
Similarly,
t∫
0
∥∥∇e−(t−s)AqP(b · ∇)b∥∥Lqx(Ω) ds C‖∇b‖2Lq,∞x,t t 12 . (A.57)
Summing (A.56) and (A.57), we obtain∥∥∇Φ1(u,b)(t)∥∥Lq,∞x,t  ‖∇u0‖Lqx(Ω) + Ct 12 (‖∇u‖2Lq,∞x,t + ‖∇b‖2Lq,∞x,t ). (A.58)
For Φ2(u,b)(t), via similar arguments as Φ1(u,b)(t),∥∥∇Φ2(u,b)(t)∥∥Lq,∞x,t  ‖∇b0‖Lqx(Ω) + Ct 12 (‖∇u‖2Lq,∞x,t + ‖∇b‖2Lq,∞x,t ). (A.59)
Since its veriﬁcation of (A.59) is almost the same as above, we skip its details.
Next, we estimate ‖Φ(u,b)(t)‖
W 2,qx L
q
t (ΩT )
. We consider
∥∥∇2Φ1(u,b)(t)∥∥Lqx(Ω)  ∥∥∇2e−t Aqu0∥∥Lqx(Ω) +
t∫
0
∥∥∇e−(t−s)Aq∇(P(u · ∇)u)∥∥Lqx(Ω) ds
+
t∫ ∥∥∇e−(t−s)Aq∇(P(b · ∇)b)∥∥Lqx(Ω) ds, (A.60)
0
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∥∥∇2e−t Aq u0∥∥Lqx(Ω)  ∥∥∇e−t Aq∇u0∥∥Lqx(Ω)  Ct− 12 ‖∇u0‖Lqx(Ω).
The second term of right-hand side in (A.60) can be estimated as follows
t∫
0
∥∥∇e−(t−s)Aq∇(P(u · ∇)u)∥∥Lqx(Ω) ds

t∫
0
∥∥∇e−(t−s)Aq(|∇u|2 + ∣∣u∇2u∣∣)∥∥Lqx(Ω) ds
=
t∫
0
∥∥∇e−(t−s)Aq |∇u|2∥∥Lqx(Ω) ds +
t∫
0
∥∥∇e−(t−s)Aq ∣∣u∇2u∣∣Lqx(Ω)∥∥ds := I1 + I2.
We ﬁrst estimate I1 as
|I1| =
t∫
0
∥∥∇e−(t−s)Aq |∇u|2∥∥Lqx(Ω) ds C
t∫
0
(t − s)− 12 ‖∇u‖Lqx‖∇u‖L∞x (Ω) ds
 C‖∇u‖Lq,∞x,t (Qt )
t∫
0
(t − s)− 12 ∥∥∇2u∥∥Lqx(Ω) ds Ct q−22q ‖∇u‖Lq,∞x,t (Qt )∥∥∇2u∥∥Lq,qx,t (Qt ).
Next, we estimate I2 as
|I2| =
t∫
0
∥∥∇e−(t−s)Aq ∣∣u∇2u∣∣∥∥Lqx(Ω) ds C
t∫
0
(t − s)− 12 ∥∥u∇2u∥∥Lqx(Ω) ds
 C
t∫
0
(t − s)− 12 ‖u‖L∞x (Ω)
∥∥∇2u∥∥Lqx(Ω) ds C
t∫
0
(t − s)− 12 ‖∇u‖Lqx(Ω)
∥∥∇2u∥∥Lqx(Ω) ds
 C‖∇u‖Lq,∞x,t (Qt )
t∫
0
(t − s)− 12 ∥∥∇2u∥∥Lqx(Ω) ds Ct q−22q ‖∇u‖Lq,∞x,t (Qt )∥∥∇2u∥∥Lq,qx,t (Qt ).
Summing I1 and I2, we get
∥∥∇2e−(t−s)AqP(u · ∇)u∥∥Lqx(Ω)  Ct q−22q ‖∇u‖Lq,∞x,t (Qt )∥∥∇2u∥∥Lq,qx,t (Qt ).
In the same manner, we have
∥∥∇2e−(t−s)AqP(b · ∇)b∥∥Lq(Ω)  Ct q−22q ‖∇b‖Lq,∞∥∥∇2b∥∥Lq,q(Ω).x x,t x,t
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∥∥∇2Φ1(u,b)(t)∥∥Lqx(Ω)
 Ct− 12 ‖∇u0‖Lqx(Ω) + Ct
q−2
2q
(‖∇u‖Lq,∞x,t (Qt )∥∥∇2u∥∥Lq,qx,t (Qt ) + ‖∇b‖Lq,∞x,t (Qt )∥∥∇2b∥∥Lq,qx,t (Qt )).
Integrating over time, we obtain
t∫
0
∥∥∇2Φ1(u,b)(τ )∥∥qLqx(Ω) dτ
 Ct−
q
2+1‖u0‖q
W 1,qx L∞(Ω)
+ Ct q2 (‖∇u‖q
Lq,∞x,t (Qt )
∥∥∇2u∥∥q
Lq,qx,t (Qt )
+ ‖∇b‖q
Lq,∞x,t (Qt )
∥∥∇2b∥∥q
Lq,qx,t (Qt )
)
. (A.61)
Similar computations lead to the following estimate:
t∫
0
∥∥∇2Φ2(u,b)(τ )∥∥qLqx(Ω) dτ
 Ct−
q
2+1‖b0‖q
W 1,qx L∞(Ω)
+ Ct q2 (‖∇u‖q
Lq,∞x,t (Qt )
∥∥∇2b∥∥q
Lq,qx,t (Qt )
+ ‖∇b‖q
Lq,∞x,t (Qt )
∥∥∇2u∥∥q
Lq,qx,t (Qt )
)
. (A.62)
Combining estimates (A.58), (A.59), (A.61) and (A.62), for suﬃciently small T , we then obtain
∥∥Φ(u,b)∥∥XT  ∥∥Φ1(u, v)∥∥XT + ∥∥Φ2(u,b)∥∥XT  R2 + C(R + 1)T 12  R + 12 .
Therefore, Φ maps S onto itself for suﬃciently small T .
Next, we show that Φ is indeed a contraction mapping for a small T > 0.
∥∥Φ(u1,b1) −Φ(u2,b2)∥∥XT

∥∥Φ(u1,b1) − Φ(u2,b2)∥∥W 1,qx L∞t + ∥∥Φ(u1,b1)− Φ(u2,b2)∥∥W 2,qx Lqt

∥∥Φ1(u1,b1) −Φ1(u2,b2)∥∥W 1,qx L∞t + ∥∥Φ1(u1,b1)− Φ1(u2,b2)∥∥W 2,qx Lqt
+ ∥∥Φ2(u1,b1)− Φ2(u2,b2)∥∥W 1,qx L∞t + ∥∥Φ2(u1,b1) − Φ2(u2,b2)∥∥W 2,qx Lqt .
We estimate ‖Φ1(u1,b1) − Φ1(u2,b2)‖W 1,q L∞ and computex t
792 K. Kang, J.-M. Kim / J. Differential Equations 253 (2012) 764–794∥∥∇(Φ1(u1,b1) −Φ1(u2,b2))∥∥Lqx 
t∫
0
∥∥∇(e−(t−s)AqP[(u1 · ∇)u1 − (u2 · ∇)u2])∥∥Lqx ds
+
t∫
0
∥∥∇(e−(t−s)AqP[(b1 · ∇)b1 − (b2 · ∇)b2])∥∥Lqx ds
:= P1 + P2.
We continue to compute P1 as
P1 = C
t∫
0
∥∥∇(e−(t−s)Aq(P[((u1 − u2) · ∇)u1 + (u2 · ∇)(u1 − u2)]))∥∥Lqx ds
 Ct 12
(∥∥∇(u1 − u2)∥∥Lq,∞x,t ‖∇u1‖Lq,∞x,t + ‖∇u2‖Lq,∞x,t ∥∥∇(u1 − u2)∥∥Lq,∞x,t )
= Ct 12 ∥∥∇(u1 − u2)∥∥Lq,∞x,t (‖∇u1‖Lq,∞x,t + ‖∇u2‖Lq,∞x,t ). (A.63)
Following similar procedures, we get
P2  Ct
1
2
∥∥∇(b1 − b2)∥∥Lq,∞x,t (‖∇b1‖Lq,∞x,t + ‖∇b2‖Lq,∞x,t ). (A.64)
Summing (A.63) and (A.64) and integrating over time, we obtain∥∥Φ1(u1,b1)− Φ1(u2,b2)∥∥W 1,qx L∞t  Ct 12 ∥∥∇(u1 − u2)∥∥Lq,∞x,t (‖∇u1‖Lq,∞x,t + ‖∇u2‖Lq,∞x,t )
+ Ct 12 ∥∥∇(b1 − b2)∥∥Lq,∞x,t (‖∇b1‖Lq,∞x,t + ‖∇b2‖Lq,∞x,t )
 Ct 12 (R + 1)∥∥(u1,b1)− (u2,b2)∥∥W 1,qx L∞t . (A.65)
We now estimate ‖Φ1(u1,b1)− Φ1(u2,b2)‖W 2,qx Lqt . Via integration by parts, we have
∥∥∇2(Φ1(u1,b1) − Φ1(u2,b2))∥∥Lqx 
t∫
0
∥∥∇(e−(t−s)Aq∇(P[(u1 · ∇)u1 − (u2 · ∇)u2]))∥∥Lqx ds
+
t∫
0
∥∥∇(e−(t−s)Aq∇(P[(b1 · ∇)b1 − (b2 · ∇)b2]))∥∥Lqx ds
:= P3 + P4.
We continue to compute P3 as
P3 = C
t∫
0
∥∥∇(e−(t−s)Aq∇(P[((u1 − u2) · ∇)u1 + (u2 · ∇)(u1 − u2)]))∥∥Lqx ds
 Ct
q−2
2q
(∥∥∇(u1 − u2)∥∥Lq,∞∥∥∇2u1∥∥Lq,q + ‖∇u2‖Lq,∞∥∥∇2(u1 − u2)∥∥Lq,q). (A.66)x,t x,t x,t x,t
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P4  Ct
q−2
2q
(∥∥∇(b1 − b2)∥∥Lq,∞x,t ∥∥∇2b1∥∥Lq,qx,t + ‖∇b2‖Lq,∞x,t ∥∥∇2(b1 − b2)∥∥Lq,qx,t ). (A.67)
Summing (A.66) and (A.67), we obtain∥∥Φ1(u1,b1) −Φ1(u2,b2)∥∥W 2,qx Lqt  Ct 12 (R + 1)2∥∥(u1,b1)− (u2,b2)∥∥W 2,qx Lqt . (A.68)
Thus, due to (A.65) and (A.68),∥∥Φ1(u1,b1) −Φ1(u2, v2)∥∥XT  C(R + 1)2T 12 ∥∥(u1,b1) − (u2,b2)∥∥XT .
Similarly, ∥∥Φ2(u1,b1) −Φ2(u2, v2)∥∥XT  C(R + 1)2T 12 ∥∥(u1,b1) − (u2,b2)∥∥XT .
This shows that, if T is suﬃciently small, Φ is a contraction mapping on S . Standard arguments of
contraction mapping imply the existence of solutions in class S before the maximal time, Tmax, of
existence. This completes the proof. 
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