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The electrostatically actuated dual-axis micromirror based on MEMS technology
has attracted much attention due to its promising applications. However, the
inherent nonlinearity of the electrostatic torques results in two problems. One is
the scanning distortion within the stable range. Another is the scanning instability,
known as the ”pull-in” problem, when the driving voltages go beyond certain
thresholds.
The objectives of this study are (1) to investigate the scanning nonlinearity
of a dual-axis micromirror and subsequently to propose methods to linearize the
distorted scanning field, and (2) to stabilize the device beyond the pull-in point
thereby extending its useful scanning range. Two linearization methods, i.e. Radial
basis function (RBF) neural network (NN) and Delaunay triangulation (DT) are
proposed to reduce or eliminate scanning nonlinearity, thus correcting the distorted
scanning field. A position feedback integral sliding mode control (ISMC) algorithm
iv
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is applied to stabilize the micromirror beyond its pull-in point.
Both static and dynamic performances are investigated experimentally. The
static tests show that the static scanning field of dual-axis micromirror is distorted.
And the distortion rates increase with the increment of tilt angles. For the
moderate 50 V bias voltage, the distortion rates observed are about 30%. On the
other hand, the dynamic testing shows that the system is severely under-damped,
which results in large percentage of overshoot (53% for x -axis and 90% for y-axis)
and long settling times (15 ms for x -axis and 24 ms for y-axis). The dynamic
testing also reveals that there exists quite significant cross-axis coupling.
RBF NN and DT methods are designed to linearize the distorted scanning field.
The nonlinearity mapping is firstly captured. Then an inverse mapping based
on RBF NN or DT is designed to counteract the nonlinearity. The results show
that both of the methods can capture the scanning nonlinearity very well and
produce linearized scanning field. The distortion rates are dramatically reduced.
The linearized scanning field demonstrates distortion rates of less than 5%.
In terms of closed-loop control, the PID method demonstrates the ability to
improve transient response, leading to short settling time (less than 5 ms for both
axes), and no overshoot. At the same time cross-axis coupling is eliminated. As
a nonlinear control method, the integral sliding mode control shows its ability
to stabilize the system beyond pull-in point. The system exhibits an extended
stable range, which is more than 30% larger than the system without applying the
method.
Summary vi
It is concluded that the proposed linearization and control techniques have
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Chapter 1
Introduction
In the early of 1990s, microelectromechanical systems (MEMS) emerged with the
aid of the development of integrated circuit (IC) fabrication process, and numerous
novel devices have been reported in diverse areas of engineering and science. The
term MEMS refers to a collection of microsensors and actuators which can sense
its environment and have the ability to react to changes in that environment with
the use of a microcircuit control. MEMS technology based system is faster, more
reliable, cheaper and capable of incorporating more complex functions.
So far, remarkable research progress has been achieved under the support of
governments as well as industries. In addition to the commercialization of
some less-integrated MEMS devices, such as microaccelerometers, inkjet printer
heads, micromirrors for projection, etc, the concepts and feasibility of more
complex MEMS devices have been proposed and demonstrated for a wide range
of applications, such as microfluids, aerospace, biomedicine, chemical analysis,
wireless communication, data storage, display and optics. During the last two
decades, all kinds of MEMS have been reported, such as optical MEMS [1][2],
1
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bioMEMS [3][4], power MEMS [5][6], microfluidics [7], miniaturized total analysis
systems (µTAS) [8] and RF MEMS [9][10].
Optical MEMS, also called as micro-opto-electromechanical system (MOEMS), has
attracted a great deal of research interest since their potential application market
is enormous. The dual-axis micromirror is one of the most important devices in
the MOEMS area. However, there are still some basic problems unsolved due to
its complexity of the structure and difficulty in control.
1.1 Overview of Dual-Axis Micromirror
The dual-axis micromirror has attracted much attention because of its promising
applications, such as free-space fiber optic switch [11]-[13], miniaturized projection
display [14]-[16] and endoscopic optical coherence tomography [17]. This device is
generally a double-gimballed structure and has 3-DOF (degrees of freedom), two
rotation motions (around x -axis and y-axis) and one translation motion (along
-z -axis), as shown in Fig. 1.1.
Both the bulk micromachining process [18] and the surface micromachining process
[19] have been reported for fabricating the dual-axis micromirror. The bulk
micromachining process has the ability to fabricate a thick and flat mirror plate.
On the other hand, the surface micromachining can fabricate very complex
multi-layer structures and is compatible with standard IC fabrication processes.
One disadvantage of surface micromachining is that it may result in a curved
mirror plate, which is undesirable in optical applications.
All kinds of dual-axis micromirrors have been fabricated by increasing numbers
of researchers around the world. Actuation schemes, such as thermal [20]-[22],














Figure 1.1: 3D model of MEMS dual-axis micromirror with electrostatic
actuation.
piezoelectric [23]-[27], electromagnetic [28]-[32], magnetostrictive [33]-[35] and
electrostatic have been reported. Among them, electrostatic actuation is a popular
actuation scheme for the dual-axis micromirror, since it has the merits of low power
consumption, simple driving electronics and ease of fabrication and integration.
However, electrostatic actuation suffers from nonlinearity, which will be discussed
later.
1.2 Operation Principle
A 3D view of the surface micromachined dual-axis micromirror is shown in Fig. 1.1.
The mirror plate, coated with a gold layer for reflectivity enhancement, is used
both as top electrode and as effective reflective surface. The mirror plate is
suspended with two torsional beams inside a gimbal, which is then suspended by
the outside torsional beams perpendicular to the direction of the inside torsional
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beams. With such a gimbal structure, the mirror plate can be tilted for x-axis as
well as y-axis simultaneously. The suspension structure is connected mechanically
to the substrate and kept at a DC bias potential. Underneath the mirror plate are
four identical bottom electrodes, isolated from each other and connected to control
electrical signals.
When there is a voltage difference between the mirror plate and any one of the
bottom electrodes, electrostatic torques for both x-axis and y-axis will be applied
to the mirror plate. The total torque for one axis is the summation of the four
torques applied to that axis by the four electrodes. Under this actuation torque, the
mirror plate will be tilted about the one axis or two axes, depending on the pattern
of applied voltages to the electrodes. Deformations in the torsional beams occur,
producing mechanical torques to balance the electrostatic torques. After being
actuated, the mirror plate will vibrate a little before it reaches an equilibrium
position. The settling time depends on the damping ratio.
1.3 Problem Statement
Consider the mass-damper-spring system model, shown in Fig. 1.2, in which the
mass is actuated by a DC voltage across it and the ground. The other side of the
mass is attached to a spring. The system dynamic equation is given by




(d0 − x)2 (1.1)
where m is mass of the actuator, τ is damping coefficient, k is the spring stiffness,
² is permittivity of free space, A is area of the parallel plate and d0 is the initial








Figure 1.2: Schematic of one-DOF electrostatic actuation model.
gap.
After a voltage is applied between the two parallel plates, a electrostatic field is
formed, causing the actuator to move along x-axis. After oscillating for a while,
the system will reach an equilibrium point, where the electrostatic force is balanced





(d0 − x)2 (1.2)






1.3.1 Scanning Field Distortion
The actuator displacement corresponding to the driving voltage is largely nonlinear,
which makes the control of precise positioning difficult. The increment of voltage
with respect to the increment of displacement is given by
1.3 Problem Statement 6

























Figure 1.3: Normalized displacement and driving voltage.





















Figure 1.4: Typical distorted scanning field of dual-axis micromirror.










The above equation indicates that for a unit increment of displacement, the
increment of voltage is smaller and smaller. When x = d0/3, the increment of
voltage reaches zero.
The incremental displacement with respect to voltage is shown in Fig. 1.3. In
one degree-of-freedom (DOF), the operation nonlinearity leads to a non-uniform
displacement. In a two-DOF system, such as in the dual-axis micromirror, the
operation nonlinearity distorts the 2D scanning field, as shown in Fig. 1.4.
1.3.2 Pull-In Instability
MEMS devices driven by electrostatic actuation suffer from the so-called ”pull-in”
or ”snap-down” phenomenon [36]-[41]. This ubiquitous phenomenon, first reported
in 1967 by Nathanson [42], still presents a great challenge in today’s MEMS
technology.
Pull-in phenomenon means that the device will snap down and hit the substrate
when the driving voltage exceeds a certain threshold. In the case of the dual-axis
micromirror, two driving voltages are applied to the electrodes to tilt the mirror
around both axes. The mirror tilt angles are controlled by a balance between the
electrostatic attractive torque and the mechanical restoring torque. At equilibrium,
the electrostatic torque and the mechanical torque are equal, resulting in a stable
position of the mirror. As the voltages increase, the electrostatic torque increases
and eventually overcomes the mechanical torque, causing the movable mirror to
”snap down” immediately to the substrate. Such a phenomenon prevents the
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mirror from being stable over the entire theoretical angle. In addition, the device
will be damaged if it hits the substrate frequently.
The pull-in phenomenon can be explained by the following analysis. Applying




























Maximum voltage is reached when x = d0/3, which means the operational range
of the actuator is only 33% of the potential range. Any voltage beyond Vpull−in
will cause the actuator to snap down.
The pull-in problem can also be explained in Fig. 1.5. The solid lines in the figure
refer to the electrostatic force Fe and the dashed line in the figure refers to the
mechanical force Fm. For the voltage V below pull-in voltage Vpull−in, there are
two equilibrium positions A and B, where A is stable while B is unstable. When
V reaches Vpull−in, there is only one unstable equilibrium position. For V greater
than Vpull−in, the electrostatic force Fe is greater than the mechanical force Fm
at any position, and thus there is no equilibrium position at all. As a result, the
movable actuator will snap down to the substrate.





Electrostatic force  Fe





Figure 1.5: Pull-in problem of parallel plate model
1.4 Previous Work
For counteracting the nonlinearity of operation for 1-DOF devices, differential
driving scheme [19] [43] - [45] has been used to improve the operational linearity. By
introducing a bias voltage, the linearity in small operational range can be greatly
improved. However, this scheme may result in a high bias voltage and also cannot
remove all the operation nonlinearity. A better way to remove the nonlinearity is
by applying nonlinearity calibrating methods, i.e. neural network technique [46]
and lookup table [19]. If the nonlinearity is well-captured, the operation can
be well-linearized by applying an inverse mapping of the voltage-displacement
nonlinear function.
In terms of overcoming the pull-in instability and obtaining an extended stable
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operation range, several approaches have been reported. One is the geometry
modification [47]-[50]. This method requires a high voltage [47][48] and results in a
complex fabrication process [49][50]. Another approach is by integrating a feedback
capacitor [51]-[55], which leads to an extended operation range at the price of
increased operation voltage. The last approach to extend the stable range is using
position feedback control [56]-[61]. Adjusting the operation voltage real-timely by
considering the feedback position will extend the stable range without too high a
voltage. The only drawback may be that a positioning sensing system is required.
Chapter 2 will present the details of all the aforementioned methods.
1.5 Purpose and Scope of Thesis
As mentioned in Section 1.4, the performance of the dual-axis micromirror is greatly
limited due to operation nonlinearity and pull-in instability. The purpose of this
study is to develop methods to linearize the scanning field in open-loop operation
and to stabilize the device beyond the pull-in point in closed-loop operation.
To linearize the distorted scanning field, Radial basis function neural networks
approach and Delaunay triangulation approach are proposed. To stabilize the
device beyond the pull-in point and improve the transient performance, a linear
control method proportional-integral-derivative control and a nonlinear control
method integral sliding mode control are proposed. The former is used to improve
the transient performance, such as shortening the positioning time and removing
overshoot and cross-axis coupling. The latter is used to overcome the pull-in
instability and extend the stable range.
This thesis will focus on open-loop calibration methods and closed-loop control
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methods of a dual-axis micromirror. The fabrication techniques and design
methodologies, although mentioned, are not the highlights of this thesis. Moreover,
this thesis will not discuss the optical performances, such as insertion loss and
scanning resolution.
1.6 Thesis Outline
In Chapter 1, a general introduction of MEMS micromirror, including background,
working principle, problems associated with it and the purpose of this thesis are
given.
Techniques associated with the linearization and the stable range extension are
reviewed in Chapter 2.
Chapter 3 presents the theoretical analysis. Firstly, the MEMS dual-axis
micromirror is modelled. After that, the design methodologies of the two
linearization methods, RBF NN and DT, are presented. Finally, the design
procedures for the two close-loop control schemes, PID control and integral sliding
mode control, are reported.
Chapter 4 describes the experimental methodologies, where details of the
fabrication process, device design and experimental set-up are included.
In Chapter 5, simulation results and experimental results of the proposed methods
are given.
The conclusion made based on the results obtained and future research
recommended are given in Chapter 6.
Chapter 2
Literature Review
The electrostatically actuated MEMS dual-axis micromirror has two major
problems associated with its operation, i.e. scanning field distortion and pull-in
instability. This chapter will present a detailed literature review of linearization and
stabilization approaches. In Section 2.1, three linearization approaches, differential
driving scheme, lookup table and neural networks, are discussed. General reviews
for the techniques used in this thesis, which are the RBF neural networks and
Delaunay triangulation, are also presented. In Section 2.2, several stable range
extension techniques, i.e. geometry modification, capacitor feedback and position
feedback control are reviewed. General review is given for the integral sliding mode
control, which is applied in this thesis.
2.1 Linearization Approaches
So far, two different types of linearization approaches have been reported. One
is differential driving based linearization and the other nonlinearity calibration
12
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based linearization. The former, which is simple and easy to implement, can only
suppress (but not totally correct) the scanning nonlinearity at the price of high bias
voltage. The latter, which needs to sample the scanning data to obtain the details
of nonlinearity, can correct all the scanning nonlinearity and obtain a near-perfect
linearized scanning field.
2.1.1 Differential Driving Scheme
Applying a small control voltage over a large bias voltage is a well-known technique
to improve the linearity of limited ranges of 1-D electrostatic actuators, whose
output is governed by square of voltage [43]. It is also known that a differential
drive with a bias voltage can further improve the linearity of 1-D comb drive
actuators of lateral motion [44] and 1-D torsion mirrors [45].
In [19], a linearization method which can suppress the nonlinearity of electrostatic
2-D scanners by using differential voltage scheme is presented. The differential
voltage scheme can also suppress the crosstalk between the scan axes.
The differential driving scheme can be expressed as the following equation set:8>>>>>>><>>>>>>>:








V3 = Vb +
1
2
( Vx − Vy)
V4 = Vb +
1
2
( Vx + Vy)
(2.1)
where Vb is the bias voltage, Vx and Vy are two independent voltage sources to
control the vibration for the x -axis and y-axis respectively.
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V4 = Vx + Vy
(2.2)
the differential driving scheme has been shown to effectively suppress the
nonlinearity of the electrostatic torques and the crosstalk between the scan axes.
The simulated results in Fig. 2.1 indicate that the differential driving scheme is
much better than the non-differential one. However, as Fig. 2.1 (b) shown, it still














































Figure 2.1: Differential driving scheme vs. non-differential driving
scheme. (a) Simulated scanning field obtained from non-differential scheme.
(b)Simulated canning field from differential scheme [19].
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2.1.2 Voltage Compensation
2.1.2.1 Lookup Table
According to Toshiyoshi [19], he proposed a voltage compensation method for high
pointing accuracy to linearize the scanning field. He obtained a transfer function
for the 2-D scanner, which could map two input voltages Vx and Vy, to the two
coordinates on the position sensor xPSD and yPSD by using the differential voltage
operation method. Then the driving voltages Vx and Vy are obtained by converting
the target coordinates xPSD and yPSD by using Newton’s method on a look-up
table. This method was capable of finding unique compensated voltages by solving
the inverse function from given PSD xPSD and yPSD, and one given bias voltage.
The maximum distortion was found to be 0.33%.
2.1.2.2 Neural Networks (NN) Approach
It is well-known that the NN approach is suitable for nonlinear function
approximation. Supplied with pairs of input and output samples, NN is able to
generate the correct output based on the derived training rules. NN can capture
the original scanning nonlinear property and linearize the scanning field well.
Zhou et al [46] proposed a Bayesian regularization based neural networks approach.
A Bayesian regularization back-propagation is a network trained by updating the
weight and bias values according to Levenberg-Marquardt optimization. Bayesian
regularization minimizes a linear combination of squared errors and weights. An
almost perfect grid pattern was obtained and this result showed that nonlinearity of
the micromirror was greatly improved by using the feed forward method. Bayesian
regularization back-propagation was used to carry out a function approximation, so
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that given a desired location (xPSD, yPSD), the network would output the required
(Vx, Vy) voltages. The network used was a single 2-n-2 network, where n the
number of hidden neurons. The network was required to be trained adequately;
hence the training data obtained through the simulation must cover as much of
the sample space as possible.
The simulation was performed on the differential driven dual-axis micromirror with
the trained neural network was coded in analog hardware description language and
then inserted into the SABER simulator. The result showed an almost perfect grid
pattern.
2.1.3 Radial Basis Function (RBF) NN
RBF NN is an important method in the NN family. First proposed by Broomhean
and Lowe [64], the Radial Basis Function (RBF) NN has become a popular
technique for function approximation due to its simple structure and training
scheme [65]-[68]. Compared with other NN, RBF NN is faster during training
process and can approximate a nonlinear function more precisely [69].
RBF NN has been successfully employed to various problem domains [70]-[73].
The design and training of RBF networks consist of determining the number of
basis functions, finding their centers and widths and calculating the weights of the
output nodes. In particular, the main problem is to determine the number of basis
functions which affects the complexity of the network and consequently influences
its performance.
There are two kinds of training schemes for RBF NN. One is the off-line training
scheme, meaning that all training samples have to be obtained (stored) prior to
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building the network, while another is the on-line training scheme. The structure
of the RBF NN is updated dynamically during the sampling and training processes.
Several approaches have been proposed on how to build an RBF NN. For example,
a set of samples is randomly selected from the training set and the positions of
the centers of the basis functions are set according to these samples [71], or some
pre-clustering (grouping) is performed on the training set (e.g. k -means clustering),
and the centers of the clusters are used as the centers for the basis functions [72].
All these approaches have various shortcomings. However, the common and the
most crucial one is that the number of basis functions has to be a priori given.
Since this is usually not possible, it is determined by trial and error.
Mukherjee and Nayar [73] proposed an analytical method that sets the network
parameters for any given input-output mapping and error bound. Through a novel
construction and application of the integral wavelet transform, they obtain the
smallest network for the given mapping and error bound. However, the optimality
only refers to the specific choice of the orthogonal basis functions which suffer from
shift-variance. Besides, the method needs evenly sampled data, which requires
additional interpolation of unevenly sampled data.
2.1.4 Delaunay Triangulation (DT)
The idea of the DTmethod originates from the study of structures in computational
geometry. It was first proposed by Delaunay [77] in 1934. It is one of the most
popular methods for generation of unstructured meshes. For a given set of points in
two dimensions, it constructs a triangular mesh using all the points as vertices. It is
applied in several fields of science, such as structural analysis [78], Ad Hoc wireless
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networks [79], image processing [80][81], complex molecular systems [83] and ocean
modelling [84]. However, no application of DT in the scanning field linearization of
the dual-axis micromirror or even in other MEMS devices has ever been reported.
This thesis may be the first to introduce DT to capture the nonlinear property of
a MEMS device.
(a) (b)
Figure 2.2: A schematic of Delaunay triangulation. (a) 2D scattered points
input. (b) Delaunay 2D mesh generated.
DT is a nodal connection meshing method, which can be described as: Given n
points in a plane, they can be joined by non-intersecting straight-line segments.
The segments and partitioned regions form a mesh. For nodal connection, the most
successful techniques are those based upon the Delaunay triangulation. During the
last two decades, a number of algorithms for constructing Delaunay triangulations
have been proposed [85]-[91]. A schematic of Delaunay triangulation is shown in
Fig. 2.2. Given a set of 2D scattered input points (Fig. 2.2 (a)), the Delaunay 2D
mesh (Fig. 2.2 (b)) is obtained by applying specific rules (Delaunay rules).
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2.2 Stable Range Extension Techniques
2.2.1 Geometry Modification
One straightforward way to extend the stable range is by modifying the geometry
of the electrodes, such as the leveraged bending method reported in [47][48] and







Figure 2.3: The idea of leverage bending [48].
The idea behind the leveraged bending method is to work around the pull-in
instability by applying electrostatic force to only a portion of a structure and then
using the rest of the structure as a ”lever” to position specific parts of the structure
through a large range of motion (Fig. 2.3). The key is that the electrostatically
actuated portions of the structure must deflect less than the pull-in limit, while
other portions of the structure can move through the entire gap. However, this
method is very sensitive to the residual tensile stress in the beam and the cost of
this method is the increased actuation voltage.
A micromirror with sidewall-electrodes is shown in Fig. 2.4. The inside quadrant
segmented electrodes are designed to provide capacitive sensing of the angular
position of the mirror and the outside quadrant segmented electrodes are used
for mirror actuation. The sidewall electrodes are quadrants of vertical circular
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Figure 2.4: The idea of sidewall-electrodes [50]. (a) Cross-section schematic
of the mirror cavity structure with sidewall electrodes. (b) Top-view schematic
of the mirror bottom electrodes plane layout.
arcs perpendicular to the mirror plane and are electrically connected to the
corresponding outside quadrant electrodes. The sidewall-electrodes actuation
method can improve the mirror actuation dynamics by reducing or eliminating
the pull-in effects. However, the complex fabrication process of this method is
clearly a drawback of this method.
2.2.2 Capacitor Feedback
Another method reported is the capacitor feedback method[51]-[55], in which an
additional capacitor is used in series with the electrostatic actuator. The additional
capacitor provides stabilizing and negative feedback. If the electrostatic actuator
begins to snap, the capacitance of the actuator drops. Two kinds of capacitor
feedback methods, voltage control and charge control (or current control), have
been reported. Capacitor feedback technique requires a very high actuation voltage
[53].









Figure 2.5: A schematic of voltage-controlled capacitor feedback [51].
A capacitor Cf in series with a MEMS device (shown in Fig. 2.5) provides
stabilizing, negative feedback. If the MEMS device begins to snap, its capacitance
increases. Since the circuit is a voltage divider, the increase in capacitance of the
device results in a decrease in voltage across it. This in turn causes the electrodes
to separate, counteracting the original motion. Taking a 1D electrostatic actuator










where K = C0/Cf and C0 = ²A/x0 is the zero voltage device capacitance.





The above equation shows the electrostatic force does not approach infinity even
at zero gap.
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2.2.2.2 Charge Control
Figure 2.6: A schematic of charge-controlled capacitor feedback [52].
A switched capacitor technique has been used [52]-[55] to control the charge
delivered to the actuator instead of the voltage across it. It is shown that the
stability range of the charge-controlled actuator is always equal to or larger than
that of the voltage-controlled configuration of the same actuator. The circuit
requires a voltage slightly higher than the actuator pull-in voltage in order to extend
the stable range of motion. Using charge control, ideal parallel-plate actuators are
stable for all deflections, but non-ideal effects, such as existence of a significant
amount of parasitic capacitance, can lead to ”charge pull-in” instability.
Figure 2.6 shows the switched-capacitor circuit for controlling the charge on an
electrostatic actuator represented by variable capacitor C. The circuit has two
phases of operation. In the reset phase (φ1) the amplifier is put into unity gain
feedback and the actuator C is completely discharged. The charge q = Cs(Vs−Vicm)
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is sampled onto the input capacitor Cs. In the charge control phase (φ2), the
amplifier adjusts the voltage across the actuator until the voltage across Cs is zero.
At that point, the charge that is initially stored on Cs has been transferred to the
actuator.
Controlling charge on parallel-plate actuators has the benefit of increasing the
stable range of motion without increasing the voltage requirement and without
the need for extra electrodes. Although charge-control can extend the travel
range of electrostatic actuators, it cannot prevent the pull-in instability. For a
charge-controlled electrostatic actuator, the total charge is controlled under charge
excitation; the charge distribution on the electrode however, is determined by
device structural deformation. In this process, a redistribution of the charge rapidly
increases the electrostatic forces even though the total charge is fixed. For an ideal
parallel-plate actuator, since the gap is and remains uniform, such a redistribution
cannot occur and therefore an ideal parallel-plate actuator theoretically is stable
under charge excitation. However, other charge-controlled electrostatic actuators
(such as torsion actuators) suffer from the pull-in instability. The pull-in instability
is due to charge re-distribution and concentration away from the axis of rotation.
Charge-controlled electrostatic actuators also have problems related to parasitic
capacitance and leakage current in switches used to implement the switched
capacitor driving circuits. For example, charge-controlled actuators cannot remain
in a certain position indefinitely due to leakage of current.
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2.2.3 Position Feedback Control
Nonlinear feedback control methods [56]-[60] have been reported to stabilize
electrostatically actuated dual-axis micromirrors beyond their pull-in angles.
Nonlinear feedback control can not only extend the stable range but also improve
the transient response and scanning linearity. The feedback control system
dynamically adjusts the voltage applied to the actuators to counteract the pull-in
effect. The method can be applied to both parallel-plate actuators and torsional
actuators.
2.2.3.1 Feedback Linearization
The voltage control method for MEMS is first proposed by Chu in 1994. The basic
idea, as its name shows, is linearize the system by position feedback to cancel the
nonlinear electrostatic force, the main nonlinearity source of the system.
For a parallel-plate system, the dynamic equation is:
mx¨+ τ x˙+ kx = FE (2.5)
where m is the mass, τ is the damping coefficient, k is the spring constant and FE





(g0 − x)2 (2.6)
where g0 is the initial parallel plate gap.
The dynamic Equation (2.5) is a linear equation provided that the control input
is the electrostatic force. So the control design can start with controlling the
2.2 Stable Range Extension Techniques 25
electrostatic force using linear control theory to meet the desired dynamics. Then
by using inversion of the nonlinear electrostatic force, the controlled voltage can
be obtained as





Feedback linearization control is a simple, straightforward method for controlling
nonlinear systems. However, it is not a good choice in practice. Its first
disadvantage is that it is not robust. The second disadvantage is that it is based
on a good knowledge of the system’s nonlinear property. If the nonlinearity is not
precisely modelled, the results may turn out to be very bad. This control method
also has some other disadvantages, such as sensitivity to noise.
2.2.3.2 Linear Voltage Control
A practical implementation of the feedback control system by using linear voltage
control law is developed in [61]. The feedback control system dynamically adjusted
the voltage, which is applied to the actuators to counteract the pull-in effect. A
voltage slightly larger than the pull-in voltage is first applied when the mirror is
at small angular positions, and the voltage is then linearly reduced as the mirror
approaches the desired position.
In the case of a 1D torsional actuator, the voltage is adjusted according to
V (α) =
8><>: Vinit α < αcrossVinit + k(α− αcross) α ≥ αcross (2.8)
where Vinit is a constant voltage beyond pull-in voltage and k is the slope of the
voltage curve in the linear region, α and αcross are tilt angles, as shown in Fig. 2.7.
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The control law of linear voltage control is simple and can be easily implemented.
The problem of this control method is that the stable range extension rate is
limited. Also, since it does not consider air damping, it cannot improve the
transient performance.
Figure 2.7: Feedback control algorithm. (a) Electrostatic torque. (b)
Actuation voltage [61].
2.2.3.3 Sliding Mode Control
Sliding mode control (SMC) is first proposed by Utkin [93] in 1977. The most
intriguing aspect of sliding mode is the discontinuous nature of the control action.
It nowadays enjoys a wide variety of application areas. The main reason for
its popularity is the attractive superior properties of SMC, such as insensitivity
to parameter variations, complete rejection of disturbances and good control
performance in the case of nonlinear systems.
The best property of the SMC is its robustness. Loosely speaking, a system with
SMC is insensitive to parameter changes or external disturbances. The essential
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characteristic of SMC is that the feedback signal is discontinuous, switching on one
or more manifolds in state space. When the states cross each discontinuity surface,
the structure of the feedback system is altered. All motion in the neighborhood of
the manifold is directed towards the manifold and thus a sliding motion occurs in
which the system states repeatedly cross the switching surface [94]. Motion control,
especially in robotics, has been an area that has attracted particular attention and
numerous reports have appeared. A recent survey has been given in [95]. In
practical motion control applications, an SMC suffers from some disadvantages.
One of them is the high frequency oscillation of the controller output termed
”chattering”. In the literature, some suggestions have been made to abate these
problems. The most popular technique for eliminating chattering is the use of a
saturation function [97].
Figure 2.8: Phase portraits for control input U = +V and -V for the
electrostatic microactuator [63].
Recently, SMC is introduced as a feedback control method to control MEMS
devices [62][63]. Figure 2.8 shows the idea of applying SMC to overcome the
pull-in instability. The controlled voltage is switched between two constant values
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(+V and -V) depending on the states, i.e.
U =
8><>: +V s < 0−V s ≥ 0 (2.9)
where s is given by
s = e+ τ e˙ (2.10)
in which e is the error between the reference position and the actual output position
and τ is a time constant.
2.3 Summary
In this chapter, a detailed literature review of existing linearization methods
for correcting the distorted scanning fields and stabilization methods for pull-in
problem has been given. The advantages and drawbacks of these methods
are compared and discussed. The following chapter will discuss linearization
methodologies and closed-loop control techniques.
Chapter 3
Theory
This chapter presents theoretical analysis, including system modelling, principles
of RBF NN and Delaunay triangulation for linearization, procedures for designing
PID and integral sliding mode control. Section 3.1 presents the methodology of
system modelling, where electro-mechanical coupled system and optical detecting
system are modelled. The theory of linearization by RBF neural networks and
Delaunay triangulation is given in Section 3.2. The two closed-loop control
methods, PID control and integral sliding mode control, are presented in the final
section of this chapter.
3.1 System Modelling
The dual-axis micromirror is a 3-DOF system with two bi-directional torsional
motion modes for the x -axis and y-axis and one unidirectional translational motion
mode for the z -axis (see Fig. 1.1). The difference of electrostatic forces generated
between the four electrodes tilts the mirror plate around the x -axis and y-axis
29
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simultaneously. The mirror plate and the inner frame can also translate along the
z -axis due to the bending of the beams. However, under a moderate bias voltage
(less than 50 V), the displacement along the z -axis is small enough to be neglected.
The mirror plate is assumed to be a rigid body with two torsional motion modes
and the torsional beams are assumed to be linear elastic bodies. The mechanical
coupling between the two torsional movements, fringing field effects and mutual
capacitance are neglected.
By neglecting the z -axis displacement, the system can be modelled as a second
order two-input two-output (TITO) system. The global coordinate frame is
assigned to the base substrate with the origin located at the center of the mirror
plate. The system equations are given by
Ixθ¨ + τxθ˙ +Kxθ = T
E
θ (3.1)
Iyφ¨+ τyφ˙+Kyφ = T
E
φ (3.2)
where θ, φ are the tilt angles, Ix, Iy are the moments of inertia, τx and τy are the
damping coefficients of air, Kx and Ky are the stiffnesses of the torsional bars, T
E
θ
and TEφ are the electrostatic torques for the x -axis and y-axis respectively. The
expressions for TEθ and T
E
φ are derived below.
Since the mirror can be tilted with the angles θ and φ for the x -axis and y-axis
respectively, the position of the mirror plate is expressed by two cascaded rotation
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transforms Mθ and Mφ, given by
Mθ =
0BBBBBB@ 1 0 00 cos θ − sin θ




0BBBBBB@ cosφ 0 sinφ0 1 0
− sinφ 0 cosφ
1CCCCCCA (3.4)












Figure 3.1: The mirror plate with a tilt angle.
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on the mirror plate, given by
P =MφMθP0 =
0BBBBBB@ x cosφ+ y sin θ sinφy cos θ
−x sinφ+ y sin θ cosφ
1CCCCCCA (3.5)
The initial normal n0 = (0, 0, 1)
T of the mirror plate is translated to
n =MφMθn0 = (cos θ sinφ,− sin θ, cos θ cosφ)T (3.6)
The slope angle between the mirror plate and the substrate α is expressed as
α(θ, φ) = cos−1(z · n) = cos−1(cos θ cosφ) (3.7)
The length of arc øAP isøAP = α
sinα
(−x sinφ+ y sin θ cosφ+ g) (3.8)
where g is the gap between the mirror plate and the electrodes.





VøAP 2 dxdy (3.9)
where ²0 is the permittivity of free space with the value of 8.85× 10−12F/m.













α2(−x sinφ+ y sin θ cosφ+ g)2 (3.10)














α2(−x sinφ+ y sin θ cosφ+ g)2 (3.11)
where Vb is the bias voltage, Ei (i = 1 to 4) is the range of the ith electrode.

















(Vx + Vy) (3.15)
where Vx and Vy are two independent voltage sources to control the vibration for



















































Figure 3.2: Electrostatic torques with respect to tilt angles for fixed voltages
Vx = Vy = 3.
Figure 3.2 shows the nonlinear electrostatic torques TEx and T
E
y corresponding to
the tilt angles for fixed control voltage pair (Vx = 3 V, Vy = 3 V). It can be seen
3.1 System Modelling 34
that the torques increase rapidly when the tilt angles approach the pull-in point,
which is near the position θ = φ = 0.2.
As shown in Fig. 3.3, a Position Sensitive Detector (PSD) is generally applied to
detect the position of the laser spot, thus measure the tilt angles θ and φ indirectly.
































Figure 3.3: Schematic of optical system. (a) Optical path. (b) Reflecting
plane. (c) Coordinate of laser spot on PSD plane.
The position of the mirror plate is expressed by the two cascaded rotation
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transformations given by
Tx =
0BBBBBB@ 1 0 00 cos θ − sin θ
0 sin θ cos θ
1CCCCCCA (3.16)
Ty =
0BBBBBB@ cosφ 0 sinφ0 1 0
− sinφ 0 cosφ
1CCCCCCA (3.17)
T = TyTx =
0BBBBBB@ cosφ sin θ sinφ cos θ sinφ0 cos θ − sin θ
− sinφ sin θ cosφ cos θ cosφ
1CCCCCCA (3.18)
After tilting, the normal vector m of the mirror plate is
m = Tm0 (3.19)
where m0 is the original normal vector, whose value is shown in Table 3.1.













yPSD (1, 0, 0)
T
Table 3.1: Optical system parameters
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m · (m+ |BO|i) = 0 (3.20)
m+ |BO|i = −m+ |BO|r (3.21)
Thus the relationship between the incident light vector and the reflected light
vector is given by
r = i− 2(i ·m)m (3.22)
The position of the light spot on the PSD, as shown in Fig. 3.3 (c), can be obtained
as
xPSD = o′s · xPSD (3.23)
yPSD = o′s · yPSD (3.24)
where xPSD and yPSD are unit vectors in the oxyz coordinate system for xPSD-axis
and yPSD-axis respectively. The vector o′s is given by
o′s = |oo′|n+ |os|r (3.25)
Since angle ∠o′os is very small, |os| and |oo′| can be taken as equal. Thus
o′s = |oo′|(n+ r) (3.26)
The relationship between the position (xPSD,yPSD) and the tilt angles can be
expressed as










































Figure 3.4: Mapping from tilt angles to positions on PSD. (a) xPSD with
respect to angles θ and φ. (b) yPSD with respect to angles θ and φ.
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xPSD = (cos
2 θ sin2 φ+ sin 2θ cosφ)|oo′| (3.27)
yPSD =
√
2 cos θ sinφ(cos θ cosφ− sin θ)|oo′| (3.28)
Figure 3.4 shows the above relationship. It is can been seen that the relationship
can be viewed as linear for the tilt angles less than 5o.
3.2 Open-Loop Linearization
The idea of linearizing the scanning field is illustrated in Fig. 3.5. The input pair
(Vx, Vy) is mapped to the expected PSD output pair (xPSD tar, xPSD tar) linearly.
The expected PSD output is then fed to the nonlinear reverse mapper to produce
the compensated voltage pair (Vcx, Vcy) required to drive the dual-axis micromirror
to the target position (xPSD, yPSD).
















Figure 3.5: Schematic of the linearization.
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where f is a 2-by-2 matrix
f =

f11(θ, φ) f12(θ, φ)
f21(θ, φ) f22(θ, φ)

(3.30)












Linearization approaches are designed to approximate the above inverse mapping.





−1 · f = I +∆ (3.32)
where ∆ is the approximation error matrix. The position of the laser spot on the















where kx, ky are linearity constant specified by the user in applications.
Equation (3.33) shows that if ‖∆‖∞ is small, the range of the PSD scanning field
can be well linearized.
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3.2.1 RBF Neural Network Design
The RBF NN is designed by selecting the centers, widths and hidden layer size
(HLS). The centers of the RBF are selected by a k -means clustering algorithm while
the widths are selected by a P -nearest algorithm. The HLS is selected by taking
the mean squared error (MSE) into consideration. The RBF NN algorithm is coded
into the SaberTM simulator for system level simulation. This approach is verified
experimentally within the LabVIEWTM software programming environment and
a real-time embedded controller PXI 8175. Both the simulation results and the
experimental results show that the scanning field can be well linearized by the
proposed method.
The RBF NN takes on a structure of one input layer, one hidden layer and one
output layer, as shown in Fig. 3.6. The RBF NN can be considered as a mapping in































Figure 3.6: Radial basis function neural network
1, 2, ..., k) be the centers. The output is then taken to be a linear combination of
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wjiφi(‖xp − ci‖) j = 1, 2, ..., s (3.34)
where ‖·‖ denotes the distance in Euclidean space, k is the HLS, φi is the basis
function and wji is the output weight. Generally, Gaussian function is used as the
basis function due to its local property (φ(‖·‖) −→ 0 as ‖·‖ −→ ∞) [75]. The
radial basis function is given by






i = 1, 2, ..., k (3.35)
where ci and σi are the center and width of the ith neuron in the hidden layer
respectively.
The first stage of training the RBF NN is to determine the centers ci and compute
the widths σi. The k -means clustering method [76] is used to select the centers.
This training method is unsupervised and the number of centers, k, is set in
advance. k -means clustering initializes k centers randomly. Then each of the
input data is reassigned to its nearest center in an iterative manner. At the end of






xp i = 1, 2, ..., k (3.36)
where Ni is the number of samples in the clustering group Gi. The sum squared






‖xp − ci‖2 (3.37)
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The iteration terminates when the minimum of J is reached. The widths are
computed by the P -nearest neighbors method after all the centers have been finally
obtained. Here P is set to 3. For each center, the P nearest centers are found.







‖cm − ci‖2 (3.38)
The second stage is to obtain the output weights wji. Since the mapping of this
stage is a linear superposition, the weights wji can be easily found by solving a
set of linear equations. Equation (3.34) can be written in matrix form by defining
matrices with components (W )ji = wji, (Φ)pi = φi, Ypj = yj. This simplifies the
equation set to ΦW T = Y and the formal solution for the weights is given by
W T = Φ4Y (3.39)
where Φ∆ ≡ (ΦTΦ)−1ΦT is the pseudo inverse of Φ. W can be found by fast linear
matrix inversion techniques, such as singular value decomposition (SVD) [74].
The last parameter that needs to be specified is the HLS. Too small an HLS leads to
underfitting while too large an HLS results in overfitting and increases computing
time [75]. In this thesis, the cross validation method is applied to select the suitable
HLS. Firstly, the whole data set D is randomly partitioned into an training subset
T and a validation subset V . T is used to select the centers, widths and output
weights and V is used to evaluate the RBF NN in terms of MSE. The HLS starts
with a small number, such as 10. In each of the iteration, the RBF NN is trained by
T and validated by V . The iteration terminates when MSE reaches its minimum.
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3.2.2 Delaunay Triangulation
Figure 3.7: Delaunay mesh (solid lines) is obtained by drawing connecting
lines between nodes perpendicular to the edges of the Voronoi diagram (dashed
lines). When four nodes are co-cyclic, quadrangular elements are produced but
they can be correctly divided into two triangles.
Let P = {P1, P2, · · · , PN} (N ≥ 3) be a finite set of points in a 2D plane which are
called nodes. The plane is partitioned by assigning every point in the plane to its
nearest node. All those points assigned to Pi form the Voronoi region V (Pi). The
set of all points belonging to more than one Voronoi region defines the Voronoi
diagram. The dual graph of a Voronoi diagram is obtained by drawing connecting
lines between nodes perpendicular to the edges of the diagram, shown in Fig. 3.7. It
can be proved that the dual graph of a Voronoi diagram produces a triangulation of
the nodes which is called the Delaunay triangulation. The Delaunay triangulation
Σ of P is such that the circumcircle of any triangle belonging to Σ does not
contain any point of P in its interior. This circumcircle criterion is called Delaunay
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criterion. The generated triangular mesh is called a Delaunay mesh. This duality
between Delaunay triangulation and Voronoi diagram ensures the uniqueness of
the Delaunay triangulation.






Figure 3.8: Procedure of Delaunay triangulation. (a) Input 2D scattered
points for triangulation. (b) Initialize the boundary edges. (c) Generate initial
triangles. (d) Remove the triangle, which encompasses the new inserted point,
and its neighbors. (e) Update the mesh after inserting a new point. (f) Obtain
the final Delaunay mesh.
property, which means that for each triangular element, the minimum angle is
maximized. Thus thin triangles are avoided wherever possible. One of the
consequences of this property is that Delaunay triangles exhibit good shape factors.
This property is known to be suitable for interpolation. Another is the uniqueness
for all but trivial cases. One such a case is when four points lie on the same
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circumcircle of a triangle, but this rarely happens in real data. Many algorithms
have been reported for Delaunay triangulation [85]-[91]. Considering the scanning
data distribution of the dual-axis micromirror, a DT algorithm is proposed as
follows. Supposing a set of 2D points with labelled boundary points is ready. The
DT begins with the initial Delaunay mesh based on these boundary points. The
Delaunay mesh is updated dynamically by inserting the inner points one by one.
A detailed procedure is given by the following pseudo-code.
Subroutine: Delaunay triangulation
Input the scattered 2D point list, as shown in Fig. 3.8 (a).
Initialize the boundary edge list, as shown in Fig. 3.8 (b).
Generate the initial triangle list based on the boundary edges, as shown in
Fig. 3.8 (c).
For each inner point P
For each triangle T currently in the triangle list
Calculate the circumcircle center Pc and radius R of T .
If P lies in the circumcircle, i.e. ||PPc|| 6 R then
Remove the triangle and its neighbors from the triangle list, as
shown in Fig. 3.8 (d).
The other edges of the neighboring triangles form a polygon
encompassing P , as shown in Fig. 3.8 (e).
Generate Delaunay mesh between P and the enclosing polygon.
Add the new generated triangles to the triangle list.
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The final triangles are obtained, as shown in Fig. 3.8 (f).
End subroutine
Based on the nonlinear nature of the dual-axis micromirror, the following
linearization methodology is proposed to linearize the scanning field. It should
be noted that all the data in this section are obtained from the analytical model.
The linearization methodology has four stages. Firstly, 2D points on the PSD
are sampled. Secondly, the target linear area is specified. After that, a Delaunay
mesh is generated based on the sampled points. Finally, the two input command
voltages are compensated by using local interpolation on the mesh.
Details of the linearization methodology are given below:
1. Scanning positions on the PSD are sampled by inputting a series of command
voltage pairs, as the points shown in Fig. 3.9 shows.
2. The target area for linear scanning is specified, as the shaded area in Fig. 3.10
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Figure 3.9: Analytical result: a typical sampling. (a) The command voltage
pairs applied. (b) The sampled positions on the PSD.





are the range of the target linear scanning field,
∆Vx and ∆Vy are the range of the command input voltages.
3. Delaunay triangulation is applied to the 2D scanning points to generate the






















Figure 3.10: Analytical result: Delaunay mesh. The shaded area is the target
linear scanning field.
4. For a new input voltage pair (Vx, Vy), the compensated voltage pair (Vcx,
Vcy) is computed by the following substeps.












where kx and ky are given by equation (3.40) and equation (3.41).














Figure 3.11: Barycentric coordinates of a point P in triangle 4P1P2P3.
(c) The Barycentric coordinates of P within T are computed. For the
point P within T : 4P1P2P3, as shown in Fig. 3.11, the Barycentric




(i = 1, 2, 3) (3.44)
where Ai is shown in Fig. 3.11 and A is the total area of 4P1P2P3.
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The compensated voltages Vcx and Vcy are combined to generate the
four driving voltages to drive the micromirror.
3.3 Closed-Loop Control
The dual-axis micromirror studied in this thesis suffers from poor transient
response, such as long setting time, large overshoot and severe cross-axis coupling.
Moreover, the system is unstable beyond the pull-in point. This section presents a
PID control algorithm to improve the transient response. Since a linear controller
cannot stabilize the mirror plate beyond the stable range, a nonlinear control
method, the integral sliding mode control, is proposed for stabilizing beyond pull-in
point.
3.3.1 PID Control Design Within Stable Range
A multi-loop proportional, integral and derivative (PID) control is used to improve
the positioning performance. The control design specifications are: 5 ms and 3 ms
95% settling time for the x -axis and y-axis respectively and no overshoot for both
axes.
Since the dual-axis micromirror is modelled as a second-order system, the transfer
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function is of the following form
G(s) =
ω2n
s2 + 2ζωns+ ω2n
(3.47)
where ζ is the damping ratio, ωn the undamped natural frequency for the
corresponding torsional motion.
The transfer function of PID control is




where K is the position feedback gain, Ti the integral time and Td the derivative
time.
The closed-loop characteristic equation is
1 +D(s)G(s) = 0 (3.49)








The two target poles are given by
s1,2 = −ζtωnt ± ωnt
È
1− ζ2t i (3.51)
where ζt is the target damping ratio and ωnt the target undamped natural
frequency. These parameters are determined from the design specifications.
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The distance from the non-dominant pole to the imaginary axis is selected as
being five times greater than that of the two dominant poles. Hence, the target
characteristic equation is
s3 + 7ζtωnts




nt = 0 (3.52)
By comparing the coefficients of the Eq. (3.50) and Eq. (3.52), the PID parameters
























Using Euler’s method [104] results in





















where Ts is the sampling interval.
The simulated and experimental results will be presented in Chapter 5.
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3.3.2 ISMC Design Beyond Stable Range
The idea of sliding mode control is shown in Fig. 3.12. A phase trajectory
of this system generally consists of two parts, reaching mode and sliding mode,
representing two modes of the system.
This section will take the x-axis controller design for as an example. However, the
idea for the y-axis controller is the same. The error in Fig. 3.12 is defined as
e = θ − θref (3.58)
where θref is the reference tilt angle.











Figure 3.12: Phase Portrait of SMC
following form
s = e+ c1e˙+ c2
Z
edτ (3.59)
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where c1 and c2 are positive numbers.






V˙ = ss˙ (3.61)
So the system satisfies the Lyapunov condition only if s meets the condition
ss˙ < 0 (3.62)
From Eq. (3.59), s˙ can be obtained as
s˙ = e˙+ c1e¨+ c2e = c1kT
E − (2c1ζωn − 1)e˙− (c1ω2n − c2)e− c1ω2nθref (3.63)
In the differential driving scheme, the electrostatic torques (TEx and T
E
y ) have the
same sign as the corresponding control voltage (Vx and Vy). The condition in Eq.
(3.62) can be met if suitable driving voltages are chosen. The control law is given
as
u = −ψsgn(s) (3.64)
where ψ is a positive control effort which can drives the system beyond the reference
point.
Recently, integral sliding mode control has been proposed as a servo control
method. This approach consists of two parts: one uses an integrator to achieve









Figure 3.13: Schematic of ISMC
as shown in Fig. 3.13.
In the implementation, Euler’s method is used, i.e.



















where Ts is the sampling interval and e is the error between the readout of PSD
and the target position on the PSD.
3.4 Summary
This chapter discussed the modelling of the micromirror system, the design
procedures of RBF NN and Delaunay triangulation for linearization in addition
to the closed-loop control designs of PID and integral sliding mode control. The
following chapters will present the experimental methodologies and results.
Chapter 4
Experimentation
To verify the theoretical analysis proposed in the previous chapter, a series of
experiments is developed. Section 4.1 reports the fabrication process PolyMUMPs,
which is used to fabricate the dual-axis micromirror described in this thesis. The
design details of the device are presented in Section 4.2. The experimental set-ups
are described in Section 4.3.
4.1 Fabrication Process PolyMUMPs
Figure 4.1: Cross-Sectional View of PolyMUMPs [105].
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The device is fabricated by Poly-MUMPs r© (Polysilicon Multi-User MEMS
Processes), a three-layer surface micromachining process containing general
features and standard steps provided by MEMSCAP Inc [105]. The cross-section
of a typical device fabricated by PolyMUMPs is shown in Fig. 4.1 and the layer
names, thicknesses and names of mask are listed in Table 4.1.
Table 4.1: MUMPs layers names, thicknesses and lithography level [105].
Material Thickness(µm) Lithography Level Name
Nitride 0.6 -
Poly0 0.5 POLY0, HOLE0
Oxide1 2.0 DIMPLE, ANCHOR1
Poly1 2.0 POLY1, HOLE1
Oxide2 0.75 POLY1 POLY2 VIA, ANCHOR2
Poly2 1.5 POLY2, HOLE2
Metal 0.5 METAL, HOLEM
The process begins with 100mm n-type (100) silicon wafers. The surface of the
wafers is first heavily doped with phosphorus in a standard diffusion furnace.
Next, a 600 nm low-stress LPCVD (low pressure chemical vapor deposition) silicon
nitride layer is deposited on the wafers as an electrical isolation layer. This is
followed directly by the deposition of a 500 nm polysilicon film-Poly0, which is
then patterned by photolithography. After patterning, the Poly0 layer is etched
in an RIE system. A 2 µm phosphosilicate glass (PSG) sacrificial layer is then
deposited by LPCVD. This layer of PSG, known as First Oxide, is removed at the
end of the process to free the first mechanical layer of polysilicon.
The first structural layer of polysilicon (Poly 1) is deposited at a thickness of 2
µm. The polysilicon layer is lithographically patterned using a mask designed to
form the first structural layer POLY 1. After Poly 1 is etched, a second PSG layer
(second Oxide) is deposited. The POLY1 POLY2 VIA level provides for etch holes
4.2 Device Design 58
in the Second Oxide down to the Poly 1 layer. This provides a mechanical and
electrical connection between Poly 1 and Poly 2 layer. The ANCHOR2 level is
provided to etch both the First and Second Oxide layers in one step.
After that, the second structural layer, Poly 2, is deposited with a thickness of 1.5
µm. The final deposited layer is a 0.5 µm metal layer, which provides for probing,
bonding, electrical routing and highly reflective mirror surfaces. The last step is
release, which is performed by immersing the chip in a bath of 49% HF. The typical
values of the properties of the materials used in the process are shown in Table
4.2.
Table 4.2: Material properties of PolyMUMPs
Material Young’s Modulus (GPa) Density (kg/m3) Poisson’s Ratio
Au 80 19300 0.3
Poly-Si 160 2330 0.22
Oxide 62 2200 0.22
4.2 Device Design
A top view of the electrostatically actuated dual-axis micromirror is shown in
Fig. 4.2. The outer frame is fixed mechanically. The dashed lines are the four
electrodes right under the mirror plate. The designed dimensions are given in Table
4.3. The cross-sectional view of the structure is shown in Fig. 4.3. The thicknesses
of the different layers are predetermined by the PolyMUMPs fabrication process.
The mask layouts are designed with the helps of the commercial software package
Cadence/Virtuoso with the technology file and display resource file provided by
MEMSCAP Inc. The layout of the top level cell is shown in Fig. 4.4. The
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Figure 4.2: Top view of the dual-axis micromirror.
Table 4.3: Designed structure dimensions (µm)
Torsional beam length l 182
Torsional beam width w 2
Torsional beam thickness t 1.5
Mirror plate size a 416
Frame length b 880
Frame width c 540
Frame offset d 50
Distance between two electrodes e 20
Width of electrodes f 166
Gap between electrodes and mirror g 68
















Figure 4.3: Cross-section view of the dual-axis micromirror.
mirror plate and the two frames are connected to the four supporting and fixing
mechanisms by micro hinges, as shown in Fig. 4.5. After releasing, the device
is assembled on a micro probe station. A Cascade micro probe station is used
for this purpose. By carefully push the four sliding plate, which connects to the
outer frame by four micro hinges, the frames together with the mirror plate can be
raised up to about 68 µm until sliding plate is locked by the stoppers. After micro
assembly, the chip containing the micromirror device is attached to a PCB board
by electrically conductive adhesive. This is followed by wire bonding on Kulicke
& Soffa’s 4523A digital wire bonder. The wire-bonded chip is shown in Fig. 4.6.
After that, the device is ready for testing.
After fabrication and micro assembly, the final physical device is obtained. The
Scanning Electron Microscopy (SEM) image of the final device is shown in Fig. 4.7.












Figure 4.5: Support layout.
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Figure 4.7: SEM view of the dual-axis micromirror.
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Figure 4.8: Schematic of system testing set-up.
A schematic of the experimental set-up is shown in Fig. 4.8. An optical approach
is used to detect the tilt angles of the micromirror when voltages are applied to
the electrodes. A collimated laser beam is incident on the mirror surface at 45◦
with respect to the fixed substrate normal. A HamamatsuTM C4674 2D PSD
(12-mm-wide) is used to detect the position of the laser spot on the screen. The
instrument is designed to provide two-dimensional position data on the light spot
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falling on the 2D PSD, independent of the light density. It is also designed to
provide position data in terms of V/mm with respect to the center, which is
regarded as the origin point, in both the xPSD and yPSD directions. The mirror
plate tilt angles can be obtained in real-time from the readouts of the PSD. The
PSD is driven by a 15 V DC power supply voltage and can provide two analog
signals, whose noise level is 5 mV (peak-to-peak) in the readout bandwidth. The


















































Figure 4.9: Schematic for differential voltage operation.
The PSD signals are fed into National InstrumentTM PXI 8175 Real-Time (RT)
Embedded Controller with data acquisition (DAQ) daughter card PXI 6040E. The
RT Controller can communicate with a host computer, where the LabVIEWTM
4.4 Summary 65
programming environment is installed, via an Ethernet hub. The application
programme is developed under NI LabVIEW and LabVIEW Real-Time Module
in Windows 2000. Then it is downloaded and embedded to the PXI 8175 under
a real-time operation system. The PXI 8175 RT, which contains an 866 MHz
Intel Pentium III processor, is capable of running at 30 kHz loop rate and can
deliver real-time deterministic and reliable data acquisition and processing. The
PXI 6040E is a fast and accurate multiplexed data acquisition card. The A/D and
D/A resolution is 12 bit and the maximum sampling rate is 500kS/s. With these
equipment, the position information on the PSD can be stored and processed in
real-time.
The two analog voltages Vx and Vy from PXI 8175 are fed into the differential
driving circuit, where the linearization operation as governed by Eqs. (3.12)-(3.15)
for Vx and Vy is carried out. The schematic of the circuit is shown in Fig. 4.9. Vx
and Vy are initially set to negative values. Then Vx and Vy together with −Vx and
−Vy are combined to generate the four differential voltages.
A photograph of the experimental set-up is shown in Fig. 4.10 and a close-up view
of the optical set-up shown in Fig. 4.11.
4.4 Summary
In this chapter, the fabrication process PolyMUMPs and the design of dual-axis
micromirror have been presented. The experimental system to verify the
linearization and control approaches is also reported. In the next chapter, the
results and discussion will be given.
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Figure 4.10: Picture of the experimental set-up.
Figure 4.11: A close view of the optical detecting system.
Chapter 5
Results and Discussion
This chapter presents the simulated and experimental results based on the system
modelling, the proposed linearization and closed-loop control methods described in
Chapter 3. Firstly, the system simulation and experimental results are reported,
followed by the simulated and experimental results for the RBF NN and DT.
Finally, the results for the two closed-loop control methods, PID control and
integral sliding mode control, are presented.
5.1 Micromirror System Characterization
5.1.1 System Simulation
The simulation of the micromirror system is carried out with MatlabTM/SimuLink.
The layout of the simulation is shown in Fig. 5.1, in which the micromirror system
is modelled as a TITO system. The nonlinear electrostatic torques Tx and Ty,
generated by four voltages (V1 to V4), Vb and the two tilt angles θ and φ, are input
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to tilt the mechanical mirror structure. The position on the PSD is obtained by a
transform from the tilt angles (see Eqs. (3.27) and (3.28)). During the simulation,


























Figure 5.1: Schematic of simulation in Matlab.
A linear scanning field is desirable for applications of dual-axis micromirror. For
instance, optical cross-connect links requires mirror matrices, in which mirrors are
placed in a grid pattern. For testing the distortion of the dual-axis micromirror of
this thesis, grid pattern input voltages Vx and Vy (see Fig. 5.2 (a)), from (-2.5 V,
-2.5 V) to (2.5 V, 2.5 V) in steps of 1 V, are used. The PSD output scanning field
is shown in Fig. 5.2 (b). It is seen that the scanning field is severely distorted at
the four corners, where the electrostatic torques increase rapidly when approaching
the pull-in point. The distortion rate, which is defined by the deviation of the most
inner point of one boundary edge to the corresponding edge of the rectangle, is
28% for both xPSD and yPSD.
The stable range is important since it indicates the maximum operational area
of dual-axis micromirror. In the application of optical cross-connect links, the
operational area determines the number of the switching channels. While in some
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Figure 5.2: Static scanning range. (a) Driving voltage pairs. (b) Static
positions on PSD.
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other applications, such as projection display, the stable range determines the
image size displayed. Figure 5.3 shows the simulated stable voltage range and the
corresponding stable position range on the PSD. During operation, all the input
voltage pairs Vx and Vy are required to stay within the stable voltage range to
avoid the pull-in problem.
5.1.2 Experimental Testing
Basic testing includes static testing and dynamic testing. The former is obtained
by taking the steady state values for different driving voltages. The latter enables
the transient performance to be obtained by applying a step excitation. Static
testing is used for getting the scanning field, while dynamic testing is used for
estimating the system parameters such as damping ratios and natural frequencies.
The static test results are shown in Fig. 5.4. A grid pattern of driving voltage pairs
(from -3 V to 3 V with a uniform step of 0.5 V) is used for testing, as shown in
Fig. 5.4 (a). The static scanning field (i.e. the output from the PSD) is shown in
Fig. 5.4 (b), where severe distortion is observed. The distortion rates for left, top,
right and bottom boundaries are 26.4%, 23.6%, 25.4% and 20.7% respectively. The
slight differences between the distortion rates for x -axis rotation (26.4% and 25.4%)
and those for y-axis rotation (23.6% and 20.7%) are due to the misalignment of the
center of the mirror plate and the center of the four electrodes underneath. This
misalignment normally causes a drift of the scanning field. Here, the scanning field
has drifted a little bit along the -yPSD direction.
For the dynamic test, a step voltage is applied to the x-axis or y-axis and the
position of the laser spot on the screen is recorded by the readouts of PSD. The


































Figure 5.3: Stable scanning range. (a) Stable driving voltages range. (b)
Stable position range on PSD.
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Figure 5.4: Experimental results of static scanning performance.
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Figure 5.5: System damping ratios and natural frequencies identification
from experiment. (a) Normalized step response of x -axis. (b) Normalized step
response of y-axis. ∆θ and ∆φ are the increments of tilt angles, the steady
states of which are denoted as Θ and Φ respectively.
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tests for x-axis and y-axis rotation are conducted separately. Figure 5.5 (a) shows
the tested and identified results for x-axis and Fig. 5.5 (b) shows the tested and
identified results for y-axis. ∆θ and ∆φ are the increments of tilt angles, the
steady states of which are denoted as Θ and Φ respectively. Since the steady state
values are affected by the optical path (i.e. the distance from the mirror plate
and the PSD), the response curves here are normalized. For curve-fitting of these
response curves, second-order systems are assumed, and the least squares error
(LSE) estimation method is used to obtain the best candidates of damping ratios
and natural frequencies.
5.1.3 Discussion
In this section, both the static and dynamic performances are studied by simulation
and experiment. The static scanning field of the dual-axis micromirror is shown to
be distorted, with the distortion rates increasing with increment of tilt angles. On
the other hand, the dynamic tests show that the system is severely under-damped,
which results in ringing and long settling times. This is because the damping ratio
is quite small for micro-scale devices and the etch holes of the mirror plate further
reduced the damping ratio.
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5.2 Linearization
As shown in the last section, because of the nonlinear electrostatic characteristics,
the scanning field is skewed toward the corners. This distortion is undesirable
in most applications. This section presents the results of implementing the
two nonlinearity compensation methods, Radial Basis Function neural networks
(RBF NN) and Delaunay triangulation (DT), proposed to overcome the scanning





























Figure 5.6: Simulation layout in SaberTM with analog hardware description
language.
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5.2.1 Linearization Results of RBF Neural Networks
5.2.1.1 RBF NN Simulation
The RBF NN method is simulated in SaberTM, a mix-signal simulator popular
among electronics engineers. In SaberTM, mechanical systems can also be modelled
by the Analog Hardware Description Language (AHDL). The layout of the
simulation is shown in Fig. 5.6, where Ix, Iy, Dx, Dy, Kx, Ky are the moments of
inertia, damping coefficients and stiffnesses for the x -axis and y-axis respectively.
The four capacitors between Ei and the mirror plate are modelled as C1 to C4.
The input voltage pair (Vx, Vy) is mapped to the expected position (xPSD tar,
yPSD tar) on the PSD linearly. The signals pass through the RBF NN and the


















Figure 5.7: Simulated result of original distorted scanning field.
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differential driving circuit to generate the actual four driving voltages V1 to V4 by
the differential driving scheme (see Eqs. (3.12) - (3.15)). The four voltages are then
applied to the corresponding electrodes to tilt the mirror. For all the non-standard
components in Saber, i.e. the capacitors, the differential driving scheme, the RBF
NN and the linear mapper are coded into AHDL.
The bias voltage applied on the mirror plate Vb is set to 60 V. The distance from
the mirror plate to the PSD is fixed at 50 mm. When sampling the raw data for
training RBF NN, the linear mapper and the RBF neural network are set to be
inactive. Thus Vx and Vy are applied to the differential driving scheme directly.
The two driving voltages Vx and Vy applied are increased from -2 V to 2 V with
a step of 0.2 V. Hence, in total, 441 pairs of input and output data are sampled,
as shown in Fig. 5.7. The distortion rates obtained from sampling process are
about 18% for upper and lower boundaries, and about 22% for the left and right
boundaries. The reason that the distortion rate of left-right side is bigger than
that of top-bottom side is due to the scale difference from the scanning angles θ
and φ to the position on the PSD, as shown in Eqs. (3.27) and (3.28).
For training the RBF NN, the total of 441 pairs of data (xPSD, yPSD) are taken as
NN inputs and the corresponding pairs (Vx, Vy) are taken as outputs. The whole
data set is randomly partitioned into two sets, the training data set T (410 pairs
of data) and the validation data set V (31 pairs of data). Figure 5.8 shows the
training results. The relationship between the Mean squared error (MSE) and the
Hidden layer size (HLS) is shown in Fig. 5.8 (a), where the MSE is normalized
from 0 to 1. Figure 5.8 (a) shows that the MSE drops rapidly at the beginning
with the increment of the HLS. However, the MSE reaches a minima and then
increases steadily with increase of HLS. To avoid under-fitting or over-fitting, the
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Figure 5.8: Simulated results of training RBF NN. (a) Selecting the hidden
layer size. (b) Expected output and simulated output for the validation data
set (31 pairs of data).
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HLS is selected as 200. Figure 5.8 (b) shows validation results for a HLS of 200,
where the cross point refers to the output of the RBF NN while the circle point
refers to the expected output. This figure shows that the RBF NN output is very
close to the expected output.
After training, the linear mapper and the RBF NN are activated for launching the














Figure 5.9: Simulated result of linearized scanning field by RBF NN.
linearization process. Thus the two driving voltages Vx and Vy are compensated
as Vcx and Vcy. The resulting linearized scanning field is shown in Fig. 5.9. The
scanning field is well-linearize in the inner portion. While in the outer part, there
exists positioning errors since the approximation of RBF NN to nonlinearity is not
so perfect near the outer boundaries. This problem would be counteracted if a
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larger sampling field is used.












Figure 5.10: Program in RT embedded micro-controller PXI 8175.
The RBF NN method for linearization is implemented experimentally. The
LabVIEW programming platform and a real-time embedded micro-controller PXI
8175 together with a DAQ card PXI 6040E are used in the implementation. The
program executed in PXI 8175 is shown in Fig. 5.10 The mirror plate tilt angles
are obtained in real-time from the read-outs of the 2D PSD, which is placed 48
mm far from the center of the dual-axis micromirror.
The experimental results are shown in Fig. 5.11. The bias voltage applied on the
mirror plate Vb is set to 50 V. In total, 361 pairs of data (19 by 19) are sampled to
train the RBF NN. Distortion rates observed are 20% and 17% for x -axis and y-axis
scanning respectively. Similar to the simulation results, the distortion rates at the
left and right are larger than that at the top and bottom, as shown in Fig. 5.11
(a)). This is because the scalar constant from the tilt angles to position on the PSD
for the x-axis is greater than that for the y-axis. Thus the distortion is amplified.
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Figure 5.11: Experimental results of scanning field (Vb = 50 V). (a) Scanning
field without RBF NN. (b) Scanning field with RBF NN.
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The distortion is well-corrected by the RBF NN, as shown in Fig. 5.11 (b). The
target area is selected as [-3, 3] and [-1.5, 1.5] for x-axis and y-axis respectively.
The inner part of the scanning field is quite linear. Only the outer area of the
scanning field is distorted a little. This can be explained by the fact that the RBF
NN cannot obtain sufficient information near the rim to approximate the scanning
nonlinearity.
5.2.2 Linearization Results of Delaunay Triangulation
5.2.2.1 DT Simulation















Figure 5.12: DT simulated sampled voltage pairs.
The simulation for linearization of the scanning field by DT is carried out in
MatlabTM. Figures 5.12 - 5.14 show the simulated nonlinear scanning results.
Figure 5.12 shows the sampled input voltage pairs, while Fig. 5.13 shows the
5.2 Linearization 83














Figure 5.13: DT simulated scanning points on PSD.














Figure 5.14: DT simulated result: Delaunay mesh generated and the target
area (shaded rectangle) specified.
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sampled points on the PSD. Extra points beyond the rectangle [(-2.5, -2.5), (2.5,
2.5)] are sampled in order to capture the nonlinearities near the boundary. The
mesh in the inner of the scanning field is sparse, and dense near the boundary. This
is because the nonlinearity is more severe near the boundaries than in the inner
part. After sampling the scanning points, the scanning field is meshed and the
target linear scanning field specified, as shown in Fig. 5.14. For the input voltage
pairs within rectangle [(-2.5, -2.5), (2.5, 2.5)], the target output PSD positions are
specified within rectangle [(-5.5, -4.5), (5.5, 4.5)].
By applying the Delaunay triangulation procedure, as described in Section 3.2.2,
the scanning field is linearized, as shown in Figs. 5.15 - 5.17. Figure 5.15 shows
the grid pattern input voltage pairs, which are compensated by the DT algorithm,
producing the compensated voltage pairs, shown in Fig. 5.16. The final linearized
scanning field is shown in Fig. 5.17. It is evident that the scanning field is perfectly
linearized with the DT linearization method.
5.2.2.2 DT Experimental Implementation
The experimental schematic for linearization by DT is the same as the that for
RBF NN (see Fig. 5.10). For the experiment, the bias voltage Vb is fixed at 45
V. For testing the original scanning distortion rates, the voltages pairs Vx and
Vy are increased from -2.5 V to 2.5 V, as shown in Fig. 5.18 (a). The sampled
points near the boundaries of the scanning field are dense while the ones near the
center are sparse. Figure 5.18 (b) shows the distorted scanning field. Distortion
rates for the left, bottom, right and top are 33%, 26%, 34% and 30% respectively.
Additional voltage pairs are sampled to get more information on the nonlinearity
near the four boundaries, as shown in Fig. 5.19 (a). The corresponding scanning
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Figure 5.15: Simulated linearization results: input voltage pairs.

















Figure 5.16: Simulated linearization results: compensated voltage pairs.
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Figure 5.17: Simulated linearization results: linearized scanning field.
points on the PSD and the Delaunay mesh are shown in Fig. 5.19 (b), where the
shaded rectangle is the target linear scanning area. To test the performance of the
Delaunay mesh, a grid pattern of the command voltage pair Vx and Vy from -4 V
to 4 V is used, as shown in Fig. 5.20 (a). The resulting linearized scanning field is
shown in Fig. 5.20 (c). It is clear that the scanning field is well-linearized, except
for some points which are deviated a little at the top and bottom boundaries.
5.2.3 Discussion
The nonlinear electrostatic torques in the dual-axis micromirror give rise to
distortion of the scanning field. If the nonlinearity mapping can be captured in
some way, it is possible to counteract its effect by inserting an inverse mapping. The
feasibility of this idea is verified by both the RBF NN and Delaunay triangulation
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Figure 5.18: Experimental result: original scanning test. (a) The command
input voltage pairs. (b) The corresponding scanning field. The distortion
rates, 33%, 26%, 34% and 30%, for the left, bottom, right and top boundary
are observed respectively.
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Figure 5.19: Experimental result: sampled points and Delaunay mesh. (a)
The command input voltage pairs for sampling. (b) The sampled points on
the PSD and the Delaunay mesh. The shaded rectangle is the target linear
scanning field.
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Figure 5.20: Experimental result of linearization. (a) Command input
voltage pairs. (b) Compensated voltage pairs. (c) Linearized scanning field.
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methods described in this section. The results show that both of these methods can
capture the scanning nonlinearity very well and produce linearized scanning fields.
The distortion rates of about 30% for the four boundaries are dramatically reduced,
leading to a well-linearized scanning field. The performance of the two approaches
appears to be different. The linearized scanning result of DT (see Fig. 5.20 (c))
demonstrates a better performance than that of RBF NN (see Fig. 5.11 (b)). The
reason is that local interpolation is applied in Delaunay triangulation, while the
interpolation in RBF NN is global.
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5.3 Closed-Loop Control
This section presents the simulated and experimental results of the proposed
methods for closed-loop control of the MEMS dual-axis micromirror. Firstly,
results for PID control to enhance the transient performance within the stable
range are reported, followed by the results for integral sliding mode control to
stabilize the system beyond pull-in point.




























































Figure 5.21: Schematic of PID simulation in MatlabTM.
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5.3.1.1 PID Simulation
The simulation of the design in Section 3.3.1 is carried out in MatlabTM/Simulink
based on the dynamic parameters identified (see Table 5.1). The simulation layout
in Simulink is shown in Fig. 5.21. The PID subsystem is modelled in z -domain.
The micromirror subsystem is modelled by the two dynamic equations given in
Eq. (3.1) and Eq. (3.1). The nonlinear torques are coded in a Simulink S -function.
fop is the mapping from tilt angles to the position on the PSD (see Eq. (3.27) and
Eq. (3.28)). The bias voltage is set to 50 V. Sampling rates are set to 10 kHz. The
control outputs are limited between -2 V to 2V.
The closed-loop static scanning performance of the micromirror is shown in


















Figure 5.22: Simulation result: closed-loop static positioning performance.
The references of xPSD and yPSD are changing from -4 mm to 4 mm with a
step of 1 mm.
Fig. 5.22. The reference inputs are increased from -4 mm to 4 mm with a step of 1
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mm. The open-loop performance shows remarkable cross-axis coupling, especially
for large tilt angles. The coupling is well-suppressed and a perfect grid pattern is
obtained by applying the closed-loop control, as shown in Fig. 5.22.












































Figure 5.23: Simulation result: open-loop transient response. (a) Normalized
transient response of x -axis. (b)Normalized transient response of y-axis.













































Figure 5.24: Simulation result: closed-loop transient response.
The dynamic positioning performance of the micromirror without closed-loop is
shown Fig. 5.23. Step signals are firstly applied to both the x -axis and the y-axis.
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Figure 5.25: Simulation result: Control Outputs.
Table 5.2: PID control parameters.
Kp Ti Td
x-axis 1.0013 0.0021 0.0017
y-axis 1.3852 0.0014 0.0007
New step signals based on the steady states at 50 ms are applied. It can be seen
that in addition to the cross-axis coupling, the system is severely under-damped
and has a large percentage of overshoot. The results after implementing closed-loop
control algorithm are shown in Fig. 5.24. Since the settling times are much
shorter than open-loop ones, the new steps are applied at 20 ms. The closed-loop
transient responses indicate a great improvement. The cross-axis couplings are also
suppressed. The control signals for both cases are shown in Fig. 5.25. The PID
parameters tuned are shown in Table 5.2.














Figure 5.26: Schematic of programming executed in the embedded controller
PXI 8175.
5.3.1.2 Experimental Implementation
A schematic of the program executed in the embedded controller is shown in Fig.
5.26. The bias voltage is set at 45 V and the sampling rate for both axes is set at
15k during the whole process.
Figure 5.27 shows the closed-loop static performance, where the input commands
xPSD and yPSD are changed from -3 mm to 3 mm. It is notable that the readouts
of the PSD follow precisely the input commands, which indicates that steady-state
cross-axis coupling effects are almost totally suppressed.
In an open-loop dynamic test, both Vx and Vy are set at 2 V in advance. Figures
5.28 (a) and (b) show the responses when a step change is applied to the x -axis
and y-axis respectively. Cross-axis coupling rates of 21.3% and 21.8% are observed
for the x -axis and y-axis respectively. Furthermore, Fig. 5.28 indicates that both
axes have poor transient responses with large overshoots (53% for x -axis and 90%
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Figure 5.27: Experimental result: closed-loop performance of static scanning.
for y-axis) and long settling times (15 ms for x -axis and 24 ms for y-axis). The
closed-loop transient responses when subjected to a step set-point change in the
x -axis and y-axis inputs are shown in Fig. 5.29 (a) and (b) respectively. It is
evident that not only are the cross-axis couplings are suppressed to a negligible
level, but also the desired transient characteristics (less than 5 ms settling time
and no overshoot) are obtained after applying the closed-loop control.
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Overshoot: 53%




95% settling time: 24ms
Cross-axis coupling: 21.8%
(b)
Figure 5.28: Experimental result: open-loop transient response. (a) Step for
x -axis. (b) Step for y-axis.
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95% settling time: 5ms
(a)
95% settling time: 3ms
(b)
Figure 5.29: Experimental result: closed-loop transient response. (a) Step
for x -axis. (b) Step for y-axis.
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5.3.2 Stabilization Beyond Pull-In Point by ISMC
5.3.2.1 ISMC Simulation























Figure 5.30: Simulation results in MatlabTM: transient responses for the set
point (xPSD = 4, yPSD = 3.5), which is beyond the pull-in point.
The design of ISMC proposed in Section 3.3.2 is simulated in MatlabTM. Ramp
voltages for Vx and Vy are used to test the pull-in points for the x-axis and
y-axis rotations. Ramp voltages that are gradually increased can counteract the
effect of overshoot, which usually occurs in step voltage excitation for dual-axis
micromirrors. Pull-in happens when both Vx and Vy exceed 3.1 V, corresponding
to position (3.5, 1.7) on the PSD. The simulated results of the proposed method
are shown in Figs. 5.30, which show the closed-loop transient responses. It can be
seen that the closed-loop system can be stabilized at (4, 3.5) on the PSD, which
is about 36% beyond the pull-in point. The control voltages Vx and Vy are shown
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in Fig. 5.31, where the switching voltages are set at 5 V, which is greater than the
voltages at the pull-in point. The results in Fig. 5.31 indicate that the switching
frequency of Vy is higher and the switching starts earlier, compared to Vx. This is
because the y-axis rotates faster than the x-axis.


































Figure 5.31: Simulated result of control outputs for both axes. (a) Controlled
voltage Vx. (b) Controlled voltage Vy.
5.3.2.2 ISMC Experimental Implementation
Instead of using the Micro-controller with DAQ card, a reconfigurable FPGA (Field
Programmable Gate Array) card PXI-7831 R with 16-bit ADC and DAC from
National InstrumentTM is used for implementing the ISMC control algorithm. The
read-out signals from the PSD are fed into the FPGA, where the two-loop ISMC
algorithm is pre-loaded. The FPGA then sends out controlled outputs, passing
through the home-made differential driving circuit board and four 20X amplifiers,
to drive the mirror plate to the set position. The bias voltage is fixed at 50 V and
the sampling rates for both axes are set to 100k.
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To obtain the static pull-in points, Vx and Vy are increased gradually to remove
the effect of overshoot. The test results reveal that pull-in happens when Vx = 2.8
V and Vy = 2.8 V, corresponding to xPSD = 2.6 mm and yPSD = 1.5 mm. The
closed-loop performance in the experiment is consistent with the one in simulation.
Figure 5.32 shows the closed-loop performance for the reference PSD point (4, 3.5),
which is beyond the pull-in point (2.6, 1.5). This indicates that the proposed
approach is effective in stabilizing the mirror plate beyond the pull-in point.
Moreover, the closed-loop system also demonstrates improved transient responses,
such as shortened rise time and removed overshoots. The two control output
voltages are shown in Fig. 5.33. The outputs switch between -3.6 V and 3.6 V for
the x -axis and -4.8 V to 4.8 V for the y-axis.

























Figure 5.32: Experimental result of transient responses for the reference point
(4, 3.5), which is beyond the pull-in point (2.6, 1.5).
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Figure 5.33: Experimental result of control outputs for both axes. (a)
Controlled voltage Vx. (b) Controlled voltage Vy.
5.3.3 Discussion
The dual-axis micromirror inherently suffers from pull-in instability for large tilt
angles. Moreover, the system shows poor transient performance, such as long
settling time, large overshoots and cross-axis couplings. These defects call for
closed-loop feedback control to improve the transient response and stabilize the
system beyond the pull-in point. The proposed PID closed-loop control algorithm
demonstrates the ability to eliminate cross-axis coupling and improve transient
response, leading to shorter settling time (less than 5 ms for both axes), no
overshoot. However, as a linear controller, PID cannot overcome the pull-in
instability.
As a nonlinear control method, the sliding mode control shows its competence to
stabilize the system beyond the pull-in point. The system exhibits an extended
stable range (of more than 30%). The mechanism behind the method is that
the control voltages switch between a positive and a negative values at very fast
frequencies. One of the drawbacks of sliding mode control is oscillation between
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the references due to the discontinuous nature of the switched control voltages.
This disadvantage could be avoided by applying continuous output voltages.
5.4 Summary
In this chapter, two linearization approaches, RBF neural network (RBF NN)
and Delaunay triangulation (DT), are presented. By compensating the input
voltage pair, the scanning field has been well-linearized. The system without
linearization indicates distortion rates of more than 20%. By applying RBF NN
and DT linearization approaches, less than 5% distortion rate is obtained. This
chapter also presents closed-loop control for the dual-axis micromirror. Within the
stable range, linear PID control is proposed to enhance the transient performance,
such as shortening settling time and eliminating overshoot and cross-axis coupling.
While a linear controller cannot stabilize the mirror plate beyond the stable range,
nonlinear control method is needed for stabilizing it beyond the pull-in point. In
this chapter, a nonlinear control scheme, integral sliding mode control is presented.




The MEMS dual-axis micromirror suffers from inherent nonlinearity of the
electrostatic torques, which leads to the well-known pull-in problem, distorted
scanning field and cross-axis couplings. The purpose of this study is to propose
some methods to counteract these negative effects. To obtain a linearized scanning
field, two methods, RBF neural networks (NN) and Delaunay triangulation (DT),
are proposed. To enhance the dynamic performance and suppress cross-axis
couplings, PID control method is applied, while for stabilizing the system beyond
the pull-in point, a nonlinear control scheme, the integral sliding mode control, is
used.
The micromirror is tested for its static and dynamic performances. The static
test results indicated the actual stable range is much smaller than the potential
scanning range. Moreover, the actual stable range is severely distorted by the
nonlinear electrostatic torques. Distortion rates of about 25% and 33% for x -axis
104
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and y-axis scanning respectively are observed.
By applying the RBF NN or Delaunay triangulation, the distortion rates are
reduced to less than 3% and 5% for x -axis and y-axis scanning respectively. The
scanning field is almost totally linearized, except for small distortions near the rim
of the scanning field. One explanation of this would be that the RBF NN lacks
sufficient information near the rim area to approximate the local nonlinearity of
the electrostatic torques.
The dynamic results revealed that the system is a second-order under-damped
system with large overshoots and long settling time (53% overshoot and 15
milliseconds settling time for x -axis scanning, 90% overshoot and 24 milliseconds
settling times for y-axis scanning). The dynamic results also demonstrated severe
cross-couplings of more than 20% between x -axis and y-axis scanning. The
closed-loop results indicate that the dynamic performance is greatly improved when
a PID control is implemented. The overshoots in both the x -axis and the y-axis are
eliminated and the settling times are shortened. The closed-loop results of integral
sliding mode control show that the stable scanning field is extended by more than
30%, compared to open-loop operation.
6.2 Recommendations for Future Work
The following topics, arising out of this thesis, seem worthy of further research.
1. Since all the methods (linearization methods RBF NN and DT, control
methods PID and ISMC) are not limited to the dual-axis micromirror used
in this thesis, it could be interesting to apply them to other MEMS devices
which also suffer from nonlinear electrostatic actuation.
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2. After design and performance enhancement of the dual-axis micromirror, the
next natural step is to apply it, such as in Optical Cross-Connect (OCX),
projection display or endoscopic coherence tomography. The methods
proposed in this thesis are still feasible; however, some modifications may
needed for specific applications. In addition, the digital control scheme may
need to be converted to an analog control scheme due to the limited space in
some applications, such as endoscopic coherence tomography.
3. Combining the Delaunay triangulation with linear control may be practical
for stabilizing the mirror beyond the pull-in point. Since DT is good at
capturing the nonlinearity, controllers based on them can be developed
further.
4. This thesis ignores the optical performance such as brightness, scanning
frame rate and spot resolution, of the dual-axis micromirror. The device is
fabricated by using the surface micromachining process, the intrinsic etching
hole of which dramatically reduced the optical performance. The recently
reported bulk micromachining process, which uses the deep silicon etching
equipment (DRIE) to fabricate MEMS devices, can overcome this problem
and obtain a better optical scanning image.
5. All the experiments in this thesis are carried out under atmospheric condition.
For the applications which require a high Q-factor, research based on vacuum
conditions should be carried out. The speed of scanning is expected to be
much faster in vacuum since there is almost no air resistance.
6. In terms of device design and fabrication, optimal design and advanced
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fabrication processes may be applied to the micromirror in the future. The
design should have a larger mirror plate to obtain smaller damping coefficients
for both axes, because this can make the controller simpler. Currently, the
driving voltages are above 50 V. In normal IC boards, a DC voltage less
than 20 V is desirable. One possible way to reduce the driving voltages is
to reduce the stiffness of the elastic beam which suspends the mirror plate
by lengthening it. However, since longer beam leads to larger device size, a
compromise is needed when designing the beam to obtain a suitable stiffness.
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