In [4] we studied the group invariance of the inner product of supervectors as introduced in the framework of Clifford analysis in superspace. The fundamental group SO 0 leaving invariant such an inner product turns out to be an extension of SO(m) × Sp(2n) and gives rise to the definition of the spin group in superspace through the exponential of the so-called extended superbivectors, where the spin group can be seen as a double covering of SO 0 by means of the representation h(s)[x] = sxs. In the present paper, we study the invariance of the Dirac operator in superspace under the classical H and L actions of the spin group on superfunctions. In addition, we consider the Hermitian Clifford setting in superspace, where we study the group invariance of the Hermitian inner product of supervectors introduced in [3] . The group of complex supermatrices leaving this inner product invariant constitutes an extension of U(m) × U(n) and is isomorphic to the subset SO J 0 of SO 0 of elements that commute with the complex structure J. The realization of SO J 0 within the spin group is studied together with the invariance under its actions of the super Hermitian Dirac system. It is interesting to note that the spin element leading to the complex structure can be expressed in terms of the n-dimensional Fourier transform.
Introduction
In a previous paper, [4] , we have introduced the spin group Spin(m|2n)(Λ N ) in the framework of Clifford analysis in superspace, where we consider m bosonic dimensions, 2n fermionic dimensions and the Grassmann algebra RΛ N as the set of coefficients. Such a definition aims, as is the case in the classical setting, at describing the set of rotations in the space R m|2n (V) of supervectors in terms of Clifford multiplication. However, here a more complicated situation arises since supervector reflections do not suffice for describing the whole set of supermatrices leaving the inner product of supervectors invariant. This is due to the structure of the real projection of the group SO 0 (m|2n)(RΛ N ) (SO 0 for short) of superrotations, which is given by SO(m) × Sp(2n) and clearly contains a real, non-nilpotent symplectic part. The non-nilpotent part of the supervector variables is given only by the classical Clifford vector part. Therefore the reflections generated by the supervectors only include the real rotation group SO(m).
This issue may be solved by means of the extension R (2)E m|2n (Λ N ) of the Lie algebra of superbivectors, which turns out to be isomorphic to the Lie algebra so 0 (m|2n)(RΛ N ) (so 0 for short) of SO 0 . The Lie group SO 0 is connected, whence it can be fully described through finite products of exponentials of so 0 -elements. Hence, the exponentials of the extended superbivectors in R (2)E m|2n (Λ N ) can be seen as generators of the spin group in this setting. In fact, such a group fully covers SO 0 through the representation h(s)[x] = sxs, s ∈ Spin(m|2n)(Λ N ), x ∈ R m|2n (V). In particular, SO 0 can be decomposed as the product of three exponential maps acting in some specific subspaces s 1 , s 2 , s 3 of so 0 where so 0 = s 1 ⊕ s 2 ⊕ s 3 . The corresponding isomorphic decomposition for R (2)E m|2n (Λ N ) leads to a subset S of Spin(m|2n)(Λ N ) which was proven to be a double covering of SO 0 , see [4] .
In this paper, we study the operator actions on superfunctions, associated to the h-representation, given by [H(s)[F (x)] = sF (sxs)s and L(s)[F (x)] = sF (sxs), s ∈ Spin(m|2n)(Λ N ). As in the classical case, the super Dirac operator ∂ x is invariant under those actions. We explicit this invariance through the commutation of ∂ x with the infinitesimal representation dL(B) = d dt L(e tB ) t=0 , for every extended superbivector B. We recall that the action of the representation dL on the basis elements of R (2)E m|2n (Λ N ) gives rise to the super angular momentum operators.
In addition, we also study these spin actions within the Hermitian Clifford system in superspace. The basics of Hermitian Clifford analysis in superspace were introduced in [3] following the notion of an abstract complex structure in the Hermitian radial algebra, developed in [5, 8] . The radial algebra approach has been proven to be an efficient tool for giving meaning to vector spaces of negative dimension, abstractly defining the fundamental objects of Clifford analysis, such as vector variables and vector derivatives, and describing their main commutation properties. But, as it has been shown in [4] , different realizations of the radial algebra setting may differ on some representation theory issues. For example, the compactness of SO(m), which is the group acting on the Clifford polynomial realization of the radial algebra, does not hold for SO 0 , which is the group acting on the supersymmetry realization.
Preliminaries
In our approach to super analysis we consider two sufficiently large sets VAR := {v, w, . . .} and VAR`:= {v`, w`, . . .} of commuting (bosonic) and anti-commuting (fermionic) variables, respectively. In general, those variables can be defined in every graded-commutative Banach superalgebra Λ = Λ 0 ⊕Λ 1 as explained in [13] . However, it is worth noticing some particular issues related to the choice made. For example, two polynomials in fermionic variables define the same Λ-valued function if and only if all coefficients of their difference belong to the annihilator of Λ 1 defined by ⊥ Λ 1 := {f ∈ Λ : f a = af = 0, ∀a ∈ Λ 1 }.
One of the important consequences of this fact is the non-uniqueness of the odd derivatives whenever ⊥ Λ 1 = {0}, see [13] . On the other hand, if ⊥ Λ 1 = {0}, then the following conclusions hold:
• two polynomials define the same function if and only if they are identical;
• the odd derivatives are unique according to the definition given in [13] .
The discussion about a suitable choice for the underlying superalgebra Λ is beyond the scope of this paper. In what follows, we consider the variables in VAR, VAR`as independent symbols satisfying the first property stated above. In the next section, the partial bosonic (even) and fermionic (odd) derivatives will be defined as endomorphisms in the algebra of polynomials in VAR ∪ VAR`in accordance with the second property. This approach turns out to be suitable for any application and corresponding choice of Λ since every superalgebra can be embedded in another one with annihilator
Next to the set of co-ordinate variables VAR ∪ VAR`, we consider a set of coefficients containing the real numbers and some anti-commuting elements. In this paper, we consider the most simple set of such coefficients: the Grassmann algebra KΛ N generated over the field K (K = R or C) by the canonical odd (anti-commuting) elements f 1 , . . . , f N , N ∈ N. In this way, we obtain the algebra of superpolynomials
governed by the rules
where the f j 's are the odd Grassmann generators of KΛ N , v, w ∈ VAR, and v`, w`∈ VAR`. In this case, the set of constant polynomials (degree 0) is given by the Grassman algebra KΛ N . Every coefficient a ∈ KΛ N can be written as a = A⊂{1,...,N } a A f A , where a A ∈ K and
The space of homogeneous Grassmann coefficients of degree k is defined by KΛ
The projection of KΛ N on its k-homogeneous part is denoted by
[a] k = |A|=k a A f A , and in particular [a] 0 = a ∅ =: a 0 . The algebra KV can be decomposed as the direct sum
where KV 0 is the even subalgebra (generated by commuting elements) and KV 1 is the odd subalgebra (generated by anticommuting elements). This decomposition defines a natural Z 2 -grading, turning KV into a graded commutative superalgebra, since KV j KV k ⊂ KV j+k for j, k ∈ Z 2 . This is compatible with the Z 2 -grading of the coefficient algebra KΛ N since KV j ∩ KΛ N =: KΛ N,j (j ∈ Z 2 ) where
are the even and odd subalgebras of KΛ N , respectively. From (1) it follows that every a ∈ KΛ N is the sum of a number a 0 ∈ KΛ (0) N = K and a nilpotent element, since, in fact, every a ∈ KΛ
The algebra KΛ N is a K-vector space of dimension 2 N . As is the case for every finite dimensional K-vector space, we can introduce an arbitrary norm (all norms being equivalent), turning KΛ N into a Banach space. We consider the norm given by |a| = A |a A |, a ∈ KΛ N , for which it is easily proven that
For every a ∈ KΛ N we define the exponential of a, denoted e a or exp(a), by the power series
On account of the norm inequality above, we obtain the uniform convergence of the series, thence the continuity of the exponential map in KΛ N .
Grassmann envelopes and supermatrices
Consider the graded vector space K p|q with standard basis e 1 , . . . , e p , e`1, . . . , e`q, where {e 1 , . . . , e p } is a basis for K p|0 and {e`1, . . . , e`q} is a basis for K 0|q , with
is defined as the set of formal linear combinations
x`je`j, where
constituting a K-vector space of dimension 2 N −1 (p + q) which inherits the Z 2 -grading of K p|q , i.e.,
denotes the subspace of vectors of the form (3) with x`j = 0, and K 0|q (Λ N ) denotes the subspace of vectors of the form (3) with x j = 0; K p|0 (Λ N ) and K 0|q (Λ N ) are called the Grassmann envelopes of K p|0 and K 0|q , respectively. In K p|q (Λ N ), there exists a subspace which is naturally isomorphic to K p|0 : it consists of vectors (3) of the form x = m j=1 x j e j with x j ∈ K. This leads to the important projection
We will represent elements of the standard basis of K p|q also by column matrices, i.e. A general element of K p|q (Λ N ) then is represented by the column x = (x 1 , . . . , x p , x`1, . . . , x`q) T .
A natural generalization of K p|q (Λ N ) is the V-envelope K p|q (V) defined by elements of the form (3) but with x j ∈ KV 0 and x`j ∈ KV 1 .
The Grassmann envelope of the space of endomorphisms on K p|q is known as the space of supermatrices, meant to produce linear operators on K p|q (V) or on its restriction K p|q (Λ N ). The space of supermatrices is denoted by Mat(p|q)(KΛ N ) and consists of block matrices of the form
where
The Z 2 -grading of Mat(p|q)(KΛ N ), inherited from KΛ N , together with the usual matrix multiplication, provides a superalgebra structure to this Grassmann envelope. In this structure the first term in (4) is called the even part of M , while the second term is called the odd one. and Mat(p|q)(KΛ
It follows that every supermatrix M can be written as the sum of a numeric (real or complex) matrix M 0 ∈ Mat(p|q)(KΛ 
where A 0 and D 0 are the numeric projections of A and D on K p×p and K q×q , respectively. Furthermore, given a set of supermatrices S we define
Every supermatrix M defines a linear operator on K p|q (V) which acts on a vector x = x + x`by left multiplication with its column representation:
In order to study some group structures in Mat(p|q)(KΛ N ) we start from the Lie group GL(p|q)(KΛ N ) of all invertible elements of Mat(p|q)(KΛ N ). The following theorem states a well-known characterization of this group, see [1] . (4) . Then the following statements are equivalent:
The notions of transpose, trace and determinant of a matrix need to be redefined in the graded case. The supertranspose operation is defined by
where · T denotes the usual matrix transpose. The following properties can be easily checked, see [1] .
The supertrace is defined as the map str :
The superdeterminant or Berezinian is a function from GL(p|q)(KΛ N ) to KΛ N,0 , defined by
.
Some of its basic properties are given in the following proposition, see [1] .
In the vector space Mat(p|q)(KΛ N ) we introduce the norm M = p+q j,k=1 |m j,k |, where m j,k ∈ KΛ N (j, k = 1, . . . , p + q) are the entries of M . As was the case in KΛ N , also this norm satisfies the inequality M L ≤ M L for every pair M, L ∈ Mat(p|q)(KΛ N ), leading to the absolute convergence of the series
and hence, the continuity of the exponential map in Mat(p|q)(KΛ N ). It is easily seen that also the supertranspose, the supertrace and the superdeterminant are continuous maps. Some properties of the exponential are gathered in the following proposition. (ii) 
Remark 2.1. The proofs (i)-(vii) can be established by straightforward computation. A detailed proof for (viii) can be found in [1] . Similar properties to (i) and (iii)-(vii) can be obtained for the exponential map in KΛ N .
In this setting we can also define the notion of logarithm of a supermatrix. For a supermatrix M ∈ Mat(p|q)(KΛ N ) we define ln(M ) by:
wherever the series converges. Following standard procedures it is possible to prove the next classical properties of the logarithmic map.
Proposition 5. In Mat(p|q)(KΛ N ) it holds that:
(i) the series (5) converges and yields a continuous function near I p+q ; (ii) given a neighbourhood U of I p+q on which ln is defined and a neighbourhood V of 0 such that
With the above definitions of the exponential and logarithmic maps, it is possible to obtain all the classical results known for Lie groups and Lie algebras of real and complex matrices. The exponential of a nilpotent matrix M ∈ Mat(p|q)(KΛ + N ) reduces to a finite sum, yielding the bijective mapping
with inverse ln :
, since also the second expansion only has a finite number of non-zero terms, whence problems of convergence do not arise. We recall that a supermatrix M belongs to GL(p|q)(KΛ N ) if and only if its numeric projection M 0 has an inverse.
Clifford analysis and spin actions in superspace
After presenting the above preliminary facts on Grassmann algebras, Grassmann envelopes and supermatrices, in this section we will briefly show how the Clifford setting is established in superspace. In particular, we pay attention to the special form adopted by the spin group in this case, see [4] , and study the invariance of the super Dirac operator under the corresponding spin actions.
Clifford setting in superspace
Clifford algebras in superspace are obtained by considering p = m, q = 2n (m, n ∈ N) and K = R. The canonical basis e 1 , . . . , e m , e`1, . . . , e`2 n of the graded vector space R m|2n is endowed with both an orthogonal and a symplectic structure by means of the multiplication relations e j e k + e k e j = −2δ j,k , e j e`k + e`ke j = 0, e`je`k − e`ke`j = g j,k , where g j,k is a symplectic form defined by g 2j,2k = g 2j−1,2k−1 = 0 and g 2j−1,2k = −g 2k,2j−1 = δ j,k , j, k = 1, . . . , n. In the study of Clifford analysis in superspace with Grassmann coefficients, the algebra of interest is
where C m,2n is the infinite dimensional algebra generated by all elements of R m|2n , and the elements of C m,2n are supposed to commute with the elements of RV. The set of Clifford coefficients in this setting is the subalgebra of A m,2n (RV) given by
Following [1, 13] , the bosonic and fermionic partial derivatives ∂ v and ∂ v`( v ∈ VAR, v`∈ VAR`) can be uniquely defined as endomorphisms of A m,2n (RV) by means of the following recursive formulae:
which are valid for the left and the right actions of w, w`,
As usual, a supervector variable x of R m|2n (V) is then defined as
Supervector variables generate the realization R m|2n (V) of the so-called radial algebra in this setting, see [2, 5, 9] , and the anti-commutator {a, b} = ab + ba between supervectors can be used to define a generalized inner product ·, · R by
We consider functions of the supervector variable x = x + x`which are of the form
where F A (x) is a function depending on the bosonic variables x 1 , . . . , x m ∈ VAR. The most basic set of such functions is the super-polynomial algebra in the variables x 1 , . . . , x m , x`1, . . . , x`2 n ,
where Λ(x`1, . . . , x`2 n ) is the Grassmann algebra generated by the odd variables x`1, . . . , x`2 n ∈ VAR`. Superpolynomials play an important rôle in superanalysis since they form a dense set in other interesting function spaces. For that reason we restrict our attention to P m|2n in this paper.
The vector derivative with respect to x is obtained in this setting through the bosonic and fermionic Dirac operators
which lead to the left super Dirac operator
The corresponding realization of the radial algebra in the set of Clifford coefficients A m,2n (RΛ N ) is the subalgebra generated by the Grassmann envelope of constant supervectors R m|2n (Λ N ). This algebra is denoted by R m|2n (Λ N ). Observe that R m|2n (Λ N ) is a finite dimensional vector space since it is generated by the set
and there is a finite number of possible products amongst these generators. For more details about this kind of radial algebra realization we refer to [2, 3, 5, 10, 11, 12] .
The definition of the spin group in superspace requires the definition of the exponential map over the algebra A m,2n (RΛ N ), see [4] . However, since this algebra is infinite dimensional, the power series
For a correct definition of the exponential map in this setting its is necessary to introduce the corresponding tensor algebra. Let T (V ) be the tensor algebra of the vector space V spanned by the basis B V = {f 1 , . . . , f N , e 1 , . . . , e m , e`1, . . . , e`2 n }, i.e.
} is the j-fold tensor product of V with itself. When considering the twosided ideal I generated by the elements
is clearly seen to be a subalgebra of T (V )/I. Indeed, T (V )/I is isomorphic to the extension of A m,2n (RΛ N ) which also contains infinite sums of terms of the form ae j1 · · · e j k e`α
2n where
2n is a multi-index.
This enables us to consider the exponential map exp(F ) = ∞ j=0
since exp is well-defined on the tensor algebra T (V ) and in consequence also on T (V )/I, see [6] . In particular, we have the following mapping properties
Following the radial algebra approach it is possible to extend some important involutions to A m,2n (RV) and T (V )/I, see [3] . In particular, the conjugation can be defined on A m,2n (RV) as the linear map satisfying a e j1 . . . e j k e` 1 . . . e` s = a e j1 . . . e j k e` 1 . . . e` s , a ∈ RV; where e j1 . . . e j k e` 1 . . . e` s = (−1)
Observe that F G = G F for every pair F, G ∈ R m|2n (V), while this relation is not fulfilled in general in A m,2n (RV). The conjugation map can be continuously extended from A m,2n (RΛ N ) to T (V )/I. This leads, amongst others, to relations of the type e F = e F .
The extension of the set of Clifford coefficients to T (V )/I allows to consider polynomials in the space
i.e. superpolynomials with coefficients in T (V )/I. Every linear action on P m|2n can be extended by continuity to T P m|2n .
The spin group
The invariance of the bilinear form (6) was studied in [4] in order to properly define the spin group in superspace. The Lie group of supermatrices in Mat(m|2n)(RΛ N ) leaving the "inner product" ·, · R invariant is given by
Ω2n
and
Direct computations show that M ∈ Mat(m|2n)(RΛ N ) (see (4)) belongs to O 0 if and only if the following conditions are simultaneously fulfilled:
These conditions show that the real projection of O 0 is the group O(m) × Sp Ω (2n) where O(m) is the classical orthogonal group in dimension m and Sp Ω (2n) is the symplectic group defined through the an-
In addition, it was shown in [4] that sdet(M ) = ±1 for every M ∈ O 0 , whence O 0 can be seen as a generalization of O(m) to superspace, see [4] for more details.
As in the classical case, it now is crucial to study the set of superrotations, i.e. the identity component of O 0 , which is given by
Clearly, the real projection of this group is SO(m) × Sp Ω (2n) where SO(m) is the special orthogonal group in dimension m, which makes it possible to prove that SO 0 is connected but non-compact, see [4] .
The Lie algebra so 0 of O 0 and SO 0 plays an important rôle in the construction of the spin group; it is given by so 0 = so 0 (m|2n)(RΛ N ) = {X ∈ Mat(m|2n)(RΛ N ) :
Writing X ∈ Mat(m|2n)(RΛ N ) in the block form (4) of a supermatrix, the above condition splits into the following requirements for its respective blocks:
The real projection of so 0 is the Lie algebra so(m) × sp Ω (2n) where so(m) = {A 0 ∈ R m×m : A T 0 + A 0 = 0} is the special orthogonal Lie algebra and sp Ω (2n) = {D 0 ∈ R 2n×2n :
is the symplectic Lie algebra defined through the antisymmetric matrix Ω 2n .
The symplectic structure present in SO 0 , and its consequent non-compactness, make it impossible to write every element of SO 0 as a single exponential of a supermatrix in so 0 . However, it was proven in [4] that the following decomposition holds.
Theorem 2. Every supermatrix M ∈ SO 0 can be written as
where Sym(p) is the subspace of symmetric matrices in R p×p and so 0 (m|2n)(Λ
. In addition, the elements Y and Z are unique.
The algebra so 0 is related to the algebra of superbivectors but they are not isomorphic in this setting. Indeed, following the radial algebra approach, superbivectors are elements generated by the wedge product of supervectors of R m|2n (Λ N ) and in consequence, they have the form
This form has an important limitation with respect to so 0 since the symplectic part in (8), which is generated by e`j e`k, is nilpotent, while the symplectic part of an so 0 -element may be invertible. For that reason, it is necessary to consider an algebra of extended superbivectors R (2)E m|2n (Λ N ), containing elements of the form (8), however with B j,k ∈ RΛ N,0 . In [4] , it was proven that so 0 (m|2n)(RΛ N ) and R (2)E m|2n (Λ N ) are isomorphic Lie algebras through the map φ : R (2)E m|2n (Λ N ) → so 0 given by:
For the basis elements of R
where b and b`are arbitrary basis elements of RΛ N,0 and RΛ N,1 respectively. The spin group in superspace then is introduced as follows:
and its action on R m|2n (V) is given by the Lie group homomorphism h :
This spin action covers the whole group SO 0 , see [4] . This statement can be proved using the connectedness of SO 0 and the fact that φ is the derivative at the origin (or infinitesimal representation) of h, i.e.
The decomposition of SO 0 in Theorem 2 shows the exact number of exponentials of extended superbivectors needed in Spin(m|2n)(Λ N ) to cover the whole group SO 0 . Considering the direct sum decomposition
where the subspaces S 1 , S 2 , S 3 of R (2)E m|2n (Λ N ) are given by
we get the subset S = exp(S 1 ) exp(S 2 ) exp(S 3 ) ⊂ Spin(m|2n)(Λ N ), which suffices for describing SO 0 . In [4] , it was moreover proven that S doubly covers SO 0 . Indeed, for every M = e X e Y e Z ∈ SO 0 (see Theorem 2), the number of elements s ∈ S for which h(s) = M only depends on the number of elements B 1 ∈ S 1 for which e φ(B1) = e X , seen the uniqueness of Y and Z. Hence, it suffices to determine the kernel of the restricted group homomorphism h| exp(S1) : exp(S 1 ) → SO(m) × [Sp(2n) ∩ SO(2n)], which was found to be {−1, 1}, using
and the following observations:
• the classical spin group Spin(m) constitutes a double covering for SO(m);
• the kernel of h : exp
is composed of the products of all integer powers of the elements exp π e`2 2j−1 + e`2 2j = −1.
For more details, we refer to [4] . The explicit forms of the superbivectors in each of the subspaces S 1 , S 2 and S 3 were established in [4] as well.
Proposition 6. The following statements hold:
(i) a basis for S 1 is given by
(ii) a basis for S 2 is given by Remark 3.1. It is interesting to point out that within the algebra Alg R {e`1, . . . , e`2 n } the elements e`2 j−1 , e`2 j may be identified with the operators e π 4 i ∂ aj , e − π 4 i a j respectively, where the a j 's are real variables and i is the usual imaginary unit. Observe that these identifications immediately lead to the Weyl algebra defining relations e
Hence every extended superbivector of the form B = n j=1 θ j π e`2 2j−1 + e`2 2j ∈ S 1 , θ j ∈ R, may be identified with an operator n j=1 θ j πi ∂ 2 aj − a 2 j , leading to the correspondence:
We recall that the classical Fourier transform in the variable a j can be written as an operator exponential
Then, through the previous identifications we can see all operators
as elements of the spin group, where F 4θj aj denotes the one-dimensional fractional Fourier transform of order 4θ j in the variable a j . In particular, for θ j = 1 we get the element exp π e`2 2j−1 + e`2 2j , identified with e −πi F 4 aj = −id, id denoting the identity operator.
Invariance of the super Dirac operator under the spin group action
Similarly to the classical case, we define the following spin actions on functions:
which are Lie group homomorphisms from the spin group to the group of automorphisms on T P m|2n , i.e. H and L are Lie group representations of Spin(m|2n)(Λ N ). It is our aim to show that both representations commute with the super Dirac operator ∂ x , whence ∂ x can be called an invariant operator under the action of the spin group. The proof can be easily reduced to showing the invariance under the L action, i.e. to showing that [∂ x , L(s)] = 0, s ∈ Spin(m|2n)(Λ N ).
Let End(T P m|2n ) be the space of endomorphisms on T P m|2n and dL : R
It then suffices to prove that ∂ x commutes with dL(B) for every basis element of R 
Proof. For every superbivector B we have by definition that
Writing y = e −tB xe tB = e −tφ(B) x, we have that
Hence, the chain rule in superanalysis (see [2] ) yields
Using (9) the following results are now easily obtained:
whence we now are in the condition of proving the desired property.
Proof.
We now prove the commutation relation of ∂ x with dL(B) for every basis element B of R (2)E m|2n (Λ N ). As an example, take B = b`e j e`2 k−1 ; it is easily obtained that: 
Hermitian super space
In this section we study some fundamental aspects of Hermitian Clifford analysis in superspace. In particular, we are interested in the group of supermatrices leaving the Hermitian inner product invariant, leading to a restriction of the spin group, depending on the so-called complex structure J.
Complex structure and Hermitian radial algebra in superspace
The fundaments of Hermitian Clifford analysis in superspace were introduced in [3] through the notion of a complex structure, which is defined by some axioms on the radial algebra level, see [5] , but can also be seen as a specific element J of SO 0 (m|2n)(RΛ N ) satisfying J 2 = −I m+2n . This condition implies that sdet(J) 2 = (−1) m−2n = (−1) m , forcing m to be even.
The complex structure J chosen in [3] is the algebra automorphism over A 2m,2n (RV) defined by
• J is the identity on RV;
• J 1 (e j ) = −e m+j , J 1 (e m+j ) = e j , j = 1, . . . , m; J(e`2 j−1 ) = −e`2 j , J(e`2 j ) = e`2 j−1 , j = 1, . . . , n;
Thence the action of J on every supervector has the form
and its estriction to R 2m|2n (V) can be written in a supermatrix form as
showing that indeed J ∈ SO 0 (2m|2n)(RΛ N ) and J 2 = −I 2m+2n .
Remark 4.1. We recall that for m = n, the antisymmetric matrices J 2n and Ω 2n are used to define two different copies of the symplectic group, i.e.
It is clear that J 2n and Ω 2n only differ by a permutation of the basis vectors, whence there exists an orthogonal matrix R such that R T J 2n R = Ω 2n . Hence,
T thus constitutes a Lie group isomorphism between Sp Ω (2n) and Sp J (2n), whence also the corresponding Lie algebras so
These observations allow us to speak of the "symplectic structure" independently of Ω 2n or J 2n .
The action of this complex structure produces a second super Dirac operator given by
and finally,
The complex structure J commutes with the partial derivatives ∂ xj and ∂ x`j , leading for the super Dirac operators ∂ x and ∂ J(x) to the relations
In accordance with the radial algebra axioms for J (see [3, 5] ) the actions of the Dirac operators on the supervector variables x and J(x) give two important defining elements: the superdimension M and the fundamental bivector B ∈ R (2)E 2m|2n (Λ N ). Indeed,
where B = m j=1 e j e m+j − 2n j=1 e`j 2 . Since J also is an element of so 0 (2m|2n)(RΛ N ), another important characterization of B is that
A natural realization of the Hermitian radial algebra is easily found in the complexification A 2m,2n (CV) of A 2m,2n (RV), i.e. A m,2n (CV) = A 2m,2n (RV) ⊕ iA 2m,2n (RV) = CV ⊗ C 2m,2n , where the imaginary unit i commutes with every element of A 2m,2n (RV). Similarly the complexification of T (V )/I is T (V C )/I. As usual, the Hermitian conjugation is defined over A 2m,2n (CV) by the rule (a + ib) † = a − ib, while the complex conjugation is denoted as (a + ib) c = a − ib, where a, b ∈ A 2m,2n (RV).
Letting act the projection operators
we obtain the sets of complex supervectors generating the realization of the Hermitian radial algebra in this setting, given by the following subspaces of the V-envelope C 2m|2n (V):
where A 1 , A 2 ∈ RΛ N,0 m×m , B`1 ∈ RΛ N,1 m×2n , C`1 ∈ RΛ N,1 2n×m and a jk , b jk ∈ RΛ N,0 .
Proof.
The equivalence between (i) and (ii) easily follows from the block structure of the supermatrices M and J. To prove the equivalence between (ii) and (iii) we first write
Then, easy computations show that
The subspaces W and W † both are isomorphic to the V-envelope C m|n (V). For that reason we denote the Hermitian radial algebra generated by them as C m|n (V). Every complex supervector z = 
In this way, the equalities z = 
These complex matrices play a rôle in every computation involving the supervectors z and x. In particular, they satisfy the following relations.
Every linear transformation in R 2m|2n (V) defined by a supermatrix M ∈ Mat J (2m|2n)(RΛ N ) is associated to a transformation in C m|n (V) determined by
This transformation can be written in terms of a supermatrix ψ(M ) ∈ Mat(m|n)(CΛ N ) as u = ψ(M )z with z = 1 2 (x + iJ(x)). Indeed, the above relation can be rewritten as PM x = ψ(M )Px for every x ∈ R 2m|2n (V), meaning that ψ(M )P = PM , or equivalently,
Using Proposition 9 we easily get
Remark 4.2. It is known from Proposition 9 that the matrix D is composed of 2 × 2 blocks D jk . It then easily follows that
Proof.
Using the properties of P given in (15) it easily follows that ψ is invertible and its inverse is given by
That ψ is an algebra isomorphism follows from its real-linearity and from
4.3 Invariance of the Hermitian inner product. The group SO J 0 .
We are now interested in the invariance, under linear actions, of the inner product (14) between complex supervectors. In particular, we want to describe the set of supermatrices M ∈ Mat(m|n)(CΛ N ) satisfying
Observe that ·, · C can be written in a matricial form as
Then a super matrix M ∈ Mat(m|n)(CΛ N ) satisfies the condition (18) if and only if
Hence the set of supermatrices leaving the inner product (14) invariant is given by
which is a closed subgroup of GL(m|n)(CΛ N ) and in consequence a Lie group.
Proposition 11. The following statements hold:
(i) a supermatrix M ∈ Mat(m|n)(CΛ N ) of the form (4) belongs to U 0 if and only if
, where U(k) denotes the unitary group of order k.
(i) The relation M ST c H c M = H c can be written in terms of A, B`, C`, D as As it was done in [4] for SO 0 , it can be proved that this generalization of the unitary groups U(m) and U(n) is connected.
Proposition 12. U 0 is a connected Lie group.
Proof. This proof is similar to the one in [4] showing the connectedness of SO 0 . The strategy is to find for every M ∈ U 0 a continuous path M (t) (0 ≤ t ≤ 1) connecting, inside U 0 , M with its complex projection M 0 , which belongs to the connected group U(m) × U(n). This continuous path is given by
N ). As in the classical case, the Lie group U 0 (m|n)(CΛ N ) is related to SO 0 (2m|2n)(RΛ N ) through the complex structure J. Indeed, it is clear that supermatrices in the group
have the double property of keeping the bilinear forms {x, y} and {x, J(y)} for x, y ∈ R 2m|2n (V) invariant. But for the Hermitian inner product (14) we have
whence the action of every supermatrix in SO J 0 leaves the Hermitian inner product invariant as well. This property is summarized below. 
It is clear that ψ defines a smooth map and in addition, it was proved in Proposition 10 that ψ is a group homomorphism. It thus only remains to show that ψ(SO J 0 ) = U 0 . To that end, first observe that ψ(Q) = H c and that
. Using Proposition 10 we get for every
meaning that ψ(M ) ∈ U 0 , and in consequence ψ(SO 
respectively. In addition, ψ : so J 0 → u 0 is a Lie algebra isomorphism.
If X ∈ Mat(m|n)(CΛ N ) belongs to the Lie algebra of U 0 , it satisfies e tX ∈ U 0 for every t ∈ R. Differentiating both sides of the equality e
c H c e tX = H c and evaluating at t = 0, we get X ST c H c +H c X = 0. On the other hand, it is easily seen that every supermatrix satisfying the above condition is such that e tX ∈ U 0 for every t ∈ R. Then, the Lie algebra of U 0 is the one given in (19). The Lie algebra of SO J 0 is similarly obtained: differentiating both sides of e tM J = Je tM , we get M J = JM . Vice versa, if M J = JM then clearly e tM J = Je tM . Since ψ : SO J 0 → U 0 is a Lie group isomorphism, its infinitesimal representation dψ : so J 0 → u 0 turns out to be a Lie algebra isomorphism, see [7] . The map dψ is obtained from ψ through the relation e t dψ(X) = ψ(e tX ), t ∈ R, X ∈ so J 0 . Differentiating at t = 0 we get
Hence, ψ is its own infinitesimal representation. 
where u(k) = {A 0 ∈ C k×k : A 
They define the Lie group (Lie algebra) isomorphisms
In the Euclidean Clifford setting in superspace, it has been shown that the fundamental symmetry group SO 0 is connected but non-compact, the non-compactness being due to the realization of Sp Ω (2n) in the real projection of SO 0 . The introduction of the complex structure, and the consequent refinement of the symmetry group, causes the corresponding numeric projection [U 0 ] 0 = U(m) × U(n) to be compact, while U 0 remains non-compact. Indeed, an example of an unbounded sequence {M (k)} k∈N in U 0 is
is connected and compact, the exponential map is surjective on this group, see Corollary 11.10 in [7] , whence we can write
As explained in Section 2, there is only one matrix in Mat(2m|2n)(Λ + N ) whose exponential equals I 2m+2n + L, viz Z = ln(I 2m+2n + L). Following the decomposition of SO 0 in Theorem 2, we get that Z ∈ so 0 (2m|2n)(Λ + N ). In addition, we recall that I 2m+2n + L commutes with J, meaning JL = LJ. Thence
commutes with J as well. In this way, we have obtained the following refinement of Theorem 2.
Theorem 3. Every supermatrix M ∈ SO J 0 can be written as
In addition, the element Z is unique.
Spin realization of SO
J 0
The aim of this section is to find the spin realization of SO J 0 , i.e. the subgroup Spin J (2m|2n)(Λ N ) of Spin(2m|2n)(Λ N ) containing all spin elements which correspond to elements of SO J 0 through the hrepresentation (10) . To that end we must first find the realization of the Lie subalgebra so b`j ,2k−1 (e j e`2 k−1 + e m+j e`2 k ) + b`j ,2k (e j e`2 k − e m+j e`2 k−1 ),
B 2j−1,2k−1 (e`2 j−1 e`2 k−1 + e`2 j e`2 k ) + 1≤j<k≤n B 2j−1,2k (e`2 j−1 e`2 k − e`2 j e`2 k−1 ).
Summarizing, we have obtained the following result.
Proposition 15. Let {b 1 , . . . , b 2 N −1 } and {b`1, . . . , b`2N−1} be the canonical basis of RΛ N,0 and RΛ N,1 respectively. Then, a basis for φ −1 (so J 0 ) is given by the elements b r (e j e k + e m+j e m+k ), 1 ≤ r ≤ 2 N −1 , 1 ≤ j < k ≤ m, b r (e j e m+k + e k e m+j ),
b`r(e j e`2 k−1 + e m+j e`2 k ),
b`r(e j e`2 k − e m+j e`2 k−1 ),
b r (e`2 j−1 e`2 k−1 + e`2 j e`2 k ), 1 ≤ r ≤ 2 N −1 , 1 ≤ j ≤ k ≤ n, b r (e`2 j−1 e`2 k − e`2 j e`2 k−1 ), 1 ≤ r ≤ 2 N −1 , 1 ≤ j < k ≤ n. [7] . Taking B j = φ −1 (X j ), j = 1, . . . , k, and using the relations (10) and (11), we get for every x ∈ R 2m|2n (V)
ln(J) = ln J 2m 0 0
ln Ω 2n .
Observe that both J 2m and Ω 2n have eigenvalues i, −i, with multiplicity m and n, respectively. It easily follows that
Using the relations (13) we get ln J = 
Following the same reasoning as in Section 3, it suffices to prove that ∂ J(x) commutes with the infinitesimal representation dL(B) of L(e B ) for every B ∈ φ −1 (so 
