




La extensibilidad en lenguajes de programacio´n se refiere a la posibilidad de
tener un lenguaje donde el programador puede an˜adir sus propias construc-
ciones sinta´cticas. Dicha propiedad permite trasladar muchas construcciones
del lenguaje de programacio´n a librer´ıas. E´ste trabajo muestra algunos proble-
mas en la implementacio´n de un lenguaje con caracter´ısticas objetuales a partir
de un lenguaje funcional, perezoso que utiliza un subconjunto de operadores
disfijos como mecanismo de extensibilidad.
Abstract
Extensibility in programming language design is about the possibility of letting
the programmer add it’s own syntactic constructions. This property allows to
transfer some built-in functions to libraries. This thesis shows some problems
implementing a programming language with object oriented features starting
from a lazy, functional language that uses a subset of disfix operators as an
extensibility mechanism.
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“A good Notation has a sublety and suggestiveness which at times
makes it almost seem like a live teacher.”
–Bertrand Russell1
Un operador disfijo es un operador de varias partes, en el cual, los argumentos
pueden ser contenidos por las diferentes partes [Jon86] [Aas92]. Un ejemplo
tomado del lenguaje de programacio´n OBJ es el siguiente:
op if_then_else_fi : Bool Int Int -> Int .
E´ste operador se comporta en forma similar a los bloques condicionales de
otros lenguajes de programacio´n, sin embargo posee una vital ventaja. Su defini-
cio´n esta´ dada usando el mismo lenguaje de programacio´n en oposicio´n a estar
definida como una construccio´n primitiva dentro del compilador. E´sta diferen-
cia es de vital importancia para el programador, ya que le permite construir su
propio lenguaje a trave´s de un lenguaje ba´sico.
La idea de construir un lenguaje de programacio´n con soporte de opera-
dores disfijos no es nueva. Lenguajes como Coq[dC07], OBJ [GWM+96], y
Maude [CDE+99] ya proveen soporte para e´stos. E´ste trabajo en cambio, explora
la idea de utilizar un conjunto reducido de operadores “primitivos” para sopor-
tar operadores disfijos ma´s complejos. Para dicha exploracio´n, se ha disen˜ado
Nano2. Nano es un lenguaje prueba de concepto de caracter´ısticas funcionales
y de evaluacio´n perezosa.
El cap´ıtulo 2 hace un recorrido sobre diferentes conceptos necesarios tratados
en este trabajo, lo cual incluye algunas observaciones sobre la notacio´n usada.
E´ste cap´ıtulo posee 3 secciones. 2.1 hace algunas distinciones importantes so-
bre disen˜o de lenguajes de programacio´n. 2.2 introduce nociones ba´sicas sobre
lambda ca´lculo y 2.3 da algunas definiciones de operadores disfijos. Personas
familiarizadas con lambda ca´lculo pueden obviar la segunda seccio´n.
1Pro´logo del cap´ıtulo “Minilanguages: Finding a Notation that Sings” en “The art of Unix
Programming” por Eric Raymond [Ray03].
2Nano es el prefijo de SI para 10−9. La idea es denotar la pequen˜ez del lenguaje
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En el cap´ıtulo 3 comienza con una seccio´n donde se explican las motivaciones
de la construccio´n del lenguaje de programacio´n de e´ste trabajo. La siguiente
seccio´n define el problema que intenta solucionar el lenguaje de programacio´n.
En el cap´ıtulo 4 se describe en te´rminos generales el disen˜o de Nano. Se
inicia con una descripcio´n de a´lto nivel de los diferentes pasos de traduccio´n del
lenguaje. Luego se menciona como se realiza el ana´lisis sinta´ctico (resolucio´n de
operadores ambiguos, precedencia y operadores cerrados). Al final se explica el
sistema de tipos y la estrategia de reduccio´n utilizada.
El cap´ıtulo siguiente (5) muestra la expresividad que se puede lograr con
Nano. E´ste cap´ıtulo muestra como implementar, a nivel de librer´ıas, muchas
caracter´ısticas que son agregadas built-in en otros lenguajes. Entre otras cosas
se muestran operadores para expresar aritme´tica, listas y XML.
La u´ltima parte hace una s´ıntesis del trabajo relacionado. El u´ltimo cap´ıtulo




2.1 Conceptos de disen˜o de lenguajes de progra-
macio´n
E´sta seccio´n presenta conceptos generales sobre construccio´n de lenguajes de
programacio´n. Dichas definiciones han sido basadas en [Pie02]
2.1.1 Sintaxis concreta versus sintaxis abstracta
Definicio´n 1. Sintaxis concreta en lenguajes de programacio´n se refiere a la
representacio´n del programa como cadenas de caracteres. Dicha representacio´n
es la que sirve de interfaz para el programador. La sintaxis concreta es el primer
nivel en la definicio´n de la sintaxis de un lenguaje.1
Ejemplo 1. El siguiente es un ejemplo de sintaxis concreta para una expresio´n
matema´tica.
1 + 2 ∗ 3
Definicio´n 2. Sintaxis Abstracta es el segundo nivel en la representacio´n de
un programa. E´ste nivel es alcanzado mediante dos procesos: Ana´lisis le´xico
y analisis sinta´ctico. El ana´lisis le´xico descompone la cadena de caracteres en
“tokens” o lexemas como identificadores, literales y puntuacio´n. El segundo paso
transforma la lista de tokens en un a´rbol de sintaxis abstracta. Es en e´ste paso
donde se resuelve la precedencia de operadores.2
Ejemplo 2. El siguiente a´rbol representa la sintaxis abstracta del ejemplo pre-
sentado en 1 Como se menciono´ anteriormente la precedencia es resuelta en el
paso anterior a la construccio´n del a´rbol sinta´ctico abstracto. De e´sta forma, la
representacio´n abstracta omite los pare´ntesis.





Figura 2.1: Ejemplo de sintaxis abstracta
2.1.2 Grama´ticas independientes del contexto, notacio´n y
ambigu¨edad.
Una grama´tica libre de contexto es un formalismo desarrollado por Noam Chom-
sky para describir en forma recursiva la estructura de bloques de los lenguajes.
Dicho formalismo es ampliamente utilizado para la descripcio´n formal de los
lenguajes de programacio´n. Una de las razones es que dada la grama´tica libre
de contexto, o un subconjunto de e´sta, es posible construir algoritmos que re-
conozcan el lenguaje expresado por dicha grama´tica en forma programa´tica. Dos
algoritmos ampliamente usados para e´ste propo´sito son: LL(K) y LR(K).
Formalmente, una grama´tica libre de contexto es una cua´drupla formada por
un conjunto de s´ımbolos terminales (V ). Un conjunto de s´ımbolos no terminales
Σ, un conjunto de reglas generadoras V → (V ∪ Σ)∗. Y un S ∈ V llamado
s´ımbolo inicial. Usualmente se utiliza la convencio´n Bakus-Naur o una de sus
extensiones para definir la grama´tica. En e´ste trabajo usaremos la siguiente
convencio´n:
Ejemplo 3. Simple grama´tica para la definicio´n de nu´meros.
〈number〉→〈digit〉|〈digit〉〈number〉
〈digit〉→0|1|2|3|4|5|6|7|8|9
1. S´ımbolo inicial es el primero en la lista de “producciones’
2. S´ımbolos no terminales son aquellos en negrilla.
3. S´ımbolos no terminales esta´n encerrados en 〈〉
Definicio´n 3. Una grama´tica independiente del contexto es ambigua si existe
una cadena perteneciente al lenguaje generado por dicha grama´tica y para e´sta,
existe ma´s de un a´rbol sinta´ctico.3
Ejemplo 4. El siguiente es un ejemplo de expresiones aritme´ticas ambiguas.
(Por brevedad usaremos la misma definicio´n de 〈digit〉 anteriormente menciona-
da)





Dada la anterior grama´tica y la expresio´n 1+2∗3 es posible construir dos a´rboles








Figura 2.2: Ejemplo de ambigu¨edad.
2.1.3 Operadores, precedencia y asociatividad
La figura 2.2 del ejemplo 4 muestra dos a´rboles sinta´cticos para la misma ex-
presio´n aritme´tica. Para resolver dicha ambigu¨edad utilizamos niveles de prece-
dencia y asociatividad. El nivel de precedencia especifica que tan “fuerte” el
operador liga los argumentos. La asociatividad en cambio dice como agrupar
las operaciones de operadores con el mismo nivel de precedencia. Un operador
puede ser asociativo por izquierda, derecha o no asociativo. La tabla 16 es toma-
da de [DN08] e ilustra las diferentes resoluciones basadas en asociatividad y
precedencia.
Precedencia Asociatividad Resultado
+ > ∗ (1 + 2) ∗ 3
+ < ∗ 1 + (2 ∗ 3)
+ = ∗ Ambos asociativos por derecha 1 + (2 ∗ 3)
+ = ∗ Ambos asociativos por izquierda (1 + 2) ∗ 3
Otros: Error de “Parsing”
Cuadro 2.1: Posibles resultados de parsing de la expresio´n 1+2∗3 ante diferentes
condiciones de precedencia y asociatividad
2.1.4 Precedencia y ambigu¨edad
La utilizacio´n de precedencia como mecanismo de resolucio´n de ambigu¨edad
resulta insuficiente en algunas expresiones. E´ste hecho es ilustrado en [Aas92]
con los siguientes ejemplos:
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Ejemplo 5. Dado el lenguaje donde el operador $ es prefijo, posfijo e infijo. La















Figura 2.3: Ambigu¨edad por multiple definicio´n
Ejemplo 6. Dado el lenguaje con los operadores infijos $$$ y $$ y el operador







Figura 2.4: Ambigu¨edad de un operador contenido en otro.
2.2 Lambda Ca´lculo
Es un formalismo matema´tico que describe como se definen y aplican funciones.
E´ste formalismo representa la nocio´n de computabilidad en forma equivalente a
la ma´quina de Turing [BB00]. En e´ste trabajo so´lo utilizamos e´ste ca´lculo como
base sema´ntica del lenguaje disen˜ado 4.
2.2.1 Expresiones lambda
El elemento constitutivo del lambda ca´lculo son “expresiones lambda”.
Definicio´n 4. Una expresio´n lambda puede ser definida en forma recursiva de
la siguiente manera:
1. Si v es una variable, v es una expresio´n lambda.
4Seccio´n 1.4 y 1.5 de [Sel]
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2. La operacio´n λv.M donde v es una variable y M es una expresio´n es
conocida como Abstraccio´n de M sobre v. Toda abstraccio´n es tambie´n
una expresio´n lambda.
3. La operacio´n (NM) donde N y M son expresiones lambda es conocida
como Aplicacio´n. Toda aplicacio´n es a su vez una expresio´n lambda.
2.2.2 Notacio´n
Por practicidad seguiremos ciertas convenciones notacionales descritas en [Sel].
1. Variables son representadas con minu´sculas.
2. Expresiones lambda arbitrarias son representadas con mayu´sculas.
3. Los pare´ntesis ma´s externos sera´n omitidos. De esa forma (N M) sera´ es-
crito: N M
4. La abstraccio´n se extiende hasta donde sea posible. λx.N M es equivalente
a λx.(N M) y no a (λx.N)M
5. La aplicacio´n es asociativa por izquierda. M N O es equivalente a (M N)O
y no a M(N O)
6. Se abreviara´ la expresio´n λx.λy.M de la forma: λx y.M
2.2.3 Variables Libres
La operacio´n de abstraccio´n liga5 la variable asociada. Son variables libres
aquellas que no esta´n ligadas por ninguna abstraccio´n.
Ejemplo 7. En λx.x y la variable x en la expresio´n esta´ ligada y la vari-
able y esta´ libre.
2.2.4 α-Conversio´n
Dos expresiones son alfa-equivalentes (denotado por =α) si es posible
transformar una en otra, renombrando las variables.
Ejemplo 8. λx.x y =α λz.z y
Dicho renombrado de variables en una expresio´n lambda es conocido co-
mo α-Conversio´n. Existen dos casos especiales para tener en cuenta al
realizar una α-Conversio´n. En primer lugar, no es posible realizar una α-
Conversio´n de una expresio´n por una variable que se encuentre libre en
dicha expresio´n. Esto es llamado captura de nombres6.
5El termino usual en la literatura es “bind”.
6En la literatura se refieren a “name capture”
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Ejemplo 9. λx.x y 6=α λy.y y
El segundo caso se refiere al a´mbito de las abstracciones. El ligado de una
variable esta´ dado por la abstraccio´n ma´s interna.
Ejemplo 10. λx.λx.x 6=α λy.λx.y
2.2.5 β-Reduccio´n
β-Reduccio´n es el proceso ana´logo a la aplicacio´n de funciones. E´ste esta´ definido
por medio de substitucio´n.
Definicio´n 5. El resultado de aplicar una lambda abstraccio´n a un argu-
mento es una instancia del cuerpo de la lambda abstraccio´n, en la cual,
todas las ocurrencias libres del para´metro de la expresio´n lambda han sido
sustituidas por el argumento.7
Ejemplo 11.
(λx.x y)E →β E y
(λx. 3)E →β 3
Una expresio´n puede ser reducida usando diferentes “caminos”. Cada re-





2.2.6 Lambda ca´lculo puro versus lambda ca´lculo aplica-
do.
Es posible codificar los tipos de datos ba´sicos8 (tuplas, listas, enteros, a´rboles,
etc) usando expresiones lambda. Dichas codificaciones resultan convenientes co-
mo mecanismo de exploracio´n del lambda ca´lculo como formalismo de com-
putabilidad; sin embargo, ineficientes a la hora de implementar lenguajes de
programacio´n. Es por esto que suelen an˜adirse algunos tipos ba´sicos al lambda
ca´lculo “puro” explicado anteriormente. Dichos lambda ca´lculos extendidos sue-
len denominarse lambda ca´lculos aplicados. A continuacio´n se ilustra la relacio´n
de ambos conceptos 9
programming language = applied lambda calculus
= pure lambda system+ basic data types
7Seccio´n 2.2.2 de [Jon87]
8El cap´ıtulo 3 de [Sel] incluye dichas codificaciones
9Tomado de [LvL94] Pa´gina 370.
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Si se agregan 2 nuevas reglas a la definicio´n 4 de lambda expresio´n, el resul-
tado es un lambda ca´lculo aplicado.
1. Si k es un entero o k es una cadena de caracteres entonces k es una
constante.
2. Si k es una constante entonces k es una expresio´n lambda.
2.3 Operadores disfijos
Operadores disfijos, tambie´n conocidos como “distfix” y “mixfix” en ingle´s, son
operadores de una o ma´s partes que pueden traer los argumentos embebidos en
si mismos. La notacio´n esta´ndar utilizada para describir operadores disfijos se
basa en la utilizacio´n del cara´cter “ ” para localizar los argumentos.
Ejemplo 13. Operador condicional.
if then else
Los operadores disfijos pueden verse como una generalizacio´n de los opera-
dores usuales en lenguajes de programacio´n.
1. Operador Prefijo: Op
2. Operador Sufijo: Op
3. Operador Infijo: Op
Adicional a e´sto, [Aas92] generaliza dicho concepto y habla de:
1. Disfijos posfijos: Existe un argumento a la izquierda, pero no existe ningu´n
operador a la derecha. A B
2. Disfijos prefijo: Existe un argumento a la derecha, pero no existe ningu´n
operador a la izquierda. A B
3. Disfijos infijo: Existen argumentos a la derecha e izquierda. A B
4. Disfijos cerrado: No existen argumentos a la derecha o izquierda. A B
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Cap´ıtulo 3
Descripcio´n y Definicio´n del
Problema
3.1 Motivacio´n
Muchos de los avances en el desarrollo de software han tenido su origen en el a´rea
de lenguajes de programacio´n. Los desarrollos en lenguajes de programacio´n han
permitido1:
1. Escribir software en forma portable gracias a la posibilidad de abstraer
los detalles arquitecto´nicos de la plataforma para la cual se desarrolla el
software.
2. Escribir software ma´s seguro, ocultando y restringiendo ciertas construc-
ciones inseguras del lenguaje objeto.2
3. Reutilizacio´n de co´digo, mediante la incorporacio´n de abstracciones para
la generalizacio´n de soluciones. 3
De la misma manera, desarrollos en lenguajes de programacio´n han per-
mitido el desarrollo de lenguajes ma´s expresivos. Se entendera´ por lenguaje
expresivo como aquel que brinda construcciones sinta´cticas y abstracciones que
permiten al programador resolver problemas en forma ma´s “elegante” 4. Dicha
expresividad parece disminuir el nu´mero de defectos en el software [Wig01].
1En el cap´ıtulo “Origen e historia de Unix” de [Ray03] se menciona que segu´n Dennis
Ritchie:
“It seems certain that much of the success of Unix follows from the readability, modifiability,
and portability of its software that in turn follows from its expression in high-level languages”
2Entendiendo lenguaje objeto como el lenguaje producido por el lenguaje de programacio´n.
Por ejemplo, ASM x86 es uno de los lenguajes objeto de C
3Un ejemplo de e´sto es polimorfismo. El lenguaje disen˜ado en esta te´sis tiene caracter´ısticas
polimo´rficas.




Brindar expresividad enfrenta al disen˜ador del lenguaje de programacio´n al dile-
ma de Cardelli [CMA94]: Decidir entre dar una amplia y expresiva notacio´n o
tener un “core” pequen˜o. Ambas propiedades son deseables en un lenguaje de
programacio´n. Los “cores” pequen˜os son ma´s fa´ciles de mantener y permiten que
el lenguaje sea asimilado ma´s fa´cil por los programadores. Existe un enfoque
h´ıbrido basado en lenguajes extensibles. Estos lenguajes parten de un “core”
pequen˜o, pero permiten que el usuario defina su propia sinta´xis.
Esfuerzos para construir lenguajes que puedan “crecer” [Ste99] se han real-
izado anteriormente. Dentro de las te´cnicas utilizadas en este enfoque h´ıbri-
do cabe mencionar las siguientes: “Syntax Macros” [BS], “Extensible Syn-
tax” [CMA94], “Conctypes” [Aas92] y operadores disfijos [Jon86].
De todas estos enfoques: ¿Cua´l es el ma´s minimal? Este trabajo le apuesta a
un conjunto reducido de operadores. E´stos pueden ser combinados para generar
operadores disfijos ma´s complejos. El subconjunto de operadores escogidos para
este trabajo consta de operadores prefijos, posfijos, infijos y cerrados segu´n se
explico´ en 2.3. Adema´s se agregan las siguientes limitaciones:
1. Todo operador infijo esta´ limitado a 2 argumentos.
2. Los operadores no cerrados cuentan con una u´nica parte.
3. Los operadores cerrados cuentan con exactamente 2 partes.
Tipo de Operador Validos Invalido por Invalido por
1 2 o´ 3
Prefijo ++2, + 2 3 ! 3 : 2
Posfijo 2--, 2 3 - 3 : 2 !
Infijo 1+2, 3 <&> 2 2 true ? 3 : 4
Cerrado (3), (* 3 2 4 *) {1 * 2},
Cuadro 3.1: Ejemplos del subconjunto de operadores validos e invalidos en Nano.
Otra caracter´ıstica de Nano es la eliminacio´n de la distincio´n entre opera-
dores e identificadores. Por ejemplo el operador +suma+ puede ser definido en
Nano, pero resulta inva´lido en muchos lenguajes que soportan definicio´n de ope-
radores. As´ı mismo, un operador que solo utilice caracteres alfanume´ricos (por
ejemplo foo) se comportara´ de la misma forma que el resto de operadores. 5.
Teniendo en cuenta las caracter´ısticas de Nano, e´sta tesis intenta responder
las siguientes preguntas:
• ¿Es posible construir e´ste lenguaje?
• ¿Es Nano un lenguaje “extensible”?
• ¿Que´ ventajas en expresividad nos brinda Nano?
5E´sta caracter´ıstica trae algunas consecuencias que sera´n exploradas en el cap´ıtulo 4 y
utilizadas en 5
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• ¿Es Nano suficientemente extensible como para servir de base para con-







Esta cap´ıtulo explica los diferentes pasos en la implementacio´n de Nano.
4.1 Una visio´n general
El cuadro 4.1 muestra en te´rminos generales las capas sobre las que esta´ imple-
mentado el lenguaje. En el nivel inferior, se tiene, el ca´lculo lambda sin tipos. Es
en este nivel donde se implementa la estrategia de reduccio´n del lenguaje. Sobre
este, se implementa el ca´lculo lambda tipado que permite definir tipos sobre
las expresiones de nivel inferior. La construccio´n de listas, pares y booleanos
usan la codificacio´n esta´ndar pero tienen tipos en el lambda ca´lculo aplicativo
de segundo nivel.
Finalmente hay sintaxis concreta sobre el lambda ca´lculo aplicativo. E´sta
sintaxis es resuelta por medio de los siguientes pasos:
1. Construccio´n de Tokens: En este paso se detectan palabras reservadas, iden-
tificadores y literales. El mecanismo utiliza exclusivamente Parsec [LM01].







Cuadro 4.1: Estructura general por capas del lenguaje.
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2. Construccio´n de Declaraciones: En este paso se definen operadores y sus
definiciones. Dichas definiciones son reconocidas como listas de Tokens de
Expresio´n (〈ExprTokens〉). Los 〈ExprTokens〉 no son ma´s que un sub-
conjunto de los lexemas del lenguaje (operadores y literales).
3. Construccio´n de los A´rboles de Expresio´n: Para cada lista de tokens que
conforma una expresio´n se construye un a´rbol sinta´ctico resolviendo los
operadores ambiguos y precedencia (Ver: 4.2.1).
4.2 Descripcio´n del lenguaje utilizando BNF
El primer paso de “parsing” detecta las declaraciones de funciones y la fun-

























Basados en [DN08] realizamos el “parsing” de las definiciones inicialmente
como listas de 〈ExprToken〉. Hasta este punto se utilizan mecanismos conven-
cionales de “parsing”. Espec´ıficamente se usa Parsec [LM01] para ana´lisis le´xico
y “parsing”.
4.2.1 Resolucio´n de operadores
Dadas las expresiones definidas como una lista de 〈ExprToken〉 es necesario
construir un a´rbol que tenga en cuenta la precedencia de e´stos. Existe un pro-
cedimiento bien conocido ([ASU86]) para convertir una grama´tica con preceden-
cias en una grama´tica libre de contexto. E´l me´todo se basa en an˜adir s´ımbolos
no terminales a la grama´tica para resolver la ambigu¨edad.
Existen otros algoritmos para este propo´sito. Entre estos se encuentra el
“Shunting-yard algorithm” de Dijkstra. En [Nor99] se puede encontrar una
recopilacio´n de algoritmos. El lenguaje disen˜ado cuenta con un sistema ma´s ex-
presivo de operadores lo cual impide el uso de los anteriores me´todos “cla´sicos”.
1. Operadores Prefijos: E´stos tienen la forma Op con la adicio´n de soportar
n1 argumentos despue´s del operador.
2. Operadores Sufijos: Tienen la forma Op con soporte para n argumentos
antes del operador.
3. Operadores Cerrados: Tienen la forma Op1 Op2 con soporte para n argu-
mentos en el interior de la primera y segunda parte del operador.
4. Operadores Infijos: Tienen la forma Op . A diferencia de los anteriores,
estas funciones siempre tienen aridad 2.2
Resolucio´n de operadores ambiguos.
Los operadores, a diferencia de los identificadores, pueden ser usados sin requerir
espacio en blanco. E´sto genera un problema de ambigu¨edad.
Ejemplo 14. La cadena "+++" puede ser interpretada como: ["+++"] ["+","++"]
["++" "+"] ["+", "+", "+"].
En la seccio´n 2.1.4 se muestran algunas expresiones donde la precedencia de
los operadores no sirve para resolver la ambigu¨edad. El primer caso menciona el
problema de tener operadores homo´nimos. En Nano la unicidad de operadores
es una condicio´n (al igual que en [Aas92]) y por tanto dicho problema no ocurre.
El segundo caso se refiere a operadores compuestos de sub-partes de otros
operadores. [Aas92] menciona que esto puede ser resuelto en lexing3 asumiendo
el token mas largo. En Nano se toma la decisio´n de lidiar con este problema de
1El nu´mero de argumentos soportados es constante. Funciones polivaria´dicas introducen
mayor ambigu¨edad. E´sto trae consecuencias para la introduccio´n de polimorfismo Ad-Hoc
(Ver: 7.2.1)
2La utilidad de operadores infijos de aridad mayor de 2 permanece elusiva para el autor.
3Lexing es el proceso de ana´lisis le´xico. E´s en esta etapa donde se transforma la cadena de
caracteres en una secuencia de “Lexemas” o Tokens. Dicho proceso se explica en [ASU86]
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ambigu¨edad. La estrategia es basada en una especie de lexing no determinista.
A continuacio´n se muestra una primera aproximacio´n. El siguiente algoritmo
genera todas las listas de sub-cadenas que concatenadas son iguales al operador
a resolver.
1. Si el operador esta´ conformado de un solo cara´cter c entonces, todas las
subcadenas son {[”c”]}
2. Si el operador esta´ conformado de ma´s de un cara´cter {c : resto} donde
c es el primer cara´cter y resto es el resto de la cadena, entonces todas
las subcadenas pueden ser computadas como C(c, subcadenas(resto)) ∪
A(c, subcadenas(resto)), donde C(x, y) es una funcio´n que concatena x a
todas las primeras cadenas de los elementos de y. En cambio A(x, y) agrega
a x como nueva primera cadena a cada uno de los elementos de y
La funcio´n de nu´mero de cadenas(f), esta dada por:
1. f(1) = 1 (caso trivial).
2. f(n) = 2∗f(n−1) (dado por: |C| = |A| = |subcadenas(resto)| y (C∩A) =
{}). E´sto equivale a f(n) = 2n−1.
A partir de e´sta estrategia es posible eliminar las listas de subcadenas que
contienen “Tokens” inva´lidos u operadores que no han sido declarados. E´sta
estrategia tiene dos inconvenientes:
• La estrategia no reduce el orden de posibles subcadenas en el peor caso.
• La estrategia no elimina la ambigu¨edad.
El peor caso solo puede darse cuando el ambiente esta´ “contaminado” con
todas las posibles partes del operador. Se sostiene que la legibilidad del co´digo
es tal vez un problema ma´s grave que el parsing del mismo. La seccio´n 7.2.2
menciona algunas alternativas para mejorar el algoritmo actual. El manejo de
ambigu¨edad es discutido en la seccio´n 4.2.1.
Resolucio´n de operadores cerrados.
En el trabajo de [DN08] asocian la mayor precedencia a la resolucio´n de opera-
dores cerrados. Dado el operador Op1_Op2 nos referiremos a Op1 como la parte
“abierta” del operador y Op2 como la parte “cerrada”.
1. Buscar la parte abierta ma´s interna Op1. Si antes de encontrar la primera
parte abierta se encuentra una parte cerrada, se lanza un error. Si no se
encuentra una parte abierta se finaliza.
2. Buscar la primera parte cerrada Op2. Si la parte cerrada, no cierra Op1,
lanzar error.
3. Resolver la expresio´n demarcada por la partes encontradas en Op1 y Op2.4
4Dado que se trata de la expresio´n ma´s interna, se garantiza que no habra´ operadores
cerrados sin resolver. La resolucio´n de expresiones libres de operadores cerrados se explica en
la siguiente seccio´n.
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4. Reemplazar en la cadena la subcadena demarcada por Op1 y Op2 por la
aplicacio´n del operador cerrado a la expresio´n resuelta.
5. Llamar esta funcio´n en forma recursiva sobre la cadena generada en 4.
Ejemplo 15. Resolucio´n de la expresio´n {(2) + 3}.
{(2) + 3} → {()
2









Figura 4.1: Resolucio´n de operadores cerrados.
Construccio´n de los a´rboles de expresio´n.
En primer lugar, definimos la siguiente relacio´n de orden parcial entre cada una
de los 〈ExprToken〉. Dicha relacio´n es denotada por <p y es definida de la
siguiente forma:
1. Si x es un operador y tiene aridad 05 o´ x es un literal, entonces x <p y
para todo y diferente de operadores de aridad 0 y literales.
2. Si x y y son operadores, entonces x <p y si x tiene menor precedencia que
y.
3. Si x y y son operadores, entonces x <p y si x y y son asociativos por
derecha.
4. Si x y y son operadores, entonces x >p y si x y y son asociativos por
izquierda.
Dada esta relacio´n y la lista de 〈ExprToken〉, podemos definir el algoritmo
de resolucio´n de precedencia de la siguiente forma:
1. Si todos elementos a resolver son: literales, operadores de aridad 0 o´ sub-
expresiones ya evaluadas, retornar la lista.
2. Buscar un operador x tal que no exista un y que cumpla x >p y.
3. Si x es infijo, entonces llamar e´sta funcio´n usando la parte derecha de
x y parte izquierda de x. Construir un a´rbol con cada una de las sub-
expresiones resultantes donde la ra´ız sea el operador x. Si alguno de los
lados esta´ vac´ıo, lanzar un error.
5Nano no limita la aridad de los operadores no infijos. E´sto implica que es posible definir
operadores con aridad cero. Dichos operadores hacen las veces de variables. Por ejemplo:
let five = 5
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4. Si x es prefijo, retornar los elementos del lado izquierdo concatenados con
un a´rbol con ra´ız x y como hijos, el resultado de aplicar esta funcio´n en
forma recursiva al lado derecho de x. Si el nu´mero de argumentos provistos
por la evaluacio´n del lado derecho no corresponde a la aridad de x, lanzar
un error.
5. Si x es sufijo, resolver en forma ana´loga al caso donde x es prefijo.






Los pasos de resolucio´n de los operadores esta´n dados por la figura 4.2.
Deteccio´n y Eliminacio´n de Ambigu¨edad
En la seccio´n 5.1.1 se muestra como existe la posibilidad de que un operador
pueda ser interpretado de diferentes formas debido al lexing no determinista que
usa Nano. Pese a que se hace un filtro inicial donde se eliminan los a´rboles que
usan s´ımbolos que no han sido definidos, esto no garantiza la no ambigu¨edad.
To´mese por ejemplo el siguiente caso:
Ejemplo 17. Se tienen dos operadores: s y ss. Ambos son operadores prefijos
y tienen tipos Bool→ String y a→ a respectivamente. Es posible construir dos
a´rboles sinta´cticos (Figura: 4.3).
En el caso de Nano, el no determinismo, esta´ expresado mediante computa-
ciones sobre listas. Si despue´s de la resolucio´n de operadores existen uno (o ma´s)
a´rboles sinta´cticos en e´sta lista, Nano procede a realizar chequeo de tipos sobre
cada uno de los a´rboles sinta´cticos6. Dicho chequeo se realiza en forma perezosa
sobre toda la lista. Despue´s de e´sto existen 3 escenarios:
• La lista de posibles a´rboles sinta´cticos esta´ vac´ıa: Nano imprime
informacio´n para ayudar al programador a corregir dicha expresio´n.
• La lista de posibles a´rboles sinta´cticos tiene un u´nico elemento:
E´ste a´rbol es utilizado en la declaracio´n o evaluacio´n de la expresio´n.
• La lista de posibles a´rboles sinta´cticos tiene uno o ma´s elementos:
Se evalu´an los primeros dos a´rboles y se notifica al programador de las dos
(primeras) posibles interpretaciones.
En el caso del ejemplo 17, so´lo el segundo a´rbol posee tipos que unifican.
Por esto, Nano considerara´ la expresio´n va´lida.
6El chequeo de tipos de Nano se explica en la seccio´n 4.4
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2! + 2 + 3 ∗ 4 ∗
√









































Figura 4.3: Ambigu¨edad de operadores.
4.3 Estrategia de reduccio´n
En los lenguajes de programacio´n convencionales, la evaluacio´n de funciones
utiliza orden aplicativo, es decir, los argumentos son evaluados y luego substi-
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tuidos en la expresio´n7. Dicho orden tiene consecuencias en la construccio´n de
funciones que requieren la no evaluacio´n de los argumentos.
let foo x y = if (true) x y
El comportamiento de (foo 3 ⊥)8 en un lenguaje de orden aplicativo im-
plicar´ıa la no terminacio´n del programa. Dado que la idea es construir azu´car
sinta´ctica alrededor de las primitivas del lenguaje, un orden de evaluacio´n aplica-
tivo resulta bastante restrictivo.9 Por esta razo´n se opta por disen˜ar el lenguaje
con una estrategia de evaluacio´n perezosa.10
La estrategia de reduccio´n utilizada corresponde a “Weak Head Normal
Form” (WHNF). E´sta estrategia posee adema´s la ventaja de evitar el prob-
lema de captura de nombres descrito en la seccio´n 2.2.4. La definicio´n de dicha
estrategia de reduccio´n esta explicada en [Jon87]11 de la siguiente manera:
Definicio´n 6. Una lambda expresio´n de la forma F E1E2 · · ·En con n > 0
esta´ en WHNF s´ı y solo s´ı F es una variable o constante, o F E1E2 · · ·Em no
es una redex12 para ningu´n m ≤ n
4.4 Sistema de tipos
El lenguaje de programacio´n es fuertemente tipado y esta´ construido a partir de
la implementacio´n encontrada en [Gra07]. El sistema de tipos de este lenguaje








El sistema de tipos cuenta con variables de tipos, enteros, booleanos, cadenas
de caracteres, listas gene´ricas, funciones y producto de tipos.
7Cap´ıtulo 1 de [AS96]
8⊥ Es el s´ımbolo de no terminacio´n o fallo. Una implementacio´n de ⊥ en Haskell podr´ıa
ser: foo = foo
9Un ejemplo de la vida real es la implementacio´n del operador _?_:_ al estilo de C.
10Se consideraron alternativas como evaluacio´n estricta con anotaciones de evaluacio´n pere-
zosa en los argumentos.
11Seccio´n 11.3.1
12En e´ste caso, redex (Seccio´n 2.2.5) considera tambie´n las operaciones primitivas del sis-
tema. Las operaciones aritme´ticas requieren contar con todos sus argumentos para ser reduci-
das lo cual fuerza evaluacio´n estricta (Seccio´n 11.4 de [Jon87]).
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4.4.1 Codificacio´n de tipos
A excepcio´n de los enteros y strings, los dema´s datos utilizan representaciones
puras en el lambda ca´lculo sin tipos que es usado por el inte´rprete. Dichas
representaciones son “nombradas” y tipadas en el lambda ca´lculo aplicativo. A
continuacio´n se muestran las definiciones en el lambda ca´lculo sin tipos y los
tipos asignados.
Booleanos:
False : Bool = λx y.y;
True : Bool = λx y.x
Not : Bool→ Bool = λx y z.x z y
If : Bool→ a→ a = λx y z.x y z
Pares:
BuildPar : a→ b→ (a · b) = λx y p.p x y
F irst : (a · b)→ a = λp.p True
Second : (a · b)→ b = λp.p False
Listas:
Para la construccio´n de listas se utilizan pares. La idea ba´sica es definir una
lista como un par que contiene en la primera posicio´n el primer elemento de la
lista y en segundo, una lista con el resto de la lista (cola). Adema´s se define la
lista vac´ıa.
Cons : a→ [a]→ [a] = (head, rest)
Empty : [a] = λx.True
IsNull : [a]→ Bool = λl.(λx y.False)
4.4.2 Recursio´n
Es posible13 definir funciones recursivas utilizando el combinador Y . La grama´tica
de la seccio´n 4.2 muestra como cada “let” puede ser definido con una palabra
clave adicional “rec”. E´stos “let” recursivos son traducidos de la siguiente man-
era14.
let rec v = E → let v = Y (λv.E)
13La seccio´n 2.4.1 de [Jon87]
14 I´bid seccio´n 3.2.2
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4.5 Simulacio´n de operadores disfijos
Dado el lenguaje de programacio´n disen˜ado, es posible “simular” el concepto
general de operadores disfijos. E´sta aproximacio´n se basa en el encadenamiento
de operadores soportados y construccio´n de valores intermedios. A continuacio´n
se ilustra la regla de construccio´n de dichos operadores:
1. Si el operador es un operador disfijo infijo de la forma Op1 Op2 · · ·Opn en-
tonces dicho operador puede ser simulado reemplazando cada parteOpi, 1 ≤
i ≤ n con operadores infijos. Donde, Opx <p Opy, x < y.
2. Si el operador es un operador disfijo prefijo de la forma Op0 Op1 · · ·Opn
este puede ser simulado como un operador prefijo Op0 aplicado al un op-
erador disfijo infijo.
3. Si el operador es un operador disfijo sufijo de la forma Op1 · · ·Opn Opn+1,
este puede ser simulado como un operador sufijo Opn+1 aplicado al un
operador disfijo infijo.
4. Si el operador, es un operador disfijo cerrado, este puede ser simulado
aplicando un operador cerrado Op0 Opn+1 a un operador disfijo infijo.







Figura 4.4: Operador disfijo infijo simulado.
Teniendo este orden esperado de evaluacio´n, se utilizan los operadores Opi
con i mayor que 0 para colectar los argumentos en una estructura de datos
conveniente. El operador Op0 implementa la lo´gica del operador a simular. El
mecanismo de coleccio´n de argumentos esta´ limitado a listas y tuplas. Desven-
tajas y trabajo futuro de usar dichas estructuras se discute en 7.2.1.
Como nota adicional, resulta importante garantizar que los operadores uti-
lizados en el interior de los argumentos tengan mayor precedencia que los opera-
dores utilizados para simular el operador disfijo. De otro modo, la construccio´n
del a´rbol sinta´ctico fallara´ si se omiten pare´ntesis.
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Cap´ıtulo 5
Jugando con los operadores
disfijos.
Los operadores disen˜ados pueden ser utilizado como mecanismo de extensi-
bilidad del lenguaje. Muchas de las construcciones sinta´ticas “built-in” en los
lenguajes convencionales pueden ser derivadas de dichos operadores. E´sta sec-




Es posible construir los operadores ba´sicos de suma y multiplicacio´n mediante
el siguiente co´digo:
let infixr 1 x + y = add x y
let infixr 2 x * y = times x y
let infixr 3 x == y = equals x y
Asignando una mayor precedencia a la multiplicacio´n que a la suma se ob-
tiene el comportamiento usual en otros lenguajes de programacio´n. Las expre-
siones 1 + 2 * 3 y 3 * 2 + 1 sera´n evaluadas correctamente a 7.
Nano no provee de literales para nu´meros negativos, sin embargo e´stos
pueden ser fa´cilmente implementados con la ayuda de un operador prefijo.1
let 10 - x = sub x
Con esta adicio´n es posible escribir -2 + 2 y 2 + -2. En la seccio´n se descri-
be la condicio´n de unicidad de cada operador en Nano. Dicha limitacio´n impide
1Se utiliza una alta precedencia (10) para evitar que dicho operador “capture” expresiones
mas grandes que la que esta´ inmediatamente a la derecha.
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utilizar el operador "-" para la resta binaria sin eliminar el operador unario de
negacio´n.
5.1.2 Agrupacio´n de expresiones
El lector cuidadoso habra´ notado que Nano no posee sintaxis para la agru-
pacio´n de expresiones. Los lenguajes de programacio´n convencionales proveen
pare´ntesis con el fin de hacer expl´ıcito el orden de aplicacio´n. Nano, en cambio,
permite definir mecanismos de agrupacio´n explotando 2 de sus caracter´ısticas:
polimorfismo y operadores cerrados.
let closed ( x ) = x
El anterior operador tiene como tipo a → a y corresponde a la imple-
mentacio´n de la funcio´n identidad. En este caso, se aprovecha que los operadores
cerrados ligan a sus argumentos con la mayor precedencia (Seccio´n 4.2.1). La
expresio´n 3 * (2 + 1) sera´ evaluada, naturalmente, en el valor 9.
5.2 Listas
La estructura de datos por excelencia de los lenguajes funcionales es la lista. De-
bido a esto es usual que los lenguajes de programacio´n brinden “azu´car sinta´cti-
ca” para escribir dichas estructuras. A continuacio´n se muestra como es posible
obtener una sintaxis similar a la de Haskell.
Mientras que en Haskell “[]” es un caso sinta´ctico especial. En Nano, “[]” es
un operador como cualquier otro2.
let [] = empty
Ahora es posible definir el operador : para poder construir listas.
let infixr 2 x : y = cons x y
Hasta este momento es posible escribir 1:2:3:[]. Sin embargo, esto no es su-
ficiente. Haskell tambie´n provee la conveniente sintaxis [1,2,3]. La versatilidad
de Nano permite definir listas de esa forma mediante las siguientes declaraciones.
let 10 [ x = x
let infixr x , y = x : y
let suffix x ] = x : empty
El primer operador es la simple funcio´n de identidad. Su utilidad no es
sino´ este´tica3. El segundo operador es un alias para cons. La tercera declaracio´n
concatena la lista vac´ıa al elemento mas a la derecha. La figura 5.2 muestra la
equivalencia entre ambas representaciones.
2En Nano, empty es una primitiva para la lista vac´ıa de tipo [a]



















Figura 5.1: Reescritura paso a paso de la lista usando las definiciones de los
operadores.
5.2.1 Secuencias
Muchos lenguajes proveen sintaxis para describir secuencias. Mediante recursio´n
es posible definir dicho operador:
let rec infixr x ... y = if (x > y)
empty
(cons x ((x+1)...y))
5.3 Control de flujo
Los lenguajes convencionales proveen sintaxis para la construccio´n de ciclos
(for, foreach, while, do-while) y decisiones (if-then, if-then-else, _?_:_).
Nano, por ser un lenguaje funcional, utiliza recursio´n en vez de ciclos. Para
proveer computaciones condicionales Nano provee la funcio´n if. E´sta funcio´n
de tipo: Bool → a → a es suficiente para proveer otros mecanismos de control
de flujo4 mas complejos.
5.3.1 Operador ternario
Lenguajes como C proveen del operador ternario _?_:_. Si el primer argumento
es verdadero, el operador retorna el segundo argumento. Sino, retorna el tercer
argumento. Es fa´cil simular este operador mediante las siguientes declaraciones:
let infixl 4 x ? y = if x (cons y empty) (empty)
let infixl 4 x : y = if (isNull x) y (hd x)
E´l operador ? se encarga de construir una lista vac´ıa, o una lista con el
segundo argumento5. Luego, el operador : dependiendo de si es una lista vac´ıa
o una lista de un elemento retorna el valor apropiado.
4E´l uso del te´rmino “Control de flujo” es tal vez inapropiado en este contexto. El control
de flujo trabaja sobre el orden de ejecucio´n de sentencias. Nano solo posee expresiones y
declaraciones. Se apela al te´rmino debido a que se construyen expresiones que son similares
sinta´cticamente a sus contra-partes imperativas.
5Se simula el tipo “Maybe” de Haskell por medio de una lista
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Resulta importante notar que e´ste truco funciona porque la evaluacio´n de
Nano es perezosa (ver seccio´n 4.3). La construccio´n de la lista que hace el oper-
ador : no requiere la evaluacio´n del segundo argumento. Para probar esto basta
realizar la siguiente prueba:
Nano> let rec bottom = bottom
Type: a0
Nano> true ? 1 : bottom
Type: Int
Val: Const (IData 1)
Nano> false ? bottom : 1
Type: Int
Val: Const (IData 1)
La estrategia de reduccio´n es la que permite que ambas expresiones terminen.
5.3.2 Switch-Case-Default
Si se quisiera implementar una funcio´n simple que asignara a los valores de 1−3
su sucesor y en otro caso el valor cero. Se podr´ıa utilizar el operador ternario
de la siguiente manera:
let v x = (equals x 1) ? 2 :
((equals x 2) ? 3 :
((equals x 3) ? 4 :
0))
El problema de dicha aproximacio´n es que ra´pidamente el numero de pare´nte-
sis anidados destruyen la legibilidad del co´digo. El switch-case-default es un
mecan´ısmo de computacio´n condicional que proveen algunos lenguajes. En Nano
se puede simular mediante las siguientes declaraciones:
let 10 switch x = buildPair empty x
Type: a0 -> ([a5] * a0)
let infixl x case y = if (isNull (fst x))




Type: ([a9] * Int) -> Int -> (Bool * ([a9] * Int))
let infixl x -> y = if (fst x)
(buildPair (cons y empty) (snd (snd x)))
(snd x)
Type: (Bool * ([a22] * a27)) -> a22 -> ([a22] * a27)
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let infixl x default y = if (isNull (fst x)) y (hd (fst x))
Type: ([a2] * a14) -> a2 -> a2
Se construyen tuplas intermedias para acumular valores importantes. En el
caso de switch se guarda el valor con el que se realizan las comparaciones. El
operador case agrega una bandera que indica si el valor de este case sera´ uti-
lizado. El operador -> utiliza la bandera para decidir si debe reemplazar el valor
actual. Al final, el operador default devuelve el valor acumulado o retorna el
valor por defecto.
E´ste mecanismo nos permite escribir expresiones como la siguiente:
Nano> switch 0 \
case 0 -> "cero"\
case 1 -> "uno"\
default "otros"
Type: String
Val: Const (SData "cero")
5.4 Conversio´n entre tipos y notacio´n hu´ngara
Una inspiracio´n para la construccio´n de Nano fue´ el idioma hu´ngaro. En e´ste
idioma las palabras cambian su funcio´n de acuerdo a los sufijos y prefijos utiliza-
dos. Esta te´cnica de sufijos y prefijos fue usada por Charles Simonyi para definir
la “notacio´n hu´ngara” [Sim99]. Uno de los usos de dicha notacio´n es anotar los
tipos de las variables. Por ejemplo, se podr´ıan utilizar el prefijo “i” para enteros
y “s” para cadenas de caracteres.
Ejemplo 18.
let sThree = "3"
let iThree = 3
Dado que Nano trata todos los identificadores como operadores. No es nece-
sario dejar espacio en blanco en la aplicacio´n de los mismos. Esto permite con-
struir prefijos para hacer conversio´n de tipos. Por ejemplo, es posible definir los
siguientes prefijos para conversio´n de tipos:
let s x = if x "true" "false"
let i x = if x 1 0
De esta manera es posible escribir strue, sfalse, itrue y ifalse6
6La ausencia de polimorfismo Ad-hoc nos impide generalizar esta conversio´n a otros tipos.
La posibilidad de agregar type classes se discute en 7.2.1
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5.5 “Literales” XML
XML es un lenguaje ampliamente utilizado para el intercambio de informacio´n.
Dada su amplia utilizacio´n algunos lenguajes ( [MSD10]) tienen soporte sinta´cti-
co para dichos literales. En Nano es posible reproducir, hasta cierto punto, la
funcionalidad de e´stos literales mediante la utilizacio´n de operadores cerrados.
Por ejemplo, es posible implementar un pequen˜o DSL para escribir HTML.
let infixr x ; y = buildPair x y
let closed <html> x </html> = buildPair "html" x
let closed <head> x </head> = buildPair "body" x
let closed <body> x </body> = buildPair "body" x
let closed <div> x </div> = buildPair "div" x













Pese a la gran flexibilidad que permite Nano, la construccio´n de un lenguaje con
caracter´ısticas objetuales permanece elusivo. Inicialmente se pretend´ıa constru´ır
un lenguaje con orientacio´n a objetos basada en prototipos ([UCCH91]).
La sinta´xis podr´ıa ser creada usando la misma estrategia que se utilizo´ en la
seccio´n 5.3.2 donde el parsing de cada objeto ser´ıa un diccionario de me´todos y
atributos. Dicha aproximacio´n falla en dos puntos clave.
E´l primero es que en Nano, las funciones no son realmente “ciudadanas de
primera clase”. E´sto se debe a que el algoritmo de resolucio´n de precedencia re-
quiere que las funciones tengan todos sus argumentos “aplicados”. E´sto impide
que las funciones se pueden asignar y mucho menos guardar en tablas. Igual-
mente, a pesar de que el sustrato de Nano es el lambda-calculo, Nano no provee
mecan´ısmos sinta´cticos para escribir abstracciones.
En segundo lugar, construir tablas para almacenar me´todos en un lenguaje
con chequeo esta´tico de tipos resulta dif´ıcil. Especialmente cuando el sistema de
tipos es tan poco expresivo como el de Nano 7.






Uno de los primeros lenguajes que exhibe dicha caracter´ıstica es Hope [BMS80].
El concepto es resucitado por Simon Peyton Jones en [Jon86]. En e´ste art´ıculo,
el autor muestra como es posible agregar operadores disfijos a casi cualquier
lenguaje de programacio´n mediante una pequen˜a extensio´n. Dicha aproximacio´n
utiliza mecanismos comunes para generacio´n de parsers (espec´ıficamente Yacc).
Uno de los problemas que no son abordados es la resolucio´n de precedencia de
dichos operadores. La idea del autor es dar a estos operadores la precedencia
ma´s baja, de tal modo, que estos operadores no produzcan ningu´n conflicto con
los dema´s elementos constitutivos del lenguaje.
El problema sobre precedencia de operadores es tratado en la tesis doctor-
al [Aas92] y el art´ıculo [Aas91] de dicha tesis. En ese trabajo, se construyen
grama´ticas que tienen en cuenta la precedencia para la construccio´n de los
a´rboles sinta´cticos. La precedencia es especificada mediante niveles de prece-
dencia, representados por nu´meros naturales. El autor provee un algoritmo (Al-
goritmo M) que traduce dichas grama´ticas de precedencia en grama´ticas libres
de contexto que incorporan las reglas de precedencia. E´ste algoritmo es uti-
lizado por el autor para implementar un lenguaje experimental con soporte de
operadores disfijos.
El trabajo es adema´s importante ya que muestra algunas limitaciones de la
utilizacio´n de precedencia para la resolucio´n de ambigu¨edad. E´sto se menciona
en 2.1.4.
El primero se refiere a la unicidad de los operadores y el segundo se refiere a la
construccio´n de operadores usando partes de otros operadores. El autor asume
la primera como condicio´n de su trabajo. La segunda es resuelta, asumiendo
la ocurrencia ma´s larga en el paso de “Lexing”. Bajo e´stas premisas El autor
adema´s demuestra unicidad de los a´rboles con precedencia correcta y correctitud
del Algoritmo M .
Otro trabajo ma´s reciente sobre incorporacio´n de operadores disfijos en
lenguajes de programacio´n se puede encontrar en [DN08]. En e´ste, los autores
construyen una grama´tica parametrizada por una relacio´n de precedencia. A
diferencia de [Aas92] e´sta relacio´n no esta´ limitada a niveles de precedencia,
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sino que acepta un grafo dirigido y ac´ıclico. Una idea interesante de e´ste traba-
jo es la resolucio´n de los operadores disfijos cerrados con la mayor precedencia
posible. La meta de dicho trabajo es reemplazar el parsing de operadores disfijos
de Agda( [wika]).
Actualmente, el soporte de operadores disfijos se da principalmente en asis-
tentes de demostraciones como [dC07] y [wika]. Existen algunos otros lenguajes






Este trabajo muestra como la no distincio´n entre identificadores y operadores,
junto con la adicio´n de operadores cerrados son una poderosa herramienta no-
tacional en los lenguajes de programacio´n. E´ste mecanismo es capaz por si solo
de simular muchas caracter´ısticas de operadores disfijos. Dicha simulacio´n de
operadores disfijos resulta u´til como mecanismo de extensibilidad en lenguajes
de programacio´n.
La adicio´n de operadores cerrados simplifica el disen˜o de lenguajes de pro-
gramacio´n en al menos un aspecto. Los mecanismos para agrupar expresiones,
pasan de ser construcciones sinta´cticas del lenguaje (Seccio´n 5.1.2), a ser elemen-
tos que pueden ser implementados desde el mismo lenguaje de programacio´n.
E´sto permite mayor generalidad y flexibilidad notacional.
Nano muestra como es posible construir sintaxis para definir el flujo del pro-
grama mediante nada ma´s que recursio´n y ejecucio´n condicional (Seccio´n 5.3).
Para esto, una estrategia de reduccio´n perezosa resulta fundamental (Seccio´n
5.3.1). Es esta, la que permite la construccio´n de valores intermedios garanti-
zando un buen comportamiento respecto a la terminacio´n de los programas.
La eleccio´n de una grama´tica ambigua para la descripcio´n del lenguaje no es,
necesariamente, una mala decisio´n en el disen˜o de lenguajes de programacio´n. Es
posible utilizar los procesos posteriores al parsing para eliminar la ambigu¨edad.
Dentro de e´stos procesos Nano prueba que el chequeo de a´mbito de variables




7.2.1 Adiciones al lenguaje
Tipos algebraicos y “Pattern Matching”
El lenguaje de programacio´n disen˜ado carece por ejemplo de “Pattern Match-
ing”. Una de las razones es la ausencia de tipos aditivos o “Variants”1 Pese a
ser e´sta una caracter´ıstica ampliamente utilizada en el disen˜o de lenguajes de
programacio´n funcionales, existen ciertos problemas para hacer de estos “ciu-
dadanos de primera clase” en el lenguaje de programacio´n. Una propuesta in-
teresante puede encontrarse en [Tul00]. El siguiente es un ejemplo de la uti-
lizacio´n de combinadores como reemplazo de “Pattern Matching” del art´ıculo
mencionado2:
zipTree :: (Tree a, Tree b) => Maybe (Tree (a, b))
zipTree = Leaf# .* Leaf# .-> Leaf
.| Tree# .* Tree# .: (zipTree.*zipTree .-> Tree) . zipTuple
La sintaxis concreta de esta aproximacio´n podr´ıa verse beneficiada si se
contara operadores permisivos.
Adicionalmente, el proceso de construccio´n de valores intermedios para la
simulacio´n de operadores disfijos bien podr´ıa beneficiarse de tener tipos adi-
tivos, o en general, de tipos algebraicos. E´sto evitar´ıa colisiones entre los tipos
usados por el programador y los tipos previstos para la construccio´n de ope-
radores disfijos. E´sto resulta u´til para mejorar mensajes de error de algunas
construcciones sinta´cticas.
Por ejemplo, la construccio´n de listas de la seccio´n 5.2. Permite escribir cosas
como [[[[[3. La razo´n es que el operador [ no es sino´ la funcio´n de identidad.
Si nano tuviese tipos algebraicos, ser´ıa posible cambiar la definicio´n de este
operador para que construyera un tipo temporal. En pseudo-nano algo como:
data InitList a = InitList a
let suffix x ] = InitList (cons x empty)
let infixr x , (InitList y) = InitList (cons x y)
let [ (InitList x) = x
De e´sta manera el operador [ pasa de ser un operador este´tico a un mecan-
ismo que garantiza consistencia sinta´ctica.
Polimorfismo Ad-Hoc
Polimorfismo Ad-hoc es el comportamiento de algunas funciones que dan la
apariencia de trabajar sobre un conjunto de tipos, que bien pueden no exhibir
la misma estructura y que el comportamiento para cada tipo puede variar inde-
pendiente del tipo [CW85]. El mecanismo de polimorfismo Ad-Hoc de Haskell
1Formalizacio´n de dichos tipos puede encontrarse en secciones 11.9 y 11.10 de [Pie02]
2Segundo ejemplo de la seccio´n 3.0
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son las llamadas “type classes”. Mediante ellas es posible la construccio´n de
funciones que pueden recibir diferentes nu´meros de para´metros (Funciones poli-
varia´dicas [Wikb]). Dado que nuestro algoritmo utiliza informacio´n sobre la
aridad de las funciones, no esta´ claro si dichas caracter´ısticas son compatibles.
Otros cambios al sistema de tipos
Sistemas de tipos mas poderosos podr´ıan servir para construir operadores mas
estrictos. Una extensio´n que puede servir para esto es “Phantom Types” [CH03].
Este mecanismo puede ser utilizado para la construccion de estructuras de datos
indexadas por tipo. Dicho mecanismo tal vez ser´ıa de utilidad en la construccio´n
de objetos por medio de tablas.
A´mbito, Lets anidados y Abstracciones.
Pese a ser un lenguaje funcional, e´sta primera versio´n no cuenta con la posibili-
dad de realizar declaraciones anidadas o generar abstracciones en forma “inline”.
En los lenguajes funcionales actuales el ligado de una variable tiene una sintaxis
concreta definida (\var -> E en Haskell, fun var -> E en dialectos de ML)
La posibilidad de brindar primitivas de ligado al usuario que puedan ser com-
binadas con los operadores disen˜ados en este trabajo abre otras posibilidades
interesantes en la reduccio´n de construcciones inherentes en el lenguaje.
7.2.2 Mejoras
Reporte de errores
El reporte de errores al usuario se ve complicado por la naturaleza no determin-
ista del mecanismo para resolver operadores.
Ejemplo 19. Se tiene definido el operador de pre-incremento y de adicio´n de
la siguiente forma:
let infixr x + y = add x y
let ++ x = x + 1
El usuario puede escribir la siguiente expresio´n incorrecta.
6 ++ 7
¿Hay un operador de ma´s o de menos? La generacio´n de errores comprensi-
bles para el programador es algo importante que este trabajo no abordo´. Con-
catenar los errores de cada una de las posibles resoluciones multiplica el nu´mero
de posibles errores que pudo cometer el programador. ¿Que heur´ısticas podr´ıan
ser aplicadas para ordenar dichos errores por relevancia?
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Resolucio´n de operadores
El cap´ıtulo 4 muestra como la complejidad algor´ıtmica del “peor caso” tiene
un comportamiento O(2n). Pese a que se argumenta que esto no deber´ıa ser un
problema, existe la pregunta abierta sobre el manejo de dicho caso. Introduc-
cio´n de “time-out” en la resolucio´n, utilizacio´n de nuevas y mejores heur´ısticas,




Compilacio´n y ejecucio´n de
Nano.
Nano es el lenguaje construido para este trabajo. E´ste ape´ndice muestra como
compilar y ejecutar el Inte´rprete.
A.1 Requisitos
1. GHC1: E´ste es uno de los principales y mas completos compiladores para
Haskell. Al momento de escribir este documento solo se ha hecho probado
con la versio´n 6.10.1 del mismo. Otros compiladores como Hugs2 y otras
versiones de GHC pueden tambien ser suficientes dado que el compilador
no hace uso extensivo de las extensiones provistas por GHC.
2. Parsec3: E´sta es la librer´ıa de “Parser combinadores” utilizada en la im-
plementacio´n de algunas partes de nano3.
3. Make(Opcional)
A.2 Compilacio´n y ejecucio´n.
El co´digo puede ser obtenido de http://github.com/diegoeche/nano/tree/
master. Una vez descomprimido, es solo cuestio´n de.
#make all
#./Main
Si make no esta´ disponible en su sistema:
1Puede ser descargado de http://www.haskell.org/ghc/
2Puede ser descargado de http://haskell.org/hugs/
3Puede ser instalada usando cabal-install http://www.haskell.org/cabal/download.html
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#ghc -Wall --make *.hs
#./Main
Algunas advertencias pueden ocurrir en la construccio´n del interprete. Para
salir del interprete puede utilizar el comando :quit.
A.3 Ejemplos
Si todo salio´ bien, la siguiente consola debe aparecer en el sistema:
Nano>
A.3.1 Tipos de datos
Datos primitivos
Nano soporta operaciones comunes con enteros. Cada evaluacio´n de expresio´n
muestra el tipo del valor evaluado, as´ı como tambien la estructura interna en el
lambda ca´lculo sin tipos que utiliza para reduccio´n.
Nano> 65
Type: Int
Val: Const (IData 65)
Nano> add 23 12
Type: Int
Val: Const (IData 35)
Nano> times 2 4
Type: Int
Val: Const (IData 8)
Nano> sub 2 2
Type: Int
Val: Const (IData 0)
Existe tambie´n soporte de para cadenas de caracteres, pero en el momento
hay ausencia de primitivas para manipularlas.
Nano> "Hello World!"
Type: String
Val: Const (SData "Hello World!")
Otro tipo de dato en Nano son Booleanos. E´stos estan implementados usando
Booleanos de Church. La falta de “Pretty Printer” revela la verdadera estructura
usada por el inte´rprete.
Nano> false
Type: Bool




Val: Lam "x" (Lam "y" (Var "x"))
Nano> equals 3 3
Type: Bool
Val: Lam "x" (Lam "y" (Var "x"))
Nano> equals 2 3
Type: Bool
Val: Lam "x" (Lam "y" (Var "y"))
Listas y pares
Existen dos tipos adicionales que esta´n parametrizados por otros tipos. El
primero de estos son los pares. El constructor de e´stas es la funcio´n buildPair
de tipo a -> b -> (a * b).
Nano> buildPair 3 3
Type: (Int * Int)
Val: Lam "x" (App (App (Var "x") (Const (IData 3))) (Const (IData 3)))
Nano> buildPair "Three" 3
Type: (String * Int)
Val: Lam "x" (App (App (Var "x") (Const (SData "Three"))) (Const (IData 3)))
Nano> fst buildPair 3 2
Type: Int
Val: Const (IData 3)
El lenguaje tambie´n posee listas. E´stas estan definidas internamente como
pares que contienen un elemento en el primer lugar y el resto de la lista en el se-
gundo lugar. El constructor de e´stas es la funcio´n cons de tipo a -> [a] -> [a].
La funcio´n empty retorna una lista vac´ıa de tipo empty
Nano> cons 1 cons 2 empty
Type: [Int]
Val: Lam "x" (App (App (Var "x") (Const (IData 1)))
(Lam "x" (App (App (Var "x") (Const (IData 2)))
(Lam "x" (Lam "x" (Lam "y" (Var "x")))))))
A.3.2 Operadores
El verdadero proposito de Nano es la implementacio´n de operadores permisivos.
Los operadores permisivos en Nano pueden ser prefijos, sufijos, infijos y cerrados.
cada operador puede usar casi cualquier cara´cter para su definicio´n.4 Es posible
asociar a los operadores infijos precedencia. E´sta es representada por un entero
despues de la palabra clave infixr o infixl, las cuales indican asociatividad
(derecha e izquierda respectivamente).
4Omitimos ciertos tipos para ahorrar algo de espacio.
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Nano> let incrP x = add 1 x
Type: Int -> Int
Nano> incrP 3
Val: Const (IData 4)
Nano> let suffix x incrS = add 1 x
Type: Int -> Int
Nano> 3 incrS
Val: Const (IData 4)
Nano> let infixr 1 x + y = add x y
Type: Int -> Int -> Int
Nano> let infixr 2 x * y = times x y
Type: Int -> Int -> Int
Nano> 1 + 2 * 3
Val: Const (IData 7)
Igualmente pueden definirse operadores cerrados. Un ejemplo importante son
los pare´ntesis. Es importante notar que el tipo de dicha funcio´n es polimo´rfico.
Nano> let closed ( x ) = x
Type: a0 -> a0
Nano> (1 + 2) * 3
Val: Const (IData 9)
A.3.3 Recursio´n
Las funciones recursivas deben usar la palabra clave rec. El siguiente es un caso
de factorial.
Nano> let rec suffix n ! = if (equals n 0)
1
(n * (sub n 1)!)
Type: Int -> Int
Nano> 25!
Val: Const (IData 15511210043330985984000000)
Este u´ltimo ejemplo ilustra la estrategia de reduccio´n perezosa del lenguaje.
Se implementa una lista infinita con todos los nu´meros de Fibonacci. Inicial-
mente implementamos una funcio´n zipAdd que suma los elementos de 2 listas.
Definimos los nu´meros de Fibonacci en forma similar a como lo har´ıamos en
Haskell. La evaluacio´n perezosa permite la que la funcio´n fibNumbers termine.
El cara´cter \ nos permite escapar el salto de l´ınea.
Nano> let rec zipAdd l1 l2 = if (or (isNull l1) (isNull l2)) \
empty \
(cons (add (hd l1) (hd l2)) \
(zipAdd (rest l1) (rest l2)))
Type: [Int] -> [Int] -> [Int]
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Nano> let rec fibNumbers = cons 1 cons 1 (zipAdd (fibNumbers) \
(rest fibNumbers))\
Type: [Int]
Nano> let rec infixr l .[ n = if (neg (equals n 0)) \
((rest l).[sub n 1)\
(hd l)
Type: [a3] -> Int -> a3
Nano> let suffix n ] = n
Type: a0 -> a0
Nano> (cons 3 cons 2 empty).[0]
Val: Const (IData 3)
Nano> (fibNumbers).[11]
Type: Int
Val: Const (IData 144)
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