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Abstract
Engineering design is typically limited to linear elastic solids or Newtonian fluids; however, design
with more complex materials (for example non-linear viscoelastic materials) can provide ways to
enhance performance. The main problems for design with non-linear viscoelastic materials are
1) there is no universal rheological model, 2) the non-linear behavior depends on model specific
parameters or material specific parameters (eg. polymer molecular weight), and 3) the governing
equations are computationally expensive to solve. This can significantly limit the design space
for optimization; multiple material classes exhibit non-linear rheological behavior, and selecting a
given class should be dictated by the optimization, not ease of computation.
The objective of this work is to provide methods for design with rheologically complex ma-
terials that connect system and material level design. The main goal is to validate mathematical
models for design with non-linear rheology against experiments with polymer solutions. Our ap-
proach is to develop design appropriate mathematical models that are material independent at the
system level, but can be made material specific at the material level design stage. We will exam-
ine our proposed models in the context of lubricated sliding for co-design of surface textures and
rheologically complex fluids to enhance friction reduction; however, the design methods presented
are general, and can be applied to any design problem where non-linear rheological behavior is
important.
For the case study of lubricated sliding, we are interested in simultaneously designing the
rheological behavior of the fluid and the surface over which it flows. Previous work has show that
for Newtonian fluids, textured surfaces (dimples) decrease friction in lubricated sliding contact. We
ii
first perform experiments with simple parameterized textured surfaces and a polymer solution to
build intuition for the design problem. Surprisingly, and contrary to results with textured surfaces
and Newtonian fluids, the normal forces produced are always positive, independent of the direction
of motion. They are also not a simple superposition of hydrodynamics and shear normal stresses.
We show that symmetry must be broken to produce normal forces above the shear normal stress
effects, and there appears to be an optimal texture for decreasing friction with textures and polymer
solutions.
We use the experimental results to guide model selection for design optimization. We choose
to represent the fluid using the Criminale-Ericksen-Filbey model, and derive (in the thin film limit)
a modified Reynolds equation (that includes shear thinning, normal stress, and inertial effects, and
which we refer to as the CEF-Reynolds equation) that serves as a lower bound estimate to the
experimental results.
We use the CEF-Reynolds equation in material independent (system level) design optimization
to again build intuition for the rheological behavior needed for reducing friction, and how this
changes the optimal texture surfaces. The optimal solutions are obtained using a multi-objective
adaptive surrogate modeling optimization method. The multi-objective optimization produces
many optimal designs (Pareto set) due to trade offs in minimizing one objective which result in
an increase in the other. The Pareto set contain results with and without polymer additive, suggest-
ing that the results and the design problem are non-trivial.
Finally, we propose a method for connecting targeted rheological behavior to material level
design, where we focus on polymer solutions. We choose to parameterize the rheological material
functions using the FENE-P model, which connects the fluid behavior to the polymer-solvent pair,
polymer concentration, and polymer finite extensibility. We obtain the FENE-P model parameters
from either fitting or molecular properties, and show that either method could be used for material
dependent design; however, care must be taken in the design formulation to ensure that the poly-
mer concentration stays in the dilute limit, where the methods used for connecting the FENE-P
parameters to material properties is valid.
iii
Outside the scope of this work, these validated methods could to be used to manufacture the
optimal textures and fluids to test the predictive capabilities of the models.
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Chapter 1
Introduction∗
Engineering design has traditionally been limited to simple materials, such as Newtonian fluids
or linear elastic solids. However, using more complex material behavior (such as non-linear vis-
coelasticity) can provide methods for enhancing performance. This complex behavior is governed
by the non-dimensional Weissenberg number (Wi, fluid non-linearities such as shear thinning and
extensional thickening) and Deborah number (De, viscoelasticity) [2,3]. Plots, such as those given
in Figure 1.1, map regions where different rheologial behavior may be important for a given flow
scenario [2, 4]. Of interest are flows where the Wi is large and De is neither large nor small, as
given in Figure 1.2 [2]. Nothing systematic is known about this region where both non-linear and
viscoelastic behavior must be included in the modeling; this imposes challenges on the design
problem.
The main challenges for design with non-linear viscoelastic materials are 1) there is no uni-
versal rheological model (as shown in Figure 1.3), 2) the non-linear behavior depends on model
specific parameters (ex. Giesekus model [5]) or material specific parameters (ex. polymer molecu-
lar weight), and 3) the governing equations are computationally expensive to solve. The objective
of this work is to provide methods for design with rheologically complex (viscoelastic) materials
that connect system and material level design, where the design levels are coupled through rheo-
∗The text in the introductory chapter includes selections from:
[1] Y. H. Lee, J. K. Schuh, R. H. Ewoldt, and J. T. Allison. “Simultaneous design of Non-Newtonian lubricant and
surface texture using surrogate-based optimization”. Submitted to Journal of Mechanical Design
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Figure 1.1: The Pipkin map of rheological complexity [2, 4] which helps distinguish between
viscoelastic (De) and non-linear (Wi) effects (shear thinning, normal stress differences, and ex-
tensional thickening). Different behavior will dominate for the given flow scenario depending on
where it falls within this space. (Photos adapted from [4] R. H. Ewoldt, “Extremely soft: Design
with rheologically complex fluids”, Soft Robotics, 1:12-20,2014.)
logical material properties, as shown in Figure 1.4. The proposed design methods are examined
using case studies of lubricated sliding for simultaneous design of a textured surface and the fluid
properties to decrease friction. It has been previously shown that surface textures decrease fric-
tion in lubricated sliding contact with Newtonian fluids (oils) [6–8], and adding polymers to the
oils increases their lubricating effectiveness. Mapping the fluid and texture behavior, as given in
Figures 1.1- 1.3, determines the dominant fluid behavior and subsequent rheological model. This
model can then be used in optimizing the fluid properties and textured surface to decrease friction.
In design optimization, the governing equations must be iteratively solved to determine the
2
Figure 1.2: Original plot of constitutive models and their ranges of applicability given by [2] A.
C. Pipkin, “Lectures on Viscoelastic Theory”, volume 7, Springer, 1986. A is a non-dimensional
shear amplitude (Wi), ω is an oscillation frequency, and T is the fluid relaxation time such that
De=ωT . Nothing systematic is known about the regions where A (Wi) is large and De is neither
large nor small so that both non-linear and viscoelastic effects must be included in the model.
best solutions for satisfying a given design problem. In general, the case studies examined here
are governing by the Cauchy Momentum equation (conservation of momentum) [12, 13], where
the fluid stresses are coupled to the velocity field through rheological models, and conservation of
mass. Using the full time-dependent Cauchy momentum equations are not ideal for design, how-
ever, because the resulting system of equations are computationally expensive, numerical blow up
can occur at high Wi [13] for some non-linear models, and, in cylindrical coordinates, instabilities
in the constitutive model stress tensor, and velocity vector, can occur at r = 0 [14]. Therefore,
3
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Figure 1.3: Constitutive models and their ranges of applicability. Plot of Weissenberg number (Wi)
and Deborah number (De) that forms a Pipkin space [2] and maps where rheological models apply
[9]. Models shown are the Newtonian Fluid (NF), Generalized Newtonian Fluid (GNF), Linear
Viscoelastic (LVE), Ordered Fluid Expansion (OFE), Criminale-Ericksen-Filbey (CEF) [10], and
Fully Nonlinear models. Different models will need to be used, depending on where the design
problem falls on the Pipkin space.
the simplest model for the physics encountered in this design problem that can also be quickly
solved is sought. The model should also be validated against experimental results to determine its
predictive capabilities for real world behavior.
This trade-off is thoroughly considered in this thesis: namely, the balance between model
fidelity and computational accessibility of optimization. Experimental measurements guide the
assessment of model fidelity at the continuum level (Chapters 2 - 4) and the polymeric design
variables for fomulation at the material level (Chapter 5).
Chapter 2 presents an experimental investigation with simply parameterized surface textures
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Figure 1.4: Proposed design hierarchy for rheologically-complex materials where performance is
dependent on function-valued material properties which can be obtained through many different
microstructures. This thesis focuses on validating tools for analysis (orange box) against experi-
ments with polymer solutions (blue box). (Adapted from [4] Ewoldt, “Extremely soft: Design with
rheologically complex fluids”, Soft Robotics, 1:12-20, 2014, and [11] Nelson and Ewoldt, “Design
of yield-stress fluids: a rheology to structure inverse problem”, Soft Matter, 13(41):7578-7594,
2017.)
and a Non-Newtonian polymer solution to determine synergistic effects on hydrodynamic friction
reduction. Gap controlled experiments were performed on a custom tribo-rheometer, given in Fig-
ure 1.5, to systematically vary the Reynolds number, Weissenberg number, and Deborah number
in bi-directional sliding motion. Cavitation effects are not present, thus the normal force is pro-
duced solely by the textures and the lubricant rheology. Contrary to Newtonian fluids without
cavitation, the normal force is positive, independent of the direction of motion. Also, the normal is
not a simple superposition of forces due to viscous hydrodynamics and shear normal stresses; this
deviation is attributed to finite inertia effects. Finally, Chapter 2 shows that the symmetry of the
5
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Figure 1.5: Experimental setup used for testing surface textures with polymer solutions. (A)
schematic showing measured quantities of torque (M) and and normal force (FN). (B) flat plate,
used as control. (C) symmetric surface texture. (D) asymmetric surface texture. (E) polymers un-
der quiescent conditions. (F) polymers under induced shear flow (Figues (E) and (F) from [15] R.
E. Corman, MS Thesis, MechSE Department, University of Illinois at Urbana-Champaign, 2015).
A flat plate, symmetric texture, and four asymmetric surface textures were tested with one polymer
solution.
surface textures must be broken to produce a normal force above the viscoelastic response, and that
an optimal angle of asymmetry β exists for decreasing friction with surface textures and polymer
solutions.
Based on the behavior observed experimentally, in Chapter 3 the fluid is modeled using the
Criminale-Ericksen-Filbey (CEF) model, which includes shear thinning, normal stress generation,
and terminal regime viscoelasticity. Previously, viscoelastic behavior has been incorporated into
simplified flow models via modified Reynolds equations where the additional stress was modeled
using the upper-convected Maxwell model [16,17], Phan-Thien-Tanner (PTT) model [18], and the
Oldroyd B model [19]. While the upper-convected Maxwell model and Oldroyd-B model include
viscoelastic normal stress differences in the modified Reynolds equations, they do not include
shear thinning effects. The use of the PTT model in the modified Reynolds equation corrects
for this modeling inaccuracy, since the PTT model does include shear thinning and normal stress
differences. However, the given Reynolds equations do not include inertial effects, which will be
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important for low viscosity oils, have been shown to increase normal forces [20, 21], and appears
to be important in the experimental results. Using the CEF model (in the thin film limit), I derive
a modified Reynolds equation (CEF-Reynolds equation) that includes shear thinning and elastic
effects (through the rheological material functions η (γ˙) and Ψ1 (γ˙), which can be obtained from
any material class), and inertial effects, and serves as a lower-bound estimate to the experimental
data.
The CEF-Reynolds equation can be used to determine optimal designs of the texture and the
fluid. Chapter 4 presents a simultaneous design of both surface texture shape and Non-Newtonian
properties, which could be achieved by fluid additives that introduce viscoelasticity, shear-thinning,
and normal stress differences. Two models with different fidelity and computational cost are used
to model laminar Non-Newtonian fluid flow between a rotating flat plate and a textured disk. At
lower-fidelity, the Criminale-Ericksen-Filbey (CEF) constitutive model and a thin-film approxima-
tion for conservation of momentum (Reynolds equation) is used. For higher-fidelity, a fully non-
linear constitutive model typically applicable to polymer solutions (multi-mode Giesekus model)
is used with the full 3-D momentum equations. Fluid additive design is parameterized by two
relaxation modes each having a timescale, added viscosity, and a nonlinear anisotropic drag pa-
rameter. A previously-developed multiobjective adaptive surrogate modeling-based optimization
LB≤ {var} ≤ UB : 0≤ ηpi ≤ (5/2)ηs , 1.0×10−5 ≤ λi ≤ 1.0×10−2 , 0.01≤ αi ≤ 0.5
(a) (b) (c) (d) (e) (f)
Figure 1.6: Theoretically optimal simultaneous designs of texture profiles (contour maps) and
fluid parameters (inset bar graphs) from the Pareto set based on the CEF model given in Chapter 4.
(Reprinted from [1] Lee et. al. “Simultaneous design on Non-Newtonian lubricant and surface
texture using surrogate-based optimization”, Submitted to Journal of Mechanical Design).
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(a) (b)
Figure 1.7: Viscoelastic material functions of corresponding optimal designs of Figure 1.6, based
on the CEF model. (a) shear viscosity, (b) first normal stress difference coefficient. Plot legends
(a)-(f) correspond to designs (a)-(f) in Figure 1.6. Increased viscoelasticity (e.g. polymer additive)
appears from design (a) to (f). (Reprinted from [1] Lee et. al. “Simultaneous design on Non-
Newtonian lubricant and surface texture using surrogate-based optimization”, Submitted to Journal
of Mechanical Design).
(MO-ASMO) method [22] (implemented by Mr. Yong Hoon Lee under direction of Professor
James T. Allison) is used to manage the computational complexity and constraints between design
variables. The efficiency of the MO-ASMO method is demonstrated, and the resulting solutions are
used to provide insights into co-designing the lubricant and textured surface. The Pareto-optimal
solutions include fluid designs with both high and low viscoelastic additive loading. Example opti-
mal texture designs are given in Figure 1.6, and example fluid designs are given in Figure 1.7. This
trade-off is rationalized, and how the optimal design targets can be physically realized is discussed.
The designs presented in Chapter 4 were material independent (the Giesekus model applies for
dilute to concentrated polymer solutions, polymer melts, wormlike micelle solutions, and many
other materials [12,24]); to close the design loop presented in Figure 1.4 requires including design
of materials where the macro scale behavior needed to achieve a given performance must be con-
nected to micro, or molecular, structure, e.g. polymer chemistry, molecular weight, concentration
in solution, etc. For non-linear rheological behavior, there is a wide variety of material classes that
can achieve a given rheological response, and many models that connect the macro shear stress
behavior to micro structure; therefore, to limit our material specific design space, I focus on the
8
Figure 1.8: Comparison of the spring force for a finitely extensible, non-linear elastic dumbbell to
a linear spring force. Q is the stretch of the dumbbell, and Qmax is the maximum stretch. When
the stretch is very small, the FENE dumbbel behaves like a traditional linear spring; however, as Q
approaches Qmax, the spring force diverges for the FENE dumbbell [23].
polymer solution material class. This thesis uses Peterlin’s approximation to the finitely extensible,
non-linear elastic dumbbell (example spring force for dumbbell given in Figure 1.8), referred to as
the FENE-P model, to predict polymer solution non-linear viscoelastic behavior for flow between
parallel disks, and connects the model parameters to material specific properties, such as the in-
trinsic viscosity and the maximum polymer stretch. Chapter 5 focuses on calibrating the model pa-
rameters either from fitting to flat plate rheology data or from molecular properties. The predictive
capability is validated against experimental data for one polymer (polyisobutylene, PIB, Mn=600
kg/mol, MW =1,000 kg/mol, Mv=1,200 kg/mol, as listed by Sigma-Aldrich) dissolved in a mineral
oil (trade name S6, Newtonian viscosity standard) at various concentrations (c/c∗ =0.112-1.709).
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In the dilute regime, the models accurately predict the experimental data, but the predictions break
down (underprediction of zero shear viscosity up to 16%) when the solution becomes more concen-
trated. Therefore, the calibration methods presented here can be used for material specific design
of polymer solutions, while noting that the actual rheological behavior may be underpredicted at
high polymer concentrations (due to the fidelity of the continuum level assumptions used to derive
the model predictions).
The material dependent design results presented in Chapter 5 are limited; only one polymer at
one molecular weight with one solvent (though for a range of concentrations c/c∗ =0.112-1.709)
was tested. Obtaining the material specific parameters from fitting should apply to a wide range of
polymer-solvent pairs with varying polymer molecular weights, since the Huggins equation should
apply for all polymers with a constant hydrodynamic radius (and has even been shown to apply
for polyelectrolytes with sufficiently added excess salt [25, 26]). However, obtaining the material
specific parameters from molecular properties required the assumption that the polymer behaves
like a Gaussian chain. If the polymer were dissolved in a good solvent (which would shrink the
polymer’s hydrodynamic radius), then the methods presented in Chapter 5 could overpredict the
material behavior.
Taken as a whole, this thesis presents a paradigm for design of non-linear rheology that con-
nects system level performance to material properties using rheological material functions. De-
signing fluid rheology raises fundamental questions about constitutive modeling; since there is
no single universal model, one must balance between model fidelity, computational accessibility,
and relation to micro/molecular formulation properties. This thesis offers insights to these ques-
tions with a focus on polymer solutions in thin film lubrication flows. However, this paradigm is
not limited to a single material class; any micro structure could be used that achieves the given
rheological behavior (such as polymer solutions, colloidal suspension, emulsions, etc.), allowing
material selection to be included as a design choice. It also shows where different material behav-
ior is important for a given design problem, and helps rationalize the trade offs between competing
effects (such as shear thinning and normal stress generation).
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Possible future work, outside the scope presented here, could explore using the material design
methods for different polymer-solvent pairs with varying polymer molecular weights. These meth-
ods could also be used to determine the needed polymer concentrations to formulate the optimal
fluid designs. However, the optimal fluids need not be limited to polymer solutions (as stated above
and shown in Figure 1.4); including different material classes (such as colloidal suspensions and
emulsions) in the design optimization could also be used to determine an optimal material class
for achieving the necessary fluid properties. This, coupled with 3-D printing of optimal textures,
could be used to experimentally test as built designs to determine agreement between predicted
and actual performance.
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Chapter 2
Experiments with Surface Textures and a
Polymer Solution
2.1 Introduction
We have previously shown that surface textures reduce friction with viscous Newtonian oils in
lubricated sliding contact [6, 7, 27]. At high sliding speeds (shear rates), high viscosity oils can
exhibit viscous heating effects, which decrease their apparent viscosity and cause a drop in normal
force; one method to reduce viscous heating effects is to add polymers to Newtonian oils to obtain
better viscosity-temperature and viscosity-pressure dependence [20, 28, 29], and to increase the
load carrying capacity (normal force) [30]. This change in rheology due to the addition of poly-
mers has been studied numerically using a generalized Newtonian fluid (GNF, which gives purely
viscous shear thinning effects) as the lubricant in journal bearings, thrust bearings, and elasto-
hydrodynamic (EHL) contact, and these studies show that the eccentricity of the journal and the
load carrying capacity correlates to the lubricant rheology [20,31–37] where lower viscosity fluids
give smaller normal forces. Experiments have also been performed with the assumptions that the
lubricant can be modeled as a GNF, and again show shear thinning leads to smaller normal forces
[38].
12
The above models, however, did not take into account the viscoelasticity that occurs in Non-
Newtonian lubricants; GNF models only take into account purely viscous shear thinning/thickening
effects of the lubricants. Viscoelasticity, even under steady shear, can lead to first and second nor-
mal stress differences (N1 and N2 respectively) [12], which can increase the load carrying capacity
of the bearing. For thin film flow, Tichy [16] derived a modified Reynolds equation in Cartesian
coordinates using the upper-convected Maxwell model, which takes into account the viscoelastic-
ity of the lubricant and allows for the generation of first normal stress differences. He showed that
for a converging flow field, viscoelastic effects increase the pressure, resulting in a larger load car-
rying capacity. Zhang and Li [17] and Li [18] performed perturbation analyses for the flow field,
shear stresses, and pressure using the upper-convected Maxwell model and the Phan-Thien-Tanner
(PTT) model respectively, and showed that viscoelasticity can significantly enhance the pressure in
thin film flows. Harnoy [19] also derived a modified Reynolds equation for journal bearings using
the Oldroyd B model (i.e. upper-convected Maxwell plus Newtonian solvent), and showed that vis-
coelasticity can increase the load carrying capacity and decrease vibration effects. Williamson et.
al. [39] measured the effects of viscoelastic lubricants in a journal bearing simulator, and showed
that viscoelastic effects have a beneficial effect on lubrication characteristics.
While the upper-convected Maxwell model and Oldroyd-B model include viscoelastic normal
stress differences in the modified Reynolds equations, they do not include shear thinning effects.
The use of higher fidelity models (such as the PTT, Giesekus [5], etc.) in the modified Reynolds
equation corrects for this modeling inaccuracy, since higher fidelity models can include shear thin-
ning and normal stress differences. However, the given Reynolds equations do not include inertial
effects, which will be important for low viscosity oils and have been shown to increase normal
forces [20, 21].
The work presented here is an experimental investigation on the effects of surface texture depth
profiles on friction reduction with a viscoelastic lubricant (polymer solution). Gap controlled ex-
periments were performed on a custom tribo-rheometer to systematically examine the friction re-
duction with varying Reynolds number (Reh = ρΩh2/η , here Reh ∈[0.11, 16.1]), Weissenberg
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Figure 2.1: Experimental setup used for testing surface textures with polymer solutions. (A)
schematic showing measured quantities of torque (M) and and normal force (FN). (B) flat plate,
used as control. (C) symmetric surface texture. (D) asymmetric surface texture. (E) polymers
under quiescent conditions. (F) polymers under induced shear flow (Figues (E) and (F) from Cor-
man [15], MS Thesis, MechSE Department, University of Illinois at Urbana-Champaign, 2015). A
flat plate, symmetric texture, and four asymmetric surface textures were tested with one polymer
solution.
number (Wi=λ γ˙ , where γ˙ = RΩ/h is the nominal shear rate, here Wi∈[0.0879, 33.31]) and Debo-
rah number (De=λ/ttrans, here De∈[0.00448, 0.448]). The moving top plate was allowed to rotate
in both directions to determine direction of motion dependence on the normal force production and
shear stress reduction. Cavitation effects are not observed; therefore the normal force produced is
solely due to the textures and the viscoelastic properties of the lubricant.
2.2 Materials and Methods
Figure 2.1 shows a schematic of our experimental setup, the same previously used to test surface
textures and Newtonian fluids [6, 27]. The custom setup consists of a gap-controlled rotational
rheometer (combined motor-transducer, DHR-3, TA Instruments) that could accurately measure
the torque and normal force produced by shearing a polymer solution between two parallel sur-
faces. The normal force is measured using a force rebalancing transducer coupled to the top (mov-
ing) plate with a manufacturer specified measurement range of FN =5 mN-50 N and a resolution
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of ∆FN=5 mN. The top plate is a standard 40 mm stainless steel parallel plate rheometer geometry
(TA Instruments) that was allowed to rotate in both directions. The bottom plate was a custom-
machined 40 mm 1018 steel surface with varying textures (Figure 2.1B-D) that was attached to
a temperature controlled Peltier plate using Crystalbond (a thermo-reversible adhesive) and re-
mained fixed. The textured plate was aligned to the axis of rotation of the rheometer by adjusting
the screws on the bottom of the Peltier plate so that the misalignment of the system was less than
1µm of vertical runout (defined as the difference between the maximum and minimum deflection
measured by a dial indicator attached to the rheometer shaft and contacting the bottom plate at a
radius r=19.5 mm) [40].
We used the same surface textures as in our previous study with Newtonian fluids [6]. Details
on the surface textures are given in that paper and in Appendix A. The textures were testing using
a polymer solution made by dissolving 0.54wt% polyisobutylene (PIB, Sigma-Aldrich reported
Mn ∼600 kg/mol (number average molecular weight), MW ∼1,000 kg/mol (weight average molec-
ular weight), Mv ∼1,200 kg/mol (viscosity average molecular weight), RH ≈40 nm (hydrodynamic
radius)) in a highly refined mineral oil (trade name S6, Cannon Instrument Company, Newtonian
viscosity standard) with a nominal viscosity of ηs=9.624 mPa s at T =20◦C. We selected PIB as our
polymer additive based on its previous use as a viscosity modifier [41,42], and as a model fluid for
giving normal stress differences in shear [43–45].
We characterized the non-linear fluid using the flat plate given in Figure 2.1B (linear viscoelas-
tic behavior measured with a cone-plate rheometer given in Appendix A). In the experiments, we
measured the torque M and normal thrust FN on the moving flat plate rotating at a given angular
velocity Ω. Macosko [9] relates these measured parameters to intrinsic fluid properties as
M = 2pi
∫ R
0
(ηγ˙r)rdr (2.1a)
FN = pi
∫ R
0
(N1−N2)rdr (2.1b)
where η is the viscosity, N1 and N2 are the first and second normal stress differences respectively,
15
r is the radial coordinate and R is the radius of the flat plate. Equation 2.1a can be rearranged to
calculate the fluid viscosity from the measured torque M as [9]
ηa ≡ τ (γ˙)γ˙ =
2h
piR4
(
3
4
+
1
4
d ln(M)
d ln(γ˙R)
)
M
Ω
(2.2)
where h is the gap height, Ω is the angular velocity, and γ˙R is the shear rate at r = R.
We collected concentration dependent viscosity and normal force data for our polymer-solvent
pair to determine the concentration regime for our test fluid. Seven different fluids with varying
concentrations of PIB were characterized using a 40 mm diameter flat parallel-plate rheometer
geometry at three different gap heights. We fit an equation to the experimental data to obtain the
intrinsic viscosity [η ] as
[η ] = 0.258±0.013 m3/kg. (2.3)
Details of the fitting are given in Chapter 5. We use the intrinsic viscosity to obtain the critical
concentration where the polymer blobs begin to touch c∗ as
c∗ =
1
[η ]
. (2.4)
Using our obtained value for [η ], we calculate c∗ = 3.876 kg/m3 (see Chapter 5 for details). The
ratio of the concentration of dissolved PIB to the critical concentration c/c∗=1.215, classifying our
polymer solution as semi-dilute.
The results from the characterization of the 0.54wt% PIB in S6 (reported as viscosity η and
normal thrust FN) are shown in Figure 2.2. The addition of the polymer causes the zero shear rate
viscosity to increase by a factor of 3 from the rated viscosity of the base oil, and also causes the
fluid to be shear thinning. The polymers also cause FN to be above the experimental limit.
In order to estimate the relaxation time for the polymer in solution, we chose to model our test
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Figure 2.2: Characterization of the base oil plus polymer solution (0.54wt% PIB in S6) using
the flat plate (see inset) by fitting a 2-mode Giesekus to the data to obtain an estimate for the
longest relaxation time of the polymer. (A) viscosity η . (B) normal force FN . The addition of the
polymers increases the zero shear rate viscosity by a factor of 3 compared to the base oil alone,
and also causes the fluid to be shear thinning. The addition of the polymers also causes FN to be
above the experimental limit.
fluid using a multi-mode Giesekus model, which is given in tensorial form as [5, 12, 46, 47]
τ = τ
s
+
nmode
∑
i=1
τ
pi
(2.5a)
τ
s
= ηsγ˙ (2.5b)
τ
pi
+λiτ pi(1)+
αiλi
ηpi
(
τ
pi
· τ
pi
)
= ηpi γ˙ (2.5c)
where τ is the stress tensor, ηs is the solvent viscosity, γ˙ = (∇u)+(∇u)T is the rate of strain tensor,
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ηpi is the polymeric viscosity, λi is the relaxation time, and αi is the mobility factor of the ith mode,
nmode is the total number of modes, and τ(1) denotes the upper-convected derivative of the stress
tensor
τ
(1)
=
∂τ
∂ t
+(u ·∇)τ−
[
(∇u)T · τ+ τ · (∇u)
]
. (2.6)
Assuming 1-D flow (u= γ˙yiˆ), an analytical solution for the viscosity η , 1st normal stress difference
N1, and 2nd normal stress difference N2 is obtained as [12]
η = ηs+
nmode
∑
i=1
ηpi
(1− fi)2
1+(1−2αi) fi (2.7a)
N1 =
nmode
∑
i=1
2ηpiλiγ˙
2 fi (1−αi fi)
(λiγ˙)2α (1− fi)
(2.7b)
N2 =
nmode
∑
i=1
ηpiλiγ˙
2
(
− fi
(λiγ˙)2
)
(2.7c)
where
fi =
1−χi
1+(1−2αi)χi (2.8a)
χ2i =
√
1+16αi (1−αi)(λiγ˙)2−1
8αi(1−αi)(λiγ˙)2
. (2.8b)
We simultaneously fit Equations 2.1b and 2.7a to all the viscosity data (all gap heights) in the
+Ω direction and all the normal force data above the experimental limit (all gap heights) in the
+Ω direction given in Figure 2.2 in Python using the built in least squares fitting function with
the residual defined as y− yˆ where y is a vector containing the experimental data and yˆ is a vector
containing the model predictions. The integral in Equation 2.1b was numerically evaluated using
Gauss-Lobatto-Legendre (GLL) quadrature [48,49] with 151 GLL points between γ˙ = 1x10−20 and
γ˙ = γ˙R. No weighting was used for calculating the residual between the fit values and experimental
data.
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We bounded the model fit parameters as
ηpi ≥ 1x10−6 Pa s (2.9a)
λi ≥ 1x10−6 s (2.9b)
αi ∈ [0.01,0.5) (2.9c)
where the lower bound on αi was selected based on the smallest value allowed such that numerical
simulations with the Cauchy Momentum equation would converge at the highest angular veloc-
ity experimentally tested. The solvent viscosity was fixed at the rated viscosity at the operating
temperature (T =20◦C).
As λiγ˙ → 0, Equation 2.8b suffers from round off errors in calculating χ2i . To avoid this, we
split the calculation of χ2i into two regimes based on the parameter
g = 8α (1−α)(λ γ˙)2 . (2.10)
When g≤ 0.35, we evaluated χ2i using an 8th order Taylor series expansion around g= 0 (given in
Appendix A), and when g> 0.35, we evaluated χ2i using Equation 2.8b. The maximum disagree-
ment at g = 0.35 is 0.054%.
We selected 2 modes for our fit to the experimental data based on model selection with the
Bayesian Information Criterion (BIC) [50], a convenient approximation of the full Bayes factors
which can be used for rheological model selection [51] (see Appendix A). Using 2 modes gives
the lowest BIC, suggesting that this number of modes is most “credible”, even though more modes
may increase the goodness of fit (lower residual). The resulting fit parameters (with their associated
standard error) are given in Table 2.1. Good agreement is seen between the fit and the experimental
data in Figure 2.2.
Accurate measurements at small gaps can be challenging. We have previously addressed ex-
perimental effects to avoid misinterpreting our data [6], which could result in an apparent friction
reduction from non-texture artifacts. These include gap offset error [40, 52–54], and extra normal
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Table 2.1: 2-mode Giesekus model parameters for 0.54wt%PIB in S6 polymer solution
i ηpi [mPa s] λi [ms] αi[−−]
1 8.28 ± 2.10 8.96 ± 4.22 0.0216 ± 0.00631
2 12.28 ± 2.19 0.831 ± 0.209 0.01 ± 0.00736
forces due to non-parallelism [55,56], centrifugal effects in rotation [9,57,58], and surface tension
[40,59]. We have previously shown how we calibrate, correct for, and minimize these experimental
effects [6], with the key results also given in Appendix A.
2.3 Pipkin Space
We can represent the response of the polymer solution flowing over the surface textures through the
use of a dimensional and non-dimensional Pipkin space, which gives regions where flow strength
and transient effects are important [2]. In the dimensional Pipkin space, the time scales of im-
portance are determined solely by the geometry of the surface texture. We define our transient
timescale of the flow similar to previous work in the literature [43, 44, 46, 60] for flow between
parallel disks as
ttrans =
1
Ω
. (2.11)
In the dimensional Pipkin space, we plot 1/ttrans to have units of 1/s.
We also define the strength of the flow as
γ˙ ≡ Uchar
Lchar
=
RΩ
h
(2.12)
and h has been corrected for the gap error offset (see Appendix A).
The dimensional Pipkin space [61] defined by the surface textures tested is given in the bottom
and left axes in Figure 2.3. 1/ttrans is constant for all the different gap heights tested, and decreasing
h increases the shear rate (larger strength of flow).
The non-dimensional Pipkin space is obtained by multiplying 1/ttrans and γ˙ by a characteristic
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Figure 2.3: Dimensional and non-dimensional Pipkin Space [2] spanned by the surface textures
and 0.54wt%PIB in S6. The dimensional transient timescale is defined in Equation 2.11, and the
dimensional shear rate is defined in Equation 2.12. The values are made non-dimensional by the
longest relaxation time from the two-mode Giesekus fit, λ1 =8.96 ms.
relaxation time of the fluid λchar
De≡ λchar
ttrans
(2.13)
Wi≡ λcharγ˙. (2.14)
We choose λchar = λ1, the longest relaxation time of the 2 mode Giesekus model, and the non-
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dimensional Pipkin space is shown in Figure 2.3 on the right and top axes. For our system, the De
is less than 1, but the Wi is O(10), with Wimax = 33.31. Therefore, we expect the non-linearities
of our system to be driven by the strength of the flow, and not by transient effects.
2.4 Results and Discussion
We collected data with the 0.54wt% PIB at the three gap heights given in Figure 2.3; however, for
results with textures we focus attention on data at the smallest gap height, h=269 µm. The smallest
gap produces the largest torques and normal forces due to the associated higher shear rates. We
note that the trends observed are the same at all the gap heights tested.
2.4.1 Shear Stress (Apparent Viscosity) Reduction
Figure 2.4 gives the apparent viscosity for all the surface textures tested. The apparent viscosity
for the flat plate matches the Giesekus model fit, independent of the direction of motion.
The addition of the surface textures causes the zero shear rate viscosity to be lower than the
Giesekus model prediction. The symmetric texture reduces the apparent viscosity the most out
of all the textures tested. We attribute this to the larger change in gap height with the symmetric
texture than with the asymmetric textures. This can be understood by examining the source of the
shear load in the experiments.
To reduce the shear stress, the shear rate must be lowered. Since the range of angular velocities
was the same for all the textures tested, we can see from Equation 2.12 that the shear rate is
lowered by making the local gap height larger. The asymmetric textures increase the gap inside
the textured region linearly from h to h+D such that the maximum gap occurs at a single point
inside the texture. The symmetric texture, however, increases the gap from h to h+D everywhere
inside the textured region. This causes the symmetric texture to have a larger effective gap, a lower
apparent shear rate, and thus a lower apparent shear stress. This is consistent with our previous
work with Newtonian fluids [6, 27].
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Figure 2.4: Experimental shear stress reduction for 0.54wt% PIB in S6 with the surface textures,
given as reduction in apparent viscosity ηa (Equation 2.2) at the smallest gap height tested h=269
µm. The the two-mode Giesekus model fit is also shown (solid black line on all the plots). (A)
flat plate. (B) asymmetric surface texture, β = 5.3◦. (C) β = 9.4◦. (D) β = 14◦. (E) β = 21.7◦.
(F) symmetric surface texture. The addition of the surface textures reduces the apparent viscosity
beyond that seen by shear thinning.
At larger angular velocities, the apparent viscosity with the surface textures shear thins, but
this is less dramatic with the textures compared to the flat plate control. This could be interpreted
as a relative increase in apparent viscosity at higher shear rates (velocities). It could be due to
either secondary flows (inertial or elastic) or elastic instabilities. Consideration of the relevant
dimensionless parameters suggests inertial secondary flow may be generated by the textures, rather
than elastic secondary flow or instability, as we describe below.
Inertia is important when the local gap based Reynolds number Reh is sufficiently large, defined
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Figure 2.5: Contour plots of Reh from Equation 2.15 using Ω = 50 rad/s and η = η0 for all the
textures tested experimentally at h0 = 269 µm. The white line is where Reh=1, and the green
line in where Reh=1.87. The lines are located inside the textured regions, suggesting inertia is
important inside the surface textures.
as
Reh =
ρΩh(r,θ)2
η0
, (2.15)
where ρ is the density of the fluid and η0 is the zero shear rate viscosity. Turian [62] showed
that inertial secondary flows cause an increase in apparent viscosity for cone and plate geometries
proportional to Re2h. For example, a Reynolds number Reh=4 results in a 1% increase in the
measured torque M. For parallel plates, inertial effects can also increase the apparent viscosity.
The effect is slightly larger, e.g. 1% increase in torque occurs at Reynolds number Rehpp=1.87 (see
Appendix A for more details; results for cone and plate geometry also given). Figure 2.5 shows
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Figure 2.6: Contour plots of DeWi for all the textures tested experimentally at h0 = 269 µm and
Ω = 50 rad/s. The product is always less than 21.17, suggesting that elastic instabilities are not
important for the textures tested.
the local Reh defined using Equation 2.15 for all the textures tested at an angular velocity Ω= 50
rad/s. The white line is where Reh=1 (showing where viscous and inertial effects are comparable),
and the green line in where Reh=1.87 (resulting in a 1% increase in torque). The lines are located
inside the textured regions, where the largest Reynolds number at the gap shown is Rehmax=9.6,
suggesting inertia is important inside the surface textures. (When determining the locations where
Reh =1 and Reh =1.87, we assumed a constant viscosity. The shear thinning of the fluid should
cause the regions encompassed by both lines to increase due to higher Reh associated with lower
viscosity).
Since we are also testing at large Wi (Wimax=33.31), elastic instabilities could develop when
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Figure 2.7: Experimental path lines for a 0.5wt% PIB in S6 solution flowing between a custom
made glass plate and the flat plate texture atΩ= 50 rad/s. The path lines are circular and steady (as
opposed to time dependent spirals suggested by Byars et. al. [44]), suggesting elastic instabilities
aren’t important in the experiments.
testing with the flat plate [44,60,63], and these elastic instabilities can cause an increase in apparent
viscosity for elastic liquids [43, 64], even at small Reh. Pakdell and McKinley [60] show that for
flows with curved streamlines, elastic instabilities can occur when
DeWi =
[(
`
R
)
Wi
]
= 21.17 (2.16)
where ` is a characteristic length over which perturbations relax along a streamline and R is a
characteristic radius of curvature. For parallel plate geometries `= λRΩ andR = R. From Equa-
tion 2.16, if the local gap height increases in the direction of flow (lower shear rate), the fluid
would need to become more elastic (larger λ ) for elastic instabilities to occur. But, if the fluid is
not changed as the gap height increases, then the flow will become more stable; this analysis is
consistent with results from 0¨ztekin and Brown [65] who showed that for a fixed De, lowering the
Wi can result in a transtion from unstable to stable flow. Figure 2.6 shows DeWi for all the textures
tested at h0 = 269 µm and Ω= 50 rad/s; the product DeWi< 21.17 for all the textures tested (and
decreases inside the textured region where the gap height increases), suggesting that elastic insta-
bilities are not important for the textures tested. This also matches numerical results with the 3-D
Cauchy Momentum equation using the 2-mode Giesekus model [1], and experimental path lines
for a 0.5wt% PIB in S6 solution flowing between a custom glass plate and the flat plate texture at
Ω= 50 rad/s shown in Figure 2.7, where we do not see formation of time dependent spiral elastic
instabilities (as predicted by Byars et. al. [44]).
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Figure 2.8: Experimental normal force, corrected for inertia and surface tension (see Appendix A),
for all the surface textures. The dotted line is the largest normal force obtained with the flat plate.
(A) flat plate. (B) asymmetric surface texture, β = 5.3◦. (C) β = 9.4◦. (D) β = 14◦. (E) β = 21.7◦.
(F) symmetric surface texture. The normal force with the polymer solution is always positive,
independent of the direction of motion, which is different from Newtonian fluids where the sign of
the normal force changes with the direction of motion [6, 27].
2.4.2 Normal Force Production
Figure 2.8 shows the normal force (which has been corrected for non-texture effects, see Ap-
pendix A). Also shown is the low force limit for our system described in Appendix A; any normal
forces that fall below this experimental limit cannot be reliably attributed to either surface texture
or viscoelastic effects. The dashed black line is the largest normal force produced by the flat plate;
all the texture normal forces will be compared to this line.
The flat plate produces forces above the experimental limit, independent of the direction of
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motion; this is due to viscoelastic effects producing N1 and N2, as shown in Equation 2.1b. (If the
fluid were Newtonian, then the normal force for the flat plate would be within the experimental
limit for all angular velocities tested [6]). From the Giesekus model prediction, N1 (Equation 2.7b)
and N2 (Equation 2.7c) both depend on γ˙2; this coupled with Equation 2.1b suggest that the normal
force should be independent of the direction of motion, which is experimentally observed.
The symmetric texture produced normal forces above the flat plate reference, independent of
the direction of motion. This is consistent with our previous work with Newtonian fluids [6, 27].
The increase in the normal force due to the symmetric texture can be attributed to either inertial or
elastic effects; theoretical work by Stachowiak and Batchelor [20] and numerical work by Schuh
et. al. [7] have shown symmetric textures do not produce a normal force due to viscous effects
when cavitation is not considered. As stated in the previous section, we expect inertial effects to
be important based on the increase in Reh with the symmetric texture. This increase in Reh could
cause non-trivial secondary flows within the textured region, and it as been shown that secondary
flows can cause an increase in the experimentally measured normal force [43, 44, 58]. We expect
this same effect to be present with the asymmetric textures.
The asymmetric surface textures produce normal forces above the flat plate reference, and the
largest normal force is produced with β = 9.4◦, suggesting an optimal value of β for producing
normal forces with asymmetric surface textures. This is consistent with results with Newtonian
fluids [6,7,27] that showed asymmetric textures produce normal forces above the flat plate response
and that there is an optimal β for producing normal forces. However, the normal force produced
with a polymer solution is positive, independent of the direction of motion; this is different from
results with Newtonian fluids, where the sign of the normal force changed with the direction of
motion [6, 7, 27]. This is incredibly useful for bi-directional sliding, because the normal force will
work to always keep the surfaces separated.
What is most interesting at β = 9.4◦ is that the textures add to the baseline viscoelastic effects
in both directions of motion. A large positive effect occurs in one direction (+Ω in our notation),
nearly doubling the normal thrust. If this was caused by low-Reh viscous lubrication effects on the
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flow field, then reversing the flow direction would reverse the effect and subtract from the baseline
by the same amount [6, 7]. Instead, we observe enhancement from textures in both directions of
motion implying a non-trivial coupleing of textures to the viscouealstic flow field. We consider
this in more detail below.
2.4.3 Rationale of Normal Force
That the surface textures increase normal force in both directions of motion is surprising for several
reasons. One contribution of the surface textures is to generate a viscous hydrodynamic normal
force
(FN)Hydrodynamics ∼ η0γ˙1 (2.17)
where we emphasize the linear scaling and implied sign change when γ˙ changes sign. Indeed, these
same textures coupled with a Newtonian fluid in our previous work
(
Reh ∈
[
4.5x10−6,1.2
]
)
)
, led
to opposite effects depending on the direction of motion [6].
The viscoelastic effects must also be considered, and it is not obvious that the textures should
increase normal stress effects. In fact, based on simple analysis that the textures decrease the
apparent shear rate [6], the normal force due to elastic effects should decrease, since N1 and N2 are
smaller at lower shear rates (Equations 2.7b and 4.7)
(FN)Shear Normal ∼ N1−N2 ∼ ηpλ γ˙2. (2.18)
Our observations of increased FN contradict this simple prediction.
Another perspective on the data is to consider a simple superposition of hydrodynamics and
viscoelasticity
FN
?
= (FN)Hydrodynamics+(FN)Shear Normal ∼ η0γ˙1+ηpλ γ˙2.
Comparing experiments to this simple prediction will help indicate the conditions where non-
trivial effects occur. To obtain a quantitative comparison between the simple superposition and
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the experimental data, we first calculate the effective shear rate to be used in obtaining the shear
normal stresses with the textured surfaces as
γ˙e f f =
RΩ
h¯
(2.19)
where the characteristic average gap is
h¯ =
Ntex
piR2
∫ ϕ/2
−ϕ/2
∫ R
Ri
h(r,θ)rdrdθ (2.20)
and Ntex is the number of periodic textures, ϕ is the angle taken up by 1 of the periodic textures,
Ri is the finite inner radius (needed for numerical calculations [7]) and R is the outer radius. This
effective shear rate is used to calculate the effective N1 and N2 using Equations 2.7b and 4.7 with
the parameters obtained from the Giesekus model fit to the flat plate data.
The hydrodynamic forces are numerically calculated using a Galerkin pseudo-spectral solver
for the Reynolds equation [7] where the viscosity input is the zero shear viscosity η0 of our vis-
coelastic fluid. This serves as an upper bound estimate to the hydrodynamic forces.
These two effects are added together to get the superposition of shear normal and hydrodynamic
forces, which are compared to the experimental values in Figure 2.9. Table 2.2 compares the
normal force at Ω = 50 rad/s, the highest velocity where the maximum disagreement occurs, for
both the experiments and the simple superposition. The simple superposition only matches the data
for the flat plate, which was used to obtain the fit parameters for the fluid. For all the other textured
surfaces, the simple superposition is smaller than the experimental results. Furthermore, the excess
experimental normal force above the simple superposition increases with the maximum gap height
inside each textured region as shown in Table 2.2. Clearly, normal forces obtained are not a simple
superposition of hydrodynamics and shear normal stresses. The disagreement increases with larger
texture geometries, and we hypothesize that the textures change the flow field through inertial and
elastic effects that are not present with the flat plate.
The above analysis for the simple superposition does not include inertial or viscoelastic sec-
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Figure 2.9: Comparison of experimentally measured normal forces to a superposition of hydro-
dynamic (from the Reynolds equation and η = η0) and viscoelastic normal forces (using Equa-
tions 2.7b-2.7c and 2.19) for all the surface textures tested. The simple superposition is always
lower than the experimentally measured normal forces, suggesting that the normal forces are not a
simple superposition.
ondary flow effects. In Appendix A we show that the normal force produced for flow of a Newto-
nian fluid between parallel plates changes due to inertial secondary flows as
FN =− 340piR
2ρ (RΩ)2
(
1− 277
277200
(
ρΩh20
η
)2
+ · · ·
)
. (2.21)
which is due to centripetal acceleration, and is direction independent. It has been shown that
inertial effects can increase the normal force produced by surface textures [20, 66, 67], and this
increase is larger for faster sliding speeds. The largest deviations between the simple superposition
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Table 2.2: Comparison of the experimental and simple superposition normal force values for each
texture atΩ= 50 rad/s. The percent increase in the experimental FN above the simple superposition
correlates with the rise in the maximum gap height inside each textured region.
Texture Superposition [N] Experiments [N] Percent Increase FNexp [%]
Flat 0.115 0.117 2.18
β = 5.3◦ 0.122 0.148 21.71
β = 9.4◦ 0.101 0.187 86.27
β = 14◦ 0.0796 0.165 107.21
β = 21.7◦ 0.0535 0.144 169.79
Symmetric 0.0316 0.133 320.85
and the experiments occur at the largest angular velocities, which will have the largest Reh for each
texture.
We can further extend the above analysis to include viscoelastic secondary flows by examining
the axisymmetric flow of a second order fluid [12], whose shear stress tensor is given as
τ = η0γ
(1)
− 1
2
Ψ10γ
(2)
+Ψ20
[
γ
(1)
· γ
(1)
]
, (2.22)
between parallel plates with nominal gap height h0 in the thin film limit. To simplify the equations,
we assume that Ψ20 ≡ 0 (which we can assume for the 0.54wt% PIB in S6 solution which has
−Ψ20/Ψ10 < 0.1); we note, however, that this will exclude purely elastic secondary flows (Reh =
0) from our analysis, since it has been shown that elastic perturbations to the flow field come from
second normal stress difference effects [68–71]. The governing equations (upon simplification)
are
1
r
∂
∂ r
(rur)+
∂uz
∂ z
= 0 (2.23a)
−∂ p
∂ r
+η0
∂ 2ur
∂ z2
+
Ψ10
r
[(
∂ur
∂ z
)2
−
(
∂uθ
∂ z
)2]
+Ψ10
∂
∂ r
[(
∂ur
∂ z
)2]
−ρ
(
ur
∂ur
∂ r
− u
2
θ
r
)
= 0
(2.23b)
η0
∂ 2uθ
∂ z2
+
2Ψ10
r
[
∂ur
∂ z
∂uθ
∂ z
]
+Ψ10
∂
∂ r
[
∂ur
∂ z
∂uθ
∂ z
]
−ρ
(
ur
∂uθ
∂ r
+
uruθ
r
)
= 0 (2.23c)
−∂ p
∂ z
= 0, (2.23d)
32
with boundary conditions on the velocity field
ur (z =−h0) = ur (z = 0) = 0 (2.24a)
uθ (z =−h0) = 0, uθ (z = 0) = rΩ (2.24b)
uz (z =−h0) = uz (z = 0) = 0. (2.24c)
Solving the governing equations using a regular perturbation expansion in both Reh =
ρΩh20
η0
and De= Ψ10Ωη0 [67, 72] (where
Ψ10
η0 is an estimate of the relaxation time λ , which gives De= λΩ
as defined in Section 2.3) to 3rd order (in a similar manner as that done for a Newtonian fluid, full
velocity and pressure fields given in Appendix A) eventually gives the normal force as
FN =
piR2
4
Ψ10
(
RΩ
h0
)2
− 3
40
piR2ρ (RΩ)2
(
1− 277
277200
Re2h−
494
14175
RehDe+
37
315
De2+ · · ·
)
.
(2.25)
This suggests that changes in the normal force are coupled between both finite inertia and vis-
coelastic effects. We can also see that for Equation 2.25, in the limit De→ 0 (Ψ1→ 0), we recover
the normal force given in Equation 2.21. However, in the limit Reh→ 0, we obtain no perturbation
to the base flow solution. This gives insight that while both inertia and viscoleasticity are needed
to increase the normal force (after the inertial corrections given in Appendix A), inertial effects are
more important (note the centripetal acceleration term) and inertia is required for increased normal
force (note final term ∼De2).
To quantify the inertial and viscoelastic effects for the increase in the normal force, we first
evaluate Equation 2.25 in Table 2.3 (using η0 andΨ10 from the 2-mode Giesekus model, the largest
gap height for each texture, and Ω= 50 rad/s). Here, the De is the same for all the textures tested,
but the Reh increases with the maximum gap height. The percent increase in the normal force due
to combined inertia and elastic effects also increases significantly with the Reh, up to a maximum
around 172% for the symmetric texture; this trend matches the results given in Table 2.2 where
the deviation between the experiments and the simple superposition increases with the maximum
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gap height inside the textured region. This trend is also seen when De=0 (only inertial effects),
but the percent increase in FN is orders of magnitude smaller than that from combined inertia and
viscoelastic effects.
We also evaluated Equation 2.25 in Table 2.4 where we fixed the Reh (using η0 from the
2-mode Giesekus model, h0=269µm, and Ω = 50 rad/s) and varied De to theoretically assess
viscoelastic coupling. Here, we see no significant deviation in the percent decrease (since the
values are negative) in the normal force as De increases up to 1; all of the values are less than 1%.
This, coupled with the results from Table 2.3, suggest that inertial secondary flows dominate for
the increase in the normal force beyond the simple superposition. Therefore, any model used to
design the fluid and texture system should also include finite inertia effects.
Table 2.3: Increase in the normal force for a second order fluid, where we use η0 and Ψ10 from the
2-mode Giesekus model, the largest gap height for each texture, and Ω= 50 rad/s.
Texture De= Ψ10Ωη0 [–] Rehmax =
ρΩh2max
η0 [–]
Percent Increase
FN [%]
Percent Increase
FN (De=0) [%]
Flat 0.280 0.105 -0.092 0
β = 5.3◦ 0.280 0.980 0.140 0.096
β = 9.4◦ 0.280 2.257 4.33 0.509
β = 14◦ 0.280 4.283 23.38 1.833
β = 21.7◦ 0.280 8.952 151.89 8.008
Symmetric 0.280 9.400 172.19 8.830
Table 2.4: Increase in the normal force for a second order fluid, where we use η0 from the 2-mode
Giesekus model, h0 = 269µm, and Ω= 50 rad/s.
h0 [µm] De= Ψ10Ωη0 [–] Reh0 =
ρΩh20
η0 [–]
Percent Increase
FN [%]
Percent Increase
FN (De=0) [%]
269 0.125 0.105 -0.034 0
269 0.250 0.105 -0.081 0
269 0.375 0.105 -0.126 0
269 0.500 0.105 -0.172 0
269 0.625 0.105 -0.219 0
269 0.750 0.105 -0.265 0
269 0.875 0.105 -0.311 0
269 1.000 0.105 -0.357 0
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Figure 2.10: Coefficient of friction (Equation 2.26) for all the surface textures tested at |Ω| = 50
rad/s. (A) comparison to friction coefficients with a Newtonian fluid. (B) zoom in of friction
coefficients with the 0.54wt% PIB polymer solution. Both directions of motion are shown with
the polymer solution because the normal force is always positive, whereas the Newtonian fluid is
only shown in the direction of +Ω. The addition of the polymer causes the friction coefficient to
be lower than the Newtonian fluid. For these conditions, an optimal asymmetric surface texture for
decreasing friction with surface textures and polymeric fluids is around β = 9.4◦.
2.4.4 Effective Coefficient of Friction
Shear stress reduction (Figure 2.4) and normal force production (Figure 2.8) are both desired, but
are maximum for different textures (symmetric and β = 9.4◦ respectively). To find a single opti-
mum, we can combine these two effects into a single performance metric, the effective coefficient
of friction, defined as [6, 7]
µ∗ ≡ FT
FN
=
M/R
FN
(2.26)
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which can be used to determine the optimal texture configuration. Figure 2.10 shows the experi-
mental results for µ∗ for all the textures at the largestΩ for all the gap heights tested. Figure 2.10A
compares the results with the polymer solution to results with Newtonian fluids. We have previ-
ously shown that for Newtonian fluids (when the normal force is above the experimental limit)
the coefficient of friction is independent of η and Ω [6, 7], since the torque and normal force both
scale linearly with η and Ω. The coefficient of friction with Newtonian fluids is only shown in the
+Ω direction; in the −Ω direction, µ∗ is negative, due to the change in sign of the normal force
[6, 7]. The coefficient of friction with the polymer solution, however, is shown in both directions
of motion; this is because the normal force with the polymer solution is always positive.
Figure 2.10A shows that µ∗ with the polymer solutions is always lower than µ∗ with Newtonian
fluids for all of the textures tested at the same gap height. This is because the polymer solution
is shear thinning (reduction in the numerator) and produces a normal force due to circular stream
lines [9] (increase in denominator). This suggests that polymer solutions are more effective at
friction reduction than Newtonian fluids.
Figure 2.10B shows the coefficient of friction for only the polymer solution. At the largest
gap height, there appears to be a local maximum in µ∗; this is most likely due to the normal forces
being close to the experimental limit at this gap height. As the gap height is lowered, the coefficient
of friction also lowers; this is due to the larger shear rates associated with smaller gap heights,
which results in larger shear thinning and larger production of normal forces. The flat plate has
the largest µ∗ for all textures tested, since the normal force with the flat plate is the smallest of all
the tested geometries. The addition of the surface textures lowers µ∗, and the asymmetric surface
textures lower the coefficient of friction more than the symmetric texture. This is consistent with
Newtonian fluids were the asymmetric surface textures reduced friction more than the symmetric
texture [6, 7, 27]. Figure 2.10B also suggests that, for these conditions, there is an optimal β for
reducing friction with polymer solutions close to 9.4◦, independent of the gap height.
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2.5 Conclusions
We have systematically tested the effects of surface texture depth profile on friction reduction with
a polymer solution for varying Reh, Wi, and De. We showed that the shear stress on the flat plate
can be lowered through shear thinning, resulting in a lower apparent viscosity. Surface textures
are able to reduce the shear stress beyond that seen by shear thinning, until inertial effects become
important.
The flat plate produces normal forces above the experimental limit due to shear normal stresses
and closed circular streamlines. The addition of surface textures causes the normal force to be
above the flat plate reference and the largest normal forces are produced with β = 9.4◦. The
normal forces produced with the textures are always positive, which is different from Newtonian
fluids where the sign of the normal force depends on the direction of motion. This is incredibly
useful for bi-directional sliding, because the normal force will always work to separate the two
surfaces.
We also showed that the normal forces produced with the surface textures are larger than those
predicted by a simple superposition of hydrodynamics and viscoelasticity, and the deviation from
a simple superposition is most likely due to finite inertia effects. This suggests that the geometry
of the surface texture has a non-trivial coupling to the flow field of the polymer solution.
Finally, we showed that the effective coefficient of friction with surface textures and a polymer
solution is always lower than those with surface textures and Newtonian fluids due to the normal
force production and shear thinning observed with the polymer solution. The asymmetric surface
textures reduce friction the most out of all the surface textures tested, and there appears to be an
optimal value of β for decreasing friction around β = 9.4◦.
The experimental data set presented here can be used to validate mathematical models for de-
sign with viscoelastic fluids and surface textures where the surface texture and fluid viscoelasticity
are design variables that can be optimized. More general surface textures will give better results
(lower friction, larger normal forces) than the asymmetric surface textures presented here [8], and
the viscoelastic fluid design can be considered simultaneously with texture design. The main chal-
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lenges with the fluid design are the representation of the fluid parameters [4], and solving the
computationally expensive design problem, which we are approaching with surrogate modeling
techniques [1, 73].
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Chapter 3
Mathematical Modeling of Surface Textures
and Non-Newtonian Fluids
3.1 Introduction
Design optimization iteratively solves the given problem to determine the optimal solution, and
this iterative procedure increases the computational cost of the design problem. Therefore, we seek
the simplest model that captures the underlying physics of our system and can be solved quickly.
In a previous study on lubricated sliding (Chapter 2), we showed experimentally that using Non-
Newtonian fluids resulted in lower friction with surface textures than when using Newtonian fluids,
and also showed that the normal forces produced were always positive, which is incredibly useful
for bi-directional sliding. The experiments also suggested that there is an optimal texture surface
for decreasing friction with Non-Newtonian fluids. Mathematical models are needed to determine
this optimal solution; here, the governing equations are, in general when using continuum theory,
the Cauchy momentum equation (conservation of momentum), where the fluid stresses are coupled
to the velocity field through a rheological model, and conservation of mass.
There is no single model for nonlinear rheology [4], as shown in Figure 3.1, and depending
where the problem of interest lies in the Pipkin space [2], different models might be more appli-
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OFE 
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Fully Nonlinear (all regions) 
 1) UCM 
 2) Giesekus 
 3) FENE-P 
 4) Johnson-Segalman 
 5) Phan-Thien-Tanner 
 6) K-BKZ 
 And many others 
  
Figure 3.1: Plot of Weissenberg number (Wi) and Deborah number (De) that forms a Pipkin space
[2] and maps where rheological models apply [9]. Models shown are the Newtonian Fluid (NF),
Generalized Newtonian Fluid (GNF), Linear Viscoelastic (LVE), Ordered Fluid Expansion (OFE),
Criminale-Ericksen-Filbey (CEF) [10], and Fully Nonlinear models. Different models will need to
be used, depending on where the design problem falls on the Pipkin space.
cable [9]. In Figure 3.2 (where γ˙ = RΩh and ttrans =
1
Ω [43, 60, 65]), we show that our lubricated
sliding case study (Chapter 2) lies in the low De and high Wi regime, where nonlinear fluid behav-
ior (such as shear thinning) and terminal regime viscoelastic effects are important. Therefore, our
fluid model should also include these behavior; Figure 3.1 suggests that we could use either the
Criminale-Ericksen-Filbey (CEF) model [10] or a choice from the fully nonlinear models for our
system.
Using a fully nonlinear model with the full time-dependent Cauchy momentum equations is
not ideal for design. When using nonlinear rheological models, the design parameters are constant
values and are typically a viscosity, a relaxation time, and a model specific nonlinear parameter (for
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Figure 3.2: Dimensional and non-dimensional Pipkin Space [2] spanned by the surface textures
and 0.54wt%PIB in S6. The dimensional transient timescale is defined as 1Ω [43, 60, 65], and the
dimensional shear rate is defined as RΩh . The values are made non-dimensional by the longest
relaxation time from the two-mode Giesekus fit, λ1 =8.96 ms.
example, α in the Giesekus model [5,12], b in the FENE-P [74,75], etc); the resulting rheological
material functions are governed by these model dependent parameters, which limits the functions to
predetermined curves. Also, the models are typically material specific, so selecting a given model
limits designs to a given material class. When using the full time-dependent Cauchy momentum
equation, the resulting system of equations are computationally expensive (steady state with 2
mode Giesekus model takes ∼430 s to compute on a 9x9x5 grid), numerical blow up can occur at
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high Wi [13], and, in cylindrical coordinates, instabilities from the constitutive model can occur
at r = 0 [14]. Problems with numerical and constitutive model instabilities can be eliminated by
using the steady-state Cauchy momentum equation, but the resulting system of equations will still
be computationally expensive because nonlinear solution methods (Newton’s method, conjugate
gradient method [76], etc) must be used [13].
We can decrease the computational cost by using the thin film approximation, which can reduce
the number of equations from 10 (conservation of momentum in three directions, conservation of
mass, and constitutive equation for the stress) to one (determination of pressure to enforce continu-
ity). Modified Reynolds equations have previously been derived to include viscoelastic and inertial
effects using a modified second order fluid (SOF) model (using the co-rotational derivative in-
stead of the upper-convected derivative) [77,78], and viscoelastic effects with the upper-convected
Maxwell (UCM) [16,17], Oldroyd-B [19], and Phan-Thien-Tanner (PTT) model [18]. All of these
models have shown that viscoelastic effects increase the separating normal force.
The previously derived modified Reynolds equations either miss shear thinning effects (SOF,
UCM, and Oldroyd-B) or are material class specific (UCM, Oldroyd-B, and PTT). We can elimi-
nate these problems by using the CEF model, which is material independent, predicts shear thin-
ning, and gives the stress tensor directly using the measurable rheological material functions η (γ˙),
Ψ1 (γ˙), and Ψ2 (γ˙), which can take any shape that satisfies fundamental laws (for example, the
2nd Law of Thermodynamics). Ashmore et. al. [79] previously used the CEF model to include
viscoelasticity in the thin film governing equations; however, their analysis focused on finding the
thickness of a fluid film in coating processes, and did not use the CEF model in determining the
velocity field.
Here, we use the CEF model in the thin film limit to calculate the velocity and pressure field
for flow of a Non-Newtonian fluid over a textured surface. The thin film approximation allows us
to derive a modified form of the Reynolds equation (CEF-Reynolds equation) that includes shear
thinning, viscoelasticity, and inertia. We solve the CEF-Reynolds equation using the Galerkin
pseudospectral method, and compare the numerical results to experiments, validating the model.
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The agreement between the model and experiments is not perfect, but the model captures the cor-
rect sign and serves as a lower bound estimate to the experimental normal force. Most importantly,
calculating the solution with the CEF-Reynolds equation takes approximately 21 s to compute on
a 66x66 grid, which is nearly 1900% faster than the full Cauchy momentum equation, validating
the model for use in design.
3.2 CEF Model Rheological Properties
The CEF model [10, 12, 13] gives the shear stress in tensorial form as
τ = η (γ˙)γ
(1)
− 1
2
Ψ1 (γ˙)γ
(2)
+Ψ2 (γ˙)
[
γ
(1)
· γ
(1)
]
(3.1)
where γ
(1)
=∇u+(∇u)T is the rate of strain tensor, γ˙ =
√
1
2γ(1)
: γ
(1)
is the second scalar invariant
of the rate of strain tensor, and γ
(2)
is the upper-convected derivative of the rate of strain tensor. In
Figure 3.1, we show that the CEF model spans the Wi axis and predicts viscoelasticity similar to the
2nd Order Fluid Expansion [12]. Details of this model are given in Appendix B; the key features
are that it predicts shear thinning, normal stress generation, terminal regime viscoelasticity, and
extensional thickening.
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3.3 Derivation of the CEF-Reynolds Equation
3.3.1 Governing Equations
Now that we have shown that the CEF model captures the main physics of the experiments, we use
the CEF model in the incompressible Cauchy-Momentum equation [12, 13]
∇ ·u = 0 (3.2a)
ρ
(
∂u
∂ t
+[u ·∇]u
)
=−∇p+∇ · τ (3.2b)
τ = η (γ˙)γ
(1)
− 1
2
Ψ1 (γ˙)γ
(2)
+Ψ2 (γ˙)
[
γ
(1)
· γ
(1)
]
, (3.2c)
where the u is the velocity vector, p is the pressure, and ρ is the fluid density, the gradient and di-
vergence operators are appropriate for cylindrical coordinates, and the coordinate system is defined
in Figure 3.3.
We can simplify the governing equations in the thin film limit by assuming:
1. h(r,θ)/R→ 0; thin film approximation to neglect velocity gradients in the flow direction.
Fixed
z
r 3 Rotating r+
- 
Figure 3.3: Periodic cell of textured surface in cylindrical coordinates. The coordinate system and
directions of motion are defined as shown.
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2. The shear rate is
γ˙ (r,θ)≡
√
1
2
γ
1
: γ
1
≈ rΩ
h(r,θ)
, (3.3)
which is independent of z, where Ω is the angular velocity of the flat plate.
3. Ψ2 = 0, so that τzz = 0.
Under these assumptions, the incompressible conservation of momentum equations simplify to
1
r
∂
∂ r
(rur)+
1
r
∂uθ
∂θ
+
∂uz
∂ z
= 0 (3.4a)
−∂ p
∂ r
+η (γ˙)
∂ 2ur
∂ z2
+
Ψ1 (γ˙)
r
[(
∂ur
∂ z
)2
−
(
∂uθ
∂ z
)2]
+ρ
u2θ
r
= 0 (3.4b)
−1
r
∂ p
∂θ
+η (γ˙)
∂ 2uθ
∂ z2
+
2Ψ1 (γ˙)
r
[
∂ur
∂ z
∂uθ
∂ z
]
−ρ uruθ
r
= 0 (3.4c)
−∂ p
∂ z
= 0, (3.4d)
with boundary conditions on the velocity field
ur (z =−h(r,θ)) = ur (z = 0) = 0 (3.5a)
uθ (z =−h(r,θ)) = 0, uθ (z = 0) = rΩ (3.5b)
uz (z =−h(r,θ)) = uz (z = 0) = 0 (3.5c)
to satisfy the no slip and no penetration condtions, where ur, uθ , and uz are the velocities in the r,
θ , and z directions respectively. The resulting simplified conservation of momentum equations are
a set of coupled, nonlinear, second order partial differential equations for the velocity.
3.3.2 Perturbation Solution
Because the governing equations are a set of coupled, nonlinear partial differential equations, we
first non-dimensionalize them to determine the dominant effects. We use the non-dimensional
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variables
r∗ =
r
R
(3.6a)
z∗ =
z
h0
(3.6b)
u∗r =
ur
RΩ
(3.6c)
u∗θ =
uθ
RΩ
(3.6d)
u∗z =
uz
RΩ
(
h0
R
) (3.6e)
η∗ =
η (γ˙)
η0
(3.6f)
Ψ∗1 =
Ψ1 (γ˙)
Ψ10
(3.6g)
p∗ =
p
η0Ω
(
R
h0
)2 (3.6h)
where R is the outer radius of the textured disk, h0 is the maximum gap height, η0 is the zero shear
viscosity, and Ψ10 is the zero shear first normal stress difference coefficient.
Substituting the non-dimensional variables into the governing equations gives
1
r∗
∂
∂ r
(r∗u∗r )+
1
r∗
∂u∗θ
∂θ
+
∂u∗z
∂ z∗
= 0 (3.7a)
−∂ p
∗
∂ r∗
+η∗
∂ 2u∗r
∂ z∗2
+De
Ψ∗1
r∗
[(
∂u∗r
∂ z∗
)2
−
(
∂u∗θ
∂ z∗
)2]
+Reh
u∗2θ
r∗
= 0 (3.7b)
− 1
r∗
∂ p∗
∂θ
+η∗
∂ 2u∗θ
∂ z∗2
+De
2Ψ∗1
r∗
[
∂u∗r
∂ z∗
∂u∗θ
∂ z∗
]
−Reh
u∗r u∗θ
r∗
= 0 (3.7c)
−∂ p
∗
∂ z∗
= 0 (3.7d)
where we have defined the Reynolds number as Reh≡ ρΩh
2
0
η0 and the Deborah number as De≡
Ψ10Ω
η0 .
We expand the velocity and pressure fields using a regular perturbation expansion in both the
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Reh and De [16, 67, 72]
u∗r = u
∗
r0 +Rehu
∗
rI +Deu
∗
rE +O
(
Re2h,De
2) (3.8a)
u∗θ = u
∗
θ0 +Rehu
∗
θI +Deu
∗
θE +O
(
Re2h,De
2) (3.8b)
u∗z = u
∗
z0 +Rehu
∗
zI +Deu
∗
zE +O
(
Re2h,De
2) (3.8c)
p∗ = p∗0+Reh p
∗
I +Dep
∗
E +O
(
Re2h,De
2) . (3.8d)
We expand in this manner because in the limit that both the Reh and De tend to 0, we should
recover the governing equations for the traditional Reynolds equation [7, 80], which was derived
for a Newtonian fluid (De=0) with no inertia effects (Reh=0).
After substituting the expansions into the governing equations and collecting the same order
terms, we obtain the following non-dimensional equations:
0th Order Terms
1
r∗
∂
∂ r
(
r∗u∗r0
)
+
1
r∗
∂u∗θ0
∂θ
+
∂u∗z0
∂ z∗
= 0 (3.9a)
η∗
∂ 2u∗r0
∂ z∗2
=
∂ p∗0
∂ r∗
(3.9b)
η∗
∂ 2u∗θ0
∂ z∗2
=
1
r∗
∂ p∗0
∂θ
(3.9c)
∂ p∗0
∂ z∗
= 0 (3.9d)
Order RehTerms
1
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∂
∂ r
(
r∗u∗rI
)
+
1
r∗
∂u∗θI
∂θ
+
∂u∗zI
∂ z∗
= 0 (3.10a)
η∗
∂ 2u∗rI
∂ z∗2
=
∂ p∗I
∂ r∗
− u
∗2
θ0
r∗
(3.10b)
η∗
∂ 2u∗θI
∂ z∗2
=
1
r∗
∂ p∗I
∂θ
+
u∗r0u
∗
θ0
r∗
(3.10c)
∂ p∗I
∂ z∗
= 0 (3.10d)
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Order De Terms
1
r∗
∂
∂ r
(
r∗u∗rE
)
+
1
r∗
∂u∗θE
∂θ
+
∂u∗zE
∂ z∗
= 0 (3.11a)
η∗
∂ 2u∗rE
∂ z∗2
=
∂ p∗E
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−Ψ
∗
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(∂u∗r0
∂ z∗
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η∗
∂ 2u∗θE
∂ z∗2
=
1
r∗
∂ p∗E
∂θ
− 2Ψ
∗
1
r∗
[
∂u∗r0
∂ z∗
∂u∗θ0
∂ z∗
]
(3.11c)
∂ p∗E
∂ z∗
= 0 (3.11d)
To reduce the total number of governing equations, we combine the corresponding equations
for the order Reh and order De terms, since both equations are linear in the variables of interest (uI
and uE depend only on u0) and both must satisfy the incompressibility constraint. After performing
the superposition, we introduce new variables, defined as
u∗r1 = u
∗
rI +u
∗
rE (3.12a)
u∗θ1 = u
∗
θI +u
∗
θE (3.12b)
u∗z1 = u
∗
zI +u
∗
zE (3.12c)
p∗1 = p
∗
I + p
∗
E (3.12d)
so that the resulting equations are
1
r∗
∂
∂ r
(
r∗u∗r1
)
+
1
r∗
∂u∗θ1
∂θ
+
∂u∗z1
∂ z∗
= 0 (3.13a)
η∗
∂ 2u∗r1
∂ z∗2
=
∂ p∗1
∂ r∗
−Ψ
∗
1
r∗
(∂u∗r0
∂ z∗
)2
−
(
∂u∗θ0
∂ z∗
)2− u∗2θ0
r∗
(3.13b)
η∗
∂ 2u∗θ1
∂ z∗2
=
1
r∗
∂ p∗1
∂θ
− 2Ψ
∗
1
r∗
[
∂u∗r0
∂ z∗
∂u∗θ0
∂ z∗
]
+
u∗r0u
∗
θ0
r∗
(3.13c)
∂ p1
∂ z∗
= 0. (3.13d)
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In dimensional form, the final governing equations and boundary conditions for the 0th order
(base solution) and 1st Order (perturbation to base solution) are
0th Order
1
r
∂
∂ r
(rur0)+
1
r
∂uθ0
∂θ
+
∂uz0
∂ z
= 0 (3.14a)
η (γ˙)
∂ 2ur0
∂ z2
=
∂ p0
∂ r
(3.14b)
η (γ˙)
∂ 2uθ0
∂ z2
=
1
r
∂ p0
∂θ
(3.14c)
∂ p0
∂ z
= 0 (3.14d)
ur0 (z =−h(r,θ)) = ur0 (z = 0) = 0 (3.14e)
uθ0 (z =−h(r,θ)) = 0, uθ0 (z = 0) = rΩ (3.14f)
uz0 (z =−h(r,θ)) = uz0 (z = 0) = 0 (3.14g)
1st Order
1
r
∂
∂ r
(rur1)+
1
r
∂uθ1
∂θ
+
∂uz1
∂ z
= 0 (3.15a)
η (γ˙)
∂ 2ur1
∂ z2
=
∂ p1
∂ r
−Ψ1 (γ˙)
r
[(
∂ur0
∂ z
)2
−
(
∂uθ0
∂ z
)2]
−ρ u
2
θ0
r
(3.15b)
η (γ˙)
∂ 2uθ1
∂ z2
=
1
r
∂ p1
∂θ
− 2Ψ1 (γ˙)
r
[
∂ur0
∂ z
∂uθ0
∂ z
]
+ρ
ur0uθ0
r
(3.15c)
∂ p1
∂ z
= 0 (3.15d)
ur1 (z =−h(r,θ)) = ur1 (z = 0) = 0 (3.15e)
uθ1 (z =−h(r,θ)) = uθ1 (z = 0) = 0 (3.15f)
uz1 (z =−h(r,θ)) = uz1 (z = 0) = 0 (3.15g)
Once the 0th order terms are known, the 1st order terms can be obtained.
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3.3.3 CEF-Reynolds Equation
We solve the governing equations above in the same manner as the tradition Reynolds equation
[7, 80]. The steps are:
1. Obtain the velocities in the r and θ direction in terms of the unknown pressure field and the
boundary conditions.
2. Substitute the obtained velocities into the incompressibility equation.
3. Integrate over the z direction and use Leibniz’s rule for integrating the derivatives in the r
and θ direction.
Using these steps, we eventually obtain two equations for the unknown pressure fields p0 and
p1, given as
1
r
∂
∂ r
(
rh3
12η
∂ p0
∂ r
)
+
1
r
∂
∂θ
(
h3
12ηr
∂ p0
∂θ
)
=
1
r
∂
∂θ
(
rΩh
2
)
(3.16)
and
1
r
∂
∂ r
(
rh3
12η
∂ p1
∂ r
)
+
1
r
∂
∂θ
(
h3
12ηr
∂ p1
∂θ
)
=
1
r
∂
∂ r
(rGr)+
1
r
∂
∂θ
(Gθ ) (3.17a)
Gr =
rΩh
40
(
ρΩh2
η
)
Br +
rΩh
12
(
Ψ1Ω
η
)
Ar (3.17b)
Br = 1− 13
(
1
ηΩ
∂ p0
∂θ
(
h
r
)2)
+
1
28
(
1
ηΩ
∂ p0
∂θ
(
h
r
)2)2
(3.17c)
Ar =−1− 120
(
1
ηΩ
∂ p0
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(
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r
)2)2
+
1
20
(
1
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r
∂ p0
∂ r
(
h
r
)2)2
(3.17d)
Gθ =
rΩh
240
(
ρΩh2
η
)
Bθ +
rΩh
120
(
Ψ1Ω
η
)
Aθ (3.17e)
Bθ =
(
1
ηΩ
r
∂ p0
∂ r
(
h
r
)2)
− 3
14
(
1
(ηΩ)2
r
∂ p0
∂ r
∂ p0
∂θ
(
h
r
)4)
(3.17f)
Aθ =
(
1
(ηΩ)2
r
∂ p0
∂ r
∂ p0
∂θ
(
h
r
)4)
. (3.17g)
Equation 3.16 resembles the traditional form of the Reynolds equation in cylindrical coordi-
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nates [7, 81], and includes shear thinning. Equation 3.17a also resembles the traditional Reynolds
equation, and the right hand side depends on the local Reynolds number Reh and the local relation
of elasticity to viscosity, which can be interpreted as a local Deborah number, De.
Once Equations 3.16 and 3.17a are solved (with suitable boundary conditions), the velocity
field can be obtained. The pressure and velocity fields can then be used to calculate the normal
force and torque on the moving flat plate; details on the numerical methods used to obtain the
pressure and velocity fields are given in Appendix B.
3.4 Parametrization of Rheological Material Functions
In order to use the CEF-Reynolds equation for analysis, the rheological material functions η (γ˙)
and Ψ1 (γ˙) must be parametrized in some way; different methods are given in Table 3.1. We
could naively parametrize the material functions using a generic representation (for example, us-
ing splines, superposition of basis functions, or Be´zier curves), which would ultimately ask how
well could the objectives be met without constraining the material properties. This representation
might not satisfy fundamental laws (for example the second law of thermodynamics); this can be
corrected by using known GNF models (for example, the Carreau-Yasuda or Cross model [12])
which give monotonically increasing or decreasing curves. However, with either of these methods,
there are no constraints relating η (γ˙) to Ψ1 (γ˙).
We can eliminate this problem by parameterizing the rheological material functions using the
analytical steady shear response for fully nonlinear rheological models for any material class (for
example, Giesekus [5, 12] or FENE-P [74, 75]). This representation may constrain the rheological
material functions to model specific curves, but the functions may be more realizable with real
material formulations than the generic representations. The model parameters could be general;
however, we focus on using values related to experiments. Our selected method (using the rheo-
logical material functions given by the multi-mode Giesekus model) is given in bold in Table 3.1.
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Table 3.1: Different methods of parameterizing the rheological material functions η (γ˙) andΨ1 (γ˙)
for use in the CEF-Reynolds equation. General parameterizations ask how well could the objec-
tives be met without constraining the material properties. Model specific representations may add
constraints to the properties, but may be more realizable with real material formulations.
Method Examples
General (Arbitrary Shapes)
Splines
Orthogonal basis functions
Be´zier curves
GNF Parameterization (Monotonic
Behavior)
Carreau-Yasuda [12]
Cross [9, 12]
Model Specific Curves (η (γ˙) and
Ψ1 (γ˙) Constrained)
FENE-P [74]
Johnson-Segalman [82]
Co-rotational Maxwell [12]
Giesekus [5]
3.5 Viscous Heating Effects
Previously, we have shown viscous heating effects to be important at large angular velocities for
high viscosity fluids [6]. We include viscous heating effects in the CEF-Reynolds equation using
the energy equation (in the thin film limit)
∂ 2T
∂ z2
=−η (γ˙,T0)
κ
(
rΩ
h(r,θ)
)2
e−Γ(T−T0) (3.18)
where Γ is the coefficient for the exponential model for viscosity vs. temperature [80], κ is the
thermal conductivity of the fluid, T0 is some reference temperature, and η (γ˙,T0) is the viscosity as
a function of shear rate at the reference temperature. The energy equation can be further simplified
by introducing
Θ≡ T −T0 (3.19)
Na≡ (rΩ)
2
κ
∣∣∣∣∂η∂T
∣∣∣∣∣∣∣∣
T=T0
=
Γη (γ˙,T0)(rΩ)2
κ
(3.20)
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where Na is the local Nahme-Griffith Number [40], and by linearizing e−Γ(T−T0) around T = T0.
The resulting equation is
∂ 2Θ
∂ z2
=− Na
Γh(r,θ)2
(1−ΓΘ) (3.21)
which has the solution
Θ=
1
Γ
+Asinh
(√
Na
z
h(r,θ)
)
+Bcosh
(√
Na
z
h(r,θ)
)
. (3.22)
The coefficients A and B are determined by the boundary conditions; here we use
Θ(z =−h(r,θ)) = 0 (3.23)
∂Θ
∂ z
∣∣∣∣
z=0
= 0 (3.24)
which finally gives
Θ=
1
Γ
1− cosh
(√
Na zh(r,θ)
)
cosh
(√
Na
)
 . (3.25)
Using Equation 3.25, we can calculate the average temperature between the top and bottom plate
T¯ as
T =
1
h(r,θ)
∫ 0
−h
T dz = T0+
1
Γ
(
1− tanh
(√
Na
)
√
Na
)
(3.26)
which can be used to calculate η (γ˙) and Ψ1 (γ˙) for Equations 3.4b and 3.4c as the average values
across the gap [83] using
η (γ˙) = η (γ˙,T0)(1−Γ(T¯ −T0)) =
η (γ˙,T0) tanh
(√
Na
)
√
Na
(3.27)
Ψ1 (γ˙) =Ψ1 (γ˙,T0)(1−Γ(T¯ −T0)) =
Ψ1 (γ˙,T0) tanh
(√
Na
)
√
Na
(3.28)
where we again have linearized e−Γ(T−T0) around T = T0, and Ψ1 (γ˙,T0) is the first normal stress
difference coefficient as a function of shear rate at the reference temperature.
We have used the method for calculating η (γ˙) given in Equation 3.27 in the CEF-Reynolds
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Figure 3.4: Comparison of viscosity η obtained using Equation 3.27 in the CEF-Reynolds equa-
tion for a Newtonian fluid (Ψ1 (γ˙) = 0) to experiments with significant viscous heating [6]. Good
agreement is seen between the experiments and the simulations, validating this method for includ-
ing viscous heating effects.
equation and compared to results for a Newtonian fluid (Ψ1 (γ˙) = 0) that shows significant viscous
heating. The resulting values of η as a function of shear rate are compared to the experimental
data [6]. The simulations capture the viscous heating effects, validating this method for use in
Equations 3.4b and 3.4c for including viscous heating effects.
3.6 Model Validation
We compare the results from the CEF-Reynolds equation to our experimental results with surface
textures using the material functions obtained from fitting a two mode Giesekus model to the flat
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plate data (Chapter 2). We have previously used a Galerkin pseudospectral method for solving the
Reynolds equation in cylindrical coordinates [7]. We use the same numerical method here to solve
the CEF-Reynolds equation with boundary conditions on the pressure
∂ p0,1
∂ r
∣∣∣∣
r=Ri
= 0 (3.29a)
p0,1 (r = Ro,θ) = 0. (3.29b)
where Ri is the finite inner radius (needed to ensure convergence [7]) and Ro is the outer radius of
the textured disk.
The Neumann boundary condition is used at the center of the disk to impose symmetry and
regularity [84], and the Dirichlet boundary condition is used at the outer radius to match theoretical
predictions given by Macosko [9]. The solutions are obtained in approximately 21 s on a 66x66
numerical grid.
3.6.1 Shear Stress Comparison
Figure 3.5 compares the shear stress (given as viscosity) predicted by the CEF-Reynolds equa-
tion (using the material functions given by the 2-mode Giesekus model fit to the flat plate data,
Chapter 2) to the experimental values. For the flat plate, the predictions match exactly to the ex-
perimental data, which is expected because the material functions used where those fit to the flat
plate experimental data. For the remaining surface textures, the CEF-Reynolds equation accurately
captures the experimental behavior in the zero shear rate limit, and at the onset of shear thinning.
At high shear rates, and with the textures with the largest gap heights (for example β = 21.7◦
and the symmetric texture), the CEF-Reynolds equation underpredicts the viscosity given by the
experimental data. This is most likely due to circulation inside the texture and secondary flow
effects [58, 62], (both of which would increase the measured torque on the moving flat plate [58],
and hence increase the apparent viscosity) that are not captured by the CEF-Reynolds equation.
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Figure 3.5: Comparison of the viscosity (shear stress) predicted by the CEF-Reynolds equation
to experimental data. The CEF-Reynolds equation accurately predicts the zero shear rate data for
all the textures given; deviations at high shear rates are likely due to secondary flow effects not
captures by the CEF-Reynolds equation.
3.6.2 Normal Force Comparison
Figure 3.6 compares the normal forces predicted by the CEF-Reynolds equation to the experi-
mental data. Again, the flat plate predictions match the experiments exactly. For the remaining
surface textures tested, however, the CEF-Reynolds equation serves as a lower bound estimate to
the experimental data, and larger deviations are observed for the larger depth textures at the higher
angular velocities (max deviation up to 33%). This deviation is most likely due to circulation and
inertial secondary flow effects (which would increase the measured normal force [58]) that are not
captured by the CEF-Reynolds equation.
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Figure 3.6: Comparison of the normal forces predicted by the CEF-Reynolds equation to exper-
imental data. The CEF-Reynolds equation serves as a lower bound estimate to the experimental
data; the increase in the experimental normal force is most likely due to secondary flow effects not
captured by the CEF-Reynolds equation.
The deviations between the experiments and the CEF-Reynolds equation shown here are smaller
than those from a naive simple superposition of hydrodynamics (without inertia) and shear normal
stresses previously given (Chapter 2, max deviation up to 321%); this is most likely due to the first
order inertia effects included here that are neglected in the simple superposition. It has previously
been shown that including inertial effects increases the normal force produced with surface tex-
tures [20] due to the increase in shear stress (from inertia) that must be balanced by the pressure
in the conservation of momentum equation. The simple superposition neglects this addition shear
stress, resulting in a smaller normal force.
57
3.6.3 Lower Bound Estimate
We determine if this lower bound behavior for the CEF-Reynolds equation is expected by exam-
ining the results for axisymmetric flow of a second order fluid between parallel plates in the thin
film limit. The governing equations are
1
r
∂
∂ r
(rur)+
∂uz
∂ z
= 0 (3.30a)
−∂ p
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+η
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+
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[(
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2
θ
r
)
= 0
(3.30b)
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∂ 2uθ
∂ z2
+
2Ψ1
r
[
∂ur
∂ z
∂uθ
∂ z
]
+Ψ1
∂
∂ r
[
∂ur
∂ z
∂uθ
∂ z
]
−ρ
(
ur
∂uθ
∂ r
+
uruθ
r
)
= 0 (3.30c)
−∂ p
∂ z
= 0, (3.30d)
with boundary conditions on the velocity field
ur (z =−h(r,θ)) = ur (z = 0) = 0 (3.31a)
uθ (z =−h(r,θ)) = 0, uθ (z = 0) = rΩ (3.31b)
uz (z =−h(r,θ)) = uz (z = 0) = 0. (3.31c)
Solving the governing equations using a regular perturbation expansion in both Reh and De up
to third order eventually yields the following predictions for the torque and the normal force
M
piR2
2 η
(RΩ
h
)
R
= 1+
1
350
Re2h+ · · · (3.32)
FN =
piR2
4
Ψ10
(
RΩ
h0
)2
− 3
40
piR2ρ (RΩ)2
(
1− 277
277200
Re2h−
494
14175
RehDe+
37
315
De2+ · · ·
)
.
(3.33)
M and FN both change due to higher order effects in Reh and De (with a 1% increase in M oc-
curring at Reh = 1.87), which were neglected in deriving the CEF-Reynolds equation. As seen in
58
Figure 3.7: Contour plots of Reh for all the textures tested experimentally at h0 = 269 µm. The
white line is where Reh=1, and the green line in where Reh=1.87. The lines are located inside the
textured regions, suggesting inertia is important inside the surface textures.
Figure 3.7, the textures that deviate from the CEF-Reynolds equation have Reh > 1.87 inside the
textured region. Therefore, in these textures, higher order inertial effects could cause an increase in
both the torque and the normal force. Since these higher order effects were neglected in the CEF-
Reynolds equation, it is expected that the this model should be a lower bound to the experiments,
as observed.
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3.7 Conclusions
We showed that the CEF model accurately captures the main physics of the experiments (shear
thinning, normal stress generation, and terminal regime viscoelasticity), allowing this model to be
used for our system. The CEF model is also material independent, resulting in a greater design
space since multiple material classes can be used to achieve the rheological material functions.
Using the CEF model in the thin film limit, we have derived the CEF-Reynolds equation based
on a perturbation expansion in both Reh and De (up to first order), which includes leading order
viscoelastic and inertial effects. We solved the CEF-Reynolds equation using a Galerkin pseudo-
spectral method (which obtained solutions in 21 s on a 66x66 numerical grid). The resulting
shear and normal force predictions were compared to experimental results, and show that the CEF-
Reynolds equation serves as a lower bound estimate to the experimental behavior.
We also showed (using a second order fluid model, which is similar to the CEF equation but
the rheological material functions are independent of shear rate) that the CEF-Reynolds equation
should theoretically serve as a lower bound estimate because the higher order terms in both Reh
and De (which were not included in deriving the CEF-Reynolds equation) increase both the torque
and the normal force.
The validated model presented here has been used for material independent design optimiza-
tion of both the textured surfaces and the rheoligical material functions [1, 73]. Future work will
connect material dependent parameters (such as polymer molecular weight) to rheological ma-
terial functions that can be used with the CEF-Reynolds equation for material dependent design
optimization.
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Chapter 4
Material Independent Design Optimization§
4.1 Introduction
Surface textures decrease friction in lubricated sliding contact with Newtonian fluids [40, 85, 86].
We have previously shown that this friction reduction can be enhanced using more general surface
topographies [8]. For that study, we developed surface parameterization techniques for generating
an arbitrary texture profile subject to a limitation on the local slope (manufacturability constraint).
We modeled the flow of an incompressible Newtonian fluid over the textured surfaces using the
Reynolds equation [7, 80], and used this model to determine the optimal texture profile for mini-
mizing frictional loss (shear stress) and maximizing load capacity (normal force).
We have also experimentally studied friction reduction with surface textures and viscoelas-
tic non-Newtonian lubricants [27, 87]. Viscoelastic non-Newtonian lubricants can decrease shear
stress due to shear thinning and increase the load capacity due to normal stress differences. Comb-
ing these additional fluid properties with surface texturing results in greater friction reduction than
when either strategy is used independently. However, optimization of these viscoelastic properties,
or the combined optimization of both fluid and surface texture, has not been previously considered.
§The text in this chapter comes from:
[1] Y. H. Lee et. al. “Simultaneous design of Non-Newtonian lubricant and surface texture using surrogate-based
optimization” Submitted to Journal of Mechanical Design. Mr. Yong Hoon Lee focused on the optimization and Mr.
Jonathon Schuh focused on the fluid flow solvers.
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Table 4.1: Fluid models used for design in this study and corresponding solver governing equa-
tions.
Case no. Fluid model Governing equation Dimension
1 CEF model Reynolds equation 2D (r, θ )
2 2-mode Giesekus model Cauchy momentum equation 3D (r, θ , z)
0 Newtonian fluid Cauchy momentum equation 3D (r, θ , z)
Based on these observations, we extend our design study to include viscoelastic non-Newtonian
fluid effects in friction reduction. A key challenge is the paradigm of how to “design” the non-
Newtonian fluid behavior. There is no single mathematical model to describe all possible non-
Newtonian fluids in the nonlinear viscoelastic regime [4], although universal equations apply in
some limited circumstances, such a very small deformations with linear viscoelastic design [88].
Nonlinear viscoelastic design is of interest here, and we consider two different constitutive models
with different fidelity, though both are parameterized by the same fluid design parameters. Select-
ing the fluid design description is also non-trivial. Here, we focus on continuum-level descriptions
that can be applicable to a range of possible fluid additives, rather than material-specific parame-
ters such as polymer molecular weight or colloid size, which would depend on the specific material
embodiment to achieve the desired rheology. Our results here serve targets that can be achieved by
a range of different chemistry formulation strategies, an inverse problem in rheology [11], though
polymeric additives are most likely.
We include viscoelastic effects through two different models: the Criminale-Ericksen-Filbey
(CEF) model, and a multi-mode Giesekus model. The flow fields with both models are three
dimensional; however, the CEF model is less computationally expensive because it can be used
to derive a modified Reynolds equation for thin film flow [89], whereas the multi-mode Giesekus
model is used with the full 3-D Cauchy Momentum equations. Combinations of the fluid models
and governing equations are given in Table 4.1, and are discussed in more detail in Sect. 4.2.1
and 4.3.1. We compare the results with the viscoelastic models to a Newtonian fluid reference
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Figure 4.1: A lubricated periodic surface texture design problem in a rotational tribo-rheometer
setting. (a) Schematic diagram, (b) Simulated periodic sector, (c) Sector design, (d) Full disc
design.
case.
Figure 4.1 illustrates the design problem presented. We have adapted our previous design opti-
mization strategy [7, 8] to design both surface texture topography and non-Newtonian viscometric
functions. Figure 4.1(a) shows the setup used previously in experiments [27]; the fluid is confined
between a flat plate that rotates at a constant angular velocity and a stationary textured surface.
A sector shown in Figs. 4.1(b)-(c) is an example design of the surface texture height profiles as a
function of r and θ . Figure 4.1(d) shows an example of a fully-textured disc using ten periodic
sectors.
As we extend our study to include nonlinear viscoelastic models, and move from 2-D to 3-D,
the computational cost associated with the design problem increases significantly. In our previous
study, where we modeled the fluid flow with the (Newtonian) Reynolds equation, the computa-
tional cost of the optimization was reduced by using a coarse design mesh that was mapped onto
a finer analysis mesh [8]. The computational cost of the optimization can also be reduced by lin-
earizing the Reynolds equation (with respect to the design variables) and iteratively solving using
a sequential linear programming (SLP) algorithm [90]. Here, we solve the full nonlinear optimiza-
tion problem using surrogate modeling. We have developed a multiobjective adaptive surrogate
modeling-based optimization (MO-ASMO) strategy [22] that uses efficient sampling techniques
to explore a constrained design space and search for Pareto-optimal solutions. This algorithm
is developed specifically for problems with narrow or geometrically-complex feasible design do-
mains. We have imposed a local slope constraint on the gap height profile (manufacturability
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constraint), and have constrained the viscoelastic material functions using the analytical solution
of the Giesekus model in steady simple shear flow to represent realizable materials using a lim-
ited number of fluid parameters. It is demonstrated that the MO-ASMO algorithm is beneficial
by reducing the overall computational cost of the combined fluid and texture design optimization
problem.
We observe that added viscoelasticity to the Newtonian solvent significantly increases normal
force generation from the numerical optimization results in this study. All the optimal texture
designs are qualitatively similar shapes to our earlier studies based on a Newtonian lubricant, but
viscoelasticity plays a vital role in adding up to 5 times higher normal force generation without
a significant change in texture design. We see that optimal textures obtained with Newtonian
and non-Newtonian fluids converged in different shapes and elevation changes. This shows that
simultaneous design of the non-Newtonian lubricant and surface texture is necessary to achieve
overall higher system performance.
4.2 Formulation
We use models of two different fidelities, but both are governed by conservation of mass, momen-
tum, and a constitutive equation for the fluid stress τ . The different fidelities result from differ-
ent simplifying assumptions of these governing equations. Conservation of mass (incompressible
flow) and momentum are given by
∇ ·u = 0 (4.1a)
ρ
(
∂u
∂ t
+[u ·∇]u
)
=−∇p+∇ · τ, (4.1b)
where u is the velocity field, ρ is fluid density, p is the isotropic pressure, and τ is the material
stress. Fluid design parameters will appear in the material stress through the constitutive model for
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τ .
We model this scenario at two different fidelities; one used the full 3-D conservation of mo-
mentum for the flow field with a high fidelity non-linear viscoelastic constitutive equation for the
stress tensor. The thin film geometry and dynamic conditions motivate a lower-fidelity model that
neglects complexities in both the governing momentum equation and the constitutive model. For
this, we use a non-Newtonian fluid model that captures the non-linear rheological behavior but
only weak viscoelasticity, and simplify the governing equations based on thin film (lubrication
approximation) concepts that neglect certain spacial derivatives in Eq. (4.1b).
The governing constitutive equations for τ , which involve the fluid design parameters, are
described in the following subsections.
4.2.1 Non-Newtonian Fluid Models
Non-Newtonian fluids show different rheological behavior than Newtonian fluids; the behaviors
most often studied are shear thinning, viscoelasticity, generation of normal stresses in shear, and
extensional thickening. These rheological behaviors can be described using different constitutive
models. The two models we use are the Criminale-Ericksen-Filbey (CEF) model and the multi-
mode Giesekus model.
We select these two models because of their ability to predict shear thinning, normal stress
generation, and viscoelasticity (more details given below). The higher-fidelity Giesekus model
is fully nonlinear and viscoelastic. It is derived in the context of polymeric systems (often used
for polymer solutions and polymer melts), and is parameterized by 3k parameters, where k is
the total number of relaxation modes; we limit ourselves here to k = 2. The CEF model is lower
fideltiy, but is universally applicable to all non-Newtonian fluids in the limit of weak viscoelasticity.
Thus, it can support a larger design space for achieving a given fluid behavior. The inputs to the
CEF model are functions, which need to be parameterized; here, we choose to parameterize the
rheological material functions for the CEF model using the steady shear material behavior for
the Giesekus model, which allows us to have the proper interrelations between the viscosity and
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normal stress differences. Thus, both models have the same fluid design parameters consisting of
two relaxation modes each having a timescale, added viscosity, and a nonlinear anisotropic drag
parameter: (λk,ηk,αk).
Criminale-Ericksen-Filbey (CEF) Model
The Criminale-Ericksen-Filbey (CEF) model [10, 12] is a constitutive model for the stress tensor
τ that contains terms for the shear-rate dependent viscosity and the first and second normal stress
differences, and is given as:
τ = η (γ˙)γ
(1)
− 1
2
Ψ1 (γ˙)γ
(2)
+Ψ2 (γ˙)
(
γ
(1)
· γ
(1)
)
, (4.2)
where the upper convected time derivative [91] of the shear rate γ˙ is defined as:
γ˙ = γ
(1)
= ∇u+(∇u)ᵀ , and (4.3a)
γ
(n+1)
=
∂γ
(n)
∂ t
+(u ·∇)γ
(n)
−
(
(∇u)ᵀ · γ
(n)
+ γ
(n)
· (∇u)
)
. (4.3b)
The model parameters are the functions η (·), Ψ1 (·), and Ψ2 (·), which are equivalent to the visco-
metric functions in simple shear. For general flow fields, these functions depend on the instanta-
neous shear rate magnitude γ˙ where γ˙ =
√
1
2 γ˙ : γ˙ . The first term in Eq. (4.2) models a generalized
Newtonian fluid, and the remaining terms model the behavior of elastic effects from normal stress
differences.
In steady, simple shear flow, where u = γ˙yiˆ, the CEF model gives the shear viscosity η , and
the first and second normal stress difference coefficients Ψ1 and Ψ2 as η = η (γ˙), Ψ1 = Ψ1 (γ˙),
Ψ2 =Ψ2 (γ˙), meaning that the inputs to the CEF model are the steady shear responses for a given
fluid. It should be noted that for most polymeric systems, Ψ2 (γ˙)< 0
In small amplitude oscillatory shear, where u = γ0ω cos(ωt)yiˆ, γ0 is the strain amplitude, and
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ω is the angular frequency, the CEF model gives the dynamic viscosity η ′ and the storage modulus
G′ as
η ′ = η (γ˙ = 0) (4.4a)
G′ =
1
2
Ψ1 (γ˙ = 0)ω2 (4.4b)
which is the same behavior as that predicited by the second order fluid (SOF) model, which gives
the first order deviation from Newtonian fluid behavior, and is the same terminal regime (limit
ω → 0) predicted by all fully non-linear fluid models (including polymer systems) with a finite
longest relaxation time.
The design inputs for this model are the rheological material functions η (γ˙), Ψ1 (γ˙), and
Ψ2 (γ˙). There are infinitely many ways of representing the material functions; here, we choose
to use the steady shear response from fully non-linear models, which reduces the fluid design rep-
resentation to the design inputs λk, ηpk , and αk, which are related to the steady state behavior of
η (γ˙), Ψ1 (γ˙), and Ψ2 (γ˙) for a multi-mode Giesekus model as [12]
η = ηs+
nmode
∑
k=1
ηpk
(1− fk)2
1+(1−2αk) fk (4.5)
Ψ1 =
nmode
∑
k=1
2ηpkλk
fk (1−αk fk)
(λkγ˙)2αk (1− fk)
(4.6)
Ψ2 =
nmode
∑
k=1
ηpkλk
(
− fk
(λkγ˙)2
)
(4.7)
where
fk =
1−χk
1+(1−2αk)χk (4.8a)
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χ2k =
√
1+16αk (1−αk)(λkγ˙)2−1
8αk(1−αk)(λkγ˙)2
. (4.8b)
We use this model because of the predicted normal stress generation which is important in
determining the thrust generation with polymer solutions. We limit the parameters ηpk ∈
[
0, 52ηs
]
,
λk ∈
[
10−5,10−2
]
, and α ∈ [0.01,0.5]. The total number of design variables is 3k, where k is the
number of relaxation modes in the parameterization.
Multi-Mode Giesekus Model
The CEF model only captures viscoelasticity in the limit of low frequency, close to steady state. To
capture the higher-order viscoelastic effects, we must use a higher fidelity model that captures the
full range of a viscoelastic response. Here, we choose a multi-mode Giesekus model to simulate
our polymeric stresses, given as:
λk
(
∂τ
pk
∂ t
+(u ·∇)τ
pk
−
[
(∇u)ᵀ · τ
pk
+ τ
pk
· (∇u)
])
+ τ
pk
+
λkαk
ηpk
(
τ
pk
· τ
pk
)
= ηpk γ˙, (4.9)
where λk is the relaxation time, ηpk is the polymeric viscosity, and αk is the mobility factor of the
kth-mode which can be physically related to the anisotropic drag of a polymer when deformed by
the flow. Note that the entire first term in parentheses on the left hand side is an upper convected
time derivative of the polymeric stress τ
pk
. The contributions from each mode are assumed to be
additive such that the total polymeric stress τ
p
is given as:
τ
p
=
nmode
∑
k=1
τ
pk
. (4.10)
The steady shear viscosity and normal stress differences are the same as those given in Eqn (4.5)-
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(4.7). But now the linear (small amplitude) viscoelastic behavior is given as [12]
η ′ = ηs+
nmode
∑
i=1
ηpk
1+(λkω)2
(4.11a)
G′ =
nmode
∑
i=1
ηpkλkω
2
1+(λkω)2
(4.11b)
which applies for all frequencies in the linear regime.
We again use this model because of the predicted normal stress generation which is important in
determining the thrust generation with polymer solutions. We limit the parameters ηpk ∈
[
0, 52ηs
]
,
λk ∈
[
10−5,10−2
]
, and α ∈ [0.01,0.5]. The total number of design variables is 3k, where k is the
number of relaxation modes in the parameterization.
Parameters
Fluid properties, model parameters, computational mesh resolutions, operating conditions, and
design constraint parameters for all the cases are listed in Table 4.2. The number of periodic
sectors needed to construct a full disc is denoted by Nφ . The number of mesh nodes for each r-, θ -,
and z-direction is quantified by the values of nr, nθ , and nz. Ω denotes the angular velocity of the
flat plate as shown in Fig. 4.1(a); ηs and ρs denote the solvent viscosity and density. nmode denotes
the number of modes for the Giesekus model, and θincl denotes the maximum angle for the texture
inclination explained in Sect. 4.2.2.
Table 4.2: Parameters for each fluid model used in design studies.
Case no. Nφ nr nθ nz Ω [rad/s] ηs [Pa·s] ρs [kg/m3] nmode θincl [◦]
0 10 6 6 4 10.0 9.624×10−3 873.4 0 60.0
1 10 6 6 - 10.0 9.624×10−3 873.4 2 60.0
2 10 6 6 4 10.0 9.624×10−3 873.4 2 60.0
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4.2.2 Design Problem Formulation
The design problem considered here is the simultaneous minimization of the input power to the
rotating flat plate and maximization of the load-supporting normal force, while constraining the
maximum texture inclination angle. This problem is formulated as a constrained nonlinear opti-
mization problem:
minimize
xlb≤x≤xub
f (x) = [P, −FN ] subject to: (4.12a)
g1 (x) =
[∣∣∣∣∣hk j−h(k−1) jrk− r(k−1)
∣∣∣∣∣ ,
∣∣∣∣∣ hil−hi(l−1)riθl− riθ(l−1)
∣∣∣∣∣
]
−θ incl ≤ 0 (4.12b)
g2 (x) =−hnr1+hnrl ≤ 0 (4.12c)
h3 (x) = hi1−hinθ = 0, (4.12d)
where:
P = MΩ (4.12e)
FN = Nφ
∫ ϕ/2
−ϕ/2
∫ Ro
Ri
(
p|z=0− τzz|z=0
)
rdrdθ (4.12f)
M = Nφ
∫ ϕ/2
−ϕ/2
∫ Ro
Ri
(
rτθz|z=0
)
rdrdθ (4.12g)
pi j, τ i j← flow-solver(x) , (4.12h)
for all i = 1, · · · ,nr, j = 1, · · · ,nθ , k = 2, · · · ,nr, and l = 2, · · · ,nθ . The design objectives are to
minimize the power input P=MΩ and to maximize the normal force FN simultaneously. Simulta-
neous optimization of the two objective functions (multiobjective optimization) results in a set of
Pareto-optimal (non-dominated) solutions. A manufacturability constraint applied in our previous
study [8] is also implemented via the first vector-valued inequality constraint function g1. The
maximum allowable local inclination angle between neighboring control points of the Lagrange
polynomial interpolation over the texture geometry is limited to a predefined constant vector θincl.
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In addition, it is possible to have an infinite number of designs that are physically identical un-
less we set a reference point that is lower than any other location with the same radius, since the
spatial design domain is rotationally periodic. To prevent this problem, we impose the inequality
constraint g2. Also, the periodic boundary condition in the spatial design domain is given as g3.
The design variable vector x is comprised of both surface height values at mesh nodes, hi j, and
fluid model parameters associated with each viscoelastic relaxation mode, k:
x =
[
hi j;ηpk ,λk,αk
]
(4.13)
for all i = 1, · · · ,nr, j = 1, · · · ,nθ ,k = 1, · · · ,nmode, and assuming we have a given fluid viscosity
η , used as η (γ˙1 ≈ 0) = η and ηs = η for the Giesekus model. The viscoelastic material func-
tions for the CEF model are described using analytical solutions of the material functions from
Giesekus model as described in Sect. 4.2.1. This treatment reduces the number of design variables
significantly and allows us to use the same design variable set for the two fluid models.
Also, material functions used in the non-Newtonian fluid models are constrained to disallow
certain combinations of values that are not numerically or physically realizable. This is imple-
mented using the support vector domain description (SVDD) technique [92], and is discussed in
Sect. 4.3.2.
4.3 Methodology
4.3.1 Solution Procedures for Fluid Flow
Lower-fidelity model: Thin film Reynolds Equation With CEF fluid
Previously we have developed code for solving the flow of an incompressible Newtonian fluid over
general surface textures using the Reynolds equation, [7] and have used that code for optimization
of textured surfaces [8]. A previous study [89] showed that viscoelasticity can be included in the
thin film governing equations using the CEF model.
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Here we derive a modified Reynolds equation with the CEF model for our design problem. Full
details are in Chapter 3. Briefly, we apply the following assumptions: i) the gap height is small
compared to the radius of the textured disk (h(r,θ)/R<< 1), ii) shear rate (γ˙ (r,θ) = rΩ/h(r,θ))
is independent of z, iii) ∃ no second normal stress difference coefficient (Ψ2 = 0), resulting in
pressure that does not vary in the z direction (∂ p/∂ z = 0), and iv) zero gradients in the z direction
are assumed for the other viscometric functions (∂η/∂ z = 0, ∂Ψ1/∂ z = 0). Splitting the pressure
and velocity fields into p= p0+ p1 and u= u0+u1, and applying appropriate boundary conditions
for the velocity fields results in two equations governing the flow of a CEF fluid over general
surface textures; an equation similar to the steady state Reynolds equation may be given as
1
r
∂
∂ r
(
rh3
12η
∂ p0
∂ r
)
+
1
r
∂
∂θ
(
h3
12ηr
∂ p0
∂θ
)
=
1
r
∂
∂θ
(
rΩh
2
)
, (4.14)
which includes shear thinning, and another equation (where the right hand side depends on the
local Reynolds number and local relationship between elasticity and viscosity) given as
1
r
∂
∂ r
(
rh3
12η
∂ p1
∂ r
)
+
1
r
∂
∂θ
(
h3
12ηr
∂ p1
∂θ
)
=
1
r
∂
∂ r
(rGr)+
1
r
∂
∂θ
(Gθ ) (4.15)
where Gr and Gθ are functions of r, h, η , Ψ1, ∂ p0∂ r , and
∂ p0
∂θ . Detailed expressions of each term and
the full derivation of the modified CEF-Reynolds equation are given in Chapter 3.
We solve these equations using a Galerkin pseudospectral method for a periodic sector with
p0|r=R0 = p1|r=R0 = 0, ∂ p0/∂ r|r=Ri = ∂ p1/∂ r|r=Ri = 0, and periodic boundary conditions in the
θ direction. The Dirichlet boundary condition p|r=R0 = 0 is used to match results described in
Macosko [9] for flow between parallel disks.
Higher-fidelity model: Full 3-D Momentum Equation with Giesekus fluid
For the Giesekus model, the full Cauchy momentum equation is written in tensorial form as:
∂u
∂ t
+(u ·∇)u =− 1
ρ
∇p+
ηs
ρ
∇2u+
1
ρ
∇ · τ
p
, (4.16)
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where ρ is the fluid density, ηs is the solvent viscosity, and τ p is the polymeric contribution to the
shear stress. The contribution of the solvent has been pulled out of the stress tensor to improve
numerical stability [13]. We assume that the solvent and polymeric stresses add to produce the
total shear stress:
τ = τ
s
+ τ
p
, τ
s
= ηsγ˙. (4.17)
The governing equations (conservation of momentum and incompressibility) provide four equa-
tions with ten unknowns; therefore, a constitutive equation must be used for τ
p
to solve the fluid
flow system. As stated above, we are using the multi-mode Giesekus model given in Eq. (4.9) with
nmode = 2.
We solve the transient governing equations in cylindrical coordinates to steady state. The
equations are solved on a periodic sector of a disk where z ∈ [−h(r,θ),0]; this is similar to our
previous solution method with the Reynolds equation [7,8]. The equations are discretized in space
using a Galerkin pseudospectral method. We have mapped our 3-D periodic sector onto the [−1,1]
cube using an invertible mapping [93, 94], where it was assumed that the gradient of the gap
height profile h(r,θ) exists everywhere in the computational domain. We use Gauss-Lobatto-
Legendre (GLL) quadrature with optimally chosen mesh points and quadrature weights so that the
quadrature is exact for approximating polynomials of degree 2N−1, where N+1 is the number of
discretization points in a given direction [49, 76]. We use a third-order Adams Bashforth method
with third-order extrapolation for the nonlinear terms in the time discretization. A velocity splitting
technique is used for solving the pressure Poisson equation at each time step, and the diffusion
terms are treated implicitly to aid stability [13].
The transient Cauchy momentum equations are solved with a maximum CFL number of 0.8,
where the local CFL condition is defined as C = u∆t/∆x. Each fluid parameter is constrained based
on physical or numerical limitations. For example, the mobility factor αi is bounded between
0.01 and 0.50. When αi is less than 0.01, large Weissenberg numbers Wi = λ γ˙ cause numerical
instability, and numerical computation tends to fail [95].
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Figure 4.2: Flow chart illustrating the MO-ASMO framework with direct sampling method [22,
96].
4.3.2 Design Procedures
Texture Design Representation
The pseudospectral method we use for both fluid models given in Sect. 4.3.1 and 4.3.1 uses ND-th
order Lagrange polynomials for approximating quantities for each geometric dimension D. The
texture design given to the flow simulation is represented by the gap height hi j for i, j = 1, · · · ,nr,
and the solution procedure associated with the pseudospectral method assumes that the entire com-
putational domain is continuous and smooth in Lagrange polynomial form. Thus, this method can
obtain a very accurate fluid flow solution, even for coarse spatial meshes. Solutions for the design
problem will also be smooth and continuous in the form of a Lagrange polynomial. By maintaining
the same mesh for the design representation and the simulation domain representation, we can ob-
tain very accurate design solutions without requiring a large number of design variables due to the
characteristics of the interpolating polynomials used in the pseudospectral method. Increasing the
mesh density, however, may introduce new design complexities, such as thinner texture features
on the surface.
Multiobjective Adaptive Surrogate Modeling-Based Optimization (MO-ASMO)
The multiobjective adaptive surrogate modeling-based optimization (MO-ASMO) strategy used
here [22] is a surrogate-based optimization framework that can manage multiple objective func-
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tions, tens or hundreds of design variables, and multiple linear and nonlinear constraints. Fig-
ure 4.2 illustrates a high-level process description for this type of algorithm (direct sampling [96]).
We have developed this method primarily for solving problems with complicated constraints that
result in narrow or otherwise difficult to navigate feasible domains. It avoids infeasible samples to
reduce inefficient use of high-fidelity simulations, especially designs that are not physically mean-
ingful or that result in numerical instability. The method aims to balance choosing samples that
help improve surrogate model accuracy in the vicinity of the Pareto-optimal solution (a hypersur-
face in the design space), with choosing samples that aid exploration to improve the probability of
finding global optima. The problem considered here is well-matched for this MO-ASMO method
as it involves a large number of constraints that interrelate multiple design variables, and a com-
putationally expensive simulation. Readers are referred to [22] for a detailed description of this
method, including sampling and validation, as well as openly-available source code.
Feasibility Management Using Support Vector Domain Description (SVDD)
In certain design problems, not all the designs could be simulated due to simulation stability or
design feasibility issues. Specifically, if the simulation is sensitive to certain combinations of input
parameters, it is difficult to know the region of infeasible input values in the design domain in
advance. Optimization performed on the surrogate model constructed by the MO-ASMO algorithm
ideally would avoid these infeasible regions to reduce computational efforts that do not add value.
This type of strategic sampling can be implemented using the support vector domain descrip-
tion (SVDD) technique [92, 97]. Here SVDD is used in the opposite manner demonstrated in
Ref. [92], which utilized the SVDD to build up a definition of the valid design domain using
known valid design points. In contrast, here we use the SVDD method to define regions of in-
feasible design points to avoid wasteful evaluation of infeasible points. At each main iteration
of MO-ASMO, the SVDD approximation of infeasible region boundaries is improved by adding
newly discovered infeasible points to the SVDD dataset. The advantage of identifying the infea-
sible domain rather than the feasible domain is that we do not limit the design domain except for
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certain bounded regions that are already known to be infeasible. This supports thorough design
space exploration even without a priori knowledge of the feasible domain.
We constructed the Gaussian kernel-based SVDD [97] using a maximization problem given as:
maximize
0≤β≤C
W
(
β
)
=∑
i
βiKG (xi,xi)−∑
i, j
βiβ jKG
(
xi,x j
)
. (4.18)
where C is a vector of constant C, which is a parameter value that constrains the Lagrange multi-
plier β . This value can be used to detect the outliers of the described domain., and KG (·, ·) is the
Gaussian kernel function. After we construct the domain using the SVDD, an arbitrary point z is
inside the described boundary if
R2 (x)−R2 (z) = KG (x,x)−KG (z,z)+2∑
i
βi (KG (z,xi)−KG (xi,xi))≥ 0 (4.19)
where x is a bounding point, which is called a support vector. Detailed explanation of SVDD is
provided in Appendix C.
4.4 Results and Discussion
4.4.1 Case 1: Lower fidelity model with CEF fluid
Solutions of design problem case 1 (CEF model with Reynolds equation) are illustrated in the
objective function space in Fig. 4.3. Since the objective functions are i) to minimize the power input
and ii) to maximize the normal force, we desire points in this space to be close to the top-left corner.
Optimal solutions (in the form of a Pareto frontier) are marked with colored circles, whereas all
other design points evaluated during the course of optimization are marked with black and gray-
scale dots. Design points marked as black or darker gray dominate design points marked as lighter
gray. Points having the same gray-scale intensity means they have the same rank according to a
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non-dominated sorting strategy [98]. Optimal solutions have a range of input power values from
4.31× 10−4 to 3.56× 10−3 [W], and a range of normal force values from 6.16× 10−4 to 1.50×
10−1 [N]. The labels (a) through (f) that identify specific marked points in Fig. 4.3 correspond to
the texture and fluid designs given in Fig. 4.4(a)-(f) and plot legends (a)-(f) of Fig. 4.5(a) and (b).
Design result (a) for case 1 (refer to point (a) in Fig. 4.3, Fig. 4.4(a), and line (a) in Fig. 4.5(a))
is an anchor point of the Pareto set in the objective function space; it has the minimum power
value over all feasible designs. An anchor point is a non-dominated point with one of the objective
functions optimized, with all other objective functions ignored. Here point (a) results when power
is minimized and normal force is not considered. This minimum-power design exhibits a relatively
Figure 4.3: Explored designs and optimal solutions (non-dominated designs) for the CEF model
case in the objective function space.
LB≤ {var} ≤ UB : 0≤ ηpi ≤ (5/2)ηs , 1.0×10−5 ≤ λi ≤ 1.0×10−2 , 0.01≤ αi ≤ 0.5
(a) (b) (c) (d) (e) (f)
Figure 4.4: Sample textured sector and fluid designs in the Pareto set from the CEF model case.
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(a) (b)
Figure 4.5: Viscoelastic material functions of corresponding sample optimal designs from the CEF
model case. (a) shear viscosity, (b) first normal stress difference coefficient. (Maximum shear rate
with the textured surfaces is γ˙ ≈ 3720 1/s, well within the shear thinning regime). Plot legends
(a)-(f) correspond to designs (a)-(f) in Fig. 4.3 and 4.4. Increased viscoelasticity (e.g. polymer
additive) appears from design (a) to (f)
flat texture surface with a small amount of asymmetry, and does not generate much normal force
(4.31× 10−4 [N]). This design solution is Newtonian (e.g. no polymer additive) and shows a flat
shear viscosity in line (a) of Fig. 4.5(a), since the polymer viscosity values have converged to zero
for all modes. Necessarily, no first normal stress difference appears.
Design result (f) (refer to point (f) in Fig. 4.3, Fig. 4.4(f), and line (f) in Fig. 4.5(a),(b)) is
the other anchor point, which has a maximum normal force without consideration of power input.
Unlike the former anchor point, this design has strong asymmetry with distinct elevation changes in
the texture to form a spiral blade-like shape. As explained in our previous study, this spiral texture
design directs the fluid pressure radially inward by acting as a converging channel, eventually
generating the positive net normal force due to increased pressure near the disc center [8]. Also,
this design solution includes non-Newtonian fluid properties with high polymer viscosity values for
both modes (ηp1 and ηp2). High polymer viscosity lifted the plateau of the overall shear viscosity
as shown in line (f) of Fig. 4.5(a) and has the highest first normal stress difference values for
the entire shear rate regime, as shown in line (f) of Fig. 4.5(b). These results are congruent with
earlier studies based on Newtonian fluids where it was observed that: i) a deeper surface reduces
frictional loss, ii) symmetric surfaces do not generate any normal force due to geometric properties,
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and iii) stronger asymmetry generates larger normal forces [7, 8].
Other designs on the Pareto frontier between these two anchor points (refer to points (b)-(e)
in Figs. 4.3 and 4.4(b)-(e)) have consistent trends. Specifically, we observe that: i) the general
shape of the surface texture designs does not change significantly, but steeper inclines in the tex-
ture are required to generate higher normal forces, and ii) an increased polymer viscosity and a
decreased nonlinearity (anisotropy described by the mobility factor) help obtain higher normal
forces. These results show that the nonlinearity mainly plays a role when we optimize both objec-
tive functions simultaneously. An increased polymer viscosity tends to help increase load capacity,
and increased nonlinearity helps reduce frictional losses. It should be noted that these responses
are non-monotonic and have optimum values for achieving a certain balance between the two ob-
jectives.
4.4.2 Case 2: Higher-fidelity model with Giesekus fluid
Solutions of the design problem case 2 (multi-mode Giesekus model with transient Cauchy mo-
mentum equation) are illustrated in the objective function space in Fig. 4.6. As with the CEF
model (Fig. 4.3), the direction of desired performance is toward the top-left corner, and the label-
ing strategy is kept consistent. Optimal solutions have a range of power input from 3.77× 10−4
to 2.56× 10−3 [W], and a normal force range of 2.11× 10−4 to 9.01× 10−2 [N]. The labels (a)
through (f) indicate specific non-dominated points in Fig. 4.6 that correspond to the texture and
fluid designs shown in Fig. 4.7(a)-(f) and plot legends (a)-(f) of Fig. 4.8(a) and (b).
Design (a) of case 2 (refer to point (a) in Fig. 4.6, Fig. 4.7(a), and line (a) in Fig. 4.8(a)) is
the anchor point with minimum power input. This design shows a relatively flat texture surface
with a small amount of asymmetry and Newtonian fluid properties, as was observed in case 1. The
maximum normal force anchor point is design point (f) in Fig. 4.6 (also in Fig. 4.7(f) and line (f) in
Fig. 4.8(a),(b)). This design has the most distinct elevation changes in the texture, and, similar to
the previous case, forms a spiral blade-like shape. As we see in case 1, this design has the highest
plateau value in shear viscosity as shown in Fig. 4.8(a), and high first normal stress difference
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Figure 4.6: Explored designs and optimal solutions (non-dominated designs) for the multi-mode
Giesekus model case in the objective function space.
LB≤ {var} ≤ UB : 0≤ ηpi ≤ (5/2)ηs , 1.0×10−5 ≤ λi ≤ 1.0×10−2 , 0.01≤ αi ≤ 0.5
(a) (b) (c) (d) (e) (f)
Figure 4.7: Sample textured sector and fluid designs in the Pareto set from the multi-mode
Giesekus model case.
value as shown in Fig. 4.8(b). Although flow described by the Giesekus model can exhibit second
normal stress difference (Ψ2) effects, the results show that magnitudes of Ψ2 are at least 1 to 2
orders of magnitude smaller than Ψ1 and do not contribute a meaningful amount of normal force
generation.
Other designs on the Pareto frontier between these two anchor points (refer to points (b)-(e)
in Fig. 4.6 and Fig. 4.7(b)-(e)) also exhibit consistent trends: i) the surface texture shapes do not
change significantly, but larger elevation changes are needed to acquire higher normal forces, and
ii) an increased polymer viscosity is associated with higher normal forces, and iii) the nonlinearity
(mobility factor) is maintained with low (but non-zero) values for the entire range of designs.
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(a) (b)
Figure 4.8: Viscoelastic material functions of corresponding sample optimal designs from the
Giesekus model case. (a) shear viscosity, (b) first normal stress difference coefficient. (Maximum
shear rate with the textured surfaces is γ˙ ≈ 3720 1/s, well within the shear thinning regime). Plot
legends (a)-(f) correspond to designs (a)-(f) in Fig. 4.6 and 4.7. Viscoelasticity (e.g. polymer
additive) generally increases from design (a)-(f).
Thus, for case 2, we can observe an increase in the normal force with a simultaneous increase in
the power input as polymer viscosity values in modes 1 and 2 increase (from design (b) through
(f)). However, all the optimal solutions converged to low mobility factor values, suggesting that
shear thinning is not desirable. Also, the optimal textures from case 2 are in general deeper than
those for case 1.
4.4.3 Case 0: Newtonian Fluid Model Case Result
An additional study is performed here using a Newtonian fluid model with a transient Cauchy
momentum equation to provide a reference solution (case 0). Solutions of this case are shown in
Fig. 4.9. Optimal solutions have a range of power input from 3.43×10−4 to 6.73×10−4 [W], and
a range of normal force values from 1.45× 10−4 to 2.51× 10−2 [N]. The labels (a) through (f)
indicating specific marked points in Fig. 4.9 correspond to the texture and fluid designs given in
Fig. 4.10(a)-(f).
Similar to the results obtained from the non-Newtonian fluid studies, we see analogous trends
in the shape of the surface textures. An anchor point with a minimum power input (shown as
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Figure 4.9: Explored designs and optimal solutions (non-dominated designs) for the Newtonian
fluid model case in the objective function space.
(a) (b) (c) (d) (e) (f)
Figure 4.10: Sample textured sector designs in the Pareto set from the Newtonian fluid model case.
design (a) of case 0) has a deep and relatively planar textured surface. The maximum normal force
anchor point, shown as design (f), has a sharp and distinct asymmetric spiral blade-like texture
shape, which directs the fluid pressure radially inward to generate a positive net normal force.
Other designs on the Pareto frontier between these two anchor points (refer to points (b)-(e)
in Fig. 4.9 and Fig. 4.10(b)-(e)) have a consistent trend; unlike the other two non-Newtonian fluid
cases, the texture designs are notably different from each other. The optimal designs on the Pareto
frontier in this case show how changes in texture design only impact generated normal force values
since all the designs have the same Newtonian fluid properties. Comparatively sudden elevation
changes in the texture are observed for entire design points that generate normal forces (specifically
82
see points (b)-(f)).
4.4.4 Comparisons and Discussion
Pareto Set Comparison
Figure 4.11 shows Pareto sets for three design studies simultaneously, including CEF (case 1),
Giesekus (case 2), and Newtonian fluid model (case 0) studies. Dots represent Pareto-optimal
solutions (design points) in the objective function space, while circles represent the corresponding
utopia points for each of the three design studies.
The study based on the Newtonian fluid model serves as a reference, illustrating how much nor-
mal force can be generated through improved texture design alone without tailoring non-Newtonian
effects. For Newtonian fluids, Pareto-optimal designs span only a small range of power input levels
(from 3.43× 10−4 to 6.73× 10−4 [W]). The maximum possible normal force generated without
aid from viscoelastic effects is 2.51×10−2 [N].
When parameters that define fluid properties are added as design variables, the maximum possi-
ble normal force generated is increased by a factor of six. The CEF model case exhibits a maximum
possible normal force of 1.50×10−1 [N], with a corresponding power input of 3.56×10−3 [W].
Figure 4.11: A comparison of the optimal solutions (Pareto set) of CEF, Giesekus, and Newtonian
fluid models in the objective function space.
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Using the multi-mode Giesekus model, we can obtain a maximum normal force of 9.01× 10−2
[N], with a corresponding power input of 2.56× 10−3 [W]. Although we used the same parame-
terizations for designing fluids in both non-Newtonian fluid cases, we see a significant difference
in normal force generating capability. Design based on more simplified fluid simulations (i.e.,
modified Reynolds equation using a CEF fluid model) could explore designs that generate higher
normal force values.
Model Comparison
Based on the above results, the two fundamental problem types are: i) simultaneous design of
texture and fluid properties, and ii) design of texture-only with fixed fluid properties. While the
simultaneous texture and fluid design problem was solved using two distinct numerical fluid sim-
ulation models, they correspond to the same physical design problem. Both cases involve using a
viscoelastic fluid (polymeric solution) as the lubricant, designing the fluid properties, and designing
the texture shape. The only difference between these two cases is how the behavior was predicted,
and the simplifying assumptions made. We highlight this point to clarify that the decision between
methods can instead be made based on the following criteria: i) computational efficiency, ii) pre-
diction accuracy, iii) range of numerical limits, and iv) range of types of fluid behaviors that the
model can predict. The models are compared here along these dimensions.
First, the CEF-Reynolds equation has a very efficient computational structure; the entire opti-
mization using the MO-ASMO algorithm took only 29 minutes using a dual Xeon X5650 work-
station with 24-cores. The steady state solution can be obtained directly without using a time
marching transient solution procedure. Also, the CEF-Reynolds equation can predict the pres-
sure and stress of the flow field efficiently within assumptions made during derivation. Since the
CEF model can include shear-rate dependent viscosity and normal stress differences in calculating
the velocity and pressure fields, the nonlinear viscoelasticity observed in our polymeric lubricant
can be predicted well. However, because of the assumptions and limitations underlying the CEF-
Reynolds equation (described in Refs. [7, 8]), prediction accuracy may be poor when certain flow
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conditions are present, such as recirculation or flow with non-trivial inertial effects. By looking at
the solution, however, the case with the CEF model provides the greatest freedom in design ex-
ploration; it produces the highest normal force, although this model does have certain limitations.
Also, within the design ranges of the other models (power input up to 2.5 [W] and normal force up
to 0.1 [N]), this model could provide a mostly overlapping Pareto frontier when comparing to the
Pareto frontiers produced using the other models.
Second, the Cauchy momentum equation with a multi-mode Giesekus model is the most com-
putationally expensive choice, but it can predict the fluid flow very accurately, including inertial
effects, recirculation, and other 3D effects. The Giesekus model can also include shear-rate de-
pendent viscosity and normal stress difference effects on the velocity and pressure fields. Thus,
this model is the most ideal for complex flow phenomena with nonlinear viscoelasticity. However,
due to numerical instability under certain conditions, a particular set of input (shape and fluid)
parameter values cannot be evaluated with this solver. Our MO-ASMO algorithm can handle these
“unable-to-get-result” points by utilizing feasible region management functions based on a support
vector domain description (SVDD) strategy. Thus, we improved efficiency by avoiding training
samples that were incompatible with the model. After addressing this issue, the MO-ASMO al-
gorithm produced improved solutions. However, even with the efficient MO-ASMO algorithm,
the computation time for this optimization problem was significant (31 hours using the same ma-
chine). The Pareto frontier for this case overlaps with the CEF model results, but it could not
produce designs with high normal force generation.
Texture Shape Comparison
Sample texture shapes of full discs from our design solutions are compared in Fig. 4.12. Texture
designs from the CEF model case are shown in subfigures (a), (d), and (g); texture designs from the
Giesekus model case are shown in subfigures (b), (e), and (h); texture designs from the Newtonian
fluid model case are shown in subfigures (c) and (f). Sample textures given here are selected to
compare the resulting optimal textures between different fluid model cases.
85
Texture of Fig. 4.4(a) design Texture of Fig. 4.7(a) design Texture of Fig. 4.10(a) design
f1=4.31E-04, f2=6.16E-04 f1=3.77E-04, f2=2.11E-04 f1=3.43E-04, f2=1.45E-04
(a) (b) (c)
Texture of Fig. 4.4(b) design Texture of Fig. 4.7(b) design Texture of Fig. 4.10(e) design
f1=8.69E-04, f2=3.01E-02 f1=6.66E-04, f2=1.99E-02 f1=6.00E-04, f2=2.10E-02
(d) (e) (f)
Texture of Fig. 4.4(f) design Texture of Fig. 4.7(f) design
f1=3.56E-03, f2=1.50E-01 f1=2.56E-03, f2=9.01E-02
(g) (h)
Figure 4.12: Sample textured disc designs in the Pareto set from all three fluid model cases. (a),
(d), (g): results of CEF model case, (b), (e), (h): results of Giesekus model case, and (c), (f):
results of Newtonian fluid model case. (a), (b), (c) generates normal force of O(1E-04), (d), (e), (f)
generates normal force of O(1E-02), and (g), (h) generates normal force of O(1E-01), which is not
available with the Newtonian fluid.
Designs are arranged such that the normal forces generated by each design in a given row is
similar. The first row designs ((a), (b), and (c)) are the textures that generate normal forces on
the order of 1× 10−4 [N]. These surface texture designs are relatively flat with a limited amount
86
of asymmetry. The second row designs ((d), (e), and (f)) are the textures that generate normal
forces on the order of 2× 10−2 [N]. These surface texture designs have very sharp and large
elevation changes to create a spiral blade-like pattern as discussed in Sect. 4.4.1 to 4.4.3. For the
Newtonian fluid model case, which relies on the texture to generate a normal force, the resulting
design ((f)) generates a normal force value close to the highest possible without non-Newtonian
fluid behavior. The third row ((g) and (h)) are the textures that generate normal forces on the order
of 1×10−1 [N], and are the highest normal force values for each of the respective design problems.
Texture designs are not significantly different from the designs in the second row. This observation
indicates that normal forces higher than what was purely achievable through only texture design
depends solely on viscoelasticity. Further design studies using sequential design strategies (texture
design optimization followed by fluid design, or vice versa) rather than simultaneous design may
provide stronger evidence for the effects of viscoelasticity on normal force generation.
As described in Sect. 4.4.4, each simultaneous texture and fluid design study (cases 1 and
2) used the same design objectives and variables. In other words, they involve the same design
formulation, but use different numerical simulation approaches for prediction. Thus, unless two
different solution sets provide the exact same objective function values, one of these two set of
solutions may dominate the other. However, it is possible that multiple solutions exhibit almost
identical performance values. This issue is connected to the question of which fluid model or fluid
solver can predict the behavior more accurately. A cross-validation of one solution with different
fluid models, as well as an experimental validation of the solution, is needed and is a topic of
ongoing work.
4.5 Conclusions
In this study, we designed the non-Newtonian lubricant properties and surface texture simultane-
ously for lubricated sliding contact using the MO-ASMO algorithm. The objectives of this design
problem are: i) to minimize power input to reduce frictional loss, and ii) to maximize normal
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force to enhance load supporting capacity. We used two non-Newtonian fluid models—the CEF-
Reynolds equation, and a Cauchy momentum equation with a multi-mode Giesekus model—to
simulate nonlinear viscoelasticity in the flow field.
We obtained non-dominated optimal design solutions (i.e., Pareto sets), and compared a set
of sample texture and fluid design results. Trends in texture shapes agreed with trends from our
previous studies, and we also observed fluid parameter trends and how fluid design influences
objective function values.
Our MO-ASMO algorithm was applied successfully to solve this simultaneous fluid and tex-
ture design problem with two objectives. Specifically, for the design problem using the Giesekus
model, we solved the transient Cauchy momentum equations. A direct optimization (using ei-
ther nonlinear programming (NLP) algorithms or genetic algorithms) was impractical given our
computational resources. MO-ASMO enables solution without requiring access to exception-
ally high-performance computing resources. A specific challenge arises when attempting to use
general-purpose NLP algorithms due to Giesekus model stability properties. Certain combinations
of texture shape and fluid parameter values cause model divergence. An explicit and precise de-
scription of the boundary between compatible and incompatible parameter values is not available,
making direct application of standard NLP solvers impractical. MO-ASMO mitigates these is-
sues effectively using an SVDD strategy for adaptively constructing an explicit boundary between
regions with acceptable input values and those that lead to divergence.
A comprehensive set of physical experiments to compare performance indices (power input and
normal force) for a carefully-selected set of numerically-optimized texture and fluid designs is a
topic of ongoing work. Preparation for the experimental measurement requires a micro-fabrication
of textured discs and a formulation of viscoelastic lubricants. Observing that all the design solu-
tions on the Pareto frontier have different fluid properties, we will need to carefully select a set
of representative sample designs to compare with simulation results. Experimental texture fab-
rication, fluid formulation, and testing are outside the scope of this article, which is focused on
simulation-based optimization studies. Such future work will build upon the targets identified in
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our work here, which combine the simultaneous and coupled effects of both texture and viscoelas-
tic fluid properties.
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Chapter 5
Structure to Rheology Model for Fluid
Design
5.1 Introduction
We have previously developed a mathematical model (validated against experiments, Chapter 2)
that connects material properties to performance where the fluid is modeled using the Criminale-
Ericksen-Filbey (CEF) model (Chapter 3) [10]. We then used this model to obtain material in-
dependent design targets by parameterizing the rheological material functions with a multi-mode
Giesekus model [5, 12] (which applies for dilute to entangled polymer solutions, polymer melts,
wormlike micelle solutions, etc.) where the design inputs were ηpi , λi, and αi, (the polymeric
viscosity, relaxation time, and mobility factor for the ith mode respectively). While the material
independent design targets (for example, the non-linear parameter αi) are important for gaining
intuition into the design problem (for example, to determine the effects of shear thinning), they do
not provide a method to connect material properties to formulation, and hence do not provide a
method that can be used to actually create the optimal fluid design.
To map the system level rheological material functions to actual materials, we need to use
known structure to rheology relations that connect the macro behavior (for example, the stress
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SCALE  2.000
NF
M
40 mm 
(A) (B) 
(C) 
Figure 5.1: Flow of a polymer solution between a parallel disk and a textured surface. (A)
schematic showing measured quantities of torque (M) and normal force FN . (B) polymer in quies-
cent conditions. (C) polymer stretched in shear flow. (Figures (C) and (D) from Corman [15], MS
Thesis, MechSE Department, University of Illinois at Urbana-Champaign, 2015)
tensor τ) to the micro, or molecular, structure. Since we are primarily interested in polymeric
solutions (for example, a polymer dissolved in an oil), we focus on structure to rheology relations
for dilute polymer solutions. Many continuum level non-linear viscoelastic models exist (ex. Co-
rotational Maxwell [12, 99]), and some are connected to molecular concepts (Johnson-Segalman
[82], Giesekus [5, 47], Pom-Pom [100], Rolie-Polie [101], Peterlin’s approximation to the finitely
extensible non-linear elastic spring (FENE-P) [74, 75], Doi-Edwards [102], etc) which relate the
macro fluid stress to micro properties, such as the orientation and stretch of a polymer, the viscosity
of the solvent, and other model specific parameters related to non-affine deformation, anistropic
drag, or polymer finite extensibility.
From a pure modeling stand point, any of the above models could be used for our material
system, and have been validated by fits to rheological data [5, 23, 24, 74]. When focusing on
Table 5.1: Comparison of different rheological models and their relation to material properties
Model
Linear
Parameters/Mode
Non-linear
Parameters/Mode
Relation to Material
Co-rotational Maxwell [12, 99] 2 0 Rotation of fluid element
Johnson-Segalman [82] 2 1 Non-affine deformation
Giesekus [5, 47] 2 1 Anisotropic drag
FENE-P [74, 75] 2 1 Finite extensibility
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Figure 5.2: Chemical structure of a single monomer for the polyisobutylene (PIB) dissolved in
mineral oil. N is the total number of monomers, which depends on the molecular weight of the
polymer
design, we seek models with parameters that can be related to un-entangled polymer solution
physics. We have previously derived a design appropriate model for flow of Non-Newtonian fluids
between a parallel disk and an arbitrary textured shape (CEF-Reynolds equation, Chapter 3), given
in Figure 5.1, that relates the fluid stress tensor directly to the measureable rheological material
functions η (γ˙) andΨ1 (γ˙), which need to be represented analytically. These analytical expressions
for η (γ˙) and Ψ1 (γ˙) should also connect back to fluid micro structure to aid in material dependent
design. This limits the models that we can use, and Table 5.1 lists several that fulfill this criteria.
We selected which model to use for material dependent design from Table 5.1 based on how
well the different models fit previously collected flat plate data for a polymer solution of 0.54wt%
polyisobutylene (PIB, monomer structure given in Figure 5.2) in a highly refined mineral oil (trade
name S6, ηs=9.624 mPa s, Chapter 2) using the Bayesian Information Criterion (BIC) [50], a con-
venient approximation of the full Bayes factors which can be used for rheological model selection
[51]
BIC = n+n log(2pi)+n log
(
σ2
)
+ k log(n) (5.1)
where k is the number of fit parameters, σ2 is the variance between the model prediction and
the experimental data, and n is the number of data points used in the fit. Using the BIC for model
selection imposes a penalty on including too many fit parameters; arbitrarily increasing the number
of fit parameters should yield better fits (smaller variance between the model and the data) due to
the larger degrees of freedom associated with more fit parameters. Therefore, instead of doing
model selection based on reducing the variance between the model and the data, model selection
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Figure 5.3: Bayesian Information Criterion (BIC) for 4 different non-linear rheology models fit to
experimental flat plate data for a polymer solution of 0.54wt% PIB in S6 (Chapter 2). The FENE-P
model has the lowest BIC value, suggesting that this model is the most credible for our system.
with the BIC suggests that lower BIC values are more credible.
We fit a 2 mode version of each of the models given in Table 5.1 (where we related the viscosity
and relaxation time for each mode of a given model to molecular parameters as discussed later in
this paper; rheological material functions for the models given in Appendix D) to the experimental
data; Figure 5.3 gives the BIC values for each of the models considered. The FENE-P model has
the lowest BIC of the models tested, suggesting that this model is the most credible. Therefore, we
choose to model our polymer solution using a multi-mode FENE-P model [74, 75], which gives
the rheological material functions in terms of a non-linear parameter b which is related to the
polymer’s finite extensibility [12, 13, 74, 75].
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Figure 5.4: Comparison of the spring force for a finitely extensible, non-linear elastic dumbbell to
a linear spring force. Q is the stretch of the dumbbell, and Qmax is the maximum stretch. When
the stretch is very small, the FENE dumbbel behaves like a traditional linear spring; however, as Q
approaches Qmax, the spring force diverges for the FENE dumbbell [23].
In this paper, we propose a method to calibrate the macro behavior of the FENE-P model
(example spring force for this type of dumbbell given in Figure 5.4 [23]) using the rheological
material functions η (γ˙) and Ψ1 (γ˙), and connecting them to the fluid micro structure through ma-
terial specific parameters (such as molecular weight and polymer concentration). Here, we focus
on calibrating the model parameters either from fitting to flat plate rheology data or from molecular
properties (where we have assumed that the polymer acts like a Gaussian chain). The predictive
capability is validated against experimental data for one polymer (polyisobutylene, PIB, Mn=600
kg/mol, MW =1,000 kg/mol, Mv=1,200 kg/mol, as listed by Sigma-Aldrich) dissolved in a mineral
oil (trade name S6, Newtonian viscosity standard) at various concentrations (c/c∗ =0.112-1.709),
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and assess how both methods match experimental data. In the dilute regime, the models accu-
rately predict the experimental data, but the predictions break down (underprediction of zero shear
viscosity up to 16%) when the solution becomes more concentrated. Therefore, the calibration
methods presented here can be used for material specific design of polymer solutions, while noting
that the actual rheological behavior may be underpredicted at high polymer concentrations (due to
the fidelity of the continuum level assumptions used to derive the model predictions).
We also note that while we only validate the model predictions against data for one polymer
in one solvent at varying concentration, we expect that obtaining model parameters from fitting
should apply to a wide range of polymer-solvent pairs at varying molecular weights. However,
obtaining model parameters from molecular properties might result in an overprediction of the
rheological data if the polymer does not behave like a Gaussian chain.
5.2 Multi-Mode FENE-P Model
The multi-mode FENE-P model is given as [74, 75]
τ = ηsγ˙+
Nmode
∑
i=1
τ
pi
(5.2a)
Ziτ pi +λiτ pi(1)−λi
(
τ
pi
+
ηpi
λi
I
)
D ln(Zi)
Dt
= ηpi γ˙ (5.2b)
Zi = 1+
3
b
(
1+
λi
3ηpi
tr
(
τ
pi
))
(5.2c)
where b is related to the polymer’s finite extensibility (and is a constant for a given polymer-
solvent pair) [13, 103], and λi and ηpi (the relaxation time and polymer viscosity for the ith mode
respectively) depend on the polymer-solvent pair and the concentration of the polymer in solution
[104–106].
In steady shear, the stress tensor can be solved to obtain the rheological material functions as
η = ηs+
Nmode
∑
i=1
ηpi
λiγ˙
(
3
[
(C1i +C2i)
1/3− (C2i−C1i)1/3
])
(5.3a)
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Ψ1 =
Nmode
∑
i=1
2ηpiλi
(λiγ˙)2
(
3
[
(C1i +C2i)
1/3− (C2i−C1i)1/3
])2
(5.3b)
Ψ2 = 0 (5.3c)
where
C1i =
λiγ˙
36
(3
b
) (5.4a)
C2i =
C21i +
(
1+ 3b
18
(3
b
))3
1/2 . (5.4b)
5.3 Connecting Model Parameters to Fluid Structure
When designing the fluid, our design inputs are what polymer to use, what solvent to use, and
what concentration of the polymer to add to the solvent. Since b is a constant for a given polymer
(molecular weight) in a given solvent (polymer-solvent pair), we need to relate λi and ηpi back to
our design inputs, namely the concentration of polymer in solution, and the polymer-solvent pair.
Also shown in Equation 5.3a is a contribution from the solvent viscosity to the total shear
stress; here, we simply use the rated viscosity of our solvent at our test temperature (T = 20◦).
5.3.1 Determining ηpi
Huggins showed that as the concentration of the polymer in solution increases, the viscosity in-
creases according to the equation [104]
η = ηs
(
1+[η ]c+ kH ([η ]c)2+O
(
c3
))
(5.5)
where [η ] is the intrinsic viscosity and kH is the Huggins parameter; both [η ] and kH depend on
the polymer-solvent pair. Using the asymptotic behavior for the viscosity of the FENE-P model as
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γ˙ → 0 [13, 74] and Equation 5.5, we can calculate ηpi as
ηs
(
1+[η ]c+ kH ([η ]c)2+O
(
c3
))
= ηs+
Nmode
∑
i=1
ηpi
(
b
b+3
)
(5.6a)
Nmode
∑
i=1
ηpi = ηs
(
[η ]c+ kH ([η ]c)2+O
(
c3
))(b+3
b
)
(5.6b)
Nmode
∑
i=1
ηpi = Nmodeηpi (5.6c)
ηpi =
ηs
Nmode
(
[η ]c+ kH ([η ]c)2+O
(
c3
))(b+3
b
)
. (5.6d)
Other methods could be used for relating ηpi to the total added viscosity ηp; we choose the even
splitting between all modes due its simplicity. The parameters for a specific material needed to
evaluate Equation 5.6d are ηs, c, [η ], b, and kH . As stated before, we assume ηs and c are known
for a given polymer solution, so the only unknowns needed to be determined are [η ], b, and kH .
5.3.2 Determining λi
We can also calculate λi by equating the general expression for [η ] for a bead-spring model [107]
to to Einstein’s prediction for hard spheres [108]
[η ] =
NAkBT
2Mnηs
Nsprings
∑
i=1
λ 0i =
(5
2
)(4
3piR
3
H
)
NA
Mv
(5.7)
where NA is Avogadro’s number, kB is the Boltzmann constant, T is the temperature, Mn is the
number average molecular weight of the polymer, Mv is the viscosity average molecular weight of
the polymer, RH is the polymer’s hydrodynamic radius, and λ 0i is the ith relaxation mode in the
limit of zero concentration.
The above relation expresses the relaxation times as a sum over the number of springs; however,
for the FENE-P model, we need an expression for the relaxation times themselves. We first note
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that we can express pi using Leibniz’s pi formula
pi =
1
2
∞
∑
i=1
1(
i− 14
)(
i− 34
) . (5.8)
We next assume that the number of springs is very large (tends to ∞), allowing us to rewrite
equation 5.7 as
∞
∑
i=1
λ 0i =
∞
∑
i=1
(
5
2
)(
4
3
)(
Mn
Mv
)(
ηsR3H
kBT
)
1(
i− 14
)(
i− 34
) . (5.9)
Because the sums are equal, and are summing over the same indices, we finally obtain an expres-
sion for the relaxation times in the dilute limit
λ 0i =
(
5
2
)(
4
3
)(
Mn
Mv
)(
ηsR3H
kBT
)
1(
i− 14
)(
i− 34
) . (5.10)
The longest relaxation time predicted by Equation 5.10 is of the same order of magnitude as that
given by Larson for polymer-solvent pairs with dominant hydrodynamic interactions [24]. Equa-
tion 5.10 also shows that the relaxation time increases with solvent viscosity (it takes longer to
relax in a more viscous fluid) and polymer size (RH , larger polymers take longer to relax), and the
relaxation time also increases with lowered temperature (due to less thermal energy).
Clasen et. al. [105] showed (using kinetic theory) that the longest relaxation time λ0 depends
on the polymer concentration as
λ0 = λ 01 exp(KMc [η ]) (5.11)
where KM is the Martin coefficient [25], which comes from an empirical relation for the increase
in viscosity as a function of concentration. We extend this concentration dependence to all the
relaxation times so that
λi =
(
5
2
)(
4
3
)(
Mn
Mv
)(
ηsR3H
kBT
)
exp(KMc [η ])(
i− 14
)(
i− 34
) , (5.12)
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which can also be rewritten in terms of the polydispersity index of the polymer (PDI = MWMn ) as
λi =
(
5
2
)(
4
3
)(
1
PDI
MW
Mv
)(
ηsR3H
kBT
)
exp(KMc [η ])(
i− 14
)(
i− 34
) (5.13)
where MW is the weight average molecular weight of the polymer. It can be seen from Equa-
tions 5.12 and 5.13 that the relaxation times approach the dilute predictions from Equation 5.10 in
the limit that c→ 0.
We can further simplify Equation 5.12 using the relation between RH and [η ] [26, 109]
RH =
(
[η ]Mv
5
2
(4
3pi
)
NA
)1/3
(5.14)
to obtain
λi =
(
ηsMn [η ]
piNA (kBT )
)
exp(KMc [η ])(
i− 14
)(
i− 34
) = ( ηsMW [η ]
piNA (kBT )PDI
)
exp(KMc [η ])(
i− 14
)(
i− 34
) . (5.15)
The parameters for a specific material needed to evaluate Equation 5.15 are ηs, T , c, [η ], KM,
and Mn (or MW and PDI). Again, we assume ηs, c, Mn (or MW and PDI), and T are known for a
given polymer solution, so the only unknowns needed to be determined are [η ] and KM.
5.4 Determining Model Parameters
.
As mentioned above, the unknown parameters needed to obtain ηpi and λi are [η ], kH , b, and
KM. We present two methods for obtaining these parameters: fitting to rheological data and theo-
retical predictions from polymer physics theories, and validate both methods against experiments
for a given polymer solution.
We have previous obtained concentration dependent viscosity and normal force data using a
parallel plate rheometer (given as inset in Figure 5.5) for seven different concentrations of poly-
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Figure 5.5: Viscosity and normal force as a function of angular velocity for seven different concen-
trations of PIB in S6 at three different gap heights. As the concentration of PIB increases, the zero
shear rate viscosity η0 increases, and the fluid becomes more shear thinning. The normal force
also increases as the polymer concentration is increased.
isobutylene (Chapter 2, PIB, Mn∼600 kg/mol, MW ∼1,000 kg/mol, Mv∼1,200 kg/mol) in a highly
refined mineral oil (trade name S6, Cannon Instrument Company, Newtonian viscosity standard)
which has a nominal viscosity of ηs=9.624 mPa s at T =20◦C at three different gap heights. (We
selected PIB as our polymer additive based on its previous use as a viscosity modifier [41, 42],
and as a model fluid for giving normal stress differences in shear [43–45]). The addition of the
polymers increases the zero shear rate viscosity η0, and causes the fluid to be shear thinning. The
polymers also cause the normal force to be above the experimental limit.
We use that data set here to validate the proposed methods for material dependent design, since
it shows an increase in viscosity, shear thinning, and normal force generation as a function of
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polymer concentration.
5.4.1 Parameters from Fitting to Experimental Data
The material parameters [η ], kH , KM, and b (which are constant for a given polymer-solvent pair)
can be obtained from fitting by first obtaining [η ] and kH from concentration dependent viscos-
ity data, and holding those values constant when fitting the rheolical material functions (Equa-
tions 5.3a- 5.3c).
The intrinsic viscosity [η ] of the PIB is obtained from the zero shear rate η0 measurements
as a function of concentration, given in Figure 5.6A. Huggins [104] showed that the viscosity of
polymer solutions depends on the concentration of the dissolved polymer as
η
ηs
= 1+[η ]c+ kH [η ]2c2 (5.16)
where ηs = 9.624 mPa s is the solvent viscosity and kH is the Huggins parameter. Equation 5.16
can be rearranged to give
η0
ηs −1
c
= [η ]+ kH [η ]2c (5.17)
which is a linear equation with two fit parameters: [η ] and kH . The fit parameters can also be
obtained using the Kraemer equation, a Taylor series expansion of the quantity ln
(
η0
ηs
)
which also
reveals the same [η ] given in Equation 5.17, as [110]
ln
(
η
ηs
)
c
= [η ]− kK [η ]2 c (5.18)
where kK is the Kraemer coefficient. Equating the expressions for
η0
ηs and ln
(
η0
ηs
)
shows that kK is
related to the Huggins coefficient kH through [111]
kH + kK =
1
2
. (5.19)
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Figure 5.6: Zero shear rate viscosity η0 as a function of concentration of PIB in S6. The location
of the critical concentration is shown in blue, and the concentration used for fitting the FENE-P
material functions is shown in red.
The expression given above is purely mathematical; therefore, it should be valid for any polymer-
solvent pair which also satisfies Huggins equation.
Equations 5.17 and 5.18 can also be combined to eliminate the [η ] intercept and the O
(
c2
)
fit
parameters, which gives (when using the relation in Equation 5.19) the Solomon-Ciuta equation
[112]
1
c
([
η
ηs
−1
]
− ln
(
η
ηs
))
=
1
2
[η ]2 c (5.20)
which includes O
(
c2
)
but depends only on the single O(c) fit parameter [η ].
We first fit Equation 5.20 in Origin using variance weighting to our concentration dependent
viscosity data for 7 different concentrations of PIB in S6 to obtain [η ]. We then held [η ] constant at
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its average value and fit Equation 5.17 to obtain kH . The error bars given in Figure 5.6 are reported
using propagation of error as
σH =
1
c
η
ηs
(
ση
η
)
(5.21a)
σSC =
1
c
(
η
ηs
−1
)(
ση
η
)
(5.21b)
where σH is the error for the reformatted Huggins equation (Equation 5.17), σSC is the error for the
Solomon-Ciuta equation (Equation 5.20), and ση is the standard deviation in the zero shear rate
viscosity from the experiments. From the fitting, we obtained
[η ] = 0.258±0.013 m3/kg (5.22a)
kH = 0.445±0.086 (5.22b)
From this we estimate a characteristic overlap concentration as c∗ = [η ]−1 = 3.876 kg/m3.
We held the values for [η ] and kH constant at their mean values and substituted them into
Equation 5.6d for the ηpi’s and Equation 5.15 for the λi’s, to give two unknowns b and kM. We
obtained these parameters by simultaneously fitting the viscosity (Equations 5.3a) and normal force
data, using Equations 5.3b and 5.3c in [9]
FN = 2pi
∫ R0
Ri
(Ψ1−Ψ2) γ˙2rdr (5.23)
to the all the viscosity data (all gap heights) in the +Ω direction and all the normal force data
above the experimental limit (all gap heights) in the +Ω direction for the 0.54wt% PIB in S6
data (Chapter 2) using Python’s built in fitting functions with the residual defined as y− yˆ where
y is a vector containing the experimental data and yˆ is a vector containing the model predictions.
The integral in Equation 5.23 was numerically evaluated using Gauss-Lobatto-Legendre (GLL)
quadrature [48, 49] with 151 GLL points between γ˙ = 1x10−20 and γ˙ = γ˙R. No weighting was
used for calculating the residual between the fit values and experimental data. From the fitting, we
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Figure 5.7: Characterization of the base oil plus polymer solution (0.54wt% PIB in S6) using the
flat plate (see inset). Also shown are the predictions from the multi-mode FENE-P model that was
fit to the data. After fixing [η ] and kH from the dilute viscosity data, only two fitting parameters
remain: b and KM. (A) viscosity η . (B) normal force FN . The characterization was performed
using a flat plate (see inset); the texture profile is only included to define direction of motion for
±Ω
obtained
b = 76.25±8.54 (5.24a)
KM = 1.12±0.12. (5.24b)
Typical values of b range between 30-300 [23]; our obtained value lies within this range. Figure 5.7
compares predictions from the fit to the experimental data; good agreement is seen between the fit
and the data for both the viscosity (at high shear rates) and normal forces. The underprediction in
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Figure 5.8: Comparison of predictions using the FENE-P model (where model parameters were
obtained from fitting to 0.54wt%, orange, data) to experimental data at different concentrations of
PIB in S6 (Chapter 2). Only c was changed; no extra fitting is performed. (A) viscosity η . (B)
normal force FN . Good agreement is observed between the experiments and the predictions at all
the concentrations tested.
the zero shear viscosity η0 is due to the underprediction of the viscosity by the Huggins model at
this given concentration (see Figure 5.6), where the Huggins prediction does not pass through the
data point (with error bars).
Figure 5.8 compares the prediction from the FENE-P model to flat plate data at all the different
concentrations of PIB (Chapter 2) tested. [η ], kH , b, and KM were held fixed at the values fit to the
0.54wt% (orange) data (given in Table 5.2) and only c was changed; no extra fitting was performed
to the other concentration dependent data. As seen in the figure, the FENE-P model accurately
predictions the onset of shear thinning in the viscosity data and the correct order of magnitude of
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Table 5.2: Material parameters obtained from fitting for determining the FENE-P model parameters
ηpi and λi.
Material Parameter Value
[η ] [m3/kg] 0.258±0.013
kH [–] 0.445±0.086
b [–] 76.25±8.54
KM [–] 1.20±0.12
Table 5.3: Comparison of the zero shear rate viscosity η0 from experiments to results predicted by
the Huggins equation (parameters obtained from fitting).
c/c∗ [–] η0exp [mPa s] η0FENE-P [mPa s]
√
(η0exp−η0FENE-P)
2
η0exp
[%]
0.112 9.989±0.304 10.718±0.060 7.292
0.225 12.236±0.443 11.915±0.135 2.618
0.405 13.302±0.518 14.049±0.295 5.613
0.803 19.461±0.781 19.718±0.846 1.321
1.125 26.281±1.006 25.252±1.499 3.914
1.215 30.207±0.459 26.953±1.716 10.771
1.709 39.542±1.857 37.501±3.174 5.161
FN for all the concentrations tested; however, the zero shear rate viscosity η0 predicted using the
FENE-P model deviates from the experimentally measured η0 at the higher polymer concentra-
tions. This is also seen in Table 5.3, which compares η0 between the experiments and the FENE-P
model prediction, using the parameters obtained from fitting. The error in η0 is calculated through
propagation of error as
ση0 =
√
(η0−ηs)2
(
1+
ηs
η0−ηs kH ([η ]c)
2
)2(σ[η ]
[η ]
)2
+
(
ηskH ([η ]c)2
)2(σkH
kH
)
(5.25)
where σ[η ] is the standard deviation in [η ] and σkH is the standard deviation in kH , both of which
were obtained in the fitting.
The largest percent deviation in η0 between the experiments and the model occurs at 0.54wt%
(c/c∗ = 1.215). We attribute this to the underprediction of the fits, as seen in Figure 5.6, where the
fit equations do not pass within the error bars for the 0.54wt% data, but do at the other concentra-
tions.
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5.4.2 Parameters from Molecular Properties
In the previous section, seven different fluids (for a given polymer and molecular weight) were
manufactured and tested at 3 different gap heights. Expanding this method to include differ-
ent polymers and different molecular weights could be cost/time intensive. Therefore, we seek
a method for calculating the material parameters from molecular theories, or empirical relations
based on the experimental data given, to overcome this dificiency in obtaining the parameters from
fitting.
The material parameters [η ], kH , KM, and b (which are constant for a given polymer-solvent
pair) can be calculated from molecular properties (where we have assumed the polymer acts like a
Gaussian chain [107]) using design inputs Mn and Mv (which are typically listed for commercially
available polymers), the monomer molecular weight Mmon (which can be calculated from monomer
structure), and the polymer characteristic ratio C∞ (which are listed in tables for different polymers)
to calculate the length of a monomer l, the equilibrium mean squared end-to-end distance 〈R2〉, the
radius of gyration Rg, the hydrodynamic radius RH , and the contour length R0, using [24,104,108,
113, 114]
N =
Mn
Mmon
(5.26a)
l = 2
(
1.59x10−10 sin
(
109.5◦
2
))
(5.26b)
〈R2〉=C∞Nl2 (5.26c)
R2g =
〈R2〉
6
(5.26d)
RH =
Rg
0.77
(5.26e)
R0 = Nl (5.26f)
[η ] =
(5
2
)(4
3piR
3
H
)
NA
Mv
(5.26g)
kH =
1
2
(5.26h)
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where [η ] is calculated from Einstein’s predictions for hard spheres [108], and the value of kH is
that for a θ solvent [113] (which must be used since we assumed the polymer acts as a Gaussian
chain).
We could also obtain b from molecular properties using the definition for b [13, 74]
b =
1
Nmode
3R20
〈R2〉 = 3997.8, (5.27)
where we used R0 as the maximum stretch of the FENE-P spring. This, however, does not match
the results from fitting (b from molecular parameters is orders of magnitude greater than the value
obtained from fitting), and would result in the model predicting less shear thinning that what was
experimentally observed. To rectify this error, we instead use an empirical relation for the maxi-
mum stretch of the FENE-P spring to obtain
b =
16
529
(
1
Nmode
3R20
〈R2〉
)
. (5.28)
The relation used for the increase in the relaxation time due to polymer concentration comes
from an empirical relation for the increase in viscosity [25]. Therefore, we do not expect a theo-
retical prediction for KM; however, we postulate that it should be order kH , and find here that the
empirical relation
KM =
5
2
kH (5.29)
matches the results from fitting. However, this has not been tested for different polymer-solvent
pairs, so this relation not be universally applicable.
Table 5.4 compares the FENE-P parameters obtained from fitting to the experimental data and
from using molecular properties; error in the parameters from molecular properties comes from
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Table 5.4: Comparison of the FENE-P parameters obtained from fitting and molecular parameters
FENE-P Parameter Fitting Molecular Properties
[η ] [m3/kg] 0.258±0.013 0.235±0.235
kH [–] 0.445±0.086 0.5
b [–] 76.25±8.54 73.54±60.04
KM [–] 1.20±0.12 1.25
propagation of error using
σb = b
(
σMn
Mn
)
(5.30a)
σ[η ] = [η ]
√
3
2
(
σMn
Mn
)
(5.30b)
σMn = Mn
√
MW
Mn
−1. (5.30c)
For the PIB used here, Mn = 600 kg/mol and MW = 1000 kg/mol, which gives a polydispersity
index (PDI) of 1.667; this PDI is what gives the large uncertainties in the values obtained from
molecular properties. Even though the uncertainty in the parameters is high, the mean values for
the predictions from molecular properties are similar to those obtained from fitting.
Figure 5.9 compares the prediction from the FENE-P model (holding [η ], kH , b, and KM fixed
at the values from molecular properties) to flat plate data at different concentrations of PIB (Chap-
ter 2); only c was changed. Again, as seen in the figure, the FENE-P model accurately predictions
the onset of shear thinning in the viscosity data and the correct order of magnitude of FN for all
the concentrations tested; however, the zero shear rate viscosity η0 predicted using the FENE-P
model deviates from the experimentally measured η0 at the higher polymer concentrations This
is also seen in Table 5.5, which compares η0 between the experiments and the FENE-P predic-
tions, where the parameters have now come from molecular properties. The error in η0 is again
calculated through propagation of error using Equation 5.25, Equation 5.30b, and σkH = 0.
As the concentration is increased above c/c∗ = 1, the percent deviation in η0 also increases;
this is due to the FENE-P model being valid only in the dilute regime, and the higher concentrations
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Figure 5.9: Theoretical predictions from molecular properties (no fit parameters) of non-linear
viscoelastic behavior using the FENE-P model compared to experimental data at different concen-
trations of PIB in S6 (Chapter 2). All material paramters are held constant; only c was changed.
(A) viscosity η . (B) normal force FN . Good agreement is observed between the experiments and
the predictions at all the concentrations tested.
(c/c∗ > 1) are in the semi-dilute regime. The largest deviation also occurs at 0.54wt%, which is
the same as the results from fitting; we attribute this again to the underprediction of the Huggins
equation at this concentration.
The errors in the prediction of η0 are larger when using the parameters from molecular prop-
erties compared to those obtained by fitting. This is most likely due to the large PDI which has
a greater effect on the predictions from molecular parameters. In the fitting, the distribution of
molecular weights is essentially averaged out to obtain a slightly higher value of [η ], as seen in
Table 5.1. When using the predictions from molecular parameters, no such averaging with the
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Table 5.5: Comparison of the zero shear rate viscosity η0 from experiments to results predicted by
the Huggins equation (parameters obtained from molecular properties).
c/c∗ [–] η0exp [mPa s] η0FENE-P [mPa s]
√
(η0exp−η0FENE-P)
2
η0exp
[%]
0.112 9.989±0.304 10.621±1.047 6.324
0.225 12.236±0.443 11.715±2.293 4.256
0.405 13.302±0.518 13.668±4.699 2.747
0.803 19.461±0.781 18.872±11.828 3.023
1.125 26.281±1.006 23.967±19.403 8.804
1.215 30.207±0.459 25.535±21.813 15.467
1.709 39.542±1.857 35.268±37.335 10.807
higher molecular weights occurs, resulting in a smaller value for [η ], and hence a smaller value of
η0.
5.5 Comparison of Methods
We compare the predictive capabilities of the FENE-P model to experimental data using the resid-
ual sum of squares (RSS) defined as
RSS =
Ntotal
∑
i=1
(yi− yˆi) (5.31)
where yi contains all the viscosity data and all the normal force values above the experimental limit,
Ntotal is the total number of data points in yi, and yˆi are the predictions using the FENE-P model
where the parameters can come from either fitting or molecular properties. Figure 5.10 gives the
RSS values where the black symbols used the fit parameters from the 0.54wt% PIB data, and the
red symbols are from molecular predictions. Also shown in the figure are solid lines for the RSS
obtained from fitting, and where c = c∗.
When c c∗, and the polymer can be classified as a dilute solution, the RSS values are similar
using either method for obtaining the model parameters, and both methods give RSS values smaller
than that obtained from fitting to the 0.54wt% data (the data is below the pink horizontal line),
suggesting either method could be used.
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Figure 5.10: Residual sum of squares (RSS) between the experimental data and the FENE-P predic-
tions with model parameters obtained from fitting and molecular properties. The black symbols use
model parameters from fitting (RSS from fitting shown as pink line). The red symbols use model
parameters from molecular properties. The RSS values are similar for both methods, suggesting
either can be used for design.
At 0.357wt% (c= 0.803c∗), where the polymer is shifting from being dilute to semi-dilute, we
start to see a separation between the RSS using the fit parameters and the molecular predictions.
This separation can be attributed to the percent deviation in η0 predicted by both methods, since
the normal force values are barely outside the experimental limit. The fit parameters give 1.32%
deviation while the molecular predictions give a 3% deviation in η0 (Tables 5.3 and 5.5). The
lower deviation in the fitting should be expected, since the fits for both [η ] and kH pass through the
data with error bars at this concentration.
At 0.5wt% (c = 1.125c∗) and 0.76wt% (c = 1.709c∗), we see a shift where now the molecular
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predictions give a lower RSS than the fitting. This change can be attributed to the differences in [η ]
between the two methods; since [η ] is smaller for the molecular predictions, it also gives a higher
c∗ than the fitting (c∗ = 1[η ]). This causes c/c
∗
mol to be closer to 1 for both fluids than c/c
∗
f it , making
the predictions using the molecular parameters more accurate.
At 0.54wt%, the RSS value from fitting is again smaller than that from molecular predictions.
This is to be expected, because the fitting routine obtained the parameters by minimizing the RSS
between the experiments and the model predictions. Interestingly, at this concentration, the RSS
from molecular parameters is similar to that at 0.76wt%, suggesting that once c gets sufficiently
larger than c∗, the deviations between the model and the experiments will essentially be the same,
independent of the concentration. This is most likely due to the fact that while the deviations in
η0 increase with concentration, the number of data points in the zero shear regime decrease due
to larger relaxation times (onset of shear thinning occurs around γ˙ = 1/λ ), and the model predicts
the region where shear thinning occurs accurately. However, we expect this observation to break
down in the entangled regime where other molecular factors can influence the model prediction.
5.6 Material Dependent Design
Table 5.6 gives all six parameters needed for material specific design to connect the material prop-
erties to bulk behavior; namely, the solvent viscosity, the monomer and polymer molecular weights,
and the concentration in solution.
We have previously presented material independent design targets for optimal fluid designs
Table 5.6: List of material dependent design inputs based on design choices: solvent, polymer, and
concentration
Design Choice Parameters
Solvent ηs
Polymer
Mmon (sets C∞)
Mn and MW (or MW and PDI)
Mv
Concentration c
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Figure 5.11: Results from fitting the FENE-P model (given as solid lines) to optimal fluid data
given by Lee et. al. [1] (given as symbols); the labels (a)-(f) correspond to the same labels used
in that paper. The material parameters were fixed at the values obtained from fitting, given in Ta-
ble 5.2, resulting in one fit parameter c. The FENE-P model only matches the material independent
design targets when c = 0.
using the Giesekus model [1]. To determine material formulation, we fit the FENE-P model to the
optimal fluid designs. We first use the parameters from fitting (given in Table 5.2) to have only
one fit parameter: the concentration of PIB in solution c. The FENE-P material functions given
in Equations 5.3a and 5.3b were fit to the material independent design data using Python’s built in
fitting functions with the residual defined as y− yˆ where y is a vector containing the experimental
data and yˆ is a vector containing the model predictions. The resulting fits (given as solid lines)
are compared to the optimal fluid data (given as symbols) in Figure 5.11; the FENE-P model only
matches the material independent design data when c = 0, meaning no polymer is added to the
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Figure 5.12: Results from fitting the FENE-P model (given as solid lines) to optimal fluid data
given by Lee et. al. [1] (given as symbols); the labels (a)-(f) correspond to the same labels used in
that paper. The polymer was fixed as PIB, but the molecular weights were varied, resulting in four
fit parameters: Mn, MW , Mv, and c. The FENE-P model only matches the material independent
design targets when c = 0.
solution.
The fitting given above was very restrictive (type of polymer and molecular weight fixed).
We increased the degrees of freedom by letting the molecular weights vary, while still fixing the
polymer as PIB (fixing Mmon and C∞), and the FENE-P model parameters were calculated using
the methods described in Section 5.4.2. The resulting fits (given as solid lines) are compared to the
optimal fluid data (given as symbols) Figure 5.12 and the formulation space of c and Mn obtained
from the fitting in given in Figure 5.13. Varying the molecular weights allowed η0 to match
between the two methods, and we observe a non-monotonic trend between Mn and c. However,
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Figure 5.13: Formulation space of concentration c and number average molecular weight Mn for
fitting the FENE-P model to the data given by Lee et. al. [1]; the labels (a)-(f) correspond to the
same labels used in that paper. The relation between Mn and c is non-monotonic.
the FENE-P model was unable to match the shear thinning of η , and was unable to match Ψ1 for
any of the fluids (except for c = 0).
These results suggest that while the Giesekus model can give material independent design
targets, they may not be physically achievable for a given system.
To rectify this problem, we examine a simple toy problem for determining the angle of asym-
metry β for simply parameterized asymmetric surface textures [6] and the concentration of PIB in
solution needed to increase the normal force FN while lowering the input power P = MΩ, where
M is the torque on the moving flat plate. We use the rheological material functions for the FENE-P
model given in Equation 5.3a and 5.3b (with the material parameters given in Table 5.2 so that our
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Figure 5.14: Simultaneous analysis of normal force FN and input power P for changing the concen-
tration of PIB in solution c and asymmetric texture angle β . Better results are those that lie further
to the left and up in the plot of FN vs. P. The colored points are representative values (where the
other black points are either farther to the right or down than the colored symbols) and the colors
of the symbols correspond to the colors of the texture profiles and fluid parameters.
only design input for the fluid is the concentration c) in the CEF-Reynolds equation [1]. We used
six different values of β evenly spaced between 0 and 20◦ at six different concentrations evenly
spaced between 0 and 7 kg/m3for a total of 36 data points.
Figure 5.14 gives the results from the analysis; better results are those that lie farther to the
left and up in the space of FN vs. P. The colored points are representative values (where the other
black points are either farther to the right or down than the colored symbols) and the colors of the
symbols correspond to the colors of the texture profiles and fluid parameters. Results ranging from
no added polymer (red symbol) to the maximum allowable polymer concentration (purple symbol)
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Figure 5.15: Formulation space of concentration c and number average molecular weight Mn to
achieve the objectives given in Figure 5.14; Mn was fixed at a given value and only c was varied.
are included (formulation space given in Figure 5.15), matching our previous material independent
design targets [1].
Interestingly, however, the texture profiles associated with the purple and blue points are flat
plates. The addition of the surface texture produces normal forces from viscous hydrodynamic
effects [6–8,90], and also decreases the effective shear rate inside the textured region due to larger
gap heights [6]. The normal forces due to viscous hydrodynamic effects scale as
(FN)Hydrodynamics ∼ η0γ˙1, (5.32)
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while the normal forces due to shear normal stresses scale (based on Equations 5.3b and 5.3c) as
(FN)Shear Normal ∼ N1−N2 ∼ ηpλ γ˙2. (5.33)
Therefore, a decrease in the shear rate (due to the addition of the textures) will cause a reduction in
the normal force produced by shear normal stresses. The results presented in Figure 5.14 suggest
that at the higher polymer concentrations, the addition of viscous hydrodynamic forces is not
enough to counter the loss in shear normal forces. This suggests that the design problem is non-
trivial, and that the texture profiles will change depending on the fluid being used.
5.7 Conclusions
We used the FENE-P model (based on model selection using the BIC) to link microstructure to
macro material properties, and showed how the model parameters can be linked to design inputs
(such as polymer concentration). We presented methods for calibrating the FENE-P model pa-
rameters to material specific parameters that depend on material specific design choices, such as
the polymer, solvent, and polymer concentration. We obtained the material specific parameters
either from fitting or molecular properties, and validated the FENE-P model prediction using the
material specific parameters against an experimental data set of concentration dependent viscosity
and normal force data for PIB dissolved in a mineral oil.
In the dilute regime (c c∗), the model predictions based on fitting and molecular proper-
ties were similar, and matched well to the experimental data, with the associated RSS values for
each method being less than that obtained when calibrating the parameters from fitting. How-
ever, at higher concentrations (c ≥ c∗) the disagreement between the model predictions and the
experiments increased due to the polymer solution no longer being in the dilute regime, which
was assumed in the calibration of the FENE-P model parameters. Therefore, when formulating a
material specific design problem, care must be taken to ensure that the fluid stays within the dilute
regime.
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We examined a simple toy problem for determining the angle of asymmetry β for simply
parameterized asymmetric surface textures and the concentration of PIB in solution needed to in-
crease the normal force FN while lowering the input power P using the FENE-P material functions
and the material parameters obtained from fitting. Results ranging from no added polymer to the
maximum allowable polymer concentration were included, matching our previous material inde-
pendent design targets. At higher polymer concentrations, the flat plate produced larger normal
forces that having a textured surface due to the reduction in shear normal forces not being coun-
tered by viscous hydrodynamic forces. This suggests that the design problem is non-trivial, and
that the texture profiles will change depending on the fluid being used. Future work could ex-
pand upon this toy problem to include general textured surfaces and changing molecular weights
to move farther up and to the left in the space of FN vs P.
The material dependent design results presented here are limited; only one polymer at one
molecular weight with one solvent (though for a range of concentrations c/c∗ =0.112-1.709) was
tested. Obtaining the material specific parameters from fitting should apply to a wide range of
polymer-solvent pairs with varying polymer molecular weights, since the Huggins equation should
apply for all polymers with a constant hydrodynamic radius (and has even been shown to apply
for polyelectrolytes with sufficiently added excess salt [25, 26]). However, obtaining the material
specific parameters from molecular properties required the assumption that the polymer behaves
like a Gaussian chain. If the polymer were dissolved in a good solvent (which would shrink the
polymer’s hydrodynamic radius), then the methods presented here could overpredict the material
behavior.
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Chapter 6
Conclusions and Outlook‖
Taken as a whole, this thesis demonstrates an approach for designing fluid rheology in contrast
to most design optimization studies in fluid mechanics that focus on optimizing only geometry
[7, 8, 90, 115] or kinematics [116]. Designing fluid rheology raises fundamental questions about
constitutive modeling. Since there is no single universal model, one must balance between model
fidelity, computational accessibility, and relation to micro/molecular formulation properties. This
thesis offers insights to these questions with a focus on polymer solutions in thin film lubrication
flows.
Chapter 2 systematically tested the effects of surface texture depth profile on friction reduction
with a polymer solution for varying Reh, Wi, and De. It showed that the shear stress on the flat plate
can be lowered through shear thinning, resulting in a lower apparent viscosity. Surface textures are
able to reduce the shear stress beyond that seen by shear thinning, until inertial effects become
important.
The flat plate produces normal forces above the experimental limit due to shear normal stresses
and closed circular streamlines. The addition of surface textures causes the normal force to be
above the flat plate reference and the largest normal forces are produced with β = 9.4◦. The
‖The text in the conclusion chapter includes selections from:
[1] Y. H. Lee, J. K. Schuh, R. H. Ewoldt, and J. T. Allison. “Simultaneous design of Non-Newtonian lubricant and
surface texture using surrogate-based optimization” Submitted to Journal of Mechanical Design
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normal forces produced with the textures are always positive, which is different from Newtonian
fluids where the sign of the normal force depends on the direction of motion. This is incredibly
useful for bi-directional sliding, because the normal force will always work to separate the two
surfaces.
The normal forces produced with the surface textures are larger than those predicted by a
simple superposition of viscous hydrodynamics and shear normal stresses, and the deviation from
a simple superposition is most likely due to finite inertia effects. This suggests that the geometry
of the surface texture has a non-trivial coupling to the flow field of the polymer solution.
Chapter 3 showed that the CEF model accurately captures the main physics of the experiments
(shear thinning, normal stress generation, and terminal regime viscoelasticity), allowing this model
to be used for our system. The CEF model is also material independent, which allows for a greater
design space since multiple material classes can be used to achieve the rheological material func-
tions.
Using the CEF model in the thin film limit, I derived the CEF-Reynolds equation based on
perturbation expansion in both Reh and De (up to first order), which includes leading order vis-
coelastic and inertial effects through the rheological material functions η (γ˙) and Ψ1 (γ˙) which can
be obtained from any material class. The CEF-Reynolds equation was solved using a Galerkin
pseudo-spectral method (which obtained solutions in 21 s on a 66x66 numerical grid), and the
resulting shear and normal force predictions were compared to experimental results, and show that
the CEF-Reynolds equation serves as a lower bound estimate to the experimental behavior.
I also showed (using a second order fluid model, which is similar to the CEF equation but
the rheological material functions are independent of shear rate) that the CEF-Reynolds equation
should theoretically serve as a lower bound estimate because the higher order inertia and viscoelas-
tic terms, which were not included in deriving the CEF-Reynolds equation, increase both the torque
and the normal force.
Chapter 4 designed the non-Newtonian lubricant properties and surface texture simultaneously
for lubricated sliding contact using the MO-ASMO algorithm [117] (implemented by Mr. Yong
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Hoon Lee under the direction of Professor James T. Allison). The objectives of this design problem
are: i) to minimize power input to reduce frictional loss, and ii) to maximize normal force to
enhance load supporting capacity. Chapter 4 used two non-Newtonian fluid models—the CEF-
Reynolds equation, and a Cauchy momentum equation with a multi-mode Giesekus model—to
simulate nonlinear viscoelasticity in the flow field.
Non-dominated optimal design solutions (i.e., Pareto sets) were obtained, and the results be-
tween the low and high fidelity models were compared. Trends in texture shapes agreed with trends
from our previous studies, while the fluid designs ranged from having no polymer additive (min-
imizing power) to the maximum polymer additive allowed in the optimization (maximum normal
force).
The MO-ASMO algorithm was applied successfully to solve this simultaneous fluid and tex-
ture design problem with two objectives. Specifically, for the design problem using the Giesekus
model, the transient Cauchy momentum equations were solved. A direct optimization (using either
nonlinear programming (NLP) algorithms or genetic algorithms) was impractical given the com-
putational resources. MO-ASMO enables solution without requiring access to exceptionally high-
performance computing resources. A specific challenge arises when attempting to use general-
purpose NLP algorithms due to Giesekus model stability properties. Certain combinations of tex-
ture shape and fluid parameter values cause model divergence. An explicit and precise description
of the boundary between compatible and incompatible parameter values is not available, making
direct application of standard NLP solvers impractical. MO-ASMO mitigates these issues effec-
tively using a support vector domain description (SVDD) strategy for adaptively constructing an
explicit boundary between regions with acceptable input values and those that lead to divergence.
Finally, Chapter 5 used the FENE-P model (based on model selection using BIC) to link mi-
crostructure to macro material properties, and showed how the model parameters can be linked to
design inputs (such as polymer concentration). Methods for calibrating the FENE-P model param-
eters through material specific parameters that depend on material specific design choices, such
as the polymer, solvent, and polymer concentration were presented. The material specific param-
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eters were obtained either from fitting or molecular properties, and validated the FENE-P model
prediction using the material specific parameters against an experimental data set of concentration
dependent viscosity and normal force data for PIB dissolved in a mineral oil.
In the dilute regime (c c∗), the model predictions based on fitting and molecular properties
were similar, and matched well to the experimental data, with the associated RSS values for each
method being less than that obtained when calibrating the parameters from fitting. However, at
higher concentrations (c ≥ c∗) the disagreement between the model predictions and the experi-
ments increased (up to 16% deviation) due to the polymer solution no longer being in the dilute
regime, which was assumed in the calibration of the FENE-P model parameters. Therefore, this
underprediction in the zero shear viscosity (due to the fidelity of the continuum level assumptions
used to derive the model predictions) should be considered when formulating the design problem.
The material dependent design results presented in Chapter 5 are limited; only one polymer at
one molecular weight with one solvent (though for a range of concentrations c/c∗ =0.112-1.709)
was tested. Obtaining the material specific parameters from fitting should apply to a wide range of
polymer-solvent pairs with varying polymer molecular weights, since the Huggins equation should
apply for all polymers with a constant hydrodynamic radius (and has even been shown to apply
for polyelectrolytes with sufficiently added excess salt [25, 26]). However, obtaining the material
specific parameters from molecular properties required the assumption that the polymer behaves
like a Gaussian chain. If the polymer were dissolved in a good solvent (which would shrink the
polymer’s hydrodynamic radius), then the methods presented in Chapter 5 could overpredict the
material behavior.
This work focused primarily on validating models for analysis of lubricated sliding (although
the methods described here for determining the main physics needed for a given problem are
general and could also be used in vibration isolation [15,22], turbulent pipe flow drag reduction [12,
118], and food [119], plastics [120], and ceramics [121] processing). The models were validated in
a global sense by comparing to the experimental data at all angular velocities; however, for design,
the models need not be globally valid (for example, surrogate models are only valid within some
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Figure 6.1: Example design space comparing the objective f (x) as a function of design input x for
different models. The black line is the true solution (which may not be known), and the red and
blue lines are two different models. The red line is more valid in a global sense because it follows
the true solution more accurately. However, the blue solution is more accurate near the optimal
solution.
threshold). Other models, which aren’t as globally accurate, may give better design performance,
as illustrated in Figure 6.1; the design results for two models are compared to a true design solution
(which may not be known). The red model is more valid in a global sense, because it follows the
objective f (x) for true solution more accurately for all values of the design input x. However,
the blue model captures the behavior more accurately near to true optimal solution, which from a
purely design perspective would mean that this blue model is more valid. This trade off between
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Table 6.1: Summary of prior work with Newtonian fluids outside thesis, work with Non-Newtonian
fluids given in this thesis, and possible future work based on the degrees of freedom (D.O.F.) for
the fluid and texture.
Work Texture D.O.F. Fluid D.O.F Analysis Design Fluid Model Flow Model
Prior
Schuh and Ewoldt [6] 1 0 X Mineral Oil Experiments
Schuh et. al. [7] 1 0 X X Mineral Oil Reynolds equation
Lee et. al. [8] 56 0 X Mineral Oil Reynolds equation
Lin et. al. [90] 676 0 X Mineral Oil Reynolds equation
Thesis
Chapter 3 1 1 X Mineral Oil+Polymer Experiments
Lee et. al. [1] 30 6 X Mineral Oil+Polymer
CEF-Reynolds equation
Cauchy momentum
Future
General Texture
+Material (fitting) 56 1 X Mineral Oil+Polymer CEF-Reynolds equation
General Texture
+Material (molecular) 56 6 X Mineral Oil+Polymer CEF-Reynolds equation
global and local validation is non-trivial, and more work is needed in model validation with respect
to design.
The validated models presented here were used for material independent design work to de-
termine optimal fluid properties and textured surfaces, and also in analysis for texture profiles
and polymer concentrations that are experimentally realizable. Table 6.1 summarizes this analysis
and design work (including prior results with Newtonian fluids) based on the degrees of freedom
(D.O.F) for the texture and the fluid. While the material independent design helps build intuition
for the behavior needed in reducing friction in lubricated sliding, there is no easy way to correlate
the design parameters to polymer properties. Future work can include general parameterizations
of the surface texture for fixed FENE-P parameters from fitting (one degree of freedom: poly-
mer concentration), and FENE-P parameters obtained from molecular properties (six degrees of
freedom: solvent viscosity, monomer molecular weight, polymer molecular weights, and polymer
concentration) to determine the optimal texture surface and polymer concentration. These optimal
texture designs can be manufactured (rapid prototyping, 3-D printing, etc.) and the optimal fluids
could be formulated (dissolve polymer at given concentration in mineral oil) to experimentally test
the optimal designs, and determine the agreement between the predicted and actual performance.
It is possible that the optimal texture designs may have features that are difficult to manufac-
ture (for example, large gradients of the gap height). This can be avoided by including manu-
facturing constraints in the design process (for example, limits on local slopes as we have pre-
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viously done [8]). Also, when manufacturing the surface textures, the made textures may not
match exactly to the optimal texture design, due to manufacturing restrictions (tolerance in ma-
chining/printing). However, if the as built texture surface is known (which could be obtained
either from line scans with laser displacement meters or surface profilometers, or other surface
characterization techniques), a prediction for the as built surfaces performance could be obtained
using the CEF-Reynolds equation.
It is also possible that the optimal fluid formulation using molecular properties might have a
different polymer molecular weight than those commercially available. Synthesizing new poly-
mers is outside the scope of this work; therefore, commercially available polymers close to the
optimal molecular weight could be used. Real polymers are also polydisperse in their molecular
weight distribution, which can affect the model parameters as shown in Chapter 5; this could also
be included as an input to the design problem. Furthermore, if the optimal polymer concentration
is too large, entanglement can occur, which is also outside the scope of this work. Therefore, the
maximum concentration of the polymer can be constrained such that cmax≤ 2c∗, which is the upper
limit where the molecular predictions have been validated against experiments.
While the FENE-P model does not apply for entangled polymer solutions, other models (such
as the Giesekus [5], Johnson-Segalman [82], Doi-Edwards [102], etc) have been shown to ac-
curately model entangled polymer behavior. However, these models either don’t have an ana-
lytical solution for η (γ˙) and Ψ1 (γ˙) (Doi-Edwards [102]), meaning they cannot be used in the
CEF-Reynolds equation, or the relation between the non-linear parameter and molecular proper-
ties (such as hydrodynamic radius, contour length, etc.) are unknown (Giesekus [5], Johnson-
Segalman [82]). This problem in connecting the non-linear parameters to microstructure can be
rectified through experimentally surveying the formulation space and fitting rheological models to
the data (as done in Chapter 5) to ultimately match the targeted rheological properties from the
optimization to as made fluids. This, however, could be cost and time intensive; therefore, future
work is also needed on connecting continuum level models to microstructure to aid in their use for
material dependent design.
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Appendix A
Supplemental Information for Chapter 2
A.1 Surface Textures
We used the same surface textures as a previous study with Newtonian fluids [6]. Full details on
the textures are given there; here, we list the main texture descriptions.
Our surface textures are defined as the removal of cylindrical holes; for the asymmetric textures
the hole is angled with respect to the surface normal. The textures are millimetric in size to allow
for good dimensional control during machining using a 1/8” end mill to cut out a cylindrical shape
with radius Rt=3 mm. The angle β was obtained by tilting the blank disk with respect to the end
mill axis of rotation. The asymmetric textures are oriented at an angle β with the face of the
cylinder having a single point located at the surface. Figure A.1 gives centerline profiles for the
textures tested and Table A.1 gives the as-built geometric properties for each texture.
Table A.1: Measured properties of the textures tested. Ra is the average roughness, Rq is the root
mean square (RMS) roughness, D is the maximum depth of the texture, W is the texture width, and
L is the periodic length. (Reprinted from Schuh and Ewoldt [6], Tribology International, Table 1,
Copyright 2016.)
Roughness Measurements Geometric Parameters
Ra [µm] Rq [µm] Ra/Rq [–] D [mm] W [mm] L [mm]
Flat Plate 0.064 0.110 0.582 – – –
β = 5.3◦ 0.883 1.16 0.761 0.5 6.0 8.953
β = 9.4◦ 0.959 1.25 0.767 1.03 6.0 8.953
β = 14◦ 0.935 1.23 0.760 1.5 5.98 8.953
β = 21.7◦ 0.101 0.137 0.737 2.04 5.88 8.953
Symmetric 0.276 0.352 0.784 2.28 6.0 8.953
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Figure A.1: Measured depth profiles along the centerline of 6 different surface textures tested.
A flat plate, a symmetric texture, and 4 asymmetric textures with varying β values were tested.
(Reprinted from Schuh and Ewoldt [6], Tribology International, Figure 4, Copyright 2016.)
A.2 Linear Viscoelastic Data
The linear viscoelastic behavior for the 0.54wt% PIB (measured with a 40 mm diameter, 1.011◦
cone-plate rheometer geometry on a DHR-3 combined motor-transducer rheometer, TA Instru-
ments) is given in Figure A.2. The instrument inertia and low torque limits are calculated as [4]
Gmin =
3
2piR3
Mmin
γ0
(A.1)
Ginertia =
3Φ
2piR3
Iω2 (A.2)
where Φ is the cone angle, R is the cone radius, Mmin is the minimum torque (Mmin = 0.5 nNm,
manufacturer specified), I is the instrument inertia (I = 21 µNms2, manufacturer specified), γ0 is
the applied strain amplitude (here, we used γ0=0.1%), and ω is the angular frequency.
All the linear viscoelastic data falls within the experiment limits shown (the minimum shear
rate here is γ˙ = 0.001 1/s, which is orders of magnitude smaller than those used for obtaining η
and FN); therefore, we do not perform any model fitting to this data. The solid lines shown are not
fits; they are simply the 2 mode Giesekus model predictions using the parameters obtained from
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Figure A.2: Linear viscoelastic data for the 0.54wt% PIB collected with a cone-plate rheometer
geometry, shown as inset. The experimental limits are calculated using Equations A.1 and A.2
with Φ= 1.011◦, Mmin = 0.5 nNm, I = 21 µNms2, and γ0 = 0.1%. All the linear viscoelastic data
falls within the experiment limits shown; therefore, we do not perform any model fitting to this
data. The solid lines shown are not fits; they are simply the 2 mode Giesekus model predictions
using the parameters obtained from the experimental viscosity and normal force.
the experimental viscosity and normal force. The oscillations in the solid lines are due to the two
discrete modes used in the 2 mode Giesekus model.
The predictions for G′′ match the linear viscoelastic data given here; this suggests that here the
λi’s obtained from fitting to the viscosity and normal force are consistent with linear viscoelastic
data (which need not be true). However, the predictions in G′ are smaller than the experimental
values due the instrument inertia effects that are in phase with G′, which increases the experimental
measurements.
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The linear viscoelastic data presented here is only for the 0.54wt% PIB; since this data falls
within the experimental limits, we did not perform linear viscoelastic measurements for other
concentrations of PIB.
A.3 Multi-Mode Giesekus Model
Figure A.3 gives the results from fits of different numbers of modes to the experimental data. Vi-
sually, there appears to be little difference in fit quality between using 2, 3, and 4 modes to fit the
experimental data. Therefore, we determined what number of modes to use when to model the ex-
Figure A.3: Fits of multi-mode Giesekus models to flat plate experimental data for 0.54wt% PIB
in S6 to determine the number of modes needed to accurately fit the data. Visually, all of the mode
values used fit the data well, and there appears to be little difference between modes 2-4.
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Figure A.4: BIC, calculated using Equation A.3, for the multi-mode Giesekus models fit to the
flat plate experimental data. The 2 mode Giesekus model has the lowest BIC, suggesting that this
model fits the data the best.
perimental data using the Bayesian Information Criterion (BIC) [50], a convenient approximation
of the full Bayes factors which can be used for rheological model selection [51]
BIC = n+n log(2pi)+n log
(
σ2
)
+ k log(n) (A.3)
where k is the number of fit parameters, σ2 is the variance between the model prediction and
the experimental data, and n is the number of data points used in the fit. Using the BIC for model
selection imposes a penalty on including too many fit parameters; arbitrarily increasing the number
of fit parameters should yield better fits (smaller variance between the model and the data) due to
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the larger degrees of freedom associated with more fit parameters. Therefore, instead of doing
model selection based on reducing the variance between the model and the data, model selection
with the BIC suggests that lower BIC values are more credible. Figure A.4 gives the BIC values
obtained from fitting using varying numbers of modes for a mulit-mode Giesekus model to the
experimental data. The 2 mode Giesekus model has the lowest BIC value, suggesting that this
model is the most credible for fitting the experimental data.
A.4 Calibrations to avoid risks of misinterpreting data at small
gaps
We have previously addressed experimental effects to avoid misinterpreting our data [6], which
could result in an apparent friction reduction from non-texture artifacts. These include gap offset
error [40, 52–54], and extra normal forces due to non-parallelism [55, 56], centrifugal effects in
rotation [9, 57, 58], and surface tension [40, 59]. We have previously shown how we calibrate,
correct for, and minimize these experimental effects [6]. We list the main results of the calibrations
here.
A.4.1 Viscosity Reduction
To calibrate the gap for each measurement, a gap zeroing procedure is first performed where the
rheometer head lowers until it feels a specified normal force. When the specified normal force is
measured, the rheometer sets that associated gap as zero, and all subsequent gaps are specified with
respect to this zero plane. During the gap zeroing procedure, the air trapped between the top and
bottom plates is squeezed out; this resulting squeeze flow can cause the gap-zeroing normal force
to be measured before actual plate-plate contact [40,52,53]. This leads to a gap offset ε where the
true gap ht is larger than the apparent gap ha by
ht = ha+ ε. (A.4)
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Connelly and Greener [52] studied the effect of this gap offset and showed that it can be calcu-
lated from gap dependent viscosity as
ηa =
ηt
1+ εha
(A.5)
where ηa is the apparent viscosity and ηt is the true viscosity.
Pipe et. al. [53] and Kramer et. al. [54] also studied this apparent gap dependent viscosity and
gave a reformulation of Equation A.5 in point-slope form as
1
ηa
=
1
ηt
+
ε
ηt
1
ha
. (A.6)
Experimental results for ηa as a function of ha were fit using both Equations A.5 and A.6,
resulting in a gap offset error of ε = 19.0±0.63 µm. The details of this are given in our previous
work [6].
A.4.2 Normal Force Production
Three different non-texture effects produce normal forces with parallel disks in steady rotation
(non-parallelism, inertia, and surface tension). Andablo-Reyes et. al [55, 56] showed that the
normal force between two non-parallel plates is given by
FNNP =Ω
ηR4
h2
(
0.256
ξ
h
)
(A.7)
where R is the radius of the plate and ξ is the measurement of the non-parallelism in µm. We have
precision machined our plates to minimize ξ , and thus minimize the effects of Equation A.7.
Because of the circular streamlines in our experimental setup, centripetal acceleration of the
fluid (with finite inertia) requires a pressure gradient in the radial direction, with lower pressure at
the center of rotation. Macosko [9] and Walters [57] gave a prediction for this inertial force
FNI =−
3
40
piR2ρ (RΩ)2 (A.8)
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where ρ is the fluid inertia. This effect is independent of the gap height.
Finally, surface tension can also produce a normal force through contact-line traction and
Laplace pressure due to a curved liquid-air interface [40,59]. We assume that this effect is constant
for each gap height and sample loading, independent of viscosity, so that
FNST =C. (A.9)
Understanding how these non-texture normal forces influence the raw experimental data allows
us to correct for, or eliminate, them to obtain the texture effects. The non-parallelism force cannot
be eliminated, but can be minimized by minimizing ξ , which we have done here. The surface
tension normal force is obtained from the low velocity data, and the inertial effects can be calcu-
lated at each angular velocity. These effects can be subtracted from the raw normal force data to
determine the corrected normal force, given as Fc−Fco, where Fc is the normal force corrected for
inertia and Fco is the constant surface tension force. The corrected normal force is then calculated
as
Fc−Fco = FRaw−
(
− 3
40
piR2ρ (RΩ)2
)
−C. (A.10)
We have previously shown that these corrections are valid, and the resulting corrected normal
forces for flat plates are effectively zero (below the experimental detection limit) [6].
A.5 Viscosity Reduction
The apparent viscosity for textures at all the gap heights tested is given in Figure A.5. At the largest
nominal gap height tested, there appears to be no difference between the results from the flat plate
and the textured surfaces (orange data). However, as the nominal gap height decreases, the larger
depth textures show a decrease in the apparent viscosity from the flat plate reference (green and
blue data), as seen in the main text (blue data).
When the nominal gap is larger, the effect of the surface texture is diminished. The effective
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gap inside the texture does not increase significantly for larger nominal gaps compared to the
smaller ones (e.g. going from 1 mm to 3 mm for the orange symmetric texture data vs 0.27 mm
to 2.27 mm for the blue symmetric texture data). This causes the shear rates to be closer to the
values for the flat plate, resulting in a smaller change in the shear stress for the textured surfaces.
This is consistent with previous results with Newtonian fluids where the textures showed little
improvement at large nominal gaps, but reduced the shear stress as the nominal gap decreased due
to a greater reduction in the effective shear rate.
Figure A.5: Experimental shear stress reduction with the surface textures, given as reduction in
apparent viscosity ηa at all the gap heights tested. The the two-mode Giesekus model fit is also
shown (solid black line on all the plots). (A) flat plate. (B) asymmetric surface texture, β = 5.3◦.
(C) β = 9.4◦. (D) β = 14◦. (E) β = 21.7◦. (F) symmetric surface texture. The addition of the
surface textures reduces the apparent viscosity beyond that seen by shear thinning.
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Figure A.6: Experimental normal force, corrected for inertia and surface tension, for the surface
textures at all the gap heights tested. The dotted line is the largest normal force obtained with the
flat plate. (A) flat plate. (B) asymmetric surface texture, β = 5.3◦. (C) β = 9.4◦. (D) β = 14◦. (E)
β = 21.7◦. (F) symmetric surface texture. The normal force is with the polymer solution is always
positive, independent of the direction of motion, which is different from Newtonian fluids where
the sign of the normal force changes with the direction of motion [6, 27].
A.6 Normal Force Production
The experimental normal force measurements (corrected for inertia and surface tension) are given
in Figure A.6. The flat plate produces a normal force due to viscoelastic effects. The addition of
the surface textures result in a normal force that is larger than the flat plate reference.
At the largest gap height, the normal force for all the textures is within the experimental limit.
However, as the nominal gap decreases, the normal forces produced with each surface increase due
to the associated larger shear rates at smaller gaps. Interestingly, at the 519 µm nominal gap, there
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appears to be little difference between the normal forces measured with β = 14◦ and β = 21.7◦.
The symmetric texture gives the second largest normal force at this height, whereas at the 269 µm
nominal gap the asymmetric textures give larger normal forces. This is most likely due to larger
inertial effects at the higher nominal gaps with the symmetric texture, which has been shown in the
main text to increase normal forces produced with textured surfaces.
Most interestingly, the normal forces are with the surface textures is positive (when the force is
above the experimental detection limit), independent of the direction of motion. This is different
from results with Newtonian fluids where the sign of the normal force changed with the direction
of motion [6, 7].
A.7 Increased Torque due to Inertia with a Newtonian Fluid
Traditionally, in rheological measurements, it is assumed that the gap between the moving and
stationary surface, and the rotation rates are sufficiently small so that inertial effects can be ne-
glected and the streamline are concentric circles. However, at large gap heights and high angular
velocities, this assumption might no longer be valid and inertial effects can influence the flow field
(secondary flows). This in turn can cause an increase in the measured quantities (the torque M
and normal thrust FN) [62, 122–124] used to calculate rheological material functions, such as the
viscosity η and the normal stress differences N1 and N2.
Scaling laws for the increase in the torque and normal force have been derived for cone-and-
plate rheometers with Newtonian fluids. Turian performed a perturbation analysis on the velocity
and pressure fields (with the assumption that the shear stress was the same at the moving cone and
stationary plate) and obtained scaling relationships for the torque and normal force as [62]
M
2piR3Ω
3β
= 1+
3
4900
Re2Φ+ · · · (A.11a)
FN =− 340piR
2ρ (RΩ)2
(
1− 739
185475
Re2Φ+ · · ·
)
(A.11b)
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where ReΦ =
ρΩ(ΦR)2
η and Φ is the cone angle. This assumption that the shear stress is the same
at the moving and stationary boundary, however, was found to be incorrect by Sdougos at. al.
[123], who also performed a perturbation expansion in the velocity field. They did not calculate
the normal force on the cone, but showed (through experimental measurements to determine an
unknown theoretical function) that empirically the torque on the moving cone should increase as
M
2piR3Ω
3β
= 1+1.290
Re2Φ
504+Re2Φ
, (A.12)
which in the limit of low ReΦ shows the same scaling as Turian.
The above predictions were for a cone-and-plate rheometer. Little work has been performed
for determining the increase in torque and normal force for the parallel-plate rheomter. Savins and
Metzner [122] performed a perturbation analysis to first order in Reh0 =
ρΩh20
η on the velocity for
flow between radial disks to calculate the added radial velocity component due to inertia. However,
they did not extend this analysis to higher order in Reh, nor did they calculate an increase in the
torque and normal force due to secondary flows.
Here, we determine the increase in the torque and normal force due to inertia for flow of a
Newtonian flow between parallel disks. We assume that the gap height is sufficiently small to use
the thin film approximations. We find that the torque and normal force increase faster for flow
between parallel disks than for flow between a cone and plate. We also find that shear stress is not
the constant across the gap, which is consistent with Sdougos at. al. [123].
Finally, we use the same governing equations for flow between a stationary cone and moving
flat plate. We again show that the shear stress is not constant across the gap, but the increase in
torque at the stationary cone is the same as the predictin given by Turian in Equation A.11a.
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A.7.1 Parallel Plates
For axisymmetric flow of a Newtonian fluid between parallel disks (in the thin film limit), the
governing equations are
1
r
∂
∂ r
(rur) = 0 (A.13a)
∂ 2ur
∂ z2
=
1
η
∂ p
∂ r
+
ρ
η
(
ur
∂ur
∂ r
− u
2
θ
r
)
(A.13b)
∂ 2uθ
∂ z2
=
ρ
η
(
ur
∂uθ
∂ r
+
uruθ
r
)
(A.13c)
∂ p
∂ z
= 0 (A.13d)
where we have neglected all gradients in the flow direction and assumed uz ≡ 0 and ∂ ()∂θ ≡ 0, with
boundary conditions
ur (z =−h0) = ur (z = 0) = 0 (A.14a)
uθ (z =−h0) = 0, uθ (z = 0) = rΩ (A.14b)
∂ p
∂ r
∣∣∣∣
r=0
= 0, p(r = R) = 0 (A.14c)
where Ω is the angular velocity of the flat plate. We non-dimensionalize the governing equations
using
r∗ =
r
R
(A.15a)
z∗ =
z
h0
(A.15b)
u∗r =
ur
RΩ
(A.15c)
u∗θ =
uθ
RΩ
(A.15d)
p∗ =
p
ηΩ
(
R
h0
)2 (A.15e)
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to get
1
r∗
∂
∂ r∗
(r∗u∗r ) = 0 (A.16a)
∂ 2u∗r
∂ z∗2
=
∂ p∗
∂ r∗
+Reh
(
u∗r
∂u∗r
∂ r∗
− u
∗2
θ
r∗
)
(A.16b)
∂ 2u∗θ
∂ z∗2
= Reh
(
u∗r
∂u∗θ
∂ r∗
+
u∗r u∗θ
r∗
)
(A.16c)
∂ p∗
∂ z∗
= 0. (A.16d)
where Reh =
ρΩh20
η .
We solve the governing equations using a perturbation expansion in both the velocity and the
pressure as [67, 72]
u∗r = u
∗
r0 +Rehu
∗
rI +Re
2
hu
∗
rII + · · · (A.17a)
u∗θ = u
∗
θ0 +Rehu
∗
θI +Re
2
hu
∗
θII + · · · (A.17b)
p∗ = p∗0+Reh p
∗
I +Re
2
h p
∗
II + · · · (A.17c)
We expand in this manner because in the limit that Reh→ 0, we should obtain the results given by
Macosko in his textbook [9].
Substituting the perturbation into the non-dimensional governing equations and collecting like
terms gives
0th Order
1
r∗
∂
∂ r∗
(
r∗u∗r0
)
= 0 (A.18a)
∂ 2u∗r0
∂ z∗2
=
∂ p∗0
∂ r∗
(A.18b)
∂ 2u∗θ0
∂ z∗2
= 0 (A.18c)
∂ p∗0
∂ z∗
= 0. (A.18d)
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Order Reh
1
r∗
∂
∂ r∗
(
r∗u∗rI
)
= 0 (A.19a)
∂ 2u∗rI
∂ z∗2
=
∂ p∗I
∂ r∗
+
(
u∗r0
∂u∗r0
∂ r∗
− u
∗2
θ0
r∗
)
(A.19b)
∂ 2u∗θI
∂ z∗2
=
(
u∗r0
∂u∗θ0
∂ r∗
+
u∗r0u
∗
θ0
r∗
)
(A.19c)
∂ p∗I
∂ z∗
= 0. (A.19d)
Order Re2h
1
r∗
∂
∂ r∗
(
r∗u∗rII
)
= 0 (A.20a)
∂ 2u∗rII
∂ z∗2
=
∂ p∗II
∂ r∗
+
(
u∗r0
∂u∗rI
∂ r∗
+u∗rI
∂u∗r0
∂ r∗
− 2u
∗
θ0u
∗
θI
r∗
)
(A.20b)
∂ 2u∗θII
∂ z∗2
=
(
u∗rI
∂u∗θ0
∂ r∗
+u∗r0
∂u∗θI
∂ r∗
+
u∗rI u
∗
θ0 +u
∗
r0u
∗
θI
r∗
)
(A.20c)
∂ p∗II
∂ z∗
= 0. (A.20d)
which we rewrite in dimensional form (with corresponding boundary conditions) as
0th Order
1
r
∂
∂ r
(rur0) = 0 (A.21a)
∂ 2ur0
∂ z2
=
1
η
∂ p0
∂ r
(A.21b)
∂ 2uθ0
∂ z2
= 0 (A.21c)
∂ p0
∂ z
= 0 (A.21d)
ur0 (z =−h0) = ur0 (z = 0) = 0 (A.21e)
uθ0 (z =−h0) = 0, uθ0 (z = 0) = rΩ (A.21f)
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∂ p0
∂ r
∣∣∣∣
r=0
= 0, p0 (r = R) = 0. (A.21g)
1st Order
1
r
∂
∂ r
(rurI) = 0 (A.22a)
∂ 2urI
∂ z2
=
1
η
∂ pI
∂ r
+
(
ur0
∂ur0
∂ r
− u
2
θ0
r
)
(A.22b)
∂ 2uθI
∂ z2
=
ρ
η
(
ur0
∂uθ0
∂ r
+
ur0uθ0
r
)
(A.22c)
∂ pI
∂ z
= 0 (A.22d)
urI (z =−h0) = urI (z = 0) = 0 (A.22e)
uθI (z =−h0) = uθI (z = 0) = 0 (A.22f)
∂ pI
∂ r
∣∣∣∣
r=0
= 0, pI (r = R) = 0. (A.22g)
2nd Order
1
r
∂
∂ r
(rurII) = 0 (A.23a)
∂ 2urII
∂ z2
=
1
η
∂ pII
∂ r
+
ρ
η
(
ur0
∂urI
∂ r
+urI
∂ur0
∂ r
− 2uθ0uθI
r
)
(A.23b)
∂ 2uθII
∂ z2
=
ρ
η
(
urI
∂uθ0
∂ r
+ur0
∂uθI
∂ r
+
urI uθ0 +ur0uθI
r
)
(A.23c)
∂ pII
∂ z
= 0 (A.23d)
urII (z =−h0) = urII (z = 0) = 0 (A.23e)
uθII (z =−h0) = uθII (z = 0) = 0 (A.23f)
∂ pII
∂ r
∣∣∣∣
r=0
= 0, pII (r = R) = 0. (A.23g)
152
The solution to the 0th order equations are
ur0 = 0 (A.24a)
uθ0 = rΩ
(
1+
z
h0
)
(A.24b)
p0 = 0. (A.24c)
Substituting into the 1st order equations gives
urI = rΩ
(
ρΩh20
η
)[
− 1
12
(
z
h0
)4
− 1
3
(
z
h0
)3
− 7
20
(
z
h0
)2
− 1
10
(
z
h0
)]
(A.25a)
uθI = 0 (A.25b)
pI =− 320ρ (RΩ)
2
[
1−
( r
R
)2]
. (A.25c)
Finally, substituting the 0th and 1st order solutions into the 2nd order equations gives
urII = 0 (A.26a)
uθII = rΩ
(
ρΩh20
η
)2 1350
(
z
h0
)
− 130
(
5
42
(
z
h0
)7
+ 56
(
z
h0
)6
+ 4120
(
z
h0
)5
+ 94
(
z
h0
)4
+
(
z
h0
)3)
 (A.26b)
pII = 0. (A.26c)
The torque on the flat plate is evaluated as
M = 2pi
∫ R
0
(
rη
∂uθ
∂ z
∣∣∣∣
z=0
)
rdr (A.27)
Using the solutions to the 0th, 1st, and 2nd order equations gives
M = 2pi
∫ R
0
(
rη
[
rΩ
h0
+0+
1
350
rΩ
h0
(
ρΩh20
η
)2
+ · · ·
])
rdr. (A.28)
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Figure A.7: Comparison of torque increase given by Equation A.30 (black line) to values ob-
tained using the full 3-D Navier Stokes equations for flow between parallel disks at 3 different gap
heights (symbols, measured at moving plate). Also shown is the predictions given by Turian for
a cone-and-plate in Equation A.11a [62] (red line) and Sdougos et. al. for a cone-and-plate in
Equation A.12 [123]. Good agreement is seen between the symbols and the black line, validating
the scaling given in Equation A.30.
Evaluating the integral yields
M = η
(
piR4Ω
2h0
)[
1+
1
350
(
ρΩh20
η
)2
+ · · ·
]
(A.29)
which can be rearranged to give
M
M0
≡ M
η
(
piR4Ω
2h0
) = 1+ 1
350
(
ρΩh20
η
)2
+ · · · (A.30)
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Using Equation A.30, we calculate a Reh that gives a 1% increase in the torque as
M
M0
= 1.01 = 1+
1
350
Re2hc (A.31)
which gives Reh =1.87.
Figure A.7 compares the torque increase due to inertia predicted by Equation A.30 (black line)
to values obtained using the full 3-D Navier Stokes equations for flow between parallel disks at
3 different gap heights (symbols, measured at the moving plate). (Also shown is the prediction
by Turian [62] for cone and plate geometries given in Equation A.11a as the red line, which un-
der predicts the numerical data, and the emperical result from Sdougos et. al. [123] given in
Equation A.12 as the purple line, which predicts the onset for the torque increase, but then un-
derpredicts the full 3-D data). Good agreement is seen between Equation A.30 and the numerical
data, validating the prediction given in Equation A.30.
If we extend the analysis given above up to third order in Reh, we can also calculate the increase
in normal force due to inertial effects as
FN = 2pi
∫ R
0
(p0+ pI + pII + pIII)rdr. (A.32)
where
urIII = rΩ
(
ρΩh20
η
)3

43
924000
(
z
h0
)
− 2771848000
(
z
h0
)2− 11050 ( zh0)3
+ 12800
(
z
h0
)4
+ 416000
(
z
h0
)5
+ 48736000
(
z
h0
)6
+ 231800
(
z
h0
)7
+ 314800
(
z
h0
)8
+ 53024
(
z
h0
)9
+ 16048
(
z
h0
)10

(A.33a)
uθIII = 0 (A.33b)
pIII =
277
1848000
ρ (RΩ)2
(
ρΩh20
η
)2[
1−
( r
R
)2]
(A.33c)
Substituting the values for p0, pI , pII , and pIII into Equation A.32 and simplifying gives
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FN =− 340piR
2ρ (RΩ)2
(
1− 277
277200
(
ρΩh20
η
)2
+ · · ·
)
.. (A.34)
The normal force from the base flow is entirely due to centripetal acceleration and closed
circular stream lines. The addition of the secondary flow causes the stream lines to become spirals;
this results in an effectively lower centripetal acceleration, and hence a smaller pressure gradient.
This effectively decreases the normal force, as seen in Equation A.34.
A.7.2 Cone and Plate
We use the same governing equations as for the parallel plate; however, instead of having h0 as a
constant, we now use h = Φr, where Φ is the cone angle. The solution to the 0th order equations
are
ur0 = 0 (A.35a)
uθ0 = rΩ
(
1+
z
Φr
)
(A.35b)
p0 = 0. (A.35c)
Substituting into the 1st order equations gives
urI = rΩ
(
ρΩ(Φr)2
η
)[
− 1
12
( z
Φr
)4− 1
3
( z
Φr
)3− 7
20
( z
Φr
)2− 1
10
( z
Φr
)]
(A.36a)
uθI = 0 (A.36b)
pI =− 320ρ (RΩ)
2
[
1−
( r
R
)2]
. (A.36c)
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Finally, substituting the 0th and 1st order solutions into the 2nd order equations gives
urII = 0 (A.37a)
uθII = rΩ
(
ρΩ(β r)2
η
)2 7125200 ( zΦr)
− 160
(
5
42
( z
Φr
)7
+
( z
Φr
)6
+ 6120
( z
Φr
)5
+4
( z
Φr
)4
+2
( z
Φr
)3)
 (A.37b)
pII = 0. (A.37c)
The torque on the flat plate is evaluated as
M = 2pi
∫ R
0
(
rη
∂uθ
∂ z
∣∣∣∣
z=0
)
rdr (A.38)
Using the solutions to the 0th, 1st, and 2nd order equations gives
M = 2pi
∫ R
0
rη
Ω
Φ
+0+
71
25200
Ω
Φ
(
ρΩ(Φr)2
η
)2
+ · · ·
rdr. (A.39)
Evaluating the integral and rearranging gives
M
M0
≡ M
η
(
2piR3Ω
3Φ
) = 1+ 71
58800
(
ρΩ(ΦR)2
η
)2
+ · · · (A.40)
We also note that if the torque is evaluated at the cone (z =−Φr), then we obtain
M
M0
≡ M
η
(
2piR3Ω
3Φ
) = 1+ 3
4900
(
ρΩ(ΦR)2
η
)2
+ · · · (A.41)
which is exactly the result given by Turian [62].
Using Equation A.40, we calculate the Reynolds number that gives a 1% increase in the torque
ReΦ as
M
M0
= 1.01 = 1+
71
58800
Re2Φ (A.42)
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Figure A.8: Comparison of torque increase given by Equation A.40 (black line) to values obtained
using the full 3-D Navier Stokes equations for flow between a cone and plate at 3 different cone
angles (symbols, measured at the moving flat plate). Also shown is the predictions given by Turian
in Equation A.11a [62] (red line) and Sdougos et. al. in Equation A.12 [123]. Good agreement is
seen between the symbols and the black line, validating the scaling given in Equation A.40.
which gives ReΦ =2.88.
Figure A.8 compares the torque increase due to inertia predicted by Equation A.40 (black line)
to values obtained using the full 3-D Navier Stokes equations for flow between a cone and plate at
3 different cone angles (symbols, measured at the moving flat plate). (Also shown is the prediction
by Turian [62] given in Equation A.11a as the red line, which under predicts the numerical data,
and the emperical result from Sdougos et. al. [123] given in Equation A.12 as the purple line,
which overpredicts the numerical data). Good agreement is seen between Equation A.40 and the
numerical data, validating the prediction given in Equation A.40.
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A.8 Perturbation Solution 2nd Order Fluid
The above analysis was for a Newtonian fluid. Adding viscoelastic effects increases the com-
plexity of the equations, but can be included. Previously, Olagunju and Cook [125] calculated
the secondary flows and increase in the pressure field for an Oldroyd-B fluid in a cone-and-plate
rheometer; however, they did not calculate the increase in the torque and the normal force.
Here, we examine flow of a second order fluid between parallel disks in the thin film limit. The
governing equations are given in the main text, and we perform a perturbation analysis (similar to
that given above for a Newtonian fluid) in both the Reynolds number and Deborah number. This
analysis assumes Ψ2 = 0 (which excludes purely elastic secondary flows) to obtain an analytical
solution. We include both viscoelastic and inertia effects, and calculate the increase in the torque
and the normal force due to the secondary flows.
The 0th order solutions for axisymmetric flow of a second order fluid between parallel disks is
ur0 = 0 (A.43a)
uθ0 = rΩ
(
1+
z
h0
)
(A.43b)
p0 = 0. (A.43c)
Substituting into the 1st order equations, and using Reh0 =
ρΩh20
η0 and De=
Ψ10Ω
η0 , gives
urI = rΩ
(
Reh0
60
)[
−6
(
z
h0
)
−21
(
z
h0
)2
−20
(
z
h0
)3
−5
(
z
h0
)4]
(A.44a)
uθI = 0 (A.44b)
pI =− 320ρ (RΩ)
2
(
1−
( r
R
)2)
+
1
2
Ψ10
(
RΩ
h0
)2(
1−
( r
R
)2)
. (A.44c)
It should be noted that urI given here for a second order fluid matches the results given in Equa-
tion A.25a for a Newtonian fluid.
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Solving for the 2nd order equations gives
urII = 0 (A.45a)
uθII = rΩ
Re
2
h0
(
1
350
(
z
h0
)
− 130
(
z
h0
)3− 9120 ( zh0)4− 1600 ( zh0)5− 136 ( zh0)6− 1252 ( zh0)7
)
+Reh0De
(
1
5
(
z
h0
)2
+ 1430
(
z
h0
)3
+ 13
(
z
h0
)4
+ 115
(
z
h0
)5)

(A.45b)
pII = 0. (A.45c)
Again, the terms containing Re2h0 match the results given in Equation A.26b for a Newtonian fluid.
Finally, substituting up to third order gives
urIII = rΩ frIII
(
z
h0
,Re3h0,Re
2
h0De,Reh0De
2
)
(A.46a)
uθIII = 0 (A.46b)
pIII = ρ (RΩ)2
[
277
1848000
Re2h0 +
247
47250
Reh0De−
37
2100
De2
](
1−
( r
R
)2)
, (A.46c)
where frIII
(
z
h0
,Re3h0 ,Re
2
h0De,Reh0De
2
)
is some function. These results suggest that secondary
flows with a second order fluid only occur if there are finite inertia effects (Reh0 6= 0); otherwise,
no secondary flows will be generated.
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Appendix B
Supplemental Information for Chapter 3
B.1 CEF Model Predictions
The CEF model is given as [10]
τ = η (γ˙)γ
(1)
− 1
2
Ψ1 (γ˙)γ
(2)
+Ψ2 (γ˙)
[
γ
(1)
· γ
(1)
]
. (B.1)
We examine its behavior in simple flow fields to determine the rheological material functions
predicted.
B.1.1 Steady Shear
The velocity field for steady shear is given as
u = yγ˙ iˆ. (B.2)
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Plugging this into the definitions for γ
(1)
and γ
(2)
gives
γ
(1)
=

0 γ˙ 0
γ˙ 0 0
0 0 0
 (B.3a)
γ
(2)
=

−2γ˙2 0 0
0 0 0
0 0 0
 . (B.3b)
Substituting back into Equation B.1 gives
τ =

(Ψ1 (γ˙)+Ψ2 (γ˙)) γ˙2 η (γ˙) γ˙ 0
η (γ˙) γ˙ Ψ2 (γ˙) γ˙2 0
0 0 0
 . (B.4)
This gives the predicted material properties as
η ≡ τyx
γ˙
= η (γ˙) (B.5a)
Ψ1 ≡ τxx− τyyγ˙2 =Ψ1 (γ˙) (B.5b)
Ψ2 ≡ τyy− τzzγ˙2 =Ψ2 (γ˙) , (B.5c)
meaning the CEF model predicts shear thinning and normal stress generation.
B.1.2 Oscillatory Shear
The velocity field for steady shear is given as
u = yγ˙ iˆ. (B.6)
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where
γ˙ = γ0ω cos(ωt) .
Plugging this into the definitions for γ
(1)
and γ
(2)
gives
γ
(1)
=

0 γ0ω cos(ωt) 0
γ0ω cos(ωt) 0 0
0 0 0
 (B.7a)
γ
(2)
=

−2γ20ω2 cos2 (ωt) −γ0ω2 sin(ωt) 0
−γ0ω2 sin(ωt) 0 0
0 0 0
 . (B.7b)
Substituting back into Equation B.1 gives
τ =

γ20 (Ψ1 (γ˙)+Ψ2 (γ˙))ω
2 cos2 (ωt) γ0
12Ψ1 (γ˙)ω2 sin(ωt)
+η (γ˙)ω cos(ωt)
 0
γ0
12Ψ1 (γ˙)ω2 sin(ωt)
+η (γ˙)ω cos(ωt)
 γ20Ψ2 (γ˙)ω2 cos2 (ωt) 0
0 0 0

. (B.8)
The shear stress is then simply
τyx = γ0
(
1
2
Ψ1 (γ˙)ω2 sin(ωt)+η (γ˙)ω cos(ωt)
)
. (B.9)
Since the viscometric functions are dependent on t, ω , and γ0, we perform a Taylor series
expansion on the functions to get leading order effects in the shear stress. If we assume that the
change in the viscometric functions with respect to shear rate is zero in the limit γ˙ → 0, then the
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Taylor series expansions up to second order are
η (γ˙) = η0+
1
2
[
∂ 2η
∂ γ˙2
∣∣∣∣
γ0=0
]
γ20ω
2 cos2 (ωt)+O
(
γ30
)
(B.10a)
Ψ1 (γ˙) =Ψ10+
1
2
[
∂ 2Ψ1
∂ γ˙2
∣∣∣∣
γ0=0
]
γ20ω
2 cos2 (ωt)+O
(
γ30
)
(B.10b)
Ψ2 (γ˙) =Ψ20+
1
2
[
∂ 2Ψ2
∂ γ˙2
∣∣∣∣
γ0=0
]
γ20ω
2 cos2 (ωt)+O
(
γ30
)
. (B.10c)
Substituting the Taylor series expansions into Equation B.9 gives upon simplification (where
we have used Ψ10 = 2G0λ 2)
τyx =γ0
(
G0 (λω)2 sin(ωt)+η0ω cos(ωt)
)
+γ30

1
16
[
∂ 2Ψ1
∂ γ˙2
∣∣∣
γ0=0
]
ω4 (sin(x)+ sin(3x))
+18
[
∂ 2η
∂ γ˙2
∣∣∣
γ0=0
]
ω3 (3cos(x)+ cos(3x))
+O(γ40) . (B.11)
Using the definitions for the intrinsic non-linearities [126], we obtain
[e1] =
1
16
[
∂ 2Ψ1
∂ γ˙2
∣∣∣∣
γ0=0
]
ω4 (B.12a)
[v1] =
3
8
[
∂ 2η
∂ γ˙2
∣∣∣∣
γ0=0
]
ω2 (B.12b)
[e3] =− 116
[
∂ 2Ψ1
∂ γ˙2
∣∣∣∣
γ0=0
]
ω4 (B.12c)
[v3] =
1
8
[
∂ 2η
∂ γ˙2
∣∣∣∣
γ0=0
]
ω2. (B.12d)
The intrinsic non-linearities show the correct terminal regime scaling ([v1] , [v3]∼ω2 and [e1] , [e3]∼
ω4), and the correct interrelations ([v1] = 3 [v3] and [e1] = − [e3]) [126], meaning that the CEF
model predicts terminal regime viscoelasticity.
Figure B.1 gives the small amplitude oscillatory shear (SAOS) predictions with the CEF model;
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Figure B.1: Small amplitude oscillatory shear (SAOS) predictions with the CEF model. η ′ is
independent of De, and G′ scales like De2, which match the predictions of the 2nd Order Fluid
Expansion [12].
η ′ is independent of De, and G′ scales like De2, which matches the predictions of the 2nd Order
Fluid Expansion [12].
B.1.3 Uniaxial Extension
The velocity field for uniaxial extension is given as
u = xε˙ iˆ− 1
2
yε˙ jˆ− 1
2
zε˙ kˆ. (B.13)
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Plugging this into the definitions for γ
(1)
and γ
(2)
gives
γ
(1)
=

2ε˙ 0 0
0 −ε˙ 0
0 0 −ε˙
 (B.14a)
γ
(2)
=

−4ε˙2 0 0
0 −ε˙2 0
0 0 −ε˙2
 . (B.14b)
Substituting back into Equation B.1 gives
τ =

2η (γ˙) ε˙
+4
(1
2Ψ1 (γ˙)+Ψ2 (γ˙)
)
ε˙2
0 0
0
−η (γ˙) ε˙
+
(1
2Ψ1 (γ˙)+Ψ2 (γ˙)
)
ε˙2
0
0 0
−η (γ˙) ε˙
+
(1
2Ψ1 (γ˙)+Ψ2 (γ˙)
)
ε˙2

(B.15)
where γ˙ =
√
3ε˙ . This then gives the uniaxial extensional viscosity as
η ≡ τxx− τy
ε˙
= 3
(
η (γ˙)+
(
1
2
Ψ1 (γ˙)+Ψ2 (γ˙)
)
ε˙
)
(B.16)
Again, if we perform a Taylor series expansion on the viscometric functions and assume that the
change in the viscometric functions with respect to shear rate is zero in the limit γ˙→ 0, we obtain
η (γ˙) = η0+
1
2
[
∂ 2η
∂ γ˙2
∣∣∣∣
γ˙=0
]
3ε˙2+O
(
ε˙3
)
(B.17a)
Ψ1 (γ˙) =Ψ10+
1
2
[
∂ 2Ψ1
∂ γ˙2
∣∣∣∣
γ˙=0
]
3ε˙2+O
(
ε˙3
)
(B.17b)
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Ψ2 (γ˙) =Ψ20+
1
2
[
∂ 2Ψ2
∂ γ˙2
∣∣∣∣
γ˙=0
]
3ε˙2+O
(
ε˙3
)
. (B.17c)
Substituting this into Equation B.16 gives
η = 3
 η0+
(1
2Ψ10+Ψ20
)
ε˙
+32
([
∂ 2η
∂ γ˙2
∣∣∣
γ˙=0
]
ε˙2+
(
1
2
[
∂ 2Ψ1
∂ γ˙2
∣∣∣
γ˙=0
]
+
[
∂ 2Ψ2
∂ γ˙2
∣∣∣
γ˙=0
])
ε˙3
)
+O(ε˙4) . (B.18)
Typically, for polymeric liquids 12Ψ10 +Ψ20 > 0, meaning the CEF model predicts extensional
thickening.
B.2 Numerically Solve the CEF-Reynolds Equation
B.2.1 Solve for the Pressure
We solve the CEF-Reynolds equation using a Galerkin pseudo-spectral method. This method uses
a weighted residual technique for computing the approximate solution to a differential equation
[48, 76, 94].
The CEF-Reynolds equation is given in vector form as
∇ ·
(
h3
12η
∇p
)
= f (r,θ) (B.19)
where ∇ is the appropriate operator for cylindrical coordinates. Using the weighted residual tech-
nique, we multiply both the left and right hand side by some test function q(r,θ) and integrate over
the area giving ∫
A
q∇ ·
(
h3
12η
∇p
)
dA =
∫
A
q f dA. (B.20)
We simplify the left hand side of Equation B.20 using integration by parts to obtain
∫
∂A
q
h3
12η
∇p · nˆdS−
∫
A
∇q ·
(
h3
12η
∇p
)
dA =
∫
A
q f dA. (B.21)
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where ∂A is the boundary of A and nˆ is the outward facing unit normal vector of the area. We
can eliminate the boundary terms through the known boundary conditions; periodicity in the θ
direction, Neumann boundary conditions on the pressure, and having q = 0 on the portions of the
boundary where p = 0. Using the boundary conditions then gives
−
∫
A
∇q ·
(
h3
12η
∇p
)
dA =
∫
A
q f dA. (B.22)
We want to numerically evaluate the integrals in Equation B.22 using Gauss-Lobatto-Legendre
(GLL) quadrature, which is exact for polynomials of degree 2N− 1, where N is the number of
evaluation points [49]. The evaluation points in GLL quadrature exist on the interval [−1,1];
therefore, we need to map our original area A onto the [−1,1] square using
r =
(
1+ζ
2
)
Ro+
(
1−ζ
2
)
Ri (B.23a)
θ =
ι
2
ϕ (B.23b)
ζ , ι ∈ [−1,1] . (B.23c)
This mapping gives
−
∫
Aˆ
∇q ·
(
h3
12η
∇p
)
JdAˆ =
∫
Aˆ
q f JdAˆ (B.24)
where J is the Jacobian for the transformation from A to Aˆ given as
J = det

 ∂ r∂ζ ∂ r∂ ι
r∂θ
∂ζ
r∂θ
∂ι

= rϕ (Ro−Ri)4 . (B.25)
We also need to evaluate the gradient in the new domain Aˆ. We can write the gradient in the ith
direction as [93, 94]
∂q
∂xi
=
d
∑
j=1
∂q
∂ϒ j
∂ϒ j
∂xi
(B.26)
where ∂∂xi is the gradient in the ith direction in cylindrical coordinates, ϒ j is the jth coordinate in
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the new Aˆ domain, and d is the dimension (2 in our case). The ∂ϒ j∂xi terms can be found through the
following relation [94]  ∂ζ∂ r ∂ ι∂ r
∂ζ
r∂θ
∂ι
r∂θ
=
 ∂ r∂ζ r∂θ∂ζ
∂ r
∂ ι
r∂θ
∂ι

−1
(B.27)
which gives  ∂ζ∂ r ∂ ι∂ r
∂ζ
r∂θ
∂ι
r∂θ
=
 2Ro−Ri 0
0 2rϕ
 . (B.28)
Substituting the definition of the gradient into Equation B.24 yields
d
∑
j=1
d
∑
l=1
−
∫
Aˆ
∂q
∂ϒ j
(
d
∑
i=1
∂ϒ j
∂xi
h3
12η
J
∂ϒl
∂xi
)
∂ p
∂ϒl
dAˆ =
∫
Aˆ
q f JdAˆ. (B.29)
We next numerically evaluate the integrals and use
G jl =
d
∑
i=1
∂ϒ j
∂xi
h3
12η
J
∂ϒl
∂xi
, (B.30)
to give
d
∑
j=1
d
∑
l=1
N
∑
m,n=1
(
− ∂q
∂ϒ j
G jl
∂ p
∂ϒl
)∣∣∣∣
ζm,ιn
wmwn =
N
∑
m,n=1
wmwn (q f J)|ζm,ιn (B.31)
where wm and wn are the corresponding quadrature weights and N is the number of quadrature
points in one direction.
We can combine G jl and the quadrature weights into a set of diagonal matrices G jl using [93]
(
G jl
)
kˆkˆ =
(
G jl
)∣∣
ζm,ιn
wmwn (B.32)
where kˆ = m+N (n−1) , m,n ∈ [1,N], which defines an ordering of the quadrature points.
We also write the unknown functions q and p as a superposition of basis functions
q =
N
∑
m,n=1
qmnΞm (ζm)Ξn (ιn) (B.33a)
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Figure B.2: Example Lagrange polynomials used as basis functions for the Galerkin pseudo-
spectral method.
p =
N
∑
s,t=1
pstΞs (ζs)Ξt (ιt) (B.33b)
where Ξm is a Lagrange polynomial of order (N−1) whose zeros are the GLL points [49]. Exam-
ple basis functions are given in Figure B.2. Using this expansion, we can evaluate the derivatives
as
∂q
∂ζ
∣∣∣∣
ζm,ιn
=
N
∑
m,n=1
qmn
dΞm
dζ
Ξn
∣∣∣∣∣
ζm,ιn
=
(
Iι ⊗ Dˆζ
)
qmn (B.34)
where Iι is the identity matrix in the ι direction, ⊗ is the kronecker tensor product, and Dˆζ is a full
matrix such that
dΞm
dζ
∣∣∣∣
ζt
≈ DˆζΞm. (B.35)
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Using all of these definitions, we can eventually write the governing equation in matrix form
as [93]
qT
Iι ⊗ Dˆζ
Dˆι ⊗ Iζ

T G11 G12
G12 G22

Iι ⊗ Dˆζ
Dˆι ⊗ Iζ
 p = qT [(M⊗M)J] f (B.36)
where M is diagonal matrix such that (M)nn = wn, q and p are vectors such that
(
q
)
kˆ = qmn and(
p
)
kˆ = pmn, J is a diagonal matrix with
(
J
)
kˆkˆ
= J|ζm,ιn , and f is a vector such that
(
f
)
kˆ = f |ζm,ιn ,
all of which use the same numbering scheme as
(
G jl
)
kˆkˆ.
Equation B.36 can be further simplified by using the known boundary conditions through [127]
q = (Bθ ⊗Br)q∗ (B.37a)
p = (Bθ ⊗Br) p∗ (B.37b)
where q∗ and p∗ are lower dimensional vector containing the values at the interior points, Bθ is a
matrix that enforces the boundary conditions in the θ direction, and Br is a matrix that enforces
the boundary conditions in the r direction. Using our given boundary conditions, we write Bθ and
Br as
Bθ =

0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
...
...
...
...
...
0 0 · · · 0 1

, Br =

1 0 · · · 0 0
0 1 · · · 0 0
...
...
...
...
...
0 0 · · · 0 1
0 0 · · · 0 0

(B.38)
where both Bθ and Br are Nx(N−1) matrices.
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Substituting back into Equation B.36 gives
q∗
T
(Bθ ⊗Br)T
Iι ⊗ Dˆζ
Dˆι ⊗ Iζ

T G11 G12
G12 G22

Iι ⊗ Dˆζ
Dˆι ⊗ Iζ
(Bθ ⊗Br) p∗
= q∗
T
(Bθ ⊗Br)T
[
(M⊗M)J
]
f . (B.39)
Equation B.39 has to hold for all values of q∗; therefore, we can write the final version of the
governing equation in matrix form as
(Bθ ⊗Br)T
Iι ⊗ Dˆζ
Dˆι ⊗ Iζ

T G11 G12
G12 G22

Iι ⊗ Dˆζ
Dˆι ⊗ Iζ
(Bθ ⊗Br) p∗
= (Bθ ⊗Br)T
[
(M⊗M)J
]
f . (B.40)
(G11)kˆkˆ =
ϕ
Ro−Ri wmwn
h3
kˆ
rm
12ηkˆ
(G12)kˆkˆ = 0
(G22)kˆkˆ =
Ro−Ri
ϕ
wmwn
h3
kˆ
12rmηkˆ(
J
)
kˆkˆ
= rm
ϕ (Ro−Ri)
4
kˆ = m+N (n−1) , m,n ∈ [1,N]
B.2.2 Normal Force
After solving Equation B.40 (using the appropriate forms of f for p0 and p1) and using Equa-
tion B.37b to impose the boundary conditions, we obtain the normal force by integrating the total
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pressure p = p0+ p1 over the area
FN =
∫
A
pdA. (B.42)
We again integrate numerically using GLL quadrature. After performing the necessary transfor-
mations, we eventually obtain
FN = (w⊗w)T Jp (B.43)
where
(w)n = wn(
J
)
kˆkˆ
= rm
ϕ (Ro−Ri)
4
kˆ = m+N (n−1) , m,n ∈ [1,N] .
B.2.3 Torque
We also can obtain the torque on the flat plate through integrating the shear stress over the area
M =
∫
A
rη (γ˙)
∂uθ
∂ z
∣∣∣∣
z=0
dA (B.45)
where uθ = uθ0 +uθ1 . After evaluating the velocity field and differentiating, we obtain
∂uθ
∂ z
∣∣∣∣
z=0
=
rΩ
h
[
1+
1
2ηΩ
∂ (p0+ p1)
∂θ
(
h
r
)2
+Cθ +Sθ
]
(B.46a)
Cθ =−
[
1
40
(
rΩh2
η
)
+
1
6
(
Ψ1Ω
η
)]
r
ηΩ
∂ p0
∂ r
(
h
r
)2
(B.46b)
Sθ =
[
1
240
(
rΩh2
η
)
− 1
12
(
Ψ1Ω
η
)]
r
(ηΩ)2
∂ p0
∂ r
∂ p0
∂θ
(
h
r
)4
. (B.46c)
The velocity gradient is dependent on the local Re and De; however, when using the flat plate
reference texture (with our given boundary conditions), these terms do not contribute to the velocity
gradient, since p0 ≡ 0.
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Again, we numerically integrate using GLL quadrature. After performing the necessary trans-
formations, we eventually obtain
M = (w⊗w)T Jsθz (B.47)
where
(w)n = wn(
J
)
kˆkˆ
= rm
ϕ (Ro−Ri)
4(
sθz
)
kˆ = rmηkˆ
(
∂uθ
∂ z
∣∣∣∣
z=0
)
kˆ
kˆ = m+N (n−1) , m,n ∈ [1,N] .
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Appendix C
Supplemental Information for Chapter 4
C.1 Support Vector Domain Description (SVDD)
We constructed the Gaussian kernel-based SVDD [97] using a maximization problem given as:
maximize
0≤β≤C
W
(
β
)
=∑
i
βiKG (xi,xi)−∑
i, j
βiβ jKG
(
xi,x j
)
(C.1)
where C is a vector of constant C, which is a parameter value that constrains the Lagrange multi-
plier β and used to detect the outliers of the described domain. Using the Gaussian kernel function
(or any other kernel function that satisfies Mercer’s theorem [128]) allows to implicitly map objects
x to some feature space, which allows encapsulating hypersphere tightly describe the region of the
clouds of objects. The Gaussian kernel is defined as:
KG
(
xi,x j
)
= exp
(
−q ∣∣∣∣xi− x j∣∣∣∣2) , (C.2)
where q≥ 0 is the width parameter, which determines how much tightly encapsulate the boundaries
of the point clouds. Testing if any arbitrary point z is inside the encapsulated domain can be
performed using the computation of distance from the center of the featured space constructed
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(a) (b)
Figure C.1: A test case showing how the SVDD algorithm describes boundaries of the data point
clouds. (a) shows an artificial data set in 2D space, and (b) shows the support vectors (data points
with red circles) and the domain encapsulating the data point clouds (black curved lines)
from Eq. C.1 given as:
R2 (z) = KG (z,z)−2∑
i
βiKG (z,xi)+∑
i, j
βiβ jKG
(
xi,x j
)
(C.3)
and the tested arbitrary point z is inside the encapsulating boundary if
R2 (x)−R2 (z) = KG (x,x)−KG (z,z)+2∑
i
βi (KG (z,xi)−KG (xi,xi))≥ 0 (C.4)
where x is a bounding point, which is called a support vector.
Fig. C.1 shows a test case with an artificial data set in two-dimensional space. Detailed de-
scription in deriving the SVDD can be found in Ref. [97] and more test cases using the SVDD
based on the Gaussian kernel are demonstrated in Ref. [92].
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Appendix D
Supplemental Information for Chapter 5
D.1 Co-rotational Maxwell Model
The multi-mode Co-rotational Maxwell model is given in tensorial form as [12, 24, 99]
τ = τ
s
+
nmode
∑
i=1
τ
pi
(D.1a)
τ
s
= ηsγ˙ (D.1b)
τ
pi
+λi
◦τ
pi
= ηpi γ˙ (D.1c)
where τ is the stress tensor, ηs is the solvent viscosity, γ˙ = (∇u)+(∇u)T is the rate of strain tensor,
ηpi is the polymeric viscosity, λi is the relaxation time, and
◦τ is the is co-rotational derivative
defined as
◦τ =
∂τ
∂ t
+(u ·∇)τ+ 1
2
(
ω · τ− τ ·ω
)
(D.2)
and ω = (∇u)− (∇u)T is the vorticity tensor. There is no non-linear parameter for this model;
all non-linearities come through the time derivative. Assuming 1-D flow (u = γ˙yiˆ), an analytical
solution for the viscosity η , 1st normal stress difference N1, and 2nd normal stress difference N2 is
obtained as [24]
η = ηs+
nmode
∑
i=1
ηpi
1+(λiγ˙)2
(D.3a)
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N1 =
nmode
∑
i=1
2ηpiλ γ˙2
1+(λiγ˙)2
(D.3b)
N2 =
nmode
∑
i=1
−ηpiλ γ˙2
1+(λiγ˙)2
. (D.3c)
D.2 Johnson-Segalman Model
The multi-mode Johnson-Segalman model is given in tensorial form as [24, 82]
τ = τ
s
+
nmode
∑
i=1
τ
pi
(D.4a)
τ
s
= ηsγ˙ (D.4b)
τ
pi
+λi
unionsqτ
pi
= ηpi γ˙ (D.4c)
where τ is the stress tensor, ηs is the solvent viscosity, γ˙ = (∇u) + (∇u)T is the rate of strain
tensor, ηpi is the polymeric viscosity, λi is the relaxation time, and
unionsqτ is the is Gordon-Schowalter
derivative defined as [129, 130]
unionsqτ =
∂τ
∂ t
+(u ·∇)τ+ 1
2
(
ω · τ− τ ·ω
)
− a
2
(
γ · τ+ τ · γ
)
(D.5)
and ω = (∇u)− (∇u)T is the vorticity tensor and a is the non-linear parameter between -1 and
1. (It should be noted that a = 1 gives the upper-convected Maxwell model, a = 0 give the co-
rotational Maxwell model, and a=−1 gives the lower-convected maxwell model). Assuming 1-D
flow (u = γ˙yiˆ), an analytical solution for the viscosity η , 1st normal stress difference N1, and 2nd
normal stress difference N2 is obtained as [24]
η = ηs+
nmode
∑
i=1
ηpi
1+(1−a2)(λiγ˙)2
(D.6a)
N1 =
nmode
∑
i=1
2ηpiλ γ˙2
1+(1−a2)(λiγ˙)2
(D.6b)
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N2 =
nmode
∑
i=1
−(1−a)ηpiλ γ˙2
1+(1−a2)(λiγ˙)2
. (D.6c)
D.3 Giesekus Model
The multi-mode Giesekus model is given in tensorial form as [5, 12, 46, 47]
τ = τ
s
+
nmode
∑
i=1
τ
pi
(D.7a)
τ
s
= ηsγ˙ (D.7b)
τ
pi
+λiτ pi(1)+
αiλi
ηpi
(
τ
pi
· τ
pi
)
= ηpi γ˙ (D.7c)
where τ is the stress tensor, ηs is the solvent viscosity, γ˙ = (∇u)+(∇u)T is the rate of strain tensor,
ηpi is the polymeric viscosity, λi is the relaxation time, and αi is the mobility factor of the ith mode,
nmode is the total number of modes, and τ(1) denotes the upper-convected derivative of the stress
tensor
τ
(1)
=
∂τ
∂ t
+(u ·∇)τ−
[
(∇u)T · τ+ τ · (∇u)
]
. (D.8)
Assuming 1-D flow (u= γ˙yiˆ), an analytical solution for the viscosity η , 1st normal stress difference
N1, and 2nd normal stress difference N2 is obtained as [12]
η = ηs+
nmode
∑
i=1
ηpi
(1− fi)2
1+(1−2αi) fi (D.9a)
N1 =
nmode
∑
i=1
2ηpiλiγ˙
2 fi (1−αi fi)
(λiγ˙)2α (1− fi)
(D.9b)
N2 =
nmode
∑
i=1
ηpiλiγ˙
2
(
− fi
(λiγ˙)2
)
(D.9c)
where
fi =
1−χi
1+(1−2αi)χi (D.10a)
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χ2i =
√
1+16αi (1−αi)(λiγ˙)2−1
8αi(1−αi)(λiγ˙)2
. (D.10b)
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