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Abstract: In this paper, a multi-objective optimization method based on the normal boundary
intersection is proposed to solve the dynamic economic dispatch with demand side management
of individual residential loads and electric vehicles. The proposed approach specifically addresses
consumer comfort through acceptable appliance deferral times and electric vehicle charging
requirements. The multi-objectives of minimizing generation costs, emissions, and energy loss
in the system are balanced in a Pareto front approach in which a fuzzy decision making method
has been implemented to find the best compromise solution based on desired system operating
conditions. The normal boundary intersection method is described and validated.
Keywords: demand side management; electric vehicles; flexible loads; acceptable delay time;
smart grid; multi-objective optimization

1. Introduction
Demand side management is an approach through which consumer demand can be shaped to
improve power system generation and load balance [1,2]. In addition, demand side management
(DSM) programs may be implemented to improve load factors or to defer capital investment in system
expansion. In the United States, demand response programs during 2011 generated approximately
$6 billion in direct revenues for local businesses, industry, and households through investment costs
avoidance [3]. For example, the Pennsylvania-Jersy-Maryland (PJM) seasonal peak was reduced by 7%
through the implementation of regional DSM [3].
The majority of current DSM applications target large industrial consumers due to ease of
coordination coupled with a large return on investment [4]. However, advances in communication
technologies as well as load control at end-use points are expected to encourage further implementation
of demand side management among smaller customers in residential and commercial sectors [5,6].
Home energy management systems will provide improved capabilities to coordinate load demand
with market incentives through appliance load and Plug-in electric vehicle (EV) charging deferral
and aggregation.
EV may become a significant portion of the future distribution load, and may also play a large
role in DSM programs due to their flexibility in charging schedules. The penetration of EVs is expected
to increase drastically in the next few years, which can reach one million by 2015 in US [7]. It is
because of their undeniable benefits such as reducing the emission level [8,9]. However, increasing the
penetration level of EVs can burden the grid and, in the absence of a proper charging control strategies,
it can easily overload the electricity grid at peak hours. In addition, uncoordinated charging of electric
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vehicles by the customers can impose problems on the distribution network like increasing the peak
demand, voltage sags, congestion, thereby leading to increased losses, reduced component lives and
bringing up of costly generators to serve the excess load. This might eventually result in a need for
infrastructural reinforcements, increase in the price of electricity and power quality problems.
A good solution for preventing problems imposed by the EVs on the grid is to devise effective
coordination techniques to optimally charge the vehicles on one hand and incentivize the customers
to get enrolled in such programs on the other. An optimal charging strategy is one that charges the
vehicle within the time available as per the customer’s convenience while considering the network
loading e.g., reducing the peak-time connections and filling the valley in the load profile during night.
This study proposed a charging model for EVs, which is explained in detail in the following section.
All of the above positive effects of DSM and EV coordination charging depend on customer
participation in the load shifting programs. Financial incentives are not wholly sufficient to guarantee
consumer participation in DSM programs; consumer comfort must not be significantly degraded,
which requires assurances of appliance and vehicle availability. Therefore, the load shaping aspect
of DSM requires an optimization that incorporates multiple, and possibly competing, constraints.
In addition to load management, the utility provider may also desire to reduce operating costs and/or
other functionalities such as carbon emissions or energy loss. Therefore, to fully exploit the load
shaping capabilities of DSM programs, the DSM must be simultaneously coupled with an economic
dispatch approach such that the overall system is optimized. Thus, a unified optimization must
provide simultaneous schedules for both the generation and load, requiring a unified multi-objective
approach to balance competing schemes for different considered objectives—here, generation cost,
emission, and energy loss.
Over the past few years, rising concern over the environmental issues and the passage of the
US Clean Air Act amendments of 1990 has forced the utilities to modify their operation strategies for
generating the electric power at a lower pollution. In the past, some techniques have been presented
to reduce the emission in power plant such as utilization of low-emission fuels, alternate energy
resources, and emissions dispatching. In addition, flattening the load profile using demand response
programs can preclude bringing up of high polluted generators to serve the excess load [10]. The first
two solutions require modification of the existing power plant or installation of some equipment,
which require a large investment. Furthermore, the necessity of emission dispatching is changing
the most economic generation schemes from an economic dispatch point of view. Therefore, the last
solution can be more appropriate for reducing emissions compared with other techniques.
Another important issue in power system operation is the loss reduction, in which the system
operator tries their best to minimize it as much as possible. In the process of transmitting the generated
power, an estimated four percent of the total energy produced is lost. The economic viability of power
systems, especially in a competitive energy market, demands an optimum mix of all of the parameters
that influence power generation and transmission. An approach to achieving this optimum is to
include the transmission losses as one of the objectives in the economic dispatch (ED) problem [11].
To this, DSM is employed to reduce energy loss, besides generation cost and emission in this approach.
Our proposed model aims to minimize the total electricity cost, loss, and emissions while considering
user comfort, EV travel patterns, and EV electricity demand. Therefore, it is necessary to combine
the demand side management and dynamic economic dispatch (DED) to take the generation and the
demand into account.
Tons of studies have been dedicated to the dynamic economic dispatch problem and the effect of
deferrable loads on power system operation during the past few years. Shao et al. presented a load
shaping tool based on DR strategy to reduce the impact of EV on the distribution grid. They take
customer preferences, comfort level and load priority into account [12]. Their method is able to manage
the total demand, preventing the transformer from being overloaded. However, the studied system
is limited to a residential transformer serving three homes. In addition, EV contribution is included
through a simple policy with no modeling of EV load management.
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Abdi et al. proposed dynamic economic dispatch problem integrated with demand response.
They derived economic models of the linear and nonlinear responsive loads for time-based and
incentive-based demand response programs and integrated them with DED. However, the customer
comfort and EV coordination is not considered in their approach [13]. Papavasiliou and Oren
proposed the unit commitment model for assessing the reserve requirements resulting from the
large-scale integration of renewable energy sources and deferrable demand in power systems. They
presented a demand response paradigm for assessing the benefits of shifting deferrable loads [14].
Muratori et al. reviewed market-related problems of modern electric grids and possible solutions to
address them. Specifically, they proposed a techno-economical solution, namely, residential demand
response programs enabled by a smart grid [15].
In our previous works [16,17], the effect of demand side management of appliances on the
reliability, loss, and voltage profile of power systems are studied. Even though the customer comfort
is taken into consideration, the economic aspects of the DSM are not evaluated. The impact of
EVs on the demand profile is analyzed in [18,19], and the authors try to consider EV and demand
response strategies. In both studies, EV contribution is considered through simple policies without
mathematical modeling for EV coordination. In [20], a game theoretic approach is proposed to schedule
EV charging for load profile management. Vehicle-to-grid (V2G) capability has been considered in [21],
for developing an optimization problem in order to manage the load profile. Oviedo et al. [22]
proposed a coordination mechanism to allocate EV charging efficiently. An optimization-based model
is presented in [23] to perform load shifting in the smart grid environment. In this model, different
agents for load, generation and storage management are defined and V2G is considered.
Efficient EV charging strategies are derived using EV traveling pattern in [24,25]. Rotering et al.
proposed a dynamic programming based optimization method for one EV using available electricity
prices and EV driving patterns [26]. Wu et al. considered load scheduling and dispatch problem for a
fleet of EVs in both the day-ahead market and real-time energy market [27]. Nguyen and Le presented
the joint optimization of electric vehicle (EV) and home energy scheduling in order to minimize the
total electricity cost while considering user comfort preferences [28]. Paterakis et al. presented a
home energy management system for determining the optimal day-ahead appliance scheduling under
hourly pricing and peak power limit based strategies [29].
Muratori and Rizzoni presented a dynamic energy management framework to simulate automated
residential demand response. The optimal schedule of all the controllable appliances, including electric
vehicles, is found by minimizing consumer electricity-related expenditures [30]. Mahmoodi et al.
introduced a distributed economic dispatch strategy for microgrids with multiple energy storage
systems. Their strategy overcomes the challenges of dynamic couplings among all decision variables
and stochastic variables in a centralized dispatching formulation [31]. Shamsi et al. proposed an agent
based community microgrid for solving the dynamic economic dispatch (ED) problem in which each
agent is capable of trading electricity with other agents through a local energy market [32]. However,
they didn’t take the DSM and EV effects into account.
The appliance scheduling and electric vehicle charging problems are often addressed separately
in the literature, and, to the best of our knowledge, none of the previous works have considered
a multi-objective based approach for detailed design and joint optimization of EV and building
energy management. To this end, we propose a unified optimization model that jointly optimizes the
scheduling of EVs and household appliances while different constraints including generator limits,
load balance, and load shifting are observed. There are several techniques mentioned in articles to
solve multi-objective problems such as reducing the multi-objective problem into a single objective
one by treating other objectives as a constraint, or uniting all the objectives into a single objective
function. There are some drawbacks associated with these methods, such as the limitation of the
available choices and their prior selection need of weights or targets for each of the objective functions.
In addition, the weighted sum method is often preferred to form the tradeoff surface. However,
two major disadvantages exist: if the Pareto set is non-convex, the Pareto points on the concave parts
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of the trade-off surface will be missed and, for an even spread of the weights, the optimal solutions in
the criterion space are not usually evenly distributed. To this end, a Pareto-based approach that can
obtain a set of optimal solutions instead one is employed. In addition, this paper takes advantage of a
fuzzy decision method to find the best Pareto optimal solution among all of the Pareto solutions based
on the operator desire. Power system operators can select one of these solutions in accordance with
their previous experience.
The proposed study focuses on the load rescheduling where there is no net reduction in the
load, but it is rescheduled to different times over the time horizon. In general, if the consumption
profile of a load is going to be manipulated, there must be some slack in its energy consumption.
Slack is a measure of the potential of an energy load to be advanced or deferred without affecting
earlier or later operations or outcomes. With this in mind loads, it can be divided into on demand,
deferrable, and flexible loads categories. On demand loads are often directly connected with consumer
action and must be supplied when requested, such as turning on lights, providing zero slack in
operation. Deferrable loads may permit scheduling of the energy consuming action, with little physical
consideration or cost associated with deferring or initiating the action; these are often atomic actions
that once started run to completion, like a washing machine load. Flexible loads permit some elasticity
in consumption, within certain constraints often associated with the physics of the process; charging a
battery is an example [33]. For brevity, only deferrable loads are considered in this study. Furthermore,
postponing the process or load activities is easy because the load is discarded at a critical time so the
process has to catch up later. To this purpose, just the postponing process has been considered for
deferrable loads.
Some DSM methods proposed in literature affected the overall system demand only and did not
use detailed load models in the network [29], which can disturb the customer comfort. As a matter of
fact, the success of a demand response program is directly tied to occupants’ perceived comfort and
satisfaction. To this end, the proposed approach explicitly models these constraints in the optimization
process by the consumers’ acceptable delay times (ADTs) and the penetration level of active consumers,
which is the portion of responsive customers to total customers. An ADT presents the maximum
period of time by which the operation of the associated appliance can be prolonged without disrupting
the customers’ comfort. It is notable that the ADT for nondeferable loads is zero, since customers’
comfort will be sacrificed by any delay in their operation. Information on the ADT value for different
appliances can be derived by exploring consumers’ preferences from questionnaires and survey data.
In addition, the penetration level of active customers is defined as the average customers’ willingness
to respond. Indeed, penetration level is the ratio of the number of active customers to the total number
of consumers [34]. An active customer is one who simply changes consumption of its responsive
appliances upon receiving a signal from the load aggregator [35]. It is worth noting that there are
different ways to shift the loads such as rescheduling business operations to off-peak hours or at night,
or immediate interruptions on operating machines in business premises for approximately one to two
hours. Therefore, both forward and backward load shifting can be implemented to shave the loads.
However, postponing the process or load activities is easy because the load is discarded at a critical
time so the process has to catch up later. However, the quality of the process may not be consistent.
Toward this end, only the postponing load shifting process is considered in this study.
In order to implement the proposed approach, every house should receive relevant input
information from Load Serving Entities (LSE) and plans the operation of all electrical equipments [35],
which can be easily done by the recent technology. The proposed energy management framework
introduced in this paper is centralized in the sense that all households receive a signal from the
electric utility and simultaneously optimize their demand. We believe that a centralized solution is the
preferred approach under current technological capabilities. Furthermore, since the control signal is
sent by the aggregator, adaptation will be easier. Lastly, it can be contended that consumer confidence
can be won through pricing incentives. Thus, in this study, a centralized scheduling approach has
been presented.
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The contribution of the proposed study is introducing a centralized multi-objective model for
implementing the demand side management, without sacrificing customers’ comfort, to optimize the
generation cost, loss, and emission in power system. Furthermore, the proposed approach is simple in
concept and easy to implement. In addition, it can be expanded easily to implement in a larger case
study with more generators and households.
2. Modeling
The basic approach in the unified optimization model is to minimize the costs of generation,
emissions, and energy loss subject to the DSM load shaping constraints.
2.1. Generation
The optimal solution is a constrained minimization. The cost of generation, emissions,
and transmission losses may all be modeled as a function of the individual (ith) generator outputs Pgi .
The costs are then minimized over the time intervals of interest for t = 1, . . . , T. The individual time
increments may be arbitrarily selected, but are typically taken as an hour, or a fraction thereof. The
proposed problem includes minimization of three objective functions expressed as follows:
(1)

Generation cost
T Ngen

∑∑

2

t
ai Ptgi + bi Pgi
+ ci

(1)

t =1 i =1

(2)

Emission
T Ngen

∑∑

2

t
γi Ptgi + β i Pgi
+ αi

(2)

t =1 i =1

(3)

Energy loss
T

t
∑ PLoss

(3)

t =1

subject to
Ngen

∑

t
t
, t = 1, . . . , T
Pgi
= PtL + Ploss

(4)

i =1

while simultaneously shaping the system load PtL through DSM to achieve this minimum. This
requires determining a schedule in which home appliances may be deferred up to their acceptable
delay times (to ensure consumer comfort) and an acceptable EV charging schedule in which all vehicles
are fully charged by the time the consumer commuter leaves home. The total generation cost is given
t is the
in Equation (1), where ai , bi , ci are the cost function coefficients of the ith unit, respectively. Pgi
active power generation of the ith generator at the tth time interval. Equation (2) determines the total
emissions, where γi , β i , and αi are the emission cost coefficients of the ith unit. The emissions objective
function can incorporate multiple types of generator output with suitable parameters. Equation (3) is
t
the energy loss in the system over the time interval of interest. The active power losses at time t, PLoss
,
are modeled by the quadratic loss formula:
Ngen

Ngen Ngen
t
PLoss

=

∑ ∑

i =1 j =1

t
t
Pgi
Bij Pgj

+

∑

t
B0i Pgi
+ B00

(5)

i =1

where Bij , B0i , and B00 are the loss coefficients such that Bij is a Ngen × Ngen matrix, B0i is an 1 × Ngen
vector, and B00 is a scalar constant. The generator outputs are subject to inequality constraints
describing the physical output limits of the generators:
t
Pgi min ≤ Pgi
≤ Pgi max , i = 1, . . . , Ngen , t = 1, . . . , T

(6)
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where Pgi max and Pgi min are the maximum and minimum active power output limits of the ith generator.
Furthermore, the change in generator output of all online units is restricted by its ramp rate during
each dispatch period:
( t −1)

t
Pgi
− Pgi

( t −1)

Pgi

≤ URi , t = 1, . . . , T

(7)

t
− Pgi
≤ DRi , t = 1, . . . , T

(8)

( t −1)

t and P
where Pgi
are the power outputs (in MW) of unit i at the tth and (t − 1)st time intervals.
gi
URi and DRi are the up and down ramp-rate limits of each unit in MW/hour.

2.2. Deferrable Appliances
The approach used in this paper is generalized from several previous studies. The approach
proposed in this paper merges and extends the results of [29,30] to develop a comprehensive flexible
load model. The deferrable appliance load model is predicated on the assumption that the energy
requirement of the load may be shifted to a different time period within the acceptable time horizon.
The load energy requirement is not reduced by deferral; it is merely delayed. The load flexibility is
modeled by consumers’ acceptable delay times (ADTs) and the penetration level of active consumers.
A household load typically consists of both deferrable and nondeferrable loads. A participating, or
active customer, is one whose responsive appliances modify their consumption based on a command
from the load aggregator, or Load Serving Entity (LSE) [35]. Four types of appliances including
dishwashers, clothes washers, clothes dryers, and heating and ventilation systems are considered
as responsive loads. Their ADT values are provided in Table 1. An ADT of 2 h for the heating and
ventilation load implies that this load may be deferred up to 2 h without adversely impacting consumer
comfort. The load is considered to be non-elastic, which implies that the energy requirement does not
increase nor decrease by being delayed. Characterization of the ADT values for different appliances
can be obtained from consumer questionnaires, survey data, or program enrollment conditions [34].
The ADT values can be varied for different users and considering the same ADT for all customers can
be a kind of oversimplification. However, the proposed approach is easily expandable to consider
multiple customers with different ADTs.
Table 1. Acceptable delay times (ADT) for different appliances.
Appliances

ADT (h)

Heating, ventilation, and air-conditioning (HVAC)
Clothes washer
Clothes dryer
Dishwasher

2
3
3
4

The constraint equations describing the system load is:
PtL = PtD + PtD + PtS , t = 1, . . . , T

(9)

where PtL at time t is composed of PtD : non-deferrable load, PtD : normally scheduled deferrable load,
PtS : load that has been shifted into or out of interval t. Note that, by this definition, PtS may be positive
or negative. The (constant) PtD is the sum of the individual appliance loads PtD,a in the set A of all
deferrable appliances normally scheduled at time t:
PtD =

∑

a∈ A

PtD,a , t = 1, . . . , T

(10)
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where “normally scheduled load” refers to the load that would occur during a given time interval if
no load shifting occurred. The shifted load PtS is the sum of all loads shifted into time t from previous
times t0 less the sum of flexible loads shifted to future times
PtS =

∑

t −1

∑

a∈ A t0 =t− ADTa

PtD,a
0 ,t −

t+ ADTa

∑ 0∑

a ∈ A t = t +1

D,a
Pt,t
0 ,

t = 1, . . . , T

(11)

where PtD,a
is the load of appliance a that is shifted from t1 to t2 and ADTa is the acceptable delay time
1 ,t2
of appliance a. The first summation on the right-hand side of Equation (11) represents the normally
scheduled load that has been shifted from previous time intervals to the current time interval, whereas
the second summation represents the normally scheduled load that has been shifted from the current
time interval to future time intervals. Furthermore, load may only be delayed and may not be shifted
to an earlier time interval. Therefore,
D,a
0
Pt,t
(12)
0 = 0 if t < t
Lastly, to ensure the shifted load cannot exceed the normally scheduled deferrable load:
t+ ADTa

0≤

∑
0

t = t +1

D,a
D,a
Pt,t
∀ a ∈ A, t = 1, . . . , T
0 ≤ Pt

(13)

These Equations (1)–(13) provide the mathematical framework for the optimization.
2.3. Electric Vehicle Loads
Electric vehicles (EVs) are becoming increasingly more prevalent due to their environmental
benefits and costs. However, the increased penetration level of EVs can burden the grid and can
easily overload the electricity grid during peak hours if not properly coordinated. Uncoordinated
charging of electric vehicles can result in problems in the distribution network such as increased peak
demand, decreased component life, voltage sags, and congestion. One solution for preventing the
problems imposed by the EVs on the grid is to develop individual charging strategies to minimize
their cumulative impact. To accomplish this goal, EVs can be coupled with demand response by
treating the EVs as deferrable loads. However, since EV energy requirements are typically much
higher and longer than household appliances, special considerations are required for their inclusion
in DSM. The impacts of EVs on the demand profile have been initially addressed in [18,19], in which
the EVs are incorporated into the demand response strategies. In these studies, the EV contribution is
deployed through simple heuristic policies without explicit mathematical modeling of the EV load
management. Similarly, in [20], a game theoretic approach is proposed to schedule EV charging
for load profile management and [22] proposes a coordination mechanism to allocate EV charging
efficiently. Using these preliminary studies as a starting point, the EV and demand response approaches
will be extended and generalized for a more comprehensive approach to load profile optimization.
To incorporate the EVs into the optimization Equations (1)–(13), they must first be modeled in an
appropriate manner for inclusion in the mathematical framework. The first step is to use an aggregation
technique to group vehicles with similar energy requirements together. This aggregation assists in
permitting each group to be treated like an appliance with an acceptable delay time. For example,
if a vehicle requires 4 h of charging, it has an ADT of 8 h in a 12 h charging window. All vehicles
with the same charging requirements impose similar loads on the system. This is analogous to an
appliance with certain energy requirement every hour and a user-defined ADT. It is noteworthy that
the stochastic EV scheduling has not been considered in this study, as the proposed problem itself has
been designed as a deterministic day-ahead problem. However, considering the stochastic nature of
the EVs is a desirable avenue of research that authors have in mind for the future work. Interested
readers are directed to [36,37] for more information about the stochastic modeling of EVs. To model
the vehicle load, the following assumptions are made:
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The charging window is fixed between hour 8:00 p.m. and hour 8:00 a.m. Because the majority of
vehicles are available for residential charging at this time, we assume that there are 12 possible
connection times within the charging time frame (on the hour), but this can be expanded to any
number of possible connection times without loss of generality (e.g., every 15 min), with added
computational complexity [38],
all information on the driving profiles is available,
the vehicles are charged at home with a Type-1 charger with a maximum rating of 1.44 kW,
the number of EV households is the same as those participating in the appliance deferral
DSM program.

Based on data taken from the 2009 National Household Travel Survey, the EVs have been
aggregated into 20 groups based on their daily commute distances. The groups are shown in Figure 1.
Note that the majority of commutes are less than 35 miles per day. Each group j is assigned an average
traveled distance ( Davg,j ). This is calculated by averaging the total distance traveled by all the vehicles
belonging to the group over the number of vehicles Nj in the group. Thus, each vehicle belonging to a
group has similar driving characteristics and therefore the same charging energy requirements.
14000

Number of vehicles

12000
10000
8000
6000
4000
2000
0

5

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100+

Miles driven daily

Figure 1. Average driving distances (miles).
Nj

∑ (Miles Driven) j

Davg,j =

j =1

(14)

Nj

Based on the maximum miles driven daily, each group is assigned a battery type, as shown in
Table 2 [38]. The battery is chosen deterministically to meet the driving needs of the vehicles in that
group. The energy requirement of each vehicle in a group is calculated using:
Ereq,j =

(battery capacity) j × Davg,j
(all electric range)

Table 2. Battery characteristics.
Battery Capacity (kWh)

All Electric Range

11
12
16
18
24

30
40
70
80
100

(15)
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Since the energy requirements in each group are similar, the energy assignment per hour is made
using the maximum rating of the charger. Thus, for any group j, the maximum energy assignment for

any hour t is 1.44 × Nj kWh.
3. Solution Methodology
In Multi-Objective Mathematical Programming (MOMP), there is more than one objective function,
and there is usually no single optimal solution that simultaneously optimizes all of the objective
functions. Therefore, the “most preferred” solution is sought, as opposed to a single optimal solution.
In MOMP, the concept of optimality is replaced with Pareto optimality. Pareto optimal solutions are the
solutions that cannot be improved in one objective function without deteriorating their performance
in at least one of the remaining functions [39]. There are several different methods to obtain the
Pareto optimal solutions. Among these methods, the normal boundary intersection (NBI) is able to
deal with nonconvex Pareto Front (PF), and it also provides an even spread of Pareto optimal points
for the optimization problems. To this end, it is employed to solve the proposed multi-objective
optimization problem. Two following subsections present a method to solve the multi-objective
optimization problem and a mechanism to select the "preferred" solution between Pareto optimal
solutions, respectively.
3.1. Normal Boundary Intersection Method
The normal boundary intersection (NBI) method is an approach to compute distributed points on
the Pareto front for the MOMP [40]. The first step in solving a MOMP by the NBI method is to form the
payoff matrix Φ by computing the individual minima for all of the objective functions. The xi∗ which
minimizes the ith objective function is then assigned to obtain the remaining objective function values.
The anchor points, given in Equation (16), comprise the ith column of the payoff table. An anchor
point corresponds to the optimal value of one and only one objective function in the feasible space.
Thus, n objective functions result in n anchor points:


f 1∗ ( xi∗ ) , . . . , f i∗−1 ( xi∗ ) , f i∗+1 ( xi∗ ) , . . . , f m∗ ( xi∗ )

T

(16)

where xi∗ = arg min f i subject to x ∈ Ω, where Ω is the decision variable space. The columns of the
anchors points taken together yield the payoff table:





Φ=





f 1∗ x1∗
..
.

f i∗ x1∗
..
.

f m∗ x1∗

···
..
.
···

f 1∗ xi∗

···

f m∗

f i∗ xi∗





···

···
..
.

xi∗
···

∗)
f 1∗ ( xm
..
.
∗)
f i∗ ( xm
..
.
∗)
f m∗ ( xm











(17)

An arbitrary MOMP problem with two objective functions is depicted in Figure 2. The ith row of
the payoff table consists of the obtained values for the ith objective function in which the maximum
and the minimum values show the upper and lower limits of this objective function. These values will
be used later to normalize the objective function space [41].
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f2(x)

Feasible Region
fN

f2(x1* )

fN

β2

(Pseudo)

IM
CH
to
re
Pa

β1

t

n
fro

D

f2(x2* )

fU
f1(x2* ) f1(x)

f1(x1* )

Figure 2. Normal boundary intersection (NBI) method for obtaining Pareto front.

The utopia point is the point f U depicted in Figure 2 that corresponds to the best solution for all
of the objectives simultaneously:
∗ T
f U = [ f 1∗ ( x1∗ ) , . . . , f i∗ ( xi∗ ) , . . . , f m∗ ( xm
)]

(18)

It generally lies outside of the feasible region. The nadir point f N is also shown in Figure 2.
This point corresponds to the worst solution for all the objectives considered simultaneously, and is
given by:
h
iT
f N = f 1N , . . . , f iN , . . . , f mN
(19)
where
f iN = max ( f i ( x ))

(20)

subject to x ∈ Ω. It generally lies outside of the feasible region as well. Therefore, a pseudo nadir point
is defined as
∗
f iN = max { f i ( x1∗ ), . . . , f i ( xi∗ ), . . . , f i ( xm
)}
(21)
As shown in Figure 2, the pseudo nadir point is the point with the worst design objective values
of the anchor points within the feasible region. If the objective function values are not in the same
numerical range, then they must be normalized to obtain a well represented set of Pareto solutions.
The normalized value of the objective function (denoted as f¯i ( x )) can be calculated using the utopia
point and pseudo nadir point as follows:
f i ( x ) − f iU
f¯i ( x ) = N
f i − f iU

i = 1, . . . , m

(22)

After obtaining a normalized value for each objective function, a normalized payoff matrix Φ can
be constructed. The next step is to construct the shifted convex hull of the individual minima (CHIM),
which are the convex combinations of each row of the payoff table. Any point P ( β 1 , . . . , β m ) in the
normalized space on the CHIM line is expressed as:
(
P ( β1 , . . . , βm ) =

m

Φβ, β ∈ R , ∑ β i = 1, β i ≥ 0
m

)
(23)

i =1

Let n̂ be the unit normal to the CHIM towards the origin; then, Φβ + D n̂, D ∈ R represents the
set of points on that normal. As a result, the original optimization problem is transformed into a set
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of parameterized single-objective optimization problems with the objective to maximize the distance
between the utopia line and the Pareto surface. Finally, the closest intersection point of the normal
and the boundary of feasible region to the origin is the global solution of the following sub-problem
(NBIβ ) [42]:
Maximize

D,

subject to

F ( x ) = Φβ + D n̂

(24)

where x ∈ Ω. By solving Equation (24) for different values of β i , a point-wise approximation of the
Pareto surface can be obtained.
3.2. Fuzzy Decision Making Method
The Pareto optimal solutions obtained are sorted by a fuzzy decision making method. The value
of the functions in Equation (16) are computed for all of the saved solutions in the repository and
consequently the solution with the highest value is considered as the best compromise solution [10]:

µk ( j)

=

















1,
f kmax − f k ( j)
,
f kmax − f kmin

0,

if f k ( j) ≤ f kmin
if f kmin ≤ f k ( j) ≤ f kmax

(25)

if f k ( j) ≥ f kmax

Nobj

∑ ωk × µk ( j )

Nµ ( j)

=

k =1
M Nobj

(26)

∑ ∑ ωk × µk ( j )

j =1 k =1

where ωk is the weight factor for the kth objective function and M is the number of the non-dominant
solutions. The weight factor ωk can be selected by the operator to reflect operating preferences.
The solution with the maximum membership function max ( Nµ ( j)) is the most preferred compromise
solution based on the adopted weight factors and is selected as the best Pareto optimal solution to
the problem.
4. Applications
The proposed optimization process is validated on the six-generator test system detailed in [43].
The lower limit of all generators’ outputs has been changed in this study since it is not possible
to turn off a generator in the DED problem and the total load must be less than or equal to the
minimum generation limit of the system at each time interval. The optimization is performed using the
General Algebraic Modeling System (GAMS), which is a high-level modeling system for mathematical
programming and optimization. The coefficients for computing the generation cost and emissions,
accompanied with the minimum and maximum generation limits for generators are given in Table 3.
To implement the DSM, a load profile is specified for each load in the system. For each appliance,
a normalized load profile based on the customer consumption pattern is defined. The total load at
each time step is then computed as the product of the normalized load profile, the maximum power
consumption of the appliance, and the number of participating DSM customers. The aggregated load
profile across all consumers is shown in Figure 3. This load profile is for winter, so the peak load
of the HVAC is during the evening. Load aggregators can gather the individual load profiles and
responsive load values for all customers. Although similar appliance load profiles are assumed for
all customers in this study, the general approach can be extended to include diverse load profiles for
different customers.
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Table 3. Generator coefficients.

Generator Information

G1

G2

G3

G4

G5

G6

a
b
c

0.153
38.539
756.8
5
125
13.859
0.328
0.0042

0.106
46.159
451.3
5
150
13.859
0.3278
0.0042

0.036
38.306
1243.5
20
210
40.267
−0.546
0.0068

0.028
40.397
1050.0
20
225
40.267
−0.546
0.0068

0.018
38.270
1356.7
50
325
42.896
−0.511
0.0046

0.021
36.328
1658.6
50
325
42.896
−0.511
0.0046

Pmin
Pmax
α
β
γ

14
Dishwasher
Clothes washer
Clothes dryer
HVAC

12

Load profile (MW)

10
8
6
4
2
0

2

4

6

8

10

12
14
Time (Hours)

16

18

20

22

24

Figure 3. Load profiles of different deferrable loads.

To compare the effect of EVs and appliances on different objective functions, several scenarios
including combinations of EVs and appliances as deferrable or nondeferrable loads are illustrated.
The payoff table for the base case scenario (no deferrable loads) is given in Table 4. Table 5 gives
the payoff table in the fully deferrable case. The payoff table values for varying ratios of EVs and
loads will lie between these table values. Since the trend between the different objectives is inversely
proportional, this implies that the combined objective functions form a Pareto front.
Table 4. Payoff table when neither appliances nor electric vehicles (EVs) are deferrable loads (base case).
Objective Functions

Generation Cost
($/MWh)

Energy Loss
(MWh)

Emission
(lb/h)

Generation Cost
Energy Loss
Emissions

496,504
517,013
498,929

76.5
23.3
58.2

4681
5934
4408
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Table 5. Payoff table for objective functions when both EVs and appliances are deferrable loads.
Objective Functions

Generation Cost
($/MWh)

Energy Loss
(MWh)

Emission
(lb/h)

Generation Cost
Energy Loss
Emissions

495,805
515,230
497,632

74.5
22.8
59.0

4548
5720
4303

Since there are three objectives, three different combinations of objective functions can be obtained
for two-dimensional Pareto fronts. These combinations are (a) generation costs and emissions,
(b) generation costs and energy loss, and (c) energy loss and emissions. The Pareto fronts are shown in
Figures 4–6 for the first scenario.
4550

Emission (Lb/h)

4500

4450

4400

4350

4300

496,000

496,200

496,400

496,600

496,800

497,000

497,200

497,400

497,600

Generation cost ($/Mwh)

Figure 4. Pareto front for generation cost and emission objective functions when both EVs and
appliances are deferrable.

80

70

Loss (MWh)

60

50

40

30

20

495,000

500,000

Generation cost ($/MWh)

Figure 5. Pareto front for generation cost and energy loss objective functions when both EVs and
appliances are deferrable.
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60
55

Loss(MW)

50
45
40
35
30
25
20

4400

4600

4800

5000

5200

Emission (lb/h)

5400

5600

5800

Figure 6. Pareto front for energy loss and emission objective functions when both EVs and appliances
are deferrable.

Each Pareto optimal solution is a valid choice for the system, depending on the operating
objectives. The best compromise solution for each multi-objective case is given in Tables 6 and 7 for
different scenarios. A compromise solution is one in which two of the three objectives are minimized.
The power system operator can select the best compromise solution based on the policy preference.
Different Pareto optimal solutions, instead of one optimal solution, can give the system operator
and/or policy makers multiple choices, and assess the tradeoffs between different objectives.
Table 6. Best compromise solutions for different objective functions (base case).
Objective Functions

Best Compromise Solution

Generation Cost and Emissions
Generation Cost and Energy Loss
Emissions and Energy Loss

497,390 ($/MWh), 4436 (lb/h)
502,340 ($/MWh), 34.9 (MWh)
4848 (lb/h), 31.0 (MWh)

Table 7. Best compromise solutions for different objective functions when both EVs and appliances
are deferrable.
Objective Functions

Best Compromise Solution

Generation Cost and Emissions
Generation Cost and Energy Loss
Emissions and Energy Loss

496,470 ($/MWh), 4339 (lb/h)
501,380 ($/MWh), 34.2 (MWh)
4722 (lb/h), 31.1 (MWh)

Given the same load profile, the generator outputs will be different depending on the optimization
criteria. For example, Figure 7 shows the generator dispatch curves for the case in which the emissions
criterion has greater emphasis than generation cost (Figure 8). When the dominant objective is
to minimize emissions, the low emission units (G1–G3) produce more power throughout the day.
However, when generation cost is the dominant factor, the low cost units (G4–G6) provide a much
larger fraction of the overall generation.

Energies 2017, 10, 624

15 of 18

Generator output (MW)
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Figure 7. Generator outputs for best emission and worst generation cost.
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Figure 8. Generator outputs for best generation cost and worst emission.

In all cases, however, the optimal results are obtained when there is a significant amount of
deferrable loads. Figure 9 shows four cases:
Base case (no deferrable loads)
Only EV deferrable
Only appliances deferrable
Both EV and appliances deferrable

Load profile (MW)

1.
2.
3.
4.

500
400

Both EVs& appliances are not deferrable
Both EVs& appliances are deferrable
EVs are deferrable
Appliances are deferrable

300
200

5

10

15

Time (Hour)

20

Figure 9. Total load profiles for different scenarios.

Figure 9 shows that the EV load dominates and its inclusion in the optimization yields improved
results. Note when the EVs are not deferrable loads, there is a sharp peak at 7:00 p.m. due to the
uncoordinated EV charging. By considering the EVs as deferrable loads, the load profile is significantly
flattened and the severe peak is reduced. However, the total energy requirement over 24 h remains the
same regardless of the load type (deferrable or nondeferrable).
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5. Conclusions
In this paper, the normal boundary intersection method has been successfully implemented to
solve the centralized multi-objective dynamic economic dispatch with demand side management of
individual residential loads and electric vehicles. The proposed multi-objective optimization method
minimizes the combination of generation costs, emissions, and energy loss while considering customers’
comfort by limiting acceptable delay times of household appliances. Applying the normal boundary
intersection method provides a simple relation between the multiple objectives. It also facilitates
finding the appropriate weighting factors with different orders of magnitudes for multiple objectives.
A fuzzy decision making method has been implemented to find the best compromise solution based
on the decision maker’s operating policy. This provides an effective tool to the power system operator
to make decisions as needed. By combining these objectives, the solution is capable of incorporating
both economics of the generation and transmission systems, and environmental effects into account.
The proposed approach is simple in concept and easy to implement. In addition, it can be expanded
easily to implement in larger case studies with more generators and households.
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