We demonstrate the validity of the dead space approximation for impact ionization in silicon. Monte Carlo simulations are used to obtain realistic ionization probabilities, and the corresponding avalanche gain in constant field structures is computed. We show that the hard-threshold dead space model is in good agreement with a more refined model taking into account soft-threshold effects, if an effective threshold energy of 3 eV is adopted for electrons. We also show that hole nonlocal effects do not significantly affect the result. © 1996 American Institute of Physics.
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Impact ionization plays a fundamental role in the operation of many semiconductor devices of growing interest in today's applications, from field effect transistors to avalanche photodiodes. As a consequence, this phenomenon has received widespread attention in recent times. The traditional approach to impact ionization is via the so-called ionization coefficients for electrons, ␣, and holes, ␤, defined as the ionization probabilities per unit distance. In the local approximation, these coefficients are regarded as a function of the electric field only. In other words, it is assumed that the ionization probability of a carrier does not depend on the energy that it may have absorbed from the electric field at other locations in the device. The inadequateness of the local model when confronted with energy conservation considerations has long been recognized. Since 1972, Okuto and Crowell 1,2 pointed out that ionization coefficients should take into account a dead space, defined as a minimum distance that a carrier must travel after each ionizing event in order to gain enough energy to impact ionize. In this picture, the ionization probability is supposed to be zero immediately after each ionization process. After a distance equal to the dead space, the probability suddenly rises to a stationary value, determined by the local electric field. In the case of a constant positive electric field F, the probability P e (y͉x) for an electron generated to x to impact ionize in y is P e ͑ y͉x ͒ϭ ͭ 0 yϾxϪd e ␣*exp͓␣*͑ yϪxϩd e ͔͒ yрxϪd e . ͑1͒
The dead space d e is defined as
where E i is the ionization threshold energy and q is the electron charge. The ionization probabilities per unit distance after the dead space can be characterized by microscope coefficients, ␣* and ␤*, linked in a nonstraightforward way to the experimentally measured ionization coefficients. It has recently been shown 3 that effective ionization coefficients can be defined, taking into account the dead space while still maintaining the simplicity of the local approximation. These effective coefficients establish a bridge between the microscopic and the macroscopic descriptions of the ionization process, and can be used in simulation programs based on local drift-diffusion models. In order to directly extract these data from avalanche-multiplication measurements, it is of fundamental importance to assign accurate quantitative values to the electron and hole dead spaces. Moreover, the validity of the dead space model itself must be assessed for semiconductors with a nonabrupt ionization threshold, such as silicon. In this case, one could argue that the simple formulation of Eq. ͑1͒ may be inaccurate, due to the considerable spread of the energy at which ionization occurs. In this letter, we report a quantitative investigation of the ionization process in silicon from a microscopic viewpoint, and demonstrate the validity of a dead space model in describing nonlocal impact ionization effects.
In order to check the validity of a dead-space model under realistic conditions, we have performed numerical calculations of the ionization probability of electrons in silicon, by means of full-band Monte Carlo ͑MC͒ simulations. Figure  1 shows the normalized probability distribution of the first ionization event, as a function of distance. numerical representation of the first two conduction bands, and scattering by inelastic acoustic and optical phonons. 4 We assumed the experimentally determined impact ionization rate of Cartier et al. 5 After ionization, the electron was assigned a random k vector, according to the energy distributions given by Kamakura et al. 6 It should be remarked that with this approach, the initial energy at xϭ0 is not the average energy of the distribution, or a thermal energy, but is rather the typical energy of a secondary particle. We expect that this method should give the best results when dealing with full avalanche breakdown, where virtually all ionizing electrons are secondary electrons from a previous ionizing event.
Quite expectedly, the realistic distribution probabilities curves show a smoother behavior than the analytical expression of Eq. ͑1͒. In Fig. 1 , the ionization probability starts to rise from zero at about half the distance corresponding to the peak of the curve. Various factors account for this spread, mainly fluctuations in phonon scattering and in the energy distribution of secondary particles. Also, details of the band structure can account for some variations, since different points in k space have different group velocities. To investigate the regularity of the process, we have defined an effective dead space, d e * as the point where the probability reaches 50% of the peak. The field dependence of d e * in the electric field range 2.5ϫ10 5 to 5ϫ10 5 V cm Ϫ1 is shown in Fig. 2 , together with the analytical curves given by Eq. ͑1͒ with threshold energies of 3 and 3.2 eV. It can be easily seen that the Monte Carlo results lie between these two curves over the entire range. We can therefore conclude that the field dependence of this distance is well approximated by Eq. ͑2͒, with an effective ionization energy ranging from 3 to 3.2 eV. The present definition of E i * might not be completely satisfactory, since it is based on an arbitrary 50% threshold of the ionization distribution. However, we will show below that this same effective threshold energy gives the optimum fit between a numerical result, based on the curves of Fig. 1 , and a conventional dead-space model.
The regularity of the effective threshold energy versus the electric field in silicon is indeed remarkable. A simplified picture of the phenomenon can be grasped by considering that the effective ionization threshold is not equal to the energy at which a single carrier ionizes, but is rather the minimum energy supplied by the electric field between two successive ionization events. Therefore, E i * is the sum of the actual ionization energy and of the energy loss due to phonon scattering. These two terms have opposite dependences on the electric field. As the field increases, the entire electron distribution is heated up, and most ionizing events occur at high energies. This increases the ionization energy term. On the other hand, the phonon loss is directly proportional to the time needed for a carrier to reach ionization. As the electric field increases, this time decreases, and the probability of ballistic or near-ballistic flight becomes higher. This effect tends to lower E i * because the phonon energy loss is reduced. The remarkable constancy of E i * in the MC model is thought to be due to the counterbalance between these two effects, rather than to some fundamental property.
Microscopic ionization coefficients were first estimated in the pioneering work of Okuto and Crowell 2 and were used as a reference in subsequent works. 7 Therefore, it is of interest to compare our simulated microscopic coefficients and the data from Ref. 2. The comparison is shown in Fig. 3 . The significant discrepancies can be related to the large difference between our threshold energy of 3 eV and the value of 1.1 eV assumed by Okuto and Crowell from band-structure considerations. 8 Since this value is identical to the silicon band gap, this assumption clearly neglects both ionization above threshold, which occurs at high electric fields, and phonon loss, which is remarkably both at high and low fields. In the model of Okuto and Crowell, the ionization threshold was assumed as a parameter, and phonon scattering coefficients were adjusted in order to fit the experimental data. 2 Thus, a higher phonon scattering could compensate for the low threshold energy.
These results make clear that marked regularities can be extracted from the ionization probabilities of electrons in silicon, regardless of the detailed energy dependence of the ionization threshold. In order to account for multiplication data of real structures, however, accurate numerical values must be assigned to the effective threshold energies of the carriers. Strictly speaking, this would require extracting the [9] [10] [11] and experimental data and theoretical models currently available in the literature are not as established as those for electrons. As will be shown, the effect of the hole nonlocal behavior on the determination of the electron dead space is negligible, since the ionization coefficient for holes is much smaller than that for electrons. Therefore, as a first approximation, we adopted a local ionization model, i.e., no dead space was considered for holes. The values for the ionization coefficients were taken directly from the experimental data by Woods et al. 12 To quantitatively determine the value for the dead space of electrons, we computed the avalanche gain of p-i-n structures using two different models. For both models, the gains are computed using the formulas ͑electrons flowing from right to left͒:
where G e (x) and G h (x) are the mean number of carriers ͑electrons plus holes͒ collected at the electrodes and originating from an initial electron or hole at position x, and the overall avalanche gain is defined as M (x)ϭ͓G e (x)ϩG h (x)͔/2. In the first model, the probability P e (y͉x) is given directly from the MC results of Fig. 1 . In the second model, instead, the approximation of Eq. ͑1͒ is used, where ␣* is taken from Fig. 3 . The hole ionization probability P h (y͉x) is treated locally. In Fig. 4 , we show the results of the comparison for M (W) of p-i-n diodes with a depleted layer width W of 0.7, 1, and 2 m, covering a wide range of values of the electric field. The threshold energy of electrons is assumed to be 3 eV. An excellent agreement between the two models can be clearly seen. Note that in the 0.7 m structure, the breakdown field is about 490 kV cm Ϫ1 . At this field, the dead space given by Eq. ͑2͒ is about 60 nm, so that we have d e /WϷ8.7%. Thus, nonlocal effects are not negligible in these structures. The error on the estimate of the breakdown voltage, computed for an avalanche gain of 100, is about 0.2% in the 0.7 m diode, and even smaller errors are obtained at lower fields. This clearly confirms the validity of a dead space approximation in describing the ionization process in silicon devices.
To investigate the effects of the nonlocal hole behavior on the extracted value of E i for electrons, we computed the above expressions giving different arbitrary values to the threshold energy for holes, while still maintaining the same value for ␤*. For a hole threshold energy of 5 eV, 14 the agreement between the two models can be recovered by raising the electron threshold from 3 to 3.2 eV, which is about a 7% difference. Therefore, although the determination of the exact value requires the detailed knowledge of the hole nonlocal behavior, this value will be close to the estimated 3 eV.
In conclusion, we have shown that a simple dead space model, described by Eq. ͑1͒, can accurately describe the microscopic ionization process of electrons in silicon, if an effective threshold energy of 3 eV is adopted. This value, obtained from Monte Carlo simulations, is also the best fit for the avalanche multiplication gain in p-i-n diodes. We have shown that this result has a very small dependence on the particular hole ionization model adopted. 
