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SUMMARY
In this thesis, we study distributionally robust stochastic optimization (DRSO), a recent
emerging framework for solving decision-making under uncertainty. In this framework,
instead of assuming that there is a known underlying probability distribution that drives the
uncertain behavior of stochastic systems, one seeks solutions that perform well for a family
of distributions, so as to hedge against the distributional uncertainty in the future. This
thesis focuses on the design of tractable models for DRSO. We develop novel formulations
and insights for fundamental problems, and discover connections between different areas
in optimization, statistics and learning.
We first address the key question on how to construct a good family of distributions to
hedge against. We point out that such family should be chosen to be appropriate for the
application at hand, and that some of the choices that have been popular until recently are,
for many applications, not good choices. We consider distributions that are within a chosen
Wasserstein distance from a nominal distribution, for example an empirical distribution re-
sulting from available data. We demonstrate that the resulting distributions hedged against
are more reasonable than those resulting from other popular choices of sets. Moreover, the
problem of determining the worst-case expectation over the resulting family of distribu-
tions has desirable tractability properties. We derive a dual reformulation of the Wasser-
stein DRSO problem in a very general setting, by constructing (approximate) worst-case
distributions explicitly via the first-order optimality conditions of the dual problem. By
construction, the worst-case distributions have a concise structure and a clear interpreta-
tion.
Next, we establish a connection between Wasserstein DRSO and regularization in sta-
tistical learning. More precisely, we identify a broad class of loss functions, for which
the Wasserstein DRSO is asymptotically equivalent to a regularization problem with a
gradient-norm penalty. Such relation provides new interpretations for problems involv-
xiv
ing regularization, including a great number of statistical learning problems and discrete
choice models (e.g. multinomial logit). The connection also suggests a principled way to
regularize high-dimensional non-convex learning problems, which is demonstrated through
the training of Wasserstein generative adversarial networks in deep learning.
In the final part of the thesis, we consider robust decision-making when the data avail-
ability from marginal distributions is different than that from the joint distribution. This
occurs, for example, when the data streams of different random variables are collected with
different frequencies. We propose a distributionally robust approach which hedges against a
family of joint distributions with fixed marginals and a dependence structure similar to that
of a nominal joint distribution, such as an empirical distribution or the independent product
distribution. Similarity of the dependence structure is measured through the Wasserstein
distance between the copula of the joint distribution and the copula of the nominal distri-
bution. We show that our choice of distance can be used as a new measure of dependence
among random variables. Tractability of our new formulation is obtained by a novel con-
structive proof of strong duality, combining ideas from variational analysis and the theory




Decision-making under uncertainty problems occur in numerous fields of science, engi-
neering and management. This stimulates theoretical and practical interest from diverse
research communities in operations research, statistics, and machine learning. Throughout
the years, several solution approaches have been proposed to formulate, analyze and solve
these problems, including stochastic optimization, robust optimization, dynamic program-
ming, etc. Traditionally, these optimization models describes the uncertainty via proba-
bility distributions which we assume can be estimated accurately from the observed data.
However, such assumption are being challenged especially in the era of Big Data. Indeed,
the trend of Big Data is towards more observations but even more so, to a greater num-
ber of uncertain variables. Such problems are often called high-dimensional problems in
statistics, and can be met in e-commerce (tracking, loyalty programs, etc.), finance and
economics, medicine (medical images, biotech data), to name a few. The challenge for
these problems is that, the nominal probability distribution constructed from the observed
data (e.g. empirical distribution or some fitted distribution) may be not representative of the
underlying true distribution. Strategies solely based on the nominal distribution can lead
to poor performance when implemented, as the distributional uncertainty may be amplified
through the optimization process. Furthermore, the future uncertainty can sometimes be
adversarially different from the observed data, for instance, when an attacker intentionally
design inputs (e.g. email spam) to cause machine learning models (e.g. spam filter) to make
mistakes. Therefore, a fundamental problem in decision-making under uncertainty as well
as in statistical learning is:
How can we find solutions that perform well not only on the observed data, but
also generalize to new and previously unseen data?
1
In this thesis, we aim to answer this fundamental problem by advancing methods in
the emerging field of distributionally robust stochastic optimization (DRSO). We focus on
designing tractable models that hedges against different types of distributional uncertainty.
Leveraging tools from probability, optimal transport and variational analysis, we show that
our proposed models (based on Wasserstein distance) enjoy nice tractability and are able to
handle uncertainty due to high dimensionality, data perturbation, and data availability. In
addition, we establish connections between DRSO and regularization, a classical approach
in statistical learning to designing models and algorithms with good generalization ability.
1.1 Distributionally Robust Stochastic Optimization
In decision making problems under uncertainty, a decision maker wants to choose a de-
cision β from a feasible region D. The objective function ` : D × Ξ → R depends on a
quantity ξ ∈ Ξ whose value is not known to the decision maker at the time that the decision
has to be made. In some settings it is reasonable to assume that ξ is a random element with
distribution µ supported on Ξ, for example, if multiple realizations of ξ will be encoun-





We refer to [1] for a thorough study of stochastic optimization.
As mentioned above, one major criticism of the stochastic optimization formulation for
practical applications is the requirement that the underlying distribution µ be known to the
decision maker. Even if multiple realizations of ξ are observed, µ still may not be known
exactly, while use of a distribution different from µmay sometimes result in bad decisions.
Another major criticism is that in many applications there are not multiple realizations of
ξ that will be encountered, for example in adversarial attacks or problems involving events
that may either happen once or not happen at all, and thus the notion of a “true” underlying
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distribution does not apply. These criticisms motivate the notion of distributionally robust
stochastic optimization (DRSO), that does not rely on the notion of a known true underlying
distribution. One chooses a set M of probability distributions to hedge against, and then
finds a decision that provides the best hedge against the set M of distributions by solving






Such a minmax approach has its roots in Von Neumann’s game theory and has been used
in many fields such as inventory management [2, 3], statistical decision analysis [4], as
well as stochastic optimization [5, 6, 7]. Recently it regained attention in the operations
research and machine learning, and sometimes is called data-driven stochastic optimization
or ambiguous stochastic optimization.
A central question is: how to choose a good set of distributions M to hedge against?
A good choice of M should take into account the properties of the practical application
as well as the tractability of problem (DRSO). Two typical ways of constructing M are
moment-based and distance-based. The moment-based approach considers distributions
whose moments (such as mean and covariance) satisfy certain conditions [2, 8, 9, 10]. It
has been shown that in many cases the resulting DRSO problem can be formulated as a
conic quadratic or semi-definite program. However, the moment-based approach is based
on the curious assumption that certain conditions on the moments are known exactly but
that nothing else about the relevant distribution is known. More often in applications, either
one has data from repeated observations of the quantity ξ, or one has no data, and in both
cases the moment conditions do not describe exactly what is known about ξ. In addition,
the resulting worst-case distributions sometimes yield overly conservative decisions [11,
12]. For example, [11] shows that for the newsvendor problem, by hedging against all the
distributions with fixed mean and variance, Scarf’s moment approach yields a two-point
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worst-case distribution, and the resulting decision does not perform well under other more
likely scenarios. The above issues can be partially resolved by considering the generalized
moment approach [13, 14], but is beyond the scope of our discussion. The distance-based
approach considers distributions that are close, in the sense of a chosen statistical distance,
to a nominal distribution ν, such as an empirical distribution or a fitted Gaussian distribu-
tion [15, 16]. Popular choices of the statistical distance are φ-divergences [17, 18], which
include Kullback-Leibler divergence [19], Burg entropy [11], and Total Variation distance
[20] as special cases, Prokhorov metric [21], and Wasserstein distance [22, 23, 24, 25].
For Prokhorov metric, the resulting DRSO problem is tractable in rare cases [21]. For
divergence measures, we postpone the discussion of their potential issues in Chapter 2.
1.2 Problem Formulation and Literature Review
1.2.1 Distributionally Robust Stochastic Optimization with Wasserstein distance
We mainly focus on a family of distribution based on the Wasserstein distance. Specifically,
consider any underlying metric d on Ξ which measures the closeness of any two points in Ξ.
Let p ≥ 1, and letP(Ξ) denote the set of Borel probability measures on Ξ. The Wasserstein





p(ξ, ζ)] : γ has marginal distributions µ,ν
}
.
More detailed explanation and discussion on Wasserstein distance will be presented in







Eµ[`(β, ξ)] : Wp(µ,ν) ≤ θ
}
. (Wasserstein-DRSO)
Wasserstein distance and the related field of optimal transport, which is a generaliza-
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tion of the transportation problem, have been studied in depth. In 1942, together with the
linear programming problem [26], Leonid Kantorovich [27] tackled Monge’s problem orig-
inally brought up in the study of optimal transport. In the stochastic optimization literature,
Wasserstein distance has been used for single stage stochastic optimization [22, 23], and for
multistage stochastic optimization [28]. The challenge for solving (Wasserstein-DRSO)
is that, the inner maximization involves a supremum over possibly an infinite dimensional
space of distributions. To tackle this problem, existing works focus on the setup when ν
is the empirical distribution on a finite-dimensional space. Particularly, [22] transformed
the inner maximization problem of (Wasserstein-DRSO) into a finite-dimensional non-
convex program, by using the fact that if ν is supported on at most n points, then there are
extreme distributions of the Wasserstein ball that are supported on at most n + 3 points.
Recently, using duality theory of conic linear programming [29], [24] and [25] showed
that under certain conditions, the inner maximization problem of (Wasserstein-DRSO) is
actually equivalent to a finite-dimensional convex problem.
1.2.2 Distributional Robustness and Regularization
In statistical learning, regularization is a typical approach to improve the generalization




Eνn [`(β, ξ)] + θ · J(β), (Regularization)
where θ is the tunning parameter and J is the regularization penalty function. This for-
mulation not only covers commonly seen norm-penalty regularization methods, such as
`1-regularization [30] and Tikhonov regularization [31], but also is (approximately) equiv-
alent to other regularization methods, including adding noise [32], dropout [33, 34], and
adversarial training [35]. We refer to Chapter 7 of [36] for a survey on regularization meth-
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ods in machine learning.
It is natural to investigate the connection between the regularization and Wasserstein
DRSO problem with centered at the empirical distribution νn (i.e., ν = νn in the prob-
lem (Wasserstein-DRSO)). It has been shown that norm penalty regularization has a
robust-optimization interpretation in some special cases, including linear/matrix regres-
sion [37, 38], and support vector machine [39]. Note that in Chapter 2 we show that the
problem (Wasserstein-DRSO) can be approximated by a robust optimization problem.
In view of this close relationship between (Wasserstein-DRSO) and robust optimiza-
tion, it is conceivable that in the above-mentioned special cases, (Wasserstein-DRSO)
may also be closely related to norm penalty regularization. Indeed, equivalence between
(Wasserstein-DRSO) and regularization has been established in [40] for piecewise-linear
convex loss, in [41] for logistic regression, and in [42] for linear regression and support
vector machines. In a recent work, [43] studies the equivalence between regularization and
DRSO with 1-Wasserstein distance (p = 1) for linear function class and its kernelization.
We finally remark that besides the Wasserstein DRSO, the equivalence between regular-
ization and DRSO with other distances has also been studied. For example, [44] and [45]
have pointed out that DRSO with φ-divergence is first-order equivalent to variance regular-
ization.
1.2.3 Distributionally Robust Stochastic Optimization with Known Marginal Distributions
In many applications, the data availability from marginal distributions is different than
that from the joint distribution. This occurs when the data streams of different random
variables are collected with different frequencies, the decision maker may have more data
on the marginal distributions than on the joint distribution. Consider the example in [46], in
which the decision maker wants to measure the dependence between the lengths of delay of
two nonstop flights A and B from Los Angeles to Sydney. One flight operates daily, while
the other operates on Mondays, Wednesdays, and Saturdays. Thus, we have joint data on
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the lengths of delay of the two flights on the days of week when they both operate, and on
the remaining days we have additional data on the length of delay of the flight that operates
daily. Now the questions is: how can we find robust solutions when the joint distribution is
unknown while the marginal distributions can be estimated rather accurately?
Copula theory [47, 48] provides a unified way to model the multivariate dependence that
is applicable to the above data availability regime. A copula is a multivariate distribution
with all univariate marginals being uniformly distributed on [0, 1]K . The seminal Sklar’s
theorem [49] states that, for every multivariate joint distribution function Fµ with marginal
distributions {Fk}Kk=1, there exists a probability distribution function Cµ on [0, 1]K , such
that
Fµ(ξ1, . . . , ξk) = Cµ(F1(ξ1), . . . , Fk(ξk)), ∀ ξ ∈ Ξ. (1.1)
Such Cµ is unique if the marginals are continuous. Conversely, any copula Cµ and marginal
distributions {Fk}k together define a K-dimensional joint distribution through (1.1). This
result is phenomenal since it suggests that the analysis of the dependence structure of a mul-
tivariate joint distribution can be separated from knowledge of the marginal distributions.
For a detailed illustration on constructing copula, we refer to Section 4.3.
Using copula theory, the uncertainty of the joint distribution all boils down to uncer-
tainty of the copula, provided that the marginal distributions are known. Then a classical
approach to tackling the above robust decision-making problem with know marginals is to
formulate a minimax problem which hedges against all probability distributions P(Ξ) on






Eµ[`(β, ξ)] : µ has marginals {Fk}Kk=1 and copula C
}
, (1.2)
where the marginal distribution functions F1, . . . , Fk are given; and C is the set of all cop-
ulas on [0, 1]K . Such an approach can be traced back at least to Hoeffding [50] and Fréchet
[51], who considered the extremes and bounds of (1.2). Since then, this approach has been
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extensively studied and applied to many operations management problems [52, 53, 54]. We
refer to [55] and [56] for a thorough study on this topic.
Formulation (1.2) is often very conservative for many interesting applications (see,
e.g. Example 4.1), because it only uses the information of marginal distributions. To over-
come its over-conservativeness and make a better use of the potentially available joint data,
it is natural to restrict C to a smaller set. Indeed, using the idea from distributionally robust
stochastic optimization, recent research considers balls of copulas that are close to some










possibly with some additional constraints. As will be shown in Section 4.2, such choice
may have some undesirable properties for data-driven problems.
Motivated by the results in Chapter 2, we consider all distributions whose associated
copula is close to some nominal copula C0 in the Wasserstein distance. More specifically,
when there is available joint data, we set C0 to be the empirical copula, and when there
is no joint data, we set C0 to be the independent copula. Let Wp(Cµ,C0) denote the p-






Eµ[`(β, ξ)] : µ has marginals {Fk}Kk=1 and copula C, Wp(C,C0) ≤ θ
}
. (1.4)
1.3 Outline of the Thesis and Main Contributions
In Chapter 2, we consider sets of distributions that are within a chosen Wasserstein distance
from a nominal distribution, for example an empirical distribution resulting from available
1 Some authors consider KL ball centered at some nominal distribution instead of nominal copula. Nev-
ertheless, it can be easily shown that the KL divergence between two distributions equals the KL divergence
between their associated copulas (cf. Sec 10.4 in [57]).
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data. We point out that such a choice of sets has two advantages: (i) The resulting distribu-
tions hedged against are more reasonable than those resulting from other popular choices
of sets. In particular, they are suitable for high-dimensional uncertainty and uncertainty
due to data perturbation. (ii) The problem of determining the worst-case expectation over
the resulting set of distributions has desirable tractability properties. More specifically,
(i) We derive a dual reformulation of the corresponding Wasserstein DRSO problem by
constructing approximate worst-case distributions (or an exact worst-case distribu-
tion if it exists) explicitly via the first-order optimality conditions of the dual problem.
The worst-case distributions have a concise structure and a clear interpretation.
(ii) We identify necessary and sufficient conditions for the existence of a worst-case dis-
tribution, which are naturally related to the growth rate of the objective function.
(iii) Using the structure of the worst-case distribution, we show that data-driven Wasser-
stein DRSO problems can be approximated to any accuracy by robust optimization
problems, and thereby many Wasserstein DRSO problems become tractable by using
tools from robust optimization.
(iv) Our strong duality result holds in a very general setting (see Section 2.1 for a detail
comparison with existing work), and we show that it can be applied to infinite dimen-
sional process control/estimation problems and worst-case value-at-risk analysis.
By the time we completed the first version of [62], we learned that [63] also considered a
similar problem to ours and also obtained a strong duality result. Our focus and our ap-
proach to this problem differ from theirs in the following ways. First, we prove the strong
duality result for the inner maximization of (Wasserstein-DRSO) using a novel, yet sim-
ple, constructive approach, in contrast with the non-constructive approaches in their work
and also in [24] and [25]. This enables us to establish the structural characterization of
the worst-case distributions of the data-driven DRSO (Corollary 2.2(ii)), which improves
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the result of [22] and a more recent result in [64] on extremal distributions of Wasserstein
balls (Remark 2.5). It also enables us to build a close connection between DRSO and ro-
bust optimization (Corollary 2.2(iii)). Second, we focus on Wasserstein distance of order p
(p ≥ 1), while they consider more general transport metrics in which the distance between
two points ξ, ξ′ ∈ Ξ is measured by a lower semicontinuous function rather than a metric
dp(ξ, ξ′) as in our case. Nevertheless, our proof remains valid for such more general trans-
port metrics (Remark 2.2). In the meantime, focusing on Wasserstein distance enables us
to relate the condition for the existence of a worst-case distribution to the important notion
of the “growth rate” of the objective function, and enables us to provide practical guidance
for choosing the ambiguity set and controlling the degree of conservativeness based on the
objective function (Remark 2.1).
In Chapter 3, we establish a connection between Wasserstein DRSO and regularization.
Specifically,
(i) For linear function class with Lipschitz loss, we show an equivalence between parameter-
norm regularization and (Wasserstein-DRSO) with p = 1. Comparing to [43], we
drop the convexity assumption of the loss function, nor do we need any assumption
on the data distribution (such as non-separability for SVM as specified in [39]). In-
stead, we require certain conditions on the asymptotics of the loss function, which is
satisfied by many statistical learning problems.
(ii) In the special case of linear optimization, we prove a general equivalence between
regularization and (Wasserstein-DRSO) with p = 1, allowing arbitrary nominal
distribution (not only the empirical one) and a more general metric structure on the
data space. Such equivalence has interesting implication in discrete choice modeling
– it provides a new interpretation of the discrete choice models from the perspective
of distributional robustness, and offers a new economic intuition for the generalized
extreme value choice models, which was introduced in the literature pure mathemat-
ically.
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(iii) For smooth loss function class, we establish an asymptotic equivalence between
(Wasserstein-DRSO) with any p ∈ [1,∞] and gradient-norm penalty regulariza-
tion. Such connection suggests a principled way to regularize high-dimensional,
non-convex problems, which is demonstrated through the training of Wasserstein
generative adversarial networks (WGANs) in deep learning and the estimation of
mixed logit model.
In Chapter 4, we investigate distributionally robust optimization with know marginal
distributions. We point out that existing studies hedge a family of distributions with known
marginals, but either allow arbitrary dependence structure of these distributions, which
tends to be over-conservative, or impose constraints on the deviation — measured by
Kullback-Leibler divergence — of the dependence structure from some nominal model,
which may lead to pathological worst-case distributions. We propose a distributionally ro-
bust approach, which hedges against a family of joint distributions with known marginals
and a dependence structure similar to — with similarity measured by Wasserstein dis-
tance — that of a nominal joint distribution (e.g., the empirical distribution or the inde-
pendent product distribution). Similarity of the dependence structure is measured through
the Wasserstein distance between the copula of the joint distribution and the copula of the
nominal distribution. We show that our choice of distance can be used as a new measure
of dependence among random variables. Tractability of our new formulation is obtained
by a novel constructive proof of strong duality, combining ideas from the theory of multi-
marginal optimal transport, variational analysis and a size reduction argument. Numerical
experiments in portfolio selection and nonparametric density estimation demonstrate how
the proposed approach outperforms other benchmark approaches.
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CHAPTER 2
DISTRIBUTIONALLY ROBUST STOCHASTIC OPTIMIZATION WITH
WASSERSTEIN DISTANCE
2.1 Overview
This chapter is based on [62].
We first motivate our choice of Wasserstein distance in Section 2.2 by taking close look
at the potential issues of divergence measures using examples from computer vision. In
Section 2.3, we review some results on the Wasserstein distance.
Next in Section 2.4, we show the tractability of DRSO with Wasserstein distance by
developing a strong dual reformulation based on a novel constructive proof. We prove a














[λdp(ξ, ζ)− `(β, ξ)]ν(dζ)
}
holds for any Polish space (Ξ, d) and measurable function ` (Theorem 2.1). In comparison,
1. Both [24] and [25] assume that Ξ is a convex subset of RK with some associated
norm. The greater generality of our results enables one to consider interesting prob-
lems such as the process control problems in Sections 2.5.1 and 2.5.2, where Ξ is
the set of finite counting measures on [0, 1], which is infinite-dimensional and non-
convex.
2. Both [24] and [25] assume that the nominal distribution ν is an empirical distribution,
while we allow ν to be any Borel probability measure. The greater generality enables
one to study problems such as the worst-case Value-at-Risk analysis in Section 2.5.3.
3. Both [24] and [25] only consider Wasserstein distance of order p = 1. By consider-
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ing a bigger family of Wasserstein distances, we establish the importance for DRSO
problems of the notion of the “growth rate” of the objective function, which mea-
sures how fast the objective function grows compared to a polynomial of order p.
It turns out that the growth rate of the objective function determines the finiteness
of the worst-case objective value (Proposition 2.2), and it plays an important role in
the existence conditions for the worst-case distribution (Corollary 2.1). This is of
practical importance, since it provides guidance for choosing the proper Wasserstein
distance and for controlling the degree of conservativeness based on the structure of
the objective function.
We prove the strong duality result using a novel, elementary, constructive approach. The
results of [24] and [25] and other strong duality results in the literature are based on the
established Hahn-Banach theorem for certain infinite dimensional vector spaces. In con-
trast, our proof idea is new and is relatively elementary and straightforward: we use the
weak duality result as well as the first-order optimality condition of the dual problem to
construct a sequence of primal feasible solutions whose objective values converge to the
dual optimal value. Our proof uses relatively elementary tools, without resorting to other
“big hammers”.
This approach reveals the concise yet insightful structure of the worst-case distribution.
As a by product of our constructive proof, we identify necessary and sufficient conditions
for the existence of worst-case distributions, and a structural characterization of worst-




i=1 δξ̂i (where δξ denotes the unit mass on ξ), whenever a worst-case distribu-





















for some i0 ∈ {1, . . . , n}, p0 ∈ [0, 1] and
ξi∗ ∈ arg min
ξ∈Ξ
{
λ∗dp(ξ, ξ̂i)− `(β, ξ)
}
, ∀ i 6= i0, ξi0∗ , ξ
i0
∗ ∈ arg min
ξ∈Ξ
{
λ∗dp(ξ, ξ̂i0)− `(β, ξ)
}
,
where λ∗ is the dual minimizer (Corollary 2.2). Thus µ∗ can be viewed as a perturbation
of ν, where the mass on ξ̂i is perturbed to ξi∗ for all i 6= i0, a fraction p0 of the mass on




∗ . In particular, uncertainty quantification problems have a worst-case distribution
with this simple structure, and can be solved by a greedy procedure (Example 2.7). Our
result regarding the existence of a worst-case distribution with such a structure improves
the result of [22] and the more recent result of [64] regarding the extremal distributions of
Wasserstein balls.
Moreover, a deeper understanding of the worst-case distribution enables us to estab-
lish a close connection between Wasserstein DRSO and the traditional robust optimization.
Using the structure of a worst-case distribution, we prove that data-driven DRSO problems
can be approximated by robust optimization problems to any accuracy (Corollary 2.2(iii)).
We use this result to show that two-stage linear DRSO problems with linear decision rules
have a tractable semi-definite programming approximation (Section 2.6.2). Moreover, the
robust optimization approximation becomes exact when the objective function ` is con-
cave in ξ. In addition, if ` is convex in β, then the corresponding DRSO problem can be
formulated as a convex-concave saddle point problem.
Finally, in Sections 2.5 and 2.6, we apply our results on strong duality and the structural
description of the worst-case distributions to a variety of DRSO problems. We conclude this
chapter in Section 2.7. Auxiliary results, as well as proofs of some Lemmas, Corollaries
and Propositions, are provided in the Appendix A.
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2.2 Motivation: potential issues of divergence measures
Despite its widespread use, φ-divergence has a number of shortcomings. Here we high-
light some of these shortcomings. In a typical setup using φ-divergence, Ξ is partitioned
into B̄ + 1 bins represented by points ξ0, ξ1, . . . , ξB̄ ∈ Ξ. The nominal distribution
ν associates ni observations with bin i. That is, the nominal distribution is given by
ν := (n0/n, n1/n, . . . , nB̄/n), where n :=
∑B̄
i=0 ni. Let ∆B̄ := {(p0, p1, . . . , pB̄) ∈
RB̄+1+ :
∑B̄
j=0 pj = 1} denote the set of probability distributions on the same set of bins.
Let φ : [0,∞) 7→ R be a chosen convex function such that φ(1) = 0, with the conventions
that 0φ(a/0) := a limt→∞ φ(t)/t for all a > 0, and 0φ(0/0) := 0. Then the φ-divergence










Let θ > 0 denote a chosen radius. Then Mφ := {µ ∈ ∆B̄ : Iφ(µ,ν) ≤ θ} denotes the
set of probability distributions given by the chosen φ-divergence and radius θ. The DRSO









j) : Iφ(µ,ν) ≤ θ
}
.
It has been shown in [18] that the φ-divergence ball Mφ can be viewed as a statistical
confidence region [65], and for several choices of φ, the inner maximization of the problem
above is tractable.
One well-known shortcoming of φ-divergence balls is that, either they are not rich
enough to contain distributions that are often relevant, or they they hedge against many
distributions that are too extreme. For example, for some choices of φ-divergence such as
Kullback-Leibler divergence, if the nominal qi = 0, then pi = 0, that is, the φ-divergence
ball includes only distributions that are absolutely continuous with respect to the nominal
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distribution ν, and thus does not include distributions with support on points where the
nominal distribution ν is not supported. As a result, if Ξ = RK and ν is discrete, then
there are no continuous distributions in the φ-divergence ball Mφ. Some other choices of
φ-divergence exhibit in some sense the opposite behavior. For example, the Burg entropy
ball includes distributions with some amount of probability allowed to be shifted from
ν to any other bin, with the amount of probability allowed to be shifted depending only
on θ and not on how extreme the bin is. See Section 2.6.1 for more details regarding
this potential shortcoming. Moreover, for two high-dimensional distributions supported on
two low-dimensional manfiolds with measure-zero intersection, their φ-divergence will be
maxed out (e.g., in KL case it equals +∞), and thus φ-divergence is not a good measure of
closeness between high-dimensional distributions with low-dimensional structure [66].
Next we illustrate another shortcoming of φ-divergence that will motivate the use of
Wasserstein distance.
Example 2.1. Suppose that there is an underlying true image (2.1b), and a decision maker
possesses, instead of the true image, an approximate image (2.1a) obtained with a less
than perfect device that loses some of the contrast. The images are summarized by their
gray-scale histograms. (In fact, (2.1a) was obtained from (2.1b) by a low-contrast inten-
sity transformation [67], by which the black pixels become somewhat whiter and the white
pixels become somewhat blacker. This type of transformation changes only the gray-scale
value of a pixel and not the location of a gray-scale value, and therefore it can also be re-
garded as a transformation from one gray-scale histogram to another gray-scale histogram.)
As a result, roughly speaking, the observed histogram ν is obtained by shifting the true
histogram µtrue inwards. Also consider the pathological image (2.1c) that is too dark to
see many details, with histogram µpathol. Suppose that the decision maker constructs a
Kullback-Leibler (KL) divergence ball MφKL := {µ ∈ ∆B̄ : IφKL(µ,ν) ≤ θ}. Note that
IφKL(µtrue,ν) = 5.05 > IφKL(µpathol,ν) = 2.33. Therefore, if θ is chosen small enough
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(c) Pathological image with his-
togram µpathol
Figure 2.1: Three images and their gray-scale histograms.
exclude the true image (2.1b). If θ is chosen large enough (greater than 5.05) for MφKL to
include the true image (2.1b), then MφKL also has to include the pathological image (2.1c),
and then the resulting decision may be overly conservative due to hedging against irrelevant
distributions. If an intermediate value is chosen for θ (between 2.33 and 5.05), then MφKL
includes the pathological image (2.1c) and excludes the true image (2.1b). In contrast, note
that the Wasserstein distanceW1 satisfiesW1(µtrue,ν) = 30.7 < W1(µpathol,ν) = 84.0,
and thus Wasserstein distance does not exhibit the problem encountered with KL diver-
gence (see also Example 2.3).
The reason for such behavior is that φ-divergence does not incorporate a notion of how
close two points ξ, ξ′ ∈ Ξ are to each other, for example, how likely it is that observation is
ξ′ given that the true value is ξ. In Example 2.1, Ξ = {0, 1, . . . , 255} represents 8-bit gray-
scale values. In this case, we know that the likelihood that a pixel with gray-scale value
ξ ∈ Ξ is observed with gray-scale value ξ′ ∈ Ξ is decreasing in the absolute difference
between ξ and ξ′. However, in the definition of φ-divergence, only the relative ratio pj/qj
for the same gray-scale value j is taken into account, while the distances between different
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gray-scale values is not taken into account. This phenomenon has been observed in studies
of image retrieval [68, 69].
The drawbacks of φ-divergence motivates us to consider sets M that incorporate a no-
tion of how close two points ξ, ξ′ ∈ Ξ are to each other. One such choice of M is based on
Wasserstein distance.
2.3 Notation and Preliminaries
In this section, we introduce notation and briefly outline some known results regarding
Wasserstein distance. For a more detailed discussion we refer to [70, 71].
Let Ξ be a Polish (separable complete metric) space with metric d. Let B(Ξ) denote
the Borel σ-algebra on Ξ, and let Bν(Ξ) denote the completion of B(Ξ) with respect to
a measure ν on B(Ξ) such that the measure space (Ξ,Bν(Ξ),ν) is complete (see, e.g.,
Definition 1.11 in [72]). Let B(Ξ) denote the set of Borel measures on Ξ, let P(Ξ) denote
the set of Borel probability measures on Ξ, and let Pp(Ξ) denote the subset of P(Ξ) with
finite p-th moment for p ∈ [1,∞):
Pp(Ξ) :=
{
µ ∈ P(Ξ) :
∫
Ξ
dp(ξ, ζ0)µ(dξ) < ∞ for some ζ0 ∈ Ξ
}
.
It follows from the triangle inequality that the definition above does not depend on the
choice of ζ0. A function ` : Ξ → R is called ν-measurable if it is (Bν(Ξ),B(R))-
measurable, and a function T : Ξ 7→ Ξ is called ν-measurable if it is (Bν(Ξ),B(Ξ))-
measurable. To facilitate later discussion, we introduce the push-forward operator on mea-
sures.
Definition 2.1 (Push-forward Measure). Given measurable spaces (Ξ,B(Ξ)) and (Ξ′,B(Ξ′)),
a measurable function T : Ξ 7→ Ξ′, and a measure ν ∈ B(Ξ), let T#ν ∈ B(Ξ′) denote the
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push-forward measure of ν through T , defined by
T#ν(A) := ν(T
−1(A)) = ν{ζ ∈ Ξ : T (ζ) ∈ A}, ∀ measurable sets A ⊂ Ξ′.
That is, T#ν is obtained by transporting (“pushing forward”) ν from Ξ to Ξ′ using the
function T . For i ∈ {1, 2}, let πi : Ξ × Ξ 7→ Ξ denote the canonical projections given by
πi(ξ1, ξ2) = ξi. Then for a measure γ ∈ P(Ξ× Ξ), πi#γ ∈ P(Ξ) is the i-th marginal of γ
given by π1#γ(A) = γ(A× Ξ) and π2#γ(A) = γ(Ξ× A).
Definition 2.2 (p-Wasserstein distance). The Wasserstein distanceWp(µ,ν) betweenµ,ν ∈
Pp(Ξ) is defined by









That is, the Wasserstein distance between µ,ν is the minimum cost (in terms of dp) of
redistributing mass from ν to µ, which is why it is also called the “earth mover’s distance”.
Wasserstein distance is a natural way of comparing two distributions when one is obtained
from the other by perturbations. The minimum on the right side of (4.1) is attained, because
d is non-negative, continuous and thus lower semicontinuous (Theorem 1.3 of [70]). The
following example is a familiar special case of problem (4.1).
Example 2.2 (Transportation problem). Consider µ =
∑m
i=1 piδξi and ν =
∑n
j=1 qjδξ̂j ,




j=1 qj = 1. Then











γij = pi, ∀ i,
m∑
i=1
γij = qj, ∀ j
}
.
Example 2.3 (Revisiting Example 2.1). Next we evaluate the Wasserstein distance between
the histograms in Example 2.1. To evaluate W1(µtrue,ν), note that the least cost way of
transporting mass from ν to µtrue is to move the mass outwards. In contrast, to evalu-
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ate W1(µpathol,ν), one has to transport mass relatively long distances from right to left
(changing the gray-scale values of pixels by large amounts), resulting in a larger cost than
W1(µtrue,ν). ThereforeW1(µpathol,ν) >W1(µtrue,ν).
Wasserstein distance has a dual representation due to Kantorovich’s duality (Theo-













where L1(ν) represents the L1 space of ν-measurable functions. In addition, the set of
functions under the supremum above can be replaced by u, v ∈ Cb(Ξ), where Cb(Ξ) de-
notes the set of continuous and bounded real-valued functions on Ξ. Particularly, when
p = 1, by the Kantorovich-Rubinstein Theorem, (2.2) can be simplified to (see, e.g., Equa-





u(ξ)d(µ− ν)(ξ) : u is 1-Lipschitz
}
.
So for anL-Lipschitz function ` : Ξ 7→ R, it holds that
∣∣Eµ[`(ξ)]−Eν [`(ξ)]∣∣ ≤ LW1(µ,ν) ≤
Lθ for all µ ∈M.
We remark that Definition 4.2 and the results above can be extended to finite Borel
measures. Moreover, we have the following result.
Lemma 2.1. For any finite Borel measures µ,ν ∈ B(Ξ) with µ(Ξ) 6= ν(Ξ), it holds that
Wp(µ,ν) =∞.
Another important feature of Wasserstein distance is that Wp metrizes weak conver-
gence in Pp(Ξ) (cf. Theorem 6.9 in [71]). That is, for any sequence {µk}∞k=1 of measures
in Pp(Ξ) and µ ∈ Pp(Ξ), it holds that limk→∞Wp(µk,µ) = 0 if and only if µk converges






dp(ξ, ζ0)µ(dξ) as k → ∞. Therefore, conver-
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gence in the Wasserstein distance of order p implies convergence up to the p-th moment.
[71, chapter 6] discusses the advantages of Wasserstein distance relative to other distances,
such as the Prokhorov metric, that metrize weak convergence.
2.4 Tractable Reformulation via Duality
In this section we develop a tractable reformulation by deriving its strong dual. We suppress
the variable β of ` in this section, and results are interpreted pointwise for each β. Given
ν ∈ P(Ξ) and ` ∈ L1(ν), for any θ > 0 and p ∈ [1,∞), the inner maximization problem









`(ξ)µ(dξ) : Wp(µ,ν) ≤ θ
}
. (Primal)















The dual problem is a one-dimensional convex minimization problem with respect to λ,
the Lagrangian multiplier of the Wasserstein constraint in the primal problem. The term
infξ∈Ξ[λd
p(ξ, ζ) − `(ξ)] is called the Moreau-Yosida regularization of −` with parame-
ter 1/λ in the literature (cf. [73]). Its measurability with respect to ν is established in
Lemma 2.4(i) in Section 2.4.1.
2.4.1 General Nominal Distribution
In this section, we prove the strong duality result for a general nominal distribution ν on a
Polish space Ξ. Such generality broadens the applicability of the result for (Wasserstein-DRSO).
For example, the result is useful when the nominal distribution is some distribution such
as a Gaussian distribution on RK (Section 2.5.3), or even some stochastic process (Sec-
tions 2.5.1 and 2.5.2). We begin with a weak duality result, which is an application of
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Lagrangian weak duality.
Proposition 2.1 (Weak duality). Consider any ν ∈ P(Ξ) and ` ∈ L1(ν). Then for any
p ∈ [1,∞) and θ > 0, it holds that vP ≤ vD.
To prove the strong duality result, we consider two separate cases: vD = ∞ and vD <








for all λ ≥ 0, then vD = ∞. Thus, to facilitate our analysis, we introduce the following
definitions.
Definition 2.3 (Regularization Operator Φ). Let Φ : R× Ξ→ R ∪ {−∞} be given by






For any λ ≥ 0 and any ζ ∈ Ξ such that Φ(λ, ζ) > −∞, let






dp(ξ, ζ) : λdp(ξ, ζ)− `(ξ) ≤ Φ(λ, ζ) + ε
}}
,










For any λ ≥ 0 and any ζ ∈ Ξ such that arg minξ∈Ξ{λdp(ξ, ζ)− `(ξ)} is nonempty, let
D0(λ, ζ) := sup
ξ∈Ξ
{dp(ξ, ζ) : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ)}
D0(λ, ζ) := inf
ξ∈Ξ
{dp(ξ, ζ) : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ)}
(2.4)
Then D0(λ, ζ) and D0(λ, ζ) represent respectively the closest and furthest distances be-
tween ζ and any point in arg minξ∈Ξ{λdp(ξ, ζ)−`(ξ)}. Note thatD0(λ, ζ) (resp. D0(λ, ζ))
may not be equal to D(λ, ζ) (resp. D(λ, ζ)).
Definition 2.4 (Growth rate). Define the growth rate κ of ` as
κ := inf
{
λ ≥ 0 :
∫
Ξ







Φ(λ, ζ)ν(dζ) = −∞ for all λ ≥ 0, then κ =∞.
If Ξ is bounded and ` is bounded above, then κ = 0, and if Ξ is bounded and ` is not
bounded above, then κ =∞. The possibilities when Ξ is not bounded are more interesting.
Next, Lemma 2.2 establishes some additional properties of κ, including the property that if
Ξ is not bounded and κ <∞, then




for any ζ ∈ Ξ, which motivates why we call κ the growth rate of `.
Lemma 2.2 (Properties of the growth rate κ).





is independent of ζ .
(ii) Suppose that ν ∈ Pp(Ξ). Then the growth rate κ is finite if and only if there exists
ζ0 ∈ Ξ and L,M > 0 such that
`(ξ)− `(ζ0) ≤ Ldp(ξ, ζ0) +M ∀ ξ ∈ Ξ. (2.5)
(iii) Suppose that ν ∈ Pp(Ξ). If Ξ is unbounded and κ <∞, then




for any ζ ∈ Ξ.
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Remark 2.1 (Choosing Wasserstein order p). Let
p := inf
{







Proposition 2.2 suggests that a meaningful formulation of (Wasserstein-DRSO) should
be such that the Wasserstein order p is greater than or equal to p. In both [24] and [25] only
p = 1 is considered. By considering higher orders p in our analysis, we can accommodate
a greater set of functions `, and we also have more flexibility to choose the ambiguity set
and to control the degree of conservativeness.
Lemma 2.3 (Properties of the regularization operator Φ). Let (Ξ, d) be a Polish space.
Consider any p ∈ [1,∞), ν ∈ P(Ξ), and ` ∈ L1(ν) such that κ < ∞. Then there is a set
B ∈ Bν(Ξ) such that ν(B) = 1, and the following holds.
(i) [Monotonicity] Φ(·, ζ) is nondecreasing and upper-semicontinuous for all ζ ∈ Ξ.
Φ(λ, ζ) > −∞ for all λ > κ and all ζ ∈ B. Φ(·, ζ) is concave for all ζ ∈ B. For any
λ2 > λ1 such that Φ(λ1, ζ) > −∞, it holds that D(λ2, ζ) ≤ D(λ1, ζ) ≤ D(λ1, ζ).
(ii) [Bounds] For any λ2 > λ1 such that Φ(λ1, ζ) > −∞, it holds that
(λ2 − λ1)D(λ2, ζ) ≤ −`(ζ)− Φ(λ1, ζ).
(iii) [Derivative] For all λ > κ and all ζ ∈ B, the left partial derivative ∂Φ(λ, ζ)/∂λ−
exists and satisfies





For all λ ≥ 0 and ζ ∈ Ξ such that Φ(λ, ζ) > −∞, the right partial derivative
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Lemma 2.4 (Measurability). For any p ∈ [1,∞), ν ∈ P(Ξ), and ` ∈ L1(ν), the following
hold:
(i) Φ(λ, ·), D(λ, ·), D(λ, ·), D0(λ, ·), and D0(λ, ·) are ν-measurable.
(ii) Suppose that κ <∞. Then for any λ, δ, ε ≥ 0 such that the sets
F (λ, ζ) :=
{
ξ ∈ Ξ : λdp(ξ, ζ)− `(ξ) ≤ Φ(λ, ζ) + ε, dp(ξ, ζ) ≥ D(λ, ζ)− δ
}
,
F (λ, ζ) :=
{
ξ ∈ Ξ : λdp(ξ, ζ)− `(ξ) ≤ Φ(λ, ζ) + ε, dp(ξ, ζ) ≤ D(λ, ζ) + δ
}
are non-empty for ν-almost all ζ ∈ Ξ, there exists ν-measurable mappings T (λ, ·), T (λ, ·) :
Ξ→ Ξ such that T (λ, ζ) ∈ F (λ, ζ) and T (λ, ζ) ∈ F (λ, ζ) for ν-almost all ζ ∈ Ξ.
(iii) Suppose that κ <∞. Then for any λ, δ ≥ 0 such that the sets
F (λ, ζ) :=
{
ξ ∈ Ξ : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ), dp(ξ, ζ) ≥ D0(λ, ζ)− δ
}
,
F (λ, ζ) :=
{
ξ ∈ Ξ : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ), dp(ξ, ζ) ≤ D0(λ, ζ) + δ
}
are non-empty for ν-almost all ζ ∈ Ξ, there exists ν-measurable mappings T (λ, ·), T (λ, ·) :
Ξ→ Ξ such that T (λ, ζ) ∈ F (λ, ζ) and T (λ, ζ) ∈ F (λ, ζ) for ν-almost all ζ ∈ Ξ.
(iv) For any E ∈ Bν(Ξ) and a, b > 0 such that
F (ζ) := {ξ ∈ Ξ : `(ξ)− `(ζ) > adp(ξ, ζ) + b}
is non-empty for ν-almost all ζ ∈ E, there exists a ν-measurable mapping T : E →
Ξ such that T (ζ) ∈ F (ζ) for ν-almost all ζ ∈ E.
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(v) Suppose that κ <∞. For any κ′ ∈ (0, κ), and any ν-measurable function M : Ξ→
R such that the set
F (ζ) := {ξ ∈ Ξ : `(ξ)− `(ζ) ≥ κ′dp(ξ, ζ), dp(ξ, ζ) ≥M(ζ)}
is non-empty for ν-almost all ζ ∈ Ξ, there exists a ν-measurable mapping T : Ξ→
Ξ such that T (ζ) ∈ F (ζ) for ν-almost all ζ ∈ Ξ.
Let h : R+ → R ∪ {∞} denote the dual objective function given by




Lemma 2.5 (Dual objective function). The dual objective function h has the following
properties:
(i) h(λ) =∞ for all λ ∈ [0, κ) and h(λ) <∞ for all λ ∈ (κ,∞).
(ii) h is a convex function.
(iii) h is a lower-semicontinuous function.
(iv) h(λ)→∞ as λ→∞.
(v) h has a minimizer λ∗ ∈ [κ,∞).
Proposition 2.2 (Strong duality with infinite optimal value). Consider any p ∈ [1,∞),
ν ∈ P(Ξ), and ` ∈ L1(ν). Suppose that θ > 0 and κ =∞. Then vP = vD =∞.
The next theorem establishes a strong duality result when the growth rate κ is finite.
Theorem 2.1 (Strong duality with finite optimal value). Consider any p ∈ [1,∞), any
ν ∈ P(Ξ), any θ > 0, and any ` ∈ L1(ν) such that κ <∞. Then vP = vD <∞.
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Proof of Theorem 2.1. Proposition 2.1 established the weak duality result that vP ≤ vD,
so it suffices to show that vP ≥ vD. Lemma 2.5(v) established that the dual objective
function h has a minimizer λ∗ ∈ [κ,∞). Next we consider the two cases (1) h has a
minimizer λ∗ > κ, or (2) κ is the unique minimizer of h, separately. In each case, we
construct a sequence of primal feasible solutions which converges to the dual optimal value
by exploiting the first-order optimality condition of the dual.
• Case 1: h has a minimizer λ∗ > κ.
Note that for any λ > κ and δ, ε > 0, the sets F (λ, ζ), F (λ, ζ) in Lemma 2.4(ii) are non-
empty for all ζ ∈ B. Hence there exists ν-measurable mappings T (λ, ·), T (λ, ·) : Ξ → Ξ
such that
T (λ, ζ) ∈
{
ξ ∈ Ξ : λdp(ξ, ζ)− `(ξ) ≤ Φ(λ, ζ) + ε, dp(ξ, ζ) ≥ D(λ, ζ)− δ
}
,
T (λ, ζ) ∈
{
ξ ∈ Ξ : λdp(ξ, ζ)− `(ξ) ≤ Φ(λ, ζ) + ε, dp(ξ, ζ) ≤ D(λ, ζ) + δ
}
for ν-almost all ζ ∈ Ξ.
The first-order optimality conditions ∂
∂λ−h(λ
∗) ≤ 0 and ∂
∂λ+














Next we verify that we can interchange the partial derivative and integration in (2.6). Recall
from Lemma 2.3(i) that there is a set B ∈ Bν(Ξ) such that ν(B) = 1, and Φ(λ, ζ) > −∞
for all λ > κ and all ζ ∈ B, and Φ(·, ζ) is concave for all ζ ∈ B. To show it for the right
derivative, consider any ζ ∈ B and any decreasing sequence λn ↓ λ∗. Let
fn(ζ) :=
Φ(λn, ζ)− Φ(λ∗, ζ)
λn − λ∗
Since Φ(·, ζ) is nondecreasing for all ζ , fn(ζ) ≥ 0 for all ζ . In addition, since Φ(·, ζ) is
concave, fn ≤ fn+1 for all n. Note that limn→∞ fn(ζ) = ∂∂λ+Φ(λ
∗, ζ). Thus it follows
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To show it for the left derivative in (2.6), consider any ζ ∈ B and any increasing sequence
λn ↑ λ∗ with λ1 > κ. Let fn be defined as before, and thus fn(ζ) ≥ 0 for all ζ . In addition,
since Φ(·, ζ) is concave, fn ≥ fn+1 for all n. That is, for all n it holds that
|fn(ζ)| = fn(ζ) ≤ f1(ζ) ≤
|Φ(λ1, ζ)|+ |Φ(λ∗, ζ)|
λ∗ − λ1












Also, limn→∞ fn(ζ) = ∂∂λ−Φ(λ




















































































dp(T (λ1, ζ), ζ)ν(dζ) + δ
(2.10)
Based on (2.10), we now construct a feasible primal solution. Note that there is a
























. Define a distribution µεδ(λ1, λ2) by
µεδ(λ1, λ2) := q




T (λ2, ·)#ν + (1− qδ)ν.























p(T (λ1, ζ), ζ)− Φ(λ1, ζ)− ε ≤ `(T (λ1, ζ)) ≤ λ1dp(T (λ1, ζ), ζ)− Φ(λ1, ζ)
λ2d
p(T (λ2, ζ), ζ)− Φ(λ2, ζ)− ε ≤ `(T (λ2, ζ)) ≤ λ2dp(T (λ2, ζ), ζ)− Φ(λ2, ζ)
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p(T (λ1, ζ), ζ)− Φ(λ1, ζ)− ε
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Recall that Φ(λ, ζ) ≤ −`(ζ) for all ζ ∈ Ξ. Also, consider any λ0 ∈ (κ, λ1). Recall that
Φ(·, ζ) is nondecreasing, and thus |Φ(λ, ζ)| ≤ |`(ζ)| + |Φ(λ0, ζ)| for all λ ≥ λ0 and all
ζ ∈ Ξ. Also, it follows from λ0 > κ that
∫
Ξ
Φ(λ0, ζ)ν(dζ) > −∞. Hence it follows from



























































, and thus qδ → 1 as δ → 0.
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Thus taking the limit as δ → 0 in (2.12), it follows that




Since ε > 0 can be arbitrarily small, it follows that vP ≥ λ∗θp −
∫
Ξ
Φ(λ∗, ζ)ν(dζ) = vD.
• Case 2: κ is the unique minimizer of h.
Then h is increasing and convex on [κ,∞). For any λ > κ, it follows from h being
increasing that ∫
Ξ
[Φ(λ, ζ)− Φ(κ, ζ)]ν(dζ) < (λ− κ)θp. (2.13)
Consider any ε ∈
(
0, (λ− κ)θp −
∫
Ξ
[Φ(λ, ζ)− Φ(κ, ζ)]ν(dζ)
)
. It follows from Lemma 2.4
that there exists a ν-measurable map T ε(λ, ·) : Ξ → Ξ such that λdp(T ε(λ, ζ), ζ) −
`(T ε(λ, ζ)) ≤ Φ(λ, ζ)+ε for ν-almost all ζ ∈ Ξ. Also, note that Φ(κ, ζ) ≤ κdp(T ε(λ, ζ), ζ)−
`(T ε(λ, ζ)). Thus,
Φ(λ, ζ)− Φ(κ, ζ) ≥ (λ− κ)dp(T ε(λ, ζ), ζ)− ε




dp(T ε(λ, ζ), ζ)ν(dζ) ≤
∫
Ξ




dp(T ε(λ, ζ), ζ)ν(dζ) < θ
p
Hence, the distribution T ε(λ, ·)#ν is primal feasible.




`(ξ)T ε(λ, ·)#ν(dξ) ≥
∫
Ξ






Since ε can be chosen arbitrarily small, it follows that vP ≥ −
∫
Ξ
Φ(λ, ζ)ν(dζ) for all




















Otherwise, if κ > 0, then consider any κ′ ∈ (0, κ). First, note that ζ ∈ {ξ ∈ Ξ :
`(ξ) − `(ζ) ≥ κ′dp(ξ, ζ)}, and hence {ξ ∈ Ξ : `(ξ) − `(ζ) ≥ κ′dp(ξ, ζ)} 6= ∅ for all
ζ ∈ Ξ. Let
D̂(κ′, ζ) := sup
ξ∈Ξ
{dp(ξ, ζ) : `(ξ)− `(ζ) ≥ κ′dp(ξ, ζ)}.
Next we show that
∫
Ξ
D̂(κ′, ζ)ν(dζ) = ∞. Note that `(ξ) ≤ λ0dp(ξ, ζ) − Φ(λ0, ζ) for all





































It follows from the definition of κ that
∫
Ξ









{ξ ∈ Ξ : `(ξ)− `(ζ) ≥ κ′dp(ξ, ζ), dp(ξ, ζ) ≥M(ζ)} 6= ∅
for ν-almost all ζ ∈ Ξ. Then it follows from Lemma 2.4(v) that for any κ′ ∈ (0, κ) and





− `(ζ) ≥ κ′dp(TRκ′ (ζ), ζ)
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for ν-almost all ζ ∈ Ξ, and
∫
Ξ







dp(TRκ′ (ζ), ζ)ν(dζ) = ∞, let Fr := {ζ ∈ Ξ : dp(TRκ′ (ζ), ζ) ≤ r}. Note that
limr→∞ Fr = Ξ, and thus there exists a r̄ > R such that R <
∫
Fr̄
dp(TRκ′ (ζ), ζ)ν(dζ) ≤




κ′ (ζ), and for all ζ ∈ Ξ \ Fr̄, let T
R
κ′(ζ) := ζ .
Note that T
R


























κ′(ζ), ζ)ν(dζ) = θ
p.
Next we construct a primal feasible solution
µRε,κ′(λ) := q
R
ε,κ′T ε(λ, ·)#ν + (1− qRε,κ′)(T
R
κ′)#ν

























κ′dp(TRκ′ (ζ), ζ) + `(ζ)
]





















= κ′θp − qRε,κ′
∫
Ξ





For any fixed λ > κ, ε > 0, and κ′ ∈ (0, κ), it holds that qRε,κ′ can be chosen arbitrarily close
to 1 by choosing sufficiently largeR. Hence vP ≥ κ′θp−
∫
Ξ
Φ(λ, ζ)ν(dζ)−ε for all λ > κ,
ε > 0, and κ′ ∈ (0, κ). Since ε > 0 can be chosen arbitrarily small and κ′ can be chosen
arbitrarily close to κ, it follows that vP ≥ κθp −
∫
Ξ











Φ(λ, ζ)ν(dζ)} = vD.
Remark 2.2. All the above results and proofs in Section 2.4.1 (except for Lemma 2.2
continue to hold if we replace the transportation cost dp(·, ·) with any measurable, non-
negative cost function c(·, ·) that satisfies c(ξ, ζ) = 0 if ξ = ζ .
Next, we investigate existence conditions for worst-case distributions and their struc-
ture. In the rest of this section, we assume that ` is upper-semicontinuous, and every
bounded subset in (Ξ, d) is totally bounded, which is satisfied by, for example, any finite-
dimensional normed space. Under this assumption, if λ > κ and ζ ∈ B, then Lemma 2.3(ii)
and the upper semi-continuity of ` imply that the set arg minξ∈Ξ{λdp(ξ, ζ) − `(ξ)} is
nonempty, and that min /maxξ∈Ξ{dp(ξ, ζ) : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ)} can be attained.
If λ = κ and ν
(
{ζ ∈ Ξ : arg minξ∈Ξ{κdp(ξ, ζ)− `(ξ)} = ∅}
)
= 0, then the upper semi-
continuity of ` imply that minξ∈Ξ{dp(ξ, ζ) : κdp(ξ, ζ) − `(ξ) = Φ(κ, ζ)} can be attained
for ν-almost all ζ ∈ Ξ, but supξ∈Ξ{dp(ξ, ζ) : κdp(ξ, ζ)− `(ξ) = Φ(κ, ζ)} can be infinite.
Thus, if (i) λ > κ, or (ii) λ = κ and ν
(
{ζ ∈ Ξ : arg minξ∈Ξ{κdp(ξ, ζ)−`(ξ)} = ∅}
)
= 0,
then the quantities D0(λ, ζ) and D0(λ, ζ) in (2.4) are well-defined for ν-almost all ζ ∈ Ξ
(where D0(λ, ζ) can be infinite if λ = κ).
Corollary 2.1 (Worst-case distribution). Consider any p ∈ [1,∞), ν ∈ P(Ξ), θ > 0, and
` ∈ L1(ν) such that κ < ∞. Assume that ` is upper-semicontinuous, and that bounded
subsets of (Ξ, d) are totally bounded. Then the following holds:
(1) [Existence condition] A worst-case distribution exists if and only if any of the follow-
ing conditions hold:
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(i) There exists a dual minimizer λ∗ > κ.
(ii) λ∗ = κ > 0 is the unique dual minimizer, ν
(










(iii) λ∗ = κ = 0 is the unique dual minimizer, arg maxξ∈Ξ{`(ξ)} is nonempty, and
∫
Ξ
D0(0, ζ)ν(dζ) ≤ θp.
(2) If ν
(
ζ ∈ Ξ : −`(ζ) > infξ∈Ξ {κdp(ξ, ζ)− `(ξ)}
)
= 0, then λ∗ = κ for any θ > 0.
Otherwise, there is θ0 > 0 such that λ∗ > κ for any θ < θ0.
(3) [Structure] Whenever a worst-case distribution exists, there exists a worst-case dis-





#ν, each of which is a perturbation of ν, as follows:
µ∗ = p∗T
∗
#ν + (1− p∗)T ∗#ν,
where p∗ ∈ [0, 1], and T ∗, T ∗ : Ξ→ Ξ satisfy
ν
(





(4) If Ξ is a convex subset of a Banach space and ` is concave, then
vP = vD = sup
T :Ξ→Ξ
{
ET#ν [`(ξ)] : Wp(T#ν, ν) ≤ θ
}
.
Moreover, whenenver the worst-case distribution exists, there exists T ∗ : Ξ→ Ξ such
that T ∗#ν is primal optimal.
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Remark 2.3. Compared with Corollary 4.7 in [24], Corollary 2.1(1) provides a complete
description of the necessary and sufficient conditions for the existence of a worst-case
distribution. Note that Example 1 in [24] corresponds to λ∗ = κ = 1 and p = 1.
Example 2.4. We present several examples that correspond to different cases in Corol-
lary 2.1(1). In all these examples, Ξ = [0,∞), d(ξ, ζ) = |ξ − ζ| for all ξ, ζ ∈ Ξ, p = 1,
θ > 0, and ν = δ0.
(a) `a(ξ) = max{0, ξ − a} (b) `(ξ) = max{0, 1− ξ2} (c) `±(ξ) = 1 + ξ ± 1ξ+1
Figure 2.2: Examples for existence and non-existence of the worst-case distribution
1. `a(ξ) := max{0, ξ − a} for some a ∈ R. It follows that λ∗ = κ = 1.
– If a ≤ 0, then arg minξ∈Ξ{dp(ξ, 0) − `a(ξ)} = [0,∞), hence D0(κ, ζ) = 0 and
D0(κ, ζ) =∞. Thus condition (ii) is satisfied. One of the worst-case distributions
is µ∗ = δθ with vP = vD = θ − a.
– If a > 0, then arg minξ∈Ξ{dp(ξ, 0)− `a(ξ)} = {0}, hence D0(κ, ζ) = D0(κ, ζ) =
0 < θ. Thus condition (ii) is violated. There is no worst-case distribution, but the
objective value of µε = (1− ε)δ0 + εδθ/ε converges to vP = vD = θ as ε→ 0.
2. `(ξ) = max{0, 1 − ξ2}. It follows that λ∗ = κ = 0, and arg maxξ∈Ξ `(ξ) = {0}.
Thus condition (iii) is satisfied, and the worst-case distribution is µ∗ = δ0 = ν.
3. `±(ξ) = 1 + ξ ± 1ξ+1 . It follows that κ = 1. Note that `
′
±(ξ) = 1∓ 1(ξ+1)2 .
– Note that `′+(ξ) < κ = 1 on Ξ. Also, `+ satisfies the condition in (2), thus for all
θ > 0 it holds that λ∗+ = κ = 1 and arg minξ∈Ξ{λ∗+dp(ξ, 0)−`+(ξ)} = {0}. There
36
is no worst-case distribution, but the objective value of µε = (1 − ε)δ0 + εδθ/ε
converges to vP = vD = 2 + θ as ε→ 0.
– Note that `′−(ξ) > κ = 1 on Ξ. Also, arg minλ≥0{λθ − infξ∈Ξ{λξ − (1 + ξ −
1
ξ+1
)}} = arg minλ≥1{λ(θ + 1)− 2
√
λ− 1} = {1 + 1
(θ+1)2
}. Thus λ∗− > 1 = κ.
2.4.2 Finite-Supported Nominal Distribution




i=1 δξ̂i for some ξ̂
i ∈ Ξ, i = 1, . . . , n. This occurs, for example, in a data-driven
setting in which the decision maker collects n observations that constitute an empirical
distribution.
Corollary 2.2 (Data-Driven DRSO). Consider any ν = 1
n
∑n
i=1 δξ̂i . Let p ∈ [1,∞) and
θ > 0. Then the following hold:
(i) [Strong duality] The primal problem (Primal) has a strong dual problem














(ii) [Structure of the worst-case distribution] Whenever a worst-case distribution exists,


















where i0 ∈ {1, . . . , n}, p0 ∈ [0, 1], ξi0∗ , ξ
i0
∗ ∈ arg minξ∈Ξ{λ∗dp(ξ, ξ̂i0) − `(ξ)}, and
ξi∗ ∈ arg minξ∈Ξ{λ∗dp(ξ, ξ̂i)− `(ξ)} for all i 6= i0.
(iii) [Robust-program approximation] Suppose that there exists ζ0 ∈ Ξ, L,M ≥ 0 such
that |`(ξ) − `(ζ0)| < Ldp(ξ, ζ0) + M for all ξ ∈ Ξ. Let K be any positive integer
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dp(ξik, ξ̂i) ≤ θp, ξik ∈ Ξ ∀ i, k
}
.
If λ∗ > κ, then there exists L′,M ′ > 0, such that
vK ≤ sup
µ∈M
Eµ[`(ξ)] ≤ vK +
M ′ + L′D
Kn
,
where D is a constant independent of K. In addition, if Ξ is convex and ` is concave,
then v1 = vP = vD.




i=1 δξ̂i , where n− 1 out of the n points, {ξ̂i}i 6=i0 , are perturbed with full mass 1/N to
a maximizer ξi∗ respectively, while at most one point ξ̂
i0 is split and perturbed to two max-
imizers ξi0∗ and ξ
i0
∗ . (If the set of maximizers is a singleton, then there is no need to split).
Using this structure, we obtain statement (iii), which suggests that the primal problem can
be approximated by a robust program with uncertainty set MK , which is a subset of M that
contains all distributions supported on Kn points with equal probability 1
Kn
. Particularly,
when ` is concave, such approximation is exact; and when ` is Lipschitz and p = 1, then
v1 is an O(1/n)-approximation of vP = vD.
Remark 2.4. The results in Corollary 2.2 hold for arbitrary metric space Ξ. In fact, the
Polish space assumption on Ξ is only used for the measurability results in Lemma 2.4,
which becomes trivial in finite-supported case.
Remark 2.5. Under compactness assumption on Ξ, [22] pointed out that to solve (Primal),
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it suffices to consider the set of extreme points of the Wasserstein ball M contains distri-
butions that are supported on at most n + 3 points. Later in [64], this result was improved
to n + 2 for Polish space or Borel subsets of Polish space. Statement (ii) further strength
these results — for arbitrary metric space (see Remark 2.4 above), it suffices to consider
distributions that are supported on at most n+1 points, and such bound is tight as shown by
Example 2.7 below. Moreover, the weight of the extreme distribution do not change much
as compared to the nominal distribution. As can be immediately seen from the proof, the
result of statement (ii) can be generalized as following. Suppose ν = 1
n
∑n
i=1 νiδξ̂i , then




+ (1− p0)νi0δξi0∗ .
Remark 2.6 (Total Variation metric). By choosing the discrete metric d(ξ, ζ) = 1{ξ 6=ζ} on
Ξ, the Wasserstein distance is equal to Total Variation distance [74], which can be used
for the situation where the distance of perturbation does not matter and provides a rather
conservative decision. In this case, suppose θ is chosen such that nθ is an integer, then
there is no fractional point in (2.16) and the problem is reduced to the robust program with
uncertainty set M1, whether Ξ (`) is convex (concave) or not.
Proof. Proof of Corollary 2.2.
(i) It follows directly from the proof of Theorem 2.1 and Proposition 2.2.
(ii) By Corollary 2.1(3), whenever the worst-case distribution exists, there is one sup-












where pi ∈ [0, 1], and ξi∗, ξ
i
∗ ∈ arg minξ∈Ξ{λ∗dp(ξ, ξ̂i) − `(ξ)}. (In fact, Corollary 2.1(3)
proves a stronger statement that there exists a worst-case distribution such that all pi are
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equal, but here we allow them to vary in order to obtain a worst-case distribution with a
different form.) Given ξi∗, ξ
i
















i) + (1− pi)dp(ξi∗, ξ̂i) ≤ θp
}
is a linear program with n variables, one equality constraint and 2n inequality constraints
pi ≤ 1, pi ≥ 1, i = 1, . . . , n. Thus according to linear programming theory, there exists an
optimal solution such that among the 2n inequality constraints, at least n− 1 of them hold
as equality, or equivalently, at most one pi is fractional. Therefore there exists a worst-case
distribution which is supported on at most n+ 1 points, and has the form (2.16).
(iii) Note that by assumption on ` and Lemma 2.2 we have κ ≤ L < ∞. Also note
that using the similar idea the above proof of (ii), the distributions µεδ(λ1, λ2), (T λ)#ν and
























pijdp(ξij, ξ̂i) ≤ θp
}
is a linear program with 3n variables, one equality constraint and 3n inequality constraints
pij ≤ 1, pij ≥ 1, i = 1, . . . , n, j = 1, 2, 3. Thus according to linear programming theory,
there exists an optimal solution such that among the 3n inequality constraints, at least
3N − 1 of them hold as equality, or equivalently, at most one pij is fractional. Hence for




















which yields an objective value no worse than µ. Define
ξik =

ξiε, ∀ 1 ≤ k ≤ K, ∀ i 6= i0,
ξi0
ε
, ∀ 1 ≤ k ≤ bKpεc, i = i0,
ξ
i0
ε , ∀ bKpεc < k ≤ n, i = i0.
Then {ξik}i,k belongs to MK . By Lemma 2.3(ii), for any λ > λ0 ∈ dom(Φ(·, ξ̂i0)),
dp(ξi0
ε
, ξ̂i0) ≤ − 1
λ− λ0
(





∣∣pε − bKpεc/K∣∣ < 1/K, it follows that













≤ M + LD
Kn
.
Let ε→ 0 we obtain the results.
Example 2.5 (Saddle-point Problem). When `(β, ξ) is convex in β and concave ξ, p = 1,
and d(·, ·) = || · − · ||2, Corollary 2.2(iii) shows that the DRSO (Wasserstein-DRSO) is










with `1/`2-norm uncertainty set
Y =
{
(ξ1, . . . , ξn) ∈ Ξn :
n∑
i=1




Therefore it can be solved by the Mirror-Prox algorithm (cf. [75, 76] and Appendix A.4).
Example 2.6 (Piecewise concave objective). [24] proves that when p = 1, Ξ is a convex
subset of RK equipped with some norm || · || and `(ξ) = max1≤j≤J `j(ξ), where `j are
concave, the DRSO is equivalent to a convex program. We here show that it can be obtained
as a corollary from the structure of the worst-case distribution. Indeed, using concavity of











where for each i,
card{j : pij > 0} ≤ 2,


























Replacing ξij by ξ̂i + (ξij − ξ̂i)/pij , by positive homogeneity of norms and convexity-
preserving property of perspective functions (cf. Section 2.3.3 in [77]), we obtain an equiv-
























d(ξij, ξ̂i) ≤ θ, ξ̂i + ξij−ξ̂i
pij
∈ Ξ, ∀i, j
}
.
So we recover Theorem 4.5 in [24], which was obtained therein by a separate procedure of
dualizing twice the reformulation (2.15).
Example 2.7 (Uncertainty Quantification). When Ξ = RK and ` = −1C , where C is an
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has a clear interpretation. The worst-case distribution perturbs ν such that the set C con-
tains as little probability mass as possible, which can be achieved in a greedy fashion as
follows. Suppose {ξ̂i}ni=1 are sorted such that ξ̂1, . . . , ξ̂i ∈ C, ξ̂I+1, . . . , ξ̂n /∈ C and sat-
isfy dp(ξ̂1,Ξ \ C) ≤ · · · ≤ dp(ξ̂i,Ξ \ C). Then to save the total budget of perturbation
ξ̂I+1, . . . , ξ̂n stay at the same place, and the ξ̂i with small index has the priority to be trans-
ported to ∂C. It may happen that some point ξ̂i0 (i0 ≤ I) cannot be transported to ∂C
with full mass 1
n
, since otherwise the Wasserstein distance constraint is violated. In this
case, only partial mass (with probability p0/N ) is transported and the remaining stays (see






















In fact, the dual optimizer λ∗ is such that
ξi∗ = arg min
ξ∈Ξ
{λ∗dp(ξ, ξ̂i) + 1C(ξ)} = arg min
ξ∈∂C
dp(ξ, ξ̂i), ∀i ≤ I,
and
ξi0∗ = arg min
ξ∈Ξ
{λ∗dp(ξ, ξ̂i0) + 1C(ξ)} =

{ξ̂i0} ∪ arg minξ∈∂C dp(ξ, ξ̂i0), p0 6= 0,
arg minξ∈∂C d
p(ξ, ξ̂i0), p0 = 0.
Using the similar idea as above, we can prove that the worst-case probability is contin-
uous with respect to the boundary.
Proposition 2.3 (Continuity with respect to the boundary). Let Ξ = RK , ν ∈ P(Ξ), θ > 0,
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Figure 2.3: When ` = −1C , the worst-case distribution perturbs the nominal distribution
in a greedy fashion. The solid and diamond dots are the support of nominal distribution





respectively. ξ̂4 is the fourth closest interior point to ∂C, but cannot be transported to ∂C











Now let us consider a special case when Ξ = {ξ0, . . . , ξB̄} for some positive integer
B̄. In this case, let ni be the samples that are equal to ξi, and let qi = ni/n, i = 0, . . . , B̄,
then the nominal distribution ν =
∑B̄
i=1 qiδξi . Let ν := (q0, . . . , qB̄)










i) :Wp(µ,ν) ≤ θ
}
. (2.18)







qiyi : yi ≥ `(β, ξj)− λdp(ξi, ξj), ∀i, j = 1, . . . , B̄
}
. (2.19)






















Proof. Proof. Reformulation (2.19) follows from Theorem 2.1, and (2.20) can be obtained
44
using the equivalent definition of Wasserstein distance in Example 2.2.
2.5 Applications
In this section, we apply our results to on/off system control, intensity estimation and
worst-case Value-at-Risk analysis. In the first two problem, the nominal distribution is
a point process, and the corresponding underlying space Ξ is the space of counting mea-
sures (sample paths), which is non-convex and infinite dimensional. In the third problem,
the nonimal distribution is arbitrary probability distribution on a finite dimensional space,
such as Gaussian distribution. Hence, the results in [24] and [25] cannot be applied.
2.5.1 On/Off System Control
In this problem, the decision maker faces a point process and controls a two-state (on/off)
system. The point process is assumed to be exogenous, that is, the arrival times are not
affected by the on/off state of the system. When the system is switched on, a cost of c per
unit time is incurred, and each arrival while the system is on contributes 1 unit revenue.
When the system is off, no cost is incurred and no revenue is earned. The decision maker
wants to choose a control to maximize the total profit during a finite time horizon. This
problem is a prototype for problems in sensor network and revenue management.
In many practical settings, the decision maker does not have a probability distribution
for the point process. Instead, the decision maker has observations of historical sample
paths of the point process, which constitute an empirical point process. Note that if one
would use the Sample Average Approximation (SAA) method with the empirical point
process, it would yield a degenerate control, in which the system is switched on only at the
arrival time points of the empirical point process. Consequently, if future arrival times can
differ from the empirical arrival times by even a little bit, the system would be switched
off and no revenue would be earned. Due to such degeneracy and instability of the SAA
method, we resort to the distributionally robust approach.
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δξm : M ∈ Z+, ξm ∈ [0, 1], m = 1, . . . ,M
}
be the space of finite counting measures on [0, 1]. Then the point processes on [0, 1] are
then defined by the set P(Ξ) of Borel probability measures on Ξ. To define the Wasserstein
distance between to point processes µ,ν ∈ P(Ξ), we need to define the metric d on the
space Ξ of counting measures. We assume that the metric d on Ξ satisfies the following
conditions (note that in this subsection, when we write theW1 distance between two Borel
measures, we use the extended definition mentioned in Section 2.3):
(i) The metric space (Ξ, d) is a Polish space.
(ii) For any η̂ =
∑M
m=1 δζm and η =
∑M
m=1 δξm , where m is a nonnegative integer and
{ζm}Mm=1, {ξm}Mm=1 ⊂ [0, 1], it holds that




where ξ(m) (resp. ζ(m)) are the order statistics of ξm (resp. ζm).
(iii) For any Borel set C ⊂ [0, 1], θ̄ ≥ 0, and η̂ =
∑M
m=1 δζm , where M is a positive









η̃(C) : W1(η̃, η̂) ≤ θ̄
}
.
We note that condition (ii) is only imposed on η, η̂ ∈ Ξ such that η([0, 1]) = η̂([0, 1]).























 max{M,L}, M 6= L,∑M
m=1











 +∞, M 6= L,∑M
m=1
∣∣ξ(m) − ζ(m)∣∣ , M = L. (2.21)
These metrics are similar to the ones in [78] and [79]. Given the metric d, we choose the
distance between two point processes µ,ν ∈ P(Ξ) to beW1(µ,ν) as defined in (4.1).
Suppose we have n sample paths η̂i =
∑Mi
m=1 δξ̂im , i = 1, . . . , n, where Mi is a nonneg-
ative integer and ξ̂im ∈ [0, 1] for all i,m. Then the nominal distribution ν = 1n
∑n
i=1 δη̂i ,
and the ambiguity set M = {µ ∈ P(Ξ) : W1(µ,ν) ≤ θ}. Let D denote the set of all
functions β : [0, 1]→ {0, 1} such that β−1(1) is a Borel set, where β−1(1) := {t ∈ [0, 1] :
β(t) = 1}. The decision maker is looking for a control β ∈ D that maximizes the total














We now investigate the structure of the optimal control. Let int(β−1(1)) be the interior
of the set β−1(1) on the space [0, 1] with canonical topology (and thus 0, 1 ∈ int([0, 1])).















Suppose ν = 1
n
∑n
i=1 δη̂i with η̂
i =
∑Mi


































E(η,η̂)∼γ [η(β−1(1))] : Eγ [d(η, η̂)] ≤ θ, π2#γ = ν
}
.
Hence (2.23) shows that without changing the optimal value, we can replace d by W1 in
the constraint, and enlarge the set of joint distributions from P(Ξ2) to P(B([0, 1]) × Ξ).
Moreover, (2.24) shows that it suffices to consider the set of polices of which the duration






, the computation of worst-case point process reduces to a
linear program. For every 1 ≤ i ≤ n and 1 ≤ m ≤ Mi, if ξ̂im ∈ ∪Mj=1[βj, βj], we set
jim ∈ {1, . . . ,M} to be such that ξ̂im ∈ [βjim , βjim ], otherwise j
i
m = 0. We also set x0 to be
any real number.




















































Moreover, the above linear program can be solved by a greedy algorithm (see Algorithm
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where i0 ∈ {1, . . . , n}, ηi∗,∈ Ξ, ηi∗([0, 1]) = η̂
i([0, 1]) for all i 6= i0, ηi0∗ ,η
i0
∗ ∈ Ξ and
ηi0∗ ([0, 1]) = η
i0
∗ ([0, 1]) = η̂
i0([0, 1]).
Algorithm 1 Greedy Algorithm
1: θ̄ ← 0. k ← 1. pim, pim ← 0, d
i
m ← min(|βjiM − ξ̂
i
m|, |βjiM − ξ̂
i
m|), ∀i,m.















3: while θ̄ < nθ do
4: if dit = |βjim − ξ̂
i
m| then pi(k)∗m(k) ← min
(
1, (nθ − θ̄)/di(k)m(k)
)
.
5: else pi(k)∗m(k) ← min
(




7: k ← k + 1.
8: end while
t
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Sample paths
Figure 2.4: Optimal control for the true process and the DRSO
Example 2.8. We illustrate our results as follows. Suppose the number of arrivals has
Poisson distribution Poisson(λ), and given the number of arrivals, the arrival times are




with optimal control β∗(t) = 1{λf(t)>c}. Note that f ≡ 1 corresponds to the Poisson point
process with rate λ. In this example, we instead consider f(t) = k[a + sin(wt + s)],
with a > 1 and k = 1/[a + (cos(s) − cos(w + s))/w]. Particularly, let w = 5π, s =
5
2
π, a = 1.1 and c = λ = 10. Thus β∗−1(1) = [0, 0.1] ∪ [0.3, 0.5] ∪ [0.7, 0.9]. In the
49
numerical experiment, suppose we have N = 10 sample paths, each of which contains
Mi ∼ Poisson(λ), i = 1, . . . , n, i.i.d. arrival time points. The optimal controls for the
true process and the DRSO are shown in Figure 2.4. We observe that even with a relatively
small number of samples, the two controls differ from each other not too much, and thus
the DRSO indeed provides a good solution to the original process control problem.
2.5.2 Intensity Estimation for Non-homogeneous Poisson Process
Consider estimating the intensity function β(t) of a non-homogeneous Poisson process
A(t) using maximum likelihood method. Given n i.i.d. sample paths η̂i =
∑Mi
m=1 δξ̂im ,










A common practice is to partition the time horizon [0, T ] into several intervals, and assume
β(t) is piecewise constant on each interval. Then the maximum likelihood estimator equals
to the average arrival rate on each interval. Such a approach suffers from the drawback that
the estimator is sensitive to the partition of intervals. If the partition is so fine that many
intervals may have zero observations, then the estimator also vanishes on these intervals.
On the other hand, if the partition is very coarse, then the estimator remains constant dur-
ing a long interval, which may not reflect the reality. It appears that there is no systematic
way to adaptively choose the partition for this sample average method. Meanwhile, distri-
butionally robust formulation with φ-divergence has the same problem, since the yielding
estimator vanishes on intervals with zero observation.













where M is the same as the one in the previous subsection, namely, the Wasserstein ball
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centered at the empirical process. To facilitate further analysis, we choose (2.21) as the
definition of distance between two counting measures. Our strong duality results imply
















− ln(β(ξ))− λ|ξ − ξ̂im|
}}
.
The following proposition suggests that the optimal estimator is constant if the radius of
Wasserstein ball goes to infinity.
Proposition 2.6. For sufficiently large θ, the optimal value β∗(t) is constant.
To numerically solve the problem, let us assume β(t) is piecewise constant. In our
numerical experiments, we assume the underlying true intensity function is given by β(t) =
0.5 + 0.5t or β(t) = 1 + sin(πt), t ∈ [0, 10]. We fix the sample size (number of sample
paths) N = 20 and vary the number of pieces in {20, 50, 100}. The radius θ is chosen via
cross-validation method, for which half of the sample paths are used for training and the
remaining are used for calibration. The out-of-sample performance is measured in terms of
L2 distance between the estimated intensity and true intensity. The estimation results and
out-of-sample performances are shown in Figure 2.5 and Table 2.1. We observe that DRSO
with Wasserstein distance has superior out-of-sample performance in all cases. The shape
of the estimator from DRSO is insensitive to the fineness of the partition for the piecewise
constant function. In contrast, the maximum likelihood estimator behaves terribly if we do
not make the partition correctly, for example, when the number of pieces is too large.
Table 2.1: Out-of-sample performance of DRSO and SAA
3c—0.2 + 0.2t 3c1 + sin(πt)
Pieces 20 50 100 20 50 100
Wasserstein 0.394 0.481 0.544 2.008 2.122 2.276
SAA 1.510 6.536 11.906 6.160 6.591 11.766
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Figure 2.5: Estimation of intensity function using DRSO and SAA
2.5.3 Worst-case Value-at-Risk
Value-at-risk is a popular risk measure in financial industry. Given a random variable z and
α ∈ (0, 1), the value-at-risk VaRα[z] of z with respect to measure ν is defined by
VaRα[z] := inf {t : Pν{z ≤ t} ≥ 1− α} .
In the spirit of [15], we consider the following worst-case VaR problem. Suppose we are
given a portfolio consisting of n assets with allocation weight β satisfying
∑K
k=1 βk = 1
and β ≥ 0. Let ξk be the (random) return rate of asset k, k = 1, . . . , K, and r = E[ξ] the
vector of the expected return rates. Assume the metric d(·, ·) is induced by the infinity norm
|| · − · ||∞ on RK . The worst-case VaR with respect to the set of probability distributions
M is defined as





Pµ{−β>ξ ≤ q} ≥ 1− α
}
.










(α− ν{ξ : −β>ξ > VaRα[−β>ξ]})(q − VaRα[−β>ξ])p∣∣∣θp − Eν[(q + β>ξ)p1{−β>ξ>VaRα[−β>ξ]}]∣∣∣
)
.
















Figure 2.6: Worst-case VaR. When −β>ξ is continuously distributed and p = 1, VaRwcα
equals to the q such that the area of the shade region is equal to θ.
Example 2.9 (Worst-case VaR with Gaussian nominal distribution). Suppose ν ∼
Normal(µ,Σ) and consider p = 1. It follows that −β>ξ ∼ Normal(−β>µ, β>Σβ)
and VaRα[−β>ξ] = −β>µ+
√
β>Σβ ·Φ−1(1− α). By Proposition 2.7, VaRwcα (β) is the








2β>Σβ dy ≥ θ. (2.26)
Since f(q) is monotone, (2.26) can be solved efficiently via any one-dimensional search
algorithm.
We remark that the above result indicates that finding the worst-case VaR is tractable.
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It should be noted that, however, finding the best allocation weight, i.e., optimizing over w
is still hard, since the VaR constraint is essentially a chance-constraint.
2.6 Discussions
In this section, we discuss some advantages of Wasserstein ambiguity set. In Section 2.6.1,
we compare the Wasserstein ambiguity set to φ-divergence ambiguity set for newsvendor
problem. In Section 2.6.2, we illustrate how the close connection between Wasserstein
DRSO and robust programming (Corollary 2.3(iii)) can expand the tractability of Wasser-
stein DRSO.
2.6.1 Newsvendor problem: a comparison to φ-divergence
In this subsection, we discuss some advantages of Wasserstein ambiguity set by performing
a numerical study on distributionally robust newsvendor problems, with an emphasis on the
worst-case distribution.
In the newsvendor model, the decision maker has to decide the inventory level before




Eµ[h(β − ξ)+ + b(ξ − β)+],
where β is the decision variable for initial inventory level, ξ is the random demand, and h, b
represent respectively the overage and underage costs per unit. We assume that b, h > 0,
and ξ is supported on {0, 1, . . . , B̄} for some positive integer B̄. Sometimes the demand
data is expensive to obtain. For instance, a company is introducing a new product of which
the demand data is collected by setting up pilot stores. Then the decision maker may want










Table 2.2: Examples of φ-divergence
Kullback-Leibler Burg entropy χ2-distance Modified χ2 Hellinger Total Variation
φkl φb φχ2 φmχ2 φh φtv
φ(t), t ≥ 0 t log t − log t 1t (t− 1)

























|pj − qj |







qiyi : yi ≥ max
[
h(β − j), b(j − β)
]
− λ|i− j|p, ∀0 ≤ i, j ≤ B̄
}
.
On the other hand, one may would also consider φ-divergence ambiguity set (Table 2.2
shows some common φ-divergences). As mentioned in Section 1.2.1, the worst-case distri-
bution in φ-divergence ambiguity set may be problematic. Indeed, when limt→∞ φ(t)/t =
∞, such as φkl, φmχ2 , the φ-divergence ambiguity set fails to include sufficiently many
relevant distributions. In fact, since 0φ(pj/0) = pj limt→∞ φ(t)/t = ∞ for all pj > 0,
the φ-divergence ambiguity set does not include any distribution which is not absolutely
continuous with respect to the nominal distribution ν.
When limt→∞ φ(t)/t <∞, such as φb, φχ2 , φh, φtv, the situation is even worse. Define
I0 := {1 ≤ j ≤ n : qj > 0} and jM := arg max1≤j≤n{`(ξj) : qj = 0}. Assume `(ξj)






, ∀i ∈ I0, (2.27a)






j , if c
∗ = `(ξjM )− λ∗ limt→∞ φ(t)/t,
0, if c∗ > `(ξjM )− λ∗ limt→∞ φ(t)/t,
(2.27c)
for some λ∗ ≥ 0 and c∗ ≥ `(ξjM ) − λ∗ limt→∞ φ(t)/t. (2.27b) suggests that the support
of the worst-case distribution and that of the nominal distribution can differ by at most
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(a) Binomial(200, 0.5), N = 500



























(b) Binomial(200, 0.5), N = 50


























(c) truncated Geometric(0.1), N =
500





























(d) truncated Geometric(0.1), N = 50
Figure 2.7: Histograms of worst-case distributions yielding from Wasserstein distance and
Burg entropy
one point ξjM . If p∗jM > 0, (2.27c) suggests that the probability mass is moved away
from scenarios in I0 to the worst scenario ξjM . Note that in many applications where the
support of ξ is unknown, the choice of the underlying space Ξ (and thus ξjM ) may be
arbitrary. Hence the worst-case behavior is sensitive to the specification of Ξ and the shape
of function `.
We perform a numerical test of which setup is similar to [11] and [18]. We set b = h =
1, B̄ = 100, and N ∈ {50, 500} representing small and large datasets. The data is then
generated from Binomial(100, 0.5) and Geometric(0.1) truncated on [0, 100]. For a fair
comparison, we estimate the radius of the ambiguity set such that it covers the underlying
distribution with probability greater than 95%.
When the underlying distribution is Binomial, intuitively, the symmetry of Binomial
distribution and b = h = 1 implies that the optimal initial inventory level is close to
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B̄/2 = 50, and the corresponding worst-case distribution should be similar to a mixture
distribution with two modes, representing high and low demand respectively. This intuition
is consistent with the solid curves in Figure (2.7a)(2.7b), representing the worst-case dis-
tribution in Wasserstein ambiguity set. In addition, their tail distributions are smooth and
reasonable for both small and large datasets. In contrast, if Burg entropy is used to define
the ambiguity set (dashed curves in Figure (2.7a)(2.7b)), the worst-case distribution has
disconnected support, and is not symmetric. There is a large spike on the boundary 100,
corresponding to the “popping” behavior mentioned in [17]. Especially when the dataset is
small, the spike is huge, which makes the solution too conservative.
When the underlying distribution is Geometric, intuitively, the worst-case distribution
should have one spike for low demand and a heavy tail for high demand. Again, this is
consistent with the worst-case distribution in Wasserstein ambiguity set (solid curves in
Figure (2.7c)(2.7d)). While using Burg entropy (dashed curves in Figure (2.7c)(2.7d)), the
tail has unrealistic spikes on the boundary. For distribution with unbounded support, the tail
distribution is very sensitive to our choice of truncation threshold B̄. Hence, the conclusion
for this numerical test is that Wasserstein ambiguity set is likely to yield a more reasonable,
robust and realistic worst-case distribution.
2.6.2 Two-stage DRSO: connection with robust optimization
In Corollary 2.2(iii) we established the close connection between the DRSO problem and
robust programming. More specifically, we show that every DRSO problem can be ap-
proximated by robust programs with rather high accuracy, which significantly enlarges the
applicability of the DRSO problem. To illustrate this point, in this section we show the
tractability of the two-stage linear DRSOs.
































We assume p = 2 and Ξ = RK with Euclidean distance d. In general, the two-stage prob-
lem (2.28) is NP-hard. However, we are going to show that with tools from robust program-



























T (ξ)β +W (ξ)χ(ξ) ≤ h(ξ), ∀ξ ∈
⋃n






where the second set of inequalities follows from the fact that T (ξ)x + W (ξ)χ(ξ) ≤ h(ξ)
should hold for any realization ξ with positive probability for some distribution in M1.
Although problem (2.29) is still intractable in general, there has been a substantial literature
on different approximations to problem (2.29). One popular approach is to consider the so-
called affinely adjustable robust counterpart (AARC) as follows. We assume that χ is an
affine function of ξ:








for some χ0, χl ∈ Rm, where Bi := {ξ′ ∈ Ξ : ||ξ′ − ξ̂i||2 ≤ θ
√






























































Set ζil := ξil − ξ̂il for i = 1, . . . , n and l = 1, . . . , s. In view of M1, ζ belongs to the
ellipsoidal uncertainty set






















































∀1 ≤ i ≤ n, 1 ≤ l, l′ ≤ s.











0 ζilζil′ ≥ 0, ∀(ζil)i,l ∈ Uζ . (2.31)

















w2il ≥ 0, ∀v ∈ R, ∀wil ∈ R,∀i, l.
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Or in matrix form,
∃λ0 ≥ 0 :
 Γ0 ⊗ IN + λ0nθ2 · IsN vec(α0)
vec>(α0) α0(ρ)− λ0
  0, (2.32)
where IN (resp. IsN ) is n (resp. sN ) dimensional identity matrix, ⊗ is the Kronecker
product of matrices and vec is the vectorization of a matrix.
Now we reformulate the second set of constraints in (2.30). For all 1 ≤ i ≤ n, 1 ≤ j ≤

































































i ≥ 0, ∀ηi ∈ {η′ ∈ RK : ||η′||2 ≤ θ
√
n},∀1 ≤ i ≤ n, 1 ≤ j ≤ m.
Again by Theorem 4.2 in [81] we have further equivalence
∃λij ≥ 0 :
 Γj(ρ) + λijnθ2 · Is βij(ρ)
βij(ρ)
> αij(ρ)− λij
  0, ∀1 ≤ i ≤ n, 1 ≤ j ≤ m. (2.33)
Combining (2.32) and (2.33) we obtain the following result.




{t : (2.32), (2.33) holds } .
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Note that (2.29) is a fairly good approximation of the original two-stage DRSO problem
(2.28) by Theorem 2.1. Hence, as long as the AARC of (2.29) is reasonably good, its
semidefinite-program reformulation (2.8) provides a good tractable approximation of the
two-stage linear DRSO (2.28).
2.6.3 Distributionally robust transportation problem: an illustration of the constructive
proof approach
In this subsection, we demonstrate the power of our proof method by applying the same
idea to a class of distributionally robust transportation problems.
Suppose Ξ ⊂ R2 is bounded, and let A denote a Borel probability measure on Ξ. In
the famous paper [82], it is shown that the length of the shortest traveling salesman tour







some constant c. Since then, continuous approximations have been explored for many hard
combinatorial problems, such as Steiner tree problems [83], space-filling curves [84, 85],
facility location [86], and Steele’s generalization to sub-additive Euclidean functionals [87,




for some c, where K is the dimension of Ξ.
Motivated by these results, [89] considers a continuous approximation of the traveling





fdA, in which the distributions with density functions f
have to lie in a Wasserstein ball. Using duality theory for convex functionals, they are able
to reformulate the problem and obtain a representation of the worst-case distribution.
In the same spirit, we consider a slightly more general problem as follows. Let
B := {dµ/dA : µ ∈ B(Ξ), µ is absolutely continuous w.r.t A},
P := {dµ/dA : µ ∈ P(Ξ), µ is absolutely continuous w.r.t A},
A := {dµ/dA ∈ P : Wp(µ,ν) ≤ θ},
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where dµ/dA denotes the Radon-Nikodym derivative. We use the overloaded notation




and the distribution µ ∈ P(Ξ) such that f = dµ/dA. Let L : R 7→ R be an increasing





L ◦ f dA. (2.34)
Our goal is to derive the strong dual of (2.34) and obtain a representation for the worst-case
distribution using the same proof method as in Section 2.4.1.
Step 1. Derive weak duality.
First, we derive weak duality by writing the Lagrangian and applying a similar reason-
ing to the proof of Proposition 2.1. Note that in Kantorovich’s duality (2.2), the supremum












































































[L ◦ f(ξ)− λΦv(ξ)f(ξ)]A(dξ)
}}
,
where the second inequality follows from Lemma 2.1, and in the last inequality Φv(ξ) :=
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infζ∈Ξ[d
p(ξ, ζ)− v(ζ)]. Let
L∗(a) := sup
t≥0
L(t)− at, a ∈ R,
which can be viewed as the Legendre transform of concave function L. Thus L∗ is convex
and we denote by ∂L∗(a) its subdifferential at a ∈ domL∗, where domL∗ := {a ≥ 0 :











[L ◦ f(ξ)− λΦv(ξ)f(ξ)]A(dξ)
}
:




















Step 2. Show the existence of a dual minimizer.
Since limx→∞ L(x) = ∞, we have (−∞, 0] ∩ domL∗ = ∅. It follows that λΦv > 0
and thus λ > 0 and v < diam(Ξ). Note that
∫
Ξ
vdν = 0, hence there exists M > 0, such
that ||v||∞ < M for all feasible v, thereby Φv is bounded on Ξ uniformly in v. It follows















Hence there exists a dual minimizer (λ∗, v∗).
Step 3. Use first-order optimality to construct a primal solution.
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Since Ξ is bounded, it follows that ∂L∗(λ∗Φv∗(ξ)) is bounded on Ξ, thus we can exchange
differentiation and integration operators in the inequalities above. We define




























provided that the denominator is nonzero, otherwise we set p∗ = 1. By definition of L∗, f
is nonnegative. Also note that L∗ is convex, so f ∗ is measurable.
Step 4. Verify the feasibility and optimality.
By construction, f ∗ is feasible since






uf ∗dA : u(ξ) ≤ Φv∗(ξ), ∀ξ ∈ Ξ
}
≤ θp.
We verify that f ∗ is primal optimal. From the concavity of L, we have L(f ∗(ξ)) ≥
p∗L∗(− ∂
∂λ−L(λ
∗Φv∗(ξ))) + (1− p∗)L(− ∂∂λ+L
∗(λ∗Φv∗(ξ))). Using (2.35) and the fact that
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Hence we conclude that there exists a worst-case distribution of the form (2.36). In particu-
lar, whenL(·) =
√
·, we have ∂L∗(a) = 1
4a2
, f ∗(ξ) = 1
4λ∗2Φv∗ (ξ)2






We remark that we obtain a slightly more compact form than that in [89].
2.7 Concluding Remarks
In this chapter, we developed a constructive proof method to derive the dual reformulation
of distributionally robust stochastic optimization with Wasserstein distance under a general
setting. Such approach allows us to obtain a precise structural description of the worst-case
distribution and connects the distributionally robust stochastic optimization to classical ro-
bust programming. Based on our results, we obtain many theoretical and computational
implications. For the future work, extensions to multi-stage distributionally robust stochas-
tic optimization will be explored.
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CHAPTER 3
DISTRIBUTIONAL ROBUSTNESS AND REGULARIZATION IN STATISTICAL
LEARNING
3.1 Overview
This chapter is based on [90]. To be consistent with statistical learning literature, in this
chapter we use x, y, z to denote random variables.
Statistical learning theory [91] provides a framework for learning functional dependen-
cies from past data, so as to make better predictions and decisions for the future. Typically,




Here the term `β(x, y) is defined as `β(x, y) := `(f(x; β), y), where the function f(x; β)
is the hypothesis function parameterized by β ∈ D, the function ` is the per-sample loss
function, and (x, y) is an input-output random vector with probability distribution µtrue on
the data space Ξ ⊂ RK .
In practice, the true data-generating distribution µtrue might be unknown. However,
a sample of observations from the distribution µtrue is often available. Thus, a common
practice is to replace the expected risk under the unknown true distribution µtrue with the
empirical risk under the empirical distribution νn, which is constructed from n data points




Empirical risk minimization often yields solutions which perform well on the training data,
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but may perform poorly on out-of-sample data. This is known as the overfitting phe-
nomenon. A core aim of statistical learning is to design algorithms with a better gener-
alization ability, i.e., the ability to perform well on new, previously unseen data. To reduce
the generalization error, a great number of regularization methods have been proposed. A
typical regularization problem can be represented as
min
β∈D
E(x,y)∼νn [`β(x, y)] + θ · J(β), (Regularization)
where J is the regularization penalty which may depend on ` and νn.
In this chapter, we establish a connection between DRSO with Wasserstein distance and










µ ∈ P(Ξ) : Wp(µ,νn) ≤ θ
}
.
Here we explicitly express the dependence of M on θ and νn. We establish a connection
between (Wasserstein-DRSO) and the regularization (Regularization). Such connection
has several important methodological and algorithmic implications.
In Section 3.3.1, we show an exact equivalence between (Wasserstein-DRSO) with
p = 1 and norm-penalty regularization for the linear loss function class. Next in Section
3.3.2, for a broad class of smooth loss functions, we show that (Wasserstein-DRSO) is
asymptotically equivalent to the following regularization problem
min
β∈D
E(x,y)∼νn [`β(x, y)] + θ ·
∥∥∇(x,y)`β∥∥νn,p∗ , (3.1)
where p∗ = pp−1 and the penalty term
∥∥∇(x,y)`β∥∥νn,p∗represents the empirical p∗-norm (see
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Definition 3.2 in Section 3.2) of the gradient of the loss function with respect to the data.
In Section 3.4, we provide a new interpretation of the discrete choice models from the
perspective of distributional robustness, based on the equivalence result for linear optimiza-
tion. Discrete choice models are used to describe decision makers’ choices among a finite
set of alternatives, and have attracted a lot of interest in economics, marketing, operations
research and management science. Many choice models can be based on random utility
theory [92, 93, 94], in which the utilities of alternatives are random, and each consumer
chooses the alternative with the highest realized utility. A recent approach, called semi-
parametric model [52, 95, 96] combines the idea of random utility theory and distributional
robustness, in which the distribution of the random utilities is given by the worst-case dis-
tribution over a set of distributions for an expected utility maximization problem. Choice
models can also be based on representative agent model [97, 98], in which a representative
agent maximizes a weighted sum of utilities of alternatives plus a regularization term that
encourages diversification. We refer to [99] for a study on relations between these choice
models. Based on our equivalence result, the representative agent choice model can be de-
rived from an ambiguity-averse representative agent choosing a choice probability vector
that maximizes the expected utility. This connection offers a new economic intuition for
the generalized extreme value choice models, which was introduced in the literature pure
mathematically.
The asymptotic equivalence suggests a principled way to regularize statistical learning
problems, namely, by solving the regularization problem (3.1). This is illustrated by the
training of Wasserstein generative adversarial networks in Section 3.5.1 and estimation of
mixed logit models 3.5.2.
Finally, the conclusion of the paper is made in Section 3.6. Auxiliary results are pro-
vided in the Appendix B.
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3.2 Preliminary
We introduce several definitions and review some results on DRSO with Wasserstein dis-
tance.
Definition 3.1 (∞-Wasserstein distance). The ∞-Wasserstein distance between distribu-






where Γ(µ,ν) denotes the set of all Borel probability distributions on Ξ×Ξ with marginal
distributions µ and ν, and γ-ess sup
Ξ×Ξ
d(z, z′) expresses the essential supremum of d(·, ·)
with respect to the measure γ.
Given the empirical distribution νn := 1n
∑n






Note that here we do not restrict to supervised learning, in which case z = (x, y). Recall
from Chapter 2 that problem (Wasserstein-DRSO) admits a strong duality reformulation,
as shown by the following lemma.
Lemma 3.1. Assume h : Ξ → R satisfies h(z) ≤ C(‖z − z0‖ + 1)q for some constants
















∥∥z − ẑi∥∥p ]},
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∥∥zi − ẑi∥∥ ≤ θ}.
Proof of Lemma 3.1. If p ∈ [1,∞), the result follows from Corollary 2 in Chapter 2. If
p =∞, the result follows from Theorem 3 in [100] by setting R0 =∞.
We remark that the condition p ≥ q in Lemma 3.1 is necessary, as otherwise the worst-
case loss will be infinity.
Definition 3.2 (Empirical norm). Let ‖·‖ be some norm on RK . The empirical p-norm
‖h‖νn,p of h : Ξ→ R







and for p =∞,
‖h‖νn,∞ := max1≤i≤n
∥∥h(ẑi)∥∥ .
3.3 Equivalence between Distributional Robustness and Regularization
In this section, we show that for many common statistical learning problems, the DRSO
problem (Wasserstein-DRSO) and the regularization problem (Regularization) are closely
related. In Section 3.3.1, we show an exact equivalence between the two problems for the
linear function class. In Section 3.3.2, we show that for some smooth function class, the
two problems are asymptotically equivalent.
3.3.1 Exact Equivalence for the Linear Function Class
In this subsection, we consider the linear function class in any of the following cases:
(i) [Regression] `β(z) = `(β>x− y), where z = (x, y) ∈ Ξ = (RK , ‖·‖)× (R, | · |), and
‖(x, y)− (x′, y′)‖Ξ = ‖x− x′‖+ |y − y′|;
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(ii) [Classification] `β(z) = `(y·β>x), where z = (x, y) ∈ Ξ = (RK , ‖·‖)×({−1, 1}, I),
where I(u) = 0 if u = 0 and I(u) = ∞ otherwise, and ‖(x, y)− (x′, y′)‖Ξ =
‖x− x′‖+ I(y − y′);
(iii) [Unsupervised learning] `β(z) = `(β>z), where z ∈ Ξ = (RK , ‖·‖).
Here ` : R → R is some univariate Lipschitz continuous loss function (cf. Examples
3.1-3.3 below). Note that for any Lipschitz function, Rademacher’s theorem (see, e.g.,
Theorem 2.14 in [72]) implies that the set of differentiable points of ` is dense in R. We
have the following equivalence result.
Theorem 3.1 (Linear predictor). Under the setup described as above, suppose ` is L`-
Lipschitz continuous. Let T be the set of points in R at which ` is differentiable. Assume
either limt∈T ,t→∞ `′(t) = L` or limt∈T ,t→−∞ `′(t) = −L`. Then for the regression (Case
(i) above), it holds that
sup
µ∈Mθ1(νn)
Eµ[`β(z)] = Eνn [`β(z)] + θ · L` ·max(‖β‖∗ , 1),
and for the classification and the unsupervised learning (Cases (ii)(iii) above), it holds that
sup
µ∈Mθ1(νn)
Eµ[`β(z)] = Eνn [`β(z)] + θ · L` · ‖β‖∗ ,
Remark 3.1. Comparing to Theorem 3.1(ii) and Remark 3.15 in [43], we do not need
convexity assumptions on `, nor do we need any assumption on the data distribution (such
as non-separability for SVM as specified in [39]). Instead, we require certain conditions
on the asymptotics of the loss function. by relaxing the convexity assumption on `. In the
case of the classification, the metric structure on Ξ indicates that there is no uncertainty in
the label variable y. Such assumption holds for many applications, including many image-
related tasks (e.g., ImageNet competition [101]) in which the sample images are correctly
labeled. On the other hand, if there is uncertainty in the label, the equivalence no longer
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holds, but the DRSO can be reduced to some convex program (see, e.g., [41, 43]).
Proof of Theorem 3.1. Using Lemma 3.1 we have that
sup
µ∈Mθ1(νn)




















(β, 0), Case (ii),
β, Case (iii).
Since ` is L`-Lipschitz, for any ẑi and any z ∈ Ξ (in the case of classification, z and ẑi
should have identical label assignments, see Remark 3.1), it holds that



















Note that λ = L` ·
∥∥∥β̃∥∥∥
Ξ∗
is a dual feasible solution, thereby
sup
µ∈Mθ1(νn)




On the other hand, note that the Lebesgue differentiation theorem (see, e.g., Theo-















− `β(ẑi)− λt =∞.
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− `β(ẑi)− λt =∞.



























β>x− y : ‖x‖+ |y| ≤ 1
}
= max(‖β‖∗ , 1),
which completes the proof.
Example 3.1 (Absolute deviation regression). Let `(t) = |t|. Then ` is 1-Lipschitz. By
Theorem 3.1, we have the equivalence
sup
µ∈Mθ1(νn)
Eµ[`(β>z)] = Eνn [`(β>z)] + θ ·max(‖β‖∗ , 1).
Example 3.2 (Classification). Let `(z) = `(y · β>x), where ` is any 1-Lipschitz loss func-
tion, such as the hinge loss max(1−y ·β>x, 0), or the logistic loss log(1+exp(−y ·β>x)).
Using Theorem 3.1, we obtain that
sup
µ∈Mθ1(νn)
Eµ[`(β>z)] = Eνn [`(β>z)] + θ · ‖β‖∗ ,
which recovers Remark 3.15 in [43].
The result in Theorem 3.1 can be easily generalized to the following case, whose proof
is similar to that of Theorem 3.1 and thus omitted.
Corollary 3.1. Let Ξ = (RK , ‖·‖). Suppose there exists a positive integer M such that
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`β(z) = max1≤m≤M `m(β
m>z), where βm ∈ RK , β = [β1; . . . ; βM ], and `m : R → R
is Lm-Lipschitz continuous. Let Tm be the set of points in R at which `m is differentiable.
Assume for each 1 ≤ m ≤M , either limt∈Tm,tm→∞ `′m(t) = Lm or limt∈Tm,tm→−∞ `′m(t) =
−Lm. Then it holds that
sup
µ∈Mθ1(νn)
Eµ[`(β>z)] = Eνn [`(β>z)] + θ · max
1≤m≤M
Lm ‖βm‖∗ .
Example 3.3 (Piecewise-linear convex loss). Let Ξ = (RK , ‖·‖). Set `m in Corollary 3.1




Eµ[`(β>z)] = Eνn [`(β>z)] + θ · max
1≤m≤M
‖βm‖∗ .
3.3.2 Asymptotic Equivalence for the Smooth Function Class
In this subsection, we consider the class of smooth functions and present an asymptotic
equivalence result between (Wasserstein-DRSO) and regularization. Assume `β(·) is
differentiable. With Definition 3.2 in Section 3.2, the empirical p-norm of the gradient











, p ∈ [1,∞),
max1≤i≤n ‖∇z`β(zi)‖∗ , p =∞.
We note that the gradient is taken with respect to the data z, but not with respect to the
learning parameter β, where the latter is seen much often in the machine learning literature.
Theorem 3.2 (Asymptotic equivalence). Let Ξ = (RK , ‖·‖). Suppose either of the follow-
ing conditions holds:
(i) `β is Lipschitz continuous, p = 1, and µtrue has a continuous density on Ξ.
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(ii) There exists a constant κ ∈ (0, 1] and a function h : Ξ→ R such that
‖∇z`β(z)−∇z`β(z′)‖∗ ≤ h(z
′) · ‖z − z′‖κ , ∀z, z′ ∈ Ξ. (3.2)
p ∈ [κ+ 1,∞] and h ∈ L
p
p−κ−1 (µtrue).
Let the radius sequence {θn}∞n=1 be a sequence of positive random variables convergent to





Ez∼νn [`β(z)] + θn · ‖∇z`β‖νn,p∗
)∣∣∣∣ = o(θn),
where the “almost surely” is with respect to i.i.d. draws of samples from µtrue and the
randomness of θn.
Remark 3.2. Here we allow the radius sequence {θn}n to be random, since in practice
it may be determined adaptively to the data-generating mechanism and converges to zero
almost surely (with respect to i.i.d. draws of random data) as more and more data are
collected.
Theorem 3.2 states that the regularization problem with penalty term ‖∇z`β‖νn,p∗ is a
first-order approximation of (Wasserstein-DRSO), and such approximation is asymptot-
ically exact. The gradient-norm penalty has been heuristically exploited for deep learning
problems, such as adversarial training (p = ∞, see [35, 103]) and training of generative
adversarial networks (p = 2, see [104]).
The proof of Theorem 3.2 is based on the following two propositions, which provides
upper and lower bounds of the worst-case loss supµ∈Mθp(νn)E(x,y)∼µ[`β(x, y)] in terms of
regularization.
Proposition 3.1 (Upper bound on the worst-case loss).
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i) Suppose `β is L`β -Lipschitz. Let p = 1. Then it holds that
sup
µ∈Mθ1(νn)
Eµ[`β(z)] ≤ Eνn [`β(z)] + θ · L`β .
ii) Suppose `β is differentiable, and there exists constants κ ∈ (0, 1], q ∈ (1,∞), C ≥ 0
and a function h : Ξ→ R such that
‖∇z`β(z)−∇z`β(z′)‖∗ ≤ h(z
′) · ‖z − z′‖κ + C · ‖z − z′‖q , ∀z, z′ ∈ Ξ.
Let p ∈ [q + 1,∞) if C > 0, and p ∈ [κ+ 1,∞) if C = 0. Then it holds that
sup
µ∈Mθp(νn)
Eµ[`β(z)] ≤ Eνn [`β(z)] + θ · ‖∇z`β‖νn,p∗ + θ
κ+1 · ‖h‖νn,p∗ + C · θ
q+1.
Proof of Proposition 3.1. (i) follows from Proposition 6.5(i) in [40].
(ii) By the assumption on `β and the mean-value theorem, it holds that
`β(z)−`β(z′) ≤ ‖∇z`β(z′)‖∗ ·‖z − z
′‖+h(z′)·‖z − z′‖κ+1+C ·‖z − z′‖q+1 , ∀z, z′ ∈ Ξ.
When p =∞, using Lemma 3.1 yields that
sup
µ∈Mθ∞(νn)





(∥∥∇z`β(ẑi)∥∥∗ · θ + h(ẑi) · θκ+1 + C · θq+1)
≤ θ · ‖`β‖νn,1 + θ
κ+1 · ‖h‖νn,1 + Cθ
q+1.




[`β(z)− `β(ẑi)]− λ · ‖z − ẑi‖




[`β(z)− `β(ẑi)]− λ ·
∥∥z − ẑi∥∥p }
≤ sup
z∈Ξ
{∥∥∇z`β(ẑi)∥∥∗ · ∥∥z − ẑi∥∥+ h(ẑi) · ∥∥z − ẑi∥∥κ+1 + C · ∥∥z − ẑi∥∥q+1 − λ · ‖z − z′‖p }
≤ sup
t≥0
{∥∥∇z`β(ẑi)∥∥∗ · t+ h(ẑi) · tκ+1 + C · tq+1 − λ · tp}.
Using Lemma B.1 in Appendix B, for any δ = (δ1, δ2) > 0, it holds that
sup
t≥0
{∥∥∇z`β(ẑi)∥∥∗ · t+ h(ẑi) · tκ+1 + C · tq+1 − λ · tp}
≤ sup
t≥0






















i) · t− (λ− Cδ) · tp
}
.















p−1 , λ > Cδ,
+∞, λ ≤ Cδ.
It then follows Lemma 3.1 that
sup
µ∈Mθp(νn)










Solving the right-hand side yields
sup
µ∈Mθp(νn)
Eµ[`β(z)]− Eνn [`β(z)] ≤ θ · ‖gδ‖νn,p∗ + Cδ · θ
p.
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Plugging in the expressions for gδ and Cδ on the right-hand side, we have
θ · ‖gδ‖νn,p∗ + Cδ · θ




p−1 · δ1 · ‖h‖νn,p∗ +
p−q−1

















Minimizing over δ > 0 for the right-hand side gives the result.
Proposition 3.2 (Lower bound on the worst-case loss). Let Ξ = RK . Suppose `β is differ-
entiable, and there exists a constant κ ∈ [0, 1] and a function h : Ξ→ R such that
‖∇z`β(z)−∇z`β(z′)‖∗ ≤ h(z
′) · ‖z − z′‖κ , ∀z, z′ ∈ Ξ.
Then for p ∈ (κ+ 1,∞], it holds that
sup
µ∈Mθp(νn)
Eµ[`β(z)] ≥ Eνn [`β(z)] + θ · ‖∇z`β‖νn,p∗ − θ
κ+1 · ‖h‖νn, pp−κ−1 ,
else for p ∈ [1, κ+ 1], it holds that
sup
µ∈Mθp(νn)
Eµ[`β(z)] ≥ Eνn [`β(z)] + θ · ‖∇z`β‖νn,p∗ − θ
κ+1 · ‖h‖νn,∞ .
Proof of Proposition 3.2. The proof uses the following observation: a lower bound on the
worst-case loss is given by only considering distributions that are supported on n points.















∥∥zi − ẑi∥∥p )1/p ≤ θ}. (3.3)
Indeed, for p = ∞, problem (3.3) is equivalent to supµ∈Mθp(νn) Eµ[`β(z)] − Eνn [`β(z)] by
Lemma 3.1, and for p ∈ [1,∞), the feasible set of problem (3.3) can be viewed as a subset
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of Mθp(νn), which contains distributions that are supported on at most n points. Then by
the assumption on∇z`β and the mean-value theorem, the quantity supµ∈Mθp(νn) Eµ[`β(z)]−














∥∥zi − ẑi∥∥p )1/p ≤ θ},


























∥∥zi − ẑi∥∥p )1/p ≤ θ}.















































































= θκ+1 · ‖h‖νn, pp−κ−1 ,
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≤ θκ+1 · ‖h‖νn,∞ .
With Propositions 3.1 and 3.2, we are ready to prove Theorem 3.2.
Proof of Theorem 3.2. When p > 1, Propositions 3.1 and 3.2 imply that
∣∣∣∣ sup
µ∈Mθp(νn)
Ez∼µ[`β(z)]− Ez∼νn [`β(z)]− θn · ‖∇z`β‖νn,p∗
∣∣∣∣ ≤ θκ+1n · ‖h‖νn, pp−κ−1 .
Then the integrability assumption on h and the Law of Large Numbers ensure that the
remainder on the right-hand side is o(θn) almost surely.
When p = 1 and `β is Lipschitz continuous, we denote by L`β the smallest Lipschitz








where P denotes that the probability is taken with respect to i.i.d. draws of samples from
µtrue. To this end, observe from (3.2) that, for any ε > 0,
δ := µtrue
{
z ∈ Ξ : ‖∇z`β(z)‖∗ > L`β − ε
}
> 0.
It then follows that
P
{













(1− δ)n < ∞.
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Then by Borel-Cantelli lemma (see, e.g. [105]), ‖∇z`β‖νn,∞ converges to L`β almost
surely, which completes the proof.
3.4 Application of the Equivalence in Discrete Choice Modeling
In this subsection, we consider linear optimization `β(z) = β>z, and apply the equiva-
lence result to discrete choice modeling. This is a special case of the linear function class
with Lipschitz loss considered in Section 3.3.1, but here we allow a more general metric
structure on Ξ other than the norm ‖·‖, and allow arbitrary nominal distribution ν ∈ P(Ξ)
rather than the empirical distribution νn.






Eµ[β>z] + η · W1(µ,ν)
}
. (3.4)
where η > 0. Problem (3.4) can be interpreted as follows. Suppose z represents a vector
of random utilities of d products. Let D = {β ∈ RK+ :
∑K
k=1 βk = 1} be the set of
choice probability vectors for these products. Consider a consumer who wants to maxi-
mize her total expected utility, but is ambiguous about the true distribution of the random
utilities. We can model such ambiguity through a Wasserstein ball of distributions centered
at some reference distribution ν. Thus, problem (3.4) is interpreted as an ambiguity-averse
consumer choosing a choice probability vector β ∈ D that maximizes the worst-case total
expected utility.
We make the following assumptions on the data space (Ξ, d) in the Definition 4.2 of
Wasserstein distance. Let Ξ be a linear subspace of RK . Assume that the distance function
d is translation-invariant, i.e., it can be expressed as d(·, ·) = D(· − ·) for some func-
tion D : Ξ → R. We also assume that D(u) is strictly convex and even in the sense
that D(u) = D(|u|) for all u ∈ Ξ, where |u| represents component-wise absolute value
function. Furthermore, we assume that D(u) is non-decreasing on positive orthant, i.e.,
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D(u1, . . . , uK) is non-decreasing in each component on {u ∈ Ξ : u ≥ 0}.
All the above assumptions seems to be natural if we view D as a function that describes
consumer’s attitude towards ambiguity. The faster D grows, the larger penalty is imposed
on the deviation from the nominal distribution, and the larger penalty, the less likely of
perturbations of utilities from the nominal distribution, and thus the more certain about the
nominal distribution the consumer is. An extreme case is when D(0) = 0 and D(u) = +∞
for all u 6= 0, where u represents the deviation, then the consumer is completely certain
about the nominal distribution. Indeed, in this case the only distribution that makes the
inner minimization problem of (3.4) finite is the nominal distribution.










where D∗ is the convex conjugate of D. The optimal solution β0 satisfies
β0 = η · ∇D(z̄ + c1),
for some c ∈ R and an all-one vector 1 := (1, 1, . . . , 1)>.
Remark 3.3. The regularization problem (3.5) is equivalent to the formulation of repre-
sentative agent choice model [97, 98], which states that the choice probability vector is
given by the solution of the regularization problem (3.5). Thus, the equivalence result pro-
vides a new interpretation of the representative agent choice model from the perspective
of distributional robustness, i.e., the choice probability equals the optimal solution to the
distributionally robust utility maximization problem (3.4).
Theorem 3.3 states that the vector of the choice probabilities is proportional to the
gradient of the distance function D at z̄+c1. The following examples show that with proper
choices of D, the vector of the choice probabilities is also proportional to the gradient of the
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distance function D at z̄. As a multivariate function, the distance function D summarizes
the consumer’s cross-ambiguity attitude towards multiple products.
Example 3.4 (Multinomial logit). Let DMNL(u) =
∑d
k=1 exp(uk). We have
∇kDMNL(z̄ + c1) = exp(z̄k + c) = exp(z̄k) · exp(c).
Thus β0k is proportional to exp(z̄k). Using the normalization condition β ∈ ∆, we recover





For the multinomial logit model, DMNL is separable and is additive in each deviation uk,
which suggests that the consumer is cross-ambiguity neutral for all products, i.e., the con-
sumer’s judgment on the likely of perturbations of utilities are independent across products.
Example 3.5 (Nested logit). Let G be a partition of {1, . . . , d}. Each element of the parti-
tion is called a nest. Denote by ug the sub-vector of u whose indices belong to g ∈ G, and












where τg > 0 are parameters. Then















where ∝ represents “proportional to”. With proper scaling, we recover the nested logit
83
model (see, e.g., (4.2) in [106]). Unlike the multinomial logit model, the distance func-
tion DGNL for the nested logit model is not additively separable in products, but only ad-
ditively separable in nests. This indicates that the consumer’s judgment on the likely of
perturbations of utilities are interrelated across the products within the same nest, and are
independent across different nests.
Example 3.6 (GEV). Let DGEV (u) = D0(exp(u1), . . . , exp(ud)) for some strictly convex
differentiable function D0 : Rd+ → R. Assume that D0 is homogeneous, i.e., D0(tY1, . . . , tYd) =
tsD0(Y1, . . . , Yd) for all t > 0 and some s > 0. It follows that
β0k ∝ ∇kDGEV (z̄ + c1)
= exp(c) · exp(z̄k) · ∇kD0((exp(c) · exp(z̄1), . . . , exp(c) · exp(z̄d)))
∝ exp(z̄k) · ∇kD0(exp(z̄1), . . . , exp(z̄d)).
This exactly corresponds to the expression of Generalized Extreme Value (GEV) choice
models proposed by [93]. We note that as pointed out in the original GEV framework, the
function D0 has little economic intuition. Our equivalence result Theorem 3.3 endows the
function D0 with an economic interpretation – it reflects the consumer’s ambiguity attitude.








Eγ [β>z + η · D(z − z′)].
For a random vector (z, z′) with joint distribution γ, we denote by γz′ the condition dis-
tribution of z given z′. It then follows from the disintegration theorem (see, e.g., Theorem
5.3.1 in [107]) that
inf
γ∈Γ(P,µ)






[β>z + η ·D(z − z′)] γz′(dz) ν(dz′).























[β>z + η · D(z − z′)]γz′(dz)
}










[β>z + η · D(z − z′)]
= β>z′ + inf
z∈Ξ
[β>(z − z′) + η · D(z − z′)].











[β>(z − z′)− η · D(z − z′)] ν(dz′).
By the assumption that Ξ is a linear space, we have that for any z′ ∈ Ξ,
inf
z∈Ξ
[β>(z − z′)− η · D(z − z′)] = inf
u∈Ξ
[β>u− η · D(u)].




Eµ[β>z] + η · W1(µ,ν)
}
= β>z̄ − η · sup
u∈Ξ
[u>(β/η)− D(−u)].
Observe that the strict convexity of D implies that the optimal solution of supu∈Ξ[u>(β/η)−
D(−u)] is unique. Moreover, the non-negativity of β and D(u) = D(|u|) for all u imply
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that the optimal solution is non-negative, and
sup
u∈Ξ
[u>(β/η)− D(−u)] = sup
u∈Ξ
[u>(β/η)− D(|u|)] = sup
u∈Ξ
[u>(β/η)− D(u)].










{β>z̄ − η · D∗(β/η)}. (3.6)











Let β0 be its optimal solution, which is unique since D∗ is also strictly convex. Its first-order
optimality condition yields that the optimal solution β0 should satisfy
z̄ + c1 = η · ∇D∗(β0/η)/η = ∇D∗(β0/η),
where ∇D∗ represents the gradient of D∗, c is the Lagrangian multiplier of the constraint∑d
k=1 βk = 1, and 1 = (1, . . . , 1)
>. Since ∇D∗ = (∇D)−1 (see, e.g., Exercise 3.40 in
[77]), it follows that
β0 = η · ∇D(z̄ + c1).
Observe that∇D is non-negative by our assumption, therefore β0 is also an optimal solution
of (3.6), which completes the proof.
3.5 A Principled Way to Regularize Learning Problems
In this section, we discuss the algorithmic implications of the equivalence between dis-
tributionally robust framework (Wasserstein-DRSO) and regularization. We have the
following two observations.
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1) The worst-case loss, which is obtained by solving a minimax problem (Wasserstein-DRSO),




Eνn [`β(z)] + θn · ‖∇z`β‖νn,p∗ , (3.7)
which is often much easier to solve.
2) The distributionally robust formulation (Wasserstein-DRSO) suggests a principled
way to regularize statistical learning problem — by solving the gradient-norm regu-
larization problem (3.7).
To illustrate the second point, we consider the adversarial examples, which has received
much attention recently in adversarial learning. [108] pointed out that several classification
models in machine learning, including state-of-the-art neural networks, are not robust to
adversarial examples at all. The adversarial examples are obtained from a slightly pertur-
bation of a correctly classified training example. [35] suggested a fast way of generating
adversarial examples by the following perturbation:







, ∀1 ≤ k ≤ d, ∀1 ≤ i ≤ n, (3.8)
where sgn is the sign function, and its argument ∂xk (`β(x̂
i, ŷi)) represents the partial
derivative of the loss function with respect to the k-th component of the i-th data point. For
example, for logistic regression `β(x, y) = `(−y · (β>x)), where `(·) = log(1 + exp(·)),
data point x̂i is perturbed to
x̂i + θ · sgn(β). (3.9)
To improve the robustness of logistic regression, [35] proposed to solve the following ad-
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versarial version of logistic regression
min
β∈D
`(−y · (β>x+ b− θ ‖β‖1)).
We now show that how one can use distributionally robust formulation (Wasserstein-DRSO)
and its regularization approximation (Regularization) to find an algorithm that is robust to
adversarial examples. Let us consider a special case of (Wasserstein-DRSO), in which
p = ∞ and ‖(x, y)− (x′, y′)‖ = ‖x− x′‖∞ + I(y − y′), where I(u) = 0 if u = 0 and












∥∥xik − x̂ik∥∥∞ ≤ θ, ∀1 ≤ i ≤ n, 1 ≤ k ≤ d}.
(3.10)
This can be viewed as the most adversarial way to construct the Wasserstein ball, since
each component of each data point can be perturbed arbitrarily within a distance θ. The
corresponding regularization approximation (Regularization) can be rewritten as
min
β∈D









where sgn is the sign function. Observe that the direction sgn(∂xk`β(x̂
i, ŷi)) in (3.11) is
exactly the adversarial direction along which data point is perturbed as described in (3.8).
Then simply by solving (3.11), we would find solutions that are robust against adversarial
examples. In particular, for logistic regression, (3.11) is equivalent to the distributionally
robust formulation (3.10), and (3.9) describes the worst-case distribution of the distribu-
tionally robust logistic regression.
Next, we apply the regularization scheme (Regularization) to two important classes of
problems: the training of Generative Adversarial Networks (GANs) in deep learning and
the estimation of mixed logit choice models.
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3.5.1 Training of the Wasserstein Generative Adversarial Networks in Deep Learning
We start with a brief introduction to Generative Adversarial Networks (GANs) [109, 110].
GANs are a powerful class of generative models, which aim to answer the following central
question in unsupervised learning:
How to learn a probability distribution from data?
The primary motivations to study this question includes: (i) learning conditional distribu-
tions that are used in reinforcement learning and semi-supervised learning, (ii) generating
realistic samples for real-world tasks such as single image super-resolution [111], art cre-
ation [112], and image-to-image translation [113], and (iii) testing our ability to represent
and manipulate multi-modal high-dimensional probability distributions.
To answer the question above, the classical approach is to perform density estimation.
This is often done by considering a parametric family of distributions and find one that
maximizes the likelihood function on the data. However, this approach does not work
well for high-dimensional data-generating distributions in many applications [66], such
as natural images, symbols in natural language corpora, and audio waveform containing
speech. Instead of estimating the explicit density function, an implicit approach works
as follows. Let Z be a random variable with a simple and fixed distribution P0 (such as
a Gaussian distribution). Passing the random variable through a parametric function gβ
(called a generator and usually described by a neural network), we denote the distribution
of the random variable gβ(Z) byµβ , which is called the model distribution. By varying β in
the parameter space Θ, we can find one model distribution that is “closest” to the empirical
distribution. GANs are well known examples of this approach. Among lots of variants of
GANs that exploit different notion of closeness between distributions, Wasserstein GAN
(WGAN) [114] has recently attracts great attention in deep learning, as its training requires
few parameter tuning, which is ideal for many deep learning problems. In WGAN, the
closeness between the model distribution µβ and the empirical distribution νn is measured
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Estimation of the Wasserstein distance between high-dimensional distributions is hard.
In fact, the sample complexity exponentially depends on the dimension [115]. In WGAN,
the following method is used to estimateW1(µβ,νn). By Kantorovich-Rubinstein duality
[70], the 1-Wasserstein distance can be written as
sup
f
Ex∼νn [f(x)]− Ez∼µβ [f(z)], (3.13)
where the inner supremum is taken over the class of 1-Lipschitz functions (or L-Lipschitz
functions with any L > 0):
|f(x)− f(z)| ≤ ‖x− z‖ , ∀x ∈ supp νn, z ∈ supp µβ. (3.14)
To compute (3.13), the set of Lipschitz functions is often parametrized through a critic neu-
ral network {fw}w∈W , as the gradient computation for a neural network is efficient. The
conceptual diagram of WGAN is shown in Figure 3.1. Samples from the standard Gaus-
sian distribution are fed into the generator network gβ , whose outputs (fake images with
distribution Pβ) are compared with the true samples (real images with empirical distribu-
tion νn). The comparison is done by approximately computingW1(µβ,νn) using another
neural network fw.









Figure 3.1: Conceptual model of WGAN
90
To enforce the Lipschitz condition (3.14) on the neural network fw, [114] proposes to
clip the weight vector w within a rectangle
{w : −c ≤ w ≤ c},










However, the weight clipping does not describe the set of 1-Lipschitz functions, but only a
subset of L-Lipschitz functions, where L depends on c. Yet another natural way to enforce


















We here propose a new training method using ideas from Section 3.3.2. We consider a
distributional robust formulation of problem (3.12) for computingW1(νn,µβ) by regular-






Using Theorem 3.2, this can be approximated by the regularization problem
max
w∈W
Ex∼νn [fw(x)]− Ez∼µβ [fw(z)]− θ · ‖∇xfw(x)‖νn,2 .
Then we add a soft-constraint penalty term and as a result, we formulate a distributionally
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We compare our proposed approach with two above-mentioned benchmarks: the weight
clipping approach [114] and the soft-constraint without regularization (3.16). The neural
networks architecture is similar to the setup in [114], in which both the generator and critic
are 4-layer ReLU-MLP with 512 hidden units. Each approach is trained using stochastic
gradient descent, in which the learning rate is adjusted using Adam algorithm [116] with
default choice of parameters. The detailed training algorithm for DR-WGAN is presented
in Algorithm 2, which is modification of the algorithm in [114].
Algorithm 2 The proposed DR-WGAN.
1: while β has not converged do
2: for t = 0, . . . , ncritic do
3: for i = 1, . . . ,m do
4: Sample x ∼ νn, z ∼ P0






+ θ · ‖∇wfw(x)‖2
6: end for








9: Sample {z(i)}mi=1 ∼ P0 a batch of prior samples.








We test the performance on two standard datasets: CIFAR-10 data set [117] and the
CAT dataset [118]. The CIFAR-10 dataset includes 60,000 32 × 32 color images in 10
classes, with 6000 images per class. The performance is measured by the inception score
[119] which mimics the human eye’s judgment on the similarity between the generated
images and the real images, and the higher inception score, the better the performance
is. Figure 3.2 plots the inception scores over the course of training with WGAN and our
proposed DR-WGAN. We observe that our method converges much faster and achieves a
higher inspection score. We do not plot the training curve for the soft-constraint approach
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(3.16), as it does not even converge and the inception score remains at a relatively low
value.
Figure 3.2: Inception scores for CIFAR-10 over generator iterations
The CAT dataset consists of 10,000 cat images, which are preprocessed such that cat
faces are aligned, and scaled to 64 × 64 [120]. Figure 3.3a plots the real images sampled
from the dataset. For each of the three approaches, we generate images from the learned
parametric distribution with different random seeds, i.e., we input the generator network gβ
with i.i.d Gaussian samples, and the generated images are shown in Figure 3.3b-3.3d. We
observe that the image generated by WGAN exhibits mode collapse, i.e., a lack of variety,
and comparing to the other two benchmarks, DR-WGAN generates images that are much
more close to reality.
3.5.2 Learning Heterogeneous Customers’ Preferences with Mixed Logit Model
In this subsection, we propose a new regularization scheme for the maximum likelihood
estimation (MLE) of the mixed logit choice model that learns heterogeneous customers’
preferences on different alternatives.
The problem originates from an airline revenue management project collaborated with
a major airline, and the readers are referred to [121] for a detailed description. In this
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(a) Real samples (b) DR-WGAN
(c) WGAN (weight clipping) (d) Soft Lipschitz-constraint penalty
Figure 3.3: CAT dataset: real and generated samples
project, an important task is to learn airline customers’ choice behavior, i.e, predicting the
probability that a customer chooses an airline ticket from a set of alternatives. The market
that we are working with contains more than 30 parallel nonstop flights per day between
two major hubs, with departure times ranging from 7 am to 10 pm. This market is featured
by that most of the customers are business passengers, who are highly time-sensitive and
usually only consider fairly narrow departure time windows.
In [121], a mixed logit model is used to capture customers’ taste heterogeneity towards
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different departure times as well as predicting the choice probabilities. We here provide
a brief introduction to this model, and we refer the reader to Section 5 of [121] for a
more detailed description and [106] for a more general introduction to the mixed logit
choice model. We index the customers by {1, 2, . . . , n}. Let Ai be the set of alternatives
offered to the customer i. Each alternative k ∈ Ai is described through a vector xik ∈
RK of attributes including ticket price, booking time, departure time, ticket change fee,
mileage gain, carrier, etc (see Table 1 in [121] for a complete description). The regression
coefficients of the attributes are represented by a vector [β; β̃], where the subvector β is
deterministic, whereas the subvector β̃ is random with probability distribution πβ̃ , which
captures the taste heterogeneity among the population. The probability that the customer i








In this project, β̃ represents the departure time coefficients, and β represents the coefficients
for all the other features. More precisely, the range of the departure time is partitioned
into hourly time windows indexed by k = 0, 1, . . . , 14, where index 0 corresponds to the
reference category, hence β̃ is a random vector on R14. We assume β̃ is normally distributed
with mean vector β and covariance matrix Σ = CC>, where C represents the Cholesky
matrix. Thus, β ∈ R14 and C ∈ R14×R14. The choice probability (3.17) can be written as
Eξ∼N(0,I)
[
exp([β; β + Cξ]>xik)∑




which can be evaluated using Monte Carlo method.
Let yik = 1 if consumer i chooses alternative k ∈ Ai in the observed data and let













exp([β; β + Cξ]>xik)∑




To the best of our knowledge, existing literature does not consider the regularization of
problem (3.18). Based on the result in Section 3.3.2, we propose the following penalty to
regularize the maximum likelihood problem (3.18):
∥∥∥∥yik · ∇xik log(Eξ∼N(0,I)[ exp([β; β + Cξ]>xik)∑





The parameters [β; β;C] are estimated using airline transaction-level booking data. We
refer the reader to Section 4 of [121] for a complete description of airlines dataset. We use
the first half year of 2012 data to train the model, and use the second half year of 2012 data
to test the out-of-sample performance. We compare two approaches, maximum likelihood
estimation (3.18) with and without regularization (3.19). In both approaches, the parame-
ters are learned using mini-batch stochastic gradient with batch size 128, and the learning
rate is adjusted by Adam algorithm [116] with default parameters. For a fair comparison,
common random number are used in two approaches for generating initial points (from a
standard Gaussian distribution), subsampling from population, and generating Monte Carlo
samples to evaluate the mixed logit choice probability. The radius of the Wasserstein ball
is determined by cross-validation.
Among the estimated coefficients, we are particularly interested in Σ, as it reflects the
taste heterogeneity towards departure time windows. Hence, we here only focus on the
solution quality of Σ for the two approaches. We plot in Figure 3.4 the heat maps of the
correlation matricesD−1ΣD−1 estimated from the two approaches, whereD =
√
diag(Σ).
Each grid corresponds one element in the correlation matrix, ranging from 7 am to 9 pm.
Blue, yellow and red represent -1, 0, 1, respectively.
For MLE with regularization, the correlation matrix (the heat map on the right) in-
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Figure 3.4: Heat maps of the correlation matrix of the taste coefficients of departure time
windows. (Left: MLE without regularization. Right: MLE with regularization.)
dicates positively correlated preferences among morning/noon flight, and among after-
noon/evening flight, and a negatively correlated preferences between morning/noon and
afternoon/evening flights. Moreover, the correlation of preferences gradually decreases as
the gap between departure time windows increases. This is consistent to our intuition. On
the other hand, for MLE without regularization (the heat map on the left), although we
observe similar preferences pattern, it is hard to observe a gradually change in the correla-
tion. In particular, there is a sudden change in the sixth and seventh column. Namely, for
morning/noon flights, the correlation matrix indicates the preferences are almost perfectly
positively correlated, and their correlation with flights of departure time window 1:00-2:00
pm (the sixth column) suddenly changes to negative, and then becomes positive again with
flights of departure time window 2:00-3:00 pm (the seventh column). Such preferences
pattern seems to be hard to explain. Therefore we believe that the estimation result using
MLE with regularization seems to be more plausible.
3.6 Concluding Remarks
In this chapter, we propose the Wasserstein distributionally robust formulation for solving
statistical learning problems with guaranteed small generalization error. We show that it is
asymptotic equivalent to a specific gradient-norm regularization problem. Such connection
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provides new interpretations for regularization, and offers new algorithmic insights. For the
future work, it is interesting to provide generalization error bounds for statistical learning




DISTRIBUTIONALLY ROBUST OPTIMIZATION WITH KNOWN MARGINALS
4.1 Overview
This chapter is based on [122]. In Section 4.2, we motivate the study by pointing out some
issues of two existing approaches regarding distributions with given marginals. In Section
4.3, we review some results on copula theory, and demonstrate how to construct copula
in data-driven problems, then we describe how to use Wasserstein distance to describe the
similarity between dependence structures of distributions.
Next in Section 4.4, we derive a tractable dual reformulation of problem (1.4). This
generalizes the duality results in [123] and [124], in which only the marginal constraints are
considered, and also generalizes the results in [24] and [62], in which only the Wasserstein
constraint is considered. Our proof technique combines ideas from a refined constructive
approach developed in Chapter 2, a new variational argument, and the theory of multi-
dimensional Monge-Kantorovich optimal transport problem [125, 126].
For a data-driven problem in which the nominal model is the empirical copula, we
show that when the objective function ` is a piecewise-linear convex function of the ran-
dom variables, with properly chosen Wasserstein distance, the size of the convex program
reformulation of the inner maximization of (1.4) only linearly depends on the dimension
of the random variable, even though the support of the worst-case distribution can contain
exponentially many points (Corollary 4.1). This greatly improves the scalability of our
approach.
Finally, we test the performance of our formulation on two problems. The first is a
mean-CVaR portfolio selection problem (Section 4.5.1), whose parameters are calibrated
using real data. The numerical results show superior performance of our approach in high
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dimension, as opposed to sample average approximation and distributionally robust for-
mulation with only Wasserstein constraints. The second is nonparametric copula density
estimation (Section 4.5.2). Our formulation suggests a novel estimation method. Numer-
ical result on a real dataset illustrates promising results of our approach when the sample
size is much less the dimension of the parameters.
4.2 Motivation
Our first example show that the worst-case approach described in (1.2) does not consider
any information on the joint distribution at all, and thus conceivably, its worst-case distribu-
tion often involves fully correlated (i.e., comonotonic or counter-monotonic) components,
which may be too extreme for many practical applications.
Example 4.1 (Over-conservative worst-case copula). Consider the life insurance model
described in [127, 128]. Each individual risk ξk has a two point distribution with P(ξk =
0) = pk and P(ξk = αk) = 1 − pk, where αk represents the value of the k-th claim, pk
denotes the survival probability of the k-th individual, and p1 ≤ · · · ≤ pK . Suppose the





k=1 ξk for some t > 0. The worst-case copula of (1.2) is comonotonic
2,
and implies that for the corresponding worst-case distribution µ∗, it holds that
Pµ∗ [ξk+1 = 0|ξk = 0] = 1, k = 1, . . . , K − 1,
1 A function is supermodular, if
`x(ξ1, . . . , ξk, . . . , ξk′ , . . . , ξK) + `x(ξ1, . . . , ξk + ε, . . . , ξk′ + δ, . . . , ξK)
≥ `x(ξ1, . . . , ξk + ε, . . . , ξk′ , . . . , ξK) + `x(ξ1, . . . , ξk, . . . , ξk′ + δ, . . . , ξK)
for all ξ ∈ Ξ, 1 ≤ k < k′ ≤ K and ε, δ > 0
2 A distribution is comonotonic if its cumulative distribution function satisfies
Fµ
∗




k (ξk), ∀ ξ.
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which means that the death of an individual implies the deaths of all individuals with
smaller survival probabilities. In particular, when p1 = · · · = pK , µ∗ has only two possible
scenarios: either all individuals are alive or they all die. Unless the insurance is for some
catastrophe, this worst-case distribution seems to be unrealistic, since the dependence of
mortality rates among individuals cannot be so strong.
Our second example shows that in a data-driven setting, DRSO with divergence mea-
sures (1.3) has limitations.
Example 4.2 (KL divergence ball is not suitable for data-driven problem). Consider the
nominal distribution is given by N = 30 i.i.d. observations from a Gaussian distribution.
Suppose that we use this empirical distribution as the nominal distribution, then the KL
divergence ball {µ : (Cµ,C0) ≤ θ} only contains distributions whose support is a subset
of the nominal distribution, as indicated by the left image in Fig. 4.1. However, observe
that with probability one, any two data points do not have identical coordinates in either
dimension. Hence, if we also consider constraints on the marginals (1.3), then with prob-
ability one, the KL ball is a singleton containing only the empirical distribution itself. To
avoid this pathological behavior, one possible remedy is to partition the space into a finite
number of bins, such that each bin consists of sufficiently many empirical points. Never-
theless, there is no general guidance on how to make the partition, and it is problematic for
































Figure 4.1: Supports of distributions within a KL divergence ball (1.3) and a Wasserstein
ball (1.4)
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From the modeling point of view, the advantages of using Wasserstein distance are
two-fold.
(i) For copulas of distributions with highly correlated components, Wasserstein distance
yields a more intuitive quantitative relationship [100], as illustrated by the following
example.
Example 4.3. Table 4.1 shows various distances between copulas of Gaussian dis-
tributions µ1 = Normal(0, [1, 0.5; 0.5, 1]), µ2 = Normal(0, [1, 0.9; 0.9, 1]), and
µ3 = Normal(0, [1, 0.999; 0.999, 1]).
Table 4.1: Distances between copulas of Gaussian distributions
Distances Fisher-Rao KL Burg entropy Hellinger Bhattacharya TV 2-Wasserstein
Cµ1 , Cµ2 1.15 1.21 0.42 0.37 0.15 0.85 0.11
Cµ3 , Cµ2 3.26 1.81 47.20 0.75 0.81 3.71 0.07
Intuitively, distance between µ2 and µ3 should be smaller since both µ2 and µ3 are
close to a comonotonic distribution. Among the distances above, only Wasserstein
metric is consistent with our intuition.
(ii) When the nominal copula is an independent copula, Wasserstein distance defines a
new measure of dependence, and is closely related to Spearman’s ranking correlation
coefficient, as indicated from Section 4.3 below.
4.3 Copulas and Wasserstein Distance between Copulas
In this section, we introduce the Wasserstein distance between copulas, and investigate its
properties. In the introduction, we have mentioned that the copula is unique for a multivari-
ate continuous distribution. However, in many data-driven problems, the nominal distribu-
tion is often finite-supported, which raises the question on the non-uniqueness of copula.
To resolve this issue, we consider a slightly general notion called subcopula. For ease of
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exposition, we do not distinguish a probability distribution and its cumulative distribution
function as its meaning should be clear from the context. For example, for a distribution
C on [0, 1]K , C(u) is equivalent to C([0, u1] × · · · × [0, uK ]). Recall that the support of a
distribution µ is the complement of the largest open set which has µ-measure zero.
Definition 4.1 (Subcopula and Copula). A K-dimensional subcopula C is a joint distribu-
tion with the following properties:
(i) For all 1 ≤ k ≤ K, the k-th marginal distribution of C, denoted by Ck, has support
supp Ck ⊂ [0, 1].
(ii) Ck(u) = u for all u ∈ supp Ck.
A K-dimensional subcopula C is called a K-dimensional copula if supp Ck = [0, 1] for all
1 ≤ k ≤ K.
We next restate Sklar’s theorem in terms of subcopula.
Theorem 4.1 (Sklar’s Theorem.). Letµ be aK-dimensional distribution on Ξ with marginal
distribution functions F1, . . . , FK . Then there exists a unique K-subcopula Cµ such that
for all ξ ∈ Ξ,
µ(ξ1, . . . , ξK) = Cµ
(
F1(ξ1), · · · , FK(ξK)
)
,
and Cµ is a copula if the Fk’s are all continuous. Conversely, for any subcopula Cµ and
marginal distribution functions F1, . . . , FK , the equation above defines a K-dimensional
distribution µ with marginal distributions F1, . . . , FK .
Sklar’s theorem indicates that the dependence structure of a multivariate distribution is
fully characterized by a unique subcopula, which becomes a copula if the marginal distri-
butions are continuous. If we denote the inverse cumulative distribution function of each
marginals by F−1k , then C can be computed through the formula
C(u1, . . . , uK) = µ
(






We here list some commonly used subcopulas and copulas.
Example 4.4 (Empirical copula). Let 1
n
∑n
i=1 δξ̂i be an empirical distribution, and F̂
−1
k be
the inverse cumulative empirical distribution of the k-th marginal. The empirical copula









ξ̂ki ≤ F̂−1k (uk)
}
.
Thus, empirical copula can be viewed as the empirical distribution of the rank transformed
data. Note that empirical copula is a subcopula but not a copula, since supp Ck ⊂ { in : 1 ≤
i ≤ N}.
Example 4.5 (Independent, comonotonic, and counter-monotonic copulas).
– If ξ has mutually independent components, then it has copula C(u) =
∏K
k=1 uk.
– If ξ has comonotonic components, i.e., ξ = (F−11 (U), . . . , F
−1
K (U)) for some dis-
tribution functions {Fk}Kk=1 and a uniformly distributed random variable U on [0, 1],
then C(u) = min1≤k≤K uk.





for some distribution functions F1, F2 and a uniformly distributed random variable
U on [0, 1], then C(u1, u2) = max(u1 + u2 − 1, 0).
We next illustrate on how to construct a subcopula using the dataset described in the
introduction.
Example 4.6 (Construction of an Empirical Copula). The joint data of number of minutes
delay for two flights on the days of week that they both operate are:
(30, 4), (−1, 0), (−5, 7), (12, 13), (10, 0), (−5, 20), (0, 15), (32, 58), (15, 85), (30, 45),
(26, 30), (6, 23), (40, 55), (3, 40), (0,−8), (11, 12), (7, 13), (−5, 9), (−11, 6), (−10,−20).
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The additional marginal data of number of minutes delay for the more frequent flight are:
20, 4, 5, 48,−30,−10,−22,−3, 80,−23, 0, 26, 10, 90, 90, 24, 30, 45,
17, 35,−10,−1, 30, 5, 18, 0, 40, 16, 6.
We denote the joint data by {(ξ̂i1, ξ̂i2)}ni=1, and the extra marginal data by {ξ̂
N+j
1 }mj=1. The
empirical copula is constructed in two steps. In the first step, we use all the marginal
data information, i.e., {ξ̂i1}N+Mi=1 and {ξ̂i2}ni=1 to estimate the marginal distributions F1(ξ1)
and F2(ξ2). For example, we can simply use empirical cumulative distribution function,
or a linear interpolation of the empirical cumulative distribution function. Using the esti-







2)), i = 1, . . . , N . Then in the second setup, we estimate the copula density
function c(u1, u2) using the converted joint dataset {(ûi1, ûi2)}ni=1. The scatter plots of the
empirical distribution and empirical copula are shown in Figure 4.2.

















Figure 4.2: Scatter plots of empirical joint and marginal distributions and empirical copula
Let d be a metric on [0, 1]K . In the case of empirical copula, d can be viewed as the
distance between two relative rankings. The Wasserstein distance between two subcopulas
C, C0 is defined as follows.
Definition 4.2 (Wasserstein distance between Copulas). Let p ∈ [1,∞). The p-Wasserstein
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distanceWp(C,C0) between C,C0 ∈ P([0, 1]K) (under metric d) is defined by




dp(u, v)γ(du, dv) : γ has marginals C,C0
}
. (4.1)
Thus, Wasserstein distance between C,C0 is the minimum cost (in terms of dp) of re-
distributing mass from C to C0. Wasserstein distance is a natural way of comparing two
distributions when one is obtained from the other by perturbations.
The expression (4.1) is written in terms of the integration on [0, 1]K . With changing of
variables, it can be equivalently represented using integration on the data space Ξ. Let µ,ν
be two distributions with the same marginals {Fk}k, and denote their copulas by Cµ and
Cν . We define
















It follows that dF is lower semi-continuous, and dF is a premetric [131], i.e., dF ≥ 0 and
dF (ξ, ξ) = 0. With these definitions,Wp(Cµ,Cν) can be equivalently represented as




dpF (ξ, ζ)γ(dξ, dζ) : γ has marginals µ,ν
}
.
Now let us consider the case when the nominal copula C0 is the independent subcopula
Π, which corresponds to the case where only marginal data are available. In this case, the
Wasserstein distanceWp(Cµ,Π) measures the deviation of Cµ away from an independent
distribution, and thus can be viewed as a measure of dependence of random variables with
joint distribution µ. In particular, when K = 2 and Π(u) = u1u2, with a special choice



















|u2 − v2|, if u1 = v1,
+∞, o.w.







We remark that Schweizer and Wolffs’ measure of dependence is closely related to









If we set d to be the `1-norm, thenW1(Cµ,C0) defines a new measure of dependence which
satisfies Rényi’s axioms on measure of dependence [133, 132].
Proposition 4.2. Suppose
d(u, v) = ||u− v||1, u, v ∈ [0, 1]2.
Let (ξ, ζ) be two random variables with continuous distribution µ ∈ P([0, 1]K), define
ω(ξ, ζ) := 12 ·W1(µ,Π).
Then ω(ξ, ζ) defines a measure of dependence that satisfies Rényi’s axioms:
(i) ω(ξ, ζ) = ω(ζ, ξ).
(ii) 0 ≤ ω(ξ, ζ) ≤ 1.
(iii) ω(ξ, ζ) = 0 if and only if ξ and ζ are independent.
(iv) ω(ξ, ζ) = 1 if and only if each of ξ is a.s. a strictly monotone function of the other.
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(v) If f and g are strictly monotone a.s. on Ran ξ and Ran ζ respectively, then ω(f(ξ), g(ζ)) =
ω(ξ, ζ).
(vi) If the joint distribution of ξ and ζ is bivariate normal with correlation coefficient θ,
then ω(ξ, ζ) is a strictly increasing function of |θ|.
(vii) If (ξ, ζ) and (ξm, ζm), m = 1, 2, · · · , are pairs of random variables with joint distri-
bution µ and µm respectively, and if the sequence µm converges weakly to µ, then
limm→∞ ω(ξ,µ) = ω(ξ,µ).
4.4 Dual reformulation
In this section, we derive a dual reformulation for the inner maximization of problem (1.4).












∞ for some ζ0 ∈ Ξ. Set M to be the set of distributions µ that is feasible to (4.2). Our
main result is the following strong duality theorem.
Theorem 4.2 (Strong duality). Let ν be a distribution with marginals {Fk}Kk=1 and copula
C0. Let Ξk be the projection of Ξ onto the k-th marginal component. Then problem (4.2)
























Before diving into the proof, we outline the proof idea as follows. To start with, it is
straightforward to establish the weak duality using Lagrangian and properties of marginal
distribution (Lemma 4.1). However, the difficulties in proving strong duality lie in the
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non-compactness of the data space Ξ, and the semi-infinite marginal and Wasserstein con-
straints. To obtain the strong duality, we first assume certain compactness and continuity
assumptions. Under such assumptions, we show the existence of a dual minimizer using
convexification trick (see, e.g., [124, 126]) in the theory of multi-marginal optimal transport
(Lemma 4.2). Next, we derive the first-order optimality condition at the dual minimizer,
which helps to construct a primal optimal solution (Lemma 4.3). Finally using some limit-
ing argument, we relax the continuity and the compactness assumption and thus complete
the proof of Theorem 4.2. We only provide the proof of Lemma 4.3 here, and proofs of
other lemmas and measurability of the integrand involved in the dual program are presented
in the Technical Appendix.
Lemma 4.1 (Weak duality). vP ≤ vD.
Lemma 4.2 (Existence of dual minimizer). Assume that Ξ is compact and ` and dF are
Lipschitz continuous on Ξ. Then there exists a dual minimizer.
Lemma 4.3 (Strong duality under compactness and continuity assumption). Assume that
Ξ is compact and ` and dF are Lipschitz continuous on Ξ. Then vP = vD.
Proof of Lemma 4.3. We start with establishing the first-order optimality condition of the
dual problem. We perform a variational analysis on the dual objective function at (λ∗, {f ∗k}k).
For each 1 ≤ k ≤ K, let {gkm}∞m=1 be a Schauder basis of B(Ξk). For any n ∈ Z+, we
define a function











εkmgkm(ξk)− λdpF (ξ, ζ)
}
. (4.3)
By Lemma C.1 in Appendix, Φ is random lower semi-continuous. Moreover, for all ζ ∈ Ξ,
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Φ(·, ·, ·, ζ) is a convex function on R+ × R+ × RnK . We further define




























εkmgkm(ξk)− λdpF (ξ, ζ)
]
ν(dζ).
Then by generalized Moreau-Rockafellar theorem (see, e.g., Theorem 7.47 in [134]), for














∂λ,εΦn(λ, ε, ζ)ν(dζ) +N (λ, ε),
where N (λ, ε) stands for the normal cone at (λ, ε) to the feasible region R+ × R+ × RnK .
Furthermore, it follows from Theorem 2.4.18 in [135] that
∂λ,εΦ(λ, ε, ζ) = conv
{(



























The first-order optimality condition 0 ∈ ∂hn(λ∗, 0) implies that there exists 0 ≤ r∗ ≤ θ






















We construct a primal optimal solution. (4.4) suggests that there is a measurable selec-














for some finite probability distribution γnζ ∈ P(T (ζ)), and the measurability of z(ζ) im-
plies the measurability of γnζ (as a function of ζ). Thus, there exists a probability kernel
{γnζ }ζ∈Ξ such that each γnζ is a probability distribution on T (ζ) and satisfies
r∗ ≤ θ,







gkm(t)Fk(dt), ∀1 ≤ k ≤ K, 1 ≤ m ≤ n.
(4.5)











gkm(t)Fk(dt), ∀1 ≤ k ≤ K, 1 ≤ m ≤ n,
due to (4.5). Since the collection of probability measures {µn}n is tight, by Prokhorov’s







gkm(t)Fk(dt), ∀1 ≤ k ≤ K,m ≥ 1,







fk(t)Fk(dt) for all fk ∈
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4.4.1 Data-driven Problem and Size Reduction
Corollary 4.1. Suppose `(ξ) = max1≤m≤M am>ξ + bm for some am ∈ RK and bm ∈ R,
and ν = 1
n
∑n



















yi ≥ am>(ξ̂j11 , . . . , ξ̂
jK
















If, in addition, there exists {dF,k}k such that
dpF
(










k), ∀i, jk, ∀k,
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Proof of Corollary 4.1. Formulation (4.6) follows directly from Theorem 4.2. Formulation


















We remark that (4.7) is of computational importance, as it indicates that when the metric
dpF is additively separable, by introducing auxiliary variables z
im
k , the original problem of
size exponential in K admits a reformulation of size linearly growing in dimension K.
4.5 Applications
In this section, we discuss two applications.
4.5.1 Mean-CVaR portfolio selection





Eµ[−β>ξ] + c · CVaRαµ[−β>ξ], (4.8)
where c > 0, D :=
{
β ∈ RK+ :
∑K
k=1 βk = 1
}
encodes the vectors of weights of K
assets without short-selling, ξ = (ξ1, . . . , ξK)> is the vector of excessive returns over the
risk-free rate, and CVaR is the conditional value-at-risk [136] under distribution µ. We
use the Fama-French three-factor model [137] to model the asset return. The Fama-French
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three-factor model assumes that the excess return of the k-th asset follows the following
three-factor model:
ξk = bk1f 1 + bk2f 2 + bk3f 3 + εk, k = 1, . . . , K,
where, the factor f 1 are respectively the excess return of the proxy of the market portfolio,
which equals the value-weighted return on all NYSE, AMEX and NASDAQ stocks minus
the one-month Treasury bill rate; factors f 2,f 3 are related to the market capitalizations and
and book-to market ratios, more specifically, f 2 equals the average return on three small
portfolios minus the average return on three big portfolios, and f 3 equals the average return
on two value portfolios minus the average return on two growth portfolios; bk1, bk2, bk3 are
the factor loadings of the k-th stock; and εk is the idiosyncratic noise independent of the
three factors, and independent across the stocks.
The parameters are estimated using the three-year daily data of 30 Industry Portfolios
from May 1, 2002 to Aug 29, 2005 [138]. We borrow the calibration results from [139] (see
Table 4.2), where the factor loadings (bk1, bk2, bk3), k = 1, . . . , K are i.i.d. drawn from
Normal(µb,Σb), and once generated, they are fixed as constants throughout simulations.
The n-period returns of the three factors (f 1,f 2,f 3) are generated from Normal(µf ,Σf ),
and the noises are generated from Gamma(3.3586, 0.1876) conditioned on the noise level
of at least 0.1950.
Table 4.2: Parameters in the three-factor model
µb Σb µf Σf
0.78282 0.029145 0.023873 0.010184 0.023558 1.2507 -0.034999 -0.20419
0.51803 0.0232873 0.053951 -0.006967 0.012989 -0.034999 0.31564 -0.0022526
0.41003 0.010184 -0.006967 0.086856 0.020714 -0.20419 -0.0022526 0.19303















where M = 2, a1 = −1, a2 = −1− c/α, b1 = c and b2 = c(1− 1/α). We choose C0 to be
the empirical copula in defining M. In all numerical experiments, we set α = 0.2, c = 10,
d(u, v) = ||u − v||1. We fix n = 50, and vary K = 10, 50, 100, corresponding to three
regimes n > K, n = K, and n < K. We run the simulation with 200 repetitions. The
Wasserstein radius θ is chosen using hold-out cross validation. More specifically, in each
repetition, we generate n-period returns, and the n samples are randomly partitioned into a
training dataset with 70% data and a validation set with 30% data. We solve problem (4.8)
using the training dataset for different choices of θ, and choose the one that has the best
out-of-sample performance using validation dataset. Then we resolve problem (4.8) using
the all n samples, and the out-of-sample performance of the optimal solution is evaluated
using an independent testing dataset with 106 samples.
We compare our approach with two other approaches, sample average approximation
(SAA) method, and DRSO with W1-Wasserstein ball considered in [24], in which there
is no constraints on the marginal distributions and the ball is centered at the empirical
distribution instead of the copula. Note that our numerical setting is similar to the one in
[24], expect that we generate random asset returns based on the three-factor model whose




















Figure 4.3: Out-of-sample performances of three approaches
We observe that the DRSO with Wasserstein ball does not have a superior performance
over SAA method, and is actually even worse in relatively low dimensional setting when
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K ≤ n. Possible explanation of this is that variations of the uncertain asset returns are not
that big, so SAA already has a relatively good performance especially in low-dimensional
setting, whereas DRSO with Wasserstein ball only provide a conservative solution. Nev-
ertheless, our proposed Copula approach seems to perform better when the dimensional K
becomes larger. Note that in our experiments, samples of size n = 50 already provide a
rather accurate estimate of the one-dimensional marginal distribution. By constraining the
marginal distributions and building a ball around the empirical copula, our approach obtain
a more robust (comparing to SAA) yet less conservative solution (comparing to Wasserstein
ball), and this effect becomes more apparent in high dimensions.
4.5.2 Nonparametric density estimation with extra marginal data
We focus on the copula density estimation in the second step above, and we are interested
in nonparametric estimation. The following setup is based on [140]. The domain [0, 1]2 is
partitioned into M ×M rectangle cells with equal size. For each cell (uk11 , uk22 ), k1, k2 =





falling in this cell, and define xk1,k2 to be the probability mass of this cell that we are going
to estimate. Then the maximum likelihood estimation is given by
min
β∈D















In [140], it is proposed to consider a total variation penalized likelihood
min
β∈D




(βk1+1,k2 − βk1,k2)2 + (βk1,k2+1 − βk1,k2)2.












where M is a ball of subcopulas centered at C0. Using our duality result, the problem above




























yi ≥ − log(βk1,k2)− fk11 − fk22 − λ · ||(uk11 , uk22 )− (ûi1, ûi2)||1, ∀i, k1, k2
}
.
In our experiment, we use a dataset in Example 4.6. We compare our approach with
total variation penalized likelihood estimation proposed in [140], which is, to the best of
our knowledge, the only method that fores the marginal constraints on the copula (Many
other kernel/wavelets-based approach actually do not provide an estimator that satisfies the
marginal requirement for a copula). In our experiment, we set M = 32. Since the real
























Figure 4.4: Copula density estimator using TV penalized maximum likelihood
Figure 4.4 and 4.5 show the estimators yielding from the two approaches with different
tuning parameters. It is obvious that they differ a lot. In particular, the density estimator
using total variation penalized likelihood estimation proposed in [140] has disconnected



































Figure 4.5: Copula density estimator using Wasserstein-based distributionally robust
method
to be more reasonable using only a small dataset.
4.6 Concluding remarks
In this chapter, we proposed a distributionally robust framework for decision-making un-
der uncertainty when the marginal distributions are fixed. We chose Wasserstein distance
to measure the closeness between the considered dependence structure and some nominal
model. We used several illustrative examples to show its advantages over previous work on
divergence-based approach. Our computational examples on portfolio selection and den-
sity estimation show that, for high-dimensional data-driven problems, namely, problems in
which the sample size is much less than the number of unknown parameters, our approach





APPENDIX FOR CHAPTER 2
A.1 Auxiliary results
Lemma A.1. Consider any p ≥ 1 and any ε > 0. Then there exists Cp(ε) ≥ 1 such that
(x+ y)p ≤ (1 + ε)xp + Cp(ε)yp
for all x, y ≥ 0.
Lemma A.2. Consider any ζ0 ∈ Ξ. Then for any λ > λ1 > κ, there exists a constant
C > 0 such that
λ− λ1
2
D(λ, ζ) ≤ Φ(λ, ζ)− Φ(λ1, ζ0) + λ1Cdp(ζ, ζ0)
for all ζ ∈ Ξ.
Lemma A.3. Suppose (A.20) holds and the constant L,M are defined in (A.21). Then for
the vector field defined in (A.22), it holds that ||F (z)− F (z′)||Z,∗ ≤ L||z − z′||Z + M for
all z, z′ ∈ Z.
Lemma A.4. Let C be a Borel set in Ξ with nonempty boundary ∂C. Then for any ε > 0,
there exists a Borel map Tε : ∂C → Ξ \ cl(C) such that d(ξ, Tε(ξ)) < ε for all ξ ∈ ∂C.
A.2 Proofs
A.2.1 Proofs of Lemmas
Proof of Lemma 2.1. Let (u0, v0) be any feasible solution for the maximization problem
in (2.2). For any t ∈ R and any ξ, ζ ∈ Ξ, let ut(ξ) := u0(ξ) + t and vt(ζ) := v0(ζ) − t.
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v0(ζ)ν(dζ) + t[µ(Ξ)− ν(Ξ)].











and thusWpp (µ,ν) =∞.
Proof of Lemma 2.2. (i) We prove the result by contradiction. Suppose that for some
ζ0, ζ1 ∈ Ξ, it holds that








(κ1 =∞ is allowed). Choose any ε ∈ (0, κ1− κ0). Then there exists an R such that for all
ξ with d(ξ, ζ0) > R it holds that
`(ξ)− `(ζ1) = `(ξ)− `(ζ0) + `(ζ0)− `(ζ1)
≤ max{0, `(ξ)− `(ζ0)}+ `(ζ0)− `(ζ1)
< (κ0 + ε)dp(ξ, ζ0) + [`(ζ0)− `(ζ1)]
≤ (κ0 + ε)
[
d(ξ, ζ1) + d(ζ1, ζ0)
]p
+ [`(ζ0)− `(ζ1)]
Since κ1 > 0, it follows that










= κ0 + ε < κ1,
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which is a contradiction.
(ii) First we show that if there exists ζ0 ∈ Ξ and L,M > 0 such that `(ξ) − `(ζ0) ≤
Ldp(ξ, ζ0) +M for all ξ ∈ Ξ, then κ <∞. Let κ0 := 0 if Ξ is bounded, and let




≤ L < ∞
if Ξ is unbounded. If Ξ is unbounded, then it follows from (i) that




∀ ζ ∈ Ξ. (A.1)
We are going to show that
∫
Ξ
Φ(λ, ζ)ν(dζ) > −∞ for all λ > κ0, and therefore κ ≤ κ0 <
∞.
First we show that Φ(λ, ζ) > −∞ for any λ > κ0 and ζ ∈ Ξ. If Ξ is bounded, then
choose any R(ζ) > 0 such that dp(ξ, ζ) ≤ R(ζ) for all ξ ∈ Ξ. If Ξ is unbounded, then it
follows from (A.1) that for any ζ ∈ Ξ, there is a R(ζ) > 0 such that for all ξ ∈ Ξ with










)dp(ξ, ζ) − `(ξ) > −`(ζ). Thus, for all ξ ∈ Ξ with dp(ξ, ζ) > R(ζ), it holds
that
λdp(ξ, ζ)− `(ξ) = λ+ κ
0
2












λdp(ξ, ζ)− `(ξ) : dp(ξ, ζ) > R(ζ)
}





Also, by assumption, for any ξ ∈ Ξ it holds that
`(ξ)− `(ζ0) ≤ Ldp(ξ, ζ0) +M
≤ L[d(ξ, ζ) + d(ζ, ζ0)]p +M
≤ 2p−1L[dp(ξ, ζ) + dp(ζ, ζ0)] +M
where the second inequality follows from the elementary inequality (a+b)p ≤ 2p−1(ap+bp)









− `(ξ) : dp(ξ, ζ) ≤ R(ζ)
}
≥ −`(ζ0)− 2p−1LR(ζ)− 2p−1Ldp(ζ, ζ0)−M
> −∞.
Therefore, Φ(λ, ζ) > −∞ for all ζ ∈ Ξ and λ > κ0.
Next we show that
∫
Ξ
Φ(λ, ζ)ν(dζ) > −∞ for any λ > κ0. Consider any λ1 ∈ (κ0, λ)
and any ζ0 ∈ Ξ. It follows from Lemma A.2 that there is a constant C such that
Φ(λ, ζ) ≥ λ− λ1
2
D(λ, ζ) + Φ(λ1, ζ
0)− Cdp(ζ, ζ0) ≥ Φ(λ1, ζ0)− Cdp(ζ, ζ0).
Thus ∫
Ξ
Φ(λ, ζ)ν(dζ) ≥ Φ(λ1, ζ0)− C
∫
Ξ
dp(ζ, ζ0)ν(dζ) > −∞.
Therefore κ ≤ κ0 <∞.
Next we show that if there does not exist ζ0 ∈ Ξ and L,M > 0 such that `(ξ)−`(ζ0) ≤
Ldp(ξ, ζ0) + M for all ξ ∈ Ξ, then κ = ∞. First, observe that if there exists ζ0 ∈ Ξ and
L,M > 0 such that `(ξ) − `(ζ0) ≤ Ldp(ξ, ζ0) + M for all ξ ∈ Ξ, then for any ξ, ζ ∈ Ξ it
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holds that
`(ξ)− `(ζ) = `(ξ)− `(ζ0) + `(ζ0)− `(ζ)
≤ Ldp(ξ, ζ0) +M + `(ζ0)− `(ζ)
≤ L[d(ξ, ζ) + d(ζ, ζ0)]p +M + `(ζ0)− `(ζ)
≤ 2p−1L[dp(ξ, ζ) + dp(ζ, ζ0)] +M + `(ζ0)− `(ζ)
It follows that there exists ζ0 ∈ Ξ andL,M > 0 such that `(ξ)−`(ζ0) ≤ Ldp(ξ, ζ0)+M for
all ξ ∈ Ξ if and only if there exists L′ := 2p−1L ≥ 0 and M(ζ) := 2p−1Ldp(ζ, ζ0) + M +
`(ζ0)−`(ζ) ∈ L1(ν) such that `(ξ)−`(ζ) ≤ L′dp(ξ, ζ)+M(ζ) for all ξ, ζ ∈ Ξ, that is, there
exists L′ ≥ 0 and M(ζ) ∈ L1(ν) such that−`(ζ)−M(ζ) ≤ infξ∈Ξ {L′dp(ξ, ζ)− `(ξ)} for
all ζ ∈ Ξ. Therefore, if there does not exist ζ0 ∈ Ξ and L,M > 0 such that `(ξ)− `(ζ0) ≤
Ldp(ξ, ζ0) +M for all ξ ∈ Ξ, then for any λ ≥ 0 it holds that
inf
ξ∈Ξ
{λdp(ξ, ζ)− `(ξ)} /∈ L1(ν)
which implies that κ =∞.
(iii) It was established in the proof of (ii) that if κ < ∞ then there exists ζ0 ∈ Ξ and
L,M > 0 such that `(ξ)− `(ζ0) ≤ Ldp(ξ, ζ0) +M for all ξ ∈ Ξ, and then




Next we show that κ ≥ κ0. If κ0 = 0, then it follows from the definition of κ that
κ ≥ κ0. Next, suppose that κ0 > 0, and consider any λ ∈ [0, κ0). We will show that
infξ∈Ξ {λdp(ξ, ζ)− `(ξ)} = −∞ for all ζ ∈ Ξ. If λ = 0, then it follows from κ0 >
0 that infξ∈Ξ {λdp(ξ, ζ)− `(ξ)} = −∞ for all ζ . Next, consider any λ ∈ (0, κ0), any
ζ ∈ Ξ, any M > 0, any λ2 ∈ (λ, κ0), and any ε ∈ (0, (λ2 − λ)/λ). Since [d(ξ, ζ0) +
d(ζ0, ζ)]p/dp(ξ, ζ0) → 1 as dp(ξ, ζ0) → ∞, it follows that there exists R1 > 0 such
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that dp(ξ, ζ)/dp(ξ, ζ0) ≤ [d(ξ, ζ0) + d(ζ0, ζ)]p/dp(ξ, ζ0) ≤ 1 + ε for all ξ ∈ Ξ such that
dp(ξ, ζ0) > R1. Choose any R > max{R1, [M − `(ζ0)]/(λ2 − λ − λε)}. It follows from
the definition of κ0 that there exists ξ ∈ Ξ such that dp(ξ, ζ0) > R and
`(ξ)− `(ζ0) > λ2dp(ξ, ζ0)
= λdp(ξ, ζ0) + (λ2 − λ)dp(ξ, ζ0)
≥ λdp(ξ, ζ) + (λ2 − λ− λε)dp(ξ, ζ0)
⇒ λdp(ξ, ζ)− `(ξ) < −`(ζ0)− (λ2 − λ− λε)R < −M
Thus, infξ∈Ξ {λdp(ξ, ζ)− `(ξ)} = −∞ for all ζ , and hence
∫
Ξ
infξ∈Ξ {λdp(ξ, ζ)− `(ξ)}ν(dζ) =
−∞ for all λ ∈ [0, κ0). Therefore, κ ≥ κ0. Next, recall that (i) established that κ0 does not
depend on the choice of ζ0, and therefore the result follows.
Proof of Lemma 2.3.
(i) For any ζ ∈ Ξ, Φ(·, ζ) is the infimum of nondecreasing functions. Thus Φ(·, ζ) is
nondecreasing for all ζ ∈ Ξ. Also, for any ζ ∈ Ξ, Φ(·, ζ) is the infimum of continuous
functions. Thus Φ(·, ζ) is upper-semicontinuous for all ζ ∈ Ξ. Consider any sequence
{λn}n such that λn ↓ κ as n→∞. Since
∫
Ξ
Φ(λn, ζ)ν(dζ) > −∞, it holds that there is a
set Bn ∈ Bν(Ξ) such that ν(Bn) = 1 and Φ(λn, ζ) > −∞ for all ζ ∈ Bn. Then it follows
from Φ(·, ζ) being nondecreasing that Φ(λ, ζ) > −∞ for all λ ≥ λn and all ζ ∈ Bn. Let
B := ∩nBn. Then B ∈ Bν(Ξ), and ν(B) = 1, and Φ(λ, ζ) > −∞ for all λ > κ and
all ζ ∈ B. Since Φ(·, ζ) is the infimum of affine functions of λ, and Φ(λ, ζ) < ∞ for all
λ ≥ 0 and all ζ ∈ Ξ, and Φ(λ, ζ) > −∞ for all λ > κ and all ζ ∈ B, it follows that Φ(·, ζ)
is concave on [0,∞) for all ζ ∈ B.
For the second part, consider any λ2 > λ1 and any ζ ∈ Ξ such that Φ(λi, ζ) > −∞ for




i ) ≤ Φ(λi, ζ)+δi
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for i = 1, 2. It follows that
λ2d
p(ξδ22 , ζ)− `(ξδ22 ) ≤ Φ(λ2, ζ) + δ2
≤ λ2dp(ξδ11 , ζ)− `(ξδ11 ) + δ2
= (λ2 − λ1)dp(ξδ11 , ζ) + λ1dp(ξδ11 , ζ)− `(ξδ11 ) + δ2
≤ (λ2 − λ1)dp(ξδ11 , ζ) + Φ(λ1, ζ) + δ1 + δ2
≤ (λ2 − λ1)dp(ξδ11 , ζ) + λ1dp(ξδ22 , ζ)− `(ξδ22 ) + δ1 + δ2
⇒ dp(ξδ22 , ζ)−
δ2
λ2 − λ1









































p(ξ, ζ)− `(ξ) ≤ Φ(λ1, ζ) + δ1
}}
⇒ D(λ2, ζ) ≤ D(λ1, ζ).
Also, it follows from the definition of D and D that D(λ1, ζ) ≤ D(λ1, ζ).
(ii) It follows from the definition of Φ that for all ξ, ζ ∈ Ξ it holds that
`(ξ) ≤ λ1dp(ξ, ζ)− Φ(λ1, ζ).
Also, for every ξ ∈ Ξ that satisfies λ2dp(ξ, ζ) − `(ξ) ≤ Φ(λ2, ζ) + δ for some δ ≥ 0, it
holds that
λ2d
p(ξ, ζ)− `(ξ)− δ ≤ −`(ζ).
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Combining the two inequalities above yields that
λ2d
p(ξ, ζ) + `(ζ)− δ ≤ λ1dp(ξ, ζ)− Φ(λ1, ζ)







(λ2 − λ1)dp(ξ, ζ)− δ : λ2dp(ξ, ζ)− `(ξ) ≤ Φ(λ2, ζ) + δ
}}
≤ −`(ζ)− Φ(λ1, ζ)
⇒ (λ2 − λ1)D(λ2, ζ) ≤ −`(ζ)− Φ(λ1, ζ)
(iii) Consider any ζ ∈ B and any λ2 > λ1 > κ. For any δ > 0, choose any ξδi ∈ Ξ such
that λidp(ξδi , ζ)− `(ξδi ) ≤ Φ(λi, ζ) + δ for i = 1, 2. Then





+δ = (λ1−λ2)dp(ξδ2, ζ)+δ.




≤ Φ(λ2, ζ)− Φ(λ1, ζ)
λ2 − λ1




Then it follows from the definitions of D and D that
D(λ2, ζ) ≤
Φ(λ2, ζ)− Φ(λ1, ζ)
λ2 − λ1
≤ D(λ1, ζ).
Since λ1 ∈ int(dom(Φ(·, ζ))), there is a λ0 < λ1 such that Φ(·, ζ) is finite-valued and con-
cave on (λ0,∞), and the left and right derivatives ∂Φ(λ, ζ)/∂λ± exist for all λ ∈ (λ0,∞).
Setting λ2 = λ and letting λ1 ↑ λ, it follows that













Proof of Lemma 2.4.
(i) By Definition 1.11 in [72], ν has an extension, still denoted by ν, such that the
measure space (Ξ,Bν ,ν) is complete. Note that for any b ∈ R, it holds that
{ζ ∈ Ξ : Φ(λ, ζ) < b} = {ζ ∈ Ξ : ∃ ξ ∈ Ξ such that λdp(ξ, ζ)− `(ξ) < b}
= π2
(
{(ξ, ζ) ∈ Ξ× Ξ : λdp(ξ, ζ)− `(ξ) < b}
)
.
Note that the set {(ξ, ζ) ∈ Ξ× Ξ : λdp(ξ, ζ)− `(ξ) < b} on the right side is measurable.
Since (Ξ, d) is Polish, it follows from the measurable projection theorem (cf. Theorem 8.3.2
in [141]), that Φ(λ, ·) is (Bν ,B(R))-measurable.
Define functions C,C by
C(λ, ζ, δ) := sup
ξ∈Ξ
{dp(ξ, ζ) : λdp(ξ, ζ)− `(ξ) < Φ(λ, ζ) + δ}
C(λ, ζ, δ) := inf
ξ∈Ξ
{dp(ξ, ζ) : λdp(ξ, ζ)− `(ξ) < Φ(λ, ζ) + δ}.
For any b ∈ R it holds that
{ζ ∈ Ξ : C(λ, ζ, δ) > b}
= {ζ ∈ Ξ : ∃ ξ ∈ Ξ such that λdp(ξ, ζ)− `(ξ) < Φ(λ, ζ) + δ, dp(ξ, ζ) > b}
= π2
(
{(ξ, ζ) ∈ Ξ× Ξ : λdp(ξ, ζ)− `(ξ) < Φ(λ, ζ) + δ, dp(ξ, ζ) > b}
)
and thus it follows from the measurable projection theorem that C(λ, ·, δ) is (Bν ,B(R))-
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measurable. Similarly,
{ζ ∈ Ξ : C(λ, ζ, δ) < b}
= {ζ ∈ Ξ : ∃ ξ ∈ Ξ such that λdp(ξ, ζ)− `(ξ) < Φ(λ, ζ) + δ, dp(ξ, ζ) < b}
= π2
(
{(ξ, ζ) ∈ Ξ× Ξ : λdp(ξ, ζ)− `(ξ) < Φ(λ, ζ) + δ, dp(ξ, ζ) < b}
)
and thus C(λ, ·, δ) is (Bν ,B(R))-measurable.
Next, note that D(λ, ·) = lim supδ↓0C(λ, ·, δ) and D(λ, ·) = lim infδ↓0C(λ, ·, δ) are
also (Bν ,B(R))-measurable, because measurability is preserved under lim sup and lim inf.
For any b ∈ R it holds that
{ζ ∈ Ξ : D0(λ, ζ) > b}
= {ζ ∈ Ξ : ∃ ξ ∈ Ξ such that λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ), dp(ξ, ζ) > b}
= π2
(
{(ξ, ζ) ∈ Ξ× Ξ : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ), dp(ξ, ζ) > b}
)
and thus it follows from the measurable projection theorem that D0(λ, ·) is (Bν ,B(R))-
measurable. Similarly,
{ζ ∈ Ξ : D0(λ, ζ) < b}
= {ζ ∈ Ξ : ∃ ξ ∈ Ξ such that λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ), dp(ξ, ζ) < b}
= π2
(
{(ξ, ζ) ∈ Ξ× Ξ : λdp(ξ, ζ)− `(ξ) = Φ(λ, ζ), dp(ξ, ζ) < b}
)
and thus D0(λ, ·) is (Bν ,B(R))-measurable.
(ii) For each ζ ∈ Ξ, it follows from the measurability of ` and dp(·, ζ) that F (λ, ζ)
and F (λ, ζ) are in B(Ξ). Since (Ξ, d) is Polish and ν is a complete finite measure, it
follows from Aumann’s measurable selection theorem (see, e.g. Theorem 18.26 in [142])
that ν-measurable selections T (λ, ·), T (λ, ·) : Ξ → Ξ exist such that T (λ, ζ) ∈ F (λ, ζ)
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and T (λ, ζ) ∈ F (λ, ζ) for ν-almost all ζ ∈ Ξ.
(iii) The proof is the same as the proof of (ii).
(iv) For each ζ ∈ E, it follows from the measurability of ` and dp(·, ζ) that F (ζ) ∈
B(Ξ). Then using the same argument as in (ii), there exists a ν-measurable selection
T : E → Ξ such that T (ζ) ∈ F (ζ) for ν-almost all ζ ∈ E.
(v) For each ζ ∈ Ξ, it follows from the measurability of `, M , and dp(·, ζ) that F (ζ) ∈
B(Ξ). Then using the same argument as in (ii), there exists a ν-measurable selection
T : Ξ→ Ξ such that T (ζ) ∈ F (ζ) for ν-almost all ζ ∈ Ξ.
Proof of Lemma 2.5. (i) It follows from Definition 2.4 of κ that
∫
Ξ
Φ(λ, ζ)ν(dζ) = −∞
for all λ < κ and
∫
Ξ
Φ(λ, ζ)ν(dζ) is finite for all λ > κ, and thus h(λ) =∞ for all λ < κ
and h(λ) is finite for all λ > κ.
(ii) It follows from Lemma 2.3(i) that h(λ) is the sum of a linear function λθp and an
(extended real-valued) convex function −
∫
Ξ
Φ(λ, ζ)ν(dζ) on [0,∞). Thus h is convex.
(iii) Note that (i) and (ii) imply that h is continuous everywhere except possibly at κ.
We show that h is lower-semicontinuous at κ. Consider any sequence {λn}n such that
λn ↓ κ. Since Φ(·, ζ) is upper-semicontinuous for all ζ ∈ Ξ, it follows that Φ(κ, ζ) ≥
lim supn→∞Φ(λn, ζ). Also, Φ(λ, ζ) ≤ −`(ζ) for all λ and ζ . Thus lim infn→∞[−Φ(λn, ζ)]−

































∣∣ < ∞, it follows that lim infn→∞ h(λn) ≥ h(κ), and thus h is lower-
semicontinuous.
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(iv) Since Φ(λ, ζ) ≤ −`(ζ), it follows that h(λ) ≥ λθp +
∫
Ξ
`(ζ)ν(dζ) → ∞ as
λ→∞.
(v) The result follows from (i)–(iv).
Proof of Lemma A.1. Note that if x = 0, then the inequality holds for any Cp(ε) ≥ 1. Next
we consider the case with x > 0, and we let t := y/x. Let
t0(ε) := sup{t > 0 : 1 + ε ≥ (1 + t)p}.









Note that Cp(ε) <∞ because limt→∞(1 + t)p−1/tp−1 = 1. Next, consider
f(t) := 1 + ε+ Cp(ε)t
p − (1 + t)p
Note that f(t) ≥ 0 for all t ∈ [0, t0(ε)]. Also, f ′(t) = Cp(ε)ptp−1 − p(1 + t)p−1 ≥ 0 for
all t ∈ [t0(ε),∞). Therefore f(t) ≥ 0 for all t ≥ 0, which establishes the inequality for
x > 0.




p(ξ, ζ0) ≤ λ+ λ1
2
dp(ξ, ζ) + λ1Cp(ε)d
p(ζ, ζ0)
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for all ξ, ζ, ζ0 ∈ Ξ. Thus
λdp(ξ, ζ)− `(ξ) = λ− λ1
2





dp(ξ, ζ)− `(ξ) + λ1dp(ξ, ζ0)− λ1Cp(ε)dp(ζ, ζ0)
≥ λ− λ1
2
dp(ξ, ζ) + Φ(λ1, ζ
0)− λ1Cp(ε)dp(ζ, ζ0).






















D(λ, ζ) ≤ Φ(λ, ζ)− Φ(λ1, ζ0) + λ1Cp(ε)dp(ζ, ζ0)
Proof of Lemma A.4. Since Ξ is separable, ∂C has a countable dense subset {ξi}∞i=1. For





i) is the open ball centered at ξi with radius εi. Define
i∗(ξ) := min
i≥0
{i : ξ ∈ Bεi(ξi)}, ξ ∈ ∂C,
and
Tε(ξ) := ξi∗(ξ), ξ ∈ ∂C.
Then Tε satisfies the requirements in the lemma.
Proof of Lemma A.3. The proof is a simple exercise in Calculus. Using condition (A.20),
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we obtain the bound estimations





||∂x`(x, yi+ξ̂i)−∂x`(x′, yi+ξ̂i)||X,∗ ≤ L11||x−x′||X+M11,



















= L12||y − y′||Y +M12,










= L21||x− x′||X +M21,



















≤ Nmax(1/q−1/p,0)−1L22||y − y′||Y +M22.
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Combining the above inequalities we have
||F (z)− F (z′)||Z,∗ =
√
||F1(z)− F1(z′)||2X,∗ + ||F2(z)− F2(z′)||2Y,∗
≤ 2 max{||F1(z)− F1(z′)||X,∗, ||F2(z)− F2(z′)||Y,∗}
≤ 4 max{L11||x− x′||X +M11, L12||y − y′||Y +M12,
L21||x− x′||X +M21, Nmax(1/q−1/p,0)−1L22||y − y′||Y +M22}.
A.2.2 Proofs of Corollaries
Proof of Corollary 2.1.
(1) Recall from Lemma 2.3(i) that there is a set B ∈ Bν(Ξ) such that ν(B) = 1, and
Φ(λ, ζ) > −∞ for all λ > κ and all ζ ∈ B. Note that if ` is upper-semicontinuous, and
bounded subsets of (Ξ, d) are totally bounded, then for δ = 0, it holds that F (λ, ζ) and
F (λ, ζ) in Lemma 2.4(iii) are nonempty for all λ > κ and all ζ ∈ B. Next we show that
D0(·, ζ) and D0(·, ζ) are nonincreasing. Consider any λ2 > λ1 and any ζ ∈ Ξ such that
Φ(λ1, ζ) > −∞. Consider any ξi ∈ Ξ such that λidp(ξi, ζ)− `(ξi) = Φ(λi, ζ) for i = 1, 2.
Then it follows as in the proof of Lemma 2.3(i) that dp(ξ2, ζ) ≤ dp(ξ1, ζ). Therefore
D0(λ2, ζ) ≤ D0(λ1, ζ) ≤ D0(λ1, ζ).
Next we show that, for all ζ ∈ B, it holds that D0(·, ζ) is upper-semicontinuous and
D0(·, ζ) is lower-semicontinuous at all λ > κ. Consider any λ > κ and any sequence
{λn}n such that λn → λ as n→∞ and λn ∈
(
(λ+ κ)/2, λ+ δ) for all n, for some δ > 0.












for all n. Since bounded subsets of (Ξ, d) are
totally bounded, it is sufficient to consider subsequences of {ξn}n that converge to some
ξ∗ ∈ Ξ. It follows from the upper-semicontinuity of ` and the continuity of Φ(·, ζ) at all
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λ > κ that
λdp(ξ∗, ζ)− `(ξ∗) ≤ lim inf
n→∞
{λndp(ξn, ζ)− `(ξn)} = lim inf
n→∞
Φ(λn, ζ) = Φ(λ, ζ)




. SinceD0(λ, ζ) ≤ dp(ξ∗, ζ) = limn→∞ dp(ξn, ζ) ≤
D0(λ, ζ), it follows thatD0(·, ζ) is upper-semicontinuous andD0(·, ζ) is lower-semicontinuous
at all λ > κ for all ζ ∈ B.
Next we show that for all λ > κ and all ζ ∈ B, it holds that ∂Φ(λ, ζ)/∂λ− = D0(λ, ζ)
and ∂Φ(λ, ζ)/∂λ+ = D0(λ, ζ). Consider any ζ ∈ B and any λ2 > λ1 > κ. Consider
any ξi ∈ arg minξ∈Ξ
{
λid
p(ξ, ζ) − `(ξ)
}
for i = 1, 2. Then it follows as in the proof of
Lemma 2.3(iii) that
dp(ξ2, ζ) ≤ Φ(λ2, ζ)− Φ(λ1, ζ)
λ2 − λ1
≤ dp(ξ1, ζ).
Then it follows from the definitions of D0 and D0 that
D0(λ2, ζ) ≤
Φ(λ2, ζ)− Φ(λ1, ζ)
λ2 − λ1
≤ D0(λ1, ζ).




Φ(λ, ζ) ≤ lim
λ1↑λ
D0(λ1, ζ) ≤ lim
λ1↑λ




Φ(λ, ζ) = D0(λ, ζ)
Similarly, setting λ1 = λ and letting λ2 ↓ λ, it follows from the lower-semicontinuity of
D0(·, ζ) that
D0(λ, ζ) ≤ lim
λ2↓λ










Φ(λ, ζ) = D0(λ, ζ)
Next we show that if condition (i) or (ii) or (iii) holds, then there exists a primal optimal
distribution. First suppose that condition (i) holds: there exists a dual minimizer λ∗ > κ.
Since for δ = 0, it holds that F (λ∗, ζ) and F (λ∗, ζ) in Lemma 2.4(iii) are nonempty for all
ζ ∈ B, it follows that there exists ν-measurable mappings T , T : Ξ→ Ξ such that
T (ζ) ∈
{





ξ ∈ Ξ : λ∗dp(ξ, ζ)− `(ξ) = Φ(λ∗, ζ), dp(ξ, ζ) = D0(λ∗, ζ)
}
for ν-almost all ζ ∈ Ξ. As in the proof of Theorem 2.1, it follows from the first-order
optimality conditions ∂
∂λ−h(λ
∗) ≤ 0 and ∂
∂λ+













































dp(T (ζ), ζ)ν(dζ) + (1− q)
∫
Ξ
dp(T (ζ), ζ)ν(dζ) = θp.
Let
µ∗ := qT#ν + (1− q)T#ν.
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Then
Wpp (µ∗,ν) ≤ q
∫
Ξ
dp(T (ζ), ζ)ν(dζ) + (1− q)
∫
Ξ
dp(T (ζ), ζ)ν(dζ) = θp















λ∗dp(T (ζ), ζ)− Φ(λ∗, ζ)
]










Φ(λ∗, ζ)ν(dζ) = vD.
Therefore µ∗ is primal optimal.
Suppose that condition (ii) holds: λ∗ = κ > 0 is the unique dual minimizer, ν
(
{ζ ∈









Then it follows in the same way as in the proof for condition (i) that there exists a primal
optimal distribution.
Suppose that condition (iii) holds: λ∗ = κ = 0 is the unique dual minimizer, arg maxξ∈Ξ{`(ξ)}
is nonempty, and ∫
Ξ
D0(0, ζ)ν(dζ) ≤ θp.
Then, for δ = 0, the sets F (λ∗, ζ) in Lemma 2.4(iii) are given by
F (λ∗, ζ) =
{




ξ ∈ arg max
ξ∈Ξ
{`(ξ)} : dp(ξ, ζ) = D0(0, ζ)
}
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and are non-empty for ν-almost all ζ ∈ Ξ. Thus there exists a ν-measurable mapping




dp(T (ζ), ζ)ν(dζ) =
∫
Ξ
D0(0, ζ)ν(dζ) ≤ θp






`(T (ζ))ν(dζ) = max
ξ∈Ξ
`(ξ) = vD
and thus µ∗ is primal optimal. Therefore we have shown that if condition (i) or (ii) or (iii)
holds, then there exists a primal optimal distribution.
Next we show that if there exists a primal optimal distribution, then condition (i) or (ii)
or (iii) holds. Consider any primal feasible distribution µ. Let γ ∈ P(Ξ × Ξ) denote the
corresponding optimal solution in definition (4.1) of Wasserstein distance Wp(µ,ν), and






dp(ξ, ζ)γζ(dξ)ν(dζ) ≤ θp. Lemma 2.5(v) established existence of a dual


































[λ∗dp(ξ, ζ)− `(ξ)− Φ(λ∗, ζ)]γζ(dξ)ν(dζ)
]
For µ to be primal optimal, it must hold that vD −
∫
Ξ






dp(ξ, ζ)γζ(dξ)ν(dζ) ≥ 0, and λ∗dp(ξ, ζ)− `(ξ)−Φ(λ∗, ζ) ≥ 0 for all (ξ, ζ), it















[λ∗dp(ξ, ζ)− `(ξ)−Φ(λ∗, ζ)]γζ(dξ) = 0 for ν-almost all ζ , which in turn implies
that arg minξ∈Ξ{λ∗dp(ξ, ζ) − `(ξ)} 6= ∅ for ν-almost all ζ , and the conditional
distribution γζ should be supported on arg minξ∈Ξ{λ∗dp(ξ, ζ) − `(ξ)} for ν-almost
all ζ .
Next we show that these conditions imply that condition (i) or (ii) or (iii) holds. Since there
is a dual minimizer λ∗ ∈ [κ,∞), one of the following conditions must hold:
(1) There is a dual minimizer λ∗ > κ.
(2) The unique dual minimizer satisfies λ∗ = κ > 0.
(3) The unique dual minimizer satisfies λ∗ = κ = 0.
If (1) holds, then condition (i) holds, and the proof is complete.
Next suppose that (2) holds, and that µ is a primal optimal solution. Condition (b) implies
that ν
(
{ζ ∈ Ξ : arg minξ∈Ξ{κdp(ξ, ζ)− `(ξ)} = ∅}
)
= 0. Next we show that
∫
Ξ

























D0(κ, ζ)ν(dζ) > θ
p.
Then there exists a λ > κ such that λθp −
∫
Ξ




contradicting λ∗ = κ being a dual minimizer. Therefore, if (2) holds, then condition (ii)
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holds.
Next suppose that (3) holds. Condition (b) implies that arg maxξ∈Ξ{`(ξ)} 6= ∅. Suppose








dp(ξ, ζ)γζ(dξ)ν(dζ) ≤ θp.
Therefore, if (3) holds, then condition (iii) holds.
(2) If −`(ζ) ≤ infξ∈Ξ {κdp(ξ, ζ)− `(ξ)} ν-almost everywhere, i.e., `(ξ) − `(ζ) ≤
κdp(ξ, ζ), then for any λ > κ, Φ(λ, ζ) = `(ζ). Hence the dual optimal solution λ∗ = κ.


















such λ0, using the upper-semicontinuity and totally boundedness assumptions and Lemma












Φ(λ0, ζ)ν(dζ). Choose θ < ε1/p, then we claim that
λ = κ is cannot be optimal. Indeed, according to Case 2 in the proof of Theorem 2.1,
λ∗ = κ implies
∫
Ξ
dp(T 0λ (ζ), ζ)ν(dζ) < θ
p < ε for all λ > κ, and in particular, for λ = λ0.
Thus we arrive at a contradiction.
(3) This directly follows from the fact that in the proof for necessity in (1), in each case
we construct an optimal solution with the the structure described as in (3).
(4) For any primal feasible solution µ, let γµ be a minimizer in the definition (4.1) of
Wp(µ,ν) and let γµζ be the conditional distribution of ξ given ζ when the joint distribution
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of (ξ, ζ) is γµ. We define Tµ : Ξ→ Ξ by
Tµ(ζ) := Eγζ [ξ].
Then it follows from Ξ being convex that Tµ(ζ) ∈ Ξ for all ζ ∈ Ξ. It follows from dp(·, ζ)










p(ξ, ζ)]ν(dζ) =Wpp (µ,ν) ≤ θp.









Eγζ [`(ξ)]ν(dζ) = Eµ[`].
Hence Tµ#ν is an feasible solution with objective no worse than µ, thus the result follows.
Proof of Proposition A.1. According to Theorem 4.1 in [75], the results follows if we can
provide an upper bound on ΘY . Let h = (h1, . . . , hN) ∈ Ξn and m ≤ 2. The first-order






The second-order directional derivative of ωY at y along [h, h] is given by


















where the inequality follows from Cauchy-Schwarz inequality and the condition m ≤ 2.
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where the first inequality follows from p ≥ 1 and the second inequality follows from
















≤ Nθp, set ti = ||ξi||pΞi , whence
∑n














,1). Thus in view of (A.5), ωY is strongly convex






,1) = 1. (A.7)

































When p > 1, choosing m = min(2, p), we have ΘY ≤ θ
2
m(m−1)N
2; when p = 1, choosing
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m = 1 + 1
lnn
, we have ΘY ≤ eθ2N2 lnn. It can be easily checked that γ defined in (A.23)
satisfies condition (A.7).
A.2.3 Proofs of Propositions
Proof of Proposition 2.1. Let Q := {µ ∈ P(Ξ) : Wp(µ,ν) < ∞}. For any µ ∈ Q, let
γµ ∈ P(Ξ2) denote a minimizer in the definition (4.1) ofWp(µ,ν), and let γµζ denote the
conditional distribution of ξ given ζ when the joint distribution of (ξ, ζ) is γµ. Then by the















































































Thus the objective functions in (Primal) and the right side of (A.8) are the same for all




`(ξ)µ(dξ) =∞ for some µ ∈ Q, then for any λ ≥ 0 it holds that
∫
Ξ2






































Proof of Proposition 2.2. If κ =∞, then for any n > 0 it holds that
φn(ζ) := inf
ξ∈Ξ
{ndp(ξ, ζ)− `(ξ) + `(ζ)} /∈ L1(ν).
Observe that φn(ζ) = Φ(n, ζ) + `(ζ). Hence, for any n > 0, there exists En ∈ Bν with
ν(En) > 0, such that φn(ζ) < −n for ν-almost all ζ ∈ En. By Lemma 2.4(iv), there
exists a ν-measurable mapping T n : En → Ξ such that
T n(ζ) ∈ F n(ζ) := {ξ ∈ Ξ : `(ξ)− `(ζ) > ndp(ξ, ζ) + n}
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for ν-almost all ζ ∈ En. For m = 1, 2, . . ., consider the set
Enm := {ζ ∈ En : dp(T n(ζ), ζ) ≤ m} .
Note that Enm ∈ Bν for all m. Then limm→∞Enm = En and thus limm→∞ ν(Enm) =
ν(En) > 0. Hence, for each n, there exists a mn such that ν(Enmn) > 0, and∫
Enmn














and define the distribution
µn := pnT
n
#ν + (1− pn)ν













(ζ), ζ)ν(dζ) + n
)
≥ min{nθp, n}.
Since n can be chosen arbitrarily large, it follows that vP =∞ = vD.
Proof of Proposition 2.3. Since −1{ξ ∈ int(C)} is upper semicontinuous and binary-
valued, by Corollary 2.1 the worst-case distribution of minµ∈Mµ(int(C)) exists. Thus it
suffices to show that for any ε > 0, there existsµ ∈M such thatµ(C) ≤ minµ∈Mµ(int(C))+
ε. Observe that there exists an optimal transportation plan γ0 such that
supp γ0 ⊂
(








Set µ0 := π2#γ0, then µ0 is an optimal solution for minµ∈Mµ(int(C)).
If µ0(∂C) = 0, there is nothing to show, so we assume that µ0(∂C) > 0. We first
consider the case ν(int(C)) = 0 (and thus µ0 can be chosen to be ν and the worst-case
value is 0). By Lemma A.4, we can define a Borel map Tε which maps each ξ ∈ ∂C to
some ξ′ ∈ Ξ \ cl(C) with d(ξ, ξ′) < ε ∈ (0, θ) and is an identity mapping elsewhere. We
further define a distribution µε by
µε(A) := µ0(A \ ∂C) + µ0{ξ ∈ ∂C : Tε(ξ) ∈ A}, for all Borel set A ⊂ Ξ.
ThenWp(µε,µ0) =Wp(µε,ν) ≤ ε < θ and µε(C) = µ0(int(C)).
Now let us consider ν(int(C)) > 0. For any ε ∈ (0, θ), we define a distribution µ′ε by











µ0{ξ ∈ ∂C : Tε(ξ) ∈ A}+ µ0(A \ cl(C)), for all Borel set A ⊂ Ξ.
Then
µ′ε(C) = µ0(int(C)) +
ε
θ





Note thatWpp (µ0,ν) =
∫
int(C)×∂C d














Hence the proof is completed.
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For any γ ∈ P(Ξ2), denote by γη̂ the conditional distribution of θ̄ := d(η, η̂) given η̂, and
by γη̂,θ̄ the conditional distribution of η given η̂ and θ̄. Using tower property of conditional
probability, we have that for any γ ∈ P(Ξ2) with π2#γ = ν,














Observe that the right-hand side of the second equation above does not depend on γη̂,θ̄.








































where the second equality follows from interchangeability principle (cf. Theorem 14.60 in































Indeed, let ρ be any feasible solution of the right-hand side of (A.11). We denote by ρη̂ the
conditional distribution of θ̄ := W1(η̃, η̂) given η̂ and by ρη̂,θ̄ the conditional distribution
of η̃ given η̂ and θ̄. When η̂ = 0 (i.e. no arrival) or θ̄ = 0, set γ̄η̂ = δ0 and γ̄η̂,θ̄ = η̂,
that is, we choose γ̄η̂ and γ̄η̂,θ̄ be such that η = η̂. When η̂ 6= 0 and θ̄ > 0, applying
Corollary 2.1 (Example 2.7) and Proposition 2.3 to the problem minη̃∈B([0,1]){η̃(β−1(1)) :







+ (1− pη̂,θ̄)δξ̃−i0 ,
where 1 ≤ i0 ≤ η̂([0, 1]), pη̂,θ̄ ∈ [0, 1], and ξ̃i ∈ [0, 1] for all i 6= i0 and ξ̃
±
i0









It follows that η±
η̂,θ̄




(β−1(1)) + (1− pη̂,θ̄)η
−
η̂,θ̄
(β−1(1)) ≤ ε+ min
η̃∈B([0,1])
{








, η̂) + (1− pη̂,θ̄)W1(η
−
η̂,θ̄
, η̂) ≤ θ̄. (A.13)












, η̂) ∈ C}
]



















∈ A, W1(η−η̂,θ̄, η̂) = θ̄
}]
ρη̂,θ̄(dη)ρη̂(dθ̄),
for all Borel set A ⊂ Ξ. Then ({γ̄η̂}η̂, {γ̄η̂,θ̄}η̂,θ̄) is a feasible solution to the left-hand
side of (A.11). Indeed, by condition (ii), we have d(η±
η̂,θ̄
, η̂) = W1(η
±
η̂,θ̄




, η̂) + (1 − pη̂,θ̄)d(η
−
η̂,θ̄




























































≤ θ, π2#ρ = ν
}
.
To show the opposite direction of the above inequality, observe that infµη̂,θ̄ Eη∼µη̂,θ̄ [η(β
−1(1))] =







































Let ({γη̂}η̂, {ηη̂,θ̄}η̂,θ̄}) be a feasible solution of the right-hand side of (A.14). Then the






1{ηη̂,θ̄ ∈ π1(B)}γη̂(dθ̄)ν(dη̂), ∀ Borel set B ⊂ B([0, 1])× Ξ
149
is a feasible solution of the right-hand side of (A.11). By condition (iii), we have that
inf
η∈Ξ
{η(β−1(1)) : d(η, η̂) = θ̄} ≥ inf
η̃∈B([0,1])
{









η(β−1(1)) : d(η, η̂) = θ̄
}]]
≥ E(η̃,η̂)∼ρ[η̃(int(β−1(1)))].
Therefore we prove the opposite direction and (A.11) holds. Together with (A.10), we
obtain (2.23).
It then follows that it suffices to only consider policy β such that β−1(1) is an open set.
Then by Corollary 2.1 (Example 2.7), the problem minη̃∈B([0,1])
{
η̃(β−1(1)) : W1(η̃, η̂) ≤
θ̄
}
admits a worst-case distribution ηη̂,θ̄ and let λη̂,θ̄ be the associated dual optimizer. Let
Ξ̂ := {ξ̂im : i = 1, . . . , N, t = 1, . . . ,Mi}. We claim that it suffices to further restrict
attention to those policies β such that each connected component of β−1(1) contains at least
one point in Ξ̂. Indeed, suppose there exists a connected component C0 of β−1(1) such that
C0 ∩ Ξ̂ = ∅. Then for every ζ ∈ supp η̂, arg minξ∈[0,1]
[
1β−1(1)(ξ) + |ξ − ζ|
]
/∈ C0,
and thus ηη̂,θ̄(β−1(1)) = ηη̂,θ̄(β−1(1) \ C0). Hence, x′ := 1{β−1(1)\C0} achieves a higher
objective value v(x′) than v(x) and so β cannot be optimal. We finally conclude that there
exists {β
j
, βj}Mj=1, where M ≤ card(Ξ̂), such that (2.24) holds.



















− c(βj − βj) + p
iηi{[β
j















By the equivalent definition of one-dimensional Wasserstein distance [144], for ηi =∑Mi
i=1 δξim , we have that W1(η
i, η̂i) = minσ
∑Mi
m=1 |ξim − ξ̂iσ(m)|, where the minimum is
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∈ [0, 1]. Replacing pipimj +









> 0 only if ξ̂im ∈ [xj− , βj], and at most one of {pimj, pimj}i,t,j can be fractional, we
obtain the result.
Proof of Proposition 2.6. The dual optimizer of the inner maximization problem of (2.25)
is zero when θ is sufficiently large, whence the worst-case value of the inner maximization
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β(t)dt. Then due to the second term supξ∈[0,T ]− ln(β(ξ)), the solution ã(t) =
b/T yields an objective value no larger than β(t). Hence we complete the proof.
Proof of Proposition 2.7. Define Cβ := {ξ : −β>ξ < q} for all w. Similar to Example 2.7,
there exists a worst-case distribution µ∗ which attains the infimum infµ∈M Pµ{−β>ξ < q}
and there exists maps T ∗, T
∗
such that for each ζ ∈ supp ν, it holds that T ∗(ζ), T ∗(ζ) ∈
{ζ} ∪ arg minξ∈Ξ\Cβ ||ξ − ζ||
p
∞. With this in mind, let γ
∗ be the optimal transport plan
between ν and µ∗, and let





||ξ − ζ||p∞ : ζ 6= T ∗(ζ)
}
.
So t∗ is the longest distance of transportation among all the points that are transported. (We
note that infinity is allowed in the definition of t∗, however, as will be shown, this violates
the probability bound.) Then µ∗ transports all the points in supp ν∩{ξ : q− t∗ < −β>ξ <
b}, and possibly a fraction of mass α∗ ∈ [0, 1] in supp ν ∩ {ξ : −β>ξ = q − t∗}. Also
note that by Hölder’s inequality, the distance between two hyperplanes {ξ : −β>ξ = s}
and {ξ : −β>ξ = s′} equals to |s− s′|/||β||1 = |s− s′|. Using this characterization, let us
define a probability measure νβ on R by
νβ{(−∞, s)} := ν{ξ : −β>ξ < s}, ∀s ∈ R,




dp(ξ, ζ)γ∗(dξ, dζ) =
q−∫
(q−t∗)+
(q−s)pνβ(ds)+α∗νβ({q− t∗})t∗p ≤ θp. (A.17)
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= 1− νβ([q,∞))− α∗νβ({q − t∗}) + νβ{(q − t∗, q)}
= 1− νβ(q − t∗,∞)− α∗νβ({q − t∗}).
Thereby the condition infµ∈Mµ(Cβ) ≥ 1− α is equivalent to
α∗νβ({q − t∗}) + νβ(q − t∗,∞) ≤ α. (A.18)








(q − VaRα[−β>ξ])p − θp.
If J < 0, due to the monotonicity in t∗ of the right-hand side of (A.17), either q − t∗ <
VaRα[−β>ξ] or q − t∗ = VaRα[−β>ξ] and α∗ > β0. But in both cases (A.18) is violated.
On the other hand if J ≥ 0, again by monotonicity, either q − t∗ > VaRα[−β>ξ], or
q − t∗ > VaRα[−β>ξ] and α∗ ≤ β∗0 and thus (A.18) is satisfied. Therefore we complete
the proof.
A.3 Selecting Radius θ
We mainly use a classical result on Wasserstein distance from [145]. Let νN be the em-
pirical distribution of ξ obtained from the underlying distribution ν0. In Theorem 1.1 (see




constant λ dependent on ν0, and C dependent on θ. Since their result holds for general
distributions, we here simplify it for our purpose and explicitly compute the constants λ
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and C. For a more detailed analysis, we refer the reader to Section 2.1 in [145].
Noticing that by assumption supp ν0 ⊂ [0, B̄], the truncation step in [145] is no longer
needed, thus the probability bound (2.12) (see also (2.15)) of [145] is reduced to













for some constant λ > 0, δ ∈ (0, θ), where e is the natural logarithm, and \( δ
2
) is the
minimal number of balls need to cover the support of ξ by balls of radius δ/2 and in our
case, \( δ
2
) = B̄/δ. Now let us compute λ. By Theorem 1.1 of [145], λ is the constant






where the Kullback-Leibler divergence of µ with respect to ν is defined by Iφkl(µ,ν0) =
+∞ ifµ is not absolutely continuous with respect to ν0, otherwise Iφkl(µ,ν0) =
∫
f log fdν0,















which can be estimated from data. Finally, we obtain a concentration inequality












In the numerical experiment, we choose δ to make the right-hand side of (A.19) as small as
possible, and θ is chosen such that the right-hand side of (A.19) is equal to 0.05.
154
A.4 Mirror-Prox algorithm for solving Example 2.5
In the following, we briefly describe and set up the algorithm. For a detailed description,
we refer the reader to [75]. For ease of notation, set y := (ξ1, . . . , ξn). We assume that Ξ
is a separable Hilbert space such with the metric d induced from some inner product 〈·, ·〉.
Set Ξi to be the translated space of Ξ under translation mapping ξ 7→ ξ − ξ̂i, then a natural
norm on Ξi is given by
||ξ||Ξi := d(ξ, ξ̂i), ∀ξ ∈ Ξi.
On the product space Ξn :=
∏n
i=1 Ξi, we define a norm || · ||Y by







We introduce the distance generating function
ωY (y) = ωY (ξ






where m, γ are chosen later such that ωY is strongly convex with modulus 1 with respect
to || · ||Y . We also assume that there exists a norm || · ||X on X and a distance generating
function ωX(·) which is continuous and strongly convex with modulus 1 with respect to
||·||X , and admits a continuous selection ω′(x) of subgradients. Let ΘX := supx∈X ωX(x)−
infx∈X ωX(x).









for any z ∈ Z. It can be easily checked that
||z||Z,∗ =
√
Θ2X ||x||2X,∗ + Θ2Y ||y||2Y,∗
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defines the dual norm. Suppose there exists L11, L12, L21, L22,M11,M12,M21,M22 ≥ 0
such that for any x, x′ ∈ X , ξ, ξ′ ∈ Ξ,

||∂x`(x, ξ)− ∂x`(x′, ξ)||X,∗ ≤ L11||x− x′||X +M11,
||∂x`(x, ξ)− ∂x`(x, ξ′)||X,∗ ≤ L12||ξ − ξ′||Ξ +M12,
||∂ξ`(x, ξ)− ∂ξ`(x′, ξ)||Y,∗ ≤ L21||x− x′||X +M21,













































∇x`(x, ξi); {−∇ξ`(x, ξi)}ni=1
]
, z ∈ X × Y. (A.22)
It follows that from Lemma A.3 in the Appendix that









then ω is a distance generating function compatible to || · ||Z , and Θ := supz∈Z ω(z) −
infz∈Z ω(z) = 1.
Suppose there is a first-order oracle which computes F (z) on each call. The accuracy
of a candidate solution (x, y) ∈ X × Y is characterized by














Given n and θ, the lower bound on oracle complexity of (2.5) using first-order methods
is O(M/
√
t) when L = 0 and O(L/t) when M = 0, and the Mirror-Prox algorithm can
achieve the lower bound up to a constant. The Mirror-Prox algorithm is shown in Algorithm
3.
Algorithm 3 Mirror-Prox Algorithm
1: z1 := (x1, y1) ∈ X × Y .
2: wt = Prox(γtF (zt)), zt+1 = Prox(γtF (wt)), where Proxz(γtF (zt)) :=











, p = 1
p, 1 < p ≤ 2








−1, p = 1
(p− 1)θ2−pn2/p−1, 1 < p ≤ 2
n2/p−1, p > 2
. (A.23)
Let γτ , 1 ≤ τ ≤ t satisfies
γτ 〈F (zτ )− F (wτ ), wτ − zτ+1〉 − V (zτ , wτ )− V (wτ , zτ+1) ≤ 0,
which is definitely satisfied when γτ ∈ (0, 1√2L ], or γτ ∈ (0, 1/L] when M = 0. Then it
holds that
εsad(z













, p = 1
θ2
p(p−1)N
2, 1 < p ≤ 2,
θ2
2
N2, p > 2.
(A.25)
Note that if γτ = O(1/L), by (A.21)(A.24) we have εsad(zt) = O(Θ2Y ). Thus according
to (A.25), εsad(zt) = O(θ4n4) when p > 1 and εsad(zt) = O(θ4n4 ln2 n) when p = 1. We
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argue that the complexity of the algorithm may not be very large as it appears. For one
thing, we only use DRSO formulation when n is not very large, since otherwise the Sample
Average Approximation method provides a relatively accurate solution. For another thing,
the radius θ goes to zero as n goes to infinity. Therefore, we believe that the Mirror-Prox
algorithm (Algorithm 3) is useful in many practical applications.
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APPENDIX B
APPENDIX FOR CHAPTER 3
Lemma B.1. Let κ > 0 and p ≥ κ+ 1. Then for any δ, t > 0, it holds that
tκ+1 ≤ p− 1− κ
p− 1





Proof of Lemma B.1. When p = κ + 1, the inequality holds as equality. When p > κ + 1,
set u = p−1
p−1−κ , v =
p−1
κ














APPENDIX FOR CHAPTER 4
Proof of Proposition 4.1. Given a copula C, set Cu to be the marginal distribution of v






Then the result follows from the formula for one-dimensional Wasserstein distance [144].
Proof of Proposition 4.2. Observe that when choosing `1-norm, the optimal transportation
definingW1(CM ,Π) can be chosen such that each point is transported only vertically. Then
the computational of Wasserstein distance is reduced to the case in Proposition 1, and thus
the result follows.
Proof of Lemma 4.1. Observe that for any random vector (ξ, ζ) with joint distribution γ ∈












where γζ represents the conditional distribution of ξ given ζ = ζ . Also note that µ has






fk(t)Fk(dt) for all fk ∈ B(Ξk). With the
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Indeed, according to the assumption on `, there exists M > 0 such that `(ξ) ≤ M for all
ξ ∈ Ξ and thus by choosing α = λ = 0 and fk ≡ 0, we obtain that vD ≤ M . On the other
hand, fixing fk ≡ 0, the dual objective tends to infinity as λ→∞. Hence the claim holds.
For any feasible solution (λ, {fk}k) of (C.1) such that the dual objective is finite, we
are going to define a modification (λ, {f̄k}k) which yields a dual objective value no worse
than (λ, {fk}k), but also has a nicer continuity property. The technique used here is the
161
convexification trick. Setting

















fk(ξk)− λdpF (ξ, ζ)
}
,











fj(ξj)− λdpF (ξ, ζ)
}
, ∀2 ≤ k ≤ K.
The definition of Φ implies that
f1(ξ1) ≥ `(ξ)− Φ(λ, ζ)−
∑
j≥2
fj(ξj)− λdpF (ξ, ζ), ∀ξ, ζ ∈ Ξ,
hence f1 ≥ f̄1. Similarly, the definition of f̄k−1 implies that






fj(ξj)− λdpF (ξ, ζ), ∀ξ, ζ ∈ Ξ,
































f̄j(ξj)− λdpF (ξ, ζ)
}
, ∀k.








f̄j(ξj)− λdpF (ξ, ζ)
}
, ∀k,







f̄k(ξk)− λdpF (ξ, ζ)
}






fk(ξk)− λdpF (ξ, ζ)
}
,
Together with f̄k ≤ fk, we conclude that (λ, {f̄k}k) yields a dual objective no greater than
(λ, {fk}k).
Moreover, since the dual objective remains unchanged if {f̄k}k is modified into {f̄k +
ak}k, where ak ∈ R, so we may assume that minΞk f̄k = 0. It then follows that {fk}k are
also upper bounded. In addition, the Lipschitz continuity of ` − λdpF implies f̄k are also
Lipschitz continuous and the Lipschitz constant only depends on that of `− λdpF .
Now let (λ(m), {f (m)k }k)m be a minimizing sequence of (C.1). Using the convexification
trick as above, we obtain a sequence (λ(m), {f̄ (m)k }k)m. Then the analysis above implies
that (f̄ (m)k )m are uniformly bounded and equi-continuous. Hence by Bolzano-Weierstrass
theorem and Arzela-Ascoli theorem, there exists a convergent subsequence. Denote its
limit by (λ∗, {f ∗k}Kk=1). Then by dominate convergence (λ∗, {f ∗k}Kk=1) is a dual minimizer.
Proof of Theorem 4.2. Let us first relax the continuity assumption made in Step 2. We will
relax the compactness assumption in the last step. Note that any upper semi-continuous
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function satisfying the growth rate condition can be written as the infimum of a non-
increasing sequence of Lipschitz continuous functions, for example, by Moreau-Yosida ap-
proximation [107]. Thus we can approximate ` by a non-increasing sequence of Lipschitz
continuous functions `n and approximate dF by a non-decreasing sequence of Lipschitz




























































Since `n ≥ ` and dn ≤ dF , we have v0D ≤ vnD. From previous steps we know vnD = vnP .
In view of v0D ≥ v0P , it remains to show limn→∞ vnD ≤ v0D. From Step 4, we know that







D. Observe that M is tight, then by Prokhorov’s
theorem, it is relatively compact with respect to the weak topology, and thus {µn}n admits






































`dµ∗0 ≤ v0P , which con-
cludes the proof.
We next consider the setting where Ξ is not compact. For any ε > 0, let Ξε ⊂ Ξ be a
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and let F εk be the marginal distribution of ν



































Observe that for any feasible solution (λ, {fk}k) of the dual problem above, the growth
condition on ` implies that there exists sufficiently large M such that (λ, {fk +M1Ξ\Ξε}k)
is a feasible solution to the original dual problem with the same objective value. Therefore,
if we denote by vP and vD the optimal value of the original primal and dual problem
respectively, then vε ≥ vD ≥ vP . Let νε be an optimal primal solution of the primal
problem above. Define
µ̃ε := ν(Ξε)µε + 1Ξ\Ξεν.





#ν = 1ΞεFk + 1Ξ\ΞεFk = Fk.
Moreover, we have that
Wp(µ̃
ε,ν) ≤ Wp(ν(Ξε)µε,1Ξεν) = ν(Ξε)Wp(µε,1Ξενε) ≤ ν(Ξε)x ≤ x,
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Letting ε → 0, we obtain that vP ≥ vD. Therefore, up to a subsequence, µ̃ε converges to
µ̃, and the analysis above shows that µ̃ is primal optimal and vP = vD.
We finally prove the measurability of the integrand involved in the dual problem. De-
note by (Ξ,Bν(Ξ),ν) the completion of measure space (Ξ,B(Ξ),ν) (see, e.g., Lemma
1.25 in [147]). A function f : Rm × Ξ→ R̄ is called a normal integrand, if the associated
epigraphical multifunction ζ 7→ epi f(·, ζ) is closed valued and measurable.
Lemma C.1. Let fk ∈ B(Ξk). The function Φ : R× Ξ→ R defined by






fk(ξk)− λdpF (ξ, ζ)
]
is a normal integrand with respect to B(R)⊗Bν(Ξ).
Proof of Lemma C.1. Define a function g : Ξ× R× R× Ξ→ R̄ by
g(ξ, λ, ζ) = `(ξ)−
∑
k
fk(ξk)− λdpF (ξ, ζ).
Then for every ζ ∈ Ξ, −g(·, ·, ·, ζ) is lower semi-continuous, thus g is B(Ξ) ⊗B(R) ⊗
Bν(Ξ)-measurable. Hence by joint measurability criterion (see, e.g., Corollary 14.34 in
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