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Abstract 
 
During the last decade, the CMOS camera has developed rapidly and quickly 
became a commercial success. A number of research groups are developing quite 
different CMOS vision sensors: bio-inspired, so called ‘retinomorphic’ or 
‘neuromorphic’ cameras. They operate quite differently and offer various new 
functionalities, however, they cannot yet match commercially developed products 
in accuracy and resolution. In 2005, an AER retinomorphic camera was produced 
at the University of Oslo which, though it was a successful project, suffered from 
a lot of salt-and-pepper noise. Due to the amount of logic they contain, 
retinomorphic pixels are already quite large compared to commercial photo 
pixels. Therefore, the goal of this project was to reduce the noise of a 
retinomorphic pixel without increasing its size. An improved pixel design was 
then used to make a camera on an integrated circuit. 
 
A secondary project is included in this thesis as well. Until now, all retinomorphic 
AER pixels have been monochromatic and this project investigates the possibility 
of making a dichromatic retinomorphic AER pixel. Stacked photodiodes exploit 
the fact that photons of longer wavelengths are likely to penetrate deeper than 
photons of shorter wavelengths, and implementing this solution into a 
retinomorphic AER pixel was the goal of this project. A test pixel was realised on 
an integrated circuit. 
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Preface 
 
This project is a result of hard work during a harsh personal time with many 
changes to come by and adjust to. This project would never have been pulled to 
shore without my fiancé, Julien, who has been an outstanding support for me 
during times of harshness, as well as my beloved sisters, Emelie and Louise, who 
were always there for me and gave me the courage to move on, both with the 
project, as with life in general. I am ever so grateful for having worked with such 
great and helpful supervisors as Philipp and Alf, and I am very thankful that they 
put so much time into helping me through the project and also for proof reading 
this thesis. 
 
My master study began in autumn 2005 and the project Noise Reduction in 
Retinomorphic Photo Circuits was entitled to me in December 2005. The 
designing of the chip was finished for production in June 2006, however, a second 
project was also thrown on the chip right before the deadline, a two coloured AER 
pixel. Unfortunately, not much time could be used on designing and simulating 
this pixel since the deadline was so close but I am still very grateful that Philipp 
kindly pushed me to get the chip ready for production so early in the project. In 
autumn 2006 the chip was returned and measurements were done through the 
winter 2006/2007, as well as adapting CaviarViewer to be able to display the 
camera correctly. In June 2007, the master thesis was delivered in on time for the 
set deadline. 
 
The camera for this project was named StaticBioVis, for Static Biological 
(inspired) Vision, as it was purely made up from the static pixels in the Foveated 
camera. 
 
This thesis is divided into two parts, the main project, “Noise Reduction in 
Retinomorphic Photo Circuits”, and the secondary project, “A Two-coloured AER 
Pixel”. Each part is built up with the same chapter structure: 
 
Introduction – gives the reader a quick introduction in how things have been done 
and what issues there were. 
Theory – gives a quick look into the physics behind the photo sensor. 
The Circuit – presents the various solutions, their functioning, and the reasoning 
behind choices made for this project. 
Simulation – presents results from the simulations and eventual improvements. 
Layout (main project only) – explains how the layout was done and what was kept 
in mind during the design. 
Results – presents the results of measurements done on the produced chip. 
Conclusion – concludes the project. 
 
Jenny Olsson
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Noise Reduction in Retinomorphic Photo Circuits 
 
 
1 Introduction 
 
An analogue integrated circuit is sensitive for noise, which can give inaccurate 
results, especially with today’s low supply voltage; there are many parameters 
which differ across the surface of single chips and between each process. Because 
of these variations, similar elements on the same chip do not give the exact same 
response. The gain between transistors can change and so can the threshold 
voltage. The resistances and capacitances of active and passive components can 
also vary on the same chip and for circuits where charge is integrated this will 
give undesired effects. 
 
Digital cameras are often dependent on analogue signals which are accumulated 
over a given time and then the stored charge is converted to a digital signal 
outside the pixel matrix. These currents are usually very small so noise can have a 
large effect on the signal. This is because the margins for the value steps in the 
digital signal are tiny. This noise is especially visible in today’s 24-bit standards, 
where we, after amplification, have a maximum step of 71.5 nV1! Before the 
amplification, the steps are even smaller than this, so it is easy to imagine that 
noise can have a considerably big influence on the signal. It has also proved to be 
hard to implement high resolution analogue-to-digital converters (ADC) in low-
voltage circuits [1]. Digital cameras today are, as an example, not running with a 
24-bit resolution yet. 
 
Today’s CMOS cameras are far in the evolution of noise reduction and have 
become a commercial success. Neural-inspired cameras, also called retinomorphic 
cameras [7], aimed at a different range of applications have also been developed 
in the shade of the commercial CMOS cameras. They also have encountered 
issues regarding noise and are still in the early phases of development regarding 
noise reduction. Unlike their CMOS counterpart, the noise in those cameras is 
much harder to diminish. Most of this is due to the fact that the retinomorphic in-
pixel logic is more complicated than today’s standard CMOS pixels. This project 
will focus on the reduction of noise in a retinomorphic camera developed at the 
University of Oslo. 
 
 
1.1 Noise 
 
In most sensor applications, the level of quality that can be achieved will always 
be limited by the amount of noise. It is always desirable to attain better quality 
                                                 
1 When we have a 24-bit signal, we would have 224-1 digital steps. There are processes today 
which use as little as 1.2 V and produces output signals on no more than this. Dividing this by the 
amount of steps, we get that each digital step is only 71.5 nV on the analogue signal. 
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data from the sensors, thus noise reduction techniques are an important step in the 
development of any electrical circuits. There are many sources of noise in an 
integrated circuit and some of the problems in some of them today are related to 
the fact that we deal with charges so small that individual electrons could 
potentially affect the output. 
 
Some of these noise sources can be mostly compensated for with clever design 
and some solutions have become rather popular due to both their simplicity and 
good noise reduction. 
 
 
1.1.1 Correlated Double Sampling 
 
One example of noise that can be easily removed in still image cameras is the 
noises related to the reset, like flicker and kTC noises (which will be explained 
later). During the reset, the pixels are particularly sensitive to noise, which makes 
the reset circuitry unable to accurately reset the photo sensor to the same potential. 
There are several ways to handle the noise that is linked to the reset of sensors, 
especially photo sensors. A possible solution today is the Correlated Double 
Sampling (CDS) [2]. The CDS technique is based on the idea of taking two 
samples. The first sample is taken right after reset and gives the reset value which 
includes reset-related noise (Equation 1). Then the accumulation of the light 
generated charge starts and a new sample is taken once the accumulation is done. 
This time the value stored includes all the noise we had received from the first 
sample time plus the accumulated charge from the photodiode (Equation 2). With 
these two values, we can find the accumulated charge from the photodiode 
without the reset related noise by simply subtracting the reset value from the 
signal value, shown in Equation 3. 
 
 
Equation 1 noisehfeedthrougreset VVV +=   
Equation 2 resetphotosignal VVV +=  
Equation 3 resetsignalCDS VVV −=  
 
 
Figure 1 shows a simplified time diagram of how the signals are sampled. Notice 
that once the reset signal has gone low, we will have a certain amount of noise in 
the video signal which we read out as Vreset. 
 
The active pixel sensor (well known by the abbreviation APS) is the most used 
method for CDS CMOS cameras; it is the most practical design for achieving true 
CDS [4]. Since it is hard storing a value accurately over a longer time in 
integrated circuits, the pixel was designed in such a clever way that its read-out 
capacitor can be reset right after the accumulation of photo charge is done and 
right before moving over the charge from the photodiode to the read-out 
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capacitor. Therefore the offset potential caused by the noise during reset can be 
read out right before the photo signal is read, instead of having to read out the 
offset potential before the relatively long current accumulation. 
 
 
 
 
Figure 1: Simplified time diagram of signals in a CDS circuit [3] 
 
 
The readout amplifier subtracts the reset noise from the read out charge from the 
photodiode (that includes both reset noise and accumulated charge), and the result 
is the charge we accumulated from the light. 
 
A new correlated double sampling that is more adapted for today’s very low 
supply voltage is the Fixed Voltage Difference (FVD) readout [6]. Instead of 
amplifying the signal value and converting it to a digital signal, one has two fixed 
voltage values and an oscillator. This way one can get the slope from the sensor 
output instead by counting how many oscillations the oscillator gives during the 
time the sensor voltage is moving between the two fixed voltages. So instead of 
integrating current over a certain time interval, the method counts how much time 
it takes to make the sensor voltage sink from the higher fixed voltage to the lower 
fixed voltage. To make this resistant to the reset noise, the higher fixed voltage 
needs to be below the lowest possible voltage the reset noise could pull the 
photodiode’s voltage. 
 
 
1.2 Noise Reduction in Retinomorphic Circuits 
 
Unfortunately, the previously mentioned methods would not work in a neural-
inspired CMOS camera. Since the integration happens continuously and 
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asynchronously all over the circuit, it is hard to obtain any Correlated Double 
Sampling when the communication happens by neural spiking. There are no 
values that can be compared easily, and if there were a way to do that, it would 
most likely make the pixel larger, too, as each pixel would need their individual 
comparator. An accurate comparator would be area demanding. 
 
 
1.3 Foveated Camera 
 
An earlier project with a neural-inspired CMOS camera completed at the 
University of Oslo is the Foveated AER Imager [8]. It was based on the idea of 
making a camera inspired by the functions of the human eye where we have an 
illumination sensitive fovea with static pixels and a motion sensitive periphery 
with dynamic pixels. Like most neural-inspired circuits, this camera 
communicates with neural spikes just like the biological neural network does. 
 
 
 
a) 
 
 
b) 
 
Figure 2: Screenshots from the Foveated camera a) uncalibrated, b) calibrated 
 
 
The intention of the project was successful, however, the results were a camera 
with a lot of noise, as seen in Figure 2 a). Despite the noise in this image, there 
was a successful attempt made at compensating for it by post-processing the 
image. The compensation was done by calculating a correction factor based on the 
mean spiking frequency across the camera divided by the number of spikes by an 
individual pixel in a given time period while the camera is directed at a monotone 
plain surface. This correction factor was then multiplied into the intensity 
calculation of each pixel. A result of this is seen in Figure 2 b) and, even if the 
image is not noise free, there is still a huge improvement in the image quality. 
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Correcting for noise after a picture has been taken demands processing power 
which is not always available. This can come especially difficult in neuromorphic 
applications. Therefore, the focus in this project will be on improving the design 
of pixels in order to eliminate noise without sacrificing performance. 
 
 
  6 
2 Theory 
 
To be able to understand how photo sensors work, take advantage of their 
functioning, and avoid their noise factors, we need to know some basics about 
solid-state physics. This is especially important for understanding noise and 
finding the best solution for reducing it.  
 
 
2.1 The Crystal Structure 
 
The silicon atom has, in a neutral state, four electrons in its outer shell (Figure 3), 
but actually has space for eight electrons [16]. It is known that an atom seems to 
strive to fill up its outer shell with electrons, or, in some cases get rid of them if 
there are few. One way to do this is “sharing” electrons. Silicon atoms in a crystal 
structure lend out one electron and borrow one electron from each of its 
neighbour. By having four neighbours, a silicon atom can get its outer shell filled 
with electrons in a process called covalent bonding. This way they can achieve 
getting their outer shells filled and still stay neutrally charged. Figure 4 below 
shows a silicon crystal structure where each line is covalent bond. 
 
 
 
 
Figure 3: A simple model of the silicon atom where the electrons in the outer shell are shown. 
 
 
Si Si Si
Si Si Si
Si Si Si
 
 
Figure 4: A model of a pure silicon crystal transferred into a two-dimensional figure where 
each line represents a covalent bond between two silicon atoms [17]. 
 
Noise Reduction In Retinomorphic Photo Circuits 
  7  
 
2.2 The Energy Bands 
 
Electrons in a crystal are arranged in energy bands [10]. The inner energy band 
has space for two electrons and the second and third energy bands have space for 
eight electrons. The outer most energy band, where electrons are present at 
absolute zero2, is called the valence band. The energy bands above the valence 
band are called conduction bands. The energy gap between these two bands is 
called band gap and defines the least energy an electron has to be added for 
leaving the valence band, thus creating two free charges, an electron and a hole3.  
Both the free electrons and the holes contribute to the electrical conductivity and 
are called charge carriers, or just carriers. Figure 5 illustrates the energy bands of 
a silicon crystal, where the two inner bands are filled up and the third band is 
either partly or completely filled up. 
 
 
 
 
Figure 5: Illustration of the energy bands of a silicon crystal (inspired by [11]). 
 
 
 
                                                 
2 The lowest possible temperature is normally called absolute zero. At that temperature the atoms 
are at complete rest. This is measured to 0 degrees on the Kelvin scale and -273.15 degrees on the 
Celsius scale. 
3 The hole is not truly an existing charge physically regarded, it is just the absence of an electron in 
the valence band, but in many cases it can be easier to just regard the absence of an electron as an 
existing charge, and in many cases it behaves like an existing charge. 
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2.3 Photo Generation of Charges 
 
When an atom absorbs a photon, it gains some extra energy [12]. If the energy 
gained from the photon Ephoton is bigger than the band gap energy Eg for the 
specified atom, satisfying Equation 4 (where h is Planck’s constant, c is the speed 
of light, v the frequency of light, and λ is the wavelength of light), it could result 
in an electron getting knocked free which would create an electron-hole pair. For 
silicon, the band gap Eg is 1.11 eV in 300 K. Electron-hole pairs can also be 
generated from thermal energy when an electron in the valence band gains 
thermal energy that is larger than Eg. 
 
 
Equation 4 gphoton E
chvhE ≥⋅=⋅= λ  
 
 
2.4 Recombination 
 
Recombination occurs when an electron falls through a hole from the conduction 
band to the valence band [13]. The energy released from the recombination 
process is usually transferred to another electron, called the Auger process, or 
emitted as a photon, called a radiative process. Impurities and non-perfect crystal 
structures have an increased chance of making a recombination centre where 
charges are recombined at an increased rate [14]. An example of such an impurity 
would be gold atoms, which trap electrons and later drop them into the valence 
band again. 
 
The surface area of the silicon structure also has an increased amount of 
recombination centres due to broken up bonds in the silicon crystal [15]. Because 
of these free bonds towards the surface, the charges have a greater chance of 
recombining in this area, thus the minority carrier lifetime is decreased when it is 
close to the surface. Other irregular crystal structures might also create 
recombination centres due to free bonds in the silicon crystal, like missing atoms 
or planes in the crystal structure, illustrated in Figure 6. 
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a) 
 
b) 
 
 
 
c) 
 
 
 
 
d) 
 
Figure 6: Examples on imperfect crystal structures which increase the chance for 
recombination centres, a) missing atom, b) missing plane, c) skewed plane, d) crystal surface 
 
 
2.5 The Semi-conductor 
 
To manipulate the electrical properties of the substrate, we can dope it [18]. 
Doping is done by introducing substitute atoms into the silicon crystal which will 
either give an extra electron or an extra hole. Suitable substitutes would be atoms 
that either have one less or one more electron in its outer shell. Boron (B) and 
arsenic (As) are two such often used substitute atoms in silicon crystals. Since 
boron has only three electrons in its outer shell it would not manage to get its 
whole outer shell filled from the covalent bonds, so it would make an acceptor 
centre. This would give a free hole in the crystal structure which will be floating 
around, illustrated in Figure 7 b), and this is called a p-doped silicon crystal. Also, 
doping a silicon crystal with arsenic, which has 5 electrons in its outer shell, 
would make a donor centre which would give an excess of free electrons in the 
crystal. This will then give an n-doped crystal, shown in Figure 7 a). 
 
 
  10 
Si Si Si
Si As Si
Si Si Si
-
 
a) 
 
Si Si Si
Si B Si
Si Si Si
+
 
b) 
 
Figure 7: Simple illustrations of a) a donor centre, making an n-doped silicon crystal with 
excess of electrons and b) an acceptor centre, making a p-doped silicon crystal with excess of 
holes. 
 
 
2.6 Diode 
 
The diode is the most basic component in a semi-conductor that most other active 
components rely on [24]. A diode is created over two differently doped areas in 
the substrate where one area has an excess of donor atoms and the other area has 
an excess of acceptor atoms. In Figure 8 we see the schematic symbol for the 
diode to the left and compare this to the physical two-dimensional model of the 
diode. 
 
 
n
p
- - - -
- - - -
anode
cathode
+ + + +
Symbol Model
 
 
Figure 8: The symbol and a two-dimensional model of a diode. 
 
 
The diode will naturally have an excess of electrons on the n-doped side and an 
excess of holes on the p-doped side to keep the substrate at equilibrium. Due to 
the large carrier concentration gradients at the pn-transition, we will have a 
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diffusion of carriers across the transition, where holes diffuse to the n-doped side 
and electrons to the p-doped side and recombine. This reduces the free carriers on 
both sides and we will get an electric field ε over the pn-transition, directed from 
the positive charges in the n-doped substrate towards the negative charges in the 
p-doped substrate. The area where we have an electric field and carrier-free region 
is called a depletion region. The width of the depletion region is shown in Figure 
9 and it is determined by the doping concentration and the voltage potential over 
the diode, also called contact potential. 
 
 
n p
+ +
+ +
+ +
+ +
- - - -
- - - -
- - - -
- - - -
ε
W
 
 
Figure 9: Two-dimensional cross-section of a diode. 
 
 
Equation 5 show how the width of the depletion region is calculated, where ε is 
rεε ⋅0  (the empty room permittivity times the dielectric constant), V0 is the 
contact potential, q is the electron charge, and Na and Nd are the acceptor and 
donor concentrations. 
 
 
Equation 5 ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=
da NNq
VW 112 0ε  
 
 
2.6.1 Forward and Reverse-biased Diode 
 
What makes the diode so useable is the fact that the current flows almost freely 
one way through it while the current going through the diode in reverse is 
negligible small in comparison [25]. This is because the applied electrical field in 
forward bias opposes the built-in field and therefore lowers the electrostatic 
potential barrier. In reverse-bias, however, the applied electrical field is in the 
same direction as the built-in field, thus increasing the electrostatic potential 
barrier. We can also see this change in Equation 5, since in forward bias we would 
lower the contact potential V0 while in reverse-bias the contact potential V0 would 
be increased. 
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Most often it is desired to only have reverse-biased diodes in the semi-conductor 
circuits, but typically analogue components change this electrostatic potential 
barrier by adjusting the contact potential V0 in order to affect the component’s 
response properties. Some semi-conductor devices also depend on the ability to 
change this electrostatic potential barrier in order to function. 
 
 
2.6.2 Current Generation in an Illuminated Diode 
 
In chapter 2.3 we described the effect that photons have on the electrons in the 
silicon crystal and how this can generate electron-hole pairs [26]. Usually, an 
electron-hole pair is lost through recombination after a short time. But if this 
occurs in or within a diffusion length from the depletion region of a diode, these 
charges have a chance of being separated from each other. A charge couple that is 
generated inside the depletion region will be separated by the electric field across 
the pn-transition, and a charge couple that is generated within one diffusion length 
from the depletion region may diffuse into the depletion region and be separated. 
This generates a current that is expressed by 
 
 
Equation 6 ( )WLLqAgI npopop ++= ,  
 
 
where q is the electron charge, A is the cross-section of the diode, and gop is the 
generation speed caused by the light. W is the width of the depletion region, while 
Lp and Ln are the diffusion length. 
 
 
2.7 Noise in Semi-conductors 
 
Noise is impossible to do away with and will always have to be accounted for in 
semi-conductors. There are many different types of noises, each with their own 
characteristics, but the three most important ones are thermal noise, flicker noise, 
and shot noise [27]. kTC noise is also an important noise to take into account, 
however, kTC noise is mainly caused by thermal noise [28]. Most noises can be 
more or less avoided with clever designing. 
 
There is also a different type of noise that is common in semi-conductors where 
there are several supposed-to-be equal analogue components, called mismatch 
noise [29]. This is not a real noise in a signal, but rather a noise that gives equal 
components slightly varying abilities, which is easiest seen in the greater picture 
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of many components, typically components in a sensor net. Sometimes this 
mismatch can affect one single component visibly, like VCOs4. 
 
As thermal noise, flicker noise, and shot noise are always changing over time, 
these noises are grouped as temporal noise. The mismatch noise is classified as a 
fixed pattern noise since it generates a noise pattern in a sensor net that always 
stays the same. 
 
 
2.7.1 Thermal Noise 
 
Thermal noise is the most basic of all noises and can appear across any resistor. It 
is caused by the thermal activity in the carriers, has a white spectral density, and 
its amplitude is proportional to temperature. This noise is described 
mathematically as 
 
 
Equation 7 ( ) kTRfVR 42 = , 
 
 
where k is the Boltzmann’s constant, T is temperature in Kelvin, and R is 
resistance. Either lowering the temperature or lowering the resistance would both 
lower the thermal noise, which puts a limit to the resolution achieved by any 
electrical circuit. 
 
 
2.7.2 Shot Noise 
 
Shot noise appears in dc currents in pn-transitions because of the individual flow 
of finite carriers and gives a white spectral noise. It is usually larger than thermal 
noise and is especially a problem in sensors, like photo diodes. This noise is 
modelled as 
 
 
Equation 8 ( ) Dd qIfI 22 = , 
 
 
where q is the electron charge and ID the current flowing through the pn-
transition. 
 
 
                                                 
4 A VCO, or Voltage Controlled Oscillator is an oscillator which frequency can be adjusted by 
adjusting the bias voltage or current to it. In bad cases of mismatch, the VCO could fail operating 
in the right frequency domain. 
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2.7.3 Flicker Noise 
 
Flicker noise is a pink spectral noise which is also often called 1/f noise or pink 
noise because of this. As its name suggests, the noise grows inversely proportional 
to the frequency and is related to dc currents. It is mainly caused by traps as well 
as by generation and recombination noise in conductive channels. 
 
In some designs they can also reduce the dynamic range in the read out signal, 
thus also reducing the precision. In slow operating accumulate-and-reset5 circuits, 
this will also have a bigger impact on the read out result, due to the fact that this 
noise is a pink spectral noise. As written about in chapter 2.4, there is not much 
one can do in order to avoid this noise, since the crystal’s regularity is not within 
the designer’s control. But reduction of the crystal’s surface contact with the 
conductive channels in the silicon crystal is commonly employed. Some circuits 
are also made to measure this noise and may be able to subtract it. 
 
 
2.7.4 kTC Noise 
 
Generally, capacitors are noise-free, but they are affected by noise from other 
sources. During reset of any accumulation-and-reset sensor we will have noise 
generated over the reset transistor due to its resistor properties, therefore, this is a 
noise caused by thermal noise. This noise will be apparent on the capacitance 
node when the reset transistor is turned off since once the reset transistor is turned 
off the noise value is held on the capacitance. It is expressed as 
 
 
Equation 9 
C
kTVn =2 , 
 
 
where we can see that it only is dependent on the temperature T and capacitance 
C. Either lower temperature or higher capacitance would naturally reduce this 
noise, though, it can be accounted for using the CDS technique explained in 
chapter 1.1.1. 
 
 
2.7.5 Mismatch Noise 
 
Mismatch noise is nothing that is often noticed in a single component’s readout, 
but is more apparent in the greater picture in a network of nominally equivalent 
components. This noise is especially visible in sensors, like image sensors, and 
                                                 
5 A typical accumulate-and-reset circuit would be the photo pixel, where a charge is accumulated 
over a certain time, and then read out and the circuit reset so it can start a new accumulation of 
charges. 
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gives itself away with a fixed pattern in the data from the sensor network. This 
noise is caused by errors during the processing of the wafer and the two most 
usual errors are parameter changes over the chip and lattice effects. 
 
The parameter changes can be caused by several things, but changes in 
capacitances seems to be the most usual as the insulating layers vary slightly in 
thickness across the chip. The impurities in the substrate can also vary slightly 
across the chip. 
 
Lattice effects are a completely different error than the parameter changes; they 
occur as a result of the masks used during processing which are so small 
compared to the light’s wavelength that we achieve a lattice effect where the light 
spreads slightly once passing through. This can change the shape of the desired 
components a good amount and is affected by its surroundings. 
 
Since the mismatch noise manifests as a fixed pattern, this noise can be corrected 
for afterwards by subtracting the fixed pattern noise from the result at the sacrifice 
of more computing resources. The better way to resolve this noise is to take 
mismatch noise into account during the design of the chip. In schematics we 
would want to avoid mismatch prone components in a sensor network, and in 
layout we would design with care so that each sensor and every component inside 
the sensor gets as similar surroundings as possible. 
 
  16 
3 The Circuit 
 
The first step in designing an electrical circuit is to study what has been done 
before and identify their known issues. This is the most important part of a project 
because, if this research is lacking, one risks ending up nowhere closer to the goal 
than the previous projects done within the subject. After previous projects have 
been analyzed and techniques of solving different issues studied, one can start the 
design process of the new project. 
 
 
3.1 Foveated Pixel Design 
 
Since this project is about reducing noise in a retinomorphic camera, it is natural 
to look at the earlier project done on this written about in chapter 1.3. As we saw 
in Figure 2 a), the camera’s performance is heavily affected by noise. To 
understand first how this camera works, we take a look at its design. 
 
 
 
 
Figure 10: Foveated pixel schematic [30]. 
 
 
In Figure 10 we see the in-pixel logic for the Foveated camera, except for the 
photo sensor and the communication circuitry. The photodiode is connected to Iph 
and the current is mirrored in the current mirror Qc1-Qc2, which also can act as an 
amplifier and is then called tilted current mirror. The current mirror then charges 
up Vm. Once Vm has reached the switch point of the inverter, it spikes and initiates 
the communication in the communication circuitry. Transistor Q2 opens as well, 
Noise Reduction In Retinomorphic Photo Circuits 
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and since Vreset is active high6, the Q1 transistor is already opened and Vm is pulled 
to Vdd. As soon as the outside communication circuitry has sent a reset signal to 
the pixel, Vm is reset to Gnd and when the reset signal goes low again, the current 
accumulation starts again on Vm. 
 
 
3.1.1 Characterising the Noise 
 
To be able to observe temporal noise and fixed noise, one needs several pictures 
taken with the camera or a recording from it. If one finds a changing noise pattern 
in these pictures then the noise is temporal. On the other hand, if the noise pattern 
is the same on all pictures then the noise is fixed. However, if there are both kinds 
of noises, it can become difficult to differentiate between the two in order to find 
the fixed pattern noise. 
 
There was a calibration tool created for the Foveated camera which did improve 
the picture quality quite a bit (Figure 2) which tells us that there is some heavy 
mismatch noise in it. The post processed image is still not entirely noise free but it 
is difficult to determine how much is due to post-processing and how much is due 
to actual temporal noise. 
 
 
3.1.2 Identifying Noise Sources 
 
3.1.2.1 Fixed Pattern Noise 
 
The mismatch noise is clearly the worst noise in the Foveated camera, therefore 
we will take a look at this noise first. To make a mismatched reduced pixel, we 
need to find the components where the mismatch noise has the most impact. If we 
look at the pixel design in Figure 10, we will first notice the current mirror as it is 
known to be prone to mismatch. In this design the current mirrors act as an 
amplifier, according to Equation 10 when in sub threshold with the slope factor 
neglected, where we can adjust the voltages V1 and V2. 
 
 
Equation 10 TU
VV
in
out e
I
I 21−=  [31] 
 
 
But not only V1 and V2 affect the amplification. The difference in width between 
these transistors and the difference between the threshold voltages affects it as 
                                                 
6 When a signal is active high, it means that the active signal that initiates an event is a logic high. 
An active low signal would initiate an event when the signal is a logic low. 
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well. Equation 11 shows us how mismatched threshold voltages and dimensions 
of the transistors can change the amplification abilities of the pixel. 
 
 
Equation 11 ⎥⎦
⎤⎢⎣
⎡ −−+=
T
tt
in
out
U
VVVV
L
W
L
W
I
I 2211
1
1
2
2
exp  
 
 
Another component that is sensitive to mismatch is the inverter. The threshold 
voltage and the dimensions of the transistors are critical here as well and may 
cause two instances of the inverter to switch at different voltages, which then 
again makes two seemingly similar pixels have a different sensitivity to the 
incoming light. In Equation 12 we see how the varying parameters of the 
threshold voltage and the dimensions of the transistors change the inverter’s 
switching point Vswitch. 
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3.1.2.2 Temporal Noise 
 
The possible temporal noise in this pixel would most likely come from the 
photodiode and would be amplified in the current mirror. Since the current 
mirror's amplification can be rather strong when used as an amplifier, any other 
temporal noise sources in the following logic would count less on the result. 
However, if not used as an amplifier, the chance for the signal to be visibly 
affected by the noise of the following components is increased. 
 
In the event generator we have a very well known source of noise, which is the 
reset. The reset transistors between pixels have slightly different abilities and are, 
in general, not able to reset the potential in the charged circuitry to the global 
reset-value. The resistance in the reset transistor also causes kTC noise since the 
capacitance will hold this noise once the reset is done. 
Noise Reduction In Retinomorphic Photo Circuits 
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3.2 The Photo Sensor 
 
There are a variety of different photo sensor designs to choose from. Some are 
more common than others and their popularity depends much on the cost to 
implement them into the design, as they may require extra process steps7 which 
also increase the cost of making the circuit. They also have different properties 
which make them more suited for some applications than others. In this project we 
were limited to using one particular standard CMOS process so only the most 
basic photo sensors possible to implement into this process will be taken into 
consideration.  
 
 
3.2.1 Active-substrate/well-substrate Photodiode 
 
An active-substrate or well-substrate photodiode are simply made by doping the 
substrate in such a way that we can reverse bias the pn-transition (Figure 11) [33]. 
The depletion region that the reverse biased pn-transition creates is where we will 
have the current generation. As explained in chapter 2.3, photons will generate 
electron-hole pairs and when these are generated in the depletion region or within 
the diffusion length they will generate a current as the electrons are attracted to 
the n-doped area of the substrate while the holes are attracted to the p-doped area 
by the electric field in the depletion region. 
 
By accumulating and reading the amount of generated charge, we can tell about 
how much light was absorbed in the substrate right where our photodiode is 
located. 
 
By reading this generated current as it is or by accumulating it, we can tell 
approximately how much light was absorbed in the photodiode area. However, the 
accuracy of this signal is not 100% since we get noise in the form of a dark 
current as well. The most prominent noise source in this well photodiode is the 
surface, called surface generation, as the recombination of charges occurs much 
faster here than anywhere else in the photodiode [34]. Dark current also consists 
of two other noise components which are smaller than the surface generation; 
generation current in the depletion region, which is temperature dependent, and 
diffusion current, also temperature dependent. 
 
 
                                                 
7 Each step in a production of an integrated circuit is usually called a process step. Doping, 
depositing, and etching are examples of different kinds of process steps. The more steps the 
production of a chip requires, the more expensive it will be to produce. 
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Figure 11: Cross-section of an active-substrate photodiode in p-doped substrate. 
 
 
3.2.2 Phototransistor 
 
The phototransistor is a bipolar transistor that is exposed to light [9]. Electron-
hole pairs are generated in the transistor and collected by the two depletion 
regions at the pn-junctions (Figure 12). Usually the emitter is connected to a 
grounded net, therefore, the emitter-base junction is kept as small as possible and 
is often covered by some metal to prevent loss of the photo current. As a result, 
most of the photo current is generated over the collector-base junction and will 
therefore act as the only photodiode. 
 
Just like in a normal well photodiode, the current is generated as photons create 
electron-hole pairs in or near the depletion region of the collector-base pn-
junction. The photon-generated charge that stays in the base builds up a potential 
and when that potential reaches the threshold voltage of the phototransistor it acts 
like an amplifier. The system could be regarded as a bipolar transistor with the 
collect-node connected to the base-node through a photodiode. 
 
Obviously, the high gain is a great feature, but not all processes preferred for 
CMOS-circuits support the steps needed to make a good phototransistor as NPN-
bipolar transistors have better gain than PNP-bipolar transistors due to the fact 
that the hole mobility is much lower than the electron mobility. There are also 
huge surface areas that add quite a bit of dark current which would also get 
amplified in the phototransistor. 
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Figure 12: Cross-section of a phototransistor in n-doped substrate. 
 
 
3.2.3 Pinned Photodiode 
 
A pinned photodiode works much the same way the active-substrate photodiode 
does but it is buried into the substrate instead [5]. This gives us a great advantage 
noise-wise since we avoid any surface contact, therefore, we have a smaller dark 
current. Due to its layout, as seen in Figure 13, we also gain two pn-transitions 
stacked on top of each other. This design increases the chance of a generated 
electron-hole pair getting caught up by the depletion region, thus increasing its 
light sensitivity. 
 
To make a pinned photodiode one makes an area n-doped, then puts a p-doped 
area above, only leaving a small part of it accessible from the surface. Some pixel 
designs, like the active pixel sensor [4], lets this photodiode be completely buried 
without any surface contact at all. 
 
 
 
 
Figure 13: Cross-section of a pinned photodiode in p-doped substrate [35]. 
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3.2.4 Semi-pinned Photodiode 
 
Making a pinned photodiode requires a special process which is not always an 
option for the designer. However, there are alternative ways to avoid this surface 
noise; one of those ways would be to make an n-well as the photodiode, then 
make a p-active in this n-well to cover as much of the surface as the design rules 
allow you. We would almost completely avoid the surface contact this way as the 
diffusion region would reduce the n-well’s surface contact even further. In Figure 
14 we see a cross section of such a photodiode. Here we would also gain two pn-
transitions stacked on top of each other, enhancing the photo response of the 
photo sensor. 
 
 
 
 
Figure 14: Cross-section of a semi-buried photodiode in p-doped substrate. 
 
 
In Figure 15 we see what the schematic equivalent of the photo sensor in Figure 
14 looks like, where one diode is an active-well diode and the other is a well-
substrate diode. 
 
 
Iph
 
 
Figure 15: Schematic illustration of the semi-pinned photodiode. 
Noise Reduction In Retinomorphic Photo Circuits 
  23  
 
 
3.3 The Event Generator 
 
To be able to make an image of what the pixel can “see”, we need a way to 
measure the signal from a photo sensor. In a common camera, this signal is 
usually collected from the pixel after the light current has been accumulated over 
a set amount of time and processed into a digital signal outside the pixel matrix. 
For the retinomorphic pixel, the signal gathered from the pixel does not need any 
more processing besides being given an address and time when it was excited. If 
desired, the retinomorphic pixel can also process the signal for a given task, such 
as edge enhancement or temporal differentiation. 
 
The image is then built up externally using a simple, usually by just calculating 
the time between the current event (or spike) and the previous one, but many 
applications do not even require the reconstruction of an image. 
 
 
3.3.1 Inverters-only Event Generator 
 
For this to happen we need an event generator inside the pixel in order to create an 
event. The most simple event generator we can make would be just an inverter, 
connected with a capacitor and a reset circuit on the input net of the inverter. To 
achieve a higher gain from the event generator so that we get a quicker transition 
in the output signal, one could use double inverters instead, like shown in Figure 
16. If the transistors in the first inverter were long, but narrow, while the 
transistors in the second inverter were wide, but short, we would have an inverter 
couple that would give the best gain and best fan-out8.  
 
The signal map is shown in Figure 17. At t1 the switch point of the first inverter 
Vswitch is reached. This initiates the event, sending out a pulse on Vap. The pulse is 
read by the communication circuitry and, at t2, a reset pulse is sent back on Vreset 
to acknowledge that the signal was read. Vm is reset and held at Vdd until the reset 
pulse ends at t3 and from here the cycle is repeated. The size of capacitance Cm 
and the current Iph are the main factors that decide how long a cycle is and Cm 
should be scaled so that the pixel gets an acceptable working frequency. 
 
This design has several weaknesses, though. Firstly, it is energy wasting, as Vm 
will only slowly move towards the switching point Vswitch, which will make the 
inverter “leak” current from the power supply to the ground during the relatively 
long transition period. Looking at Equation 13 for the total used energy in a 
transition, we can see that the longer the transition will take, the more energy is 
                                                 
8 Fan-out is used to describe the output abilities of a logical circuit and tells us how much load the 
output of the logical circuit can handle. Ideally we would want the fan-out to be infinite, meaning 
that the output could handle an infinite load. 
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used by the inverter during the transition, since during the transition Vdd and Gnd 
are more or less shorted over the inverter. 
 
 
Equation 13 ( )∫ ⋅=
t
transition dttiUW  
 
 
When the potential stored on Cm is close to triggering an event, this circuitry will 
become very sensitive to noise. Even a small jump due to noise on the Vm-net 
could trigger an event, for then jumping back again. In unfortunate cases, this 
could be misinterpreted as a request by the arbiters and would prevent them from 
taking requests from other pixels, as well as giving false information about an 
event. Due to mismatch errors among the various pixels, we will also have pixels 
with slightly different characteristics. Errors like this could be caused by reset 
transistors which do not reset Vm to the exact same potential or by the inverters 
having a slightly different switch point and gain. It would be seen as salt-and-
pepper noise in the image recorded by the camera. 
 
 
 
 
Figure 16: A simple event generator made only from inverters 
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Figure 17: Signals over time in an inverter-only event generator 
 
 
3.3.2 Integrate & Fire Neuron with Cap. Feedback 
 
To try to solve some of the issues mentioned above with the inverter-only event 
generator, we could add a capacitor so that we gain a capacitative feedback. Then 
we would have a circuit that is similar to the Integrate & Fire neuron (often 
abbreviated to just I&F neuron) as it is described by Mead [20]. 
 
The function of this circuit would be practically the same as the inverter-only 
event generator, illustrated with a signal map in Figure 19 below. The only 
difference we see in the signal map is that Vm is pulled down after the switch point 
t1 of the inverter. When Vm moves towards the switching point Vswitch at t1, the 
output Vap will change faster than Vm, since the inverters acts as strong amplifiers 
close to their switching point. As Vap changes, it will pull Vm with it through the 
capacitative feedback Cfb and thus make the transition faster. The feedback from 
the capacitor will affect Vm according to Equation 14 below. 
 
 
Equation 14 
fbm
fb
DDm CC
C
VV +=Δ  [21] 
 
 
If we regard Equation 13 mentioned above again, we will see that a shorter 
transition would also waste less energy, since we know that the leakage from Vdd 
to Gnd will not last as long. The event generator would become quite substantially 
more robust to noise around the inverter’s switching point as well, due to the 
positive feedback from the capacitor. Additionally, it makes the output signal Vap 
gain a sharper flank, which is ideal for the digital communication circuitry. We 
will still have the issue of mismatch noise, because the switching point of the 
inverters can still vary and the reset transistor will still have varying abilities to 
reset the Vm node to Vdd. 
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Figure 18: Simplified Integrate & Fire neuron with capacitative feedback [19] (note that the 
reference picture resets to ground while this circuit resets to Vdd) 
 
 
 
 
Figure 19: Signals over time in an Integrate & Fire neuron 
 
 
3.3.3 Integrate & Fire Neuron with Relative Reset 
 
Since the changing abilities of the inverters cause so much trouble with the quality 
of the signal, we would really want to find a way to compensate for this. Even if 
this noise would be mostly fixed for each pixel, thus making it easy to correct in 
software by calibrating the camera, it would still demand more resources than 
what might be available in certain systems. Therefore, we would really want to 
find a way to compensate for this immediately inside the pixel without taking up 
much more space. 
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Usually, the reset circuitry of a system resets to an absolute voltage. Most of the 
time, this is reasonable and also the easiest solution. But sometimes it makes the 
mismatch noise of a system very apparent, especially if we have many sensors 
within the same system. Another alternative to resetting the circuit to an absolute 
voltage would be to reset the circuit such that the leap from the switch point for 
the inverters would be constant. This would reduce the mismatch errors the circuit 
is vulnerable to. 
 
One realization of this I&F neuron with relative reset would be to have a feedback 
from the neuron’s own output that controls its reset. The simplest solution would 
be to just have a feedback connection that stops the reset once the output switches, 
such as using a transistor to suffocate the reset as shown in Figure 20. 
 
Its function is almost similar to the I&F neuron with capacitative feedback written 
about above, but the function of the reset circuitry is slightly different. When the 
circuit reaches the switching point of the first inverter Vswitch at t1 in Figure 21, the 
signal on Vap goes low and opens the local reset transistor Mlr. This enables the 
neuron to be reset by an external reset signal Vreset. At t2, seen closer in Figure 22, 
when the signal has been read and acknowledged and the external reset signal 
Vreset is sent out to the neuron, it resets up to the switching point Vswitch, but once 
this point is reached, Vap goes high and suffocates the reset of Vm. When Vap goes 
high, the feedback capacitance Cfb will boost the voltage on Vm a bit further so that 
we get past the switching point Vswitch with a margin expressed by Equation 14 
mentioned earlier. The signal would then end up at Vmax, which is not Vdd, but 
 
 
Equation 15 delaymswitch VVVV +Δ+=max , 
 
 
where ΔVm is expressed in Equation 14 and Vdelay is the extra voltage potential we 
would gain because of the delay of the inverters and because the local reset 
transistor Mlr will not completely suffocate the reset until Vap reaches its threshold 
voltage. Since the reset is cut off by Mlr the current accumulation from the input 
signal Iin will start again right after t2, unaffected by the reset signal Vreset going 
high again at t3. 
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Figure 20: I&F neuron with relative reset 
 
 
 
 
Figure 21: Signals over time in an I&F neuron with relative reset 
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Figure 22: Vm right after time t2 if we simplify by ignoring Vdelay. 
 
 
 
 
Figure 23: Comparing Vm of two circuits with different switching points Vswitch. 
 
 
This solution gives us the constant leap we are looking for. If we look at Figure 
23, this clearly shows us the advantage with a relative reset circuitry. Since it 
would be hard to get two inverters with equal abilities, we would have one 
inverter that would have its switching point at Vswitcha and the other with its 
switching point at Vswitchb. If  this circuit were to reset to an absolute voltage, like 
Vdd, we would end up having two circuits that would give two different outputs 
for the same input current Iph, because circuit B would have to accumulate more 
charge in order to take the greater step to Vswitchb than circuit A would have to 
accumulate to reach Vswitcha. With a relative resetting circuit, the steps ΔVma and 
ΔVmb would be equal, even if the switching points of the inverters were different. 
 
Of course, this now requires matched capacitors instead, as ΔVm depends on the 
relation between Cm and Cfb. Matching of capacitors is generally better than 
transistors, and with careful designing of the capacitors this can be achieved with 
acceptable margins. We will also still be a bit dependent on Mlr’s ability to reset, 
as it will not be cut off until Vap reaches its threshold voltage. Though if Mlr is 
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designed to be slow in resetting Vm but fast in switching off, it will have a limited 
effect on the relative reset. 
 
 
3.4 Address Event Representation Communication 
 
A real neural network consists of point-to-point connections, including the optical 
nerve from the eye to the vision centre in the brain, thus much of the brain’s 
volume is dedicated to these connections. However, designing a similar point-to-
point structure of connections inside chips and to or from chips is simply not 
possible. Inside the chip we are restricted to the amount of metal layers available 
for routing, and out of the chip we are restricted to the amount of pins available 
for signals. This is usually very limited and nowhere close to the amount of pins 
needed for a point-to-point connection out of the chip. 
 
A popular solution that is well established for asynchronous neuromorphic 
communication is the Address Event Representation (AER) protocol [36]. Since 
most of the neural communication occurs with spikes, all we need to know is if a 
neuron has spiked. Instead of using a point-to-point connection to tell us this, an 
AER bus is used instead, like in Figure 24. The AER bus is used for sending the 
address to which neuron has spiked, since that is all we really need to know. This 
takes advantage of the speed we can achieve in integrated circuits to compensate 
for the lack of connections between the neurons. However, the bus has to be much 
faster than what we would expect in average spiking of the neural network it 
connects from, otherwise the bus would be flooded and spikes would get lost. 
 
 
 
 
Figure 24: A typical AER bus [37]. 
 
 
As for all kinds of data buses, we need to make sure there will be no collisions. 
For the AER protocol, a collision occurs when two neurons are excited and try to 
send out their data on the bus at the same time. This can result in either a lost 
event or a false address, resulting in two lost events. 
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A commonly used anti-collision circuit in the multiplexer is the arbiter, illustrated 
in Figure 25 a). It introduces a hand-shake communication, where it makes sure 
that only one neuron gets their event out on the AER bus at a time. The hand-
shake consists of only a request and an acknowledge signal, where the neuron first 
sends a request, and once its event has been sent on the AER bus it gets an 
acknowledge signal, meaning it can reset itself. If two neurons would spike at the 
same time, the arbiters would let one of them wait until the other one is done 
spiking. 
 
 
 
 
a) 
 
b) 
 
Figure 25: a) schematic of an arbiter and b) arrangement of arbiters in full arbitration [38]. 
 
 
The full arbitration is built up by placing these arbiters in a hierarchy as shown in 
Figure 25 b), and the first to spike gets their request heard first by the arbiters. The 
address is then recorded and acknowledgement is sent back before the next spike 
is handled. This only works well if the bus is not over crowded, though. If the bus 
gets overcrowded, some neurons would never be heard by the arbiters, since if 
both of the requests to one arbiter somewhere in the hierarchy never go low at the 
same time the arbiter would never stop requesting further up in the hierarchy. That 
is why these arbiters are called ‘greedy’ arbiters. If the neural activity is too high, 
this could even cause having only a few neurons that share the same higher 
hierarchical arbiters to occupy the whole bus, never letting any other neurons 
access the bus. Due to this, the speed of the bus and the expected activities of the 
neural network have to be carefully judged. 
 
 
3.4.1 Two-dimensional AER Communication 
 
It would be hard to use a single arbiter tree like the one in Figure 25 b) for any 
other arrangement of neurons than a column arrangement. The easiest way to 
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generate a precise address for the neurons in a two-dimensional matrix is to record 
two addresses, one for the x-axis of the neural matrix and one along the y-axis. If 
both of these addresses were recorded when a neuron spikes, we would then know 
exactly which neuron spiked by intersecting those two positions, as shown in 
Figure 26. 
 
 
y-addr.
y-arb.
 
 
Figure 26: A two-dimensional neural network with AER communication [39]. 
 
 
The in-pixel communication circuitry, adapted for a two-dimensional AER 
communication, is rather simple, only consisting of a NAND-gate and a few extra 
transistors as illustrated in Figure 27 [40]. Once the neuron is excited and sends a 
request, the request is first sent to the y-arbiters through ReqY, as soon as it gets an 
acknowledge on AckY (and also reset-signal ResetY) it sends out a request to the x-
arbiters through ReqX, then its location is recorded on the AER bus and the hand-
shake is completed. 
 
 
ReqY ReqX
AckY
ResetY
ResetX
Neuron
Reset
Request
 
 
Figure 27: In-pixel communication circuitry. 
 
Noise Reduction In Retinomorphic Photo Circuits 
  33  
 
3.5 The Photo Pixel Circuit 
 
A working photo pixel needs to contain a photo sensor, in-pixel logic, and 
communication circuitry to be able to function. The photo sensor is obviously 
needed for recording the incoming illumination. After that follows the in-pixel-
logic which is needed to operate the reset and eventually perform any other 
operations needed. In the most usual pixel designs, the only in-pixel logic we have  
is the reset circuitry of the pixel and a single transistor amplifier for the readout. 
The communication circuitry is needed for reading out the signal in order to 
decide when the pixel should be read out. Usually the communication circuitry is 
purely one-way. 
 
 
3.5.1 Photo Sensor 
 
Despite that temporal noise was not our biggest issue to overcome with the 
retinomorphic pixel we decided to use the semi-buried photodiode as photo sensor 
in this project. The other advantage this photo sensor layout has is that it is much 
more sensitive to light than the well diode but not as noisy as the phototransistor. 
We decided not to use an amplifier, giving us the advantage of enhancing the 
performance of the pixels by keeping them from becoming too insensitive to light. 
 
 
3.5.2 Event Generator 
 
In this project we will use the Integrate & Fire neuron with relative reset as our 
theory suggests that this could solve some of the mismatching issues. Later 
simulations confirmed this theory with good margins as well. The capacitors Cm 
and Cfb will be sized approximately equal, making ΔVm become 2Vdd  according 
to Equation 14, but practically it will be a little less since there will be larger, 
parasitic capacitances in the photo sensor and from the gates in the inverter. 
 
The inverters were sized so that the first inverter got relatively long transistors, 
while the second inverter got short, but wide transistors. This was done in order to 
achieve high gain as well as high fan-out to drive the output capacitances without 
much delay, so that the relative reset would not depend too much on the inverter’s 
switching abilities. 
 
To gain a wider dynamic range we kept both the nmos and pmos transistors sized 
equally. This led to a switch voltage that is slightly below 2Vdd . We also gained 
a better margin so that we would not risk having the pixel reset Vm too close to 
Vdd. 
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The reset transistor Mlr was made as thin as possible so that it would be slow to 
reset the capacitances on the Vm-net. It is not very important how capable it is to 
reset, since its task only entails bringing the voltage on Vm to the switching point 
of the inverters. It will be the feedback capacitance Cfb that will have the main 
responsibility for lifting the voltage on Vm up over the switching voltage of the 
switchers. If Mlr is slow to reset, we have less of a chance that it will have much 
effect on the relative reset, thus its ability counts less in how the reset is 
performed. Also, another design restraint which needs to be taken into account, 
we need to assure that Mlr will not be able to pull Vm too close to Vdd. 
 
Mrst was made as wide as the free space in the pixel allowed us so that it would 
affect Mlr’s functioning as little as possible. 
 
 
3.5.3 Communication 
 
The communication circuit chosen for this project is a standard AER solution 
made for communicating with the arbiters explained in chapter 3.4. Its function is 
equal to what has been done before in the Foveated project [40]. The logic NAND 
gate was made as compact as the process used allowed us to as this is a pure 
digital circuit, but the transistors for the outgoing logic were made relatively wide 
in order to more effectively power the bus to the arbiters. 
 
 
3.5.4 Final Design 
 
The photo sensor, event generator, and the communication circuitry were put 
together as illustrated in Figure 28. Since this design consists of only the static 
pixels that are in the centre of the Foveated camera, the camera with this pixel 
design was given the name StaticBioVis, an abbreviation for Static Biological 
(inspired) Vision. Figure 29 shows us how the communication circuitry works for 
this pixel. Dimensions used for the components in the final design are shown in 
Table 1, Table 2, and Table 3. 
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Figure 28: Pixel logic for the StaticBioVis 
 
 
 
 
Figure 29: Signals over time for the StaticBioVis pixels. 
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Upper diode area A = 74.5 pm2 
Lower diode area A = 126.7 pm2 
 
Table 1: Photo sensor component dimensions 
 
 
1st inverter – pmos W = 0.80 µm, L = 3.00 µm 
1st inverter – nmos W = 0.80 µm, L = 3.00 µm 
2nd inverter – pmos W = 2.00 µm, L = 0.35 µm 
2nd inverter – nmos W = 2.00 µm, L = 0.35 µm 
Mrst W = 3.60 µm, L = 0.35 µm 
Mlr W = 0.40 µm, L = 0.60 µm 
Cm C = 57.424 fF 
Cfb C = 55.245 fF 
 
Table 2: Event generator component dimensions 
 
 
NAND-gate transistors W = 0.80 µm, L = 0.35 µm 
AER comm. transistors W = 1.70 µm, L = 0.35 µm 
 
Table 3: Communication circuit component dimensions 
 
 
The pixels are connected together in a pixel matrix as shown in Figure 30 and the 
x- and y-communication boxes contain the AER logic for handling the 
communication with the pixels and recording the addresses of the pixels. Arb_req 
is used by the arbiters to tell that there is a new address to be recorded from the 
off-chip bus X-address and Y-address, and once this has been recorded by the off-
chip circuitry, an acknowledge is sent back on Arb_ack to tell the arbiters that the 
address has been recorded. Then the arbiters reset the pixel once this is done and 
the communication circuitry is ready to handle a new request.  
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Figure 30: Communication circuitry 
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4 Simulation 
 
Simulating is an important part of designing a circuit as it is one of the tools 
available to us to confirm that the design will work theoretically. One can 
simulate the design both as a schematic and as a layout, but while the schematic 
simulation is faster, the layout simulation is more accurate. For this project, the 
simulation tool was used mostly on the schematics in order to compare the 
theories. 
 
 
4.1 Setting Up the Simulation 
 
For comparing the pixels, the setup shown in Figure 31 was used. Inverters were 
only added in order to make it able to communicate correctly with the arbiters. 
However, it was also simulated directly on the pixel without the communication 
in order to assure that the changes in the communication circuitry, by adding or 
removing inverters, would not affect the pixel’s performance. As the 
communication circuitry is much faster than the pixel’s operation speed, it was 
assumed that these changes would not impact the results and the findings later 
confirmed that assumption. 
 
 
Isource
ReqY
AckY
ResetYVm
req1
ack1
req0
ack0
reqU
ackU
Photo Pixel
Arbiter
 
 
Figure 31: The test bench used for the pixel designs. 
 
 
In order to approximate the current Isource, measurements were done from the 
Foveated camera. First we found how many events per second the whole pixel 
matrix would produce in a given light and from this found the average pixel 
spiking per second. Then the current generated across the photodiode was found 
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by calculating how much current would be needed to charge up the Foveated 
pixel’s Vm to the inverter’s switching point. From this, a value was estimated for 
the ampere per diode area. For the sake of the simulation process, it was assumed 
that all pn-transitions would generate the same amount of current per area. This is, 
of course, not correct, as a wider depletion region results in a larger current from 
Equation 6, but as we had no measurements for any other diode than the kind used 
in the Foveated camera, we had to settle with this assumption. 
 
 
4.2 Simulation of StaticBioVis Pixel Design 
 
When we put the StaticBioVis pixel into the test bench with the estimated photo 
current of 4 pA to test if the signals would be the same as we expected them to be 
from Figure 29, we got the signal map plotted in Figure 32. In this figure we can 
hardly see the digital signals more than just spikes occurring at seemingly the 
same time. This is because the simulation spans over 400 ms, while the digital 
communication in this simulation only lasts for 10 ns. We were able to see that it 
successfully communicates with the arbiters, though. 
 
 
 
Figure 32: Simulated signal over time for test-bench setup in Figure 31 when using the 
StaticBioVis pixel. 
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Figure 33: Signal Vm from plot in Figure 32 enlarged. 
 
 
From the plot in Figure 33 we see the signal Vm enlarged, and here we determine 
that the switching point Vswitch of the inverters is 1.27 V. The feedback capacitance 
Cfb pulls this signal down to 0.53 V. Since there is only the photo sensor and the 
feedback capacitance to pull Vm down, and that the current from the photo sensor 
is relatively low, we can say that ΔVm for this circuit is approximately 0.73 V. 
 
Comparing the simulated ΔVm with the theoretical value found in Equation 14 
when using the values from Table 2, we get that ΔVm is 1.62 V, which is quite a 
bit higher than the simulated value. The most likely explanation, as mentioned 
before, would be that the photo sensor and the input capacitances of the first 
inverter are relatively big compared to Cm and Cfb. If we calculate the capacitances 
for the photodiode and the input gate of the inverter using the process parameters, 
we get a parasitic capacitance of about 164fF, which is almost three times as big 
as Cm. Calculating ΔVm again, including the parasitic capacitances, we get 0.66 V, 
which fits better with our simulation results and is within accepted margins. 
 
When the circuit resets, it is the reset transistor that accounts for most of the 
charging of Vm until that net reaches Vswitch. Around Vswitch both the capacitative 
feedback and the reset circuitry charge up. The reset transistor Mlr will not be 
completely shut off until Vap reaches the threshold voltage of Mlr. Due to this, we 
can expect the reset value of the simulated model to be a bit higher than ΔVm. 
Since Vmax is 2.53 V, we calculate the potential difference from Vswitch to Vmax to be 
1.26 V. That makes Vdelay in Equation 15 0.53 V, which means that this is the 
extra potential caused by the delay from Vswitch. This is quite bad for our relative 
reset as this should ideally have been 0 V, then we would have no dependency of 
the inverters and the reset transistor Mlr for what the reset value becomes. 
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4.3 Comparing the Pixel Designs 
 
To measure the matching qualities of the pixels, a Monte Carlo analysis with the 
mismatch statistics provided by AMS was done with 99 simulations. Then the 
pixel error was calculated by taking the standard deviation of the pixels’ spiking 
frequency divided by the mean spiking frequency. This gives us a scalar error, 
where a lower number means better matching quality for the pixel. 
 
 
4.3.1 Foveated Pixel 
 
First, the simulation was performed with the design used in the Foveated camera. 
The same dimensions, as used by Mehdi in the Foveated project, were applied and 
the mirror was set to not amplify. The result of this simulation gave a pixel error 
of 25.23 % and the histogram of the results is shown in Figure 34. The pixel’s 
energy use was also measured to be 19.03 µW when simulating in a typical mean 
environment with a simulated light source equalling to 4.0 pA and an operating 
frequency at 16.16 Hz. 
 
 
 
 
Figure 34: Histogram of the Monte Carlo simulation results for the Foveated pixel design. 
 
 
4.3.2 Foveated Pixel without Current Mirror 
 
Then the simulation was performed again, still using the Foveated pixel design, 
but this time the current mirror was removed to test how much the mismatch noise 
between the pixels would improve. Also, since the current mirror was removed, 
the in-pixel circuitry was changed so that it was reset to Vdd instead of Gnd. The 
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pixel error was now measured to be only 1.946 %. In Figure 35 we clearly see the 
improvement by looking at the scale. This shows us just how much mismatch 
noise a current mirror can give us and if a design is really critical to have good 
matching, the current mirror should be avoided if possible. 
 
 
 
 
Figure 35: Histogram of the Monte Carlo simulation results for the Foveated pixel design 
without a current mirror. 
 
 
 
 
Figure 36: Histogram of the Monte Carlo simulation results for the pixel design used in this 
project. 
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4.3.3 StaticBioVis Pixel 
 
Finally, the same simulation was done on the pixel used in this project, the 
StaticBioVis pixel, and the results from the Monte Carlo analysis were a 
mismatch error of 0.1870 %. Studying Figure 36 we notice that the mismatch 
error is barely noticeable compared to the other scales. So even if the current 
mirror was responsible for much of the mismatch, the inverter and reset circuitry 
also had an effect on the mismatch noise in the pixel. 
 
Using the same simulated light source as was used for the Foveated pixel, this 
pixel’s energy use was measured to be 6.89 µW which is much less compared to 
the Foveated pixel. Its operating frequency, however, was a little lower, 14.24 Hz, 
but it is expected that the StaticBioVis pixel will have a higher light sensitivity 
due to its photo sensor design. 
 
 
4.4 Conclusion 
 
 
 
 
Figure 37: Comparing the histograms from Figure 34, Figure 35, and Figure 36 on the same 
scale. 
 
 
Despite the relative high dependency on the active components during reset 
according to the simulation in chapter 4.2, the results from the Monte Carlo 
simulations are very pleasing and show us that there is a great potential for 
improvement in the image quality of retinomorphic cameras. While the Foveated 
pixel had a very big mismatch, over 23 %, the StaticBioVis pixel’s mismatch 
noise on 0.19 % is barely noticeable. We can see in Figure 37 how great the 
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differences between these results are. Its energy consumption is close to only 1/3rd 
as much as well, which is a good thing for mobile devices. We need to keep in 
mind, though, that this is a simulation and simulations rarely manage to depict the 
real world completely, but it still gives us a positive sign that we are heading in 
the right direction, especially when improvements are so noticeable. 
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5 Layout 
 
The layout is an important part of designs where matching of different 
components is critical. There are several sources of mismatch noise as explained 
in chapter 2.7.5. If no relief measures are taken, these variations can, in some 
cases, change by over 20 %9. It is known that certain structural architectures can 
increase the matching. 
 
 
5.1 Issues in Production 
 
Parameter variations, like the process layers’ thickness is something we cannot do 
much about, we can only try to compensate as best as possible for these variations 
in the circuitry. Impacts of the lattice effects on the matching of the components 
in the chip are easier to reduce in layout. Since the patterns in the masks used 
during the process are so small compared to the wavelength, the light will spread 
some when passing through the masks. 
 
 
5.2 Avoiding Bad Layout 
 
The AMS CMOS C35 Design Rules guide suggests that designer puts the critical 
components closely together and in as large and regular a structure as possible. In 
our design, the capacitances are the most critical components since, according to 
Equation 15, the relative reset relies on the capacitors. An ideal capacitative 
structure following AMS CMOS C35 Design Rules would be to use unit 
capacitances, group them together, and surround them by dummy structures10. In 
an imaging circuit, this would be a bit hard to achieve, especially with including 
dummy structures as the pixels should be as small as possible. Instead, we can 
make sure that the capacitances of neighbouring pixels are gathered together. 
 
We also know that digital circuitry should be placed as far from analogue circuitry 
as possible, since digital circuitry easily generates cross-talk noise11. 
Unfortunately, it is not possible to place the in-pixel components far apart from 
each other and, if all pixels have the same orientation, sensitive components in 
one pixel would border digital components of another pixel. 
 
                                                 
9 In the Datasheets for the AMS CMOS C35 process some of the parameters can change with over 
10 % up and down from the typical mean, so from one extreme to the other, the variation would be 
over 20 %. 
10 A structure that has no practical function for the circuit’s functioning but is often added to give 
functioning structures a similar topographical surrounding. They are often grounded since leaving 
them floating could give unfortunate effects. 
11 Cross-talk noise is a noise caused by two neighbouring nets having unintentional connections. 
Between wires, this is usually capacitative while for components in the substrate it can be currents 
migrating in the substrate from one component to another. 
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5.3 Pixel Layout 
 
This could be solved if we instead mirror and flip the pixels as shown in Figure 
38. This has been done before in order to reduce noise between digital and 
analogue components [22]. We can see how similar components are neighbouring 
each others and this will solve both of our issues with making larger capacitative 
structures and placing digital and analogue components as far apart as we can 
achieve in the pixel. Since the power supply is also critical and digital components 
have a tendency to generate noise in this, we decided to split the power supply for 
the digital components and the analogue components. Due to the point symmetry 
in the pixel matrix, it was easy to route both power supplies through the pixel 
matrix, illustrated in Figure 38. 
 
 
 
 
Figure 38: Layout modelling of the pixel matrix 
 
 
However, in order for this to work, the photodiode had to be located as close to 
the centre as possible. Otherwise, we could get optical distortions when 
reproducing the image from the camera if we do not take the asymmetric 
photodiode layout into account when reproducing the image on the screen. 
 
In Figure 39 we see the finalised layout of the pixel and we see how the different 
components are laid out around the photodiode. It was hard to get the photodiode 
precisely in the centre so it was intentionally placed asymmetrically. Dummy 
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structures were also placed around the sensitive analogue parts to improve 
matching. Guard bars were also placed between different components where there 
was space for it to reduce cross-talk from the digital components and photodiode. 
The pixel is designed so that some of the structures can be shared with 
neighbouring pixels, like the guard barriers and some of the terminals of the 
digital transistors. The ground plate of one of the capacitors is shared as well. 
Figure 40 shows us how these pixels are put together in the layout. 
 
 
 
 
Figure 39: Layout in Cadence of a single pixel. The top metal layer is omitted for a clearer 
view of layers below. 
 
 
The total size of one pixel in the pixel matrix became 25 µm × 25 µm, where the 
photodiode’s total area is 126.67 µm2. This gives the pixel a fill-factor12 of 20.27 
%. In comparison, the Foveated pixel’s size is 25.2 µm × 26.8 µm and its 
photodiode area is 93.75 µm2, which gives a fill-factor of 13.88 %. 
 
 
                                                 
12 Fill-factor is a measurement for how much of the pixel’s surface is light sensitive. It is usually 
desirable to achieve as high a fill-factor as possible and it can be increased by placing a micro-
sized lens matrix over the pixel matrix to focus the light on the photodiode [23]. 
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Figure 40: Layout in Cadence of the pixel matrix. The black dotted square indicates one 
pixel. 
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6 Results 
 
There were two kinds of measurements done with the resulting chip of this 
project, measurements of an individual pixel and measurements of the camera as a 
whole. Measurements of the individual test pixel give us an idea of what happens 
inside it, if it functions as desired and if there are any issues with it. The 
measurement of the camera function is to test its ability to produce images and if 
the images have the desired quality. 
 
In order to do measurements from a chip, it is most common and easiest to 
connect desired signals to a dedicated pin on the chip. Eventually, if the number 
of pins is limited, one could do a probing pad on the chip, but this requires special 
equipment in order to do measurements from such a pad. Since the bonding-pads 
on an integrated circuit have a huge parasitic capacitance, the probed nets are 
rarely directly connected to a bonding-pad. Instead they are connected up through 
a follower13. If a follower were not used, it could adversely affect the functioning 
of the test circuits. 
 
 
6.1 Laboratory Setup 
 
During the designing of the chip in layout, there were test pixels placed on it in 
order to test a single pixel’s performance and to be able to do measurements on 
one single pixel. From Figure 28 the signals Vm and ReqY were both connected to 
each with their own pin on the chip so that the signals could be measured. The 
reset input-signal was also connected to its own pin on the chip making it possible 
to control this externally. The complete pin-diagram for the chip produced in this 
project is attached in Appendix C. 
 
The laboratory setup for measuring the pixel was done as shown in Figure 41. The 
chip was attached to a generic AER PCB [47] and placed in a light isolated box 
with diffuse black walls, so that light would not reflect inside, and one red light 
diode was placed directly above the chip’s place, controlled by an Agilent E3631 
power supply. A LUX-metre was put in at the place of the chip and the 
illumination from the light emitting diode was measured at different voltages. The 
chip was then put in the place of the LUX-metre, carefully assuring that the 
distance would be kept the same, and then the chip was connected up to a 4 port 
Agilent 54624 oscilloscope so that the signals could be measured. The chip itself 
and the connected PCB were powered by a Keithley 230 Programmable Voltage 
Source. For automated measurements, the power supplies and the oscilloscope 
                                                 
13 A follower is a circuit based on an operation amplifier. It has a low input capacitance, which 
gives little extra parasitic capacitances to the net it is listening to, but has a big fan-out so that it 
can drive high capacitance networks. It is especially useful to bring weak analogue signals out on 
the chip’s connection pins. 
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were controlled by a Matlab-script over GPIB14, and the scripts used for this are 
attached in Appendix D, chapter 14. 
 
 
 
 
 
Figure 41: Laboratory setup for measuring the test pixels 
 
 
6.1.1 Correcting a Design Bug 
 
Due to an oversight in the test design, it was forgotten to make a pull-down 
network for ReqY, which resulted in the signal going high on the first spike and 
then staying high. To solve this issue, the output-signal Vm was connected to a 
discrete opamp-component, illustrated in Figure 42, and tuned so it would go low 
once the inverters in the pixel reached their switching point Vswitch. This signal 
inverted would then replace the faulty ReqY-signal. This circuitry was then 
expanded so that it would be able to generate a delayed reset signal for the pixel. 
It was simply made by adding a big capacitance, followed by 3 inverters to get the 
signal active low and a sharp flank. This gave the circuit a delay of approximately 
1.4 ms, which is a relatively huge time-delay compared to the speed of 
communication in the pixel matrix. The reason why the delay was set to this was 
to make it possible to see clearly how Vm behaves around reset. 
 
 
                                                 
14 GPIB, or IEEE-488, is a communication standard mainly used for automating laboratory 
equipment. 
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Figure 42: External circuit from discrete components for making a replacement signal for 
ReqY and a delayed reset signal. 
 
 
6.2 Pixel Measurements 
 
 
6.2.1 Pixel Observations 
 
When the chip was completely shielded from light inside the box, we can see that 
there is still some activity from the pixel in Figure 43 a). This is expected because 
the photodiode generates some noise currents as mentioned in chapter 2.7, usually 
summarised as dark current. There is also some possible leakage through the 
transistors in the pixel that adds to this noise. From this, we can say that the test 
pixel’s lowest operation frequency is 0.62 Hz with the current setup of the delay 
circuit, this would then be equal to complete blackness on a reproduced image. 
 
When turning on the photodiode and giving the camera’s surface an illumination 
of about 18 LUX we will observe, as expected, an increase in the pixel’s operation 
frequency. Its frequency is increased to 57.8 Hz, which gives us a good promise 
about its sensitivity. We can also see in the plot in Figure 43 b) how Vm is pulled 
down to near 0 V. 
 
In Figure 43 c) we see a close-up on the reset of the pixel. Here we can see that 
the switch point Vswitch is 1.30 V, and from this point the signal is pulled down to 
0.70 V, which makes ΔVm about 0.60 V. The pixel is then reset to about 2.00 V, so 
in this case Vdelay is 0.10 V. If we compare these values with the values from the 
simulation in 4.2 they are close to as expected, a little smaller than simulated since 
there are always extra parasitics in reality than what we have modelled in the 
simulation. The biggest surprise is that Vdelay is surprisingly small, and this is 
greatly to our advantage. 
 
We can also see the photo sensor’s response in Figure 43 d) when it gets exposed 
to a 50 Hz light source from the national power supply net, only shielded by a 
darkened piece of plastic in order to prevent too strong of a light on it so that we 
can see how Vm behaves. 
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a) 
 
b) 
c) 
 
d) 
 
Figure 43:  Measurements of voltage over time with an oscilloscope where the green signal is 
Vm and the red signal is the reset signal generated externally. 
 
 
6.2.2 Pixel Response 
 
A more interesting measurement done is the pixel response and the stability of the 
spiking signal. The test was performed in the black box by exposing the pixel to 
different illumination intensities. A Matlab script was run to do 50 frequency 
measurements of 45 different voltages across the LED, and then these where 
plotted on an error bar plot as shown in Figure 44 with the voltage levels 
converted to LUX levels. 
 
The luminance versus frequency is also linearly dependent, which is desired. We 
also see in this plot that the signal has fairly little low-frequency temporal noise as 
the frequency seems to be rather stable, which is very much desired. If we look at 
the noise levels by measuring stability, where instability is calculated by taking 
the standard deviation divided by the mean for all values over the same 
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illumination exposure, we get an increasing accuracy for increasing LUX values 
as shown in Figure 45.  
 
 
 
 
Figure 44: A standard deviation (1σ) error bar plot of 50 frequency measurements over 45 
different LUX values. 
 
 
 
 
Figure 45: Response-instability over LUX. 
 
 
6.3 Comparing the StaticBioVis w/ the Foveated Camera 
 
We have seen in the simulations that the mismatch noise between the pixels has 
been greatly reduced. However, the simulation environment is rather ideal, despite 
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that it is made to take many parameters into account. The physical world is hard to 
emulate exactly, thus simulations are not always reliable for results. 
 
Therefore, the simulations between the two cameras were done in as similar an 
environment as possible in order to obtain data to reliably compare the mismatch 
error. The PCB used for the cameras was connected to a computer using an AER 
USB board, supplied by the ETH Zürich and University of Seville [48], to be able 
to record the events from the camera. The mismatch was measured by letting the 
cameras see a monotone white surface with the lens unfocused to reduce eventual 
texture from the surface. The lights that were used were two regular light bulbs 
shining up the surface from each side. Then, during a 40 second interval, all 
spikes from the camera were counted and stored into a matrix on the computer. 
This value stored will be called a correction factor, as this method was used in 
order to remove the fixed pattern noise from the Foveated camera. 
 
 
6.3.1 First Results 
 
The first results from this comparison were not very impressive. At a quick look 
in Figure 46, it appears that the StaticBioVis chip does not really have much of an 
advantage over the Foveated chip. Though, we notice the curious shape and very 
sharp peak for the StaticBioVis chip. The pixel error from the first measurement 
of these chips was 44.74 % for the Foveated chip and 37.89 % for the 
StaticBioVis chip. 
 
 
a) b) 
 
Figure 46: Histograms of the correction factors for a) Foveated chip and b) StaticBioVis 
chip. 
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6.3.2 Comparing Noise Patterns 
 
To really know how this mismatch noise is distributed we could look at a surface 
plot instead. This way we would be able to see if this mismatch noise is random or 
if there might be something else causing this mismatch noise between the pixels. 
If we look at Figure 47 we can see that the mismatch error for the Foveated chip is 
random, which we would expect from having seen the image captured by the 
camera in Figure 2 a). 
 
 
 
a) 
 b) 
Figure 47: The mismatch error for the Foveated chip seen in a) a 3D surface plot, and b) 
from above where colour tells the mismatch. 
 
 
 
a) 
 b) 
Figure 48: The mismatch error for the StaticBioVis chip seen in a) a 3D surface plot, and b) 
from above where colour tells the mismatch. 
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If we look at the surface plot for the StaticBioVis in Figure 48 we will see that the 
mismatch error is not as bad as feared. We see a rather flat surface that is rising 
with a gradient and some apparent noise sources at the edge of the matrix. We  
also see a few dark spots, but these can be disregarded as they are best explained 
as dust on the chip after an inspection of its surface in a microscope. Seeing this 
result, though, gives a hope that we can get a much improved pixel error if we 
disregard the apparent location dependent offsets across the pixel matrix. 
 
 
6.3.3 Identifying Noise Sources 
 
First, before we look further at the data without these noises, we have to justify 
the removal of them by identifying these noise sources. The biggest visible noises 
we have in Figure 48 are located around the edges. If we go back to what was 
written about mismatch noise in chapter 2.7.5, it was mentioned that lattice effects 
is one kind of mismatch noise. It will have the biggest visible effect on 
components that do not have the same surroundings as other equal components 
have. Another source of noise for this could be cross-talk noise due to noisy 
circuits located around the pixel matrix. 
 
Taking a closer look at Figure 48 we notice a gradient plane as well. There are 
two things that can cause this; gradient change of parameters over the chip caused 
by the process variations, mainly change of capacitances, or a change of power 
supply voltage across the pixel matrix due to resistance in the power supply net. 
The first of these we cannot really do much about, but we can investigate the other 
possible cause of this gradient change. 
 
If we take a look at the chip layout and lay the correction factor over the pixel 
matrix, turned the right way, we will easily be able to guess why this gradient rise 
occurs. The pixel is made in such a way that the components depending directly 
on Vm have their own power supply, Vdda, as, illustrated in Figure 49, while the 
communication logic of the pixel have a separate power supply, Vddd, to avoid 
noise from the communication logic over the power supply. The net Vm, however, 
was connected to be reset to the power supply of the communication logic. Vddd 
comes in from the lower right corner and goes up along the pixel matrix, while 
Vdda comes in from the upper left corner and goes down along the pixel matrix. 
There are fingers stretching in from the sides, so that each finger covers two pixel 
columns (since the correction factor matrix is turned 90° counter clock-wise). 
Vdda is critical for the inverters in the pixel, and if it is slightly lower, the 
inverters would be affected and get a lower switching voltage, and eventually 
switch slower. In a case where Vdda is lower than Vddd, the potential difference 
between Vmax and Vswitch would be greater than if Vdda and Vddd were equal, thus 
the pixel will spike more seldom. 
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As we see, this fits with the result in Figure 49, since the upper left corner is the 
most active, while the further away from this corner we come, the slower the pixel 
activity becomes. This tells us that it was a mistake to not connect the reset of the 
net Vm to the same power supply as the inverters. Also, had either the power 
distribution wires been even broader, or at least come in from the same side of the 
matrix, the gradient would also have been smaller. 
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Figure 49: Surface plot of the correction factor laid over the pixel matrix to find source of 
noise. 
 
 
6.3.4 Correcting for Identified Noise 
 
Since good matching usually requires similar surroundings for the components 
that are to be matched, it is normal to put an extra row or two of dummy pixels 
outside of the actual pixel matrix. To prevent cross-talk in the substrate, it would 
also be wise to put a double guard barrier15 around the pixel matrix, which could 
be the source of the noise error that we see in Figure 48. Since this was not done 
in this project, we could remove the outer 6 pixels from the correction factor 
matrix to get rid of eventual noise from the surrounding test circuitry and any 
mismatch errors due to that. This was done on both of the cameras to give a fair 
comparison. 
 
                                                 
15 The AMS CMOS C35 design sheets suggests the designer to use a double guard barrier, one in a 
p-well and one in an n-well to avoid currents of either charge to pass through the substrate. 
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After doing the calculation again with standard deviation divided by the mean 
correction factor, we end up with 43.92 % pixel error for the Foveated camera and 
27.87 % pixel error for the StaticBioVis camera. While the pixel error for the 
Foveated camera stays almost constant, the pixel error for the StaticBioVis 
camera improved by 10 %. If we plot this again in a surface plot, we can clearly 
see in Figure 50 a) that it is a very smooth gradient increase in the plot with subtle 
irregularities. If we find this gradient plane, we can subtract it from the matrix 
and, from there, find what the pixel mismatch is. Though, this would only be valid 
if we assume that this gradient increase is not caused my component mismatching 
inside the pixels. 
 
Firstly, the most obvious outliers were removed, where it was only one or two 
pixels that were extremely standing out from the plane. These are assumed to be 
pixels that were affected by dust particles, so these do not really have anything to 
do with the mismatch. If the pixel stood out with a value of more than 300 from 
the surrounding pixels, it was adjusted to have a value that lay between the pixel 
above and below in the same column. This adjusted 13 pixels, which is 0.2 % of 
the total amount of pixels, an acceptable amount of corrections. 
 
Then the gradient plane was found by doing column-wise linear regression 
(Figure 50 b)), as planar regression did not work since the gradient plane is a bit 
twisted. The mean of the whole matrix was found, then the column-wise linear 
regression matrix was subtracted from the correction factor matrix which was then 
added to the mean for the whole matrix. The results of the calculation are shown 
in Figure 51 and, as we can see, are greatly improved. Now we get a pixel error of 
0.9556 %, which is a much more pleasing result. 
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a) 
 
b) 
Figure 50:  a) Surface plot of the reduced correction factor matrix for StaticBioVis, and b) 
column-wise linear regression over the reduced correction factor matrix. 
 
 
 
Figure 51: Corrected surface plot of the correction factor matrix for StaticBioVis camera. 
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7 Conclusion 
 
Despite that the results were not immediately nice looking and demanded some 
manipulation in order to get satisfying numbers from the measurements, the 
project can still be justified as being successful. In fact, after compensation for the 
power supply gradient only a 0.96 % standard deviation has been measured. This 
is a substantial improvement over the earlier design (43 %) and compares well 
with other work in the literature (4 % reported by Culurciello in 2003 [50]). There 
is still the problem with the power supply voltage not being constant over the chip 
but, when using the camera for imaging, it was very hard to notice this gradient in 
the images unless the camera is used in a very dark environment. To prove the 
success of the project Noise Reduction in Retinomorphic Photo Circuits, we can 
compare the uncalibrated image of the Foveated camera in Figure 52 a) and the 
uncalibrated image of the StaticBioVis camera in Figure 52 b). We clearly see the 
increase in image quality; where as the picture was almost impossible to recognise 
with the uncalibrated Foveated camera, this was not an issue with the 
StaticBioVis camera. 
 
 
a) 
 
 
b) 
Figure 52: Uncalibrated images taken with a) the Foveated camera and b) StaticBioVis 
 
 
The most apparent noise we notice with the StaticBioVis camera is darker dots 
that continuously change position. There was no fault with the chip itself that we 
could find which would cause this anomaly. After analysing this on the computer, 
it seems like there were simply some individual spikes that got lost by the 
communication hardware between the chip and the computer. Because the most 
recent inter-spike-interval from one pixel decides what shade that pixel should 
have, one lost neural spike would make the software interpret the pixel half as 
bright as it really should be. 
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a) 
 
b) 
 
Figure 53: Two pictures of the author. 
 
 
Another issue this camera has is that its pixels have a rather slow refresh rate in 
dark surroundings or when displaying dark objects. While lighter objects are 
updated quicker, darker objects might become almost invisible if they are moving, 
or, if a light object is moving over a dark background, it leaves traces over the 
imager as the darker background takes longer to rebuild, sometimes several 
seconds. In Figure 53 we can see two pictures of the author, one when I am 
staying more or less still in front of the camera while in the other picture turning 
my head towards my left relatively fast. A pixel turning black in this sample take 
close to two seconds to update itself with the correct intensity. 
 
This is actually, to a large degree, a software problem since it uses the last inter-
spike-interval to determine the brightness of a pixel: if a pixel becomes darker, the 
last inter-spike-interval will remain a short interval for a long time since no new 
spike will be produced for a long time. Only when the new spike finally arrives 
will the pixel value be updated to be dark according to this very long new inter-
spike-interval. Instead, the software could start to darken the pixel at the moment 
the last spike exceeds the last complete inter-spike-interval. This would improve 
the quality of displays of bright-to-dark transitions, even if they would still be 
seen as being slower than dark-to-bright transitions. 
 
This camera is, however, only 92 × 92 pixels and fits on a 3 mm × 3 mm chip. We 
would not be able to reach very high resolutions with this pixel design. Since each 
pixel has much logic to fit, each of them became 25.0 µm × 25.0 µm in size, and 
this is a lot bigger than the pixels used in commercial cameras today. To become 
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more plausible for use in the future, one would really have to reduce the pixel size 
even further. Maybe this camera architecture will become more interesting when a 
new process allows putting electric integrated circuits on both sides of a die. 
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A Two-coloured AER Pixel 
 
 
8 Introduction 
 
Today’s AER driven retinomorphic cameras are built similar to the StaticBioVis 
camera where a photo sensor measures the incoming light and performs a 
retinomorphic inspired computation of this signal. However, these cameras are 
monochromatic, thus unable to reproduce a colour image.  
 
The human eye has two main types of photo sensing cells; rods and cones. The 
rods are sensitive to a wide spectrum of light but they cannot differentiate 
between the colours, thus they are only sensing the light intensity. The cones, on 
the other hand, are sensitive to a much thinner spectrum of light and there are 
three kinds of cones which respond best to the red, green, and blue part of the 
light spectrum. These three kinds of cones make up the human eye’s colour 
perception. 
 
If we are to mimic the human vision, we do not only have to reproduce light 
intensities, but also the intensity of different colours. If an AER driven 
retinomorphic camera were to replace the human eye in the future, then it would 
have to be able to measure the colours of the incoming light. 
 
 
8.1 Colour Filters 
 
To be able to reproduce colour vision we first need a way to measure how much 
of each wavelength of light hit the sensors. There are several ways to do so, and 
the most used one is to create a colour filter to place directly above the chip, thus 
each pixel would respond best to one particular wavelength [41]. After the data is 
read from the chip, interpolation16 is used to find the missing two colour values in 
each pixel by looking at what the intensities in the neighbouring pixels are. 
 
Two colour sets can be used for this method of gaining colour perception; either 
the red-green-blue filter (RGB) or the cyan-magenta-yellow-green filter (CMYG). 
With any of these filters, all colours can be reproduced with interpolation. The 
layout of these colour filters is shown in Figure 54. 
 
 
                                                 
16 Interpolation is a mathematical method to find a new set of data points from an already known 
set of data points. 
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b) 
 
Figure 54: a) RGB colour filter layout and b) CMYG colour filter layout. 
 
 
Using colour filter is a well-known and widely used solution, but it would be hard 
to use this for an asynchronous circuit. The main reason is because the 
interpolation is best performed as a post-process method where we have the whole 
picture taken and accessible. It would be possible with an asynchronous circuit, 
but to do it the usual way the picture would have to be broken up into frames and 
then the idea of the retinomorphic circuit is lost in the process. This would also 
require quite a bit of processing power to accomplish, as interpolation is an 
algorithm that has to be done for each colour in each pixel. Doing interpolation 
asynchronously would require even more processing power; each time a pixel in 
the neighbourhood gets updated. With this method, the colour’s resolution is 
decreased as well, due to the fact that we need to approximate the missing colours 
to cover the complete colour spectrum in each pixel. This can also give strange 
artefacts near sharp contours of an image as well. We have to look for 
alternatives. 
 
 
8.2 Stacked Photodiodes (Foveon X3®) 
 
Foveon is a company that develops CMOS cameras using a technique that avoids 
the issues with the colour filters altogether [42]. Instead of using colour filters to 
detect the colours in the incoming light, they introduced the use of stacked 
photodiodes, named the Foveon X3 technology. The stacked photodiodes exploit 
the fact that the photons with longer wavelengths are more likely to penetrate 
deeper into the silicon before they get absorbed, thus the photodiode closer to the 
surface would absorb mostly photons with shorter wavelengths and the deeper 
photodiodes would absorb more photons with longer wavelengths. Figure 55 
illustrates how the silicon depth is used to split up the light with different 
wavelengths penetrating the silicon crystal, thus gaining a higher colour resolution 
than a camera using colour filters would and saving us from the use of heavy post-
processing to rebuild the colour depth. 
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Figure 55: A short description of the Foveon X3® technology. 
©2007 Foveon, Inc. Used with Permission. 
 
 
This solution by Foveon has a great advantage in a retinomorphic circuit, which 
we will take inspiration from to make a coloured retinomorphic AER pixel. 
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9 Theory 
 
First we will have a look at the theory behind this effect to better understand it and 
to have an understanding for how to design the photo pixel. 
 
 
9.1 Light Penetration Depth 
 
Photons have a certain ability to penetrate through the silicon crystal which varies 
with its wavelength [43]. The likely penetration depth of photons in silicon crystal 
goes from about 10 nm for light with a wavelength on 0.4 µm in a smooth curve 
up to 1.3 mm for light with a wavelength on 1.6 µm. The silicon crystal is 
practically transparent for light that has a longer wavelength than this. 
 
The visible light for human eyes is between 400 nm and 700 nm, representing 
colours from blue to red. By calculating the optical absorption coefficients of 
these two light values for silicon, we find that the violet light would likely 
penetrate about 80 nm down into the silicon crystal while the red light would be 
likely to penetrate about 4 µm down into the substrate17. 
                                                 
17 These values are calculated by using an Optical Absorption Coefficient Calculator, accessed 
from http://www.ee.byu.edu/cleanroom/OpticalCalc.phtml.  
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10 The Circuit 
 
To make a photo sensor based on the Foveon X3 technique, we would need to 
place several photo diodes stacked on top of each other, thus each photodiode’s 
pn-junction would be at different depths. In order to reproduce all colours in the 
visible light spectrum, we need at least three colours but this would require us to 
be able to build three diodes on top of each other. The processes available to us, 
however, will not let us do this. 
 
In 2007, Fasnacht introduced a solution on how to make a colour-sensing pixel 
based on stacked photodiodes using a commonly available CMOS technology 
[49]. It had two stacked photodiodes, therefore, it was only able to sense two 
colours. Fasnacht justified this by stating the fact that most animals have a 
dichromatic vision, rather than trichromatic, so in many applications this may still 
be enough. 
 
When we study the diode depths of the AMS CMOS C35 process that we have 
available, we will learn that their pn-transitions are located on depths at 0.2 µm 
and 2.0 µm, which means that the upper diode will absorb more blue coloured 
light while the lower diode will absorb more red light according to what was 
calculated in chapter 9.1. We also have slight margins from the ends of the visible 
light spectrum, so we avoid absorbing too much non-visible light which could 
change the experience of the captured image. 
 
 
10.1 The Photo Sensor 
 
When the diodes are stacked on top of each other, as seen in Figure 56, they 
would be located at different depths. Since the light’s penetration depth depends 
on its wavelength, we will have more “red” photons absorbed at the lower 
photodiode and more “blue” photons absorbed at the upper photodiode. The 
outputs Ioutb and Ioutr would be dependent on the amount of red and blue light in an 
incoming photon flux. If we simplify this circuit so that we only regard the diodes 
db and dr the current over db would then be Iphb and over dr it would be Iphr. The 
output Ioutb could be presented as 
 
 
Equation 16 phboutb II = , 
 
 
since Ioutb is only connected to db. The current at Ioutr is dependent on the current 
over both db and dr, thus we get 
 
 
Equation 17 phrphboutr III +=  
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because the current of db and dr are oppositely directed, so all current going 
through those diodes has to come from Ioutr. We need to expect a much larger 
signal from Ioutr than from Ioutb, not only because Ioutr has the sum of the currents 
from both diodes, but also since the expected current over dr will be larger due to 
that it has a larger diode area when the sidewalls are included18 and because its 
depletion region is wider. According to Equation 6 the amount of generated photo 
charge is also dependant on the depletion width, which, then again according to 
Equation 5, increases with weaker doping, and since n- and p- are both weakly 
doped areas, the depletion region is wider here. 
 
 
Ioutb
Ioutr
p+
n-
p-
Iphb
Iphr
db
dr
 
 
Figure 56: Stacked photodiodes in the substrate. 
 
 
10.2 The Photo Pixel Circuit 
 
In order to gather this signal, we need circuitry connected on the outputs of the 
photodiode to harvest the signal. Since this is meant to be integrated in a 
neuromorphic circuit, it is natural to use event generators such as the I&F-neuron 
for this. It would not be possible connect the node having the membrane potential 
to the output of the photodiodes. This could have several unfortunate effects, due 
to the considerably big capacitances between the nodes of the diodes19; the 
                                                 
18 For the AMS CMOS C35 process the p+ junction is only at the depth of 0.2 µm while the n-well 
junction is at the depth of 2 µm into the substrate. 
19 A reverse-biased diode has a given voltage potential on the anode and cathode. The diffusion 
region could be considered as a dielectricum between the anode and cathode, thus it would have 
the abilities of a capacitor in addition of being a diode. 
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crosstalk between the neurons would become much more than what is acceptable. 
We would also risk the photodiodes not being reverse-biased. 
 
Placing the current mirrors between the photodiodes and the I&F-neurons would 
solve this issue, though, we would regain the current mirror which is prone to 
mismatch errors. This was, however, considered acceptable for this first single 
pixel prove of principle. More thought on the issue will be required to construct a 
whole pixel array. In Figure 57 we can see how the circuit is connected to the 
photodiodes. The photodiodes are built up by placing a p-active inside an n-well, 
where the sum of the currents from dr and db is gathered from the p-active and the 
current from dr is gathered from the n-well. The substrate is grounded. In this 
setup, the current mirrors are made to act as amplifiers, where we can tune the 
amplification by changing the voltage potential on Vbiasb and Vbiasr, like how it was 
done in the Foveated chip [44]. The amplification would be obtained by 
 
 
Equation 18 TU
VV
ref
out e
I
I 21−=  [31], 
 
 
where Iref and Iout are the input and output respectively on the current mirror, UT is 
the thermal voltage, V1 is the tuneable Vbiasb/Vbiasr, and V2 is Gnd/Vdd. The I&F-
neuron is connected to the output of the current mirror. 
 
 
 
 
Figure 57: Simplified schematic of a two-coloured retinomorphic pixel. 
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Since both neurons have to work with opposite currents, the “red” neuron has to 
work with a positive current while the “blue” neuron has to work with a negative 
current, they need to be adapted to function with these opposite currents, which is 
easily done by just changing the pull-up network from our relative-reset I&F-
neuron to be a pull-down network. We will need to keep a few things in mind 
while doing this. Since the switching point of the inverter is not located at 2Vdd , 
the two I&F-neurons will have different dynamic ranges. The output signals from 
the two I&F-neurons would also be different, the blue-sensitive pixel would have 
an active-low Vapb as its output, while the red-sensitive pixel would have an 
active-high Vapr as its output. 
 
The complete schematic for the two-coloured pixel is shown in Figure 58. For 
practical reasons and to avoid having to rebuild the already made relative-reset 
I&F-neuron due to the short deadline, I decided against moving the switching 
point of the inverters. 
 
No effort was put into making a compact design, nor was any effort put into in 
maximising the fill-factor in this project. The layout of the two-coloured AER 
pixel can be seen in Appendix A, Figure 72. 
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Figure 58: The complete schematic of a two-coloured retinomorphic pixel. 
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11 Simulation 
 
 
11.1 Setting Up the Simulation 
 
The modelling and simulation tool used for the two-coloured pixel was Cadence. 
The I&F-neurons used here where the same as the relative reset I&F-neuron used 
in the main project described in depth in chapter 3.5, with the very same 
dimensions. The only adaptation done with the I&F-neurons here is to make the 
“red” neuron a charge-up neuron instead of a drain-out neuron, like what has been 
used before. Transistors in the current mirrors were all sized equally; 2.5 µm wide 
and 1.4 µm long. 
 
Since there is no good way to simulate light-input in Cadence, current sources 
were connected on the input of the current mirror instead to simulate the light, 
illustrated in Figure 59. Suitable values for Isourcer and Isourceb were found through 
estimation the same way as mentioned in 4.1, but since Isourcer is connected to two 
pn-transitions while Isourceb only is connected to one pn-transition, we would have 
to expect rather different values on these current sources. Lacking the process 
parameters for calculating these values, a rough estimation was done. It was not 
critical to obtain an exact value since the final current into the I&F neuron would 
be possible to adjust with the current mirrors’ bias voltage. The measured outputs 
in this setup were the membrane potentials Vmr and Vmb, and the output signals 
Vapr and Vapb. 
 
 
 
 
Figure 59: Simulation set-up of a two-colour retinomorphic pixel 
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11.2 Simulation of the Two-coloured Pixel 
 
 
11.2.1 Static Light 
 
The input stimulation I used in the simulation of the circuit was 3 pA for Isourceb 
and 4 pA for Isourcer. This would simulate a mostly blue-illuminated pixel if we 
look at Equation 16 and Equation 17. For simulation purposes, Vbiasb and Vbiasr 
were set to 0 V and 3.3 V respectively. This would give no amplification in the 
current mirrors if we assume the transistors are well matched. The result of the 
simulation is shown in Figure 60. The blue and red lines represent the voltage 
over time on Vmb and Vmr and the black lines represent Vapb and Vapr, which would 
be the spike-output from the I&F-neuron. 
 
 
 
 
Figure 60: Response of the two-coloured pixel 
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We can see here that the blue neuron is a drain-out neuron while the red neuron is 
a charge-up neuron. We also notice here, as mentioned before, that the red neuron 
has a smaller dynamic range, due to the fact that the switch point of the inverters 
is about 1.2 V, when Vdd/2 is 1.65 V. The used relative reset I&F neuron was not 
entirely adapted to the new voltage swing, which we can see gives an undershot of 
about -0.5 V, which then is prevented by the bulk-to-drain diode in the nmos 
transistor in the current mirror. Despite this, the design was kept this way. 
Eventually this could be compensated a bit as there will be added parasitic 
capacitances on Vmr in the real circuit. If we look back on Equation 14 in chapter 
3.3.2, we see that increasing Cm will reduce ΔVm, thus the undershot would be 
reduced as well. 
 
 
11.2.2 Dynamic Light 
 
The other simulation done on the circuit was to change the input gradually to see 
whether this would change the output accordingly. Isourceb was set to vary linearly 
from 10 pA to 3 pA, while Isourcer would change from 11 pA to 17 pA. This would 
simulate the light illuminating the photo sensor gradually changing from blue to 
red. We have to remember that even if the light illuminating the photo sensor 
would have a blue colour it would still affect the red I&F neuron’s output 
according to Equation 17. 
 
 
 
 
Figure 61: Response of the two-coloured pixel with varying stimulation 
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Figure 62: Frequency response of two-coloured pixel 
 
 
In Figure 61 we see how the output spiking from the blue pixel decreases while 
the output from the red I&F neuron increases. It is even more visible in Figure 62, 
here we see that the frequency is linearly proportional to the input current and we 
also have a good frequency response on the changing currents. 
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12 Results 
 
 
12.1 Laboratory Setup 
 
The measuring of the two-coloured pixel was performed in the same box and 
setup as in the measuring of the relative reset pixel, but a blue and green light 
emitting diode was put in as well. All three light emitting diodes were controlled 
with each of their own power supplies, illustrated in Figure 63. First the light 
emitting diodes’ intensities were measured using a LUX-metre. The red light 
emitting diode was measured first, as it had been changed to another type than 
used earlier, then the green and blue light emitting diode were measured, and the 
results of the measuring are shown in Figure 64. The operation area used for the 
red diode was from 1.5 V to 2.4 V, from 1.8 V to 2.7 V for the green diode, and 
for the blue diode the operation area used in measuring the chip was from 3.0 V 
up to 3.9 V. Due to the bad intensity of the available green diode, it was not 
included in all measuring done. Also, this time the distance from the diodes to the 
LUX-metre was controlled to assure that the photodiodes on the chip would 
experience the same intensity as the LUX-metre. Then the PCB with the chip was 
put in again and measuring could begin.  
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Figure 63: Laboratory setup of the measuring of the two-coloured pixel 
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Figure 64: Measured LED characteristics 
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A MatLab script was used for measuring the two-coloured pixel’s response over 
GPIB, two Agilent E3631 power supplies were used to control the  LEDs, a 
Keithley 230 Programmable Voltage Source was used as the power supply for the 
PCB with the chip, and one 4 port Agilent 54624 oscilloscope was used to 
measure the output signals. The MatLab-scripts used for measuring are attached in 
Appendix D, chapter 15. 
 
 
12.2 Pixel Measurements 
 
 
12.2.1 Pixel Observations 
 
In the data dump from the oscilloscope, we can see in Figure 65 that the signal is 
mostly as expected from the simulation. Unfortunately for this pixel, we see that 
the switching voltage for the inverters has dropped to 0.9 V, which is lower than 
what we got from the simulations in chapter 11.2.1. The explanation of this can be 
a combination of that the inverters in this design is rotated 90° compared to the 
original pixel layout, and that the measurements on the different pixels were done 
with different laboratory setups, where biases could have been changed. This 
reduces the dynamic range for the red I&F neuron even further. 
 
We cannot see the drops below 0 V caused by the capacitative feedback for the 
red I&F neuron, as we saw in the simulations, since the follower connected to the 
bonding pad of the chip cannot follow below 0 V. It is also assumed that the bulk-
to-drain diode in the nmos transistor in the current mirror quickly compensates for 
this. In the membrane potential signal of the red pixel, we notice that the signal is 
a bit distorted right after reset, and is probably due to the hasty decision to not 
adjust the feedback capacitance. 
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Figure 65: Oscilloscope data dump of the output of the two-coloured pixel 
 
 
12.2.2 Colour Response 
 
The interesting part is to see how these two pixels react to the colours blue and 
red. To be able to distinguish between the two colours, we need the output of the 
spiking frequency from the two differently coloured pixels to behave differently 
when exposed to blue and red light. In addition, we should have as stable signal as 
possible, too, meaning that the frequency for one light intensity should not vary 
too much, otherwise it could become difficult to establish the actual colour by 
only knowing the distance between two spikes. In Figure 66 there are plots with 
error bars of the frequency response, and by comparing Figure 66 a), which is the 
response of the blue pixel, with Figure 66 b), the response of the red pixel, we can 
clearly see a difference of behaviour from the two pixels with the change of the 
light’s colour. The blue pixel reacts clearly more to blue light while the red pixel 
reacts much more to red light. We also notice that the signals are both linearly 
proportional to the LUX value of the light, which makes calculation of the colour 
of the light easy. 
 
We can also see in Figure 66 b) that the red pixel appears to, fortunately, have a 
very stable output despite that its design was not adapted well enough to its 
function. The standard deviation was, on average, off the mean with only 0.17 % 
for the red pixel and with 0.60 % for the blue pixel. If we remove the most 
unstable results at the lower frequencies for the blue pixel, which is mentioned 
further down, we get 0.15 %. Still, it is recommended for future designs to adapt 
the two pixels more to their respective input signals. 
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a) 
 
 
b) 
 
Figure 66: 50 sample standard deviation (1σ) error bar response plots of a) blue pixel when 
exposed to blue (blue line) and red (red line) light and b) red pixel when exposed to blue 
(blue line) and red (red line) light. 
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12.2.3 Note about Instability at Low Frequencies 
 
As we noticed in Figure 66 a), there is a bulge for the blue sensitive I&F-neuron 
when it is illuminated with a barely visible blue light. The cause of the instability 
at low illumination of blue light for the blue sensitive I&F-neuron remains 
unknown, despite having investigating this phenomenon in depth. 
 
The problem appears to be the self reset at low illumination of blue light and it 
seems that successful resets are influenced by the reset of the red sensitive I&F-
neuron and the reset of this neuron can either prematurely reset the blue sensitive 
I&F-neuron, or it stalls when it should have been reset and does not reset until the 
red neuron resets. This is a strong indicator of cross-talk, but this only applies for 
the blue neuron when it is illuminated with a very weak blue light. When the 
photo sensor is not lit at all, the blue neuron seems not to have any stability issues. 
The red sensitive I&F-neuron appears to be unaffected by the blue I&F-neuron at 
all. 
 
This has also been proven hard to measure, since the oscilloscope does not cope 
well with finding the frequency of the blue neuron’s output and most of the read-
out attempts of the blue neuron’s frequency from the oscilloscope returns infinite. 
The neuron’s refresh speed in this area is also very slow, so zooming out too 
much on the time scale would make the Matlab scripts time out before a result 
was returned. 
 
 
12.3 Colour Representation 
 
Now we need to know the relation between the outputs of the two neurons when 
exposed to blue and red light to be able to calculate the colour of the light the 
photo sensor is exposed to. By plotting the frequency response of the blue neuron 
versus the red neuron when exposed to blue and red light, we would get a graph 
where we would be able to look up the frequencies and find out how much of the 
light is absorbed in the red diode and how much light is absorbed in the blue 
diode. The two neurons’ outputs were plotted up against each others, and the 
resulting graph is shown in Figure 67. 
 
In this plot, we can see that an attempt of measuring a mix of blue and red light 
has also been done, but due to the non-linear characteristics of the light diodes and 
limited equipment, it was hard controlling the exact colour that the chip was 
exposed to. The colour mix of the light changed from more red towards deep pink 
when the intensity increased. Yet, it gives us a good idea of the validity of the 
result as it is placed between the blue and red line as expected. The measuring of a 
green light diode is presented as well in the same graph, but unfortunately the 
diode available with green light was rather weak, thus it is hard to confirm its 
accuracy. Still it was expected to lie somewhere between the blue and red line as 
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well, since most photons having a greenish colour would be absorbed somewhere 
between the blue and red photodiode in the substrate. 
 
 
 
 
Figure 67: Frequency response of blue versus red sensitive I&F-neuron where the blue line 
represents blue light,  the red line represents red light, the magenta line represent a deep-
pinkish colour, and the green line (only visible in the lower left corner) represent a green 
light. 
 
 
To give a better idea of how the graph in Figure 67 could be read, we can imagine 
that between the red and blue lines we have spanned up a colour map, which we 
then could use to find the exact colour that illuminates the photo sensor, if we 
assume that the light is red, blue, or a mix of those colours. This colour map 
would, however, not be able to present white, as it would not make difference for 
the output if incoming light had all wavelength or only red and blue. 
 
This way of presenting the colour space from this two-coloured pixel is inspired 
by the HSV colour space [45]. The theory of this colour space is illustrated as a 
cone where the colour is presented with hue, saturation, and value, illustrated in 
Figure 68. 
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Figure 68: HSV colour space illustrated as a cone [46]. 
 
 
When adapted to a two-colour space model, we end up with a triangle where we 
have only hue (H) and value (V). This model is illustrated in Figure 69 where φ is 
hue and r is value. 
 
 
 
 
Figure 69: Colour map for the two-coloured pixel 
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To give an example of how we can read off this colour space, let us say that we 
measured the blue neuron’s spiking with a frequency of 23 Hz and the spiking 
frequency of the red neuron as 175 Hz. We could then find an intersection of 
those two frequencies. The point we find could be expressed as a certain distance 
r from the colour map’s origin which tells us its value, and the direction would be 
φ degrees off a given reference direction, giving us the hue. The reference 
direction could be the pure red colour, along the red line in Figure 69, as this is 
used as the reference direction in the HSV colour space. In this example, the 
colour we land on would be a fairly intense purple colour. 
 
 
12.4 Cross-talk 
 
A circuit consisting of two outputs that are supposed to act independent of each 
other does not always do so. Sometimes there might be some correlation between 
the two outputs due to noise from one part of the circuit affecting the other. A way 
to measure this noise is to do a cross-correllogram20 between the two circuits. If 
the outputs are correlated, it would be shown as peaks in an output, and if there is 
no correlation, the plot would be equally distributed along the x-axis. 
 
To do a cross-correllogram, one needs to be able to have continuous recorded 
output, but with the equipment available it proved difficult to attain this. Instead 
many data dumps were taken from the oscilloscope while the pixel was 
illuminated with a very weak mix of red and blue colour, in order to come as close 
to the instable operational frequency as possible. Then the peaks were found and 
they were moved so that the most centre peak on the red I&F-neuron’s output 
would be in the exact same position in all plots. The x-axis was parted into several 
boxes, and a count was taken of how many peaks would appear in each box. 
When this was done, we get the plot shown in Figure 70. Here the red spikes are 
an auto-correllogram21 for our control, to see that the peaks have been moved 
correctly, and we also see how stable that signal is on the surrounding red spikes. 
In this plot the red spikes are weighted 1/4th compared to the blue spikes. The 
Matlab script used is attached in Appendix D, chapter 16. 
 
The interesting part of this plot is the blue line, and here we see that it is more or 
less equally distributed. The peak and drop at the very edges can be disregarded; 
they appear because, in order to make the most centre peak come in the most 
centre box, many of the samples had to be moved slightly to the left. What this 
means is that there is a barely noticeable cross-talk inside the circuit. 
 
                                                 
20 Cross-correllogram is a method to find correlations between two signals. It was originally done 
by having a very long sample relative to the signal’s period length, then use one of the signals as 
reference and comparing each period of the reference signal with the other signal to find occurring 
patterns. 
21 Auto-correllogram is a method to measure how well the signal matches with itself over time. 
This is used to measure irregularities in the output signal. 
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At lower frequencies, we noticed some unwanted behaviour of the blue pixel. It is 
expected that a correlation would present itself if measured but, due to the erratic 
behaviour of the signal, it was hard to perform successful measurements with the 
current script being used. It took the script close to 30 hours to gather the data for 
this semi-cross-correllogram, and in the unstable area of operation this proved to 
be nearly impossible as the script would eventually terminate due to too many 
unsuccessful measurements. Also, we could not zoom out on the time scale to 
ensure that we would catch a few spikes, as the current script supplied by the 
University of Oslo for dumping data from the oscilloscope over GPIB would 
always time out or be interrupted by the oscilloscope. 
 
From this we can conclude that even if there is a cross-talk issue with the photo 
sensor, this appears to be a very minor problem. Better, and more thought out 
designs in the future would most likely be able to avoid this problem altogether. 
 
 
 
 
Figure 70: Semi-cross-correllogram between the red and blue neuron with 1500 samples 
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13 Conclusion 
 
The results for a two coloured retinomorphic pixel gave many promises for future 
study, especially by showing us that it is possible to make a retinomorphic colour 
pixel. To make a three-colour camera, at least three pn-junctions would be needed 
stacked on top of each other. The available technology in this project did not give 
us this opportunity, but there are a variety of processes out there that allow us to 
place 3 pn-junctions stacked on top of each other. 
 
Unfortunately, retinomorphic pixels need a lot of logic inside each pixel which 
makes them fairly big. This issue becomes even worse in a three-colour pixel as 
we would need three times as much logic as in a one-colour pixel. Though, as the 
processes are continuously improved and allow for smaller circuits, stacked 
transistors, and maybe even backside processing, this problem might become 
insignificant in the long run. 
 
An obvious issue we would gain if using the circuit setup as shown in this two-
coloured pixel is that we would once again suffer from the mismatch noise 
provided by the current mirrors earlier removed. This is something worth looking 
into later for a compact solution without using current mirrors, as it has proven to 
have the biggest potential to add mismatch noise, since the matching of the 
transistors are so critical. 
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Appendix A – Layout Illustrations 
 
 
 
Figure 71: Layout illustration of the StaticBioVis pixel with the light shielding top metal 
layer included. 
 
 
 
Figure 72: Layout illustration of the two-coloured test pixel where the upper part contains 
the red-sensitive I&F-neuron while the lower part contains the blue-sensitive I&F-neuron. 
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Figure 73: Layout illustration of the chip containing the StaticBioVis camera and test 
circuitry beneath. The test circuitry which was included later in the top-left side of the chip 
for another project is not included in the illustration. 
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Figure 74: The routing of signals in the pixel matrix. 
  98 
 
Noise Reduction In Retinomorphic Photo Circuits 
  99  
Appendix B – Photographs of the Produced Chip 
 
 
 
 
Figure 75: Photographs through a microscope on the produced chip. The chip’s surface 
measure 3mm × 3mm and contains 92 × 92 pixels. A few microscopic dust particles are 
visible on the chips surface, covering a few of the photo sensors. 
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Appendix C – Pin Table 
 
Pin 
PGA100 
standard Static Biovis Voltage Pin
PGA100 
standard Static Biovis Voltage 
1 CDGND   51 OPU OPD_AER 0,5 
2 CDSUBS   52 OPD OPD_PIX 0,5 
3 C[0]   53 O[7]     
4 C[1]   54 O[6] Bus_y[6] x 
5 C[2]   55 O[5] Bus_y[5] x 
6 C[3]   56 O[4] Bus_y[4] x 
7 C[4]   57 O[3] Bus_y[3] x 
8 C[5]   58 O[2] Bus_y[2] x 
9 C[6]   59 O[1] Bus_y[1] x 
10 C[7]   60 O[0] Bus_y[0] x 
11 C[8]   61 PDSUBS DIGITAL GND GND 
12 AGND ANALOG GND GND 62 PDGND DIGITAL GND GND 
13 AVDD ANALOG VDD VDD 63 PDVDD DIGITAL VDD VDD 
14 C[9]   64 PDWELL DIGITAL VDD VDD 
15 C[10]   65 I[7]     
16 C[11]   66 I[6]     
17 C[12]   67 I[5]     
18 C[13]   68 I[4]     
19 C[14]   69 I[3]     
20 C[15]   70 I[2]     
21 C[16] PHOTO_cell2[3] x 71 I[1]     
22 C[17] PHOTO_cell2[2] x 72 I[0]     
23 C[18] PHOTO_cell2[1] x 73 /IACK     
24 C[19] PHOTO_cell2[0] x 74 /IREQ     
25 ASUBS   75 DPADVDD     
26 AWELL   76 DPADGND     
27 A[0] _REQ_cell2[3] x 77 /OREQ _OREQ x 
28 A[1] _REQ_cell2[2] x 78 /OACK _OACK 0 
29 A[2] _REQ_cell2[1] x 79 I[8]     
30 A[3] _REQ_cell2[0] x 80 I[9]     
31 A[4] Vbias_cell2 0 81 I[10]     
32 A[5] _ACK_cell1 3,3 82 I[11]     
33 A[6] PHOTO_cell1 x 83 I[12]     
34 A[7] _REQ_cell1 x 84 I[13]     
35 A[8] Iph_P_photo4 0 85 I[14]     
36 A[9] Iph_N_photo4 0 86 I[15]     
37 AGND TESTCELL GND GND 87 PDGND DIGITAL GND GND 
38 AVDD TESTCELL VDD VDD 88 PDVDD DIGITAL VDD VDD 
39 A[10]  0 89 PDSUBS DIGITAL GND GND 
40 A[11] Vbias_P_cell3 0 90 PDWELL DIGITAL VDD VDD 
41 A[12] Vbias_N_cell3 3,3 91 O[8] Bus_x[0] x 
42 A[13] FOLLOWBIAS 0,45 92 O[9] Bus_x[1] x 
43 A[14] PHOTO_cell3_N x 93 O[10] Bus_x[2] x 
44 A[15] PHOTO_cell3_P x 94 O[11] Bus_x[3] x 
45 A[16] REQ_N_cell3 x 95 O[12] Bus_x[4] x 
46 A[17] _REQ_P_cell3 x 96 O[13] Bus_x[5] x 
47 A[18] PHOTO_photopixel x 97 O[14] Bus_x[6] x 
48 A[19] REQ_photopixel x 98 O[15]     
49 IPU _ACK_photopixel 3,3 99 CDWELL     
50 IPD RESET_photopixel 0 100 CDVDD     
Table 4: StaticBioVis pin-table and their recommended pin-values. x means unconnected if 
not measured. 
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Appendix D – Matlab Scripts Used in this Project 
 
 
14 Matlab Scripts Used for StaticBioVis Pixel 
 
 
14.1 startopp.m - Initializes the Equipment 
 
%GPIB path 
addpath(genpath('\\samba\mes\src\matlab\gpib\windows')) 
  
%Initializes the instruments 
HP54624 = GPIB_InstrInit('HP54624', 22) 
HP3631A = GPIB_InstrInit('HP54624', 7) 
%For some reason the one above works better than the one below, 
despite that channel 7 is the HP3631 power supply. 
%HP3631A = GPIB_InstrInit('HP3631', 7) 
  
%Sets limits to power supply 
HP3631_SetVolt(1,0,HP3631A) 
fprintf('Volt på kanal 1 satt til 0V\n') 
HP3631_SetVolt(2,0,HP3631A) 
fprintf('Volt på kanal 2 satt til 0V\n') 
HP3631_SetVolt(3,0,HP3631A) 
fprintf('Volt på kanal 3 satt til 0V\n') 
HP3631_SetILimit(1,0,HP3631A) 
fprintf('Ampere på kanal 1 satt til 0A\n') 
HP3631_SetILimit(2,0,HP3631A) 
fprintf('Ampere på kanal 2 satt til 0A\n') 
HP3631_SetILimit(3,0,HP3631A) 
fprintf('Ampere på kanal 3 satt til 0A\n') 
 
 
14.2 measure.m - Measures Intensity Response 
 
%Parametres 
numberOfMeasurements = 50; 
  
volt = 0; 
amp = 0.050; 
  
%Turns on the power supply 
fprintf('Skrur på strømforsyningen\n') 
HPE3631_SetVolt(1,volt) 
fprintf('Volt på kanal 1 satt til %dV\n',volt) 
HPE3631_SetILimit(1,amp) 
fprintf('Ampere på kanal 1 satt til %dA\n') 
HPE3631_Operate() 
fprintf('Strømkilde på\n') 
  
%To let things get started and stable 
fprintf('Venter...\n'); 
pause(5) 
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%Makes the vector of volts 
lysvolt = [1.5:0.1:2.4]; 
  
%Loads the volt to lux table 
load volt_to_lux.mat 
  
fprintf('\nStarter målinger\n') 
  
%So that we can control speed of reading and how often to adjust 
%the oscilloscope 
m=1; 
m_restart=m; 
    
for i=1:length(lysvolt_R(i)), 
    %Sets volt 
    HP3631_SetVolt(1,lysvolt(i),HP3631A) 
  
    %Lets the circuit adjust to new light level 
    fprintf('Venter...\n'); 
    pause(5) 
    fprintf('Volt over lysdiode er %d\n', lysvolt(i)) 
  
    %To let user adjust the oscilloscope manually now and then, 
more often 
    %with low frequencies than with high frequencies 
    if (m==m_restart) 
        fprintf('\nVenter på bruker for å stille inn 
oscilloscopet\n(trykk enter når ferdig)...\n\n') 
        pause 
        m=0; 
        m_restart = m_restart*2; 
    else 
        m=m+1; 
    end 
         
    for j=1:numberOfMeasurements, 
        %Measures frequency 
        freq(i,j)=HP54622_MeasFreq(3,HP54624); 
        fprintf('Runde %d, målte frekvens: %d\n', j, freq(i,j)) 
         
        %Adjusts how long time to wait; low frequency = longer 
time 
        if (m_restart==2) 
            pause(7) 
        elseif (m_restart==4) 
            pause(2) 
        else 
            pause(1) 
        end 
    end 
end 
  
%Turns off power supply 
HP3631_Disable(HP3631A) 
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%Plots this all into an errorbar 
figure(1) 
hold on 
errorbar(volt_to_lux(:,2),mean(freq,2),-
std(freq,0,2),std(freq,0,2),'r-') 
xlabel('Illuminance [lux]'); 
ylabel('Frequency [f]'); 
hold off 
  
 
15 Matlab Scripts Used for Two-coloured Pixel 
 
 
15.1 measurecolour.m - Measures Colour Intensities 
 
format long eng 
  
%Parametres 
numberOfMeasurements = 50; 
  
volt1 = 0; 
amp1 = 0.100; 
volt2 = 0; 
amp2 = 0.100; 
volt3 = 0; 
amp3 = 0.000; 
  
%Turns on the power supply 
fprintf('Skrur på strømforsyningen\n') 
HP3631_SetVolt(1,volt1,HP3631A) 
fprintf('Volt på kanal 1 satt til %dV\n',volt1) 
HP3631_SetVolt(2,volt2,HP3631A) 
fprintf('Volt på kanal 2 satt til %dV\n',volt2) 
HP3631_SetVolt(3,volt3,HP3631A) 
fprintf('Volt på kanal 3 satt til %dV\n',volt3) 
HP3631_SetILimit(1,amp1,HP3631A) 
fprintf('Ampere på kanal 1 satt til %dA\n',amp1) 
HP3631_SetILimit(2,amp2,HP3631A) 
fprintf('Ampere på kanal 2 satt til %dA\n',amp2) 
HP3631_SetILimit(3,amp3,HP3631A) 
fprintf('Ampere på kanal 3 satt til %dA\n',amp3) 
HP3631_Operate(HP3631A) 
fprintf('Strømkilde på\n') 
  
%To let things get started and stable 
fprintf('\nVenter... \n'); 
pause(5) 
     
%Makes the vector of volts 
lysvolt_R = [1.5:0.05:2.4]; 
lysvolt_G = [1.8:0.05:2.7]; 
lysvolt_B = [3.0:0.05:3.9]; 
  
%Loads the volt to lux table 
load voltR_to_lux.mat 
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load voltG_to_lux.mat 
load voltB_to_lux.mat 
  
fprintf('\nStarter målinger\n') 
  
%Loop 
for farge=1:2, 
    %So that we can control speed of reading and how often to 
adjust 
    %the oscilloscope 
    m=1; 
    m_restart=m; 
  
    if farge==1 
        fprintf('\nMålinger for rød lysdiode:\n') 
    elseif farge==2 
        fprintf('\nMålinger for blå lysdiode:\n') 
    end 
     
    for i=1:length(lysvolt_R), 
    %Sets volt 
    if farge==1 
         Rvolt=lysvolt_R(i); 
         Gvolt=0; 
         Bvolt=0; 
        HP3631_SetVolt(2,Bvolt,HP3631A) 
        HP3631_SetVolt(3,Gvolt,HP3631A) 
        HP3631_SetVolt(1,Rvolt,HP3631A) 
    %elseif farge==2 
    %    Rvolt=0; 
    %    Gvolt=lysvolt_G(i); 
    %    Bvolt=0; 
    %    HP3631_SetVolt(3,0,HP3631A) 
    %    HP3631_SetVolt(1,0,HP3631A) 
    %    HP3631_SetVolt(2,lysvolt_G(i),HP3631A) 
    elseif farge==2 %Due to an illumination weak green diode, we 
skipped using it 
         Rvolt=0; 
         Gvolt=0; 
         Bvolt=lysvolt_B(i); 
        HP3631_SetVolt(1,Rvolt,HP3631A) 
        HP3631_SetVolt(3,Gvolt,HP3631A) 
        HP3631_SetVolt(2,Bvolt,HP3631A) 
    end 
  
    %Lets the circuit adjust to new light level 
    fprintf('Venter...\n'); 
    pause(20) 
    fprintf('Volt over lysdioder: rød=%d, grønn=%d, blå=%d\n', 
Rvolt, Gvolt, Bvolt) 
  
    %To let user adjust the oscilloscope manually now and then, 
more often 
    %with low frequencies than with high frequencies 
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    fprintf('\nNow is the time to adjust your oscilloscope for 
optimal results\n') 
    fprintf('It should be optimalized for red pixel (channel 
3)\n') 
    seconds = input('Enter delay in seconds: '); 
    fprintf('\nDelay is set to %d seconds, continuing...\n', 
seconds) 
     
    for j=1:numberOfMeasurements, 
        %Measures frequency 
        freq_R(farge,i,j)=HP54622_MeasFreq(3,HP54624); 
        while(freq_R(farge,i,j) > 9e+37) 
            fprintf('Measured infinite. Reconsider delay, is now 
%d seconds.\n', seconds) 
            seconds = input('Enter delay in seconds: '); 
            pause(seconds) 
            freq_R(farge,i,j)=HP54622_MeasFreq(3,HP54624); 
        end 
        fprintf('Runde %d, målte frekvenser: rød=%d\n', j, 
freq_R(farge,i,j)) 
  
        %Adjusts how long time to wait; low frequency = longer 
time 
        pause(seconds) 
    end 
     
    fprintf('\nNow is the time to adjust your oscilloscope for 
optimal results\n') 
    fprintf('It should be optimalized for blue pixel (channel 
4)\n') 
    seconds = input('Enter delay in seconds: '); 
    fprintf('\nDelay is set to %d seconds, continuing...\n', 
seconds) 
  
    for j=1:numberOfMeasurements, 
        %Measures frequency 
        freq_B(farge,i,j)=HP54622_MeasFreq(4,HP54624); 
        while(freq_B(farge,i,j) > 9e+37) 
            fprintf('Measured infinite. Reconsider delay, is now 
%d seconds.\n', seconds) 
            seconds = input('Enter delay in seconds: '); 
            pause(seconds) 
            freq_B(farge,i,j)=HP54622_MeasFreq(4,HP54624); 
        end 
        fprintf('Runde %d, målte frekvenser: blå=%d\n', j, 
freq_B(farge,i,j)) 
  
        %Adjusts how long time to wait; low frequency = longer 
time 
        pause(seconds) 
    end 
  
    end 
end 
  
%Turns off power supply 
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HP3631_Disable(HP3631A) 
  
%Plots this all into an errorbar 
figure(1) 
hold on 
errorbar(voltR_to_lux(:,2),mean(freq_R(1),2),-
std(freq_R(1),0,2),std(freq_R(1),0,2),'r-') 
%errorbar(voltG_to_lux(:,2),mean(freq_R,2),-
std(freq_R,0,2),std(freq_R,0,2),'g-') 
errorbar(voltB_to_lux(:,2),mean(freq_R(2),2),-
std(freq_R(2),0,2),std(freq_R(2),0,2),'b-') 
  
errorbar(voltR_to_lux(:,2),mean(freq_B(1),2),-
std(freq_B(1),0,2),std(freq_B(1),0,2),'r--') 
%errorbar(voltG_to_lux(:,2),mean(freq_B,2),-
std(freq_B,0,2),std(freq_B,0,2),'g--') 
errorbar(voltB_to_lux(:,2),mean(freq_B(2),2),-
std(freq_B(2),0,2),std(freq_B(2),0,2),'b--') 
xlabel('Illuminance [lux]'); 
ylabel('Frequency [f]'); 
hold off 
 
 
16 Matlab Scripts Used for Semi-cross-correllogram 
 
 
16.1 premeas.m – Initializes Equipment 
 
Ilimit1 = 0.1; 
Ilimit2 = 0.1; 
Ilimit3 = 0.02; 
Volt1 = 2.0; 
Volt2 = 3.5; 
Volt3 = -3.3; 
  
stepup = 20; 
  
HPE3631_Operate 
  
pause(2) 
  
%Sets limits to power supply 
HPE3631_SetILimit(1,Ilimit1) 
fprintf('Ampere på kanal 1 satt til %dA\n', Ilimit1) 
HPE3631_SetILimit(2,Ilimit2) 
fprintf('Ampere på kanal 2 satt til %dA\n', Ilimit2) 
HPE3631_SetILimit(3,Ilimit3) 
fprintf('Ampere på kanal 3 satt til %dA\n', Ilimit3) 
  
pause(2) 
  
HPE3631_SetVolt(3,Volt3) 
fprintf('Volt på kanal 3 satt til %dV\n', Volt3) 
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pause(10) 
  
for i=1:stepup 
    HPE3631_SetVolt(1,Volt1*(i/stepup)) 
    fprintf('Volt på kanal 1 satt til %dV\n', Volt1*(i/stepup)) 
    pause(1) 
    HPE3631_SetVolt(2,Volt2*(i/stepup)) 
    fprintf('Volt på kanal 2 satt til %dV\n', Volt2*(i/stepup)) 
    pause(1) 
end 
  
  
fprintf('Taking a 2 minute pause to let signal be 
stabilized...\n') 
pause(60) 
fprintf('One minute left...\n') 
pause(60) 
fprintf('Power up and stable, starting measureing.\n') 
 
 
16.2 oscdatadump.m – Dumps Data from Osc.scope. 
 
%Add the GPIB tools to the matlab path: 
%addpath(genpath('~mes/src/matlab/gpib/linux')) 
format long eng 
  
premeas 
  
antmal = 1500; 
valid = 0; 
globalgiveup = 4; 
tic; 
  
for i=1:antmal 
     
    if globalgiveup < 0 
        fprintf('Giving up completely!\n') 
        break 
    end 
     
    fprintf('Venter... '); 
    for time=1:5, 
        fprintf('%i ', 6-time) 
        pause(1) 
    end 
    fprintf('0\n') 
     
    fprintf('Runde %d av %d ', i, antmal); 
    % Get traces from the oscilloscope: 
    [time,chan] = HP54622_GetData2; 
    % Plot the results: 
    %plot(time,chan(1,:),'g',time,chan(2,:),'r'); 
    %xlabel('Time [s]'); ylabel('Voltage [V]'); 
    pause(2) 
    fb=MyMeasFreq(1); 
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    pause(2) 
    fr=MyMeasFreq(2); 
  
    giveupcounter = 4; 
    while fb > 9e+37 
        if giveupcounter < 0 
            fprintf('Giving up...\n') 
            globalgiveup = globalgiveup - 1; 
            break 
        end 
        fprintf('Measured infinite on channel 1 (%d), do 
something! D:\n', fb) 
        fprintf('Venter... '); 
        for time=1:5, 
            fprintf('%i ', 6-time) 
            pause(1) 
        end 
        fprintf('0\n') 
     
        fprintf('Runde %d av %d ', i, antmal); 
        % Get traces from the oscilloscope: 
        [time,chan] = HP54622_GetData2; 
        % Plot the results: 
        %plot(time,chan(1,:),'g',time,chan(2,:),'r'); 
        %xlabel('Time [s]'); ylabel('Voltage [V]'); 
        pause(2) 
        fb=MyMeasFreq(1); 
        pause(2) 
        fr=MyMeasFreq(2); 
        giveupcounter = giveupcounter - 1; 
    end 
    while fr > 9e+37 
        if giveupcounter < 0 
            fprintf('Giving up...\n') 
            globalgiveup = globalgiveup - 1; 
            break 
        end 
        fprintf('Measured infinite on channel 2 (%d), do 
something! D:\n', fr) 
        fprintf('Venter... '); 
        for time=1:5, 
            fprintf('%i ', 6-time) 
            pause(1) 
        end 
        fprintf('0\n') 
     
        fprintf('Runde %d av %d ', i, antmal); 
        % Get traces from the oscilloscope: 
        [time,chan] = HP54622_GetData2; 
        % Plot the results: 
        %plot(time,chan(1,:),'g',time,chan(2,:),'r'); 
        %xlabel('Time [s]'); ylabel('Voltage [V]'); 
        pause(2) 
        fb=MyMeasFreq(1); 
        pause(2) 
        fr=MyMeasFreq(2); 
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        giveupcounter = giveupcounter - 1; 
    end 
     
    datatime(i,:) = time; 
    datachan(i,:,:) = chan; 
    freq_B(i) = fb; 
    freq_R(i) = fr; 
    valid = i; 
  
    fprintf('Measured freq_B = %d, freq_R = %d\n', freq_B(i), 
freq_R(i)) 
     
    t = toc; 
    estroundtime = t/i;     
    timeleft = estroundtime*(antmal-i); 
    hours = floor(timeleft/60/60); 
    minutes = floor(timeleft/60)-hours*60; 
    seconds = ceil(timeleft)-hours*60*60-minutes*60; 
    currtime = fix(clock); 
    currsectime = currtime(4)*60*60+currtime(5)*60+currtime(6); 
    eta = timeleft+currsectime; 
    thours = floor(eta/60/60); 
    tminutes = floor(eta/60)-thours*60; 
    tseconds = ceil(eta)-thours*60*60-tminutes*60; 
    if thours > 23 
        thours = thours - 24; 
    end 
    fprintf('Apprx. %dhr:%0.2dmin:%0.2dsec left (ETA: 
%0.2d:%0.2d:%0.2d)\n', hours, minutes, seconds, thours, tminutes, 
tseconds); 
end 
%This takes up to 30 hours, which is why I bothered with timers. 
  
save dataset4.mat datatime datachan freq_B freq_R valid 
fprintf('Saved all relevant data\n') 
  
postmeas 
  
%xcorr 
i=1; 
time=datatime(i,:); 
chan1(1,:)=datachan(i,1,:); 
chan2(1,:)=datachan(i,2,:); 
figure(1) 
hold on 
plot(time,chan1,'b') 
plot(time,chan2,'r') 
hold off 
  
 
16.3 spikifydata2.m – Converts Data-dump to Spikes 
 
%Spikifies your plots! 
format long 
%load xcorrsample.mat 
arrayLength = 20; 
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minNumberOfSpikes = [99 99]; 
maxNumberOfSpikes = [0 0]; 
  
for i=1:valid %takes out one and one sample 
  
    cursor = 2; %start from the first datapoint in each sample 
    numSpikes = [0 0]; 
     
    for channel=1:length(datachan(i,:,cursor-1)) 
        for n=1:arrayLength 
            spike(channel,n) = 99; 
        end 
    end 
         
    for channel=1:length(datachan(i,:,cursor-1)) 
        for cursor=2:length(datatime(i,:)) 
            if abs(datachan(i,channel,cursor)-
datachan(i,channel,cursor-1)) > 0.3 
                numSpikes(channel) = numSpikes(channel) + 1; 
                spike(channel,numSpikes(channel)) = 
datatime(i,cursor-1); 
            end 
        end 
    end 
         
    %Saving data 
    dataspikes1(i,:) = spike(1,:); 
    dataspikes2(i,:) = spike(2,:); 
    datanumspikes(i,:) = numSpikes; 
    clear spike; 
    fprintf('Round %d done, %d to go, (spikes found: %d, 
%d)\n',i,valid-i,numSpikes(1),numSpikes(2)) 
end 
fprintf('Done!\n')   
 
fprintf('Min/mean/max (std) spikes on channel 1: %d/%d/%d 
(%d)\n',min(datanumspikes(:,1)),mean(datanumspikes(:,1)),max(datan
umspikes(:,1)),std(datanumspikes(:,1))) 
fprintf('Min/mean/max (std) spikes on channel 2: %d/%d/%d 
(%d)\n',min(datanumspikes(:,2)),mean(datanumspikes(:,2)),max(datan
umspikes(:,2)),std(datanumspikes(:,2))) 
  
mycorrthingie 
 
 
16.4 mycorrthingie.m – X-corr Plot from Spikes 
 
resolution = 200; 
weight1 = 0.25; 
weight2 = 1; 
  
for i=1:resolution 
    referencexcorr(i) = 0; 
    xcorrellogram(i) = 0;   
end 
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%for k=1:length(datatime(:,1)) 
for k=1:valid 
    %k = 19; 
    %Finding the most centre spike 
  
    step = 0; 
    invert = 0; 
    zeroSpikeFound = false; 
  
    while ~zeroSpikeFound 
        cursor = length(datatime(k,:))/2+step; 
        for n=1:length(dataspikes1(k,:))  
            if datatime(k,cursor) == dataspikes1(k,n) 
                zeroSpikeFound = true; 
                centreSpike = cursor; 
                centreSpikePosision = n; 
                centreSpikeOffset = cursor - 
length(datatime(k,:))/2; 
                fprintf('%d Most centre spike found at location %d 
(%d off centre), time %d\n', k, cursor, centreSpikeOffset, 
centreSpike) 
                %fprintf('   This is spike number %d\n',n) 
            end 
        end 
        if invert == 0 
            invert = 1; 
            step = step * -1; 
        else 
            invert = 0; 
            step = step * -1; 
            step = step + 1; 
        end 
    end 
  
    %Moving spikes if needed  
     
    if centreSpikeOffset ~= 0 
     
        centreTimeOffset = datatime(k,length(datatime(k,:))/2) - 
datatime(k,(length(datatime(k,:))/2)+centreSpikeOffset); 
        fprintf('Moving spike at posision %d from %d to 
%d\n',centreSpikePosision,dataspikes1(k,centreSpikePosision),datas
pikes1(k,centreSpikePosision)+centreTimeOffset) 
        for i=1:length(dataspikes1(k,:)) 
            if dataspikes1(k,i) ~= 99 
                dataspikes1(k,i) = dataspikes1(k,i) + 
centreTimeOffset; 
            end 
            if dataspikes2(k,i) ~= 99 
                dataspikes2(k,i) = dataspikes2(k,i) + 
centreTimeOffset; 
            end 
        end 
         
    end 
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    %Adding to the cross correllogram     
  
    totaltime = datatime(k,length(datatime(k,:)))-datatime(k,1); 
    deltatime = totaltime/resolution; 
    offset = datatime(k,1); 
  
    for i=1:length(dataspikes1(k,:)) 
        if dataspikes1(k,i) ~= 99 
            location = floor((dataspikes1(k,i)-offset)/deltatime); 
            if location <= 0 
                location = 1; 
            end 
     
            referencexcorr(location) = referencexcorr(location) + 
weight1; 
        end 
    end 
  
    for i=1:length(dataspikes2(k,:)) 
        if dataspikes2(k,i) ~= 99 
            location = floor((dataspikes2(k,i)-offset)/deltatime); 
            if location <= 0 
                location = 1; 
            end 
     
            xcorrellogram(location) = xcorrellogram(location) + 
weight2; 
        end 
    end 
  
end 
  
figure(2) 
hold on 
title('Number of spikes per time domain') 
xlabel('Time from -1.0 to 1.0 seconds') 
ylabel('Number of spikes') 
plot(xcorrellogram,'b') 
plot(referencexcorr,'r--') 
hold off 
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