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ABSTRACT
TESTING THE EFFECTS OF ORAL
INTERVENTIONS ON THE COVARIANCE OF
EXCHANGE RATES IN A STATE-OF-THE-ART
COMPUTATIONAL ENVIRONMENT
C¸as¸kurlu, Tolga
M.S., Department of Management
Supervisor: Assoc. Prof. Aslıhan Altay Salih
July 2009
In the last decade, both Federal Reserve System (FED) and European Central
Bank (ECB) abandoned direct market interventions and relied on communica-
tion as their main policy tool to affect exchange rates. This paper investigates
the impacts of officials’ statements (oral intervention) on the covariance of the
EUR/USD and JPY/USD. Using generalized autoregressive conditional het-
eroscedasticity (GARCH) model’s diagonal vector error correction (DVEC)
representation, we find that strengthening oral interventions in US and Japan
decrease while in Eurozone increase the covariance between EUR/USD and
JPY/USD. Also reversely, weakening oral interventions in US and Japan in-
crease while in Eurozone decrease the covariance. Since oral interventions are
explanatory variables of the conditional covariance structure of G3 currencies
(USD, EUR and JPY), ignoring oral interventions may cause errors in foreign
exchange (forex) covariance forecasts. During the estimation procedure, we
use a different approach than the commonly practiced in the literature. We
solve the resulting optimization problem from maximum likelihood estimation
(MLE) of DVEC model in two steps: first by genetic algorithm (GA) and then
iii
by sequential quadratic programming (SQP) algorithm. Furthermore, to land
at a better local optimal, the experiments are conducted in NEOS Servers1.
Comparing our results with those of benchmark S+ GARCH module (a com-
mercial software), we find that our approach yields much higher objective
value than the benchmark does. Hence, we conclude that our computational
methodology provides substantial improvement to in-sample forex covariance
forecasting. Our results have applications in portfolio management as well.
Keywords: Central Bank Interventions, Constrained Nonlinear programming,
Multivariate GARCH, Conditional Correlations.
1Highly specialized optimization problem solving environment in Argonne
National Laboratory, USA.
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O¨ZET
SO¨ZLU¨ MU¨DEHALELERI˙N PARA BI˙RI˙MLERI˙NI˙N
BI˙RLI˙KTE DEG˘I˙S¸I˙MLERI˙NE ETKI˙SI˙NI˙N I˙LERI˙
BI˙LGI˙SAYAR ORTAMINDA TEST EDI˙LMESI˙
C¸AS¸KURLU, TOLGA
Yu¨ksek Lisans, I˙s¸letme Bo¨lu¨mu¨
Tez Yo¨neticisi: Doc¸. Dr. Aslıhan Altay Salih
Temmuz 2009
Son 10 sene ic¸erisinde hem Amerika Birles¸ik Devletleri Merkez Bankası (FED)
hem de Avrupa Merkez Bankası (ECB) piyasalara direkt alım satım mu¨dehaleleri
yerine, u¨st du¨zey yo¨neticilerle so¨zlu¨ mu¨daheleleri tercih etmis¸lerdir. Bu c¸alıs¸mada,
Amerika, Japonya ve Avrupa’daki so¨zlu¨ mu¨dahelelerin EUR/USD ve JPY/USD
birlikte deg˘is¸imlerine (kovaryans) etkisi aras¸tırılmaktadır. Sonuc¸ olarak, Amerika
ve Japonya’dan yapılan gu¨c¸lendirici mu¨dehalelerin birlikte deg˘is¸imi azalttıg˘ı,
zayıflatıcı mu¨dehalelerin artırdıg˘ı; Avrupa’dan yapılan gu¨c¸lendirici mu¨dehalelerin
birlikte deg˘is¸imi artırdıg˘ı, zayıflatıcı mu¨dehalelerin azalttıg˘ı go¨zlenmis¸tir. Hesapla-
malar genelles¸tirilmis¸ o¨zbag˘lanımlı, s¸artlı, deg˘is¸ken hata varyansı (GARCH)
methodolojisi ile yapılmıs¸tır. GARCH modellerinin c¸o¨zu¨mleri ic¸in olabilir-
lik artırma (MLE) temel alınmıs¸tır. Literatu¨rden farklı olarak, MLE’den
olus¸an problem BHHH algoritmaları yerine, SQP algoritmaları ile c¸o¨zu¨lmu¨s¸ ve
Amerika’daki NEOS servis sag˘layıcısındaki o¨zel bilgisayarlarda testler yapılmıs¸tır.
Sonuc¸larımız, temel fonskiyon deg˘eri bakımından, ticari yazılım olan S+ dilinin
GARCH paketinden daha u¨stu¨ndu¨r. Bu c¸alıs¸manın sonuc¸ları, kısa zamanlı
portfo¨ylerde kullanılabilir niteliktedir.
v
Anahtar Kelimeler: Merkez Bankası Mu¨dehaleleri, Kısıtlamalı Dog˘rusal Ol-
mayan Programlama, C¸ok Deg˘is¸kenli GARCH, S¸artlı Dog˘rusal Bag˘ıntı (Ko-
relasyon)
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CHAPTER 1
INTRODUCTION
Forecasting the covariance is at the heart of many financial applications such
as hedging, value-at risk measures or mean/variance optimization. To have
better out-of-sample covariance forecasts, statistical methods such as rolling
covariance, realized covariance, implied covariance or Multivariate GARCH
(MGARCH) models are commonly used. However, to improve the relevance
of the statistical models, factors that can affect the second moments of the
series have to be incorporated to these models.
Beine (2004) considered Central Bank Interventions (CBIs) as an explana-
tory variable of the covariance structure. He found that at least concerted of-
ficial CBIs are explanatory variables of the covariance dynamics of EUR/USD
and JPY/USD. However, as discussed in Fratzscher (2006), in the last decade,
FED and ECB relinquished direct CBIs and relied on communication to influ-
ence the exchange rates. One of the main reasons of central banks abandon-
ing CBIs is its unexpected consequences. As discussed in Sarno and Taylor
(2001), central banks’ ultimate aim is to decrease the volatility of the ex-
change rates while not altering its level. However, there are empirical studies
that show that interventions can influence the exchange rate level.1 Since
CBIs are affecting the capital market mechanism by changing the level and
1Aguilar and Nydalh (2001), Fratzscher (2006), Payne and Vitale (2003)
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since central banks are staking their own capital, central banks hesitated
to conduct interventions in the last decade. In addition, although central
banks can not change the interest rate or other macroeconomic instruments
very frequently to affect the exchange rate volatility, they can canalize the
markets in the desired direction by oral interventions. Hence, assessing the
effects of communication (oral intervention) on the covariance of EUR/USD
and JPY/USD will contribute to the literature.
In this thesis, we investigate the extent the G3 economies officials’ state-
ments influence the covariance of EUR/USD and JPY/USD in MGARCH
framework. We find that strengthening oral interventions in US and Japan
decrease while in Eurozone increase the covariance between EUR/USD and
JPY/USD. Also reversely, weakening oral interventions in US and Japan in-
crease while in Eurozone decrease the covariance. In other words, from our
results it can be inferred that ignoring the oral interventions in the covariance
dynamics may underestimate/overestimate forex covariance forecasts.
Our second contribution to the finance literature is on the methodology
side. In this study, during the estimation of the MGARCH models, we used
recent advances in numerical optimization algorithms, software and state-of-
art computing environment. To see whether the computational framework
is important in MGARCH estimation, we compared our results with those
of S+ language GARCH module, a commercial software commonly used by
academicians and practitioners. We wrote the software in AMPL (A Math-
ematical Programming Language) and solved the problem in NEOS servers
with SNOPT (Sparse Nonlinear OPTimizer) solver, which uses SQP (Se-
quential Quadratic Programming) algorithm. The benchmark software S+
GARCH module uses BHHH (Berndt, Hall, Hall, and Hausman) algorithm
to solve the same problem. For the same maximization problem, higher ob-
jective value is obtained. Hence, we conclude that, at least for this data, also
computational framework is important in covariance forecasting.
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In the remaining part of the introduction section, we will first explain
the econometric approaches used for covariance forecasting in the literature.
Then, we will review some computational approaches on the same issue. After
this methodological motivation, we will discuss the inadequacies in statistical
methods and explain in detail the importance of assessing the oral intervention
influence on the forex covariance forecasting.
We will firstly summarize the econometric approaches that are used for
covariance forecasting and explain the underlying reasons of the difficulties
that lead us to use more complicated computational techniques. Most of the
econometrics approaches for the covariance and correlation forecasting is on
the MGARCH framework. The first MGARCH representation was the VEC
(Vector Error Correction) model of Bollerslev, Engle and Wooldridge (1988).
Although this model had superior out-of sample forecasting results than the
previously used models such as rolling covariance model, it had an important
drawback: the resulting optimization problem from the maximum likelihood
estimation (MLE) of the VEC model was highly nonlinear and non-convex.
Since the global optimum of non-convex nonlinear programming problems
that have many nonlinear equality constraints may not be found accurately,
researchers were had to make a trade-off between estimation intractability
and practical applicability. To decrease the time complexity of the prob-
lem, Bollerslev et.al. (1988) proposed Diagonal-VEC (DVEC) model which
is a nested version of the VEC model. Two years later, Bollerslev (1990)
introduced a new representation, CCC (Constant Conditional Correlation)
GARCH, which assumes constant correlation for the underlying time series.
Although CCC representation has reduced the time complexity of the prob-
lem by imposing artificial restrictions on the variables, some researches such
as Bera and Kim (1996) and Tse (2000) have shown that correlations in some
of the national stock markets for certain periods are in fact time varying. This
fact gave rise to new econometric approaches that capture the ways the covari-
3
ances and correlations evolve over time. Since constant correlation seemed to
be quite restrictive in practice, researchers tried to explore some other repre-
sentations that have less time complexity but at the same time have less prior
assumptions on the variables to be estimated. One of these representations
is BEKK (Baba, Engle, Kraft, Kroner) model of Engle and Kroner (1995),
which eliminates the positive definiteness constraint (except initial matrix)
by inserting restrictions on the variance and covariance equations. Similarly,
Kawakatsu (2006)’s Matrix Exponential GARCH (MEXGARCH) model re-
moved the positive definiteness constraint and any other restrictions on the
variables. However, estimating the matrix exponential of the covariance ma-
trix in every iteration increased computational complexity of the model. In
addition to these new MGARCH representations, some researches modified
these models by adding asymmetric terms to the variance and covariance
equations. For example, Kroner and Ng (1998) modified BEKK representa-
tion by adding asymmetric terms to the covariance equation. Similarly, Goeij
and Marquering (2004) developed asymmetric VEC model. There are many
other representations and extensions. Silvennoinen et. al (2007) provides a
detailed survey.
Although these MGARCH representations made important contributions
to the literature, for forecasting the correlation, none of them has attracted
as much interest as the DCC (Dynamic Conditional Correlation) GARCH
model of Engle (2002) did. The power of the DCC comes from the low time
complexity compared with that of other MGARCH models. The problem
is separated into volatility and correlation parts in DCC representation and
each part is solved separately. Since it doesn’t try to estimate the conditional
variance, it solves a smaller problem than other MGARCH models do. Hence,
as shown in Engle (2002), DCC model outperforms the competing models in
correlation forecasting. We use the DCC model in our correlation analysis.
Another direction to statistically enhance the volatility and covariance
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forecasts is the usage of different computational techniques. To calculate
MGARCH variables, literature generally uses Maximum Likelihood Estima-
tion (MLE), which pre-assumes a known distribution for the residuals. How-
ever, in practice these errors may be coming from a distribution that doesn’t
have any well defined moment generating function. So, to relieve this as-
sumption, some researches used machine learning algorithms, which make
non-parametric or semi-parametric estimation, to have conditional variance
forecasts2. Besides the usage of machine learning algorithms, there is limited
research on the applications of new computational (including optimization)
algorithms and environments on the solution of MGARCH models. One ex-
ample is Salih et.al (2003), which introduces a new MGARCH representation
and solves the underlying MLE with SNOPT (SQP algorithm) solver instead
of the commonly used BHHH algorithm. Although their model has a bet-
ter in-sample forecasting capability than that of the competing models, they
don’t attribute the source of the superiority solely to the new representation
or to the optimization solver. Also, they do not employ any standard initial-
ization algorithm for the variables that will be estimated. In this paper, for
our data, we test whether optimization algorithm and computing environment
to solve the MLE of a specific MGARCH representation is important in terms
of in-sample forecasting. To do this, we use two step procedure: In the first
step, we solve the resulting optimization problem from MLE of DVEC model
by Genetic Algorithms (GA), a stochastic global optimization algorithm. In
the second step, using optimum points from the first step as the initial points
for the variables to be estimated, we resolve the DVEC optimization problem
by SNOPT solver (SQP algorithm), a local optimization algorithm, in NEOS
2To name a few, Schittenkopf et al.(2000) compared neural network and
GARCH forecasts on DAX data and found that for some certain periods,
volatility predictions from neural network are superior to GARCH
predictions. Perez-Cruz et.al. (2003) employed support vector machine
(SVM), another machine learning algorithm, to forecast the conditional
variances of S&P100, FTSE100 and NIKKEI indexes and found that SVM
outperforms the MLE of GARCH models.
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servers. With the same data series, we then estimate DVEC model by S+
GARCH module, which uses BHHH algorithm. We find that solving the same
DVEC optimization problem with SNOPT solver in NEOS Servers instead
of the commonly used S+GARCH module yields higher objective value. In
other words, it means that our results produce better in-sample covariance
forecasts than the traditional approach does.
Although econometric and computational approaches yield some covari-
ance forecasts, as discussed in Beine (2004), incorporating some explana-
tory variables will improve the relevance of these methodologies. Therefore,
the financial variables that have relevance with the second order conditional
moments of the exchange rates have to be considered as the explanatory
variables of covariance structure. There are many papers 3 that investigate
the impacts of Central Banks Interventions (CBIs) on the volatility of ex-
change rates. However, to the best of our knowledge, there exists only one
study Beine (2004), which investigates the effects of CBIs on the covariance
of the exchange rates. He finds that at least coordinated official CBIs are
explanatory variables of the covariance of EUR/USD and JPY/USD series.
Although Beine (2004) paper was a milestone paper in portfolio optimiza-
tion, as commented in Fratzscher (2006), in the last decade both FED and
ECB abandoned direct central bank interventions and relied on communi-
cation (oral intervention) to affect exchange rates. Fratzscher (2006) finds
that oral interventions decrease the volatilities of EUR/USD and JPY/USD
series in %90 significance level. Since oral interventions have impact on the
second order moments of the exchange rates and since in the last decade oral
interventions are conducted as substitute for CBIs, oral intervention is a good
candidate instead of the official CBIs to use as an explanatory variable for the
covariance of EUR/USD and JPY/USD . In this thesis, we use the method-
3To name a few: Ballie and Osterberg (1997), Beine and Laurent (2003),
Brander, Grech and Stix (2006), Dominguez (1998), Edison, Cashin, and
Liang (2003), Fatum and Hutchison (2003) and Humpage (1999).
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ology of Beine (2004) and the data of Fratzscher (2006) to assess the effects
of official statements (oral interventions) on the covariance of EUR/USD and
JPY/USD.
Our study contributes literature in two ways: Firstly, to our knowledge,
it is the first study that investigates the effects of oral interventions on the
covariance and correlation of exchange rates. Also, the statistical tests in sec-
tion 4.3.1 show that incorporating oral intervention dummy variables enhance
the in-sample forex variance and covariance forecasts. Since daily currency
trading is more than $3.2 trillion and since variance and covariance of foreign
exchanges is an input for the minimum variance portfolios, we believe that
our study is important for academic purposes as well as for the practitioners
who are dealing with currency trading and portfolio optimization. Our sec-
ond contribution is on the computational methodology of MLE of GARCH
models. It is the first study that investigates whether in-sample forecasts
of MLE of the same GARCH representation can be statistically enhanced
by only computational algorithms and environments. We find that employ-
ing GA and SQP algorithms in NEOS Servers consecutively, instead of the
commonly used BHHH algorithm, brings tremendous improvement in forex
forecasting. We argue that also our second contribution is important for both
academicians and practitioners4.
This thesis is organized as follows. Section 2 presents a literature review
on the interventions and their effects on the forex volatility and covariance.
Section 3 presents the data and methodology employed in this thesis. Section
4 explains the estimation and empirical results in detail. Section 5 makes an
application of our results in daily currency portfolios. Section 6 concludes.
4Software used in the estimation of this paper can be found at http:
//www.bilkent.edu.tr/~caskurlu/Thesis
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CHAPTER 2
LITERATURE REVIEW
2.1 History of Direct Central Bank Interven-
tions
Official exchange rate intervention (direct central bank intervention) occurs
when the underlying central bank buys or sells foreign currency against its
own currency. The stated and intended aim and efficiency of these inter-
ventions have been the subject of the academic literature in the past 40
years1. Actually, debates on the interventions start with the collapse of Bret-
ton Woods System in 1973, which forced each country to adopt a monetary
policy that maintains the exchange rate of its currency within a fixed value −
plus or minus one percent in terms of gold. After this monetary regime shift,
the 1970s economy experienced floating exchange rates. The new system came
with a shortcoming: volatility, which is one of the sources of the financial risk
for the international traders and investors. As discussed in Sarno and Taylor
(2001), the high volatility of forex parities of the major industrialized coun-
tries led the authorities to a consensus about the stabilization of the parities
1Ballie and Osterberg (1997); Beine and Laurent (2003); Brander, Grech
and Stix (2001);Edison, Cashin, and Liang (2003); Fatum and Hutchison
(2003b); Humpage (1999); Neely (2005); Sarno and Taylor (2001) and
Schwartz(2000) provide detailed survey of this literature.
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by intervening the markets. However, during 1980s, in a period where capital
could move faster than 1970s, Reagan administration and many economists
viewed interventions as costly and inefficient operations that have negligible
effects on the markets due to high volume of assets traded − a result that is
just the opposite of the official’s intention. However, in 1980s, the dollar was
so aggressively overvalued (%50 in nominal terms) that all G5 economy lead-
ers and many academicians agreed on the importance of intervention again.
In Plaza meetings (Plaza Hotel in New York in September 1985) G5 leaders
decided to make concerted intervention to depreciate the dollar. However,
unexpected and stationary decline of U.S dollar in late 1980s forced G7 lead-
ers to make one more meeting (Louvre in Paris in February 1987) about the
stabilization of the range of U.S price 2. After the Plaza and Louvre meet-
ings, there have been frequent interventions until 1996. These unilateral and
coordinated interventions with coordinated monetary policy meetings were
the fundamentals of the Exchange Rate Mechanism (ERM) of the European
Monetary System (EMS). The last interventions of the Euro zone and USA
were the coordinated intervention of the G7 economy in September 2000.
However, Bank of Japan (BoJ) continued to make direct interventions in the
forex markets until 16 March 2004 3.
There are two mechanisms of direct central bank interventions: sterilized
and non-sterilized operations. An official intervention is called sterilized when
the central bank takes action to offset a change in the domestic-based foreign
asset holdings. If the central bank only exchanges domestic currency but does
not buy/sell domestic assets, then this operation is a non-sterilized operation.
The main purpose of a sterilized intervention is to affect exchange rate while
keeping the money supply and interest rates unaffected. Many central banks
may choose to make sterilized operations for different purposes. For example,
2They decided to make a coordinated intervention though they didn’t
publicize the reasonable price range.
3The dates and amounts of BoJ official interventions can be reached at
http://www.mof.go.jp/english/$e1c021$.htm
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one central bank monetary policy may be targeting to slowly increase the
interest rate to prevent the boost of the inflation while depreciating domestic
currency to provide traders an advantage on international markets. Hence,
central bank makes a sterilized intervention because a direct forex intervention
of this central bank to depreciate the domestic currency would increase the
money supply, resulting a higher inflation − the opposite of the central bank’s
intention. Parallel to its monetary policy, this central bank offsets the effects
of intervention in the forex market by a transaction in the domestic bond
market.
As discussed in Sarno and Taylor(2001), in theory, these sterilized and
non-sterilized operations can affect the exchange rates through three chan-
nels: The portfolio balance channel, the signalling channel and co-ordination
channel.
The portfolio balance channel is generally investigated under portfolio
balance model (PBM), which implicitly assumes that domestic and foreign
assets aren’t perfect substitutes for the investors. According to this model,
since the sterilized interventions do not affect the money supply, they don’t
cause a change in interest rates. However, the buy/sell of the domestic assets
changes the composition of the international traders’ portfolios, affecting in-
directly the spot exchange rates. Dominguez and Frankel (1993) presents em-
pirical evidence that interventions affect the exchange rates through portfolio
balance channel. However, as Sarno and Taylor (2001) claims, for two rea-
sons portfolio balance channel can less thought to be the one of the channels
for interventions effecting forex dynamics. First, in the last decades financial
markets are integrated so rapidly that financial assets of different countries
became better substitutes. Second, in recent years forex market volume so
much increased that liquidity is not a big problem for asset substitution. 4
One of the other channels that is thought to effect the level exchange rates
4For more information on PBM model, one can refer to Branson (1983) and
Dooley and Isard (1983).
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is the signalling channel. This channel was initiated by the influential work
of Mussa (1981), which states that the central banks convey some private
information to the public by intervening in the forex markets. According
to this hypothesis, central banks might have access to data (or information)
that public doesn’t have or might have in the future. Therefore, if there is
an asymmetric information between the central bank and the public about
the dynamics of the economy, investors may alter their expectations in the
direction of the authorities’ view. There are some empirical studies that
support the validity of the signalling channel. Lewis (1995) finds that FED
interventions can be used to predict the U.S monetary parameters. In a
follow up paper, Kaminsky and Lewis (1996) show that forex interventions
can be used to predict future monetary policies but the sign inferred from
the signaling hypothesis can be opposite when the interventions are followed
by inconsistent movements in monetary policy. In another paper, Bonser-
Neal et al. (1998) concludes that exchange rates immediately react to central
bank interventions. Although there is a vast literature in support of the
signalling channel, one of the questions that arises is: Why don’t central banks
simply relieve information about the economy instead of directly intervening
in the markets? Aguliar (2000) argues that intervention on the markets is a
more credible operation since the authorities stake their own capital as well.
Therefore, the intervention may be seen as an indicator of the strength of the
authorities view about the economy. However, if the authorities are so sure
about the fundamentals of the economy, then why some of the interventions
were kept secret still seems to be an open question.
The last channel that is thought to effect the exchange rates is the co-
ordination channel, which operates as a coordination device between the au-
thorities and investors and may change the dynamics of the exchange rates.
Although both portfolio channel and signalling channel imply that interven-
tions affect the exchange rates immediately (assuming efficiency of the mar-
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kets), co-ordination channel suggests that the interventions (actual or oral)
are incorporated into asset prices overtime. There are many studies that in-
vestigate the long lasting effect of the interventions on the asset prices and find
compelling evidence in favor of co-ordination channel. For example, Andersen
et. al (2003) shows that macroeconomic news affects the volatility of the ex-
change rates to a greater extent initially but then the effects become quite per-
sistent in time. Also, Evans and Lyons (2005) finds that macroeconomic news
arrivals cause subsequent changes in trading of the major end-user partici-
pants such as hedge funds, mutual funds, and non-financial corporations and
that these induced changes remain significant for days. They conclude that
forex markets are not responding to macroeconomic news instantaneously.
2.2 Impact of Direct Intervention, Macroe-
conomic News and Oral Interventions on
the Volatility and Covariance of the For-
eign Exchanges
Since the volatility of the exchange rates is quite important for the risk man-
agement of the portfolios and for the stability of international trading, there
are various studies that investigate the factors that affect the volatilities of
the forex markets. Literature generally considers three factors that can have
impact on the volatility: Direct Central Bank Interventions (CBIs), macroe-
conomic news and officials’ statements (oral interventions).
The researches tested the effects of CBIs on the forex markets generally
in either time series or event study framework. In time series models, many
authors chose GARCH framework to assess the impact of the interventions.
To name some of these papers, Dominguez (1998) investigates the effect of
interventions on USD/DM and USD/JPY in 1977-1994 by using univariate
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GARCH models. He documents that the interventions are positively corre-
lated with the level of volatility. Ballie and Osterberg (1997) uses martingale-
GARCH model and shows that interventions in 1985-1990 had no significant
effect on the level and volatility of the USD/DM exchange rate. Beine and
Laurent (2003) uses ARFIMA/FIGARCH to model the major exchange rates
volatility. They assign a time-varying jump probability to central bank inter-
ventions and find that coordinated or unilateral interventions produce a jump
in the forex return process and cause an increase in the volatility. Brander
et.al (2006) examines the effects of central bank interventions of six Euro-
pean countries by EGARCH model and MS-ARCH model. The results from
EGARCH model show that interventions influence the conditional mean in
only one case and present mixed results (both increasing and decreasing) for
the volatilities. They conclude that both EGARCH and MS-ARCH models
do not find consistent effects on volatility and mean equations.5
Although GARCH framework is one of the most commonly used approach
for examining the effects of CBIs, some researchers discusses the reliability
of this methodology when the data include sporadic and intense intervention
periods. As an alternative to GARCH models, these studies suggested to
use event study approach, which investigates only the intervention periods
with suitable time windows. However, as discussed in Neely (2005), selection
of the “suitable” time window jeopardizes the reliability of this approach.
Short window may not be covering the whole effect, while long windows may
be increasing the danger of omitting important variables. Still, there are
many papers using this methodology. To list some of the representatives of
these event studies: Edison, Cashin, and Liang (2003) investigates the effect
of intervention operations on mean and volatility of Australian dollar/ US
dollar in 1997-2001 period. They find that intervention have quite modest
impact on both level and volatility of Australian dollar. Fatum and Hutchison
5Neely (2005), Sarno and Taylor (2001) and Schwartz(2000) provide
detailed survey of this literature.
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(2003) focuses on the effects of Bundesbank and FED direct interventions on
DEM/USD series. They identify separate intervention ‘episodes’ and then an-
alyze their subsequent effects on volatility. They find that interventions have
effects in the short run. Humpage (1999) uses a logit model and suggests that
coordinated intervention has a higher probability of success than unilateral
interventions and the probability of success increases with the dollar amount
used in the intervention. 6
Second factor that prior researchers generally accepted as one of the key
determinants of the forex mean and volatility process is the macroeconomic
news. For example, Ito and Roley (1987) investigates the impacts of Japan
and US macroeconomic news on the JPY/USD and find that US-based news
significantly effect the parity while Japan news has no such effect. Ederington
and Lee (1993) uses high frequency data to examine the impacts of the 19
types of macroeconomic news on the volatility of USD/DEM. They conclude
that merchandize trade, employment, retail sales, the producer index and
GNP news have influence over the exchange rate volatility. Goodhart et. al.
(1993) assesses the importance of US trade figures and UK interest rise on
the GBP/USD. They find that these news changed the time-series behavior
of the exchange rate. DeGenarro and Shrieves (1997) examines the impact of
market activity and macroeconomic news on the volatility of JPY/USD. They
show that both news and private information are important determinants of
volatility. Andersen and Bollerslev(1998) tries to characterize the volatil-
ity of DEM/USD using three factors that effect the exchange rate volatility:
intraday activity patterns, macroeconomic announcements and volatility per-
sistence (ARCH) effects. They conclude that although announcement have
significant effects, they have less explanatory power than the other two fac-
tors.
During 1980-1996 period, major central banks employed many direct in-
6For a complete list of this literature, again you can refer to Neely
(2005).
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terventions on the forex markets. However, especially in the last decade,
authorities relied on communication to affect the exchange rates. Although,
as mentioned above, there is considerable number of papers that investigate
the effects of CBIs and macroeconomic news on the exchange rates, there is
limited research on the impacts of the officials’ statements on the forex mar-
kets. Two exceptions are Fratzscher (2006) and Jansen and De Haan (2005).
Fratzscher (2006) investigates the effects of both CBIs and G3 economies’
(US, Japan, Euro zone) authorities’ statements that appeared on Reuters
News about the forex. To test the effects, he uses univariate GARCH frame-
work and incorporates CBIs, oral interventions, interest rate differentials and
day-of the week as explanatory variables of the model. He finds that all of
the CBIs have an increasing effect on the volatility. However, EURO zone
oral interventions have a decreasing effect on the volatility of EUR/USD and
both US and Japan oral interventions decrease the volatility of JPY/USD. He
attributes the different impacts of CBIs and oral interventions to the market
certainty. He claims that since major CBIs are conducted secretly, investors
possess hesitations about the desired levels of the exchange rates. However,
with oral interventions, investors have much more information about the econ-
omy and they do not overreact to events in the forex market. The other oral
intervention study, Jansen and De Haan (2005) examines the effects of of-
ficials’ statements about the monetary policy and the external value of the
EUR in univariate GARCH framework. They conclude that in some cases the
statements of ECB officials influence the level of the EUR/USD. These ef-
fects on the level are not permanent; statements don’t have significant effects
over the two day period after the statement. Furthermore, the statements to
appreciate EUR against other currencies are generally not successful. These
comments to strengthen EUR increase the volatility of EUR/USD.
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CHAPTER 3
DATA AND METHODOLOGY
3.1 Data
In our analysis, we use the statements of USA, Japan and Euro zone officials
about the exchange rates for 1996-2003 period.1 Actually, it is quite difficult
to know which news reaches to the investors in a timely fashion. Therefore,
we accept the Reuters News as the benchmark and assume that the officials’
statements that appeared on Reuters News are read by the investors on the
news release day. Since Reuters News is one of the most reliable and compre-
hensive data service and since it makes the news accessible in a short time
after the statement, our assumptions are quite reasonable in practice.
As explained in Fratzscher (2006), the first step in gathering the state-
ments is the identification of the policy makers in the underlying countries
or zones. In USA, exchange rate policy has been controlled by the US Trea-
sury Department and FED. Therefore, the statements of Treasury Secretary,
Deputy Secretary and Federal Open Market Committee (FOMC) members
are included in our analysis. In Euro area, exchange rate policy lies in the
realm of respective central banks. Therefore, for the 1996-1998 period, state-
ments of the Bundesbank Zentralbankrat members and for the 1999-2003
1I would like to thank Marcel Fratzscher (ECB Research Department) for
kindly providing the data that he used in Fratzscher (2006)
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period, statements of ECB Governing Council Members are taken into ac-
count. In Japan, the authority about the exchange rates is the Ministry of
Finance. However, Bank of Japan’s (BoJ) members make regular announce-
ments about the exchange rate. Hence, the data covers the statements of
the Finance Minister, Vice Finance Minister for International Affairs, BoJ’s
governor and two deputy governors. The distribution of the officials’ state-
ments (oral interventions) in 1996-1999 and 1999-2003 periods are presented
in Table 3.1.
After the the officials are determined, the search is conducted by the
key terms a) “exchange rate” and b) the name of the official. Since the
macroeconomic announcements that occurred on the days of monetary policy
meetings or testimonies to central banks may have a dominant effect on that
day, the statements on these days were ignored to get the pure effect of oral
intervention.
After listing all of news, it is classified into three categories in terms of
their content and meaning. If an official statement is interpreted as in favor
of appreciation of domestic currency, then it is accepted as “strengthening”;
whereas if interpreted as in favor of depreciation of domestic currency, then
marked as “weakening”. Some of the strengthening and weakening state-
ment examples of the data can be found in Fratzscher (2008). There are
also some statements that are difficult to categorize as “strengthening” or
“weakening”. In our thesis, we treat “ambiguous” statements as deviations
from the predominant foreign exchange policy. Therefore, “ambiguous” news
are counted as “weakening” in USA and Euro zone, whereas it is counted as
“strengthening” in Japan. After the classification, all news are represented
by the indicators. The dummy variable for the days that “strengthening”
and “weakening” news arrived are marked by 1 and -1 respectively and the
dummy variable for the days in which no news arrived are given value 0.
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USA Euro Area Japan
1996-1999
Strengthen 25 15 2
Weaken 5 0 8
1999-2003
Strengthen 76 61 16
Weaken 10 18 51
Table 3.1: Number of Official Statements. Source: Reuters News
3.2 Advances in Forecasting Volatility and Cor-
relation
For forecasting the volatility, the most common approaches are realized volatil-
ity, which requires high frequency data, implied volatility, which requires
option data and Generalized Autoregressive Conditional Heteroscedasticity
(GARCH) models. As explained in Chapter 2, for the investigation of the
impacts of central bank interventions on the volatility components, gener-
ally GARCH models are used. Since we have daily data and since our time
series show GARCH effects, we also employed GARCH framework. In the
remaining of this chapter, we will explain the basics and different multivariate
representations of GARCH models.
The analysis of time series dynamics of economic data is usually based on
observations of relevant processes, e.g., the behavior of short and long-term
interest rates, rate of inflation, stock prices, etc. Therefore, an observed time
series is viewed as a realization of a stochastic process. The random vari-
ables in the stochastic process may be unidimensional, leading to univariate
econometric models, or multidimensional, in which case multivariate models
are appropriate. For univariate models, we adopt the following notation:
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Yt = φ1Yt−1 + φ2Yt−2 + . . .+ φmYt−m + εt
where Yt ∈ <1, ε ∈ <1 and ε is a weak white noise satisfying the martingale
difference sequence condition:
E(εt|εt−1) = 0
where the notation E(.) denotes mathematical expectation and εt−1 = {εt−1, εt−2, . . .}
represents the vector of past values. When the error term εt is a multivariate
process of dimension n, for all t = 1, . . . , T we have Yt ∈ <n and εt ∈ <n with
components Ylt and εlt, l = 1, . . . , n, respectively. We denote the components
of the n×n conditional variance-covariance matrix Ht = E(εtεTt |εt−1) by hij,t
where i, j = 1, ...n.
3.2.1 Multivariate GARCH Models
As discussed in Bauwens et. al(2003), it is now widely accepted that volatili-
ties move together over time across financial assets and markets. Taking the
co-movement account through a multivariate modeling framework leads to
more realistic empirical models than working with separate univariate mod-
els. In addition, multivariate framework provides us the covariance and cor-
relation of the financial assets, which are critical inputs for value-at risk mea-
sures, mean/variance optimization or hedging. Although there are various
multivariate GARCH (MGARCH) representations, we will explain the most
commonly used representations in this thesis. For a more comprehensive
MGARCH representations, you can refer to Silvennoinen et. al (2007).
3.2.2 Vec and Diagonal Vec Model (DVEC)
The first attempt to MGARCH models was Bollerslev et.al (1988)’s Vec rep-
resentation. In this model, the conditional covariance is represented as a
19
linear function of the cross products of errors, and lagged values of all the
elements of Ht. Assuming errors are normally distributed, Vec model can be
formulated as the following optimization problem:
max−TN
2
log(2pi)− 1
2
T∑
t=1
(log |Ht| + ε′tH−1t εt)
s.t
vech(Ht) = vech(C) +
q∑
i=1
(Aivech(εt−iε′t−i) +
p∑
j=1
(Bjvech(Ht−j)
Ht > 0
where vech(.) is the operator that stacks the lower triangle and diagonal
elements of an N × N matrix, where N is the number of time series, to
a N(N + 1)/2 × 1 vector and “> 0” denotes the positive definite matrix.
The Vec model is very intuitive and easy to understand because it estimates
the covariances as a geometrically declining weighted average of past cross
products of the error terms. The major weakness of this model is the number
of parameters to be estimated. For example, the simplest Vec(1,1) model has
to estimateN(N+1)(N(N+1)+1)/2 parameters. In addition to large number
of parameters, positive definiteness condition of the Vec model requires strong
restrictions on the variable set. For the matrix representation of Vec (1,1):
Ht = C + (In ⊗ ε′t−1)A(In ⊗ εt−1) + Et−2[(In ⊗ ε′t−1)G(In ⊗ εt−1)]
is the sufficient conditions for the positive definiteness is : C > 0, A > 0, G >
0, where In is the nxn identity matrix. To ease the optimization problem, the
positive definiteness constraint is generally not imposed, but instead checked
after the estimation procedure. Because of the optimization difficulties in Vec
model, Bollerslev et.al (1988) also proposes the Diagonal Vec model, where
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Ai and Bj are assumed to be diagonal matrices. For GARCH(1,1) process
the entries of the Ht can be written as
hijt = cij + aijεi,t−1εj,t−1 + bijhij,t−1
and in matrix notation it can be characterized as follows:
Ht = C + A¯ (εt−1ε′t−1) +B ¯Ht−1
where ¯ represents the Hadamard products. In DVEC specification the num-
ber of parameters to be estimated reduces to N(N + 5)/2. Despite the de-
creased number of parameters, restrictions on semi-definiteness on C,A,B
and initial matrix H0 still remain.
3.2.3 BEKK Model
Engle and Kroner (1995) suggests BEKK (Baba, Engle, Kraft, Kroner) model
to eliminate the hard restrictions of VEC representation on positive definite-
ness of Ht. Although this model is a special case of the VEC, it is gener-
ally preferred to VEC model since it has very low number of parameters to
be estimated while it is sufficiently general. Assuming errors are normally
distributed, BEKK model can be formulated as the following optimization
problem:
max − TN
2
log(2pi)− 1
2
T∑
t=1
(log |Ht| + ε′tH−1t εt)
s.t
Ht = C
′C +B′Ht−1B + A′εt−1ε′t−1A
where A,B and C are N×Nmatrices with C symmetric and positive definite.
In BEKK model, Ho > 0 is sufficient condition for the positive definiteness of
conditional covariance matrix. While BEKK makes progress on restrictions
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of Ht, compared with DVEC model,it increases the number of parameters to
be estimated. From a numerical optimization point of view, the BEKK model
also increases the nonlinearity of the constraints by utilizing a higher-order
polynomial representation.
3.2.4 DCC Model
This model proposed by Engle (2002) eliminates the complexity of MGARCH
models by dividing the problem into two subproblems: volatility estimation
and correlation estimation. In the first step, n individual asset volatilities are
calculated using univariate GARCH problems in the folowing manner where
l = 1, ..n, P ∈ <1 and Q ∈ <1:
hl,t = ci +
P∑
i=1
al,iε
2
l,t−p +
Q∑
j=1
blqhl,t−j
and in the second step, using the estimated volatilities in the first step, stan-
dardized residuals are calculated and put into equation system to get the
time-varying correlations.
In this model, multivariate conditional covariance is represented as:
Ht = DtRtDt
where Ht represents the conditional variance matrix, Dt is the (n×n) diago-
nal matrix of time-varying standard deviations from the univariate GARCH
estimation and Rt is the (n× n) time-varying correlation. Assuming the er-
rors, εt, has the property εt|=t−1 ∼ N(0, Ht), where=t−1 represents all the
information up to time (t-1), the log-likelihood function can be written as:
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L = −1
2
T∑
t=1
n log(2pi) + log |Ht|+ ε′tH−1t εt
L = −1
2
T∑
t=1
n log(2pi) + log |DtRtDt|+ ε′tD−1t R−1t D−1t εt
L = −1
2
T∑
t=1
n log(2pi) + 2 log |Dt|+ log |Rt|+ utR−1t D−1t rt
L = −1
2
T∑
t=1
n log(2pi) + 2 log |Dt|+ ε′tD−1t D−1t εt − u′tut + log |Rt|+ u′tR−1t ut
L = Lv + Lc
Lv = −12
T∑
t=1
n log(2pi) + 2 log |Dt|+ ε′tD−1t D−1t εt
Lc = −12
T∑
t=1
−u′tu + log |Rt|+ u′tR−1t ut
where ui,t is the standardized residuals and calculated as ui,t = εi,t/
√
hii,t.
In the second part of the estimation, we will use Lc as the objective function
and Rt matrix will be the constraints. The evolution of DCC is given by the
following equation:
Qt = (1− α− β)Q+ αut−1u′t−1 + βQt−1
in which Qt is the (n× n) time-varying covariance matrix of ut, Q = E[utu′t]
is the (n × n) unconditional matrix of ut. We can transform the covariance
matrix into correlation matrix as:
Rt = (diag(Qt))
−1/2Qt(diag(Qt))−1/2
where (diag(Qt))
−1/2 = diag(1/
√
q11,t, ..., 1/
√
qnn,t). Simply the correlation
can be calculated by ρij,t = qij,t/
√
qii,tqjj,t.
3.3 Computational Issues
One of the most common ways of estimating GARCH-volatility is the Max-
imum Likelihood Estimation (MLE) method. In MLE of GARCH repre-
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sentations, the resulting optimization problems are nonlinearly constrained
non-convex nonlinear programming problems. This type of the problems is
the hardest problems in operations research literature. For problems contain-
ing huge number of variables of this type, it may not be possible to find the
global optimal. When the optimization solvers are not able to find the global
optimal, they present Karush-Kuhn-Tucker (KKT) points as the solution.
Since the KKT points are only necessary but not sufficient conditions to be
the optimal, the algorithms employed in the solvers determine the accuracy
of the experiment. Furthermore, the local optimization algorithms start to
search for the optimal from a fixed point and if the starting point is far away
from the mathematical global optimal then local optimal solvers may not be
successful to locate the global optimal. Hence, also the initial points can be
very crucial in the estimation procedure.
For GARCH optimization problems, beginning by the Bollerslev et. al (1988),
it is quite standard to use BHHH algorithm for GARCH estimation. In Salih
et. al (2003), a new GARCH representation was introduced and volatility
was estimated by SNOPT solver. Although the model had a better in-sample
forecasting capability than that of the competing models, the source of the
superiority was not attributed solely to new representation or to the solver.
Also, they didn’t employ any standard initialization algorithm for the vari-
ables to be estimated. In this paper, we employ two step estimation: In the
first step, we employ Genetic Algorithm (GA), which is a stochastic global
optimization solver, to solve the resulting optimization problem of GARCH
models. Although GA’s results are not mathematical global optimal, its re-
sults are accepted as fair initial variables to start with. In the second step, the
optimal values of GA are accepted as initial values and problem is resolved
with SNOPT solver in NEOS Servers (Figure 3.1 sketches the estimation
method). In the first part of the paper, we use DVEC model to investigate
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Figure 3.1: Estimation Methods
the effects of oral intervention on the covariance dynamics of the exchange
rates. In the second part, we examine the effect of these intervention on the
correlation structure of these series.
3.3.1 Genetic Algorithm
Genetic Algorithm (GA) was initiated by Holland (1975). It is generally used
to solve large-scale optimization problems that are not well suited for deter-
ministic optimization algorithms, including problems in which the objective
function is highly nonlinear, discontinuous, non-differentiable or stochastic.
In principle, GA simulates the evolutionary process of species that sexually
reproduce. In this system, the new candidates for the solution are gener-
ated with a mechanism called crossover which combines part of the genes of
each parent and then makes a random mutation. The new individual will
have higher probability to survive, if it inherits good characteristics from its
parents.
As Gilli and Winker (2007) indicate, the algorithm of GA can be summa-
rized as follows: In this algorithm, firstly a set of solution is chosen. Then
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in the for loop, random individuals from the set is picked, applied crossover
and also mutated. This fitness of this child and parent population is com-
pared by the survive function. After a pre-specified number of generation,
the algorithm stops.
Input: Initial Population
Output: Neighborhood solution
Generate initial population of solutions);
while stopping criteria has not reached do
Select X’ ⊂ X (mating pool), initialize X”=∅ (set of children)
for i=1:n do
Select individuals xa and xb at random from X’ ;
Apply crossover to xa and xb to produce xchild;
Randomly mutate produced child xchild;
X” = X” ∪ xchild ;
end
X = survive(X’, X”);
end
Algorithm 1: Pseudo-Code for Genetic Algorithm
3.3.2 SNOPT Solver
As indicated in Gill et.al (2002), SNOPT is a general-purpose system for
constrained optimization. It minimizes a linear or nonlinear function sub-
ject to bounds on the variables and sparse linear or nonlinear constraints.
It is suitable for large-scale linear and quadratic programming and for lin-
early constrained optimization, as well as for general nonlinear programs.
SNOPT generally finds solutions that are locally optimal. However, local
optima are often global optimal, and discontinuities in the function gradients
can often be tolerated if they are not too close to an optimum. Unknown
gradients are estimated by finite differences. SNOPT employs the sequential
quadratic programming (SQP) algorithm. In this algorithm, search direc-
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tions are obtained from QP subproblems that minimize a quadratic model of
the Lagrangian function subject to linearized constraints and an augmented
Lagrangian merit function is reduced along each search direction to ensure
convergence from any starting point. SQP algorithms perform two different
methodologies for Equality Constrained Quadratic Problems (ECQP) and In-
equality Constrained Quadratic Problems (ICQP). However, understanding
the ECQP is essential for ICQP.
3.3.3 Equality Constrained Quadratic Problem (ECQP)
ECQP is the reduction of the equality constrained NLP to a quadratic prob-
lem in the SQP algorithms. A basic equality constrained NLP can be repre-
sented as:
min f(x)
s.t h(x) = 0
where f(x) and h(x) can be nonlinear functions of x. In DVEC representation,
f(x)andh(x) refers to objective function and constraint indicated in section
4.2.1. KKT conditions for general equality constrained NLP problem can be
derived as:
 ∇xL(x,λ)
∇λL(x,λ)
 =
 ∇f(x)+
m∑
i=1
λi∇hi(x)
h(x)
 = 0
and
L(x,λ) = f(x)+
m∑
i=1
λihi(x)
The main idea behind the SQP model is to model problem equality con-
strained problem (ECP) at a given point xk by a quadratic programming
subproblem and then use this solution for a more accurate approximation of
xk+1. For the sub-quadratic programming problem(QPS), objective function
is the truncated second order Taylor series expansion of the Lagrangian func-
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tion and the constraints are derived by the first order Taylor series expansion
of the constraints in the original problem. The QPS is formulated as:
min ∇f(x(k))′∆x + 1
2
(∆x)′ [∇2xL(x(k),λ(k))] ∆x
s.t h(x(k)) + ∇h(x(k))′∆x = 0
where ∇2xL(x(k),λ(k)) =∇2f(x(k)) +
m∑
i=1
λi∇2hi(x(k))
3.3.4 Inequality Constrained Quadratic Problem (ICQP)
The most general constrained NLP problem is
min f(x)
s.t hi(x) = 0 for i ∈ E
hi(x) ≥ 0 for i ∈ I
where f : Rn → R and hi: Rn → Rm are smooth functions. In general con-
strained nonlinear problems, only constraints that are satisfied as equalities
affect the solution. So, a strategy for identifying constraints that will be active
in the solution has to be developed. SNOPT chooses Z = {i : hi(x) = 0, i ∈
I ∪ E} and then solve the equality constrained problem.
For the ICQP problem active set Z can be found while solving the quadratic
problem :
min ∇f(x(k))′ ∆x + 1
2
(∆x)′ [∇2xL(x(k),λ(k))] ∆x
s.t hE(x
(k)) +∇hE(x(k))′ ∆x = 0
hI(x
(k)) +∇hI(x(k))′ ∆x ≥ 0
using linear approximations of the constraints. Then, Z = {i : hi(x)+∇hi(x)′∆x = 0}
is the active constraints in the sub quadratic problem. So, SNOPT takes the
active set of problems as a prediction of the nonlinear constraints. At each
iteration, it first picks constraints for Z and solves the ECQP. If the solution
28
is infeasible in the remaining constraints (R = I/{Z ∩ E} ), then another set
of constraints is picked for Z. Conversely, if the solution for the active con-
straints is also feasible for the inactive constraints, the solution is candidate
for the ICQP problem.
Problem arises for the ICQP problem when a good positive definite approx-
imation of the ∇2xL(x(k),λ(k)) can’t be found. Also, the length of the step
can be an important issue in the estimation. To evaluate the progress in
improving the objective function and feasibility SNOPT uses the below merit
functions.
ϕ1(x, β) = f(x) + β ‖h(x)‖1
ϕ2(x, β) = f(x) +
β
2
‖h(x)‖22
3.3.5 BHHH Algorithm
BHHH algorithm is the one of the most common method used for the GARCH
model estimations. Although it is slower than the competing Newton-Raphson
algorithm, since BHHH only requires first derivatives of the QML estimates
(Newton-Raphson also requires second order), BHHH is less prone to error
in terms of computation. In addition to that, BHHH algorithm structure
allows for easy testing of some hypothesis like estimation of covariance of
MLEs. In essence, BHHH takes advantage of the analytical properties of
MLEs. Since, in MLEs, the matrix of second derivatives evaluated at θ0 has
the same expectation as the outer product of the gradient matrix:
n∑
t=1
∂lt
∂θ
∂lt
∂θ′
In this algorithm, a computationally economic way is used for the optimiza-
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tion. The search directions is found in the following manner:
dr = (
n∑
t=1
∂lt
∂θ
∂lt
∂θ′
)−1
n∑
t=1
∂lt
∂θ
|θ=θr
3.3.6 NEOS Server
The NEOS Server, initiated by U.S Department of Energy and Northwest-
ern University, is a collaborative project that represents the efforts of the
optimization community by providing access to variety (over 50) of solvers
for researchers. Optimization problems can be submitted in a programming
language (Fortran, C), in a modeling language (AMPL, GAMS), or in some
other data formats. One of the main advantages of the NEOS Server is to
eliminate the need to purchase the optimization solvers. In NEOS, it is easy
to upload the code and get the results from an e-mail account. Another
advantage of the NEOS is getting rid of the necessity of providing auxiliary
information for a solver. Especially, nonlinear problems (like GARCH model)
often require derivatives and sparsity patterns.
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CHAPTER 4
ESTIMATION AND EMPIRICAL RESULTS
4.1 Diagnostic Tests
To find a proper model to assess the covariance dynamics of the exchange
rate series, we firstly investigate whether 1996-2003 period JPY/USD and
EUR/USD series’ residuals of conditional mean equations have autocorre-
lation and heteroscedasticity properties. For autocorrelation, we initially
visually check the serial correlation of residuals and squared residuals. As
seen in the Figure 4.1, although both EUR/USD and JPY/USD series don’t
have serial correlation in residuals, they have autocorrelation up to 20 lag in
squared residuals. In addition to visual inspection of autocorrelation effects,
we employ Ljung-Box test to statistically conclude about the autocorrelation
properties of the two series. As shown in Table 4.1, Ljung-Box test confirms
the visual inspection and finds that the series have no autocorrelation in
residuals whereas they have significant autocorrelation in 5% level in squared
residuals. For heteroscedasticity, we employ ARCH-LM test of Engle (1982).
As seen in Table 4.1, there is significant heteroscedasticity in residuals of both
series. As there is significant autocorrelation and heteroscedasticity, we con-
clude that there is enough evidence for using GARCH models to capture the
time varying behavior of volatility and covariance. After we decided to use
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the GARCH model for estimation, we decide on the appropriate distribution
for the maximum likelihood estimation (MLE). Since normal distribution is
the simplest distribution to model, we check whether the residuals of the
conditional mean comes from the normal distribution. As seen in Figure 4.2,
visual inspection shows that there are some deviations from the normal dis-
tribution. Standard statistical tests conclude that residuals have fatter tail
and a sharper central peak than the theoretical normal distribution. To deal
with this issue, we will use Bollerslev-Wooldridge (1992) standard errors that
are robust to non-normality.
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Figure 4.1: ACF of residuals and squared residuals of EUR/USD
and JPY/USD
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Figure 4.2: QQ-Plot of residuals
Diagnostic Test Results
EUR/USD JPY/USD
Autocorrelation tests Ljung-Box(20)
Residuals 15.5389 30.5791
Squared Residuals 62.1083*** 476.7538***
Heteroskedasticity Test
ARCH (10) LM 105.32*** 87.35***
Normality Test
Skewness -0.1526*** -0.6795***
Kurtosis 4.1156*** 7.9745***
Jarque-Bera 114.65*** 227.91***
Table 4.1: Diagnostic Results
4.2 Econometric Methodology
Since diagnostics exhibit significant heteroscedasticity and autocorrelation,
we can investigate the conditional covariance and correlation in GARCH
framework. Although there are variety of GARCH representations, we chose
specifically DVEC model for conditional covariance estimation. There are
three main motivations for using DVEC model. Firslty, it has very few vari-
ables to estimate, making the estimated coefficients can be more accurate
since we are making local optimization. Secondly, it is sufficiently successful
for estimation of time series models despite having few variables and lastly,
it is quite easy to incorporate dummy variables into covariance equation. In
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fact, we tried to use Asymmetric-DVEC (ADVEC) model of De Goeij et.al
(2004) instead of DVEC since ADVEC takes into account also the asymmetric
shocks. However, we had converge problems and we had to return to DVEC.
In the second part of the the thesis, we check our results of DVEC model
by conditional correlation analysis. The most suitable GARCH representation
for correlation estimation is DCC model of Engle(2002). We preferred DCC
over other representations because it evaluates correlation with the simplicity
of univariate GARCH estimation. However, DCC comes with a drawback: it
is not straightforward to incorporate dummy variables into correlation struc-
ture. Therefore, in our analysis, we will assume that correlation forecasts of
DCC model are true correlation values and will employ regression to see the
effects of oral intervention in the correlation dynamics.
After deciding on the GARCH representation that we will employ in our
analysis, we examined the appropriate computational framework that we will
conduct our experiments. BHHH, a local optimization algorithm, is kind of
standard methodology for the estimation of optimization problems resulting
from GARCH representations. However, we wanted to assess whether SQP
algorithm used in SNOPT solver can beat the performance of BHHH algo-
rithm. Therefore, we solved optimization problems of DVEC representations
by both BHHH and SQP local optimization algorithms. Before the estima-
tion, we also use Genetic Algorithm (GA) to have good initial points to run
the local optimization solvers. The motivation and details of the computa-
tional issues employed in the thesis can be found in section 3.3.
4.2.1 DVEC Analysis
In the first part of the estimation, we will use DVEC representation to inves-
tigate the effects of oral interventions on the conditional covariance structure
of EUR/USD and JPY/USD. To see the effects, we will put dummy variables
on the covariance equation and assess whether they are significant at 5% level.
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We will solve the optimization problem resulting from DVEC representation
both with SNOPT solver in NEOS server and with BHHH algorithm in S+
language in a PC. Hence, we will be able to compare the performances of these
two environments and choose the appropriate computation environment for
our analysis.
The resulting optimization problem of bivariate DVEC representation can be
written as:
max − 0.5 ∗
T∑
t=1
(log(h11,th22,t − h212,t) + ε
2
1,th22,t+ε
2
2,th11,t−2ε1,tε2,th12,t
h11,th22,t−h212,t )
s.t
h11,t = µ1 + α1ε
2
1,t−1 + β1h11,t−1 + λUSvarOIUS,t−1 + λEUvarOIEU,t−1
h12,t = µ2 + α2ε1,t−1ε2,t−1 + β2h12,t−1 + λUScovOIUS,t−1 + λEUcovOIEU,t−1 + λJPcovOIJP,t−1
h22,t = µ3 + α3ε
2
2,t−1 + β3h11,t−1 + λUSvar2OIUS,t−1 + λJPvarOIJP,t−1
y1,t = η1 + λUSmeanOIUS,t−1 + λEUmeanOIEU,t−1 + ε1,t
y1,t = η2 + λUSmean2OIUS,t−1 + λJPmeanOIJP,t−1 + ε2,t
whereOIUS,t−1, OIEU,t−1 andOIJP,t−1 indicates the oral intervention dummies
of US, Eurozone and Japan officials respectively. As can be seen in the objec-
tive function, during the estimation process, we employed Gaussian-maximum
likelihood. The main motivations for Gaussian assumptions are: Firstly, the
optimization problem is easier to implement and has less number of variables
to be estimated than have the alternative models such as t-distribution and
generalized hyperbolic distribution. Secondly, following Weiss (1986) and
Bollerslev et.al (1992), when the normality assumption is violated but the
first two conditional moments are specified, under suitable regularity condi-
tions, QMLE estimates of L(θ) will be asymptotically normal and consistent.
Hence, in our estimation we use robust standard errors of Bollerslev and
Wooldridge (1992) for the MLEs. Robust Bollerslev-Wooldridge asymptotic
covariance matrix for the MLEs is written as:
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V (θ) =
1
n
(
1
n
n∑
i=1
Υt)
−1(
1
n
n∑
i=1
∂lt
∂θ
∂lt
∂θ′
)
1
n
(
1
n
n∑
i=1
Υt)
where Fischer information matrix is:
Υt = (∇εt)′H−1t (∇εt) +
1
2
(∇Ht)′(H−1t ⊗H−1t )(∇Ht).
4.2.2 DCC Analysis
In this part, we check our results from DVEC analysis via correlation analysis
and use DCC model of Engle(2002). The main reason to use DCC is that
it gives the advantage to model correlations by the simplicity of estimating
univariate GARCH model (see section 3.2.4 for details). Since we examine
the conditional correlation of EUR/USD and JPY/USD series; we use the
bivariate DCC formulated as follows:
max 1
2
T∑
t=1
[
log(1− q221,t
q11,tq22,t
)− 2u1,tu2,t
q221,t
q11,tq22,t
−u21,t−u22,t
1− q
2
21,t
q11,tq22,t
+ u21,t + u
2
2,t
]
s.t
q11,t = (1− α− β)q¯11,t + αu21,t−1 + βq11,t−1
q21,t = (1− α− β)q¯21,t + αu1,tu2,t + βq21,t−1
q22,t = (1− α− β)q¯22,t + αu22,t−1 + βq22,t−1
Hence, the conditional correlation between these two series is:
ρ12,t =
(1− α− β)q12 + αu1,t−1u2,t−1 + βq12,t−1√
(1− α− β)q11 + αu21,t−1 + βq11,t−1
√
(1− α− β)q22 + αu22,t−1 + βq22,t−1
where u1,t−1 and u2,t−1 represents the standardized residuals of the EUR/USD
and JPY/USD series; and q¯11, q¯21, q¯22 stands for the unconditional correlations
of the standardized residuals.
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To test the effects of the oral interventions on the correlation dynamics,
it would be better to be able to estimate the conditional correlation with the
incorporation of the oral intervention dummy variables. However, in DCC
model, it is not trivial to place dummy variables on the correlation structure.
Therefore, in our experiments, we assume that DCC correlation results are
true correlation values and we will employ regression analysis (using MLE)
to investigate the impact of the oral intervention on the correlation structure.
As can be seen in Figure 4.6, ARIMA(0,1,0) model seems a good model to
trace the correlation series. With the inclusion of the exogenous variables,
our model takes the following form:
Yt − ϕYt−1 = µ+ λ1OIUS,t−1 + λ2OIEU,t−1 + λ3OIJP,t−1 + εt
We will assess the statistical significance of λ1, λ2 and λ3 in %95 level and
conclude whether oral interventions of USA, EU zone and Japan officials have
influence on the conditional correlation of EUR/USD and JPY/USD.
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4.3 Test Results
4.3.1 DVEC Analysis
In the first part of the thesis, we investigate the effects of US, Euro zone
and Japan officials’ statements on the mean, variance and covariance dy-
namics of EUR/USD and JPY/USD. To show whether official interventions
have significant effects, we estimated with and without intervention dummy
variables. First and second column of Table 4.2 shows the results for these
two estimations. The estimation without dummy variable yields the objec-
tive value 1508.07 and the estimation with intervention dummy variables
yields 1519.34. Using these objective values, Likelihood-Ratio test (LR-test)
concludes that incorporating intervention dummies to the mean, variance
and covariance equation results in a better fit of the model in % 95 signifi-
cance level. As seen in the second column of Table 4.2, the interventions do
not significantly affect the mean levels. However, strengthening/weakening
US oral interventions increase/decrease the volatility of both EUR/USD and
JPY/USD in % 99 significance level. Strengthening/weakening Euro-zone in-
terventions decrease/increase the volatility of EUR/USD in % 95 significance
level while strengthening/weakening Japan interventions increase/decrease
JPY/USD volatility in % 99 significance level. The interventions also have
explanatory effect in the covariance. Strengthening/weakening US oral inter-
ventions decrease/increase the covariance in % 95 significance level, strength-
ening/weakening Japan interventions decrease/increase in % 99 significance
level while strengthening/weakening EU interventions increase/decrease in %
99 significance level. Therefore, not including the US and Japan oral inter-
ventions during forecasting the covariance of these two exchange rate series
results in overestimation of covariance while not including the EU interven-
tions yields underestimation. Figure 4.4 depicts the covariance forecasts of
DVEC module with and without intervention dummy variables.
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Figure 4.3: Covariance of EUR/USD and JPY/USD with BHHH
and SQP
Third column of Table 4.2 shows the estimation results of DVEC model
in S+ Language GARCH module (commercial software) that uses BHHH
algorithm. Comparing the objective values of first column and third col-
umn, we see that solving the optimization problem of DVEC representation
in NEOS servers by SNOPT solver (SQP algorithm) produces considerably
better results than solving in a personal computer (PC) by S+ GARCH mod-
ule (BHHH algorithm) does. Figure 4.3 exhibits the covariance estimation of
DVEC model by S+ GARCH module (BHHH) and SNOPT Solver (SQP).
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Parameter DVEC(SQP) DVEC(SQP) with Dummy DVEC(BHHH)
µ1 0.000294 0.000107 0.000516
(0.000037) (0.000021) (0.000191)
µ2 0.000037 0.000047 0.000054
(0.000002) (0.000002) (0.000048)
µ3 0.000702 0.000640 0.000877
(0.000044) (0.000023) (0.000197)
α1 0.014994 0.011246 0.020827
(0.000259) (0.003996) (0.004204)
α2 0.020701 0.015666 0.023611
(0.000380) (0.002157) (0.003640)
α3 0.027294 0.023613 0.030292
(0.000528) (0.004727) (0.003623)
β1 0.980933 0.986300 0.971332
(0.011714) (0.008638) (0.006473)
β2 0.977590 0.980612 0.973409
(0.005625) (0.003890) (0.004358)
β3 0.965155 0.968612 0.960294
(0.008046) (0.004870) (0.004991)
λUSmean − 0.010870 −
(0.028651)
λEUmean − −0.041990 −
(0.145291)
λUSmean2 − 0.016170 −
(0.013993)
λJPmean − 0.020095 −
(0.061256)
λUSvar − 0.002169 ∗ ∗∗ −
(0.000094)
λEUvar − −0.000999 ∗ ∗ −
(0.000403)
λUSvar2 − 0.002230 ∗ ∗∗ −
(0.000102)
λJPvar − 0.004542 ∗ ∗∗ −
(0.000903)
λUScov − −0.000118 ∗ ∗ −
(0.000051)
λEUcov − 0.000229 ∗ ∗∗ −
(0.000020)
λJPcov − −0.000424 ∗ ∗∗ −
(0.000031)
Log − likelihood 1508.07 1519.34 −384.75
LR− test 22.54 ∗ ∗
Notes: a) Numbers in parenthesis are the standard deviation of the MLE
estimates. b) ***,**,* indicate %99, %95 and %90 statistical significance
levels respectively. c) LR-test is the value of the likelihood ratio test of models
with no dummies versus with dummies in mean, variance and covariance.
Table 4.2: DVEC Estimation Results
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Figure 4.4: Covariance of EUR/USD and JPY/USD with
DVEC(SQP)
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Parameter DCC(BHHH)
c1 0.001381
(0.000002)
a1 0.028889
(0.000115)
b1 0.950742
(0.000953)
c2 0.001718
(0.000004)
a2 0.047839
(0.000774)
b2 0.934819
(0.002250)
α 0.014288
(0.000011)
β 0.984114
(0.000014)
Log − likelihood −390.705016
Table 4.3: DCC Estimation Results
4.3.2 DCC Analysis
In the second part of the thesis, we assess whether oral interventions have
impacts on the correlation of EUR/USD and JPY/USD series. Using DCC
model of Engel (2002), we first calculate the conditional correlation of these
series and assume that it is the “true” correlation process. Figure 4.5 ex-
hibits the conditional correlation graph and Table 4.3 shows DCC coefficients.
Then, we regress the intervention dummy variables on the correlation series.
Table 4.4 shows the dummy variable values for this regression. Assuming
volatility of forex constant for a moment, the results of DCC model con-
firms the results of DVEC model. Strengthening/weakening US and Japan
officials’ statements decrease/incerase the correlation in %99 and %95 signif-
icance level respectively, whereas strengthening/weakening EU-zone officials’
statements increase/decrease the correlation in %99 significance level.
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Parameter Coefficients
µ 0.197219
(0.134231)
ϕ 0.997618
(0.001591)
λ1(USDummy) −0.000201
(0.000962)
λ2(EUDummy) 0.000639
(0.001107)
λ3(JPDummy) −0.003002 ∗ ∗
(0.001189)
Table 4.4: Regression Results for Correlation Series
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Figure 4.5: Correlation between EUR/USD and JPY/USD
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Figure 4.6: ACF and PACF of DCC Correlation Residuals
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CHAPTER 5
APPLICATION
In this part, we will demonstrate an example to show that our results can
have important applications in short run portfolio management. To illus-
trate, assume that the variances and covariance of EUR/USD and JPY/USD
are at their unconditional level. In 1996-2003 period, EUR/USD has a daily
unconditional variance of 0.0651, JPY/USD of 0.0976 and these two series
have unconditional covariance of 0.01172. Hence, these two series have un-
conditional correlation 0.147. Now suppose that both US and Japan offi-
cials have made speeches that appeared on Reuters News- the timetable of
oral interventions and portfolio update is shown in Figure 5.1. Using Table
4.2, we recalculate EUR/USD volatility as 0.06726 and JPY/USD volatility
as 0.104372. Therefore, taking into account the oral interventions only on
the volatility components, we find that our new correlation forecast becomes
0.140. However, since we showed that the oral interventions have also affect
on the covariance, we adjust our results to the change in the covariance. Our
new covariance forecast becomes 0.001117, making the correlation forecast
0.133.
Change in the correlation has direct impact on the portfolio management.
Similar to Beine (2004) analysis, consider an investor who tries to have global
minimum variance portfolio of foreign exchanges. Since oral interventions do
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not systematically effect the level and expected return of the currencies is
zero, the optimal vector of portfolio weight (ω) is:
ω =
H−1i
i′H−1i
where H is the variance-covariance matrix of returns and i′ is the vector of
ones. The variance (risk) of this portfolio (σ) is calculated as:
σ =
1
i′H−1i
For simplicity, assume that this investor will have only EUR and JPY in his
portfolio and the variances and covariance are at its unconditional level as
above. There are three situations to consider:
• If the investor doesn’t take into account the oral interventions, then
his portfolio allocation will be %61.67 EUR and %38.33 JPY with a
portfolio variance %4.46.
• If the investor take into account the oral interventions only on the
volatility components, then his portfolio allocation will be %62.52 EUR
and %37.48 JPY with a portfolio variance %4.64.
• If the investor take into account the oral interventions both on the
volatility and covariance, then his portfolio allocation will be %62.43
EUR and %37.57 JPY with a portfolio variance %4.62.
We conclude that using the oral interventions as an explanatory variable
changes the optimal forex allocation and portfolio variance. In our example,
we see that usage of oral intervention changed the optimal forex allocation up
to %1 of total assets. Furthermore, taking into account the effect of oral in-
terventions on the covariance revised the asset allocation up to %0.1. These
small changes in allocation are important for practitioners considering the
size of forex markets. According to Bank of International Settlements survey
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Figure 5.1: Timing of oral interventions and Portfolio Balancing
(2007), daily global turnover in total forex market is $3.98 trillion and it con-
sists of $70 billion daily exchange between JPY and EUR. In addition to asset
allocation, the effect of oral interventions on the variance and covariance are
important for the portfolio variance. In our example, we saw that ignoring US
and Japan oral interventions to the covariance led underestimated portfolio
variance, which is an input for Value at Risk (VaR) analysis. Conversely, not
incorporating EU interventions would lead overestimated portfolio variance.
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CHAPTER 6
CONCLUSIONS
In this paper, we investigated two things: Firstly, whether the official state-
ments of US, Euro zone and Japan officials have impact on the variance and
conditional covariance of EUR/USD and JPY/USD series in 1996-2003 pe-
riod. Consecutively, if they have statistically significant influence, whether
they provide statistical improvement in variance and covariance forecasting
of these exchange rate series. Secondly, for GARCH estimation, we exam-
ined whether the recent advances in computational algorithms and environ-
ments yield statistically better in-sample variance and covariance forecasts
(in terms of objective function value) than those of the commercial software
S+ GARCH module.
We found that for the 1996-2003 period, oral interventions do not af-
fect the level of exchange rates. However, the strengthening statements of
the USA and Japan policy makers decrease the covariance of EUR/USD and
JPY/USD respectively in %95 and %99 significance levels; while the strength-
ening statements of Euro-zone increase it in %99 significance levels. For weak-
ening statements, the signs of the effects on the covariance are just opposite.
In variance analysis, the situation is a little bit different. The strengthening
oral interventions of US and Japan increase the volatility of JPY/USD in
%99 significance level, while strengthening Euro zone oral interventions de-
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crease EUR/USD volatility in %99 significance level. Again, for weakening
statements, the signs of the effects on the volatility are just opposite. As
a supporting statistical analysis, LR tests show that oral interventions sig-
nificantly improve the estimation. Hence, official statements can be used as
explanatory variables for the variance and covariance dynamics of EUR/USD
and JPY/USD series. In this respect, using these statements as dummy vari-
ables yield us better in-sample variance and covariance forecasts. To test our
conclusions in DVEC covariance estimation, we also employ DCC correlation
analysis. Assuming constant variances, the results of the correlation is quite
in line with the results of the covariance analysis: strengthening/weakening
US and Japan officials’ statements decrease/increase the correlation while
those of Euro-zone increase/decrease it.
The second result of this study is about the computation of MLE of
GARCH models. The resulting optimization problem of MLE of GARCH
models is non-linear non-convex non-linearly constrained optimization prob-
lems. Since, it is quite difficult to find the global optimal for these opti-
mization problem, literature used local optimization solvers. The standard
algorithm that are used in commercial softwares such as S+GARCH and
GAUSS-FANPAC modules is BHHH algorithm. In this paper, for GARCH
estimation we use SNOPT solver which use SQP algorithms and solve the
problem in NEOS Servers. As depicted in Table 4.2, SNOPT solver solves the
problem better in terms of objective value. Hence, instead of using the stan-
dard commercial softwares, following our computational methodology provide
us statistically better forecasts. However, there is one drawback of our com-
putational approach. The computational time depends on the number of
tasks in the queue of NEOS server. If there are a few number of tasks in the
queue, we get the results in approximately in 5-6 minutes. But if there are
a lot of tasks in the queue, the required time depends the completion of the
previous tasks (Generally not more than 30 minutes).
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Variance and covariance forecasts of exchange rates are widely used in
many applications such as short-run portfolios or risk management of assets.
Hence, statistically superior forecasts are quite important for both academi-
cians and practitioners. In this thesis, we show that, as depicted in Figures
4.4, including the oral interventions to the covariance dynamics and using
our computational methodology yield portfolios different from what is found
without using them.
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APPENDIX A
Caveats
Although we believe that our study is important for academicians and prac-
titioners, we have some limitations in our thesis. These inadequacies can
be investigated in three categories: estimation, data and model limitations.
Some of these limitations are due to insufficiencies of today’s optimization al-
gorithms and computer technology while some of the them are left for future
studies to overcome.
A.1 Estimation Limitations
• Since we are trying to solve the GARCH model with MLE, we have to
assume a distribution for the error terms. In our analysis, we assume
that errors are normally distributed because of its easiness in estima-
tion. It would be a better choice to use a more general distribution
such as multivariate generalized hyperbolic distribution (GHD), which
turns into normal and t-distribution in special forms. However, we had
convergence problems with GHD as well as with t-distribution. Hence,
we had to assume normal distribution for the error terms.
• Since the resulting optimization problem from the MLE of multivariate
GARCH models are nonlinearly constrained non-convex nonlinear pro-
gramming problems, by today’s optimization algorithms and comput-
ers, it is difficult to solve this type of problems. Hence, similar to what
commercial softwares such as S+ GARCH module and GAUSS Fan-
pac package do, we solve the problem with local optimization solvers.
Therefore, we don’t claim that our solution is global optimal.
A.2 Data Limitations
• The data is categorized as strengthening, weakening or ambiguous.
However, this classification is limited by the judgement of the classi-
fier. For example, although officials’ intended aim is to strengthen to
domestic currency, classifier may interpret the statement as a weakening
or ambiguous statement.
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• The data include only the statements of the predetermined officials
(listed in section 3.1). However, some other officials statements may
also have an effect on the exchange rate level, volatility and covariance.
• Our data don’t include officials’ comments on monetary policy that may
have effect on the forex markets.
• For the 1996-1999 period, Deutsche Mark and Deutsche officials’ state-
ments were accepted as the representatives of Euro and Euro-zone offi-
cials’ comments.
A.3 Model Limitations
• The model assumes that the only factor that can have effect on the
level of the forex level is the oral interventions. However, some other
macroeconomic variables such as interest rate differentials or inflation
may have affect on the level.
• The model assumes that all strengthening and weakening statements
influence the exchange rate level, volatility and covariance symmetri-
cally.
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