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SOMMAIRE 
Mon mémoire porte sur l'étude de l'équation du pendule forcé sans conservation à l'aide 
des méthodes du calcul variationnel. La première partie de ce mémoire est consacrée à 
l'introduction des notions de base de l'analyse fonctionnelle. Ensuite, nous passons au 
problème des points critiques. En effet, dans ce deuxième chapitre, il nous faut étudier 
le potentiel associé à l'équation du pendule forcé sans conservation et en trouver les 
points critiques. C'est dans cette partie que le calcul variationnel intervient. On utili-
sera les techniques rattachées aux méthodes variationnelles pour montrer que le potentiel 
est strictement convexe et, en appliquant un résultat d'analyse fonctionnelle, on pourra 
en déduire l'existence de points critiques. Ceux-ci nous serviront par la suite, au cha-
pitre trois, à démontrer l'existence et l'unicité des solutions de l'équation du pendule. 
Pour ce faire, nous emploierons des arguments qui utilisent les projections sur les espaces 
appropriés. Nous terminerons ce mémoire par un résultat qui regroupe les énoncés pré-
sentés auparavant et qui nous permet de conclure que l'équation du pendule forcé sans 
conservation possède une solution périodique. 
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Plusieurs méthodes sont utilisées pour montrer l'existence de solutions à l'équation du 
pendule (simple ou double) avec ou sans conservation. Ce mémoire s'inspire grandement 
de l'article [l). 
Notons d'abord les techniques de solutions supérieures et inférieures. En effet, ces mé-
thodes ont été employées dans [8) pour le problème 
x" + f(x)x' + asinx = e(t) 
x(O) - x{27r) = x'(O) - x'(27r) = 0 
avec a > 0, f : R -+ R continue et périodique. De plus, e = ë + ë(t) où ë(t) E 
C([0,27r]) ( l'ensemble des fonctions continues sur [0,27r] de moyenne nulle ); c'est-à-
dire ë = 2~ fo
2
7r e(t)dt et fo27r ë(t)dt = O. Les auteurs, Mawhin et Willem, ont alors 
montré que, pour tout ë, un certain ensemble ( voir (8) ) pour lequel le problème est 
résoluble est un intervalle fermé non vide contenu dans le segment [-a,a]. La théorie des 
degrés a aussi été utilisée dans [8J, mais sous d'autres conditions. De plus, le lemme du 
col de la montagne a été appliqué pour montrer l'existence d'au moins deux solutions 
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à l'équation du pendule avec conservation, c'est-à-dire lorsque f = 0, pour tout e avec 
valeur moyenne nulle. 
Aussi, les méthodes de solutions supérieures et inférieures avec des arguments sur le de-
gré sont employées dans [5J pour caractériser l'ensemble des fonctions e E L(O,T), avec 
T > 0, telles que l'équation y" + cy' + A sin y = e(t) admet une solution T-périodique 
( où A, c E R et A > 0 ) . Les auteurs, Fournier et Mawhin, affirment entre autre que 
lorsqu'on pose ë = ~ 1T e(t)dt, ë = e - ë, w = 2.;, et que si w-1(w2 + c2)-1/ 2 A$ ô(ë) 
où O(ê) = [(~ 1T sinË(t)dt) 2 +(~1T cosË(t)dt)'] 112 où Ë est l'unique solution T-
périodique avec moyenne nulle de y''(t) + cy'(t) = ë(t), alors l'équation y"(t) + cy'(t) + 
A sin y= e(t) possède une solution T-périodique lorsque lël $ A(ô(ë)-w- 1(w2+c2)-112 A). 
D'un autre côté, les méthodes du calcul variationnel sont, elles aussi, utilisées pour dé-
montrer l'existence de solutions à des équations du type pendule, voir [lOJ, [7J. Dans 
[lOJ, on considère le problème 
y" + cy' + A sin y = f + r 
y(O) = y(T) et y'(O) = y'(T) 
où r E lR, f E L2 telle que~ LT f(t)dt = 0 et on montre que ses solutions sont les points 
critiques d'un potentiel. Pour ce faire, on a étudié l'équation modifiée 
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x" +ex'+ Asin(x + s) = f + r 
x(O) = x(T) = 0 et x' (O} = x' (T) 
où A,r,s ER, c >O. Le potentiel associé, donné comme suit 
1T (x')2 <f>(x,s,r) = ect [- + Acos(x + s} + x(J + r)]dt, 0 2 
est strictement convexe et possède un unique point critique lorsque 
c2 + IAléT > IAl(l + cTéT). Sous ces conditions, on a montré que pour touts E R, il 
existe r E 1R tel que l'équation modifiée admet une unique solution faible T-périodique. 
D'autres conditions ont aussi été énoncées pour arriver à des résultats similaires. Voir, 
par exemple, [2j. 
Cependant, on a longtemps cru que l'équation du pendule forcé sans conservation 
x" + 2cx' + Asinx = f {1} 
où 2c > 0, A> 0 et f est périodique, n'était pas variationnelle. Le but de ce mémoire est 
de montrer par les méthodes du calcul variationnel que, sous la condition 0 < VA < c, 
l'équation (1) admet des solutions périodiques. Notre travail sera divisé de la façon sui-
vante. 
On débutera avec un chapitre de préliminaires incluant les notions essentielles à la com-
préhension générale des éléments apportés au cours de ce mémoire. Ensuite, nous parle-
rons du problème des points critiques du potentiel associé à l'équation du pendule forcé 
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sans conservation. Finalement, nous nous attarderons sur la question de l'existence et de 




Dans ce chapitre, comme mentionné précédemment, nous établissons certains résultats 
bien connus qui sont nécessaires à notre étude de l'équation du pendule forcé sans conser-
vation. Nous mettons ainsi en place des notations que nous utiliserons tout au long de ce 
mémoire. 
1.1 La topologie faible sur un espace de Banach 
Nous allons ici nous concentrer sur la notion de convergence faible. Un espace de Banach 
est un espace vectoriel normé complet. Dans ce mémoire, tout espace de Banach est réel et 
toute forme linéaire sur cet espace est à valeurs réelles. Si E est un espace de Banach avec 
norme Il· llE , nous écrivons E' pour désigner l'espace dual de E qui consiste en la classe 
des formes linéaires sur E qui sont continues par rapport à la topologie sur E associée à 
la norme Il· llE . Lorsque E' est muni de la norme ll!llE' = sup{f(x) : x E E,llxllE ~ 1} 
nous obtenons encore un espace de Banach. La notation Xn ~ x est utilisée pour indiquer 
la convergence en norme sur E. Dans ce cas, on dit que Xn converge fortement vers x et 
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que la topologie générée par la norme est la topologie forte sur E. 
Définition 1 La topologie faible sur un espace de Banach E est la topologie la moins 
fine sur E rendant continue tout élément de E'. 
Nous écrivons a(E,E') pour désigner la topologie faible sur un espace de Banach E avec 
espace dual E'. 
Remarque 1 La topologie faible a(E,E') est séparée. 
Démonstration: [3J Soient x1 ,x2 E E tels que x1 -::/= x2 • D'après le théorème de 
Hahn-Banach, il existe un hyperplan fermé séparant { x 1 } et { x2 } au sens strict. Donc, 
il existe f E E' et a E lR tels que /(xi) <a< f(x 2). On pose: 
U = {x E E: f(x) <a} = 1-1(] - oo,a[) 
V= {x E E: f(x) >a} = 1-1(]a,oo[). 
U et V sont des ouverts pour a(E,E') qui vérifient x1 EU, x2 EV et Un V= 0. • 
Si, par rapport à la topologie faible u(E,E'), une suite {xn} C E converge vers x E E, 
alors on dit que Xn converge faiblement vers x et on écrit Xn ~ x. Une combinaison 
convexe d'éléments d'un espace vectoriel E est une somme de la forme L:~1 aixi où 
Xi E E, ai ;:::: 0, E:=l ai = 1 et n E N est arbitraire. Toute partie de E fermée par 
rapport à toute combinaison convexe est dite convexe. 
Théorème 1 Soit C une partie convexe d'un espace de Banach E. Alors l'adhérence Cs 
de C par rapport à la topologie forte sur E est égale à son adhérence CU par rapport à 
la topologie faible a(E,E'). 
Démonstration: [llJ En vertu du fait que la topologie u(E,E') est moins fine 
que la topologie forte, nous avons nécessairement Cs Ç C°. Pour obtenir l'inclusion 
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inverse, soit x0 E E\Cs. Par le théorème de Hahn-Banach, il existe f E E' et a E lR tels 
que, pour tout x E Cs, f(x0 ) < a < f(x). Donc, l'ensemble V= 1-1(] - oo,a[) est un 
voisinage faible de x 0 tel que V n C = 0. Ainsi, xo <t C"' et donc C"' Ç Cs. • 
Nous donnons maintenant un résultat important dû à Mazur. 
Théorème 2 (Mazur) Soit { Xn} une suite faiblement convergente vers x dans un es-
pace de Banach E. Alors, il existe une suite de combinaisons convexes d'éléments de {xn} 
qui converge fortement vers x. 
Démonstration: [9J La classe C des combinaisons convexes de { Xn} est convexe. 
Donc, Cs = C"'. Or, Xn ~ x implique que x E C"' et donc x E C8 • Donc, il existe une 
suite de C qui converge fortement vers x. • 
Définition 2 Soit rp une fonction définie sur un espace de Banach E et à valeurs dans 
] - oo,oo]. 
i) rp est semi-continue inférieurement ( s.c.i. ) si pour tout x E E on a 
lim infy~x rp(y) ;?: rp(x). 
ii) rp est faiblement semi-continue inférieurement ( f.s.c.i. ) si pour tout x E E on a 
lim inf Y-"X rp( y) ;?: rp( X). 
iii) rp est convexe si rp({l - t)x + ty) ~ (1 - t)rp(x) + trp(y) pour tout t E [0,1] et tout 
x,y E E. 
Voyons maintenant un corollaire qui est en fait une application du théorème de Mazur. 
Corollaire 1 Si rp est une fonction convexe s. c. i. sur un espace de Banach E et à valeurs 
dans] - oo,oo], alors rp est f.s.c.i. 
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Démonstration: [91 Soit {xn} une suite dans E telle que Xn ~ x et soit c > 
lim inf( Xn). Alors, il existe { Xn) C { Xn} telle que Xn; ~ x et c > cp( Xn) pour tout j. 
D'après le théorème de Mazur, il existe v,. = E~1 O.jkXn; tel que E~1 aik = 1, aik ~ 0 
et v,. -t x. Puisque cp est s.c.i. et convexe, nous avons les inégalités suivantes: 
cp(x) < lim inf cp( v,.) k-+oo 
OO 




- c pour tout c > lim inf cp(xn) 
=> cp(x)$Iiminfcp{xn) • 
1.2 La réflexivité 
Étant donné un espace de Banach E avec dual E', soit E" son bidual et J : E -t E" 
l'injection canonique (voir, par exemple, (31 p.39 ). On dit que E est réflexif si J(E) = E". 
On définit aussi Be= {x E E: llxll $ 1}, la boule unité sur E. 
Définition 3 Un espace de Banach E est uniformément convexe si pour tout t: > 0, il 
existe ôf; > 0 tel que 
x,y E Be } Il Il llx - Yll > t: => ~ < l - ôf; . 
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Nous avons aussi besoin de deux lemmes, le premier étant de Helley et le second de 
Goldstine. 
Lemme 1 Soient E un espace de Banach, f 1,/2, · · · ,fn E E' et ai,a2, · · · ,an E lR fixés. 
Les propriétés suivantes sont équivalentes : 
i) pour tout f > 0, il existe xf. E E tel que llxf.11 :5 1 et lfï(xf.) - ail < f pour tout 
i = 1,2, · · · ,n. 
Démonstration: (3) 
i) => ii) f31,/32, · · · ,f3n E lR => 1 E:=l f3dï(xt.) - E:=l f3ïail :5 f L:7=1 lf3ïl 
n n n 
=> 1 Lf3ïai1 < 1 L f3dï(xf.)I + f L lf3ïl 
i=l i=l i=l n n 
< 11 E f3dï1111xf.11 + f E lf3ïl 
i=l i=l n n 
< Il L f3dïll + f L lf3il pour tout f > 0 
i=l i=l n n 
=> 1 Lf3iai1 < 111:f3dïll 
i=l i=l 
ii) ::::} i) Soient ii = [ai,a2, ... ,an] E an et rp: E--+ JRR telle que cp(x) = 
[f1(x),J2(x), · · · ,fn(x)]. 
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Or ii rt cp( BE) => il existe un hyperplan qui sépare strictement ii et cp( BE). 
=> il existe "jJ = [.81 , • • • ,,Bn] E lRn et 'Y E lR tels que 
cp(x) · "jJ <'Y < ii · "jJ pour tout x E BE. 
n n 
=> L .Bdi(x) <'Y< Lai.Bi pour tout x E BE· 
i==l i==l 
n n 
=> Il L .Bdi Il $ 'Y < L ai.Bi ce qui contredit ii). • 
i==l i==l 
Définition 4 La topologie faible* sur l'espace dual E' d'un espace de Banach E est la 
topologie la moins fine sur E' rendant continu toutes les fonctionnelles dans J(E). Nous 
écrivons a(E',E) pour désigner cette topologie. 
Lemme 2 Soit E un espace de Banach. Alors J(BE) est dense dans BE" pour la topo-
logie faible* sur E", c'est-à-dire a(E",E'). 
Démonstration: [31 Soient ~ E BE" et V un voisinage de ~ pour la topologie 
a(E",E'). On veut montrer que J(BE) n V i= 0. On peut supposer que V est de la forme: 
V= {11EE":1(11-~)(fi)I < E,\:/i = 1, · · · ,n} où li E E' pour tout i = 1, · · · ,n. Il s'agit de 
trouver x E BE tel que l/i{x)-{(Ji)I < E, pour tout i = 1, · · · ,n. Posons ai= {(Ji)· Alors, 
pour tout .Bi.f12, · · · ,f1n E lR on a: 1 E7=1 f1iail = l~(E~1 .Bdi)1 $ Il E~==I f1dill. D'après 
le lemme précédent, il existe xE E BE tel que l/i(xE) - ail < € pour tout i = 1, · · · ,n, 
c'est-à-dire que J(xE) E J(BE) n V. • 
Énonçons maintenant le théorème qui nous permettra de savoir que les espaces d'Hilbert 
sont réflexifs. 
Théorème 3 Tout espace de Banach uniformément convexe est réflexif. 
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Démonstration: [31 Soit Ç E E" avec llÇll = 1. On cherche à montrer que 
Ç E J(BE)· Comme J(BE) est fermé fortement dans E", il suffit de prouver que 
pour tout f > 0, il existe x E BE tel que llÇ - J(x)ll < f. 
Soit f > 0 fixé et soit tS > 0 qui correspondent à la définiton de l'uniforme convexité. On 
choisit f E E' avec li/li = 1 tel que 
(1.1) 
Posons 
V= { T/ E E": 1 < T/ - Ç,/ > 1 < ~} 
de sorte que V est un voisinage de Ç pour la topologie u(E",E'). D'après le Lemme 
2, on sait que V n J(BE) # 0, donc il existe x E BE tel que J(x) E V. Il reste à 
montrer que Ç E J(x) + fBE" pour tout f >O. Procédons par l'absurde; supposons que 
Ç E C(J(x) +!BE") = W. Notons que West aussi un voisinage de Ç pour la topologie 
u(E",E') (puisque BE" est fermée pour la topologie u(E",E') ). En appliquant à nouveau 
le Lemme 2, on a: (V n W) n J(BE) # 0. Donc, il existe x E BE tel que J(x) E \/ n W. 
On obtient alors, puisque J(x) EV et J(x) E V 
tS 
1 < f,x > - < Ç,f > 1 < 2 
1 < f ,x > - < Ç,f > 1 < ~ 
Donc, en additionnant, on obtient 
2 < Ç,f > ~ < f,x + x > +ô ~ llx + xll + ô 
et d'après (1.1), on a llx~xll ~ 1- ô (d'après la convexité uniforme) !lx+ xll ~ f. Mais, 
J(x) E W donc, llJ(x) - J(x)ll > f et puisque J est une isométrie on a Ili - xll > f, ceci 
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est une contradiction. 
Donc, on a ~ E J(x) + f.BE", c'est-à-dire qu'il existe x0 E BE et 77o E BE" tels que 
~ = J(xo) + f.1/o· D'où, 
Ainsi, on a ~ E J(BE) et 8BE" Ç J(BE) ce qui nous donne J(BE) - BE" et par 
conséquent, J(E) = E". Nous pouvons donc conclure que E est réflexif. • 
Le prochain résultat nous permettra de conclure, avec le théorème précédent, que les 
espaces d'Hilbert sont réflexifs. Tout d'abord, nous allons donner la définition d'un espace 
d'Hilbert, car ce sont ces espaces qui nous intéressent tout particulièrement. 
Définition 5 Un espace d'Hilbert est un espace vectoriel H muni d'un produit scalaire 
< x,y > qui est complet pour la nonne llxll = J< x,x >. 
Proposition 1 Soit H un espace d'Hilbert quelconque. H est uniformément convexe. 
Démonstration: (3) Soient f > 0, u,v E H tels que llull ~ 1,llvll ~ 1 et 
llu-vll > f. Par l'identité du parallélogramme, on a: Il u~v 11 2 = ~[llull 2 +llvll 2]-ll u2v 11 2 < 
Hl+ 1] - ~ ~ llu~vll < 1-Ô OÙ Ô = 1- Ji - ~>O. • 
Maintenant il est clair que H est réflexif. (61 
1.3 La compacité faible 
On dit qu'un sous-ensemble d'un espace de Banach E est faiblement compact s'il est 
compact par rapport à la topologie faible u(E,E'). Un sous-ensemble du dual E' de E 
est faible * compact s'il est compact par rapport à la topologie faible *, c'est-à-dire par 
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rapport à la topologie u(E',E). Comme le montre le résultat suivant, une boule fermée 
bornée dans E' est faible * compact même si elle n'est pas compact par rapport à la 
topologie forte sur E', comme c'est le cas lorsque E est de dimension infinie. Voir, par 
exemple, (UJ. 
Théorème 4 ( Banach-Alaoglu ) Soit E un espace de Banach et E' son dual. L'en-
semble BE' = {/ E E' : 11/llE' :'.5 1} est compact par rapport à la topologie faible *, 
c'est-à-dire par rapport à la topologie a(E',E). 
Avant de démontrer ce théorème, nous allons énoncer une proposition que nous utiliserons. 
Proposition 2 Soient Z,Yi {où i E I} des espaces topologiques et soit 1f;: Z --t nie! fi. 
Alors 'l/J est continue {::=:::} cpio'l/J : z --t Yi est continue pour tout i E I (OÙ 'Pi : nie/ --t Yi 
sont les projections ) . 
Démonstration : (31 
=>) trivial 
<= ) Soit U un ouvert de IJ fi. On obtient alors: 
ie/ 
U = Uquelconque n/inie cpj1{lli) avec \li un ouvert de Yi 
=> 'l/J- 1(U) = Uquetconque nfinie 'l/J- 1(cpj 1(11i)) 
- Uquelconque nfinie (cpi o 'l/;)- 1(\li) un ouvert de Z. • 
Démonstration( B.-A. ) : [31 Soit Y = JRE. C'est-à-dire, w E Y <==> w = 
{ wx}xeE avec Wx E lR pour tout x E E. Soit Y muni de la topologie produit. Considérons 





~ est continue, car proix o ~(!) = f(x) est continue sur (E',u(E',E)) pour tout x E E 
et, d'après la proposition, on conclut que «I> est continue sur (E',u(E',E)). 
~est injective, car ~(Ji) = ~(h) # (/1 - h)(x) = 0 pour tout x E E # / 1 - h =O. 
~- 1 est continue sur ~(E') = {{J(x)}xeE : f E E'} par rapport à la topologie produit 
sur Y, car 
w = {f(x)}xeE E ~(E') => (~- 1 (w))(x) = f(x) = Wx 
=> «I>(E') C Y--+ lR est continue pour tout x E E 
W~Wx 
d'où, d'après la Proposition 2, ~- 1 est continue par rapport à la topologie produit. 
L'ensemble ~(BE') = { w E Y: lwxl ~ llxll,wx+y = Wx + Wy,W..u = Àwx pour tout À E lR 
et pour tout x,y E E} est compact dans Y par rapport à la topologie produit. En effet, 
Ki = {w E y : lwx ~ llxllE pour tout X E E} = nxeE[-llxllE,llxllE] est compact. 
De plus, K2 = { w E Y : Wx+y = Wx + Wy,W>.x = ÀWx pour tout ,\ E R, x,y E E} 
est fermé puisque pour chaque À E R, x,y E E fixés les ensembles Ax,y = {w E Y : 
Wx+y - Wx - Wy = O} et B>.,x = {w E Y : W>.,x - ÀWx = O} sont fermés ( car les 
applications w ~ Wx+y - Wx - Wy et w ~ W>.,x - Àwx sont continues ) et que K2 = 
(nx,yeEAx,y) n (nxeE,>.eRB>.,x). Donc, ~(BE') = Ki n K2 est compact dans Y. Ainsi, 
BE' = ~- 1 ~(BE') est compact par rapport à u(E',E). • 
Théorème 5 Si E est un espace de Banach réflexif avec norme Il· llE, alors la boule 
BE= {x E E: llxllE ~ 1} est faiblement compact dans E. 
Démonstration: [3J Supposons que E est réflexif. Alors J(BE) =BE"· 
D'autre part, d'après le théorème de Banach-Alaoglu, BE" est compact pour la topologie 
u(E",E'). Il suffit donc de vérifier que J-1 est continue de E" muni de u(E",E') à valeurs 
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dans E muni de a(E,E'). On veut montrer que, pour tout f E E' fixé, l'application 
Ç t-+ /(J- 1(Ç)) est continue sur E" muni de a(E",E'). Or, /(J-1(Ç)) = Ç(/) et l'applica-
tion Ç t-+ Ç(/) est bien continue sur E" muni de a(E",E'). • 
Donc, toute boule fortement fermée dans un espace de Banach réflexif est faiblement 
compact. Puisque tout espace d'Hilbert est réflexif, nous obtenons le corollaire suivant. 
Corollaire 2 Toute boule fortement fermée et bornée dans un espace d'Hilbert est fai-
blement compacte. 
Proposition 3 Soit E un espace de Banach réflexif. Soit K C E un sous-ensemble 
convexe, fermé et borné. Alors, K est compact pour la topologie a(E,E') 
Démonstration : [3) K est fermé pour la topologie a(E,E') d'après le Théorème 
1. D'autre part, il existe une constante m telle que K c mBE et mBE est compact pour 
a(E,E') suivant le Théorème 5. • 
Proposition 4 Soient E un espace de Banach réflexif, A C E un convexe fermé, non 
vide et r.p: A---+] - oo,oo] une fonction convexe, s.c.i., r.p =F oo telle que 
lim11x11_.00zeA r.p(x) = oo ( coercivité ){*).Alors, r.p atteint son minimum sur A, c'est-à-dire 
qu'il existe Xo E A tel que r.p(xo) = minxeAr.p(x). 
Démonstration: (3) r.p =F oo => 3 a E A tel que r.p(a) < oo. On considère A = 
{x E A: r.p(x) $ r.p(a)}. Comme A est fermé, convexe et que cp est convexe, s.c.i., on a que 
A est convexe fermé et d'après (*) borné. Donc, d'après la Proposition 3 et le Théorème 
1, A est compact pour la topologie a(E,E'). D'autre part, r.p est s.c.i. pour la topologie 
a(E,E'). D'où r.p atteint son minimum sur A: il existe x0 E A tel que r.p(x0 ) $ r.p(x) 'Vx E A. 
Comme A= {x E A: r.p(x) $ r.p(a)}, on a que a E A, donc r.p(x0 ) $ r.p(a). Six E A\A on 
a r.p(x0 ) $ r.p(a) $ r.p(x). Donc, r.p(x0 ) $ r.p(x) 'Vx E A. • 
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CHAPITRE 2 
Problème de point critique 
Nous allons débuter ce chapitre par une série d'énoncés nous permettant de mettre en 
place les espaces qui seront utilisés dans la suite de ce mémoire. Nous en profitons aussi 
pour mettre en place d'autres notations en plus de celles introduitent au chapitre 1. 
Pour T > 0, posons w = ~ et soit r le groupe monogène défini par {nw: n E Z}. 
Définition 6 On écrit L1 (r) pour désigner la classe des fonctions x : R ~ lR qui sont le 
prolongement T-périodique d'une fonction intégrable sur le segment [O,T], Sur l'espace 
L 1(f) on a la norme~ lT lx(t)ldt < oo et la moyenne x = ~ lT x(t)dt. 
Nous identifions un élément x quelconque de L 1}r) avec sa série de Fourier moyennant la 
notation x(t) =Enez x(n)einwt OÙ x(n) = ~ 1 x(t)e-inwt dt. Donc, x(O) =X et puisque 
x est à valeurs réelles, x(-n) est le conjugué complexe de x(n). 
Étant donné un sous-ensemble S de L1(r), on écrit S pour désigner la classe 
{x = x - x: x E S} c L1(f). Un sous-espace important de L1(r) est l'espace d'Hilbert 
L2 (r) = {x E L'(r): J.T lx(t)l 2dt < oo} muni de la nonne llxll2 = [ ~ J.T lx(t)l 2dt] 
112 
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et du produit scalaire < x,y >2= ~ 1T x(t)y(t) dt. Un autre sous-espace important de 
L1(f) consiste en la classe P(f) des polynômes trigonométriques réels 
p(t) = E~er p(A)ei~t(t E IR) avec p(A) = 0 sauf pour au plus un nombre fini de 
À E r où p(-A) est le conjuqué complexe de p(A) ; et P(f) = {p E P(f) : fi(O) = 0}. 
Nous utiliserons encore un autre sous-espace important de L1(r), soit la complétion 
uniforme de P(r). Ce sous-espace de L2(f), désigné par C(r), est précisément la famille 
des fonctions réelles continues et T-périodiques sur lll De plus, on écrit C(r) pour désigner 
la complétion uniforme de P(r). 
Définition 1 Pour tout l E IR donné, H1(r) C L2 (] - oo,l],e2ctdt) est le complété de 
[ 
l l ] 1/2 
P(r) par rapport à la norme /_OO [ ectp( t)] 2 dt + /_OO [ ( ectp( t) )' r dt . De plus, on 
écrit H1(r) pour désigner la complétion de P(r) par rapport à la même norme. 
2.1 Une inégalité de type Sobolev 
Maintenant que toutes les définitions préliminaires ont été mises en place, nous pouvons 
passer au sujet qui nous intéresse dans ce chapitre, soit le problème de point critique. 
Lemme 3 Pour tout p E P(r), c > 0 et s E] - oo,l] Ç IR on a: 
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Démonstration: 
le2csp2(s)I = 11-~ (e2ctp2(t))'dtl 
< 1-~ 1 ( e2ctp2 ( t) )' ldt 
= 1-~ 1 [(ectp(t))2J'ldt 
= 2 [~ lectp(t) Il (ectp(t))'ldt 
< 2 1-~ lectp(t)l2dt [~ l(ectp(t))'l 2dt (2.1} 
< [ L , ... p(t>l'dt + [)e"'p(t))'''dt f 
< 2 [ L 1e"'p(t>l'dt + L 1<e''p(t))'''dt] (2.2) 
L'inégalité (2.1} découle de l'inégalité de HOlder: 
llJ · 91!1 :5 llfllp · l1Yllp1 où ~ +? = 1 
L'inégalité (2.2} découle de l'inégalité de Cauchy: 
1 E!=l O:n.Bnl :5 {L:!=1 lo:nl2)112(L:!=l l.Bnl2)112 
Donc, 




Pour tout l E lR donné, on définit sur l'ensemble ét P(r) = { ectp(t) : p E P(r)} le produit 
scalaire et la norme comme suit: 
1. Le produit scalaire: < x,y >t = [
1
00 
x(t)y(t)dt, x,y E ectP(r) 
2. La norme: llxll1 = [ < x,x >t + < x' ,x' >t ] 112 , x E ect P(r) 
Clairement, le produit scalaire < ·,· >t et la norme Il · llt sont facilement étendus à 
ect H1(r) = { ectx(t) : x(t) E H1(r)} en faisant ainsi un espace d'Hilbert tel que ect H1(r) c 
L2 (] - oo,l) ,dt) avec le produit scalaire de x,y E ect H1(r) donné par: 
' ' < X,y >ectH1(rj=< X,y >t +<X ,y >t 
L'inégalité (2.3) montre que: 
sup ly(t)I $ v'211Yllt 
-oo9~l 
pour tout y E ect P(r) et ainsi pour tout y E ét H1(r) aussi. Donc, toute suite 
(2.4) 
{ étxn}~=I C ect H1(r) qui est Cauchy selon la norme Il · llt converge uniformément sur 
] - oo,l). Car, si Yn-+ y alors: par (2.4) on a 
IHlt 
llYn - Ylloo - sup IYn(t) - y(t)I 
-oo9~l 
< J211Yn - Yllt --+ 0 
n-too 
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et donc Yn =t y sur ] - oo,l]. Ainsi, tout élément de H1(f) peut être vu comme une 
fonction x :] - oo,l] ~ lR telle que ectx est une fonction continue bornée de carré Lebesgue 
intégrable sur ] - oo,l] avec dérivée faible (ectx)' E L 2 (] - oo,l],dt) dans le sens de la 
définition suivante: 
Définition 8 Étant donné z E ectH1(f), on dit que la fonction w E L 2 (] - oo,l],dt) est 








pour tout v E ét P(f). 
Remarque 2 ll suit aussi de l'équation (2.4) que les évaluations ponctuelles sont des 
fonctionnelles linéaires bornées sur ét H1(r) et donc toute suite faiblement convergente 
dans ect H1(f) converge nécessairement de façon ponctuelle. 
Démonstration: Soit IIto une fonctionnelle définie sur ét H1(r) à valeurs dans R 
telle que Ilt0 (y) = y(to). Alors, 
i1Ilt0 l11 - sup IIIto(Y)I 
yEB.ct 81 cri(O,l) 
- sup ly(to)I 
11eB.ct n,cri (0,1) 
< v'211Yllt ~ y'2 
Donc, Ilt0 E (étH1(f))'. D'où, Ilt0 est une fonctionnelle linéaire bornée sur étH1(f). 
Ainsi, Ilt0 est continue sur ét H1 (f) par rapport à la topologie faible. • 
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Étant donné f: R--+ R telle que ect f(t)IJ-oo,l) E L2 (] - oo,l],dt) et A> 0, on introduit 
sur ét H1(f) la fonctionnelle, à valeurs réelles, suivante: 
F}(y) 1 1 - 2 < y'(t),y'(t) >t +2 c2 < y(t),y(t) >1 + < ectf(t),y(t) >t 
+A < ect cos(e-cty(t)),ect >1 . 
On appelle cette fonctionnelle le potentiel associé à l'équation du pendule forcé sans 
conservation. 
2 .2 Existence de points critiques pour F} 
Avant d'énoncer le prochain théorème, nous allons introduire une définition qui nous 
permettra de tirer rapidement une des conclusions de ce théorème. 
Définition 9 Soit J une fonctionnelle réelle définie sur un domaine 1) dans un espace 
vectoriel Y. La variation de Gâteaux de J en y E 1) dans la direction de v ( tel que 
v +y E 'D) est donnée par ôJ(y; v) = :. J(y + Àv)IA=O· De plus, y0 est un point critique 
de J lorsque ôJ(yo; v) = 0 pour tout v. 
Remarque 3 Une fonction J définie sur un domaine 'D dans un espace vectoriel Y à 
valeurs réelles est dite strictement convexe sur 1) si, lorsque y et y+ v E 1J, ôJ(y; v) est 
définie et J(y + v) - J(y) > ôJ(y; v) lorsque v-::/= O. ( Voir par exemple [13J,p:53) 
Note: On représente le minimum entre deux nombres réels par le symbole A. 
Théorème 6 La fonctionnelle F} est coercive, bornée inférieurement et faiblement semi-
continue inférieurement sur étH1(f). De plus, la condition 0 < v'A" < c est suffisante 
pour que F} soit strictement convexe sur ectH1(f). 
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Démonstration: On montre d'abord que la fonctionnelle F} est strictement 
convexe sur ectHt(r) lorsque A<<?. Pour tout y,v E ectHt(r} nous avons 
Fj(y(t) + v(t)) - Fj{y(t)) = [l
00 








e2ct[cos(e-ct(y(t) + v(t))) - cos(e-cty(t))]dt 
+ ~ [l
00 




Par la formule de Taylor de degré 1 avec reste de Lagrange, il existe une fonction (} : 
] - oo,l] -+]0,1[ telle que 
cos(e-ct(y(t) + v(t))) - cos(e-cty(t)) - e-ctv(t) sin(e-cty(t)) 
_ cos(e-ct(y(t) + O(t)v(t))) (e-ctv(t)) 2 
2 
où on évalue la fonction trigonométrique autour de e-cty(t) et l'expression (e-ct(y(t) + 
O(t)v(t)) dans le reste de Lagrange est un point intermédiaire entre e-cty(t) et e-ct(y(t) + 
v(t)). 
Donc on obtient 
cos(e-ct(y(t) + v(t))) - cos(e-cty(t)) = -e-ctv(t)sin(e-cty(t)) 
( e-ctv( t) )2 
-
2 
cos(e-ct(y(t) + O(t)v(t))). 
Nous allons maintenant calculer la variation de Gâteaux de F} en y dans la direction de v: 
Pour ce faire, séparons notre fonctionnelle Fj(y) comme suit: Fj(y) = Fj(y)i + Fj(y)i + 
Fj(y)a + Fj{y)4 où 
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F/(y)i - ~ < y'(t),y'(t) >t 
F/(y)2 1 2 - 2 c < y(t),y(t) >t 
F/(y)J - < ectf(t),y(t) >t 
Fj(y)4 - A< ect cos(e-cty(t)),ect >t 
Nous effectuons le calcul de ôF}(y; v)i (i = 1,2,3,4) séparément comme suit: 
ôF}(y; v)i - !. ~ < (y+ .Xv)'(t),(y + .Xv)'(t) >1 l~=O 
- ~ ! (1'
00 
(y+ ..\v)'(t)(y + ,\v)'(t)dt) I,~ 
- ~:.X ( /_1
00 
[y'(t) + .Xv'(t)] [y'(t) + .Xv'(t)]dt) l~=O 
- ~ ! (1'
00 
[(y'(t))2 + 2,\y'(t)v'(t) + ..\2(v'(t)) 2]dt) I,=, 
- ~ ! ( L (y'(t))2dt) IA=O + ~ ! ( 2,\ L y'(t)v'(t)dt) IA=O 
+ ~ ! "' L (•'(t))'dt) L, 
- O + ~2 /_
1
00 




- /_'OO y'(t)v'(t)dt 
- < y'(t),v' (t) >1 
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c5Fj(y;vh a 1 - a>. 2c2 < (y+ Àv)(t),(y + .,\v)(t) >t 'À=O 
_ ~ :). ( ['00 (y+ >.v)(t)(y + >.v)(t)dt) IÀ=O 
= ~ ! ( ['
00 
[y2(t) + 2>.y(t)v(t) + >.2v2(t)Jdt) IÀ=O 
- ~ :>. ( ['oo y2(t)dt) IÀ=O + ~ :>. ( v. [100 y(t)v(t)dt) IÀ=O 
+ ~ ~ ( ).2 1-100 v2(t)dt) 'À=O 
_ O + ~ 2 [
1
00 








- c2 < y(t),v(t) >1 
c5Fj(y; vh _ :). < ect f(t),y(t) + Av(t) >t IÀ=O 
- :>. ( /_~ e" f ( t)[y( t) + >.v( t)jdt) L, 
_ ~ ( [
1
00 
ect f(t)y(t)dt) IÀ=O + ~ ( >. [
1
00 
ect f(t)v(t)dt) IÀ=O 
- o+ /_'OO ectf(t)v(t)dt 
- < ect f(t),v(t) >1 
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cos(e-cty + e-ctA..\v) 
Faisons un petit calcul, le développement de Taylor de A..\ , où 'Y est 
entre e-cty et cctA..\v : 
cos(e-cty + e-ctA..\v) 
A..\ 
cos(e-cty + e-ctA..\v) - cos(e-ct) 
A..\ 
( -et) sin(e-ct)[ -ctA\ J cos('Y)( -ctA\ )2 - cos e - 1 e AV - 1 e AV 
1. 2. 
- t . - cos('Y) -2 2 - -e c vsm(e cty) -
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e ctA..\v . 
[
cos(e-ct(y(t) + A..\v(t))) - cos(e-cty(t))l 
Comme A..\ est bien borné pour tout A..\ , on uti-
lise le théorème de la convergence dominée de Lebesgue pour entrer la limite à l'intérieur 
de l'intégrale. Ainsi, on obtient 
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_ A {' e2ct lim [cos(e-ct(y(t) + A,,\v(t))) - cos(e-cty(t))] dt 
1 -OO ~À-+0 A,\ 









- -A < ect sin(e-cty(t)),v(t) >t . 
Donc, la variation de Gâteaux de Fj en y dans la direction de v est la suivante: 
ôF}(y; v) - < y'(t),v' (t) >t +c2 < y(t),v(t) >t + < ect J(t),v(t) >t 
- A< ect sin(e-cty(t)),v(t) >t. 
Effectuons maintenant le calcul suivant: 
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F}(y(t) + v(t)) - F}(y(t)) 





e2ct [ cos(e-ct(y(t) + v(t))) - cos(e-cty(t))]dt 
+ ~ ['
00 










- A[~ ectv(t) sin(e-cty(t)) + ~v2 (t) cos(e-ct(y(t) + O(t)v(t)))dt 
+ i ['
00 
(v'(t)) 2dt + ~ [~ v2 (t)dt 






Al' - 2 -oo v2 (t) cos(e-ct(y(t) +O(t)v(t)))dt 
+ i ['
00 
(v'(t)) 2dt + ~ ['
00 
v2(t)dt 
- ôF}(y; v) - ~ [~ v2(t) cos(e-ct(y(t) + O(t)v(t)))dt 
+ ~ [~ (v'(t)) 2dt + ~ ['
00 
v2(t)dt. 





v2(t) cos(e-ct(y(t) + O(t)v(t)))dt + ~ [
1
00 
v2(t)dt > 0 
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1 {' 
et comme 2 }_00 (v'(t))
2dt ~ 0, on conclut que F}(y + v) - F}(y) > tSF}(y; v). 
Ceci montre que la fonctionnelle F} est strictement convexe sur ect H1 (f) lorsque A < c?. 
Il est facile de montrer que les fonctions F}(y)i et F}(Yh sont convexes et continues 
sur (ect H1(f),ll · Ill) et donc, par le théorème de Mazur, sont faiblement semi-continues 
inférieurement. 
Clairement, F}(Yh = /_
1
00 
ect J(t)y(t)dt =< ect J(t),y(t) >1 est une fonctionnelle linéaire 
bornée sur ect H1(r) et donc faiblement semi-continue inférieurement (car bornée, linéaire 
implique convexe ). La fonctionnelle F}(y) 4 = /_~ e2ct cos(e-cty(t))dt = 
< ectcos(e-cty(t)),ect >1 est aussi faiblement continue sur ectH1(r). Pour le voir, soit une 
suite {Yn} C ect H1(f) qui converge faiblement vers y0 E ét H1(f). Par l'inégalité (2.4), il 
suit que toute évaluation en un point est une fonctionnelle linéaire bornée sur ét H1(r) 
selon la norme li· 111 et donc que Yn(t) converge ponctuellement vers y0 (t) (voir Remarque 
2 ). Donc, cos(e-ctyn(t)) converge ponctuellement vers cos(e-cty0 (t)) sur] - oo,l]. Par le 
théorème de la convergence dominée de Lebesgue, on a donc que p(yn) ~ p(y0 ). Donc, 
F} = F}(y)i + F}(y)2 + F}(yh + Fj(y)4 est faiblement semi-continue inférieurement sur 
ectH1(f). De plus, pour tout y E H1(f) on a 




> -2(1 /\ c
2 )11yll~- < ectf(t),ectf(t) >:12 llYllt -A-
2c 
car, en vertu de l'inégalité de Cauchy-Schwarz, 
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- < eet f(t),ect f(t) >:12 < y(t),y(t) >:12 . 
D'où F} est coercive et bornée inférieurement sur eetH1(f). • 
Étant donné k E lR, il suit du Théorème 6 que F} atteint nécessairement son minimum 
sur le sous-espace affine fermé {y+étk: y E étiit{r)} c eetH1(r). De plus, par convexité 
stricte, ce minimum est unique lorsque A < é1- et est précisément le point critique de F} 
sur étH1(r) + eetk donné par la fonction y E étii,(r) pour laquelle tSF}(y + étk; v) = 0 
pour tout v E ét H1(r). 
Le résultat suivant démontre que le point critique varie continûment avec f. 
Théorème 7 Soient A,c,k,l E R tels que 0 < JA' < c. Si y = Yk est le point critique 
de F}(y + étk) dans ectii,(f) et y= Yk + Ây est le point critique de F}+~i(Y + eetk) où 
f, Âf E L2{] - oo,l],eetdt), alors: 
M et Af et Af 1/2 
IÂ (s)I < v'211.ô. Il < v ~ < e ~ ,e ~ >, y - y 1 - 1 J\ (c2 - A) 
pour tout s E] - oo ,l]. 
Démonstration: Soit z = Ây l'unique point où la fonctionnelle '11(z) = F}+.ô.f(z 
+ Yk + eetk) atteint son minimum dans eetfi1(r). Si on pose tjJ{>.) = W(ÀÂy), alors nous 
avons la dérivée 
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.,Pp.) <(;\Lly+ Yk + ectk)',(Lly)' >1 +c2 < ÀÂy + Yk + ectk,Ây >1 
+ < ect(f + Llf),Ây >t -A< ect sin(e-ct(ÀÂy + Yk + ectk)),Ây >1 
Puisque y= Yk est le point critique de F}(y+ectk) dans ectÊi,(r), on a ôF}(Yk+ectk; v) = 0 
pour tout v E ect H1(r) et ainsi, pour v = Ây, on a 
< (Yk + ectk)',(Ây)' >1 +c2 < Yk + ectk,Ây >t + < ectf,Ây >t {2.6) 
- A< ect sin(e-ct(Yk + ectk)),Ây >1 =O. 
Donc, on a 
tÏ;{l) - <(Lly+ Yk + ectk)',(Lly)' >1 +c2 < Ây + Yk + ectk,Ây >t 
+ < ect(f + Â/),Ây >t -A< ectsin(e-ct(Ây + Y11: + ectk)),Ây >t 
= < (Ây)',(Lly)' >t + < (Yk + ectk)',(Ây)' >t +c2 < Ây,Ây >t 
+ c2 < Yk + ect k,Ây >t + < ect f,Ây >1 + < ect Â/,Ây >1 
- A< ect sin(e-ct(Ây + Yk + ectk)),Ây >1 
- < (Ây)',(Lly)' >1 +c2 < Ây,Ây >t + < ectÂ/,Ây >t (d'après 2.6) 
- A< ect sin(e-ct(Ây + Yk + ectk)),Ây >t 
+A< ét sin(e-ct(Y11: + étk)),Ây >1 
- < (Ây)',(Lly)' >1 +c2 < Ây,Ây >t + < ectÂ/,Ây >t 




~(1) > < (Ay)',(Ay)' >1 +c2 < Ay,Ay >1 + < eetAJ,Ay >1 
- A< eetle-etAyl,IAyl >1 
> < (Ay)',(Ay)' >1 +(c2 - A) < Ay,Ay >1 + < eetAJ,Ay >t 
> (1 !\ (c2 - A))llAYllf -1 < eetAJ,Ay >t 1 
> (1 !\ (c2 - A))l!Ayllr -1 < eetAJ,eet A/ >t 11/2 < Ay,Ay >J12 (d'après (2.5)) 
> (1 !\ (c2 - A))llAyll[ -1 < eetAJ,eet A/ >t l112 llAYllt 
> llAYll1 [(1 !\ (c2 - A))llAYll1 -1 < eet AJ,ect Aj >1 1112]. 
Ainsi, ~(1) > 0 (et donc Ay n'est pas un minimum pour \JI ) lorsque 
< ect Af,ect Af >J/2 . . < eet Af,eet A/ >,112 
llAYll1 > 1 !\ (c2 _A) . Donc, on doit avoir llAYllt $ 1 A (c2 _A) En 
multipliant par v'2 des deux côtés de l'inégalité, on obtient 
< ect A/ eet A/ > 1/2 
J2llAYll1 $ J2 1 !\ (<? _ A) 
1 . L'inégalité (2.4) nous permet de conclure que 
fn et Af et A/ 1/2 
'
A (s)I < v"illA Il < v i:. < e ~ ,e ~ >i 
y - y 1 - 1 !\ (c2 - A) 
pour tout s E] - oo,l]. • 
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CHAPITRE 3 
Existence et unicité des solutions de 
l'équation du pendule 
Pour tout y E ét H1(r) avec dérivée faible y' E L2(] - oo,l],dt), on écrit y" pour désigner, 
lorsqu'il existe, l'élément de L2 (] - oo,l],dt) qui est la dérivée faible de y' dans le sens où 
[l
00 
y"(t)v(t)dt = y'(l)v(l) - [l
00 
y'(t)v'(t)dt 
pour tout v E ectp(r). Dans ce cas, la variation de Gâteaux de F} en un tel point 
y E étHL(f) dans la direction v avec v(l) = 0 devient alors 
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c5F}(y; v) - [
1
00 














y"(t)v(t)dt + c2 [
1
00 





_ [~ [ - y"(t) + c2y(t) + ect J(t) - Aect sin(e-cty(t))] v(t)dt . 
Ainsi, la fonctionnelle F} est le potentiel associé à l'équation différentielle 
(3.1) 
qui sous la transformation y(t) = ectx(t) devient l'équation du pendule forcé sans conser-
vation. 
Lemme 4 Pour y,v ect H1(f), on a 
c5F}(y; v) =< y'(t) - [~ c2y(s) + ecs J(s) - Aecs sin(e-csy(s))ds,v'(t) >t 
lorsque v(l) = O. 
Démonstration : Posons 'l/J(t) pour désigner la primitive de l'équation 
t/;(t) - [~ [ - y"(s) + c2y(s) + ecs f(s) - Asin(e-csy(s))]ds 
- -y'(t) + /_~ [c2y(s) + ecs f(s) - Aecs sin(e-csy(s))]ds. 
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Puisque[~ 1/l'(t)v(t)dt = - f_~ 1/l(t)v'(t)dt lorsque v(l) = 0 , on a: 




(y'(t) + f_~ -c2y(s) - ec.t f(s) + Aecs sin(e-csy(s))ds )v'(t)dt 
- < y'(t) - /_~ c2 y(s) + ec.t f(s) - Aecs sin(e-csy(s))ds,v'(t) >1 . • 
3.1 Fermeture dans L2 et définitions des projections 
On dénote par ect B la fermeture de ect P(r) dans L2 (] - oo,l] ,dt). Clairement, ét H1 (f) 
est dense dans ect B puisque ét P(r) est dense dans chacun et ect H1(r) Ç ect B. De plus, 
nous avons étC(f) c ect B + ectR ,car si { ectxn} c ectc( ] - oo,l] ) telle que Xn =t x sur 
] - oo,l] lorsque Xn, x E C(f), alors on obtient 
Soient Ilect 8 la projection de ect B + ectR sur ect B, Ilcect B).J.. la projection de ect B + ectR 
sur le complément orthogonal de étB dans ectB+ectR que l'on note (ectB)l. et Ilecta la 
projection de ét B + ectR sur ectnt 
Étant donné x E B + R ( = e-ct(ét B + ectR) ), alors x est l'élément de R pour lequel 
Ilecta(étx) = ectx et x est l'élément de B ( = e-ct(étB) ) donné par x = x - x. Nous 
avons donc (-y"(t) + c2 y(t)) E ect B, car si y(t) = ectx(t) alors 
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-y"(t) + c2 y(t) - -(ectx(t))" + c2ectx(t) 
- -[ectx"(t) + 2cectx'(t) + c2ectx(t)] + c2ectx(t) 
- -ectx"(t) - 2cectx'(t) où x' = x" = 0 . 
Aussi, .4ectsin(e-cty(t)) E ectHt{f) C (ectB+ectlR) pour tout y E ectHt(r), car si y(t) = 
ectx(t) alors 
Aect sin(e-cty(t)) - Aect sin(e-ctectx(t)) 
= Aect sin x(t) . 
Comme le sinus d'une fonction T-périodique est T-périodique, on obtient 
ectsin(e-cty(t)) E ectHt(r) pour tout y E ectHt(f). 
Nous allons maintenant énoncer une proposition qui nous donnera l'existence de yz E 
L2(]-oo,l],dt). C'est-à-dire que nous aurons au moins l'existence d'un y" E L2 (]-oo,l],dt) 
dans le cas où y est le point critique de notre fonctionnelle. 
Proposition 5 Soit z E ét.ii,(r). Si [
1
00 
z(t)v'(t)dt - 0 pour toute fonction v E 
ect.ii1(f) telle que v(l) = 0, alors z =O. 
Démonstration: Soit z E ect.ii1(f). On peut alors écrirez= ectx(t) où x(t) est 
une fonction de la forme x(t) = L x(..\)éu. Comme x(t) est continue et de moyenne 
~Er\{O} 
nulle, dans tout segment semi-ouvert de longueur T, il existe au moins un segment où 
x ~ 0 et où la valeur de x est arbitrairement petite. De la même façon, il existe au moins 
un segment où x :5 0 et où la valeur de x est arbitrairement petite. De plus, on peut 
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choisir une fonction u E ét Ht à support sur ces segments, telle que j_l
00 
[z(t) +u(t)]dt = 0 
et [l
00 
z(t)u(t)dt est arbitrairement petit. Si on pose v(t) = /_~ [z(s) + u(s)]ds, alors v 
est un élément de étïi(r) tel que v(l) =O. Ainsi, si j_l
00 
z(t)v'(t)dt = 0, c'est-à-dire que 
[l
00 
z(t)[z(t) + u(t)]dt = 0, on a j_l
00 
z2(t)dt = - J_l
00 
z(t)u(t)dt qui est arbitrairement 
petit. Ainsi, j_l
00 
z2(t)dt = 0, c'est-à-dire z(t) =O. • 




lv'(t)l2dt $ M pour une constante donnée M >O. Or, toute fonction z(t) E étB 
peut être approchée dans L 2 (] - oo,l],dt) par un élément de ect Ht(r). D'où la Proposition 
5 est vérifiée lorsque z(t) est élément de étB. 
Étant donné k E IR, soit ~k: ectïit(f) ~ R définie par tflk(Y) = Fj(y+ectk). Par le même 
calcul effectué dans le Lemme 4, la variation de Gâteaux de ~k en y E ect Ht(f) dans la 
direction de v E ét Ht(f) avec v(l) = 0 est donnée par 
Ô~k(y;v) - < -(y(t) +ectk)" +c2(y(t) +ectk) +ectf(t) 
- .-1ect sin(e-cty(t) + k),v(t) >t 
- < (y(t) + ectk)' - /_~ [c2(y(s) + ecsk) + ecs J(s) 
- Aecs sin(e-csy(s) + k)]ds,v'(t) >t . 
Si Yk E ét Ht(f) produit un minimum pour ~k. alors on a l'équation d'Euler ô~k(Yk; v) = 
0 pour tout v E étHt(r) avec v(l) =O. D'où, d'après la Proposition 5 et la discussion qui 
s'en suit, on a que Yk est une solution, dans le sous-espace ét Îi(f) de L2(] - oo,l],dt), 
( et unique lorsque A < c2 ) des équations 
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et 
(y(t) + ectk)' - [~ [c2(y(s) + ecsk) + liectB [ecs Ï(s) 
- Aecssin(e-csy(s) + k)J]ds = 0. 
avec yz E L2 (] - oo,l],dt). 
3.2 Analyse des projections 
À présent, nous devons utiliser les projections parce que, pour que le produit scalaire de 
ét J(t) - Aect sin(e-cty(t) +k) avec v(t) soit égal zéro, on voudrait bien que ét J(t) -Aét 
sin(e-cty(t) +k) =O. Cependant, comme v est dans ectff,(r) on sait que la projection de 
ét f(t) - Aét sin(e-cty(t) + k) sur ect Best égale à zéro, mais on ne peut rien dire pour 
le projection de étf(t) - Aect sin(e-cty(t) + k) sur (étB)l.; c'est pourquoi on utilise le 
complément orthogonal. Si la projection de étf(t)-Aectsin(e-cty(t) +k) sur (étB)l. est 
égale à zéro, alors on pourra conclure que ect f (t)-Aét sin(e-cty(t)+k) vaut effectivement 
zéro ( pour un certain y= Yko ) . Donc, si nous montrons qu'il existe k0 E lR. tel que 
alors nous aurons l'existence d'une fonction Yko E ect H1(r) ( qui est unique lorsque 
A < c2 ) telle que 
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et 
(Yko(t) + ectko)' - [
1
00 
[c2(yk0 (s) + eako) + ecs f(s) 
- Aecs sin(e-ayk0 (s) + ko)]ds = 0. (3.3) 
Puisque Yko et Aect sin(e-ctyk0 (t) + k0 ) reposent dans L2 (] - oo,l],dt) et que f : 1R-+ lR 
est telle que ect/(t)l1-oo,l] E L2 (] - oo,l],dt), il suivra de l'équation (3.2) que yZ
0
(t) E 
L2 (] - oo,l],dt). Suite à l'équation (3.3), nous aurons que y~0 (t) peut être choisie continue 
et par l'équation (3.2), yz
0
(t) sera continue lorsque f est continue. Donc, on montre qu'il 
existe k0 E lR tel que 
(3.4) 
Nous aurons alors montré l'existence d'une fonction continûment différentiable y(t) = 
Yko (t) + ectko E ect H1(f) où y"(t) E L2(] - oo,l],dt) telle que (3.1) est satisfaite presque 
partout sur ] - oo,l] ( et uniquement lorsque A < c? ) . 
- __....,__ 
Note: sin(y(t)) = sin(y(t)) et sin(y(t)) = sin(y(t)) 
Puisque 
ectf(t) - Aectsin(e-ctYko + ko) 




pour obtenir l'équation (3.4) il est suffisant de montrer que: 
(3.5) 
pour un k0 E Ill Pour montrer cette égalité, nous avons besoin du résultat suivant: 
Théorème 8 Si 0 < A < Cl-, alors Yk converge faiblement dans ét Îi1(r) vers Yko lorsque 
k~ko. 
Démonstration: Sans perte de généralité, supposons Yk =I= O. Si on pose cp(À) = 
<I>k(Àyk) et qu'on répète l'argument de la démonstration du Théorème 7, alors on obtient 
la dérivée 
rp(À) - < (ÀYk + ectk)',y~ >t +c2 < ÀYk + ectk,yk >t + < ect f,yk >t 
-A< ect sin(e-ct ÀYk + k),yk >t 
- À [ < y~,y~ >t +c2 < Yk,Yk >1] + [ < (ectk)',y~ >t +c2 < ectk,yk >t] 
+ < ect f,Yk >t -A< ect sin(e-ct ÀYk + k),Yk >t 
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et donc l'inégalité 1 sin(e-ct >..yk + k)I $ le-et >..yk + kl produit 
rp{l) > [ < y~,y~ >1 +c2 < Yk1Yk >1] + [ < (eetk)',y~ >1 +c2 < eetk,yk >1] 
+ < eetf,Yk >1 -A< eetle-ctyk + kl,IYkl >1 
> [ < y~,y~ >1 +c2 < Yk1Yk >1] + [ < (ectk)',y~ >1 +c2 < eetk,yk >1] 
+ < eetf,Yk >1 -A< IYk + ectkl,IYkl >1 · 
rp(l) > [ < y~,y~ >1 +c2 < Yk1Yk >1] + [ < (ectk)',y~ >1 +c2 < eetk,yk >1] 
+ < eetf,yk >1 -A[< IYkl,IYkl >1 + < lectkl,IYkl >1] 
> [ < y~,y~ >1 +(c2 - A) < Yk1Yk >1] + [ < (eetk)',y~ >1 +c2 < eetk,yk >1] 
+ < eetf,yk >1 -A< eetlkl,IYkl >1 
> [1 A (c2 - A)] llYkllf - [I < (eetk)',y~ >1 1 + c21 < eetk,yk >1 I] 
-1 < eetf,yk >1 1- A< eetlkl,IYkl >1 
> (1 A (c2 - A)] llYkll~ - ( < (eetk)',(eetk)' >Jl2< y~,y~ >i/2 
~2 etk ctk l/2 1/2 ] et/ et/ 1/2 +c- < e .e >1 < Yk,Yk >1 - < e ,e >1 < Yk1Yk >1 
A etk etk 1/2 1/2 - < e ,e > l < Yk 1Yk > l · 
Aussi, puisque llYkllf = [ < y~,y~ >1 + < Yk1Yk >t ] on a que llYkllf ~< y~,y~ >t et 
llYkllf ~< Yk1Yk >1, d'où 
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rp(l) > (1 A (c2 - A)] llYkll~ - (1 + c2 + A)llectklltllYkllt 
- < eetf,ectf >:12 llYkllt 
- llYkllt [(l /\ (c2 - A))llYkllt - (1 + c2 + A)llectkll1- < eetf,ect f >:12 ] . 
Ainsi, rp(l) > 0 (et donc Yk n'est pas un minimum relatif pour 4>k ) lorsque 
Donc, la suite de points Yk est dans une boule fermée bornée ( faiblement compact ) 
dans (eet.ff,(r),11·111) lorsque k-+ k0 • Ainsi, il existe une sous-suite {Ykn} qui converge 
faiblement vers un élément y0 E eetfi1(r) C étB lorsque kn-+ ko. Mais, pour tout kn E lR 
donné, Ykn est l'élément de ect H1(f) pour lequel 
( etk )' f 2 etk + et/ < Ykn + e n ,v >t +c < Ykn + e n1V >t < e ,v >t 
pour tout v E ét H1(f). 
À la limite, lorsque n -+ oo, on obtient 
( + etk )' ' 2 etk et/ < Yo e o ,v >t +c < Yo + e o,v >t + < e ,v >t 
pour tout v E eet.ff,(r). Puisque, pour tout k E lR donné, y= Yk est l'unique élément de 
ét H1(f) qui satisfait 
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< (y+ ectk)',v' >t +c2 < y+ ectk,v >t + < ect f,v >t 
-A< ect sin(e-cty + k),v >t = 0 
pour tout v E ectïi,(r), il suit que Yo = Yko· • 
Puisque, d'après le Théorème 8, Yk converge faiblement (et donc ponctuellement ) vers 
Yko lorsque k -+ k0 et 0 < VA < c, il suit du théorème de la convergence dominée de 
Lebesgue, où lét[ sin(e-ctYk + k) - sin(e-ctyk0 )] j2 est dominée par 4e2ct, que 
e2d 
2












lect [ sin(e-ctyk + k) - sin(e-ctYko)] 12 dt 
~ 0 lorsque k -+ ko 
et donc, sin(e-ctYk + k) est une fonction continue (à valeurs réelles ) de k E Ill D'après 
l'unicité et la 27r-périodicité du sinus, Yk = Yk+2-zr pour tout k E Ill Ainsi, sin(e-ctYk + k) 
est une fonction continue 27r-périodique de k sur Ill 
Donc, si 7 est telle que 
(3.6) 
alors, tout sous-intervalle semi-ouvert de lR de longueur 27r contient au moins deux valeurs 
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de k pour lesquelles 7 = A sin(e-ctyk + k) (et donc pour lesquelles l'équation (3.5) est 
satisfaite ) . 
Si 7 est égale à l'une des bornes dans (3.6), alors il existe au moins une valeur de k pour 
laquelle 7 =A sin(e-ctyk + k) et si 7 est à l'extérieur des bornes de (3.6), alors il n'y a 
aucune valeur de k pour laquelle 7 = A sin( e-ctYk + k). 
Notons que les deux bornes sont indépendantes de l puisque sin(e-ctyk + k) est indé-
pendant de l ( pour toute valeur de k ) . Donc, on obtient le résultat suivant sous la 
transformation x = e-cty. 
Remarque 4 Yk E ë(r) est deux fois continûment différentiable. 
Démonstration: On a montré, dans les calculs de la section 3.1, qu:il existe 
Yk E ect H1(f) tel que (Yk +ectk)" -c2(yk +ectk) + Aét sin(e-ctyk) = ect f où (Yk +étk)" E 
L2 (] - oo,l],dt). Or, Yk et f sont continues; donc on peut choisir (Yk + ectk)" continue et 
conséquemment yz continue. • 
Nous avons démontré le résultat suivant. 
Théorème 9 Étant donné un groupe monogène f C lR et A,c E lR tels que 0 < JA < c, 
alors pour tout k E lR et toute fonction f E C(r) il existe une unique fonction Xk E ë(r) 
deux fois continûment différentiable, dont la restriction à ] - oo,l] est dans H1 (f), et pour 




e2ct [x'(t) 2 + c2x(t)2 + 2x(t)f(t) + 2Acosx(t)] dt 
sur H1(f) + k pour tout l E JR. 
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De plus, si infk A sin(xk + k) < l < supk A sin(xk + k) alors, dans tout intervalle semi-
ouvert de longueur 27r, il y a au moins deux valeurs de k pour lesquelles x = xk + k 
est une solution deux fois continument différentiable dans C{f) de l'équation du pendule 
forcé sans conservation 
x" + 2cx' + Asinx = f. 
Aussi, il y a au moins une valeur de k pour laquelle x = Xk + k est une solution du même 
type lorsque f est égale à l'une des bornes. 
Finalement, il n'y a aucune valeur de k qui procure uen solution du type Xk + k lorsque 
f est autrement que mentionné ci-haut. 
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CONCLUSION 
Le but de ce mémoire était de montrer l'existence de solutions T-périodiques à l'équation 
du pendule forcé sans conservation et ce en utilisant les méthodes du calcul variationnel. 
Nous avons tout d'abord travaillé avec les méthodes du calcul variationnel pour montrer 
que la fonctionnelle (c'est-à-dire le potentiel) associée à l'équation du pendule forcé sans 
conservation admettait des points critiques. Un argument sur la stricte convexité de la 
fonctionnelle nous a été essentiel pour en arriver à ce résultat. Il nous a alors fallu consi-
dérer des espaces de fonctions sur lesquels nous avons fait des projections pour arriver 
à montrer l'existence d'une fonction qui était une solution T-périodique de notre équation. 
Bien que beaucoup de travail ait été effectué pour démontrer l'existence de solutions 
aux équations de type pendule, nous pouvons quand même nous demander si notre tech-
nique pourrait s'appliquer à celles-ci. Plusieurs variantes de l'équation du pendule forcé 
sans conservation seraient donc à considérer. Nous pouvons aussi laisser la porte ouverte 
en pensant que d'autres techniques pourraient être envisagées pour arriver aux mêmes 
résultats que dans ce mémoire. Il serait intéressant de réussir à trouver une technique 
s'appliquant à tous les différents types d'équations du pendule, technique qui se voudrait 
d'une complexité raisonnable compte tenu de la difficulté que pose le problème en soi. 
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