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1. 1NTRoDucT10~ 
Several authors (e.g., Dinghas 19, lo], Huber [ 141, and Kuran [ 161) have 
studied the behaviour of half-spherical means of a subharmonic functions s 
in the Euclidean half-space R” x (0, +co), where n > 1. These means are 
defined as integrals over the curved part C, of the boundary of a half-ball 
and do not involve the values (or limiting values) of s on the flat part 2, of 
the boundary (contained in the boundary of the half-space). Later Kuran 
[ 171, following work by Ahlfors [I] and others on the plane case (n = l), 
introduced a new mean, defined as the sum of the mean over Z,, mentioned 
above, and an integral involving values of s on Z,. 
In the case of the (n + I)-dimensional strip R” x (0, l), the corresponding 
work is not yet so far advanced. In [5,6], Brawn considered a mean over the 
curved part of the surface of a cylinder, corresponding to the mean over ,?Yc, 
in the half-space case. Here we add to Brawn’s mean an integral involving 
the boundary values of a subharmonic function in the strip (i.e., the values 
on the two disjoint flat parts of the boundary of a cylinder). We shall be 
concerned with monotonicity, convexity and limiting properties of the cylin- 
drical means and with questions of harmonic majorization. 
2. NOTATIONS AND DEFINITIONS 
The closure and boundary of a subset E of R” or R”+’ are denoted by .? 
and 3E. Arbitrary points of R”’ ’ are denoted by M = (X, y) = (x1 ,..., x,, JJ) 
and N= (2, q) = (< ,,..., c&, n). We shall write 
IX/ = (xf + * .’ + xy. 
Throughout the paper pO, p, r, and R will denote numbers such that 0 < p,, < 
p < R < + co, and 0 < r < + co. We shall write B@) and S@) for the open 
ball and the sphere of radius p in R” centred at the origin (so that B(0) is 
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empty and S(0) contains only the origin) and we shall put A@, R) = 
B(R)\B@) (so that A(0, R) = B(R)). We shall denote subsets of R”” as 
follows: 
w, R) =A@, R) x (0, I>, T(R) = S(R) x (0, l), 
A”@,R)=A@,R)X (0, l}, A = R” x (0, 1). 
If t < p, then we understand A@, t) to be the empty set. The surface area 
measures on S(R) and r(R) are denoted by CJ and r, respectively (when 
n = 1, we have a((-R }) = o( (R }) = 1); Lebesgue measure in R” is denoted 
by dX. 
We shall say that a function s belongs to the class ,Y’@, R) if: 
(i) s is defined at least in fi@, R), 
(ii) s is subharmonic in fl(p,R), and 
ciii) lirn SUP,+N.M~R(p,R) s(M)=s(N) < +co(NEA-(p,R)). 
Similarly, we shall write s E Y if the above conditions hold with Q(p, R) 
replaced by Q throughout. If p <p’ < R’ <R, then ,Y _c Y@, R) s 
y(p’, R’). Also, ifs is subharmonic in an open set containing Q@, R) (resp. 
a), then s E Y(p, R) (resp. s E Y), but the converse is false (cf., [ 17, 
p. 3061). 
The means we shall be considering involve certain Bessel functions. As all 
the Bessel functions we shall need are of order in - 1, we shall suppress the 
suffix denoting order in the usual notation; thus I and K will denote the 
functions which Watson [ 19, pp. 77, 781 denotes by I,,+, and K,,* ~, . The 
function K/I appears frequently, and we denote it by L. We note, in 
particular, that in the case n = 1, 
I(t) = (2/7rt)“” cash t, K(f) = (742t)” e-‘, L(t) = rc/(l + e2’) (1) 
(see [ 19, pp. 79,801). 
Suppose that p < r < R and let f be an extended real-valued function 
defined at least on fi@, R). Then, provided the integral exists, we write 
A(f, r) = r-““{I(nr)}-’ j f(M) sin(rry) d@f). 
r(r) 
This mean is similar to the one studied by Brawn ] $6 ]. We also define 
Jg~ r) = 2 - “*rc2 j; {cosh(nt)} -’ j(, 1) cosh(nu) 
x {f(u, 0) +f(-u, 0) +f(u, 1) +I”-K 111 du dt 
(n= 1) (2) 
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and 
. PJJ; r) = 71 ‘I 
J min(l,R) 
x {f(X 0) +f(Jc 1) } dX dt (n > 21, (3) 
provided the integrals exist. Some remarks about definitions (2) and (3) are 
necessary. Notice first that when t < p the range of integration of the inner 
integral is empty, and the inner integral is therefore understood to be zero. 
Thus the lower limit of integration of the outer integral is effectively p when 
n = 1 and the middle value of the set { 1, p, R } when n > 2. Next notice that, 
by (I), the definitions of Jz(f, r) in the cases n = 1 and n > 2 correspond, 
except that the lower limit of integration of the outer integral is 0 for n = 1 
and is min { 1, R) for n > 2. Although the natural choice for this lower limit 
is 0, for n > 2 this choice is unsatisfactory, since it would be possible for the 
integral in (3) to diverge in the important case where p = 0, even when f is 
integrable on d”(0, R). 
We also write 
and 
Jtf*(f, r) = Z(nr).H(f, r), .V,*(s, r) = z(m)qf, r), 
T C..L r) = I(w) YOU; r). 
3. RESULTS 
THEOREM 1. Suppose that either 0 < p,, < p < R or 0 = p,, = p < R. If 
s E Y@,, R), then 7,(s, r) is real-valued on (p, R) and is a convex function 
of L(zr) on @, R). Zf s E .Y(O, R), then ,7Js, r) is also an increasing’ 
function on (0, R). 
If h is real-valued and continuous in sz@, R) and harmonic in S2@, R) (so 
that h, -h E P@, R)), then in the case where p > 0, .7P(h, r) is a linear 
function’ of L(lrr) on [p, R], and in the case where p = 0, C70(h, .) is constant 
on (0, R]. 
COROLLARY 1. Ifs E S”(p, R) and s < 0 on A “@, R), then M(s, r) is a 
convex function of L(nr) on @, R). In the case where p = O,.M(s, .) is also 
an increasing function on (0, R). 
’ We use increasing in the wide sense. 
* By a linearfunction we mean a polynomial of degree at most 1. 
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The monotonicity result in Corollary 1 has been proved by Brawn 
]5, Theorem 21. The convexity results can also be stated in terms of A- 
convexity (i.e., Ahlfors convexity) of .Pp* and .,.Y*. Recall that a function 
4: @, R) --t R is A-convex with respect to the class of functions E = {al(~) + 
pK(zr): 01, /I E R) if whenever p < r, < r < I-~ < R, we have 
4(r) ,< aZ(nr) + Pwlr), 
where a and /3 are such that 
#(rj) = aZ(7crj) + pK(nrj) (j= 1, 2). 
COROLLARY 2. Zf pO, p and R are as in Theorem 1 and s E .U(p,, R), 
then ,P,*(s, .) is A-convex on @, R) with respect o the class E. 
COROLLARY 3. Zf sEY@,R) and s<O on A”@,R), then.X*(s,r) is 
A-convex on @, R) with respect o E. 
COROLLARY 4. Zf s is subharmonic in a rectangle (a, b) X (0, 1) and 
lim sup s(M) < 0 (N E (a, 6) x (0, 1 }), 
M-N 
then the function 
x -+ f s(x, y) sin(ny) dy 
-IO,11 
is A-convex on (a, b) with respect to the class of functions { aenX + pe- n-X: 
a,PE RI. 
Corollary 4 is due to Heins [ 121. 
Next we shall turn to the problem of finding suffkient conditions on the 
boundary values of a function of class Y for J(s, r) to have a limit as 
r -+ +co. The analogous results for half-spherical means of subharmonic 
functions in half-spaces are given by Kuran [ 171. 
THEOREM 2. Suppose that s E 9. 
(i) Zffor each positive number E there exists a positive number . such 
that 
Tz, IW-n)‘2 e -=lX' {s(X, 0) + s(X, 1)) dX < E 
II 
(4) 
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whenever r2 > r, > rO, then as r -+ + co 
d(s, r) -+ 1, 
where-co <l<+oo. 
(ii) If 
J +‘{S+(X, 0) + s’(X, l)} dX < + co 
(so that (4) holds and 1 exists) and 1 < + co, then 
(5) 
J Rn\g(,) PYn)‘* e -=“I IIs(K 011 + Is(X, 1)1} dX < + a~. (6) 
Since condition (6) is (necessary and) sufficient for the Poisson integral of 
s in R to be harmonic in $2 [ 6, Lemma 11, Theorem 2 gives a set of sufficient 
conditions on s+ for the harmonicity of this Poisson integral: VIZ. (5) and 
lim infA(s+, r) < + 0~). 
r+m 
Theorem 2 is an application of Theorem 1. Other applications of 
Theorem 1 and Corollary 1 are as follows: 
THEOREM 3. If h is nonnegative, real-valued, and continuous in fi and 
harmonic in Q, then 
! Rn (1 + IX])“-““* e -=“I (h(X, 0) + h(X, 1)) dX < + co. 
THEOREM 4. Ifs E 9, s < 0 on LM2 and 
lim inf M(s +, r) = 0, 
r+rx (7) 
then s < 0 in f2. 
Theorem 4 is due to Brawn [5, Theorem 2, Corollary]. 
Next we give conditions for a function of class 9 to have a harmonic 
majorant in 8. The corresponding half-space results are given in [4]. 
THEOREM 5. Ifs E 9 and Y0 (s, .) is bounded above on (0, + US), then s 
has a harmonic majorant in R. 
We observe here that the boundedness of YO(s, .) does not imply the boun- 
dedness of J$(s, .> and A(s, m). For example, if s(x, y) = cosh(2nx) 
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cos(2ny), then s is harmonic in R2, so that, by Theorem 1, 9,,(s, .) is 
constant on (0, +co); however, J$(s, r) -+ co and J(s, r) + - co as r--t co. 
The converse of the half-space analogue of Theorem 5 is false (see 14 I), 
and we conjecture that the converse of Theorem 5 itself is false. Under 
stronger hypotheses on s, however, the converse is true, as is shown by the 
following theorem: 
THEOREM 6. Suppose that s is subharmonic in an open set containing a. 
Then s has a harmonic majorant in R if and only if .F$(s, .) is bounded 
above on (0, +a~). 
Finally, we consider pth means of certain nonnegative functions in 
J-J@, R). 
Suppose that f is a nonnegative extended-real-valued function defined at 
least on T(r) and r-measurable on T(r). For each nonzero real number p, we 
write 
IlP 
&Ap(f, r) = rn’2-1 (Z(rrr))-’ 
i 1 
rlPn r(r) (fOWp sin2-PWWW 
I 
. 
If f(M) = 0 and p < 0, we understand that (f (M))P = + co. Clearly, 
0 <.Jp(f, r) < + co. A similar mean for n = 1 and p = 2 has been studied 
by Carleman [8] and Heins [ 121. 
THEOREM 7. Let s be a nonnegative subharmonic function in a@, R) 
such that 
lim s(M) = 0 
M-h’ 
(NEA -@,R)) 
and suppose that 1 <p < +oo. Then ,lp(s, r) is a convex function of L(nr) 
on @, R). In the case where p = 0, .lp(s, .) is also increasing on (0, R). 
The corresponding half-space result is due to Dinghas [ lo] (see also 
Kuran [ 161). 
THEOREM 8. Let u be positive and superharmonic in a@, R). Zf 
p E (--co, 0) U (0, 1) then .Hp(u, r) is a concave function of L(zr) on @, R). 
In the case where p = 0, ,Ap(u, e) is also decreasing on (0, R). 
4. PRELIMINARY RESULTS ON BESSEL FUNCTIONS 
For ease of reference, we collect together some results on I, K, and L, 
most of which will be used later. We are concerned only with the behaviour 
of these functions on the interval (0, +co). 
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LEMMA A. 
(i) I, K and L are positive and inJinitely differentiable on (0, +a). 
(ii) The following functions have finite, positive limits as t--t O+: 
P”‘2Z(t); 
L(t) (n = 1); -(log t)-’ L(t) (n = 2); t”-‘L(t) (n > 3). 
(iii) As t + +oo, the following functions tend to 1: 
(2xt)“‘e-‘Z(t); (2t/z)“*e’K(t); x’- ‘e”L(t). 
(iv) L is strictly decreasing on (0, +m); in fact 
(d/dt) L(nt)= -t+(I(nt))-’ < 0 (t > 0). 
(v) The function t”*e’K(t) on (0, + m) is 
constant (n = 1, 3) 
strictly increasing to a finite limit (n = 21, 
strictly decreasing (n 2 4). 
(vi) If 4 is defined on (0, +a~) by 
(b(t) = P’2Z(nt), 
then 
7r*#(t) - (n - 1) t-‘@‘(t) -4”(t) = 0 (t > 0). 
The differentiability properties of Z and K, stated in (i), are well known. 
For Z, e.g., we can refer to the series in [ 19, p. 771, which also gives the 
positivity of Z on (0, +a~). For the positivity of K see the integral formula 
[ 19, p. 2061 when n > 2 and (1) when n = 1. The properties of L stated in (i) 
follow from those of Z and K. 
The property of Z in (ii) follows from the series representation of Z (lot. 
tit). As also 
t”*K(t) (n = 1); -(log t)-’ K(t) (n = 2); t”‘*-‘K(t) (n > 3) 
has a finite positive limit as t -+ 0+ (see (1) for n = 1 and [ 19, p. 80; 
(12~(15)] for n > 2), the results for L stated in (ii) follow. 
The asymptotic expansions of Z and K [ 19, pp. 202-2031 give (iii). 
The Wronskian determinant of Z and K evaluated at t is --t-l [ 19, p. 801. 
From this the equation in (iv) follows easily. 
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When n = 1 part (v) follows from (1); when n > 2 it follows from the 
integral formula for K (lot. cit.). 
For (vi) see, [5, Eq. (l)]. 
5. THE HARMONIC CASE OF THEOREM I 
5.1 
Our approach to Theorem 1 is to prove its second paragraph first and then 
to use this result in the proof of the first paragraph. 
5.2. 
LEMMA 1. Suppose that 0 < p < p’ < R and that f is integrable and 
bounded above on A”@, R). Then -<(A a) is finite on [p, R] (resp. (0, R 1) if 
p > 0 (resp. p = 0) and JT,W; r) - ~$,(f, ) I is a linear function of L(w) on 
[P’,RI. 
In the case n = 1, the finiteness of -JV~(J a) in the indicated interval is 
clear. In the cases where n>2 and O<p<r<R or O=p<r<R, the 
corresponding result follows from the fact that the functions t’-“‘*Z(m) and 
t - ’ (Z(d)} -* are bounded on the intervals (0, r] and [ 1, r] (or (0, min { 1, R } ] 
and [r, min{ 1, R}] if r < l), respectively (see Lemma A). 
Now write, when p < u < R and u # 0, 
g(u) = u’-“‘*1(m) j;,,, {f(x, 0) +f(X 1)) do(W. 
Then, in the case n > 2, when p’ Q r < R, 
N,(f, r) -N,& r> = jl,,, R, tr’ VW)l-’ !,, p , g(u) du dt , ’ 
= a + bL(m), 
where a and b are real constants (see Lemma A(iv)). A similar argument 
gives the required result in the case n = 1. 
5.3. 
We now prove the second paragraph of Theorem 1 in the case where p > 0 
under the additional assumption that h is harmonic in some open set 
w=A@,,R,)X (-6, 1 +a), 
where?I>OandO<p,<p<R<R,. 
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Write 
H(X,y) = Ixll-“jsl,x,l 4ZYY) MZ) ((X Y) E a)* 
Then H is harmonic in w and depends only on 1x1 and y (see [3, Lemma]). 
Also, 
+.j;,P (qqt))-’ j u “-‘$(u){H*(u, 0) + H*(u, l)} du dt, 
P 
where H* is defined in @,,, R,) x (-6, 1 + 6) by 
H*(r, y) = H(r, G-9 0, Y), 
Q is as in Lemma A(vi), and p’ =p in the case n = 1 and p’ is the middle 
value of the set { 1, p, R } in the case n > 2. Hence 
I”- ’ {4(r) I’ (d/W .%“,(k I) 
= f-1 
II ; rcdg 
(r, Y> - 4’(r) H*(r, Y) 
I 
sin(w) dy 
+ 7c -r u”-’ {H*(u, 0) + H*(u, l)} 4(u) du 
I P 
and 
r’-“(d/dr)[r”-’ {4(r)}* (d/dr) .?(h, r)] 
= -1 
1 L 
(n- l)r-’ /4(r)% c-7 Y) - 4’(r) H*(rYY) 
I 
+ 9+(r) $ (r, y) - Q”(r) H*(r, y) ] sin(ny) dy 
+ n{H*(r, 0) + H*(r, l)} 4(r). 
Since H is harmonic in w, we have 
(8) 
LY2H* + (n - 1) cYH* a2H* 
&.2 ------=-7. r & 8Y 
10 
Also 
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.I #H” 
_ o 7 (6 .Y> Ww4 dy I 
E-n I d F (r, y> WRY) dy 
= n{H*(r, 0) + H*(r, 1)) - rc* 1: H*(r,y) sin(rcy) dy. 
Hence the right-hand side of (8) reduces to 
1’ (x2$(r) - (n - 1) r-‘4’(r) -4”(r)} H*(r,y) sin(rcy) dy, 
.O 
which, by Lemma A(vi), is 0. It follows that 
rn-’ (f$(r)}’ (d/d+) .?$(h, r) 
is constant on [p, R]. Since 
rnP1 {$(r)}2 = r(Z(nr)}“, 
we find that (d/&) ~YP(h, ) r is constant, where 1 is any primitive of the 
function t - ’ {I(~c)}-~. By Lemma A(iv), we may take J,(t) = - L(nt). Hence 
.$(h, r) is a linear function of L(w) on [p, R]. 
5.4 
We now use the result of Section 5.3 to prove the second paragraph of 
Theorem 1 in its full generality for positive p. 
Choose p’ such that p ( p’ ( R. For each positive integer m, write 
h,(X,y)=h(m(m+ 1)-lX,m(m+ 1))‘y+(m+2)-‘. 
Clearly, if m is sufficiently large, h, is harmonic in some open set 
A@,, R,) X (--a,,,, 1 + 6,), where 0 < pm < p’ < R < R, and 6, > 0. By the 
result of Section 5.3, 2J,(h,,,, r) is a linear function of L(v) on [p’, R]. Since 
h, --t h uniformly on Q@‘, R) as m-t co, 
3$,(h, r) = lim Yo,(h,, r) (P’<r<R), m-+* 
and hence, .5$,(h, r) is also a linear function of L(m) on [p’, R]. By 
Lemma 1, .YD(h, r) has the same property on [p’, R] and, since p’ is an 
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arbitrary point of (p, I?), on @, R] also. By the uniform continuity of h on 
fin@, R), it follows that 3$(/z, r) is a linear function of L(lrr) on the closed 
interval [p, R 1. 
5.5 
We can now prove the second paragraph of Theorem 1 in the case where 
p = 0. We use different echniques for the cases n = 1 and n > 2. 
Suppose first that n > 2. By the result established in Section 5.4 and 
Lemma 1, we have 
$)(/I, r) = a + bL(nr) (O<r<R) (9) 
for some real constants a and b. Since h is bounded in @O, R), it is easy to 
show that CFO(h, a) is bounded on (0, R]. Since, by Lemma A(ii), L is 
unbounded on (0, R], we have b = 0, as required. 
Now suppose that n = 1, and suppose initially that h is harmonic in an 
open rectangle LU = (-R,, R,) x (-6, 1 + S), where R, > R and 6 > 0 (so 
that w 3 fi(0, R)). Then the function II, defined by 
H(x, y) = h(x, y> t q-xv Y> 
is harmonic in w, and we have 
.To(h, r) = 2-1’2n(cosh(nr)}-1 jl H(r,y) sin(ny) dy 
t 2-“27r2 j; {cosh(rrt)}-* 
cosh(xu){H(u, 0) + H(u, l)} du dt. 
Hence 
z?‘/~x-’ cosh2(nr)(d/dr) C90(h, r) 
= cash(m) g (r, y) - rr sinh(rrr) H(r, y) 
I 
sin(lry) dy 
+ 71 .’ cosh(rru) {H(u, 0) + H(u, l)} du. J (10) 0 
Since H is an even function of x, we have (3H/i?x)(O, y) = 0 when 
-6 < y < 1 + 6. Hence the integrand in the first integral in (10) tends 
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uniformly to 0 as Y-+ O+. Also, the integrand in the second integral is 
bounded on [ 0, R 1. Hence, 
(d/dr) $)(h, r) -+ 0 (r -+ O+). 
Again (9) holds, and by the last equation in (l), when n = 1, we have 
(d/dr) L(7r) -+ -;?z2 (Y + O+). 
Hence b = 0. 
Now suppose (still with II = 1) that h satisfies only the hypotheses of the 
theorem, and define a sequence of functions (h,) by 
h,(x,y)=h(m(m+ 1))‘x,m(m+ l)-‘y+(2m+2)-‘). 
Clearly, each h, satisfies the hypotheses imposed on h in the last paragraph 
above. Hence LYO(h,, a) is constant on (0, R ] for each m, and since h, -+ h 
uniformly in Q(O, R) we find that .YO(h, +) is also constant on (0, R]. 
6. HARMONIC MAJORANTS AND THE DIRICHLET PROBLEM 
6.1 
Some of the results in this section are needed to complete the proof of 
Theorem 1; others are needed for the proofs of Theorems 5 and 6. We use 
the notations of Helms [ 13, Chap. 81 for concepts related to the 
Perron-Wiener-Brelot generalized solution of the Dirichlet problem. 
6.2 
LEMMA 2. Suppose that either 0 < p ( r, < r2 < R or 0 =p < r, < r2 < 
R. Ifs E Y@, R), then the generalized solution H, of the Dirichlet problem 
in S2(r,, r2) with boundary data s exists and is a harmonic majorant of s in 
Q(r,, r2). Further, the function s* equal to H, in f&r,, rJ and equal to s, 
elsewhere in fin@, R), belongs to Y@, R). 
Since s is bounded above in fi(r,, r2), it follows that s EL, and 
that U, contains a finite constant function. Hence s <H, <Z?, < +a, in 
Q(r,, rJ. The proof of the first part is completed by noting that, since the 
restriction of s to aQ(r,, r2) is upper semicontinuous, fi, = _H, 
[ 13, Theorem 8.131. 
To show that s* is subharmonic in LQ, R), it is enough to check upper 
semicontinuity and the mean-value inequality at points of T(r,) U I’(?-,) (or, 
if 0 = p = rl , at points of T(r,)). Since S)(r,, r2) is a regular domain (by, e.g., 
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the Poincare criterion [ 13, Theorem 8.241) and since the restriction of s to 
&?(r,, rJ is upper semicontinuous and bounded above, 
[ 13, Lemma 8.20, Theorem 8.221. The required upper semicontinuity now 
follows, and the required mean-valued inequality is immediate since s < H, 
in a(r, , r2). This latter inequality also implies that equality holds in (11) and 
from this we easily deduce that 
lim sup s *(M>= s(N) 
M+N 
so that, since s* = s on A “(p, R), we have s* E Y’@, R). 
6.3 
LEMMA B. If 0 < r, < r2 and s is subharmonic in an open set R, 
containing fi(r,, r2), then H, (as defined in Lemma 2) is the least harmonic 
majorant of s in ,R(r,, r2), and the function equal to H, in Q(r,, rJ and 
equal to s elsewhere in R, is subharmonic in ~2,. 
The first conclusion of Lemma B follows from a result of Frostman (see, 
e.g., Brelot [7, Chap. IX, Sect. 6]), since f2(r,, r2) is a regular domain. For 
the second conclusion, see the proof of Lemma 2 above. 
6.4 
LEMMA 3. Ifs is subharmonic in an open set J2, containing fi and s has 
a harmonic majorant in Q, then the function sO, defined to be equal to the 
least harmonic majorant of s in a and equal to s in a,,\0 is subharmonic in 
QO. 
Define a sequence (s,) of functions in R, as follows: let s, be equal in 
Q(0, m) to the least harmonic majorant of s there, and let s, = s in 
a,\Q(O, m). Then, by Lemma B, each s, is subharmonic in 0,. Now 
suppose that r > 0. If m > r, then, by Lemma B, s, is equal in Q(0, r) to the 
generalized solution h, of the Dirichlet problem in 0(0, r) with boundary 
data s,. Now, clearly, (s,) is an increasing sequence and s, -+ s, in R,. 
Hence, in a(O, r), 
sO= lim h,, 
m-co 
which is the generalized solution of the Dirichlet problem in Q(O, r) with 
boundary data lim s m+m m = s, (see, e.g., [7, p. 97, (S)]). We have thus shown 
that in 0(0, r), the generalized solution of the Dirichlet problem with 
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boundary data s0 is so. Since the restriction of s, to aQ(O, r) is upper semi- 
continuous at all points of A -(O, r), it is easy to deduce from the results in 
[2] that 
at each point N of A “(0, r) and hence, since r is arbitrary, at each point of 
aQ. From this we deduce that so is upper semicontinuous in Q,. Since s0 > s 
in a, it follows that s0 satisfies the mean-value inequality on balls in Q,, 
centred on aB and hence on all sufficiently small balls in Q,. Hence s,, is 
subharmonic in a,,. 
7. THE SUBHARMONIC CASE OF THEOREM 1 
7.1 
We show first that 9Js, .) is finite on (p, R). 
A result of Kuran [ 18, Theorem 21 shows that if p < r < R, then the 
functions 
M -+ YW) M-t (1 -Y> s(W 
are t-integrable on the sets 
(A4 E T(r): 0 < y < l/2), (ME T(r): l/2 < y < 1 ), 
respectively. It follows that J(s, .) is finite on @, R). 
To show that .HP(s, .) is finite on @, R), it is enough, by Lemma 1, to 
show that s is locally integrable on A “&, R), and this can be done by the 
method used to prove [ 17, Theorem 1 (ii)]. 
7.2 
Next we prove the convexity property in Theorem 1. Suppose that 
p < r, < r2 < R and let s* be the function introduced in Lemma 2. Clearly, 
with equality when r = r, or rz. Hence to prove the required convexity it is 
enough to show that YP(s*, r) is a linear function of L(m) on [ri, r,J. 
For a suitable function f in @r* , r,), where 0 < r* < r2 define JY;*(A r) 
to be given by (2) or (3) with r* replacing p and min{ 1, rz} replacing 
min{ 1, R]. Also define 9$(f) r) =M(f, r) +.HL*(f, r), where r, <r < r2. 
Since the restriction of s* to 8R(r,, r2) is upper semicontinuous and 
bounded above, there exists a decreasing sequence (f,) of real-valued 
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continuous functions on BQ(r,, F-*) such that f,,, + s* on 30(r,, rJ as 
m + co. If h, is equal to f, on aR(r,, r2) and equal to the solution of the 
Dirichlet problem in ,R(r, , Pi) with boundary values_f,, then h, is harmonic 
in .R(r,, Y& and real-valued and continuous in Q(r,, r2). Hence, by the 
harmonic case of Theorem 1, Y”:,(h,, r) is a linear function of L(W) in 
[pi, Ye]. Since the sequence (h,) is decreasing in fi(r, , rJ and has limit s*, 
Hence S;,(s*, r) is a linear function of L(W) on [ri, r,] (the alternative 
conclusion that Y’,.,(s*, a) E -cc being excluded by the result of 
Section 7.1). It now follows (see Lemma 1 and its proof) that 3$(s*, r) is a 
linear function of L(W) on [ri, r,], as required. 
7.3 
Now suppose that s E 9’(0, R) and that 0 < I, < rz < R. Let (f,) and 
(h,) be sequences of functions defined on aQ(O, r2) and @O, r2) in the same 
way as in Section 7.2. Then the harmonic case of Theorem 1 is applicable to 
each h,, so we have 
y;(s, r,> ,< ~@,,,, r,> = ~,Xh,, ~2). 
Since (h,) decreases to s on aQ(O, T*), 
lim Y;(h,, r2) = 9;(s, t-J. 
m-r* 
Hence 
and the monotonicity property of YO(s, .) now follows. 
8. THE COROLLARIES OF THEOREM 1 
8.1 
The convexity conclusion of Corollary 1 will follow if we prove that 
./r,,(s, r) is a concave function of L(W) on @‘, R) for each p’ such that 
p < p’ < R. Now the function 
f~f-‘{l(rrt)}-*~~(~,,t) pq-“‘*z(nIXl){s(X, 0) + s(X, l)} dX 
409/89/L2 
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is continuous on [p’, R). Hence on @‘, R) 




x (s(X, 0) + s(X, l)} dX. (12) 
Clearly, the integral in (12) decreases as r increases, so that the right-hand 
side of (12) decreases as L(W) increases, and the required concavity follows. 
8.2 
To prove Corollary 2, suppose that p < ri < rz < R, and let a and b be 
such that 
$(s, rj) = a + bL (nrj) (j= 1, 2). 
Then, by Theorem 1, 
.PJs, I) < a + bL(nr) 
and hence 
P,*(s, r) < al(m) + bK(nr) (r, < r < r2> 
with equality when r = r, or rz. 
Corollary 3 is proved in the same way, except that Corollary 1 is used 
instead of Theorem 1. 
8.3 
It is easy to see that in proving Corollary 4 we may assume that a > 0. 
Also, it suffices to prove the convexity property on (a’, b’), where a < a’ < 
b’ < b. Define s0 in 0(a, b) by putting s,, = s in (a, b) x (0, 1) and s0 = 0 in 
(-b, -a) x (0, 1) and extend s, to d(u, b) by putting 
s,(N) = lim sup s,(M) (N E &‘(a, b)). 
M-N 
Then s, E P’(u’, b’) and 
! s(x, y) sin(7ry) dy = x”‘M*(s,, x). IO,11 
By Corollary 3, J’*(so, x) is A-convex with respect o 
E = {,x-~‘~ cosh(nx) + px-1’2e-‘X : a, fl E R} 
(13) 
SUBHARMONIC FUNCTIONS IN STRIPS 17 
(see (1)) on (a’, b’). It follows that the integral in (13) is A-convex with 
respect o 
{a cosh(nx) + ,8e-z* : a,/3ER}= (aenxt~e-nx:a,/3ER}, 
as required. 
9. PROOFS OF THEOREMS 2, 3, AND 4 
9.1 
LEMMA 4. Let f be locally integrable and locally bounded above in R" 
and let rO, r, , rz be real numbers such that 0 < r0 < rl < rz . Then there exist 
numbers r;, rl such that 
r0 < r; < r, < ri < r2 
jr’ t-‘{Z(a)}-’ j /Xl’-““Z(rIXl)f(X) dXdt 
rl B(f) 
= {W-J -L(nr,)} j,,, 
0 
) lXl’-n’2 WWf(X) dX 
+ { 1 - L(~~2)/L(d\ j , , lwn’* mlm-m dx* .4V,,r,) 
Put 
g(t) = t’-“‘*Z(nt) j.,,,fdo 
(when n = 1, the integral becomesf(t) +f(-t)). Integrating by parts, we get 
!“‘t-‘{Z@t)}-*I g(u)dudt 
f.1 (0.1) 
= L(nr,) - 
! (O.P,) 
g(u) du - Wr2) /, r 
1 2 
) g(u) du 
t I LW) g(u) du (1*.12) 
= {Wr,) - L(xr,)l Jco 'o) g(u) du + A say. 
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Using the second mean-value theorem, we have 
A=\ LWrd -- LW2)J Wnu>l ml W(~u)g@N du 
. (ro.rl) 
whence the required result follows: 
9.2 
LEMMA 5. Let f be locally integrable and locally bounded above in R”. 
If, for each positive E, there exists a positive number rO such that 
J 
l,, r2, lXI(‘-n)‘2 e-“‘*‘f(X) dX < E (14) 
1, 
whenever r2 > r, > rO, then for each positive E, there exists a positive number 
rl, such that 
!’ jX(‘-““K(lrlXl)f (X) dX < E (15) 
A(r,,r,) 
whenever r2 > r, > r;. 
For n = 1, 3, this is an obvious consequence of Lemma A(v). For other 
values of n, we proceed as follows. Put 
Then 
F(t) = lstt,s da. 
1 IX\‘-““K@JX()f(X) dX 
A(r, .Q) 
= I t ’ -“‘*K(m) F(t) dt (r,.rz) 
= I {t”2e”‘K(nt)} {t”-““* e-^‘F(t)} dt. (rl.r2) 
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By Lemma A(v), applying the second mean-value theorem, we obtain when 
n > 4 
I 
IXl’-“‘2 fqcIXl)f(X) dX (16) 
.4 WI > b) 
=r :“enrlK(ml) jA(r,,r,, IXI(1-n)‘2 e-“‘“‘f(X) dX, 
where rI < r3 < rz, and similarly when n = 2 the integral (16) equals 
ri’* e”‘*K(7rr2) 1 IXI”*e-“‘*lf(X)dX, 
-AW4.r2) 
where rl < r4 < rz. Hence, if we choose rh so that r; > 1 and the integral in 
(14) is less than 
E { hl t”*emrK(77t)} -’ (n = 2) 
eevn {K(n))-’ @>4) 
whenever z > r, > r;, then (15) will hold for such r, and rz. 
9.3 
LEMMA C. Let 4: (0, +c1)) + R be such that for each positive E, there 
exists a positive number p such that 
whenever rz > r, > p. Then as r -+ +oo, 4(r) tends to a number 1 such that 
-co <I<+aL 
This lemma appears in [ 171. 
9.4 
We can now prove Theorem 2(i). Suppose that E > 0. By Lemma 5, there 
exists a positive number r0 such that 
I IX(1-n’2 K(nlXl){s(X, 0) + s(X, 1)) dX < E acr,, i-2) 
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whenever 2 > r, > r,, . Hence, by Theorem 1 and Lemma 4, if r2 > r, > rO, 
then 
M(s, r,) < ,-N(s, r2) + jr’ t - ’ {Z(7ct)} * 
. rl 
x I’ IX(‘-n’2 Z(nlXl){s(X, 0) + s(X, l)} dXdt *B(l) 
<4s, r2) + {L(nrJ - L(m-,)I 
x ! IXI’-n’2 Z(7clXl)(s(X, 0) + s(X, l)} d/Y + & mr,) 
< .k(s, r2) + 26 
provided r, and r2 are suffkiently large. Lemma C now gives 




For the proof of Theorem 2(ii), we need the following: 
LEMMA 6. Let f be nonnegative and locally integrable in R”, let 
409 = jy t-‘{z(?rt)}-2 ! 1X1’-“‘* Z(xIXl)f(X) dXdt, B(t) 
A,(r) = I,,, r) IXI(‘-“)‘2 eCxlxlf(X) dX, 
and let ,%,(a~) and A,(co) be the limits of A,(r) and A,(r) as r+ co. Then 
A,(w) isJnite if and only ifs, isfinite. 
Write 
Then 
A,(r) = J: t-’ {Z(nt)}-’ jip I) ~‘-“‘~Z(nu) F(u) dudt, 
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and, integrating by parts, we obtain 
Al(r) = -L(xr) j. r) u’-“‘*z(m) F(u) du 
+ wj u I - “‘2Z(m) F(u) du 
(0.1) 
Since 
t’ J u’ -“‘2K(m) F(u) du. (1.r) 
K(nu) = O(u - “2e-xu) (24 + tco) 
(17) 
(Lemma A(v)), the finiteness of I,(co) implies that 
! A(1.r) IX11-n’2 K(nlXl)f(X) dX= jI r) u’-“‘2K(nu) F(u) du 
tends to a finite limit as r -+ +co, and hence by (I 7), A,( co) is finite. 
Conversely, suppose that A,( co) is finite. By (17) 
!$ LW) j u ’ - “‘*Z(m) P(u) du = A say 
(OA 
exists. We show that 1= 0. If J > 0, then there exists a positive number r. 
such that 
I u’-“‘*Z(m)F(u)du> ${L(w)}-’ (0.r) 
whenever > ro. Hence 
I,(ao) > jA jm t-‘{Z(a)}-* j u’-“‘2Z(m)F(u)dudt 
hl (0.I) 
i 
-O” > $1 (fZ(nt) K(d)} -’ dt 
To 
which is infinite, since the integrand has a positive lower bound on (ro, +co) 
(Lemma A(iii)). The contradiction implies that ,4 = 0. The finiteness of 
I u ’ -“‘*K(m) F(u) du (1.m) 
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now follows from (17), and this is equivalent o the finiteness of &(co) since 
n1’*en”K(7rn) tends to a positive finite limit as u + +co (Lemma A(iii)). 
9.6 
We can now prove Theorem 2(ii). Hypothesis (5) implies that (4) holds 
(for S+ and hence for s). By part (i) and the second hypothesis of part (ii), 
.M(s, r) tends to a finite limit 1 as r --$ + co. By Theorem 1, 
is real-valued and increasing, and hence has a limit Ai, say, as r -+ +a such 
that -co</i<too. By Lemma6 (withf(X)=s+(X,O)+s’(X,l)) and 
(5), we find that JLr& + , r) tends to a finite limit as r --* f co. It now follows 
that J’&-, r) also has a finite limit as r--t tco. Hence, by Lemma 6 (with 
f(.v=s-(X,O)ts-(X, I)), 
lRnjB(,, IXI(‘-n)‘2 e--n’X’ {s-(X, 0) t s-(X, l)} dX < +al. (18) 
The result is obtained by adding (5) and (18). 
9.7 
Next we prove Theorem 3. By Theorem 1, YO(h, .) is constant on (0, +a). 
Since M(h, a) > 0, we have 
p’(z(m)J-2j /x11-“‘2z(711xI) 
B(f) 
x {h(X, 0) t h(X, l)} dXdt < +03. 
By Lemma 6, this is equivalent o 
J Rn\gC1) 14(‘-n)‘2 e-n’X’ {h(X, 0) t h(X, 1)) dX < too, 
which is equivalent o the conclusion of Theorem 3. 
9.8 
To prove Theorem 4, we apply Theorem 1 to s+ . We find that M(s’, a) is 
increasing on (0, + co) which together with (7) implies that J(s +, .) E 0. It 
follows that the mean of s+ over any closed ball in a is 0. Hence, st E 0 in 
R by the volume mean-value inequality. 
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10. PROOFS OF THEOREMS~ AND 6 
10.1 
To prove Theorem 5, for each positive integer m let s, be the function s* 
of Lemma 2 obtained by taking r, = 0 and rz = m in that lemma. Also, let 
h, be the least harmonic majorant of s in 0(0, m), and extend h, to @O, m) 
by writing 
h,(N) = li? s;p h,(M) 
MER(O,rn) 
(NE iM2(0, m)). 
Then h, < s, in fi(O, m) and h, E Y(0, m). Hence Yo(h,, j) < Yo(s,, f) < 
~(~~,m)=~(s,m)~sup,., Yo(s, r). Clearly, for each positive r, (h,),>, 
is an increasing sequence of harmonic functions in Q(0, r), and hence, 
lim m-oo h, = h, say, is either identically +co or is harmonic in R. The 
former alternative is impossible, since the sequence (Yo(h,, 4)) is bounded 
above. 
10.2 
To prove Theorem 6, it is enough to show that if s has a harmonic 
majorant in I2, then yo(s, .) is bounded above on (0, +a~), for the converse 
follows from Theorem 5. 
Let s0 be as in Lemma 3. Clearly, the required result will follow if we 
show that Yo(so, a) is constant on an arbitrary interval (0, R). By Lemmas 3 
and B, so is equal in Q(0, R) to the generalized solution of the Dirichlet 
problem in Q(0, R) with boundary data so. Since the restriction of so to 
%2(0, A) is upper semicontinuous and bounded above, there exists a 
decreasing sequence (f,) of real-valued continuous functions on XI(O, R) 
such that f, + so on X!(O, R) as m -+ co. Define H, to be equal to f, on 
aQ(O, R) and equal to the solution of the Dirichlet problem with boundary 
values f, in 8(0, R). Then, by Theorem 1, 9JH,, a) is constant on (0, R) 
for each m. Since the sequence (H,) is decreasing to the limit so in fi(0, R), 
we find, by the monotone convergence theorem, that Yo(so, .) is constant on 
(0, R), as required. 
11. PROOFS OF THEOREMS 7 AND 8 
11.1 
The crucial results required here are as follows: We write 
a* = {(X,y) E a: IXJ > 0). 
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LEMMA D. The functions U and V, given by 
U(X, y) = /Xl’-n’2 1(711X1) sin(7ry) 
and 
V(X, y) = /X(‘-” K(nlXl) sin(ny), 
are positive and harmonic in Q* and tend to 0 everywhere on 
-{(J&y) E cm: 1x1 > 0). 
The harmonicity of U is proved in [5, Lemma 11, and the harmonicity of 
V follows from the same proof, since I(xr) and K(nr) satisfy the same 
differential equation, viz. 
f”(r) + r-y’(r)- {7r* + (+n - 1)’ r-‘}f(r>=O (r > 0). 
In view of Lemma A(i), the rest of the lemma is obvious. 
LEMMA E. Let w be an open subset of R”+ I, let s be nonnegative and 
subharmonic in LO, and let u and v be positive and superharmonic in w. 
Then : 
(i) If 1 <p < + co, then s~u’-~ is subharmonic in w. 
(ii) If 0 < p < 1, then v~u’-~ is superharmonic in w. 
(iii) If -a~ <p < 0, then upsIPp is subharmonic in w. 
Part (i) was proved in [ 15, Lemma 11, and (iii) is equivalent to (i). A 
proof of (ii) can be modelled on the proof in [ 151. Alternative proofs have 
been given in [ 111. 
11.2 
In proving Theorem 7, we may assume that s is strictly positive, for 
otherwise we could work with the decreasing sequence (s + m -’ U) of 
positive functions (each of which satisfies the hypotheses of the theorem) and 
let m + a. 
We show first that ,nU,(s, .) is finite and that when p = 0, Jp(s, .) is 
increasing. By Lemmas D and E(i), the function IY’-~s~ = S,, say, is 
nonnegative and subharmonic in Q@, R). Also, since 
liz s;p of) -<+a (N E ‘4 “@, R )> (19) + sin(7ry) 
M~f2b.R) 
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(cf., [ 16, Lemma 3]), S, vanishes at each point of A “@, R). By Corollary 1 
of Theorem 1, d(S,, .) is finite on @, R) and, further, is increasing on 
(0, R) in the case where p = 0. Since 
Jf(S, 7 .) = {Jp<s, .>y, 
the required results follow. 
(20) 
To prove the convexity property, we choose r, and rz such that p < r, < 
r2 ( R and consider three cases. In each case we have to prove that if 
r, <r<rz, then 
M(r) G L2JWJ + h2Wr2), (21) 
where, for the sake of brevity we have written, 
M(r) =.J(s, r), L, = {L(m) -L(w,)) {L(nrj) -L(~ri)}-‘. 
(i) Suppose that M(r,) = M(r,). Again we can apply Corollary 1 of 
Theorem 1 to the function S,. Thus we find that d(S,, .) is a convex 
function of L(m) on @, R). In particular, since by Eq. (20) -X(S,, r,) = 
A(,!?, , r2), we have 
4S,yr)<4S,9rl) (22) 
whenever r, < r < r2. The required inequality (21) reduces in this case to 
M(r) < M(r,), which in view of (20) is equivalent o (22). 
(ii) Suppose that M(r,) < M(r,). If a > L(nr,), then, by Lemmas D 
and A(iv), the function H, given by 
H(X,y) = {a - L(nlX/)}lXl’-“” I(nlIxI) sin(ny) 
is harmonic and positive in G@‘, R) for some p’ such that p <p’ < r,. 
Hence, by Lemma E, HlpPsP = S,, say, is subharmonic in a@‘, R). Further, 
by (19), S, vanishes on A “@‘, R). We now choose 
a = W(w) MO-,) - Wr2) WrlNlPW2) - MWl. (23) 
Since L(nr,) > L(nr,) and M(r,) < M(r,), we do indeed have a > L(zr,). By 
Corollary 1 of Theorem 1, J(S,, 0) is a convex function of L(m) on @‘, R). 
In particular, if r, ( r < r2, then 
(a -L(nr)}l-P {M(r)JP <L,,{a -L(rrr,))‘-P{M(r,)}P 
+ L,,{a -L(rrr2)}‘-’ {M(r2)lP, 
and on re-arranging and taking pth roots, we find that this yields (21). 
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(iii) Suppose that M(r,) > M(rz). The proof in this case is similar to 
that in (ii) above. Here we work with the function H given by 
H(X,y) = {L(7-jXl) - u)~XI’~“‘~ Z(nlXI) sin(?ry), 
where a is given by (23) and is now less than L(nr,). We can show that 
H1-PsP satisfies the hypotheses of Corollary 1 of Theorem 1 in Q@, R’), 
where R’ > rz. Then, using the convexity property of .M(H’-P~P, .) we find 
that (21) holds for each r in (I,, r2). 
11.3 
To prove Theorem 8, we show first that .dp(u, .) is finite and that when 
p = 0, Ap(u, .) is decreasing. By Lemmas D and E(ii, iii), the function 
Ulepup is positive and superharmonic (for 0 <p < 1) or subharmonic (for 
p < 0) in Q@, R). Next note that 
UW) lim inf ~ 
M+N sin(7cy) 
>o (NEA - @,R)). 
The corresponding result for a positive superharmonic function in a half- 
space follows from [ 16, Theorem 6, Eq. (9)]. The proof of [ 16, Eq. (9)] can 
be given in a local setting [ 16, Sect. 61 and thus made to yield (24). It 
follows that if p < 0, then I!J-~u~ vanishes at each point of A “(p, R). Hence 
we can apply Corollary 1 of Theorem 1 to -U’-pup (for 0 <p < 1) or 
U’-pup (for p < 0). Thus we find that .A(U’ -p~p, .) is finite on (p, R) and 
that when p = 0, M(U1-pup, .) is decreasing for 0 <p < 1 and increasing for 
p < 0. Since 
.dq.Ppup, +) = {L~(u, *))P, 
the required result follows. 
The proof of the concavity result is similar to the proof of the convexity 
result in Section 11.2. We take r, and rz such that p < r, < rz < R and put 
if %,(u, r,) = Ap(u, rz), 
if dp(u, rJ < J,(u, rJ, 
if Jp<u, r,) > Jp(u, r,>, 
where 
b = W~r,)Jp(u, r2) - Unr2)Jp(u, r,)}/{,~pP(u, r2) -.xp<u, r,)l. 
Then H is harmonic in a@‘, R’), where p <p’ < rl < rz < R’ <R. Hence if 
0 < p < 1 (resp. p < 0), then HIPPup is superharmonic (resp. subharmonic) 
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and positive in Q@‘, R’). Further, by (24), ifp < 0, then HIepup vanishes on 
A “(j’, R’). Hence Corollary 1 of Theorem 1 is applicable to -HIePuP (for 
0 (p < 1) or Hlvpup (for p < 0). Thus we find that .AT(H’-~u~, r) is a 
concave (resp. convex) function of L(W) on @‘, R’) for 0 <p < 1 (resp. 
p ( 0). This fact can be used to show that if r, < r < rz, then A$(% r) lies 
above that linear function of L(m) which takes the value Ap(u, rj) at rj for 
j= 1, 2 (cf., Section 11.2). 
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