ABSTRACT In this paper, we investigate and analyze a hybrid ambient backscatter (AmBack) scheme with harvest-then-transmit protocols. In this scheme, the whole transmission is divided into three phases (time slots): energy harvesting (EH), AmBack, and data transmission (DT). Depending on the type of the reflection coefficient (RC) for AmBack, two hybrid schemes are considered: variable RC (VRC) and fixed RC (FRC). In the VRC scheme, the RC changes with the channel state information, and the harvested energy in the first phase is totally used for DT. On the other hand, in the FRC scheme, the RC is fixed to be one, and the harvested energy in the first phase is in part used to cover the tag circuit operation in the second phase and in part for DT in the third phase. The resulting optimization problem is convex for the VRC scheme, but non-convex for the FRC scheme. However, by utilizing the maximum principle in convex optimization, we are able to derive closed-form expressions for optimal solutions for both schemes. In order to get more insights, we also analyze the upper bound performance of both schemes. Simulation results demonstrate that the AmBack/EH-AmBack scheme can always achieve the optimal performance.
I. INTRODUCTION
The radio frequency identification (RFID) technology has been widely used in Internet of Things (IoT) for over two decades. The successful application is mostly due to its capacity to harvest energy from nearby environment, which alleviates the burden from the fixed power supply and makes the battery-free transmission possible [1] . However, RFID requires dedicated reader to transmit a continuous sinusoidal carrier wave to the tag for energy harvesting. Besides, it also suffers from the round-trip path loss, and cannot be deployed in the long transmission range. In order to overcome these limitations, ambient backscatter (AmBack) was proposed with the recent development in [2] and [3] , and has received a lot of attention for wireless sensor networks (WSNs) and IoT in recent years. In AmBack communication systems, the tag harvests energy from surrounding RF sources (cellular base stations, digital television (DTV) transmitters, wireless fidelity (Wi-Fi) access points, etc), and then divide it into two parts: one is used to modulate and reflect the received signal by adapting its antenna impedance, and the other one is used to power its circuit [2] , [4] . The signal modulated over the ambient signal has a much lower data rate, which can be separated at the receiver by averaging [2] , [4] .
Various signal detection schemes in AmBack communications systems have been studied extensively to evaluate the performance of bit error rate (BER). In [5] , a maximum likelihood (ML) detector was proposed based on the joint probability density function (PDF) of the received signal. Due to the high computational complexity of the ML detector, suboptimal detectors was proposed, i.e., energy detector in [5] and [6] , and statistical covariance-based detector in [7] . To further improve the performance of the detection, tag selection was considered in [8] to exploit the diversity, and the interference from the direct link was canceled by utilizing the cyclic prefix (CP) of the orthogonal frequency division multiplexing (OFDM) signal in [9] and the cooperative receiver in [10] .
Reliable transmission for AmBack communication systems is also of importance. In [11] , a two-state duty cycle involving both the sleep and the active states was considered for AmBack. The total harvested energy in both states is provided to support the tag circuit operation, and time slots allocated for both states are optimized to maximize the capacity under both the battery power and the tag circuit power constraints. In [12] , the underlay spectrum sharing was considered for AmBack with adaptive primary user (PU) power control, in which the reflected power should not only guarantee the tag circuit power consumption to maximize the capacity, but also should be well controlled to protect the PU. On the other hand, the most recently proposed harvest-thentransmit (HTT) protocol [13] also encourages the battery-free transmission. Although the HTT protocol has been studied intensively in the recent years (see also [14] , [15] and references therein), little attention has been paid to the combination of AmBack and HTT, in which AmBack can be used to improve the problem of the insufficient harvested energy for transmission in the HTT protocol. In [16] , the tradeoff between AmBack and HTT was investigated for the cognitive user (CU). The energy harvested from the PU is used to support the data transmission (DT) of the CU when the PU is absent. The total transmission rate made by both AmBack and HTT is maximized at the optimal tradeoff. This was extended to the multiuser case with optimal time sharing in cognitive radio (CR) systems [17] and non-CR systems [18] .
Note that, in previous works [16] - [18] , the transmission rate by AmBack is fixed to be a constant without taking circuit power consumption into account [16] - [18] . However, it is not always true in practice since the transmission rate varies with the channel state information (CSI). Besides, in [16] - [18] , it is implicitly assumed that the battery capacity is infinite and there is no constraint on the harvested energy. Motivated by these observations, in this paper, we consider how to integrate AmBack with HTT to guarantee the reliable transmission by exploiting the CSI and taking the battery energy and the tag circuit power consumption constraints into account. To the best of our knowledge, this has not been studied before. Specifically, the contributions of this paper are summarized as follows. 1) Two schemes for hybrid AmBack/HTT are proposed and investigated based on different types of the reflection coefficient (RC), to which are referred as the variable RC (VRC) and the fixed RC (FRC) schemes, respectively. In both schemes, the whole transmission is divided into three phases (time slots): energy harvesting (EH), AmBack and DT. On one hand, in the VRC scheme, the energy harvested in the first phase is totally used for DT in the third phase. In the second phase, part of the energy harvested by the tag is used for signal reflection, and the remaining one is used to power its circuit. The resulting RC can be expressed as a function of the CSI. On the other hand, in the FRC scheme, the energy harvested in the first phase is first used to power the tag circuit, and the remaining one is used for DT in the third phase. In this case, all the energy harvested by the tag in the second phase can be used for signal reflection, and RC can be always set to be one. 2) In both schemes, the objective is to maximize the average achievable rate subject to constraints on the total time length and the harvested energy in the first phase. The resulting optimization problem is convex for the VRC scheme, but non-convex for the FRC scheme. However, by the aid of the maximum principle of convex optimization, we are able to derive closed-form expressions for optimal solutions for both schemes. To be specific, the VRC scheme can be reduced to the AmBack scheme or the full battery energy (FBE) scheme or the HTT scheme, while the FRC scheme can be reduced to the EH-AmBack scheme or the FBE scheme or the HTT scheme. 3) In order to get more insight, upper bounds on the performance of both schemes are also analyzed, where formulated problems for both schemes are linear and closed-form expressions for optimal solutions are derived. It is shown from derived solutions that, the VRC scheme can be reduced to the AmBack scheme or the FBE scheme, and the FRC scheme can be reduced to the EH-AmBack scheme or the FBE scheme. 4) Simulation results show that the AmBack/EH-AmBack scheme can always achieve the optimality, and the FBE scheme can approach the optimality when the transmit power of the RF source is high. Moreover, the former two schemes can outperform the HTT scheme. Furthermore, the performance upper bound is shown to be tight in the median and high noise power region. The rest of this paper is organized as follows. Section II presents the system model and problem formulation. Section III and Section IV investigate the VRC and the FRC schemes, respectively. Section V analyzes the performance of upper bounds on both schemes. Section VI numerically evaluates the outage performance, and Section VII concludes this paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL Consider a hybrid AmBack/HTT communication system, which consists of one RF source, one transmitter and one receiver. All terminals are assumed to be with one antenna. Besides, the transmitter is equipped with a wireless-powered tag and an energy harvesting module to implement hybrid AmBack/HTT communication. Let h 0T , h TR and h 0R respectively denote channel coefficients between the RF source and the transmitter, the transmitter and the receiver, and the RF source and the receiver, then g 0T = |h 0T | 2 , g TR = |h TR | 2 and g 0R = |h 0R | 2 denote the corresponding channel power gains. In this paper, full CSI is assumed to be available for simplicity of analysis, which can be obtained by the traditional pilotbased method. However, channel estimation and the impact of channel estimation error fall out of the scope of this paper.
In the considered system, the whole process is divided into three phases (time slots) as illustrated in Fig. 1 : EH, AmBack, and DT. First, It is assumed that there exists residual power in the user battery that can support the transmitter circuit operation as illustrated in Fig. 2 . The energy harvesting module harvests energy from the RF source is used to support either AmBack or DT if needed, which is referred to as the battery-free transmission in this case. Second, we consider two schemes for AmBack, i.e., the VRC scheme and the FRC scheme. On one hand, in the VRC scheme, each tag embedded in the transmitter harvests energy from the RF source, and divide it into two parts for the signal backscattering and the circuit operation, respectively. The resulting reflection coefficient varies with g 0T . On the other hand, in the FRC scheme, the reflection coefficient is always set to one for performance enhancement, and the circuit operation is powered by the harvested energy in the first time slot. Last but not least, DT is supported by either the total harvested energy in the VRC scheme or the residual harvested energy in the FRC scheme.
Here, it is worth pointing out that the proposed three-phase transmission is motivated by the following facts: simultaneous AmBack and EH is not allowed [19] . The harvested energy in the first phase can be stored in the battery, while the energy harvested by the tag in the second phase will be directly used to power its circuit if needed (see, e.g., [11] ).
The major difference between the VRC scheme and the FRC scheme lies in the reflection coefficient as illustrated in Fig. 2 , which will have an impact on whether the tag circuit will be powered by EH or AmBack and how much energy will be used to support DT. Specifically, in the VRC scheme, the energy harvested by the tag in the second phase can be used to cover the tag circuit operation, and therefore all the harvested energy in the first phase will be totally used for DT in the third phase. While, in the FRC scheme, AmBack needs to borrow the harvested energy in the first phase to cover the tag circuit operation in the second phase. This is because, in the second phase, all the harvested power will be used for signal backscattering, and no power is left to cover the tag circuit operation. Then, it is decided how much energy is left to support DT in the third phase, which means partial harvested energy in the first phase will be used in this case.
Let P 0 and α (0 ≤ α ≤ 1) denote the transmit power and the RC, and s(n) with E(|s(n)| 2 ) = 1 and c(n) with E(|c(n)| 2 ) = 1 denote the transmitted signal of the RF source and the transmitted signal at the n-th symbol interval, respectively. The received signal at the receiver can be expressed as
where
denote the transmitted signal and the RF source signal, respectively, and N R (n) is the additive white Gaussian noise (AWGN) is with zero mean and variance δ 2 . Note that the harvested energy from the noise is much smaller than that from the RF source, and thus omitted due to the passive component in the circuit [20] . Similar to [11] and [12] , the successive interference cancellation (SIC) at the receiver is assumed, in which x 0 (n) can be either decoded or cached (see, e.g., [21] , [22] and references therein), and then subtracted from y R (n). In this case, the achievable rate can be written as
where ln(·) denotes the natural logarithm, andγ = 1/δ 2 .
B. PROBLEM FORMULATION
Now, we are ready to analyze the achievable rate of the VRC and the FRC schemes. In order to make the problem tractable, we make the following assumption:
where T is the total transmission time, and E B and P C are the battery energy (by harvesting) and the tag circuit power constraints, respectively. In (3), P C T ≤ E B indicates that the circuit energy consumption can be guaranteed to be covered by the full battery energy within T , and E B ≤ ηP 0 g 0T T indicates that the battery energy can be harvested to be full by the RF source within T . Besides, (3) regulates a lower and an upper bound on T , i.e.,
. Besides, it is further assumed that ambient signals are always available 45290 VOLUME 6, 2018 during T . This can be justified by existing cellular base stations, DTV transmitters, Wi-Fi access points in practice as mentioned earlier.
On one hand, in the VRC scheme, α is selected in such a way that the harvested power by the tag satisfies the circuit power constraint P C , i.e.,
where η is the energy efficiency coefficient. From (4), we have the following constraint on α,
By substituting (5) with equality into (2), the achievable rate for AmBack is given by
where ηP 0 g 0T ≥ P C is guaranteed by (3). Let t 1 and t 3 respectively denote time slots allocated for EH and DT, the achievable rate for DT is given by
where the harvested energy ηP 0 g 0T t 1 in the first time slot is used for DT in the third time slot. In the VRC scheme, we consider the following constraint
where t 2 is the time slot allocated for AmBack. Besides, the energy harvested from the RF source within t 1 should not violate the battery energy constraint (see, e.g., [11] ), i.e.,
Note that (9) regulates an upper bound on t 1 . If without this bound, the harvested energy may exceed E B , the resulting battery is, however, always in the full mode no matter how long t 1 is. Thus, this will decrease time slots allocated for AmBack and DT (i.e., t 2 and t 3 ).
On the other hand, in the FRC scheme, α is always set to one in (2) and the reflected power is P 0 g 0T (n). In this case, the achievable rate for AmBack is given by
The achievable rate for DT is given by
where a part of the harvested energy ηP 0 g 0T t 1 in the first time slot is used to cover the circuit energy consumption in the second time slot, and the remaining one is used for DT in the third time slot. This makes C FRC DT in (11) different from C VRC DT in (7) . In order to make (11) feasible, one additional constraint is needed in addition to (8) and (9) 
In (12), the tag circuit energy consumption in the second time slot can be guaranteed to well covered by the harvested energy in the first time slot. Before leaving this section, it is desirable to point that, in previous works [16] - [18] , C VFC AmBack in (6) and C FRC EH −AmBack in (10) are expressed as constant bits, and E B in (9) is considered to be infinite. Besides, C FRC DT in (11) and the constraint (12) are not considered. These make our work different from [16] - [18] , in which the methods cannot be directly applied here.
III. VRC SCHEME
In this section, we investigate and analyze the VRC scheme for hybrid AmBack/HTT. Our objective is to maximize the average achievable rate subject to both the time length constraint in (8) and the battery energy constraint in (9) . The resulting optimization problem, denoted as OP1, can be expressed as (9),
where I {t 3 >0} is the indicator function, which is equal to 1 if t 3 > 0 and 0 otherwise. Let us begin with the case when t 3 = 0, which means there is no time slot allocated for DT, then OP1 can be reduced to
Then the optimal solution is simply given by t * 1 = 0 and t * 2 = T . This is actually the AmBack scheme, and the resulting average achievable rate is given bȳ
Let us proceed with the case t 3 > 0, and OP1 can be expressed as
,
Since the objective function in (16) 
It can be shown that the objective function in (17) is a convex over t 2 and t 3 . According to the maximum principle of convex optimization [23] , the optimal solution must be attained on the boundary. Therefore, we consider the following four cases.
. In this case, it can be easily checked from (8) 
. This indicates that the battery energy will be harvested to be full by the RF source, to which we refer as the FBE scheme. Thus, (9) is satisfied, and OP1 can be re-written as max t 2 ,t 3
By using t 2 + t 3 = T − E B ηP 0 g 0T , the objective function in (18) can be further expressed as
Thus, (18) can be reformulated as
where (20) is convex, and the optimal solution to the unconstrained (20) is given bỹ 3 . Note that it can be easily verified that t 3 > 0, and so is t * 3 . To summarize, the optimal solution to (18) in the FBE scheme can be written as
and the average achievable rate of the FBE scheme is given bȳ
Case II: t 2 + t 3 = T . In this case, we must have t 1 = 0. If there will be no time slot allocated for EH, then there will be no energy to support DT. This implies that t 3 = 0, and thus t 2 should be equal to T . This corresponds to the AmBack scheme, and the average achievable rate can be expressed as (6) . However, this scheme violates the constraint t 3 > 0, and will be not taken into account.
Case III: t 2 = 0 and T − E B ηP 0 g 0T ≤ t 3 ≤ T . In this case, there will be no time slot allocated for AmBack, which depends only on time slots for EH and DT. This corresponds to the traditional HTT scheme, and OP1 reduces to max t 1 ,t 3
where the objective function is a perspective function of t 1 and t 3 , and (24) is convex. By taking t 1 + t 3 = T , (24) can be reformulated as
By taking similar steps in the Appendix, the optimal solution to the unconstrained (25) is given bỹ
where it can be easily checked thatt 3 > 0. Based on (26), we are ready to derive the optimal solution to (24). Similar to the analysis in Case I, first, ift 3 ≥ T , we must have t * 3 = T , since the objective function in (25) To summarize, the optimal solution to (24) in the HTT scheme can be written as
and the average achievable rate of the HTT scheme is given bȳ
Case IV: t 3 = 0 and T − E B ηP 0 g 0T ≤ t 2 ≤ T . It can be easily verified that t * 2 = T , and t * 1 = 0. This corresponds to the AmBack scheme, and its average achievable rate has been analyzed in (6) . However, t * 3 = 0 contradicts the constraint t 3 > 0, and this case will not be taken into account.
Based on the above analysis, we can safely arrive at the conclusion that
where the VRC scheme reduces to the one chosen from AmBack, FBE and HTT schemes.
IV. FRC SCHEME
In the previous section, we have analyzed the VRC scheme for hybrid AmBack/HTT, where α changes with g 0T . In this section, we investigate and analyze the FRC scheme, where α is fixed to be one. The advantage is there is no need for CSI acquisition, and our goal is also to maximize the average achievable rate as OP1. The resulting optimization problem, denoted as OP2, can be expressed as
If compared with OP1 in (13), one additional constraint, i.e., (12) , is required to cover the tag circuit power, which comes from the harvested energy in the first time slot. Therefore, t 1 is not allowed to be equal to zero in this case. First, we consider t 3 = 0, then OP2 can be reduced to
, (12),
where the optimal solution to (31) can be easily written as
This indicates that the harvested energy in the first time slot is only used for tag circuit energy consumption, i.e., (12) is always satisfied with equality, to which we refer as EHAmBack scheme. Furthermore, the average achievable rate can be expressed as
Second, we consider t 3 > 0, and OP2 can be expressed as
where (34) is non-convex due to the convexity of the objective function. However, by using (8), (34) can be reformulated as
Once again, according to the maximum principle, the optimal solution must lie in the boundary. This motivates us to consider the following four cases.
. In this case, we also have t * 1 = E B ηP 0 g 0T , and both (9) and (12) can be satisfied. Besides, we VOLUME 6, 2018 also refer to this case as the FBE scheme. However, different from OP1, OP2 can be reformulated as
By substituting t 2 = T − E B ηP 0 g 0T −t 3 into the objective function of (36) and after some manipulations, we have
By taking similar steps in the Appendix, the optimal solution to the unconstrained (37)
.
(38) Furthermore, the optimal solution to (36) and the average achievable rate of the FBE scheme are respectively given by
and
where the derivation is similar to Case I in the VRC scheme, and omitted for brevity. Case II: (ηP 0 g 0T + P C )t 2 + ηP 0 g 0T t 3 = ηP 0 g 0T T . Note that under the assumption (3), we always have T −
T . In this case, (ηP 0 g 0T + P C )t 2 + ηP 0 g 0T t 3 = ηP 0 g 0T T serves as the boundary instead of t 2 +t 3 = T , which is different from Case II in the VRC scheme. In this case, OP2 can be rewritten as
where (9) is always satisfied. It can be easily checked that the optimal solution is given by (32), which, however, violates the constraint t 3 > 0, and will not be taken into account. Case III: t 2 = 0 and T − E B ηP 0 g 0T ≤ t 3 < T . This is similar to Case III in the VRC scheme, to which we also refer as HTT scheme. Specifically, in this case, OP2 reduces to
where (12) is always satisfied since t 2 = 0. (42) is convex, and it is also desirable to get a closed-form expression for the optimal solution, which can be further expressed as
By using similar steps in the Appendix, the optimal solution to the unconstrained (43) is given bỹ
By taking similar analysis in Case III in the VRC scheme, the optimal solution to (42) is given by
Case IV: t 3 = 0 and T −
T . This corresponds to the EH-AmBack scheme. The optimal solution is analyzed in (32), which, however, violates the constraint t 3 > 0, and will not be taken into account.
In conclusion, the average achievable rate of the FRC scheme can be expressed as
(47)
V. UPPER BOUND ANALYSIS
In this section, we investigate and analyze the upper bound performance for the VRC and FRC schemes for performance benchmark to evaluate the performance of (29) and (47). Specifically, we consider the following problem for (13) and (30), respectively. (9) , (12),
where upper bounds follow from the fact that I {·} ≤ 1 and ln(1 + x) ≤ x for both C VRC DT I {t 3 >0} in (13) and C FRC DT I {t 3 >0} in (30) so that the resulting (48) and (49) are linear, and can be solved for global optimality. Note that, we do not consider upper bounds for the first parts in objective functions of both (48) and (49), because they are linear functions of t 2 . Besides, in the absence of I {t 3 >0} in objective functions in (48) and (49), it is not necessary to separately analyze the cases with t 3 = 0 and t 3 > 0 as in (13) and (30).
Here, we also aim to obtain a closed-form expression for the optimal solution in this section. Since objective functions in (48) and (49) are irrespective of t 3 , and are increasing functions of t 1 and t 2 , we can easily have t * 3 = 0. It is well known that the optimal solution for linear problems must be achieved by boundary points.
On one hand, for the VRC scheme, there are four boundary points:
) and (t 1 = 0, t 2 = T ). It can be easily checked that the optimal solution to (48) can be either achieved by (t
, which respectively correspond to the AmBack and the FBE schemes. Therefore, we havē
with
On the other hand, for the FRC scheme, there are also four potential boundary points:
) and
T ). It can be also known that the optimal solution to (49) can be obtained by either
T ), which are actually the EH-AmBack and the FBE schemes, respectively. Therefore, we havē
VI. NUMERICAL RESULTS
In this section, we numerically evaluate the performance of the average achievable rate for both VRC and FRC schemes.
In our simulations, P C = 10 dBm, E B = 0.2 J , g 0T = 0.8, g TR = 0.8, η = 0.6, and = 10 −6 are set. Besides, we also have 0.5 S ≤ T ≤ 5 S and 30 dBm ≤ P 0 ≤ 50 dBm, which can make the assumption in (3) feasible. However, our contributions are not limited to the these parameter settings. A. VRC SCHEME First, we examine the performance of the VRC scheme in (29), on which the impact of P 0 , T andγ are illustrated in Fig. 3 , Fig. 4 and Fig. 5 , respectively. For comparison, AmBack, FBE and HTT schemes are also given, by the aid of (15), (23) and (28). In Fig. 3 , it is seen that the AmBack scheme performs better than both the FBE and the HTT schemes, and therefore has the same performance as the VRC scheme as shown in (29). However, when P 0 gets large, the performance gap between the VRC scheme (or, the AmBack scheme) and the FBE scheme becomes negligible, and the performance of the HTT scheme becomes saturated. Besides, for any given P 0 , there is a precise agreement between the VRC scheme (or, the AmBack scheme) and the numerically-evaluated optimal scheme, which demonstrate the optimality of the VRC scheme (or, the AmBack scheme). This indicates the AmBack scheme with good channel conditions (i.e., g 0T ≥ P C ηP 0 ) is always a good choice in practice, and it is desirable to place the transmitter near the high-power RF source, so that the FBE scheme can be an alternative.
In Fig. 4 and Fig. 5 , we vary T andγ to further examine whether the optimality of the VRC scheme (or the AmBack scheme) and the asymptotically-optimal performance of the FBE scheme in the high P 0 region still hold or not. It is also observed from both figures that, there is almost no difference among the optimal, VRC, AmBack and FBE schemes no matter what T andγ are. Besides, in Fig. 4 , it is demonstrated that the optimal, VRC, AmBack and FBE schemes are timeinvariant, and the HTT scheme deteriorates with increasing T . In Fig. 5 , the upper bound performance in (50) is introduced for performance benchmark. As expected, the performance of the optimal, VRC, AmBack and FBE schemes is tight in the low and medianγ region, which is simply due to the fact that ln(1 + x) ≈ x for small x. This is consistent with our analysis in Section V, where the VRC scheme could be either the AmBack scheme or the FBE scheme. B. FRC SCHEME Second, we examine the performance of the FRC scheme in (47). Similar to the previous subsection, we also analyze the impact of P 0 , T andγ , as illustrated in Fig. 6 , Fig. 7 and Fig. 8, respectively . Besides, the performance of EH-AmBack, FBE and HTT schemes is evaluated by (33), (40) and (46).
In Fig. 6 , it is also seen that the FRC scheme can achieve the optimal performance, although it is a nonconvex problem. The FRC scheme is always reduced to the EH-AmBack scheme, which performs the best among all schemes. Besides, the asymptotical-optimal performance can be obtained by the FBE scheme in the high P 0 region.
In Fig. 7 and Fig. 8 , it is shown that, for high T andγ , the EH-AmBack scheme is still optimal. The FBE scheme also achieves the optimality, but relay on the condition that P 0 should be large enough. Besides, the upper bound in (52) is also tight for the low and medianγ . C. SCHEME COMPARISON Last but not least, it is imperative to compare the performance of both schemes. This is motivated by the fact that the advantage of each scheme is different: the CSI is exploited in the VRC scheme while there is no rate loss caused by the tag circuit power consumption in the FRC scheme. In Fig. 9 , it is observed that performance gap between both scheme is small for different combinations of P 0 and T . This indicates that it is a good choice to choose the FRC scheme in practice since there is no need to estimate the channel, and thus reducing the pilot overhead.
VII. CONCLUSION
This paper considers the integration of AmBack with HTT, in which two hybrid schemes are proposed, which are referred as the VRC and the FRC schemes, respectively. The objective is to maximize the average achievable rate subject to constraints on the time length and the harvested energy by optimizing time slots allocated for EH, AmBack, and DT. The formulated optimization problem is convex for the VRC scheme, but is non-convex for the FRC scheme. By using the maximum principle in the convex programming, closedform expressions for optimal solutions are given for both schemes. It is shown that the VRC scheme can be reduced to the AmBack scheme or the FBE scheme or the HTT scheme, and the FRC scheme can be reduced to the EH-AmBack scheme or the FBE scheme or the HTT scheme. The upper bound performance of both schemes are also investigated, and closed-form expressions for optimal solutions are derived. It is further shown that the VRC scheme can be reduced to the AmBack scheme or the FBE scheme, and the FRC scheme can be reduced to the EH-AmBack scheme or the FBE scheme. Simulation results show that the AmBack/ EH-AmBack scheme is always optimal, and the FBE scheme can approach the optimality when the transmit power of the RF source is high. For both schemes, the performance advantage is significant as compared to the HTT scheme, and the upper bound performance is tight in the low and median γ region.
APPENDIX DERIVATION OF (21)
For notation simplicity, let a = 1, b = E Bγ g TR , c = ln 1 + P 0 g 0T − P C η γ g TR and t 3 = x, then the unconstrained (20) can be reformulated as
where T is a constant and omitted. Since (54) is convex, the optimal solution can be obtained by taking the first derivative and setting it to zero, which is given by
After some manipulations, the optimal solution x * can be expressed as 
and we can arrive at (21) .
