In addition to primary rewards such as food and water, humans continuously seek information in daily life. Whereas the neural mechanisms for processing primary rewards have been clarified in detail in the homeostatic system, those for information seeking remain poorly understood. Although studies in psychology and economics have suggested several criteria with which information is assessed in human information seeking, the neural mechanism that assesses information remains unknown. The suggested criteria include the value of information (VOI; Hubbard, 2010), Shannon information, and the probability gain (Baron, 1985) , which are defined as reduction of expected cost, reduction in expected entropy, and expected improvement of identifying correct response, respectively. We examined which criterion the nervous system uses to assess information. We recorded neuronal activity from the lateral prefrontal cortices (lPFCs) of monkeys while the animals performed information seeking tasks. We found that activity of the lPFC neurons was correlated with information that the animals expected to receive, and that more neurons encoded the VOI than did the two other criteria. Further, using principal component analysis, we found that the responses of entire neuronal populations could encode the three criteria. Finally, using a "targeted dimensionality reduction" analysis (Mante et al., 2013) , we found that the population responses could encode information values assessed with the VOI longer than the probability gain, but not Shannon information. These findings suggest that the lPFC is involved in assessing information, and the assessment is primarily based on the criterion of the VOI, which captures reduction in expected cost. 
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Introduction
Humans have an insatiable desire for information, as evidenced by the great deal of time that they spend using the Internet, watching television, and reading books. The drive to seek information is a powerful motivator in daily life, similar to the desire for primary rewards such as food and water.
The mechanisms that process primary rewards have been investigated in detail in homeostasis research. For example, food intake increases adipose tissue mass, which induces adipose tissue to secrete leptin and other hormones. These hormones alter neuronal activities in the hypothalamus, which regulates appetite (Stanley et al., 2005; Ahima and Flier, 2000) . In contrast, desires for abstract rewards, such as information and money, do not stem from the homeostatic system, and, therefore, mechanisms for seeking abstract rewards remain poorly understood.
Information seeking behavior has been studied in psychology. Such behavior is evoked both intrinsically and extrinsically (Loewenstein, 1994; Kidd and Hayden, 2015) . Information seeking behavior is evoked intrinsically through curiosity (Eliaz and Schotter, 2007; van Lieshout et al., 2018) . Since intrinsic states of subjects are difficult to identify, the understanding of curiosity is incomplete (Kang et al., 2009; Gruber et al., 2014) . Information seeking behavior also engages in obtaining extrinsic rewards, i.e., immediate benefits. For example, information provided by weather forecasting, such as 4 the likelihood of rain, is useful in deciding whether to carry an umbrella. Such information reduces the uncertainty of knowledge about future states of the environment. Information seeking for uncertainty reduction has been studied extensively in both psychology (Nelson, 2005; Baron, 1985; Baron et al., 1988; Oaksford and Chater, 1994; Oaksford et al., 1997) and economics (Hubbard, 2010) .
These studies examined the criteria with which human subjects assess information from the probability distribution that represents the environmental uncertainty in order to select informative alternatives in different tasks. However, which criterion and which neural circuits are used to assess information during information seeking remain unknown.
A few studies have shown that single neurons encode information value in different brain regions. The neural activity of the monkey premotor cortex is correlated with the amounts of information that the animal expects to receive (Nakamura, 2006) .
Midbrain neurons convey signals encoding the prediction error of reward information and share the prediction error signals of a primary reward (Bromberg-Martin and Hikosaka, 2009; Bromberg-Martin and Hikosaka, 2011) . The orbitofrontal cortex (OFC) also includes neurons that encode information value and primary reward in an orthogonal manner (Blanchard et al., 2015) . Recent research has shown that neural activities in the parietal cortex encode expected gains in information that guides subsequent actions, and these activities are distinct from signals of expected reward or reward prediction error (Foley et al., 2017 ). An fMRI study also showed that curiosity increases with outcome uncertainty and that curiosity induction generates activity in the parietal cortex (van Lieshout et al., 2018) . These studies have revealed neural correlates of the information value in different regions. However, as mentioned above, the criterion that the nervous system uses to assess information during information seeking remains unknown. 5 We examined neural activities of the monkey prefrontal cortex (PFC) while the animal performed information seeking tasks. The tasks were designed so that information values that the subject animals received might differ between three criteria, the value of information (VOI) (Hubbard, 2010) , Shannon information (Oaksford and Chater, 1994; Oaksford et al., 1997) , and the probability gain (Baron, 1985; Baron et al., 1988) , which capture the reduction in expected cost, the reduction in expected entropy, and the expected improvement of identifying the correct response, respectively. We found that more lPFC neurons may encode the VOI than the other two criteria. In addition, using principal component analysis (PCA), we found that the population responses of the recorded neurons could encode the three criteria and were best accounted for by the VOI, as compared to the other two criteria. These findings suggest that the PFC is involved in information assessment, which is primarily based on the VOI.
Results
We trained two monkeys to perform four tasks with varying expected amounts of information (Fig. 1A) . The monkeys began each trial by achieving fixation on a central cross, and six white dots were subsequently illuminated around the cross. One of the dots was the reward target, which was randomly located in each trial. The monkeys searched by eye movements. The six dots also included an 'informative' target, which was always the lower right dot. The choice of the informative target revealed the reward target in task A, whereas two dots remained as reward target candidates in task B, unless the informative target was also the reward target. Therefore, the informative target is more informative in task A than in task B. In task C, the reward target was always the lower right dot. Since each task was administered in a trial block, the monkeys knew the reward target before the choice in task C, which means that the 6 choice carried no new information about reward location. The information value carried by the informative target decreases in the order of tasks A, B, and C, regardless of which criterion among the VOI, Shannon information, and the probability gain is used to assess information ( Fig. 1B ; Experimental procedure).
In order to discriminate between the three criteria, we introduced task D, in which the reward target was the upper right or lower right dot. In this task, the information value carried by the informative target is equal to that in task C if the VOI is used to assess information. If Shannon information is used, then the information value carried in task D is smaller than the values in tasks A and B and is greater than the value in task C. If the probability gain is used, then the information value carried in task D is smaller than the value in task A and is greater than the values in tasks B and C.
In order to quantify correlations between the three criteria in the present tasks, we computed the variance inflation factor. The values of the factor were 41.5 for the VOI, 144 for Shannon information, and 45.9 for the probability gain, suggesting that the three criteria were highly correlated with each other and that the VOI was the least correlated with the other criteria and Shannon information was the most correlated with the other criteria. In addition, the values were much larger than 10, suggesting that these three criteria should not be used for a single model of multiple regression analysis.
Behavioral performance
Both monkeys almost always chose the informative target first in all tasks (8,441/8,523 = 99.0%, 7,612/8,654 = 88.0%, 8,485/8,643 = 98.2%, and 8,543/8,614 = 99 .2% of all trials in tasks A, B, C, and D by monkey S; 5,898/5,931 = 99. 4%, 5,268/5,960 = 88.4%, 7 5,933/5,950 = 99.7%, and 5,882/5,936 = 99.1% of all trials in tasks A, B, C, and D by monkey R). In a previous study, we showed that monkeys almost always chose the informative target first, independent of which dot was the informative target (Nakamura, 2006) . The choice rates were slightly smaller in task B than in the other tasks for both monkeys. Among the incorrect choices, both monkeys frequently chose the bottom dot in task B (Fig. 1C, cyan lines) and the left upper dot in task D (Fig. 1C, green lines). Although the reasons for these choices are unclear, the reason for the former choice might be because the bottom dot was next to the informative lower right dot, which might confuse the monkeys.
The mean response times of the first choice of the informative target, which was the time between the end of the first cross fixation and the start of fixation on the informative target, did not reflect the information values of any criterion as follows. The response times did not significantly differ between tasks A and B for both monkeys, although any of the information criteria indicates that the information value is greater in task A than in task B ( 
Neural activity of the prefrontal cortex
We examined which criterion best accounted for the neural activity of the monkeys that performed these tasks. We recorded the activity of 1,126 and 737 randomly selected neurons in the lPFCs of monkeys S and R, respectively ( Fig. 2A) . We analyzed the neural activity that was recorded during the first cross fixation. Neural activity was stored in the database if the fixation was followed by saccades to the informative target.
Thus, the stored activity shared an identical visual stimulus configuration and was followed by the same motor response. We obtained a dataset of neuronal firing rates in 15 trials of the four tasks (60 trials in total) across all neurons.
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We first examined the mean firing rate of single neurons in the time window between 200 ms after the onset of six dots and the disappearance of the central cross.
Two hundred and forty neurons of monkey S and 160 neurons of monkey R decreased or increased the mean firing rate in the order of tasks A, B, and C (the Kruskal-Wallis test, p < 0.05), suggesting that these neurons might encode the information value.
Second, we examined which criterion for information assessment best accounted for the firing rates. Figure 2B shows an example of neural activity that could encode the information values. This neuron began increasing its mean firing rate around the onset of central cross fixation, which is 200 ms before the onset of six dots, and increased until approximately 500 ms before the disappearance of the central cross.
We performed linear regression to examine which criterion best accounts for the neural activity. As indicated before, the variance inflation factor of the three criteria were much greater than 10, suggesting that the three criteria are highly correlated.
Therefore, we performed linear regression for each of the criteria. The firing rate was negatively correlated with the information value ( Figs information, but not those of the probability gain. Figure 2F shows an example of neural activity that could encode the probability gain. This neuron also began increasing its mean firing rate around the onset of central cross fixation and showed a phasic response around the onset of six dots, followed by a tonic response and another increase in firing rate toward the disappearance of the central 
Neural population responses that discriminate between behavioral tasks
11 Although the responses of lPFC neurons are highly diverse and change over time (Rigotti et al., 2013; Fusi et al., 2016) , the description of their activities at the population level accounts for the heterogeneous activity of single neurons (Mante et al., 2013; Markowitz et al., 2015; Cunningham and Yu, 2014) . We investigated how each neural population as a whole encoded task variables in the present tasks. We represented the population response as an N-dimensional vector of firing rates in the 1,800 ms time 
Coding information value by population responses
The population responses appeared to represent different task variables, including the information value. We identified the axes that most closely reflected the information values in the subspace using the least-squares method (Figs. 3E and 3F, lines) . The angles of these axes reflected the correlation between the information criteria, as indicated by the variance inflation factor; that is, the sum of the two angles of each axis and the two other axes was the greatest for the axis of the VOI and the smallest for the axis of Shannon information (the angles of the axes of the VOI and the probability gain, We investigate the dynamics of the population responses using a "targeted dimensionality reduction" analysis (Mante et al., 2013; Markowitz et al., 2015) , which is an extension of PCA that is intended to search for the dimensions that are most tightly linked to task variables. In this analysis, the neural activity is represented as time onset. This suggests that the PFC began assessing information just after the trial onset.
Since tasks were administered in task blocks, the monkeys knew the current task at the trial onset and could therefore begin information assessment just after trial onset. could encode the VOI longer than the probability gain for any time window of 300, 400, 500, and 600 ms, and hardly encode Shannon information.
The same result was also obtained for monkey R. The population response could encode the VOI longer than the probability gain and hardly encode Shannon information (Figs. 4J through 4O).
Discussion
We showed that the activity of the lateral PFC neurons was negatively correlated with the information values that were assessed with the three criteria, as shown by the fMRI study (van Lieshout et al., 2018) , and that more neurons could encode the values that
were assessed with the VOI as compared with the probability gain or Shannon information. We also found that the population response of the lateral PFC neurons effectively discriminated between the performed tasks and encoded any of the three information criteria, and that the population response could dynamically encode values of the VOI longer than the values of the probability gain. These results suggest that the lateral PFC is involved in assessing information in the present information seeking tasks and that the assessment is performed primarily according to the VOI.
The definition of the VOI implies that choices using this criterion are optimal in the sense that the criterion minimizes the cost expected to obtain reward. However, in 16 order to compute the values of the VOI, the animals need to know all values of the probability that the i th choice of a dot at location n i (n i = 1, …, 6; i = 1, …, 6) provides the reward, while computation of the probability gain only requires the values of the probability for the current and next choices (i = 1, 2). In the present experiment, the monkeys were well trained to perform the four tasks before unit recording. Therefore, they could learn estimates of all probability values and compute the values of the VOI.
However, animals are often required to make decisions based only on limited knowledge, such as knowledge about the current and subsequent states of the environment. The VOI might be computed by the PFC only in the cases when it is computable, like the present experiment, and the probability gain may be generally computed to assess information in a wide range of circumstances (Nelson, 2005) .
Neurons in the lateral PFC have been shown to convey signals related to a wide variety of higher cognitive functions (Miller and Wallis, 2008; Mansouri et al., 2009 ), including visual attention (Miller and Buschman, 2013; Gottlieb, 2012) , which arises as bottom-up attention or top-down attention. The former stems from salient visual stimuli, and the latter is guided by internal values that are relevant to the current task. Top-down attention is thought to originate from the lateral PFC and proceed to the lateral intraparietal cortex in the frontal-parietal network (Buschman and Miller, 2007; Li et al., 2010) . The internal values that guide top-down attention include the information values assessed by subjects (Gottlieb et al., 2014; Tatler et al., 2011) . A recent study has shown that the parietal cortex also includes neurons that encode the information value (Foley et al., 2017) . Our data showed that the population response of the lateral PFC could also encode the information value. These results suggest that the frontal-parietal network 17 might be involved in computing the information value used for guiding top-down attention.
The criteria for information assessment are computed using the probability distribution that represents environmental uncertainty. Environmental uncertainty is encoded in many brain regions (Bach and Dolan, 2012; Ma and Jazayeri, 2014) . In particular, a large body of research has indicated uncertainty coding in the OFC (Kepecs et al., 2008; O'Neill and Schultz, 2010; Tobler et al., 2007) . Another recent study showed that the OFC encodes the probability distribution of environmental states (Chan et al., 2016) . It has also been reported that the OFC represents the current state of tasks that an animal is performing (Wilson et al., 2014) . In the present study, the reward probability distribution represents the monkey's recognition of the current environmental state in the tasks. These findings suggest that the OFC might encode the reward probability distribution in the present experiment. Since the OFC sends output to the lateral PFC (Rempel-Clower, 2007; Lavenex et al., 2002) , the neural pathway might deliver signals encoding the probability distribution to the lateral PFC. The OFC also includes neurons encoding the information value (Bkanchard et al., 2015) . The OFC receives projections from the lateral PFC (Carmichael and Price, 1995) . These findings suggest that the cortical network comprising the lateral PFC, the parietal cortex, and the OFC may cooperate in computing the information value.
Midbrain neurons convey signals encoding prediction-error of reward information and share prediction-error signals of the primary reward (Bromberg-Martin and Hikosaka, 2009; Bromberg-Martin and Hikosaka, 2011) . Information functions as a reinforcer in learning, in the same manner as a primary reward. The lateral PFC and the 18 OFC have neural pathways to the midbrain (Tekin and Cummings, 2002; Geisler and Trimble, 2008) . Taken together, our findings suggest that the information value computed by the cortical network may be sent to the midbrain to reinforce information seeking behaviour.
Information seeking plays a vital role in human learning, planning, and other higher cognitive functions (Loewenstein, 1994; Kidd and Hayden, 2015) . Therefore, revealing neural underpinnings of information seeking is expected to provide important clues to understanding these functions. The present study is an initial step in this direction and much research needing to be done remains.
Experimental procedure

Animal preparation
Two monkeys (Macaca fuscata) served as subjects. Monkey S was female (weight: 5 kg), and monkey R was male (weight: 6 kg). Both animals were ages 5 to 7 years during the course of the study. The details of the methods are described elsewhere (Nakamura, 2006 
Behavioral task
19
The monkeys were trained to perform four tasks with varying amounts of information.
They were each seated in a primate chair facing a computer display. Eye position was monitored using an infrared eye-tracking system. Each trial of task A started when the monkey fixated on a central cross (size, 1°) on a black background for 200 ms (Fig.   1A ). Six white dots (size, 1°) appeared around the central cross, each at an eccentricity of 7°. One dot was randomly designated as the reward target, and another dot was was the same for all dots at the first choice, the expected information was greater for the informative target than for the other dots.
Task B was identical to task A, except that two dots remained white when the monkey first selected the informative target. One dot was the reward target, and the other was a randomly chosen distractor. The monkey had to locate the reward target by saccades. Therefore, the informative target was less informative in task B than in task A.
In task C, the reward target was always located at the same site as the informative target. The first saccade to the reward target provided the monkey with no new information about the reward location because the reward target was known before the first saccade.
In task D, only two specific dots, namely the upper right and lower right dots, could be the reward target. The monkey had to find the reward target from among these two dots rather than from among six dots. The lower right dot was the informative target. If the monkey selected the informative target and it was not the reward target, then the chosen target turned green, while the reward target remained white, and the other distractors disappeared. If the monkey first selected a dot other than the two particular dots, then all dots disappeared and the trial ended.
Note the lower right dot was the informative target in all four tasks. Each task was administered in a trial block and ended when the monkey chose the informative target at the first saccade on 18 occasions. The first three trials were excluded from 21 analysis because the monkey might have been uncertain of the ongoing task during early trials. The tasks were administered in random order.
Computation of the three criteria for information assessment
The value of information (VOI) is given as the reduction in expected cost (Hubbard, 2010) . In the present study, we define the expected cost as the expected number of choices to obtain the reward. The probability that the i th choice provides the reward is
, where p i (n i ) denotes the probability that the i th choice of a dot at location n i (n i = 1, …, 6; i = 1, …, 6) provides the reward. The expected number of choices to obtain the reward, which is denoted by c(n 1 ), is given by
We then have the reduction in the expected cost by the choice of the informative target at n, which is denoted by
n' ≠ n. In task A, c(n') = (1/6)1 + (5/6)(1/5)2 + ⋯ + (5/6)(4/5)(3/4)(2/3)(1/2)(1/1)6 = 3.5. c(n) = (1/6)1 + (5/6)2 ≈ 1.83, because the choice of the informative target reveals the reward target and, therefore, an additional choice provides the reward. We thus obtain v V (n) ≈ 1.67. In task B, c(n') is the same as in task A, while c(n) = (1/6)1 + (5/6)(1/2)2 + (5/6)(1/2)(1/1)3 = 2.25. In this case, we have v V (n) = 1.25. In task C, the monkeys know the reward target, i.e., p 1 (n) = 1 and p 1 (n') = 0. Thus, we have v V (n) = 0 in this case. In task D, c(n') = (1/2)1 + (1/2)(1/1)2 = 1.5, c(n) = (1/2)1 + (1/2)(1/1)2 = 1.5, and we again obtain v V (n) = 0.
The second criterion for information assessment, Shannon information, is given by the decrement in entropy between before and after the monkey's choices. The entropy before the first choice is - n1 p 1 (n 1 ) log 2 p 1 (n 1 ). The choice of the informative 22 target results in one of two cases: the informative target is or is not the reward target.
The first case reveals the reward target, which makes the entropy 0. In the second case, the entropy of the reward probability distribution changes to - n2 p 2 (n 2 ) log 2 p 2 (n 2 ).
This case occurs with probability 1 -p 1 (n), where n is the location of the informative target. Thus, we have the expected Shannon information from the first choice of the informative target, which is denoted by v S (n), as
In task A, p 1 (n) = 1/6, and p 2 (n 2 ) = 1 for the reward target and 0 for the other dots because the choice of the informative target reveals the reward target. Therefore, we have v S (n) = log 2 6 ≈ 2.58 bits. In task B, p 1 (n) is the same as in task A, while p 2 (n 2 ) = 1/2 for the two dots that remained white and 0 for the other dots. Thus, we have v S (n) = log 2 6 -5/6 ≈ 1.75 bits. In task C, p 1 (n) = p 2 (n 2 ), and therefore v S (n) = 0 bits. In task D, p 1 (n) = 1/2 for the two reward target candidates, and p 2 (n 2 ) is 1 for the reward target and 0 for the other dots. Thus, we have v S (n) = log 2 2 = 1 bit.
The third criterion, probability gain v P (n), is the expected improvement of correctly identifying the reward target (Baron, 1985; Baron et al., 1988) , which is defined as
In this equation, the second term of the right-hand side is the largest reward probability among all dots before the monkey makes any choice. The first term is the expected largest reward probability after the first choice, where the first sub-term indicates the 23 case in which the chosen dot was the reward target, and the second sub-term indicates the case in which the chosen dot was not the reward target. By substituting the values of p 1 (n 1 ) and p 2 (n 2 ), we have v P (n) = 5/6 ≈ 0.83 in task A, 5/12 ≈ 0.42 in task B, 0 in task C, and 1/2 = 0.5 in task D.
Recording method
We recorded the activity of single neurons from the right lPFC of monkey S and the left lPFC of monkey R using tungsten microelectrodes (FHC, Bowdoin, ME). Waveform separation was performed offline using a template-matching spike sorter (Spike 2; CED, Cambridge, UK). After the recording was completed, the animals were killed and perfused with a fixative. During perfusion, two pins were inserted at known coordinates in order to aid in the localization of the recording site.
Data Analysis
Data analysis was performed using Matlab 2016b (Mathworks Inc.) . In the present study, the significance level was 0.05, unless otherwise specified.
Activity of single neurons
We first computed the firing rate of single neurons in the time window between 200 ms after the onset of six dots and the disappearance of the central cross in each trial. We performed the Kruskal-Wallis H test to examine whether the firing rate differs between the tasks. We also performed linear regression to examine whether the firing rate is linearly correlated with the information values that were assessed with the three criteria.
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We examined whether the firing rate predicted by the obtained regression line agrees with the median of firing rates in 15 trials of each task, using the two-sided Wilcoxon signed rank test.
Principal component analysis (PCA)
We performed PCA in order to examine neural population responses. We constructed an We examined which principal components (PCs) discriminated between the four tasks. We performed the Kruskal-Wallis H test on the scores of PCs, which were projections of (z hk ) onto the axes of PCs, to test whether these scores differ significantly between the four tasks.
Identification of axes reflecting information value
We identified the axis that most closely reflected the information value in the 3D space using the least-squares method. Let s ki(m) The values of v m were computed as described in the previous section. Consider an arbitrary axis given by unit vector (u k ) in the 3D space. The projection of population responses onto the axis is given by  k u k s ki (m) . We computed the square-error
, and a and b are coefficients of shift and stretch, respectively, along the axis. We found the values of a, b, and u k that minimized E.
Targeted dimensionality reduction
In order to investigate the dynamics of the population responses, we conducted a "targeted dimensionality reduction" analysis (Mante et al., 2013; Markowitz et al., 2015) , which is an approach that combines linear regression with PCA. We reproduce the details of the approach with some modifications made for our specific task design in the Supplementary material.
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FIGURE CAPTIONS
1. The monkey prefrontal cortex assesses the information value to seek information 2. The lPFC seeks information primarily to reduce expected behavioral cost 3. Information value is also assessed to raise probability of correct responses 4. Information assessment is performed by neural populations, not by single neurons 
