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Introduzione
(Appunti per il corso di Fisica Nucleare e Subnucleare 2016/17)
Fiorenzo Bastianelli
Lo scopo del corso e` dare una introduzione alla fisica nucleare e subnucleare. Per iniziare
conviene ricordare alcune scale di lunghezza:
1 m (scala umana, ordine di grandezza dell’altezza di un essere umano)
10 6m = 1µm (micron, dimensioni delle cellule di organismi viventi: 1-10 µm)
10 10m = 1 A˚ (ordine di grandezza del raggio di Bohr, dimensioni degli atomi)
10 15m = 1 fm (dimensioni dei nuclei atomici, r = (1.2 fm)A1/3 con A numero atomico)
10 18m (scale investigabili attualmente ad LHC, le particelle elementari del modello
standard sembrano puntiformi a questa scala)
La fisica nucleare e subnucleare si occupa quindi delle strutture presenti a scale minori
di 10 fm circa.
Nel processo di ridurre i vari fenomeni naturali a principi elementari universali si e` arrivati
a descrivere tutte le forze conosciute tramite il cosiddetto Modello Standard. Questo descrive
le forze fondamentali che agiscono tra le particelle elementari di materia. Anche le forze
fondamentali che agiscono a livello subatomico (forza elettromagnetica, forza forte e forza
debole) sono viste come dovute a particelle (particelle di forza), per cui si puo` dire che il
Modello Standard descrive un set di particelle elementari, classificabili in particelle di materia
e particelle di forza, in interazione tra di loro. Occorre comunque ricordare che secondo la
meccanica quantistica tutte le particelle hanno proprieta` ondulatorie (e viceversa)e sono
tutte matematicamente descritte da opportuni campi di onda (teoria quantistica dei campi).
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Modello Standard
Le particelle elementari del modello standard sono riassunte nella seguente figura
Per ogni particella esiste una relativa antiparticella, che puo` a volte coincidere con la
particella stessa (come ad esempio per il fotone o il bosone di Higgs).
I leptoni ed i quarks sono le particelle di materia, caretterizzate dal fatto che sono fermioni
(particelle di spin 1/2 che soddisfano al principio di Pauli, originariamente introdotto per
spiegare la stabilita` dell’atomo.). Esistono tre famiglie di quark e leptoni, costituite della
prime tre colonne del grafico qui sopra: queste famiglie hanno proprieta` identiche riguardo
alle loro cariche e spin, ma hanno masse diverse.
Le rimanenti particelle sono bosoni (hanno spin intero) e sono considerate particelle di
forza. Hanno tutte spin 1, tranne il bosone di Higgs che ha spin 0 ed e` responsabile della
massa delle particelle elementari del Modello Standard (si ricordi comunque che le particelle
composte devono la loro massa anche alle altre interazioni, ad esempio il protone deve la
maggior parte della sua massa alle interazioni forti).
Le particelle del Modello Standard sono considerate elementari, ma sono quasi tutte
instabili e decadono in particelle piu` leggere (secondo la legge del decadimento radioattivo
N(t) = N0 e 
t
⌧ , dove ⌧ e` la vita media, caratteristica di ogni particella). Solo l’elettrone, un
neutrino (quello piu` leggero) ed il fotone sono stabili.
I quarks ed i gluoni non sono mai stati osservati come particelle libere. Esse sono confinate
dalla forza forte all’ interno degli adroni. Gli adroni (particelle composte che sentono la forza
forte) sono classificabili in barioni (che hanno spin semintero e sono quindi fermioni, composti
da tre quarks di valenza, ad esempio il protone p e` composti dai quarks (u, u, d)) emesoni (che
hanno spin intero, sono quindi bosoni, composti da coppia di quark/antiquark, ad esempio
il pione ⇡  e` composto da (d, u¯)). Il protone e` un barione ed e` stabile. Anche il neutrone
e` un barione, ma non e` stabile: decade come n ! p + e  + ⌫¯e con una vita media di circa
15 minuti (decadimento  ). Naturalmente esistono altre particelle composte stabili, quali
nuclei ed atomi stabili.
Nella figura qui sopra sono riportati anche i valori di massa, carica elettrica e spin delle
particelle elementari. Il fotone ed i gluoni sono considerati avere massa nulla.
Oltre alle forze descritte nel Modello Standard (forza elettromagnetica, forza debole e
forza forte), si conosce anche la forza di gravita`. Il quanto relativo alle onde gravitazionali
e` denominato gravitone, ed e` stimato avere spin 2 e massa nulla. Tuttavia le interazioni
gravitazionali possono essere trascurate nelle interazioni nucleari e subnucleari, almeno alle
energie attualmente testabili.
Il processo di unificazione delle varie forze fondamentali viene spesso riassunto dallo
schema seguente
Occorre anche tener presente che la composizione dell’universo, studiata attraverso lo
studio della radiazioni cosmica di fondo, sembra essere descritta dal seguente grafico
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Il modello standard (seppure esteso includendo la forza di gravita`) descrive la materia “visi-
bile”, che nel grafico sopra corrisponde al 4% del totale. Cosa determini il resto e` attualmente
oggetto di varie ipotesi.
Cubo di Okun e le costanti fondamentali
Nella descrizione dei fenomeni nucleari e subnucleari occorre tener conto della meccanica
quantistica (~ indica la costante di Planck razionalizzata) e della relativita` speciale (c indica
la velocita` della luce), mentre la forza di gravita` (G simboleggia la costante della gravi-
tazione universale di Newton) e` completamente trascurabile alle energie testate attualmente
in laboratorio.
Il cubo di Okun delle teorie fisiche e` descritto dalla seguente immagine
Usando le tre grandezze fondamentali ~, c, G si possono introdurre delle grandezze che
hanno dimensioni di massa, lunghezza e tempo, che Planck ha suggerito come base di un
sistema di unita` di misura
mP =
r
~c
G
⇠ 2.2 10 8Kg (massa di Planck)
lP =
r
G~
c3
⇠ 1.6 10 35m (lunghezza di Planck)
tP =
r
G~
c5
⇠ 5.4 10 44s (tempo di Planck)
Queste unita` di misura non sono particolarmente utili nella fisica nucleare e subnucleare,
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mentre sono molto utili le cosiddette unita` di misura naturali, unita` di misura tali che
usandole si ha c = 1 ed ~ = 1.
Nelle unita` di misura naturali, e` su ciente fissare una sola grandezza con la sua unita` di
misura scelta arbitrariamente (ad esempio l’energia espressa in MeV o GeV) per misurare
tutte le altre grandezze fisiche. Ad esempio, scegliendo il GeV come unita` di misura dell’
energia, si ha che le masse sono anche esse esprimibili in GeV (evidente dalla relazione
E = mc2; GeV e` circa la massa di un protone), lunghezze e tempi in (GeV) 1. In particolare
si puo` verificare che in tali unita` naturali
mP = 1.22 10
19GeV, lP = tP =
1
1.22 1019GeV
= 0.82 10 19(GeV) 1 .
Breve cronologia della FNS
Sebbene non si seguira` una presentazione storica della materia, e` utile stilare una breve
cronologia per apprezzare come si sia giunti alla identificazione e formulazione del Modello
Standard delle particelle elementari.
1896 scoperta della radioattivita` (Becquerel): primi segnali dal mondo subatomico
1897 scoperta dell’elettrone (Thomson)
1900 introduzione del quanto d’azione ~ = h2⇡ (Planck)
1905 Einstein: relativita` speciale (velocita` della luce c come velocita` limite) e spiegazione
dell’ e↵etto fotoelettrico (fotone come quanto delle onde em con energia E = h⌫ = ~!)
1911 esperimento di Rutherford: scoperta del nucleo atomico (particelle ↵ su lamina
d’oro, l’atomo e` essenzialmente vuoto!), modello planetario dell’atomo
1913 teoria atomica di Bohr con livelli energetici quantizzati
1924 comportamento ondulatorio della materia postulato da de Broglie (p = h )
1925 principio di esclusione di Pauli
1925-26 leggi della meccanica quantistica: eq. di Heisenberg ed eq. di Schroedinger
1925-30 quantizzazione del campo elettromagnetico (inizio della teoria quantistica dei
campi: trattazione matematica del fotone come quanto del campo em)
1928 equazione d’onda relativistica di Dirac per l’elettrone e 
1930 ipotesi di Pauli dell’esistenza del neutrino ⌫
1931 con la sua equazione Dirac predice l’esistenza dell’antielettrone (il positrone e+)
1932 scoperta del neutrone (Chadwick)(per cui nucleo ZNXA) e del positrone (Anderson)
1933 teoria di Fermi delle interazioni deboli
1935 teoria di Yukawa delle interazioni forti: mesoni ⇡ (i pioni) come mediatori della
forza forte
1936 scoperta del muone (sorta di elettrone molto massivo), originariamente scambiato
come il pione predetto da Yukawa.
1947 scoperta del pione (Powell, Lattes, Occhialini)
1947-1960 scoperta di moltissimi adroni dallo studio dei raggi cosmici, in particolare
scoperta di adroni strani (K,⇤,⌃, ...), interpretati poi come particelle composte dei quark
up, down e strange (u, d, s)
1954 Yang-Mills: teorie di gauge non abeliane (base teorica per le interazioni deboli e
forti)
1956 scoperta sperimentale del neutrino elettronico ⌫e
1961-1968 formulazione del Modello Standard (Glashow, Weinberg, Salam) tramite le
teorie di gauge con uso del meccanismo di Higgs (teorizzato nel 1964)
5
1971 prova della rinormalizzabilita` delle teorie di gauge (’t Hooft and Veltman)
1973 scoperta delle interazioni deboli neutre, postulate dalla teoria del modello standard
1974 scoperta del mesone J/ , stato legato di quark charm/anticharm: prova dell’esistenza
del quark c (postulato nel 1970 da Glashow, Iliopoulos, Maiani)
1974 scoperta del leptone ⌧ , membro della terza famiglia di leptoni
1977 scoperta del mesone upsilon ⌥, stato legato di un nuovo quark (bottom, b) con il
suo antiquark (antibottom , b¯), membro della terza famiglia dei quark
1983 Scoperta dei bosoniW+,W  e Z0, mediatori delle interazioni deboli cariche e neutre
(Carlo Rubbia)
1995 verifica sperimentale dell’esistenza del quark top, t, che completa la terza famiglia
di quarks
2012 scoperta del bosone di Higgs ad LHC.
(NB: questa cronologia sara` meglio apprezzata a fine corso, quando le particelle sopra
menzionate saranno piu` familiari).
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Appunti di relativita` ristretta
(per il corso di Fisica Nucleare e Subnucleare 2016/17)
Fiorenzo Bastianelli
1 Introduzione
Agli inizi del 1900 erano conosciute due grandi teorie fisiche:
1) la meccanica di Galileo e Newton,
2) l’elettrodinamica classica sintetizzata dalle equazioni di Maxwell,
ma queste teorie non sembravano essere compatibili a vicenda.
La meccanica di newtoniana e` consistente per cambi di sistema di riferimento inerziali
definiti da “trasformazioni galileiane”. Un sistema di riferimento inerziale K permette di mis-
urare la posizione ~x ed il tempo t, per cui possiamo indicare tale sistema in modo schematico
con K = {t, ~x} = {t, x1, x2, x3} = {t, x, y, z}. Similmente possiamo considerare un secondo
sistema di riferimento inerziale ed indicarlo con K 0 = {t0, ~x0}.
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Figure 1: I sistemi di riferimento inerziali K e K 0 con i rispettivi orologi per la
misura del tempo.
Se il secondo sistema K 0 si muove con velocita` v diretta lungo l’asse x rispetto a K, la
trasformazione galileiana che collega le coordinate dei due sistemi di riferimento inerziali e` data
da
t0 = t
x0 = x  vt
y0 = y
z0 = z (1)
L’equazione t0 = t ci dice che esiste un tempo assoluto, indipendente dallo stato di moto
dell’osservatore. E` facile verificare che le equazioni del moto libere di Newton sono invarianti
per queste trasformazioni (m~¨x = 0 $ m ~¨x0 = 0). Al proposito, possiamo qui ricordare che,
in generale, si parla di “simmetria” o di “trasformazioni di simmetria” quando le equazioni del
moto sono invariati in forma sotto opportune trasformazioni.
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Le equazioni dell’elettrodinamica non sono invarianti per questa trasformazione galileiana,
ma risultano essere invarianti per la seguente trasformazione di Lorentz
t0 =
t  vc2xq
1  v2c2
x0 =
x  vtq
1  v2c2
y0 = y
z0 = z (2)
dove c indica la velocita` della luce (interpretata come costante fondamentale della natura).
In questo caso il tempo e` relativo al sistema di riferimento. In particolare, il concetto di
simultaneita` perde il suo carattere assoluto, ed ha un significato preciso solo all’interno di uno
specifico sistema di riferimento.
Fu Einstein che riusc`ı a chiarire che le proprieta` di simmetria dell’elettrodinamica erano
quelle corrette. Egli concluse che occorreva modificare la meccanica di newtoniana in una
meccanica relativistica per renderla compatibile con l’elettrodinamica e quindi con le corrette
leggi di trasformazione che collegano i vari sistemi di riferimento inerziali.
I punti chiave su cui si basa la meccanica relativistica sono:
• Le leggi fisiche sono identiche in tutti i sistemi di riferimento inerziali.
• La “velocita` della luce” e` la stessa in tutti i sistemi di riferimento inerziali.
Queste due proprieta` fondamentali della meccanica relativistica sono state e continuano ad
essere verificate sperimentalmente con sempre piu` precisione, e possono essere usate per derivare
le trasformazioni di Lorentz e le loro proprieta` generali. (N.B. “velocita` della luce” = velocita`
limite di propagazione delle interazioni, numericamente uguale a c ⇠ 300 000 Km/s).
2 Alcune conseguenze delle trasformazioni di Lorentz
La trasformazione di Lorentz in eq. (2) mostra che il tempo t non e` piu` assoluto, ma deve essere
considerato un parametro relativo al sistema di riferimento scelto, proprio come le coordinate
spaziali ~x. In particolare, il concetto di simultaneita` perde il suo carattere assoluto, ed ha un
significato preciso solo all’interno di uno specifico sistema di riferimento (dimenticare questo
fatto conduce spesso alla formulazione di falsi paradossi). Una conseguenza delle trasformazioni
di Lorentz e` che la velocita` della luce e` la stessa nei due sistemi di riferimento inerziali K e
K 0, ed e` considerata una costante fondamentale della natura. Prima di verificarlo, riporti-
amo per comodita` le trasformazioni inverse, derivabili immediatamente dalla (2) (per ottenerle
velocemente e` su ciente scambiare le coordinate di K con quelle di K 0 e cambiare v !  v)
t =
t0 + vc2x
0q
1  v2c2
x =
x0 + vt0q
1  v2c2
y = y0
z = z0 (3)
Introduciamo anche le seguenti utili notazioni
  ⌘ v
c
,   ⌘ 1p
1   2 =
1q
1  v2c2
(4)
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che possono assumere i valori 0    < 1 e 1    < 1. Naturalemente   rappresenta la
velocita` misurata rispetto a quella della luce, mentre   un fattore di dilatazione relativistico.
Riscriviamo per comodita` la trasformazione di Lorentz usando queste notazioni
t0 =  (t   
c
x)
x0 =  (x   ct)
y0 = y
z0 = z (5)
Studiamo subito alcune conseguenze immediate delle trasformazioni di Lorentz: i) somma
delle velocita`, ii) contrazione delle lunghezze, iii) dilatazione dei tempi.
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Figure 2: Particella con velocita` Vx nel sistema K.
i) Somma delle velocita`
Consideriamo una particella con velocita` Vx diretta lungo x nel sistema di riferimento K,
come in figura 3. Dalla definizione di velocita` nei sistemi K e K 0 sappiamo che
Vx =
dx
dt
, Vx =
dx0
dt0
. (6)
Dalla trasformazione di Lorentz (2) segue che
dx0 =  (dx  vdt) , dt0 =  (dt  v
c2
dx)
da cui
V 0x =
dx0
dt0
=
 (dx  vdt)
 (dt  vc2dx)
=
Vx   v
1  vVxc2
. (7)
N.B. Se Vx = c allora si trova che anche V 0x = c.
Si puo` procedere in modo simile anche nel caso di una particella che abbia una componente
della velocita` diretta lungo l’asse y, come in figura 4. Infatti per definizione Vy =
dy
dt e V
0
y =
dy0
dt0 .
Dalla trasformazione di Lorentz (2) segue che
dy0 = dy , dt0 =  (dt  v
c2
dx)
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Figure 3: Particella con velocita` Vy nel sistema K.
da cui
V 0y =
dy0
dt0
=
dy
 (dt  vc2dx)
=
Vy
 (1  vVxc2 )
=
Vy
1  vVxc2
s
1  v
2
c2
. (8)
ii) Contrazione delle lunghezze
Supponiamo che nel sistemaK 0 ci sia un oggetto di lunghezza L0 = x02 x01 in quiete, disposto
lungo l’asse x come in figura 5. Quindi la sua lunghezza vista nel sistema di riferimento a riposo
con l’oggetto stesso e` L0. Nel sistema K l’oggetto e` visto muoversi con velocita` v diretta lungo
l’asse x, per cui occorrera` misurare simultaneamente la posizione dei suoi estremi, diciamo ad
un tempo fissato t, per calcolare la lunghezza L
L = x2(t)  x1(t). (9)
Si ricordi infatti che la simultaneita` e` un concetto relativo al sistema di riferimento. Ora
possiamo chiederci: come sono collegate L ed L0? Dalle trasformazioni di Lorentz si ottiene
L0 = x
0
2   x01 =
x2(t)  vtq
1  v2c2
  x1(t)  vtq
1  v2c2
=
x2(t)  x1(t)q
1  v2c2
=
Lq
1  v2c2
=  L . (10)
Abbiamo usato le trasformazioni di Lorentz in (2), dove e` facile imporre la richiesta che gli
estremi dell’oggetto siamo misurati simultaneamente al tempo t nel sistema K, dove l’oggetto
e` visto in movimento.
Dunque la lunghezza vista nel sistema di riferimento in cui l’oggetto e` in moto con velocita`
v risulta contratta
L =   1L0 . (11)
In generale v  c, per cui     1 e quindi L  L0.
iii) Dilatazione dei tempi
Consideriamo due eventi nel sistema K 0 che accadono nello stesso punto spaziale di K 0, ad
esempio E1 = (t01, 0, 0, 0) ed E2 = (t
0
2, 0, 0, 0). Questi due eventi sono separti da un intervallo
temporale T0 = t02   t01. Ora l’intervallo di tempo misurato nel sistema K e` dato da
T = t2   t1 =  t02    t01 =  (t02   t01) =  T0 (12)
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Figure 4: Un oggetto di lunghezza L0 posizionato lungo l’asse x0 del sistema K 0.
dove abbiamo usato le trasformazioni di Lorentz inverse riportate nella (3), dove e` facile imporre
la condizione che l’intervallo temporale e` riferito a due eventi che accadono nello stesso punto
spaziale del sistema K 0 (ad esempio una particella ferma in K 0 che decade in un certo intervallo
temporale). Dunque
T =  T0 (13)
e quindi T   T0, per cui si parla di dilatazione dei tempi. Il tempo che scorre nel sistema di
riferimento in quiete con l’oggetto in questione e` detto tempo proprio. E` il tempo piu` breve
possibile per il fenomeno in questione, poiche´ in tutti gli altri sistemi di riferimento questo
tempo risulta necessariamente dilatato.
Esempio: particella relativistica che decade
Per esemplificare le considerazioni precedenti, consideriamo una particella relativistica prodotta
dai raggi cosmici che decade. In particolare, consideriamo un muone, il cui tempo di decadi-
mento e` dell’ordine di ⌧ ⇠ 10 6 s. Supponiamo che sia stato prodotto nell’alta atmosfera con
una velocita` molto prossima a quella della luce, in modo tale che il suo   valga   = 103. Ci
si puo` chiedere se questo muone abbia o meno la possibilita` di raggiungere la superficie della
terra. Possiamo subito renderci conto che tale muone viaggia essenzialmente alla velocita` della
luce, infatti possiamo calcolare
  =
s
1  1
 2
=
p
1  10 6 ⇠ 1 .
Un osservatore solidale con la terra deve tener conto della dilatazione dei tempi, per cui il
tempo di decadimento del muone risulta dilatato, e quindi calcola un tragitto
L = v⌧  ⇠ c⌧  ⇠ 300Km (14)
su ciente per raggiungere la terra (possiamo stimare lo spessore dell’atmosfera in circa 10-20
Km, altezza a cui arriva la troposfera). Un osservatore solidale con il muove viceversa non
sente l’e↵etto di dilatazione del tempo, ma vede la terra che si avvicina a lui con una velocita`
prossima a quella della luce, ed osserva lo spessore dell’atmosfera contratto di un fattore   1,
per cui condivide la conclusione che il muone raggiungera` la superficie della terra.
3 Spaziotempo di Minkowski
Verifichiamo di nuovo con un semplice esempio fisico che la velocita` della luce e` identica nei
sistemi di riferimento inerziali.
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Esercizio 1: Un lampo di luce emesso al tempo t = 0 nel punto x = y = z = 0 del sistema K descrive
un fronte d’onda sferico di coordinate (t, x, y, z) identificato dalla relazione  c2t2 + x2 + y2 + z2 = 0.
Usando le trasformazioni di Lorentz, verificare che nel sistema K 0 il fronte di onda sferico assume la
forma  c2t02 + x02 + y02 + z02 = 0, per cui la luce si propaga con la stessa velocita` c.
L’esercizio ci fa apprezzare come “ct” sia essenzialmente una nuova coordinata del sistema
di riferimento con le dimensioni di una lunghezza
(ct, x, y, z, ) = (x0, x1, x2, x3) = (x0, ~x) = xµ. (15)
Le quattro coordinate xµ costituiscono le coordinate dello spazio-tempo relativistico, detto
spazio di Minkowski, e xµ e` chiamato quadrivettore posizione. Un quadrivettore posizione
identifica un “evento” dello spazio-tempo: le coordinate spaziotemporali di qualcosa che accade
nel punto spaziale di coordinate ~x ad un certo istante di tempo t ⌘ x0/c.
L’esercizio precedente ci fa anche apprezzare come la quantita`
s2 ⌘  c2t2 + x2 + y2 + z2 (16)
sia invariante per trasformazioni di Lorentz, l’esercizio chiede di mostrarlo per s2 = 0, ma la
dimostrazione e` identica anche per s2 6= 0. (NB: occorre non confondere l’indice che indica la
componete della coordinata con una eventuale potenza! Tenendo a mente questa ambiguita`
notazionale non c’e` pericolo di confondersi).
La grandezza s2 e` uno scalare: significa che e` un invariante per trasformazioni di Lorentz
e dunque puo` essere calcolato a scelta con le coordinate xµ o con le coordinate x0µ (pro-
prio come il modulo quadrato di un vettore usuale che puo` essere calcolato con il teorema
di Pitagora usando le componenti del vettore lungo gli assi cartesiani del sistema di riferimento
scelto, oppure usando le componenti del vettore lungo assi cartesiani ruotati rispetto a quelli
precedenti). Dunque la grandezza s2 e` interpretabile come la distanza invariante al quadrato
dell’evento di coordinate xµ dall’origine del sistema di riferimento spaziotemporale con coor-
dinate xµ0 = (0, 0, 0, 0). In generale, dati due eventi di coordinate x
µ e yµ, il quadrato della
distanza invariante e` data da
s2 =  (x0   y0)2 + (x1   y1)2 + (x2   y2)2 + (x3   y3)2 .
Infatti, la scelta dell’orgine del sistema di riferimento e` arbitraria, e non riveste nessun significato
particolare (lo spazio tempo e` uno spazio a ne, piu` che uno spazio vettoriale).
Nel caso di punti dello spazio-tempo collegati dalla propagazione della luce si ha che s2 = 0,
come si vede dall’esercizio 1. In generale si puo` avere la seguente classificazione
s2 < 0 (distanze di tipo tempo)
s2 = 0 (distanze di tipo luce)
s2 > 0 (distanze di tipo spazio).
Questa classificazione e` utile perche´ non dipende dalla scelta del sistema di riferimento inerziale:
e` una classificazione invariante (vedi fig. 2).
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xs^2<0 distanza tipo tempo
ct
cono di luce
futuro
passato
s^2>0  distanza tipo spazio
s^2=0 distanza tipo luce
Figure 5: Spazio di Minkowski: sono mostrate le coordinate (ct, x) mentre le
coordinate y e z non sono riportate in figura. E` evidente il cono di luce rispetto
all’origine (0, 0): la parte superiore interna al cono di luce descrive il futuro
assoluto del punto (0, 0), mentre la parte inferiore ne descrive il suo passato
assoluto. Inoltre sono riportati dei segmenti le cui lunghezze Minkowskiane sono
di tipo tempo, luce e spazio.
Ecco qui sotto un’altra rappresentazione grafica dello spazio tempo
Riprendiamo il concetto di tempo proprio per vedere come puo` essere riformulato scrivendolo
come invariate relativistico. Per ogni oggetto, il tempo proprio e` quello che scorre nel sistema
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di riferimento solidale l’oggetto stesso. Indichiamo ora con ⌧ il tempo proprio (e` la notazione
standard). Possiamo riscrivere il tempo proprio infinitesimo d⌧ per un’oggetto solidale con il
sistema di riferimento K 0 (possiamo pensare ad una particella ferma posta nell’origine spaziale
del sistema K 0) in modo invariante nel seguente modo
d⌧ ⌘ dt0 =   1dt = dt
s
1  v
2
c2
=
s
dt2   dx
2 + dy2 + dz2
c2
=
s
 ds
2
c2
(17)
dove nell’ultimo passaggio abbiamo usato la definizione gia` introdotta di lunghezza minkow-
skiana quadrata che infatti e` negativa per distanze di tipo tempo. Questa lunghezza e` un
invariante di Lorentz, e quindi facilmente calcolabile in qualunque sistema di riferimento. Dalla
relazione (17) risulta che il tempo proprio e` un invariante relativistico.
Una particella nel suo moto descrive una linea nello spazio tempo, detta linea di mondo o linea
d’universo. Questa linea in ciascun punto deve naturalmente indirizzarsi all’interno del cono di
luce del punto in considerazione, poiche` la velocita` della luce e` insuperabile.
Il tempo proprio essenzialmente misura (in modo invariate) la lunghezza della linea di mondo
della particella (d⌧ = 1c
p ds2). Particelle che vengono create e distrutte sono descritte da
linee di mondo finite, che vengono utilizzate nelle rappresentazioni grafiche dei diagrammi di
Feynman.
4 Trasformazioni di Lorentz e formalismo tensoriale
Possiamo scrivere la trasformazione di Lorentz (2) come0BBB@
ct0
x0
y0
z0
1CCCA =
0BBB@
      0 0
      0 0
0 0 1 0
0 0 0 1
1CCCA
0BBB@
ct
x
y
z
1CCCA (18)
dove
  ⌘ v
c
,   ⌘ 1p
1   2 =
1q
1  v2c2
(19)
con 0    < 1 e 1    <1 per sistemi di riferimento inerziali fisicamente realizzabili.
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Queste trasformazioni possono essere riscritte in modo compatto usando varie notazioni
x0 = ⇤x (20)
x0µ =
3X
⌫=0
⇤µ⌫x
⌫ (21)
x0µ = ⇤µ⌫x⌫ (22)
dove ⇤ indica la matrice della trasformazione di Lorentz riportata in (18) e ⇤µ⌫ i corrispondenti
elementi di matrice
⇤ =
0BBB@
⇤00 ⇤01 ⇤02 ⇤03
⇤10 ⇤11 ⇤12 ⇤13
⇤20 ⇤21 ⇤22 ⇤23
⇤30 ⇤31 ⇤32 ⇤33
1CCCA . (23)
La notazione matriciale (20) e` comoda quando si hanno solo vettori e matrici. Nella (22) e`
stata usata la convenzione di Einstein, secondo cui gli indici ripetuti due volte sono considerati
automaticamente sommati su tutti i loro possibili valori (in questo caso l’indice ⌫ = 0, 1, 2, 3).
Come descritto sopra, ⇤µ⌫ indica al variare di µ e ⌫ gli elementi della matrice ⇤. In particolare
⇤µ⌫ indica l’elemento in riga µ ed in colonna ⌫. Dunque il primo indice (posto convenzional-
mente in alto) indica l’indice di riga ed il secondo indice (posto convenzionalmente in basso)
indica l’indice di colonna. Inoltre, nella convenzione di Einstein in cui due indici ripetuti sono
da considerarsi sommati, si richiede sempre che un indice sia in alto ed uno in basso (questa
convenzione e` molto utile poiche`, come vedremo, garantisce a vista l’invarianza da un punto di
vista gruppale).
Il quadrato della distanza minkowskiana s2, che come abbiamo visto e` un invariante di
Lorentz, puo` essere scritto nei modi seguenti
s2 =  c2t2 + x2 + y2 + z2 = ( ct x y z )
0BBB@
 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCCA
0BBB@
ct
x
y
z
1CCCA =
= xT⌘ x =
3X
µ=0
3X
⌫=0
xµ⌘µ⌫x
⌫ = xµ⌘µ⌫x
⌫ = ⌘µ⌫x
µx⌫ (24)
dove si e` introdotta la metrica di Minkowski, cioe` la matrice ⌘ con componenti ⌘µ⌫
⌘ =
0BBB@
⌘00 ⌘01 ⌘02 ⌘03
⌘10 ⌘11 ⌘12 ⌘13
⌘20 ⌘21 ⌘22 ⌘23
⌘30 ⌘31 ⌘32 ⌘33
1CCCA =
0BBB@
 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCCA (25)
che ci permette di valutare il modulo quadro dei quadrivettori. Dunque ⌘00 =  1, ⌘11 = ⌘22 =
⌘33 = 1, mentre ⌘µ⌫ = 0 se µ 6= ⌫. Questo quadrato della lunghezza minkowskiana generalizza
il concetto di modulo quadro di un vettore in spazi euclidei. Da notare come gli indice di riga e
quelli di colonna sono posizionati entrambi in basso. Inoltre, poiche´ la matrice ⌘ e` simmetrica,
si possono scambiare righe con colonne lasciando la matrice invariata (⌘T = ⌘), e quindi vale
⌘µ⌫ = ⌘⌫µ, come facilmente verificabile.
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In generale le trasformazioni di Lorentz sono per definizione tutte quelle che lasciano invari-
ata la distanza minkowskiana. Vediamo di esprimere questa definizione in equazioni. Usando
la notazione matriciale
s2 = xT⌘ x (definizione del quadrato della distanza)
x0 = ⇤ x (trasformazione di Lorentz arbitraria) (26)
per cui
s2 = s02 ) xT⌘ x = x0T⌘ x0 = xT⇤T⌘⇤ x ) ⇤T⌘⇤ = ⌘ (27)
dove l’ultima equazione segue dal fatto che la relazione precedente deve valere per ogni quan-
drivettore x. Dunque tutte le trasformazioni di Lorentz possibili sono quelle definite da matrici
⇤ tali che
⇤T⌘⇤ = ⌘ (28)
dove ⌘ e` la metrica di Minkowski. In notazione tensoriale questa equazione si scrive come
⌘µ⌫⇤
µ
↵⇤
⌫
  = ⌘↵  . (29)
Questa relazione puo` essere verificata riprendo i passaggi fatti in (27) usano le componenti dei
quadrivettori e della metrica
s2 = ⌘µ⌫x
0µx0⌫ = ⌘µ⌫(⇤µ↵x↵)(⇤⌫ x ) = ⌘µ⌫⇤µ↵⇤⌫ x↵x  = ⌘↵ x↵x  = s2 (30)
da cui segue la (29).
Esercizio 2: Verifcare che la matrice in (18) soddisfa la relazione (28).
L’insieme delle trasformazioni di Lorentz formano un gruppo: il gruppo di Lorentz. L’analisi
della proprieta` fondamentale (28) che caratterizza il gruppo di Lorentz permette di dedurre
che tale gruppo, cioe` l’insieme di tutte le matrici che definiscono trasformazioni di Lorentz
(esercizio: si dimostri che tale insieme soddisfa agli assiomi di definizione di un gruppo), puo`
essere parametrizzato da 6 variabili: 3 angoli che definiscono la rotazione degli assi cartesiani
spaziali piu` le 3 componenti della velocita` ~v relativa tra i due sistemi di riferimento inerziali.
Ci sono inoltre trasformazioni discrete, inversione spaziale (o parita`) ed inversione temporale,
che verranno discusse piu` avanti.
Nota tecnica: Abbiamo detto che ⇤µ⌫ indica, al variare di µ e ⌫, gli elementi della matrice
⇤, ed in particolare indica l’elemento in riga µ ed in colonna ⌫, come esemplificato da in
(23). Dunque il primo indice (posto convenzionalmente in alto) indica l’indice di riga ed il
secondo indice (posto convenzionalmente in basso) indica l’indice di colonna. Nel prodotto di
due matrici, A = BC, l’elemento Aµ⌫ e` dato dal prodotto vettoriale della riga µ di B con la
colonna ⌫ di C, e quindi da
Aµ⌫ = B
µ
 C
 
⌫ (31)
dove la somma in   (indice ripetuto e quindi sommato) produce il prodotto vettoriale. In alcune
situazioni, ad esempio nella descrizione delle rotazioni, non e` necessario distinguere tra indici
in alto ed indici in basso. Per esempio gli elementi della matrice di rotazione R in uno spazio
tridimensionale possono essere indicati da Rij, con i, j =, 1, 2, 3, per cui le componenti di un
vettore si trasformano come x0i = Rijxj. Il prodotto di matrici R = PQ e` descritto dagli ele-
menti di matrice Rij = P ikQkj (indice k ripetuto due volte e quindi sommato automaticamente
da 1 a 3). Infine si noti che il trasposto RT di R ha elementi di matrice (RT )ij = Rji, si devono
infatti scambiare le righe con le colonne, e ad esempio il prodotto U = RTS e` descritto da
U ij = (RT )ikSkj = RkiSkj.
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NB. La posizione degli indici in alto o in basso non e` arbitraria, ma ha un significato
ben preciso: il quadrivettore posizione xµ ha per definizione l’indice in alto, la metrica di
Minkowski ha due indici in basso ⌘µ⌫ , gli elementi di matrice di una trasformazione di Lorentz
sui quadrivettori xµ ha l’indice di riga in alto e l’indice di colonna in basso, ⇤µ⌫ . Partendo da
queste definizioni, risulta utile definire un quadrivettore con l’indice in basso (“quadrivettore
covariante”) usando al metrica come
xµ ⌘ ⌘µ⌫x⌫
da cui segue che si puo` riottenere il quadrivettore con l’indice in alto (“quadrivettore controvari-
ante”) usando l’inverso della metrica come
xµ = ⌘µ⌫x⌫ , ⌘
µ⌫ ⌘ (⌘ 1)µ⌫ . (32)
Per definizione, ⌘µ⌫ indica gli elementi della matrice inversa della metrica, ⌘ 1. Non e` necessario
specificare che si tratta della matrice inversa, poiche´ questo e` deducibile dalla posizione in alto
degli indici.
Queste definizioni sono autoconsistenti: in notazione tensoriale possiamo verificare che
xµ = ⌘µ⌫x⌫ = ⌘
µ⌫(⌘⌫ x
 ) = (⌘µ⌫⌘⌫ )x
  =  µ x
  = xµ (33)
dove nel calcolo si e` usata la delta di Kronecker  µ  che corrisponde alle componenti della
matrice identita` (ricordare la convenzione di sommatoria di Einstein e notare che l’equazione
matriciale ⌘ 1⌘ = I, dove I e` la matrice identita`, si scrive in componenti come ⌘µ ⌘ ⌫ =  µ⌫ .
Similmente Ix = x si scrive in componenti come  µ⌫x⌫ = xµ). La delta di Kronecker rappresenta
le componenti della matrice identita`, che e` una matrice simmetrica (si possono scambiare le
righe con le colonne), per cui spesso e` scritta come  µ⌫ , senza rendere evidente quale sia l’indice
di riga e quale quello di colonna.
In notazione matriciale, le xµ sono quelle del (quadri-)vettore x˜ = ⌘x, da cui segue che
x = ⌘ 1x˜. Usando le componenti xµ la tilde e` sottintesa, in quanto la stessa informazione e`
contenuta nel fatto che l’indice e` posto in basso.
Usando la definizione di xµ si puo` anche riscrivere la (24) come
s2 = xµx
µ . (34)
L’operatore di derivata @µ ⌘ @@xµ si comporta come un 4-vettore con l’indice in basso. Questo
si puo` verificare calcolando la derivata dell’invariante s2
@µs
2 ⌘ @s
2
@xµ
=
@
@xµ
(⌘⌫ x
⌫x ) = 2⌘µ x
  = 2xµ . (35)
In generale si definiscono scalari, quadrivettori e quadritensori (o piu` brevemente vettori e
tensori) quantita` che si trasformano in modo ben preciso per trasformazioni di Lorentz
s0 = s (scalare)
x0µ = ⇤µ⌫ x⌫ (quadrivettore)
F 0µ⌫ = ⇤µ ⇤⌫⇢ F  ⇢ (quadritensore di rango due)
T 0µ⌫  = ⇤µ↵⇤⌫ ⇤   T ↵   (quadritensore di rango tre)
... (36)
Esempio di uno scalare e` la distanza Minkowskiana, di un vettore il quadrivettore coordinata
o come vedremo piu` avanti il quadrimpulso, di un tensore a due indici il tensore campo elet-
tromagnetico F µ⌫ , tensore antisimmetrico (F µ⌫ =  F ⌫µ) con sei componenti indipendenti, che
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si puo` scrivere come (in unita` gaussiane o in quelle di Heaviside–Lorentz)
F µ⌫ =
0BBB@
0 Ex Ey Ez
 Ex 0 Bz  By
 Ey  Bz 0 Bx
 Ez By  Bx 0
1CCCA (37)
Un modo di interpretare la (34) e` dire che la trasformazione del quadrivettore xµ e` com-
pensata dalla trasformazione del quadrivettore xµ, per cui la “contrazione” degli indici in xµxµ
produce uno scalare. Similmente dati vettori e tensori si deduce facilmente che ad esempio
AµB⌫F µ⌫ e` uno scalare, B⌫F µ⌫ e` uno quadrivettore controvariante, etc. In generale le posizioni
degli indici in grandezze tensoriali indicano le proprieta` di trasformazione sotto trasformazioni
di Lorentz, ed indici contratti possono essere ignorati in quanto si comportano come uno scalare.
Equazioni tensoriali sono quelle che eguagliano tensori dello stesso rango (e quindi oggetti con
identiche proprieta` di trasformazione).
Le proprieta` geometriche dettate dalla metrica di Minkowski definiscono lo spazio-tempo di
Minkowski, che rappresenta appunto un modello del nostro spazio-tempo fisico. Una scelta di
quattro assi “cartesiani” lungo cui misurare le distanze xµ dello spazio-tempo rappresenta un
sistema di riferimento inerziale. Alcune definizioni e proprieta` dello spazio-tempo di Minkowski
sono descritte e riportate nella figura 2.
Oltre alla possibilita` di cambiare il sistema di riferimento con trasformazioni di Lorentz e`
possibile fare una diversa scelta dell’ origine del sistema di riferimento. Cio` corrisponde alla
possibilita` di operare 3 traslazioni spaziali ed 1 traslazione temporale. Quando si aggiunge
questa ulteriore invarianza alle trasformazioni di Lorentz si ottiene un gruppo totale di trasfor-
mazioni a dieci parametri detto gruppo di Poincare`, sotto cui un punto dello spazio tempo si
trasforma nel modo seguente
xµ0 = ⇤µ⌫x⌫ + aµ (38)
I dieci parametri corrispondono ai 4 parametri aµ che definiscono una traslazione spazio-
temporale piu` i 6 parametri del gruppo di Lorentz contenuti in una ⇤µ⌫ generica. Si puo` di-
mostarre che l’invarianza per traslazioni spazio-temporali e` collegata alla conservazione dell’impulso
e dell’energia. Similmente l’invarianza per trasformazioni di Lorentz comporta la conservazione
di 6 quantita` (che includono le 3 componenti del momento angolare).
Esercizio 3: Utilizzare le leggi di trasformazione (36) per il campo elettromagnetico definito in (37)
per derivare le seguenti leggi di trasformazione per cambio del sistema di riferimento specificato dalla
trasformazione in (18)
Ex0 = Ex Bx0 = Bx
Ey 0 =  (Ey    Bz) By 0 =  (By +  Ez)
Ez 0 =  (Ez +  By) Bz 0 =  (Bz    Ey).
(39)
Esercizio 4: Verificare che se un tensore Tµ⌫ e` simmetrico (antisimmetrico), il suo trasformato
rimane simmetrico (antisimmetrico).
5 Trasformazioni discrete e gruppo di Lorentz proprio
ed ortocrono
Il gruppo di Lorentz e` spesso indicato con O(3, 1)
O(3, 1) = {⇤,matrici reali 4⇥ 4 | ⇤T⌘⇤ = ⌘}
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che generalizza ad uno spaziotempo con tre direzioni spaziali ed una temporale il gruppo or-
togonale delle rotazioni spaziali
O(3) = {R,matrici reali 3⇥ 3 | RTR = I} .
Questi sono gruppi di Lie, con cui si intendono gruppi che dipendono in modo continuo da
alcuni parametri. Per il gruppo di Lorentz questi parametri possono essere relazionati alle tre
componenti della velocita` relativa ~v con cui i due sistemi di riferimento si muovono in moto
relativo uniforme, ed a tre angoli ~✓ che descrivono una eventuale rotazione degli assi spaziali. E`
quindi un gruppo a sei parametri. Se all’annullarsi di questi parametri si ha la trasformazione
identita`, variando in modo continuo questi parametri possiamo raggiungere tutte le matrici di
Lorentz connesse all’identita`. Tutte queste matrici, che per convenienza possiamo indicare con
⇤(~v, ~✓), hanno determinante det⇤(~v, ~✓) = 1 ed hanno la componente ⇤00(~v, ~✓)   0. In generale
si deduce facilmente, calcolando il determinante della relazione definente le matrici del gruppo
di Lorentz, che il determinante di una matrice di Lorentz   puo` valere ±1
det(⇤T⌘⇤) = det(⌘) ! det(⇤) = ±1 .
Inoltre, valutando la componente 00 della (29) si ottiene che
(⇤00)
2 = 1 +
3X
i=1
(⇤i0)
2   1 ! ⇤00   1 oppure ⇤00   1 .
Poiche´ la trasformazione identita` ha determinante unitario e ⇤00 = 1, per continuita` le trasfor-
mazioni della parte connessa all’identita` ha det⇤(~v, ~✓) = 1 e ⇤00   1. Queste matrici for-
mano un sottogruppo, denominato gruppo di Lorentz proprio ed ortocrono, spesso indicato con
SO"(3, 1). Per invarianza relativistica solitamente si intende solo l’invarianza per trasformazioni
appartenenti a questo sottogruppo.
Esistono poi trasformazioni discrete, inversione spaziale (o parita`) ed inversione temporale,
che non sono connesse all’identita`, ma appartengono al gruppo di Lorentz O(3, 1).
L’inversione spaziale (indicata con P ) e` definita da
xµ0 = P µ⌫x⌫ , P µ⌫ =
0BBB@
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0  1
1CCCA
che evidentemente cambia l’orientamento degli assi spaziali. Appartiene al gruppo di Lorentz
(P T⌘P = ⌘) ed ha detP =  1.
Similmente l’inversione temporale (indicata con T ) e` definita da
xµ0 = T µ⌫x⌫ , T µ⌫ =
0BBB@
 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCCA
cambia la direzione dell’asse temporale, appartiene al gruppo di Lorentz (T T⌘T = ⌘) ed ha
detT =  1.
Componendo le matrici del gruppo di Lorentz proprio ed ortocrono SO"(3, 1) con le trasfor-
mazioni discrete P e T si ottengono gli elementi delle parti disconnesse dell’intero gruppo di
Lorentz O(3, 1) che in totale ha quattro componenti disconnesse.
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6 Definizione relativistica di energia e momento: il quad-
rimomento
Abbiamo gia` analizzato il concetto di tempo proprio. In un sistema di riferimento inerziale
arbitrario il tempo proprio infinitesimo di un oggetto in moto con velocita` ~v puo` essere scritto
come
d⌧ = dt
s
1  v
2
c2
. (40)
E` un invariante relativistico (uno scalare), come risulta evidente se riscriviamo il tempo proprio
come
d⌧ =
1
c
p ds2 . (41)
Utilizzeremo questo parametro scalare per introdurre il concetto di quadrimomento (detto anche
quadrimpulso) per particelle massive.
6.1 Particelle massive
Una particella nel suo moto descrive una traiettoria nello spazio-tempo. A questa traiettoria si
da` il nome di linea di mondo (o linea d’universo), vedi figura 6.
 
x
ct
linea d’universo di una particella massiva 
Figure 6: La linea di universo di una particella massiva e` contenuta all’interno del
cono di luce.
Possiamo parametrizzare questa linea di mondo in vari modi, ad esempio usando il tempo t
come parametro e scrivere ~x(t). Un altro modo e` quello di utilizzare il tempo proprio ⌧ , che ha
il vantaggio di essere uno scalare, ed indicare con xµ(⌧) la linea di mondo della particella: per
ogni valore del tempo proprio della particella ⌧ le funzioni xµ(⌧) ci dicono la posizione della
particella nello spaziotempo nel sistema di riferimento scelto, cioe` la posizione occupata ~x(⌧)
al tempo x0(⌧).
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Consideriamo dunque una una particella massiva che percorre la linea di mondo xµ(⌧)
parametrizzata tramite il tempo proprio. La quadrivelocita` e` per definizione il seguente quadriv-
ettore
uµ(⌧) ⌘ dx
µ(⌧)
d⌧
=
✓
cdt(⌧)
d⌧
,
d~x(⌧)
d⌧
◆
=
✓
cq
1  v2c2
,
~vq
1  v2c2
◆
(42)
dove si e` fatto uso dell’equazione (40). Questa quantita` e` un quadrivettore poiche` d⌧ e` uno
scalare e dxµ un quadrivettore. E` immediato calcolarne il modulo quadrato
uµuµ =  (u0)2 + ~u · ~u =  c2 (43)
Poiche` sappiamo che uµuµ e` un invariante di Lorentz, per semplicita` si sarebbe potuto e↵ettuare
il calcolo nel sistema di riferimento a riposo con la particella, in cui uµ = (c, 0) come si evince
dalla (42), e dunque uµuµ =  c2.
Il quadrimomento (o quadrimpulso) della particella e` definito da
pµ = muµ (44)
dove m e` la massa della particella. Questa massa e` per definizione una proprieta` scalare
assegnata alla particella. A volte e` detta massa invariante, massa a riposo o massa propria per
di↵erenziarla da eventuali altre definizioni (spesso inutili). Dunque anche pµ e` un quadrivettore,
quindi per cambio del sistema di riferimento inerziale subisce una trasformazione di Lorentz
della forma
p0µ = ⇤µ⌫p⌫
Il modulo quadro di pµ e` facilmente calcolabile
pµpµ = m
2uµuµ =  m2c2 (45)
Se non agiscono forze sulla particella, la quadrivelocita` ed il quadrimomento sono quadriv-
ettori costanti. Familiarizziamo un po` con queste definizioni relativistiche per vedere come le
usuali definizioni non-relativistiche per una particella libera sono generalizzate nella meccanica
relativistica
pµ = m
dxµ(⌧)
d⌧
=
✓
mc
dt(⌧)
d⌧
,m
d~x(⌧)
d⌧
◆
=
✓
mcq
1  v2c2
,
m~vq
1  v2c2
◆
=
✓
E
c
, ~p
◆
= (p0, ~p) . (46)
Abbiamo identificato la componente p0 con l’energia E associata alla particella (diviso c per
immediate considerazioni dimensionali), mentre le componenti spaziali sono identificate con la
definizione relativistica del momento spaziale. Giustifichiamo queste identificazioni analizzando
il limite non-relativistico v ⌧ c.
Energia E: dalla (46) si ottiene
E =
mc2q
1  v2c2
. (47)
Per v = 0 si vede che la teoria della relativita` assegna in modo naturale una energia a riposo
proporzionale alla massa E = mc2. Per v ⌧ c possiamo sviluppare in serie di vc che e` un
numero piccolo rispetto ad 1
E = mc2
✓
1  v
2
c2
◆  12
= mc2
✓
1 +
1
2
v2
c2
+ ...
◆
= mc2 +
1
2
mv2 + ... (48)
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Questo ci fa` vedere come la definizione non-relativistica di energia cinetica venga riprodotta
nel limite di velocita` basse rispetto a quella della luce. Alla luce di questo calcolo si puo` intuire
la definizione appropriata di energia cinetica T nel caso relativistico
T = E  mc2 . (49)
Momento ~p: dalla (46) si vede che nel limite v ⌧ c si riottiene la definizione non-relativistica
di momento lineare
~p =
m~vq
1  v2c2
! ~p = m~v . (50)
Si noti che particelle massive non possono raggiungere la velocita` della luce: dovrebbero
avere energia e momento infiniti! Dunque la velocita` v = c e` una velocita` limite teorica-
mente irraggiungibile per particelle massive, poiche` nessun fenomeno fisico e` in grado di cedere
un’energia infinita ad una particella.
Queste definizioni relativistiche possono essere giustificate in maniera piu` rigorosa e derivate
partendo da un principio d’azione che descriva la dinamica relativistica. L’azione corretta per
una particella libera e` proporzionale al tempo proprio integrato sulla linea di mondo della
particella (cos`ı da garantire l’invarianza relativistica)
S[~x(t)] =  mc2
Z
dt
s
1  ~˙x · ~˙x
c2
(51)
dove naturalmente ~v = ~˙x = d~xdt descrive la velocita` della particella. La costante di proporzion-
alita` ( mc2) e` stata scelta per ottenere il corretto limite non relativistico L = mv22  mc2+ · · ·.
Poiche´ la corrispondente lagrangiana L =  mc2
q
1  ~˙x·~˙xc2 non dipende dalla posizione ~x, ma
solo dalla velocita` ~˙x, il momento coniugato
~p ⌘ @L
@~˙x
=
m~˙xq
1  v2c2
(52)
e` conservato (come conseguenza delle equazioni di Eulero-Lagrange d~pdt = 0). Inoltre anche
l’hamiltoniana
H = ~p · ~˙x  L = mc
2q
1  v2c2
(53)
che coincide con l’energia della particella e` conservata.
Nel caso siano presente forze esterne, in una teoria relativistica le equazioni del moto possono
essere scritte nella forma
dpµ
d⌧
= fµ (54)
dove fµ e` detto quadriforza, la generalizzazione relativistica del concetto di forza, che natural-
mente si trasforma come un quadrivettore per trasformazioni di Lorentz.
6.2 Particelle con massa nulla
Abbiamo visto che particelle massive non possono raggiungere esattamente la velocita` della
luce. Pero` possono esistere particelle che viaggino alla velocita` della luce purche` abbiano massa
nulla. Questa interpretazione e` consistente con la relativita` ristretta. Infatti la relativita`
ristretta prevede che particelle che vanno alla velocita` della luce siano costrette a viaggiare
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sempre a quella velocita`, che infatti e` necessariamente la stessa in tutti i sistemi di riferimento
inerziali. Questa proprieta` ci dice che non si puo` trovare un sistema di riferimento a riposo con
particelle di massa nulla, e quindi non esiste il concetto di tempo proprio per tali particelle.
Infatti dalla (17) si vede che il presunto tempo proprio dovrebbe essere nullo, e quindi sarebbe un
tempo che non puo` scorrere e non puo` essere utilizzato per parametrizzare la linea d’universo di
queste particelle. Infatti questa linea d’universo e` una linea di tipo luce e deve necessariamente
giacere sul cono di luce della particella stessa. In ogni caso possiamo ugualmente assegnare
un quadrimomento alla particella con massa nulla. In tal caso l’invariante relativistico pµpµ si
annulla e puo` essere utilizzato per ricavare una relazione tra energia ed impulso
pµpµ = 0 )  E
2
c2
+ ~p · ~p = 0 ) E = |~p|c . (55)
Questa formula e` valida approssimativamente anche per particelle che viaggiano a velocita` molto
vicine a quella della luce e che di conseguenza hanno energie molto maggiori della loro massa
a riposo, E   mc2 (particelle ultra-relativistiche. Si noti che il concetto di particella ultra-
relativistica dipende dal sistema di riferimento scelto). Vediamo di derivare questa a↵ermazione.
Abbiamo visto che per una particella di massa m
pµ =
✓
E
c
, ~p
◆
=
✓
 mc,  m~v
◆
(56)
da cui si ottiene la relazione
~p =
E~v
c2
. (57)
Nel limite di v ! c si ottiene
|~p| = E
c
(58)
che coincide con quanto ottenuto in eq. (55) per particelle a massa nulla.
Concludiamo questa sezione ricordando che non e` stato mai possibile interpretare in modo
consistente, all’interno di teorie fisiche, i tachioni (ipotetiche particelle che possano viaggiare a
velocita` maggiori di c).
6.3 Legge di conservazione del quadrimomento
La definizione data sopra di quadrimomento per particelle massive e particelle senza massa e`
appropriata in quanto e` proprio questa quantita` che soddisfa a specifiche leggi di conservazione.
Infatti si puo` dimostare che:
il quadrimomento totale e` conservato dalle interazioni relativistiche invarianti per traslazioni
spaziali e temporali (tutte le interazioni fondamentali lo sono)
P µtotale,iniziale = P
µ
totale,finale . (59)
Dunque il quadrimomento totale si conserva per sistemi isolati in cui avvengono processi di urto
regolati dalle interazioni fondamentali. Questo corrisponde a quattro leggi di conservazione (i
quattro valori possibili dell’indice µ in (59): conservazione dell’energia e conservazione delle tre
componenti del momento lineare.
Consideriamone immediatamente una applicazione: il processo di una particella di massa
M a riposo che decade in due particelle di massa m1 e m2. Utilizziamo la conservazione del
quadrimomento totale per calcolare le energie delle particelle finali. Il quadrimomento della
particella iniziale e` dato da
pµ = (Mc, 0)
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mentre indichiamo con
pµ1 = (E1/c, ~p1) , p
µ
2 = (E2/c, ~p2)
i quadrimomenti delle particelle finali. La legge di conservazione e` data da
pµ = pµ1 + p
µ
2 (60)
che esplicitata si riduce a
Mc2 = E1 + E2
~p1 + ~p2 = 0 .
Si noti che, poiche´ E1   m1c2 e E2   m2c2, necessariamente M   m1 +m2 a che´ il processo
possa avvenire. Per proseguire consideriamo la seconda equazione che implica l’eguaglianza del
quadrato dei momenti delle particelle finali
~p1
2 = ~p2
2 ! E21  m21c4 = E22  m22c4
ed unita alla prima equazione (la conservazione dell’energia) implica che
E1 =
M2 +m21  m22
2M
c2 , E2 =
M2 +m22  m21
2M
c2 .
In particolare si deduce che le particelle finali sono monoenergetiche.
Il decadimento   del neutrone e` invece un decadimento a tre corpi: n ! p + e  + ⌫¯e.
Originariamente non si conosceva l’esistenza del neutrino, ma siccome l’elettrone finale non
mostrava uno spettro monoenergetico, nel 1930 Pauli assumendo la conservazione dell’energia
ipotizzo` l’esistenza di una terza particella prodotta nel decadimento, il neutrino, poi scoperto
sperimentalmente nel 1956.
Per investigare processi di decadimento, e` comodo definire il concetto di massa invariante: in
processi in cui nello stato finale emergono un numero fissato di particelle, diciamo N particelle,
con relativo quadrimomento pµi , con i = 1, ..., N , allora si definisce massa invariante la massa
associata alla somma dei quadrimonenti delle N particelle
M =
1
c
q
 pµpµ , pµ =
NX
i=1
pµi (61)
che coincide con la massa di una eventuale particella che possa decadere nelle N particelle in
questione. Il caso con N = 2 e` quello usato con piu` frequenza.
Per descrivere processi di urto tra due particelle che vanno in due particelle, come in figura
7, risulta utile l’uso delle variabli di Mandelstam
s =  (p1 + p2)2
t =  (p2   p3)2
u =  (p1   p3)2 (62)
dove nel lato destro si intende il modulo quadrato minkowskiano dei rispettivi quadrivettori.
Il quadrivettore pn e` il quadrimomento delle particella n-esima con massa mn ed e` orientato
come in figura 7.
Queste variabili di Mandelstam non sono indipendenti, ma si puo` mostare che (ponendo per
semplicita` c = 1)
s+ t+ u = m21 +m
2
2 +m
2
3 +m
2
4 (63)
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Figure 7: Un processo d’urto. Sono rappresentate le variabili di Mandelstam s e t.
dove (p1)2 =  m21, (p2)2 =  m22, etc. Per dimostare questa relazione occorre usare la conser-
vazione del quadrimpulso totale, che nel presente caso assume la forma
pµ1 + p
µ
2 = p
µ
3 + p
µ
4 . (64)
Se nel processo di urto sono prodotte ulteriori particelle le variabili t ed u perdono in genere
il loro significato immediato, mentre la variabile s continua ad essere estremamente utile: in-
fatti
p
s corrisponde all’ energia totale presente nel sistema di riferimento “centro di massa”,
disponibile per la creazione di nuove particelle.
Per definizione il sistema di riferimento “centro di massa” (CM) e` quello in cui il momento
spaziale totale e` nullo. Un altro sistema di riferimento utile quando si studia un processo
di scattering di due particelle e` il “sistema del laboratorio” (LAB), in cui una particella e` a
riposo (bersaglio) mentre l’altra particella possiede un momento non nullo (proiettile). L’uso
di invariati relativistici e` spesso comodo per studiare i processi di scattering. Ad esempio
consideriamo il seguente esercizio
Esercizio 5: Calcolare l’energia cinetica minima (energia di soglia) che un protone deve avere per
interagire con un altro protone fermo e generare nell’urto una coppia protone–antiprotone
p+ p ! p+ p+ p+ p¯ .
Per risolvere l’esercizio si consideri prima il sistema CM. L’energia minima si ha quando dopo
l’urto tutte le particelle create sono ferme nel sistema CM, per cui il quadrimpulso totale finale
in tale sistema vale P 0f
µ = (4mp,~0) ed ha come modulo quadro P 0f
2 =  16m2p. Nel sistema
LAB il quadrimpulso iniziale totale vale P µi = (mp,~0) + (E, ~p) = (mp + E, ~p), ed ha come
modulo quadro P 2i =  2m2p   2mpE. Usando la conservazione del quadrimpulso totale, e
l’invarianza relativistica del modulo quadro del quadrimpulso, possiamo scrivere P 0f
2 = P 2i ,
per cui E = 7mp. La corrispondente energia cinetica dal protone proiettile e` quindi data da
T = E  mp = 6mp ⇠ 5.6GeV.
Esercizio 6: Verificare l’equazione (63).
Esercizio 7: Verificare che le equazioni di Maxwell si possono scrivere come (@µ ⌘ @@xµ )
@µF
µ⌫ =  J⌫ (65)
@µF⌫  + @⌫F µ + @ Fµ⌫ = 0 (66)
Si noti che se la sorgente Jµ si trasforma come un quadrivettore, allora e` immediato verificare
l’invarianza relativistica delle equazioni di Maxwell scritte in questa forma. Calcolare infine il val-
ore dello scalare Fµ⌫Fµ⌫ . Perche` e` uno scalare?.
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Esercizio 7: Verificare che il secondo set di equazioni di Maxwell, cioe` le equazioni senza sorgenti in
(66), sono risolte automaticamente dall’introduzione di un quadripotenziale vettore Aµ definendo
Fµ⌫ = @µA⌫   @⌫Aµ.
7 Appendice
Equazioni di Maxwell
Svolgiamo esplicitamente l’esercizio n. 6 facendo uso delle unita` di misura di Heaviside-
Lorentz con c = 1 (✏0 = µ0 = 1). Ricordiamo che le equazioni di Maxwell possono essere scritte
in forma vettoriale (che tiene conto delle proprieta` di simmetria sotto rotazioni) come
~r · ~E = ⇢ , ~r⇥ ~B   @t ~E = ~J
~r · ~B = 0 , ~r⇥ ~E + @t ~B = 0 .
Consideriamo ore le quattro equazioni di Maxwell con sorgenti, scritte in forma covariante,
@µF
µ⌫ =  J⌫ (67)
dove
F µ⌫ =
0BBB@
0 E1 E2 E3
 E1 0 B3  B2
 E2  B3 0 B1
 E3 B2  B1 0
1CCCA =
0BBB@
0 Ex Ey Ez
 Ex 0 Bz  By
 Ey  Bz 0 Bx
 Ez By  Bx 0
1CCCA (68)
Jµ = (J0, ~J) = (⇢, ~J)
e valutiamo l’equazione per i diversi valori dell’indice libero ⌫ = (0, i) con i = (1, 2, 3).
Per ⌫ = 0 abbiamo
@µF
µ0 = @0F
00 + @iF
i0 = @1F
10 + @2F
20 + @3F
30 =  (@1E1 + @2E2 + @3E3)
=  ~r · ~E =  J0 =  ⇢
dove naturalmente E1 ⌘ Ex, E2 ⌘ Ey, etc.. Riconosciamo questa come l’equazione di Gauss
~r · ~E = ⇢ .
Per ⌫ = 1 abbiamo
@µF
µ1 = @0F
01 + @iF
i1 = @0E
1 + @2F
21 + @3F
31 = @tE
1   @2B3 + @3B2
= (@t ~E   ~r⇥ ~B)1 =  J1
che corrisponde alla prima componente dell’equazione vettoriale
~r⇥ ~B   @t ~E = ~J .
Un calcolo simile con ⌫ = 2, 3 genera le altre componenti di questa equazione vettoriale.
Analogamente si puo` procedere con le equazioni di Maxwell senza sorgenti
@µF⌫  + @⌫F µ + @ Fµ⌫ = 0 (69)
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dove, abbassando gli indici con la metrica di Minkowski, si ha
Fµ⌫ = ⌘µ ⌘⌫ F
   =
0BBB@
0  E1  E2  E3
E1 0 B3  B2
E2  B3 0 B1
E3 B2  B1 0
1CCCA =
0BBB@
0  Ex  Ey  Ez
Ex 0 Bz  By
Ey  Bz 0 Bx
Ez By  Bx 0
1CCCA (70)
cioe` F0i =  F 0i, Fij = F ij (basta ricordare che abbassando un indice temporale si cambia
segno, mentre non succede nulla abbassando un indice spaziale). Valutando l’eq. (69) con
(µ, ⌫, ) = (1, 2, 3) si ha
@1F23 + @2F31 + @3F12 = @1B
1 + @2B
2 + @3B
3 = 0
ed otteniamo l’equazione
~r · ~B = 0 .
Similmente con (µ, ⌫, ) = (0, 1, 2) si ha
@0F12 + @1F20 + @2F01 = @tB
3 + @1E
2   @2E1 = 0
che corrisponde alla terza componente dell’equazione vettoriale
~r⇥ ~E + @t ~B = 0
e cos`ı via. Le altre componenti contenute in (69) non dicono nulla di nuovo, il tensore e` infatti
completamente antisimmetrico e le altre componenti non sono indipendenti.
Infine, usando (68) ed (70), e` facile valutare
F µ⌫Fµ⌫ = 2( ~B
2   ~E2) (71)
che e` manifestamente uno scalare perche` tutti gli indici sono sommati due a due nel modo
corretto per formare un invariante.
Consideriamo anche la soluzione dell’ esercizio n.7. L’equazione (69) puo` essere interpre-
tata come una condizione di integrabilita` che ha Fµ⌫ = @µA⌫   @⌫Aµ come soluzione. Infatti
sostituendo questa relazione in (69) si ottiene
@µ(@⌫A    @ A⌫) + @⌫(@ Aµ   @µA ) + @ (@µA⌫   @⌫Aµ) = 0
dove i termini si cancellano due a due perche` le derivate commutano.
Identificando Aµ = (A0, ~A) = ( , ~A), dove   e` il potenziale scalare elettrico ed ~A il poten-
ziale vettore, e quindi Aµ = (A0, ~A) = (  , ~A), possiamo verificare che
Fi0 = @iA0   @0Ai =  @i   @tAi = Ei
Fij = @iAj   @jAi = ✏ijkBk
o, equivalentemente,
Ei = Fi0
Bi =
1
2
✏ijkFjk
in accordo con (70).
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Brevi Appunti sulla Teoria dei Gruppi
(per il corso di Fisica Nucleare e Subnucleare 2016/17)
Fiorenzo Bastianelli
1 Definizione di gruppo
Consideriamo un gruppo G = {g} visto come insieme di elementi g che soddisfano alle seguenti
proprieta`:
1) esiste una legge di composizione: presi g1, g2 2 G allora g1 · g2 = g3 2 G,
2) esiste l’elemento identita`: 9e 2 G tale che g · e = e · g = g,
3) esiste l’elemento inverso: se g 2 G allora 9g 1 2 G tale che g · g 1 = g 1 · g = e,
4) associativita`: (g1 · g2) · g3 = g1 · (g2 · g3).
I gruppi discreti sono quei gruppi che contengono un numero finito di elementi, ad esempio Z2 ⌘
{1, 1} con la legge di moltiplicazione usuale definisce un gruppo con due elementi. I gruppi
di Lie sono quelli i cui elementi dipendono in modo continuo da alcuni parametri, ad esempio
le rotazioni attorno all’asse z formano un gruppo di Lie i cui elementi sono parametrizzati da
un angolo ✓ 2 [0, 2⇡]. I gruppi abeliani sono quelli i cui elementi commutano sotto la legge di
composizione: g1 · g2 = g2 · g2 per ogni g1 e g2 appartenenti al gruppo. Se questo non accade,
allora si dice che il gruppo e` non abeliano.
1.1 Alcuni esempi
Alcuni esempi di gruppi discreti sono:
• il gruppo ciclico Zn, generato dalle potenze di un elemento a del gruppo, Zn = {e, a, a2, ..., an 1},
dove an = a0 = e (gruppo isomorfo alle radici n-esime di 1, e
2⇡i
n k con k = 0, 1, ..., n  1);
• il gruppo delle permutazioni di n elementi Sn, che contiene n! elementi.
Alcuni esempi di gruppi di Lie sono:
• O(N) gruppo delle matrici reali ortogonali N ⇥N (questo gruppo descrive le invarianze del
prodotto scalare xTx con x 2 RN);
• SO(N) gruppo delle matrici reali ortogonali N ⇥N con determinante = 1;
• U(1) = {z 2 C | |z| = 1} = {ei✓ | ✓ 2 [0, 2⇡]}, gruppo delle fasi (questo gruppo descrive le
invarianze del prodotto z⇤z con z 2 C);
• U(N) gruppo delle matrici unitarie N ⇥N (questo gruppo descrive le invarianze del prodotto
scalare w†w con w 2 CN);
• SU(N) gruppo delle matrici unitarie N ⇥N con determinante = 1;
• GL(N,R) gruppo delle matrici reali N ⇥N con determinante 6= 0;
• SL(N,R) gruppo delle matrici reali N ⇥N con determinante = 1;
• GL(N,C) gruppo delle matrici complesse N ⇥N con determinante 6= 0;
• SL(N,C) gruppo delle matrici complesse N ⇥N con determinante = 1.
Ci sono delle relazioni tra questi gruppi, ad esempio: U(1) = SO(2); O(N) = Z2 ⌦ SO(N);
U(N) = U(1)⌦ SU(N).
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2 Rappresentazioni
Introduciamo ora il concetto di rappresentazioni del gruppo. Una rappresentazione di un gruppo
astratto G e` una “realizzazione” delle relazioni moltiplicative del gruppo G in un corrispondente
gruppo di matrici quadrate, dove il prodotto e` dato dalla usuale moltiplicazione tra matrici.
Queste matrici devono essere pensate come operatori lineari che agiscono su uno spazio vet-
toriale V , la cui dimensione e` detta dimensione della rappresentazione. Esplicitamente una
rappresentazione e` data da una applicazione
R : G 7 ! Matrici quadrate
g 7 ! R(g) (1)
tale che
1) R(g1)R(g2) = R(g1 · g2)
2) R(e) = I con I matrice identita`.
Da questo segue anche che R(g 1)R(g) = R(e) = I, per cui R(g 1) = [R(g)] 1. L’associativita`
e` automatica perche` il prodotto tra matrici e` associativo. Quindi tutte le proprieta` del gruppo
sono realizzate esplicitamente dalle matrici di una rappresentazione.
Dunque, pensando alle matrici di una rappresentazione come ad operatori che agiscono su
uno spazio vettoriale V di dimensione N , allora le matrici sono matrici N ⇥N e si dice che la
rappresentazione ha dimensione N .
Negli esempi descritti sopra abbiamo quasi sempre usato delle matrici per definire il gruppo.
Queste matrici definiscono direttamente una particolare rappresentazione: la rappresentazione
definente (detta anche rappresentazione fondamentale). Gli elementi del gruppo nella rappre-
sentazione definente operano naturalmente trasformazioni sui vettori di uno spazio vettoriale
V , lo spazio vettoriale su cui le matrici agiscono come operatori lineari. Indichiamo con va le
componenti di un vettore dello spazio V . La matrice R(g), che rappresenta l’elemento g del
gruppo astratto G, trasforma il vettore nel modo seguente
va
g2G ! v0a = [R(g)]ab vb (2)
dove come al solito [R(g)]ab descrive, al variare degli indici a e b, gli elementi della matrice R(g).
L’indice di riga a e` il primo indice e convenzionalmente e` posto in alto, l’indice di colonna b
e` il secondo indice e convenzionalmente e` posto in basso. In tale modo i vettori dello spazio
vettoriale V sono trasformati da operazioni associate al gruppo G. Indici ripetuti due volte
sono sommati su tutti i loro possibili valori, e si usa la convenzione che nella somma un indice
sia in alto ed uno in basso (a meno che tali indici siano equivalenti, caso in cui possono essere
posti entrambi in alto o in basso).
A questo punto si pone il problema di studiare quante e quali siano le possibili rappresen-
tazioni di un gruppo. In particolare e` utile conoscere le loro dimensioni. Questo problema e` di
grande rilevanza per le applicazioni fisiche, perche` i “vettori” di una rappresentazione (generica-
mente denominati “tensori”) possono essere usati per descrivere in modo conveniente quantita`
fisiche associate a modelli dove G agisce come gruppo di simmetria.
In generale si definiscono equivalenti rappresentazioni che sono collegate da trasformazioni
di similitudine: R(g) ed R˜(g) sono rappresentazioni equivalenti se
R˜(g) = AR(g)A 1 8g 2 G (3)
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dove A e` una matrice indipendente da g. Questa relazione di equivalenza permette di consid-
erare rappresentazioni equivalenti come essenzialmente la stessa rappresentazione. Infatti la
trasformazione di similitudine rappresenta semplicemente un cambio di base nello spazio vet-
toriale V : le matrici delle diverse rappresentazioni equivalenti identificano lo stesso operatore
lineare espresso in basi diverse.
Una rappresentazione riducibile e` una rappresentazione equivalente ad una rappresentazione
le cui matrici sono diagonali a blocchi, ad esempio R(g) e` riducibile se vale
R˜(g) = AR(g)A 1 =
0@ R1(g) 0 00 R2(g) 0
0 0 R3(g)
1A 8g 2 G (4)
con una matrice A opportuna, e si dice che R(g) e` riducibile alle tre rappresentazioni R1(g),
R2(g), R3(g). In questo esempio lo spazio vettoriale V su cui agisce la rappresentazione
riducibile R(g) e` naturalmente decomposto come somma diretta dei tre spazi vettoriali su
cui agiscono le rappresentazioni R1(g), R2(g), R3(g), cioe` V = V1 V2 V3. Questa riducibilita`
e` quindi scritta come come R(g) = R1(g) R2(g) R3(g).
Una rappresentazione irriducibile e` una rappresentazione che non puo` essere decomposta
come sopra.
Nella classificazione delle rappresentazioni possibili di un gruppo G e` utile considerare solo
rappresentazioni irriducibili inequivalenti, poiche` da esse seguono tutte le altre. Fissato n non
e` detto che esista una rappresentazione irriducibile di dimensione n. In generale solo per alcuni
n si avranno rappresentazioni di un gruppo G fissato (a volte anche piu` di una con la stessa
dimensione).
Una rappresentazione unitaria e` una rappresentazione in termini di matrici (operatori)
unitari. Le rappresentazioni unitarie sono molto utili in applicazioni di meccanica quantistica,
dove le simmetrie di un sistema quantistico sono descritte da operatori unitari che agiscono nello
spazio di Hilbert (spazio vettoriale infinito dimensionale dotato di norma definita positiva).
2.1 Indici in “alto” ed in “basso”, indici puntati
Negli esempi precedenti abbiamo definito i gruppi di Lie usando delle matrici, che identificano
direttamente una rappresentazione, la cosiddetta rappresentazione definente (o fondamentale).
Indichiamo con N la dimensione della rappresentazione definente. Come anticipato, possiamo
pensare alle matrici N ⇥N di questa rappresentazione come ad operatori agenti su uno spazio
vettoriale V di dimensione N . Indichiamo i vettori dello spazio vettoriale V con le loro compo-
nenti va, dove l’indice a = 1, 2, . . . , N . I vettori va 2 V sono trasformati dalle matrici [R(g)]ab.
Per definizione, un vettore generico va dello spazio V si trasforma nel seguente modo sotto
l’azione del gruppo G
va
g2G ! va0 = [R(g)]ab vb (5)
(notare che si usa la convenzione per cui indici ripetuti sono sommati automaticamente su tutti
i loro possibili valori). Vettori che si trasformano in modo identico a quello descritto qui sopra
hanno per definizione gli indici in “alto”. Vettori le cui componenti hanno gli indici in alto sono
vettori che appartengono a spazi vettoriali equivalenti a V . Essi hanno la proprieta` di avere le
stesse leggi di trasformazione sotto l’azione del gruppo G, come descritte dalla (5).
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Ora data questa rappresentazione definente R(g) che agisce sullo spazio vettoriale V (che
come abbiamo detto corrisponde a trasformare vettori con indici in “alto”) ne possiamo imme-
diatamente costruire altre tre R(g)⇤, R(g) 1T e R(g) 1 †. In dettaglio:
rappresentazione “complesso coniugata” R(g)⇤, che agisce su V ⇤
rappresentazione “inverso-trasposta” R(g) 1T, che agisce su V˜
rappresentazione “inverso-hermitiano coniugata1” R(g) 1 †, che agisce su V˜ ⇤.
I vettori su cui agiscono hanno rispettivamente, per convenzione, la seguente struttura
indiciale:
vettori con “indici puntati in alto” va˙ (vettori dello spazio complesso coniugato V ⇤),
vettori con “indici in basso” va (vettori dello spazio duale V˜ ),
vettori con “indici puntati in basso” va˙ (vettori dello spazio duale complesso coniugato V˜ ⇤).
In formule:
va˙
g2G ! v0a˙ = [R(g)⇤]a˙b˙ vb˙
va
g2G ! v0a = [R(g) 1T]ab vb
va˙
g2G ! v0a˙ = [R(g) 1 †]a˙b˙ vb˙
E` immediato verificare che queste sono rappresentazioni del gruppo G se R(g) lo e`. La struttura
indiciale diversa, associata a queste matrici, riflette il fatto che sono operatori che agiscono su
spazi vettoriali diversi.
Si possono ottenere grandezze invarianti sotto l’azione del gruppo G prendendo il prodotto
scalare tra vettori con indici in alto (a volte detti controvarianti) e quelli con indici in basso (a
volte detti covarianti) entrambi puntati o non puntati. Infatti
vaw
a g2G ! v0aw0a = v0Tw0 = (R(g) 1T v)TR(g)w = vTR(g) 1 R(g)w = vTw = vawa
xa˙y
a˙ g2G ! x0a˙y0a˙ = x0Ty0 = (R(g) 1 †x)TR(g)⇤y = xTR(g) 1 ⇤ R(g)⇤y = xTy = xa˙ya˙ (6)
(in questi calcoli il tipo di notazione usata e` evidente dal contesto). In generale non ha senso
da un punto di vista gruppale contrarre in altro modo gli indici dei vettori sopra descritti
(“contrarre” indica l’operazione di uguagliare due indici e sommare su tutti i possibili valori
che questi indici possono assumere).
E` possibile che alcune di queste diverse rappresentazioni siano equivalenti tra loro, cioe`
collegate da una trasformazione di similitudine. Infatti per rappresentazioni reali vale R(g)⇤ =
R(g): dunque va˙ ⇠ va e va˙ ⇠ va, dove il simbolo ⇠ significa “si trasforma come”. Non c’e`
dunque bisogno in questo caso di introdurre indici puntati. Per rappresentazioni unitarie vale
R(g) 1 = R(g)†, e quindi R(g) 1† = R(g), dunque va˙ ⇠ va e va˙ ⇠ va. Di nuovo non c’e` bisogno
di usare indici puntati. Infine per rappresentazioni unitarie e reali (cioe` ortogonali reali) tutte
e quattro le rappresentazioni descritte sopra sono equivalenti: non c’e` bisogno di usare indici
puntati ne´ di usare indici in basso.2
1Data una matrice R la sua hermitiano coniugata (o aggiunta) R† e` definita dal complesso coniugato della
trasposta, R† = RT⇤.
2Le rappresentazioni spinoriali finito-dimensionali del gruppo di LorentzO(3, 1) (le rappresentazioni spinoriali
sono rappresentazioni a due valori, e corrispondono a vere rappresentazioni del ricoprimento universale del
gruppo di Lorentz, coincidente con SL(2, C)) non sono unitarie ne´ reali. In questo caso tutti e quattro i diversi
tipi di indici sono utili (anche se solo due di queste quattro rappresentazioni sono inequivalenti).
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2.2 Altre rappresentazioni: rappresentazioni tensoriali e tensori
Altre rappresentazioni possono essere ottenute dal prodotto tensoriale delle rappresentazioni
descritte precedentemente. Per definizione queste rappresentazioni agiscono sui “tensori”, ele-
menti di spazi vettoriali ottenuti dal prodotto tensoriale di copie di V , V ⇤, V˜ e V˜ ⇤. Quindi i
tensori, per definizione, hanno un certo numero di indici puntati e non puntati, in alto ed in
basso, con le proprieta` di trasformazione definite dalla natura associata agli indici.
Ad esempio, il tensore F abcd˙e˙ per definizione e` un oggetto con N5 componenti che si
trasformano esattamente come il prodotto delle componenti dei vettori definiti precedentemente
(prodotto tensoriale)
F abc
d˙
e˙ ⇠ vaubwcxd˙ye˙ .
Quindi il tensore F abcd˙e˙ rappresenta (le componenti di) un elemento (vettore) di uno spazio
vettoriale di dimensione N5 (perche´ ciascun indice puo` assumere n valori; corrisponde ad un
elemento dello spazio vettoriale V ⌦V ⌦ V˜ ⌦V ⇤⌦ V˜ ⇤). Sotto l’azione del gruppo G si trasforma
nel seguente modo
F abc
d˙
e˙
g2G ! F 0 abcd˙e˙ = [R(g)]af [R(g)]bg [R(g) 1T]ch [R(g)⇤]d˙m˙ [R(g) 1 †]e˙n˙ F fghm˙n˙
Questa legge di trasformazione lineare identifica quindi una rappresentazione di dimensione N5
(le N5 componenti sono mescolate tra loro da una matrice N5 ⇥N5, che non esplicitiamo ma
ricavabile dalla formula qui sopra e che fornisce una rappresentazione del gruppo).
Tipicamente, i tensori identificano rappresentazioni riducibili, rappresentazioni identificate
dalle matrici che trasformano questi tensori. Si pone ora il problema di decomporre le rapp-
resentazioni in rappresentazioni irriducibili. Un modo di decomporre una rappresentazione e`
quello di studiare i tensori sui cui agiscono. Una prima operazione di decomposizione e` quella di
separare i tensori tenendo conto delle proprieta` di simmetria sotto le permutazioni degli indici
della stessa natura (e` quindi utile conoscere le proprieta` del gruppo delle permutazioni di n
oggetti, indicato con Sn, conosciuto anche come il gruppo simmetrico).
Ad esempio il tensore T ab puo` essere separato nella sua parte simmetrica (Sab = Sba) e nella
sua parte antisimmetrica (Aab =  Aba) nel seguente modo
T ab =
1
2
(T ab + T ba)| {z }
Sab
+
1
2
(T ab   T ba)| {z }
Aab
. (7)
E` facile convincersi che queste parti con simmetria distinta non si mescolano tra di loro sotto le
trasformazioni del gruppo. Infatti, si puo` calcolare il trasformato della parte simmetrica sotto
una trasformazione arbitraria del gruppo, e verificare che risulta simmetrica
Sab
g2G ! S 0ab = [R(g)]ac[R(g)]bd Scd
= [R(g)]ac[R(g)]
b
d S
dc
= [R(g)]bd[R(g)]
a
cS
dc = S 0ba
(8)
Similmente si puo` verificare che
Aab
g2G ! A0ab = [R(g)]ac[R(g)]bd Acd
= [R(g)]ac[R(g)]
b
d ( Adc)
=  [R(g)]bd[R(g)]acAdc =  A0ba
(9)
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per cui il trasformato della parte antisimmetrica e` antisimmetrica. Parti simmetriche e parti
antisimmetriche non sono mai mescolare tra di loro da trasformazioni del gruppo, per cui la
rappresentazione tensoriale identificata dal tensore T ab e` riducibile. In una notazione compatta
possiamo indicare con RT (g) la rappresentazione che trasforma il tensore T ab ⇠ T , per cui
T 0 = RT (g) T . (10)
Questa rappresentazione e` riducibile✓
S 0
A0
◆
=
✓
RS(g) 0
0 RA(g)
◆
| {z }
RT (g)
✓
S
A
◆
(11)
dove T ⇠  SA  indica la decomposizione in parte simmetrica e parte antisimmetrica.
Queste parti potrebbero essere ulteriormente riducibili nel caso esistano altre operazioni
invarianti (come al possibilita` di prendere prodotti scalari come in (6)). Per i casi piu` semplici
e` facile studiare caso per caso una eventuale riducibilita` ulteriore.
Si noti che i tensori delta di Kroneker  ab e  a˙b˙, che sono gli elementi di matrice della matrice
identita`, rimangono invariati per trasformazioni del gruppo se si trasformano i loro indici nel
modo corrispondente alla natura degli indici descritto sopra, ad esempio
 ab
g2G ! ( 0)ab = [R(g)]ac[R(g) 1T ]bd cd = [R(g)]ac[R(g) 1T ]bc = [R(g)]ac[R(g) 1]cb =
= [R(g)R(g) 1]ab =  ab . (12)
Sono detti tensori invariati. Al contrario,  ab non identifica nessun tensore invariate (a meno che
non ci siano relazioni speciali tra i vari tipi di indici): se definiamo un tensore che concida con
 ab in un “sistema di referimento”, sotto una trasformazione del gruppo (“cambio del sistema
di rieferimento) le componenti del tensore cambiano valore.
2.3 Rappresentazioni di SO(N)
Descriviamo le piu` semplici rappresentazioni di SO(N), il gruppo speciale ortogonale di matrici
reali N ⇥ N . Questo e` il gruppo che lascia invariato il prodotto scalare di vettori ~v, ~w 2 RN
definito da ~v · ~w =  abvawb, dove la metrica  ab e` un tensore invariante (infatti indici in alto
ed indici in basso sono equivalenti, quindi  ab =  ab, e sappiamo gia` che  ab e` un tensore in-
variante; in ogni caso e` facile verificare direttamente questa proprieta`). La rappresentazione
definente (detta anche rappresentazione vettoriale) agisce sui vettori va, e come gia` descritto
le quattro rappresentazioni basilari sono tutte equivalenti: va ⇠ va ⇠ va˙ ⇠ va˙. Indichiamo tale
rappresentazione con N , cioe` con le sue dimensioni. Il prodotto tensoriale N ⌦ N identifica
la rappresentazione tensoriale che agisce sui tensori con due indici T ab, e quindi una rappre-
sentazione di dimensione N2. Abbiamo visto che questi tensori si possono separare nella parte
simmetrica Sab (di dimensione N(N+1)2 ) e nella parte antisimmetrica A
ab (di dimensione N(N 1)2 ).
La parte simmetrica e` ancora riducibile, perche` si puo` formare uno scalare, cioe` un invariante
sotto le trasformazioni del gruppo, che corrisponde alla sua traccia
S ⌘  abSab = Saa . (13)
Si vede facilmente che questo e` uno scalare (infatti sappiamo gia` che la contrazione di un indice
in alto con un indice in basso produce uno scalare)
S
g2SO(N) ! S 0 = S (14)
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e forma una rappresentazione banale uno-dimensionale. Possiamo separare la traccia dal tensore
simmetrico Sab dal resto nel seguente modo
Sab = Sab   1
N
 abS| {z }
Sˆab
+
1
N
 abS (15)
dove abbiamo definito il tensore simmetrico senza traccia Sˆab (che infatti soddisfa Sˆaa = 0).
Dunque abbiamo separato il tensore T ab nelle sue parti irriducibili
T ab =
1
N
 abS + Aab + Sˆab (16)
che si trasformano indipendentemente senza mai mescolarsi. Indicando le rappresentazioni
irriducibili con le rispettive dimensioni, quanto descritto si traduce nella seguente scrittura
N ⌦N = 1  N(N   1)
2
 
⇣N(N + 1)
2
  1
⌘
. (17)
Si puo` dimostare che non esistono riduzioni ulteriori. La rappresentazione sui tensori antisim-
metrici con due indici Aab, la N(N 1)2 , e` anche chiamata rappresentazione aggiunta: si noti che
le sue dimensioni corrispondono al numero di parametri indipendenti del gruppo, che sono gli
angoli che descrivono le rotazioni nei piani a-b (con a 6= b).
Riassumendo, per SO(N) abbiamo capito che esistono le seguenti rappresentazioni ir-
riducibili, indicate con la loro dimensione,
1, N,
N(N   1)
2
,
⇣N(N + 1)
2
  1
⌘
, ... (18)
la 1 e` la rappresentazione banale (lo scalare), la N e` la rappresentazione vettoriale (anche
definente o fondamentale), la N(N 1)2 e` la rappresentazione aggiunta.
Nel caso specifico di SO(3) la formula sopra in (17) si riduce a
3⌦ 3 = 1  3  5 . (19)
Vediamo che in questo caso la rappresentazione aggiunta coincide con quella vettoriale. Tra-
ducendo in un linguaggio di meccanica quantistica, questa formula ci dice che componendo lo
spin 1 (la rappresentazione vettoriale “3”) con lo spin 1 si ottiene lo spin 0 (la rappresentazione
“1”, lo scalare), lo spin 1 (di nuovo la rappresentazione “3”) e lo spin 2 (la rappresentazione
“5”). Equivalentemente, definendo n = 2l + 1 per n =, 1, 3, 5, si puo` scrivere questa relazione
come
[l = 1]⌦ [l = 1] = [l = 0]  [l = 1]  [l = 2] .
In meccanica quantistica il momento angolare orbitale e` quantizzato, ed e` identificato da un
numero intero l = 0, 1, 2, 3, ..., che indica che la sua proiezione lungo un asse prefissato puo`
assumere solo 2l + 1 valori. L’elettrone che ruota attorno al nucleo puo` avere momento an-
golare con l = 0 (orbitale S), momento angolare con l = 1 (orbitale P ), momento angolare
con l = 2 (orbitale D), etc.. Proseguendo poi lo studio del momento angolare in meccanica
quantistica si scopre poi che sono possibili anche momenti angolari intrinseci (spin) caratteriz-
zati da valori seminteri s = 0, 12 , 1,
3
2 , 2, .... Le leggi di composizione del momento angolare in
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meccanica quantistica corrispondono proprio alla decomposizione di un prodotto tensoriale in
rappresentazioni irriducibili.
Nel caso di SO(4) o SO(3, 1) la formula sopra si riduce a
4⌦ 4 = 1  6  9 . (20)
La rappresentazione 6 e` l’aggiunta ed e` quella che agisce sul campo elettromagnetico, che in
e↵etti ha 6 componenti indipendenti che si mescolano tra loro per trasformazioni di Lorentz.
Il campo elettromagnetico infatti e` descritto da un tensore antisimmetrico con due indici F µ⌫ .
Nel caso del gruppo di Lorentz indici in alto ed in basso sono equivalenti, si usa la metrica per
passare dall’uno all’altro (la metrica descrive la trasformazione di similitudine che collega le
due rappresentazioni).
2.4 Rappresentazioni di SU(N)
Consideriamo ora SU(N), il gruppo speciale unitario di matrici N ⇥N . Questo e` il gruppo che
lascia invariato il prodotto scalare di vettori ~v, ~w 2 CN definito da ~v⇤ · ~w = v⇤awa =  abv⇤awb,
dove il simbolo ⇤ indica il complesso coniugato. La metrica  ab identifica un tensore invariante
(vedere eq. (12)). Partendo dalla rappresentazione fondamentale, la N (corrispondente ai
vettori va), ne otteniamo subito un’altra, la complesso coniugata (corrispondente ai vettori
va˙ ⇠ va), indicata con N . Cerchiamo ora altre rappresentazioni irriducibili considerando il
prodotto tensoriale
N ⌦N = N(N + 1)
2
  N(N   1)
2
(21)
che corrisponde alla separazione del tensore T ab nelle sue parti simmetriche ed antisimmetriche,
T ab = Sab + Aab. Questa separazione e` tutto (si noti che non si possono prendere traccie
per formare scalari su questi tensori perche`  ab non e` un tensore invariante per SU(N): per
rendersene conto basta trasformare sotto SU(N) il tensore  ab come dettato dalla struttura dei
suoi indici e vedere che non rimane invariante). Abbiamo scoperto quindi l’esistenza di due
nuove rappresentazioni e conosciamo le loro dimensioni.
Consideriamo ora
N ⌦N = 1  (N2   1) (22)
che corrisponde alla separazione del tensore T ab nella sua parte di traccia (lo scalare) e nella
sua parte senza traccia. Questo e` possibile perche` sappiamo che la contrazione di un indice alto
con un indice basso produce uno scalare. In formule questa separazione si scrive
T ab =
1
N
 abT + Tˆ
a
b (23)
dove T ⌘ T aa e Tˆ ab ⌘ T ab   1N  abT . Si noti che il tensore  ab e` un tensore invariante (questo
tensore corrisponde alla metrica dello spazio vettoriale complesso CN). Abbiamo cosi scoperto
l’esistenza della rappresentazione di dimensioni N2 1 , la cosidetta rappresentazione aggiunta.
Altri tensori invarianti di SU(N) sono i tensori completamente antisimmetrici con N indici,
✏a1a2...aN ed ✏
a1a2...aN (lo si puo` dimostrare utilizzando il fatto che le matrici del gruppo hanno
determinate uguale ad uno). Possono essere usati per studiare la riduzione (o equivalenza) di
rappresentazioni tensoriali.
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Riassumendo, per SU(N) abbiamo visto che esistono le seguenti rappresentazioni irriducibili
1, N, N¯ , N2   1, N(N   1)
2
,
N(N + 1)
2
,
N(N   1)
2
,
N(N + 1)
2
, (24)
dove la 1 e` la rappresentazione banale (lo scalare), la N e` la rappresentazione fondamentale (o
definente), la N¯ e` la antifondamentale (complesso coniugata della fondamentale, la N2  1 e` la
rappresentazione aggiunta.
Esplicitiamo il caso di SU(2). Abbiamo
2⌦ 2 = 1  3 , 2⌦ 2¯ = 1  3 (25)
Si noti che queste formule sono consistenti col fatto che la 2¯ e` equivalente alla 2 (in notazioni
2¯ ⇠ 2), evidente dalla relazione va ⇠ ✏abvb ⇠ va. Infatti ✏ab e` un tensore invariante per SU(2)
e se partendo da va definiamo un vettore va = ✏abvb, allora sotto una trasformazione di gruppo
possiamo scrivere
v0a = ✏
0
abv
0b = ✏abv0b (26)
che indica che a meno del cambio di base i vettori va e va si trasformano allo stesso modo
(v0a = ✏abv
0b). Abbiamo usato il fatto che ✏ab e` un tensore invariante, cosi come lo e` il tensore
✏ab . La prova esplicita di cio` e` come segue: se R 2 SU(2) allora
✏0ab = RacRbd✏cd = k✏ab (27)
per un opportuno coe ciente k (questo segue dal fatto che una matrice antisimmetrica 2 ⇥ 2
ha una sola componente indipendente). Per fissare k calcoliamo
✏012 = R1cR2d✏cd = R11R22  R12R21 = detR = 1 . (28)
Quindi k = 1 e ✏0ab = ✏ab.
Traducendo la (25) in un linguaggio di meccanica quantistica si ha che componendo lo spin
1
2 (la rappresentazione “2”) con se stesso si ottiene lo spin 0 (la rappresentazione “1”, lo scalare)
e lo spin 1 (la rappresentazione “3”). Infatti, definendo j = 2s+1 per s = 0, 12 , 1, si puo` scrivere
equivalentemente questa relazione come
[j = 12 ]⌦ [j = 12 ] = [j = 0]  [j = 1] .
Il gruppo SU(2) descrive le rotazioni dello spazio includendo la possibilita` di avere spin sem-
interi, associati alle particelle fermioniche.
Esplicitiamo anche il caso di SU(3). Abbiamo
3⌦ 3¯ = 1  8 (29)
relazione che trova applicazioni nel modello statico a quark dei mesoni, formati da stati legati
di quark-antiquark (qq¯), quando si considerano i tre tipi quark up, down e strange. Infatti in
tal caso esiste una simmetria (approssimata) chiamata SU(3)sapore: questo indica la possibile
esistenza di ottetti di mesoni. Un’altra informazione contenuta in questa relazione e` che e`
possibile combinare i colori di un quark con i colori di un antiquark (gli anticolori) per formare
uno stato senza colore, lo scalare, oppore uno stato con otto colori: in questa applicazione la
simmetria esatta che descrive le cariche di colore della QCD e` denominata SU(3)colore. Ci dice
in particolare che possono esistere particelle con 8 cariche di colore (i gluoni).
Inoltre
3⌦ 3 = 6  3¯ . (30)
La possibile ambiguita` di capire se il tensore Aab, che ha tre componenti, corrisponda alla 3 o
alla 3¯ e` risolto in favore di quest’ultima opzione considerando che Aab ⇠ Aab✏abc ⇠ Vc (poiche´
✏abc e` un tensore invariante per SU(3)). Un possibile uso di tale relazione e` in SU(3)colore: ci
dice che combinando i colori di due quark non e` possibile ottenere uno stato senza colore (lo
scalare).
Con un po` piu` di sforzo si puo` anche dedurre, considerando il tensore T abc, che
3⌦ 3⌦ 3 = 1  8  8  10 (31)
che trova applicazioni nel modello statico a quark dei barioni, formati da stati legati di tre quark.
La 1 qui corrisponde alla parte completamente antisimmetrica, la 10 alla parte completamente
simmetrica, le due 8 a tensori con simmetria mista. Esiste infatti un decupletto di barioni,
barioni con proprieta’ simili per le interazioni forti, le cui funzioni d’onda sono simmetriche nei
sapori dei tre quark costituenti. Queste funzioni d’onda si trasformano nella 10 di SU(3) sotto
le trasformazioni di simmetria del sapore. I corrispondenti anti-barioni si reggruppano nella 10.
Applicando il gruppo SU(3) al colore, SU(3)colore, il fatto che nel lato destro di (31) compaia
la 1 e` interpretata con il fatto che e` possibile combinare i colori di tre quark per formare uno
stato senza colore (come nel protone formato da tre quark, ed in generale nei barioni, che sono
scalari di colore).
2.5 Rappresentazioni di U(1)
Consideriamo anche il caso delle rappresentazioni del gruppo U(1), che riveste una notevole im-
portanza in fisica. Il gruppo U(1) = {ei✓ | ✓ 2 [0, 2⇡]} e` il gruppo delle fasi. Si puo` dimostrare
che tutte le sue rappresentazioni irriducibili unitarie sono uno-dimensionali (complesse) e sono
identificate da un numero intero positivo o negativo detto “carica”. La rappresentazione de-
finente rappresenta un elemento del gruppo U(1) con la fase ei✓ che “ruota” naturalmente un
vettore complesso unidimensionale v (v 2 C, dove C indica il campo dei numeri complessi, che
ora interpretiamo come spazio vettoriale complesso ad una dimensione)
v
g2U(1) ! v0 = ei✓v , v 2 C . (32)
Quindi lo spazio vettoriale della rappresentazione definente e` unidimensionale e complesso, e le
matrici della rappresentazione sono matrici complesse 1⇥ 1 (cioe` numeri complessi).
Oggetti che si trasformano come prodotti tensoriali della rappresentazione definente
v(q) ⇠ vv · · · v| {z }
q volte
= vq (33)
con q numero intero sono le rappresentazioni di carica q
v(q)
g2U(1) ! v0(q) = eiq✓v(q) . (34)
Evidentemente q puo` essere anche negativo (sono le rappresentazioni complesso coniugate). Il
prodotto tensoriale di una rappresentazione di carica q1 con una rappresentazione di carica q2
genera la rappresentazione di carica q1+q2. Il gruppo di simmetria U(1) e` usato in fisica quando
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ci sono numeri quantici additivi quantizzati. Siccome tutte le sue rappresentazioni sono uno-
dimensionali, per distinguere la varie rappresentazioni inequivalenti si indica la carica q della
rappresentazione piuttosto che la sua dimensione.
Quanto analizzato sinora permette anche di interpretare le possibili cariche (generalizzate,
ad esempio elettrica, di colore, etc.) delle particelle come associate ad una rappresentazione del
gruppo di simmetria.
Ad esempio, il modello standard delle particelle elementari contiene il gruppo di simmetria
SU(3)⇥ SU(2)⇥ U(1) (detto gruppo di simmetria di gauge). I fermioni del modello standard
hanno cariche generalizzate sotto questi gruppi. Possiamo indicare queste cariche usando una
notazione della forma (SU(3), SU(2))U(1), dove per i gruppi non-abeliani indichiamo la rappre-
sentazione tramite la corrispondente dimensione, mentre per la parte abeliana tramite la carica
U(1), chiamata ipercarica. Anticipando che i fermioni si possono decomporre in parti destre
(R) e sinistre (L), con cariche che possono essere diverse, si ha la seguente tabella
✓
⌫eL
eL
◆
⌫eR eR
✓
uL
dL
◆
uR dR✓
⌫µL
µL
◆
⌫µR µR
✓
cL
sL
◆
cR sR✓
⌫⌧L
⌧L
◆
⌫⌧R ⌧R
✓
tL
bL
◆
tR bR
(1, 2)  12 (1, 1)0 (1, 1) 1 (3, 2) 16 (3, 1) 23 (3, 1)  13
Il gruppo SU(3) e` detto gruppo di colore, ed i quarks si trasformano nella rappresentazione
fondamentale, la 3, ed hanno quindi tre “colori”, mentre le corrispondenti antiparticelle, gli
antiquarks, si trasformano nella rappresentazione complesso coniugata, la 3¯, ed hanno quindi
tre “anticolori”. I leptoni non sentono la forza forte e sono quindi scalari sotto il gruppo
di colore. Il gruppo SU(2) e` detto gruppo di isospin debole, ed i doppietti di SU(2) sono
stati scritti qui sopra nella forma di vettore colonna: si trasformano nella rappresentazione
bidimensionale, la 2, ed hanno quindi isospin debole I = 12 , con terza componente I3 =
1
2 per
l’elemento in alto del vettore , ed I3 =  12 per quello in basso. Si ricordi che la 2 e` equivalente
alla 2¯, entrambe identificano la stessa rappresentazione con isospin debole uguale ad 12 . U(1) e`
il gruppo dell’ipercarica. Se indichiamo con Y l’ipercarica di una particella, la corrispondente
carica elettrica Q e` data da Q = I3+Y , dove I3 indica la terza componente dell’isospin debole.
3 Gruppi di Lie ed algebra di Lie
Un gruppo di Lie e` per definizione un gruppo i cui elementi dipendono in modo continuo
da dei parametri. Studiando le trasformazioni infinitesime del gruppo, cioe` trasformazioni che
di↵eriscono di poco dall’identita`, si ottiene la cosidetta algebra di Lie del gruppo, un’algebra che
riassume delle informazioni essenziali del gruppo. Per introdurre questi argomenti, studiamo
preliminarmente alcuni dei gruppi piu` semplici, ma anche di maggior uso in fisica, per poi
elencare proprieta` e definizioni generali.
11
3.1 SO(2)
Consideriamo il familiare gruppo delle rotazioni nello spazio euclideo bidimensionale, il gruppo
SO(2) delle matrici R reali ortogonali 2 ⇥ 2 con determinante uguale ad 1. Queste matrici
generano le trasformazioni di un vettore
~x  ! ~x 0 = R ~x (35)
o in notazione tensoriale
xi  ! x0i = Rijxj i, j = 1, 2 . (36)
Questa e` la rappresentazione definente (o vettoriale). Gli indici in alto ed in basso sono della
stessa natura (poiche´ la metrica euclidea e` la  ij), per cui si potrebbe porre equivalentemente
tutti gli indici in alto.
Le rotazioni che mescolano le due componenti del vettore ~x = (x, y) = (x1, x2) dipendono
da un angolo ✓ e possono essere scritte come
R(✓) =
✓
cos(✓) sin(✓)
  sin(✓) cos(✓)
◆
✓⌧1 ! 1 + ✓
✓
0 1
 1 0
◆
| {z }
iT
+ · · · (37)
dove si dice che la matrice T “genera” la parte infinitesima della trasformazione ed e` appunto
chiamata generatore
T =
✓
0  i
i 0
◆
. (38)
L’unita` immaginaria i introdotta in (37) e` convenzionale, ma permette di presentare il genera-
tore come matrice hermitiana (i cui autovalori sono reali).
Il gruppo e` abeliano, i suoi elementi commutano, R(✓1)R(✓2) = R(✓2)R(✓1), ed ovviamente
si ha che
[T, T ] = 0 (39)
dove [·, ·] indica il commutatore ([A,B] = AB   BA). Questa e` chiamata algebra di Lie di
SO(2). In generale, l’algebra di Lie di un gruppo e` generata dai commutatori dei suoi generatori
infinitesimi.
Iterando trasformazioni infinitesime si possono ottenere trasformazioni finite. Se il parametro
✓ non e` infinitesimo, considerando ✓n con n grande possiamo scrivereh
R
⇣
✓
n
⌘in
=
⇣
1 + i ✓nT
⌘n n!1 ! ei✓T = cos(✓) + iT sin(✓) (40)
che riproduce la trasformazione finita in (37).
Si noti che definendo il numero complesso z = x + iy, le trasformazioni di SO(2) di (x, y)
prendono la forma di trasformazioni di fase U(1)
z0 = x0 + iy0 = (x cos(✓) + y sin(✓)) + i( x sin(✓) + y cos(✓)) = e i✓z . (41)
I gruppi SO(2) ed U(1) sono equivalenti.
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3.2 SO(3)
Consideriamo ora il gruppo delle rotazioni nello spazio tridimensionale, il gruppo SO(3) delle
matrici R reali ortogonali 3 ⇥ 3 con determinante uguale ad 1. Queste matrici generano le
trasformazioni di un vettore tridimensionale
~x  ! ~x 0 = R ~x (42)
o in notazione tensoriale
xi  ! x0i = Rijxj i, j = 1, 2, 3 . (43)
Consideriamo in particolare le rotazioni attorno ai tre assi cartesiani con coordinate (x, y, z) =
(x1, x2, x3)
Rx(✓x) =
0@ 1 0 00 cos(✓x) sin(✓x)
0   sin(✓x) cos(✓x)
1A ✓x⌧1 ! 1 + ✓x
0@ 0 0 00 0 1
0  1 0
1A
| {z }
iT 1
+ · · · (44)
Ry(✓y) =
0@ cos(✓y) 0   sin(✓y)0 1 0
sin(✓y) 0 cos(✓y)
1A ✓y⌧1 ! 1 + ✓y
0@ 0 0  10 0 0
1 0 0
1A
| {z }
iT 2
+ · · · (45)
Rz(✓z) =
0@ cos(✓z) sin(✓z) 0  sin(✓z) cos(✓z) 0
0 0 1
1A ✓z⌧1 ! 1 + ✓z
0@ 0 1 0 1 0 0
0 0 0
1A
| {z }
iT 3
+ · · · (46)
cosicche` i generatori T i delle trasformazioni infinitesime sono dati da
T 1 =
0@ 0 0 00 0  i
0 i 0
1A T 2 =
0@ 0 0 i0 0 0
 i 0 0
1A T 3 =
0@ 0  i 0i 0 0
0 0 0
1A . (47)
La corrispondente algebra di Lie e` facilmente calcolata calcolando i commutatori delle matrici
sopra identificate
[T i, T j] = i✏ijkT k . (48)
Il lato destro non e` nullo, e questo indica che il gruppo e` non-abeliano (gli elementi del gruppo
non commutano). Le costanti ✏ijk sono chiamate costanti di struttura del gruppo SO(3) perche`
codificano la struttura non abeliana del gruppo.
Abbiamo ottenuto questa algebra usando la rappresentazione definente, pero` ora possiamo
considerarla coma l’algebra astratta del gruppo di Lie SO(3) e studiarne le diverse rappresen-
tazioni irriducibili (in modo analogo alle rappresentazioni del gruppo). Per esponenziazione,
come nel caso precedente, si ottengono trasformazioni finite che forniscono una rappresentazione
del gruppo3.
3A meno di proprieta` globali (o topologiche), come esemplificato dal caso delle rappresentazioni spinoriali a
due valori che, come vedremo piu` avanti, sono vere rappresentazioni (cioe` ad un solo valore) del gruppo SU(2).
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Commento per chi ha gia` studiato il momento angolare in meccanica quantistica
Riconosciamo in (48) l’algebra quantistica del momento angolare. Infatti rinominando T i ! Li
si riconosce la familiare algebra del momento angolare (in unita` ~ = 1)
[Li, Lj] = i✏ijkLk (49)
e lo studio delle sue rappresentazioni unitarie irriducibili puo` essere risolto esplicitamente con
i metodi usati in meccanica quantistica: queste rappresentazioni irriducibili sono date dalle
armoniche sferiche Ylm, che per l fissato formano una base della rappresentazione di spin l
che e` 2l + 1 dimensionale (i possibili valori di m sono 2l + 1). Nel caso di rappresentazioni
spinoriali (cioe` con spin semintero) una rotazione di 2⇡ (che per SO(3) coincide con l’identita`)
e` rappresentata dalla matrice  1, e quindi si parla di rappresentazione a 2 valori (occorre
ruotare di altri 2⇡ per riottenere l’identita`). Come vedremo, queste rappresentazioni spinoriali
sono vere e proprie rappresentazioni del gruppo SU(2), che ha la stessa algebra di Lie di SO(3),
e quindi localmente ha la stessa struttura, ma diverse proprieta` globali.
Per curiosita`, e magari per apprezzare sviluppi futuri (algebre di Lie di SO(N) e SO(N,M)),
riscriviamo le matrici che identificano i generatori nella rappresentazione vettoriale (47) e la
corrispondente algebra di Lie in (48) in un modo alternativo. Possiamo rinominare il generatore
T 1 come T 23, poiche` genera rotazione nel piano 2-3, e cos`ı via: T 2 ⌘ T 31, T 3 ⌘ T 12. Gli elementi
di matrice in (47) possono essere scritti come
(T 1)ij ⌘ (T 23)ij =  i( 2i 3j    3i 2j) (50)
e similmente per T 31 e T 12. Si ottiene quindi l’espressione
(T kl)ij =  i( ki lj    li kj) (51)
che puo` essere usata per ricalcolare l’algebra di Lie di SO(3). Riscritta in questa base, l’algebra
di Lie (48) diventa
[T kl, T ij] =  i liT kj + i kiT lj + i ljT ki   i kjT li . (52)
Si noti in questa relazione la presenza della metrica euclidea (inversa)  ij. Scritta in questa
forma l’algebra di Lie e` valida per il generico gruppo SO(N), se naturalmente gli indici as-
sumono i valori da 1 ad N . Sostituendo la metrica  ij con una metrica di Minkowski ⌘ij,
appropriata per una spazio tempo con N spazi ed M tempi, si ottinene l’algebra di Lie di
SO(N,M).
3.3 U(1)
Consideriamo il gruppo U(1) = {ei✓ | ✓ 2 [0, 2⇡]}, il gruppo delle fasi definito tramite la sua
rappresentazione definente. Per trasformazioni infinitesime
ei✓ = 1 + i✓ + ... (53)
ed il generatore infinitesimo e` dato da T = 1 (che possiamo pensare come matrice 1 ⇥ 1) il
quale produce l’algebra di Lie abeliana del gruppo U(1) data dal commutatore
[T, T ] = 0 . (54)
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Nella rappresentazione di carica q, dove l’elemento ei✓ e` rappresentato da eiq✓, si vede che il gen-
eratore infinitesimo e` rappresentato da T = q e soddisfa alla stessa algebra di Lie (54). Possiamo
quindi pensare all’algebra di Lie [T, T ] = 0 come all’algebra di Lie astratta corrispondente al
gruppo U(1), che viene poi rappresentata da matrici diverse nelle diverse rappresentazioni. Sic-
come le rappresentazioni irriducibili del gruppo U(1) sono tutte uno-dimensionali tutte queste
matrici sono matrici 1⇥ 1 e sono quindi dei numeri. Nella rappresentazione di carica q il gen-
eratore di U(1) e` rappresentato da T = q. Tipicamente si usa anche la notazione Q (con cui
spesso si indica una carica) al posto di T per il generatore del gruppo U(1). I gruppi U(1) ed
SO(2) identificano lo stesso gruppo di Lie abeliano, come gia` descritto precedentemente.
3.4 SU(2)
Analizziamo ora il gruppo SU(2), il gruppo delle matrici unitarie 2⇥2 con determinante uguale
ad 1
SU(2) = {U matrici complesse 2⇥ 2 | U † = U 1, detU = 1} . (55)
Possiamo scrivere matrici che di↵eriscono infinitesimamente dalla matrice unita` nel seguente
modo
U = 1 + iT T ij ⌧ 1 . (56)
Ora la richiesta che U † = 1  iT † coincida con U 1 = 1  iT implica che le matrici T debbano
essere hermitiane
T † = T (57)
mentre la richiesta di determinate unitario, detU = 1 + i trT = 1, implica che queste matrici
siano a traccia nulla
trT = 0 . (58)
Una base di matrici 2⇥ 2 hermitiane a traccia nulla sono date dalle matrici di Pauli
 1 =
✓
0 1
1 0
◆
 2 =
✓
0  i
i 0
◆
 3 =
✓
1 0
0  1
◆
(59)
per cui possiamo esprimere una arbitraria matrice T come combinazione lineare delle  a
T = ✓a
 a
2
⌘ ✓aT a a = 1, 2, 3 . (60)
La normalizzazione e` stata scelta per comodita`, e cos`ı normalizzati soddisfano
Tr(T aT b) =
1
2
 ab . (61)
Con questa normalizzazione i generatori infinitesimi T a =  
a
2 soddisfano alla seguente algebra
di Lie di SU(2)
[T a, T b] = i✏abcT c (62)
che coincide con l’algebra di Lie di SO(3). Questo dimostra che localmente sono lo stesso
gruppo (hanno le stesse costanti di struttura), anche se globalmente ci sono di↵erenze: usando
il linguaggio della geometria di↵erenziale si puo` dire che il gruppo SU(2) e` un ricoprimento del
gruppo SO(3). Vediamo questa di↵erenza esplicitamente nella rappresentazione definente (o
fondamentale) di SU(2) (la rappresentazione “2” o di spin 12). Una rotazione finita e` ottenuta
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esponenziando trasformazioni infinitesime per renderle finite U(✓a) = exp(i✓a
 a
2 ). Una rotazione
finita attorno all’asse z e` ottenuta scegliendo ✓3 = ✓ e ✓1 = ✓2 = 0, ed indicandola con U3(✓) si
ha
U3(✓) = e
i✓  
3
2
= 1 + i✓
 3
2
+
1
2!
⇣
i✓
 3
2
⌘2
+
1
3!
⇣
i✓
 3
2
⌘3
+
1
4!
⇣
i✓
 3
2
⌘4
+ ...
= 1 + i
⇣✓
2
⌘
 3   1
2!
⇣✓
2
⌘2   i 1
3!
⇣✓
2
⌘3
 3 +
1
4!
⇣✓
2
⌘4
=
⇣
1  1
2!
⇣✓
2
⌘2
+
1
4!
⇣✓
2
⌘4
+ ...
⌘
+ i 3
⇣✓
2
  1
3!
⇣✓
2
⌘3
+ ...
⌘
= cos
⇣✓
2
⌘
+ i 3 sin
⇣✓
2
⌘
(63)
e ponendo ✓ = 2⇡ otteniamo la trasformazione
U3(✓ = 2⇡) =  1 (64)
che non coincide con l’identita` di SU(2). La trasformazione identita` si ottiene solo per ✓ = 4⇡.
Questa e` la ben nota proprieta` di rotazione di uno spinore. Come e` noto dalla meccanica
quantistica, tutte le rappresentazioni unitarie irriducibili di SU(2) sono caratterizzate da un
numero quantico j che puo` essere intero o semintero, e sono di dimensione 2j + 1.
Nota storica: Pauli introdusse le matrici in (59) per descrivere lo spin dell’ elettrone, de-
finendo l’operatore di spin ~S = ~2~ , che agisce su una funzione d’ onda a due componenti
(spinore).
3.5 SU(3)
Gli otto generatori infinitesimi di SU(3) nella rappresentazione fondamentale sono definiti
tramite le matrici di Gell-Mann  a che formano una base di matrici hermitiane 3 ⇥ 3 senza
traccia (generalizzano le matrici di Pauli  i per SU(2))
T a =
 a
2
a = 1, . . . , 8 (65)
dove
 1 =
0@ 0 1 01 0 0
0 0 0
1A ,  2 =
0@ 0  i 0i 0 0
0 0 0
1A ,  3 =
0@ 1 0 00  1 0
0 0 0
1A
 4 =
0@ 0 0 10 0 0
1 0 0
1A ,  5 =
0@ 0  i0 0 0
i 0 0
1A
 6 =
0@ 0 0 00 0 1
0 1 0
1A ,  7 =
0@ 0 0 00 0  i
0 i 0
1A ,  8 = 1p
3
0@ 1 0 00 1 0
0 0  2
1A . (66)
Queste matrici sono normalizzate in modo che
Tr(T aT b) =
1
2
 ab (67)
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proprio come fatto per SU(2), vedi eq. (61). Un elemento arbitrario del gruppo SU(3) nella
rappresentazione fondamentale e` dunque descritto da matrici 3⇥3 della forma U = exp(i✓a  a2 ),
dove ✓a con a = 1, 2, .., 8 sono gli otto parametri del gruppo. Calcolando l’algebra di Lie si
possono trovare le costanti di stuttura che identificano il gruppo SU(3).
Questo gruppo ha applicazioni rilevanti nelle descrizione del colore associato alle interazioni
forti, ed alla descrizione degli adroni composti dai tre sapori dei quark piu` leggeri (up, down
strange) nel modello statico a quark.
3.6 Caso generale
Possiamo riassumere in modo generale per gruppi di Lie quanto esplicitato sopra negli esempi.
Un gruppo di Lie e` per definizione un gruppo di trasformazioni che dipendono in modo continuo
da alcuni parametri. Studiando le trasformazioni infinitesime generate dal gruppo, cioe` trasfor-
mazioni che di↵eriscono di poco dall’identita`, si ottiene la cosidetta algebra di Lie del gruppo,
un’algebra che riassume le informazioni essenziali del gruppo. In generale un elemento g(✓)
di un gruppo di Lie G (o piu` propriamente della parte del gruppo connessa in modo continuo
all’identita`) si puo` parametrizzare nel seguente modo
g(✓) = ei✓aT
a 2 G a = 1, .., dim G (68)
dove i parametri ✓a sono numeri reali che parametrizzano i vari elementi del gruppo, scelti in
modo tale che per ✓a = 0 si ha l’identita` g = 1. Gli operatori T a sono i generatori del gruppo.
Pensando il gruppo come ad un gruppo di matrici N ⇥ N (ad esempio nella rappresentazione
definente), anche i generatori risultano essere matrici N ⇥ N . Essi generano trasformazioni
infinitesime quando ✓a ⌧ 1 (basta sviluppare in serie di Taylor la funzione esponenziale e
tenere i termini di ordine piu` basso)
g = 1 + i✓aT
a + ... (69)
dove 1 indica l’elemento identita` del gruppo. Studiando la relazione che cattura le proprieta` di
composizione del gruppo con trasformazioni infinitesime (che in generale sono non commutative)
si ottiene l’algebra di Lie del gruppo G
[T a, T b] = ifabcT
c . (70)
Le costanti fabc sono chiamate costanti di struttura del gruppo e caratterizzano quasi comple-
tamente il gruppo (gruppi diversi ma con la stessa algebra di Lie di↵eriscono per la loro diversa
topologia, ma localmente sono simili).
A questo punto e` utile citare la formula di Baker-Campbell-Hausdor↵ per il prodotto degli
esponenziali di due operatori lineari A e B
eAeB = eA+B+
1
2 [A,B]+
1
12 [A,[A,B]]  112 [B,[A,B]]+··· (71)
dove i puntini indicano i termini successivi, sempre esprimibili tramite commutatori. Questa
formula mostra che la conoscenza dell’algebra di Lie e` su ciente per ricostruire il prodotto (in
generale non-commutativo) del corrispondente gruppo di Lie.
Termina qui la parte trattata nel corso. Il resto qui sotto e` materiale aggiuntivo opzionale.
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3.6.1 Struttura di un generico gruppo di Lie
Elenchiamo alcune definizioni e proprieta` generali
(i) g = exp(i✓aT
a) 2 G a = 1, .., dim G
(ii) [T a, T b] = ifabcT
c
(iii) tr (T aT b) =
1
2
 ab (nella rappresentazione fondamentale)
(iv) [[T a, T b], T c] + [[T b, T c], T a] + [[T c, T a], T b] = 0
) fabdfdce + f bcdfdae + f cadfdbe = 0
(v) fabc = fabd 
dc tensore completamente antisimmetrico .
La (i) descrive la parametrizzazione esponenziale di un elemento arbitrario del gruppo che sia
connesso all’identita`. L’indice a aussume tanti valori quante le dimensioni del gruppo. Un
elemento del gruppo e` quindi parametrizzato dai parametri ✓a con a = 1, .., dim G.
La (ii) corrisponde all’algebra di Lie soddifatta dai generatori infinitesimi T a. Le costanti fabc
sono dette costanti di struttura e caratterizzano il gruppo G.
La (iii) identifica una metrica  ab detta “metrica di Killing”. Tale metrica e` definita positiva
solo per gruppi di Lie compatti, come ad esempio SU(N) o SO(N).
Le (iv) sono le cosiddette “identita` di Jacobi” che possono essere sfruttate per costruire la rapp-
resentazione aggiunta dell’algebra di Lie e del relativo gruppo. Infatti, denotando con (T a(A))
b
c gli
elementi di matrice dei generatori della rappresentazione aggiunta T a(A), si ha (T
a
(A))
b
c =  ifabc.
Le identita` di Jacobi permettono di provare che questa e` una rappresentazione (di dimensioni
uguali alle dimensioni del gruppo, poiche´ a, b, c = 1, 2, ..., dim G).
In (v) si e` usata la metrica di Killing per alzare un indice nelle costanti di struttura. Le fabc sono
completamente antisimmetriche in tutti gli indici: questa proprieta` si puo` dedurre prendendo
la traccia delle identita` di Jacobi del punto (iv) ed usando la (ii) e la (iii). L’antisimmetria
negli indici a e b e` ovvia per la (ii).
Infine concludiamo con l’enunciato di un teorema che non dimostremo:
Teorema: Le rappresentazioni unitarie dei gruppi compatti sono finito dimensionali.
Questo teorema si applica a gruppi compatti quali SO(N) ed SU(N). Invece per gruppi non
compatti, quali il gruppo di Lorentz SO(3, 1) ed il gruppo di Poincare´ ISO(3, 1), questo teorema
non si applica, ma vale l’opposto: le rappresentazioni unitarie sono infinito dimensionali.
Per le applicazioni in teoria dei campi relativistica, e` utile conoscere: (i) le rappresentazioni
finito dimensionali del gruppo di Lorentz che non sono unitarie, ma sono usate per descrive i
campi quantistici fermionici, (ii) le rappresentazioni unitarie del gruppo di Poincare´ che sono
infinito dimensionali e sono realizzate nello spazio di Hilbert della teoria di campo quantistica
appunto tramite operatori unitari. Questi punti sono molto sommariamente descritti qui di
seguito.
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3.6.2 Rappresentazioni finito dimensionali del gruppo di Lorentz
Innanzi tutto e` utile ricavarsi l’algebra di Lie del gruppo di Lorentz. Per trasformazioni in-
finitesime possiamo scrivere
⇤µ⌫ =  
µ
⌫ + !
µ
⌫ , |!µ⌫ |⌧ 1 (72)
ed imponendo la condizione che definisce le trasformazioni di Lorentz (⌘µ⌫ = ⌘↵ ⇤↵µ⇤ ⌫) si
ottiene che le !µ⌫ devono soddisfare
!µ⌫ =  !⌫µ (73)
cioe` sono antisimmetriche quando si abbassano gli indici (!µ⌫ = ⌘µ ! ⌫). Contengono quindi
6 parametri indipendenti, che possiamo identificare con le !µ⌫ stesse ad indici µ < ⌫ fissati.
Usando una notazione matriciale possiamo scrivere una trasformazione di Lorentz infinitesima
arbitraria come
⇤ = 1 +
i
2
!↵ M
↵  (74)
dove le matrici ⇤ ed M↵  =  M ↵ hanno una struttura indiciale come in (72) che pero´
omettiamo per semplicita` di notazione. Le sei matrici M↵  con ↵ <   sono i generatori del
gruppo di Lorentz, che nella rappresentazione definente (la “quadri-vettoriale”) ed in notazione
esplicita sono date da
(M↵ )µ⌫ =  i(⌘↵µ  ⌫   ⌘ µ ↵⌫ ) (75)
Ad esempio possiamo esplicitarne alcune
M12 =
0BB@
0 0 0 0
0 0  i 0
0 i 0 0
0 0 0 0
1CCA , M01 =
0BB@
0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0
1CCA (76)
Vediamo che M12 genera rotazioni infinitesime lungo l’asse z, mentre la M01 genera un boost
lungo l’asse x. Sebbene possa sembrare laborioso, e` facile calcolare l’ algebra di Lie
[Mµ⌫ ,M↵ ] =  i⌘⌫↵Mµ  + i⌘µ↵M ⌫  + i⌘⌫ Mµ↵   i⌘µ M ⌫↵ (77)
Tutto questo e` valido anche per il gruppo SO(N,M) se si identifica ⌘µ⌫ con la metrica cor-
rispondente: in particolare per SO(3) si ha ⌘µ⌫ !  ij e ridefinendo J i = 12✏ijkM jk si riottiene
la (49).
Tornando al caso esplicito di SO(3, 1) si puo` riscrivere l’algebra in una forma molto utile che
ci permette subito di riconoscere quali siano le sue rappresentazioni finito-dimensionali (seppur
non unitarie). Separando gli indici in parte temporale e spaziale µ = (0, i), e definendo la
seguente base per i generatori del gruppo di Lorentz
J i =
1
2
✏ijkM jk , Ki =M i0 (78)
si ha che l’algebra di Lie (77) si riscrive nella forma
[J i, J j] = i✏ijkJk [J i, Kj] = i✏ijkKk [Ki, Kj] =  i✏ijkJk (79)
dove i generatori J i generano il sottogruppo delle rotazioni spaziali SO(3). Infine, definendo le
combinazioni lineari complesse
N i =
1
2
(J i   iKi) N¯ i = 1
2
(J i + iKi) (80)
19
l’algebra si riscrive come
[N i, N j] = i✏ijkNk [N¯ i, N¯ j] = i✏ijkK¯k [N i, N¯ j] = 0 (81)
che mostra come l’algebra di SO(3, 1) si riduca a quella di SU(2)⇥ SU(2), a meno di relazioni
di hermiticita` diverse (necessarie perche` SO(3, 1) non e` compatto, mentre SU(2) lo e`). Questa
relazione ci dice che SO(3, 1) si riduce essenzialmente a due copie indipendenti di SU(2), per cui
utilizzando le note rappresentazioni finito dimensionali di quest’ultimo gruppo, si riconoscono
subito le rappresentazioni finito dimensionali di SO(3, 1): queste sono classificate da due numeri
interi o seminteri (j1, j2) corrispondenti alla rappresentazioni dei due sottogruppi SU(2) generati
da N i ed N¯ i. Inoltre, ricordando la (80) si riconosce che il vero spin della rappresentazione e`
dato da j = j1 + j2. Queste rappresentazioni sono finito-dimensionali, ma non sono unitarie a
causa della necessita` di prendere delle combinazioni complesse dei generatori in (80).
In teoria quantistica dei campi, si usano campi con queste rappresentazioni di Lorentz per
descrive particelle con spin fissato, ad esempio
(0, 0)  ! scalare  
(
1
2
, 0)  ! fermione sinistrorso  L ⇠ ⇠a
(0,
1
2
)  ! fermione destrorso  R ⇠ ⌘a˙
(
1
2
, 0)  (0, 1
2
)  ! fermione di Dirac  ⇠  ↵
(
1
2
,
1
2
)  ! potenziale quadrivettore per spin 1 Aµ (82)
Esattamente come per SO(3) ! SU(2) permette di descrivere le rappresentazioni spinoriali
come rappresentazioni ad un solo valore, ora SO(3, 1) ! SL(2, C) include l’estensione rela-
tivistica delle proprieta` sinoriali. Infatti le algebre di Lie di SO(3, 1) e di SL(2, C) coincidono
e quest’ultimo gruppo e` il ricoprimento del primo.
3.6.3 Rappresentazioni unitarie del gruppo di Poincare´
Il gruppo di Poincare´ estende il gruppo di Lorentz con traslazioni spazio-temporali e trasforma
il quadrivettore posizione nel seguente modo
xµ ! xµ0 = ⇤µ⌫x⌫ + aµ (83)
dove ⇤µ⌫ descrive una trasformazione di Lorentz ed aµ una traslazione spazio-temporale. A
volte questo gruppo e` indicato con il nome ISO(3, 1), il gruppo speciale ortogonale inomogeneo.
L’algebra di Lie del gruppo di Poincare´ puo` essere scritta nel seguente modo
[P µ, P ⌫ ] = 0
[Mµ⌫ , P  ] =  i⌘⌫ P µ + i⌘µ P ⌫
[Mµ⌫ ,M↵ ] =  i⌘⌫↵Mµ  + i⌘µ↵M ⌫  + i⌘⌫ Mµ↵   i⌘µ M ⌫↵ (84)
Le sue rappresentazioni unitarie sono infinito dimensionali e sono state classificate da Wigner.
Sono classificate dai valori dei cosiddetti operatori di Casimir P 2 ⌘ PµP µ e W 2 ⌘ WµW µ,
dove Wµ =
1
2✏µ⌫↵ P
⌫M↵  e` il cosiddetto vettore di Pauli-Lubanski (infatti usando le eq. (84)
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si vede che P 2 e W 2 commutano con tutti gli elementi dell’algebra di Poincare`, i.e. sono
invarianti per trasformazioni infinitesime del gruppo di Poincare`). Le rappresentazioni unitarie
sono classificate dai seguenti valori degli operatori di Casimir:
• P 2 =  m2 > 0, W 2 = m2s(s + 1) con s = 0, 12 , 1, 32 , 2...: particelle di massa m e spin s
(cioe` una rappresentazione unitaria associata ad uno spazio di Hilbert che descrive gli stati di
una particella relativistica di massa m e spin s).
• P 2 = 0, W 2 = 0 e con Wµ = ±sPµ dove s = 0, 12 , 1, 32 , 2...: particelle con massa nulla e
con elicita` s.
• P 2 = 0, W 2 = k2 > 0 “particelle” senza massa con infiniti stati di “polarizzazione” che
variano in modo continuo: non sembrano avere applicazioni nella teoria dei campi (almeno a
livello perturbativo).
• P 2 =  m2 < 0: rappresentazioni tachioniche, mai utilizzate in fisica (inconsistenti con le
interpretazioni fisiche usuali).
• Pµ = 0, Wµ = 0: rappresentazione banale (scalare) ! vuoto quantistico (nessuna parti-
cella).
Ad esempio, il caso fisico delle rappresentazioni di massam e spin s (caso con P 2 =  m2 > 0
e W 2 = m2s(s+ 1)) sono definite su uno spazio vettoriale infinito-dimensionale: uno spazio di
Hilbert generato da vettori della forma
|~p, s3i , ~p 2 R3, s3 =  s, ...,+s (85)
e su questo spazio di Hilbert infinito-dimensionale agiscono gli operatori unitari che rappresen-
tano in modo irriducibile le trasformazioni del gruppo di Poincare´.
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Meccanica quantistica ed equazioni d’onda
(Appunti per il corso di Fisica Nucleare e Subnucleare 2016/17)
Fiorenzo Bastianelli
In queste brevi note introduciamo equazioni d’onda libere associate alla propagazione di
particelle quantistiche.
1 Equazione di Schro¨dinger
Dopo l’introduzione del quanto d’azione h da parte di Planck (1900) e l’uso che ne fece Einstein
(1905) nello spiegare l’e↵etto fotoelettrico (fotoni come quanti d’onda elettromagnetica con en-
ergia E = h⌫), e dopo Bohr (1913) con il suo modello atomico con livelli di energia quantizzati,
rimaneva ancora da capire quali leggi fondamentali potessero organizzare quanto andava emer-
gendo dal mondo subatomico, cioe` quali fossero le vere leggi della meccanica quantistica. Un
contributo importante venne da de Broglie, che nel 1923 sugger`ı un’estensione dell’idea di Ein-
stein, congetturando un comportamento ondulatorio per le particelle di materia, assegnando
una lunghezza d’onda   = hp a particelle con momento p = |~p|. Questa visione rese inter-
pretabile l’assunzione di Bohr di livelli energetici atomici quantizzati come i soli possibili per
l’elettrone, perche´ corrispondono a traiettorie contenenti un numero intero di lunghezze d’onda
dell’elettrone, quindi stabili per interferenza costruttiva. De Broglie si ispiro` per questa sua
idea alla meccanica relativistica: un campo d’onda con frequenza ⌫ = 1T , dove T e` il periodo
(periodocita` temporale), e con numero d’onda ~k, dove |~k| = 1  , con   la lunghezza d’onda
(periodicita` spaziale), ha la forma
 (~x, t) ⇠ e2⇡i(~k·~x ⌫t) (fenomeno periodico) . (1)
(Ricordiamo la formula ei↵ = cos↵ + i sin↵). Assumendo che la fase 2⇡(~k · ~x   ⌫t) fosse un
invariante di Lorentz, e sapendo che le coordinate spazio-temporali (t, ~x) formano un quadriv-
ettore, de Broglie dedusse che anche (⌫,~k) doveva essere un quadrivettore, e quindi trasformarsi
per cambio di sistema di riferimento inerziale come i quadrivettori (t, ~x) e (E, ~p). Poiche´ nel
caso dei fotoni valeva E = h⌫, gli risulto` naturale estendere la proporzionalita` ai quadrivettori
(⌫,~k) e (E, ~p), anche alle particelle materiali con massa non nulla, e con la stessa costante di
proporzionalita` h valida per i fotoni
(E, ~p) = h(⌫,~k) ! E = h⌫ , ~p = h~k (relazioni di Einstein  de Broglie). (2)
Questa relazione porta ad associare una lunghezza d’onda   = h|~p| alle particelle di materia con
momento ~p. Quindi l’onda associata a particelle materiali libere con momento ~p ed energia E
assume la forma
 (~x, t) ⇠ e2⇡i(~k·~x ⌫t) = e 2⇡ih (~p·~x Et) = e i~ (~p·~x Et) (onde di materia) . (3)
Questa fu la proposta di de Broglie.
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A questo punto Schro¨dinger si chiese: che tipo di equazione soddisfa tale funzione? Inizio`
direttamente con il caso relativistico, ma siccome non gli fu possibile riprodurre alcuni risultati
sperimentali per l’atomo d’idrogeno, si accontento` del limite non-relativistico che sembrava
funzionare meglio (infatti oggi sappiamo che alcune correzioni relativistiche sono parzialmente
compensate da e↵etti dovuti allo spin dell’elettrone, di cui non si teneva conto). Per una
particella libera non-relativistica vale
E =
~p 2
2m
ed e` immediato verificare che la funzione d’onda (3) soddisfa
i~ @
@t
 (~x, t) = E (~x, t) =
~p 2
2m
 (~x, t) =   ~
2
2m
r2 (~x, t)
e quindi soddisfa all’equazione
i~ @
@t
 (~x, t) =   ~
2
2m
r2 (~x, t) . (4)
chiamata equazione di Schro¨dinger. In questo modo Schro¨dinger identifico` l’equazione fon-
damentale della meccanica quantistica. Seppur dedotta per una particella non-relativistica
puntiforme e libera, scritta nella forma
i~ @
@t
 = H (5)
doveH e` l’operatore hamiltoniano, operatore di↵erenziale derivabile dalla hamiltoniana classica,
l’equazione di Schro¨dinger e` congetturata avere una validita` universale per la descrizione dei
sistemi quantistici.
Dunque il trucco per ottenere una equazione d’onda dal modello classico di particella pun-
tiforme e` il seguente:
- considerare la relazione classica tra energia ed impulso E = ~p
2
2m
- sostituire E ! i~ @@t e ~p!  i~~r
- interpretare questi operatori di↵erenziali come agenti su una funzione d’onda  :
i~ @
@t
 (~x, t) =   ~
2
2m
r2 (~x, t) .
Naturalmente Schro¨dinger estese queste sue considerazioni ad una particella carica (l’elettrone)
immersa nel campo coulombiano di un nucleo, per riprodurre il modello atomico di Bohr e
calcolarne analiticamente varie proprieta`, in particolare lo spettro energetico quantizzato, che
confronto` con le misure sperimentali ottenendo un notevole successo.
Principio di indeterminazione.
Dall’analogia con le onde luminose, dove l’intensita` e` proporzionale al modulo quadro dell’ampiezza,
si intu`ı presto che la densita` di probabilita` ⇢(~x, t) di trovare la particella in un punto ~x al tempo t
doveva essere collegata al modulo quadro della funzione d’onda | (~x, t)|2. In particolare, la fun-
zione d’onda deve essere normalizzata opportunamente (
R
d3x | (~x, t)|2 = 1) a che´ la somma
di tutte le probabilita` parziali di trovare la particella da qualche parte sia 1.
Un’ onda perfettamente sinusoidale come  (~x, t) = e
i
~ (~p·~x Et) e` estesa su tutto lo spazio
tempo (| (~x, t)|2 = 1) e non e` normalizzabile (R d3x | (~x, t)|2 = 1): infatti per tale onda il
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momento e` noto esattamente ad ogni istante di tempo (vale ~p), ma non lo e` la posizione della
particella, che infatti potrebbe trovarsi ovunque nello spazio. Per localizzare la particella si
possono sommare varie frequenze, o meglio vari numeri d’onda ~k. In termini del momento ~p
questo si traduce in un integrale della forma
 (~x, t) ⇠
X
~p
 (~p) e
i
~ (~p·~x Et) ⇠
Z
d3p  (~p) e
i
~ (~p·~x Et) (6)
dove  (~p) indica i coe cienti di Fourier dell’onda piana con momento ~p. Scegliendo opportu-
namente i coe cienti di Fourier e` ora possibile normalizzare la funzione d’onda correttamente.
Come conseguenza matematica della trasformata di Fourier si puo` dedurre che l’incertezza
sulla posizione  ~x, codificata in | (~x, t)|2, moltiplicata per l’incertezza sul valore del momento
 ~p , codificata in | (~p)|2, deve essere necessariamente maggiore di una quantita` minima pro-
porzionale ad ~:
 x px   ~
2
,  y py   ~
2
,  z pz   ~
2
. (7)
Queste disuguaglianze sono note come “principio d’indeterminazione” di Heisenberg.
Strettamente collegate al principio di indeterminazione sono le regole di commutazione che
emergono tra le variabili dinamiche: ad esempio se px =  i~ @@x e` da considerarsi come un
operatore di↵erenziale, si ha che
[x, px] = i~ . (8)
Similmente per le altre coordinate
[y, py] = i~ , [z, pz] = i~ , (9)
Tipicamente questi operatori sono indicati aggiungendo un cappello ˆ per di↵erenziarli dalle
espressioni classiche (xˆ = x, pˆx =  i~ @@x , etc.) e sono riassunte nel commutatore
[xˆi, pˆj] = i~ ij . (10)
Si dice che questo commutatore descrive le relazioni di quantizzazione canonica.
Similmente si ha un principio d’indeterminazione tra tempo ed energia
 t E   ~
2
. (11)
Conservazione della probabilita`.
Se una particella non-relativistica e` descritta dalla funzione d’onda normalizzabile  (~x, t) (N.B.
l’onda piana non e` normalizzabile, per cui occorre considerare pacchetti d’onda, come descritto
sopra), allora si puo` interpretare la grandezza ⇢(~x, t) = | (~x, t)|2 come densita` di probabilita` di
trovare la particella nel punto ~x al tempo t. In particolare, si puo` provare che ⇢ soddisfa una
equazione di continuita`
@⇢
@t
+ ~r · ~J = 0 (12)
con una opportuna corrente ~J . Questo equivale alla conservazione della probabilita` di trovare
la particella da qualche parte ad ogni instante di tempo. In particolare la particella non-
relativistica non puo` essere creata ne distrutta. E` consistente assumere questa proprieta` per
particelle non relativistiche. Consideriamo infatti il limite non-relativistico di una particella
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relativistica, formalmente ottenuto mandando c ! 1 (velocita` limite di propagazione delle
interazioni tendente all’infinito, fisicamente equivalente a considerare velocita` v molto piccole
rispetto a c): infatti dalla formula relativistica dell’energia si ottiene
E =
p
~p 2c2 +m2c4 = mc2
r
1 +
~p 2
m2c2
=) mc2 + ~p
2
2m
+ · · · (13)
da cui si vede che per c ! 1 occorrerebbe un’energia infinita per creare una particella di
massa m (E = mc2 ! 1). Quindi e` consistente assumere che particelle non relativistiche
non spariscano, ed e` consistente normalizzare la loro funzione d’onda a nche` la probabilita` di
trovarla da qualche parte nello spazio valga 1.
Poiche` la velocita` della luce c e` in realta` finita, e` possibile che interazioni relativistiche
permettano la creazione e la distruzione di particelle, come in e↵etti avviene.
2 Equazioni d’onda relativistiche
2.1 Equazione di Klein-Gordon
Come ottenere una equazione d’onda relativistica? Un’ idea semplice e` quella di usare la
corretta relazione relativistica tra energia ed impulso. Infatti sappiamo che
pµp
µ =  m2c2 =)  E
2
c2
+ ~p 2 =  m2c2 =) E2 = ~p 2c2 +m2c4 . (14)
Quindi si potrebbe usare E =
p
~p 2c2 +m2c4, ma l’equazione che emerge con le sostituzioni E !
i~ @@t e ~p !  i~~r produce un’equazione complicatissima di di cile interpretazione, contente
una radice quadrata di operatori di↵erenziali
i~ @
@t
 (~x, t) =
p ~2c2r2 +m2c4  (~x, t) . (15)
Klein e Gordon proposero una equazione piu` semplice considerando la relazione quadratica tra
energia ed impulso, che ha il pregio di non contenere nessuna radice quadrata. Partendo da
E2 = ~p 2c2 +m2c4, ed usando E ! i~ @@t e ~p!  i~~r, ottennero l’equazione✓
  1
c2
@2
@t2
+r2   m
2c2
~2
◆
 (~x, t) = 0 (16)
conosciuta oggi come equazione di Klein-Gordon. In notazioni relativistiche si puo` scrivere
come
(@µ@
µ   µ2) (x) = 0 , µ ⌘ mc~ . @µ ⌘
@
@xµ
(17)
ed anche come
(⇤  µ2) (x) = 0 (18)
dove ⇤ ⌘ @µ@µ =   1c2 @
2
@t2 +r2 indica l’operatore di d’Alembert (il d’alembertiano). Secondo
Dirac, Schro¨dinger considero` questa equazione ancor prima di dedurre la sua equazione, ma
insoddisfatto dei risultati che sembrava produrre per l’atomo d’idrogeno, si accontento` del suo
limite non relativistico. Quando piu´ tardi si decise a pubblicarla, era gia` stato preceduto da
Klein e Gordon.
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Soluzioni dell’eq. di Klein-Gordon. Naturalmente, ovvie soluzioni dell’equazione di Klein-
Gordon sono le soluzioni di onda piana
 (x) = e
i
~ (~p·~x Et) , con E =
p
~p 2c2 +m2c4 , (19)
che possono essere collegate a particelle scalari (cioe` con spin s = 0) di massa m. Ma esiste
anche un’altra classe di soluzioni, quelle con energie negative E =  p~p 2c2 +m2c4. Come
interpretarle fisicamente? Queste segnalano l’esistenza di “antiparticelle”, particelle con stessa
massa e spin, ma con tutte le altre possibili cariche interne, come la carica elettrica, di segno
opposto. Questa interpretazione, originariamente proposta da Dirac per le soluzioni della sua
equazione (l’equazione di Dirac che descrive particelle relativistiche di massa m e spin s =
1
2), e` necessaria per tutte le equazioni d’onda relativistiche, ed e` giustificabile rigorosamente
all’interno della teoria quantistica dei campi (conosciuta anche come “seconda quantizzazione”:
in tale trattazione le equazioni d’onda come quella sopra descritta, sono dapprima considerate
come equazioni di campo classiche e poi quantizzate opportunamente. In tale modo il campo
d’onda quantizzato permette di descrivere un numero arbitrario di particelle (o antiparticelle)
identiche e trattare processi in cui il numero di particelle totali varia a causa di processi di
creazione o annichilazione di particelle).
Una soluzione generale del campo di Klein-Gordon libero puo` essere visto come una com-
binazione lineare (nel senso di Fourier) di soluzioni di onda piana con energie sia positive che
negative. Ad esempio, se il campo di Klein Gordon e` un campo d’onda complesso, la soluzione
generale assume la forma (in unita` dove vale ~ = c = 1)
 (x) =
X
~p
⇣
a(~p) e iEpt+i~p·~x + b⇤(~p) eiEpt i~p·~x
⌘
 ⇤(x) =
X
~p
⇣
b(~p) e iEpt+i~p·~x + a⇤(~p) eiEpt i~p·~x
⌘
(20)
dove Ep =
p
~p 2c2 +m2c4 mentre a(~p) e b(~p) sono coe cienti di Fourier arbitrari. In una
interpretazione di seconda quantizzazione (che non tratteremo in questa sede) i coe cienti di
Fourier a(~p) ed a⇤(~p) sono associati alla distruzione ed alla creazione di particelle, mentre i
coe cienti di Fourier b(~p) ed b⇤(~p) alla distruzione ed alla creazione di antiparticelle. Il simboloP
~p indica la somma sulle soluzioni indipendenti indicizzate da ~p 2 R3 e, poiche` queste formano
un continuo, la somma e` da intendersi come integrale
P
~p ⇠
R
d3p la cui normalizzazione e` una
scelta convenzionale (spesso si sceglie
P
~p =
R
d3p
(2⇡)3
1
2Ep
che rende i coe cient di Fourier scalari
di Lorentz).
Per un campo reale ( ⇤ =  ) particelle ed antiparticelle coincidono, infatti in questo caso i
coe cienti di Fourier sono collegati a(~p) = b(~p).
Potenziale di Yukawa. Consideriamo l’equazione con sorgente esterna
(⇤  µ2) (x) = J(x) (21)
con J(x) = g (3)(~x) che descrive una sorgente statica puntiforme localizzata nell’orgine delle
coordinate spaziali (con  (3)(~x) si indica la funzione delta di Dirac). Se consideriamo una
soluzione statica, indipendente dal tempo, allora l’equazione si semplifica e diventa
(r2   µ2) (~x) = g (3)(~x) (22)
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Per µ = 0 riconosciamo l’equazione di Poisson dell’elettrostatica, con soluzione il potenziale
coulombiano
 (~x) =   g
4⇡
1
r
. (23)
Per µ 6= 0 la soluzione puo` essere calcolata usando la trasformata di Fourier che genera il
potenziale di Yukawa
 (~x) =
Z
d3p
(2⇡)3
( g)
~p 2 + µ2
ei~p·~x =   g
4⇡
e µr
r
. (24)
Anche se non si conoscono le tecniche della trasformata di Fourier e` possibile verificare che
queste soluzioni soddisfano le rispettive equazioni per r 6= 0, basta usare il laplaciano scritto in
coordinate sferiche (r2 = 1r2@rr2@r + derivate sugli angoli). Inoltre il comportamento singo-
lare ad r = 0 e` collegato all’intensita` della carica puntiforme, come noto nel caso coulombiano
(infatti attorno ad r = 0 si puo` approssimare l’esponenziale con 1).
Azione libera e propagatore.
L’equazione di Klein-Gordon puo` essere derivata da un semplice principio d’azione. Usiamo
unita` di misura naturali per cui ~ = c = 1, e quindi µ = m. Per un campo scalare reale  ⇤ =  ,
l’azione e` data da
S[ ] =
Z
d4x
⇣
  1
2
@µ @µ   m
2
2
 2
⌘
(25)
e richiedendo la condizione di mimimo  S = 0 sotto variazioni arbitrarie   (x) si ottiene
l’equazione di Klein-Gordon (come equazione di Eulero-Lagrange)
(⇤ m2) (x) = 0 . (26)
Equazioni del moto libere e relativa azione descrivono la propagazione libera del campo d’onda
o, equivalentemente, delle particelle associate, i quanti del campo.
Nella teoria quantistica e` utile considerare il “propagatore”, che essenzialmente corrisponde
alla funzione di Green G(x   y) associata all’equazione di Klein-Gordon, e descrive matem-
aticamente la propagazione di una particella dal punto dello spazio-tempo x al punto dello
spazio-tempo y, o viceversa, ed indicato graficamente dal diagramma di Feynman
x y
La funzione di Green ell’equazione di Klein-Gordon corrisponde alla soluzione dell’equazione
di Klein-Gordon in presenza di una sorgente puntiforme ed istantanea di intensita` unitaria. In
formule
( ⇤x +m2)G(x  y) =  4(x  y) . (27)
In trasformata di Fourier la soluzione si scrive come
G(x  y) =
Z
d4p
(2⇡)4
eipµ(x
µ yµ)
p2 +m2   i✏ (28)
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dove p2 = pµpµ, e dove ✏ ! 0+ e` un parametro infinitesimo positivo che implementa oppor-
tune condizioni al contorno (prescrizione causale di Feynman), che permette di interpretare le
soluzioni con energia negativa come dovute ad antiparticelle con energia positiva: il propagatore
descrive propagazione (in avanti nel tempo) di particelle ed antiparticelle con le corrette energie
positive. Inoltre, in una interpretazione particellare, il propagatore descrive sia la propagazione
di “particelle reali” sia gli e↵etti interpretabili come dovuti alle “particelle virtuali”. Il propa-
gatore e` spesso descritto con la sua trasformata di Fourier, 1p2+m2 , ed indicato con il seguente
diagramma di Feynman
p
dove p indica il quadrimomento trasportato della particella che scorre lungo la linea.
Possiamo anche dire che il propagatore propaga gli e↵etti di una sorgente arbitraria J(x) di
onde di Klein-Gordon
(⇤ m2) (x) = J(x) (29)
da un punto dello spazio-tempo ad un’altro, generando la soluzione di (29) come
 (x) =  0(x) +
Z
d4y G(x  y)J(y) . (30)
dove  0(x) e` una soluzione dell’equazione omogenea associata. Questo si verifica facilmente
inserendo (30) in (29) ed usando la proprieta` (27).
Vediamo di intuire un po’ meglio il motivo che ha indotto i fisici ad introdurre il concetto
di particelle reali e virtuali. In matematica e` noto il teorema di Riemann-Lebesgue che a↵erma
che se
R1
 1 dp|f(p)| converge, allora
lim
x!1
Z 1
 1
dp f(p) e±ipx = 0 .
Guardando il propagatore (28), si intuisce che per distanze x  y molto grandi (|x  y|!1)
non si propaga nessun segnale associato a particelle a meno che il momento della particella
non soddisfi p2 + m2 = 0 (in tal caso c’e` un polo ed il teorema di Riemann-Lebesgue non e`
applicabile): queste sono le particelle reali. Gli e↵etti di particelle con p2+m2 6= 0 sono invece
attribuite a particelle virtuali: i loro e↵etti non possono propagarsi su distanze macroscopiche (si
dice che sono nascoste dal principio di indeterminazione e non sono rivelabili sperimentalmente
come particelle fisiche).
2.2 Altre equazioni d’onda
L’equazione di Klein-Gordon e` un’equazione relativistica che descrive particelle scalari, cioe`
con spin s = 0, ma poiche´ tiene conto della corretta relazione relativistica tra energia ed
impulso contiene l’essenza di tutte le equazioni relativistiche (come l’apparente presenza di
soluzioni con energie negative, da reinterpretare come antiparticelle con energia positiva). Le
equazioni d’onda corrette per descrivere particelle con spin s dipende dal valore dello spin e
sono conosciute come segue:
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spin 0 ! equazione di Klein-Gordon
spin 12 ! equazione di Dirac
spin 1 senza massa ! equazioni (libere) di Maxwell
spin 1 massiva ! equazioni di Proca
spin 32 ! equazione di Rarita-Schwinger
spin 2 ! equazioni di Pauli-Fierz (equazioni di Einstein linearizzate).
In generale particelle relativistiche sono classificate da massa m e spin s, dove il valore dello
spin indica che ci sono in generale 2s+1 componenti fisiche indipendenti della funzione d’onda,
a meno che m = 0, nel qual caso esistono solo due componenti fisiche (collegate all’elicita`,
definita come proiezione dello spin lungo la direzione del moto).
3 Interazioni e diagrammi di Feynman
Le azioni libere dei campi d’onda associati alle varie particelle (il campo dell’elettrone  de-
scrive tutti gli elettroni ed i positroni, il campo del potenziale elettromagnetico Aµ descrive
tutti i fotoni, etc.) generano le equazioni d’onda libere e descrivono la propagazione dei rispet-
tivi quanti. Le interazioni possono essere introdotte aggiungendo dei potenziali d’interazione
all’azione, che cos`ı producono termini non lineari nelle equazioni d’onda. Questi potenziali
contengono i vertici elementari delle varie interazioni. A tali vertici sono associate costanti
d’accoppiamento che parametrizzano l’intensita` della interazione.
3.1 Esempi illustrativi
Consideriamo a scopo illustrativo alcuni semplici modelli teorici con particelle scalari. La
propagazione libera di particelle scalari scariche (in tal caso particelle e antiparticelle coinci-
dono) e` descritta dal propagatore
 
che e` collegato all’equazione di Klein-Gordon lineare ( ⇤ +m2) (x) = 0, o equivalentemente
alla corrispondente lagrangiana in (25), quadratica nei campi d’onda di Klein-Gordon
L0 =  1
2
@µ @µ   m
2
2
 2 (31)
Quello che qui ci interessa sottolineare e` solo il fatto che la propagazione libera e` descritta da
termini quadratici nella lagrangiana.
Le interazioni emergono come termini di ordine superiore nella lagrangiana, termini che
producono modifiche non-lineari alle equazioni d’onda. Ad esempio un termine cubico nel
potenziale d’interazione, che compare nella lagrangiana come
Lint =  Vint =    
3!
 3 (32)
produce termini non-lineari nell’equazione del moto del campo d’onda. Tenendo conto del
duplice ruolo di un campo nel descrivere la creazione o la distruzione di particelle, possiamo
visualizzare graficamente questo potenziale con il seguente diagramma di Feynman
8
  
 
 
La costante d’accoppiamento  , se su cientemente piccola, puo` essere trattata perturbativa-
mente.
Siccome il campo d’onda puo` descrivere sia la creazione che la distruzione di particelle, una
particella uscente dal vertice puo` essere scambiata con una antiparticella entrante, o vicev-
ersa (nel presente caso particelle ed antiparticelle coincidono). Tutte le varie possibilita` sono
ammesse come vertice di interazione.
Ampiezze di scattering possono essere ottenute collegando stati iniziali agli stati finali di
un determinato processo di di↵usione usando propagatori e vertici in tutti i modi possibili. Ad
esempio, lo scattering di due particelle (i quanti del campo  ) in due particelle e` descritto da
un’ampiezza di probabilita` che puo` essere visualizzata dai seguenti grafici di Feynman
A ⇠ + + + · · ·
= a2 
2 + · · · (33)
ed a cui e` associata una probabilita`
P ⇠ |A|2 = p4 4 + · · · (34)
dove i puntini indicano termini successivi di ordine superiore nella costante d’accoppiamento  .
3.2 Interazioni nel Modello Standard
Nel modello standard ci sono potenziali d’interazione che possono essere visualizzati nel seguente
modo.
3.2.1 QED
L’interazione tra fotoni ed elettroni (QED) e` descritta dal vertice
e 
 
e 
( e)
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dove  e e` la carica dell’elettrone che rappresenta la costante d’accoppiamento associata al
vertice. Da questo vertice, ad esempio, si possono intuire i seguenti processi:
10
Scattering elettrone-elettrone e  + e  ! e  + e  (Mo¨ller scattering)
 
e 
e 
e 
e 
+  
e 
e 
e 
e 
Scattering elettrone-positrone (Bhabha scattering) e  + e+ ! e  + e+
 
e 
e+
e 
e+
+
 
e 
e+
e 
e+
Scattering elettrone-fotone (Compton scattering) e  +   ! e  +  
e 
e 
 
e 
 
+
e 
e 
 
e 
 
Anche lo scattering fotone-fotone e` possibile: il primo termine perturbativo e` dato da
e 
e 
e 
e 
 
 
 
 
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In generale, per ogni fermione f del modello standard l’interazione elettromagnetica e` de-
scritta da un vertice elementare della forma
f
 
f
qe
dove e > 0 rappresenta la costante d’accoppiamento (e ⇠ p↵ con ↵ ⇠ 1137 costante di struttura
fine) e q il valore della carica della particella in termini della carica elementare e.
Oltre a questi fermioni, esiste un’altra particella del modello standard con carica elettrica,
il bosone W+ (e la corrispondente antiparticella W ) mediatore delle interazioni deboli. A
causa della sua carica elettrica, anche questa particella subisce interazioni elettromagnetiche.
In questo caso esistono due vertici elementari, un vertice cubico (3 particelle create o distrutte
nel vertice) ed un vertice quartico (4 particelle create o distrutte nel vertice)
W+
 
W+
e
 
W+
 
W+
e2
Si noti che il primo vertice porta una costante d’accoppiamento e, mentre il secondo vertice
porta una costante d’accoppiamento e2.
3.2.2 QCD
I vertici fondamentali della QCQ descrivono l’interazione quark-quark-gluone (dove i quark
sono dello stesso sapore, ma variano il colore in modo tale che, tenendo conto del colore del
gluone, il colore totale sia conservato)
q
g
q
gS
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l’interazione a tre gluoni
g
g
g
gS
e l’interazione a quattro gluoni
g
g
g
g
g2
S
La costante d’accoppiamento delle interazioni forti e` indicata con gS . Si noti come nel vertice
a 4 gluoni compaia un fattore g2
S
. Tutte le interazioni forti sono descritte dalla sola costante
d’accoppiamento gS .
3.3 Interazioni deboli
Le interazioni deboli sono mediate dai bosoni carichi W+ e W , mediatori delle interazioni
deboli cariche, e del bosone Z0 che media le interazioni deboli neutre. Sono massivi cos`ı da
spiegare l’e↵ettivo corto raggio d’azione di tali forze.
I vertici fondamentali che accoppiano i bosoni W+ e W  ai fermioni del modello standard
possono essere descritti nel seguente modo. I fermioni del modello standard sono raggruppati
nei seguenti doppietti di isospin debole (doppietti di SU(2))✓
⌫e
e
◆ ✓
⌫µ
µ
◆ ✓
⌫⌧
⌧
◆
;
✓
u
d0
◆ ✓
c
s0
◆ ✓
t
b0
◆
.
In ciascun doppietto la particella posizionata in alto si puo` trasformare in quella corrispondente
posizionata in basso con l’emissione di un W+, e similmente una particella posizionata in basso
si puo` trasformare nella particella corrispondente posizionata in alto con l’emissione di un W .
Naturalmente, in ciascun vertice ciascuna particella entrante (uscente) puo` essere sostitutita
dalla corrispondente antiparticella uscente (entrante). Ad esempio per il primo doppietto
 
⌫e
e
 
,
si ha
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⌫e
W+
e 
; e 
W 
⌫e
Nel settore dei quark, i bosoni W± si accoppiano direttamente agli autostati di interazione
debole (d0, s0, b0) che sono collegati agli autostati di massa (d, s, b) da un matrice unitaria detta
matrice CKM (Cabibbo-Kobayashi-Maskawa). Questa distinzione puo` essere ignorata per gli
scopi di questa introduzione preliminare.
Per quanto riguarda le interazioni deboli neutre, ogni fermione puo` emettere un bosone Z0
rimanendo una particella della stessa natura
f
Z0
f
Si noti quindi che le interazioni con lo Z0 non cambiano il sapore del leptone con cui interagis-
cono (le particelle che emettono lo Z0 rimangono particelle della stessa natura, con gli stessi nu-
meri quantici di sapore). Anche le interazioni deboli hanno una loro costante d’accoppiamento
adimensionale, solitamente indicata con g, che risulta essere dello stesso ordine di grandezza
delle costante d’accoppiamento elettromagnetica.
Ci sono inoltre vertici di autointerazione anche tra i bosoni mediatori della forza elettrode-
bole:  , W± e Z0. Esistono vertici cubici della forma  W+W  e Z0W+W , e vertici quartici
della forma   W+W , Z0Z0W+W ,  Z0W+W  e W+W+W W . La struttura precisa di
questi vertici e` dettata dalla simmetria di gauge non-abeliana SU(2)⇥ U(1).
3.4 Interazioni con il bosone di Higgs
Il meccanismo di Higgs, responsabile della rottura spontanea della simmetria di gauge SU(2)⇥
U(1), congetturato per permettere una comprensione soddisfacente dell’esistenza delle masse
elementari associate alle varie particelle del modello standard, prevede l’esistenza di una par-
ticella scalare neutra, detta bosone di Higgs. Con una certa semplificazione si puo` dire che
fermioni del modello standard interagiscono con il bosone di Higgs tramite vertici cubici (detti
vertici di Yukawa)
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fH
f
con una costante d’accoppiamento proporzionale alla massa del fermione.
Il quark top, il fermione piu` massivo, e` quindi quello che interagisce piu` fortemente con la
particella di Higgs. Un esempio di processo studiato per la ricerca dell’Higgs e` descritto dal
seguente digramma di Feynman
dove due gluoni creano coppie top–antitop con la successiva fusione di un top ed un antitop in
un Higgs. Il bosone di Higgs e i quark top decadono poi in particelle piu` leggere.
Anche le particelle massive di spin 1 (W± e Z0) interagiscono con il bosone di Higgs. Questo
avviene tramite vertici cubici e quartici, e quindi anche le loro interazioni possono partecipare
alla produzione di particelle di Higgs. Alcuni esempi sono riassunti nei diagrammi seguenti,
che descrivono processi per la produzione del bosone di Higgs:
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Momento angolare in Meccanica Quantistica
(Appunti per il corso di Fisica Nucleare e Subnucleare 2016/17)
Fiorenzo Bastianelli
Per applicazioni successive (ad esempio nella discussione sullo spin dei nuclei) occorre an-
ticipare alcune cose sul momento angolare in meccanica quantistica, in particolare sulla sua
quantizzazione e sulle regole di somma.
Nella deduzione dell’equazione di Schroedinger, abbiamo visto come grandezze classiche
siano associate ad operatori. Questo e` un fatto generale nella formulazione della meccanica
quantistica: quantita` classiche (quali posizione, momento, energia, momento angolare) diven-
tano operatori lineari. Questi operatori agiscono sullo spazio vettoriale di Hilbert delle funzioni
d’onda (le funzioni d’onda sono interpretate come vettori di uno spazio infinito dimensionale).
Inoltre i possibili autovalori di questi operatori danno il risultato della misura della grandezza
fisica corrispondente, nel caso questa possa essere conosciuta esattamente: infatti se il sistema
e` descritto da un autofunzione (autostato) dell’operatore, allora la misura della grandezza fisica
corrispondente assumera` esattamente il valore corrispondente all’autovalore. Se invece il sis-
tema e` descritto da una combinazione lineare di questi autostati, allora la grandezza fisica non
avra` un valore ben definito, ma si ha solo il concetto di valore medio.
Ad esempio, abbiamo visto nella deduzione dell’equazione di Schro¨dinger che posizione x e
momento px diventano operatori, indicati rispettivamente con xˆ ed pˆx. Questi agiscono sulla
funzione d’onda producendo una nuova funzione d’onda
x ! xˆ = x (operatore moltiplicativo) : xˆ (x) = x (x)
px ! pˆx =  i~ @
@x
(operatore di↵erenziale) : pˆx  (x) =  i~@ (x)
@x
Si puo` verificare che le onde piane
 p(x) = e
i
~ ipx con p 2 R (1)
sono autostati di pˆx
pˆx e
i
~px = p e
i
~px . (2)
In questo caso particolare, gli autostati del momento (le onde piane e
i
~px) non sono funzioni
d’onda normalizzabili, ed in questa situazione (ed in situazioni simili) si introducono pacchetti
d’onda normalizzabili, con una incertezza sul momento  px, che soddisfera` le relazioni di
indeterminazione di Heisenberg  x px   ~2 .
Schro¨dinger, studando il problema agli autovalori per una particella (l’elettrone) nel poten-
ziale coulombiano del protone, ottenne la quantizzazione dei livelli energetici dell’atomo d’idrogeno
congetturata da Bohr
Hˆ (~x) = E (~x) ! En =  mc
2↵2
2n2
, n = 1, 2, ..1 (3)
dove l’operatore hamiltoniano ha la forma
Hˆ =
~ˆp
2
2m
  e
2
4⇡rˆ
=   ~
2
2m
r2   e
2
4⇡r
. (4)
1
ed ↵ = e
2
4⇡~c ⇠ 1137 e` la costante di strutture fine. Le corrispondenti autofunzioni  nlm(x)
dipendono da tre numeri quantici, n, l, ad m con degenerazione in l ed m, corrispondenti
infatti ad autostati del momenti angolare.
1 Momento angolare
Il momento angolare e` classicamente definito da
~L = ~r ⇥ ~p (5)
cosicche´ quantisticamente si ha l’operatore
~ˆL = ~ˆr ⇥ ~ˆp =  i~~r ⇥ ~r . (6)
In componenti,
Lˆx = yˆpˆz   zˆpˆy =  i~
✓
y
@
@z
  z @
@y
◆
Lˆy = zˆpˆx   xˆpˆz =  i~
✓
z
@
@x
  x @
@z
◆
Lˆz = xˆpˆy   yˆpˆx =  i~
✓
x
@
@y
  y @
@x
◆
. (7)
Si puo` vedere con un calcolo diretto che questi operatori non commutano, ma soddisfano leggi
di commutazione che riproducono l’algebra di Lie di SO(3)
[Lˆi, Lˆj] = i~✏ijkLˆk . (8)
Questo ci dice che abbiamo una rappresentazione dell’algebra di Lie delle rotazioni in termini
di operatori che agiscono sullo spazio di Hilbert della particella quantistica: la rappresentazione
e` data proprio dalla formula in (6). Questa rappresentazione e` riducibile. Inoltre si ha che
[Lˆi, ~ˆL
2
] = 0 . (9)
Operatori che commutano possono essere misurati simultaneamente (i.e. diagonalizzati simul-
taneamente), possiamo quindi studiare il problema agli autovalori per Lˆz e ~ˆL
2
la cui soluzione
matematica ha la seguente forma
~ˆL
2
Ylm(~r) = l(l + 1)~2Ylm(~r) l = 0, 1, 2, ....
LˆzYlm(~r) = m~Ylm(~r) m 2 [l, l   1, l   2, ..., l] (10)
Le autofunzioni Ylm(~r) sono chiamate armoniche sferiche: in coordinate sferiche (r, ✓, ) dipen-
dono da (✓, ) (la dipendenza radiale e` fattorizzata e puo` essere trascurata). Gli autovalori
dipendono dal numero quantico l che puo` assumere valori interi non negativi (numero quantico
orbitale), mentre per l fissato, m puo assumere i 2l + 1 valori che vanno da l ad  l con salti
unitari (numero quantico magnetico)
l = 0, 1, 2, ...
m = l, l   1, ...  l . (11)
2
Sotto rotazioni, la armoniche sferiche con l fissato si mescolano tra di loro (per l fissato ci sono
(2l + 1) autofunzioni Ylm descritte dal numero quantico m), mentre quelle con l diverso non
si mescolano mai. Infatti il modulo del momento angolare e` invariante per rotazioni, quindi il
numero quantico l rimane invariato. Lo spazio di Hilbert si decompone in settori con momento
angolare l fissato, che formano il sottospazio su cui agisce in modo irriducibile il gruppo delle
rotazioni: la rappresentazione l e` quindi (2l + 1) dimensionale. Una rotazione e` rappresentata
dall’operatore unitario
U(~✓) = e
i
~
~✓·~L (12)
dove i generatori infintesimi ~L sono appunto dati dell’operatore momento angolare in (6).
Oltre al momento angolare orbitale, in natura emerge anche la possibilita` di avere un mo-
mento angolare intrinseco (detto spin, non necessariamente associato ad un moto rotazionale).
Lo spin ~ˆS puo` avere numeri quantici seminteri
~ˆS
2
 = s(s+ 1)~2  s = 0, 1
2
, 1,
3
2
, 2, ....
Sˆz = sz~ sz 2 [s, s  1, s  2, ...  s] . (13)
L’operatore di spin ha la stessa algebra di Lie del momento angolare
[Sˆi, Sˆj] = i~✏ijkSˆk (14)
ora intepretata come algebra di Lie del gruppo SU(2), poiche´ per valori seminteri di s una
rotazione di 2⇡ e` realizzata da  1. L’elettrone ha spin s = 12 .
Ecco alcune figure autoesplicative
1.1 Somma del momento angolare
Come sommare i momenti angolari in meccanica quantistica? Abbiamo detto che un momento
angolare ~J fissato ha numeri quantici (j,m) con j fissato (intero o semintero) e con m che puo`
assumere 2j + 1 valori che vanno da +j a  j con salti di uno.
Come sommare due momenti angolari j1 e j2? La regola e` la seguente: il momento angolare
totale ( ~J = ~J1 + ~J2) puo` avere il numero quantico principale j con valori che vanno da j1 + j2
fino a |j1   j2| con salti di uno
j 2 [j1 + j2, j1 + j2   1, ..., |j1   j2|] (15)
3
mentre il numero quantico magnetico m e` uguale a m1 +m2 e di nuovo puo` assumere i 2j + 1
valori che vanno da +j a  j
m = m1 +m2 2 [j, j   1, .., j] . (16)
Matematicamente, questo corrisponde a considerare il prodotto tensoriale delle rappresen-
tazioni j1 e j2 del gruppo delle rotazioni e decomporlo in rappresentazioni irriducibili: in questa
decomposizione compaiono solamente i momenti angolari j1+ j2, j1+ j2 1 etc. fino a |j1  j2|.
Ad esempio, sommando i momenti angolari j1 = 1 e j2 =
1
2 si possono avere momenti
angolari totali j = 32 e j =
1
2 . Sommando j1 = 1 e j2 = 2 le possibilita` ammesse sono j = 3,
j = 2 e j = 1.
Esercizio: Si controlli nei due esempi qui sopra che il numero di stati totali e` sempre lo
stesso, sia nella base riducibile che nella decomposizione in rappresentazioni irriducibili.
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