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Abstract—This paper studies the optimal achievable perfor-
mance of compressed sensing based unsourced random-access
communication over the real AWGN channel. ”Unsourced”
means, that every user employs the same codebook. This
paradigm, recently introduced by Polyanskiy, is a natural con-
sequence of a very large number of potential users of which
only a finite number is active in each time slot. The idea behind
compressed sensing based schemes is that each user encodes his
message into a sparse binary vector and compresses it into a
real or complex valued vector using a random linear mapping.
When each user employs the same matrix this creates an effective
binary inner multiple-access channel. To reduce the complexity to
an acceptable level the messages have to be split into blocks. An
outer code is used to assign the symbols to individual messages.
This division into sparse blocks is analogous to the construction
of sparse regression codes (SPARCs), a novel type of channel
codes, and we can use concepts from SPARCs to design efficient
random-access codes. We analyze the asymptotically optimal
performance of the inner code using the recently rigorized
replica symmetric formula for the free energy which is achievable
with the approximate message passing (AMP) decoder with
spatial coupling. An upper bound on the achievable rates of
the outer code is derived by classical Shannon theory. Together
this establishes a framework to analyse the trade-off between
SNR, complexity and achievable rates in the asymptotic infinite
blocklength limit. Finite blocklength simulations show that the
combination of AMP decoding, with suitable approximations,
together with an outer code recently proposed by Amalladinne
et. al. outperforms state of the art methods in terms of required
energy-per-bit at lower decoding complexity.
I. INTRODUCTION
The increasing demand of IoT applications requires more
efficient multiple-access schemes to handle the vastly growing
number of machine-type users. A common scenario consists
of a large number Ktot ∼ ∞ of users, short message sizes in
the order of ∼ 100 bits, but sparse activity, i.e. only a small
fraction of users are active at each timeslot. The sheer number
of users and the sporadic activity makes explicit pilot-based
user identification very wasteful, therefore a grant-less scheme
is preferable. To facilitate scalability and mass production, it
is desirable for all users (devices) to use the same codebook.
This poses a new information theoretic problem known as
”unsourced massive random access”. With such a constraint it
is not possible to recover the identity of a user before decoding
and the task of the decoder becomes to recover a list of the
messages of active users up to permutation. If users want to
communicate their identity, they can embed an ID in their
message. Besides, some IoT applications may be interested in
the message (e.g. measurements) and not in the identity of the
node sending it.
This problem was posed in [1] and treated on the real
adder channel with additive white Gaussian noise (AWGN).
Although this is a simplified model and it lacks some features,
e.g. fading, which are crucial for realistic channel models, it
captures the essential aspect of linear mixing of codewords
from the same codebook and it allows to treat the problem
using information theoretic methods. Let Ktot be the number
of users. We assume, that only a fixed number Ka of the users
is active at each time slot and transmit over the channel:
y =
Ktot∑
i=1
aixi + z, (1)
where ai ∈ {0, 1} i = 1, ..., Ntot, with
∑
ai = Ka, indicates
the activity of user i and xi ∈ C ⊂ Rn is his coded message
of blocklength n. z ∼ N (0, N02 In) is white Gaussian noise.
A power constraint is imposed as ‖xi‖22 ≤ nP . Let M =
|C| denote the size of the codebook and Wj ∈ {1, ...,M}
the message of user j, such that for some encoding function
f : [M ]→ Rn we have f(Wj) = xj . The decoder g : Rn →
[M ]Ka produces a list of Ka messages. A user error is defined
as the event that the message of user j is not contained in
the output list Ej := {Wj /∈ g(y)}. The average per-user
probability of error (PUPE), i.e. the average fraction of mis-
decoded messages per active user, is defined as:
Pe = max∑
ai=Ka
1
Ka
Ktot∑
i=1
aiP(Wi /∈ g(y)). (2)
For this channel a random coding achievability bound and
converse on the energy-per-bit over N0 (Eb/N0) was estab-
lished in [1]. The search for explicit codes, which can approach
this achievability bound is a challenging and relevant problem
in the design of IoT systems. Classical multi-access schemes
like slotted Aloha or ”treating interference as noise (TIN)”,
implemented in practice via uncoordinated CDMA, perform
poorly compared to the random coding achievability bound
[2]. The connection to compressed sensing was mentioned
by the author of [1]. The codebook C can be represented
as a n × M matrix and the choice of messages of the Ka
users as a Ka-sparse vector. A classical compressed sensing
approach using a random n×M matrix and convex methods
to recover the Ka-sparse vector is infeasible because of the
size of M , which is exponential in the number of bits per
message. In [2] a compute and forward solution to this
problem was presented. It was proposed to combine BPSK
mapping with a binary code to first decode the modulo-2
sum of the messages and use another linear binary code do
identify the individual messages from their modulo-2 sum.
An alternative approach based on orthogonal signaling and
compressed sensing was presented in [3]. The idea is to split
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each transmission up into L subslots. In each subslot the active
users send a column from a common inner codebook, while the
symbols across all subslots are chosen from a common outer
codebook. The inner decoder identifies, which columns of the
coding matrix were sent in each subslot utilizing non-negative-
leastsquares (NNLS), a convex recovery algorithm [4, 5]. This
creates a list of Ka symbols for each subslot. The outer code
reassembles the sent messages by finding valid paths in a tree.
Like most convex recovery methods, the inner NNLS decoder
has the significant drawback that it is hard incorporate prior
knowledge about the distribution of the signal and noise, which
is why statements about error probability and achievable rates
are often suboptimal.
We would like to point out the connection of this scheme
to a recently proposed type of AWGN channel codes
termed sparse superposition codes or sparse regression codes
(SPARCS) [6]. There, a message is divided into L sections
of b bits each. The message is represented by a N = L2b
dimensional binary vector m such that there is exactly one
nonzero in each section of size 2b which represents the bit
sequence in that section. The vector is then mapped to a vector
x = Am of blocklength n by a random matrix A ∈ Rn×N .
The product is properly scaled to fulfill the average power
constraint ‖x‖2 ≤ nP and transmitted over the AWGN
channel. An overview over the literature on SPARCs is given
in Section I-A. We consider these codes for the described
multiple-access problem. If each user uses the same code, i.e.
the same matrix A, then the channel output looks like
y =
Ka∑
i=1
Ami + z = A
(
Ka∑
i=1
mi
)
+ z. (3)
Remark. The binary sparse user vectors mi ∈ RL2b are
precisely the same as in the approach of [3] but the matrix
A is different. In [3] each section of size B = 2b is encoded
and recovered individually using the same matrix A1 of size
n × 2b, while in (3) this is done jointly. We can view the
approach described in [3] as a special case of (3) where A
takes the special form of a block diagonal matrix where each
block contains the same smaller matrix A1.
A. Prior work and contribution
It was shown in [6] that SPARCs with a Gaussian iid matrix
A were reliable at rates up to capacity under ML decoding.
A low-complexity way of decoding, able to reach rates up
to capacity, was found in [7] and [8]. Both approaches used
the approximate message passing (AMP) algorithm [9, 10]
to recover the sparse vector m. The mutual finding of those
approaches were that some additional gimmick was needed
to approach capacity with AMP decoding. In [7] that was an
optimized power allocation, while [8] utilized the technique
of spatial coupling known from LDPC codes [11]. The
roots of the AMP algorithm go back to the TAP approach
to spin glasses [12]. It was presented to the compressed
sensing community in [9] as an efficient way of recovering
sparse vectors from Gaussian linear measurements and later
generalized and applied to many problems, e.g. multi-user
identification, phase retrieval, community detection ...[10,
13, 14, 15]. In many subsequent works it was shown that in
settings, where the signal distribution is simple, e.g. a sparse
binary signal, AMP outperformed existing general purpose
algorithms to sparse recovery problems, like LASSO or the
more recent NNLS [4, 5], and was shown to be optimal in
many cases [16]. The main tool for proving results about
the AMP algorithm are the so called state evolution (SE)
equations. These are recursive equations which describe
the asymptotic AMP performance averaged over the matrix
ensemble and the signal distribution. They were proven
to hold rigorously for Gaussian [9] and sub-Gaussian [17]
iid matrices and iid signals. A version for sectionwise iid
priors, suited for SPARCs, was first shown in [7]. Finally,
in [18], the SE equations were shown to hold for any signal
distribution with Gaussian iid matrices. It is proven, that
the convergence of the empirical average AMP performance
to the SE equations is exponentially fast in the blocklength
for Gaussian iid matrices [19]. A key point of the AMP
algorithm is the decoupling phenomenon, i.e. asymptotically,
after some iterations the single entries in the estimate of the
AMP algorithm are distributed like independent samples of
the true signal in Gaussian noise with some effective noise
variance, which is reduced in each iteration. The fixed-points
of the state evolution equations determine this effective noise
variance at convergence. More general, it was shown in
[8] that the fixed-points of the SE equations are conditions
for local minimality of some potential function, known as
free energy or replica-symmetric potential. An interesting
connection was found to earlier results in CDMA. There,
the non-rigorous replica method was used to obtain the free
energy, first for binary inputs and Gaussian iid matrices [20],
later for general iid signal [21] and a wider class of matrices
[22]. The global minimum of this free energy determines the
asymptotic input-output mutual information and therefore the
optimal spectral efficiency. The equations, which describe
the condition for local extrema of the free energy turn out
to be exactly the state evolution equations of the AMP
algorithm. In particular, it is known that the AMP algorithm
converges to the performance corresponding to the fixed-point
of such an equation corresponding to the largest residual
noise variance at the output of the scheme (interpreted
as a denoiser), while the corresponding non-iterative and
generally uncomputable posterior-mean decoder operates at
the fixed-point corresponding to the minimum free energy
of an associated physical system [8, 21]. Of course, in the
system parameter regime where the fixed-point equation has
a single stable fixed point, AMP coincides with the posterior
mean estimator. It was shown in [23] that in the case of
SPARCs there is a rate regime in which the SE equations have
only one fixed-point, in that regime, which is called the easy
phase, AMP is optimal and converges to the MMSE solution.
Increasing the rate, a phase transition occurs and a second
fixed-point appears at high MSE, but the global minimum
of the free energy is still close to the ”low MSE point. This
is called the hard phase, where the global minimum of the
free energy, the MMSE solution, is not reachable by AMP. It
was shown under general conditions, not limited to SPARCs,
in [8] that with a spatially coupled matrix, this second bad
fixed-point does not appear and therefore spatially coupled
AMP is able to reach the low MSE point as long as it is the
global minimum of the free energy. It was shown that the bad
fixed-point becomes the global minimum at a second phase
transition, the start of the impossible phase, which happens
precisely at a rate equal to capacity. The replica symmetric
formula for the potential of random linear estimation was
recently proved rigorously [8]. The proof of the SE equations
of [18] for general signal distributions fixes a conjecture
in the proof of [23] and shows that the replica symmetric
formula holds true when the information vector m follows
a block-iid distribution. In this work we study sums of Ka
SPARC signals. Their distribution is block-iid, i.e. each
subblock of B entries is created independently from the same
B-dimensional distribution. As Ka grows large, it becomes
computationally unfeasible to calculate average values over
this distribution. We present approximations, which make
the analysis of an optimal inner decoder feasible and show
that those approximations become exact in the limit of large
sections. At the same time, those approximations, introduced
as purely numerical tool to calculate the performance of a
hypothetical decoder can be used to design a low-complexity
version of the Bayesian optimal AMP decoder and analyze
its asymptotic performance.
We estimate the best achievable performance of the outer
code by calculating the input-output mutual information of
the outer MAC. For the empirical simulations we use the
outer code presented in [3]. There the message bits are
padded with random parity check bits. The decoder uses the
parity check bits to prune the true messages from the set of
the possible symbol combinations. The number of parity bits
per section has to be well designed to trade-off achievable
rate and decoding complexity.
For the unsourced random access problem with the concate-
nated coding scheme outlined before, our contributions are as
follows:
• We provide an analysis of the asymptotically optimal
performance of inner and outer code, which quantifies
the trade-off between inner and outer coding rate and
show that it leads to an optimal section size for a fixed
spectral efficiency.
• Since the performance of AMP is described by the
same fixed-point equations as we use in the analysis
of the optimal inner decoder, we simultaneously derive
the asymptotic performance of the AMP decoder. Using
this we can identify parameter regions were a spatially
coupled code design is necessary to achieve the optimal
performance with an AMP decoder.
• We present a suitable approximation to the Bayesian
optimal AMP decoder which is computationally feasible,
we show that the approximation converges to the optimal
version for large sections and give precise bounds on the
approximation error.
• We give an analysis of the OR-approximation (see Sec-
tion II) in the inner as well as in the outer channel. By the
analogy mentioned above, this also provides an analysis
of the mismatched Bayesian AMP decoder, which uses
the OR-approximation, as it was done i.e. in the context
of activity detection [24].
• The presented analysis framework enables to suit the
parameters of the inner code to the requirements of
the outer code and therefore guide good system design
choices
• We provide simulations to show that the finite block-
length performance of the suggested system is superior
to existing approaches. For this we use an inner AMP
decoder based on Fast-Hadamard operations which has a
log-linear decoding complexity and combine it with the
outer code from [3].
Finally we want to emphasize that this work differs from
existing works which use AMP for multiuser detection like
[13, 25] as this is a different setting, which does not require the
use of an outer code. The need of an outer code fundamentally
changes the design requirements of the AMP decoder.
II. SYSTEM MODEL
Let Ka denote the number of active users, k = log2 |C|
the size of a message in bits and n the number of available
channel uses (real degrees of freedom). The spectral efficiency
is given by µ = Ka kn . The channel model used is
y =
Ktot∑
i=1
aixi + z, (4)
where each xi ∈ C ⊂ Rn is taken from the same codebook
C. In this work we focus on a special class of encoders,
where each transmitted codeword is created as xi = Ami
for a sparse binary vector mi ∈ RBL which is divided into
L sections of size B such that each section contains exactly
one nonzero representing the message bits. A ∈ Rn×BL is
considered to be a Gaussian iid matrix, Aij ∼ N (0, P/L),
where P is scaled such that SNR = E‖Ami‖
2
E‖z‖2 is the target
user SNR. 1 Throughout the paper we use N0 = 2, such that
zi ∼ N (0, 1). With this, the channel model becomes
y =
Ka∑
i=1
Ami + z = A
(
Ka∑
i=1
mi
)
+ z. (5)
Let s =
∑Ka
i=1mi. This channel can be viewed as concate-
nation of an inner point-to-point channel s → As + z and
an outer binary input adder MAC (m1, ...,mKa) → s, see
Figure 1. We will refer to those as the inner and outer channel,
the corresponding encoder and decoder will be referred to as
1We ignore the difference between average and maximum power constraint
here, since the probability of violating the maximum power constraint decays
exponentially in n.
inner and outer encoder/decoder and the aggregated system
of inner and outer encoder/decoder as concatenated system.
The per-user inner rate in terms of bits/c.u. is given by
Rin :=
L logB
n . Each user has to spend a fraction of this
L logB bits to resolve the multiple-access interference. Let
Rout =
k
L logB be the ratio of data bits to coded bits. We
will introduce a simplification of the inner channel. Instead of
estimating the full signal s, the inner decoder can estimate a
deterministic function of it, namely its support.
supp(s)j =
{
1 if sj ≥ 1
0 otherwise
. (6)
We call this the OR-approximation. With this, the outer
channel becomes an binary input OR-MAC [26, 27]. We
will show in Section III-F, that in our parameter regime
this modification barely alters the performance. The OR-
approximation significantly reduces the complexity of the
analysis and also the runtime of the AMP decoder without
noticeably affecting the performance. Such an approximation
further reduces the complexity of the analysis, it is well-suited
to the outer decoder, and may be interesting in other settings,
such as non-coherent detection in the case of fading, treated
in the case of a multiple antenna receiver in [28].
With each user employing the same codebook the error crite-
rion in (2) is independent of the set of active users, it simplifies
to:
Pe =
1
Ka
Ka∑
j=1
P(Wij /∈ g(y)), (7)
where the messages Wij ∈ {1, ..., 2k} are chosen uniformly
independent of each other and ij denotes the chosen message
of the j-th active user. Note that the error is independent of
the user identities in general and especially independent of
the inactive users. We fix the error tolerance to Pe ≤  and for
the per-user power constraint ‖x‖2 ≤ nP the performance of
the system is measured in terms of Eb/N0 := nPN0k . In Section
III-A1 we estimate the optimal asymptotic performance of
the system in the inner channel. For this we establish the
equivalence to a decoupled channel model. To determine the
effective noise in the decoupled model, we approximate the
uncomputable MMSE function by a mismatched but tractable
one and show that the approximation error vanishes for large
section sizes. In Section III-B the AMP decoder is introduced
as an explicit inner decoder and its connection to the optimal
decoder is explained. In Section III-C we compute the error
probabilities of an asymptotically optimal inner decoder.
In Section III-D we derive the Shannon limit of the outer
channel. These results are combined in Section III-F to
estimate the minimum required Eb/N0 of the concatenated
system. In Section IV we provide simulations of a finite
blocklength implementation of the described system, using
AMP as an inner decoder and the tree-code of [3] as an outer
decoder.
Figure 1: Channel model
III. ASYMPTOTIC ANALYSIS
A. Inner channel
The inner channel (5) with s =
∑Ka
i=1mi reads as
y = As+ z, (8)
where s ∈ RBL is divided into L sections of size B:
s = (s(1), ..., s(L))> and each section s(l) ∈ RB is distributed
like the sum of Ka terms s(l) =
∑Ka
i=1 xil and each xil is
chosen uniformly iid from the set {e1, ..., eB} of orthogonal
basis vectors of RB . Therefore each section s(l) is drawn
independently from the signal space
S =
{
s ∈ {0, ...,Ka}B
∣∣∣ B∑
i=1
si = Ka
}
(9)
according to the multinomial probability mass function :
ps(s) = P(s = (s1, ..., sB)) =
Ka!
s1! · · · sB !
1
BKa
(10)
for s ∈ S.
1) Optimal Decoder: The asymptotic analysis of this chan-
nel is based on results from CDMA theory [20, 21], which
were recently rigorously proven to hold for the general class
of signals s made of independent B tuples [8]. To be precise,
the vectorial case, which we use in the following analysis, was
marked as a conjecture at the release of [8], since it relied on
a proof of vectorial SE. The latter was provided as a special
case of [18], which makes the following analysis rigorous.
The results of those works show that in the limit of n → ∞
with fixed ratio β := BLn the output of symbol-by-symbol
(SBS) MAP estimate
sˆMAPi (y) = arg min
si∈{0,..,Ka}
P(si|y) i = 1, ..., BL (11)
converge to the SBS-MAP estimate in L decoupled real
Gaussian channels:
rl =
√
ηPˆ sl + z˜l (12)
where Pˆ = nPL and each section l = 1, ..., L is considered
independently of the others with rl, sl, z˜l ∈ RB , sl ∼ ps and
z˜l ∼ N (0, IB). η will be discussed below. Since the channels
(12) are independent and identical, we drop the subscript l.
Note that we can express β = BRinlogB and Pˆ =
P logB
Rin
, so the
asymptotic parameters do depend on L and n only through
their ratio. The SBS-MAP estimator (11), among all estimators
sˆ of s, minimizes the symbol error probability P(sˆi 6= si).
Therefore, given the effective power Pinner := ηPˆ , we can
calculate the best achievable symbol error probability, by
calculating the MAP symbol error probability of estimating s
in the Gaussian channel (12). The effective power is a product
of and the factor η, which is known as multi-user efficiency
in CDMA theory and is determined by the minimizer of the
function
iRS(η) = I(ηPˆ ) +
B
2β
[(η − 1) log e− log η], (13)
where I(η) is the input-output mutual information of the
decoupled model (12) [21, 29, 8]. Using the I-MMSE theorem
[30], the condition for ddη i
RS(η) to vanish can be written as
η−1 = 1 +
βPˆ
B
mmse(ηPˆ ) (14)
where mmse(t) := mmse(t, ps) is defined as:
mmse(t, ps) := E
[
‖s− sˆmmse
(√
ts+ Z
)
‖22
]
, (15)
where Z ∼ N (0, IB) and we defined the optimal MMSE
estimator of s from
√
ts+ Z as the posterior mean estimator
(PME):
sˆmmse(r, ηPˆ ) =
1
Z(r)
∑
s∈S
se‖r−
√
ηPˆ ·s‖2/2ps(s). (16)
with the normalization factor
Z(r) =
∑
s∈S
e‖r−
√
ηPˆ ·s‖2/2ps(s). (17)
The calculation of (16) involves a sum over
(
Ka+B−1
B−1
)
terms,
which scales roughly like BKa . Since this is infeasible for
values of Ka and B relevant for applications (e.g. Ka =
100, B = 214). To calculate the optimal η from (14) we suc-
cessively approximate the function mmse(t) in the following
two sub-sections. For that define
mseq(t) = E‖s− sˆq(
√
ts+ Z)‖2 (18)
with sˆq(r) =
∑
s∈S s
p(r|s)q(s)∑
s p(r|s)q(s) . This is the MSE of a
(mismatched) PME with respect to some prior distribution
q(s), which may differ form the true prior ps(s), It is clear that
mseps(t) = mmse(t) and the choice q(s) = ps(s) minimizes
the MSE over all choices of probability mass functions on
RB . This means, that calculating the fixed-point of (14), with
mmse(t) replaced by mseq(t) for any choice of q(s) gives an
upper bound on the true η. We will present two subsequent
approximations which will lead to a choice of q(s) such
that the computation of mseq(t) is numerically feasible and
mseq(t)→ mmse(t) for B →∞.
2) IID Approximation: We approximate the multinomial
pdf ps(s) as the product of its marginal pdfs, given by the
binomial distribution
pk := P(sj = k) =
(
Ka
k
)
pk(1− p)Ka−k (19)
for k ∈ {0, ...,Ka}. The justification of such an approach is
given by the following formula from [31], which relates the er-
ror of mismatched MMSE estimation in Gaussian channels to
the KL-divergence between the true prior and the mismatched
prior. Let Then it holds [31]:
1
2
∫ ∞
0
(mseq(t)−mmse(t))dt = D(ps ‖ q). (20)
In fact, the following Lemma shows that the described distri-
bution (19) minimizes the right side of (20) over all product
distributions.
Lemma 1. Let Ω ⊂ R be some discrete set. Let p(s) with
p : ΩB → R+ be a probability mass function on ΩB . Let
ps1(s1), ...., psB (sB) denote the marginals of p(s). Further
let,
Pprod :=
{
q(s) =
B∏
i=1
qi(si) : qi : Ω→ R+,
∑
s∈Ω
qi(s) = 1
}
(21)
denote the space of product distributions on ΩB . Then
arg min
q∈Pprod
D(p ‖ q) =
B∏
i=1
psi(si) (22)
Proof. For a product distribution q ∈ Pprod D(p ‖ q) can be
expressed as:
D(p ‖ q) =
∑
s
p(s) log
p(s)
q(s)
(23)
=
∑
s
p(s) log
p(s)∏
i psi(si)
∏
i psi(si)
q(s)
(24)
= D
(
p ‖
∏
i
psi
)
+
∑
s
B∑
i=1
p(s) log
psi(si)
qi(si)
(25)
The first term is independent of q and the second term can be
rewritten as ∑
s
B∑
i=1
p(s) log
psi(si)
qi(si)
(26)
=
B∑
i=1
∑
si
∑
s\si
p(s)
 log psi(si)
qi(si)
(27)
=
B∑
i=1
∑
si
psi(si) log
psi(si)
qi(si)
(28)
=
B∑
i=1
D(psi ‖ qi) (29)
which is non-negative and minimized by qi ≡ psi .
We proof in Appendix VI-A, that for this choice
D(ps ‖ q) = O(logKa)− Ka
B
(30)
as B becomes large. For a product distribution the mse
function becomes mseq = B ·mseqi , with the per-component
MSE
mseqi(t) = E‖s− sˆqi(
√
tsi + z)‖2 (31)
where
sˆqi(r) =
Ka∑
k=0
k
p(r|si = k)qi(si = k)∑Ka
k=0 p(r|si = k)qi(si = k)
. (32)
is the marginal PME. Then the term mmse(ηPˆ )B in (14) is
replaced by the approximation mseqi(ηPˆ ). The error of this
approximation is controlled by:
1
2
∫ ∞
0
(
mseqi(t)−
mmse(t)
B
)
dt = O
(
logKa
B
)
− Ka
B2
.
(33)
So the approximation error goes to zero as B →∞ even for
fixed ratio Ka/B.
The formula for the components of the PME sˆq in (18) with
the described choice qi(si = k) = pk is:
sˆAddi (ri, ηPˆ ) :=
1
ZAdd(ri)
Ka∑
k=0
kpke
(ri−
√
ηPˆk)2/2 (34)
with
ZAdd(r) :=
Ka∑
k=0
pke
(r−
√
ηPˆk)2/2. (35)
This can still be hard to compute for large values of Ka,
considering that the estimation has to be done for many
different values of r and η · Pˆ . The probability of a zero in
the signal is p0 = (1 − 1/B)Ka and the average value is
Esi = Ka/B, which is very low for the parameter spaces
we consider, so the probability that terms with bigger k
contribute to the sum in (34) is low. This can be used to speed
up the computation by computing the non-negative terms of
(34) in increasing order and stopping the computation as soon
as the absolute values of the term becomes lower then some
fixed tolerance.
Nonetheless, we present another approach, the OR-
approximation, mentioned in Section II. It reduces the
complexity even further, works well with the outer code
and may be interesting in other settings, like non-coherent
detection.
3) OR Approximation: Instead of the signal s we estimate
the support of s, formally defined in (6). The marginal
probability distribution of its i-th component is given by
P(supp(s)i = 0) = p0, P(supp(s)i = 1) = 1− p0.
Lemma 2. The PME of the decoupled model takes the form:
sˆORi (r, ηPˆ ) =
1
1 + p01−p0 exp
(
ηPˆ−2r
√
ηPˆ
2
) . (36)
Proof. By definition of a PME
sˆORi (r, ηPˆ ) =
0 · p0e−r2/2 + 1 · (1− p0)e−(r−
√
ηPˆ )2/2
p0e−r
2/2 + (1− p0)e−(r−
√
ηPˆ )2/2
(37)
Dividing by (1− p0)e−(r−
√
ηPˆ )2/2 gives (36).
Let mseOR(t) be the per-component MSE of the iid OR-
estimator (36) and mseAdd the per-component MSE of the
estimator (34) The following Lemma shows, that the difference
of the MSE of the mismatched OR-estimator and the MSE of
the PME based on the correct marginal distribution (19) is
bound as:
Lemma 3.
mseOR(t)− mseAdd(t) = max
(
1,
1√
t
)
O
(
K2a
B2
)
(38)
Proof. See Appendix VI-B.
B. AMP Decoder
An explicit decoder for the inner channel is given by the
AMP decoder, which is an iterative low-complexity decoder
for single-user SPARC codes, known to be able to achieve
capacity in the asymptotic limit [8, 7]. This motivates its use
also in the multi-user setting. For our channel model (1) the
AMP decoder iterates the following equations:
zl = y −Asl + z
l−1
τ2l−1
(
P − ‖s
l‖2
n
)
(39)
sl+1 = sˆτl(A
T zl + sl). (40)
With τ2l =
‖zl‖2
n [32], z
0 = 0, s0 = 0. The function
sˆτl(r) is meant to be applied to each section individually,
i.e. (sˆτl(r))l = sˆτl(rl). In the Bayesian optimal version of
AMP sˆτl(rk) is chosen to be the posterior mean estimate of
sl in the independent Gaussian channel rl = sl + τlzl with
zl ∼ N (0, IB). We choose
(sˆτl(rl))i = sˆOR
(
rl,i,
Pˆ
τ2l
)
, (41)
where sˆOR, defined in (36), is applied to each component of
each section individually and Pˆ = nP/L. The AMP algorithm
is known to have the property that in the l-th iteration the
k-th section of AT zl + sl is asymptotically distributed like√
Pˆ sk + τlz [7], where sk is the k-th section of the true
signal, i.e. AT zl+sl can be seen as the output of L decoupled
Gaussian channels with an effective noise variance τ2l . As it
turns out, in the limit n,L → ∞ with β = BLn fixed, the
effective noise variance at convergence τ2∞ is described by a
fixed-point equations very similar to (14):
τ2∞ = 1 + βmseOR
(
Pˆ
τ2∞
)
(42)
This fixed-point equation is precisely (14) with the mapping
η = 1/τ2∞ and the MMSE function mmse(t)/B replaced
by the MSE of the mismatched iid OR-estimator (36). We
have shown that in the limit of large sections B → ∞:
mseOR(t) → mmse(t). So the asymptotic performance of the
AMP algorithm with the iid OR-estimator (36) as denoiser is
described by the same fixed-point equations as the hypothetical
optimal inner decoder. The crucial difference arises if there are
multiple fixed-points. While the optimal decoder is described
through the fixed-point which minimizes the potential (13),
AMP is described by the fixed-point with the smallest η
(largest τ2). This is called the algorithmic fixed-point in
Section III-F. For the parameters used here, the inner rates
lie between 0.005 and 0.012. As we see in Figure 6, for
such inner rates there is no noticeable difference between
the algorithmic and the optimal fixed-point. Also the use
of the OR-approximation does not change the fixed-point
noticeably. So in this regime, based on the bound (33), the
AMP decoder with the iid OR-estimator, is asymptotically very
close to optimal, in terms of the effective signal strength at
convergence of the algorithm, with a difference in the order
of logKaB . Figure 6 also shows that for inner rates around
Rin = 0.02 and Ka = 300 there is a gap of around 10dB,
in terms of achievable Eb/N0, between the optimal decoder
and the asymptotic AMP decoder. In that regime a spatially
coupled code construction [16, 8] can improve the asymptotic
performance under AMP decoding to the performance of the
optimal decoder.
The characterisation of the AMP decoder by the SE equation
(42) was rigorously proven only for the case of matrices A
which have sub-Gaussian iid entries [17]. But it was observed
empirically in [23] that for large sections B the AMP decoder
with randomly sub-sampled Hadamard matrices shows the
same performance as with Gaussian iid matrices.
Note that it is possible to encode and decode each section
individually, i.e. let s = (s1, ..., sL)> denote the sections of
the signal. Then choose a Gaussian iid matrix A1 ∈ Rn/L×B
properly normalized such that ‖A1sk‖2 ≤ nP/L for each
section. Use this A1 to encode each section sk independently.
This can be seen as a special case of the inner code described
in Section II with L = 1 and n˜ = n/L. An immediate
consequence of the SE equation (42) is that such an inner
code with an AMP decoder will asymptotically have the same
error probability as the inner code, where all sections are
encoded and decoded jointly. Nonetheless, in practice the latter
is usually preferable, because the larger blocklength reduces
finite-blocklength effects. Especially with the Fast-Hadamard
version, where the increase in complexity for joint recovery is
negligible.
C. Detection
As explained in III-A1 the error of the SBS-MAP estimator
(11) is asymptotically described by the error of the SBS-
MAP estimator of s in the decoupled channel model (12) with
effective power ηPˆ . The discussion in the previous section
shows, how to obtain η. Also the term AT zt + st in the
AMP algorithm of III-B is asymptotically distributed like
the output of a decoupled Gaussian channel, so we can use
the same methods to make a decision on the support of the
signal from the soft-output of either the hypothetical optimal
decoder or the AMP decoder. For known η, we calculate the
error probability of the SBS-MAP estimator in the decoupled
channel model. The same analysis We define two types of
errors, missed detections (Type I errors)
pmd = P(sˆi = 0|si ≥ 1) (43)
and false alarms (Type II errors)
pfa = P(sˆi = 1|si = 0). (44)
The Hamming distance is not necessarily a good error cri-
terion, e.g. the outer code we use in Section IV can deal
very well with false positives, but produces guaranteed errors
from false negatives. So we analyse the optimal trade-off
curve between these two types of errors. The next section
will show, that in the regime of our interest it is sufficient
to estimate the support of the signal s, since there is only a
negligible small difference in the achievable rates of an outer
code which uses only the support information and an outer
code which uses the full signal. We fix the probability of false
alarms pfa. According to Neyman-Pearson the optimal way
of detecting the support, which minimizes the probability of
missed detections, is the likelihood-ratio test
p(si ≥ 1|r)
p(si = 0|r) ≥ θ. (45)
where θ is chosen such that pfa = P(p(r|si ≥ 1)/p(r|si =
0) < θ). Note that the decoupled channel output r depends
on si only through ri, hence we can estimate each component
of each section independently and the decoupled model (12)
simplifies to a scalar model:
r =
√
ηPˆ s+ z, (46)
where s follows the binomial distribution (19) and z ∼
N (0, 1). Consider the two hypotheses
H0 : s = 0 H1 : s ≥ 1 (47)
with prior probabilities p(H0) = p0 and p(H1) = 1− p0. The
likelihood-ratio can be expressed as
p(H1|r)
p(H0|r) =
∑Ka
k=1 pke
−(r−
√
ηPˆk)2/2
p0e−r
2/2
. (48)
We can calculate the optimal trade-off curve numerically
by Monte-Carlo simulations. The discussion of the OR-
approximation in Section III-A3 suggests an alternative. If we
ignore all terms with k > 1 in (48), it is possible to get a
closed formula for the optimal trade-off curve. Figure 2 shows
that there is only a very small difference between the exact
curves and the approximated ones for B = 212 and Ka = 300.
Assume that s in (46) is distributed like P(s = 0) = p0 and
P(s = 1) = 1− p0, then
pmd = P
(
1− p0
p0
e−(r−
√
ηPˆ )2/2
e−y2/2
< θ|H1
)
(49)
= P
z < 1√
ηPˆ
(
log
p0
1− p0 + log θ
)
−
√
ηPˆ
2

(50)
Solving for θ we get:
θ =
1− p0
p0
e
ηPˆ
2 e
√
ηPˆQ−1(1−pmd). (51)
Here Q(t) = P(z > t) denotes the Gaussian Q-function. This
leads to the decision rule of deciding for a nonzero if r >√
ηPˆ + Q−1(1 − pmd) and vice versa. The corresponding
probability of false alarms is given by:
pfa = P
(
p(H1|r)
p(H0|r) ≥ θ|H0
)
(52)
= Q
(√
ηPˆ +Q−1(1− pmd)
)
. (53)
Figure 2: Detection error trade-off. The dashed curves are
created by Monte-Carlo simulations of (46) with subsequent
likelihood-ratio, where the threshold θ was varied. The solid
lines are calculated by the OR-approximation (53).
D. Outer Channel
In this section we estimate the highest achievable rate of an
outer code by calculating the input-output mutual information
of the binary input OR and adder channels under the given
input constraint, that is, the inputs mi are chosen uniformly
from the set of standard basis vectors: P(m1 = ej) = 1/B
for j = 1, ..., B. For notational simplicity we also assume that
Ka < B. These two channels are also known in the literature
as A and B channels [33, 34]. Let sˆ denote the channel output
of the outer channel, defined below. From the well known
channel coding theorem for discrete memoryless channels [35]
we known that a code of rate Rsec [bits/section] with arbitrary
small error probability exists if and only if
Rsec <
I(m1, ...,mKa ; sˆ)
Ka
. (54)
Rsec is related to the outer code rate defined in Section II
via Rsec/ log2(B) = Rout. The coding theorem assumes that
each user has his own codebook, so we can view the resulting
rate constraint as an upper bound on the achievable rates of
the outer code with the same codebook constraint. For the
deterministic MAC this mutual information is given by the
output entropy:
I(m1, ...,mKa ; sˆ) = H(sˆ)−H(sˆ|m1, ...,mKa) (55)
= H(sˆ) (56)
= −
∑
sˆ
p(sˆ) log p(sˆ). (57)
For the noiseless OR channel model, i.e.
sˆ = supp
(
Ka∑
i=1
mi
)
, (58)
the output entropy is calculated to be:
HOR(sˆ) = Ka logB− (59)
1
BKa
Ka∑
t=1
(
B
t
)
t!SKa,t log(t!SKa,t) (60)
where
SKa,t =
1
t!
t∑
j=0
(−1)t−j
(
j
t
)
jKa (61)
are the so called Stirling numbers of the second kind. They
are known to describe the number of possibilities to partition a
Ka-element set into t nonempty disjoint subsets. For the adder
channel, we get:
HAdd(sˆ) = Ka logB− (62)
(logKa!−B
Ka∑
t=0
(
Ka
t
)
(1/B)t(1− 1/B)Ka−t log t!).
(63)
A bound on the difference between the achievable per-user-
rates of the OR and Adder versions is given by.
∆R = RAdd −ROR (64)
≤ Ka − 1
2B
log
Ka(Ka − 1)
2
+O(K2a/B2). (65)
This bound becomes tight for KaB → 0. For the parameter
region we consider in this work, Ka of order 102 and B of
order 104 the difference is of order 10−2, which is negligible
and therefore justifies the use of the OR model. These results
were first presented in [33]. For completeness, we give a
proof in Appendix VI-C. As a valuable side product our proof
also gives some hints on how to compute the entropies in a
numerically stable way.
We also consider the OR model under iid asymmetric noise,
see Figure 3.
Figure 3: Noisy OR channel
For s :=
∑Ka
k=1(mk) define:
p (sˆi = 1|si = 0) = p (66)
p (sˆi = 0|si ≥ 1) = n (67)
and denote p0 = (1−1/B)Ka . Under these condition we have
that
H(sˆ|m1, ...,mKa) = B(p0H2(p) + (1− p0)H2(n)) (68)
where H2(·) denotes the binary entropy function. The output
entropy HORp,n(sˆ) for general asymmetric noise is hard to
compute. We give a formula for n = 0 in (181) in the
Appendix. In the following we compute a useful simple upper
bound, which is quite tight in the regime of large B.
1) IID bound: A bound on the entropy of the B-ary vector
OR-channel can be obtained by the sum of the entropies of
B independent scalar OR-channels. As discussed in Section
III-A2 the marginals of s follow the binomial distribution (19)
with P(si = 0) = p0 and P(si > 0) = 1− p0. Hence, for the
iid noise (66)-(67), we get the bound
HORp,n(sˆ) ≤ B(H2((1− p0)(1− p − n) + p) (69)
In Figure 4 I(m1, ...,mKa ; sˆ)/(Ka log2(B)) is plotted for
B = 214 and the different models discussed in this section. Is
is apparent that for this B and Ka ≤ 300 there is no noticeable
difference between the Adder and the OR model. Also the
bound (69) is tight in this regime. Only for small Ka there is
a minor gap.
Figure 4: The plot shows I(m1, ...,mKa ; sˆ)/(Ka log2(B)) as
a function of Ka for the deterministic OR and the Adder MAC
for B = 214 as well as the for the OR model with additive
noise.
E. Outer Tree Code
We use the code proposed in [3] as an outer code. The idea
is to embed some parity check bits in each subslot, which
depend on the message bits of all preceding subslots. The
decoder then builds a list of messages which fulfill all parity
checks.
Let kl be the number of data bits in subslot l ∈ [L] and pl
the number of parity check bits in subslot l. It is required
that kl + pl = log2(B) and
∑
kl = k. For encoding, we fix a
parity profile (pl)l∈[L]. Also, for each l we fix pl random parity
checks on the
∑l
i=1 ki data bits of the preceding subslots.
Each user uses the same set of parity checks to compute
his parity check bits, append them to the message bits. This
message is then handed to the inner encoder.
The decoding works as follows: For each subslot `, let ŝ(`) =
(ŝ1, . . . , ŝB)
T denote estimate of the support of
∑Ka
i=1mi
obtained by the inner decoder. Then, the list of active messages
at subslot ` is defined as
S` =
{
r ∈ [1 : B] : ŝ(`)r = 1
}
(70)
Let S1,S2, . . . ,SL be the sequence of lists of active subblock
messages. Since the subblock (coded) messages contain parity
bits with parity profile {0, p2, . . . , pL}, not all of the message
sequences in S1 × S2 × · · · × SL are possible. The role
of the outer decoder is to identify all possible subblock
message sequences. The output list L is initialized as an
empty list. Starting from ` = 1 and proceeding in order, the
decoder converts the integer indices S` back to their binary
representation, separates data and parity bits, computes the
parity checks for all the combinations with messages from the
list L and extends only the paths in the tree which fulfill the
parity checks. A precise analysis of the error probability of
such decoder and its complexity in terms of surviving paths
in the list is given in [3].
F. Trade-off: Inner Code vs Outer Code
Let the section size B, the number of active users Ka
and the per-user-rate R be fixed. Specifically, let the payload
size be k = 100 bits and n = 30000. This gives R =
1/300bits/c.u.. These are typical values for Low-Power Wide-
Area-Networks (LP-WANs) [36, 37] and enable us to compare
the results with recent literature [1], [3]. In this section we
build on the results of the previous sections to determine the
optimal trade-off between the input power P , the inner rate Rin
and the outer rate Rout, in the sense that Eb/N0 = P/(N0R)
is minimized at fixed R = RinRout. This is tricky, since
the parameters depend on each other in the following way.
Given P and Rin we can determine the effective power in the
decoupled channel (12), which, in turn, determines the ROC-
curve (see Section III-C). Then we can use the formula (69) for
the entropy of the noisy OR-channel and maximise it over the
ROC-curve to get the best achievable Rout. But Rin depends
on Rout through R = RinRout. To avoid excessive calculation
we suggest the following parametric procedure. Choose the
effective power in the inner channel Pinner as a fixed parameter.
1) Calculate the ROC-curve
2) Maximize the capacity over this ROC-curve, which gives
Rout
3) Calculate Rin = R/Rout
4) For fixed Rin, find the smallest value of the transmit SNR
P/N0, for which the effective power in the inner channel
becomes Pinner
For B = 214, Ka = 300 and R = 1/300 this is visualized in
Figure 5. There, an inner power of around 15 is optimal.
Figure 5: Eb/N0 = PN0R as a function of the effective power
in the inner channel (12) for R = 1/300bits/c.u.
The performance of the inner code is visualized in Figure 6.
In these pictures the minimum required input power, expressed
in terms of Eb/N0, to achieve an effective inner power of 15
is plotted as a function of the number of active users Ka
and the inner rate Rin. This is done using the binomial model
(34) as well as the mismatched OR-model (36). We find in
Figure 6, that in the observed parameter regime there is no
noticeable difference between the binomial and the OR. So
in this regime one can use the simplified OR-model without
penalty. This suggests that the bound (38) can be tightened
further.
The left side of the plot shows the optimal threshold, which
is obtained from the global minimum of (13). The right
side of the plots show the algorithmic threshold, which is
defined as the fixed-point of (14) with the smallest η. It
was shown in [8] that the optimal threshold is achievable
with AMP and a spatially coupled sensing matrix, while the
algorithmic threshold is achievable with AMP and a sub-
Gaussian iid matrix. Again, for small inner rates, the optimal
threshold almost coincides with the algorithmic threshold, so
there we do not expect to improve the performance by the
use of spatially coupled matrix ensembles. In Figure 7 the
results are combined to give an estimate of the asymptotically
optimal performance of a compressed sensing based unsourced
multiple-access system. For fixed Ka and B, we find the best
achievable Eb/N0 using the methods described. We can see an
interesting effect: While the optimal outer code rate uniformly
increases with growing B, the required energy decreases with
B only for small user numbers. For large numbers of users
the required energy actually increases with B. This leads to an
optimal section size for large user numbers at which the gains
from the outer code cannot compensate the losses in the inner
code anymore, this appears around B = 214 for this particular
choice of parameters.
Figure 6: Minimum required Eb/N0 = nPN0k as a function of
the number of users and the inner rate Rin for a total per-user-
rate of Rtot = 1/300 bits/c.u..
IV. NUMERICAL SIMULATIONS
Encoding is done as described in Section II. We choose the
parameters as in Section III-F, i.e. k = 100 bits, n = 30000.
We choose L = 16, B = 215 and the following array of
parity bits p = [0, 7, 8, 8, 9, ..., 9, 13, 14]. The total number
of parity check bits p in the outer code is chosen such
that k + p = L log2(B), so the total user rate is precisely
R = RinRout =
L log2(B)
n
k
k+p =
k
n . The number of active
users Ka is assumed to be known to the decoder. We use
AMP as inner decoder and the outer decoder suggested
in [3]. If the list produced by the outer decoder has more
then Ka messages, Ka messages are chosen at random.
A user-error is declared if the message of a user is not
contained in the output list. Let the message error tolerance
be fixed at Pe ≤ 0.05. We choose the matrix A ∈ Rn×BL
to be a randomly sub-sampled Hadamard matrix, since this
enables to replace all matrix multiplications in the AMP
decoder with Fast-Hadamard transforms, which significantly
reduces the complexity from O(nBL) to O(BL log(BL)).
We also consider varying power allocations, i.e. instead of
uniformly scaling the product Ami by
√
P/L, the power is
distributed in a way that the sections are individually scaled
by a non-negative factor
√
Pl, s.t.
∑L
l=1 Pl = P . The choice
Pl ≡ P/L is then a special case, which is called the uniform
power distribution.
Specifically, we use an exponentially decaying power allo-
cation with a flat tail, i.e.:
Pl =
{
Ce−ζl if l ≤ l∗
ξ if l > l∗
(71)
where the parameters l∗ ∈ {1, ..., L}, ζ > 0 and ξ > 0 are
chosen empirically and C is set such that
∑L
l=1 Pl = P .
This PA is known to significantly improve the achievable
rates of SPARCs [7]. It gives the advantage of a exponentially
decaying PA while it avoids to allocate to little power to the
last sections. In our application the power allocation does not
noticeably improve the required energy but it works very well
with the outer code, in the following sense. The effect of the
power allocation is to decrease the number of false alarms
in the first sections at the cost of more of them in the latter
sections. It was shown in [3], that the outer code performed
better if there were less parity bits in the first sections and
more parity bits in the last sections, but this came at the
cost of a rapid increase in complexity, since few parity bits
in the first sections increase the number of erroneous paths
which survive in the early stages. With the power allocation
we can counteract this effect by producing less errors in the
first sections and more in the last sections, where the erroneous
paths have thinned out and the errors can be corrected with
less increase in complexity.
As in [3] we also consider rounds of successive interference
cancellation (SIC). If the size of the output list is smaller the
number of active users, the messages in the output list are re-
encoded and subtracted from the channel output y. Then the
decoder is run again with a reduced number of active users.
For the simulations with SIC we have adapted the detection
threshold from Section III-C in the first iteration, such that
there were less false positives in exchange for more false
negatives. In the second round this threshold was tightened
again to reduce the false negatives. In general this threshold
parameter enabled to trade-off the number of false positives,
i.e. the decoding complexity of the outer code, and the number
of false negatives, which determined the rate of missing
messages. It has shown, that the gains of SIC diminished with
increasing number of users and at higher number of users, the
gain was barely noticeable.
Figure 7 shows, that proposed approach performs comparable
to the currently best known solution of [3] for user number up
to Ka ≈ 150 and better at larger user numbers up to a ∼2dB
improvement Ka = 300.
Figure 7: Required energy per bit per noise power per complex
dimension
V. CONCLUSION
We have introduced a framework to analyse the optimal
asymptotic performance of compressed sensing based un-
sourced multiple-access systems on the real Gaussian MAC.
The asymptotically achievable values of Eb/N0 lie within
2dB of the random coding achievability bound of [1]. We
provide finite-length results for an implementation using an
AMP inner decoder and the outer decoder of [3]. We show that
those results lie within 5dB of the random coding achievability
bound. The use of AMP as inner decoder shows to be superior
compared to the inner decoder used [3]. We give an analysis
of the asymptotic performance of the AMP decoder with the
OR-approximation. It shows that OR-approximation reduces
the complexity significantly with almost no impact on the
performance for a wide regime of parameters. Furthermore,
the analysis shows that the AMP decoder is asymptotically
optimal for the considered parameters, but for larger spectral
efficiencies a spatially coupled code design is expected to be
necessary. In addition, we show how a power allocation can
be incorporated to reduce decoding complexity.
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VI. APPENDIX
A. DKL(Mult ‖ Bin)
A vector (z1, ..., zB) is called multinomial distributed with
parameter n and probabilities p1, ..., pB if
p(z) = P(Z1 = z1, .., ZB = zB) (72)
=
{
n!
z1!···zB !p
z1
1 · · · pzBB
∑B
i=1 zi = n
0 else
. (73)
It follows from the multinomial theorem, that the distribution
is normalized
∑
z p(z) = 1. An important property of the
multinomial distribution is, that the marginals follow a bino-
mial distribution:
p(Zi = zi) =
∑
z\zi
P(z1, ..., zB) =
(
n
zi
)
pzii (1−pi)n−zi (74)
with covariance given by cov(Zi, Zj) = −npipj . We denote
by Ef(xi) the expectation of a function f with respect to the
marginal, i.e. binomial, distribution.
Let x ∈ RB and let p(x) be a multinomial distribution with
n = Ka and pi = 1/B for all i = 1, ...,Ka and let q(xi)
denote the binomial distribution with pi = 1/B and n = Ka.
Then:
DKL
(
p(x)
∥∥∥∥∥
Ka∏
i=1
qi(xi)
)
=
∑
x
p(x) log
p(x)
qi(xi)
(75)
= −H(p) +BH(q1) (76)
where H(p) denotes the entropy of the distribution p and
H(q1) the entropy of the binomial distribution. The second
equality follows from property (74). H(p) is given in (63).
The other term is given by:
H(q1) = −
Ka∑
t=0
P(x1 = t) logP(x1 = t) (77)
= − logKa! + E log x1! + E log(Ka − x1)! (78)
+ logBEx1 − E(Ka − x1) log(1− 1/B) (79)
We have Ex1 = Ka/B and E(Ka − x1) = Ka −Ka/B. In
the limit for large B, we can expand E log(Ka−x1)! in terms
of 1/B and get:
E log(Ka − x1)! = logKa!− Ka
B
logKa +O
(
1
B2
)
.
(80)
Inserting this, (63) and (79) into (76), many terms cancel and
we get:
DKL
(
p(x)
∥∥∥∥∥
Ka∏
i=1
qi(xi)
)
(81)
= logKa!−Ka(B − 1) log(1− 1/B)−Ka logKa
(82)
Using log(1 − 1/B) = −1/B + O(1/B2) for large B and
the Stirling approximation logKa! = Ka logKa − Ka +
O(logKa) we get the result (30)
DKL
(
p(x)
∥∥∥∥∥
Ka∏
i=1
qi(xi)
)
= O(logKa)− Ka
B
. (83)
B. MSE Bound - OR Approximation
In the following we proof Lemma 3. Let
qAdd(k) = pk (84)
for k = 0, ..,Ka, where pk are the binomial probabilities
defined in (19) and
qOR(0) = p0 (85)
qOR(1) = 1− p0. (86)
For these scalar distributions let mseOR(t) and mseAdd(t) be
defined as in (18), with sˆAdd and sˆOR given by (34) and (36)
respectively. Since our system model is
r =
√
ts+ Z, (87)
where Z ∼ N (0, 1) and s ∼ qAdd, mseOR is the mean
square error of a mismatched PME and therefore mseAdd(t) ≤
mseOR(t). It holds:
0 ≤ mseOR(t)−mseAdd(t) (88)
=
Ka∑
k=0
pkE[(k − sˆOR(
√
tk + Z))2 − (k − sˆAdd(
√
tk + Z))2]
(89)
= p0E[sˆ2OR(Z)− sˆ2Add(Z)] (90)
+ p1E[(1− sˆOR(
√
t+ Z))2 − (1− sˆAdd(
√
t+ Z))2] (91)
+
Ka∑
k=2
pkE[(k − sˆOR(
√
tk + Z))2 − (k − sˆAdd(
√
tk + Z))2]
(92)
We can bound the terms (90) - (92) individually. Since
sˆOR(r) ≥ 0, (92) is bound by
(92) ≤
Ka∑
k=2
pkk
2 (93)
= Var(s) + [E(s)]2 − p1 (94)
=
Ka
B
(
1− Ka
B
)
+
K2a
B2
− Ka
B
(
1− 1
B
)Ka−1
(95)
= O
(
K2a
B2
)
(96)
For the remaining terms we consider the two regions, depend-
ing on the value of the argument r.
1) ZAdd(r) ≤ ZOR(r): We have:
sˆOR(r) =
1
ZOR(r)
(1− p0)e−(r−
√
t)2/2 (97)
≤ 1
ZAdd(r)
(1− p0)e−(r−
√
t)2/2 (98)
and
sˆAdd(r) =
1
ZAdd(r)
Ka∑
k=0
pkke
−(r−√tk)2/2 (99)
≥ 1
ZAdd(r)
p1e
−(r−√t)2/2 (100)
since all the summands are non-negative. It follows for all r:
sˆOR(r)2 − sˆOR(r)2 (101)
≤
(
p1 exp(−(r −
√
t)2/2)
ZAdd
)2((
1− p0
p1
)2
− 1
)
(102)
≤
((
1− p0
p1
)2
− 1
)
(103)
=
( 1− (1− 1/B)Ka
Ka
B (1− 1/B)Ka−1
)2
− 1
 (104)
≤ O
(
K2a
B2
)
(105)
especially (90) = O
(
K2a
B2
)
. For (91) notice that
(1− sˆOR(r))2 − (1− sˆAdd(r))2 (106)
= sˆOR(r)2 − sˆAdd(r)2 + 2(sˆAdd(r)− sˆOR(r)) (107)
The first term was already bound in (105), we bound the
second term by
sˆAdd(r)− sˆOR(r) (108)
= (1− sˆOR(r))− (1− sˆAdd(r)) (109)
=
p0 exp(−r2/2)
ZOR(r)
(110)
− p0 exp(−r
2/2) +
∑Ka
k=1 pk(1− k) exp(−(r −
√
tk)2/2)
ZAdd(r)
(111)
≤ 1
ZAdd(r)
Ka∑
k=2
pk(k − 1) exp(−(r −
√
tk)2/2) (112)
≤ 1
ZAdd(r)
max
k≥2
{
exp(−(r −√tk)2/2)
} Ka∑
k=2
kpk (113)
=
1
ZAdd(r)
max
k≥2
{
exp(−(r −√tk)2/2)
}(Ka
B
− p1
)
(114)
=
1
ZAdd(r)
max
k≥2
{
exp(−(r −√tk)2/2)
}
O
(
K2a
B2
)
(115)
≤

1
p1
O
(
K2a
B2
)
if r ≤ 1.5√t
1
p2
O
(
K2a
B2
)
otherwise
(116)
For the last line, notice that if r ≤ 1.5√t, then the exponential
term with k = 1 is the larger then all the other exponen-
tial terms. The following Lemma shows that in the regime
ZAdd(r) ≤ ZOR(r) r cannot be much larger then 1.5
√
t.
Lemma 4. Let r be such, that ZAdd(r) ≤ ZOR(r), then
r ≤ 1.5√t+ 1√
t
log
1− p0 − p1
p2
(117)
Proof. We show the contrapositive, i.e. that r > 1.5
√
t +
t−1/2 log 1−p0−p1p2 implies ZAdd(r) > ZOR(r). Note that,
by subtracting p0e−r
2/2 + p1e
−(r−√t)2/2 from both sides,
ZAdd(r) > ZOR(r) is equivalent to
Ka∑
k=2
pke
−(r−k√t)2/2 > (1− p0 − p1)e−(r−
√
t)2/2. (118)
This is fulfilled if
p2e
−(r−2√t)2/2 > (1− p0 − p1)e−(r−
√
t)2/2 (119)
Rearranging the terms gives exactly the condition r > 1.5
√
t+
t−1/2 log 1−p0−p1p2 .
Keeping only the terms linear in Ka/B we get that
log 1−p0−p1p2 ≈ Ka/B. In the term (91) we have r =
√
t+Z.
The probability that r becomes larger then 1.5
√
t can be bound
by
P(1.5
√
t <
√
t+ Z < 1.5
√
t+ t−1/2
Ka
B
) ≤ t−1/2Ka
B
(120)
The term (91) is multiplied by p1, since p2p1 ≈ (Ka/B)−1, we
can split the expected value in the regime ZAdd(r) ≤ ZOR(r)
depending on wether
√
t+ Z is smaller or larger then 1.5
√
t
and estimate
(91) = O(K2a/B2) + t−1/2O(K2a/B2) (121)
2) ZAdd(r) > ZOR(r): Let r be such that, ZAdd(r) >
ZOR(r). It holds that
sˆOR(r) = 1− p0e
−r2/2
ZOR(r)
(122)
≤ 1− p0e
−r2/2
ZAdd(r)
(123)
=
1
ZAdd(r)
Ka∑
k=1
pke
−(r−k√t)2/2 (124)
≤ 1
ZAdd(r)
Ka∑
k=1
kpke
−(r−k√t)2/2 (125)
= sˆAdd(r) (126)
Since both terms are non-negative we get
sˆOR(r)2 − sˆAdd(r)2 ≤ 0 (127)
which bounds (90). For (91), the same argumentation as in
(107) holds and it remains to bound sˆAdd(r) − sˆOR(r). We
have that
sˆAdd(r)− sˆOR(r) (128)
=
1
ZAdd
Ka∑
k=1
kpke
−(r−k√t)2/2 − 1
ZOR
(1− p0)e−(r−
√
t)2/2
(129)
≤ 1
ZAdd
Ka∑
k=1
kpke
−(r−k√t)2/2 − 1
ZAdd
(1− p0)e−(r−
√
t)2/2
(130)
≤ 1
ZAdd
Ka∑
k=2
kpke
−(r−k√t)2/2 (131)
≤ 1
ZAdd
max
k≥2
{
e−(r−
√
tk)2/2
}(Ka
B
− p1
)
(132)
≤ 1
pk∗
O
(
K2a
B2
)
(133)
Where k∗ = arg maxk≥2
{
e−(r−
√
tk)2/2
}
and in the last line
we estimate ZAdd ≥ pk∗e−(r−
√
tk∗)2/2. For estimating the
expected value in (91) we bound P(k∗ = k) with r =
√
t+Z
by:
P(k∗ = k) = P(
√
tk − 0.5√t < r < √tk + 0.5√t) (134)
= P(
√
t(k − 1.5) < Z < √t(k − 0.5)) (135)
≤ √te−t(k−1.5)2/2 (136)
This gives:
E[sˆAdd(
√
t+ Z)− sˆOR(√t+ Z)] (137)
≤
(
Ka∑
k=2
√
te−t(k−1.5)
2/2 p1
pk
)
O
(
K2a
B2
)
(138)
The sum in the last terms can be bound by a constant for
reasonable values of t. This concludes the proof of (38).
C. Mutual Information - Outer Channel
In the following we calculate the input output mutual
information of the deterministic adder/OR channel and the or-
channel with binary additive noise respectively under the given
input constraints, that is the inputs mi are chosen uniformly
from the set of standard basis vectors: P(mi = ej) = 1/B
for j = 1, ..., B. For notational simplicity we also assume that
Ka < B. The output distribution can be expressed in terms
of the channel model p(sˆ|m1, ...,mKa):
p(sˆ) =
∑
mi∈{e1,...,eB}
p(sˆ|m1, ...,mKa)p(m1)...p(mKa)
(139)
=
1
BKa
∑
m
p(sˆ|m1, ...,mKa). (140)
OR channel: The channel is given by:
p(sˆ|m1, ...,mKa) =
{
1 sˆ =
∨Ka
i=1mi
0 else
. (141)
The output vectors are binary vectors, where the number of
ones is between 1 and Ka. Summing over all inputs which
create a given output gives the number of distinct input com-
binations by which the output vector can be assembled. For
symmetry reasons this number depends only on the number
of non-zeros in sˆ, which we denote by w(sˆ) :=
∑
i sˆi.∑
m1,...,mKa
p(sˆ|m1, ...,mKa , w(sˆ) = t) = t!SKa,t, (142)
where
SKa,t =
1
t!
t∑
j=0
(−1)t−j
(
j
t
)
jKa (143)
are the so called Stirling numbers of the second kind. They
are known to describe the number of possibilities to partition a
Ka-element set into t nonempty disjoint subsets. The resulting
output entropy is given by:
HOR(sˆ) = Ka logB − 1
BKa
Ka∑
t=1
(
B
t
)
t!SKa,t log(t!SKa,t)
(144)
= Ka logB− (145)
Ka∑
t=1
t−1∏
i=1
(
1− i
B
)
SKa,t
BKa−t
(log t! + logSKa,t).
(146)
For the second equality notice that
(
B
t
)
t! = (B)t−1 :=∏t−1
i=0(B − i) is a falling factorial. Note that the second
line is more suitable for computation for large values of B
and Ka since it avoids large numbers and the coefficients
SKa,t/B
Ka−t can be calculated efficient and numerically
stable by the recursive formula:
SKa,t
BKa−t
=
tSKa−1,t
B
+ SKa−1,t−1, (147)
with initial conditions S0,0 = 1 and SKa,0 = S0,t = 0 for
Ka, t > 0.
Adder channel: The channel is given by:
p(sˆ|m1, ...,mKa) =
{
1 sˆ =
∑Ka
i=1mi
0 else
. (148)
The output set consists of all integer non-negative vectors
which sum to Ka. For a given vector sˆ, the number of
input combinations which create this vector is given by the
multinomial coefficients with n = Ka and pi = 1/B for all
i = 1, ...,Ka, see (73):∑
m1,...,mKa
p(sˆ|m1, ...,mKa) =
Ka!
y1!...yB !
. (149)
The resulting output entropy is:
H(sˆ) = Ka logB − 1
BKa
∑
∑
yi=Ka
Ka!
y1!...yB !
log
Ka!
y1!...yB !
(150)
= Ka logB − (logKa!−
B∑
i=1
E log yi!) (151)
= Ka logB − logKa! (152)
+B
Ka∑
t=0
(
Ka
t
)
(1/B)t(1− 1/B)Ka−t log t!. (153)
Difference We can bound the difference between the entropies
of the OR and the Adder channel by using the inequality
1− x ≤ e−x ≤ 1− x+ 1
2
x2, (154)
which holds for x ≥ 0, on the entropy of the OR channel:
t−1∏
i=1
(
1− i
B
)
≤
t−1∏
i=1
e−i/B (155)
= e−
∑t−1
i=1 i/B (156)
= e−t(t−1)/2B (157)
≤
(
1− t(t− 1)
2B
+
1
2
t2(t− 1)2
4B2
)
. (158)
This gives the lower bound for the entropy of the OR channel
in (160) – (164).
HOR(sˆ) = Ka logB− (159)
Ka∑
t=1
t−1∏
i=1
(
1− i
B
)
SKa,t
BKa−t
(log t!SKa,t) (160)
≥ Ka logB− (161)
Ka∑
t=1
(
1− t(t− 1)
2B
+
1
2
t2(t− 1)2
4B2
)
SKa,t
BKa−t
log t!SKa,t
(162)
≥ Ka logB − logKa! (163)
− 1
B
Ka(Ka − 1)
2
log
Ka(Ka − 1)
2
− r(K3a/B2).
(164)
Here r(1/B2) contains all the terms of order 1/B2 or lower.
In line three we kept only the two largest terms in the sum
and used SKa,Ka−1 =
(
Ka
2
)
= Ka(Ka−1)/2. This gives that
the difference of the per-user rates is bound as:
∆R = RAdd−ROR ≤ Ka − 1
2B
log
Ka(Ka − 1)
2
+ r(K2a/B
2).
(165)
Note that the same calculation gives that these bound becomes
tight as B becomes large for Ka << B:
RAdd = ROR +
Ka − 1
2B
log
Ka(Ka − 1)
2
+O
(
K2a
B2
)
. (166)
which is (65)
Additive Noise For the noisy MAC, the mutual information
is given by
I(m1, ...,mKa ; sˆ) = H(sˆ)−H(sˆ|m1, ...,mKa). (167)
For binary additive noise first, i.e. sˆ =
∑
mi + Z (or
the respective OR version) with P(zj = 1) = . Then
H(sˆ|m1, ...,mKa) = pBH() where p := (1− 1/B)T is the
probability that a component of the noiseless output vector is
zero, and H() is the binary entropy of the error probability.
OR Channel Denote by s =
∨Ka
i=1mi the uncorrupted or-sum
of the messages, s.t. sˆ = s + Z. Denote by w(sˆ) =
∑
sˆi the
weight, i.e. number of ones in the binary sequence sˆ. Then the
probability of getting an output sˆ conditioned on the number
of ones it contains:
p(sˆ|w(sˆ) = tq) =
∑
t
p(sˆ|w(s) = t, w(sˆ) = tq)p(w(s) = t)
(168)
=
min(tq,Ka)∑
t=1
tq−t(1− )B−tq
(
tq
t
)
BKa
t!SKa,t.
(169)
The probability p(w(s) = t) = (
tq
t )
BKa
t!SKa,t of getting
a sequence of a certain weight is known from the above
paragraph. The transition probability
p(sˆ|s, w(sˆ) = tq) = tq−t(1−)B−tq , if s ⊆ sˆ and w(s) = t
(170)
is the probability that exactly tq − t additional ones are
introduced by the noise. s ⊆ sˆ means, that the support of
sˆ contains the support of s. By ordering the sum in the output
entropy by the weight of the sequences, we get:
HORq (sˆ) = −
B∑
tq=1
(
B
tq
)
(1− )B−tq
BKa
min(tq,Ka)∑
t=1
tq−t
(
tq
t
)
t!SKa,t
(171)
·
log (1− )B−tq
BKa
+ log
min(tq,Ka)∑
t=1
tq−t
(
tq
t
)
t!SKa,t

(172)
= Ka logB − (B −E(w(y))) log(1− ) (173)
−
B∑
tq=1
(
B
tq
)
(1− )B−tq
BKa
min(tq,Ka)∑
t=1
tq−t
(
tq
t
)
t!SKa,t
(174)
· log
min(tq,Ka)∑
t=1
tq−t
(
tq
t
)
t!SKa,t (175)
(176)
The expected weight is easily calculated:
E[w(sˆ)] = E[E[w(sˆ)|w(s)]] (177)
= E[w(s) + (B − w(s))] (178)
= (1− p)B + Bp. (179)
where p = (1− 1B )Ka and (1−p)B is the expected number of
ones in the noiseless version. With the abbreviation Σtq,Ka :=∑min(tq,Ka)
t=1 
tq−t(tq
t
)
t!SKa,t we get
HOR (sˆ) = Ka logB − pB(1− ) log(1− ) (180)
−
B∑
t=1
(1− )B−tq
BKa
Σtq,Ka log Σtq,Ka (181)
