estratégias de consolidação de máquinas físicas em infraestruturas de cloud computing by Pedro Xavier Almeida Barbosa
 FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO 
 
Estratégias de Consolidação de 
Máquinas Físicas em Infraestruturas de 
Cloud Computing 
Pedro Xavier Almeida Barbosa 
 
 
 
 
 
 
 
 
Mestrado Integrado em Engenharia Informática e Computação 
Orientador: Professor Jorge Manuel Gomes Barbosa (Doutor) 
Co-Orientador: Altino Manuel Silva Sampaio (Mestre) 
janeiro de 2014
  
  
  
 
Estratégias de Consolidação de Máquinas Físicas em 
Infraestruturas de Cloud Computing 
Pedro Xavier Almeida Barbosa 
Mestrado Integrado em Engenharia Informática e Computação 
 
Aprovado em provas públicas pelo Júri: 
Presidente: Professor António Miguel Pontes Pimenta Monteiro (Doutor) 
Vogal Externo: Professor António Luís Sousa (Doutor) 
Orientador: Professor Jorge Manuel Gomes Barbosa (Doutor) 
 
____________________________________________________ 
janeiro de 2014
 i 
Resumo 
O cloud computing é um paradigma que recentemente tem ganho cada vez mais 
popularidade, devido ao facto de conseguir responder como solução para diferentes problemas 
em diferentes áreas. O crescimento rápido e recente leva a que muitas das tecnologias usadas 
ainda não estejam maduras abrindo portas à investigação. Um dos problemas do cloud 
computing é o seu consumo energético, onde existe uma necessidade de o reduzir não só para 
recuperar o investimento realizado, como também devido a causas ambientais. 
É aqui que entra a consolidação de máquinas físicas, esta abordagem tem como objetivo 
otimizar o uso dos recursos físico de forma a minimizar a sua subutilização, mas sempre sem 
colocar em causa a performance dos mesmos. 
Este estudo pretende explorar algumas estratégias que permitam a consolidação das 
máquinas físicas, com o objetivo de compreender melhor como essas influenciam o 
desempenho das clouds e de determinar quais as características que mais afetam esses 
resultados. Sendo necessário desenvolver um simulador que permita efetuar o estudo 
pretendido. 
Com o simulador desenvolvido, foram simuladas as várias estratégias tendo em conta 
diferentes cenários. Foi realizada uma análise comparativa entre os vários resultados apontando 
as suas características e as várias diferenças entre as experiências. Foi analisado um conjunto de 
algoritmos de alocação dinâmica de máquinas virtuais para diferentes cargas de trabalho, 
usando técnicas de gestão de energia. Por fim foi também estudada a possibilidade de usar 
migrações para beneficiar o consumo energético. 
Os resultados mostraram que com técnicas de gestão de energia é possível reduzir o 
consumo energético sem piorar o desempenho, enquanto que o uso de migrações de máquinas 
virtuais com objetivo de melhorar o consumo energético não teve bons resultados. Das várias 
experiências foram determinadas algumas características que influenciam os resultados e que 
possibilitam estudos futuros, com objetivo de melhor entender a sua influência e ao mesmo 
tempo permitir tirar benefícios das mesmas. 
 
 iii 
Abstract 
Cloud computing is a paradigm that has recently gained more and more popularity, due to 
respond as a solution to different problems in different areas. The recent rapid growth means 
that many of the technologies used are not yet mature which may lead to further studies. One 
problem with cloud computing is its energy consumption, where there is a need to reduce not 
only to recover the investment, as also due to environmental causes. 
This is where the consolidation of physical machines comes to action. This approach aims 
to optimize the use of physical resources in order to minimize its underuse, but always without 
jeopardizing the performance of the same. 
This study intends to explore some strategies to enable the consolidation of physical 
machines, aiming to better understand how these influence the performance of clouds and 
determine what features most affect these results. It is necessary to develop a simulator that 
allows performing the desired study. 
With the developed simulator, various strategies were simulated taking into account 
different scenarios. A comparative analysis between the various results pointing their 
characteristics and differences between the various experiments was performed. A set of 
algorithms for dynamic allocation of virtual machines to different workloads, using power 
management techniques was analysed. Finally it was also studied the possibility of using 
migration to benefit energy consumption. 
The results showed that with power management techniques can reduce energy 
consumption without worsening performance, while the migration of virtual machines in order 
to improve the energy consumption has not had good results. From the various experiments 
were determined some features that influence the results and that enable further research, in 
order to better understand its influence and at the same time allows to benefit from them. 
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Capítulo 1 
 Introdução 
O cloud computing tem surgido como solução para diferentes problemas. Este modelo de 
computação proporciona recursos sob demanda, podendo os seus utilizadores aumentar ou 
diminuir os recursos consoante o seu problema, além disso, o custo dos recursos para o cliente é 
baseado na sua utilização. Estas características têm feito com que o cloud computing tenha 
vindo a ganhar cada vez mais popularidade (Armbrust et al. 2010, Zhang, Cheng, and Boutaba 
2010).  
A consolidação de máquinas físicas (PMs) é uma abordagem que visa maximizar a 
utilização dos recursos enquanto se minimiza o consumo energético em ambientes de cloud 
computing, que usa a migração de máquinas virtuais para consolidar as PMs subutilizadas. Os 
meios usados para consolidar as PMs devem ter em conta a não degradação da performance. 
Dado o facto de este paradigma ainda estar a emergir, a maturidade das tecnologias actuais 
ainda não é suficiente para proporcionar o seu potencial máximo (Zhang, Cheng, and Boutaba 
2010). Isto concede inúmeras oportunidades para explorar novas tecnologias, novas ideias, 
dando espaço a criatividade e a inovação das contribuições feitas nesta área. 
1.1 Contexto 
O cloud computing requer enormes quantidades de hardware (servidores, routers, 
switches, sistemas de energia e de arrefecimento), fazendo com que o consumo energético 
domine os custos operacionais. Uma melhor eficiência energética é um ponto crucial para 
reduzir os custos operacionais, mas a redução do consumo energético pode levar à degradação 
da qualidade de serviço (QoS) e à violação do acordo de nível de serviço (SLA) com o cliente. 
Em 2006, o consumo energético dos data centers nos Estados Unidos da América era cerca 
de 1,5% da energia total consumida no país, e em 2008 previa-se que esse consumo crescesse 
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12% por ano (U.S. Department of Energy 2008). Uma das formas de reduzir o consumo 
energético passa pela melhor utilização dos recursos, que de acordo com (Kaplan, Forrest, and 
Kindler 2008), a utilização diária média é no máximo 6%, mostrando que existe enormes 
oportunidades para otimizar esta utilização. 
1.2 Objetivos 
Nesta dissertação pretende-se estudar diferentes estratégias de consolidação de máquinas 
físicas, com objetivo de melhor compreender como essas estratégias influenciam o desempenho 
das clouds e determinar quais as características que mais afetam esses resultados. As estratégias 
pretendidas envolvem gestão dinâmica de recursos, a eficiência energética e a tolerância a 
falhas. 
Para estudar as estratégias desejadas houve a necessidade de desenvolver uma ferramenta 
com a capacidade de modelar e simular sistemas de cloud computing.  
1.3 Estrutura 
Com este capítulo, este documento está dividido em 6 capítulos. No capítulo 2, são 
expostos alguns conceitos e tecnologias relacionados com o tema ‘Consolidação de Máquinas 
Físicas’. Também sobre o mesmo assunto, é feita uma análise ao estado de arte, sendo 
apresentadas algumas conclusões dessa análise. No capítulo 3, são descritas as estratégias de 
consolidação que foram implementadas e estudadas, também é apresentado o modelo do sistema 
a estudar. De seguida, no capítulo 4, são analisados os simuladores já existentes e é detalhado o 
simulador implementado, descrevendo cada uma das suas componentes e dos seus processos. 
Os detalhes das experiências a efetuar são exibidos no capítulo 5, juntamente com a análise de 
desempenho das estratégias em estudo. Por fim, são enunciadas as conclusões derivadas do 
trabalho descrito neste documento, acompanhado de algumas direções para o trabalho futuro.  
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Capítulo 2 
 Consolidação de Máquinas Físicas 
Nesta secção é apresentada a revisão bibliográfica relacionada com o tema ‘Consolidação de 
Máquinas Físicas’. 
2.1 Cloud Computing 
Depois de alguma pesquisa sobre a definição de Cloud Computing, rapidamente se 
constatou que existem inúmeras definições(Vaquero et al. 2008, Zhang, Cheng, and Boutaba 
2010, Armbrust et al. 2010, National Institute of Standards and Technology 2011), umas mais 
detalhadas que outras sendo que a definição do National Institute of Standards and Technology 
(2011) é uma das mais completas e ao mesmo tempo resumida em relação às analisadas.  
“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network 
access to a shared pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction.” 
Características essenciais que definem o cloud computing (National Institute of Standards 
and Technology 2011): 
 Serviço Sob demanda – O utilizador pode facilmente requisitar os recursos que 
precisar; 
 Acessibilidade - Independentemente do lugar e do aparelho, pode ser acedido a 
partir de qualquer lugar; 
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 Agrupamentos de Recursos – Os recursos estão agrupados e são partilhados 
com todos os utilizadores, sendo dinamicamente atribuídos consoante os 
requisitos; 
 Rápida elasticidade – Os recursos podem ser rapidamente aprovisionados ou 
libertados; 
 Serviço Medido – O uso dos recursos é monitorizado, controlado e até 
automaticamente otimizados, mas sempre fornecendo ao utilizador transparência 
dos acontecimentos; 
Para além das características, a arquitetura do cloud computing divide-se em vários 
modelos de serviço: 
 Software as a Service (SaaS) – Este serviço permite disponibilizar aos 
utilizadores software que se encontra alojado na cloud; 
 Platform as a Service (PaaS) – Nesta camada é fornecido ao cliente ferramentas 
que permitem desenvolver software já diretamente integrado na cloud; 
  Infrastructure as a Service (IaaS) – Nesta camada, o utilizador tem acesso 
direto aos recursos (capacidade processamento, armazenamento, etc,), podendo-
os utilizar como entender. 
As clouds são divididas em 4 tipos: 
 Private Cloud – É uma infra-estrutura de cloud que é operada apenas por uma 
única organização onde esta é usada apenas por clientes específicos; 
 Community Cloud – Esta infra-estrutura é criada com o propósito específico de 
satisfazer uma comunidade de consumidores provenientes de organizações com 
os mesmos interesses; 
 Public Cloud – É uma infra-estrutura criada para prestar serviço ao público em 
geral; 
 Hybrid Cloud – Este tipo de cloud é composta por uma ou mais clouds de 
diferentes tipos que estão conectadas, permitindo assim estender as capacidades 
dos serviços fornecidos pelas clouds englobadas nesta. 
2.2 Virtualização 
Virtualização é uma tecnologia bastante usada em cloud computing. Esta tecnologia 
permite flexibilizar a divisão dos recursos de uma PM para as diferentes necessidades de um 
dado serviço.  
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A virtualização opera através de máquinas virtuais (VMs), onde cada uma destas tem como 
requisito uma determinada quantidade de recursos. Cada PM pode conter várias VMs, sendo 
possível iniciá-las ou pará-las dinamicamente. Cada VM é composta por um sistema operativo 
que pode ser diferente do da PM onde esta vai ser executada e no caso típico contém uma ou 
mais aplicações (tarefas) para serem executadas.  
A virtualização facilita a gestão das PMs, através da migração de VMs entre PMs. As 
migrações podem ser utilizadas para consolidar as VMs num menor número de PMs para 
reduzir a quantidade de máquinas subutilizadas. Esta consolidação permite controlar a 
distribuição da carga de trabalhos criando oportunidades para utilização de técnicas de gestão de 
energia (ex. desligar PMs que não estão a ser usadas), com o objetivo de reduzir os custos 
operacionais. 
Todas as VMs são independentes entre si, o que permite o isolamento do trabalho 
executado e do seu desempenho. O isolamento das VMs também facilita o tratamento de falhas, 
por exemplo, no caso de uma falha de software esta não afeta os restantes sistemas (Mattos 
2008), para casos mais complexos como falhas de hardware, a migração de VMs pode ser uma 
solução. 
Estas características permitem às VMs partilhar um conjunto de plataformas e recursos do 
data center.  
O Virtual Machine  Monitor (VMM) é uma camada de software que tem como função criar 
e gerir as VMs, tratando da virtualização dos recursos da PM e compartilhados com as várias 
VMs. Na Figura 2.1, temos uma arquitetura simples de uma PM.  
 
2.2.1 Migração de Máquinas Virtuais 
A principal vantagem da migração é que esta consegue evitar os hotspots criados pela 
distribuição das cargas de trabalho, apesar de não ser uma tarefa tão clara. Isto, deve-se à 
dificuldade de serem detetados os hotspots e efetuar as migrações devido à falta de flexibilidade 
na resposta às mudanças repentinas das cargas de trabalhos (Zhang, Cheng, and Boutaba 2010). 
Figura 2.1: Arquitetura Simples de uma PM 
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Um dos modelos de migração existentes é o Live Migration, que durante uma fase inicial 
da migração, efetua cópias da memória paginada para a PM de destino, podendo ter que ser 
retransmitidas as páginas de memória modificadas pela VM durante este processo. De seguida é 
suspensa a execução e são copiadas as páginas de memórias que estavam em uso no momento 
desta paragem. No fim deste processo é reiniciada a execução na máquina física de destino 
(Clark et al. 2005). As implementações do modelo Live Migration pela Xen
1
 e pela VMWare
2
 
mostram tempos de inatividade entre milissegundos a um segundo para momento em que estas 
param a sua execução para fazer a cópia para a PM de destino (Zhang, Cheng, and Boutaba 
2010). 
Um outro modelo de migração é o Stop-And-Copy, este suspende a execução da VM 
completamente para efetuar a cópia para a PM de destino e, após a conclusão da cópia, a 
execução da VM continua na PM de destino. 
Segundo o estudo (Fu 2010), o modelo Stop-and-Copy demonstrou melhores resultados do 
que a Live Migration demorando 12 a 14 segundos para efetuar a migração, em comparação a 
16 a 25 segundos da Live Migration. Também no estudo (Hines and Gopalan 2009), é efetuada 
uma comparação entre diversas variações do modelo Live Migration denominadas de Post-copy, 
comparando também o Stop- And-Copy, onde se visualiza que o modelo Stop-And-Copy é mais 
rápido que os restantes. 
2.3 Outras Tecnologias e Conceitos Relacionados 
2.3.1 Acordo de Nível de Serviço 
Algumas das técnicas estudadas interferem com o desempenho das máquinas, podendo isto 
levar à degradação da qualidade de serviço. Para fornecer garantias da qualidade de serviço, é 
estabelecido um acordo de nível de serviço (SLA) entre o fornecedor do serviço e o cliente. Este 
acordo estabelece as condições da qualidade de serviço, onde essas condições não são iguais 
para todos os trabalhos e variam consoante as características dos trabalhos a desempenhar. A 
satisfação do acordo imposto serve como métrica de avaliação do desempenho das técnicas 
estudadas. 
2.3.2 Tolerância a Falhas 
A tolerância a falhas permite ao sistema continuar a operar no caso de ocorrer uma falha. 
As ocorrências de falhas causam impactos no desempenho do sistema o que causa um aumento 
dos custos operacionais (Schroeder and Gibson 2010). 
                                                     
1 Hipervisor Xen, site oficial: http://www.xenproject.org/ 
2 Hipervisor VMware, site oficial: http://www.vmware.com/products/esxi-and-esx 
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Técnicas comuns para recuperar falhas, são baseadas em mecanismos de reinício e de 
checkpoint (Elnozahy et al. 2002), contudo, as técnicas checkpoint têm-se mostrado contra 
produtivas em grandes sistemas de escala (Philp 2005). Continuando a aumentar a escala das 
clouds, a ocorrência das falhas também vai continuar a aumentar, tornando-se numa norma em 
vez de uma exceção. Isto tem conduzido a um aumento da investigação na área de previsão de 
falhas com o objetivo de reduzir o impacto das mesmas no sistema. No artigo (Salfner, Lenk, 
and Malek 2010), é recolhido e apresentado uma visão global das técnicas que tem surgido nos 
últimos anos. 
2.4 Técnicas de Gestão de Energia 
A energia é fundamental para o funcionamento dos data centers. Contudo, esta deve ser 
alvo de uma gestão cuidada de modo a que o seu consumo não seja desmedido. Uma utilização 
errada da energia leva a um aumento dos custos, a durabilidade dos equipamentos de hardware 
é posta em causa e as emissões de CO2 aumentam (Kaplan, Forrest, and Kindler 2008). Por 
conseguinte, existe a necessidade de criar sistemas eficientes tendo em conta o referido. 
Como parte integrante desta gestão, duas técnicas serão estudadas nesta dissertação: 
 Supply Shutdown (SS) - Esta é uma técnica simples, que se baseia no facto de 
uma parte do consumo das componentes das PMs ser estático, ou seja, mesmo que 
a PM não esteja a executar tarefas, esta continua a consumir energia. Assim, 
desligam-se as máquinas para reduzir esse consumo estático, em troca do tempo 
que esta demora a ligar e a desligar (T. Veni 2013); 
 Dynamic Voltage and Frequency Scaling (DVFS) - Permite uma diminuição do 
consumo energético em troca de desempenho. Isto é possível através da 
diminuição da voltagem, que obriga ao decremento da frequência para que o 
sistema se mantenha estável. A diminuição da voltagem leva a menores consumos 
e a diminuição da frequência leva a menor desempenho (menos instruções por 
segundo). 
No estudo (Srivastava, Chandrakasan, and Brodersen 1996) são examinadas técnicas que 
tentam prever quando irá acontecer o próximo período de tempo em que as PMs estarão 
inativas, para assim decidirem se devem desligar as máquinas ou não. Estas técnicas assumem 
que os períodos anteriores de inatividade estão correlacionados com o futuro próximo. Usando 
dados históricos estas técnicas prevêem o próximo período de inatividade mesmo antes de ele 
começar. O uso de dados históricos leva a uma grande dependência das cargas de trabalho 
atuais. Enquanto que no estudo (Chi-Hong and Wu 1997) este usa os dados históricos para 
prever quando deve ligar a máquina com o objetivo de eliminar a penalização do tempo de 
activação da PM. Esta técnica leva ao aumento do consumo energético mas reduzem as perdas 
de desempenho no “acordar” da máquina. 
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Sueur and Heiser (2010) comparam 3 máquinas de 3 gerações diferentes com processador 
AMD, para avaliar se é possível reduzir o consumo energético com DVFS. Os resultados 
obtidos mostram que as máquinas mais antigas (2003 e 2006) conseguiram poupar até 37% 
enquanto para a mais recente (2009) a poupança foi mínima. Na análise efetuada por Rizvandi, 
Taheri, and Zomaya (2011), ao consumo energético na alocação de tarefas em clusters usando 
DVFS, foi proposto o algoritmo MVFS-DVFS. Este algoritmo tem como objetivo selecionar as 
melhores combinações da voltagem-frequência que levam ao consumo mínimo usando o tempo 
de folga disponível de cada tarefa. Os resultados mostram que o algoritmo proposto foi o mais 
eficiente das experiências realizadas sendo o que mais se aproxima da energia ótima. Neste 
estudo também é referido que o tempo de mudança de frequência é mínimo e que não afeta os 
resultados. 
2.5 Alocação Dinâmica de Recursos 
A alocação de recursos é usada em várias áreas e no cloud computing é um mecanismo que 
tem como objetivo garantir que os requisitos de aplicações sejam atendidos corretamente pelo 
fornecedor da infra-estrutura. A alocação de recursos deve também considerar o estado corrente 
de cada recurso na cloud, permitindo o uso de algoritmos para melhor alocar os recursos físicos 
e/ou virtuais, às necessidades das aplicações. 
Xu and Fortes (2011), é proposto um sistema para gerir o mapeamento de VMs aos 
recursos físicos dinamicamente. Este sistema tenta optimizar vários objectivos (utilização dos 
recursos, consumo energético e temperatura dos componentes do servidor), para os quais os 
autores definem vários critérios (thresholds e sliding-windows), que são usados para detetar a 
ocorrência de certas condições definidas e assim aplicar o mapeamento e a estabilização do 
sistema. As experiências foram realizadas com uma mistura de cargas de trabalho para simular a 
dinâmica das cargas de trabalho dos data centres. Os resultados das experiências indicam que 
esta reduz significativamente as migrações de VMs desnecessárias, até 80%, melhorar a 
eficiência energética até 20%, é capaz de evitar a seleção de máquinas instáveis e de melhorar o 
desempenho das aplicações até 30%. 
Cioara et al. (2011) propõem algoritmos de consolidação dinâmica baseados em 
aprendizagem por reforço. É calculado uma entropia que mede o quanto o sistema é “amigo do 
ambiente” baseado em indicadores de performance. Se essa entropia for maior que um threshold 
predefinido então é aplicado as ações necessárias para reduzir essa entropia. As ações podem 
envolver os algoritmos de consolidação ou podem ser ações de gestão dinâmica da energia e são 
determinadas usando aprendizagem reforçada. Este modelo foi testado apenas com 5 PMs, o 
que evoluindo para um sistema de grande escala poderá ter problemas de performance devido à 
necessidade de ter de gerar árvores de decisão para todas as ações possíveis de cada PM em 
avaliação. 
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Fu (2010) e Sampaio and Barbosa (2013) estudam e propõem algoritmos de alocação 
dinâmica de VMs, que reagem proativamente às falhas do sistema. No estudo (Fu 2010), são 
propostos dois algoritmos Best-fit que se diferenciam pelo tipo de heurística (otimista e 
pessimista) e que reagem às falhas do sistema. O algoritmo otimista apenas reage às falhas na 
alocação inicial usando a previsão da falha, enquanto que o algoritmo pessimista reage na 
alocação inicial e na alocação da migração. No estudo (Sampaio and Barbosa 2013), ambos os 
algoritmos propostos reagem às falhas nos dois momentos, apenas variando a heurística. No 
caso de deteção de falha, os algoritmos propostos em (Fu 2010, Sampaio and Barbosa 2013) 
usam as migrações de VMs para solucionar o problema. Estes algoritmos têm como objetivo 
cumprir os SLAs, que em ambos os casos passa por executar as tarefas dentro do tempo 
definido. No estudo (Sampaio and Barbosa 2013) são também comparados os algoritmos de 
ambos os estudos (Sampaio and Barbosa 2013, Fu 2010) em termos de cumprimento dos SLAs. 
O algoritmo Relaxed Time Task Execution (RTTE) proposto nesse mesmo estudo demonstrou 
melhores resultados comparativamente com os outros algoritmos. 
2.5.1 Migração Dinâmica de Recursos 
Beloglazov and Buyya (2012) focam-se na formalização de algoritmos ótimos online e 
offline para resolução dos problemas de migração de uma VM e para a consolidação dinâmica 
de VMs. Para o problema de migração de uma VM o objectivo é encontrar o momento no qual a 
migração da VM deve ser iniciada de forma a minimizar o custo da energia e o custo causado 
por violações do SLA no caso de estas acontecerem. Para o problema de consolidação dinâmica 
de VMs, o objectivo é similar ao anterior mas tendo em conta várias VMs e várias PMs. Para 
solucionar o problema são usadas heurísticas que se baseiam no historial dos recursos usados 
pelas VMs para determinar se a PM está sobrecarregada ou se está com pouca carga e de 
seguida aplicar as migrações necessárias. Neste trabalho não são utilizadas técnicas de gestão de 
energia e além disso é definido que o SLA é apenas violado quando os recursos requisitados não 
são disponibilizados. 
Sampaio and Barbosa (2013) testaram a hipótese de ocorrerem migrações de VMs caso 
essas migrações beneficiassem a eficiência energética do sistema. Esta hipótese usou 
parâmetros estáticos definidos arbitrariamente (para o sliding window e o threshold da CPU) 
para aplicar as migrações, o que pode ter sido uma das razões desta hipótese ter demonstrado 
um impacto negativo nos resultados, não tendo sido estudada as razões pelas quais isso 
aconteceu, o modelo de migrações usado foi o Stop-And-Copy. Beloglazov, Abawajy, and 
Buyya (2012) efetuam um estudo sobre essa mesma hipótese, usando políticas (chamadas de 
politicas de seleção) para selecionar quais as VMs que devem ser migradas usando 
características das PMs (por exemplo, o threshold da CPU). Estas políticas apenas selecionam 
as VMs, deixando a alocação da VM para o algoritmo de alocação, que neste caso seleciona a 
PM com menor consumo para alocar determinada VM. Neste estudo as migrações baseiam-se 
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no modelo Live Migration, também não é integrado possíveis falhas das PMs e além disso, os 
trabalhos executados não têm limites de tempo, fazendo com que as condições dos SLAs apenas 
se limitem à disponibilidade dos recursos na alocação. Neste estudo, é usado o DVFS (sem 
recurso a migrações) para termo comparativo, não sendo especificado como este foi 
implementado ou como funciona. 
Verma, Ahuja, and Neogi (2008) formulou o problema de alocação, como otimização 
contínua, de aplicações em sistemas virtuais heterogéneos e cientes ao consumo energético. A 
alocação das VMs, em cada unidade de tempo, é otimizada de forma a diminuir o consumo 
energético e ao mesmo tempo aumentar o seu desempenho. Os autores trataram o problema 
como um problema de “bin packing” no qual aplicaram uma heurística com tamanhos de “bins” 
e custos variáveis. Foi utilizada Live Migration para migrar as VMs para as alocações geradas 
em cada unidade de tempo, pelo algoritmo proposto, onde os SLAs eram violados devido à 
mutabilidade das cargas de trabalho. 
2.6 Conclusões 
Neste capítulo podemos observar alguns artigos que foram alvos de análises, tendo em 
conta o tema desta dissertação. Algumas das áreas relacionadas, tais como, cloud, virtualização, 
alocação, entre outros, também foram analisados, dado que são partes integrantes das bases do 
tema, merecendo assim uma análise. 
As clouds têm necessidades de que se reduza os custos operacionais, aumente a sua 
eficiência, assim como o melhoramento da sua performance. Isto leva à investigação com vista 
a melhorar estas necessidades, podendo ser observado nos artigos anteriormente analisados. Os 
sistemas actuais são cada vez mais complexos, o que conduz à introdução de meios que elevam 
essa complexidade como por exemplo, SLAs, para avaliar a satisfação dos objectivos, garantir a 
qualidade do serviço e também o desenvolvimento de técnicas e modelos tolerantes a falhas. 
Foram ainda analisadas técnicas que têm como objetivo melhorar apenas o consumo 
energético e outras que combinam esse mesmo objetivo com a maximização da performance.
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Capítulo 3 
 Estratégias de Consolidação de 
Máquinas Físicas 
Nesta dissertação pretende-se estudar algumas estratégias de consolidação de PMs que 
envolvam as migrações de VMs, com o objetivo de identificar que características melhoram ou 
pioram os resultados ao nível do consumo energético e da satisfação dos SLAs impostos. As 
características poderão estar diretamente relacionadas com a arquitetura da cloud, como também 
poderão ser características provenientes das estratégias usadas. Para avaliar os resultados de 
cada experiência serão usadas algumas métricas, estando estas enumeradas na secção 3.2. O tipo 
de estratégias e as várias estratégias usadas encontram-se expostas na secção 3.4. 
3.1 Motivação do Estudo 
Este estudo foi fomentado pelos resultados de determinadas experiências realizadas no 
estudo (Sampaio and Barbosa 2013). Essas experiências envolviam o uso de algoritmos de 
alocação para efetuar a alocação das tarefas, foi também aplicado migrações de VMs com 
intuito de reagir às falhas do sistema. Nessas experiências foi introduzida uma estratégia que 
consistia na migração de todas as VMs cuja respetiva PM indicava uma utilização da CPU 
inferior 65%. Essas VMs eram migradas para PMs diferentes selecionadas pelo algoritmo de 
alocação especifico à experiencia. 
Dois dos algoritmos experimentados com esta estratégia, Minimum Time Task Execution 
(MTTE) e o Relaxed Time Task Execution (RTTE), escolhem a PM com melhor eficiência para 
o destino da migração, que em teoria, faria com que as tarefas a executar nas PMs com menor 
eficiência fossem movidas para as PMs com maior eficiência, reduzindo o número de PMs 
usadas e aumentando a eficiência das que se mantêm a trabalhar, levando a um menor consumo 
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energético mantendo a mesma taxa de trabalhos concluídos com sucesso. Posto isto, pôde-se 
constatar nesse estudo que os resultados das experiências onde era usada a estratégia foram 
piores do que os das experiências onde não era usada. Os factos destes maus resultados não 
foram investigados. 
Estas experiências tinham o objetivo de elevar a eficiência energética, devido ao facto de 
quanto maior for a utilização da CPU da PM, maior será a eficiência energética da PM. A 
métrica usada nesse estudo para avaliar a eficiência energética está descrita juntamente com o 
algoritmo MTTE na secção 3.4.1.4  
3.2 Modelo do Sistema 
Nesta secção é apresentada a descrição do sistema da Cloud usado neste estudo. 
 
3.2.1 Visão Global do Sistema 
A arquitetura do sistema segue uma arquitetura típica de uma cloud privada, na Figura 3.1 
pode ser visto um exemplo da arquitetura. A infraestrutura é composta por um conjunto de PMs, 
que neste estudo serão todas homogéneas. As PMs são definidas pela capacidade de CPU, 
RAM, largura de banda, espaço de armazenamento, modelo energético e falhas que podem 
ocorrer em determinados instantes.  
Figura 3.1: Arquitetura da Infrastrutura de uma Cloud Privada 
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O Cloud Manager é responsável por fazer a interação entre os utilizadores e a cloud. Este é 
composto por: 
 Predictor Tool – Gera previsões para as falhas da PM, a qualidade das previsões 
pode variar consoante o modelo usado. Esta não é uma área de estudo deste 
trabalho, sendo que as previsões não seguirão um modelo específico, apenas serão 
geradas seguindo uma taxa de exatidão da previsão fixa que poderá variar 
consoante a experiência; 
 Cluster Coordinator – Monitoriza as PMs recolhendo a informação de cada uma 
(ex. suas características, estado atual dos recursos, etc.). Esta informação é 
acessível a outras componentes integrantes do Cluster Coordinator. Também faz a 
gestão das tarefas a executar, podendo atribuí-las às PMs, migrá-las ou abortá-las, 
através do uso de uma política de alocação para a tomada de decisão. 
O cenário típico de utilização da cloud segue o seguinte comportamento, os utilizadores da 
cloud submetem trabalhos em que estes são compostos por tarefas, estas tarefas terão de ser 
processadas para o trabalho ser realizado. Os trabalhos são entregues ao Cloud Manager, este 
entrega as tarefas do trabalho ao Cluster Coordinator, estas tarefas serão atribuídas a várias 
PMs seguindo a política de alocação definida para o Cloud Manager. Para cada tarefa alocada 
será criada uma VM onde será executada, os recursos necessários para a tarefa serão definidos 
na sua VM associada e que por sua vez serão reservados na PM. Neste estudo uma VM apenas 
irá executar uma tarefa, onde uma PM poderá executar várias VMs cujas tarefas podem ser de 
trabalhos diferentes. Durante a execução das diversas VMs, poderá haver a necessidade de 
mover uma VM para outra PM, neste caso é efetuada uma migração. Uma PM poderá ter várias 
migrações para realizar, sendo realizadas pela ordem que foram geradas. 
É definido que, em termos de simulação, cada tarefa tem uma quantidade de trabalho que 
precisa de ser realizado para esta ser concluída com sucesso, essa quantidade é medida em 
MIPS e cada PM produz uma quantidade de MIPS que varia com a sua capacidade de CPU. 
Neste estudo, os trabalhos têm um limite de tempo para serem executados, que começa a 
contar no momento em que esta chega ao Cloud Manager. Estes limites de tempo são definidos 
nas respetivas tarefas do trabalho. Devido ao limite de recursos, as tarefas poderão ter que 
esperar pela sua disponibilidade, sendo o tempo de espera contabilizado para o limite de tempo 
de execução do trabalho. 
Com os algoritmos de alocação, poderão ser usados algoritmos de seleção de VMs, que 
selecionam VMs para serem migradas seguindo diferentes objetivos (ex. reagir a futuras falhas, 
reduzir carga das PMs, etc.). 
Enquanto as PMs estão em funcionamento a ocorrência de falhas será uma norma, sendo 
que no acontecimento de uma, a respetiva PM deixará de executar, entrando em recuperação 
durante um determinado período, este período é chamado de Mean Time to Recovery (MTTR), 
no fim deste período a PM volta ao seu funcionamento normal. Na ocorrência de uma falha 
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numa PM, as suas respetivas VMs em execução serão destruídas juntamente com o trabalho já 
realizado pelas tarefas associadas a estas. O Cluster Coordinator poderá usar os dados do 
Predictor Tool para detetar estes casos a priori, podendo usar migrações de VMs para evitar a 
perda do trabalho já realizado pelas tarefas. O uso dos dados do Predictor Tool dependerá da 
política de alocação associada ao Cluster Coordinator.  
O modelo de migração usado para efetuar as migrações será o Stop-And-Copy. 
3.2.1.1 Modelos Energéticos 
Para efetuar uma análise energética mais detalhada, dois modelos de energia serão usados: 
 Modelo Linear 
                          ( 1 ) 
Este modelo pode ser encontrado no estudo (Xu and Fortes 2011). 
 
 Modelo Cúbico  
O modelo cúbico é apresentado no estudo (Leping and Lu 2008). 
 
Símbolos Descrição 
     Utilização de CPU para determinada PM 
        
Consumo estático para determinada PM, incluí o consumo estático da 
CPU referente ao seu estado ausente 
         
Consumo dinâmico para determinada PM, que é igual a diferença entre o 
consumo máximo e do consumo estático da PM 
  Frequência a que a CPU está a operar 
   Consumo energético da PM i 
Tabela 1: Símbolos usados pelos modelos energéticos 
A escolha destes modelos provém da análise dos dados do SPECpower_ssj2008, nestes 
dados pode se ver que de 2007 a 2011 os consumos energéticos dos servidores seguiam 
maioritariamente uma aproximação do modelo linear, enquanto que nos anos seguintes 
começaram a surgir cada vez mais casos de servidores cujo consumo energético se começava a 
aproximar do modelo cúbico. Apesar de deste último caso, o uso do modelo linear é uma prática 
                     (      )
  
( 2 ) 
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comum (Sampaio and Barbosa 2013, Xu and Fortes 2011, Beloglazov, Abawajy, and Buyya 
2012, Rajkumar Buyya 2010). 
3.2.2 Pressupostos 
Lista de pressupostos do estudo: 
 Todas as máquinas são homogéneas; 
 Para cada trabalho:  
o O momento de chegada ao data center é desconhecido;  
o O número de tarefas e os respetivos tempos limites de execução serão 
fornecidos no momento de chegada do trabalho; 
o As tarefas são independentes entre si; 
 Para cada tarefa: 
o Os recursos necessários (ex. CPU, RAM, espaço de armazenamento, etc.) 
são fornecidos no momento de chegada do trabalho; 
o Durante a execução da tarefa esta não sofre de escassez de recursos devido 
a estes serem reservados na sua alocação; 
 Cada VM apenas corre uma tarefa; 
 O tempo para criar uma VM numa PM foi considerado insignificante. 
3.3 Métricas de Avaliação 
Pretende-se fazer uma análise comparativa das várias estratégias, onde serão usadas 3 
métricas para avaliar os resultados do estudo, sendo estas métricas: 
 Taxa de tarefas concluídas com sucesso; 
𝑆𝐿𝐴        ∑ 𝐽𝑐𝑡𝑠 
  
   
∑𝐽𝑡𝑡 
  
   
⁄  ( 3 ) 
Na equação ( 3 ), ‘Jcts’ representa o número de tarefas concluídas com sucesso 
pelo respetivo trabalho, enquanto que o ‘Jtt’ representa o número de tarefas total do 
respetivo trabalho. O símbolo ‘jt’, representa o número total de trabalhos. Esta 
equação mede a taxa de tarefas que concluíram e que cumpriram o SLA imposto.  
 Consumo energético da cloud; 
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       ∑∑ 𝑀𝑝𝑜𝑤𝑒𝑟(𝑖, 𝑗)
 
   
   
   
 ( 4 ) 
Esta equação mede o consumo energético de todas as PMs. Nesta equação, o 
símbolo ‘PMPower(i,j)’, representa o valor da energia consumida para a PM ‘i’, 
para a unidade de tempo ‘j’. O símbolo ‘tPM’ é o número total de PMs enquanto 
que o símbolo ‘u’ é número total de unidades de tempo da simulação ocorrida. 
 Eficiência das Experiências; 
𝐸𝑣𝑎𝑙(𝑒𝑥𝑝)  
𝑆𝐿𝐴      (𝑒𝑥𝑝)
      (𝑒𝑥𝑝)
  max       ( 5 ) 
 
𝐸  (𝑒𝑥𝑝)  
𝐸𝑣𝑎𝑙(𝑒𝑥𝑝)
𝑚𝑎𝑥 𝐸𝑣𝑎𝑙
 ( 6 ) 
Esta métrica permite comparar um conjunto de experiências entre si, em relação ao 
trabalho útil efetuado e a energia consumida das experiências. A ‘Eficiência das 
Experiências’ divide-se em 2 equações, a primeira ( 5 ) avalia uma experiência em 
relação ao seu trabalho útil efetuado e a sua energia consumida, em comparação a 
um conjunto de experiências. A segunda ( 6 ) normaliza os valores da primeira 
equação ( 5 ). Os valores desta métrica variam de 0 a 1, em que 1 significa que a 
respetiva experiência é a mais eficiente do conjunto das experiências.  
Na equação ( 5 ), temos o ‘𝑆𝐿𝐴      (𝑒𝑥𝑝)’ que representa a taxa de tarefas 
concluídas com sucesso para a experiência em avaliação ‘exp’. O consumo 
energético para essa mesma experiência é dado pelo símbolo ‘      (𝑒𝑥𝑝)’. O 
‘max      ’ representa o maior consumo energético do conjunto das experiências 
enquanto o ‘𝑚𝑎𝑥 𝐸𝑣𝑎𝑙’ é a avaliação mais elevada retornada pela equação ( 5 ), 
para o conjunto das experiências. 
Além disso, serão calculados outros indicadores de performance, para auxiliar a 
identificação das características que influenciam os resultados: 
 Número de alocações, realocações e migrações; 
 Número de falhas ocorridas; 
 Utilização média da CPU e o seu desvio padrão; 
o Só quando a PM está ativa; 
o Para todos os estados da PM; 
 Frequência média da CPU e o seu desvio padrão; 
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o Aplica-se apenas a experiências onde são usados modelos energéticos em 
que a frequência da máquina varia; 
3.4 Estratégias em Estudo 
As estratégias de consolidação que se pretendem estudar são as seguintes: 
 Algoritmos de alocação de VMs– Estes algoritmos têm como função alocar as 
tarefas nas PMs. A PM escolhida para alocar a tarefa dependerá da heurística da 
política, podendo envolver as características das PMs e/ou da tarefa, sendo 
normalmente guiadas por objetivos (ex. menor consumo energético, mínimo de 
capacidade usada, etc.); 
 Algoritmos de Seleção de VMs – Estes algoritmos selecionam as VMs para 
serem migradas, sendo que a seleção da PM de destino é deixada a cargo pelo 
algoritmo de alocação da respetiva política de alocação. Similar aos algoritmos de 
alocação, a escolha das tarefas pode envolver as características das PMs e/ou da 
tarefa. 
 Técnicas de Gestão de Energia – Estas técnicas interferem com o consumo 
energético sendo usadas para tirar partido dos modelos energéticos com objetivo 
de reduzir o consumo energético. Estas técnicas apenas se relacionam com a 
energia mas o seu impacto pode interferir com as alocações e com as migrações. 
Os vários algoritmos e técnicas usadas podem ser encontrados nas secções seguintes. 
3.4.1 Algoritmos de Alocação de VMs 
Esta secção apresenta os algoritmos de alocação que irão ser usados neste estudo, sendo 
cada um deles descrito nas próximas subsecções.  
Dos algoritmos usados, o Common Best-Fit (CBFIT) será usado apenas para termo 
comparativo dos outros algoritmos, o Optimistic Best-Fit (OBFIT) e o Pessimistic Best-Fit 
(PBFIT) foram propostos por Fu (2010), também proposto por outro estudo (Sampaio and 
Barbosa 2013) foi o MTTE e o RTTE. Os restantes algoritmos, Cubic Efficiency (CE), 
Minimum Time Task Execution – Cubic Efficiency (MTTE-CE) e Relaxed Time Task Execution 
– Cubic Efficiency (RTTE-CE) são propostos neste estudo. 
A técnica de gestão de energia SS pode ser usada com todos os algoritmos, enquanto que a 
utilização do DVFS estará apenas limitado aos algoritmos que o especificarem. 
Na tabela seguinte é listado os símbolos usados pelas várias equações dos algoritmos de 
alocação: 
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Símbolo Descrição 
  Peso de cada uma das componentes do OBFIT 
   Capacidade de CPU livre disponível da PM i 
      
Capacidade mínima de CPU necessária pela tarefa t para concluir a sua 
execução dentro do tempo limite 
   Número de unidades de tempo até ao instante da falha previsto da PM i t 
   
Número de unidades de tempo que falta para ser atingindo o tempo limite 
de execução da tarefa t 
                Capacidade média usada pelas PMs cuja previsão da falha é maior que o 
tempo limite de execução da tarefa t 
    Tempo de migração da PM i para a PM j 
   Quantidade de trabalho em falta para a tarefa t 
     Utilização de CPU para determinada PM 
        Consumo estático para determinada PM 
         Consumo dinâmico para determinada PM 
Tabela 2: Símbolos usados pelos algoritmos de alocação 
3.4.1.1 Common Best-Fit 
Este algoritmo seleciona do conjunto de todas as PMs disponíveis, as com capacidade de 
recursos disponível para correr a tarefa, alocando a tarefa na PM com menor capacidade 
disponível. 
3.4.1.2 Optimistic Best-Fit 
O OBFIT seleciona as PMs com capacidade de recursos disponível para correr a tarefa dentro 
do seu tempo limite e cuja previsão da falha permite completar execução da tarefa sem a ter que 
migrar. Para cada uma das PMs selecionadas é calculado a capacity-reliable segundo a equação 
( 7 ), sendo escolhida a PM (para alocar a tarefa) que tiver o menor valor de capacity-reliable. 
𝑐𝑟        
    m    
m    
  (   )
     
  
 ( 7 ) 
A equação ( 7 )  está dividida em 2 partes, capacidade da PM e confiança da PM, podendo 
ser controlado o peso de cada um através de α. A parte da capacidade tem o mesmo 
comportamento que a heurística do CBFIT, favorece a PM com menor capacidade disponível 
para correr a tarefa, enquanto o fator da confiança favorece as PMs com menor diferença entre 
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previsão da falha da PM e o tempo limite de execução da tarefa. De notar que as PMs cujo 
m        e que o       são filtradas na seleção inicial. 
3.4.1.3 Pessimistic Best-Fit 
O PBFIT começa por filtrar as PMs que não têm capacidade de recursos disponível para correr a 
tarefa dentro do seu tempo limite. Para cada uma das PMs selecionadas é calculado a capacity-
reliable segundo a equação ( 7 ), sendo escolhida a PM (para alocar a tarefa) que tiver o menor 
valor de capacity-reliable. 
𝑐𝑟                             (      𝑚  )     ( 8 ) 
O objetivo da equação ( 8 ) é identificar a PM com capacidade e confiança suficiente para 
permitir a execução de determinada tarefa dentro do seu tempo limite mesmo que esta sofra uma 
migração. Este algoritmo tenta dar maior uso às máquinas instáveis baseando-se no facto 
de que pelo menos uma falha acontece durante o tempo de vida da tarefa(Fu 2010). 
3.4.1.4 Minimum Time Task Execution 
O processo de execução do algoritmo MTTE é descrito nos seguintes passos: 
 Passo 1: Ordenar as tarefas ascendentemente pela diferença entre tempo limite de 
execução da tarefa e o seu tempo mínimo necessário para a tarefa ser completada, 
sendo abortadas as tarefas onde essa diferença é menor que zero. A diferença 
sendo negativa significa que a tarefa já não consegue terminar dentro do prazo 
imposto; 
 Passo 2: Para cada tarefa são selecionadas as PMs com capacidade de recursos 
suficiente para a executarem; 
 Passo 3: As PMs selecionadas são ordenadas pela sua eficiência energética 
definida pela equação ( 9 ). 
 Passo 4: A tarefa é alocada na PM com melhor eficiência energética. No caso de 
haver várias PMs com a mesma eficiência é selecionada a PM com menor valor 
retornado pela equação ( 10 ). 
A capacidade alocada para a tarefa é a capacidade máxima possível pela PM, no caso de 
esta capacidade ser maior que o suportado pela tarefa então é alocada a capacidade máxima 
suportada pela tarefa. 
A equação ( 9 ) serve para determinar a eficiência energética de cada PM. A eficiência 
energética mede o trabalho útil em relação a energia consumida. 
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𝐸   ( )  
    
                       
 (                 ) ( 9 ) 
A equação ( 10 ) é chamada de ‘Peso da Confiança’ e é usada para determinar qual a PM 
com maior confiança em relação ao tempo limite de execução da tarefa. 
𝑅       
 
2( 𝑖  𝑡 𝑚𝑖𝑗)
 
( 10 ) 
3.4.1.5 Relaxed Time Task Execution 
Este algoritmo funciona da mesma forma que o MTTE, mas na alocação da tarefa em vez 
de alocar o máximo possível aloca o mínimo possível. Além disso, ao alocar o mínimo possível 
para cada tarefa, existe a possibilidade de mais tarde realocar a tarefa e aumentar a capacidade 
alocada. Consequentemente, havendo PMs a correr com capacidade de CPU disponível, essa 
capacidade é distribuída pelas tarefas a executar na máquina. 
3.4.1.6 Algoritmos Propostos 
Na subsecção seguinte é apresentada uma análise à eficiência energética medida pelos 
algoritmos MTTE e RTTE. E nas subsecções seguintes serão apresentados os algoritmos CE, 
MTTE-CE e RTTE-CE propostos neste estudo, baseados na análise da eficiência energética. 
Os algoritmos aqui propostos, apenas serão usados para o estudo do modelo energético 
cúbico e da técnica de energia DVFS. 
3.4.1.6.1 Análise à Eficiência Energética 
Dos algoritmos antes descritos, apenas o MTTE e o RTTE usam os modelos energéticos da 
PM na tomada de decisão. Nestes algoritmos, a equação ( 9 ) é usada para calcular a eficiência 
energética da PM, esta equação foi baseada no modelo energético linear (Xu and Fortes 2011), 
sendo que se usada para calcular a eficiência energética de uma PM cujo seu modelo energético 
é o cúbico, os resultados gerados não serão os corretos devido à frequência  da CPU não ser 
usada no cálculo.  
Na Figura 3.2, é possível visualizar a variação do consumo energético com o aumento da 
utilização da CPU. Para todas as PMs o consumo estático é 30% e o consumo dinâmico é 70%. 
Na legenda da Figura 3.2, é indicado o modelo energético usado pela PM e no caso desse 
modelo ser o cúbico é também indicado a frequência a que a CPU da PM está a operar. A 
frequência é indicada em percentagem sendo 0% a frequência mínima e 100% a frequência 
máxima. 
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Se repararmos na equação ( 9 ), facilmente se conclui que a eficiência indicada por essa 
equação será a mesma para cada uma das PMs da Figura 3.2, para determinada utilização do 
CPU, isto devido a não ser englobado a frequência no calculo. 
Introduzindo a frequência e modelo cúbico na equação ( 9 ), obtém-se: 
𝐸      𝑖𝑐 ( )  
      
                  (      ) 
 (                 ) ( 11 ) 
Na Figura 3.3, podemos ver o cálculo da eficiência energética para as mesmas PMs da 
Figura 3.2 usando a equação ( 11 ) para as PMs com modelo cúbico. Também é possível ver que 
existem PMs cuja eficiência é maior em utilizações da CPU mais baixas. 
3.4.1.6.2 Cubic Efficiency 
Este algoritmo é proposto baseado na análise anterior. A alocação das tarefas procede nos 
seguintes passos: 
 Passo 1: Seleção das PMs com capacidade disponível para executar a tarefa; 
 Passo 2: Calcular a eficiência segundo a equação ( 11 ) para cada PM; 
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 Passo 3: Calcular a capacidade mínima necessária para a tarefa completar dentro 
do tempo limite de execução;  
 Passo 4: Alocar a tarefa na PM com maior eficiência, alocando apenas a 
capacidade calculada no passo 3. 
Este algoritmo será usado apenas para PMs que usem modelo energético cúbico. 
3.4.1.6.3 Minimum Time Task Execution – Cubic Efficiency 
O MTTE-CE é uma adaptação do MTTE, em que para avaliar a eficiência energética é 
usada a equação ( 11 ) proposta pelo algoritmo CE. O objetivo desta adaptação é usar o modelo 
energético cúbico de uma forma mais eficiente, isto tendo em conta que a fórmula da eficiência 
energética usada pelo MTTE não distingue as PMs com diferentes frequências de CPU. 
Este algoritmo será usado apenas para PMs que usem modelo energético cúbico. 
3.4.1.6.4 Relaxed Time Task Execution – Cubic Efficiency 
O algoritmo RTTE-CE é uma adaptação do RTTE, em que para avaliar a eficiência 
energética é usada na equação ( 11 ) proposta pelo algoritmo CE. O objetivo desta adaptação é o 
mesmo que o descrito para o MTTE-CE. 
Este algoritmo será usado apenas para PMs que usem modelo energético cúbico. 
3.4.2 Algoritmos de Seleção de VMs 
Nesta secção são enumerados os algoritmos de seleção de VMs que irão ser usados neste 
estudo. Os algoritmos Minimization of Migrations (MM) e Highest Potential Growth (HPG) que 
foram propostos no estudo (Beloglazov, Abawajy, and Buyya 2012). O Threshold Estático (TE) 
e o Random Selection (RS) são algoritmos genéricos. 
3.4.2.1 Threshold Estático 
Este é um algoritmo simples, que define apenas um threshold para a utilização da CPU, 
sendo as tarefas selecionadas para migrar no caso da utilização da CPU da PM se encontrar 
abaixo do threshold definido. 
3.4.2.2 Duplo Threshold Estático 
Nesta subsecção são descritos os algoritmos que usam 2 thresholds, chamados de inferior e 
superior. A ideia base destes algoritmos é manter a utilização da CPU das PMs entre os 2 
thresholds. No caso da utilização da CPU ser menor que o threshold inferior o procedimento é o 
mesmo que o do algoritmo TE. No caso contrário, ou seja, ser maior que o threshold superior 
então é aplicado o procedimento descrito nos algoritmos seguintes. 
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3.4.2.3 Minimization of Migrations 
Tendo em conta que cada tarefa alocada numa PM reserva os seus recursos previamente, 
os recursos alocados relativamente à CPU representam uma quantidade percentual da utilização 
da CPU da PM, sendo que ao remover determinada tarefa a sua quantidade ocupada também é 
removida. Este algoritmo baseia-se nesta característica para selecionar as tarefas a migrar. 
O MM seleciona as tarefas por ordem decrescente de acordo com a capacidade de CPU 
que estas ocupam até ser atinginda a utilização da CPU desejada, que neste caso é até ficar entre 
o threshold inferior e o superior. Desta forma é apenas selecionado o número mínimo de tarefas 
para migrar. 
3.4.2.4 Highest Potential Growth 
Cada tarefa tem um máximo possível de capacidade de CPU que pode alocar, podendo 
depois de efetuar a alocação inicial, voltar a ser realocada as vezes que forem necessárias. 
O HPG tem em conta o crescimento possível da capacidade de CPU atual alocada até ao 
máximo possível da tarefa. Assim, o HPG seleciona para migração as tarefas por ordem 
decrescente com maior potencial de crescimento até a utilização estar entre o threshold inferior 
e o superior. 
3.4.2.5 Random Selection 
O RS seleciona aleatoriamente as tarefas para migrar até a utilização de CPU da PM estar 
entre o threshold inferior e o superior. 
3.4.3 Técnicas de Gestão de Energia 
As técnicas que serão usadas são  SS e o DVFS. A aplicação destas técnicas ficará a cargo 
das PMs que as incluem e que as tratam de as aplicar. 
As PMs que incluírem a técnica SS serão desligadas quando a utilização da CPU for 0%. 
Enquanto que as que incluírem o DVFS, ajustarão a frequência da sua CPU baseado na sua 
eficiência energética segundo a equação ( 11 ), mas sempre escolhendo uma frequência que 
permita a CPU produzir os MIPS necessários para as tarefas que esta tiver alocadas. 
3.5 Conclusões 
Para efetuar o estudo descrito será necessária a habilidade de simular a arquitetura da cloud 
desejada, os vários modelos e as várias técnicas descritas de forma a ser possível realizar as 
experiências necessárias para alcançar os objetivos propostos. Algumas características foram 
identificadas para a simulação do estudo ser possível, essas características são: 
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 Modelação e simulação data centers de cloud computing de grande escala; 
 Suporte de algoritmos de alocação de recursos; 
o Alocação das tarefas uma a uma; 
o Alocação das tarefas em grupo em simultâneo; 
 Otimização das alocações; 
 Lista de espera para tarefas que não foram alocadas; 
 Simulação de virtualização e migração de VMs; 
 Técnicas de gestão de energia; 
 Simulação da ocorrência de falhas e o seu tratamento; 
 Suporte de sistemas homogéneos, heterogéneos e de diferentes modelos 
energéticos; 
 Suporte para trabalhos com ou sem tempos limite de execução. 
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Capítulo 4 
 Simulador 
Neste capítulo é apresentada uma análise a alguns dos simuladores disponíveis. Também é 
descrito o simulador implementado, descrevendo cada uma das respetivas componentes e os 
vários detalhes da implementação. 
4.1 Sistemas de Simulação de Cloud Computing 
Nesta secção são apresentadas as análises de cada um dos seguintes simuladores: 
Cloudsim, GreenCloud, GroundSim e SimGrid. 
4.1.1 CloudSim 
O CloudSim (Calheiros et al. 2011) é uma framework que permite a modelação e 
simulação de sistemas de cloud computing. Este simulador especializa-se na simulação de 
algoritmos de provisionamento de recursos. A simulação fornecida por esta framework é 
baseada em eventos. 
Algumas das principais funcionalidades suportadas pelo CloudSim relevantes para esta 
dissertação são: 
 Modelação e simulação de PMs e VMs com diferentes políticas de 
provisionamento de recursos de PMs para as VMs; 
 Modelação e simulação de recursos computacionais energeticamente conscientes; 
 Suporte de políticas definidas pelo utilizador para alocação VMs e alocação de 
recursos de PMs para VMs. 
Além destas funcionalidades, o CloudSim já contém vários modelos energéticos 
implementados, incluindo os que se pretendem usar neste trabalho.  
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Uma das desvantagens das políticas de alocação, é que estas apenas suportam a alocação 
de uma tarefa de cada vez não suportando a alocação de grupos de tarefas. 
4.1.2 GreenCloud 
O GreenCloud (Kliazovich, Bouvry, and Khan 2012) é um simulador de data centers de 
cloud computing energeticamente conscientes com especial foco nas comunicações efectuadas 
pelos vários componentes dos data centers. Este simulador é uma extensão do simulador de 
redes NS2.  
O GreenCloud permite a simulação de data centers de cloud computing de grande escala, 
seguindo uma das três arquiteturas pré-definidas. Em relação às políticas de agendamento de 
tarefas, o GreenCloud apenas incluí políticas simples para PMs de um único núcleo. O 
GreenCloud inclui algumas técnicas de gestão de energia implementadas (ex. DVFS) e cargas 
de trabalho com tempos limites de execução. 
4.1.3 GroundSim 
O GroundSim (Ostermann et al. 2011) fornece uma simulação por eventos discretos para 
infraestruturas Grid e Cloud. Este simulador suporta a modelação das infraestruturas já 
referidas, recursos de rede, submissão de trabalhos, transferência de ficheiros, integração de 
falhas, modelos de custos dos recursos e custos de operação. 
A integração de falhas incluída no GroundSim permite a simulação de falhas na 
infraestrutura e a simulação do seu tratamento, elevando a complexidade dos sistemas 
simulados. A simulação de falhas é uma característica relevante para o estudo a efetuar. 
4.1.4 SimGrid 
O SimGrid (Casanova et al. 2013) é uma framework genérica que oferece as 
funcionalidades básicas para a simulação de aplicações distribuídas em diferentes sistemas de 
computação, nomeadamente grids, P2P e clouds. 
A simulação de sistemas cloud foi introduzida recentemente e consiste numa interface para 
a manipulação de VMs. Esta interface ainda se encontra em fase experimental. 
4.1.5 Conclusões 
O CloudSim inclui várias funcionalidades que são essenciais ao desenvolvimento deste 
trabalho, no entanto, seria necessário implementar outras funcionalidades que não estão 
presentes, como por exemplo, as técnicas de gestão que por sua vez já estão incluídas no 
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GreenCloud. O GroundSim também inclui funcionalidades necessárias que não estão presentes 
nos outros simuladores analisados. 
Todos os simuladores estão preparados para modelar e simular data centers de cloud 
computing de grande escala, sendo cada um especializado em determinada área. Cada um dos 
simuladores contém características essenciais para a realização desta dissertação, contudo, 
nenhum deles fornece todas as necessárias. 
O simulador analisado que mais se aproxima das características desejadas é o CloudSim, 
mas devido a sua arquitetura, este torna-se incompatível com os algoritmos de alocação que se 
pretende estudar. Os algoritmos de alocação suportados pelo CloudSim apenas alocam uma 
tarefa de cada vez não permitindo às políticas analisar grupos de tarefas e assim alocar várias 
tarefas em simultâneo.  
Tendo em conta o problema descrito no parágrafo anterior, a utilização do CloudSim 
levaria à necessidade de reestruturar parte das suas funcionalidades nucleares, o que em termos 
de tempo não é viável. Os outros simuladores apenas contêm algumas das funcionalidades 
necessárias, havendo a necessidade de em alguns dos casos, de implementar todas ou quase 
todas as funcionalidades. Isto leva à decisão de implementar um novo simulador com as 
características desejadas. 
4.2 Estrutura 
Nesta subsecção é especificada a estrutura do simulador desenvolvido, descrevendo cada 
uma das suas componentes e cada um dos seus processos. O simulador foi desenvolvido em 
linguagem de programação Java. 
Na Figura 4.1, pode-se observar o diagrama de classes. No diagrama de classes não é 
apresentado algumas das componentes de apoio, visto estas estarem acessíveis a todas as 
componentes. 
4.2.1 Componentes Nucleares 
4.2.1.1 Simulation 
Esta componente tem como objetivo fazer a gestão da simulação, além disso, tratará de 
inicializar a simulação, preparando as várias entidades para tal. Esta componente irá conter a 
lista dos trabalhos a ser realizados e tem como função entregar cada um dos trabalhos no 
respetivo momento à componente CloudManager. A simulação será efetuada por unidades de 
tempo e aqui será controlado o ‘relógio’ da simulação. 
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4.2.1.1.1 SimulationConstants 
Este objeto conterá todos os valores constantes relacionados com a simulação e com as 
várias entidades que participam na simulação. Este objeto estará disponível na componente 
‘Simulação’ e estará disponível a todas as entidades. 
No caso de o utilizador pretender acrescentar novas constantes, poderá estender este objeto 
para o fazer. 
4.2.1.2 CloudManager 
O CloudManager tem como objetivo gerir as PMs, receber os trabalhos para serem 
executados e fazer a sua gestão. Esta componente encontra-se constantemente a monitorizar as 
Figura 4.1: Diagrama de Classes 
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várias PMs para avaliar o seu estado (ex. se ocorreu uma falha) e para avaliar o estado das 
tarefas que estão sendo executadas pelas PMs. 
Quando esta componente recebe um novo trabalho, esta tenta efetuar a alocação das 
respectivas tarefas através da política de alocação atribuída a esta componente na sua 
inicialização, mantendo as tarefas não alocadas em fila de espera. A alocação das tarefas da fila 
de espera acontecerá na ocorrência de determinados eventos: 
 Alguma PM falhou previamente e encontra-se recuperada no instante atual; 
 Uma ou mais tarefas terminaram a sua execução; 
 Determinada PM falhou e as suas tarefas foram colocadas na lista de espera; 
 Durante a atualização do estado desta componente, algumas tarefas foram 
adicionadas à lista de espera para serem migradas. 
A componente Simulation atualiza o estado desta componente periodicamente com o 
seguinte procedimento: 
 Análise das tarefas da fila de espera e das tarefas que já se encontram alocadas; 
o Esta análise varia consoante a política de alocação e serve para determinar 
se as tarefas ainda são válidas para serem executadas; 
 Atualização do estado de cada PM e verificação do seu estado; 
 Averiguação de tarefas concluídas; 
 Análise das tarefas alocadas; 
o Esta análise varia consoante a política de alocação e serve para determinar 
que tarefas devem ser migradas; 
 Alocação das tarefas em fila de espera caso algum dos eventos descritos 
anteriormente tenha ocorrido. 
Na Figura 4.2 pode-se observar o processo de atualização do estado desta componente. 
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4.2.1.3 PhysicalMachine 
A PhysicalMachine corresponde a uma PM e tem como função caracterizar a PM e 
executar as tarefas atribuídas. Alguns exemplos dos elementos que permitem caracterizar a PM 
são a capacidade do processador, a frequência do processador e o modelo energético. 
Uma PM poderá receber tarefas da componente CloudManager para serem executadas pela 
PM como também poderá receber a ordem para migrar determinada tarefa que contenha 
alocada. As tarefas atribuídas a uma PM só serão executadas caso a PM consiga alocar a tarefa. 
No caso de uma migração, esta só ocorrerá se a PM de destino conseguir alocar a VM 
proveniente da migração. 
A atualização do estado desta componente pode ser visto na Figura 4.2 e processa-se da 
seguinte forma: 
 Análise do estado da PM; 
Figura 4.2: Diagrama de Sequência - Atualização do estado da componente CloudManager 
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o Caso alguma falha tenha ocorrido entra em modo de recuperação; 
o Caso esteja em modo de recuperação e este tenha terminado, volta ao 
modo normal; 
 Atualização do trabalho efetuado por cada tarefa; 
o Caso a tarefa esteja em migração atualiza o estado de migração; 
 Regista o estado da PM para a unidade de tempo atual no histórico. 
Durante a atualização do estado da PM é processado uma quantidade de MIPS (definida 
pela capacidade atual do processador), refletindo-se nas tarefas alocadas, sendo processado em 
cada tarefa a respetiva capacidade alocada na PM. 
Por defeito, esta componente já inclui a possibilidade de desligar a PM quando não está a 
executar nenhuma tarefa, neste caso, durante o processo anterior não é realizada nenhuma ação. 
Além desta componente, é incluído com o simulador mais duas implementações que 
estendem esta componente, uma que implementa a técnica de gestão de energia DVFS e outra 
que permite a distribuição da capacidade de CPU não utilizada pelas tarefas alocadas. 
4.2.1.4 VirtualMachine 
A componente VirtualMachine representa uma VM e é usada pela PM para executar 
determinada tarefa. Para cada tarefa alocada numa PM é atribuída uma VM, onde será 
executada a tarefa. 
A VM correspondente a determinada tarefa será alocada na PM com os requisitos 
especificados pela tarefa (ex. capacidade de processador necessária, memória RAM, etc.). 
Quando uma tarefa é ordenada para ser migrada, o que será migrado é a VM com a 
respectiva tarefa. 
4.2.1.5 Job 
Esta componente representa a estrutura de um trabalho e tem como objetivo simplificar a 
organização dos trabalhos a serem executados pelo simulador. Cada trabalho contém uma ou 
mais tarefas, que deverão ser executadas para este ser concluído. Também contém um instante 
de tempo que define quando é que o trabalho deverá ser enviado para a componente 
CloudManager para ser executado. 
4.2.1.6 Task 
Esta componente representa uma tarefa do trabalho (componente Job). Algumas das 
características que definem uma tarefa são:  
 A quantidade de instruções a ser processado (em MIPS);  
 A capacidade máxima de CPU que consegue utilizar; 
 A memória RAM necessária; 
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 O tempo limite de execução. 
Na atualização da tarefa é incrementada a quantidade de MIPS processados e é registado 
no histórico os valores das várias características da tarefa referentes ao instante atual. 
4.2.1.7 AllocationPolicy 
Esta componente define as políticas de alocação, fornecendo uma estrutura única que pode 
ser estendida para diferentes casos de uso. Uma política de alocação divide-se em 3 
funcionalidades: 
 Análise de Tarefas; 
o Analisa e valida as tarefas devolvendo as que estão inválidas. A validação 
realizada serve para verificar se as tarefas alocadas no instante em que se 
encontra ainda cumprirão os SLAs definidos. 
 Alocação de Tarefas; 
o Aloca as tarefas nas PMs seguindo o algoritmo da política de alocação e 
devolve as tarefas que não foram alocadas. 
 Análise de Alocações; 
o Analisa as tarefas que já estão alocadas e indica as que devem ser 
migradas. 
4.2.1.8 SelectionPolicy 
A SelectionPolicy representa as políticas de seleção, que são usadas em conjunto com as 
políticas de alocação, podendo uma política de alocação conter uma ou mais políticas de 
seleção. As políticas de seleção são usadas pela política de alocação no método ‘Análise de 
Alocações’, fornecendo assim algoritmos para selecionar quais as tarefas que devem ser 
migradas. 
4.2.1.9 PowerModel 
Esta componente define os modelos energéticos usados pelas PMs. Cada PM contém um 
modelo energético que define o gasto energético dessa PM para cada unidade de tempo tendo 
em conta determinadas características da PM. 
4.2.2 Componentes de Apoio 
4.2.2.1 History 
A componente History tem como objetivo criar um histórico de diferentes atributos e/ou 
registar acontecimentos relativos a outras componentes, tendo em conta que a simulação é 
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realizada por unidades de tempo, os registos são efetuados para cada unidade de tempo. O 
histórico pode ser usado para diversas finalidades, sendo os casos mais comuns a visualização 
temporal dos eventos e o cálculo de várias métricas relativas às diversas componentes e/ou à 
simulação em si. 
4.2.2.2 Statistics 
A Statistics é uma componente que atua após a simulação terminar e usa a componente 
anterior History para calcular as várias métricas relativas ao desempenho dos vários 
intervenientes da simulação e de cada uma das suas componentes. 
4.2.2.3 InputOutput 
Esta componente está responsável pela entrada e saída de dados do simulador, 
disponibilizando as seguintes funcionalidades: 
 Meios necessários para a leitura de ficheiros em formato XML relativos a 
experiências a serem realizadas; 
 Faculta um log, que está acessível a todas as componentes e que lhes permite o 
registo de informações para serem visualizadas pelo utilizador. O log pode ser 
mostrado diretamente ao utilizador e/ou ser registado em ficheiro; 
 Fornece meios necessários para a escrita de dados em ficheiros no formato Excel 
Binary File Format (.XLS). 
4.2.3 Outros Processos 
4.2.3.1 Migrações 
O esquema de migrações implementado no simulador é o Stop-And-Copy. A sua 
implementação seguiu a estrutura do modelo Live Migration apresentado no artigo (Clark et al. 
2005) mas com as alterações necessárias de forma a se adequar ao Stop-And-Copy.  
O processo do Stop-And-Copy implementado é o seguinte: 
 Passo 0: Pré-Migração  
o A política de alocação define a migração indicando qual será a PM de 
destino para a VM ‘A’, a política de alocação também define quais os 
novos recursos que a VM ‘A’ deverá usar na PM de destino.  
 Passo 1: Reserva de recursos  
o A PM de origem da VM ‘A’ informa a PM de destino que pretende efetuar 
a migração e quais os recursos necessários. A PM de destino tenta reservar 
os recursos necessários. Na falha da reserva de recursos o processo de 
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migração é cancelado e a VM ‘A’ continua a executar normalmente na PM 
de origem. 
 Passo 2: Stop-and-Copy 
o A execução da VM ‘A’ é suspensa e é iniciada a cópia da VM ‘A’ para 
PM de destino. No caso de ocorrer alguma falha o processo de migração 
cancelado e a VM ‘A’ continua a executar normalmente na PM de origem. 
 Passo 3: Notificação e Resumo  
o A PM de destino avisa a PM de origem de que recebeu correctamente a 
VM ‘A’ e resume a execução da mesma. A PM de origem descarta a cópia 
VM ‘A’ e liberta os recursos. 
 
Podendo várias VMs serem ordenadas para migrar, uma PM pode ter múltiplas migrações 
para efetuar, contudo, apenas pode migrar uma de cada vez. Dado isto, as que se mantêm em 
espera continuam a executar e só param após o processo de migração se iniciar. 
4.2.3.2 Sistema de Falhas 
O sistema de falhas permite a simulação da ocorrência de uma falha numa PM. As falhas 
ocorrem em instantes específicos e fazem com que a PM pare de funcionar normalmente. 
No caso de uma falha ocorrer numa determinada PM, todas as tarefas alocadas nessa PM 
são removidas, o seu processo é perdido e a PM entra em modo de recuperação. As tarefas 
removidas terão de ser alocadas novamente pelo CloudManager.  
O modo de recuperação serve para simular a recuperação de uma PM após uma falha. 
Durante este processo a PM não aloca nem executa tarefa alguma. Após um determinado tempo, 
a PM volta ao modo normal podendo voltar a alocar e a executar tarefas. 
As falhas são atribuídas a cada PM na sua inicialização, na forma de uma lista de instantes 
de tempo, em que cada instante corresponde ao momento em que a falha irá ocorrer. Desta 
forma, a lista de falhas pode ser criada a partir de dados reais, dados aleatórios ou seguindo 
modelos de falhas. Além do instante de tempo, cada falha poderá ter associado um conjunto de 
previsões para serem usados por outras componentes de forma a obterem uma estimativa da 
ocorrência da falha. A qualidade das previsões irá variar consoante o modelo utilizado. 
Nesta implementação foi considerado que a falha só ocorre com a utilização da PM, que no 
caso da PM estar desligada o instante de tempo da ocorrência da falha não é decrementado. 
 35 
Capítulo 5 
 Análise do Desempenho 
5.1 Configuração das Experiências 
As experiências realizadas usam o simulador proposto no Capítulo 4, tendo sido modelado 
no simulador a arquitetura descrita na secção 3.2.  
Todas as experiências realizadas usaram 30 PMs homogéneas, com uma capacidade da 
CPU equivalente a 2000 MIPS, em relação a outras componentes como a RAM e espaço de 
armazenamento foi considerado que as PMs tinham sempre disponível a quantidade necessária. 
Dependendo da experiência, as respetivas PMs usaram um dos modelos energéticos, linear ou 
cúbico, descritos na secção 3.2.1.1. As seguintes características foram usadas com o respetivo 
modelo, baseadas numa aproximação aos dados disponibilizados pelo SPEC (2013): 
 Modelo linear – Consumo máximo de 300 W, onde componente estática equivale 
a 70% e dinâmica a 30%. 
 Modelo cúbico – Consumo máximo de 300 W, onde componente estática 
equivale a 30% e dinâmica a 70%. 
Relativamente aos trabalhos a executar, é definido para cada uma das respectivas tarefas o 
seu tempo limite máximo de execução. Esse limite é igual à quantidade de tempo que a tarefa 
leva a concluir se executar na capacidade máxima de CPU possível pela tarefa, adicionando 
10% desse valor. O tempo de chegada de cada trabalho varia aleatoriamente entre 0 a 30 
unidades de tempo depois da chegada do último trabalho. 
Considera-se que o tempo de migração de uma VM é proporcional à quantidade de 
memória RAM requisitada pela tarefa, sendo usado com unidade base 1GB = 8 unidades de 
tempo. Além disso, todas as experiências incluíram a ocorrência de falhas, tendo sido geradas 
previsões para as mesmas baseadas na taxa de exatidão definida inicialmente em cada 
experiência. 
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Durante as experiências, para avaliar a satisfação dos SLAs é usada a taxa de tarefas 
concluídas que quanto maior esta for, maior é a satisfação do SLA. 
5.1.1 Descrição das Cargas de Trabalho 
Para simular diferentes cenários foram criados 3 tipos de cargas de trabalho, todas 
compostas por 50 trabalhos, onde cada trabalho é composto por uma quantidade de tarefas 
sintéticas, com os parâmetros definidos aleatoriamente mas com algumas restrições. De seguida, 
são apresentadas as características de cada tarefa para o respetivo tipo de carga: 
 Pequena (50 tarefas por trabalho) 
o Quantidade de trabalho a desempenhar: 1000 a 15000 MIPS; 
o Capacidade máxima de CPU: 100 a 600 MIPS; 
o Memória RAM: 128 ou 256; 
 Mista (30 tarefas por trabalho) 
o Quantidade de trabalho a desempenhar: 10000 a 35000 MIPS; 
o Capacidade máxima de CPU: 300 a 1000 MIPS; 
o Memória RAM: 128, 256, 512; 
 Grande (20 tarefas por trabalho) 
o Quantidade de trabalho a desempenhar: 20000 a 70000 MIPS; 
o Capacidade máxima de CPU: 500 a 2000 MIPS; 
o Memória RAM: 512, 768, 1024; 
É de notar que a grandeza no nome das cargas refere-se à quantidade de trabalho que as 
tarefas dessas cargas têm de efetuar e não à quantidade de trabalhos. 
5.2 Resultados da Simulação 
Nesta secção são apresentados os resultados das diversas experiências efetuadas. Para 
todas as experiências será indicado quais as cargas de trabalho usadas, como também o modelo 
energético usado. 
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5.2.1 Comparação entre Cargas de Trabalho 
Nesta secção é possível visualizar uma comparação entre as várias cargas de trabalho, os 
algoritmos CBFIT, OBFIT, PBFIT, MTTE e RTTE, apenas com migrações relacionadas às 
falhas e sem aplicação de nenhuma técnica de gestão de energia. 
Na Figura 5.1, Figura 5.2 e Figura 5.3 pode-se observar as taxas de tarefas concluídas e os 
consumos energéticos para cada uma das respetivas cargas de trabalho.  
Figura 5.3: Comparação das tarefas concluídas (à esquerda) e consumo energético (à direita) para a 
carga de trabalho grande, com PMs sempre ligadas 
Figura 5.1: Comparação das tarefas concluídas (à esquerda) e consumo energético (à direita) para a 
carga de trabalho pequena, com PMs sempre ligadas 
Figura 5.2: Comparação das tarefas concluídas (à esquerda) e consumo energético (à direita) para a 
carga de trabalho mista, com PMs sempre ligadas 
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Em relação ao consumo, quanto menor for a exatidão das previsões das falhas maior será a 
variação do consumo e com o aumento da exatidão, este tenderá para um determinado valor 
respetivo a cada um dos algoritmos.  
Em relação à taxa de tarefas concluídas, a tendência é a esta melhorar com o aumento da 
exatidão das falhas. O CBFIT mantém-se estático com a variação das previsões das falhas, 
porque estas não são usadas pela sua heurística, levando a que o CBFIT, juntamente com o 
MTTE e RTTE, a terem melhores resultados com menores taxas de exatidão.  
O OBFIT e PBFIT são os que mais variam com as taxas de exatidão das falhas, que no 
caso do OBFIT deve-se a este não alocar as tarefas nas PMs cuja previsão da falha é menor que 
o tempo limite de execução da tarefa o que leva à escassez de recursos mais rápido, enquanto 
que o PBFIT baseia-se no facto de quase sempre uma tarefa sofrer uma falha durante a sua 
execução, que leva a este alocar em PMs instáveis e posteriormente a migrar essas tarefas, que 
com taxas de exatidão mais baixas, leva a mais migrações. O OBFTI e o PBFIT ao longo da 
variação das taxas de exatidão das falhas, têm um desempenho similar ao mostrado por Fu 
(2010). 
O RTTE tenta minimizar os recursos alocados, o que faz com que para cargas de trabalho 
maiores, este tenha mais recursos disponíveis em relação aos outros algoritmos, levando a que o 
seu desempenho seja melhor que os dos outros algoritmos para trabalhos maiores. 
Apesar disto, um dos fatores que leva à degradação do desempenho relativamente ao 
aumento do tamanho dos trabalhos a efetuar é a capacidade de CPU exigida pelas tarefas. Isto 
pode-se observar pela carga de trabalho grande, em que as suas tarefas requerem mais 
capacidade de CPU, fazendo com que a taxa de utilização da CPU seja maior, levando a 
escassez dos recursos mais rápido. 
Dos vários algoritmos, o OBFIT mostrou melhores resultados com a carga de trabalho 
pequena mas apenas com a taxa de exatidão das previsões elevadas. O RTTE mostrou também 
bons resultados para a carga pequena tendo sido o melhor para previsões de falhas mais baixas, 
e o segundo melhor para previsões mais altas. Para as restantes cargas, o RTTE mostra ser o que 
consegue ter uma melhor taxa de tarefas concluídas e um melhor consumo energético.  
5.2.2 Técnicas de Gestão de Energia 
Nesta secção é apresentado uma análise dos algoritmos em estudo, juntamente com o uso 
de técnicas de gestão de energia e diferentes modelos energéticos. 
5.2.2.1 Supply Shutdown 
Nesta subsecção são expostos os resultados do uso desta técnica. 
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Na Figura 5.1, pode ser visto o consumo energético e a taxa de tarefas concluídas para a 
simulação da carga de trabalho pequena, onde as PMs nunca são desligadas. Enquanto na Figura 
5.4, é mostrado o mesmo, mas as PMs são desligadas quando não utilizadas. Em ambas as 
experiências foi usado o modelo energético linear. 
Na Figura 5.1 e na Figura 5.4, relativamente ao consumo energético vê-se uma redução do 
consumo quando as PMs são desligadas enquanto não são utilizadas. A taxa de tarefas 
concluídas mostra pequenas melhorias, exceto para o OBFIT. Estas pequenas melhorias provêm 
da diminuição da ocorrência de falhas devido às PMs serem desligadas, com esta diminuição 
menos tarefas são afectadas pelas falhas, o que leva ao aumento da taxa de tarefas concluídas, a 
diminuição da ocorrência de falhas pode ser visto na Figura 5.5. A maior redução de consumo 
vem do RTTE, onde essa redução vai até 28%, os dados do OBFIT foram excluídos. Esta 
redução deve-se ao facto das PMs possuírem um consumo estático que mesmo quando não estão 
a ser utilizadas, este está presente. Esta redução aplica-se a qualquer um dos modelos 
energéticos, sendo que a redução varia consoante o tamanho do consumo estático. 
A Figura 5.5 mostra a quantidade de falhas ocorridas quando as PMs podem ser desligadas 
e quando estão sempre ligadas, podendo ser visto que o MTTE e o RTTE são os que menos 
sofrem falhas. 
Figura 5.4: Comparação das tarefas concluídas (à esquerda) e consumo energético (à direita) para a 
carga de trabalho pequena, com PMs desligadas 
Figura 5.5: Falhas ocorridas para carga de trabalho pequena, com PMs desligadas (à esquerda) e com 
PMs sempre ligadas (à direita) 
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É de notar que, na Figura 5.4 o OBFIT mostrou piores resultados quando as PMs foram 
desligadas. Como o OBFIT apenas aloca tarefas nas PMs cuja previsão da falha é maior que o 
tempo limite de execução da tarefa, com o decorrer do tempo, o instante da previsão da falha 
das PMs diminui até que chega a um ponto onde não existem tarefas que possam ser lá alocadas. 
Tendo isto em conta, as PMs são desligadas, fazendo com que o instante de ocorrência da falha 
da respetiva PM deixe de ser decrementado, levando a que a falha nunca aconteça. As falhas 
ocorridas para a experiência com PMs desligadas, pode ser visto na Figura 5.5. 
Para esta técnica só são apresentados os resultados para a carga de trabalho pequena, 
devido às restantes cargas seguirem a mesma tendência. 
5.2.2.2 Dynamic Voltage Frequency Scaling 
O DVFS só mostra melhorias quando utilizado com o modelo energético cúbico, devido a 
haver frequências e diferentes utilizações de CPU onde rácio entre o produzido pela PM e a 
energia consumida pode ser melhor do que em frequências e utilizações de CPU maiores, o que 
não acontece para o modelo linear. Isto pode ser verificado na Figura 3.3. Por isso, nesta secção 
só será usado o modelo cúbico. Além disso as experiências com o algoritmo CE, MTTE-CE e 
RTTE-CE, usam o DVFS. 
Figura 5.6: Comparação das tarefas concluídas (à esquerda) e consumo energético (à direita) para a 
carga de trabalho pequena, com e sem DVFS. 
Figura 5.7: Comparação das tarefas concluídas (à esquerda) e consumo energético (à direita) para a 
carga de trabalho grande, com e sem DVFS. 
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Na Figura 5.6 e Figura 5.7, verifica-se a evolução da taxa de tarefas concluídas e do 
consumo energético em relação à variação da exatidão da previsão das falhas, que em todos os 
algoritmos, exceto o CE, vê-se que quanto maior for a exatidão maior é a taxa de tarefas 
concluídas e menor é o consumo energético.  
Na Figura 5.8, é comparada a eficiência das experiências em relação às restantes, onde 
pode ser visto que em termos de trabalho útil e de energia consumida os algoritmos RTTE, CE e 
RTTE-CE são os mais eficientes. O CE mostra ser o mais eficiente para piores previsões das 
falhas enquanto que o RTTE-CE mostra ser o melhor para previsões mais corretas. O facto de o 
CE ser mais eficiente para piores previsões deve-se à heurística de este não englobar as 
previsões das falhas fazendo com que as más previsões sejam ignoradas. Os resultados 
apresentados pelo MTTE e pelo MTTE-CE são bastante similares e de acordo com a sua 
eficiência, estes são os que apresentam piores resultados. O MTTE e MTTE-CE, ao contrário 
dos outros algoritmos tentam sempre alocar o máximo possível de recursos, o que faz com que a 
taxa de utilização da CPU ao longo da simulação seja maior, o que aumenta o risco de escassez 
de recursos em futuras alocações. 
5.2.3 Algoritmos de Seleção de VMs 
Nesta secção são analisados os algoritmos de seleção de VMs descritos na secção 3.4.2. 
Estes algoritmos selecionam as VMs das várias PMs e estas são enviadas para o algoritmo de 
alocação, em que este tenta fazer alocação da VM, que no caso de esta ser efetuada então é 
realizada a migração senão a VM continuará a executar na PM onde se encontrava. O objetivo 
destas migrações é redistribuir as VMs alocadas nas várias PMs, para levar a uma redução das 
PMs subutilizadas e assim levar a um aumento da eficiência energética. 
Dos algoritmos de seleção em estudo, o TE usa um threshold e os restantes usam um 
intervalo de thresholds. Devido ao elevado número de thresholds e de intervalos de thresholds 
possíveis, só serão mostrados os thresholds 10%, 30%, 50% e 70% para o algoritmo TE e para 
os MM, HPG e RS, os intervalos 10% a 30%, 30% a 50%, 30% a 70%, 50% a 70% e 70% a 
Figura 5.8: Comparação da eficiência das experiências para a carga de trabalho pequena (à esquerda) 
e para carga de trabalho grande (à direita), com e sem DVFS. 
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90%. Sendo que depois de selecionar as VMs estas precisam de ser alocadas através de um 
algoritmo de alocação. Dos vários em estudo, apenas três suportam migrações, sendo eles o 
PBFIT, MTTE e RTTE, em que só será o usado o MTTE e o RTTE devido aos seus melhores 
resultados nas outras experiências. Para a da taxa de exatidão das previsões das falhas, só será 
analisado o pior e o melhor caso, ou seja 10% e 100%. Nestas experiências é usada a técnica de 
gestão de energia SS, que desliga as PMs quando não utilizadas. 
Para o algoritmo TE, este migra as VMs das PMs cuja a utilização de CPU se encontre 
abaixo do threshold estipulado. Os algoritmos de seleção que usam intervalos, aplicam as suas 
heurísticas no caso da utilização da CPU ser maior que o threshold superior para tentar ajustar 
essa utilização ao intervalo imposto, enquanto se a utilização do CPU for menor que o threshold 
inferior estes algoritmos aplicam o mesmo processo que o TE. Já para o caso da utilização da 
CPU satisfazer o intervalo imposto, nada é efetuado. 
Para uma melhor compreensão dos resultados, indica-se que nas várias figuras 
apresentadas, é usado a sigla do algoritmo de seleção juntamente com o threshold ou o intervalo 
de thresholds associado à experiência desse algoritmo. 
5.2.3.1 Comparação do Número de Migrações 
Na Figura 5.9, pode-se observar as migrações efetuadas pelos vários algoritmos de seleção 
em estudo, para a carga de trabalho pequena com a taxa de exatidão de falhas a 10%. Com taxa 
de exatidão de falhas igual a 100%, pode ser observado na Figura 5.10 e na Figura 5.11, para a 
carga de trabalho pequena e para a grande, respetivamente. 
Na Figura 5.9, podemos ver que o número de migrações mantém-se praticamente estável 
para os diferentes algoritmos de seleção. O elevado número de migrações ocorridas deve-se à 
exatidão das previsões das falhas ser baixa, que faz com que o sistema de falhas do simulador 
efetue mais migrações para evitar que as VMs em execução falhem. Isto leva a que haja menos 
Figura 5.9: Quantidade de migrações por algoritmo de seleção de VMs, para taxa de exatidão da 
previsão de falhas igual a 10%, para carga de trabalho pequena 
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VMs para migrar pelos algoritmos de seleção, sendo essas migrações refletidas nas pequenas 
variações entre os vários algoritmos da Figura 5.9.  
Tanto o MTTE como o RTTE usam as mesmas heurísticas para avaliar as PMs 
relativamente à sua possível falha, mas ao contrário do MTTE, o RTTE aloca apenas o mínimo 
possível de recursos, o que permite ao RTTE alocar mais tarefas por PM. Assim sendo, o RTTE 
consegue alocar mais tarefas nas PMs com previsão de falha mais alta, levando a redução de 
migrações devido às falhas, isto causa a diferença de migrações entre os 2 algoritmos, que pode 
ser visível na Figura 5.9. 
Para a taxa de exatidão a 10%, apenas é apresentado o caso da carga de trabalho pequena, 
devido ao resultado ser o mesmo para as outras cargas. 
Na secção 5.1 foi especificado que o tempo limite de execução de cada tarefa é igual à 
quantidade de tempo que esta leva até concluir, se executar na capacidade máxima de CPU 
suportada por si mais 10% desse valor. Estes 10% fazem com que a capacidade de CPU da 
tarefa varie entre o máximo suportado pela tarefa e o máximo menos 10%, para que esta consiga 
sempre terminar a sua execução dentro do limite imposto. Esta diferença também afeta o 
algoritmo HPG, que seleciona baseando-se na diferença entre o CPU máximo da tarefa e o CPU 
alocado no momento atual, que com estes 10% é restringida. 
Tendo em conta o parágrafo anterior, podemos ver na Figura 5.10, em relação aos dados 
do MM e do HPG que para o RTTE, o MM é o que faz menos migrações. Apesar de em alguns 
intervalos estar bastante próximo do HPG. Esta pequena diferença é explicada pelos 10% 
mencionados antes, que fazem com que o algoritmo HPG tenha pouca margem para efetuar as 
suas escolhas o que leva a um desempenho similar ao MM. O mesmo acontece no caso do 
MTTE onde essa diferença ainda é menor devido ao MTTE tentar sempre alocar o máximo 
possível de capacidade de CPU, reduzindo ainda mais a margem para o HPG. 
O RS efetua as suas escolhas aleatoriamente, o que leva ao RTTE a fazer mais migrações 
devido às suas VMs serem mais pequenas e também devido a não ter em conta o intervalo de 
Figura 5.10: Quantidade de migrações por algoritmo de seleção de VMs, para taxa de exatidão da 
previsão de falhas igual a 100%, para carga de trabalho pequena  
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thresholds imposto, o que pode levar à escolha de VMs que ultrapassem o intervalo fazendo 
com que todas as VMs sejam migradas. 
Os intervalos de thresholds mais perto dos 75% são os que tem mais tendência a fazer 
menos migrações, isto deve-se a utilização média do CPU ser 75% o que leva a uma maior 
satisfação dos intervalos. No intervalo 30-70, é onde menos migrações ocorrem devido ao 
mencionado antes e também por ser um intervalo maior. 
Para o TE, como este só usa um threshold, as VMs das PMs cuja sua utilização de CPU for 
menor que esse threshold serão todas migradas, sendo que quanto maior o threshold mais 
migrações irá efetuar. 
Na Figura 5.11, o número de migrações baixo devesse à carga de trabalho ter menos 
tarefas. O MTTE efetua mais migrações porque como aloca sempre o máximo e as tarefas desta 
carga usam uma capacidade de CPU maior, leva a que as VMs selecionadas para migração 
dificilmente consigam satisfazer os intervalos de thresholds impostos levando a que todas as 
VMs acabem por ser migradas.  
5.2.3.2 Consumo Energético e SLAs das Migrações 
Na Figura 5.4, presente na secção 5.2.2.1, à direita temos a taxa de tarefas concluídas e à 
esquerda temos os consumos energéticos da aplicação do MTTE e do RTTE sem a utilização de 
algoritmos de seleção para a técnica de energia SS, esses dados servirão para comparar com as 
experiências aqui realizadas. 
Em relação às experiências aqui feitas, não serão apresentados os consumos energéticos, 
nem das taxas de tarefas concluídas para as experiências cuja exatidão das previsões foi de 10%, 
devido a estes não mostrarem melhorias, nem outros dados relevantes. 
Na Figura 5.12 e na Figura 5.13, visualiza-se os consumos energéticos para os vários 
algoritmos de seleção de VMs, com taxa de exatidão das falhas igual a 100%, e as taxas de 
tarefas concluídas, respetivamente, para a carga de trabalho pequena. Na Figura 5.12, podemos 
Figura 5.11: Quantidade de migrações por algoritmo de seleção de VMs, para taxa de exatidão da 
previsão de falhas igual a 100%, para carga de trabalho grande 
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ver que para o RTTE, o TE 30, TE 50 e TE 70 mostram um consumo ligeiramente menor que o 
do RTTE quando este não usa algoritmos de seleção. Em relação a Figura 5.13, podemos ver 
que entre os três anteriores com melhor consumo apenas o TE 70 mostrou uma taxa de tarefas 
concluídas similar ao do RTTE sem algoritmos de seleção, visível na Figura 5.4 (à esquerda). 
Apesar disso, não se pode considerar que o uso de migrações gerou um benefício energético, 
devido à diferença dos consumos energéticos entres o RTTE com o TE 70 e RTTE sem o uso de 
algoritmos de seleção ser mínima. 
O que faz com que seja o TE a ter melhores resultados devesse à eficiência energética das 
PMs ser linear, ou seja quanto maior for a utilização da CPU da PM maior é a sua eficiência. Os 
algoritmos de seleção que usam intervalos tentam manter a utilização da CPU dentro desses 
intervalos, não deixando assim as PMs atingir o seu melhor ponto de eficiência. Já o TE 
limitando apenas a utilização da CPU com um threshold permite que a utilização média da CPU 
das PMs aumente comparativamente ao uso do RTTE sem algoritmos de seleção. O que levou 
ao TE 70 a não mostrar benefícios energéticos foi devido às migrações terem um custo temporal 
e um custo energético, sem esse custo ou com um custo reduzido o TE 70 conseguiria atingir 
melhores resultados.  
Figura 5.12: Consumo energético pelos algoritmos de seleção de VMs, para taxa de exatidão de 
falhas da previsão igual a 100%, para carga de trabalho pequena 
Figura 5.13: Taxa de tarefas concluídas pelos algoritmos de seleção de VMs, para taxa de exatidão 
de falhas da previsão igual a 100%, para carga de trabalho pequena 
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Para a carga de trabalho grande, os consumos energéticos e as taxas de tarefas concluídas 
não mostraram melhorias em relação ao não uso dos algoritmos de seleção. A maior diferença 
entre a carga de trabalho pequena e carga grande é o custo das migrações. As tarefas da carga 
pequena tem menos memória RAM associada, o que faz com estas migrações sejam mais 
rápidas. 
5.2.4 Conclusões 
Ao longo das diferentes análises realizadas neste estudo, foi possível concluir que o papel 
da carga de trabalho nos resultados finais foi bastante importante, tendo em conta que quanto 
mais capacidade de CPU estas exigirem, mais difícil é para os algoritmos de alocação as 
manipularem, fazendo com que haja escassez de recursos, mesmo havendo menos tarefas para 
desempenhar. 
Em relação ao MTTE e ao RTTE, as heurísticas destes permitem reduzir o número de 
falhas ocorridas durante as experiências, o que em casos reais traria outros benefícios além do 
custo energético. Além disso, o RTTE de uma forma geral foi o que melhores resultados obteve, 
devido este escolher a PM pela sua eficiência e também por este alocar o mínimo possível, 
permitindo-lhe poupar recursos para outras tarefas, que faz com que use menos PMs, o mesmo 
acontece no estudo (Sampaio and Barbosa 2013). 
As técnicas de gestão de energia mostraram ser um benefício para o sistema simulado, 
permitindo a redução do consumo energético e ao mesmo tempo satisfazer os SLAs. Com os 
resultados apresentados pode-se concluir que no uso de PMs com o modelo energético cúbico, a 
inclusão do DVFS permite reduzir o consumo de energia em relação à sua não inclusão. Os 
resultados do algoritmo CE e do RTTE-CE mostram que a equação proposta ( 11 ) permite uma 
melhor escolha da PM para determinada tarefa ser alocada. 
A análise dos algoritmos de seleção de VMs mostrou que estes algoritmos criam um 
número elevado de migrações, ainda assim o uso do RTTE juntamente com TE (threshold a 
70%), mostrou um consumo energético e uma taxa de tarefas concluídas idênticos aos do RTTE 
sem o uso de algoritmos de seleção. Apesar disto, não houve benefícios energéticos pelo uso das 
migrações, apenas devido ao custo de cada migração. O custo das migrações provém 
essencialmente do modelo de migrações usado, Stop-And-Copy, que apesar de permitir que as 
migrações sejam mais rápidas em relação a outros modelos, este faz com que a VM fique 
suspensa durante toda a migração, consumindo energia e reduzindo tempo útil de 
processamento à tarefa associada. 
Entre os algoritmos de seleção de VMs que usam intervalos de thresholds o MM foi o que 
permitiu melhores consumos e melhores taxas de tarefas concluídas, o mesmo acontece no 
estudo (Beloglazov, Abawajy, and Buyya 2012).  
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Capítulo 6 
 Conclusões e Trabalho Futuro 
Este trabalho pretendia um estudo na área de cloud computing que está em constante 
evolução e envolve inúmeras tecnologias, que precisam de ser analisadas e comparadas para 
melhor as compreender e melhor as utilizar. 
O cloud computing é uma área que envolve enormes quantidades de recursos físicos sendo 
que estes não estão sempre acessíveis a quem os pretende investigar e estudar, assim há 
necessidade de utilizar simuladores para auxiliar a investigação. Para a realização desta 
dissertação foi necessário propor e implementar um simulador devido à insuficiência dos 
requisitos necessários para o estudo pretendido pelos simuladores existentes, criando assim uma 
ferramenta que possibilita a modelação e simulação de clouds.  
Com o auxílio do simulador implementado, foi estudado um conjunto de estratégias com 
objetivo de melhor as compreender, tendo sido comparadas e avaliadas técnicas e modelos com 
o intuito de identificar características que mereçam a atenção por parte de futuras investigações. 
Também para estudar o DVFS e o modelo energético cúbico, foi necessário propor três 
algoritmos que tiram partido das propriedades do DVFS. 
6.1 Satisfação dos Objectivos 
Após uma análise à bibliografia existente e avaliação das ferramentas necessárias para a 
produção desta dissertação, houve a necessidade de remodelar os objetivos, tendo sido 
acrescentado um novo objetivo que inicialmente não estava previsto, que foi a implementação 
de um simulador que satisfizesse as características necessárias ao estudo a efetuar.  
A implementação do simulador levou a uma redução de tempo substancial do estudo a 
efetuar, contundo, foi possível implementar o simulador e efetuar o estudo com satisfação. 
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6.2 Trabalho Futuro 
Nesta dissertação foi proposto e implementado um simulador, que demonstrou estar à 
altura dos desafios propostos, podendo assim servir de ferramenta para outros estudos, contudo, 
é necessário continuar a desenvolvê-lo para que se possa adaptar a novas situações e englobar 
tecnologias e modelos que não foram usados nesta dissertação, para assim criar uma ferramenta 
mais completa para que possa auxiliar novos estudos. 
Do estudo efetuado, foram identificadas algumas características que têm interesse em ser 
aprofundadas para melhor compreensão das mesmas. A variação das cargas trabalho, de como 
estas afetam as experiências e os seus resultados é uma área que merece um grau elevado de 
atenção. Também a continuação do estudo da eficiência energética, é uma área em constante 
evolução e que tem a necessidade de se adaptar a novas tecnologias.  
A análise de diferentes modelos de migração também é importante, por exemplo, o modelo 
Live Migration permite que durante parte da migração a VM continue a funcionar, podendo isto 
ajudar na redução dos custos de cada migração. 
Em relação aos algoritmos de alocação, existe um padrão entre eles, em que ou alocam o 
máximo ou alocam o mínimo possível. A combinação dos dois ou até mesmo de outro tipo de 
heurística que não o máximo ou mínimo seria importante ser estudada. 
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