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Introduction {#s1}
============

Living in ever-changing environments bacteria are frequently forced to adjust internal processes to external conditions. Molecularly this is done by signal transduction pathways that sense external or internal signals, and generate an output response from the information encoded by these signals. In many instances, these pathways produce an oscillatory response in which the output varies over time in a recurrent manner. In general terms, three parts are essential to produce such an oscillatory response: an input pathway, an output pathway and an oscillator [@pone.0103863-Murray1]. The input pathway adjusts the behavior of the oscillator to internal or external signals such as light, temperature or nutrition status. In this way it changes, e.g., the phase or the frequency of the oscillation. The oscillator itself (which is the main part of the system) uses some biochemical machinery to generate an oscillatory output. The output pathway then translates the behavior of the oscillator into a readable downstream signal [@pone.0103863-Murray1]. The interaction between the input and output pathways and the oscillator can occur at different levels, for example by regulation of transcription, translation or at the post-translation level [@pone.0103863-Laub1]--[@pone.0103863-Iniesta1].

Generally, oscillators can be classified into two types: temporal oscillators and spatial oscillators [@pone.0103863-Lenz1]. Temporal oscillators determine when specific cellular events happen while spatial oscillators determine where they happen.

One way to implement temporal oscillations is to make the concentration of active proteins temporally varying throughout the entire cell. Two fundamental examples of temporal oscillators in bacteria are the circadian oscillator and the cell cycle oscillator. A circadian oscillator allows cells to adapt cellular activities to the changing conditions during the 24 hours diurnal period [@pone.0103863-Nakajima1], [@pone.0103863-Qin1]. The cell cycle oscillator, on the other hand, ensures the correct order of fundamental processes such as chromosome replication, chromosome segregation and cell division, and couples these to cell growth [@pone.0103863-Laub2]--[@pone.0103863-McAdams1].

For our study it is important to take into account that the cell cycle consists of two independent cycles, namely the cycle of mass duplication and the cycle of chromosome replication [@pone.0103863-Boye1], [@pone.0103863-Koch1]. Both cycles have to be finished before cell division can take place [@pone.0103863-Vinella1]. The time between birth and subsequent division of a single cell is therefore typically limited either by the time needed until two completely replicated DNA strands have segregated or the time needed to reach division mass. However, despite considerable efforts it is not known how these two cycles are coordinated. The seminal work of Cooper and Helmstetter showed that there is a macroscopic relation between cell mass and initiation of DNA replication [@pone.0103863-Cooper1], [@pone.0103863-Helmstetter1]. But the molecular regulation that gives rise to this relation remains unclear [@pone.0103863-Donachie1]--[@pone.0103863-Creutziger1]. Given these difficulties it is not surprising that only very little is known about the mechanisms that trigger cell division after the two cycles are completed [@pone.0103863-Koch1].

While temporal oscillators typically regulate the temporal order of cellular events connected to cell growth and division, spatial oscillators are involved in positioning and localization of cellular components. To implement spatial oscillations the spatial distribution of proteins in the cell needs to be dynamically changing. The oscillation in the localization gives rise to a time-dependent spatial pattern. For example, the establishment of the correct cell polarity during A-motility in *Myxococcus xanthus* is the outcome of an spatial oscillator consisting of the proteins MglA and MglB and the Frz system [@pone.0103863-Leonardy1], [@pone.0103863-Zhang1]. The plasmid segregation oscillator (the *parS*-ParA-ParB system) pulls plasmids back and forth in this way guaranteeing that plasmids are equally distributed in the daughter cells after division [@pone.0103863-Ebersbach1], [@pone.0103863-Ringgaard1]. A similar system is responsible for chromosome segregation in many bacteria [@pone.0103863-Ptacin1]--[@pone.0103863-Fogel1].

Among spatial oscillators the Min system is one of the best studied examples [@pone.0103863-Lutkenhaus1]. It consists of the proteins MinC, MinD and MinE. In *E. coli* these proteins oscillate from pole to pole with a period of about 1-2 minutes [@pone.0103863-Fu1]--[@pone.0103863-Hale1]. As output of the spatial oscillations the Z-ring formed by FtsZ is positioned at mid-cell [@pone.0103863-Bi1]--[@pone.0103863-Rothfield1]. From many experimental and theoretical studies the following pictures has emerged on how these oscillations are implemented molecularly: MinC is inhibitor of Z-ring formation by FtsZ [@pone.0103863-Hu2]--[@pone.0103863-Justice1]. Thus, the Z-ring can only form at membrane positions with low MinC concentrations. MinC forms a complex with MinD [@pone.0103863-deBoer1], [@pone.0103863-Johnson1] and thus follows MinD during the oscillations. MinD itself only binds to the membrane in the ATP bound form [@pone.0103863-Hu3]. MinE binds to MinD-ATP on the membrane and stimulates ATP hydrolysis by MinD leading to release of MinD-ADP from the membrane [@pone.0103863-Hu4]. While diffusing in the cytoplasm MinD-ADP is then converted back to MinD-ATP which rebinds to the cell membrane at a new location. In this way, MinE chases the MinC-MinD complex giving rise to the regular oscillations. It has been demonstrated by computer simulations that these oscillations lead to higher concentration of MinC at the cell poles and lower concentration of MinC at mid-cell [@pone.0103863-Howard1]--[@pone.0103863-Bonny1]. In this way, Z-ring formation is inhibited at the poles and only allowed at mid-cell position. The precise positioning at mid-cell depends on the nucleoid occlusion system [@pone.0103863-Woldringh1]--[@pone.0103863-Mnnik1]. The real situation is of course more complex than this simple picture. For example, MinE is not uniformly distributed, rather MinE forms a dynamic ring that wanders from pole to pole [@pone.0103863-Fu1], [@pone.0103863-Shih1], [@pone.0103863-Shih2]. Furthermore, it has been shown that FtsZ forms a helical structure on the membrane that performs an oscillatory movement itself and this movement is then affected by the Min oscillation [@pone.0103863-Thanedar1].

In cells without functional Min system the dynamics of FtsZ assembly is different and in FRAP experiments the recovery time of the Z-ring is longer than in wild type (WT) cells [@pone.0103863-Anderson1]. This indicates that the Min system has a quite complicated effect on FtsZ polymerization. The biggest change in *minB* ^−^ cells is that Z-ring structures can form at any chromosome-free position, in particular close to the cell poles. Cell division in this case produces mini cells which contain no chromosome and are not able to grow and divide [@pone.0103863-Akerlund1]. On the other hand, *minB* ^−^ cells can also become filamentous. In total, positioning of division sites is highly irregular giving rise to a distribution of different cell sizes. Interestingly, the corresponding size distribution of a population of *minB* ^−^ cells can be explained by a simple model developed in Ref. [@pone.0103863-Teather1]. It is based on the assumption that division at the poles effectively inhibits division at mid-cell by recruiting the division machinery away from the mid-cell positions. The good agreement between the calculated and the experimentally measured length distribution indicates that the oscillations of the Min system would not be required if there was a different way of preventing cell division close to the cell poles. Indeed, in other bacteria, such as *Bacillus subtilis*, the Min system does not perform oscillations but is statically attached to the cell poles and division septum [@pone.0103863-Marston1], [@pone.0103863-Migocki1].

As mentioned, the Min system is the best-studied spatial oscillator. However, we show here that it also influences timing of cell division. In the absence of a functioning Min system not only the positioning of the cell division site but also the time between two sequential division events becomes irregular. To study this effect in a quantitative way, we measure the time difference between the appearance of a division site and the division event as well as the Z-ring existence time. Both quantities are found to be different in cells with and without functional Min system. To interpret these findings we develop a series of theoretical models whose predictions are compared with the experimental findings. More specially, we introduce four different models out of which two (model 3 and model 4) are able to explain the experimental data for the Min mutant. Model 4 is conceptually somewhat different from models 1-3 but is the only one that can be used to describe the WT data. We also present here the unsuccessful models 1 and 2 since from their failure important conclusions can be drawn. Our results indicate that the Min system affects the septum formation rate. In the absence of the Min proteins this rate is reduced. Together with the chromosome segregation defect this leads to the observed strongly randomized cell division events and the longer division waiting times.

Results {#s2}
=======

In this study we analyze the influence of the Min system on timing of cell division. Our investigation was triggered by our experimental observation that the distribution of inter-division times of individual wild type cells (WT, strain TB28) and Min deletion mutant cells (*minB* ^−^, strain TB43 \[TB28 \]) are very different (for details about the used strains see [Tables 1](#pone-0103863-t001){ref-type="table"} and [2](#pone-0103863-t002){ref-type="table"} and [Materials and Methods](#s4){ref-type="sec"}). In [Fig. 1](#pone-0103863-g001){ref-type="fig"} we show the distribution of inter-division times obtained from 81 WT and 101 *minB* ^−^ cells observed over 210 minutes. As can be seen the distribution is broader for *minB* ^−^ cells than for WT. To identify the origin of this we measured the time interval between chromosome segregation and cell division (in the sequel referred to as **division waiting time**) for the two strains. To track chromosome segregation, we fused the non-specific DNA-binding protein HU to GFP [@pone.0103863-Wery1] in WT and *minB* ^−^ and treated the first visible spatial separation of two chromosomes as segregation event. Because *minB* ^−^ cells divide also at polar sites producing mini cells, we define the division waiting time of polar sites as the time interval between the formation of a cell pole and cell division at this pole.

![Distribution of inter-division times.\
Data for WT are shown in blue, for *minB* ^−^ cells in red. Histogram was obtained by observing 81 WT and 101 *minB* ^−^ division events over 210 minutes.](pone.0103863.g001){#pone-0103863-g001}

10.1371/journal.pone.0103863.t001

###### Primers.

![](pone.0103863.t001){#pone-0103863-t001-1}

  Name                                         Sequence(5--3)
  ----------------------- ---------------------------------------------------------
  hupBprimerA                         atcggGGATCCATCTCTAAAGCTGCGGCTGGC
  hupBprimerB                         atcggCCCGGGGTTTACCGCGTCTTTCAGTGCT
  hupBprimerC                            atcggCTGCAGgcgttgtccccagtgg
  hupBprimerD                          atcggGAATTCCGGCGTAGTTATTGCCTCCG
  GFPfw                    atcggCCCGGGgccggcggcggagccggccgatccATGGTGAGCAAGGGCGAGGA
  GFPrv                              atcggCTGCAGTTACTTGTACAGCTCGTCCATGCC
  US-minD-up-XhoI                        ATACTCGAGCGGTTTGCGGGTTATTG
  US-minD-down-ClaI                   CTAATCGATAGAAATTCCTTGTTAAAAAGGGA
  XFP-linker-up-ClaI                     CTAATCGATATGGTGAGCAAGGGCGA
  XFP-linker-down-EcoRI     CGTGAATTCggatcggccggctccgccgccggcCTTGTACAGCTCGTCCATGC
  minD-up-EcoRI                        CGTGAATTCGCACGCATTATTGTTGTTACTT
  minD-down-BamHI                        ATTGGATCCAGACTTCCGGGTTGGTG
  minE-up-XhoI                         ATACTCGAGATGGCATTACTCGATTTCTTT
  minE-down-ClaI                        CTTATCGATTTTCAGCTCTTCTGCTTCC
  XFP-up                   atcggATCGATgccggcggcggagccggccgatccATGGTGAGCAAGGGCGAGGA
  Pvenc-down-EcoRI                      CGTGAATTCTTACTTGTACAGCTCGTCCA
  DS-minE-up-EcoRI                        ATAGAATTCGCCCGCTGTAAAAGCG
  DS-minE-down-BamHI                      TAAGGATCCCAAAAAAAGCCCGCC

10.1371/journal.pone.0103863.t002

###### Strains and plasmids.

![](pone.0103863.t002){#pone-0103863-t002-2}

  Strain                                                                Description                                                                        Source
  ------------------------------ ----------------------------------------------------------------------------------------- -----------------------------------------------------------------------
  TB28                                                             MG1655 *lacZYA* *frt*                                            (Bernhardt and Boer, 2003 [@pone.0103863-Bernhardt2])
  TB43                                                              TB28 *minCDE* *frt*                                             (Bernhardt and Boer, 2005 [@pone.0103863-Bernhardt1])
  TB28 Hu-GFP                                                     TB28 *hupB* *hupB-egfp*                                                                 This work
  TB43 Hu-GFP                                                     TB43 *hupB* *hupB-egfp*                                                                 This work
  TB28 Hu-mCherry                                               TB28 *hupB* *hupB-mCherry*                                                                This work
  TB43 Hu-mCherry                                               TB43 *hupB* *hupB-mCherry*                                                                This work
  TB28 mCherry-MinD                                             TB28 *minD* *mCherry-minD*                                                                This work
  TB28 MinE-venus                                                TB28 *minE* *minE-venus*                                                                 This work
  TB28 mCherry-minD minE-venus                         TB28 *minD* *mCherry-minD minE* *minE-venus*                                                       This work
  DH5 pir                         80d*lacZ* M15 (*lacZYA-argF*)*U196 recA1 hsdR*17 *deoR thi-1 supE*44 *gyrA96 relA1/pir*           (Miller and Mekalanos, 1988 [@pone.0103863-Miller1])
  pJC68                                                             P~208~-*ftsZ-eyfp*                                                    (Jon Beckwith,2001 [@pone.0103863-Chen1])
  pBlueskript II SK-                                                  cloning vector                                                                      Fermentas
  pNPTS138-R6KT                                                   *mobRP*4^+^ *R6K sacB*                                                 (Lassak et al, 2010 [@pone.0103863-Fried1])
  pCHYC-2                                                                                                                   (Thanbichler, Iniesta and Shapiro, 2007 [@pone.0103863-Thanbichler1])
  pVENC-2                                                                                                                  
  pGFPC-2                                                                                                                  

To avoid complications in WT cells arising from multiple partially replicated chromosomes, we grew cells in poor nutrition medium (M9 plus 1% Casamino acid (CAA) and 0.5% glycerol) at 30°C. As can be seen from the OD plots in [Fig. S1 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}, lack of the Min system does not lead to a visible growth defect.

The measured division waiting times for both strains are shown in [Fig. 2](#pone-0103863-g002){ref-type="fig"}. As one can see, the division waiting times of *minB* ^−^ ([Fig. 2b](#pone-0103863-g002){ref-type="fig"}) are generally longer and show more variation than those of WT ([Fig. 2a](#pone-0103863-g002){ref-type="fig"}). Furthermore, for *minB* ^−^ the division waiting times of polar sites are generally longer than that of non-polar sites. Thus, the absence of the Min system not only affects positioning of division site but also timing of the division event.

![Distribution of division waiting times.\
Data are for WT (a) and *minB* ^−^ (b). For *minB* ^−^ one has to distinguish between polar sites (red bars) and non-polar sites (blue bars). Data were obtained by observing 60 WT and 77 polar and 100 non-polar division events in *minB* ^−^ cells over 213 minutes.](pone.0103863.g002){#pone-0103863-g002}

To understand these findings in a quantitative way, we developed a simple model for cell growth and cell division that we applied to the *minB* ^−^ and WT cells. Our model (in the following referred to as model 1) is based on the following assumptions (for further details see [File S1](#pone.0103863.s001){ref-type="supplementary-material"}):

i.  Each cell has its individual doubling time drawn from a normal distribution (75±15 min, see Sect. IIB and [Fig. S9 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}). As we show in [File S1](#pone.0103863.s001){ref-type="supplementary-material"} individual cells increase their length exponentially with time. Thus, every time step each cell increases its length by an amount (for details see Sect. IIA and [Figs. S7 and S8 in File S1](#pone.0103863.s001){ref-type="supplementary-material"})

    Here, is the length of the cell at birth. Furthermore, is the time since the last division event of the cell (which in the case of daughter cells corresponds to their current age). This increase in length guarantees that after time the cell length has doubled and cell mass increases exponentially with time. As shown in [Fig. S2 in File S1](#pone.0103863.s001){ref-type="supplementary-material"} this leads to exponential growth of the culture with a doubling time of 75 min.

ii. *minB* ^−^ cells might have several chromosomes. In this case, we partition the cell into different compartments each containing a full chromosome. Thus, the cell length is given by the total length of these compartments. Each compartment is treated as an independent cell. This assumption is justified by our finding that the growth rate of individual cells depends on their length (see [File S1](#pone.0103863.s001){ref-type="supplementary-material"} for details). Thus, for cells with several chromosomes the different compartments might have different doubling times. These growth rates are assigned to the compartments upon initiation of a new round of replication. Whenever two chromosomes segregate a compartment of length is split into two compartments of length and , where is drawn from a normal distribution ( nm, see [File S1](#pone.0103863.s001){ref-type="supplementary-material"}) and . The boundary between these two compartments is a new (potential) division site. To test the validity of this assumption we performed also simulations of a modified model where all cell compartments in the culture have the same doubling time. In this case we obtained similar results with the only difference being that the simulations required somewhat more time to reach steady state.

iii. Cell growth and chromosome replication occur in synchrony. Thus, whenever cells (or compartments) reach their division length the chromosomes have been replicated and division waiting time is finished. For WT the division waiting time is drawn from a normal distribution with average 17.7 min and standard deviation 11.9 min (as extracted from [Fig. 2a](#pone-0103863-g002){ref-type="fig"}, see Sect. IIB and [Fig. S10 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}). For *minB* ^−^ cells each division site has its individual waiting time drawn from the experimentally measured distribution (see [Fig. 2b](#pone-0103863-g002){ref-type="fig"}). Once a new pole appears it gets assigned a waiting time drawn from the experimental distribution (for polar sites).

iv. Division site placement has a random component. For WT the daughter cells have an average size of (for details see Sect. IIC and [Fig. S11 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}). Non-polar division site placement occurs for both strains at the middle between two neighboring chromosomes. Because mini-cells are much smaller than *minB* ^−^ cells with one (or several) chromosomes we only keep track of the number of mini cells but not their size.

All of the above parameter values in the simulations are fixed by the experimental data (for details see [File S1](#pone.0103863.s001){ref-type="supplementary-material"}).

To see if our model is able to capture the growth dynamics of the *minB* ^−^ cells, we performed a series of experiments in which we measured the time-dependent fraction of cells in a growing population having zero to four chromosomes (where the mini cells have no chromosomes). In these experiments we can follow the growth dynamics only for about 200 minutes since after 3--4 doubling times the agar slides, on which the cells are growing, become too crowded leading to nutrient limitation and visibly shorter cells. These measured data were compared with the simulation results of model 1. We started simulations with a number of cells that is comparable with the experimental one (about 7 cells). To our surprise we were not able to get good agreement between simulations and experiments. The best result we could achieve by adjusting the initial conditions is shown in [Fig. 3a](#pone-0103863-g003){ref-type="fig"}. As one can see, there are significant differences between the predicted and observed data for all fractions of the populations. We also tested if the differences could be caused by the fact that the experimental data are obtained by averaging over 2 different populations. However, even in this case the differences are larger than the standard deviations, see [Fig. S3 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}. The differences even remain if we average over many simulations, see [Fig. 3b](#pone-0103863-g003){ref-type="fig"}. As one can see the dynamics shows a rather strong dependence on cell number, while the steady state values are independent of it. We therefore decided to analyze in the following only quantities that do not depend so strongly on number of cells.

![Time dependence of the fraction of cells with zero to four chromosomes.\
(a) In the experiments (dots) and in the simulations (dashed lines) we start with 7 cells and determine the composition of the growing population. Cells without a chromosome (mini cells) are shown in blue, cells with one chromosome in green, with two chromosomes in magenta and with four chromosomes in cyan. (b) Comparison between the experimental data and calculated data obtained from averaging over 50 simulations each one starting with 1000 cells.](pone.0103863.g003){#pone-0103863-g003}

To find the origin of the differences between model predictions and experimental data, we next tested if our model is able to reproduce the size distribution of cells. To do so we measured the distribution of cell lengths of a growing population with 7 initial cells. [Fig. 4a](#pone-0103863-g004){ref-type="fig"} shows the corresponding histogram. Similar results were obtained for simulations with a different number of initial cells.

![Cell length distribution of a population.\
Cell length distribution (a) and cumulative distribution of cell length (b) as obtained experimentally (blue bars respectively dots) and calculated from the simulations of model 1 (solid red curves). The simulations started with 7 cells. The histogram was obtained at fixed time (213 minutes after start). In the experiment 238 cells were present at that time, out of these 105 mini cells that were not taken into account.](pone.0103863.g004){#pone-0103863-g004}

As one can see, the calculated distribution (red line) fits the experiment data (blue histogram) only for small cells with sizes below 4 . The significance of the differences becomes even more apparent by calculating the cumulative distribution of cell length (that smoothens out the effects arising from the discrete nature of the data), see [Fig. 4b](#pone-0103863-g004){ref-type="fig"}. This plot also shows that deviations between experiment and simulation occur for cells larger than . Thus, compared with the experimental system the simulation produces too few filamentous cells.

This indicates that there is a significant difference between model and experiment concerning cell division. To analyze if timing or positioning of cell division is the origin of this difference we analyzed the cell division history of individual cells. We measured the spatial positions of two successive division events and the time interval between these two events. To do this in a quantitative way we classified the first division event as being polar or non-polar. The second division event of the daughter cells was then classified as being either polar (and division occurs at the old or new pole) or non-polar. Simultaneously, we measured the time difference between the two division events. [Table 3](#pone-0103863-t003){ref-type="table"} summarizes our findings. As one can see, the standard deviations of the time between two division events is comparable to the mean indicating a strong cell-to cell variation. This can also be seen from [Fig. 5](#pone-0103863-g005){ref-type="fig"} where we show the distribution of individual inter-division times for the five different division types.

![Distribution (top panel) and cumulative distribution (bottom panel) of inter-division times for different types of cell division.\
Cell division events are classified into 5 types according to the position of two successive cell divisions (see [Table 3](#pone-0103863-t003){ref-type="table"} for details). Blue bars represent experimental data, red lines the predictions of model 1. In the figure, P refers to polar division, NP to non-polar division. Data were obtained from 204 division events.](pone.0103863.g005){#pone-0103863-g005}

10.1371/journal.pone.0103863.t003

###### Cell division history of individual cells as obtained experimentally and from model 1.

![](pone.0103863.t003){#pone-0103863-t003-3}

                   \%       old pole   non-polar   new pole
  ------------ ----------- ---------- ----------- ----------
  Experiment      polar                           
  Experiment    non-polar                         
  Simulation      polar                           
  Simulation    non-polar                         

All cell divisions within minutes are classified into 5 types according to the position of two successive cell divisions. Rows represent the location of the first division event, columns location of the second event. Number of events is given in percentage. Time in parenthesis represents mean time difference standard deviation between the division events.

These results now allow a detailed comparison between experiment and simulations. As can be seen from [Table 3](#pone-0103863-t003){ref-type="table"}, in the experiments the chance of the next division occurring at a non-polar site is about 50% no matter if the previous division occurred at a polar or a non-polar site. This is different from the predictions of model 1 where the probability for a non-polar division is very low if the previous division took place at a non-polar site. This is also in agreement with the above finding that the fraction of mini cells is too high in the simulations, see [Fig. 3](#pone-0103863-g003){ref-type="fig"}. Furthermore, model 1 predicts a too short division waiting time after a non-polar division. This is in agreement with the above finding that in the simulations there is a too low fraction of filamentous cells.

To conclude, model 1 that is based solely on the experimentally measured waiting time distribution fails to explain the observations. In particular, the simulations yield too few filamentous cells and too many mini cells indicating that model 1 lacks essential information on where division occurs, information that is not contained in the measured waiting times which is the basis of model 1. This is also supported by the above finding that our model predicts a wrong fraction of two subsequent non-polar divisions.

To identify the missing component of model 1, we analyzed the number of division sites in the growing population. In doing so, we took the first clearly visible separation of two neighboring chromosomes as appearance of a division site. [Fig. 6](#pone-0103863-g006){ref-type="fig"} shows the time-dependence of the number of division sites per cell length as experimentally observed and as calculated from the simulations of model 1. As one can see, there is a significant difference between the two curves, showing that in the experiments a smaller number of division sites are available. Thus, in the experiments it takes longer until a potential division site is available indicating that in the *minB* ^−^ cells chromosome segregation is less efficient. Direct observations support this finding, see [Fig. 7](#pone-0103863-g007){ref-type="fig"}. To quantify this effect, we calculated the number of chromosomes that we expect for a cell of Length (with , where nm is the starting length) and compared this with the experimentally observed chromosome cluster number , see [Fig. 8](#pone-0103863-g008){ref-type="fig"}. Here, a chromosome cluster corresponds either to an individual chromosome or to several non-segregated chromosomes. The data indicate that the relation between expected and observed number of chromosome clusters is best represented by , with . Thus, on average segregation of chromosomes does not occur at 2 of the potential division sites, i.e. of the potential division sites are blocked. This clearly shows that the *minB* ^−^ cells have a chromosome segregation problem that is missing in model 1.

![Time dependence of the number of division sites per cell length.\
Dots represent experimental data. 685 cells were analyzed. The solid curve is the prediction of model 1.](pone.0103863.g006){#pone-0103863-g006}

![Disturbance of chromosome segregation in *minB* ^−^ cells.\
The phase contrast image (left column) shows a filamentous cell that divides at time . While the chromosomes are clearly separated (arrow 1) in the smaller daughter cell, the chromosomes in the larger daughter form a large cluster (arrow 2). As time proceeds the chromosomes start to segregate (arrow 3) but even after 30 minutes segregation is not complete. Some chromosomes then still form a cluster (arrow 4).](pone.0103863.g007){#pone-0103863-g007}

![Number of chromosome clusters.\
The -axis is the expected number of chromosome clusters for a cell of Length . The -axis is the experimentally observed number of chromosome clusters . Experimental data were obtained by analyzing 685 cells observed for 220 min. The green line is the fit of the form , with .](pone.0103863.g008){#pone-0103863-g008}

To take this effect into account we developed a new model (model 2) that extends model 1 by including the chromosome segregation defect of the *minB* ^−^ cells. Thus, model 2 also includes the experimentally observed waiting time for polar and non-polar sites. To implement the segregation defect we blocked (on average in each cell) randomly picked potential division sites, see [Fig. S4 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}.

The results of model 2 are summarized in [Fig. S5 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}. As one can see, model 2 is in better agreement with the experimental data than model 1. However, model 2 fails to reproduce the waiting time distribution of the polar sites. This is quite surprising given the fact that model 2 is based on this distribution. However, evidently, the eventual blockage of the polar division site (because of the segregation problem) leads to too long waiting times of the polar division sites. This observation led us to speculate that the different waiting time distribution of the polar division sites is not an *a priori* property of the polar sites but rather an *emerging property*. To test this idea, we developed model 3 which is identical to model 2 except that the division waiting time of the polar sites is now drawn from the experimentally observed division waiting time distribution of the non-polar division site.

The results of model 3 are shown in [Fig. S6 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}. As one can see, model 3 is as good as model 2 in reproducing the experimental data but additionally yields the correct waiting time distribution of the polar sites. This indicates that polar and non-polar division sites are *a priori* equivalent for cell division. However, there are additional factors that make the polar division waiting time *appear* longer. To make sure that the increase in waiting time of the polar sites is not the consequence of the fact that only specific division sites are observed, we also measured in the simulations of model 3 the waiting time distribution of division sites close to mid-cell. The waiting time of this site is nearly identical to that of the other non-polar sites indicating that there is indeed something special about the polar sites. We give possible explanations in the [discussion](#s3){ref-type="sec"}.

The most important finding of model 3 is that there is no difference in division waiting times between polar and non-polar sites. To test this experimentally we assumed that existence time of Z-rings at a division site is a measure for the waiting time of the division site. We expressed fluorescently labeled FtsZ and determined the time interval between first appearance of the Z-ring (at a division site) and cell division at polar and non-polar sites. [Fig. 9](#pone-0103863-g009){ref-type="fig"} shows this time interval as function of waiting time of the division site. As one can see, there is a clear difference between WT and *minB* ^−^ cells but no significant difference between polar and non-polar sites supporting the findings of model 3.

![Z-ring measurements.\
(a) Existence time of the Z-ring as function of waiting time. Blue circles represent WT cells, green crosses the polar sites of *minB* ^−^ cells and red triangles the non-polar sites of *minB* ^−^ cells. (b) Cumulative distribution of the waiting time (solid lines) and of the Z-ring existing time (dashed lines). Same color code as in (a). Data were obtained from 41 WT cells and from 24 non-polar sites and 38 polar-sites in *minB* ^−^ cells.](pone.0103863.g009){#pone-0103863-g009}

Thus, model 3 is able to capture the main experimental observations. But nevertheless, the question remains why *minB* ^−^ cells have a longer division waiting time than WT. We speculated that this could be caused by the fact that *minB* ^−^ cells are longer and thus have more division sites. Thus, a priory a division site in *minB* ^−^ cells has the same waiting time as a division in WT. However, because *minB* ^−^ cells have more division sites than WT it should, for a given amount of cell division machinery, take longer to finish division at these sites.

To implement this hypothesis into our model we assign a quantity to every division site that measures how much the division process has proceeded. Upon appearance of the division site we set , division is completed for , where is the waiting time assigned to the division site drawn from the experimentally measured distribution of WT (min). Between time and we increase by

In the previous models we simply had but now we want to take into account that several division sites compete for the division machinery and that larger cells have a larger amount of division machinery. We therefore set

Here, is cell length, the number of potential division sites and nm is the size of a chromosome. Thus, the waiting time of a site decreases the more the larger the average compartment size is. The constant is chosen such that for WT , implying (see Eq. (4) below) . One should note that as the cell grows or as additional division sites appear changes. Beside this novel feature model 4 is identical to model 3.

The results of model 4 are shown in [Fig. 10](#pone-0103863-g010){ref-type="fig"}. As one can see, model 4 is as good as model 3 in reproducing the experimental data. Of course, the main advantage of this model is that it is independent of the experimentally measured divisional waiting time distributions.

![Results of model 4 for *minB* ^−^ cells.\
(a) Cell length distribution and (b) cumulative distribution. As in [Fig. 4](#pone-0103863-g004){ref-type="fig"} bars and dots represent experimental data. Solid red lines are now the predictions of model 4. (c) Waiting time distribution of *minB* ^−^ cells for polar and non-polar sites. Solid lines are the results of model 4, bars represent experimental data (red: polar sites; blue: non-polar sites, see [Fig. 4b](#pone-0103863-g004){ref-type="fig"}). (d) Distribution and cumulative distribution of inter-division times for different types of cell division (same as [Fig. 5](#pone-0103863-g005){ref-type="fig"} but for model 4). The cell division history of individual cells is summarized in (e), for details see [Table 3](#pone-0103863-t003){ref-type="table"}.](pone.0103863.g010){#pone-0103863-g010}

Furthermore, we can also use model 4 to simulate WT cells. In doing so we have to take into account that the Min proteins confine the operation space of the division machinery. To implement this effect, we replace Eq. (3) by

In this way, the Min proteins that oscillate from pole to pole effectively confine the division machinery to a region (around the division site at mid-cell) of roughly half cell length. The predictions of model 4 for WT are shown in [Fig. 11](#pone-0103863-g011){ref-type="fig"}. As one can see, model 4 is also able to reproduce the experimental data for WT cells.

![Results of model 4 for WT.\
Same as [Fig. 10](#pone-0103863-g010){ref-type="fig"}(a) and (c) but for WT instead of *minB* ^−^ cells. Experimental data in (a) and (b) were obtained from 60 and 57 cells, respectively.](pone.0103863.g011){#pone-0103863-g011}

To perform another test of model 4 we implemented the observation made in Ref. [@pone.0103863-Bi2] that doubling the FtsZ level in a *minB* ^−^ background gives rise to a length distribution that is quite similar to that of WT. To simulate this scenario we replaced Eq. (3) by

The factor 2 in front of mimics the increase in FtsZ level (in this way assuming that FtsZ is the limiting factor of the cell division machinery). Furthermore, it was also shown in Ref. [@pone.0103863-Bi2] that the distance between septa decreases upon doubling the FtsZ level. We take this as an indication that in this case the average number of blocked division sites is reduced. As one can see, in [Fig. 12a](#pone-0103863-g012){ref-type="fig"} model 4 is indeed able to reproduce the experimental findings. In particular, a twofold increase in FtsZ level gives also in the simulations rise to a length distribution that is quite similar to that of WT. Given this good agreement we can use model 4 to predict that also the waiting time distribution changes with FtsZ level, see [Fig. 12b](#pone-0103863-g012){ref-type="fig"}.

![Cell length distribution of *minB* ^−^ with increased FtsZ level.\
As experimentally observed in Ref. [@pone.0103863-Bi2] a two-fold increased FtsZ level in *minB* ^−^ cells gives rise to cell length distributions quite similar to that of WT. (a) Model 4 is able to reproduce this finding. In (a) blue bars represent the experimental data for WT (see [Fig. 11a](#pone-0103863-g011){ref-type="fig"}). Solid lines are the predictions of model 4 for normal FtsZ levels (green line) and two-fold increased FtsZ levels (red line). (b) Prediction of model 4 for the change in the waiting time distribution. Solid lines are the predictions of model 4, the blue bars the experimental data for WT (see [Fig. 4a](#pone-0103863-g004){ref-type="fig"}).](pone.0103863.g012){#pone-0103863-g012}

The results obtained so far indicate that the Min systems influences timing of cell division. We were therefore wondering if the oscillation frequency of the Min system directly correlates with the inter-division times. To analyze this we fluorescently labeled MinD and MinE and measured their intensities in WT background which we take as a measure for their intracellular concentrations (for details see [Materials and Methods](#s4){ref-type="sec"}). We found no correlation between inter-division time and the levels of MinD and only a weak influence of MinE, see [Fig. 13a and b](#pone-0103863-g013){ref-type="fig"}. However, there is a stronger correlation between inter-division time and the ratio of MinD to MinE, see [Fig. 13c](#pone-0103863-g013){ref-type="fig"}. In Ref. [@pone.0103863-Huang1] it has been shown that this ratio determines the frequency of the Min oscillations.

![Correlation between inter-division time and MinD and MinE levels.\
MinD and MinE were labeled fluorescently and fluorescence intensity was taken as measure for intracellular concentration. There is no clear correlation between inter-division time and individual MinD or MinE levels \[(a) and (b) with correlation coefficients and , respectively\], but a stronger negative correlation () between inter-division time and the ratio of MinD to MinE level. Dashed lines are best linear fits. Data are for 32 cells.](pone.0103863.g013){#pone-0103863-g013}

Discussion {#s3}
==========

It is well-established that the Min proteins together with the nucleoid occlusion system [@pone.0103863-Woldringh1]--[@pone.0103863-Sun1] positions the Z-ring at mid-cell [@pone.0103863-Lenz1], [@pone.0103863-Lutkenhaus1], [@pone.0103863-Margolin1], [@pone.0103863-Kruse2]. In *E. coli* the Min proteins achieve this by performing spatial oscillations. However, our results suggest that the Min proteins are not only a spatial oscillator but also have an effect on the timing of cell division.

Our interest in this aspect was triggered by the observation that in the absence of the Min system the inter-division times vary strongly between different cells. Although the corresponding distribution is strikingly different from that of WT cells (see [Fig. 1](#pone-0103863-g001){ref-type="fig"}) it is not so easy to quantify the irregularity of cell division timing in *minB* ^−^ cells in a meaningful way. The problem is that inter-division time itself is not an appropriate observable for this purpose as it is closely connected with the cell size which is irregular because of the lack of Min oscillations. A longer cell, that has several available division sites has a higher probability to divide earlier than a smaller cell. In order to avoid this difficulty, we studied the timing of cell division by comparing division sites rather than comparing cells. There are two major processes in cell growth that affect the timing of cell division: replication of the chromosome and septum formation between two chromosome clusters. The growth curves of WT and *minB* ^−^ strains in different liquid media at 37°C show that the Min system does not change the growth rate of the cell. This indicates that the chromosome duplication rate should be the same in *minB* ^−^ and WT strain. So to compare the timing at each division site, we only need to measure how long it takes cells to divide at each site after chromosome segregation. We refer to this quantity as division waiting time. For the cell poles the division waiting time is the time difference between the appearance of the pole and the polar division event.

Using this quantity our results show that there is a significant difference in the timing of cell division between WT and *minB* ^−^ strain, with the average division waiting time of the *minB* ^−^ cells being longer. Given that the only genotypic difference between these two strains is the lack of a Min protein, this indicates that the Min system has an effect on the timing of cell division. Furthermore, we found that the waiting time at cell poles is longer than that at other division sites (the non-polar sites).

In order to understand these findings in a quantitative way, we developed a series of four models to explain and reproduce the experimental observations. In all models we simulated the growth of a bacterial population by following the growth of individual cells. Each cell consists of one or several compartments that each contains one chromosome. Given the spatial resolution of the experimental data there is no need to incorporate into the models any details about the chromosome location and the replication process. We only keep track of the chromosomes to describe the appearance of new compartments and division sites.

Main difference between models 1--3 is the waiting distribution assigned to the division sites. In model 1 we implemented the obvious choice by simply assigning the experimentally observed distributions (see [Fig. 4](#pone-0103863-g004){ref-type="fig"}) to the division sites which are different for polar and non-polar sites. In model 2 this is combined with the blockage of the division sites (to mimik the segregation defect). Both models fail in explaining all relevant experimental data. Model 1 does not yield the correct cell length distribution (see [Fig. 4](#pone-0103863-g004){ref-type="fig"}), while model 2 fails in reproducing the correct division waiting time distribution of the polar sites, see [Fig. S5 in File S1](#pone.0103863.s001){ref-type="supplementary-material"}. Only model 3, where the polar division sites get the same division waiting time assigned as the non-polar sites, yields the correct distribution.

From the failure of model 1 and 2 (and the success of model 3) two conclusions can be drawn.

i.  The chromosome segregation defect caused by the absence of a functional Min system effectively reduces the number of available non-polar division sites.

ii. Polar and non-polar division sites have the same *a priori* probability of being picked as a division site.

The chromosome segregation defect in *minB* ^−^ cells has also been observed in other studies [@pone.0103863-Akerlund1], [@pone.0103863-Jaff1], [@pone.0103863-Mulder1]. The mechanism of this effect is not clear yet, but evidently Min seems to play an important role in chromosome segregation [@pone.0103863-Kerlund1], [@pone.0103863-DiVentura2]. In the models we use a rather simple description of the segregation defect as an effective blockage of (on average) two potential division sites. However, the agreement between model 3 and the experimental data shows that this description is appropriate for our purposes. For a more sophisticated description more details about the segregation defect need to be known.

Finding (ii) is the consequence of the failure of model 2. From the analysis of this model it becomes clear that one has to distinguish between the assigned waiting time distribution (i.e. the waiting time that is assigned to every division site) and the apparent or emerging division site distribution that is obtained by measuring the waiting time of every division site.

Thus, *a priory* polar and non-polar division sites are equivalent but apparently, the chromosome segregation defect has different consequences for polar and non-polar sites. For the non-polar sites chromosome segregation is clearly visible. However, it is less clear when a division site appears at the poles since it is difficult to distinguish between chromosome fluctuations and segregation.

Our finding that timing of polar and non-polar division is identical is further supported by our measurements of the lifetime of the Z-ring. As we saw the lifetime distribution of a Z-ring is comparable at polar and non-polar sites in *minB* ^−^ cells. As for the waiting time the lifetime of a Z-ring, i.e. the time interval between initiation of Z-ring formation and cell division, is longer in *minB* ^−^ than in WT cells for all division sites.

These results are further support for our claim that the lack of the Min system has an effect on the timing of cell division. One can think of many different scenarios that could cause the longer division waiting time in *minB* ^−^ cells. The one we prefer here is that the formation rate of the septum is reduced. It is based on the idea that in the absence of Min oscillations there are more available positions for FtsZ to assemble a Z-ring structure. At the same time the total amount of division machinery does not change, so the septum formation rate is affected. We have tested this idea by introducing model 4 where the division waiting time is set by competition of the division sites for the divisional machinery. This assumption is also supported by our experimental observations that in *minB* ^−^ cells sometimes Z-ring structures were quite extended possibly consisting of several ring structures. Because of this competition the division waiting time in model 4 depends on cell length and compartment number. Here, the cell length represents the amount of division machineries in each cell, while the compartment number relates to the available space for Z-ring assembly.

Thus, model 4 is conceptually somewhat different from models 1--3 since it is not based on the experimentally observed waiting time distributions of *minB* ^−^. Rather, the waiting times are directly calculated from the process of septum formation and the WT distribution of division waiting times. This allows us to use model 4 to describe the properties of WT cells as well. To do so we only have to include that FtsZ is prevented from forming the Z-ring at the poles. Interestingly, even in WT the Min system has an effect on timing of cell division. As shown in [Fig. 13c](#pone-0103863-g013){ref-type="fig"}, the inter-division time of WT cells depends on the ratio of concentrations of MinD to MinE that is believed to set the frequency of the Min oscillations [@pone.0103863-Huang1]. Thus, the emerging picture is that the Min system has a crucial influence on the septum formation rate and that in the absence of the Min proteins this rate is reduced.

This hypothesis is also supported by the finding that *minB* ^−^ cells with a doubled amount of FtsZ have a length distribution quite similar to that of WT. This was experimentally observed in Ref. [@pone.0103863-Bi2]. Model 4 yields similar results, see [Fig. 12](#pone-0103863-g012){ref-type="fig"}. Our model also predicts that for doubled FtsZ level the waiting time distribution of the division sites of *minB* ^−^ cells becomes similar to that of WT cells. All these findings indicate that the change of the rate of septum formation probably mainly relates to differences in the efficiency of Z-ring formation.

A molecular understanding of the influence of the Min system on septum formation is beyond the scope of this paper. It is clear from earlier studies that assembly of FtsZ on the cell membrane is affected by the Min system in a complex manner. The stiffness of FtsZ structures is affected by MinC, and so is the function of the Z-ring as a scaffold [@pone.0103863-Dajkovic1]. Furthermore, both experimental and theoretical approaches have shown that FtsZ can form helical structures [@pone.0103863-Thanedar1], [@pone.0103863-FischerFriedrich1]. These structures are then pushed by MinC to oscillate in the cell as well [@pone.0103863-Thanedar1]. But without the Min system, the assembly of FtsZ is different. In the absence of Min the recovery time of the Z-ring after photo-bleaching is twice as long as in WT indicating that the Z-ring is more dynamical in WT cells [@pone.0103863-Anderson1]. In a more molecular model all these details need to be taken into account.

To conclude, our results show that the Min proteins have an important influence on timing of cell division. This indicates that the Min system is not only a spatial oscillator but also has some aspects of a temporal oscillator (which, according to the definition given above, determines when cellular events take place). Of course, there are important differences to the most prominent examples of temporal oscillators (the cell cycle oscillator or the circadian oscillator). There, temporal oscillations are implemented by temporally varying the concentration of active proteins throughout the cell. This requires some molecular mechanism to control protein function, either through production and degradation of protein or through regulation of protein activity. For the Min system this is not the case, but because of the spatial oscillations the concentration of Min proteins at the (potential) division sites varies with time. If the Min system is indeed a temporal oscillator then one expects that the inter-division time (that is being set by the oscillator) depends on the frequency of the Min oscillations. Our results already indicate such a dependency indirectly as the inter-division time depends on the ratio of MinD to MinE that is believed to determine the frequency [@pone.0103863-Huang1]. However, this point remains to be proven experimentally.

Materials and Methods {#s4}
=====================

Cell growth {#s4a}
-----------

For cloning purposes, *E. coli* cells were grown at 37°C in LB liquid medium or on LB plates containing 1.5% agar. When appropriate, antibiotics were added at the following concentrations (g/ml; liquid/solid): ampicillin (), kanamycin (). Liquid cultures were incubated shaking at 220 rpm at 37°C. Cultures for microscopy experiments were grown in M9 minimal medium [@pone.0103863-Sambrook1] with 0.5% glycerol instead of glucose and 1% Casamino acid, incubated shaking at 170 rpm and 30°C. The solid media included 1% agar. In order to induce expression of the *ftsZ-yfp* fusion harbored by pJC68, of IPTG together with ampicillin were added to the liquid or solid media [@pone.0103863-DiVentura1].

Microscopy and image analysis {#s4b}
-----------------------------

For microscopic analysis, cells were transferred onto pads made of M9 minimal medium [@pone.0103863-Sambrook1] with 0.5% glycerol instead of glucose and 1% Casamino acid and 1% agar. Images were taken with a Leica DM6000B microscope equipped with a Leica Plan Apo 100/NA 1.40 phase-contrast oil objective and a Cascade II: 1024 camera (Photometrics). During the course of the analyses, the temperature of the slide was kept constant with a circulating water jacket objective heater, whose temperature was controlled by a water bath (ministat CC3, Huber) and a feedback system. Images were recorded with Image Pro 6.2 (Media Cybernetics) and processed with Metamorph 7.7.5.0 software (Molecular Devices).

Data analysis was performed with ImageJ v1.42q. Cell lengths and chromosome cluster lengths were measured with the straight/segment line selections tool and the cell outlines were manually marked with the freehand selection tool. The fluorescence intensities of the mCherry, Venus and YFP signals were obtained by integrating over this area.

Strains and plasmids {#s4c}
--------------------

To generate derivatives of strains TB28 and TB43 carrying a fusion of the endogenous *hupB* gene to *gfp* or *mCherry*, three PCR fragments were amplified: the AB fragment (the C-terminal part of *hupB*) was amplified from *E. coli* chromosomal DNA with the primers hupBprimerA and hupBprimerB, the CD fragment (the downstream region of hupB) was amplified from *E. coli* chromosomal DNA with the primers hupBprimerC and hupBprimerD and the *egfp/mCherry* sequence was amplified with the primers GFPfw and GFPrv from the plasmids pGFPC-2 or pCHYC-2. In several cloning steps, the AB fragment was fused with the respective fluorescent protein gene and the CD fragment and ligated into plasmid pBluescript II SK-, using BamHI, SmaI, PstI and EcoRI restriction sites that were introduced during the PCR reactions (see primers in [Table. 2](#pone-0103863-t002){ref-type="table"}). A fragment containing the three fragments was released from the resulting plasmid by restriction with BamH-I and EcoR-I and ligated with the equally cut plasmid pNPTS138-R6KT. The resulting plasmid was then transformed into strains TB28 and TB43, and the fluorescent protein sequence was finally fused to *hupB* on the chromosome by double homologous recombination using a two-step protocol based on sucrose counterselection [@pone.0103863-Fried1].

To construct a derivative of TB28 that synthesizes MinD labeled with mCherry (red fluorescent protein) and MinE labeled with Venus (yellow fluorescent protein), we first PCR-amplified the upstream region of *minD* and the 5′ region of *minD* from *E. coli* chromosomal DNA using the primers pairs US-minD-up-XhoI/US-minD-down-ClaI and minD-up-EcoRI/minD-down-BamHI. Then the *mCherry* sequence from the plasmid pCHYC-2 was amplified with the primers XFP-linker-up-ClaI and XFP-linker-down-EcoRI. These three fragments were then sequentially ligated into the plasmid pBlueskript II SK- using terminal restriction sites that had been introduced during the PCR amplification step (see primers in [Table 2](#pone-0103863-t002){ref-type="table"}). Then, a fragment containing the three fragments was generated by digesting the resulting plasmid with Apa-I and BamH-I and inserted into equally treated plasmid pNPTS138-R6KT. The plasmid was then transformed into TB28, and the fluorescent protein sequence was finally fused to the 5′ end of *minD* on the chromosome by double homologous recombination. In a second step, the primers minE-up-XhoI, minE-down-ClaI, XFP-up, Pvenc-down-EcoRI, DS-minE-up-EcoRI and DS-minE-down-BamHI were used to amplify the 3′ region of *minE*, the gene encoding the fluorescent protein Venus, and the downstream region of *minE* from *E. coli* chromosomal DNA. The three fragments were sequentially ligated into plasmid pBlueskript II SK-. Subsequently, the fused fragments were transferred into pNPTS138-R6KT using the procedure described above, and the Venus sequence was fused to the 3′ end of *minE* on the *E. coli* chromosome.

The construction of a strain synthesizing an FtsZ-YFP fusion was performed as described in Ref. [@pone.0103863-Chen1]. The corresponding plasmid was a gift of B. di Ventura.

All primers and strains used in this study are summarized in [Tables 1](#pone-0103863-t001){ref-type="table"} and [2](#pone-0103863-t002){ref-type="table"}, respectively.

Simulations {#s4d}
-----------

If not states otherwise the simulations of the models started with 1000 randomly initialized cells with different numbers of chromosomes and cell lengths at time . Each cell contains one or several compartments accordingly set by its number of chromosomes. To determine when the chromosome is ready to segregate, we assign each new chromosome a time that is reduced every time step. At the chromosomes is ready to segregate. The time is given by

Here, and are, respectively, the starting and ending length of the corresponding compartment, and is the doubling time. A simulation step represents one time step. In every time step is reduced by one for all compartments and cell length is increased by as given by Eq. (1). At every time step all chromosomes with are duplicated completely. In model 1, all chromosomes segregate giving rise to new potential division sites. In model 2--4, random numbers between 0 and 1 are distributed to the boundaries between neighboring chromosomes. The sites where is larger than some threshold value are blocked and there the chromosomes do not segregate. At all other sites the chromosomes segregate giving rise to new potential division sites. To guarantee that (on average) only two of the potential division sites are blocked we set for a cell that has potential division sites blocked whenever a new site appears. New random numbers are then assigned to the blocked and the new potential division site.

Initially, we assign all non-blocked division sites a waiting time . In models 1--3, is drawn from different normal distributions for polar and non-polar sites (with min for non-polar sites and min for polar sites). In model 4, is drawn from the waiting time distribution of WT cells (min). A simulation step represents one time step and in every time step is reduced by , as explained in the main text. Whenever for a site then the cells divides there.

To mimic the presence of noise in division site placement, is drawn from a normal distribution (nm). Thus, one daughter cell has starting length the other (where is the length of the mother cell) provided that only deviates at most 10% from .

For the simulations custom written C-programs were used. Figures were made with Matlab.
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