Edge representations of operators on closed manifolds are known to induce large classes of operators that are elliptic on specific manifolds with edges, cf. [9] . We apply this idea to the case of boundary value problems. We establish a correspondence between standard ellipticity and ellipticity with respect to the principal symbolic hierarchy of the edge algebra of boundary value problems, where an embedded submanifold on the boundary plays the role of an edge. We first consider the case that the weight is equal to the smoothness and calculate the dimensions of kernels and cokernels of the associated principal edge symbols. Then we pass to elliptic edge operators for arbitrary weights and construct the additional edge conditions by applying relative index results for conormal symbols.
Introduction
Mixed elliptic problems (such as the Zaremba problem for the Laplace operator) or crack problems (e.g., the Lamé system with two-sided elliptic conditions on a crack in a medium) belong to the category of boundary value problems on a manifold with edge and boundary (where the interface in the case of mixed problems or the boundary of the crack play the role of the edge). Such problems are embedded in a corresponding general calculus of edge-boundary value problems with the transmission property at the smooth part of the boundary, cf. [14] . They are controlled by a principal symbolic hierarchy (σ ψ , σ ∂ , σ ∧ ) consisting of the interior, the boundary and the edge component σ ψ , σ ∂ and σ ∧ , respectively. The solvability in weighted edge Sobolev spaces is connected with additional conditions of trace and potential type along the edge (analogously as boundary conditions in the theory of boundary value problems), provided that some topological obstruction for their existence vanishes.
In general, certain weights have to be excluded, and the chosen admissible weights (if they exist at all) affect the number of edge conditions (the difference of the number of potential and trace conditions is equal to the Fredholm index of an elliptic boundary value problem on an infinite cone transversal to the interface). It also happens that such conditions are unnecessary. These data (which depend on the geometry of the configuration and on the coefficients of the operators) are often unknown or very difficult to calculate, also for the concrete examples mentioned in the beginning (although there are 'abstract' characterisations of the qualitative effects in general terms).
It is therefore an interesting extra chapter of the general edge calculus to explicitly construct sufficiently large classes of operators which are elliptic with respect to all components of (σ ψ , σ ∂ , σ ∧ ). Even for the case without boundary (i.e., when σ ∂ disappears) it is a non-trivial task to establish new classes of elliptic elements.
For closed manifolds with edges there are different strategies, e.g., external multiplications between elliptic operators on a cone and on a C ∞ manifold, cf. [19] , or edge representations of elliptic operators on a smooth manifold with respect to an embedded submanifold that plays the role of an edge, cf. [9] . The constructions of [9] are crucial for the characterisation of the number of elliptic interface conditions (together with the admissible weights) for the case of the Zaremba problem and for other mixed problems in the framework of [8] .
In the present paper we construct edge representations of boundary value problems with respect to an embedded submanifold of the boundary. We obtain in this way new families of operators which are elliptic with respect to (σ ψ , σ ∂ , σ ∧ ) on an associated manifold with edge and boundary.
In Chapter 1 we outline the basic material on boundary value problems for differential operators on a manifold W with edge Z ⊂ W and boundary (further details may be found in [16] ). The operators are realised in weighted edge Sobolev spaces. Ellipticity refers to additional conditions of trace and potential type along the edge which exist when a topological obstruction on the operator vanishes; this is an analogue of [2] for edge problems, see also [32, 34] . We show (Theorem 1.3.2) that vanishing of the topological obstruction for the existence of elliptic edge conditions is independent of the weight.
Chapter 2 gives the edge representation of boundary value problems A in the half-space with respect to an embedded hypersurface on the boundary. We show that the resulting operators belong to the edge calculus of Chapter 1 when the weight is equal to the smoothness s, up to certain discrete exceptional values. In particular, the ellipticity of A in the standard sense (i.e., with respect to the interior and the boundary symbol) entails the ellipticity with respect to the edge symbolic hierarchy (Theorem 2.3.2). At the same time we explicitly calculate extra edge conditions, and we see that the above mentioned topological obstruction vanishes in our situation.
In Chapter 3 we pass to boundary value problems on a C ∞ manifold with boundary and obtain the global versions of the results of Chapter 2 (Theorem 3.1.3).
In Chapter 4 we study boundary value problems in edge spaces with arbitrary weights. With the help of relative index results for the principal conormal symbols (Proposition 4.1.2 and Corollary 4.1.3) we calculate the elliptic edge conditions also in this case, up to discrete exceptional weights and using the fact that the topological obstruction remains trivial for arbitrary weights (Theorem 4.2.2). We finally consider the parametrices of our elliptic edge boundary value problems (4.4.1).
Our paper belongs to the program of studying ellipticity of operators on manifolds with geometric singularities, here with edge and boundary.
To give a few references with relations to our results let us first mention the classical works of Agranovich and Vishik [1] on parameter-dependent elliptic problems, and Kondrat'ev [15] on elliptic boundary value problems for conical singularities; another background is the analysis on manifolds with conical exits to infinity in the sense of Parenti [25] and Cordes [7] and the (pseudodifferential) calculus of boundary value problems of Boutet de Monvel [5] . Our approach also develops new aspects of the Sobolev problems, see the paper [36] of Sternin. As is well known the study of operators for conical singularities is also motivated by the index theory and the geometric analysis, see Atiyah, Patodi and Singer [4] , Cheeger [6] , or Melrose and Mendoza [18] (the latter paper also considers relative index expressions in terms of the poles and zeros of principal conormal symbols). Moreover, Nistor [23, 24] , Gil and Mendoza [11] , Loya [17] and many other authors contributed to the field. A calculus of operators on manifolds with edges with extra trace and potential contributions was formulated first in [29] ; concerning index theory in this kind of edge and corner algebras, cf. Schrohe and Seiler [28] , Fedosov, Tarkhanov, and Schulze [10] , or Nazaikinskij, Savin, Schulze and Sternin [20] . The paper [21] gives a detailed description of connections between different branches of the analysis on manifolds with edges, see also the references there.
those are assumed to be restrictions of diffeomorphisms R × X × Ω → R × X × Ω (in the sense of C ∞ manifolds with boundary) to R + × X × Ω. We then obtain transition maps
which induce diffeomorphisms {0} × X × Ω → {0} × X × Ω; they represent the transition maps of an X-bundle over Z.
Similarly to the process of doubling up a C ∞ manifold X with boundary by gluing together two copies X + , X − of X along the common boundary, we can double up W to a manifold 2W without boundary and edge Z. The local wedges for 2W are (2X)
Δ ×Ω, where 2X is the double of X (where we identify X with X + ). The transition maps in the version for 2X are (2X) Δ ×Ω → (2X) Δ × Ω; the corresponding diffeomorphisms R + ×(2X)×Ω → R + ×(2X)× Ω are restrictions of diffeomorphisms R × (2X) × Ω → R × (2X) × Ω to R + × (2X) × Ω. All these maps restrict to the corresponding ones for X = X + itself.
We have the cocycle of maps {0} × (2X) × Ω → {0} × (2X) × Ω which admits to attach 2X × Ω to R + × 2X × Ω which yields R + × (2X) × Ω. This is an invariant construction. The cocycle of maps R + × (2X) × Ω → R + × (2X) × Ω allows us to pass to the so called stretched manifold 2W which is a C ∞ manifold with boundary ∂(2W) that has the structure of a 2X-bundle over Z. There is then a canonical continuous map
For W itself we then define the stretched manifold W to be the preimage of W under the projection (1.4), and we set
For convenience we assume that the transition maps (1.3) (as well as the analogues for the double) are independent of r near zero and that W sing ((2W) sing ) is a trivial X ((2X))-bundle over Z. The second assumption is not essential for our calculus; the first one can considerably be weakened (though this will not be necessary for us).
Let us now pass to the definition of weighted spaces, first on an infinite stretched cone N ∧ = R + × N for a closed C ∞ manifold N , n = dimN (later on we apply this for N = 2X).
Let L μ cl (N ; R l ) denote the space of all classical pseudo-differential operators of order μ on N with parameters λ ∈ R l (i.e., the local amplitude functions a(x, ξ, λ) are classical symbols in (ξ, λ), and
is the space of smoothing operators on N ). We use the fact that for every ν ∈ R there is a parameter-dependent elliptic element
(with the covariable w varying on C), and then extended to more general distribution spaces, also vector-valued ones. In the latter case we often consider w on a weight line Γ β := {w ∈ C : Re w = β} for some real β.
) with respect to the norm
We will also need a slight modification of these spaces for r → ∞. To this end we consider charts
) for every χ and any cut-off function ω(r) (in this paper a cut-off function on the half axis will be any ω ∈ C ∞ 0 (R + ) that is equal to 1 near the origin). We then define
s, γ ∈ R. The spaces (1.5) are Hilbert spaces with suitable scalar products; for s = γ = 0 we have
where L 2 refers to the product measure drdx for some Riemannian metric on N ).
For N = 2X we define the spaces
with the Hilbert space structure of the quotient space
On the spaces K s,γ (N ∧ ) we have a strongly continuous group of isomorphisms
when we set κ λ u(r, x) = r n+1 2 u(λr, x), λ ∈ R + . For purposes below we set
for any cut-off function, and
If a Hilbert space E is endowed with a strongly continuous group {κ λ } λ∈R+ of isomorphisms 
with the group action (1.6) we obtain weighted edge Sobolev spaces
which are Hilbert spaces. Note that 
Our spaces may be generalised to the case of distributional sections in a (smooth complex) vector bundle. In this case we write
where F and G are the corresponding bundles over W and V, respectively; more details on those spaces will be given below. Our calculus will be formulated for F = W × C (the trivial bundle of fibre dimension 1). Concerning G, in general, it is necessary to admit non-trivial bundles, although in the first part of the paper for simplicity those bundles are assumed to be trivial, too. The generalisation to the case of non-trivial F and G is easy and left to the reader. For references in Chapter 4 below, we prepare some notation for general G.
we have a straightforward definition of the space K s,γ (X ∧ , G 1 ). Since every G 1 can be regarded as the pull back of a bundle G 2 over X under the canonical projection X ∧ → X we will often employ the same notation for G 1 and G 2 . Analogously, every bundle G 3 over X ∧ × R q is the pull back of some G 2 over X under X ∧ × R q → X; also here we often take the same letters. Now if G is a bundle on V we can localise it near V sing to a singular chart to
where G 1 over X ∧ corresponds to the restriction of G to that singular chart. We will simply write G for all involved bundles G, G 1 , G 2 (this should not cause confusion).
Boundary value problems
Let W be a manifold with boundary and edge Z. Let W denote its stretched manifold, and 2W its double as explained before.
A differential operator A of order μ on W reg (with smooth coefficients up to ∂W reg ) is said to be edge-degenerate if it has in the splitting of variables (r, x, z) near W sing the form
with coefficients a kα (r, z) ∈ C ∞ (R + × Ω, Diff μ−(k+|α|) (X)). Here X is the base of the model cone which is a C ∞ manifold with boundary ∂X, and Diff ν (X) means the Fréchet space of all differential operators on X of order ν with smooth coefficients up to the boundary.
A (differential) boundary value problem for the operator A in the category of edge-degenerate operators is formulated as
with a column vector T = t (T 1 , . . . , T N ) of trace operators of the form
where B j are edge-degenerate differential operators of order μ j , as explained before, i.e., in a neighbourhood of ∂W reg in 2W near W sing of the form
Assume W to be compact. Then A := A T induces a continuous operator
(in the non-compact case we have a similar continuity between the 'comp' and 'loc' versions of edge Sobolev spaces).
Occasionally, local coordinates on W reg will be denoted by y with covariables η. Close to ∂W reg we then write y = (y , y n+q ) with y being tangent and y n+q normal to the boundary; the splitting of covariables is then η = (η , η n+q ). Finally, close to r = 0 we have the splitting y = (r, x, z) with η = (ρ, ξ, ζ) and y = (r, x , z), η = (ρ, ξ , ζ).
Let us introduce the principal symbolic hierarchy of operators (1.10)
(1.11)
First we have the standard homogeneous principal symbol σ ψ (A) := σ ψ (A) ∈ C ∞ (T * W reg \ 0). Using the edge-degeneracy we can form a 'compressed' version of σ ψ (A) near W sing , defined (with respect to local coordinates x on X and z on Z) bỹ 12) which is homogeneous of order μ in (ρ, ξ, ζ) = 0 and smooth in r up to zero.
The second component σ ∂ (A) is called the boundary symbol. In future, r M will denote the operator of restriction to the set M . On W reg near ∂W reg in the splitting of variables into (r, x, z) ∈ R + × R n + × Ω, x = (x , x n ) (with x being tangent to ∂X and x n normal to ∂X) and the covariables (ρ, ξ, ζ), ξ = (ξ , ξ n ) we have
which is an operator family
parametrised by (r, x , z, ρ, ξ , ζ) ∈ T * ∂W reg \ 0. Similarly as before near W sing in the splitting of variables (r, x, z), x = (x , x n ) (with respect to local coordinates on X near ∂X and z on Z) we have a compressed version, namely,
(ρ, ξ , ζ) = 0, which is smooth up to r = 0.
Finally there is the so called principal edge symbol
The edge symbol σ ∧ (A) represents a family of continuous operators
. The homogeneity of the component of σ ∧ (A) is expressed in terms of group actions on the respective spaces κ
In fact, we then have 
(and all sufficiently large s).
A proof of Theorem 1.2.3 is given in [14] . Recall that D(z) is equal to the set of those w ∈ C such that the subordinate principal conormal symbol
as a family of Fredholm operators
(for s large) is not bijective (the exceptional set D(z) is just as described before in Theorem 1.2.3). In the sequel we assume that for some weight γ ∈ R the condition (1.18) is satisfied for all z ∈ Z. A proof of Theorem 1.2.4 may be found in [14] . The operator A is globally defined on W by local expressions, combined with a partition of unity, the coefficients a kα (r, z) of (1.7) may assumed to be independent of r for r > R for some R > 0. A similar property is assumed on the coefficients b j,kβ (r, z) involved in the boundary operators. Let us set 
is finite for every α ∈ N p , β ∈ N q and arbitrary K Ω.
(
Pseudo-differential operators with amplitude functions a(z, ζ) of that kind (for Ω
occasionally we also write Op(·). For q = 1 we also write op z (·) rather than Op(·) (this will play a role for z replaced by the cone axis variable r). Pseudo-differential operators in r ∈ R + will also occur in connection with the Mellin transform. We then set
In the application below f (r, w) takes values in suitable operator spaces and the argument function is vector-valued. (1.19) is interpreted as a weighted Mellin pseudo-differential operator (with weight γ.
Proofs of this result in different generality concerning the space E,Ẽ are given in [30] or [31] . The general case is treated in [35] .
Remark 1.2.7. We have
for all sufficiently large s and all γ ∈ R.
Since the dimensions p and q in Definition 1.2.5 are independent we also have the symbol spaces S μ (Ω × R q+l ; E,Ẽ) with the covariables (ζ, λ), where λ ∈ R l is interpreted as a parameter. It is often sufficient to consider the case Ω = R q , since Ω plays the role of local coordinates on a manifold. It is then convenient to give the symbol spaces S μ (R q × R q+l ; E,Ẽ) a slightly different meaning compared with Definition 1.2.5 by requiring
and Op(a)(λ) Op(b)(λ) = Op(a#b)(λ) for every two symbols a and b of order μ and ν, respectively (where the spaces in the middle are assumed to fit together), with a unique symbol a#b or order μ + ν (the Leibniz product between a and b), where
Ellipticity with edge conditions
Ellipticity of an operator A on a manifold W with edge Z and boundary should mean the bijectivity of all components of the principal symbolic hierarchy (1.11). The condition for σ ψ (A) and σ ∂ (A) is given in Definition 1.2.2. However this only entails the Fredholm property of σ ∧ (A) in the sense of Theorem 1.2.3. For the bijectivity of σ ∧ (A) we have to enlarge the operator A to a block matrix
by additional edge conditions. Here T has the meaning of a trace operator, K of a potential operator with respect to the edge, while Q is a classical pseudo-differential operator acting between distributional sections of suitable (smooth complex) vector bundles J − and J + over Z.
In order to formulate the extra operators we enlarge the Fredholm family (1.17) to a family of isomorphisms
by additional finite-dimensional entries σ ∧ (K), σ ∧ (T ) and σ ∧ (Q). Here J ±,z are the fibres of J ± over the point z ∈ Z. We may construct (1.23) first for (z, ζ) ∈ S * Z (the unit cosphere bundle induced by T * Z) and then extend the operators by 'κ δ -homogeneity' to all (z, ζ) ∈ T * Z \ 0. The homogeneities of the entries are determined by the spaces in the first components of (1.23) and the chosen order shift in the spaces on Z in the formula (1.22) . For instance, we require
Recall that the construction of the additional entries (first for (z, ζ) ∈ S * Z) is close to a corresponding idea in boundary value problems, cf. [5] . The first step is to find the potential part σ ∧ (K) such that the first row of (1.23) is surjective for all (z, ζ) ∈ S * Z. In this construction, if we do not take care of a minimal choice of the fibre dimension j − of J − , we can simply take
The operators (1.17) belong to the cone algebra of boundary value problems on the infinite stretched cone, cf. [26] , and they are exit elliptic for r → ∞, cf. [14] . This admits to choose σ ∧ (K)(z, ζ) in such a way that
for some ε > 0 (we may even replace the spaces in the latter relation by
, respectively, because these spaces are dense in the weighted Sobolev spaces).
In order to complete the first row of (1.23) to an isomorphism, the second row necessarily has to map ker σ ∧ (A) σ ∧ (K) (z, ζ) isomorphically to J +,z . This can be organised by a projection
to that kernel, composed with an isomorphism to J +,z . Recall from the general ('elementary') K-theory, cf. [3] , that such constructions have a functional analytic background. If
M is a compact topological space (say, arcwise connected), H,H Hilbert spaces, F(H,H) the set of all Fredholm operators H →H in the topology induced by L(H,H), and a ∈ C(M, F(H,H)) a continuous family, there always exists a continuous family of isomorphisms a(m) k(m) t(m) q(m)
:
As is known, this element is independent of the choice of G ± and the families k, t, q. In the present case we have Similar phenomena are known in the theory of elliptic boundary value problems, cf. Atiyah, Bott [2] , or [5] . Recall that boundary value problems have much in common with edge problems, cf. [33, 34] . Let us also note that when the obstruction (1.24) is non-vanishing, there are pseudo-differential (boundary or edge) calculi with global projection conditions, cf. [32, 34] , which generalise those of Atiyah, Patodi and Singer [4] .
Let us make a few further remarks about the nature of the edge symbols of the additional operators K, T , Q. As noted before the operator Q is a classical pseudo-differential operator on Z. Concerning σ ∧ (T )(z, ζ) and σ ∧ (K)(z, ζ) which can be generated by the above construction in
for any excision function χ(ζ) in R q . This gives us elements
Locally over Ω we then form the pseudo-differential operators Op z (t)ω(r) and ω(r) Op z (k j ), j = 0, . . . , N, for some cut-off function ω(r). Then the global operators T and K j are defined as finite sums of operators of the kind
(of course, combined with pull backs to the manifold) where ϕ is coming from a partition of unity on Z, and ψ is a C ∞ 0 function in a corresponding coordinate neighbourhood that is equal to 1 on supp ϕ . This is an invariant construction globally on our manifold with boundary and edge Z, including the transition behaviour of the bundles J ± . Applying Proposition 1.2.6 we obtain the continuity of the operators between the weighted edge spaces in (1.22).
Theorem 1.3.2. The topological obstruction for existence of elliptic edge conditions is independent of the choice of the weight γ for which (1.17) is a Fredholm family.
Proof. Let us give a proof for the situation of elliptic operators on a manifold W with edge Z and without boundary. It will then become clear how to argue in the case of boundary value problems. By assumption our elliptic operator A on W is edge-degenerate near Z in stretched coordinates (r, x, z) ∈ R + × X × Ω, Ω ⊆ R q , cf. the formula (1.7). In the present case the base X of the cone is closed and compact. The principal edge symbol has the form
Assume that σ ∧ (A) induces families of Fredholm operators
Choose cut-off functions ω(r), ω 0 (r), ω 1 (r) such that ω 0 (r) ≡ 1 on supp ω, ω ≡ 1 on supp ω 1 , and write
(the latter notation is justified since a(z, ζ) is multiplied by localisations far from r = 0 such that there is no relation to the weights at 0). Choose a strictly positive function k ∈ C ∞ (R + ) such that k(r) = r for 0 < r < c 0 , k(r) ≡ 1 for c 1 < r, for certain 0 < c 0 < c 1 . In particular, fix c 0 in such a way that ω ≡ 1, ω 0 ≡ 1 for all 0 < r ≤ c 0 . Setting
We have (writing from now on ω = ω(r|ζ|), etc.)
(since k(r) = r on the support of ω and ω 0 ) we obtain
The operator families c i (z, ζ) are compact operator-valued; so they do not affect the index elements and may be ignored. Moreover, the difference
is also compact operator-valued; so it is admitted to compare the index elements of
Then we have
where '∼' means equality modulo a family of compact operators between the respective spaces. Then a parametrix of p 1 (z, ζ) has the form
The second summand of (1.28) is characterised in (1.27) . For the first summand we write
for a family d(z) of continuous operators (not necessarily compact). Writing f
For the first term in (1.29) we write
with a cut-off functionω such thatω ≡ 0 on supp ω 0 ψ (noting that ω 0 ψ ∈ C ∞ 0 (R + )). The operators
are compact sinceωψ vanishes on supp ω 0 ψ; in fact, as is known from the cone calculus, cf. [31] , the operator is of Green type. Thus the first summand on the right of (1.30) is compact. The second summand vanishes in a neighbourhood of 0. Let us write ψ 1 = ψ 1ω + ψ 1 (1 −ω) for a cut-off functionω such that the support of ω 0 ψ and 1 −ω are disjoint. Then the operators ω 0 ψaψ 1 (1 −ω) are compact as is known from the calculus on manifolds with conical exit to infinity, here X ∧ . Then the second summand is equal to In a similar manner we can prove
This gives us altogether p −1
For the index elements we obtain
we finally obtain ind S * Z p 1 ∈ π * K(Z). Summing up we proved the relation (1.26).
In the case of an edge symbol
associated with an elliptic boundary value problem we can argue in the same manner, because all conclusions in terms of Mellin calculus near zero or calculus near a conical exit to infinity have direct analogues in the case of boundary value problems, cf. [27] . The bijectivity of (1.23) is an analogue of the Shapiro-Lopatinskij condition in standard boundary value problems (it is just the bijectivity of the boundary symbol σ ∂ (·)). A proof of this result may be found in [14] . We shall outline a few details in Section 4.3, also in connection with the existence of corresponding pseudo-differential parametrices in the edge calculus.
Model problems in the half-space

Edge characterisations of Sobolev spaces
Our manifold M , = dim M , with boundary ∂M and edge Z ⊂ ∂M , q = dim Z, will locally near a point z ∈ Z be described by the half-space . . . , z q ) . The corresponding covariables will be denoted byη,η , and ζ, respectively.
We form the following operator-valued symbols
where λ ∈ R l is a parameter and
are defined as follows:
which is equal to 1 in a neighbourhood ofx = 0, and
we obtain operator-valued symbols (with constant coefficients)
Observe that we even have
The pointwise composition gives us
takes values in the space of projections to the space
Observe that, when we endow
In addition, using polar coordinatesx → (r, φ),
Incidentally (if we nevertheless have in mind the representation of operators inx rather than (r, φ)) it will be convenient to write
By construction
q+l , and (2.4) belongs to
(2.5)
the operators
define a family of isomorphisms, and we have
where
is the canonical embedding and K(λ) = Op(k)(λ). This is a consequence of (2.4) and (2.5).
In a similar manner, for s >
2 ∈ N, we obtain isomorphisms
with the inverse (E K (λ)), where the notation is of analogous meaning as before for the halfspace case (in the expression for K (λ) we employ a function ω ∈ C ∞ 0 (R d−1 ) which is equal to 1 near the origin). If necessary we write the smoothness as subscript, e.g., 6) and similarly,
for all λ ∈ R l .
Examples for ellipticity with additional edge conditions
We consider the Dirichlet problem for the Laplace operator Δ in R d+q + which represents a continuous operator 
First of all, observe that A itself induces (by restriction) a continuous operator
(2.10)
We now apply the isomorphisms from the preceding section for an arbitrary fixed λ (which we omit for the moment). In this way, composing (2.8) from the right with the operator (E s K s ) for
Then we pass to the composition ⎛ 
and
respectively. It suffices then to apply the relations (2.6) and (2.7).
We want to interpret the operator A s as an edge-boundary value problem on the (stretched) manifold with edge and boundary
in this interpretation R q is the edge, and the (stretched) boundary is equal to
We first rewrite (2.8) in polar coordinates with respect to the variablesx ∈ R d + \ {0},x → (r, φ). For purposes below we write Δ more generally as
+ )) (which is the form of an arbitrary differential operator A of order 2 with smooth coefficients in polar coordinates).
In the present case for the Laplacian the coefficients a jα (r, z) are independent of r, z. The function
Then we have A = Op z (a). Moreover, the operator D of restriction to the boundary has the interpretation of D = Op(a ) for
which is also an operator-valued symbol (although it is independent of variables and covariables) of order
which is just the explanation of (2.10). Clearly in a similar manner we can generalise this to an operator A(γ) by interpreting a and a as operatorvalued symbols with the weight γ in place of s; this yields a continuity similar to (2.10) between the Sobolev spaces with arbitrary weight γ ∈ R.
Let us also consider the homogeneous principal edge symbol of (2.10) which is a column vector
(2.14)
for ζ = 0. The second entry of (2.14) is the operator of restriction to the boundary, the first one has the form r
(recall that in our example there is no dependence on z; so we omit it again).
For every fixed ζ = 0 the operator (2.14) represents a Dirichlet problem for the operator
with respect to the boundary R d−1 .
Theorem 2.2.2. For every ζ = 0 the operator (2.14) is Fredholm, and we have
Proof. The construction which produced the operator (2.9) from (2.8) can be carried out on the level of ζ-depending operator families
under the same condition on s ∈ R as before (and D in the meaning of the operator of restriction tox = 0). Instead of K s , P s−2 , etc., we take the operator families
with σ ∧ (K s−1/2 )(ζ) and σ ∧ (T s−1/2 )(ζ) being defined in an analogous manner as the expressions before, now for d − 1 instead of d.
Now a similar composition as (2.11) gives us an operator family
, etc., cf. the formulas (2.12) and (2.13), Proof. The half-space R d + may be regarded as a manifold with exit to infinity and boundary. Let us set A ζ := σ ∧ (A)(ζ), cf. the formula (2.15). The ellipticity of boundary value problems in such a situation is determined by a principal symbolic hierarchy
where 
The general case
Let A = |α|≤2m a α (y)D α y be an elliptic differential operator in R + with smooth coefficients a α ∈ C ∞ (R + ) that are assumed to be independent of y for large |y|. Consider an elliptic boundary value problem for the operator A in the half-space
The trace operator T is assumed to be of the form
where B j is a differential operator of order μ j with smooth coefficients that are also independent of y for large |y|. Ellipticity of the operator A := A T refers to the principal symbolic hierarchy
of boundary value problems, where σ ψ (A) := σ ψ (A) is the homogeneous principal symbol of order 2m of A itself, while
is the principal boundary symbol of A. Ellipticity of A is defined by the following conditions:
(ii) (2.20) as an operator function
is a family of isomorphisms for any sufficiently large s and all (y , η ) ∈ T * R −1 \ 0.
Similarly as in the preceding section we rephrase the continuous operator
as an operator in edge representation with respect to the splitting of variables
We fix s ∈ R sufficiently large, i.e.,
We also form the family of operators
defined by the column matrix consisting of
Then a procedure similar to that which gave us (2.9) allows us to rewrite the operator A in the form
.
In fact, we first have isomorphisms 29) and
Then it follows that (when we again fix λ and then omit it)
In the latter expression we employed an analogue of Remark 2.2.1.
is a family of Fredholm operators for all (z, ζ) ∈ T * R q \ 0 and all
2 ∈ N, and we have
Proof. Let us show that (2.24) for every (z, ζ) ∈ T * R q \ 0 is a family of isomorphisms. In fact,
is a family of elliptic boundary value problems in R d + , regarded as a manifold with boundary and exit to infinity. The ellipticity here is defined in terms of the principal symbolic hierarchy
Let us set A z,ζ := σ ∧ (A)(z, ζ), cf. the formula (2.24). As in the special case of operators in the preceding section the Shapiro-Lopatinskij ellipticity of our original problem in R + entails the invertibility of σ ∂,e (A z,ζ )(ξ ) for all z ∈ R q ,ξ ∈ R d−1 . In fact, (ξ , ζ) corresponds to η , and the bijectivity of σ ∂ (A)(y , η ) in the sense of (2.22) for all ξ = 0 entails the invertibility of
∂,e (A z,ζ )(ξ )), is just the inverse of A z,ζ as a family of maps (2.24). (2.34) and A z,ζ defined by (2.32) is just the (m + 1) × 1 upper left corner for (z, ζ) ∈ T * R q \ 0. Therefore, this is Fredholm, and (2.33) is just a consequence of the isomorphism (2.34).
Now (2.24) can be reformulated in the form
We now complete (2.34) to the principal symbolic hierarchy
of the operator A s . Similarly as in the preceding section we express the involved operators in polar coordinates with respect to the variablesx
, and the trace operator takes the form
Similarly as (1.12) we form
which is also homogeneous of order 2m in the covariables (ρ, θ, ζ) = 0 and a smooth function in (r, φ, z) up to r = 0. Finally we set
We also have the expressed boundary symbol
with components that are κ λ -homogeneous in the covariables (ρ, θ , ζ) = 0 and smooth in (r, φ , z) up to r = 0. In a similar manner, the bijectivity of (2.22) implies the bijectivity of the boundary symbol
for all (ρ, θ , ζ) = 0 and sufficiently large t, and also the bijectivity ofσ ∂ (A s )(r, φ , z, ρ, θ , ζ) up to r = 0.
The principal edge symbol σ ∧ (A s )(z, ζ) is the same as (2.34) and hence bijective as noted in the proof of Theorem 2.3.1. Summing up we proved the ellipticity of A s with respect to (σ ψ , σ ∂ , σ ∧ ).
Observe that in polar coordinatesx → (r, φ) we have
(cf. also the abbreviation in the formula (1.17)) for (z, ζ) ∈ T * R q \ 0, with the (m + 1) × 1 upper left corner
cf. the formula (2.32). The operators (2.36) represent a parameter-dependent family in the cone calculus of boundary value problems on the infinite (stretched) cone (S
Remark 2.3.3. Note that s in the spaces
K s,s (S d−1 + ) ∧ , etc.,
plays the role both of smoothness and weight. Many relations remain true if we replace the smoothness index by t (sufficiently large).
In particular, instead of (2.36) we can write 
Remark 2.3.4. The principal conormal symbol of σ ∧ (A s )(z, ζ) (in the sense of the cone calculus) represents a family of continuous operators
The conormal symbol (2.37) is a subordinate symbolic structure of the calculus of edge boundary value problems. The ellipticity of A s , more precisely, the Fredholm property of (2.36) implies that the operators (2.37) are a family of isomorphisms for all
3 Global constructions
Edge representation of boundary problems
Let M be a compact C ∞ manifold with boundary ∂M , and let Z ⊂ ∂M be a compact C ∞ submanifold of codimension d > 1. For simplicity, we let Z have a trivial normal bundle in ∂M (this assumption is not really essential).
We now interpret M as a manifold W with edge Z and boundary, and ∂M as a manifold V with edge Z (and without boundary). Locally near Z the manifold W is modelled on R On M we have the standard Sobolev spaces
This refers to the splitting of variables (
which refers to the splitting of variables ( 
Motivated by the equivalent descriptions
Moreover, let B j be differential operators of order μ j , given in a collar neighbourhood of ∂M in M (with smooth coefficients up to ∂M ), and form the continuous operators
. . , T m ) together with A represents a global boundary value problem for
concerning notation, cf. the formula (2.37).
Our next objective is to reformulate A as an edge problem in the sense of Section 1.2. To this end we employ the following theorem. 
for |λ| sufficiently large, where (3.2) localises near Z to the operators (2.28), and the inverse
29) ( both modulo lower order terms, to be explained in the construction below).
The proof of Theorem 3.1.1 will be given in Section 3.2 below.
Applying an analogous construction for the case without boundary, for every
2 ∈ N, we obtain a family of isomorphisms
for |λ| large, with the inverse P (λ) T (λ) which localises near Z to the operators as constructed in Section 2.3 before (modulo corresponding lower order terms). 4) are weight conditions for the ellipticity. The operator A s itself is continuous in the sense This will follow from the existence of a parametrix in the edge calculus, cf. Section 4.3 below. 
The construction of global isomorphisms
In this section we give the proof of Theorem 3.1.1.
We first consider the case that M is closed and compact. The proof for a manifold with boundary is then straightforward and left to the reader. We fix a covering of M by coordinate We construct the analogues of the operators (3.2) for the closed case in the form
is the canonical embedding, and
The inverse of E K(λ) will be approximated by
for large λ.
Observe that the operator of multiplication by a function ϕ(
It does not depend on the covariables but it is not classical in the sense of Definition 1.2.5. Relations of that kind belong to the tools for the calculations below.
Remark 3.2.1. Another aspect is that for every
. In fact, we can write
By virtue of ϕ |x|
Applying Remark 1.2.8 we see that ϕ|x|
Since this holds for all K ∈ N, the relation (1.20) for μ = −∞ gives us the assertion.
Writing for abbreviation
we have
We then consider
Let us first characterise the entries of (3.8). 10) where, according to Remark 3.2.1,
takes values in ker t(ζ, λ) we see that the first summand of (3.10) vanishes, i.e., we have
where we used the fact that (by an appropriate choice of the cut-off function
, and C kj (λ) = Op(c kj )(λ) for a corresponding symbol of order −∞, again by Remark 3.2.1. In order to shorten notation in the rest of the proof we write '∼' when equalities hold modulo term of order −∞ in λ. Applying Remark 1.2.8 we obtain
for a symbol r(z, ζ, λ) of order −1 and we obtain
Now we have pk = 0. By Remark 1.2.8 the second summand on the right can be reformulated as
. In other words, we have 
For the expression (3.9) we first assume
In the latter relation we employed
. The latter relation can be obtained by similar arguments as in Remark 3.2.1.
Finally, in the case L + 1 ≤ j, k ≤ N we have
From these calculations we obtain the following result (with 1 denoting identity operators in different spaces): Proposition 3.2.2. We have 14) and
with remainders R(λ), R (λ),R(λ) of order −1 in λ ∈ R l in the sense of the pseudo-differential calculus along Z with corresponding operator-valued symbols.
Proof. We obtained
where R kj (λ), R kj (λ),R jk (λ) are of order −1, concentrated near Z. Taking the sums over j, k = 1, . . . , N we just obtain the relations (3.14) and (3.15), respectively.
Summing up we have
modulo a Schwartz function in λ; where 1 is the 2 × 2 identity matrix and
There is asymptotic summation in symbols and associated operators of that kind. This allows us to form
and we then have
Since 1+C(λ) is invertible for |λ| large enough we conclude that E K(λ) is invertible for those λ, and the inverse of E K(λ) has the form
This gives us an analogue of Theorem 3.1.1 for the case without boundary.
Remark 3.2.3.
Replacing λ in this conclusion by (λ 0 , λ) ∈ R 1+l we obtain the isomorphism result for |λ 0 | large and all λ ∈ R l . So we obtain invertibility of such operator families for all λ ∈ R l .
Proof of Theorem 3.1.
1. An inspection of the proof of Proposition 3.2.2 shows that the calculations remain valid for the case with boundary when we reinterpret the meaning of the involved operators in an evident manner. First the functions (ϕ L+1 , . . . , ϕ N ) in the second sums of (3.6) and (3.7) are chosen as in the beginning of this section. The local operator-valued symbols involved in T (λ), K(λ) and P (λ) are now given by (2.1) and (2.2), respectively. The generalisation of the calculations of the proof of Proposition 3.2.2 to the case with boundary is now straightforward.
Edge operators for arbitrary weights
Relative index relations
As we saw in Chapter 1, ellipticity in the calculus on a manifold W with edges makes sense in weighted edge Sobolev spaces of arbitrary weights, provided that the corresponding principal edge symbols are bijective in the sense of (1.23). In Chapter 3 we constructed elliptic edge problems for the case when the weight is equal to the smoothness s, cf. Assuming the Shapiro-Lopatinskij ellipticity of A, the question is now to calculate the number of extra edge conditions for arbitrary γ ∈ R (possibly up to a discrete set of exceptional values) such that a corresponding operator A γ in the edge calculus having (4.1) as the upper left corner is Fredholm. This will be done in terms of relative index results for the associated edge symbols. 
In the following consideration we admit arbitrary weights γ, β. Assume that the operators
are Fredholm for all (z, ζ) ∈ T * Z \ 0 and t large enough, cf. is Fredholm, and we have ind op The consideration so far concerns index shifts for fixed (z, ζ) ∈ S * Z. If we associate the Fredholm family σ ∧ (A γ )(z, ζ) and σ ∧ (A β )(z, ζ) with the K-theoretic index elements
by Theorem 1.3.2 we then have 
Construction of edge conditions
Let A = A T be an elliptic boundary problem on M . As we know, for every γ ∈ R we can realise A as a continuous operator If γ ∈ R is a weight satisfying the condition (4.2) we explicitly know the number of additional edge conditions such that the corresponding edge problem (4.15) is Fredholm. For small γ (for instance, γ < 0) we do not have any information of that kind, but our relative index result gives us the following theorem: is a family of Fredholm operators. The main step of the construction of A β is to fill up (4.19) to a family of isomorphisms. By virtue of (4.13) there exist elements J ± ∈ Vect(Z) such that
Applying Remark 1.3.1 we find a family of isomorphisms
smoothly depending on (z, ζ) ∈ S * (S d−2 ). In order to verify (4.18) we first note that the bijectivity of σ ∧ (A β ) entails the relation ind σ ∧ (A β )(z, ζ) = j + − j − . Moreover, we have a relation for ind σ ∧ (A γ )(z, ζ) by (2.33) for s := γ. Then (4.18) is a consequence of (4.12).
Edge parametrices
Ellipticity for edge operators A has been studied for the case of differential operators A in the upper left corner and differential boundary conditions (both edge-degenerate). In order to show the Fredholm property from the ellipticity with respect to (σ ψ , σ ∂ , σ ∧ ) we should construct parametrices in the pseudo-differential edge calculus. In this section we outline the most important steps of that construction. The general background will be Boutet de Monvel's calculus of pseudo-differental boundary value problems with the transmission property at the boundary. for elements C j (λ) ∈ B −∞,0 (X; R l ) and any differential operator D of first order on X that is equal to ∂ xn in a collar neighbourhood of ∂X.
