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I. INTRODUCTION
With the rapid growth of the portable electronics market in the last few years, the emphasis in VLSI design is shifting from high speed to low power. Portable applications like wireless communication and imaging systems (digital diaries, smart cards) demand high-speed computations, complex functionalities, and often real-time processing capabilities along with low power consumption.
Traditional approaches to minimizing the power consumption of static complementary metal-oxide-semiconductor (CMOS) logic networks have advocated straightforward reduction in the supply voltage. Since the dynamic power is proportional to the square of the supply voltage, this is the most effective technique for power reduction. The resulting increase in delay can be effectively compensated through increased data-path parallelism in special-purpose signal-processing applications and by careful transistor sizing [1] , [2] . In some situations it has been recommended that the threshold voltage of the transistors be reduced to improve the circuit performance [3] , [4] . However, the static power component of the power dissipation has an inverse exponential dependency on the threshold voltage. This implies that reducing the threshold voltage could cause a significant increase in the static power component.
Methodologies for minimizing the sum total of static and dynamic energy consumption in general-purpose CMOS circuits have been proposed in [5] - [7] . Total power is minimized through careful selection of supply and threshold voltage values and device sizes such that the leakage and switching components of the dissipation are equal.
The use of dual-threshold voltages for power reduction has been examined in [8] and [9] . In both the methods, all the transistors in the circuit are initially set to have a low threshold voltage. Subsequently, using the algorithms developed, the threshold voltage of some of the gates that do not lie on critical paths is increased. The leakage power can be reduced by up to 50% without affecting the performance of the circuit. However, the authors have not considered the effects of such a dual-threshold voltage selection scheme on the dynamic power dissipation of a given circuit. In this paper, we develop algorithms that target the reduction of the total power dissipation of the circuit.
II. PROBLEM DESCRIPTION
We illustrate a novel algorithm for selecting the threshold voltage of the gates of a random logic circuit from a choice of two predefined [5] , [8] , we assume that the values of the threshold voltages are specified by the process technology and cannot be variables in the optimization process. This is usually true since the threshold voltage is very difficult to control accurately and the designers are not at the liberty of selecting a value that is not supported by the process. The goal of the selection process is to enable a subsequent power optimization of the circuit to reduce the dynamic component of the power dissipation. Henceforth, the low and high threshold voltage values will be called VtL and VtH , respectively, and the corresponding gates will be referred to as low-V t and high-V t gates, respectively.
Since the threshold voltage of a gate is restricted to one of two possible choices, the optimization becomes a constrained 0-1 programming problem. Any optimal solution, such as the convex programming approach in [10] , cannot be used to solve the problem because the constraint set is no longer convex. The complexity of the problem can be better understood with the aid of an example. Consider a circuit with N gates. There are 2 N possible assignments of the threshold voltages of the gates from the set fV tL ; V tH g. To obtain the globally optimal solution, we would theoretically have to apply an optimal sizing algorithm (such as in [10] ) for each of these configurations.
In order to reduce the problem complexity, we have divided it into two parts. First, we heuristically assign the threshold voltages of the gates to either V tL or V tH . Then a power minimization algorithm is applied that selects the gate sizes and the supply voltage for minimal power operation. The maximum percentage of low-V t gates could be specified by the designer based on leakage power considerations and noise characterization studies. Our approach reduces the complexity of the solution by requiring only one application of a global optimization algorithm as opposed to 2 N applications.
III. CIRCUIT MODELS
Usually the delay models selected for estimating the delay of a gate assume that the signals at the inputs of the gate consist of ideal step waveforms. This is not realistic and practical waveforms will always have nonzero transition times. In general [11] , there are two distinct contributions to the delay of an inverter. The first part is the intrinsic delay of the inverter under a step input and the second part is a correction factor that accounts for the transition time of the signal waveform at the input of the gate. It was demonstrated in [11] that this input-dependent factor could account for as much as 50% of the total delay. The delay of the inverter G INV for a nonstep (ramp) input (with rise time ) is
where 1 INV is the delay of G INV for a step input and the factor a INV
indicates the extent to which the delay of the gate depends on the input slope [11] . Henceforth, we shall call it the slope factor of the gate. Equation (1) was extended for NAND (NOR) gates in [12] by constructing an equivalent inverter and using its slope factor. The input slope used is the rise time of the input that is in the path being considered. However, it should be noted that this approach may not accurately model the delay of the gate in all cases and could lead to suboptimal solutions when used in an optimization algorithm. It has been shown [12] that the slope of the output transition of a gate is linearly related to the delay of the gate. Hence, we can approximate the input slope in (1) by the delay of the gate driving the input.
To calculate the step-input delay and the power dissipation of a static CMOS gate, we use the accurate analytical expressions described in [5] .
IV. ALGORITHM
The overall algorithm design is motivated by the following observation. Consider a critical path in a circuit which consists of high-Vt gates only. Suppose that we arbitrarily convert one of the gates in the critical path to a low-V t gate. The delay of this gate decreases and this creates a certain amount of slack in the path delay, where the slack is defined as the difference between the specified clock period and the path delay. Now we can afford to slow down the path by reducing the size of the gates in the path or lower the supply voltage (or both) such that the path still meets the timing deadline. Both of these modifications lead to a reduction in the dynamic power dissipation which is usually the dominant component of the power dissipation. Hence, the total power dissipation is also lowered. This idea is formalized in algorithm Optimize ().
Algorithm: Optimize () begin
8gates gi: gi:Vt VtH S-I: Run power optimization step, i.e., select V dd and g i :W (8g i ) to minimize total power S-II: Heuristically select a subset (S) of the gates 8gates g i 2 S : g i :V t V tL
S-III: Rerun power optimization step end
All the gates in the circuit are initially set to the high threshold voltage VtH . The gates are then sized and a supply voltage V dd is selected such that the circuit meets the timing criteria and the power dissipation is minimized. After the power optimization step, the critical paths of the circuit are studied to extract a subset of the gates which are set to a low threshold voltage, V tL . The designer can specify the number of low-Vt gates (K) desired. The circuit is subsequently re-optimized for low power operation. 
A. Circuit Partitioning for Dual-Threshold Voltage
Clearly, the most significant part of the algorithm is the selection of the gates that are assigned a low threshold voltage. Given a critical path, if we were to select a single low-Vt gate, then we should pick the gate that would lead to the largest reduction in the path delay. In other words, we should try to maximize the path delay slack that gets created. This would allow a significant reduction in the dynamic power component. In the rest of the section, we quantify which gate we consider to be the "best" candidate to have a low-V t in a given critical path.
Consider a path P consisting of n gates g1; g2; ...; gn numbered sequentially from the primary input to the primary output. The delay of the path is T P = T 1 + T 2 + 111 + T n , where the delay of g i is Ti = 1i + ai Ti01 , as in (1) . Here, 1i is the delay of gi for a step input and a i is the slope factor of g i . As discussed in Section III, the input slope has been replaced by Ti01 , the delay of gi01 .
If the threshold voltage of the ith gate is changed, then the delays of all the gates occurring after g i in the path are affected, due to the dependence of the delays on the input slope. The change in the delay 
where A i is a constant indicating the sensitivity of the delay of the path P on the delay of g i . Suppose that g i and g i+1 are successive gates in P . We can readily verify that Ai = (1+ai+1Ai+1). Thus, for a given path, we can calculate the A's of the gates by starting from the output and proceeding toward the input. Now, let us revisit our original problem of selecting a single low-Vt gate from a circuit which has all high-V t gates. Ideally, we would like to find a gate that lowers the delay of many critical paths. Our experiments indicate that the gate with the largest value of 1Ti is usually one that has a number of paths passing through it. This is due to the fact that a gate with many fanin or fanout nets has to drive a large capacitive load and hence has a large delay. It can be shown that if a gate has a large delay then it also has a large value of 1T i . Hence, it follows that the gate with the largest value of the product Ai 1Ti is likely to be a very suitable candidate. This forms the basis of the selection procedure
SelectLowV t Gates ().
Procedure: SelectLowV t Gates () From the most critical path, the gate that creates the maximum reduction in the delay is chosen and its threshold voltage is set to V tL .
The updated delays of all the gates are then recalculated. This process is repeated K times, where K is the prespecified number of low-Vt gates that we desire. Note that the same path might be selected in more than one iterations if the reduction in its delay was not enough to make it subcritical. This ensures that we reduce the critical delay of the circuit in each iteration.
B. Optimization for Minimum Power
In steps S-I and S-III of algorithm Optimize (), we need a circuit optimization procedure that would select the supply voltage and the gate sizes in such a way as to minimize the power consumption. In [5] , the authors have demonstrated a heuristic algorithm to perform optimization for low-power operation of digital random logic CMOS circuits. This technique has been shown to be fast and performs well over a wide range of circuits. We have used a modified version of this algorithm that performs the optimization assuming that the threshold voltages of the gates are fixed and cannot be used as optimization variables.
V. EXPERIMENTAL RESULTS
We ran the optimization algorithm described in the previous sections on the combinational portions of several ISCAS89 benchmark circuits. Table I provides the results obtained by running our algorithm on the benchmark circuits. The values of the power supply voltage (V dd ), the average transistor width (w), and the total power (Popt) is tabulated for the single-V t optimization (all the gates are at the high-V t ) and the dual-V t optimization. The values of the high and low threshold voltages were set to 400 and 200 mV, respectively, and 30 low-Vt gates were selected for the dual-V t solution. It can be seen that in some instances the total power reduces by more than 50%. The CPU times for the three steps in algorithm Optimize () are also provided. Most of the time is spent in the two optimization steps and the dual-threshold partitioning takes only a small fraction of the total time.
To obtain solutions that were robust to noise and process fluctuations, the optimization was performed assuming a 5% clock skew and a 10% variation in the nominal value of the threshold voltages. The worst case values of the threshold voltages were assumed at all stages, i.e., maximum value (1:1 2 V t ) for delay computations and minimum value (0:9 2 V t ) for power calculations. All the optimizations were performed for a critical delay of 3.17 ns (corresponding to a 300-MHz clock with a 5% skew). Note that further constraints could be easily incorporated into the optimization. For instance, we could ensure that the V dd =V t ratio does not become smaller than a specified limit. Fig. 1 shows the effect of the number of low-Vt gates, K , on the power savings achieved by our optimization algorithm. For this experiment, we have assumed that the values of V tH and V tL , provided by the manufacturing process, are 400 and 100 mV, respectively. At this value of V tL there is a significant subthreshold current and after a point the increasing static dissipation starts to dominate the total power dissipation. It is clear that the power dissipation with all the gates set to the same threshold voltage is not necessarily the best solution. We see that in the best case we can achieve about 40% reduction in the power dissipation. It should be pointed out at this point that some of the curves in Fig. 1 are not smooth due to our use of a suboptimal algorithm [5] to perform the power optimization step.
In Fig. 2 , we plot the same variation for a different process which provides a low-V t of 200 mV. In this case, the static leakage power component is not a significant part of the total power consumption. Hence, the total power consumption tracks the dynamic component which, as discussed in Section IV, decreases with increasing K . For this situation, we can obtain up to 70% reduction in the total power consumption. However, after a point very little additional savings are obtained by increasing the number of low-Vt gates. By judiciously selecting the value of K , even in this case, we could obtain a "good" solution without having a circuit with all low-V t gates. Note that it may not be desirable (due to noise considerations, etc.) to use the all low-V t solution.
It is difficult to predict the optimal value of K . In practice the designer should incrementally increase K until the static power component becomes significant. Our experiments indicate that approximately 30-35% of the gates corresponds to a good tradeoff between the static and dynamic power components.
For a given value of K , we would like to find the difference in the total power consumption of the circuit with our choice of low-V t gates and that of the circuit with the optimal choice of K low-Vt gates. However, it is extremely difficult to obtain the optimal solution. For instance, let us consider s344 which is our smallest circuit with 207 gates. If we take K to be 10, there are 207 C 10 (>3 2 10 16 ) choices for the low-V t gate selection. It is obvious that we cannot enumerate all these possible combinations to find the best selection. In order to evaluate the quality of the results obtained by selecting the gates according to our heuristic, we compared the results against random experiments on the circuits. Instead of the heuristical dual-V t selection step, we selected a random set of K low-V t gates from the circuit. For each value of K , the random experiment was conducted 1000 times and the minimum, maximum and mean values of the total power obtained over the 1000 experiments are presented in Table II for four of the benchmark circuits (similar trends were observed for the other circuits). We can see that our dual-threshold selection heuristic performs much better than a random selection of K gates. By repeating the random experiments a large number of times (1000), we attain a high level of confidence that our algorithms can provide a very fast and near-optimal solution, as opposed to randomized optimization algorithms like simulated annealing.
VI. CONCLUSION
We have demonstrated a new approach to low power optimization of digital static CMOS circuits for dual-threshold voltage manufacturing processes. The algorithms developed allow the designer to assign one of two threshold voltages to all the gates in the circuit. The assignment is performed in such a way that subsequent optimization for low power operation yields a significant reduction in the total power consumption of the circuit. Experiments were conducted on several ISCAS89 benchmark circuits and results indicate that significant improvement in power consumption, over single high-Vt circuits, can be achieved. The algorithm is fast and typically completes in a few CPU seconds.
I. INTRODUCTION
Power consumption in complementary metal-oxide-semiconductor (CMOS) has two components: ac (dynamic) power that varies with operating frequency and dc (static) power that is independent of frequency [1] - [3] . The two major sources of dynamic power are the capacitive current for charging and discharging load capacitances and the short circuit (or overlap) current [4] . When the supply voltage is aggressively scaled down the percentage of short circuit power becomes smaller and tends to zero as V dd gets close to V th [5] . The two major sources of static power are the subthreshold current [6] , [7] and the junction leakage current. In deep submicron technologies the junction leakage becomes negligible compared to the subthreshold current, but other leakage phenomena like gate oxide tunneling and gate induced drain leakage (GIDL) are likely to become important [8] , [9] .
Although recognized as an important method to reduce power [1] , scaling the power supply voltage has been historically driven by reliability concerns (gate oxide breakdown voltage and leakage) and not by power reduction strategies. The SIA Technology Roadmap [10] , [11] In what follows we show that a V dd as low as 0.8 V should be used for low-power circuits even with current 0.25 and 0.18 processes as it provides the optimum energy-delay product for the design.
A. Figures of Merit for Low-Power Design
The "classic" two-dimensional VLSI design space tries to minimize the circuit area (A) and delay (T ) in order to reduce cost and improve performance, by using optimizations with objective functions such as A, AT , and AT 2 [12] . The new emphasis on low power adds a third dimension (power) to the previously two-dimensional design space [13], but, except for a few cases [14] , most of the research in lowpower design is still two-dimensional with objective functions such as P (power), P T (energy), and P T 2 (energy-delay product). 1 The power P itself is a poor candidate for optimization as it can always be lowered trivially by reducing the clock frequency. The energy P T is an appropriate figure of merit for applications without stringent performance requirements, but, when performance is critical, the energy-delay product P T 2 is a good compromise between the need to reduce power while still operating at reasonable speed [15] . The author is with the Electrical Engineering Department, University of Virginia, Charlottesville, VA 22903 USA (e-mail: mircea@virginia.edu).
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