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ABSTRACT 
 
 In addition to its use as an energy storage medium or fuel, hydrogen gas has a variety of 
commercial applications such as methanol and ammonia production. Given the volatility and 
flammability of hydrogen, as well as its small molecular size, fast and accurate sensors capable of 
operating in a variety of environments are necessary. A large subset of hydrogen gas sensors rely 
on palladium metal, which is known to reversibly react with hydrogen to form palladium hydride. 
This results in a change in the optical, electrical and mechanical properties of the film. These 
changes are a result of a change the Fermi level and band structure of the metal, as well as an 
increase in lattice constant in the presence of hydrogen. The change in complex refractive index 
plays a role in both reflection/transmission, and for determining resonances or guided modes in 
waveguides and other sub-wavelength features. However, the increase in the lattice constant of the 
metal, a process called hydrogen induced lattice expansion, was found to be equally important in 
modeling the response of the sensors, both from an optical and a mechanical perspective. 
 This dissertation is concerned with the simulation, fabrication, and testing of palladium 
based optomechanical sensors, particularly to elucidate the role of hydrogen induced lattice 
expansion in their design and functionality. Two specific sensor designs: a nano-aperture based 
sensor and a cantilever based sensor were designed, fabricated, characterized, and modeled. The 
first sensor developed was based on a single nano-aperture etched into a palladium coated fiber 
facet. Designed to operate based on the principle of extraordinary transmission and the change in 
optical constants of the palladium, this sensor showed experimental sensitivity down to 150ppm 
in transmission and 50 ppm reflection. However, without inclusion of the mechanical effects, the 
device behavior was unpredictable. Separate work was thus carried out to characterize lattice 
expansion in thin palladium films using quantitative phase imaging techniques, so that a new 
sensor could be designed and accurately modelled. This second fabricated sensor consisted of a 
Pd coated cantilever which operated based on optical probing of mechanical deflections. For more 
thorough characterization, the cantilever was measured using the same phase imaging techniques. 
The results of this analysis further improved the understanding of thin film expansion and the 
capabilities of diffraction phase microscopy for material analysis. Furthermore, this culminated in 
the fabrication of a sensitive and reliable optomechanical hydrogen sensor whose response 
matched theory. 
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CHAPTER 1 
INTRODUCTION 
 
Interest in the development of low cost and accurate trace gas detection platforms has grown 
recently due to their potential use in a variety of commercial, agricultural, and security industries. 
Small footprint, unobtrusive, point-based detection of gases or solutes is particularly important 
since such a device could easily be integrated into existing systems and would allow for high 
spatial accuracy and modeling for distributed systems. Optical fiber meets these desired criteria 
since it is cheap and robust, and can have a very small footprint. Optical sensors also offer an inert 
detection paradigm, have low risk of sparking, negligible electrical interference, a robust material 
platform that can survive in harsh environments such as high temperature and humidity [1], and 
the ability to be distributed as a point sensor network covering long distances. 
 Concern over diminishing fossil fuels and the environmental and ecological issues raised 
by their use has intensified interest in developing and implementing more sustainable sources of 
energy. Solar, wind, and geothermal have all seen substantial support as technologies to supplant 
fossil fuels as our primary source of power generation; however, none of these represent a viable 
alternative to petroleum based fuels in portable applications. Being both energy dense (by weight) 
and easily transportable, hydrogen gas is one of the most promising candidates for a replacement 
fuel and as a storage medium for intermittent energy sources. Hydrogen is also used in methanol 
and ammonia production, among other applications. A major concern with hydrogen gas is its 
flammability in air, with a lower explosive limit of 4% [2]. This is compounded by the fact that 
hydrogen is a small molecule and hard to contain, necessitating early leak detection. Furthermore, 
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whether in a combustion engine, reactor vessel, or some other process, it is often required to know 
the exact concentration present. 
 Unlike other gases, hydrogen does not have a strong optical absorption spectrum, making 
absorption spectroscopy difficult. Due to this, one of the primary methods for optical hydrogen 
detection is the use of a functional layer such as a palladium or platinum film [3]. Pd alloys with 
Ag, Au, and WO3 have also been studied [4]–[6]. These films catalyze the dissociation of the 
hydrogen molecule through adsorption, at which point it diffuses into the material. This reaction 
can change many characteristics of the film such as the conductivity, mechanical properties, and 
optical properties [7]. For optical sensors, the latter two are important, notably the changes in 
refractive index and structure of the film. The refractive index describes how light travels through 
the medium, affecting the optical phase and loss during propagation. Mechanical changes include 
deformation of the film, which for nanostructures can have a significant impact on device 
operation. 
 
1.1 Palladium-Hydrogen System 
Palladium is known for its ability to absorb large amounts of hydrogen, up to 900 times its 
own volume [2]. This property makes it attractive for hydrogen storage applications. Furthermore, 
palladium and platinum films also catalyze the dissociation of diatomic hydrogen, leading to a 
high absorption rate or facilitating diffusion into other materials. For ideal films, this process is 
limited by surface adsorption described by the Langmuir equation [8], which for diatomic 
molecules, the fractional coverage of the surface, θ, is given by: 
 
   max 0
0
/
 
1 /
H H
H
H H

 

,  (1.1) 
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where H is the hydrogen gas concentration and θmax and H0 are constants representing the 
maximum coverage and the concentration for half maximum coverage, respectively. However, for 
rough films, the Freundlich equation, which is a power law fit: 
 
   nH kH  ,  (1.2) 
 
where k and n are constants, is more suitable [9], [10]. Even more importantly, this process is also 
reversible below a certain threshold. Once hydrogen is removed from the external atmosphere, the 
hydrogen will diffuse out of the palladium and the optical properties of the film can be recovered. 
When hydrogen diffuses into the metal lattice, it bonds to interstitial sites creating 
palladium hydride (PdH). PdH can exist in three states: the α phase which occurs at low 
concentrations, the β phase which exists at high concentrations, and the α+β phase that exists in 
the miscibility gap between the two, which is present at normal temperature and pressure. The 
transition from α to β phase can occur anywhere from 0.1-2% hydrogen and is dependent on the 
quality and structure of the film [7], [11]. 
 
1.2 Optical and Mechanical Properties 
As hydrogen is incorporated into the lattice, the electrical, optical, and mechanical 
properties change. Of interest for the devices presented in later chapters, the changes in optical 
constants and mechanical structure are most important. The optical constants change as a result of 
an increase in the Fermi level. The hydrogen atoms bonded at interstitial sites act as electron donors 
and lead to orbital hybridization with the 4d band of the palladium atoms. The overall result is a 
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lowering of the density of states at the Fermi level and hence a reduction in the optical transition 
rate. This causes a decrease in reflection [7], [11], [12]. 
The change in mechanical structure is a result of hydrogen induced lattice expansion 
(HILE) in the palladium film. The incorporation of hydrogen into the lattice results in an increase 
in the lattice constant from the bulk value of 3.890Å to 4.025Å at the onset of the β phase [7]. 
However, for nanoscale devices, the effects of strain resulting from bonding and deformation 
mechanics at vertices or edges, such as along the perimeter of the aperture, play a large role. The 
entire film cannot expand equally in all directions, as this would amount to several microns of 
expansion laterally across the bonded film. Since Pd bonds weakly to oxides, this could result in 
buckling of the film in places and an unknown exact change in shape of small features. Even an 
alteration of a few nanometers could have a large impact on the spectral response of small resonant 
structures. Research has been done to investigate the mechanics of HILE for thin films and nano-
scale structures and will be presented in Chapters 4 and 5 [13], [14]. 
 
1.3 Current Research 
The Pd-H system has been used in the development of a variety of optical hydrogen sensors 
ranging from plain film monitoring [15] and functionalized lasers [16]–[19] to specialized 
nanostructures such as apertures [20] or antennas [21]. There has also been significant work on 
developing fiber optic based hydrogen sensors. Most designs use a thin Pd layer either along the 
fiber length or at the fiber tip to alter the amplitude or phase of the light interacting with the layer. 
One of the earliest designs, a Mach-Zehnder fiber optic interferometer with a Pd coated fiber as 
the sensing arm, was realized in 1984 by Butler [22]. 
The most basic fiber sensor is simply a cleaved facet coated with palladium or some other 
reactive material. These “fiber mirror” designs are some of the simplest and were demonstrated in 
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1994 by Butler [23]. Such devices were fabricated with varying film thicknesses and the change 
in reflected power was measured as the fiber was exposed to a wide range of hydrogen 
concentrations. Results showed around a 3% power decrease at 0.5% hydrogen and up to a 20% 
power decrease at 2% hydrogen in nitrogen for a 10nm thick film. 
 More interesting however, was the identification of an additional contribution to the 
reflected power change in these sensors, besides the change in the refractive index. Due to film 
expansion (HILE), micro-blistering and micro-cracking of the films were seen. The micro-
blistering depended highly on surface adhesion between the Pd film and the substrate. Further, it 
was reversible, at least for some time. The presence of this effect did not depend on film thickness 
directly, but rather was a function of bonding, and hence deposition conditions. The contribution 
of these two effects to the reflectivity change was very large, with a ΔR/R = 80% at 10% hydrogen 
for some films. By depositing films with random thicknesses, other values for ΔR/R of 23% and 
7% were found, which most likely correspond to varying states of film clamping. 
 To test this, Butler also fabricated sensors with a Ni adhesion layer to provide a solid bond 
between the Pd layer and the substrate. These sensors showed a reduced response in reflectivity, 
regardless of Ni layer thickness. This suggests that the reduction was due to a bonding effect, rather 
than some kind of alloying. The sensitivities of these fully bonded sensors also matched very 
closely to the ΔR/R = 7% for the plain Pd films, suggesting those were samples with abnormally 
high adhesion between the SiO2 and Pd. These simple facet mirror based sensors required very 
little fabrication and demonstrated a large sensitivity of nearly 10% per percent of H2 when 
measured in reflection. Response times were not discussed, but should be comparable to other Pd 
hydrogen sensors with similar film thicknesses. These results, specifically the microblistering, will 
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be important later in the analysis of the nano-aperture sensor. Some more thorough reviews and 
comparisons of hydrogen sensors in general can be found in [3], [24], [25]. 
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CHAPTER 2 
NANO-APERTURE FIBER SENSOR: TRANSMISSION 
 
In an aperture with minimum dimensions comparable to, or well above, the wavelength of 
light in the enclosed media, the majority of the propagating mode’s energy resides in the cavity 
formed by the aperture. However, for extremely sub-wavelength apertures, the transmission drops 
rapidly as a function of w/λ4, where w is the size of the confining direction and λ is the wavelength 
of light in the aperture cavity media [26], [27]. For sub-wavelength metallic apertures, or nano-
apertures in the visible-NIR regime, propagating surface plasmon polaritons (SPPs) allow for 
enhanced throughput, or so-called extraordinary transmission. SPPs are collective oscillations of 
surface charge on a dielectric-metal interface that result from a coupling of the electromagnetic 
field to the charges on the metal surface [28]. In certain configurations, such a wave can propagate 
along a metal interface for several microns or more at optical frequencies, despite the expected 
loss introduced by the metal [29]. Furthermore, due to the high permittivity of the metal, the 
wavelength of a SPP can be extremely small leading to a highly confined field inside the aperture. 
Specifically, this wave propagates along the interface, placing the majority of the energy along the 
aperture boundaries, rather than in the aperture cavity [30]. This coupling of the field to the SPP 
aperture mode can be highly resonant in the appropriate frequency range depending on the metal 
and aperture dimensions [31]. 
These metallic nano-apertures and cavities are interesting from a sensing standpoint due to 
the highly localized fields, potentially strong resonance, and high power throughput [32]. For a 
sensor based on a functionalized metal coating, this is ideal because the field transmitted through 
the aperture is localized primarily along the metal interface, rather than in the aperture cavity, 
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which is away from the functional material. Not only does the nano-aperture confine the light to 
the functional layer, but due to resonant effects resulting from SPP coupling and excitation, 
changes in the transmission and reflection due to a change in optical properties of the metal or 
physical dimensions of the aperture are amplified. 
The resonance of the aperture is determined by the aperture dimensions and the material 
properties of the metal [33]. The effects of aperture dimensions can be broken down into three 
sections. First, there is the scattering and excitation of surface plasmons from the light incident on 
the aperture. Second, there is the propagation of the light through the aperture, which can be 
thought of as a small metallic waveguide. Finally, there is back-scattering from the exit port of the 
aperture and decoupling of the SPPs back into a transmitted field. The modes of the metallic 
waveguide primarily determine the resonance of the aperture [31]. For rectangular waveguides, 
these can be broken down into metal-dielectric-metal (MDM) or metallic slot waveguides, and 
dielectric-metal-dielectric (DMD) or metallic ridge waveguides [34]. MDM waveguides have 
higher loss, but more localized confinement of the field, which is more useful for a Pd based 
hydrogen sensor. For sub-wavelength MDM waveguides, the field is localized along the metal 
interfaces that are perpendicular to the incident polarization. This results from sub-wavelength 
dimensions being needed to maintain coupling between the SPPs on each metal interface, and from 
the zero tangential electric field boundary condition on Maxwell’s equations. For the fundamental 
mode, transverse electric (TE10), the cut-off frequency is determined by the length of the longest 
side of the rectangle. Hence, the transmission through a rectangular nano-aperture can be spectrally 
tuned by changing the size parallel to the incident polarization. An optimal gap distance can also 
be found to maximize the transmission for a given wavelength. 
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Based on this waveguide formulation for nano-aperture transmission, several variations on 
rectangular apertures were proposed, notably the ‘C’ and ‘H’ apertures [31], [35]. The C aperture 
was shown to have highly resonant transmission and a large increase in power throughput 
compared to a rectangular aperture with the added benefit of producing a largely circular output 
beam. For these reasons, the C aperture was chosen for use in designing a single nano-aperture 
palladium based hydrogen sensor. 
 As mentioned earlier, sensor designs using a plain palladium facet mirror offer several 
advantages over FBGs or tapered fiber designs. They are simple to fabricate and can work at 
multiple wavelengths for self-referencing or can be measured with a broadband light source 
without the need for a spectrometer or tunable laser. FBGs can be expensive depending on the 
desired wavelength and reflection spectrum, and tapered fiber designs can involve wet etching of 
the cladding which must be done in a controlled manner. Furthermore, tapered fiber designs result 
in an inherently fragile sensor since the protective layers of the fiber have been etched away. By 
themselves, facet mirrors do not offer the sensitivity of FBGs or tapered fiber sensors; however, 
by incorporating nanostructures onto the facet, higher sensitivity and easier self-referencing can 
be achieved while maintaining the small form factor of a facet at the cost of some fabrication 
complexity. Chapters 2 and 3 will focus on the design and experimental analysis of such a device 
as presented in [20], [36]–[40].  
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Fig. 1: Schematic of the C-shaped nano-aperture optical fiber hydrogen sensor. Figure adapted from [38]. 
 
The on-fiber layout for the nano-aperture sensor is shown in Fig. 1. By integrating the 
sensor onto the fiber facet, as opposed to along its axis, the footprint of the actual sensing region 
is greatly reduced and spatial accuracy is enhanced. Furthermore, a bundled array of sensors with 
different functionalized metals can be placed in close proximity for the determination of the 
various constituent concentrations in a gas mixture. Since the optical properties of sub-wavelength 
apertures are highly dependent on the material properties, changes in the palladium layer will 
couple to changes in transmission and reflection by affecting the guided surface plasmons in the 
nano-aperture. The transmission and reflection spectra of the aperture are simulated to determine 
the optimal dimensions for a given aperture type or shape in order to maximize the transmitted or 
reflected power, improve signal-to-noise ratio (SNR), or improve the sensitivity; the latter 
requiring the optical properties of the film as a function of the analyte to be well known. The C 
aperture demonstrates extraordinary transmission, providing both high power as well as resonant 
characteristics. This aperture is also asymmetric, which produces different responses and 
sensitivities for different polarizations of light and thus has a functional polarization dependent 
loss. Such a mechanism allows for self-referencing and the reduction or elimination of common 
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mode noise along the fiber. There are several methods for fabricating micro and nano-structures 
on a fiber tip such as traditional or nano-imprint lithography and film transfer. For accurate and 
versatile prototyping, focused ion beam (FIB) milling can be used to etch the aperture. This 
technique allows for in-situ monitoring of the fabrication, as well as the fabrication of sensors with 
a variety of parameters. 
 Along with the C aperture, circle apertures and plain-film sensors also show a hydrogen 
response and can be used as controls to measure the effect of aperture shape and to demonstrate 
the presence of a polarization dependent sensitivity. The devices can be used in both transmission 
and reflection (Chapter 3) by using a detector opposite the facet and an optical circulator, 
respectively. To experimentally test the apertures, special care needs to be taken so that the gas 
flow and pressure can be accurately controlled. As a sensing metric, the fractional change in 
transmitted or reflected power can be measured. In transmission mode, the C aperture demonstrates 
a sensitivity much larger than that of both the circle and plain film designs, showing the importance 
of using structures with resonant or extraordinary transmission. The magnitude of the change was 
about 3 times larger compared to the circle aperture and eight times larger compared to the plain 
film, improving the SNR and allowing for the detection of lower concentrations of hydrogen.  
 
2.1 Aperture Design & Simulation 
To use this information to maximize the performance of a structured optical device, such 
as a nano-aperture, simulation techniques such as the finite-difference time-domain (FDTD) 
method and the finite element method (FEM) can be employed to model the spectral response as 
a function of device parameters. The reflection and transmission properties of C apertures have 
been studied in general, but the properties of the materials used play an important role. In the case 
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of the hydrogen sensor described in Fig. 1, the optical properties of the palladium layer as well as 
the three dimensional (3D) nature of the problem must be taken into account. A fundamental 
problem with simulating this structure in 3D is the widely varying dimensional scales of the device. 
To accurately simulate the fiber, a cross section several tens of microns in diameter must 
be modeled. Coupled with the nanometer scale of the aperture, this represents an extremely large 
computational domain when meshed, which is unfeasible to simulate on most standard computer 
systems. Given the large mismatch of modes and the radiative nature of the aperture, mode 
matching is also difficult to employ. However, if the film is optically thick, then only transmission 
through the aperture is important. Furthermore, the reflection from a plain film is easily understood 
in terms of the Fresnel equations [41], and the aperture only has a localized effect. Therefore, the 
overall reflection can be thought of as a superposition of the surrounding plain film region and the 
aperture region. Some results are included here, but a more thorough discussion of the reflection 
simulations will be given in Section 3.2 where a computing cluster was used to expand and verify 
the data shown here. 
To model the aperture, a thin cross section of the facet can be simulated using FDTD and 
FEM. For FDTD simulations, the dispersion of the palladium film can be taken into account 
through a Lorentz-Drude oscillator model [42] 
 
  
 
2 2
0
2 2
10 j
1  ,
Γ ( ) Γ
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p j p
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j j
f f
i i
 
 
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  
  
   (2.1) 
 
where r is the relative permittivity,  is the optical frequency, Γj is a damping term, ωp is the 
plasma frequency, and fj is the oscillator strength for the j
th interband resonance; f0 and Γ0 relate 
to intraband effects. Since the aperture overlaps a small portion of the center of the fundamental 
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mode, the incident guided mode can be approximated by a plane wave here, removing the need to 
simulate the entire optical fiber. Thus, only a small area around the aperture is simulated. 
Furthermore, by using a Gaussian impulse excitation and taking Fourier transforms, the 
transmitted and reflected power can be found across a range of frequencies with a single FDTD 
simulation. 
 FEM can also be used to model the transmission and reflection by using a frequency sweep 
and the plane wave excitation can be modeled by a current sheet. Both techniques can also be used 
to obtain the electric and magnetic fields of the modes propagating inside the aperture. Electric 
field profiles along with the corresponding aperture design can be seen in Fig. 2. Bulk values for 
the refractive index of the palladium film are used [42] and the thickness is set to 150nm. As 
expected, the simulations show the field strongly confined to the air-palladium interfaces that are 
perpendicular to the incident polarization. There is also a polarization dependence given the 
asymmetry of the aperture. These two modes are referred to as quasi-transverse electric (quasi-
TE) and quasi-transverse magnetic (quasi-TM), where quasi-TE has a majority Ex field and quasi-
TM has a majority Ey field. However, these modes are hybrid modes and Ex and Ey cannot actually 
be fully decoupled. Excitation of the quasi-TE and quasi-TM depends on the input polarization, 
with an Ex polarized input field producing a quasi-TE mode, and an Ey input producing a quasi-
TM mode. Since these two modes propagate in different parts of the aperture and have different 
overlap with the Pd layer, it is conceivable that they would have different magnitudes of their 
response to hydrogen-induced changes. This is indeed the case and will be experimentally shown 
in Section 3.5. 
 The smaller aperture in Fig. 2b is a typical design for a C aperture. However, for a sensor 
based on transmission changes, it is useful to maximize both the total transmitted power to improve 
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the SNR as well as the differential response due to hydrogen induced changes. Modeling hydrogen 
induced changes requires specific knowledge about how such a nanostructured film expands, as 
well as accurate refractive index data as a function of hydrogen concentration. While general trends 
are known, these are both areas of continuing research [43], [44]. It is easy, however, to optimize 
the structure so that there is a transmission peak at or near the target wavelength without hydrogen 
present. To maintain low cost, it is desirable to operate in the telecom band near 1550nm. As was 
mentioned previously, the transmission peak can be altered the most by changing the arm length 
and waist gap. A second aperture design is the longer aperture shown in Fig. 2a where the 
transmission peak has been shifted to be near 1550nm for the quasi-TM mode. The quasi-TM 
reflection and transmission spectra for this new design can be seen in Fig. 3 compared to the 
original C aperture in Fig. 2b. This particular aperture was also designed to emphasize the 
polarization difference and resolve a fabrication problem that arose from having too short of a 
ridge. 
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Fig. 2: (a) Nano-aperture design used to fabricate devices for experiment. (b) Typical C aperture design. (c-f) 
Electric field profiles for the two aperture designs. Adapted from [20], [38]. 
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Fig. 3: Reflection and transmission of the quasi-TM mode for the (a) exaggerated and (b) typical C aperture. 
Adapted from [38]. 
 
2.2 Fabrication and Experimental Setup 
Based on these concepts, transmission based hydrogen sensors using plain films and facet-
etched nano-apertures have been fabricated and experimentally verified. Fabrication was done by 
cleaving pieces of optical fiber and coating them with palladium using electron beam evaporation. 
For the aperture sensors, apertures were milled using a focused ion beam (FIB). It has been 
reported that Ga+ ion implantation into the fiber substrate from the beam can result in an increase 
in loss in the SiO2 layer [45], which would be detrimental to sensor performance. Thus, for the 
transmission based sensors it was ideal to minimize etching into the substrate. It was found that 
this was not entirely possible, resulting in a minimum etch depth of 50-100nm for the apertures.  
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Fig. 4: Scanning electron microscope (SEM) images of a fabricated Pd nano-aperture sensor with design 
dimensions. The film thickness was 150nm. 
 
Fig. 5: Simulated far-field radiation patterns along the z-axis for the (a) quasi-TE and (b) quasi-TM modes of 
the fabricated C aperture. Figure adapted from [38]. 
 
Also, due to the insulating substrate, the resulting charge build-up can produce uneven or 
lateral over-etching of the aperture, particularly the ridge. Images of a well fabricated C aperture 
with the same dimensions as Fig. 2b can be seen in Fig. 4. Much work was done fine tuning the 
etching and tool parameters to optimize the etch. These aperture dimensions will be the same for 
all of the work to be presented, unless otherwise noted. 
Since the light in the aperture is going from a highly confined mode to free space there will 
be significant diffraction resulting in a diverging beam at the output. The radiation patterns for 
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such an aperture can be seen in Fig. 5 for the two modes. In order to capture this light, a high 
numerical aperture (NA) lens near the sensor head is required. The light is then focused onto a 
detector, but could also be coupled back to an output fiber for remote measurements.  
A typical measurement setup is shown in Fig. 6. An optical splitter is used to monitor input 
power so that the output can be normalized. An optical isolator is used to prevent feedback into 
the laser cavity and a polarization controller or polarization scrambler is used to respectively set 
or randomize the input polarization of the light going to the sensor. An optical circulator can then 
be used to collect reflection data in addition to transmission. After the sensor head is spliced back 
to fiber, the tail end is connected to the laser input and the head is placed in a flow chamber for 
testing with a detector to monitor the transmission. Gas flow and data acquisition from the 
detectors can then be controlled and recorded through the use of LabVIEW. In a standard pulse 
measurement, the sensor is exposed to a certain concentration of hydrogen in nitrogen and then 
purged with nitrogen for a set amount of time. This is then repeated for as many concentrations or 
pulses as needed. 
 
 
Fig. 6: Schematic of the typical experimental setup. Red denotes fiber paths, green denotes data acquisition, 
and blue denotes gas flow and gas flow control. 
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2.3 α-Phase Measurements  
Using this control and measurement setup, the nano-aperture sensor was investigated in 
several different ways. Initially the behavior of the sensor at low concentrations in the α phase was 
studied. As a metric, the change in transmitted power is measured relative to the power in nitrogen 
ambient after being mounted in the flow chamber. The input polarization is kept fixed using a 
polarization controller and copious amounts of tape. To test, the sensor is exposed to increasing 
hydrogen concentration pulses of 30 minutes, separated by 30 minutes of nitrogen until the β phase 
transition becomes apparent. 
In this experiment, several sensor types are tested for comparison purposes. These include 
the same C aperture as before, a circular nano-aperture with equal area, and a simple plain film 
facet mirror sensor. The sensors were tested down to 0.25% hydrogen in nitrogen and the change 
in transmitted power was measured. A time-domain plot of the pulses and the associated change 
in transmission for each sensor are shown in Fig. 7a. The response of the sensor is then defined as 
the average over the last 5 minutes of the pulse, averaged across several pulses. These results are 
shown in Fig. 7b for each type of sensor on a semi-log plot. 
The response times for each type of sensor were the same order of magnitude, varying from 
4 to 10 minutes depending on the hydrogen concentration. This is because the response time is 
largely determined by the diffusion and adsorption rates of the Pd film, as well as the thickness, 
which is the same for all three designs. On average the aperture sensors responded slightly faster 
because of the shallow penetration depth of the guided mode. Since this is mostly a surface 
phenomenon as opposed to a volumetric one, these regions quasi-saturate faster. The C aperture 
sensor, however, showed a much larger magnitude of response to hydrogen than the plain film, 
and the circle aperture was in-between. This is attributed to the extraordinary transmission 
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resulting from guided modes in the C aperture. The circle aperture lacks the MDM or DMD 
waveguide structure present in the C aperture and therefore its modes are less confined than the C 
aperture modes. Thus, the circle aperture is less affected by changes in the refractive index or 
dimensions of the aperture walls. The C aperture showed a maximum response of 13% at 1% 
hydrogen and a response of 8.5% at 0.25% hydrogen, whereas the circle aperture only reached a 
4.5% power change, and the plain film only had a 1.8% power change at 1% hydrogen. Compared 
to the value measured here, and the reported value of a 3% change at 0.5% hydrogen by Butler for 
a plain film, the aperture sensor features a transmission change almost an order of magnitude 
higher. 
 
 
Fig. 7: (a) Pulse measurements showing the time dependent response of the three sensor types for various 
hydrogen concentrations. (b) Semi-log plot of the response of each sensor type versus hydrogen concentration. 
Adapted from [39]. 
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2.4 β-Phase Measurements  
Another area of interest is the behavior of the sensor at high hydrogen concentrations, 
above the α-β phase transition. Here, only data for the C aperture sensor is presented. The sensor 
is again exposed for 30 minutes at the target concentration and 30 minutes of nitrogen to purge. 
The phase change can be seen starting at concentrations of around 1.5% in Fig. 8a, as evidenced 
by a second increase in the measured transmission. Up until a certain point in time, determined by 
the diffusion coefficient and adsorption, the film will remain in the α phase or in the miscibility 
gap even though the ambient concentration is high enough for a transition to the β phase. After 
enough hydrogen diffuses into the lattice, the film will enter the β phase and the optical and 
mechanical properties will begin to rapidly change again. It is also worth noting the relatively large 
change in transmission after the film enters the β phase. The sensitivity to hydrogen in the β phase 
is much larger than in the α phase, due to a larger change in the film’s properties. In general, the 
concentration at which this occurs is a property of the film and is highly dependent on the 
deposition conditions and thickness.  
It has been suggested that exposure to high concentrations of hydrogen can act to “work 
harden” the material [46]. However, it is also known that prolonged exposure to high 
concentrations can also degrade film quality [7]. To evaluate this, the sensor was also exposed to 
alternating 15 minute pulses of 5% hydrogen in nitrogen and 0.75% hydrogen in nitrogen with 15 
minute nitrogen purges interleaved. The 5% pulse is above the α-β phase transition threshold. In 
this regime, the PdH film enters the β phase and undergoes plastic deformation. The results of this 
can be seen in Fig. 8b and 8c. Overall this process slightly improved the response magnitudes and 
response times; however, an interesting side effect was the behavior of subsequent low 
concentration pulses. The response there seemed to cycle between a power increase and a power 
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decrease, with each 5% pulse advancing the location of the low concentration response in the cycle. 
This can be seen in Fig. 8d and 8e which plots the 0.75% traces labeled incrementally. The 
response to 5% hydrogen was always a large power increase, whereas the low concentrations 
alternated. This behavior was repeatable in that the response at low concentration was monotonic 
until it was again exposed to a large hydrogen concentration. The exact cause of this is unknown, 
but it is most likely attributable to plastic deformation and very slow relaxation of changes induced 
during the β phase. 
Also noticeable with the 5% pulses is the consistent delay in response and the lack of the 
“kink” seen in Fig. 8a. This is most likely due to the large concentration gradient immediately 
transitioning the surface to the α+β or β phase and not allowing the film time to relax as it expands. 
Because this process happens so quickly and randomly it creates a lot of noise rather than the 
smooth transition seen in Fig. 8a. Note that the magnitude of the “noise” is comparable to the 
magnitude of the power change at 0.75%. 
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Fig. 8: (a) Sensor response at high concentrations; the kink in the transmitted power denotes the onset of the β 
phase. (b, c) Pulse test for the sensor alternating between 5% hydrogen and 0.75% hydrogen; arrows highlight 
the unusual effect of the 5% hydrogen on the subsequent low concentration pulse. (d, e) Traces of the labeled 
low concentration pulses show the change in temporal response as a result of exposure to the 5% hydrogen. 
Figure adapted from [39]. 
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2.5 Polarization Dependent Loss 
A final property of the C aperture sensor to measure in transmission is the polarization 
dependence and in particular the polarization dependent loss (PDL), which as discussed is a result 
of the two asymmetric modes of the aperture. These measurements were carried out in the same 
way as the prior pulse tests, except that a polarization scrambler was used to continuously vary the 
input polarization and thereby sample all possible states of input polarization. This is necessary 
since without polarization maintaining fiber it is difficult to know the orientation of polarization 
with respect to the aperture. The scrambler cycles through the entire Poincaré sphere at 10Hz. Data 
was acquired at 15 kHz for 1s so that the polarizations of minimum and maximum transmission 
could be properly sampled. A median filter was applied to remove spikes arising from the non-
uniform sampling of the polarization states. Since the transmission change is monotonic over the 
test concentration range for any polarization state and the two modes can be well approximated as 
orthogonal, they can be extracted by measuring the minimum and maximum of the transmitted 
power over some period as long as the response curves for the two polarizations do not cross. Such 
a crossing would be indicated by kinks in the response curves, as well as a crossing or contact 
point which was not observed. Comparisons of measured power to simulated data are difficult to 
make because of the sensitivity of the quantity to detector alignment. However, as seen in Fig. 5, 
there is significant overlap in the radiation patterns for the two modes; hence, the measured and 
simulated PDL, i.e., the TM/TE power ratio, should be close. For the fabricated aperture, the 
measured PDL was 2.9, while the simulated value gave a ratio of 3.3. This discrepancy is easily 
within errors introduced by the uncertainties in the film thickness and its refractive index, which 
can vary for thin films, as well as fabrication imperfections such as over-etching. 
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 The polarization response for the C aperture in transmission, as well as the circle aperture 
and plain film sensors can be seen in Fig. 9. As expected, the circle aperture and plain film sensors 
show no polarization dependence. Response curves similar to Fig. 7b can be found for the two 
states and roughly fit to a line in the 0.5-1% H2 region. From this, an approximate sensitivity can 
be calculated. This corresponds to a 3.8% increase in power per percent hydrogen for the minimum 
transmission polarization and a 5.7% power increase per percent hydrogen for the maximum state. 
The C aperture, however, shows both a difference in transmitted power between the two 
polarizations as well as a dependence of the PDL on hydrogen as shown in Fig. 10. A 0.07dB 
increase in the PDL was measured at 0.25% hydrogen, and a 0.14dB increase was measured at 1% 
hydrogen. Since both modes must propagate through the same fiber and radiate to the same 
detector over the same path, as long as a sufficiently high NA lens is used, the PDL is a self-
referencing sensing metric that can be used to reduce common mode noise from mechanical 
disturbances to the fiber or changes in detector alignment. 
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Fig. 9: Response of the minimum (black) and maximum (blue) transmission polarization for each sensor type 
versus time. Figure adapted from [39]. 
 
 
Fig. 10: (a) PDL of the C aperture versus time during a hydrogen pulse test. (b) Summary of the PDL response 
versus hydrogen concentration. Figure adapted from [39]. 
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2.6 Discussion 
 For trace gas detection, specifically the detection of hydrogen, nanostructures such as 
apertures can be used to enhance the change in optical properties of the functional layer. A fiber 
sensor consisting of a palladium film with a single C-shaped aperture etched over the core was 
fabricated and compared experimentally to a simple plain film structure to show the increase in 
response due to the presence of the aperture. The C aperture was also compared to a circle aperture 
to show that aperture shape, and not just aperture size, can greatly affect the sensitivity of the 
device. Such a device offers a substantial improvement in hydrogen sensitivity over plain film 
sensors with minimal added fabrication complexity. The sensor was tested in several ways. The 
response to hydrogen in both the α and β phases of PdH was measured, showing a sharp increase 
at the onset of β phase and evidence of deformation of the film. The polarization dependence of 
the aperture was also investigated, revealing a hydrogen dependence in the PDL of the sensor. The 
C aperture showed high sensitivity well below the lower explosive limit of hydrogen in air of 4%. 
A summary of the results for the various sensors and configurations can be found in Table I. 
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CHAPTER 3 
NANO-APERTURE FIBER SENSOR: REFLECTION 
 
Interestingly, in reflection mode, both the C and the circle apertures presented in Chapter 2 show 
an order of magnitude improvement in sensitivity over the plain film. A change in reflected power 
of almost 20% at 0.25% hydrogen was demonstrated for the C aperture, over double the value for 
the same sensor when measured in transmission. From an implementation standpoint, reflection 
based sensing is preferred to transmission based. A reflective sensor is less invasive than a 
transmissive sensor in that only a single tiny entry point to the gas volume is needed. This entry 
point only needs to be wide enough for the tip of the fiber sensor to fit. This results in an extremely 
small sensor footprint and allows for true point-based detection. In comparison, a transmissive 
sensor needs both an entry and an exit point and possibly also free space optics in the gas flow 
volume to couple between the two. This can possibly disrupt the gas flow. Furthermore, the output 
from the reflective sensor is not affected by detector misalignment since the light is intrinsically 
coupled back into the fiber. This direct coupling allows the reflected light to then be directed to 
the measurement and control system, which can be co-located with the laser source, e.g. at a remote 
facility. 
 
3.1 Sensing Mechanism and Initial Results 
In reflection mode, the presence of a nano-aperture would not be expected to produce a 
noticeable effect in the overall reflection since the reflection from the surrounding film should be 
dominant. However, Fig. 11 shows that this is not necessarily the case for the nano-aperture sensor 
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types when tested with a fixed polarization that maximizes the reflection. These results also show 
a much smaller difference between the C and circle apertures than the transmission mode results. 
This suggests that the physical mechanism for the enhanced sensitivity in reflection mode might 
not be an aperture resonance effect since the resonances would be different for the two aperture 
types. Instead, simply the presence of an aperture seems to be enhancing the sensitivity. Such an 
effect could arise if the surrounding film has very low reflectivity, which can happen if the film is 
sufficiently rough. Given the poor adhesion of Pd to oxide and the expansion of the film, this could 
result from localized buckling or a micro-blistering effect similar to that demonstrated by Butler. 
In addition, it may be possible that FIB etching process somehow clamps the film to the substrate 
in the vicinity of the aperture. At the moment the correlation between the presence of the aperture 
and the increase in sensitivity is not fully understood. As will be shown later through simulations, 
however, the large change in reflected power is most likely related to mechanical properties of the 
film. 
One possible explanation is that since the reflections from the aperture and film are 
coherent, there will be interference between the two fields. It is expected then that the etch depth 
can be optimized to maximize the sensitivity of the reflectance to hydrogen. An etch depth study 
etching through the Pd and into the SiO2 fiber substrate was conducted and those results will be 
presented in the next section.  
The fabricated C apertures have dimensions of Wa = 900nm, Wb = 100nm, Ht = 375nm, 
and Hb = 125nm [20], [31]. The apertures were etched through focused ion beam milling (FIB) 
with an FEI Dual-Beam DB-235 FIB/SEM into a 200nm thick film [20]. In addition to etching 
through the metal functional layer, the SiO2 fiber tip was also etched to a controlled depth of 100-
1100nm. Due to charge build up from ion implantation, the sidewalls of the aperture slope inward 
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as the etch depth increases. This effect can be seen in Fig. 12a, which shows a fabricated aperture. 
After fabrication, the apertures were packaged in a protective polymer and metal jacket and spliced 
back onto connectorized SMF-28e fiber for testing. 
A schematic of the experimental setup can be seen in Fig. 12b. The light source was a 
1550nm laser which was passed through an optical isolator and a polarization controller. A 99/1 
splitter was used to monitor the input power, and an optical circulator was used to measure the 
power reflected by the sample. The photodetector voltages were measured using a data acquisition 
(DAQ) card on a computer running LabVIEW. The fiber tip sensors were mounted in a machined 
polycarbonate flow chamber. The flow rates through the chamber were controlled in LabVIEW 
using the DAQ to set the nitrogen and hydrogen mass flow controllers (MFCs), respectively. The 
sensors were exposed to hydrogen concentrations ranging from 90 to 10000 ppm with a cycle of 
30 minutes hydrogen in nitrogen mixture and 30 minutes pure nitrogen. The lower limit was 
determined by the mass flow controllers and the upper limit was chosen to remain below the α-β 
phase transition.  
 
Fig. 11: Summary of the response in reflection for the three sensor types. 
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Fig. 12: (a) SEM image of an aperture, the discoloration of the 125nm ridge in the highlighted box is caused by 
over-etching. Dotted lines at the edges of the ridge serve as a guide for the eye. (b) Schematic of the experimental 
setup showing the optical fiber path in red, the fiber sensor tip in gray, the electrical measurements in green, 
the voltage control signals in cyan, and the gas flow path in blue. 
 
3.2 Effect of Etch Depth 
Measured data for a C aperture etched to a depth of 100nm can be seen in Fig. 13a in the 
form of a pulse train. Each sensor was initially exposed to hydrogen concentrations ranging from 
0.25% to 1% in a series of hydrogen-nitrogen pulses. The sensor demonstrated a 20% decrease in 
reflected power at 0.25% hydrogen and up to a 27% decrease at 1% hydrogen. This response is 
approximately three to four times stronger than that of plain film fiber sensors. The measured 
decrease in reflected power agrees with the predicted changes in the band structure of Pd with the 
addition of hydrogen. In addition, the overall reflection from the palladium films was almost an 
order of magnitude lower than what would be expected based on the Fresnel coefficient for the 
SiO2-Pd interface. This is attributed to deposition conditions and a poor interface since Pd, like 
most noble metals, does not adhere well to oxides and may buckle in places as the film stabilizes. 
SEM imaging shows that the film remains intact and does not lift off or peel back after exposure 
to concentrations below the beta phase transition, consistent with the reversible microblistering 
reported by Butler. 
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Fig. 13: (a) Pulse test for a 100nm over-etched aperture at 0.25-1% hydrogen in nitrogen. Hydrogen pulses are 
represented by the shaded regions. (b) Summary of the hydrogen response for 100nm, 500nm, and 1100nm 
etches into the SiO2 fiber tip. 
 
 The enhancement of the effect in the nano-aperture can be explained by several 
phenomena. One hypothesis is based on interference and is investigated by studying the etch depth: 
The C aperture is known to have resonant effects that produce extraordinary transmission, which 
greatly affects the reflection from the aperture itself. The sub-wavelength C aperture also enables 
the excitation of surface plasmons that propagate along the fiber-palladium interface which can 
backscatter due to interface irregularities. Most importantly, however, there is a difference in both 
the functional dependence of the reflection coefficient with hydrogen and the phase of the fields 
reflected in the aperture region and those reflected by the surrounding film. Since these fields add 
coherently, small changes in the aperture properties can affect the reflected intensity greatly.  
This is further amplified by the fact that the overall reflection from the film is low. Since 
the reflection from the aperture is mostly determined by the aperture itself and not the interface, 
this results in a less disparate field amplitude ratio between the two regions than would normally 
be expected. In practice, the etched aperture extends beyond the Pd layer into the SiO2 fiber tip 
underneath. Since the etched region has a different refractive index and propagation constant than 
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the surrounding SiO2, this suggests that we can control the sensitivity by using the etch depth to 
set the initial phase difference between the two regions without hydrogen. 
 To investigate this, several apertures were fabricated at a variety of etch depths. Apertures 
with an etch depth of 100nm, 500nm, and 1100nm were tested. The lowest etch depth, 100nm, 
was chosen because some over-etching is required to form a well-shaped aperture. Specifically 
100nm was chosen because it is a small but accurately measurable depth. A maximum etch depth 
of 1100nm was chosen because etching is not completely vertical as the etch time into the dielectric 
increases and the aperture begins to erode. The sloped sidewalls in the SiO2 and some etching of 
the top metal layer can be seen in Fig. 12a. These apertures were also exposed to the same 0.25% 
to 1% pulse train as the previous batch and a summary of the results averaged over 6 pulses can 
be seen in Fig. 13b. The 100nm etch sensor is the same as shown in Fig. 13a and had a 27% 
decrease in reflected power at 1% hydrogen. Increasing the etch depth to 500nm improved the 
response of the sensor significantly, with a decrease of 60% in the reflected power at 1% hydrogen. 
However, upon further increasing the etch depth to 1100nm, the response was reduced. The overall 
shape of the response also changed, and the noise in the measurement increased. It can also be 
seen that the 1100nm etch sensor has almost no response at 0.25% hydrogen.  
 These results show that the etch depth has an important effect on sensitivity, and that there 
is an optimal etch depth for detecting low H2 concentrations. This value depends on both the 
differential response of the aperture reflection and the effects of over-etching on the loss and mode 
shape. Since air has a lower index than the SiO2, the guided portions of the mode will begin to 
spread away from the over-etched area; therefore, too deep of an etch will prevent the mode from 
interacting with the aperture. Further, it has been shown that Ga+ implantation in SiO2 from FIB 
milling produces an increase in loss [45]. The etch rate of the SiO2 begins to decrease substantially 
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as etch time increases, and hence Ga+ build-up increases non-linearly. Scattering and loss from 
the FIB-damaged portion of the fiber tip will also prevent interaction with the aperture, and will 
lower the overall reflected power. These factors contribute to the increase in noise and lower 
measured power for the 1100nm etch. 
To further test the 500nm over-etched sensor, a different mass flow controller and diluted 
5% hydrogen in nitrogen were used to achieve much smaller concentrations. Using this setup, flow 
rates ranging from 90 ppm to 660 ppm of hydrogen in nitrogen were attainable. The sensor was 
exposed to low concentrations using a pulse train analogous to that shown in Fig. 13a while 
maintaining the same total flow rate as before. A pulse test for these results is shown in Fig. 14a. 
A summary of both the low and high concentration results is shown together in Fig. 14b along 
with a plot of the response times in Fig. 14c. A response of 1.7% was measured for 90 ppm 
hydrogen, and a 10% decrease was measured for 700 ppm hydrogen.  
The response time of the sensor decreased from 19 to 4 minutes as the concentration 
increased. The decrease was very rapid at high concentrations. The recovery time also decreased 
from 20 minutes at 90ppm to 10 minutes at 2500ppm, after which point it began to rapidly increase, 
going back up to 14 minutes. The aperture’s response is determined primarily by the surface 
concentration. During exposure, this reaches steady state more quickly because it is close to the 
source. During recovery, the surface concentration is held higher due to out-diffusion from the 
film interior, resulting in a longer recovery time. At high concentrations, physical deformations 
due to the onset of the beta phase are more pronounced and thus the sensor begins to take longer 
to recover. 
 The response begins to saturate at higher concentrations; this state most likely is due to 
reflection solely from the fiber-air interface, due to the microblistering effects. This combined with 
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the large power changes suggests that in addition to any interference effects, there is also a large 
mechanical effect not being considered, as will be discussed later.  
 
Fig. 14: Pulse test for a 500nm over-etched aperture at 90-660ppm hydrogen in nitrogen. Hydrogen pulses are 
represented by the shaded regions. (b) The change in measured reflected power spanning 90ppm to 1% 
hydrogen in nitrogen. (c) The response and recovery times based on a 10-90% metric. 
 
3.3 Minimum Detection Limit 
The functional behavior shown in the Fig. 14b log-log plot can be analyzed by considering 
the mechanics of the sensor. First, hydrogen is adsorbed at the Pd surface. This dissociated 
hydrogen then diffuses through the lattice forming PdH and changes the refractive index and 
aperture/film geometry. Hence, the refractive index and geometry are functions of the surface 
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adsorption. Additionally, the overall reflection itself is a function of the refractive index and 
geometry. Over a wide range of concentrations, these dynamics are non-linear and complex to 
model, especially at higher concentrations when buckling and blistering are occurring in the film. 
At very low concentrations, however, assuming changes to the geometry and optical properties are 
small, 1st order linear approximations can be made. Therefore the changes in refractive index and 
geometry are assumed to be linear with PdH content and the change in field reflection linear with 
refractive index and geometry. At steady-state, the measured response is then proportional to the 
adsorbed hydrogen in the Pd film, 𝐻𝑃𝑑, which, because of the rough surface, can be modeled as a 
function of the ambient hydrogen concentration, 𝐻, by the Freundlich equation [9], [10]: 
   nPdH H kH  ,  (3.1) 
where k and n are constants. At steady-state, for low concentrations, the sensor’s response is: 
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Fig. 15: A fit of the response at low concentrations to the Freundlich equation. 
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Here  
Pd
n is the complex refractive index of the Pd film, g  is a vector of parameters describing the 
aperture geometry, r is the field reflection coefficient, and S is a constant (due to linear 
approximations) that describes the sensitivity of the reflection to changes in the PdH content of 
the film. Integrating yields: 
     0r H S H r    (3.4) 
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where 𝑅0 is the reflected power at 0% hydrogen. Measurements made based on the fractional 
change in power can be fit by: 
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For the concentrations below 1000 ppm the data in Fig. 14b was fit to Eq. (3.6). The fit 
results are shown in Fig. 15. Using this fit, a value of n = 0.45 ± 0.1 was found. This is in agreement 
with Sievert’s law for diatomic gases which predicts n = 0.5. Note that the hydrogen concentration 
in the experiment is proportional to the partial pressure of the gas. Additionally, by using the 95% 
prediction interval of the fit, the  minimum detection limit (MDL) of the sensor can be extrapolated 
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using the method of Hubaux and Vos [47]. Through this method, the MDL is defined as the 
smallest concentration with a prediction interval that does not overlap the prediction interval for 
0% based on the fit. This was found to be approximately 50 ppm of hydrogen. 
 
3.4 Simulation Methods & Results 
 As mentioned, the change in reflection would be expected to be dominated by the plain 
film surrounding the aperture. However, experimental results showed that the aperture clearly 
plays some kind of role in enhancing the sensitivity of the reflected power to hydrogen. To ensure 
that previous simulations based on separating the aperture and the plain film were accurate, as well 
as to test some potential structural differences, such as an angled facet, full scale FEM simulations 
were done using the Cisco Arcetri computing cluster in collaboration with Mingfeng Xue from 
Professor Jin’s group at the University of Illinois. Using the much larger memory and computing 
capacity, as well as a domain decomposition technique developed by Prof. Jin’s group, it was 
possible to simulate an entire cross section of the fiber, meshed to include the aperture and enough 
longitudinal distance to accurately calculate reflection and transmission. The method, a dual-
primal finite element tearing and interconnecting (FETI-DP) method, employs second order 
transmission conditions on subdomain interfaces (SOTC-TE). More information about the 
simulation method can be found in [48]. The simulation domain can be seen in Fig. 16. The PML 
truncates the cladding layer at a radius well outside the mode diameter which is mostly confined 
to the core. Previous simulations were only able to simulate a small region around the aperture, 
much less the entire core and part of the cladding.  
Initial simulations were done to verify the accuracy of the method by computing field 
profiles and comparing them to those obtained through prior FDTD and FEM simulations of just 
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the aperture. These results are shown in Fig. 17 along with field profiles for the entire domain a 
distance 1.5µm above the aperture.  
 
 
Fig. 16: Simulation domain for the FDTD domain decomposition method simulations on the Cisco Arcetri 
cluster. (a) Lateral view (b) longitudinal view, a current sheet is used to excite the incident plane wave (c) 
aperture dimensions. Figure credited to Mingfeng Xue. 
 
The next step was to try to simulate the experimental results by adjusting the etch depth. 
Several simulations were done at various etch depths. Some of the results can be seen in Fig. 18. 
The simulations showed that there was a correlation between reflection and the etch depth. 
However, given the known changes in refractive index, the calculated change in reflection with 
hydrogen (Fig. 19) was about two orders of magnitude lower than experimentally seen. As 
expected, the reflection change is not solely due to interference effects; the aperture is too small 
for that to be the case. 
The possibility of a cleaved facet reducing overall reflectivity and thus emphasizing the 
aperture was also investigated for a variety of cleave angles. The reflectivity drops as the cleave 
angle is increased, which is also expected as more of the reflected light is not guided back down 
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the fiber. However, even for large cleave angles of 2.0° or higher, the change in reflection with 
hydrogen was off by an order of magnitude or more and the overall reflectivity was still higher 
than experimentally recorded.  
  
 
Fig. 17: (a) Field slice 1.5 µm above aperture for Ex polarization. (b) Field slice 1.5 µm above aperture for Ey 
polarization. (c) Computed aperture field profile for incident Ex polarization. (d) Computed aperture field 
profile for incident Ey polarization. Figure credited to Mingfeng Xue. Reprinted with permission. 
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Fig. 18: Simulated change in reflection (compared to a 100 nm etch) as a function of over-etch depth. 
 
 
 
Fig. 19: Change in reflection as a function of hydrogen concentration for a 100 nm over-etched aperture. 
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3.5 Discussion 
Even though the refractive index of PdH is not well known, the change required to produce 
such large reflection changes is unreasonable. Combined with the simulations done on the Cisco 
Arcetri cluster, this leaves structural changes or deformities such as buckling, delaminating, 
expansion, and roughness as the most likely candidates to the explain the discrepancy. These 
effects are harder to simulate and require knowing more about the mechanical behavior of the film. 
However, it is possible to rule out simple expansion or alteration of the aperture dimensions as the 
reason for the large reflection change as this does not solve the problem of the large amount of 
power reflected from the surrounding film. Additional simulations showed the sensitivities to the 
aperture dimensions were rather small, on the order of 0.1 %/nm change in transmission and 0.001 
%/nm in reflection. The very low sensitivity in reflection is expected due to the small aperture. It 
is also possible the FIB process affects the adhesion of the surrounding film, and this is why the 
presence of an aperture consistently improves the performance of the sensor. 
The difficulties arising from modeling the aperture device, as well as the large 
improvements in performance these effects cause, are the catalyst for the remainder of the work 
presented and the new sensor design proposed in the last chapter. Despite the inability to accurately 
model and predict the behavior of the sensor, this design still showed good performance and 
repeatability. The 500nm etch depth sensor showed a large repeatable response for hydrogen 
concentrations ranging from 90 ppm to 1% in nitrogen. A maximum power decrease of 60% at 1% 
hydrogen was recorded, while a 1.7% power decrease was seen at 90 ppm hydrogen. By 
constructing 95% prediction intervals for the response at low concentration, a minimum detection 
limit of 50 ppm was predicted. These results make this design a very promising sensor. An updated 
summary of the nano-aperture results in shown in Table II.  
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For all of the nano-aperture sensors presented and discussed in Chapters 2 and 3, the 
limiting factor contributing to pulse-to-pulse variation in response appears to be a systemic result 
of the behavior of the Pd film upon hydrogen absorption and not the measurement setup. For 
practical applications, simple power based measurements are subject to noise through alterations 
in the optical path, such as fiber bending and temperature fluctuations. In the case of fiber bending, 
the loss can be rather large for bending radii of less than 10 cm for typical single mode fiber - 
increasing by roughly a factor of 100 every 1 cm. For larger radii, the loss is negligible; however, 
bending and slight alterations to the fiber can still result in random polarization changes at the 
facet. These can either be countered through self-referencing techniques such as the PDL 
measurements in Chapter 2, or by ensuring the fiber is well protected and by implementing 
redundancy. In the case of polarization uncertainty, polarization-maintaining fiber or a scrambler 
system similar to the way the PDL was measured could be used to ensure the same polarization 
state is always measured. Although not tabulated, the experimental sensitivity to fabrication was 
relatively small, with multiple sensors showing a deviation in response of less than 5%. 
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CHAPTER 4 
MECHANICAL CONSIDERATIONS 
 
4.1 Hydrogen Induced Lattice Expansion 
It is well known that palladium absorbs and expands with hydrogen through a process 
called hydrogen induced lattice expansion (HILE). When gaseous H2 molecules come in contact 
with Pd, they disassociate into single atoms and diffuse into the face-centered cubic (FCC) Pd 
lattice. The H atoms bond to the interstitial sites and form PdH, which starts in the α-phase, causing 
small changes in the lattice constant. Once the H2 concentration reaches the lower critical limit 
αmax, regions containing PdH begin to swell forming β regions where the lattice constant can 
increase up to 3.5% [7] since Pd can absorb up to 900 times its volume in hydrogen [2]. This 
expansion is highly isotropic due the symmetry of available bonding sites for hydrogen within the 
FCC lattice structure of Pd [7]. When the Pd is weakly bonded to the substrate, such as with a 
quartz substrate, the isotropic expansion can lead to micro-blistering, micro-cracking, and buckling 
of the Pd film [22], [23]. As the adhesion strength increases, this can lead to anisotropy in the 
expansion (Fig. 20). Fortunately, these changes and also lattice expansion are reversible, at least 
for some time at low concentrations [22], [23]. However, at higher H2 concentrations, the transition 
to the β phase can induce plastic deformations, resulting in permanent structural changes. Evidence 
of the β phase can be seen at about 1.5% H2 for our films. In practice, a high volume of repeated  
exposures or even a single prolonged exposure at a high enough concentration can lead to film 
embrittlement or delamination [11], [49]. In general, the sensitivity, response time, and recovery  
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Fig. 20: Illustration of hydrogen induced lattice expansion 
 
time of a Pd sensor that undergoes structural changes will depend on the surface adhesion, substrate 
material, film thickness, method of deposition, and the geometry of the sensor. 
These effects are the most likely reason for the extremely high power changes seen in the 
nano-aperture sensor and are integral to the design of optomechanical sensors. In order to simulate 
these kinds of effects, accurate data about the rates and dynamics of HILE on a thin film scale are 
needed. A sensitive technique is required to measure the nanoscale changes during H2 exposure. 
To accomplish this, an imaging technique known as diffraction phase microscopy was employed 
to image, in-situ, the nanometer scale expansion and contraction of Pd micropillars. This work was 
done in collaboration with Christopher Edwards and Professor Gabriel Popescu at the University 
of Illinois and published [50]. Epi-illumination diffraction phase microscopy (epi-DPM) is a 
proven technique with sub-nanometer height measurement accuracy; it has been used to monitor 
wet etching of semiconductors [51], photochemical etching [51], [52], and material deformation, 
as well as to detect defects in patterned semiconductor wafers [53]. 
Figure 21 shows the time dependent change in height of a 250nm thick Pd micropillar on 
quartz measured using diffraction phase microscopy during and after exposure to various hydrogen 
concentrations. Beyond the α-β phase transition, more drastic changes occur in the Pd lattice, 
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which result in permanent damage through plastic deformation as seen in Fig. 22. However, even 
though the structure of the film is irreversibly altered, the hydrogen can still completely diffuse 
out. Prolonged exposure to high concentrations of hydrogen in metals can also lead to further 
degradation as the repeated deformations result in embrittlement or delamination of films [11], 
[49]. 
 
Fig. 21: Measured change in the height of a 250nm thick Pd micropillar on quartz using diffraction phase 
microscopy. Figure adapted from [39]. 
 
 
 
Fig. 22: Time lapse from left to right of a Pd ridge (outlined in red) exposed to 4% hydrogen in nitrogen showing 
buckling, delamination, and plastic deformation. 
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4.2 Measurement of the Axial Expansion of Palladium Microdisks 
The experimental setup is shown in Fig. 23; the optics and microscope were assembled and 
calibrated by Chris Edwards and other members of the Quantitative Light Imaging (QLI) and 
Photonic Systems Laboratory (PSL) research groups. The imaging system uses a 532nm 
frequency-doubled Nd:YAG laser, a diffraction grating, 4f lens system, spatial filter, and CCD 
camera to create a compact Mach-Zender interferometer. The interferogram is imaged by the CCD 
and is processed using a Hilbert transform and bandpass filtering the measured signal. This allows 
reconstruction of the topography with sub-nanometer accuracy because it is a phase measurement, 
rather than amplitude [54]. Phase shifts exist in the reflected light image either because of a 
spatially dependent complex reflection coefficient or because of height differences. The point-to-
point (spatial) noise of the system was measured at 0.55nm and frame-to-frame (temporal) noise 
was measured at 0.43nm [51], [52]. These values can be further reduced through spatial or 
temporal averaging. Since this is an optical and non-destructive technique that requires no staining 
or coating, it allows for in-situ monitoring of surface and material dynamics at the nano-scale. 
Additional information about the technique can be found in [51], [54]–[56]. 
A custom designed aluminum flow chamber was fabricated to hold the samples in a 
controlled atmosphere of hydrogen and nitrogen. A glass slide was used as a transparent imaging 
window to view the sample, and was mounted on top of the chamber at a slight angle. This was 
required because it was found that the imaging technique was sensitive to multiple reflections 
within the slide when it was mounted normal to optical path. The slight angle prevented the 
multiple reflections from being imaged. The nitrogen and hydrogen flow rates were controlled 
with LabVIEW through mass flow controllers (MFC) and a data acquisition (DAQ) card. Since 
low flow rates were being used, solenoid valves were also mounted close to the chamber to quickly  
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Fig. 23: Experimental setup. Epi-DPM was used to monitor height changes to the Pd microdisk sample housed 
in a flow chamber with H2 and N2 rates set via LabVIEW. Abbreviations: SMF, single mode fiber; FC, fiber 
collimator; CL, collector lens; OBJ, objective; TL, tube lens; L1/L2, lenses; V1/V2, valves; MFC, mass flow 
controller; REG, regulator; VAC, vacuum line. Figure from [50]. 
 
turn on and off the flow of gas. This prevented the gas left in the line from slowly diffusing into 
the chamber, even after the MFC had been turned off, distorting the H2:N2 pulse shape. 
 Pd microdisks on quartz (SiO2) substrates were fabricated using e-beam evaporation and a 
shadow mask. SiO2 is of particular interest due to its extensive use in fiber-based H2 sensing 
applications [20], [25]. Poor substrate adhesion prohibited the use of standard lithography and lift-
off techniques. The shadow mask has 180 µm diameter holes with a 350 µm pitch and was placed 
very close to the substrate. As shown in Fig. 24(a), a 260 nm Pd layer was deposited, the shadow 
mask was removed, and 40 nm of Pd was blanket deposited. The blanket deposition of this 
optically thick Pd layer ensures that both the microdisks and the background have the same 
complex refractive index, which allows changes in the microdisk height to be decoupled from  
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Fig. 24: Pd microdisk sample. (a) Schematic of 260 nm tall Pd microdisks on a quartz substrate and the 40 nm 
blanket deposition. (b) Bright-field image shows an edge of the blanket. Figure from [50]. 
 
changes in the reflection coefficient’s phase due to changes in the complex refractive index of the 
Pd layer. Variable angle spectroscopic ellipsometry (VASE) data yielded a complex  
refractive index of 1.56 +3.64j for our Pd structures. Furthermore, the shadow mask approach 
creates smoother edges, which prevents phase unwrapping errors in our measurements [26]. Note 
that the blanket deposition was also masked to verify the thicknesses of the blanket layer. See Fig. 
24(b).  
 Figure 25(a) shows the surface topography of a Pd microdisk and its initial dimensions. 
The initial height relative to the background before H2 exposure was 264.4 nm and the full width 
at half maximum was 181 μm. The height was measured by averaging over a circular region 
containing the top flat portion of the microdisk. Figure 25(b) shows the temporal stability of the 
system during an N2 calibration run. The temporal noise for the mean microdisk height in the 
presence of 300 standard cubic centimeters per minute (sccm) of N2 flow was 0.16 nm. 
Figure 25(c) shows the change in microdisk height versus time for a 0.4% H2 pulse. An initial 30 
min baseline was acquired using pure N2 at 300 sccm. H2 was then switched on and the flow rates 
were adjusted to maintain the 300 sccm total rate. The H2 ran for 90 min and was shut off at the  
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Fig. 25: Differential height measurements during H2 exposure. (a) Height map of a Pd microdisk before H2 
exposure using epi-DPM. (b) Stability of height measurement during N2 baseline run. (c) Average height 
change of the Pd microdisk. H2 was turned on to 0.4% at 30 min and turned off at 120 min. (d) Selected frames 
and their histograms for the local height change at various times indicated in (c). (e) Instantaneous expansion 
rate before exposure, during expansion, during recovery, and after recovery. All scale bars are 100 µm. Figure 
from [50]. 
 
120 min mark. The chamber was then purged with pure N2 at 300 sccm for 3 hours. Frames were 
acquired every 6 s during pure N2 exposure and every 3 s during the H2 pulse. During the  
experiment, the sample drifted very slightly, on the order of 100 nm in the sample plane or ½ of a 
CCD camera pixel at the image plane. To obtain the most accurate instantaneous height change 
images, this in-plane motion was corrected by registering the epi-DPM height images with sub-
pixel resolution as follows. First, each frame of the 30 min N2 baseline was registered by 
performing a cross-correlation with the very first frame, finding the position of maximal cross-
correlation rmax with sub-pixel precision by fitting the cross-correlation image with a 2
nd order 
polynomial in the neighborhood of its largest value, and then linearly interpolating the epi-DPM 
height image onto a grid that is shifted by -rmax. After registration, these baseline epi-DPM images 
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were averaged to reduce noise and thereby produce the most accurate baseline image against which 
to compute the instantaneous height change. Next, each image of the entire pulse test was 
registered to this baseline image and the instantaneous height change images were computed by 
subtraction. To reduce temporal noise, these instantaneous height change images were then 
averaged for 1 min, i.e. 10 frames during the N2 exposures and 20 frames during the H2 pulse. The 
axial expansion of the microdisk is thereby measurable in a spatially and temporally resolved 
manner with very high accuracy. 
 Figure 25(d) shows instantaneous height change images of the microdisk during the pulse 
test and their associated histograms, where the frames were selected from Fig. 25(c) to evenly 
sample the axial expansion process. The expansion can be clearly observed in Fig. 25(d) as the 
initial histogram peak with zero height splits into two peaks during H2 exposure, one remaining at 
a height of zero and the other revealing the expansion, and subsequently the peaks merge back into 
a single one upon purging the chamber with N2. Furthermore, small deformations, or local 
heterogeneities, can be observed during parts of the expansion and recovery process. These are 
observed in the histogram by considering the width of the peaks, but are more easily identifiable 
in the instantaneous height change images. 
 Figure 25(e) shows a select subset of the spatially and temporally resolved instantaneous 
rate of axial expansion at four key moments: before exposure (6 min), at the beginning of 
expansion (36 min), at the beginning of recovery (126 min), and far into recovery (295 min). For 
best accuracy, the instantaneous axial expansion rate images were computed pixel by pixel by 
performing a simple linear regression of the height change versus time for a 10 min window 
centered at the times specified in Fig. 25(e). From these images, we see a negligible expansion rate 
before exposure and far into recovery and about a 0.1 nm/min expansion rate at the onset of H2 
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exposure and a 0.1 nm/min contraction rate as the H2 is turned off. Further, the expansion and 
contraction rates are relatively uniform across the Pd microdisk. 
 The standard pulse test was repeated for other H2 concentrations to be able to quantify the 
dependency of axial expansion on concentration. Figure 26(a) shows the height changes for the 
various pulse tests. The response times were all approximately 30 min. After recovering in N2, the 
height returned to its initial value to within the noise of the system. The recovery time was 
approximately 2-3 hours for all cases. Figure 26(b) shows the change in height in percent, Δh, for 
each pulse test as a function of the H2 concentration in percent, c. For ideal films at constant 
temperature, the axial expansion process is limited by surface adsorption which is governed by 
either the Langmuir or Freundlich isotherms [8]. Given the low adsorbate concentrations used in 
this study, the Freundlich equation is more appropriate. Assuming that the axial expansion is linear 
with PdH content, this power law fit can be applied to the percent height change data [31]. This 
provides a model for the microdisk height change Δh(c) = k.cn. Fitting the data to a power law 
gives k = 1.28±0.06 and n = 0.51±0.04, which agrees well with Sievert’s law (n = 0.5) and the 
anticipated square root dependence for diatomic gas [57]. 
 
 
Fig. 26: H2 induced height changes of a Pd microdisk. (a) Measured height change for different H2 
concentration pulse tests. (b) Percent change in height, Δh, versus percent H2 concentration, c, with Freundlich 
fit: Δh(c) = k.cn, where k = 1.28±0.06 and n = 0.51±0.04. Figure adapted from [50]. 
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4.3 Adhesion Layer Effects 
 It is well known that noble metals such as Pd have poor adhesion to oxides such as SiO2. 
This was a notable problem when it came to fabricating both the on fiber devices, and planar 
samples for ellipsometry and the HILE measurements. They required both careful handling and 
limited exposure to high concentrations of hydrogen or air to prevent film deformation that would 
result in delamination. Experimental testing of the fiber devices often involved losing many 
samples to mechanical abrasion when mounting, which resulted in the design of a packaging 
method to prevent the tip from being brought into contact with anything. 
 However, that poor adhesion is also most likely what made them so sensitive when 
measuring the reflected power. Several different adhesion layers were tested. Titanium is a popular 
adhesion layer, and tests showed that samples with a thin Ti adhesion layer of a couple nanometers 
had remarkably improved durability. This did not result in much degradation of the sensitivity in 
transmission – the devices still showed the same overall response magnitude, but it did cause an 
almost 10x deterioration in response time. 
 Since such a long response time does not make a useful sensor, other metals including Ni 
and Cr were tested. The adhesion produced by a Cr layer was not as good as the Ti layer, but still 
provided an improvement. However, the Cr also worsened the response time significantly, by 
about a factor of 5x. The Ni samples did not show much change in response time, making for good 
sensors, but the adhesion was not as strong as the Cr and Ti samples. These conclusions are 
summarized in Table III. Currently a Cr/Ni stack adhesion layer is being employed when adhesion 
is required.  
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4.4 Discussion 
 A more detailed analysis of the expansion of the microdisk requires us to consider adhesion 
effects and to allow the expansion coefficient to vary as a function of hydrogen concentration. In 
addition to the axial expansion due to the hydrogen induced isotropic expansion, there is a further 
enhancement to the axial expansion when the Pd film is adhered to the substrate. To understand 
this, we begin by assuming that the Pd is not adhered to the substrate and can undergo isotropic 
expansion and that the hydride concentration is uniform. The induced free expansion in the disk 
in Fig. 25 would then be given by 
  1 0
0
h
H H
h


    (4.1) 
and 
  1 0
0
w
H H
w


  ,  (4.2) 
 
where h and w are the height and width of the microdisk respectively, α is the expansion coefficient 
at a given concentration, H is the atmospheric hydrogen concentration, and the “zero” subscripts 
denote initial conditions in the absence of hydrogen. However, when the Pd is constrained at the 
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surface due to adhesion, the inability to expand in the lateral dimension can be seen as a 
compressive stress. We approximate the hydrogen expansion effect and the compressive stress 
from the adhesion effect as independent. Because the strains are related by Poisson’s ratio, , the 
width can according to: 
 2 2
0 0 1
w h
w h h
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  (4.3) 
with 
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w w   .  (4.4) 
 
The 
0
h h  term appears in the denominator because the initial height of the unconstrained 
expanded disk is that given by the isotropic expansion following Eq. (4.1). Combining Eqs. (4.1) 
through (4.3) gives the following relationship for the measured height change: 
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    1 0 01h H H h     ,  (4.5)  
where the quadratic portion is negligible. Assuming that the reference condition is 0% hydrogen, 
Eq. (4.5) becomes 
  1 01h H h    ,  (4.6) 
which is linear with the strain represented by the product term αH. To verify this assumption a 3D 
FEM simulation of the Pd disk was carried out in COMSOL using the thermal module, which is 
well suited for material expansion. The simulation results for multiple hydrogen concentrations 
are shown in Fig. 27a as a function of the expansion coefficient, and are linear as expected based 
on the thermal model used. Furthermore, the height change vs. the strain is plotted in Fig. 27b for  
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Fig. 27: 3D simulation results for the Pd disk. (a) Height increase as a function of expansion coefficient. (b) 
Height increase as a function of the strain, shown as the product of the expansion coefficient and hydrogen 
content. 
 
two different simulations, which serves to verify things are working properly. Also shown in this 
plot is the theoretically calculated height change as a function of the strain from Eq. (4.6) which 
shows good agreement with the more time-consuming simulations. Literature values for the 
Young’s modulus of E = 73 GPa and for Poisson’s ratio ν = 0.44 were used for the Pd layer [58]. 
The substrate was treated as fixed. The slight discrepancy between the theoretical and the 
simulated values is attributable to the fact that Eq. (4.6) assumes the disk is uniformly constrained 
laterally, which it is not. While the simulations can be used directly to relate the height change to 
the expansion coefficient, it is sometimes useful to have a heuristic relationship. Noting that the 
simulation results are also very linear, the slopes of the two data sets can be compared to give a 
correction factor of 0.92: in other words 
  100.92 1correctedh h    ,  (4.7) 
where 
 H  .  (4.8) 
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This correction factor is dependent on the disk geometry. Using these results, the measured height 
changes and their corresponding hydrogen concentrations, the expansion coefficient can be 
extracted as a function of hydrogen. Furthermore, according to Eq. (4.7) if the change in height 
with hydrogen is linear then the strain is also linear with H. Allowing α to have a functional 
dependence on H and differentiating Eq. (4.8) yields 
 .H const
H H
 

 
  
 
,  (4.9) 
which has solutions of the form 
   0maxH
H

   .  (4.10) 
 The extracted expansion coefficients and a fit according to Eq. (4.10) are shown in Fig. 28. 
The fit was performed for the linear portion of the height vs. hydrogen data. The cut-off of 0.3% 
for the fit is somewhat arbitrary but agrees with other collected data, as will be shown later in 
Chapter 5. For lower concentrations tabulated data can be used as the expansion appears 
increasingly non-linear with hydrogen content. The 
max
  term is related to the expansion for an 
ideal isotropic Pd film and the coefficient denoted by 
0
  is a function of geometry and constraints. 
The results of the fit yield values for 
max
  and 
0
  of 0.45 ± 0.01 and 0.08 ± 0.01 respectively. It 
is very important to note that these expansion coefficients are given as a function of the 
atmospheric hydrogen concentration, not the concentration of PdHx. While these results are strictly 
empirical compared to Eq. (3.1) and Fig. 26, they are potentially very useful for device design.  
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Fig. 28: Expansion coefficients extracted from DPM data using Eq. (4.7) and fit to a strain model that is linear 
with H2 concentration according to Eq. (4.10).
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CHAPTER 5 
OPTOMECHANICAL SENSORS 
 
A significant amount of effort was spent in trying to accurately model the devices presented in 
Chapters 2 and 3. However it was eventually realized that due to incomplete knowledge of the 
dynamics of the film, specifically accurate refractive index data for PdH and little to no inclusion 
of mechanical effects such as HILE in the simulations, that these simulations would not match the 
experimental data. Research into the complex refractive index of the film has been an ongoing 
effort, but is complicated by the fact that it depends so strongly on deposition conditions and varies 
from film to film. The research done on the palladium expansion, presented in Chapter 4, was done 
in part so that the mechanical dynamics of the sensors could be quantified and simulated.  
 The data obtained from those measurements, combined with the impressive sensitivity 
demonstrated by the reflective sensor, almost certainly attributable to lattice expansion and poor 
adhesion, led to the optomechanical sensor designs presented here. The proposed designs are based 
on a cantilever structure. By coating the cantilever with Pd, not only will the reflectivity change, 
but stresses induced by HILE will cause the cantilever to flex. Such designs have been used before 
to create capacitive sensors [59]–[61].  Incorporating this mechanical action directly into the sensor 
design allows for much more accurate device simulation, and the ability to predict sensor behavior 
based on past measurements.  This work is mainly concerned with establishing and modeling the 
dynamics of the cantilever from basic principles and past measurements using the DPM 
characterization technique, but a more compact sensor could be made by forming a cavity using 
the cantilever as a mirror. There is also the potential of integrating resonant optical structures onto 
the cantilever mirror, further increasing the sensitivity. 
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5.1 Sensing Method 
 Depending on the form of the probe measurement, the sensing mechanism is based on the 
flexure and/or reflectivity change of the cantilever. Upon exposure to hydrogen, the refractive 
index of the palladium layer will change and the layer will expand. The expansion of the Pd layer 
will cause stress that will flex the membrane. When incorporated into a cavity this would 
effectively change the length of the cavity. Furthermore, the refractive index and surface angle of 
the membrane will also change, changing the reflectivity and coupling efficiency of the top mirror. 
For the latter, simulations and measurements show deflections large enough to scatter the light out 
of the acceptance angle of single mode fiber are easily obtainable. Such a device would essentially 
represent a controlled and improved version of the reflective nano-aperture sensor.  
 Several different membrane geometries can be considered. The two basic structures are a 
suspended membrane, either rectangular or circular, anchored on at least two sides (Fig. 29a), or a 
cantilever structure anchored only at one end (Fig 29b). An extension of the latter is the butterfly 
structure shown in Fig. 29c with a thin anchor at the center, essentially two cantilevers back to 
back. One final consideration is where to place the Pd layer, and whether or not it should coat the 
entire cantilever, specifically in relation to the anchor point. Simulations showed that this effect 
was not large, but more overlap with the anchor point slightly reduced the total flexion of the 
cantilever or membrane. 
 Each structure has advantages and disadvantages which depend on the design constraints. 
The cantilever structure would allow for larger deflections, which may or may not be desirable, 
but would be mechanically weaker than the suspended membrane. The butterfly structure shares 
the same properties as the cantilever while keeping the design more symmetric. Depending on the 
width and placement of the anchor with relation to the mode, however, it could be weaker or less  
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Fig. 29: Various possible cantilever or membrane designs. (a) Suspended membrane. (b) Cantilever. (c) 
Butterfly or dual cantilever. 
 
sensitive. In addition, for the butterfly and cantilever structures, at large deflections, the membrane 
may flex out of the optical path of, or scatter the light. This would result in a further change in 
reflection on top in addition to that due to the refractive index change. The suspended membrane 
structure would be the most stable, but would also result in smaller deflections for similar 
dimensions. As a compromise favoring sensitivity, the cantilever structure (Fig. 29b) will be 
examined in detail. The results can be easily extended to either the butterfly or membrane 
structures.  
 
5.2 Simulation Methods & Results  
Before fabrication, simulations were used to determine suitable design dimensions. These 
simulations make use of the expansion data acquired through the HILE measurements to model 
hydrogen exposure. A 3D model of the cantilever was constructed in COMSOL and the thermal 
module was used to simulate the expansion with hydrogen content taking the place of temperature, 
and the hydrogen expansion coefficient replacing the thermal expansion coefficient. No reaction 
from the substrate materials and complete and uniform saturation of the PdH film were assumed. 
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 Several variables exist that can be used to tune the device sensitivity: the cantilever 
geometry, the thickness of the cantilever beam layer, the thickness of the palladium layer, and the 
length and width of the cantilever beam. The cantilever beam material is chosen to be SiNx and 
literature values for the mechanical properties of the different materials were used such as 
Poisson’s ratio, density, and bulk modulus. These values are listed in Table IV. For the following 
simulations in this sub-section the model assumes zero stress before hydrogen exposure. In the 
case of SiNx or even with the addition of Pd, the cantilever will have some initial deflection 
depending on deposition conditions and film properties. These effects, to be discussed later, can 
only be taken into account once the initial stress is known. Figure 30 shows the predicted 
deflections due to 0.5% H2 exposure for a cantilever design (Fig. 29b) using the expansion 
coefficients extracted from the DPM data in Section 4. This particular sensor has a cantilever 
thickness of 1000 nm with 50 nm of Pd on top. The cantilever showed a maximum tip deflection 
of 0.6 μm for 0.5% hydrogen.  
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Fig. 30: Simulated deflections for a cantilever with a SiNx thickness of 1 µm, a Pd thickness of 50 nm, a length 
of 50 µm, and a width of 50 µm, and hydrogen = 0.5% unless otherwise stated. 
 
 
 Simulations were also done to determine the trends associated with adjusting each variable 
for exposure to 0.5% H2 for a 50 µm long cantilever. Figure 30a shows the tip deflection as a 
function of Pd thickness. The cantilever was 50μm in width, with a thickness of 1μm. As expected, 
for thicker Pd layers the cantilever flexes more, almost linearly with thickness for these values 
resulting in a constant deflection sensitivity of 10 nm/nm of Pd thickness. Figure 30b shows that 
thinner cantilevers should flex more, which is also expected. The sensitivity to the nitride thickness 
depends on the operating point, but for a 1 µm of SiNx design, the deflection shows a sensitivity 
of 1.2 nm/nm of SiNx thickness. The sensitivity increases to 9 nm/nm of SiNx at 500nm of nitride. 
The reduced SiNx thickness results in a sensitivity that is about 8 = 2
3 times larger. As will be 
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explained shortly, the sensitivity is expected to be inversely proportional to the cube of the SiNx 
thickness. Figure 30c shows the tip deflection as a function of cantilever width. The sensitivity is 
2 nm/µm of width, which is much lower than the other parameters. These values can be better 
understood if the cantilever is considered as a substrate-thin film system; the dynamics can be 
approximated by Stoney’s equation [62] which showed good agreement with simulations: 
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 ,  (5.1) 
where  is the stress in the thin film, h is the layer thickness, κ is the curvature, ‘s’ denotes the 
substrate, and ‘f’ denotes the film. In this case, the SiNx layer is the substrate and the Pd is the 
film. For a fixed cantilever length, the tip deflection is proportional to the curvature. For a given 
stress, Eq. (5.1) shows that the curvature varies linearly with the film thickness, and follows an 
inverse square law for the substrate thickness. Thus, the sensitivity, which is proportional to the 
derivative of the curvature, should be constant with Pd film thickness and inversely proportional 
to the cube of the SiNx thickness. These trends agree with the measured results. The width does 
not appear in Eq. (5.1) and therefore the tip deflection should not change much as the width is 
varied. This is also observed in the data because the measured dependence on width is small 
compared to the other variables and becomes increasingly irrelevant for long cantilevers. Finally, 
Fig. 30d shows the simulated cantilever profiles for two different hydrogen concentrations. For 
comparison with the experimental results to be shown later, the sensitivity of the simulated 
curvature to variations in the important material and design parameters is shown in Table V for a 
cantilever with a SiNx thickness of 1µm, a Pd thickness of 50nm at 0.5% hydrogen. The Pd film 
stress at this concentration was assumed to be 216 MPa based on the measurements in Chapter 4, 
with an associated curvature of 0.2 mm-1.  
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 In addition, there are several other trade-offs not shown in Fig. 30. Firstly, the rupture and 
tensile strength of the anchor point and Pd layer adhesion strength are not included. For thick Pd 
layers and long, thin, cantilevers something may break before it achieves the calculated deflection. 
Secondly, the Pd layer is much denser than the SiNx layer, hence thick Pd layers and long, thin 
membranes will not be feasible beyond a certain limit. Deposition of the metal layer may result in 
collapse of the membrane or cantilever. Based on these simulations cantilevers ranging in length 
from 15 to 150 μm, in width from 15 to 50 μm, and in thickness from 500 to 1000 nm were 
fabricated. These devices were then coated with Pd layers 25 – 50 nm thick. 
 
5.3 Fabrication and Experimental Setup 
Fabrication of the devices is fairly straightforward from a microelectromechanical systems 
(MEMS) perspective. Aside from adhesion, the substrate is relatively unimportant for quantifying 
the dynamics of the cantilever. In light of that, <100> silicon was chosen as there exist many well 
documented anisotropic etch processes for undercutting this material. Since these devices are not 
electronic or CMOS-based, KOH was chosen as the etchant for simplicity due to its high selectivity 
to the <111> plane, as well as its capability to undercut. The [100]:[111] selectivity of KOH is 
around 100:1 or more, depending on temperature and other factors, which results in the formation 
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of pyramidal cavities. Furthermore, it has been shown that KOH and similar etchants will attack 
convex corners, with one proposed mechanism being due to dangling bonds. This will allow for  
undercutting of the cantilever while maintaining anisotropy at the outer walls of the cavity 
surrounding the cantilever. While not completely necessary, this feature will allow tighter spacing 
of different cantilever designs and allow multiple devices to fit into the field of view of the DPM 
system used to characterize them. It also ensures that the regions around the cantilever used as the 
reference height do not flex due to undercutting. Finally, SiNx was chosen as the beam layer since 
it is unaffected by the KOH etch. While SiO2 has a small etch rate in KOH, it could still be used 
due to the high selectivity. However, CVD deposition of SiO2 usually results in higher film stresses 
than SiNx, particularly when compared to mixed frequency SiNx. For large stresses the initial 
deflections and stress gradients will complicate modeling, and potentially break or make 
characterization difficult due to numerical aperture limitations in the DPM system. 
 Figure 31 shows the process flow for fabricating the structures. First, a bare lightly doped 
<100> Si wafer was cleaved into bars and various SiNx thicknesses were deposited at mixed 
frequency to minimize stress. The final SiNx layer thickness was confirmed with ellipsometry. The 
next step was to lithographically define etch windows and dry etch through the SiNx. With the 
underlying silicon exposed a KOH wet etch was used to undercut the cantilever. After etching was 
finished, the Pd layer was deposited using e-beam deposition. Figure 32 shows the undercutting 
process at various time steps and the computed undercut etch rate. Since the KOH etch is self-
limiting and has such high selectivity in this configuration over-etching is not a concern. However, 
the backside was unprotected so prolonged etching would thin the wafer. 
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Fig. 31: Fabrication process flow for the SiNx cantilevers with Pd blanket deposition. 
 
 
 
 
 
 
 
Fig. 32: (a) Optical microscope images of the convex corner undercutting process. (b) Undercut etch rate. 
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Fig. 33: SEM images of fabricated cantilevers showing final cavity structure, undercutting, and resting contour. 
(a) Cross section view. (b) Isometric view.  
 
 In particular, this process was carried out for two nitride thicknesses which were measured 
to be 560 nm and 1010 nm. Palladium thicknesses of 25 and 50nm were deposited on each. SEM 
images of the final devices can be seen in Fig. 33. Upon close inspection, it can be seen that the 
cantilevers curve slightly upward. This is due to built-in stress in the nitride. In order to measure 
this built-in stress, a whole wafer was included during the depositions and interferometry was used 
to measure the topology of the wafer before and after deposition. Using Stoney’s equation and the 
measured radius of curvature, height, and film thicknesses, the initial stress was found to be 
approximately +190 MPa. This means that the SiNx layer is compressively strained; however, since 
the cantilever is not formed by a bimorph the stress gradient determines the deflection of the 
released structure. In general, as distance from the substrate increases the stress decreases, so the 
top layer of the cantilever is more tensile than the bottom resulting in the upward deflection relative 
to the surface as shown. The curvature and height for the same wafer was also measured after the 
Pd deposition which indicated a slight increase in the intrinsic compressive stress. 
 Also visible in Fig. 33 is the slight undercutting of the nitride along the <111> plane and 
the irregular cavity shape due to the undercutting process. Furthermore, it was found that the 
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cantilevers were slightly narrower (about 5%) than designed, most likely due to the 
photolithography, either the mask or resist, and dry etching. 
 After fabrication, the cantilever arrays were mounted in a machined test chamber. The 
chamber had one inlet and two outlets to facilitate gas purging. One outlet was situated directly 
over the sample via a small hole in the chamber window. This outlet also served the dual purpose 
of allowing inspection via DPM without introducing the problem of multiple reflections. The 
presence of the outlet directly over the sample was found to have no effect on the response as long 
as the chamber was kept under positive pressure. The measurement setup is similar to that used 
for the measurements in Chapters 4 and an updated schematic is shown in Fig. 34 with the omission 
of the DPM configuration which has already been shown. However, there are two notable changes 
in terms of the gas flow. First is in the use of compressed air rather than nitrogen as the ambient 
gas. The second is in the solenoid configuration, with only one valve used to ensure that no 
hydrogen flows when the MFC is set to 0 sccm. 
 
Fig. 34: Experimental setup for measuring the cantilever deflection. The DPM system is omitted for brevity. 
Blue lines represent gas flow, red lines the optical path, and green lines data acquisition. The ‘S’ block is a 
solenoid valve. 
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 The removal of the other solenoid from Fig. 23 is a result of the use of air and the inclusion 
of the outlet port over the sample. With these two changes, it is no longer possible or necessary to 
seal off the chamber and stop gas flow. The use of air rather than nitrogen is a major step forward 
compared to the work presented thus far as it shows these sensors being tested under more realistic 
operating conditions.  
 The experimental process consists of alternating pulses of various hydrogen concentrations 
in air with DPM used to image the cantilever and determine its height and curvature. Test 
conditions were varied, but typical pulse durations were 30 minutes at a total flow rate of 200 
sccm, which was held constant. All of the gas flow was automated via LabVIEW and synced to 
the time stamp on the DPM images for analysis. For these measurements, a 405 nm laser was used 
as the illumination source. Figure 35 shows an example of the topology and cantilever profile 
captured by the system. Due to the very large etch depth (relative to the wavelength) there are 
significant phase unwrapping errors around the edge of the trench surrounding the cantilevers. To 
avoid this, the cantilevers were cropped in post processing to remove the edge and then 
individually phase unwrapped. 
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Fig. 35: Sample surface plot acquired by the DPM system. Due to the fabrication design, multiple cantilevers 
can be measured simultaneously. The phase unwrapping noise shown as the large spikes around the trench is 
due to the very large etch depths. 
 
5.4 Deflection Measurements 
To first step in characterizing the response of the cantilevers is to measure and extract the 
topography of the cantilever, yielding deflection values as a function of (x,y) where x is measured 
along the cantilever’s length (longitudinally) and y is measured along its width (transversely). 
Given that the response is along the length of the cantilever, this 2D information can be averaged 
in the transverse direction to produce a surface profile cross section. It should be noted, however, 
that although not visible in any of the figures shown thus far, there is a slight cupping effect 
transverse to the cantilever direction. This effect is negligible for cantilevers with a large length to 
width aspect ratio. For those at or below a 1:1 aspect ratio the averaging can be confined to the 
center portion where the height variance due to cupping is minimal. Unless otherwise noted, the 
72 
 
following results are for a cantilever with dimensions L = 75 μm, w = 48 μm, hs = 1.01 μm, and 
hPd = 50 nm. The cantilever was exposed to hydrogen concentrations ranging from 0.2 to 1% in air 
with pulses each lasting 30 minutes. The profile cross sections and corresponding surface topology 
can be seen in Fig. 36 for several hydrogen concentrations. The red dashed line denotes zero 
deflection, or a flat cantilever. Figures 36 (a) and (c) show that the initial deflection is upwards, 
with a tip deflection of approximately 800nm. This value is computed at the point x = 70 μm across 
all concentrations to avoid any edge effects. As the hydrogen concentration is increased, the Pd 
film expands due to HILE. The resulting strain causes a downward deflection of the cantilever. At 
approximately 0.38% H2, the cantilever is in a compensated flat state and further increases in 
hydrogen result in a change in the concavity.  
 Figure 37 shows the temporal behavior of the structure. Due to the relatively thin Pd layer, 
the response times were under 5 minutes, an improvement compared to the fiber sensors and 
expansion measurements in Chapters 2-4. The baseline showed some initial drift but started to 
stabilize towards the end of the test. The overall response can be seen to start saturating at high 
concentrations, which is due to approaching the alpha to beta phase transition in the film. This 
transition was specifically avoided as the resulting plastic deformation could break the device if 
the stresses became too great. The lower limit of 0.2% H2 is due to equipment limitations; however, 
the large response and SNR at this concentration suggests the device would be sensitive to much 
lower concentrations. A summary of the tip deflection can be seen in Fig. 38 with a dashed line at 
z = 0 to guide the eye.  
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Fig. 36: (a) Cantilever topography for 0% hydrogen. (b) Cantilever  topography for 1% hydrogen. (c) Averaged 
cross section profiles for the cantilever deflection.  
 
 
 
 
Fig. 37: Pulse response of a cantilever with dimensions L = 75 μm, w = 48 μm, hs = 1.01 μm, and hPd = 50 nm. 
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Fig. 38: Summary of the tip deflection measured at x = 70 μm from the anchor. The dashed line represents the 
z=0 plane. 
 
 
5.5 Curvature Measurements 
Based on experiments and physical models, it can be shown [63] that the deflection of a stressed 
cantilever as a function of x can be approximated by a quadratic 
 2 0
1
2
z x x z
R
  ,  (5.2) 
where R is the radius of curvature, z0 is the initial height, and θ represent initial angles at the anchor 
point caused by stresses. Assuming perfect leveling of the DPM image, the initial height should 
be zero. Figure 39 shows the deflection of the cantilever at 1% hydrogen along with a fit to Eq. 
(5.2). While agreement between the fit and the model is very good, there is slight coupling between 
the 1st and 2nd degree coefficients, which increases the measured error for κ = 1/R. Combined with 
noise in the DPM data, this resulted in a fit error of approximately 0.2% for the curvature. Without 
an empirical or theoretical model for the first degree coefficient, this is difficult to improve and 
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many factors can affect this coefficient. However, the mean value of the curvature is consistent, as 
can be seen in the near zero drift of the baseline in Fig. 40, which shows the curvature parameter 
after fitting each frame in Fig. 37. The results of the curvature fitting are summarized in Fig. 41 
which shows the curvature vs. hydrogen content.  
 
 
Fig. 39: Measured cross section profile and corresponding parabolic fit used to determine the curvature. 
Cantilever dimensions L = 75 μm, w = 48 μm, hs = 1.01 μm, and hPd = 50 nm. 
 
 
Fig. 40: Temporal response of the measured curvature under hydrogen exposure. 
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Fig. 41: Summary of the measured curvature as a function of hydrogen concentration. The dashed line 
represents the z=0 plane. 
 
5.6 Discussion 
The overarching goal of the cantilever sensor was to show that by incorporating mechanical effects 
directly into the design, the response can be more accurately simulated and that it will be consistent 
across devices with perturbations to the geometry or design. This can be approached in multiple 
ways. First, the response of the cantilever can be predicted using the previous HILE data. To 
accomplish this, the expansion coefficients which were extracted in Chapter 4 can be inserted into 
the COMSOL cantilever simulations along with updated values for the initial stress and curvature 
and final design dimensions. The only caveat is that the stress gradients producing some of the 
initial deflection are not known and hence are approximated by an initial torque of the cantilever. 
These simulation results are shown in Fig. 42 for the same cantilever whose experimental data was 
shown in Fig. 37. The average relative error for the total change in deflection between theory and 
experiment is 31.0%. Given that the material properties of the Pd and the SiNx depend on 
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deposition conditions and that the stress gradients producing θ are unknown, there is fairly good 
agreement. Furthermore, these films are substantially thinner than the films from which the 
expansion coefficient was measured. The thinner films likely behave differently according to Eq. 
(4.10). Even with more accurate expansion coefficient data, the problem of accurate information 
about the Young’s modulus and stress in the SiNx, which can vary significantly, would not be 
solved. Such detailed analysis of the material parameters is beyond the scope of this work. 
However, these results show that the response of the cantilever device can in fact be predicted to 
within an order of magnitude from basic principles and DPM measurements of HILE.  This is a 
vast improvement over the fiber sensors first presented and other previous work. 
 Alternatively, the expansion coefficient can be used to predict the curvature of the 
cantilever directly using Eq. (5.1) for the Pd/SiNx structure. Defining the film stress as  
  PE H    ,  (5.3) 
where EP is the Young’s modulus of the Pd film and  H  is the hydrogen induced strain, the 
curvature of the cantilever can be predicted according to 
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  

   ,  (5.4) 
where  H H   is used for consistency with the data collected in Chapter 4. The variable h 
represents layer thickness, E the Young’s modulus and ν Poisson’s ratio for the materials SiNx and 
Pd denoted by the subscripts S and P respectively. The initial curvature is given by κ0 and the 
negative sign is because the Pd film is under compressive stress. The benefit of this approach is 
that the values of the initial stresses and the variable θ do not need to be known, assuming that the 
Pd layer is in the thin film regime ( P Sh h ). Using this formulation, the expected curvatures from 
the HILE data are shown in Fig. 43. This resulted in a similar match to the simulated deflection 
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data, with a relative error of 33.7%. This prediction is still subject to errors resulting from not 
knowing the Young’s modulus of the nitride or Pd layer, the curvature fitting, and more 
importantly the functional form of the expansion coefficient. According to the sensitivities 
calculated in Table V, and allowing for nanometer variations in the thicknesses of the Pd film and 
the SiNx layer as well as uncertainties in the mechanical properties E and ν, this level of relative 
error is reasonable. 
 
 
Fig. 42: Measured and predicted deflection at x=70 µm. The deflection is predicted using 3D simulations and 
the expansion coefficients measured previously. Cantilever dimensions L = 75 μm, w = 48 μm, hs = 1.01 μm, 
and hPd = 50 nm. 
 
 
 To gain more insight into the dependence of expansion on film properties, the DPM data 
from the cantilever can be used to extract the expansion coefficient in the reverse process. 
Rearranging Eq. (5.4) gives an expression for α 
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Fig. 43: Measured curvature compared to the curvature predicted by Eq. (5.4) as a function of hydrogen 
concentration. The dashed line represents the change in concavity of the cantilever. 
 
Using the measured curvature values, the extracted expansion coefficients for the cantilever are 
shown in Fig. 44 for cantilevers of two different sizes on the sample. Ideally these numbers should 
be identical; however, at low concentrations they diverge slightly. This is likely due to a 
combination of the small change in curvature and fit errors.  
 The expansion coefficient and its variation with hydrogen concentration can then be used 
to predict the curvature for a sample with different layer thicknesses, which eliminates the error 
associated with not knowing the Young’s modulus or the Poisson’s ratio. A cantilever with a 
measured SiNx thickness of 560nm and a Pd thickness of 25nm was also fabricated. Figure 45 
shows the predicted curvature values using an average of the results in Fig. 44. While the values 
are closer, this approach still assumes that the expansion of the two films is identical, which Fig. 
45 suggests may not be the case. 
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Fig. 44: Expansion coefficient extracted from cantilever curvature using Eq. (5.5). 
 
 To further analyze the thin film expansion coefficient, consider the curvature given by Eq. 
(5.4) which, similar to the microdisk expansion, is directly proportional to the strain and can be 
differentiated yielding 
 0
,
H H
  
 
    (5.6) 
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This suggests that for curvature values that are linear with H, a similar fitting procedure can be 
applied to extract the functional dependence of the expansion. The curvature for the 50 nm Pd 
cantilever is replotted in Fig. 46 which shows a strong linear dependence for H > 0.4%. A similar 
trend was found for the 25 nm Pd cantilever, which can be seen by comparison in Fig. 45.  
The expansion coefficients for the second cantilever were also extracted using Eq. (5.5). 
Combined with the data from the initial cantilever that had 50 nm of Pd, these values were then fit 
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according to the strain model that is linear with H2 concentration in Chapter 4 which previously 
yielded the relationship 
 
  0max .H
H

  
  (5.8) 
 The results of this fit are shown in Fig. 47 along with the tails of the fits for both cantilevers 
and the microdisk from Chapter 4. For all three sets of data, Eq. (5.8) fit well and the resulting fit 
parameters can be found in Table VI. As expected the film thickness has an important effect on 
the expansion coefficient. Equally interesting is the very strong agreement in the value for 
max
  
which reinforces the validity of the fit. The other fit parameter shows a direct correlation with film 
thickness: as film thickness decreases, 
0
  grows larger. The trend seems to be monotonic but with 
only 3 data points this is only speculation. It does however make sense that this parameter should 
tend toward zero for thick films, which relates 
max
  to bulk expansion. Also important to note is 
that the lattice mismatch between the Pd and the Cr/Ni adhesion layer causes built-in compressive 
strain in the Pd film at the interface, which has less room to dissipate for thinner films. This implies 
the average lattice constant should be smaller for thinner films. Using a “ball-in-hole” analogy 
[64] for hydrogen absorption, the “ball” is the same size for all three films but the “hole” is smaller 
for thinner films, so the fractional expansion increases. 
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Fig. 45: Predicted curvature values based on the expansion coefficient extracted from a different cantilever 
geometry. 
 
 
 
Fig. 46: Fit of the linear portion of the curvature as a function of hydrogen exposure correlating with a strain 
model that is linear with H2 concentration. 
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Fig. 47: Summary of the measured expansion coefficients (% expansion as a function of exposure 
concentration) for different film geometries and thicknesses. 
 
 Also important for designing reliable and predictable sensors is repeatability of the 
response between measurements, and ultimately the ability of the measured responses to be 
inverted and hydrogen concentrations to be determined without any a priori knowledge. To 
examine the repeatability of the cantilever sensor, the device was subjected to repeating pulses of 
0.5% hydrogen alternating with both air and 1% hydrogen. The results of this pulse test are shown 
in Fig. 48 and a summary of the response can be seen in Fig. 49. Figure 48 shows a slight drift in 
the response initially, which is clearer in Fig. 49.  However, after a long enough hydrogen exposure 
the response levels out as shown by pulses 8-10. For the pulses where the response is measured 
after returning from 1%, rather than from air, the response is slightly different but still relatively 
stable compared to the measurement error indicated by the error bars. These results are generally 
consistent with past observations that the Pd based sensors require pre-exposure to hydrogen to 
remove this initial drift attributed to relaxation of the film. More interesting, however, is the 
difference in response depending on the previous hydrogen content of the film. This suggests a 
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memory effect in the lattice such that the response of each pulse cannot be considered independent 
from the rest. Hypothetically, this could be removed by doing many different sweeps and 
calculating a response matrix. However, due to the large amount of time required and the relatively 
small error introduced (on the order of 3-4x the noise level) this analysis was not carried out. 
 Having established that the baseline of the sensor is stable, a set of random concentrations 
was chosen to test the predictability of the sensor for both return to zero measurements, as well as 
sequential random concentrations. The duration of each pulse was limited to a minimum of 20 
minutes so that the sensor had time to fully respond. However, given that the 10-90% response 
times are on the order of 5 minutes, shorter pulses could have been used with the introduction of 
slightly more error. The measured tip deflection for the random pulse test can be seen in Fig. 50. 
To determine the hydrogen concentration, the calibration data in Fig. 38 was inverted. 
 The results of these calculations can be seen in Fig. 51. The slight shoulder seen on the tail 
end of some of the calculated pulses is a result of the interpolation in the gap between 0 and 0.2%. 
If measurement data at lower concentrations were available, this effect would be smoothed out. 
Any calculated negative values were floored to 0% which is why the baseline appears to be exact. 
There is a similar offset to the response at 0% that occurs when recovering from hydrogen exposure 
in that the cantilever returns to a state with compressive stress in the Pd layer resulting in more 
upward deflection. After some time depending on the concentration, this is released and the 
baseline returns to normal. The error in the calculated hydrogen concentration is summarized in 
Fig. 52 showing that the hydrogen concentration can be determined with an error in the range of 
0-0.04%. This is relatively large compared to the noise in the measured height and curvature 
values; those factors alone correspond to an uncertainty of 0.003% H2 for this cantilever. The 
determined hydrogen concentration is always less than the actual value, suggesting systemic 
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sources of error such as the memory effect of the Pd film discussed previously – most likely due 
to the chemistry and thermodynamics of the film.  
 
Fig. 48: Temporal response of the tip deflection at x=70 µm for a cantilever with dimensions L = 75 μm, w = 48 
μm, hs = 1.01 μm, and hPd = 50 nm to repeated hydrogen pulses. 
 
 
 
Fig. 49: Tip deflection at 0.5% H2 as a function of pulse for data shown in Fig. 48. 
 
 
Fig. 50: Temporal response to a random pulse train of H2. 
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Fig. 51: Calculated hydrogen concentration using the measured tip deflection and the calibration data shown 
in Fig. 38. 
 
 
Fig. 52: Error in the calculated hydrogen concentration. 
 
5.7 Low Concentration Measurements  
To verify the accuracy of the linear strain assumption, as well as to further test the sensitivity of 
the cantilever device, lower concentration measurements were carried out by using a different 
combination of mass flow controllers and a more dilute hydrogen source (0.2% in air). Similar 
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pulse tests were carried out and the results of these measurements are shown in Fig. 53. Figure 53a 
shows the temporal response of the curvature and Fig. 53b shows a summary of the results 
averaged over three pulses. This data shows that the minimum detection limit based on curvature 
is below 0.025% (250 ppm) hydrogen in air. These curvature values are plotted together with the 
original data in Fig. 54a, reinforcing the bounds of the linear model used to fit the expansion 
coefficient. These are plotted as the change in curvature due to a slight drift between the two series 
of measurements. Figure 54b shows the calculated expansion coefficient for the low and high 
concentrations. 
 
Fig. 53: Temporal response of curvature as a function of time and hydrogen concentration at low 
concentrations. (b) Summary of the measured curvature. 
 
 
Fig. 54: (a) Change in curvature vs. hydrogen concentration. (b) Calculated expansion coefficient vs. hydrogen 
concentration. Red triangles indicate the new data. 
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CHAPTER 6 
CONCLUSIONS 
 
This dissertation discusses fabrication and analysis of several palladium based hydrogen sensors 
as well as potential pitfalls in design. It also explores characterization methods enabling more 
accurate modeling, specifically concerning the expansion of thin palladium films.  
 The first design, the nano-aperture sensor, shows the potential sensitivity of Pd based 
sensors, as well as the need for a more complete model. The improved sensitivity of this device 
resulted from the inclusion of a resonant structure; however, the behavior could not be modeled 
from only an optical standpoint, despite various attempts. It was ultimately established that the 
sensitivity was coupled to microscopic mechanical effects from adhesion and surface blistering, 
which are random and are very hard to simulate.  
 In order to better understand what was occurring with the Pd films, characterization was 
carried out, specifically on the adhesion properties and the expansion of the film. It was found 
through experiment that the adhesion layer can play a prominent role in the response of the Pd 
film. A technique was also developed to measure the hydrogen induced lattice expansion using 
diffraction phase microscopy. Using this data and mechanical models, we were able to extract 
functional information about the expansion coefficient of thin film palladium, a key parameter in 
device simulation. 
 A cantilever sensor was also fabricated and tested, operating based on stress induced 
deflection. The fundamental behavior of the cantilever sensor was measured and characterized 
using the same DPM technique and showed reasonable agreement with both the theoretical models 
and the previous measurements.  By designing a sensor with a large macroscopic mechanical 
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response, the challenges that the nano-aperture sensor experienced in predicting the response were 
avoided. Both the repeatability and the accuracy of this device were also established while 
operating in atmospheric conditions. With a suitable fabrication process, a device combining the 
sensitivity of the nano-aperture sensor with the reliability and predictability of the cantilever 
structure could be realized.  
 One such proposed sensor is the integration of a plasmonic hole array onto the cantilever 
tip,  similar to grating based sensors which have been previously studied [65]–[67]. In addition to 
the vertical displacement, such a device would be sensitive to hydrogen through the change in 
periodicity of the holes as a result of lattice expansion and substrate warping, the change in phase 
matching condition introduced by the curvature of the array, and the change in permittivity of the 
palladium film. The surface plasmon resonance (SPR) condition for the array can be approximated 
by [26], [68]: 
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where Λ is the period of the array, n is the refractive index of the incident dielectric, θ is the 
incident angle, and ε is the permittivity. The integers i and j determine the scattering order. Given 
the sharp resonances of such structures large changes in the reflection and transmission spectra 
could be produced for small hydrogen concentrations as ε, θ, and Λ will all vary with H2. Using 
Eq. (6.1) the required period for resonance at a given wavelength and incident angle (to the 
substrate) can be calculated from tabulated refractive index data for palladium and the curvatures 
measured in Chapter 5. Devices have been designed and fabricated according to Eq. (6.1) and 
literature concerning the spectra shifts due to hole geometry [26] using focused ion beam and can 
be seen in Fig. 55.  
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 In addition to laying groundwork for sensors such as the proposed SPR-cantilever hybrid, 
the work presented in this dissertation raises interesting and practical questions about how to 
reduce the systemic error in Pd-based hydrogen sensors. Specifically, a deeper look can be made 
into the dynamics of thin film palladium using techniques such as x-ray diffraction (XRD) and 
transmission electron microscopy (TEM) to characterize the lattice and grain structure and x-ray 
photoelectron spectroscopy (XPS) to gain more insight into the surface composition of the film. 
This information could potentially be used to explain the drift seen in experimental measurements 
and to improve calibration, or to help improve sensor selectivity to variables such as humidity and 
temperature. Aside from selectivity concerns surrounding temperature, humidity, and other gases 
which were not studied, the ability to operate in a wide variety of these conditions is also desirable 
for many sensing applications. Adapting these sensors to operate in harsh environments would be 
one logical and important next step.  
 This work was also primarily concerned with low concentration measurements in the α 
phase of PdH leaving room for research into how to design and build robust sensors that can 
reliably bridge the α to β phase transition. To this end, a further study of the plastic deformation 
of the film at high concentrations and the mechanical strength and stability of thin film structures 
under these conditions would be required. One final mechanical consideration that was touched 
upon but not fully explored was the effect and role of adhesion and adhesion layers on the 
expansion of thin films, specifically relating to the induced strain at the interface. This was seen 
experimentally to affect both the response magnitude and response time. 
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Fig. 55: SEM images of fabricated hybrid SPR-cantilever sensors. 
 
 In addition to these potential new areas of research, we believe that the methodologies 
discussed in this dissertation for empirical data collection in thin films and for optomechanical 
sensor design will allow for the development of more sensitive and predictable functionalized 
optomechanical sensors, such as the device in Fig. 55, that can detect, identify, and quantify 
different gases, chemicals, or biological agents.  
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