Abstract This paper studies an approximation method for the log likelihood function of a non-linear diffusion process using the bridge of the diffusion. The main result (Theorem 1) shows that this approximation converges uniformly to the unknown likelihood function and can therefore be used efficiently with any algorithm for sampling from the law of the bridge. We also introduce an expected maximum likelihood (EML) algorithm for inferring the parameters of discretely observed diffusion processes. The approach is applicable to a subclass of non-linear SDEs with constant volatility and drift that is linear in the model parameters. In this setting globally optimal parameters are obtained in a single step by solving a square linear system whose dimension equals the number of parameters in the model. Simulation studies to test the EML algorithm show that it performs well when compared with algorithms based on the exact maximum likelihood as well as closed-form likelihood expansions.
Introduction
In the natural and social sciences diffusion processes are widely used as models for random phenomena that evolve continuously in time. They are popular because they arise as solutions of stochastic differential equations, which are natural probabilistic generalizations of the deterministic models described by ordinary differential equations.
It is well known that if the data are recorded at discrete times, parametric inference for diffusions using maximum likelihood estimates is a hard problem, primarily because it is usually impossible to find the corresponding likelihood function (see Sørensen (2004) for a review of methods of inference in the diffusion setting). In this paper we are concerned with the estimation of the parameters in the stochastic differential equation (SDE) dX t = µ(X t , θ )dt + dW t , where µ(·, ·) :
is an arbitrary continuous (possibly) non-linear function and W t is a standard Brownian motion. In order to guarantee the existence of a non-explosive solution of (1.1) we need to assume that for each parameter value θ ∈ R N+1 the function µ(·, θ ) : R → R is locally Lipschitz with linear growth (see Kloeden and Platen (1999, ch. 4) ). The task is to infer the vector of coefficients θ ∈ Θ ⊆ R N+1 in the drift µ(·, θ ) from K + 1 observed realizations x 0 , . . . , x K of the diffusion X t , where Θ is some compact subset in the parameter space.
When the exact likelihood function is available, the parameters can be determined by maximizing the joint likelihood of the observations. The true likelihood function is, however, available only in very few cases. A variety of approximations exist and are well documented in the literature (see Aït-Sahalia (2002) and Jensen and Poulsen (2002) ; Hurn et al. (2007) ; Schneider (2006) for empirical comparisons of the available methods). A general method for parameter inference based on the EM algorithm is to maximize an approximate likelihood function, which can be defined if one can simulate the bridge of the diffusion in (1.1) (see Section 2 for the precise definiton of this approximation). Recently an exact simulation approach for diffusion bridges was developed in Beskos et al. (2006) and an efficient algorithm for sampling from bridges of ergodic diffusions was proposed in Bladt and Sørensen (2007) . Either of these simulation methods can be used to define the approximate likelihood function mentioned above. The main theoretical contribution of the present paper is Theorem 1, which states that, under some additional regularity conditions on the drift µ(·, θ ) in (1.1), the approximation for the likelihood function obtained by the simulation of the bridge of the diffusion in (1.1) is justified, because it approximates uniformly the true likelihood. For the precise statement of the result see Section 2.
In this paper we also propose a new algorithm for the inference of parameters when diffusion (1.1) takes a simpler form given in (3.1). Our method circumvents the use of numerical optimization to determine the parameters for diffusion models of the form (3.1). The estimation algorithm transforms the original problem to a related inference problem that has a unique global solution θ * ∈ R N+1 which is obtained in a single step by solving a linear system of dimension (N + 1) × (N + 1) given in (3.5). Note that the inversion of the matrix that defines the system is numerically stable. This is because the dimension of the system is independent of the sample size and, since it equals the number of parameters in the model, is not very large. By Theorem 1 the related inference problem approximates uniformly on compact subsets of the parameter space the original inference problem. We also show that the approximations of the expectations that feature in linear system (3.5) converge uniformly on bounded subsets of the parameter space as the time interval between consecutive data points goes to zero (i.e. the number of observations K + 1 goes to infinity). This property is implied by Theorem 3.
Diffusions that are not of the form (1.1) can often be transformed to the required structure by a well known change-of-variable method (see equation (3.6) at the end of Section 3). The constant diffusion coefficient requirement in (1.1) is therefore not as restrictive as it may seem at first glance. Many of the widely used diffusion processes with state-dependent volatility fall into this class. The square-root process and the flexible diffusion used in Aït-Sahalia (1996) and Jones (2003b) (see (4.3) and (4.4) for the SDEs describing the models) can be dealt with in this fashion. The likelihood functions of both processes, conditional upon S&P 100 implied volatility index data, are analysed using the EML algorithm in Subsection 4.2. In the case of the square-root process, direct maximum likelihood estimation is also performed, and it is shown that the parameter values obtained agree with the ones found using an algorithm based on the EML procedure. In this paper we consider only one-dimensional diffusion processes, even though the EML algorithm can be applied to the multidimensional case without introducing additional computational complexity when the underlying process is reducible (see Aït-Sahalia (2008) for the precise definition). But extending the result of Theorem 1 to higher dimensions is a much harder problem.
The paper is organized as follows. Section 2 describes how to approximate the likelihood function and states our main theoretical result (Theorem 1). Section 3 defines and derives the EML algorithm for diffusions given by (3.1).
Section 4 consists of two subsections. In Subsection 4.1 a comparison of the EML algorithm with exact maximum likelihood estimation and the analytic likelihood approximation method from Aït-Sahalia (2002) is performed.
Subsection 4.2 estimates the square-root and flexible diffusion processes conditional on implied volatility data.
Section 5 concludes the paper. The appendices contain the proofs of Theorems 1 and 3.
The main result
Let x 0 , . . . , x K denote K + 1 realizations of the diffusion X t given in (1.1) observed at times t 0 , . . . ,t K . To avoid notational complexity we assume evenly spaced time intervals between consecutive data points:
for all k ∈ {1 . . . , K}. Since we are assuming that the drift µ(·, θ ) : R → R, is locally Lipschitz and has linear growth, SDE (1.1) has a weakly unique solution for any starting point x 0 in its domain and any parameter value
The starting point of our approach is the EM algorithm which we now briefly review (see Dempster et al. (1977) or McLachlan and Krishnan (1997) for the general theory). We begin by considering two consecutive data points and then apply our analysis to the entire data set. Between two consecutive observations x k−1 and x k at times t k−1 and t k respectively, we introduce M − 1 evenly spaced auxiliary latent state variables u 1 , . . . , u M−1 and define
Note that the length of the time interval between u m−1 and u m , for any m ∈ {1, . . . , M}, equals δ := ∆ /M. Given two observed realizations u 0 and u M , the task is to find the parameter θ = (a 0 , . . . , a N ) such that the value π(u M | u 0 , θ ) of the conditional transition density of the diffusion X t is maximized. Consider the joint likelihood π(u M , . . . , u 1 | u 0 , θ ) of the variable u M and the latent auxiliary variables u 1 , . . . , u M−1 conditional on u 0 .
The Markov property of the diffusion X t implies the following representation:
In order to formulate the EM algorithm in our setting we need to introduce the following notation. Let random variables U m := X t k−1 +mδ for all m ∈ {1, . . . , M − 1}, correspond to the auxiliary states between the consecutive observations and let the random vector U := (U 1 , . . . ,U M−1 ) be the auxiliary state vector. The joint distribution of U is given by the law of the bridge of the diffusion X t , which starts at time t k−1 at the level u 0 and finishes at the level u M at time t k , denoted by Q θ (or more accurately Q
). The subscript θ signifies the dependence of this probability law on the parameters in the model. The EM algorithm starts with some feasible value θ 0 of the parameter θ and repeats the following two steps:
M-step: maximize this expression with respect to θ .
The function in the E-step of the algorithm is known as the complete likelihood. The important observation is that the expectation defining the complete likelihood is taken with respect to the distribution of the vector U, which is given by the law Q θ n of the diffusion bridge. With each iteration the value π(u M | u 0 , θ ) is increased and therefore the algorithm is guaranteed to converge to a stationary point, which in some pathological cases is not a local maximum (see McLachlan and Krishnan (1997) for convergence properties of the EM algorithm). It is thus key to understand the behaviour of the complete likelihood
There are two problems associated with the E-step of the algorithm in our setting. The first is that the joint density π(u M , . . . , u 1 | u 0 , θ ) for the law of the process X t given by SDE (1.1) cannot be obtained in closed form.
The second problem is that the law of the bridge of the diffusion X t (i.e. the process X t conditional upon X t k−1 = u 0 and X t k = u M ), which arises in the expectation, is also unknown.
Using an Euler scheme approximation for the solution of SDE (1.1), together with Markov property (2.1), one can obtain an approximation for the joint likelihood function π(u M , . . . , u 1 | u 0 , θ ) in the following way. Over any short time period of length δ the Euler scheme approximates the solution X t+δ of SDE (1.1) at time t + δ , conditional upon the level X t , by the normal random variable X t + µ(X t , θ )δ + W δ with mean X t + µ(X t , θ )δ and variance δ . Over a longer time period ∆ a succession of such normal variables is used to approximate the original process (see Kloeden and Platen (1999, sec. 10 .2) for the general theory and convergence properties of Euler schemes for SDEs). Each transition density π(u m | u m−1 , θ ), for m ∈ {1, . . . , M}, in (2.1) can therefore be approx-
defined above. Identity (2.1) implies that an approximation for the joint likelihood π(u M , . . . ,
This approximation is useful because it depends explicitly (through the known drift function µ(·, θ )) on the model parameter θ and has been used in Pedersen (1995) and Brandt and Santa-Clara (2002) to obtain an approximation for the transition density. The method, known as simulated maximum likelihood (SML), is based on the following convergence result which holds under global Lipschitz and linear growth conditions (see Theorem 2 in Pedersen (1995) ):
The SML algorithm uses this relationship to obtain an approximation to the likelihood function directly. As we will now show, it is possible to circumvent the difficult issue of the computation of high-dimensional integrals and obtain optimal parameter values without having to compute approximations of transition densities.
In the same spirit as in Jones (1998) , Eraker (2001) , Elerian et al. (2001) and Roberts and Stramer (2001) , the auxiliary data points introduced at the beginning of this section are there to exploit the convergence of the discrete-time approximation to the diffusion X t . As shown above, the main problem is to find the maximum of the Beskos et al. (2006) or Bladt and Sørensen (2007) ) governed by the law Q θ 0 . In Section 3 we will show that the approximate problem has a unique maximum that can be obtained as a solution of a linear system of size (N + 1) × (N + 1), where N + 1 is the dimension of the parameter θ , if the underlying diffusion takes the form (3.1).
A natural question that arises at this point concerns the quality of the approximation of the complete likelihood by the sequence of functions
. Numerical experiments in Section 4 suggest that this approximation works well. Under some additional regularity hypothesis on the drift µ(·, θ ), this intuitive claim can be justified by the following theorem. 
for all θ in the parameter space, where φ (y; x, δ ) is the normal density function with mean x and variance δ .
Furthermore the limit is uniform in θ on each compact subset of the parameter space.
Note that the nature of Theorem 1 is fundamentally different from the result (2.2) above, proved in Pedersen (1995) , because the expectation in the theorem is taken with respect to the law of the bridge of the diffusion X t rather than the law of the diffusion X t itself (i.e. conditional upon X t k = u M = x t k and X t k−1 = u 0 = x t k−1 ). The proof of Theorem 1 is in Appendix A. It is based on the fact that in the one-dimensional case there exists an explicit formula for the transition density of the diffusion in terms of the Brownian bridge (see Rogers (1985) ). Because this is a special property of the one-dimensional case, the proof does not easily generalize to the multidimensional setting.
The main contribution of Theorem 1 is that it provides the theoretical basis for using the approximate complete likelihood described above with any method capable of simulating the diffusion bridge of the process defined by (1.1), including the algorithms in Beskos et al. (2006) and Bladt and Sørensen (2007) , provided the regularity conditions on the drift are met. In Section 3 we use Theorem 1 to justify a key step in a new estimation algorithm for discretely observed diffusions.
Expected maximum likelihood (EML) algorithm
In this section we are concerned with the estimation of the parameters in the SDE
driven by the standard Brownian motion W t . The drift µ(·, θ ) : R → R is given by an arbitrary family of independent possibly non-linear Lipschitz functions g, f i : R → R with linear growth. The task is to infer the vector of
As we shall see, the EML algorithm consists of solving a linear system of size (N + 1) × (N + 1) given in (3.5) and converges to the global maximum in a single step.
Having constructed the approximation to the complete likelihood in Section 2, we now turn to the initial estimation problem. By the M-step of the EM algorithm our task is to maximize the approximate complete likelihood
for any fixed value of the model parameter θ 0 . The obvious proposition below is crucial to all that follows. It is clear that the complete likelihood in Proposition 2 is a non-degenerate quadratic form in θ , bounded above by a constant, which implies that all of its eigenvalues must be negative. Therefore there exists a unique global maximum.
Proposition 2 The complete likelihood
The following simple calculation will yield the globally optimal parameter value θ ⋆ = (a ⋆ 0 , . . . , a ⋆ N ) which exists by Proposition 2. By setting the partial derivative with respect to each coordinate a j , j ∈ {0, . . . , N}, of θ in the function given in Proposition 2 to zero, we obtain the linear system Aθ ⊤ = b where θ = a 0 , . . . , a N ,
Since there exists a unique global maximum of the approximate complete likelihood, the inverse A −1 must also exist and the unique optimal parameter value is given by θ ⋆ = (A −1 b) ⊤ . For K + 1 observations of the process X t , the globally optimal parameter value θ ⋆ is obtained in the same way. The only difference is that matrix (3.2) and vector (3.3) are computed using M · K, rather than M, auxiliary and observed realizations (see (3.5)).
The globally optimal value θ ⋆ of the parameter vector solves the linear system whose coefficients are yet to be determined. Computing the expectations E Q θ 0 [·] in closed form is impossible because it requires the unknown transition density π(u M−1 , . . . , u 1 | u M , u 0 , θ 0 ) of the bridge of the diffusion X t . The key idea that helps circumvent this problem is to replace the law of the bridge of X t with the law of the corresponding Brownian bridge in all the coefficients of matrix (3.2) and vector (3.3). The crucial additional benefit of this substitution is that it removes the dependence of the coefficients of the linear system on the parameter θ 0 , which implies that the EM procedure terminates after only one iteration. Therefore by Proposition 2 the EML algorithm is guaranteed to converge to the globally optimal parameter value θ ⋆ in a single step. A recent parameter estimation algorithm for general one-dimensional diffusion models given in Beskos et al. (2006) , based on a sophisticated sampling method known as retrospective sampling, also employs the EM approach. The EM algorithm is also used in Bladt and Sørensen (2007) who exploit the time-reversal symmetry of ergodic diffusions to sample from the corresponding bridge.
Unlike in the case of the EML algorithm, in both of those settings an iteration of E-step and M-step is required in order to obtain the stationary value of the model parameter.
We now need to consider the quality of the weak approximation of the law of the bridge of the diffusion X t (i.e. a process X t conditioned to start at X 0 = x and finish at X ∆ = y, where ∆ is the length of the time interval between consecutive observations in the data) by the law of the Brownian bridge (i.e. a Brownian motion W t conditioned to start at W 0 = x and finish at W ∆ = y). This question is of importance because it tells us how far the coefficients of the linear system given by the matrix (3.2) and the target vector (3.3) are from the ones used in the EML algorithm (3.5). It is intuitively clear that, when ∆ goes to zero, the Brownian bridge approximation must improve in quality. Since the law of the diffusion bridge is absolutely continuous with respect to the law of the Brownian bridge, it is possible to bound the approximation error explicitly in terms of ∆ and the model parameter θ . 
Theorem 3 Assume that functions g, f i
: R → R, i ∈ {0, . . . ,dQ ∆ ,x,y θ dW ∆ ,x,y = L ∆ θ E W ∆,x,y L ∆ θ , where L ∆ θ := exp − 1 2 ∆ 0 (µ(W s , θ ) 2 + µ ′ (W s , θ ))ds .
(a) The following inequality holds for all x, y in the domain of X t and all times
where 
The absolute continuity of the measures Q Having substituted the law of the diffusion bridge Q ∆ ,x,y θ by the law of the Brownian bridge W ∆ ,x,y , which is independent of the parameter θ , we are left with the task of calculating the expectations in the coefficients of matrix (3.2) and vector (3.3). A numerical integration approach would be feasible, because we have an explicit formula for the normal density of the marginals of the probability measure W ∆ ,x,y . However, because of the numerous two-dimensional integrals in (3.3), the problem does not lend itself well to this approach.
An alternative approach is to simulate the paths of the Brownian bridge and use Monte Carlo to obtain the relevant expectations. This can be done by using the modified Brownian bridge sampler defined in Durham and Gallant (2002) and Chib and Shephard (2002) , given by the following recursive formula: introduces no discretization bias and is therefore preferable to the Euler approximation. Since the parameter θ does not appear in the evolution equation (3.4) of the modified Brownian bridge, the EML algorithm can be described as follows.
Let x 0 , . . . , x K be the K + 1 observations at times t 0 , . . . ,t K of the diffusion X t given by SDE (3.1) and let
between the observed data points x k−1 and x k such that u 0k = x k−1 and u Mk = x k for all k ∈ {1, . . . , K}. Let S be the number of the simulations used. Then the EML algorithm consists of the following simple steps.
Step 1. For each k ∈ {1, . . ., K} and each s ∈ {1, . . . , S} generate a Brownian bridge path (u
Step 2. Find the unique solution of the linear system Aθ ⊤ = b, where
with i, j ∈ {0, . . . , N}, to obtain the globally optimal parameter value θ ⋆ = (a ⋆ 0 , . . . , a ⋆ N ).
An appealing feature of the EML algorithm described above is that it circumvents the iterative process that is ubiquitous in the general EM framework. The invertibility of matrix A is by Proposition 2 equivalent to the non-degeneracy of the complete likelihood function, which is implied by the linear independence of the functions f i in the drift (3.1). Note that if auxiliary state variables u 1k , . . . , u M−1k , for all k ∈ {1, . . . , K}, are not introduced, we can remove the expectation operators in (3.2) and (3.3) or equivalently the sums over s and m in step 2 of the above algorithm. In this case the EML algorithm reduces to the classic linear regression. Under the conjugate normal prior the estimates of the drift parameters then coincide with the posterior mean in a Bayesian analysis of the coefficients. Note also that the EML algorithm is very fast because of its simplicity and easier to implement than the analytic approximation method described in Aït-Sahalia (2002) . Another advantage of the EML algorithm is that it does not require a gradient search, which might be either numerically unstable or return a local maximum rather than the correct point estimate.
We conclude this section with a brief comment about diffusion models with a state-dependent diffusion func- u,ϑ ) , which depends on the diffusion parameter vector ϑ , into
Note that if the original drift µ(·, θ ) is affine in the parameter θ , so is the transformed drift µ Y (·, θ , ϑ ) even if the transformation y → γ −1 (y, ϑ ) cannot be computed in closed form. In this case a fast numerical algorithm for computing the drift µ Y (·, θ , ϑ ), which is affine in the vector θ , can always be obtained by numerical integration and the Newton-Raphson method. Therefore an application of the EML algorithm is feasible for any fixed value of the diffusion parameter ϑ . In Section 4 we will discuss how to apply the EML algorithm to diffusions of this kind (see the models given by (4.3) and (4.4)).
Applications
There are at least two potential applications for the EML algorithm. The first is the classical parameter estimation problem for diffusion models. The advantage of the EML approach is that the resulting parameter estimates are globally optimal and the bias introduced through the Euler approximation is, by Theorem 1, arbitrarily small.
The second application is based on the fact that the EML algorithm is computationally very fast. The speed of the algorithm enables one to explore easily the dependence of the likelihood function on the diffusion parameter ϑ (see (3.6)), along with the dependence of the globally optimal drift parameter θ as a function of ϑ (see examples (4.3) and (4.4)). Both of these applications will be illustrated in the present section.
Base Cases
To test the EML algorithm for potential biases arising in the Euler and the Brownian bridge approximations, we start by establishing two base cases. The first case is an Ornstein-Uhlenbeck diffusion (see (4.1)), where the true transition density, and therefore the likelihood function, is known. The second case is a diffusion with a non-linear drift (see (4.2)), where we employ the closed-form likelihood expansion from Aït-Sahalia (2002) as a benchmark, because this method is known to produce very accurate approximations of the true transition density (see for example Schneider, 2006; Hurn et al., 2007; Jensen and Poulsen, 2002) .
To put the EML algorithm to the test we simulate 1000 data sets from each of the two models (the OrnsteinUhlenbeck process in (4.1) and the non-linear diffusion in (4.2)), with K + 1 = 500 observations in each data set. As mentioned above, in the first case we perform an exact ML estimation on each of the data sets using the exact transition density in the likelihood function, and in the second case we first apply the closed-form likelihood expansion from Aït-Sahalia (2002) to obtain an approximation to the likelihood function which is then used in .2) on 1000 data sets generated using the true transition density for model A and a very fine Euler approximation for model B (100 auxiliary data points). The benchmark estimations for model A are performed using exact maximum likelihood. The benchmark estimations for model B are obtained using closed-form likelihood expansions. The column "bias" shows the mean bias of the estimated parameters. Bias is defined asθ (i) − θ 0 for the i-th estimation. The column "Std. Dev." shows the standard deviation of the parameter estimates. For the EML estimation 30 auxiliary data points were used.
quasi ML estimation. The two models are given by A striking observation is the higher bias of the ML estimator over the EML estimator, an unusual phenomenon that cannot be true in general. The closed-form likelihood expansion and EML display similar biases. No noticeable difference can be seen by choosing 200 or 1000 simulations to approximate the expectations in the EML algorithm. Stramer and Yan (2007a) suggest that in a related problem of Monte Carlo estimation for the transition densities of diffusions, the optimal number of simulations S is of the order M 2 , which in the two cases discussed here amounts to approximately 900 simulations. Note also that the EML procedure takes about a second to produce the optimal paramteter values for each of the data sets described in this subsection. The hardware used to perform these experiments is a PC with 64 bit Xeon 2.8 MHz processor. 
Exploring the likelihood function
The empirical features of the dynamics of equity indices such as the S&P 100 include time-varying volatility, a level effect for the volatility of the variance of return (see Jones, 2003a) and evidence for jumps (Andersen et al., 2002) . We are now going to investigate how a diffusion model, specified by a non-linear SDE, fits the implied volatility data. In this section we study the relation between the diffusion and drift parameters for each of the conditional upon real data, can be investigated 1 using the EML algorithm. The second model is a non-linear diffusion (4.4), introduced by Aït-Sahalia (1996) , and is potentially flexible enough to accommodate the rich dynamics exhibited by the S&P 100 implied volatility index data.We start by transforming the SDEs in (4.3) and (4.4) into a form with a unit diffusion coefficient using formula (3.6). For model I we apply the transformation y(x) = 2 √ x/σ , which yields In the case of model I we also perform maximum likelihood estimation with the true transition density of the square-root variance (4.5). 2 The resulting parameters are θ = 0.0462866, κ = 5.96063, σ = 0.455324. Note that this parametrization ensures a stationary marginal distribution for the square-root variance process.
For any fixed value of volatility σ we can transform the time series for the volatility index using the change of coordinates y(x) = 2 √ x/σ and perform the estimation of the parameters in (4.5) using EML. This operation takes about 1 second on a personal computer (64 bit Xeon 2.8 MHz running Linux) for the given data set. By repeating this process for each value of σ on a finite grid in the interval [0.1, 1.2], we can compute the functions plotted in The likelihood function for model (4.4) is extremely flat in the diffusion parameters close to the optimal region 2 The non-central chi-square density is given in terms of special functions that are difficult to handle numerically for non-symbolic computational tools with finite precision such as Fortran, C/C++ and Matlab. We perform this estimation using Mathematica.
3 It is beneficial for the stability of the method to keep the random numbers fixed in all of the expectations arising in (3.2) and (3.3). This principle is shown to guarantee the convergence of the MCEM algorithm in Papaspiliopoulos and Sermaidis (2007). Figure 4 .2a displays the maximum likelihood function (up to a proportionality factor) of specification (4.3) as a function of σ on the x-axis conditional on S&P 100 implied volatility data. For a given σ , the optimal values of θ ⋆ and κ ⋆ are computed using EML. The likelihood function is computed using the SML algorithm with the Brownian bridge importance sampler (see Durham and Gallant (2002) ). (4.4) as a function of σ 1 (on the x-axis) and σ 2 (on the y-axis), conditional on S&P 100 implied volatility data. For given σ 1 and σ 2 , the values a ⋆ 0 ,a ⋆ 1 and a ⋆ 2 are computed using EML. The likelihood function for Model II given in (4.4) is computed using the SML algorithm with the Brownian bridge importance sampler (see Durham and Gallant (2002) ).
(see Figure 4 .3) and care should be taken with the estimation. Finally, a likelihood-ratio test applied to the two variance models reveals that the specification (4.4) is preferable over the square-root specification.
Conclusion
This paper is concerned with an approximation procedure for the likelihood function of a non-linear diffusion given a discrete set of observations. The method can be used with any algorithm for sampling from the law of the diffusion bridge (e.g. Beskos et al. (2006) /dW ∆,x,y of the law of the bridge of the diffusion X t with respect to the law of the Brownian bridge (see Theorem 3 for the precise definition). The diffusion X t used in this example is given by a non-linear SDE (4.4). The parameter value θ is implied by the VXO data. The coordinates of θ are approximately given by a 0 = 0.1,a 1 = −1,a 2 = −10 and the diffusion coefficients are σ 1 = 0.001,σ 2 = 3. The graphs correspond to time-horizons ∆ equal to two weeks and one month and a fixed starting point x = 0.04 for the diffusion bridge and the Brownian bridge. Three different end points y of the respective bridges are chosen for each time horizon. Notice that the density in all the cases is concentrated in a small neighbourhood of 1, thus making the bound in (a) of Theorem 3 very tight even for time intervals ∆ as long as one month.
We also develop a new expected maximum likelihood (EML) algorithm for the estimation of parameters governing a non-linear diffusion process. It provides globally optimal parameter values when the drift is affine in the coefficients and the diffusion function is constant. For diffusions with a state-dependent volatility function our method is used to express the likelihood as a function of the volatility parameters only, thereby significantly reducing the dimension of the parameter space for a gradient based solver. The framework is easy to implement and is guaranteed to solve the expectation maximization problem in a single iteration. It uses auxiliary data points and is based on two observations: the fact that the complete likelihood (i.e. the joint likelihood of the observed and auxiliary data points) of the Euler scheme approximates uniformly the complete likelihood of the diffusion as the time interval between the consecutive auxiliary data points goes to zero and the fact that the law of the Brownian bridge approximates well the law of the diffusion bridge. Global optimality (Proposition 2), theoretical bounds (Theorem 3) and asymptotic results (Theorem 1) are established, quantifying the quality of the approximations.
Additional numerical experiments suggest that the method works very well for multivariate non-linear diffusions even for large time intervals between observed data points.
A topic for further research is the possible extension of the EML framework to the estimation of jumpdiffusions. Instead of using the law of the Brownian bridge, a semi-nonparametric density (see Tauchen, 2002, 2006) ) could be used to approximate the conditional density p( 
Appendix

A Proof of Theorem 1
Recall that we have a diffusion X t which is a solution of the SDE dX t = µ(X t , θ )dt + dW t , where µ(·, θ ) : R → R is a bounded Lipschitz function with bounded first and second derivatives. Without loss of generality we can assume that the parameter space Θ is a compact subset of R N+1 . For s > t let π t,s (x | x 0 , θ ) denote the probability density function of X s conditional on X t = x 0 . It is well-known that such a density exists (see equations (7) and (8) in Rogers (1985) ) and by Girsanov's theorem can be expressed as
Here W 0 denotes the Brownian bridge W 0 u := W u − uW 1 , for u ∈ [0, 1], and the function g θ is given by g θ (u) := µ ′ (u, θ ) + µ(u, θ ) 2 . Our task is to prove that the sum
converges to zero uniformly for all θ in the compact parameter space Θ , where Q θ 0 is the law of the bridge of the diffusion X t , for t ∈ [0, ∆ ], which starts at X 0 = x 0 and finishes at X ∆ = x ∆ for any fixed pair of real numbers
The function φ (y; x, δ ) in this expression is the normal density function with mean x and variance δ .
The first step in the proof of Theorem 1 is to understand the integrand
We start with the following claim.
Claim 1. The integral of the drift can be expressed as
, where h θ 1 (x, y) is a bounded measurable function which is linear in θ .
be the Taylor approximation of order 2 of the drift µ(·, θ ). The point ξ x,u lies in the interval (x, u) ⊂ R (or in (u, x) , if x is larger than u). For any fixed y in R we can integrate this representation of µ(·, θ ) to obtain the representation of the integral which is given in claim 1.
We need to check that the function h θ 1 (x, y) :=
if u = x and is zero otherwise. Note that the function b θ is bounded since µ ′′ (·, θ ) is bounded and linear in θ . Since the set Θ is compact, the estimate
holds for all y > x and some constant C. A similar bound holds for y < x. It follows from the definition of b θ that it is measurable on R × R since it is continuous outside the zero measure set {(x, x) : x ∈ R}. Fubini's theorem implies that h θ 1 (x, y) must therefore also be measurable. This proves claim 1.
The next task is to relate the asymptotic behaviour of the function log (Φ θ (δ , x, y) ) to the drift µ(·, θ ). This will be achieved in claims 2 and 3.
Claim 2. There exist constants δ 0 > 0 and A 0 > 0 such that for all δ ∈ [0, δ 0 ] we have the following equality:
where A θ (x, y) is a measurable function of x and y that satisfies |A θ (x, y)| < A 0 for all x, y ∈ R and all θ ∈ Θ .
By Lagrange's mean value theorem we obtain the following equalities:
where the real number ξ ∈ (0, √ δW 0 u ) depends on x, y, δ and W 0 u . Notice that the random variable X θ (x, y, u) is measurable since it coincides with the quotient
on a complement of the set {W 0 u = 0}, which has probability zero. This representation also implies that for any fixed path of W 0 u , the function X θ (x, y, u) is jointly measurable in the variables x, y and u and that it is quadratic in the parameter θ . The assumptions on the drift µ(·, θ ) and the above equality imply that the random variable X θ (x, y, u) is bounded for all possible triplets (x, y, u) .
. The left-hand side of the equality in claim 2 can now be rewritten
From the definition of W 0 u and the fact that X θ (x, y, u) is bounded by a positive constant C independent of θ , we can see that
combined with the Cauchy-Schwarz inequality, yields
This means that the expectation of Z θ (x, y) exists and is bounded above and below uniformly in x and y for all parameters θ ∈ Θ . Therefore there exists δ 0 > 0 such that
The right-hand side in (A.5) can now be expressed as
since the series log(1−z) = ∑ ∞ k=1 z k /k converges uniformly on compact subsets of (−1, 1). We can define
k /k, which is therefore measurable and uniformly bounded for all x, y and δ ∈ [0, δ 0 ]. It also follows from the bound in A.6 that there exists a constant A 0 > 0 such that |A θ (x, y)| < A 0 for all x, y and all parameter values θ ∈ Θ . This proves claim 2.
Claim 3. The equality
holds for all x and y and some bounded measurable function h θ 2 (x, y), which is quadratic in the parameter θ . By Lagrange's mean value theorem we obtain
Since the diagonal {(x, x) : x ∈ R} has Lebesgue measure zero in R× R, we can extend the quotient to a bounded measurable function on R × R × [0, 1]. If we integrate the above equality over the interval [0, 1] we
It follows from Fubini's theorem that the last integral, denoted by h θ 2 (x, y), is a measurable function of x and y. It is also clear that h θ 2 (x, y) is bounded since the integrand (x, y, u) → g ′ θ (ξ )u is bounded on its domain and that h θ 2 (x, y) is quadratic in the parameter θ . This completes the proof of claim 3.
We can now apply claims 1, 2 and 3 to the equality in (A.4) to obtain the following representation:
where h θ 1 (x, y), h θ 2 (x, y) and A θ (x, y) are bounded measurable functions. The sum in (A.3) can now be decomposed naturally into four sums. The first three will tend to zero as δ goes to zero, by Lemma 4. The fourth one can easily be bounded as follows:
where the constant A 0 is as in claim 2, and hence converges to zero uniformly in θ . Note also that since the functions x, y) are at most quadratic in the parameter θ which takes values in a compact region Θ , it is enough to state and prove Lemma 4 for functions that do not depend on θ and still obtain uniform convergence in θ . The proof of Theorem 1 will therefore be complete as soon as we prove the following lemma.
Lemma 4 Let f δ : R × R → R be one of the functions:
3 where h(x, y) is a bounded measurable function, or
Then the following holds:
Proof. Let A(δ ) denote the sum in the above limit. Since the diffusion X t is a Markov process, we can express A(δ )
Conditional densities, which arise in the expectations in (A.7), can be expressed using the formula in (A.1) for the transition density of X t . We can therefore rewrite A(δ ) as
To simplify the notation let N := ∆ δ − 1. Note that we are always choosing δ so that N is an integer. The above expression for A(δ ) implies that the lemma will follow if we prove the following equalities:
Condition (A.9) corresponds to the last summand in (A.7), while condition (A.8) accounts for the rest of the sum in (A.7).
Let us start by proving (A.9). Note that since by assumption the drift µ is bounded and has a bounded first derivative, the function Φ must be bounded (as mentioned above, we are omitting dependence on the parameter θ 0 as it is fixed throughout). The function h in the definition of f δ is also bounded, so the absolute value of the integral in (A.9) is smaller than δC R |v 2 − 1|e −v 2 /2 dv, δ 3 2 C R |v 3 |e −v 2 /2 dv and δ 3 2 C R |v|e −v 2 /2 dv for f δ given by (1), (2) and (3) respectively. These bounds are obtained by the change of variable v = (x ∆ − x)/ √ δ in the integral in (A.9).
In each of the three cases the constant C is independent of δ . This proves (A.9).
We are now left with the harder problem of proving (A.8) . Note that the integrand is absolutely integrable over R × R, which by the Fubini theorem implies that we are free to choose any order of integration in the double integral. We will first prove case (1) where
This case is harder than (2) and (3), which will be dealt with at the end of the proof. (u, k, N) 
We shall now prove the following statements, which will imply the lemma: N) is independent of u, and
Notice that (c) and (d) together imply lim N→∞ B(u, N) = (lim N→∞ C(u, N) ) R (u 2 − 1)e −u 2 /2 du = 0, which proves the lemma in case f δ is given by (1). In order to prove (a) we need to consider the graph of the mapping x → 1/ x(N − x) in the interval (0, N). We can without loss of generality assume that N is an even integer by choosing the decreasing time interval δ correspondingly (recall that δ = ∆ /(N + 1)). By inspecting the area under the graph of this map, it is easy to see that the following inequalities must hold:
.
It is easy to check that
= 2 arctan x y−x for all x ∈ (0, y), where y is any positive real number. Using this formula to calculate the integrals in the above inequalities we obtain the following relations:
for every even integer N. It is now clear the limit of the sum in (a) equals π.
We are now going to prove (b) and (c). Notice that we can assume without loss of generality that the function h in (A.12) is non-negative (i.e. h(y) ≥ 0 for all y ∈ R), because we can express it as h = h + − h − , where h + (y) = max{h(y), 0} and h − (y) = max{−h(y), 0} are non-negative functions. Notice that the functions h + and h − are non-differentiable on a set which is at most countable 4 and therefore has Lebesgue measure zero.
We will start by showing that the limit lim N→∞ C(0, N) exists. Since h is non-negative, the same is true of 0, k, N) . Using the same reasoning as above, we obtain the following inequalities:
Since the function x → 1/ x(N − x) is integrable on the interval [0, N] and F is bounded, the inequalities in (A.13), together with the next claim, imply that the limit lim N→∞ C(0, N) exists.
Claim.
The two cases in the claim are very similar and can be deduced using the same methodology. We will give details only for the first case. Let k ∈ {1, . . . , N 2 − 1} and recall that Φ and h are bounded functions with bounded derivatives. We can therefore obtain using (A.12) the following estimate:
where C i , i = 1, . . . , 4, are constants independent of k and N and I i (k, N), i = 1, . . . , 4, are integrals given by:
dy,
We can now estimate the integrals I i (k, N), i = 1, . . . , 4, for any k ∈ {1, . . . , N 2 − 1}. For I 1 (k, N) we get:
many disjoint open intervals in R. Since function h is monotonic on each of these intervals, there can only be at most one zero in each interval. Therefore the set A of such zeros of h must be countable.
The last integral in this inequality converges to zero by the dominated convergence theorem. Therefore I 1 (k, N) goes to zero with increasing N uniformly in k.
In order to bound I 2 (k, N), notice that the function x → exp(−(y − x 0 ) 2 /(2∆ x)) has a derivative which is bounded (for each y ∈ R) on the interval x ∈ [0, 1/2]. Since k ∈ {1, . . . , N/2 − 1}, the value x = k/(N + 1) lies in the interval (0, 1/2). For k such that k/(N + 1) ≤ (N + 1) − 1 4 , we get the following bound:
which is uniform in all k that satisfy the above condition.
, the Lagrange mean value theorem implies the existence of ξ in the interval (
The last inequality is independent of k and holds for every y ∈ R. It therefore implies that It is shown in Rogers (1985) (see page 160) that the partial derivative
2) equals the expectation of the derivative
Using the fact that g is bounded and has a bounded first derivative, we conclude that ∂ Φ ∂ δ is also bounded. Therefore we can apply Lagrange's mean value theorem to prove that I 3 (k, N) and I 4 (k, N) converge to zero uniformly in k as N goes to infinity.
We have just shown that lim N→∞ M(N) = 0, where
, together with (a) and the fact that M(N) converges to zero, prove the claim. We have therefore proved that the limit lim N→∞ C(0, N) exists.
In order to complete the proof of (b) and (c) we need to understand the behaviour of u, k, N) for all u ∈ R. The key observation here is that every instance of the parameter u in definition (A.12) of the function F (u, k, N) is of the form
. It is therefore natural to expect that the partial derivative ∂ F ∂ u (u, k, N) tends to zero with increasing N for every fixed value of u. This is precisely what we shall now prove.
It follows from (A.12) that the inequality .16) holds, where D 0 is a positive constant independent of u, k and N and the integrals J i , for i = 1, . . . , 4, are of the following form: The functions Φ 1 and Φ 2 denote the derivative of function Φ given in (A.2) with respect to the first and second state variable. It is shown in Rogers (1985) that these derivatives exist and that they are bounded.
In order to obtain the bound in (A.16), we had to exchange the order of differentiation and integration (see the definition of function F in (A.12)). This can be justified by the dominated convergence theorem, since the difference quotients are bounded above by the function y → sup u ′ ∈(u−1,u+1)
for each u ∈ R, where f is the integrand in (A.12)). This function is clearly in L 1 (R), and the dominated convergence theorem applies. Note also that the integral J 2 is well defined because, as noted earlier (see page 20), the function h is non-differentiable only on a set of measure zero.
We can now proceed to estimating the integrals J i , for i = 1, . . . Cases (2) and (3) dy, which holds for some constant D 1 . This concludes the proof of the lemma.
B Proof of Theorem 3
As mentioned in the discussion following Theorem 3, it follows form Lemma 1 in Beskos et al. (2006) 
