Asymptotics on Laguerre or Hermite polynomial expansions and their applications in Gauss quadrature  by Xiang, Shuhuang
J. Math. Anal. Appl. 393 (2012) 434–444
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
Asymptotics on Laguerre or Hermite polynomial expansions and their
applications in Gauss quadrature
Shuhuang Xiang
Department of Applied Mathematics and Software, Central South University, Changsha, Hunan 410083, PR China
a r t i c l e i n f o
Article history:
Received 20 November 2011
Available online 17 April 2012
Submitted by Michael J. Schlosser
Keywords:
Asymptotic
Laguerre polynomial
Hermite polynomial
Truncated error
Gauss-type quadrature
a b s t r a c t
In this paper, we present asymptotic analysis on the coefficients of functions expanded
in forms of Laguerre or Hermite polynomial series, which shows the decay of the
coefficients and derives new error bounds on the truncated series. Moreover, by applying
the asymptotics, new estimates on the errors for Gauss–Laguerre, Radau–Laguerre and
Gauss–Hermite quadrature are deduced. These results show that Gauss–Laguerre-type and
Gauss-Hermite-type quadratures are nearly of same convergence rates.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Laguerre polynomials L(α)n (x) and Hermite polynomials Hn(x) are well-known in Gaussian quadrature to numerically
compute integrals of the forms +∞
0
xαe−xf (x)dx (α > −1),
 +∞
−∞
e−x
2
f (x)dx.
Laguerre or Hermite expansions have many uses in the Mathieu equation, prolate spheroidal wave equation, Laplace’s tidal
equation, Vlasov–Maxwell equation, quantum mechanics etc. The expressions of the derivatives of these polynomials are
quite simple and thus it is easy to use them to solve differential equations [1–8].
The decay of the coefficients of f (x) expanded in an orthogonal polynomial series in a finite interval has been extensively
studied [9,1,10–16]. Unlike most other sets of orthogonal polynomials in a finite interval, the Laguerre and Hermite
polynomials increase exponentially with the degree n, so it is difficult to work with unnormalized functions without
encountering overflow [1,17].
Suppose f (x) can be expanded in the form of series of {L(α)j (x)}∞j=0 or {Hj(x)}∞j=0 [1,10,18–21]
f (x) =
∞
j=0
ajL
(α)
j (x), aj =
1
σ αj
 +∞
0
e−xxα f (x)L(α)j (x)dx (1.1a)
f (x) =
∞
j=0
hjHj(x), hj = 1
γn
 +∞
−∞
e−x
2
f (x)Hj(x)dx. (1.1b)
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A natural approximation to f (x) is the truncated polynomial
P
f
N(x) =
N
j=0
ajL
(α)
j (x) or P
f
N(x) =
N
j=0
hjHj(x).
The Parseval identity leads to a truncated error
∥f (x)− P fN(x)∥2L2
w(x)[0,+∞)
=
∞
j=N+1
a2j σj or ∥f (x)− P fN(x)∥2L2
w(x)(−∞,+∞)
=
∞
j=N+1
a2j γj,
which implies that the convergence of the truncated error solely depends on the decay of the expansion coefficients [20].
Let {xj}Nj=1 be zeros of L(α)N (x) or HN(x), andwi be the weights in the Gauss–Laguerre quadrature Q GLN [f ] or Gauss–Hermite
quadrature Q GHN [f ]. Here xi and wi can be computed quickly by Golub and Welsch [22] with O(N2) operations and Glaser
et al. [17] with O(N) operations, respectively (the efficient algorithms can be found in [23]).
Using the orthogonality of the polynomials, from I[L(α)n (x)] = 0 and I[Hn(x)] = 0 for n ≥ 1, and Q GLN [L(α)n (x)] = I[L(α)n (x)]
and Q GHN [Hn(x)] = I[Hn(x)] for 0 ≤ n ≤ 2N − 1, we see that
I[f ] − Q GLN [f ] =
∞
n=2N
anQ GLN [L(α)n (x)]
and
I[f ] − Q GHN [f ] =
∞
n=2N
hnQ GHN [Hn(x)],
which implies that the error bounds for Gauss–Laguerre andGauss–Hermite quadrature can be estimated by the asymptotics
of the coefficents of the expansions.
The following error estimates are widely cited [18, p. 223] +∞
0
xαe−xf (x)dx =
N
n=1
wnf (xn)+ (N!)
2
(2N)! f
(2N)(ξ), 0 < ξ < +∞, (1.2a)
 +∞
−∞
e−x
2
f (x)dx =
N
n=1
wnf (xn)+ N!
√
π
2N(2N)! f
(2N)(ξ), −∞ < ξ < +∞. (1.2b)
However, in (1.2a)–(1.2b), ξ is difficult to determine. In particular, for some special functions such as f (x) = sin(x)ex/2,
the estimate on f (2N)(ξ) can be very large if ξ is not specified.
Considering the convergence of formulas of the Gauss–Laguerre and Gauss–Hermite quadrature, Uspensky [24] showed
that if the function f (x) satisfies the inequality for all sufficiently large values of x
|f (x)| ≤ e
x
xα+1+ρ
, for some ρ > 0,
or
|f (x)| ≤ e
x2
|x|1+ρ , for some ρ > 0,
then
lim
N→∞Q
GL
N [f ] =
 +∞
0
xαe−xf (x)dx, lim
N→∞Q
GH
N [f ] =
 +∞
−∞
e−x
2
f (x)dx,
respectively. Particularly, for entire functions represented by f (z) = ∞n=0 bnzn, Lubinsky [25] proved geometric
convergence of Q GLN [f ] and Q GHN [f ]: Let
A = lim sup
n→∞
n n
√|bn|
2
, B = lim sup
n→∞
n
|bn|n/2. (1.3)
If A < 1 and B < 1 then, for sufficiently large N , +∞
0
xαe−xf (x)dx− Q GLN [f ]
 ≤ A2N (1.4a) +∞−∞ e−x2 f (x)dx− Q GHN [f ]
 ≤ B2N . (1.4b)
In this paper, we will present new asymptotics on the coefficients an and hn for the Laguerre and Hermite expansions.
Applying these asymptotics, we will derive new error bounds on the truncated series, Gauss–Laguerre and Gauss–Hermite
type quadrature.
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2. Laguerre expansions and Gauss–Laguerre quadrature
Assume f (x) is a suitably smooth function in [0,+∞) of finite regularity and  +∞0 e−xxα f (x)dx <∞ for α > −1. Then
f (x) can be expanded with respect tow(x) = e−xxα into
f (x) =
∞
n=0
anL(α)n (x) (2.1)
[26, p. 110] with the expansion coefficient
an = 1
σ αn
 +∞
0
e−xxα f (x)L(α)n (x)dx,
where L(α)n (x) is the Laguerre polynomial of degree n and
σ αn =
Γ (n+ α + 1)
n!
[27, p. 774].
Theorem 2.1. Suppose f , f ′, . . . , f (k−1) are absolutely continuous in [0,+∞) and satisfies for j = 0, 1, . . . , k for some k ≥ 1
that
lim
x→+∞ e
−x/2x1+j+α f (j)(x) = 0, V =
 +∞
0
x1+k+αe−x[f (k+1)(x)]2dx <∞, (2.2)
then for the Laguerre expansion it follows that
|an| ≤ V√
n(n− 1) · · · (n− k)

n!
Γ (1+ n+ α) , k ≥ 1 (2.3a)
∥f (x)− P fN(x)∥L2w [0,+∞) ≤
2V
√
N
(k− 1)√(N − 1) · · · (N − k) , k ≥ 2. (2.3b)
Proof. From Rodrigues’s formulas [26, p. 101]
e−xxαL(α)n (x) =
1
n!
dn

e−xxn+α

dxn
= 1
n
· 1
(n− 1)!
d
dx

dn−1(e−xxn+α)
dxn−1

we see that
ne−xxαL(α)n (x) =
de−xx1+αL(1+α)n−1 (x)
dx
and
an = 1nσ αn
 +∞
0
f (x)de−xx1+αL(1+α)n−1 (x)
= − 1
nσ αn
 +∞
0
e−xx1+αL(1+α)n−1 (x)f
′(x)dx
= · · ·
= (−1)
k+1
σ αn n(n− 1) · · · (n− k)
 +∞
0
e−xx1+k+αL(1+k+α)n−k−1 (x)f
(k+1)(x)dx,
where we used the following inequalities [27, p. 786], [19, p. 31]
|e−x/2L(α)n (x)| ≤


2− Γ (1+ α + n)
n!Γ (1+ α)

, −1 < α ≤ 0
Γ (1+ α + n)
n!Γ (1+ α) , α > 0
x ≥ 0, n = 0, 1, . . . , (2.4)
and identities for j = 0, 1, . . . , k
e−xx1+j+α f (j)(x)L(1+j+α)n−j−1 (x) |+∞0 = e−x/2x1+j+α f (j)(x)e−x/2L(1+j+α)n−j−1 (x) |+∞0 = 0.
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By using the Cauchy–Schwarz inequality we deduce
|an| =
 (−1)k+1σ αn n(n− 1) · · · (n− k)
 +∞
0
e−xx1+k+αL(1+k+α)n−k−1 (x)f
(k+1)(x)dx

=
 +∞0 e−x/2x(1+k+α)/2L(1+k+α)n−k−1 (x) e−x/2x(1+k+α)/2f (k+1)(x) dx
σ αn n(n− 1) · · · (n− k)
≤
V

σ 1+k+αn−k−1
σ αn n(n− 1) · · · (n− k)
, (2.5)
which together with
σ 1+k+αn−k−1
σ αn
=

n(n− 1) · · · (n− k) n!
Γ (1+ n+ α)
yields (2.3a).
Expression (2.3b) follows from
∥f (x)− P fN(x)∥L2w [0,+∞) =
 ∞
n=N+1
|an|2σ αn
 1
2
≤
∞
n=N+1
|an|

σ αn
≤
∞
n=N+1
V
n(n− 1) · · · (n− k)

σ 1+k+αn−k−1
σ αn
(by (2.5))
=
∞
n=N+1
V√
n(n− 1) · · · (n− k)
≤ V
1− 1N
 · · · 1− kN 
∞
n=N+1
1
n
k+1
2
≤ V
1− 1N
 · · · 1− kN 
 +∞
N
1
x
k+1
2
dx
≤ 2V
√
N
(k− 1)√(N − 1) · · · (N − k) . 
Remark 1. From Theorem 2.1, we see that, for α = 0,e−x/2f (x)− N
n=0
anLn(x)
∞ ≤
∞
n=N+1
|an| ≤ 2V
√
N
(k− 1)√(N − 1) · · · (N − k) ,
whereLn(x) = e−x/2Ln(x).
The asymptotics can be applied to establish the computational error bounds for Gauss–Laguerre quadrature for functions
of finite regularity.
Theorem 2.2 (Error Bounds for Gauss–Laguerre Quadrature). Suppose f (x) satisfies (2.2) for some k ≥ 3, then for each
N ≥ (k+ 1)/2+ 1,
|I[f ] − Q GLN [f ]| ≤

23+αV (2N − 1)
(k− 2)√(2N − 2)(2N − 3) · · · (2N − k− 1) , −1 < α < 0
4V
√
2N − 1
(k− 1)√(2N − 2)(2N − 3) · · · (2N − k− 1) , α = 0
4V (2N − 1)
(k− 2)√(2N − 2)(2N − 3) · · · (2N − k− 1) , 0 < α ≤ 1.
(2.6)
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Proof. From expression (2.1) and by I[L(α)n (x)] = 0 for n ≥ 1, we have
|I[f ] − Q GLN [f ]| =
 ∞
n=2N
anQ GLN [L(α)n (x)]
 ≤ ∞
n=2N
|an| |Q GLN [L(α)n (x)]|.
Applying [18, p. 223]
wi = Γ (1+ α + N)N! ·
xi
[L(α)N+1(xi)]2
(xi are the zeros of L
(α)
N (x))
yields
|Q GLN [L(α)n (x)]| =
 N
i=1
wiL(α)n (xi)
 ≤ N
i=1
Γ (1+ α + N)
N! ·
xiexi/2
[L(α)N+1(xi)]2
|e−xi/2L(α)n (xi)|
≤ ∥e−x/2L(α)n (x)∥∞Q GLN [ex/2]
≤

21+αΓ (1+ α)

2− Γ (1+ α + n)
n!Γ (1+ α)

, −1 < α < 0
2, α = 0
21+α
Γ (1+ α + n)
n! , 0 < α
≤

22+αΓ (1+ α), −1 < α < 0
2, α = 0
21+α
Γ (1+ α + n)
n! , 0 < α,
where in the proof of the above third inequality we use inequality (2.4) and the estimate on Q GLN [ex/2] by (1.2a)
0 ≤ Q GLN [ex/2] =
N
i=1
Γ (1+ α + N)
N! ·
xiexi/2
[L(α)N+1(xi)]2
=
 +∞
0
e−xxαex/2dx− (N!)
2
(2N)! (e
x/2)(2N)(ξ)
≤
 +∞
0
e−xxαex/2dx
= 21+αΓ (1+ α).
These together with (2.3a) yield
|I[f ] − Q GLN [f ]| ≤
∞
n=2N
V |Q GLN [L(α)n (x)]|√
n(n− 1) · · · (n− k)

n!
Γ (1+ n+ α)
≤

∞
n=2N
22+αΓ (1+ α)V√
n(n− 1) · · · (n− k)

n!
Γ (1+ n+ α) , −1 < α < 0
∞
n=2N
2V√
n(n− 1) · · · (n− k) , α = 0
∞
n=2N
21+αV√
n(n− 1) · · · (n− k)

Γ (1+ n+ α)
n! , 0 < α ≤ 1,
≤

∞
n=2N
22+αΓ (1+ α)V√
(n− 1) · · · (n− k) , −1 < α < 0
∞
n=2N
2V√
n(n− 1) · · · (n− k) , α = 0
∞
n=2N
21+αV

1+ 12N√
(n− 1) · · · (n− k) , 0 < α ≤ 1,
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where in the proof of the last inequality we use
n!
Γ (1+ n+ α) ≤ n for − 1 < α < 0,
Γ (1+ n+ α)
n! ≤ n+ 1 for 0 < α ≤ 1.
By a similar proof to (2.3b) on
∞
n=2N
1√
(n−1)···(n−k) it leads to the desired result. 
For entire functions the geometric convergence of Q GLN [f ] can be improved as
Theorem 2.3. Suppose f (x) =∞n=0 bnxn and
A1 = e−1 lim sup
n→∞
n n
|bn| < 1
then for each δ > 0 with A1 + δ < 1, there exists N0 > 0 such that for N > N0 +∞
0
xαe−xf (x)dx− Q GLN [f ]
 ≤ (A1 + δ)2N1− A1 − δ , −1 < α. (2.7)
Proof. From (1.2a) it follows that
0 ≤ Q GLN [xn] ≤
 +∞
0
xn+αe−xdx = Γ (1+ α + n)
and then +∞
0
xαe−xf (x)dx− Q GLN [f ]
 ≤ ∞
n=2N
|bn| |I[xn] − Q GLN I[xn]|
≤
∞
n=2N
|bn|I[xn]
=
∞
n=2N
|bn|Γ (1+ α + n).
Applying Γ (n+ η) ∼ √2πennn+η− 12 [27, Eq. (6.1.39)] yields
lim
n→∞
n

Γ (1+ α + n)
n! = 1, limn→∞
n√n!
n
= e−1, lim sup
n→∞
n
|bn|Γ (1+ α + n) = A1.
Thus, for each δ > 0 with A1 + δ < 1, there exists N0 > 0 such that for n > N0
|bn|Γ (1+ α + n) ≤ (A1 + δ)n.
These together prove (2.7). 
Remark 2. Comparing A1 with A in (1.3), we find that A1 = 2e−1A, which shows that the upper bound in Theorem 2.3 is
sharper than that given by Lubinsky [25].
Corollary 2.1 (Error Bounds for Radau–Laguerre Quadrature). Suppose f (x) satisfies (2.2) for some k ≥ 3, then for each
N ≥ k/2+ 1,
|I[f ] − Q RLN [f ]| ≤

24+αVN
(k− 2)√(2N − 1)(2N − 2) · · · (2N − k) , −1 < α < 0
4V
√
2N
(k− 1)√(2N − 1)(2N − 2) · · · (2N − k) , α = 0
8VN
(k− 2)√(2N − 1)(2N − 2) · · · (2N − k) , 0 < α ≤ 1.
(2.8)
Proof. Corresponding to the Radau rule with a preassigned abscissa at 0
Q RLN [f ] =
N!Γ (1+ α)Γ (2+ α)
Γ (2+ α + N) f (0)+
N
n=1
wˆnf (xˆn)
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Fig. 1. Absolute errors |I[f ] − Q GLn [f ]| for Gauss–Laguerre quadrature and an: n = 1 : 100.
(see [18, p. 223]), it follows that +∞
0
xαe−xf (x)dx = N!Γ (1+ α)Γ (2+ α)
Γ (2+ α + N) f (0)+
N
n=1
wˆnf (xˆn)+ N!Γ (2+ α + N)
(2N + 1)! f
(2N+1)(ζ )
for some 0 < ζ < +∞ (see [18, p 224]), where xˆi are the zeros of L(1+α)N (x) and
wˆi = Γ (1+ α + N)
N!(1+ α + N)[L(α)N (xˆi)]2
.
Applying a similar proof to Theorem 2.2 yields (2.8). 
Remark 3. From the proof of Theorem 2.1 and by using Γ (1+α+n)n! = O(nα) [27,26], we see that
|aN | = O(N−(k+1+α)/2), α > −1
and
I[f ] − Q GLN [f ] = O(N−(k−1−|α|)/2), I[f ] − Q RLN [f ] = O(N−(k−1−|α|)/2), −1 < α ≤ 1,
which shows that the smoother f (x) is, the faster the decay of the coefficients and the errors of Gauss-type quadrature are
as N increases.
Remark 4. Comparing the error bounds of Gauss–Laguerre quadrature with Radau–Laguerre quadrature, we see that these
two quadratures have almost the same convergence.
In the following, we illustrate the Gauss–Laguerre quadratureQ GLN [f ] (α = 0) and the asympotics of the coefficients an for
f (x) being an entire function cos(x), an analytic function 1
1+x2 in a neighborhood of [0,+∞) but not throughout the complex
plane, a C∞ function e−1/x2 and a nonsmooth function |x − 1|, respectively (see Fig. 1), where an =
∞
0 e
−xf (x)Ln(x)dx is
computed by Gauss–Laguerre quadrature Q GLN with N = 1500.
3. Hermite expansions and Gauss–Hermite quadrature
In this section, we restrict our attention to the asymptotics of the coefficients of f (x) expanded in the form of Hermite
polynomial series. Assume f (x) is a suitably smooth function in (−∞,+∞) of finite regularity and +∞
−∞
e−x
2
f (x)dx <∞.
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Then f (x) can be expanded corresponding tow(x) = e−x2 into
f (x) =
∞
n=0
hnHn(x), (3.1)
with the expansion coefficient
hn = 1
γn
 +∞
−∞
e−x
2
f (x)Hn(x)dx,
where Hn(x) is of degree n and
γn = √π2nn!, H ′n(x) = 2nHn−1(x), e−x
2
Hn(x) = (−1)n d
ne−x2
dxn
(3.2)
(see [27, p. 774] and [26, pp. 105–106,110]).
Theorem 3.1. Suppose f , f ′, . . . , f (k−1) are absolutely continuous in (−∞,+∞) and satisfies for j = 0, 1, . . . , k for some
k ≥ 1 that
lim
x→∞ e
−x2/2f (j)(x) = 0, U =
 +∞
−∞
e−x2 [f (k+1)(x)]2dx <∞, (3.3)
then for the Hermite expansion it follows that
|hn| ≤ U
2
n+k+1
2 4
√
πn(n− 1) · · · (n− k)√(n− k− 1)!
(3.4a)
∥f (x)− P fN(x)∥L2w(−∞,+∞) ≤
U
√
N
(k− 1)2(k+1)/2√(N − 1) · · · (N − k) . (3.4b)
Proof. Integrating by parts, it establishes by (3.2) and (3.3) and Cramér’s inequality [27, p. 787]
|e−x2/2Hn(x)| ≤ c02n/2
√
n!, c0 ≈ 1.086435
that
|hn| =
 1γn
 +∞
−∞
f (x)d[e−x2 ](n−1)
 =  1γn
 +∞
−∞
f ′(x)[e−x2 ](n−1)dx

= · · ·
=
 1γn
 +∞
−∞
f (k+1)(x)[e−x2 ](n−k−1)dx

=
 1γn
 +∞
−∞
f (k+1)(x)e−x
2
Hn−k−1(x)dx

≤ U
√
γn−k−1
γn
(Cauchy–Schwarz inequality)
which yields (3.4a).
Expression (3.4b) directly follows by a similar proof to (2.3b). 
Theorem 3.2 (Error Bounds for Gauss–Hermite Quadrature). Suppose f (x) satisfies (3.3) for some k ≥ 2, then for each N ≥
k/2+ 1,
|I[f ] − Q GHN [f ]| ≤
1.632
√
π(N − 1)U
(k− 1)√(2N − 3) · · · (2N − k− 2) . (3.5)
Proof. To easily control the overflow on Hn(x), following [1, p. 506] and [17], we define
Hn(x) = 1
π
1
4 2n/2
√
n!
Hn(x) := cnHn(x), Hn(x) = e−x2/2
π
1
4 2n/2
√
n!
Hn(x)
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and consider
f (x) =
∞
n=0
hnHn(x)
with the expansion coefficient
hn = 1cnγn
 +∞
−∞
e−x
2
f (x)Hn(x)dx.
In the same way as the proof of (3.4a), we have
|hn| ≤ U
√
γn−k−1
cnγn
= U
2
k+1
2
√
n(n− 1) · · · (n− k)
, (3.6)
which, together with I[Hn(x)] = 0 and Q GHN [H2n−1(x)] = Q GHN [H2n−1(x)] = 0 for n ≥ 1, yields
|I[f ] − Q GHN [f ]| ≤
∞
n=N
U|Q GHN [H2n(x)]|√
2n(2n− 1) · · · (2n− k) .
Notice that by Glaser et al. [17] we see that for n even
|Q GHN [Hn(x)]| =
N
j=1
2e−x
2
j Hn(x)
[H ′N(xj)]2
=
N
j=1
2e−x
2
j /2
[H ′N(xj)]2
e−x
2
j /2Hn(xj)
≤ 0.816Q GHN [ex
2/2],
where we used e−x2/2|Hm(x)| = |Hm(x)| ≤ 0.816 for all x [1, p. 506].
Furthermore, noting by (1.2b) that +∞
−∞
e−x
2
ex
2/2dx = Q GHN [ex
2/2] + N!
√
π
2N(2N)! [e
x2/2](2N)(ξ0), −∞ < ξ0 < +∞
and observing
[ex2/2 ]′ = xex2/2 , [ex2/2 ]′′ = (1+ x2)ex2/2 , [ex2/2 ](3) = (3x+ x3)ex2/2 , [ex2/2 ](4) = (3+ 6x2 + x4)ex2/2 ,
it is easy to verify by induction that
[ex2/2](2k−1) = xpk−1(x2)ex2/2, [ex2/2](2k) = pk(x2)ex2/2,
where pk−1(t) and pk(t) are polynomials of degree k − 1 and k respectively whose coefficients are nonnegative. Thus,
[ex2/2](2N)(ξ0) ≥ 0, 0 < Q GHN [ex2/2] ≤ I[ex2 ] =
√
2π and
|Q GHN [Hn(x)]| ≤ 0.816Q GHN [ex
2/2] ≤ 0.816√2π.
These together yield
|I[f ] − Q GHN [f ]| ≤
∞
n=N
0.816
√
2πU√
2n(2n− 1) · · · (2n− k) .
Then by a similar proof to (2.3b) it directly leads to the desired result. 
Remark 5. For expansion f (x) = ∞n=0 hnHn(x), even though hn decays much slower than hn. However, from the proof of
Theorem 3.2, it follows thatf (x)− N
n=0
hnHn(x)

L2w(−∞,+∞)
≤ U
√
N
(k− 1)2(k+1)/2√(N − 1) · · · (N − k) ,
which is the same as (3.4b). Furthermore, from Theorem 3.1, we find thate−x2/2f (x)− N
n=1
hnHn(x)
∞ ≤ 0.816
∞
n=N+1
|hn| ≤ 0.816U
√
N
(k− 1)2(k−1)/2√(N − 1) · · · (N − k) . (3.7)
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Fig. 2. Absolute errors for Gauss–Laguerre and Gauss–Hermite quadrature: N = 1 : 500.
Remark 6. For normalized Hermite functions, Boyd [28] showed that for f (x) = ∞n=0anHn(x) with Hn(x) =
e−x2/2
π1/42n/2
√
n!Hn(x)an = O(n−(k+1)/2)
under the condition
xℓf (j)(x) are bounded and integrable in (−∞,+∞) for ℓ, j = 0, 1, . . . , k+ 1.
It is easy to verify that f (x) satisfies (3.3) and thenan = hn.
Theorem 3.3. Suppose f (x) =∞n=0 bnxn is an entire function and
B1 = 2e−1 lim sup
n→∞
n n
|b2n| < 1,
then for each δ > 0 with B1 + δ < 1, there exists N0 > 0 such that for N > N0 +∞−∞ e−x2 f (x)dx− Q GHN [f ]
 ≤ (B1 + δ)N1− B1 − δ . (3.8)
Proof. From (1.2b), it follows that
0 ≤ Q GHN [x2n] ≤
 +∞
−∞
e−x
2
x2ndx = √π2nn!
and then +∞−∞ e−x2 f (x)dx− Q GHN [f ]
 ≤ ∞
n=N
|b2n| |I[x2n] − Q GHN [x2n]|
≤
∞
n=N
|b2nI[x2n]
=
∞
n=N
|b2n|√π2nn!
Applying in the same way to the proof of Theorem 2.3 leads to the desired result. 
Remark 7. Comparing B1 with B in (1.3), we find that B1 ≤ 2e−1B2, which shows that the upper bound in Theorem 3.3 is
sharper than that given by Lubinsky [25].
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From Theorems 2.2 and 3.2, we see that Gauss–Laguerre quadrature Q GLN [f ] (α = 0) and Gauss–Hermite Q GHN [f ]
quadrature have nearly the same convergence rates.We illustrate here the convergence rates onGauss–Laguerre quadrature
and Gauss–Hermite quadrature for f (x) being cos(x), 1
1+x2 , e
−1/x2 and |x− 1|, respectively (see Fig. 2).
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