Abstract-In the design of time-critical applications, schedulability analysis is used to define the feasibility region of tasks with deadlines, so that optimization techniques can find the best design solution within the timing constraints. The formulation of the feasibility region based on the response time calculation requires many integer variables and is too complex for solvers. Approximation techniques have been used to define a convex subset of the feasibility region, used in conjunction with a branch and bound approach to compute suboptimal solutions for optimal task period selection, priority assignment, or placement of tasks onto CPUs. In this paper, we provide an improved and simpler real-time schedulability test that allows an exact and efficient definition of the feasibility region in Mixed Integer Linear Programming (MILP) optimization. Our method requires a significantly smaller number of binary variables and is viable for the treatment of industrial-size problem, as shown by the experiments.
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INTRODUCTION
T HE design of complex embedded real-time systems is subject to many requirements and constraints, including limited resources, cost, performance of control algorithms, and energy consumption. In hard real-time systems, the design space (or the feasibility region) must satisfy the schedulability constraints, requiring that tasks (or threads, scheduled on CPUs) complete before their deadlines. Formally, the design optimization problem can be represented by parameters, decision variables, constraints, and objective functions. The decision variables represent the set of design choices under the control of the designers. The set of constraints defines the feasibility region, the domain of the allowed values for the decision variables. Also, an objective function characterizes the optimization goal.
Sometimes the problem is quite simple, for example, when the only design variables are task priorities and there is no optimization metric. Thus, the designer simply needs a feasible solution, which may be provided by a simple policy or algorithm. For example, in uniprocessor systems with preemptive scheduling where tasks are independent and their deadlines are smaller than the periods, the Deadline Monotonic (DM) priority assignment is optimal.
Practical design problems, however, are typically much more complicated. Even if we only consider the problem of optimal priority assignment, there are many examples where finding the optimal solution is of exponential complexity (and DM is no longer guaranteed to be optimal):
. systems with nonpreemptive scheduling [7] or in which tasks share resources [16] ; . systems in which the designer seeks an optimal solution that maximizes robustness (for example, defined as the difference between the deadline and the worst case response time) [10] ; and . systems in which preemption thresholds are used to optimize stack memory usage [8] . In addition, there are design problems in which multiple control loops are scheduled on the same processor and the objective function to be optimized is the overall control performance [5] [23] .
In general, the optimal design can be obtained by solving an optimization problem where the system performance is maximized within the feasibility region. This approach has been used in several works to optimize the design of realtime systems, e.g., [6] [27] [28] . In this paper, we will use a Mixed Integer Linear Programming (MILP) framework. An MILP problem in standard form is minimize c T X subject to AX b X ! 0; ð1Þ where X ¼ ðx 1 ; . . . ; x n Þ is a vector of positive real, integer, or binary-valued decision variables. MILP problems can be solved very efficiently by a variety of solvers. In this paper, we discuss two sets of optimization variables, the worst-case execution times, and the task priorities.. We highlight two contexts in which the priority assignment problem cannot be formulated in a trivial way because of additional design variables or constraints. The first problem instance is especially relevant for real-time systems-on-a-chip, in which the amount of RAM memory used by the system stack can be reduced by selectively disabling preemption [8] . Preemption can be disabled by artificially imposing critical sections on the task segments that require large amounts of stack space or, alternatively, by using preemption thresholds. In both cases, the problem is defined as the optimal assignment of priorities and possibly preemption thresholds such that schedulability is guaranteed and the memory required by the system is minimized. The second problem instance occurs in the context of model-based development flows. The design problem consists of mapping the actions of functional blocks onto tasks and of the assignment of priorities to tasks. The objective is to define a task model that is feasible with respect to deadlines, preserves the communication flows with respect to the model semantics, and minimizes the amount of memory required for the wait-free buffers implementing the communication. We elaborate the problem with an automotive case study in Section 9.3.
There are at least three representative scenarios where the worst case task execution times are design variables. The first is when the designer can choose among multiple versions of the same algorithm, such as in some control applications, including fuel injection systems. The fuel and air intakes need to be controlled together with the injection time in the combustion chamber to optimize the efficiency of the engine (torque produced) and minimize pollutants. The control algorithm has several tasks activated with a rate that depends on the revolution speed of the engine shaft. At low speeds, the interarrival time is relatively large and sophisticated versions of the control algorithms are used. At higher speeds, schedulability is at risk and less complicated (and faster) versions of the controls are used. The selection of which version of the control algorithm to use at each engine speed can be a quite complex problem. The second scenario is dynamic voltage scaling, or at least the class of voltage scaling solutions where the processor clock can be assigned at design time to each task. In this case, the execution time of a task may change according to the clock and voltage selected for its execution. The problem is to minimize the energy consumed by the system while keeping all task response times within the deadlines. The third scenario occurs in model-based design flows. The behaviors associated with the model blocks or components (Runnables in AUTOSAR or step functions in Simulink) need to be mapped into tasks. In multicore systems, there can be many mapping options. A runnable with period T i can be mapped into any task with the same period or a submultiple of it (T j ¼ T i =k with the runnable executing once every k activations) on any core. Depending on the mapping decisions, the worst case task execution times may be different.
In the formulation of the optimization problem, the definition of the feasibility region based on the computation of task response times allows an exact formulation only with a very large set of integer or binary variables (see Section 2.1). This makes the problem practically impossible to solve in reasonable amount of time for industrial-size systems.
In this paper, we provide an improved formulation of the feasibility region for single-processor priority-based scheduling, with a much smaller number of disjunctive linear constraints. The new test is marginally important as an analysis method (current methods already allow to deal with extremely large task sets), but it is of fundamental importance for an exact and efficient formulation of the real-time feasibility region in an optimization process.
Our new method extends previous work on schedulability analysis based on the request bound function. The request bound function of a task i in t ! 0, rbf i ðtÞ, is defined as the maximum cumulative execution time required by i in any time interval of length t. In [11] , a task i with deadline D i not larger than its period T i is demonstrated to be feasible if and only if there exists at least one time instant t D i when the available CPU time in ½0; t is larger than, or equal to the time required for execution by i and higher or equal priority tasks (the set heðiÞ), that is, P j2heðiÞ rbf j ðtÞ t. For each task i , only time instants belonging to a set S i need to be considered for a necessary and sufficient condition. In [11] , S i is given as the set of integer multiples of the periods of the tasks with higher priority than i that are no greater than D i . Satisfaction of any of these linear constraints for t 2 S i demonstrates feasibility of i . In other words, the feasibility region of i can be defined by a set of disjunctive linear constraints, which can be expressed in an MILP formulation by adding a set of binary variables (see Section 3).
A large set S i requires the use of many such binary variables. This makes the solution of the optimization problem difficult or even impossible for large-size designs. We show how the set of points that need to be checked for feasibility can be substantially reduced with respect to the previous work in [11] , [2] .
We provide theory and algorithms for the computation of a set of nonredundant points to represent the feasibility region. All the algorithms presented here are to be performed offline as part of the design optimization process.
We performed several experiments to show the effectiveness and applicability of our method. The first experiment uses randomly generated task sets to evaluate the algorithm complexity and the effectiveness in the reduction of points. The method is then applied to an automotive fuel injection system, to compute the schedulable solution within the memory constraint and with minimum latencies. The computation time of a reduced set of points for this case study is several seconds, but it saves hours of runtime in the following optimization process.
Section 2 provides an introduction to the definition of the feasibility region and refers to results in the literature. Section 3 discusses the new formulation of the feasibility region and the improvement with respect to existing tests. Sections 4 and 5 present the theory and algorithms to find nonredundant test sets. The use of our formulation for the optimization of the priority assignment is discussed in Section 6. Section 7 defines an extension to the case of tasks sharing critical sections. Systems with preemption threshold scheduling are addressed in Section 8. Section 9 shows the application to random task sets as well as to an industrial case. Finally, we draw conclusions in Section 10.
DEFINITION OF THE FEASIBILITY REGION
Consider a set of n periodic tasks À ¼ f i ¼ ðC i ; D i ; T i Þ : i ¼ 1; . . . ; ng scheduled by fixed priority on a uniprocessor system with D i T i . A task i is characterized by design parameters, such as its period T i and deadline D i . It also involves design variables subject to optimization, such as its priority, or its worst case execution time C i . For example, the worst case execution time of a task can be approximated by the sum of the worst case execution times of the functions called by the task. This is especially true for tasks generated from models, where the task body consists of calling the system reactions mapped into it. Thus, C i can be expressed as C i ¼ P k i;k ! k , where ! k is the worst case execution time of the kth reaction, and i;k is 1 if i implements the reaction (and 0 otherwise). We denote the vector of the C i of all tasks as C, the vector of the priority orders p i;j as P (see Section 2.1), and the vectors of periods and deadlines as T and D, respectively.
In this work, the periods T and deadlines D are always parameters. The design variables X can be the computation times X C, the priority order X P, or both. Definition 1. The feasibility region M M i ðÀÞ of task i 2 À, simply denoted as M M i , is the region of the design variables X 2 X X where i is schedulable, i.e.,
Definition 2. The task set À is schedulable if and only if every task in the set is schedulable. The feasibility region M MðÀÞ of the task set À, simply denoted as M M, is defined as ( T stands for the set intersection)
Response Time-Based Formulation
The feasibility region for i can be expressed by comparing its worst case response time r i to the deadline D i . r i is given by the well-known formula
where hpðiÞ is set of tasks with priority higher than i , and I j;i is the integer number of interferences by j on i
I j;i can also be expressed using the linear bounds
If the priority assignments are design variables, then a set of binary variables is defined to encode the priority order: p j;i is defined as 1 if the priority of j is higher than the priority of i , and 0 otherwise. Equation (4) can be reformulated as
where j spans over all the other tasks in the system. The formula is not a linear constraint because of the product p j;i I j;i . However, an additional set of integer variables Å j;i can be used to transform the problem into a linear one as in (6) , even if (5) can be handled by most solvers [27] . Here, M is a constant larger than any I j;i and it is typically used (as "big M" formulation) to encode alternative constraints that depend on a binary variable (the value of p j;i makes one of the constraints trivially true)
If the worst case task execution times are also optimization variables, other linearization techniques could be used [17] . This formulation of the response time has been proposed in several research works, including [27] and [15] where the feasibility problem is part of the design optimization based on a SAT-solver. The corresponding test is exact, but requires a possibly large number of integer variables (in the order of n 2 , where n is the number of tasks). Solving the MILP problem in feasible time is impossible for medium and sometimes small size systems.
In the cited research works, alternative solutions based on the approximation of the response times have been used. Linear upper and lower bounds r i of these bounds with coefficient 2 ½0; 1Þ is used to optimize the task periods in [6] and the task and message placement and priority assignment in [27] .
A tighter upper bound can be obtained by using the definition of the load executed at higher priority in [4] 
Other feasibility tests, especially utilization based, have been developed for single-processor systems. They could be used to obtain a subset of the feasibility region and a suboptimal solution. In some systems, possibly with many tasks and a performance function with small variations, they could be viable. Of course, they don't guarantee the global optimum and, depending on the task set, the region obtained with a sufficient test could be significantly smaller than the exact feasibility region. An estimate of the pessimism can be obtained with reference to the utilization-based hyperbolic bound in [2] , which is not convex (therefore, not easily usable for optimization purposes), but is the best bound that can be found using the task utilizations. Its schedulability gain with respect to the classical Liu and Layland bound approaches ffiffi ffi 2 p for large task sets. Finally, and possibly most importantly, these tests typically require knowledge of the priority assignment, therefore cannot be used for the optimization of the priority assignment.
Request Bound Function-Based Formulation
The feasibility region M M can also be determined using constraints based on the request bound function. In the following, we discuss the optimization of the worst case execution time selection, that is, X C. The optimization of the priority assignment is addressed in Section 6.
Since the load from higher priority tasks, as expressed by the request bound function, can only change at integer multiples of their periods, Lehoczky et al. [11] found that the feasibility region M M i can be expressed as
where S i ¼ kT j : j 2 hpðiÞ; k ¼ 1; . . . ;
Here, W stands for the logic OR operation and S represents the union of sets. The definition of the function
allows to rewrite the feasibility condition for i at each point t 2 S i in a much simpler way X j2heðiÞ j ðtÞC j 1:
Each such inequality represents the case where the total request from task i and higher priority tasks within ½0; t is no greater than t. If this is true at any point t 2 S i (which implies t D i ), then i completes no later than t; thus, it is schedulable. The feasibility region of i is the union of subspaces defined in the positive quadrant IR þ n by the set of (linear) inequalities on the C variables with parameters T and D for t 2 S i . In general, the feasibility region is a nonconvex polytope. Furthermore, for large task set, the number of points in S i may be very large.
Bini et al. [2] showed that only a subset (denoted as P i ðD i Þ) of the points in S i needs to be considered for a sufficient and necessary test. where P i is defined as P 1 ðtÞ ¼ ftg
Compared to S i , the number of points in P i ðD i Þ (or simply P i ) is reduced so that the feasibility analysis becomes faster than the methods based on response time analysis [1] , [21] .
Example. Consider the example of Table 1 with four tasks indexed by priority (lowest index for highest priority) and with deadlines equal to their periods. For each i , P i is a (much smaller) subset of S i , especially for the last task. However, the set P i is still redundant. We show how a smaller set can be computed for a necessary and sufficient feasibility test, or an exact representation of the feasibility region. The computation of this reduced set requires an algorithm that can be too complex to overcome any possible advantages if used as an analysis tool. However, it can be very useful for the definition of a feasibility region for design optimization purposes: a much smaller set can be computed statically once and for all, and the resulting efficient formulation of the exact feasibility region saves significant time in the optimization process. In addition, (11) cannot be used for the optimization of the priority assignment, given that knowledge of the priority order is needed to identify the points in P i .
IMPROVING THE REPRESENTATION OF THE FEASIBILITY REGION: FORMULATION
As a generalization of (8) and (11), the feasibility region of i with constrained deadline D i T i can be defined using a set of points I i (possibly redundant). I i can be S i as in (8),
We denote each of the halfspaces defined by one of the linear inequalities in (12) as
IF i ðÀ; tÞ, or simply I F i ðtÞ, is called a point region as it corresponds to a time point t. Then, the feasibility region can be expressed as
Fig. 1 provides a graphical representation of the system feasibility region. It is the intersection of the task regions, which are in turn the union of the point regions.
We index the points t j;m 2 I j in increasing order, such that t j;0 denotes the smallest, and t j;m j À1 the largest, where m j ¼ jI j j. We use k j ¼ dlog 2 m j e binary variables b j;k ; k ¼ 0; . . . ; k j À 1 to encode these m j constraints. The following function associates a binary encoding for each variable b j;k with the constraint on point t j;m
Thus, the disjunction on constraints that define the schedulability of j can be encoded using the standard "big-M" formulation for conditional constraints (M is a constant larger than any other quantity involved in the constraint). For all j , j ¼ 1 . . . n 8t j;m 2 I j ; X Fig. 1 . The system feasibility region as the intersection/union composition of the point regions of the tasks.
All the constraints in the first set of inequalities are trivially true except the one for which the values of the binary variables match the corresponding index. The bottom constraint in (16) ensures that the binary encoding does not exceed the maximum index of the points.
Given the dependency of the number of binary variables on the number of constraints, our objective is to remove redundancy in I i , by checking whether the removal of the points (and the corresponding point regions) changes the feasibility region. We define three types of redundancies:
. System-level point redundancy. For any p 2 I i , if the resulting region M M À after removing p from I i is the same as M M, then p is system-level redundant. . System-level task redundancy. For any task i , if the resulting region M M À after removing all points in I i is the same as M M, then i is system-level redundant. . Task-level point redundancy. For any p 2 I i , if the resulting region M M À i after removing p from I i is the same as M M i , then p is task-level redundant. The first two types require the formulation of the feasibility region of other tasks. The third is a subset of the system-level point redundancy: any point that is tasklevel redundant is also system-level redundant. However, its identification is much faster. In the following, we provide methods to efficiently remove these redundancies.
TASK-LEVEL POINT REDUNDANCY
The points in I i correspond to linear inequalities that are OR-combined to define the feasibility region M M i of i . It is therefore possible to remove all the points that define point regions contained in the union of the other regions (the satisfaction of their constraints is implied by the satisfaction of constraints on other points). We now provide a lemma to detect feasibility regions fully contained in other regions.
Lemma 2. Considering two regions
If all the coefficients of the constraint defining G G are componentwise no smaller than IH, i.e., 8i ¼ 1; 2; . .
and C Ã 2 I H. In other words, any member of G G is also a member of IH. t u Lemma 2 can be leveraged to reason about the containment relationship between the feasibility regions defined by the points in I i . The simplest case is to check the componentwise dominance between the coefficients associated with a pair of points p and q. Example. In the task set of Table 1 , the set of points that need to be checked for the feasibility of 3 is reduced from P 3 ¼ f4; 5; 8g to obtain I 3 ¼ f5; 8g since the pair p ¼ 4; q ¼ 8 satisfies (17) (point 8 makes 4 redundant).
The following theorem extends Theorem 3 to a more general case: a sufficient condition that the feasibility region defined by a point p is contained in the union of the feasibility regions defined by other points in I i .
Theorem 4. A point p 2 I i is redundant if for all the other points q k 2 I i ; q k 6 ¼ p, there exists a solution ¼ ð 1 ; . . . ; jI i jÀ1 Þ which satisfies the following constraints: Proof. Consider the region IH ¼ fC 2 IR þ n : P j2hpðiÞ j C j 1g where the coefficient of the constraint j ¼ P k k j ðq k Þ is the affine combination of the coefficients associated with points q k . We first prove that IH is a subset of the feasibility region
By multiplying each inequality (for one of the q k ) with the corresponding k of the solution of (18) and adding the left-and the right-hand sides for all q k , we obtain X
By the definition of j and the fact that P k k ¼ 1, the above inequality is equivalent to 
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The following affine combination of IF 4 ð48Þ and IF 4 ð50Þ
specifies a region containing IF 4 ð44Þ since the coefficients in the constraint are no greater than the ones in the constraint of I F 4 ð44Þ. After applying Theorem 5, the set of points is
The computation of the solutions to (17) or (18) can be further simplified by checking only the subset of heðiÞ with period less than T i plus i itself.
Theorem 5. Equation (18) is true if the following condition is true:
Proof. Since T i is larger than or equal to any point in I i , from (9) it is i ðpÞ ¼
. A solution to (19) satisfies the first constraint for i , therefore
For task j 2 heðiÞ T fj : T j ! T i g, we also have j ðpÞ ¼ 1 p
. Hence, satisfaction of the constraint for i also implies satisfaction of the constraint for j . t u Theorems 4 and 5 require knowledge of the set of higher priority tasks. However, they can be used in a priority assignment optimization at the price of some pessimism (redundancy) by including all tasks in (17) and (18), instead of those with higher or equal priority only (j 2 heðiÞ).
SYSTEM-LEVEL REDUNDANCY
The set of points that are nonredundant at task level should be further reduced by finding all the points I R i I i that are redundant considering constraints on other tasks. Informally, some points may define regions that are not contained in the regions of the other points for the same task, but they bring no contribution to the system feasibility region because one or more other task is infeasible in this additional portion of the solution space.
We define I NR i
We consider two cases, one in which the redundant points I R i are a strict subset of I i (system-level point redundancy), the other case is when the entire set I i is redundant (system-level task redundancy). 
System-Level Point Redundancy
A point p 2 I i is system-level redundant if and only if the region IF i ðpÞ is contained in the union of the regions for the other points in I i where all the other tasks are schedulable.
Theorem 6. A point p 2 I i is nonredundant at system level if and only if there exists a solution C such that . p is necessary for i to be feasible at C, i.e.
. all other tasks j are schedulable at C.
Proof. It follows the definition of system-level point redundancy. If I R i ¼ fpg, the conjunction of the above conditions is the same as the intersection on (21) . The solution C demonstrates that this intersection is not empty.
t u In practice, we could search for a feasible solution C to the following problem:
the disjunction is encoded in an MILP formulation using ð16Þ C ! 0:
If such a problem has no solution, the point is redundant, otherwise it is nonredundant. The constraints C ! 0 can be tightened if additional knowledge is available. For example, bounds on C can be obtained considering all the possible task implementations. If the feasibility region is defined for the optimal assignment of priorities, then the C values may be fully determined with a drastic reduction in the number of points.
Actually, only the subset of tasks with indices in fj : D j < D i g is needed to check the system-level point redundancy for task i (as the third constraint in (23)).
Theorem 7. A point p 2 I i is nonredundant if and only if there
exists a solution to the following problem:
F ormulated as in ð23Þ C ! 0:
Proof. Only if. If p 2 I i is nonredundant, there exists a solution C to (23) which is also a feasible solution to (24) . If. Assume there exists a solution C to (24) . Consider another solution C 0 where C 0 j ¼ C j , 8j 2 heðiÞ, and C 0 j ¼ 0, 8j 6 2 heðiÞ. C 0 satisfies the first two set of constraints in (23) as they only depend on the values of C j ; 8j 2 heðiÞ.
We now prove C 0 satisfies the third constraint of (23) .
Example. The points to check in our example are further reduced. Point 45 in the test set of 4 is redundant since the corresponding problem (24) has no feasible solution.
Unfortunately, Theorems 6 and 7 cannot be applied for priority optimization without changes, given that they require knowledge of the priority order of tasks. In Section 6, we will show how to overcome this limitation.
System-Level Task Redundancy
does not contribute to M M if and only if the feasibility region of the other tasks is a subset of M M i . We first provide some simple results to simplify the detection of redundant tasks.
Theorem 8. The lowest priority task n is nonredundant. Proof. 8j 2 heðiÞ, j ðT i Þ ¼ d
. Also, 8p < T i , p and q ¼ T i satisfy the condition (17); thus, the feasibility region
1. This is a trivial necessary condition for feasibility and defines a superset of the feasibility region of any task with priority lower than i .
t u The main result that allows to define the procedure for the removal of task redundancy is the following. 
The existence of such a solution C can be checked by the feasibility of the following MILP problem:
Formulation as in ð23Þ C ! 0:
Example. For the example in Table 1 , 1 is redundant since it satisfies the condition in Theorem 10 and 2 is redundant since there is no feasible solution for (25).
Overall Procedure
The previous conditions allow the removal of redundant points without changing the feasibility region. The following Theorem 15 proves that the feasibility region after removing all the redundant points does not depend on the removal order of the individual redundant points or tasks, as long as point redundancy (task-and system-level) is removed before task redundancy.
The following lemma is used to prove that the feasibility region does not change if point redundancy is removed before task redundancy (step 1 in Theorem 15). This lemma (with the other lemmas and Theorem 15) is based on set theory. For our purposes, the sets are feasibility regions.
Theorem 15. Given a set of redundant points I R ¼ fI
. . . ; I R n I n g, we partition the indices of its subsets:
e., remove all points in I i (all points are redundant, that is, the task is redundant); . 
Step 1. The set I R can be removed by first checking I R i for i 2 A 3 , then I R i for i 2 A 2 . This step follows Lemma 12 by extending it to the general case of an arbitrary number (possibly more than two) of tasks. 8i 2 A 3 , the set I R i is a strict subset of . The union of the two gives
. By definition, the simultaneous removal of all redundant points I R i ; i ¼ 1; . . . ; n does not change the feasibility region
By (26) and Lemma 12 where we set
This means that the point redundancies in I R i for i 2 A 3 can be removed before the task redundancies, and the feasibility region remains the same during the process, including the intermediate result
Step 2. The points in the sets I 
i ÞÞ. The conjunction on the right-hand side can be expanded. One of the terms is
are the same by the definition of redundant points, hence
Now, if we remove another arbitrary redundant point p in any task in A 3 , i.e., 8p 2 I
The last equivalence of (29) says that the region does not change by removing a combination of point redundancies for tasks in A 3 , then removing the redundant point p for j . Because (29) holds for an arbitrary p and any task j 2 A 3 , we can remove point redundancies one by one in any order.
Step 3. The sets I i ; i 2 A 2 can be removed in any order. This step follows by extending Lemma 14 to the case that any number of tasks is system-level redundant.
Suppose the redundancy from A 3 is removed, and the resulting representation of the feasibility region is
Therefore, the feasibility region is not altered by removing task redundancy for the tasks with index in A The procedure to find a nonredundant set of points is summarized in Algorithm 1. First, we reduce the task-level point redundancy as in Theorem 3 (lines 2-6) and 5 (lines 7-11). Then, the system-level point redundancy is exhaustively explored for each task i and each point p 2 I i by checking the feasibility of (24) (lines [13] [14] [15] [16] [17] [18] [19] . After applying Theorems 9 and 10 (lines 20-24), the system-level task redundancy is removed by checking the feasibility of (25) (lines 25-29).
Algorithm 1.
if 6 9C which satisfies (25) then 27:
end if 29: end for Our algorithm gives a set of nonredundant points by starting from an initial (redundant) set, such as the set P i [2] . There is currently no guarantee that the produced set is unique or consequently it contains the minimum number of points. For a full-dimensional convex polytope, the minimal halfspace representation is in fact unique and is given by the set of facet-defining halfspaces [9] . Our conjecture is that the nonredundant set of the (nonconvex) feasibility region provided here is unique. As a support to this conjecture, we did not find any counterexample in the experiments.
Unfortunately, there is no decisive answer whether the problem of finding a nonredundant representation for the feasibility region is NP-complete. The problem of finding a nonredundant representation for a nonconvex polytope is known to be strongly NP-hard. The complexity of our algorithm depends on the number of points in the initial set, and in the worst case the number of points in P i [2] is exponential to the number of tasks/periods. But, of course, there might be a more efficient algorithm than ours.
OPTIMIZING THE PRIORITY ASSIGNMENT
The definition of the set P i in [2] and the identification of system-level redundancy presented in the previous section require knowledge of the task priority assignment, which makes them unsuitable when the assignment of priorities is among the optimization variables. In this section, we discuss how to remove some, but not necessarily all the system-level redundancy regardless of the priority assignment. The method is based on the observation that, because of the optimality of the deadline-monotonic priority assignment when D i T i , the feasibility region defined by any priority order is a subset of the feasibility region defined by the DM assignment.
Algorithm 2 describes the overall procedure to find a sufficient test set for task i . We consider the set of tasks (8) assuming that all the tasks with smaller period than m (the only ones that can generate points in S m ) have higher priority than m . Then, task-level point redundancy is removed for m by checking the conditions in (17) and (18) . This is done also with the pessimistic assumption that all the tasks with smaller period than m have higher priority than m . Finally, system-level point redundancy from I i is removed by checking the feasibility of (24) where À ¼ À Di . We assume priorities are assigned to tasks m 2 À D i by DM. Since the condition that a point is nonredundant includes that all tasks 2 À Di other than i are schedulable, a DM assignment to À D i avoids removing a point that is possibly nonredundant in any priority assignment. 
for each p 2 I m do 5:
if 9q 6 ¼ p which satisfies (17) assuming hpðmÞ ¼ f j : T j < T m g then 6:
I m ¼ I m n fpg 7:
end if 8:
if (18) is feasible assuming hpðmÞ ¼ f j : T j < T m g then 9:
I m ¼ I m n fpg 10:
end if 11:
end for 12: end for 13: Assign priorities to tasks 2 À Di using deadline-monotonic policy 14: for each p 2 I i do 15:
if 6 9C which satisfies (24) where À ¼ À D i then 16:
end if 18: end for
The correctness of Algorithm 2 in the sense that the resulting test set I i for task i is sufficient for any fixed priority assignment can be formally demonstrated. Step 2. The task-level redundancy removal from I m does not change M M m ; thus, the resulting test set is still sufficient to define M M m . This directly follows Theorem 4. Moreover, we reduce the task-level redundancy from I m based on the set of tasks in f j : T j < T m g, which is a superset of f j : j 2 hpðmÞ; T j < T m g for any priority assignment in Theorem 5; thus, the satisfaction of (17) and (18) with hpðmÞ ¼ f j : T j < T m g is a sufficient condition to prove p 2 I m is task-level redundant.
Step 3. By the optimality of the DM priority assignment, assignment, if any static priority scheduling algorithm can meet all the deadlines, so will DM. Hence, the feasibility region T j2À D i nf i g M M j obtained by a DM assignment to À D i nf i g is a superset of the feasibility region under any other priority assignment.
Step 4. As in (24) (third constraint), to check whether a point p 2 I i is redundant, it is sufficient to check the schedulability of tasks f j : D j < D i g. For the conditions in (24) where À ¼ À Di , if i is infeasible for p 2 I i with a DM assignment to f j : D j < D i g, it is also infeasible under any other priority assignment. Thus, it is safe to remove p from I i when (24) is infeasible under DM. t u
The resulting test set from Algorithm 2 represents the exact feasibility region regardless of the priority assignment, but is possibly redundant.
SCHEDULING WITH BLOCKING TIMES
Our definition of feasibility region applies to fully preemptive periodic task sets executed independently. However, tasks may share resources such as physical devices, or logical resources like data structures for communication using critical sections protected by mechanisms with bounded blocking time like the Priority Inheritance protocol or the Priority Ceiling protocol [20] , included (in its immediate form) in the OSEK operating system standard [18] .
In the priority ceiling protocol, each resource is assigned with a ceiling priority as the highest priority among tasks accessing it. The worst case blocking time B i for i with priority i is the duration of the longest critical section from a lower priority task j on a resource shared with i or a task with priority higher than i (a resource with a ceiling priority no lower than i )
where lpðiÞ is the set of tasks with lower priority than i , and j;k is the duration of the critical section of task j on the shared resource R k with a ceiling no lower than i . Once the worst case blocking time is formulated, the exact schedulability condition can be extended by adding the blocking term B i to the task execution time [20] 
Theorem 1 can be extended to consider blocking times [2] .
Theorem 17 (from [2] ). Assuming task indices are assigned according to their priorities, the task set À where D i T i is schedulable if and only if
Our main results can be easily extended to the case with blocking times. When the design variable only includes C, the B i terms (as computed in (31)) are constant when the size and type of the critical sections are not affected by the optimization result (the selected task implementation). For example, critical sections may be library functions, or their implementation only depends on the communication data and is independent from the versions of the control algorithms. If the blocking times depend on the optimization variables, these dependencies need to be encoded as additional constraints in the problems (24) and (25) .
When also optimizing the priority assignment, assignments, B i depends on the priority level. This dependency must be encoded with additional constraints and used during the point/task reduction for the definition of the feasibility region. An MILP formulation of the B i term can be done as follows: A binary parameter U j;k is defined as 1 if task j uses resource R k and 0 otherwise. A binary variable p i;j is defined as 1 if i has a higher priority than j . Also, a set of real-valued constants j;k indicates the length of the critical section executed by j on R k . By these definitions,
Given that the U values are constant, the terms on which the maximum is computed can be 0 or the product j;k p i;j p h;i . This term can be directly handled by some solvers, but can also be linearized as follows.
The product xb of a real variable x and a binary variable b can be reformulated with a real variable y and the additional constraints x À Mð1 À bÞ y x and 0 y Mb (M is a constant greater than the upper bound of x).
As for the max function, the generic definition Y ¼ max i fy i g can be simply translated to a set of constraints Y ! y i for all the possible y i , when Y only appears on the left-hand side of " " constraints, and the cost function (to be minimized) is monotonically nondecreasing with Y . Otherwise, a more complex formulation is required: an additional binary variable a i is associated with each y i , which is defined as 1 if Y ¼ y i , and 0 otherwise. The relation Y ¼ max i fy i g is formulated by the constraints
Finally, the term B i in (32) and (33) can be replaced by an upper bound B ub (the largest critical section in the system) to achieve a sufficient-only condition.
PREEMPTION THRESHOLD SCHEDULING
Preemption may be selectively disabled among tasks using several methods. The most popular is the preemption threshold [24] supported by the ThreadX kernel [22] . A preemption threshold scheduling model may have several practical motivations, including improving the schedulability of lower priority tasks, reducing the required amount of stack space, and improving predictability of the worst case execution time by preventing context switches in places that heavily affect cache line reuse.
Analysis of Tasks with Preemption Thresholds
For a task i with priority i (higher values correspond to higher priorities), the preemption threshold is defined as i ! i . A task i can preempt another task j only if its priority i is higher than j . This means that a higher priority task may wait for a lower priority (but higher preemption threshold) task to finish execution. Therefore, the worst case blocking time for task i is the maximum execution time of the lower priority tasks ( j < i ) with a preemption threshold ( i j )
The response time analysis for tasks with preemption threshold was proposed in [24] and later fixed in [19] . Tasks are scheduled with two different modes. When ready, they are scheduled with their priority, but as soon as they start execution, they behave as if their priority is raised to the preemption threshold. Accordingly, the analysis is performed in two steps. First, the worst case start time is computed. Then, the worst case finish time. The worst case start time S i and finish time F i of the first instance of i can be calculated by the following [24] :
Unfortunately (as explained in [19] ), the first instance is not necessarily the one with the largest response time. All instances in the busy period of level i need to be considered. The start time and finish time for the instances q ¼ 0; 1; . . . ; q Ã in the busy period are
The worst case response time of i is computed as R i ¼ max q¼0;...;q Ã fR i ðqÞ ¼ F i ðqÞ À qT i g, where
c is the largest index in the level-i busy period L i . L i can be calculated by the iterative formula
Li Tj eC j . From (36), the amount of workload from higher priority tasks before the completion of i depends on the finish time F i as well as the start time S i .
The need to consider the first q Ã instances, together with the fact that the number q Ã is not known a priori, results in excessive complexity for optimization purposes. Given that the linearization of the exact feasibility region is exceedingly complex, we look for lower and upper bounds corresponding, respectively, to sufficient-only (pessimistic) and necessary-only (optimistic) conditions. Pessimistic and optimistic tests can be used for the definition of lower and upper bounds to the feasibility region, which can be used inside procedures for finding good quality solutions to the optimization problem. For example, the optimum solution can be found with a local search starting from the two optimum points (on the upper and lower bounds). With luck, the optimum on the upper bound could be feasible so that it would be the optimal solution to the problem. With respect to this possibility, it is important to estimate how optimistic the necessary test is, and how far apart are the three region boundaries. The experimental section will discuss this issue.
There is an additional limitation to the study on preemption thresholds. The definition of the region in the domain of the priority assignment is complicated due to the dependency of the preemption thresholds on the priority levels. We do not have a solution for this problem, and the only optimization variable discussed for this model is C.
A (Pessimistic) Lower Bound on the Feasibility Region in a Preemption Threshold Scheduling Model
A sufficient condition for the schedulability of i is that i is schedulable assuming it is fully preemptive, i.e., its preemption threshold is the same as its priority.
Theorem 18.
Assuming task indices are assigned according to their priorities, the task set À where
where B i is computed as in (34). The set P i ðD i Þ can be reduced using the same method as in the fully preemptive case. The formulation of the blocking time requires the additional constraints B i ! C j , 8j 2 fj : j < i j g. These constraints do not need additional binary variables, since the term B i is only involved in the left side of the " " constraints in (37) with positive coefficients.
An (Optimistic) Upper Bound on the Feasibility Region in a Preemption Threshold Scheduling Model
A necessary condition for the schedulability of task i is that its first instance in the busy period is schedulable. The representation of the feasibility region requires computing pairs of points ðs; fÞ, where s and f are possible start and finish times. The following theorem extends (8) to preemption threshold scheduling, and defines conditions for the feasibility of the first instance in the busy period.
Theorem 19. The feasibility region M M i for the first instance of i is expressed as
where the sets I i , S i , and F i are defined as the set of candidate point pairs, start and finish times for i , respectively.
I i ¼ fðs; fÞ : s 2 S i ; f 2 F i ; s fg
The set htðiÞ ¼ fj : j > i g represents the set of tasks with priority higher than the preemption threshold of i , and hntðiÞ ¼ fj : i < j i g ¼ hpðiÞnhtðiÞ represents the complement of htðiÞ with respect to hpðiÞ.
Proof. In order for the first instance of i to be schedulable, there must exist a pair of points s f D i such that the instance can start before or at s and finish before or at f
We define the following functions:
AE i ðsÞ and È i ðs; fÞ are strictly decreasing with respect to s except for points in S i . È i ðs; fÞ is strictly decreasing with respect to f except for points in
where ðkT j Þ þ denotes a number infinitely close, but still larger than kT j . Thus, to satisfy (39), there must be at least one local minimum of AE i ðsÞ and È i ðs; fÞ less than or equal to 1.
Local minima of AE i belong to the set S
Local minima of È i belongs to the set F i , thus
The equivalence 1 þ b
e holds true for all points s ¼ kT j . Therefore, (40) and (41) can be replaced by (38), which concludes the proof.
t u
For convenience, we denote the halfspace defined by the linear inequality in (38) associated with the request bound function for the start and finish times as
Their intersection is I I i ðÀ; s; fÞ ¼ S S i ðÀ; sÞ T IF i ðÀ; s; fÞ. The short notations S S i ðsÞ, IF i ðs; fÞ, and II i ðs; fÞ are used for S S i ðÀ; sÞ, IF i ðÀ; s; fÞ, and II i ðÀ; s; fÞ, respectively. Thus, the feasibility region of i is
Removing Redundancy in the Point Pairs Defining Start and Finish Times
The reduction of point pairs involves a more complicated definition of the possible types of redundancy:
. Task In the following, we develop theorems to find these redundancies. The proofs of some theorems are omitted as they are similar to those provided for the preemptive case in Sections 4 and 5. Proof details can be found in [25] .
Finding task-level finish-time redundancy. Each candidate finish time f 2 F i only defines the second linear constraint as in IF i ðs; fÞ. Since the regions I F i ðs; fÞ for each pair ðs; fÞ are OR-ed to define the feasibility region of i , to prove f is redundant, it is sufficient to prove that for any s 2 S i , the region IF i ðs; fÞ is contained in the union of all other regions IF i ðs; gÞ, g 2 F i ; g 6 ¼ f.
Theorem 20. A point f 2 F i is redundant if for all other points g k 2 F i ; g k 6 ¼ f, there exists a solution ¼ ð 1 ; . . . ; jF i jÀ1 Þ which satisfies the constraints 8j 2 htðiÞ
f , the second inequality in (38), which defines the halfspace I F i ðs; fÞ, is then rewritten as i ðfÞG i þ P j2htðiÞ j ðfÞC j 1. As in Theorem 4, if (43) admits a solution, then the region IF i ðs; fÞ is contained inside the union of the IF i ðs; g k Þ regions defined by all other points g k 2 F i , i.e., 8s; IF i ðs; fÞ S k IF i ðs; g k Þ. Hence, 8s 2 S i , the region II i ðs; fÞ is contained by the union of the regions II i ðs; g k Þ defined by the other pairs ðs; g k Þ, and f can be safely removed from F i . t u A theorem similar to Theorem 3 can be derived for the reduction of the finish time candidate points. 
Finding task-level start-time redundancy. Each start time s 2 S i defines both linear constraints in (38). Consequently, the condition for establishing the redundancy of s are more stringent than those for finish times. To safely remove s from S i , not only the region S S i ðsÞ must be contained in the union of the halfspaces S S i ðtÞ for a subset of points t in S i , but I F i ðs; fÞ should be contained in the regions IF i ðt; fÞ for the same set of points t.
Theorem 22. A point s 2 S i is redundant if for all other points t k t k max , t k 6 ¼ s, there exists a solution ¼ ð 1 ; . . . ; t kmax Þ which satisfies the following constraints:
where t k 2 S i are indexed by increasing order, and
Finding system-level start-time redundancy. The set of start times that are nonredundant at task level can be further reduced by removing all the points that are made redundant by the feasibility region of other tasks.
Theorem 23. A point s 2 S i is system-level redundant if there is no solution C such that (k max is defined as in (46)) . C 2 S S i ðsÞ . 8t k t kmax ; t k 6 ¼ s; C 6 2 S S i ðt k Þ . all other tasks j are schedulable at C.
The feasibility region M M j of task j can be formulated as in the fully preemptive case. k j ¼ dlog 2 m j e binary variables are used to encode the m j ¼ jI j j constraints (one for each point pair in I j ). The function E j ðm; kÞ in (15) associates the values of the variables b j;k with each constraint on a point pair ðs j;m ; f j;m Þ. 8ðs j;m ; f j;m Þ 2 I j ; The first condition can be formulated using the following two constraints (according to the definition of I I i ðs; fÞ).
The second condition is equivalent to C 
Thus, 8ðs i;m ; f i;m Þ 6 ¼ ðs;
A total of m i ¼ jI i j À 1 binary variables are required to encode the infeasibility of these m i point pairs. 1 Contrary to the previous case (34), the constraints in (50) define conditions for nonfeasibility and the terms B i appear on the left-hand side of "! " constraints with positive coefficient. We use a binary variable a i;j for each task j with j < i j : a i;j is defined as 1 if B i ¼ C j , and 0 otherwise. The blocking time B i can be formulated as 8j 2 fj : j < i j g; Formulated as in ð51Þ:
Finding system-level point pair redundancy. For the point pair ðs; fÞ, the feasibility region I I i ðs; fÞ is system-level redundant if its removal does not change the system feasibility region M M. It is equivalent to prove that 
EXPERIMENTAL RESULTS
We performed experiments to assess the effectiveness and efficiency of our algorithm in reducing the set of points. First, we discuss the case of fully preemptive systems by applying our method to randomly generated task sets, then to an automotive case study. Next, we provide experimental results for the extension to task sets with blocking times and with preemption thresholds.
Random Task Sets, Preemptive Case
We generate applications consisting of random sets with n ¼ 5 to 33 tasks. The systems are assumed to be fully preemptive. One thousand sets are generated and then examined for schedulability for each n. The periods of the tasks are generated by the product of one to three factors, each randomly drawn from three harmonic sets (2, 4), (6, 12) , (5, 10) . This generates periods belonging to at most three harmonic sets, as is the case for most applications of practical interest. In one set of experiments, deadlines are assumed equal to periods. In another set, deadlines are randomly selected between T =2 and T for each task. Priorities are assigned to tasks according to the deadlinemonotonic policy, since it has the largest feasibility region among all the fixed priority scheduling policies, and it is likely to require the largest number of points. We compare the number of points to be checked for the lowest priority task and for the entire set. We start from the set I i ¼ S i in (8) . Of course, if we start from the set I i ¼ P i , the number of points at each intermediate step of redundancy reduction is smaller and the runtime of Algorithm 1 is shorter. The resulting nonredundant set is the same regardless of the starting set, or the ordering of the tasks i or points p 2 I i in the algorithm.
In the case of the 1,000 runs on 10-task systems with deadline equal to period, these are the results. For the lowest priority task, only one point needed to be checked in 14.3 percent of the cases, 2 in 24.8 percent of the cases, 4 points in 48.3 percent of the cases, and 8 points in 80.8 percent of the cases. As a comparison, when using P i [2] , no more than four and eight points provide an exact test in 29.2 and 49.6 percent of the cases, respectively. For the schedulability of the whole task set, the total number of points are compared in Fig. 4 . On average, the number of points in the nonredundant set is 54 percent less than what is required by the method in [2] .
When considering sets from 5 to 33 tasks, Fig. 5 shows the amount of redundancy detected by our method with respect to the sets P n and P of [2] for the lowest priority task (dark line) and the entire task set (light line), respectively. The nonredundant sets computed by Algorithm 1 are I n and I. For sets of more than 20 tasks, we limited the running time of the solver for each MILP problem to 60 seconds, indicated 1 . It can be improved by grouping together the point pairs with the same start time.
by the dashed lines in Fig. 5 . In general, the percentage of detected redundancy increases with the number of tasks. For the first set of experiments where D ¼ T , the percentage of redundancy in P increases from 43.24 percent for n ¼ 5 to 74.49 percent for n ¼ 20. Despite the runtime limitation, up to 84 percent redundancy is found for sets with 33 tasks. The second set of experiments, with D T , has similar percentage of reduction to P n and P. In all cases, S n is found to contain more than 99 percent redundant points and S is more than 97 percent redundant.
Algorithm Complexity
Our algorithm consists of a first stage, in which task-level redundancy is removed, and a second stage, for removing system-level redundancy. The first stage is based on the checking of a set of simple inequalities (Theorem 3) or the solution of linear programming problems (Theorem 5). This can be checked in a very short time (linear-programming problems are solvable in polynomial time). The second stage requires solving a very large number of problems in (24) and (25) . To check the feasibility of (24) and (25) for task i , it requires an exact formulation of the feasibility region of other tasks j . Thus, having a first stage which reduces many of the redundant points allows a compact formulation of the feasibility region in the second stage. These problems are solved using CPLEX 11.0 on a machine with an Intel Pentium 3.2 GHz CPU and 1 GB memory. The runtime information for the experiment where D ¼ T is shown in Fig. 6 , where the light/orange line shows the total runtime of Algorithm 1 for the 1,000 samples, and the black line denotes the maximum runtime among them. The runtime grows faster than exponentially with respect to the number of tasks. However, most of the time is spent on a few cases where solving (24) or (25) is time consuming. We performed another set of experiments by setting a 60-second time limit to the MILP solver. For each instance of (24) or (25), if the solver fails to find a feasible solution or prove infeasibility in 60 seconds, we leave the points in the test set (a safe, conservative assumption). The resulting runtimes are shown for sets up to 33 tasks with dashed lines in Fig. 6 . The time limit to the solver may result in some residual redundancy in the test set I 0 . However, the difference is very small: up to n ¼ 15, I 0 and I are exactly the same; for n ¼ 16 to 20, I 0 contains 3, 21, 31, 30, and 38 more points, respectively. The maximum percentage of residual redundancy in I 0 is 0.04 percent with n ¼ 18. Thus, enforcing a time limit to the MILP solver allows avoiding long runtimes at the price of a very small redundancy.
Also, to prove that a point is system-level redundant we need to prove that (24) 
An Automotive Case Study
We applied our algorithm to a case study consisting in the optimization of multitask implementations of a Simulink models with 90 function blocks executed at seven different periods [13] . Functional blocks must be mapped for execution into tasks and priorities must be assigned to tasks so that all blocks meet their deadlines. Code generation tools enforce the addition of extra buffering and delays whenever there is a rate transition among functional blocks with a possible preemption. The optimization objective is to minimize additional buffers and delays by preventing preemptions between communicating blocks with different rates. The overall system utilization is 94.1 percent. The function blocks communicate through 106 links, 37 from high rate to low rate blocks which could require a rate transition block with an additional memory buffer, 31 from low to high rate blocks possibly requiring a rate transition block with two additional memory buffers and an additional functional delay. Since task priority assignment is among the optimization variables, Algorithm 2 is used to find the test set for the exact definition of the feasibility region.
The computation time of our reduced set of points takes only 3.7 seconds. Using Algorithm 2, the total number of points that are required to define the feasibility region for this problem is 113, and the number of additional binary variables to encode the disjunctive constraints is zero. Indeed, knowledge on the worst case execution times in (24) allows to check the feasibility of each task using only one constraint. Under the hypothesis of DM assignment, the method in [2] would require 561 points and 290 additional binary variables for the definition of the feasibility region. We then performed a comparison of the optimization runtimes using the set in [2] and our set. When using the set from [2] , the solver cannot find a feasible solution in more than 2 hours. Using our reduced set, the optimal solution can be found in 6.8 seconds [14] . Hence, the 3.7 seconds spent in removing redundancy in the set of points are worth hours of saved optimization time.
To better show the effectiveness and the time advantage of the proposed method over conventional search techniques, we also implement a branch-and-bound method to solve the problem. The problem essentially is to assign priority orders to 90 function blocks; thus, there are 90!ð% 1:5 Â 10 138 Þ different solutions. By preassigning the priority orders according to simple schedulability conditions and precedence constraints as in [14] , there are about 2:1 Â 10 50 solutions remaining. This is too large a space to explore with simple branch-and-bound method, even with the most powerful computer today regardless how fast the feasibility analysis is at each step. Therefore, we define a subset of the original case study consisting of 18 functional blocks and 17 communication links. To compensate for the reduction in the load, the utilization is scaled up to 95.7 percent. Among the 18!ð% 2:8 Â 10
16 Þ possible priority assignments, 8:5 Â 10 6 remain after the preprocessing stage where obvious nonfeasible solutions are pruned and some priority orders are preassigned [14] . The schedulability analysis routine is then called for 2:0 Â 10 7 times. The total runtime is 26.7 seconds for the branch-and-bound optimization using the set of points from Algorithm 2, and 29.6 seconds using the set of points from [2] . The runtime is 38.1 seconds with response time-based analysis. As a comparison, the same problem can be solved in less than 0.1 second using CPLEX. For larger (realistic) systems, branch and bound with analysis at each step may simply be inapplicable. A powerful solver like CPLEX with many modern optimization techniques can solve the problem much quicker, as in the full version of the case study. It also shows that a small improvement on the feasibility analysis can result in a huge difference in the runtime of the solver.
Scheduling with Blocking Times
In this section, we present the results on task sets with blocking times. The periods of the task sets are generated similarly to the ones in Section 9.1; the deadlines are assumed to be equal to the periods. We examine two cases. In the first, blocking times are small, with each critical section taking at most 5 percent of the period (B 5%T ). In the second set, blocking times are larger (up to 40%T ). Fig. 7 shows the amount of redundancy detected by our method with respect to the sets P n and P of [2] for the lowest priority task as well as the entire task set. For the first set of experiments (B 5%T ), the percentage of redundancy in P increases from 14.79 percent for n ¼ 5 to 65.76 percent for n ¼ 20. The second set of experiments, with B 40%T , results in an even higher percentage of redundancy, from 23.23 percent for n ¼ 5 to 72.26 percent for n ¼ 20.
Preemption Threshold Scheduling Model
In this section, we present the results on systems scheduled with a preemption threshold model. In Section 8, we argue that an exact characterization of the feasibility region will be exceedingly complex, and we define lower and upper bounds to the region. Here, we attempt a quantification of the difference between the exact region and its upper and lower bounds, which corresponds to necessary-only (optimistic) and sufficient-only (pessimistic) conditions for feasibility. Also, for the necessary-only condition, we perform experiments to assess the effectiveness of our algorithm in finding the set of point pairs and to estimate the number of points that are needed for the definition of the system feasibility region. The sufficient-only condition is based on the finish time only, and the effectiveness and efficiency of the algorithm are similar to fully preemptive scheduling.
We generate applications consisting of random sets with n ¼ 5 to 15 tasks. One thousand task configurations are tried for each n. Priorities are assigned to tasks according to the deadline-monotonic policy, and preemption thresholds are uniformly distributed between the task priority and the highest priority level in the system. The task periods are randomly generated in the same way as in Section 9.1. Two deadline settings are considered, D ¼ T , and D randomly distributed between T =2 and T . All problems are solved using CPLEX 12.1 on a machine with an Intel Xeon 3.0 GHz CPU and 2 GB memory.
To quantify the difference between the exact feasibility region and its approximation, for each of the 1,000 task configuration, a number of task utilizations have been generated by selecting execution times such that the system utilization is uniformly distributed between 0 and 100 percent (using the UUniFast algorithm in [3] necessary-only test fares much better. The number of feasible task sets for the necessary-only test is very close to the ideal line at 100,000. Only in 109 out of 1,000 task configurations, the optimistic test provides false results for at least one task set, i.e., N nec > 10 5 . In 59 of these configurations, there are less than 10 false positives, and only in two configurations, the test fails for more than 1,000 utilization sets (N nec À N exact > 1;000). The small difference between N nec and N exact is also confirmed for task configurations with n 6 ¼ 10. We tried n from 5 to 15 for a total of 16,000 configurations. The average value nec is lower than 0.021 percent, and the maximum nec is 6.1 percent. The sufficient condition provides a much easier formulation, but its use may easily result in a suboptimal solution. The necessary condition is definitely more complex, but the small difference between the necessary and exact feasibility regions indicate a very good chance that the solution obtained using the necessary-only condition is also feasible with respect to the exact test.
To evaluate the effectiveness of the algorithm, Fig. 9 shows the number of point pairs that are needed to evaluate the sufficient-only condition for 1,000 configurations of 10 tasks with D ¼ T . At most eight point pairs need to be checked in 10.9 percent of the cases, 16 in 43.2 percent of the cases, 32 points in 89.5 percent of the cases, and 64 points in 99.8 percent of the cases. Fig. 9 also plots the number of points that are required for the same task set assuming fully preemptive scheduling. Although the number of initial points for the preemption threshold scheduling is approximately the square of those for the fully preemptive case, their average numbers of nonredundant points are roughly the same. In 452 task sets, fully preemptive scheduling requires more points than preemption threshold scheduling, and in 492 cases it requires less. The average redundancy with respect to the set I n in Theorem 19 is always very high (>99:99%) for both D ¼ T and D T .
The runtime of the algorithm for the case D ¼ T is shown in Fig. 10 , where the light line shows the total runtime for the 1,000 configurations, and the dark line is the maximum runtime among them. The runtime grows more than exponentially with respect to n. Similar to the preemptive case, we tried to limit the runtime of the solver for each MILP problem to 60 seconds, trading a possible redundancy for a shorter runtime. We were only able to process sets with n 15. The difficulty does not originate from the MILP problems (the time saved by the timeout is very small), but from the huge number of initial point pairs (quadratically more than the fully preemptive case). For n ¼ 9; 10; 12; 13; 14; 15, the set I 0 obtained using a timeout in the solver contains 52, 57, 1, 361, 28, and 143 more points than the nonredundant set, respectively. For all the other n, I 0 and I are identical. The maximum percentage of residual redundancy in I 0 is 1.0 percent when n ¼ 13.
CONCLUSIONS
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