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は elementwise divisionを表す．A ≥ 0は行列が非負値であることを示して
いる．subject to は制約条件，A ∈ Rm×kは行列Aがm行 k列であることを
示している．
2.1.2 フロベニウスノルム































特異値分解 [Singular Value Decomposition (SVD) ][4]はA ∈ Rm×nの任意の
行列に対して，Rm×m，Rn×nの直交行列とm× nの対角行列内積で表現さ
れる．式 (2.4) で表現される．








xˆ = xˆ− α0∇f(x) (2.5)

















• ρ > 0



















z = cTxを最小化 Ax = b, x ≥ 0
双対問題









ⅰ 全ての n次元実ベクトル xに対して二次形式 xTMxが非負
ⅱ Mの固有値は全て非負
ⅲ ある実正方行列Xが存在し，M = XTXと表すことができる
ⅳ Mの主小行列式が全て非負
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2.2 非負値行列分解 (Nonnegative Matrix Factor-
ization:NMF)
NMF[2]は非負信号から構成される入力行列X ∈ Rm×nを，ランク kの 2
つの非負の行列U ∈ Rm×k,V ∈ Rk×nに分解する問題である．Uは辞書行
列，Vは係数行列と呼ばれる．NMFをクラスタリングに用いる場合は係
数行列Vを用いて行う．目的関数を式 (2.8) に示す．











的更新則 (Multiplicative Update) により実現するアルゴリズムが Leeらによ
り提案されている．NMFのU及びVの乗法的更新則を式 (2.9) ， (2.10) に
示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n






























• Basic NMF (BNMF) :非負値制約のみのNMF
• Constrained NMF (CNMF) :正則化のためにいくつかの制約のあるNMF
• Structured NMF (SNMF) :通常の因子分解を変更したNMF




• Sparse NMF (SPNMF) :スパース制約を課したNMF
• Orthogonal NMF (ONMF) :直交制約を課したNMF
• Discriminant NMF (DNMF) :分類と判別のための情報を含んだNMF




• Weighed NMF (WNMF) :各成分の相対的重要度の違いによって重み付
けするNMF
• Conventional NMF (CVNMF) :時間-周波数領域での因子分解を考慮す
るNMF




• Nonnegative Tensor Factorization (NTF) :行列形式のデータを高次元の
テンソルに一般化する手法
• Nonnegative Matrix-Set Factorization (NMSF) :データセットを行列から
行列のセットに拡張するNMF





図 2.3: NMFモデルとアルゴリズムのカテゴリ [1]



















2.3.2 Robust Nonnegative Matrix Factorization(RNMF)
RNMF[16]は高次元かつノイズを扱うことができるNMFである．目的
関数を式 (2.13)に示す．
















によって 導出した局所的不変ペナルティ項 (Tr(VLVT ))で実現している
[17]．目的関数を式 (2.14) に示す．W は隣接行列，µは正則化パラメータ
を表している．隣接行列は元の特徴空間における幾何学的関係の類似性
をグラフ表現した行列である．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• Db =∑lWjl，L = Db−W，µ ≥ 0
min
U∈Rm×k,V∈Rk×n
∥X−UV∥2F + µTr(VLVT ) (2.14)
subject to U ≥ 0,V ≥ 0
































• 係数ベクトル間距離 d(·, ·) の定義
係数行列表現をV = [z1, . . . , zj, . . . , zn]と定義する．新しい基底によ
る 2つのデータ点 (xj,xl) に対応する表現係数ベクトル (zj, zl) 間の距
離 d(zj, zl) を式 (2.16) に定義する．
d(zj, zl) = ∥zj − zl∥2 (2.16)
• ペナルティ項の考え方
入力信号空間における 2つのデータサンプル (xj, xl) が近い場合Wjl
の値が増加するようなペナルティ項を考える．また，係数ベクト
17
ル間距離が大きい場合においても d(zj, zl) が増加するようなペナル



















































2.3.4 Orthogonal Nonnegatively Penalized
Matrix Factorization(ONP-MF)










• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• Λ ∈ Rk×n，ρ ≥ 0(二次のペナルティパラメータ)
minU,V,Λ Lρ(U,V,Λ)
































Z = V− β∂Lρ
∂V
= V− β(UTX−UTUV+ Λ+ ρmax(−V, 0))
(2.20)
(B) ZのVVT = Ik空間への射影
(A)で求めたZを，VVT = Ikを満たす空間へ射影する．Zに極分
解 [11]を用いることで，式 (2.21) ， (2.22) で表されるように，正
規直交基底を取り出すことで，それを達成している．
・ Vˆ：ZZT = Ikを満たすV(Vを更新したもの)
Vˆ = arg min
Y
∥Z−Y∥2F subject to YYT = Ik (2.21)
Vˆ = Z(ZTZ)−1/2 (2.22)
• ラグランジュ乗数Λの更新
関数Λ +→ maxΛ≥0 Lρ(U,V,Λ) の Λ に対する勾配は−Vであること，ま
た，Λが非負値であることに注意して，式 (2.23)のように更新する．
ここで，α は ステップサイズである．
Λ← max(0,Λ− αV) (2.23)










方式 非負値制約 直交制約 幾何的制約 L2,1ノルム 初期値
NMF Direct (MU) random
ONMF Direct (MU) ! random
RNMF Direct (MU) !　 random
GNMF Direct (MU) ! random
ONP-MF Lagrangian Direct SVD
提案手法 Lagrangian Direct ! ! SVD
(Projection)
• Direct: 直接的 (強制的) に制御











3.1 Robust Locally ONP-MF(Rbust-Li-ONP-MF)
目的関数を式 (3.1) に示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• Λ ∈ Rk×n，ρ ≥ 0(二次のペナルティパラメータ)
• Di,i = 1∥xi−Uvi∥
• X = [x1, . . . ,xi, . . . ,xn],V = [v1, . . . ,vi, . . . ,vn]と定義する．
minU,V,Λ Lρ,µ(U,V,Λ)






∥min(V, 0)∥2F + µTr(VLVT)












1. Aは最急降下法で求める．ステップサイズ γは直線探索 [19]によっ
て求める．
A = U− γ ∂Lρ,µ
∂U
= U− γ(UVDVT −XDVT)
(3.2)
2. A を A ≥ 0 を満たす空間へ射影する．
Uˆi,j =
{
Ai,j (Ai,j > 0)







Z = V− β∂Lρ
∂V
= V− β(UTUVD−UTXD+ Λ+ ρmax(−V, 0))
(3.4)
2. ZをVVT = Ik空間への射影 (Z，given，Vˆは極分解により導出)する．
Vˆ = arg min
Y
∥Z−Y∥2F subject to YYT = Ik (3.5)
入力信号Zの正規直交基底を取り出す極分解 [11]により解 Vˆを計算
する．




Λ +→ maxΛ≥0 Lρ(U,V,Λ) に対する勾配は−Vであること，非負値であるこ
とに注意して，以下の式で更新する．ステップサイズ αは，α = α0/t で設
定する．tは更新回数である．















dataset type Instances(size) Features(dimentionality) Number of clusses
COIL20 Image 1440 1024 20
















































Accuracy[23] (正確性) は式 (4.2) で定義される指標である．この指標はク
ラスタの正確性を示すものである．
• ri:クラスタラベル，di:正解ラベル，N:データ数























P (Ki) logP (Ki)
i ∈ {1, 2, ..., k}
また，MI(K,T )は式 (4.4)で定義される．
MI(K,T ) = H(T ) +H(K)−H(K,T ) (4.4)
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第5章 実験結果
精度評価結果を表 5.1から表 5.12に示す. また，パラメータの組み合わ
せの違う精度評価図を図 5.1から図 5.5に示す．表中の値は評価値の 5回

















表 5.1: クラスタリング実験結果 (p-num=5，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 12.9±0.08 11.9±0.1 9.5±0.1
GNMF 0.1 11.0±0.3 9.7±0.3 6.7±0.4
1 11.1±0.2 10.3±0.2 8.4±0.1
ONP-MF − 71.5±1.1 68.5±1.0 78.5±1.1
0.01 69.6±1.6 68.0±1.6 77.5±0.6
Robust-Li-ONP 0.1 72.7±0.9 70.7±1.6 78.4±0.8
1 72.9±1.0 71.1±1.9 78.8±0.5
　
表 5.2: クラスタリング実験結果 (p-num=10，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 15.4±0.7 13.8±0.7 13.8±0.9
GNMF 0.1 13.5±0.08 12.6±0.1 11.5±0.05
1 12.0±0.03 11.2±0.03 7.9±0.06
ONP-MF − 0.72±0.1 0.69±0.09 0.79±0.01
0.01 0.71±0.1 0.68±0.1 0.78±0.07
Robust-Li-ONP 0.1 0.72±0.2 0.71 ±0.3 0.79±0.1
1 0.71±0.1 0.68±2.3 0.78±1.2
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表 5.3: クラスタリング実験結果 (p-num=15，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 12.3±0.3 11.7±0.5 9.4±0.2
GNMF 0.1 9.2±0.1 8.3±0.1 5.2±0.1
1 12.9±1.1 12.5±1.1 8.6±0.9
ONP-MF − 71.5±1.1 68.5±1.0 78.5±1.1
0.01 70.7±2.2 68.3±2.6 77.4±1.5
Robust-Li-ONP 0.1 71.3±1.6 67.9±2.3 78.2±0.8
1 72.8±1.9 70.8±2.4 79.0±1.3
　
表 5.4: クラスタリング実験結果 (p-num=20，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 8.7±0.5 8.0±0.5 4.4±0.5
GNMF 0.1 9.5±0.6 9.0±0.5 6.3±0.9
1 10.3±1.3 9.7±1.2 6.1±1.4
ONP-MF − 71.5±1.1 68.5±0.9 78.5±1.1
0.01 71.1±2.5 69.3±3.8 78.0±1.2
Robust-Li-ONP 0.1 72.4±2.1 70.3±3.1 78.4±1.0
1 70.9±1.7 69.2±1.9 78.4±0.7
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表 5.5: クラスタリング実験結果 (p-num=5，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 11.4±0.4 10.3±0.4 8.6±0.7
GNMF 0.1 7.7±0.5 7.1±0.5 3.7±0.7
1 10.8±0.6 9.2±0.6 7.4±0.6
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 69.5±1.6 68.0±2.6 77.7±0.7
Robust-Li-ONP 0.1 69.3±1.6 66.5±1.2 77.7±0.7
1 70.5±2.7 68.4±3.2 77.7±1.3
　
表 5.6: クラスタリング実験結果 (p-num=10，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 14.6±0.2 14.1±0.2 13.8±0.2
GNMF 0.1 7.2±0.2 6.5±0.8 2.8±0.2
1 9.3±0.07 8.5±0.05 5.1±0.07
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 70.2±1.9 67.5±1.6 78.4±0.5
Robust-Li-ONP 0.1 70.8±1.4 69.9±2.2 78.3±0.7
1 70.9±2.6 69.3±2.1 78.0±0.6
　
32
表 5.7: クラスタリング実験結果 (p-num=15，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 9.2±0.4 8.5±0.3 5.7±0.7
GNMF 0.1 10.8±0.4 9.9±0.4 7.1±0.5
1 9.0±0.6 8.2±0.5 4.3±0.5
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 71.8±1.7 69.9±1.9 78.7±0.9
Robust-Li-ONP 0.1 72.0±1.6 69.6±1.5 78.7±0.8
1 70.4±1.2 68.5±1.4 77.1±0.9
　
表 5.8: クラスタリング実験結果 (p-num=20，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 8.9±0.04 8.4±0.07 4.8±0.09
GNMF 0.1 14.3±0.04 13.4±0.04 11.2±0.01
1 12.0±0.03 11.4±0.03 06.5±0.2
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 72.1±1.8 69.6±2.6 78.5±0.8
Robust-Li-ONP 0.1 70.8±2.4 68.7±2.8 78.3±1.0
1 73.0±0.4 72.1±0.6 79.5±0.3
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表 5.9: クラスタリング実験結果 (p-num=5，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 13.8±0.5 13.4±0.5 9.2±1.3
GNMF 0.1 10.2±1.0 9.6±0.7 7.1±1.6
1 8.4±0.9 7.8±0.8 4.7±1.2
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 71.9±1.9 70.0±2.6 78.4±1.3
Robust-Li-ONP 0.1 71.5±1.1 69.7±1.7 78.3±0.9
1 71.9±1.3 70.3±1.6 78.3±0.9
　
表 5.10: クラスタリング実験結果 (p-num=10，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 9.3±0.4 7.9±0.4 5.2±0.4
GNMF 0.1 12.6±0.1 11.5±0.1 10.0±0.4
1 11.6±0.06 11.1±0.06 8.0±0.1
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 70.6±2.1 68.6±2.5 77.9±1.3
Robust-Li-ONP 0.1 70.8±1.4 68.4±1.1 78.0±0.8
1 70.7±1.8 68.0±0.3 77.9±0.4
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表 5.11: クラスタリング実験結果 (p-num=15，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 13.4±0.4 11.8±0.5 10.2±0.5
GNMF 0.1 10.3±0.2 9.2±0.2 6.6.±0.2
1 11.7±0.2 10.8±0.2 7.0±0.1
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 72.2±1.4 70.0±2.2 78.7±0.7
Robust-Li-ONP 0.1 72.6±1.8 70.4±3.3 78.7±0.7
1 70.0±2.2 68.1±2.5 77.5±0.8
　
表 5.12: クラスタリング実験結果 (p-num=20，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 13.1±0.6 12.3±0.5 14.1±0.4
GNMF 0.1 10.9±0.3 10.5±0.3 7.1±0.6
1 9.6±1.4 9.3±1.4 5.3±1.3
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 71.4±2.1 69.3±2.2 78.1±0.9
Robust-Li-ONP 0.1 72.7±2.0 71.5±2.3 78.9±0.9
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