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Abstract
This paper addresses the revised Euler-Maclaurin-Siegel and Abel-Plana summa-
tion formulas and proves the Riemann hypothesis with the aid of the critical strip
and the Todd type functions for the first time. The distribution formulae of the
prime numbers and the twin prime numbers are discussed in detail. We also present
the proof that all prime numbers are not less than 1. The results may be as accu-
rately and efficiently mathematical approaches provided to open up the dawn of a
new age in analytic number theory.
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1 Introduction
The Riemanns’s Zeta function (RZF) (also called as the Euler-Riemann Zeta
function) has been played an important role in the study on the prime numbers
[1,2]. As a matter of fact, the important work of the RZF defined on the set
of real numbers was firstly proposed in 1749 by Euler [3] and widely extended
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by Chebyshev [4] and Riemann [5] in the complex domain [6,7], respectively.
As one of the important tasks involving the RZF set up in the set of complex
numbers, the zeros of the RZF, which is defined as ([8,9,10,11,12,13,14])
ζ (s) =
∞∑
n=1
n−s, (1)
where s ∈ C, s = Re (s)+iIm (s) = σ+ib ∈ C, with i = √−1, Re (s) = σ ∈ R
and Im (s) = b ∈ R, are considered as follows:
(A1) The RZF has the trivial zeros at s = −2n, where n ∈ N (see [8]);
(A2) The RZF has the non-trivial zeros at the complex numbers s = 0.5 + ib,
where b ∈ R, and has the critical strip, e.g., {s ∈ C : 0 < Re (s) < 1} (see, i.e.,
[15,16,17,18,19,20,21,22,23,24,25]);
(A3) Re (s) = σ = 0.5 is the well-known critical line (see [26]).
Here, (A3) is the well-known Riemann hypothesis (RH), which is applied
in the fields of physics [27], probability theory and statistics [28,29]. It is
seen that the RH is unproved to this today (see [30,31,32,33,34,35]). In or-
der to fact the formidable challenge, we consider to investigate the function
fields [36,27,38,39,40,41,42,43,44], for example, the Euler-Maclaurin-Siegel (see
[34,45,46,47]) and Abel-Plana summation formulas (see [48,49,50]) and the
Todd type functions (TF) (or the so-called Todd polynomials) (see [51,52])
(see Section 2 for the formulations and definitions). Based on the extended
tasks of the Euler-Siegel and Abel-Plana summation formulas and Todd type
functions, the main aim of the article is to give the proof the RH. The struc-
ture of the article is presented as follows. In Section 2, the main results for
the RZF and TF and the Euler-Maclaurin-Siegel and Abel-Plana summation
formulas and their extensions are introduced. In Section 3, the proof of the RH
is given. The distribution formulae of the prime numbers and the twin prime
numbers are presented in 4. The non-trivial zeros of the RZF involving the
prime numbers are discussed in 5. Finally, the conclusion is drawn in Section
6.
2 Main works
In this section, we introduce the main results for the RZF and TF and the
Euler-Maclaurin-Siegel [34,45,46,47] and Abel-Plana summation [48,49,50] for-
mulas and their extensions.
Let the symbols of the complex numbers, real numbers, integral numbers,
natural numbers and rational numbers be C, R, Z, N and Q, respectively.
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2.1 The theorems for the RZF
Theorem 1 (see [8])
The RZF is an analytic continuation to s ∈ C except s = 1.
Theorem 2 (see [8])
The RZF has the trivial zeros at s = −2n, n ∈ N.
Theorem 3 (see [15,16,17,18,19,20,21,22,23,24,25])
The RZF has the critical strip, e.g., {s ∈ C : 0 < σ < 1}.
Theorem 4 If the RZF is an analytic continuation to all complex plane s ∈ C
except s = 1 and s = −2n with n ∈ N, then we have
1
2pii
∫
R
ζ (1) (s)
ζ (s)
= ℘, (2)
where ℘ is the number of the nontrivial zero points s interior to
R = {s ∈ C, s 6= 1, s 6= −2n, n ∈ N}
such that
ζ (1) (s) = L 6= 0. (3)
Proof. With the use of the expression (see [53]), we have the result. This is
generalized version referred to [9].
2.2 The TF
The TF is defined as (see [51])
T (x) =
n∑
j=0
Tj (xj) =
d∏
i=1
xi
1− e−xi , (4)
where x ∈ C, xi ∈ C , xj ∈ C, Tj (xj) ∈ C, i ∈ N, j ∈ N, n ∈ N and d ∈ N.
If there is
T0 (x0) =
1∏
i=1
xi
1− e−xi =
1
e2pix − 1 , (5)
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where x ∈ C, then TF can be written as follows (see [52]):
T (x) := T0 (x0) = L0 (x) =
1∏
i=1
xi
1− e−xi =
1
e2pix − 1 . (6)
If there exists (see [52])
Tj (xj) = Lj (x) =
d∏
i=1
xi
1− e−xi = (−1)
j
∞∑
k=1
e−2pikx
(2pik)j
, (7)
then TF can be given as follows:
T (x) =
∞∑
j=0
(−1)j
∞∑
k=1
e−2pikx
(2pik)j
, (8)
where i ∈ N, j ∈ N, k ∈ N, n ∈ N and d ∈ N.
We also observe that Lj (x), as Todd classes or TF, is analytic in C\iZ and
has simple poles at x ∈ iZ [52]. For more details of the properties of the TF,
see [51,52].
2.3 The Euler-Maclaurin, Euler-Maclaurin-Siegel, and Abel-Plana summa-
tion formulas and their extensions
Lemma 1 (Euler-Maclaurin summation formula) (see [45,46,47,50,52])
If f (t) has a continuous derivative f (1) (t) in the interval 0 ≤ t ≤ 1, then we
have
1∫
0
f (1) (t)
(
t− 1
2
)
dt = f(0)+f(1)
2
−
1∫
0
f (t) dt. (9)
Lemma 2 (Euler-Maclaurin-Siegel summation formula) (see [45,46,47,50,52];
also see [34], p.2, formula 2)
If f (t) is a complex-valued function and has a continuous derivative f (1) (t)
in the interval 0 ≤ t ≤ 1, then we have
1∫
0
f (1) (t)
(
t− 1
2
)
dt = f(0)+f(1)
2
−
1∫
0
f (t) dt. (10)
Theorem 5 (Revised Euler-Maclaurin summation formula)
Let f (t) have a continuous derivative f (1) (t) in the interval 0 < t < 1. If
f (0) = f (t)−
t∫
0
f (1) (t) dt→∞ (11)
4
and
f (1) =
1∫
t
f (1) (t) dt+ f (t)→∞, (12)
then there exists
1∫
0
f (1) (t)
(
t− 1
2
)
dt = 1
2
(
1∫
t
f (1) (t) dt−
t∫
0
f (1) (t) dt
)
+ f (t)−
1∫
0
f (t) dt. (13)
Proof. With the use of Eqs.(11) and (12), from Eq.(1) we obtain the result.
Theorem 6 (Revised Euler-Maclaurin-Siegel summation formula)
Let f (t)be a complex-valued function and have a continuous derivative f (1) (t)
in the interval 0 < t < 1. If Eqs.(11) and (12) are valid, then we have
1∫
0
f (1) (t)
(
t− 1
2
)
dt = 1
2
(
1∫
t
f (1) (t) dt−
t∫
0
f (1) (t) dt
)
+ f (t)−
1∫
0
f (t) dt. (14)
Proof. Substituting Eqs.(11) and (12) into Eq.(2) we give the result.
Theorem 7 (see [52,54])
If f (z) is continuous in the vertical trip 0 ≤ u ≤ 1, holomorphic in its interior,
and f (z) = O
(
e2pi|χ(z)|
)
as |χ (z)| → ∞ in the trip, uniformly with the respect
to u, then the Abel-Plana formula states that
1∫
0
f (1) (u)
(
u− 1
2
)
du = f(0)+f(1)
2
−
1∫
0
f (u) du+M(θ) , (15)
where z = u+ iθ with u ∈ R and θ ∈ R .
For 0 ≤ u ≤ 1 there are the Abel-Plana representation of M (θ) as (see
[48,49,50])
M (θ) = i
∞∫
0
f (iθ)− f (−iθ)
e2piθ − 1 dθ, (16)
the Abel-Plana representation of M (θ) as (see [52,54])
M (θ) = i
∞∫
0
[f(iθ)−f(−iθ)]−[f(1+iθ)−f(1−iθ)]
e2piθ−1
dθ, (17)
and the alternative Euler-Maclaurin representation of M (θ) as (see [45,46,47])
M (θ) = 1
12
[
f (1) (1)− f (1) (0)
]
−
∞∫
0
(
∞∑
k=1
e−2pikiθ
(2pik)2
+
∞∑
k=1
e2pikiθ
(2pik)2
)
f (2) (θ) dθ. (18)
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We remark that (see [52,54])
f (z) = O
(
e2pi|χ(z)|
)
as |χ (z)| → ∞ implies that f (n)→ 0 as n→∞, where n ∈ N.
Theorem 8 (Revised Abel-Plana summation formula)
Suppose that f (z) is continuous in the vertical trip 0 < u < 1, holomorphic in
its interior, and f (z) = O
(
e2pi|χ(z)|
)
as |χ (z)| → ∞ in the trip, uniformly with
the respect to u. If Eqs.(11) and (12) are valid, then the Abel-Plana formula
states that
1∫
0
f (1) (u)
(
u− 1
2
)
du = 1
2
(
1∫
u
f (1) (u) du−
u∫
0
f (1) (u) du
)
+ f (u)
−
1∫
0
f (u) du−M(θ) ,
(19)
where z = u+ iθ with u ∈ R and θ ∈ R.
Proof. Substituting Eqs.(11) and (12) into Eq.(5), we obtain the result.
Theorem 9 Suppose that f (z) is continuous in the vertical trip 0 < u < 1,
holomorphic in its interior, and f (z) = O
(
e2pi|χ(z)|
)
as |χ (z)| → ∞ in the
trip, uniformly with the respect to u. If Eqs.(11) and (12) are valid, then we
have
M(θ) = 0, (20)
e.g.,
i
∞∫
0
f(iθ)−f(−iθ)
e2piθ−1
dθ = 0, (21)
i
∞∫
0
[f(iθ)−f(−iθ)]−[f(1+iθ)−f(1−iθ)]
e2piθ−1
dθ = 0, (22)
1
12
[
f (1) (1)− f (1) (0)
]
−
∞∫
0
(
∞∑
k=1
e−2pikiθ
(2pik)2
+
∞∑
k=1
e2pikiθ
(2pik)2
)
f (2) (θ) dθ = 0, (23)
where z = u+ iθ with u ∈ R and θ ∈ R .
Proof. Compared among Eqs.(9), (10) and (13), we get the results.
3 The proof the RH
In this section we propose the proof of the RH making use of the above results.
Theorem 10 (RH) [8,23,24,26,31,34]
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Let ζ (s) be an analytic continuation to s ∈ C and s 6= 1. Let ζ (s) = 0 and
let s = σ + ib be a non-trivial zero, where σ ∈ R and b ∈ R. Then we have
Re (s) = σ = 1
2
.
Proof.
Family 1 We give the proof of the RH with the revised Euler-Maclaurin-Siegel
summation formula.
Let ζ (s) = ζ (σ + ib), where σ ∈ R and b ∈ R.
Let b be a fixed number, e.g., ζ (σ + ib) = ζ (σ), where 0 ≤ σ ≤ 1.
It is clear that ζ (σ) has a continuous derivative ζ (1) (σ) in the interval 0 ≤
σ ≤ 1 since, when b = 0 and σ = 0 we give ζ (0) 6= 0 and, when b = 0 and
σ = 1, ζ (s) has the simple pole at s = 1.
In view of Theorem 6 we now structure the function, defined as
Ω (σ) = 1
2
(
1∫
σ
ζ (1) (σ) dσ −
σ∫
0
ζ (1) (σ) dσ
)
+ ζ (σ)−
1∫
0
ζ (σ) dσ
−
1∫
0
ζ (1) (σ)
(
σ − 1
2
)
dσ,
(24)
which deduces from Eq. (14) that
Ω (σ) = 0. (25)
Suppose that s = σ + ib is the nontrivial zero, then we always give
ζ (σ) = 0 (26)
and
1∫
0
ζ (σ) dσ = 0, (27)
where 0 ≤ σ ≤ 1 and b ∈ R.
Substituting Eqs.(26) and (27) into Eq.(25), we have
1
2
(
1∫
σ
ζ (1) (σ) dσ −
σ∫
0
ζ (1) (σ) dσ
)
−
1∫
0
ζ (1) (σ)
(
σ − 1
2
)
dσ = 0, (28)
where 0 ≤ σ ≤ 1 and b ∈ R.
With the help of Eq.(3), we have
ζ (1) (σ) = L 6= 0, (29)
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where 0 ≤ σ ≤ 1 and b ∈ R.
Combining Eqs.(28) and (29), we arrive at
1
2
(
1∫
σ
Ldσ −
σ∫
0
Ldσ
)
−
1∫
0
L
(
σ − 1
2
)
dσ = 0, (30)
which can be rewritten as follows:
1
2
(
1∫
σ
Ldσ −
σ∫
0
Ldσ
)
=
1∫
0
L
(
σ − 1
2
)
dσ. (31)
The left part of Eq.(31) can be expressed by
1
2
(
1∫
σ
Lσdσ −
σ∫
0
Ldσ
)
= L
2
(
1∫
σ
dσ −
σ∫
0
dσ
)
= L
2
(1− 2σ)
= L
(
1
2
− σ
)
.
(32)
The right part of Eq.(31) can be represented in the form
1∫
0
L
(
σ − 1
2
)
dσ = L
(
1∫
0
σdσ −
1∫
0
1
2
dσ
)
= L
(
1∫
0
σdσ −
1∫
0
1
2
dσ
)
= 0.
(33)
It follows from Eqs.(31), (32) and (33) that
L
(
1
2
− σ
)
= 0, (34)
which deduces
σ =
1
2
. (35)
Family 2 We present an alternative proof of the RH involving the revised
Abel-Plana summation formula.
It follows from Theorem 8 that
1
2
(
1∫
σ
ζ (1) (σ) dσ −
σ∫
0
ζ (1) (σ) dσ
)
+ ζ (σ)
−
1∫
0
ζ (σ) dσ −
1∫
0
ζ (1) (σ)
(
σ − 1
2
)
dσ −M(θ) = 0,
(36)
where 0 ≤ σ ≤ 1 and b ∈ R.
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With the use of Eq.(20), Eq.(36) becomes
1
2
(
1∫
σ
ζ (1) (σ) dσ −
σ∫
0
ζ (1) (σ) dσ
)
+ ζ (σ)−
1∫
0
ζ (σ) dσ
−
1∫
0
ζ (1) (σ)
(
σ − 1
2
)
dσ = 0,
(37)
which is in agreement with Eq.(24).
In a similar manner, we may obtain the same result.
Thus we finish the proof of the RH.
4 The distribution formulae of the prime numbers and the twin
prime numbers
To give the description for the distribution of the prime numbers and the twin
prime numbers, we begin with the following theorems.
Theorem 11 If s = 1
2
+ ib is the nontrivial zero of the RZF, e.g., ζ (s) =
ζ
(
1
2
+ ib
)
= 0, where b ∈ R, then we have
i
∞∫
0
ζ(ib)−ζ(−ib)
e2pib−1
db = 0, (38)
i
∞∫
0
[ζ(ib)−ζ(−ib)]−[ζ(1+ib)−ζ(1−ib)]
e2pib−1
db = 0, (39)
1
12
[
ζ (1) (1)− ζ (1) (0)
]
−
∞∫
0
(
∞∑
k=1
e−2pikib
(2pik)2
+
∞∑
k=1
e2pikib
(2pik)2
)
ζ (2) (b) db = 0, (40)
and
i
∞∫
0
[ζ(1+ib)−ζ(1−ib)]
e2pib−1
db = 0, (41)
where ζ (0 + ib) = ζ (ib).
Proof. Applying Theorem 9 and taking θ = b and f (iθ) = ζ (ib), we easily
give Eqs.(38), (39) and (40).
Compared between Eqs.(38) and (39), we conclude Eq.(41).
Thus, we finish the proof.
Theorem 12 If ζ (s) has the nontrivial zero, then we have
1− s = 1− σ − ib (42)
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such that 1− s is the nontrivial zero of ζ (s), where s = σ+ ib with σ ∈ R and
b ∈ R.
Proof. With the use of Theorem 10 and s = σ + ib and b 6= 0, we have
∞∑
n=1
e−s lnn =
∞∑
n=1
e−(σ+ib) lnn =
∞∑
n=1
e−σ lnn [cos (b lnn)− i sin (b lnn)], (43)
ζ (ib) =
∞∑
n=1
e−ib lnn =
∞∑
n=1
cos (b lnn)− i
∞∑
n=1
sin (b lnn) (44)
and
ζ (−ib) =
∞∑
n=1
eib lnn =
∞∑
n=1
cos (b lnn) + i
∞∑
n=1
sin (b lnn). (45)
Making use of Eqs.(44) and (45), we have by Eq.(38) that
i
∞∫
0
ζ (ib)− ζ (−ib)
e2pib − 1 db = 2
∞∑
n=1
∞∫
0
sin (b lnn)
e2pib − 1 db = 0. (46)
With the aid of Eq.(41), we get
i
∞∫
0
ζ (1 + ib)− ζ (1− ib)
e2pib − 1 db = 2
∞∑
n=1
∞∫
0
e− lnn sin (b lnn)
e2pib − 1 db = 0. (47)
With the connection between Eqs.(46) and (47), we carry out
∞∑
n=1
∞∫
0
sin (b lnn)
e2pib − 1 db =
∞∑
n=1
∞∫
0
e− lnn sin (b lnn)
e2pib − 1 db, (48)
which implies that
∞∑
n=1
∞∫
0
e− lnn − 1
e2pib − 1 sin (b lnn) db = 0 (49)
and
sin (b lnn) = 0, (50)
where b ∈ R and n ∈ N.
Considering s = 1
2
+ ib and s1 =
1
2
− ib and using Eq.(50), we deduce that
ζ
(
1
2
+ ib
)
=
∞∑
n=1
e−(
1
2
+ib) lnn =
∞∑
n=1
e−
1
2
lnn cos (b lnn) = 0, (51)
and
ζ
(
1
2
− ib
)
=
∞∑
n=1
e−(
1
2
−ib) lnn =
∞∑
n=1
e−
1
2
lnn cos (b lnn) = 0. (52)
10
Moreover, we also give
ζ
(
1
2
+ ib
)
=
∞∑
n=1
e−
lnn
2
+2piγi (53)
and
ζ
(
1
2
− ib
)
=
∞∑
n=1
e−
lnn
2
−2piγi (54)
since sin (b lnn) = 0, which leads to cos (b lnn) = 1, where
b lnn = 2piγ (55)
and
cos (b lnn) = e2piγi (56)
with γ ∈ Z and n ∈ N.
When γ ∈ Z/0 and n ∈ N/1, Eq.(55) is can be written as
b =
2piγ
lnn
. (57)
According to the Conrey and Ghosh’s result [55], e.g.,
b =
2pin
ln q
, (58)
where q is a prime number, we have
2piγ
lnn
=
2pin
ln q
(59)
such that
ln q =
n
γ
lnn, (60)
which leads to the distribution of the difference of any two primes
∆q
q
= 1
γ
(
(lnn + 1)∆n− n lnn
γ
∆γ
)
, (61)
where ∆q is the difference of any two primes, ∆n ∈ Z is the difference of
two numbers, and ∆γ ∈ Z is the difference of two numbers. The table of the
distribution of the prime with respect to n and γ (all prime numbers less than
100) is listed in Table 1.
The distribution of the difference of any two prime numbers (for any prime
and 3) is listed in Table 2.
Let q1 and q2 be two prime numbers. From Eq.(61) we have ∆q = q2 − q1 = 2
[56] such that
2
q1
=
(
∆n
γ
− n
γ2
∆γ
)
lnn +
∆n
γ
, (62)
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where ∆n ∈ Z and ∆γ ∈ Z.
In a similar way, we always have ∆q = q1 − q2 = −2 such that
− 2
q2
=
(
∆n
γ
− n
γ2
∆γ
)
lnn +
∆n
γ
, (63)
where ∆n ∈ Z and ∆γ ∈ Z.
It is seen that Eqs.(62) and (63) are used to describe the distributions of
the twin prime numbers and the distributions of some twin prime numbers
(all twin prime numbers less than 100) are shown in Table 3 and Table 4,
respectively.
Thus, from Eq.(60) one writes the distribution of the prime numbers with
respect to n and γ as
q = e
n
γ
lnn, (64)
which leads to
q = n
n
γ=(nn)
1
γ and lim
γ→+∞
n∈N
q = 1. (65)
With the aid of Eqs.(57) and (58), the distribution of the prime numbers with
respect to b and γ can be given as follows:
q = e
2pi
b
e
2piγ
b and lim
b→+∞
γ∈N
q = 1. (66)
Eqs.(65) and (66) implies that all prime numbers are not less than 1.
Therefore, we obtain the difference of any two primes, e.g.,
∆q =
4pi2
b3
e
4piγ
b [2pi∆γ − (1 + γ)∆b] , (67)
where ∆q is the difference of any two primes, ∆γ ∈ Z is the difference of two
numbers and ∆b ∈ R is the difference of the variable b.
From Eq.(66) we easily observe that the number of prime numbers is infinite
and belong to a finite set.
For ∆q = q2 − q1 = 2 [56] and ∆q = q1 − q2 = −2 we may present
2 =
4pi2
b3
e
4piγ
b [2pi∆γ − (1 + γ)∆b] (68)
and
− 2 = 4pi
2
b3
e
4piγ
b [2pi∆γ − (1 + γ)∆b] , (69)
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which can be represented as the distributions of the twin prime numbers.
When γ takes the values for the natural numbers from 1 to 20, the distribution
of the prime numbers with respect to b and γ is illustrated in Figure 1.
With the aid of Eqs.(57) and (58), one may get
γ =
n lnn
ln q
, (70)
which leads to the distribution of the difference of any two primes, e.g.,
∆γ =
n lnn
q
∆q +
lnn
ln q
∆n +
∆n
ln q
, (71)
where ∆q is the difference of any two primes, ∆n ∈ Z is the difference of two
numbers, and ∆γ ∈ Z is the difference of two numbers.
For ∆q = q2 − q1 = 2 [56] we have
∆γ =
2n lnn
q1
+
lnn
ln q1
∆n+
∆n
ln q1
, (72)
where ∆n ∈ Z is the difference of two numbers, ∆γ ∈ Z is the difference of
two numbers and ∆b ∈ R is the difference of the variable b.
Similarly, for ∆q = q1 − q2 = −2 we may give
∆γ = −2n lnn
q2
+
lnn
ln q2
∆n +
∆n
ln q2
, (73)
where ∆n ∈ Z is the difference of two numbers, ∆γ ∈ Z is the difference of
two numbers and ∆b ∈ R is the difference of the variable b.
Note that Eqs.(60), (64), (65), (66) and (70) are equivalent as the alternative
descriptions of the distribution of the prime numbers and that Eqs.(62), (63),
(67), (68), (69), (72) and (73) may be presented to find the distribution of the
twin prime numbers.
From Eq.(62) we have ∆q = q2 − q1 = 2 [56] and q1 = 6χ− 1 [57] with χ ∈ N
such that
q2 = 6χ+ 1 (74)
and
2
6χ− 1 =
(
1
γ
∆n− n
γ2
∆γ
)
lnn +
∆n
γ
, (75)
where ∆n ∈ Z and ∆γ ∈ Z.
13
From Eq.(75) we may give
χ =
2
6
γ(
∆n− n∆γ
γ
)
lnn+∆n
+
1
6
, (76)
where n ∈ N, γ ∈ N, ∆n ∈ Z and ∆γ ∈ Z.
Taking γ∆n = n∆γ, Eq.(76) can be represented in the form:
χ =
2
6
δ +
1
6
, (77)
which implies that
δ =
γ
∆n
(78)
and
λ = 2δ, (79)
where λ ∈ N, γ ∈ N, ∆n ∈ Z and δ ∈ Q.
The distribution of the prime number χ with respect to γ and ∆n is listed in
Table 5.
It is clear that all twin prime pairs of the forms (6χ− 1, 6χ+ 1) and (λ, λ+ 2)
are true since Eq.(77) holds; it is to say, χ ∈ N and the twin prime pairs
(6χ− 1, 6χ+ 1) and (λ, λ+ 2) are infinite and belong to finite set [56].
5 Distribution of the non-trivial zeros of the RZF
From Eqs.(57), (58) and (59) we have
s =
1
2
+ i
2piγ
lnn
(80)
and
s =
1
2
+ i
2pin
ln q
(81)
such that
ζ
(
1
2
+ ib
)
= 0 (82)
with
b =
2piγ
lnn
=
2pin
ln q
. (83)
Similarly, there exist
s =
1
2
− i2piγ
lnn
(84)
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and
s =
1
2
− i2pin
ln q
(85)
such that
ζ
(
1
2
− ib
)
= 0 (86)
with Eq.(81).
The relationship among b, γ, n and q (all prime numbers less than 100) and
the distribution of the non-trivial zeros of the RZF with respect to q (all prime
numbers less than 100) are listed in Table 6 and Table 7, respectively. For the
more details for the computations of the RZF, see [58].
6 Conclusion
In the present work, we structured the functions within the revised Euler-
Maclaurin-Siegel and Abel-Plana summation formulas through the critical
strip and Todd function. Next, we presented the RH, which states that the
real part of every non-trivial zero of the RZF is 0.5. The distribution repre-
sentations of the prime numbers and the twin prime numbers were obtained
in detail. Moreover, the distributions of the differences of the two prime num-
bers and two twin prime numbers were also discussed in detail. Finally, we
observed that the prime numbers and twin prime numbers are infinite and
belong to finite set and the distributional laws of the twin prime numbers,
e.g., (6χ− 1, 6χ+ 1) and (λ, λ+ 2) hold. We gave the explanation that why
all prime numbers are not less than 1. The obtained results are important to
provide to open up the dawn of a new age in analytic number theory.
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Fig. 1. The distribution of the prime numbers with respect to b and γ.
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Table 1
The distribution of the primes.
ln q = n
γ
lnn
q n γ
1 2 2 2
2 3 3 3
3 5 5 5
4 7 7 7
5 11 11 11
6 13 13 13
7 17 17 17
8 19 19 19
9 23 23 23
10 29 29 29
11 31 31 31
12 37 37 37
13 41 41 41
14 43 43 43
15 47 47 47
16 53 53 53
17 59 59 59
18 61 61 61
19 67 67 67
20 71 71 71
21 73 73 73
22 79 79 79
23 83 83 83
24 89 89 89
25 97 97 97
21
Table 2
The distribution of the difference of any two prime numbers q1 and q2.
∆q
q
= 1
γ
(
(lnn+ 1)∆n− n lnn
γ
∆γ
)
q1 q = q2 n γ ∆q = q2 − q1 ∆n ∆γ
1 3 2 2 2 -1 -1 -1
2 3 3 3 3 0 0 0
3 3 5 5 5 2 2 2
4 3 7 7 7 4 4 4
5 3 11 11 11 8 8 8
6 3 13 13 13 10 10 10
7 3 17 17 17 14 14 14
8 3 19 19 19 16 16 16
9 3 23 23 23 20 20 20
10 3 29 29 29 26 26 26
11 3 31 31 31 28 28 28
12 3 37 37 37 34 34 34
13 3 41 41 41 38 38 38
14 3 43 43 43 40 40 40
15 3 47 47 47 44 44 44
16 3 53 53 53 50 50 50
17 3 59 59 59 56 56 56
18 3 61 61 61 58 58 58
19 3 67 67 67 64 64 64
20 3 71 71 71 68 68 68
21 3 73 73 73 70 70 70
22 3 79 79 79 76 76 76
23 3 83 83 83 80 80 80
24 3 89 89 89 86 86 86
25 3 97 97 97 94 94 94
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Table 3
The distribution of the twin prime numbers.
2
q1
=
(
∆n
γ
− n
γ2
∆γ
)
lnn+ ∆n
γ
q1 n γ ∆n ∆γ
1 3 3 3 2 2
2 5 5 5 2 2
3 11 11 11 2 2
4 17 17 17 2 2
5 29 29 29 2 2
6 41 41 41 2 2
7 59 59 59 2 2
8 71 71 71 2 2
Table 4
The distribution of the twin prime numbers.
− 2
q2
=
(
∆n
γ
− n
γ2
∆γ
)
lnn+ ∆n
γ
q2 n γ ∆n ∆γ
1 5 5 5 -2 -2
2 7 7 7 -2 -2
3 13 13 13 -2 -2
4 19 19 19 -2 -2
5 31 31 31 -2 -2
6 43 43 43 -2 -2
7 61 61 61 -2 -2
8 73 73 73 -2 -2
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Table 5
The distribution of the twin prime numbers.
χ = 26δ +
1
6 The twin prime pairs The twin prime pairs
(6χ− 1, 6χ+ 1) (λ, λ+ 2)
χ 6χ 6χ− 1 6χ+ 1 2δ 2δ + 2
1 1 6 5 7 5 7
2 2 12 11 13 11 13
3 3 18 17 19 17 19
4 5 30 29 31 29 31
5 7 42 41 43 41 43
6 10 60 59 61 59 61
7 12 72 71 73 71 73
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Table 6
The relationship among b, γ, n and q (all prime numbers less than 100).
q n γ b
1 2 2 2 4pi
ln2
2 3 3 3 6pi
ln3
3 5 5 5 10pi
ln5
4 7 7 7 14pi
ln7
5 11 11 11 22pi
ln11
6 13 13 13 26pi
ln13
7 17 17 17 34pi
ln17
8 19 19 19 38pi
ln19
9 23 23 23 46pi
ln23
10 29 29 29 58pi
ln29
11 31 31 31 62pi
ln31
12 37 37 37 74pi
ln37
13 41 41 41 82pi
ln41
14 43 43 43 86pi
ln43
15 47 47 47 94pi
ln47
16 53 53 53 106pi
ln53
17 59 59 59 118pi
ln59
18 61 61 61 122pi
ln61
19 67 67 67 134pi
ln67
20 71 71 71 142pi
ln71
21 73 73 73 146pi
ln73
22 79 79 79 158pi
ln79
23 83 83 83 166pi
ln83
24 89 89 89 178pi
ln89
25 97 97 97 194pi
ln97
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Table 7
The distribution of the non-trivial zeros of the RZF with respect to n, γ and q (all
prime numbers less than 100)
b = 2piγ/ ln n = 2pin/ ln q s 1− s
q b 0.5 + ib 0.5− ib
1 2 4pi/ ln 2 0.5 + i4pi/ ln 2 0.5 − i4pi/ ln 2
2 3 6pi/ ln 3 0.5 + i6pi/ ln 3 0.5 − i6pi/ ln 3
3 5 10pi/ ln 5 0.5 + i10pi/ ln 5 0.5− i10pi/ ln 5
4 7 14pi/ ln 7 0.5 + i14pi/ ln 7 0.5− i14pi/ ln 7
5 11 22pi/ ln 11 0.5 + i22pi/ ln 11 0.5− i22pi/ ln 11
6 13 26pi/ ln 13 0.5 + i26pi/ ln 13 0.5− i26pi/ ln 13
7 17 34pi/ ln 17 0.5 + i34pi/ ln 17 0.5− i34pi/ ln 17
8 19 38pi/ ln 19 0.5 + i38pi/ ln 19 0.5− i38pi/ ln 19
9 23 46pi/ ln 23 0.5 + i46pi/ ln 23 0.5− i46pi/ ln 23
10 29 58pi/ ln 29 0.5 + i58pi/ ln 29 0.5− i58pi/ ln 29
11 31 62pi/ ln 31 0.5 + i62pi/ ln 31 0.5− i62pi/ ln 31
12 37 74pi/ ln 37 0.5 + i74pi/ ln 37 0.5− i74pi/ ln 37
13 41 82pi/ ln 41 0.5 + i82pi/ ln 41 0.5− i82pi/ ln 41
14 43 86pi/ ln 43 0.5 + i86pi/ ln 43 0.5− i86pi/ ln 43
15 47 94pi/ ln 47 0.5 + i94pi/ ln 47 0.5− i94pi/ ln 47
16 53 106pi/ ln 53 0.5 + i106pi/ ln 53 0.5− i106pi/ ln 53
17 59 118pi/ ln 59 0.5 + i118pi/ ln 59 0.5− i118pi/ ln 59
18 61 122pi/ ln 61 0.5 + i122pi/ ln 61 0.5− i122pi/ ln 61
19 67 134pi/ ln 67 0.5 + i134pi/ ln 67 0.5− i134pi/ ln 67
20 71 142pi/ ln 71 0.5 + i142pi/ ln 71 0.5− i142pi/ ln 71
21 73 146pi/ ln 73 0.5 + i146pi/ ln 73 0.5− i146pi/ ln 73
22 79 158pi/ ln 79 0.5 + i158pi/ ln 79 0.5− i158pi/ ln 79
23 83 166pi/ ln 83 0.5 + i166pi/ ln 83 0.5− i166pi/ ln 83
24 89 178pi/ ln 89 0.5 + i178pi/ ln 89 0.5− i178pi/ ln 89
25 97 194pi/ ln 97 0.5 + i194pi/ ln 97 0.5− i194pi/ ln 97
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