In this paper, we introduce the Bessel-Struve transform, we establish an inversion theorem of the Weyl integral transform associated with this transform, in the case of half integers, we give a characterization of the range of D(R) by Bessel-Struve transform and we prove a Schwartz-Paley-Wiener theorem on E ′ (R).
Introduction
Discrete harmonic analysis associated with Bessel-Struve kernel was developed by Watson in [11] . He gave some results about "generalised Schlömilch series" which represent the Fourier series associated to Bessel-Struve kernel. Recently, L.Kamoun and M.Sifi looked to the Bessel-Struve operator
which has Bessel-Struve kernel as eigenfunction. In [3] , they considered the Intertwining operator associated with Bessel-Struve operator on R and expressed its inverse. A.Gasmi and M.Sifi introduced the Bessel-Struve transform on the dual space of entire functions on C in [1] and in [2] in order to study mean-periodic functions. In this paper, we consider the Bessel-Struve transform on L 1 α (R) by
where the Bessel-Struve kernel S α λ is given by ∀x ∈ R, S α λ (x) = j α (iλx) − ih α (iλx)
If f is an even function, this operator coincides with the Hankel transform defined by
The outline of the content of this paper is as follows In section 2: We introduce the Bessel-Struve transform on L 1 α (R), we give a necessary condition for a function to be the range of F α BS of a function in L 1 α (R). Besides, we prove that this operator is symmetric.
In section 3: we deal with the Weyl integral transform associated to Bessel-Struve operator. In the beginning, we define the dual operator χ * α of the generalized Riemann Liouville integral χ α introduced by L.Kamoun and M.Sifi in [3] . We use this operator to introduce Weyl integral associated to Bessel-Struve operator that we denote W α by ∀ f ∈ D(R) , χ * α T A f = T Wα(f ) where T f designates the distribution defined by the function f . The Weyl transform verifies the following relation :
where F is the classical Fourier transform. Then, we establish an inversion theorem of Weyl integral on D(R) and we characterize the range of D(R) by W α that we denote ∆ α (R). Furthermore we give the expression of its inverse denoted V α|∆α(R) . Weyl integral associated to Bessel-Struve operator doesn't have the same properties like in the classical harmonic analysis: It presents a difficulty on a singularity in 0 and it doesn't save the space D(R).
In section 4: we give some properties of
, we prove a Paley-Wiener theorem of Bessel-Struve transform in the case α = 1 2 . Then, by induction, we deduce the result for half integers. Finally, we give the Paley-Wiener theorem for the space of distributions with bounded support called Schawartz-Paley-Wiener theorem. Throughout the paper, we denote :
Finally, we do not forget to specify that the Bessel-Struve operator and Bessel-Struve kernel were introduced by K. Trimèche in an unpublished paper [10] .
Bessel-Struve transform
In this section, we define the Bessel-Struve transform and we give some results similar to those in the classical harmonic analysis.
First, we consider the differential operator ℓ α , α > − 1 2 , defined on R by
with an infinitely differentiable function u on R. This operator is called Bessel-Struve operator.
For λ ∈ C, the differential equation :
.
possesses a unique solution denoted S α λ . This eigenfunction, called the BesselStruve kernel, is given by :
where j α and h α are respectively the normalized Bessel and Struve functions of index α. Those kernels are given as follows :
and
(for more details one can see [11] ) The kernel S α λ possesses the following integral representation :
We denote by L 1 α (R) , the space of real-valued functions f , measurable on R such that
Proposition 2.1 The kernel S α λ has a unique extension to C×C. It satisfies the following properties :
In particular, we have for all λ and x in R, |S
Proof. The relation (2) yields directly (i) and (ii).
(iii) For n ∈ N, we have 
, where C 0 (R) is the space of continuous functions having 0 as limit in the infinity. Furthermore,
Proof. It's clear that F α B,S (f ) is a continuous function on R. From proposition 2.1, we get for all x ∈ R * , lim
Proof. We take φ(t, x) = f (t)g(x)S α −ix (t)A(t)A(x). Since f and g are both in L 1 α (R) and according to (iii) of proposition 2.1 and Fubini-Tonelli's theorem, we deduce that
We obtain relation (6) by Fubini's theorem.
3 Weyl integral transform 3.1 Bessel-Struve intertwining operator and its dual E(R) designates the space of infinitely differentiable functions on R . The Bessel-Struve intertwining operator on R denoted χ α , introduced by L.Kamoun and M.Sifi in [3] is defined by:
Remark 3.1
Definition 3.1 we define the operator χ *
We denote
The following theorem is proved in [3]
, is a topological isomorphism from E(R) onto itself. The inverse operator χ −1 α is given for all f ∈ E(R) by
Proof. Since χ α is an isomorphism from E(R) into itself, we deduce the result by duality.
called Weyl integral associated to Bessel-Struve operator.
Using Fubini's theorem, a change of variable and Chasles relation , we obtain for all g ∈ E(R)
Therefore, the distribution χ ⋆ α T Af is represented by the function W α f Remark 3.2 Let f ∈ E(R) and g ∈ D(R). The operator χ α and W α are related by the following relation
where
By change of variable W α f can be written
If |x| > a then |tx| > a and f (tx) = 0 so ψ(x) = 0. Consequently, we have
Since A and ψ are both infinitely differentiable on R * , we have W α f is infinitely differentiable on R * and for all n ∈ N,
By a change of variable one obtains
Proof. From relation (12), we deduce that
exist.
Consequently we obtain for all n ∈ N,
Using Fubini-Tonelli's theorem and a change of variable, we get :
Invoking relation(13), we deduce that
where F is the classical Fourier transform defined on L 1 (R) by
Proof. Let f ∈ D(R). Using relation(11) and relation (8), we obtain
Inversion of Weyl integral
Lemma 3.2 Let g ∈ E(R * ), m and p are two integers nonnegative , we have
where β p i are constants depending on i, p and m.
Proof. We will proceed by induction. The relation (15) is true for p = 0. Suppose that (15) is true at the order p ≥ 0 then
We designate by K 0 the space of functions f infinitely differentiable on R * with bounded support and verifying for all n ∈ N, lim y→0 y>0
Invoking (ii) of theorem 3.1, we can write
By integration by parts we have
According to relation (15) for p = k and m = 2k + 1, we find that
Let 1 ≤ p ≤ k + 1. After p − 1 integrations by parts, we get
Using relation (15) again, we find
Since f be in K 0 , we obtain
For p = k + 1 we find
As the same we establish that
Consequently,
Which proves the wanted result for α = k + 1 2 .
Second case α = k + r , k ∈ N , −1 2 < r < 1 2 By virtue of (i) of theorem 3.1 and a change of variable, we can write
It's clear that h ∈ E(R), we proceed in a similar way as in the first case, we just replace the function g by the function h and we obtain
Next, by a change of variable
Applying Fubini's theorem at J 1 and J 2 , we obtain
making a change of variable in J 2 and using Chasles relation , we get
Remark 3.3 From proposition 3.4 we deduce that the operators V α and χ
−1 α
are related by the following relation
for all f ∈ K 0 and g ∈ E(R)
Proof. For f ∈ D(R), by lemma 3.1 we have W α (f ) ∈ K 0 . Using relations (16) and (11), we obtain for all g ∈ E(R)
Since f A and V α • W α (f ) A are both continuous functions on R ⋆ we have 
be extended to a function belonging to D(R).
This space is provided with the topology defined by the semi norms ρ n where
We consider , for k ∈ N, the space
endowed with the inductive limit topology.
Let ϕ ∈ D(]0, +∞[) then we have
Using Fubini's theorem and an integration by parts we obtain
This proves that the derivative of the distribution W α f is the distribution defined by the function −2αx W α−1 on ]0, +∞[. The theorem III p.54 in [6] allows us to say that the derivative on ]0, +∞[ of the function W α f is the function −2α xW α−1 f . In the same way we obtain that the derivative on ] − ∞, 0[ of the function W α f is the function −2α xW α−1 f . Proof. We will proceed by induction. According to lemma 3.4 we have W1
(R). Let f be in D a (R) then according to lemma 3.4 and the induction hypothesis, we deduce that
f ∈ D(R). Furthermore from lemma 3.1 we conclude that
(R). In the other hand, let g ∈ ∆ a,k+ )(g) = g and by lemma 3.3 we deduce that W k+ 1 2 is an isomorphism from D a (R) into D a,k+ 1 2 (R) and its inverse is V k+
From proposition 3.4 and lemma 3.3
which proves the wanted result.
For k ∈ N we take α = k + r , r ∈]
[. We denote by ∆ a,k+r (R) the subspace of K 0 of functions f infinitely differentiable on R * with support included in [−a, a] verifying the following condition :
can be extended to a function belonging to |x| 2r−1 D(R) This space is provided with the topology defined by the semi norms q n where
We consider, for k ∈ N, the space
Lemma 3.5
We have for all f in ∆ k+r (R),
Then V k+r (f ) ∈ D(R) and from relation (11), for all g ∈ E(R),
By relation(16), we deduce
Since W k+r (V k+r (f )) and f are both continuous functions on R * , we get
Theorem 3.3 W k+r is a topological isomorphism from D a (R) into ∆ a,k+r (R) and its inverse is V k+r|∆ a,k+r (R)
Proof. Let f ∈ D a (R), from proposition 3.1 and lemma 3.3, we can write
Furthermore, by lemma 3.5 and lemma 3.3, one can deduce that W k+r is bijective and V k+r|∆ a,k+r (R) is its inverse on ∆ a,k+r (R) Now, the fact that q n (W k+r (f )) = Cp n (f ) allows us to conclude that W k+r is a topological isomorphism from D a (R) into ∆ a,k+r (R).
The following theorem is a consequence of theorem 3.2 and theorem 3.3 . 
Some properties of Bessel-Struve transform on D(R)
Proposition 4.1 Let f be a function in K 0 . Then the classical Fourier transform F (f ) can be extended to an analytic function on C that we denote again F (f ) and we have
Proof. Let f ∈ K 0 and x ∈ R. We have, for all z ∈ C such that Im(z) < b,
Since f has a bounded support and the function : z −→ e −ixz f (x) is analytic on C, we conclude that F (f ) is analytic function on C. To prove relation (17), we proceed by induction. For k = 1 we can write
By integration by parts, we obtain
We suppose that we have, for
By integration by parts, we find
which completes the proof.
The relation (17) means that we have for
is the finite part of the divergent integral citing below. (For the definition of the finite part of the divergent integral, one can see [6] ). Proof. Using proposition 4.1, corollary 3.2 and relation (14), we find that F α B,S (f ) can be extended to an analytic function on C and
Then 
Proof. Using The relation (14) and the derivation theorem we obtain the following equality
and the relation (20) can be deduced.
Range of D(R) by Bessel-Struve transform for half integers
Let a > 0, H a designates the space of entire functions f verifying :
We introduce the space Λ a, 1 2 the space of entire functions g verifying
and we denote Λ Proof. Let f ∈ D(R) and z ∈ C. Using relation (19), we have 
Proof. Let T ∈ E ′ (R) such that supp(T ) included in [−b, b] then from lemma 4.1 and the classical Paley-Wiener Schwartz , (one can see [5] ), on the distribution χ ⋆ α (T ) we obtain F α B,S verifies 2). We suppose that f is extended to an analytic functionf on C verifying (25) then there exists a distribution W with support included in [−b, b] such that f = F (W ). Using corollary 3.1 we can deduce the wanted result.
