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Abstract
Conduction of an in vivo experiment for measuring β-cell cytosol viscosity, via
estimating the mean square displacement of the Brownian motion of superpara-
magnetic iron oxide nano-particles, requires a thorough investigation of possible
experimental outcomes. This paper presents computer simulations as a tool
for methodological planning of future experimental procedures and settings.
The developed models for nano-particle Brownian motion show that possible
difficulties, associated with limitations of the observational techniques, can be
overcome by increasing the number of measurements. In addition, short time
observations with more repetitions give better results. The possibility of inter-
actions between the nano-particle and β-cell insulin granules is also investigated.
Results obtained by the simulations suggest that these interactions do not affect
the mean square displacement of the particle. Theoretical investigation of the
mean distance between insulin granules shows the need of a dynamical gran-
ule system for the simulation. Simulations are provided both for tracing single
nano-particles and clouds of nano-particles. In the cloud case, we estimate the
cytosol viscosity from counting successive numbers of particles in a test window
at fixed time intervals.
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1 Introduction
Nowadays, the growing societal and scientific demand plays an essential role
in the expanding list of newly emerged technologies, such as genetics, robotics,
neuroscience and, of course, nanotechnology. The technological development has
been increasing exponentially within the past decades, giving an opportunity to
exploit these advantages in order to benefit medicine, and other scientific areas.
Like technology, the advances within different fields of biology in the past
years are astounding. But there are still aspects of cell physiology which are
not yet completely understood. Investigating them could give answers to many
open questions within this area. Therefore, exploring cellular physiology has
become a goal for many scientists. A relevant and not so well understood
cellular property is cytosol viscosity, which is of high importance for the global
cellular function. Comparisons of the viscosity between sick and healthy cells,
or away and close to the plasma membrane, could give essential information
about the mechanisms driving a vast amount of the intercellular processes.
Measuring cytosol viscosity could be essential for better understanding one
of our modern-world diseases – diabetes mellitus. People with this disorder
have disrupted glucose homeostasis, which can be caused either by deficiency
of insulin (type I diabetes) or a decreased response to insulin in target tissues
(type II diabetes)(Campbell et. al., 2008). In diabetes, glucose in the blood
accumulates, which can affect the heart, kidneys, eyes and blood vessels. Insulin,
a hormone produced by β-cells in the pancreas, stimulates the cells to take up
glucose from the blood and thus prevents potentially harmful concentrations.
In type I diabetes the immune system destroys the β-cells’ ability to produce or
release this protein, which can lead to serious health implications, even death.
It is therefore relevant to investigate the physiology of these types of cells.
Measuring viscosity on a nano-scale is a challenging task, which can be fa-
cilitated by the use of nanotechnology. As nanotechnology itself, the devel-
opment of inorganic nano-particles has progressed exponentially over the last
two decades. Particles, such as luminescent nanocristals and magnetic nano-
particles, are successfully used in the exploration of various biological processes,
like cellular division. The vast amounts of nano-particles available give limitless
opportunities for the conduction of different experiments. It is, however, essen-
tial to plan and make considerations for the experiments. In this methodological
step, different options must be adjusted, and parameters must be discarded, for
the design of better experiments with meaningful results.
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2 Research question
To what extend can a mathematically based computer simulation be used for
the design of an experimental setup for measuring in vivo β-cell cytosol viscosity,
via superparamagnetic iron oxide nano-particles?
2.1 Analysis and method
We believe that when working within a novel scientific area, such as nano-
science, it is essential to consider a thorough investigation before the conduc-
tion of any experiments. We aim to develop mathematically based computer
simulations, to be used for the design of experimental setups for investigating
pancreatic β-cell fluid dynamics, in particular – cytosol viscosity. The aim of the
present case study is to support future experimentalists in their investigations
of possible experimental outcomes.
But let us first consider the development of the computer simulation. There
are three steps that are taken. Firstly, a theoretical analysis of the problem
and the respective scientific topics is made, determining the importance of the
involved parameters. The second step in the process of work is finding a mathe-
matical solution to the equation of motion of the selected nano-particle. The last
step includes the creation of computer simulations, based on the above math-
ematical expression, where one can vary certain fluid and particle parameters
and visualize how they affect the nano-particle’s motion.
By creating such a computer simulation, we can have the possibility to ex-
plore various experimental settings, as well as to become familiar with what can
be expected in a certain observational situation. Qualitative, and even quan-
titative, analysis can be made for the different variable parameters, showing
their importance for a possible future experiment. This includes nano-particle
dimensions, as well as β-cell properties, such as size and position of intercellular
components, and free volume. The code presents the possibility to predict possi-
ble difficulties, associated with, for example, nano-particle size, temperature, or
observational techniques’ sophistication. Thus, one has the opportunity to de-
sign experimental settings with clearer expectations of what the outcome could
be, rather than making ”blind” experiments. A methodological step, such as
this one, is an essential part in the planning of every research, especially when
working within a young scientific area.
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3 β-cell physiology and cytosol dynamics
Cells are biological systems which consist of components that interact with each
other as a response to internal and external stimuli. A highly specialized type
of cell is the β-cell, which has been intensively studied during the past decades,
due to its scientific and indirectly social significance.
β-cells are part of a cluster of endocrine cells, called the islets of Langerhans,
located in the pancreas. This pancreatic tissue consists of five types of cells.
The most abundant types are the β-cells, which make up 60-80%, and the α-
cells. They are specialized in the production of two antagonistic hormones,
which, when introduced into a living organism, have opposing effects on its
function. These hormones are the proteins insulin and glucagon, which regulate
the glucose concentration in the blood. As we all know glucose, along with
fructose, is the organisms major source of fuel. Therefore, maintaining the
glucose concentration constant is a function of critical importance for every
living organism.
Figure 1: Biological hierarchy. Glucose from ingested carbohydrates acts as
a trigger for insulin production. Insulin granules are released into the blood
stream by regulated exocytosis (Pociot F, 2009)
This is the ultimate role of the β-cell – secreting insulin and thus stimulating
almost all body cells outside the brain to take up glucose from the blood. The
result is regulation of glucose by lowering its concentration in the blood. There-
fore, insulin is labeled as the most important metabolism-controlling hormone,
in the sense that it is essential for the maintenance of glucose homeostasis. In
humans, the glucose concentration is maintained within the range of 60 to 130
6
mg/dl of blood (3.5-7 mmol/L) (Suckale, et.al., 2008). As seen on Fig. 2, the
concentration of insulin closely follows that of glucose. We can also see that if at
lunch we ingest a food rich not only on glucose but also on fructose, the ampli-
tude is increased. This shows the ability of the β-cell to adapt the concentration
of released insulin as a result of triggers with different molecular structure and
quantity.
Figure 2: Diagram of glucose and insulin blood levels during the day (Suckale
et.al., 2008)
Understanding how different components in β-cells interact in time and space
is crucial for understanding the life-threatening condition known as Diabetes
mellitus. People affected by this disorder have disrupted glucose homeostasis,
which most commonly results in Diabetes type I and Diabetes type II. In type I
the condition is caused by overall deficiency of insulin within the organism and
is a result of an immune-system reaction that destroys the β-cells’ ability to
produce or release insulin. This type of Diabetes most commonly affects children
and young adults. In Diabetes type II the organism has a decreased response
to insulin in target tissues, which can be characterized as insulin resistance
(Campbell et. all, 2008). Diabetes mellitus, as one of the most challenging
health problems in the 21st century, affects millions of people over the world.
More than 250 million people live their lives with this serious condition (Booss-
Bavnbek et. al.,p. 4-6, 2009). Frightening estimates of the future propagation
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of the disease show a shocking number of 380 million affected people by the year
2025.
As a result of these estimates, and of course because of the both social and
scientific significance of the disease, the investigation of the physiology of β-cells
has been the main task of many scientists in the past few decades. This inten-
sive research has reached a state of knowledge, where various local β-cellular
processes are understood in considerable detail (examples are molecular inter-
actions and triggers within the cell, or even genetic basis of protein synthesis).
However, in every system, the conduction of local processes is supported by
parameters of global importance. Such property within β-cells is cytosol viscos-
ity, which is essential parameter for insulin granule transportation, described
further down.
3.1 β-cell overall function
In this section we give a synthesized presentation on the major aspects of the
β-cell function. We show what is relevant from the vast amount of information
available for this type of cell. For the later purposes of the report, a summary
of length scales are summarized in the end of this chapter.
β-cells, even though highly specialized, contain all standard cellular or-
ganelles, essential in order for life to be supported (Booss-Bavnbek et.al., p.
2009). In an average cell, membrane enclosed compartments, such as major or-
ganelles and the nucleus, occupy nearly 50 % of the total cell volume. Table ??
shows the relative volumes of major intercellular compartments in an average
cell. The conduction of specific functions, however, affects the general abun-
Intracellular compartment
% of total
cell volume
Cytosol 54
Mitochondria 22
Endoplasmic reticulum and Golgi apparatus 15
Nucleus 6
Other 3
Table 1: Major intracellular compartments and their relative percentage of the
total cell volume (estimates for an average cell)
dance, size and properties of the different organelles (Alberts, et.al.), as well as
the presence of additional specialized components. As already mentioned, the
main function of our type of cell is supplying the organism with the protein
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insulin. Thus, we can divide the β-cells specialization in three parts – produc-
tion, storage and release of insulin. These processes which occur with the help
of three different cellular organelles, under certain global conditions within the
cell, which can affect the result of the overall cell function. By measuring cy-
tosol viscosity in selected intercellular areas, we can understand the role of this
physical property for the conduction of the three processes.
3.1.1 Insulin synthesis and storage
Let us first consider the major function of insulin production. Fig. 3 illustrates
a simplified path from insulin production to secretion.
Figure 3: Major steps in the production and trafficking of insulin granules an
overview (Arvan, et.al., 2004)
Insulin is formed by a series of reactions in the cells rough endoplasmic
reticulum (RER) and Golgi apparatus. The RER organelle is located very
close to the nucleus and sometimes even extending through the cytosol. It is
responsible for the production of a protein called proinsulin, which is transported
to the Golgi apparatus. The second major β-cell function is insulin storage,
which starts in the Golgi apparatus, where the protein is packed into granules.
This organelle is also located close to the nucleus and is commonly divided into
parts with different functions. Therefore, in the figure, by trans-Golgi network
is meant the section in the Golgi apparatus where the vesicles are packed and
shipped to the required destination.
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Once created, the proinsulin-rich granules, called immature granules, are
stored within the cytosol. These granules are pale, with an opaque appearance
when visualized by electron microscopy. The next step is the maturation of
these vesicles. Fig. 4 gives a schematic overview of the conversion of biologically
unusable proinsulin to biologically essential insulin.
Figure 4: Proinsulin conversion to insulin
Within the insulin granule, maturation is visible as the condensation of in-
sulin into a core, which is a result of the change in acidity within the granule
from an overall neutral pH of around 7.2 to an acidic pH down to 5. This is
done in a series of reactions which help in the build-up of a positive granule
membrane potential. This potential, along with the interior acidity, is required
for the granule to mature and be ready for release. (reference for total number
of insulin granules, speed of production)
3.1.2 Insulin granule release
Mitochondria, as the site of cellular respiration, are one of the most important
cellular components. They are the organelles responsible for the organisms
metabolism and production of biologically usable energy. In a situation with
high glucose concentration, mitochondria have two functions: they act as sensors
of glucose, and subsequently generate signals, which trigger the insulin release
by the β-cell.
The process of insulin secretion by glucose stimulation is visualized by the
chain reaction in Fig. 5. It proceeds as follows: Glucose concentration in
the blood is increased by food intake and this foods subsequent break-up into
components. The increase in concentration on the outside of the β-cell results
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Figure 5: Glucose triggered insulin secretion (Booss-Bavnbek et. al., p. 37,
2009)
in the increased uptake of glucose by the cell, which is done with the help of
a glucose transporter (GLUT), located on the cells plasma membrane. Since
the cell is receiving a high amount of the ultimate biological fuel, the above
mentioned mitochondria start using up that fuel to produce energy in the form
of ATP (what is atp). ATP-sensitive potassium channels (KATP channels) on
the plasma membrane sense the elevation of the ATP concentration within the
cell. When the β-cell is at rest, under conditions of low glucose concentration,
the potassium channels maintain a constant negative membrane potential (-70
mV). The increase in glucose, and thus ATP, results in the inactivation of these
channels, which means that positive charges will start to accumulate within the
cell, thus depolarizing the plasma membrane. Once a threshold is reached (-40
mV), the plasma membrane will open another type of ion channels – calcium
channels (Ca2+ channels). Thus, the concentration of Ca2+ in the cell elevates.
As we already mentioned, the acidic interior and the polarized membrane of
the insulin granule are necessary for it to become releasable. The now high
concentration of Ca2+ acts as a trigger for the regulated exocytosis of the insulin
granules.
So far we have been looking at the process of activation of insulin release by
certain triggering mechanisms. The next interesting and important aspect of the
insulin secretion is the granule transport itself. Investigations have been done
in order to estimate the importance of the cellular cytoskeleton for the trans-
portation of the insulin granules (Booss-Bavnbek et. al., p. 31-33, 2009). The
cytoskeleton is a network of fibers of different structure, which extend through-
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out the cytoplasm (Campbell et.al., 2008). These fibers have an essential role,
in the sense that they act as organizers of the cellular structures and activities,
along with giving physical support. The cytoskeleton has three types of molec-
ular structures. Only two of those structures are essential for the transport of
insulin granules within the β-cell – microtubules and microfilaments. As shown
on the illustration bellow (Fig.6, on top), while the microtubules (green) extend
throughout the cytosol, the microfilaments (red) are located in the outer layers
of the cytosol, just beneath the plasma membrane. This microfillament organi-
zation creates a network which gives a gel-like consistency in the area around
the membrane, when compared with the interior. The two types are of different
size and structural arrangement (Fig. 6, on botom) – microtubules are thick
and hollow, with a diameter of about 25 nm, microfilaments are thin and solid,
with a diameter of about 7 nm.
Figure 6: Microtubules and Microfilaments – cytoskeletal components, impor-
tant for the transportation of insulin granules (Washington University in St.
Louis, 2007)
The microtubule system has a role in the transportation of the insulin gran-
ules – it helps to direct their movement from the trans-Golgi network to the
release sites in the plasma membrane. The microfilament tight network has
a role of providing a physical barrier, preventing the uncontrolled secretion of
insulin granules. Once the required molecular and electrical triggers become
present in the cell, the dynamic network of microfilaments changes its con-
formation, thus allowing the granules to diffuse to the plasma membrane and
release insulin through exocytosis.
3.2 Quantitative characteristization of a β-cell
For the purposes of the report we need to make clear and summarize length
scales associated with the β-cell and its components. This information is essen-
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tial in order to get meaningful results from simulations further in the report.
Table 2, presented below, gives an overview of different dimensional properties
of the relevant components.
Components
Diameter Volume % of total
[µm] [µm3] cell volume
Nucleus 5 65.4 12.5
Insulin granules 0.36 0.024 46
Mitochondria N/A N/A 22
ER and Golgi apparatus N/A N/A 15
Cytosol and other N/A N/A 5.5
Table 2: Quantitative characterization of β-cell components
Human cell volume can reach up to 5000 µm2. By knowing the average β-cell
diameter to be 10µm (Booss-Bavnbek et. al., p. 43, 2009) and by approximating
it to have a spherical shape, we can calculate a volume of 523.6 µm3. But what
is more interesting is to look into the various intercellular components, which
will affect the path of our nano-particle through the cytosol. As we showed
on Table 1, the fraction that the nucleus volume takes up in an average cell
is 6 %. However, we also said that for more specialized cells, specific cellular
components might vary in size and abundance, depending on their importance.
For a cell with a highly specialized function as our cell the nucleus will contain
additional genetic information. Knowing the average diameter of a β-cell nucleus
to be 5 µm (Booss-Bavnbek et. al., p. 43, 2009) we can once again estimate the
volume, by approximating the shape to be spherical. The percent of the total
cell volume that the nucleus takes up is thus 12.5 %.
We need to make also a quantitative characterization of granule storage and
secretion. They are essential components when attempting to model β-cells.As
stated in the study by Rorsman, et.al., the total granule number in a mouse
β-cell is 10 000, which gives a total faction of the cell volume of 46 %. Rorsman
also shows that around 600 of the granules appear to be in direct contact with
the plasma membrane, while other 2000 are located within 0.2µm from the
plasma membrane (Fig. 7). This leaves ≈ 7400 granules residing within the
interior of the cell.
Mitochondria are also an important component of these types of cells. Within
an average cell, their fraction of the total volume is around 22 %. The scale of
these organelles within β-cells have not been fully investigated and, therefore,
for the purposes of the simulations we consider the data from Table 1. However,
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Figure 7: An overview of the position of ready-to-be-released insulin granules
(Rorsman et.al., 2003)
we can speculate that for this type of cell, the abundance of mitochondria will
be above average, because of their importance for the major function of the cell.
Thus, when taking into consideration the presence of nucleus, mitochondria and
insulin granules, we can estimate that our Brownian particle will have 5.5 % of
the total β-cell volume for diffusing. It needs to be noted, though, that this
rough approximation does not include various small cellular components.
4 Technology
4.1 Observational means and technology
What we can learn about cells and organisms in general depends on the available
observational means. As already mentioned major advances have been made in
the field of cell biology as a result of newly emerging technologies.
Starting with the invention of the light microscope, the goal of understanding
cell biology has been approached by numerous observational techniques. Inves-
tigation of tissue cells and visualizing various components is done by fixation of
the cells, which renders them dead, but helps in their preservation. Cells are
then sliced and stained in order for certain cellular features to be examined. In
this process of sectioning the cell, however, information about the third dimen-
sion is lost. Along with this limitation comes the even greater concern about the
life of the cell. Exploration of live biological systems with noninvasive means
can provide much more valuable information about their structure and function.
These problems can be overcome by a complex computer-based image process-
ing called confocal multibeam laser microscope. If a thick specimen is observed
by light microscopy, observed layers lying above or below the plane of focus will
appear blurred. In confocal microscopy, light coming from out of focus regions
is rejected, thus producing a clear and sharp image of a specific area. Further,
a series of such clear images are stored in a computer and can be later used
for the reconstruction of a three dimensional image. This kind of observational
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technique has been used for resolving the three dimensional structure of many
complex cellular features, such as cytoskeletal components and also chromosome
arrangements within the nucleus.
Latest developments in confocal scanning microscopy give a possibility to
acquire optical images with extremely good resolution and within an ultra-short
time interval (namely 40 fps). This is of extreme importance when imaging
developmental processes of organisms that show very rapid changes over time.
For the purposes of imaging Brownian motion of nano-particles within a living
β-cell, experimentalists can use noninvasive machinery such as Zeiss high speed
confocal laser microscopes (Carl Zeiss MicroImaging, 2011). In the following
sections we examine to what extend different microscope resolutions can affect
the results from the conduction of such experiments.
4.2 Superparamagnetic Iron Oxide nano-particles (SPI-
ONs)
As already mentioned, there is an exponential progress in the young field of
nanotechnology. A wide range of available nano-particles (NPs) are currently
used for purposes such as bioimaging and therapy – imaging in the sense of nano-
crystals as contrast agents for better visualization by microscopy, and therapy
by using magnetic particles for targeting specific structures (Booss-Bavnbek et.
al., p. 200-204, 2009).
There is a wide range of NPs to be used for the conduction of an in vivo
experiment for detecting Brownian motion within a β-cell cytosol. Let us first
consider the requirements that need to be met. Firstly, for such purpose we
need to consider inorganic NPs. Since organic NPs have received relatively less
attention when compared with inorganic ones, this will ensure that there is
a high variety of choices available, and also that the chosen NP is with well
investigated chemical and functional properties. Another basic requirement is
that our particle’s chemical reactivity is reduced to a point where only interac-
tions important for a successful experimental outcome will occur (for example
reactions that will help for the NP’s introduction into the cell, and also trans-
portation to a desired location). This is done by altering the surface of the
NP by addition of functional groups, which will increase the particle’s affinity
to bind to certain molecules or to participate freely in specific reactions. The
surface can also be altered by addition of shells, which change the behavior of
the NP in an aqueous medium (e.g. render it hydrophobic or hydrophilic). In
the case of choosing an inorganic NP for detection of random diffusion within
the β−cell cytosol, a hydrophobic shell is required.
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Inorganic NPs that are currently used for therapy include magnetic par-
ticles which, via magnetic introduction into the body, can be transported to
target tissues, such as cancerous cells. Such NPs are successfully used in a spe-
cific experimental therapy treatment, called magnetic hyperthermia, in which
the low limit of temperature tolerance of cancerous cells is exploited. In this
treatment superparamagnetic iron oxide nano-particles (Fe2O3), or SPIONs, are
most commonly used. SPIONs are transported within the cancer cells and are
subjected to alternating current, thus causing a heat shock response by the cell.
Based on their current successful applications, and of course the lack of tox-
icity (Mahmoudi et.al., 2011), such types of NPs are highly applicable in an
experimental setup for the detection of β-cell cytosol viscosity. An excelent
SPION property is that once the magnetic field is removed, the particles’ mag-
netisation disapears, which gives them great biocompatibility (Mahmoudi et.al.,
2011). Biocompatibility is increased also by coating with various biocompatible
materials, and also functionalization in order to reduce the cell’s resistance to
the foreign particle. The huge diversity of sizes in which these nanocrystals
can be found gives the experimentalist the possibility to conduct series of mea-
surements with varying nano-particle parameters, but without any functional or
chemical changes. For example, the possibility to vary particle’s size can help
to investigate the dependance of the mean distance between insulin granules
for the diffusion. SPIONs are commonly with a mean diameter of 30 ηm, but
powders with down to 5 ηm can also be found.
A harmonic oscilator, an instrument for generating electromagnetic field
waves, developed by Koch and Stetter, has been applied for successful transport
of magnetic nano-particles within cells, by rolling the magnetic beads on the cell
surface in a field with alternating force of around 15-25 Hz. Such frequency is
required for fast, noninvasive and successful introduction of the particles in the
cell. An interview with Dr. Koch was conducted (Koch, 2011), where limitations
of the generated alternating external force were discussed. As he suggested,
it could be possible to conduct an experiment with SPIONs subjected to a
frequency of 1-3 Hz, which, as convenient for our purposes, would not lead to a
heat shock responce by the cell.
Another interesting point, discussed with Dr. Koch was the fate of SPIONs
within a β-cell. As his research shows, over a long experimental period, SPIONs
within the cell will be recognized as foreign and taken up by endosomes, which
later transport the particles to the cell’s lysosomes for digestion. This means,
that over the long run an experimentalist will observe a decrease of the NP
number within the cytosol.
16
5 Viscosity
Since in this case study the main focus is put on viscosity, it is necessary to give
a brief introduction on this physical property.
Viscosity is the resistance of a fluid to deformation. Such deformations can
be caused by shear or tensile stress, as well as by objects moving through it. In
most textbooks, an introduction to viscosity is described with a Newtonian fluid
trapped between two parallel (horizontal) plates, one of which which is moving
with constant velocity, as seen on Fig. 8 (Kundu et.al., 2002). The function
f(y) is called velocity distribution and describes the velocity of the fluid as a
function of depth, or distance from the moving plate. For a low viscous fluid
(water), the angle θ is decreasing, and for a higly viscus fluid (e.g. tooth paste)
θ −→ pi/2. There are many ways of detecting and measuring viscosity. In this
Figure 8: Veolcity profile of a Newtonian fluid trapped between two plates.
case study, we use Stocke’s law for frictional force experienced by objects moving
through a Newtonian fluid:
Ffric = γx˙ (1)
for the friction coefficient γ = 6piaη (2)
where a is the radius of the particle, x˙ its velocity through the fluid and η is the
viscosity. There are several restrictions for using this relation in the context of
measuring cytosol viscosity.
 Most importantly, the cytosol is not a Newtonian fluid. However, we can
speculate that within a small period of time a test particle submitted
in the cell cytosol will diffuse in a small radius. Also, due to the high
percentage of water in the cytosol, within the distance traveled by the
17
particle, its consistency will be mostly water. Therefore, it will behave as
a Newtonian fluid.
 We need to use a particle with such size, that will allow it to move in a β-
cell, without constantly hitting organeles and insulin granules. Therefore,
the radius of the test particle needs to be smaller than the average distance
between cell components.
Once we have clarified the conditions under which we are allowed to use Stocke’s
law, we need to chose a force that will set the particle in motion. We can use
applied external forces or, since we are using a very tiny particle, Brownian
motion.
6 Forces
For a simulation of Brownian motion in cells it is crucial to identify all the forces
acting on the particle. In our study, we make a quantitative and qualitative
analyzis on the forces, and implement in the simulations those, which have
signifficant impact on the nanoparticle’s motion.
6.1 Brownian motion
The most relevant force, for the purpose of this case study, is the one exerted by
the fluid molecules. The sum of all these forces will cause the test NP to move
in a random manner, under constant collisions with the cytosol molecules. This
phenomena is called Brownian motion or Wiener process.
There are several characteristics of a Brownian motion. Firstly, the size
of the brownian particle (e.g. NP) needs to be relatively big when compared
to the fluid molecules. Secondly, the size of the particle needs to be small
enough to make the gravitational forces acting on it negligible, when compared
to the electromagnetic forces exerted by the cell organeles and granules. Due to
the enormous amount of collisions between the particle and the fluid molecules
(≈ 1021 (Chandrasekhar, 1943) the process is considered continuous. Thus, a
Brownian motion is a stochastic, usually described as a differential equation,
problem.
Solutions to Brownian motion have been given by A. Einstein and later by
M. Smoluchowski. Einstein’s solution relates the variance, or mean square dis-
placement (MSD), of a particle to a term called ”diffusion constant”:
〈x2〉 = 2Dt (3)
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which holds true if we write the equation of motion of the particle using Newton’s
second law:
m
d2x
dt2
= −mζ +R(t) (4)
where x is the position of the particle, m is the mass of the particle, ζ is the
friction coefficient and R(t) is the random force exerted by the fluid molecules.
The following conditions are set:
〈R(t)〉 = 0 (5)
〈R(t)R(t′)〉 = φ(t− t′) (6)
for
φ(x) = λδx
where λ is a constant and δ is the Dirac function. The autocorellation function
(Eq. 6) shows that the random force R(t) has no memory and its average
contribution over time is 0 (see ”Independant events” in Appendix).
Using the friction coefficient γ from Eq. 2 for a frictional force felt by a
spherical particle due to movement in a fluid, we can write the diffusion constant
and variance as:
D =
kbT
6piaη
(7)
〈x2〉 = kbTt
3piaη
(8)
where a is the radius of the particle, kb is the Boltzman constant, T is the
temperature and η is the viscosity of the fluid. This solution to Brownian motion
gives a very convenient relation between the mean suqare displacement of the
particle and properties of the fluid. It servers as a basis for our simulations.
6.2 Repulsion
The Brownian motion of a NP in the β-cell can also be influenced by the re-
pulsive forces due to the membrane charge of insulin granules. It is therefore
important to consider the implementation of a force term, which will alter the
displacement of the particle depending on the magnitute of the exerted repulsive
force. As an approximation of the repulsive potential and its properties, we can
say that the force should decrease to the power two, as the distance between
the granules and the NP increases, as shown on Fig. 9. Therefore, we describe
the potential as follows:
~F = −5 U(r), for U(r) = c 1
rn
≈ 1
r
(9)
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Figure 9: Guess for the potential U(r)
where ~F is the force, U is the repulsive potential of the granules and r – the
distance between the NP and the respective granules. Now we can calculate the
force term. Before we do that, however, it is necessary to note that in the per-
formed simulations the coordinates of the granules remain constant throughout
the random walk of the NP.
For every poisition of the NP. ~p, we need to calculate the repulsive forces
acting on it from all stationary granules, ~gi for i = 1 . . . n:
~p = (xp, yp, zp)
~gi = (xgi, ygi, zgi)
where ~p are the coordinaes of the NP at a given instance of time and ~gi are the
coordinates of the granules. Now we define the distances between one position
of the NP and each granule:
dxi = xp − xgi
dyi = yp − ygi
dzi = zp − zgi
ri =
√
(dxi)
2 + (dyi)
2 + (dzi)
2
Now we take the gradient of U(r):
~F = −5 U(ri) = −
(
δU(ri)
δdxi
,
δU(ri)
δdyi
,
δU(ri)
δdzi
)
(10)
= − 1
r3i
(dxi, dyi, dzi) (11)
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Thus, we have identified the repulsive force acting on the NP due to all the
insulin granules.
7 Models
7.1 Simple Brownian motion in 3D
The first program, Code 1, aims to give an answer to a very fundamental ques-
tion in the context of measuring Brownian motion. As literature suggests, the
average number of collisions experienced by a particle suspended in water is
1021 (Chandrasekhar, 1943). If an experimentalist could have the possibility
to capture all of these displacements, then a calculation of the viscosity would,
without doubt, have very high accuracy. Unfortunately this is not the case. Cur-
rently, the best microscope which can be used for such experiments captures 40
frames per second. But what about experimentalists with less sophisticated
equipment? If one can capture only 20 fps, or even 10 fps, it would be necessary
to know how his measurements would differ from the ones obtained with more
accurate machinery. The answer lies in Eq. 3:
〈x2〉 = 2Dt
The variance of a Brownian motion depends on the diffusion constant D and the
time of observation. Obviously, the variance is directly proportional to t, which
means, that depending on the time interval ∆t, ∆x will change predictably.
This consequence is quite important and convinient, because it means, that
observations with a low resolution microscope will give the same result for the
variance, as the observations done with a higher resolution microscope. Of
course, if we are using a lower resolution microscope, we would need to make
more experiments and take the average value for the variance.
We have used the above conclusion to test the validity of our computer
simulation. The following program, Code 1, simulates Brownian motion in a
Newtonian fluid, without obstacles of any kind, nor external forces. It is enough
just to create a path of n steps (Fig. 10) and to calculate the viscosity. Based
on the same n steps and the same trajectory of the particle, we can take every
mth and every kth step and calculate the viscosity again (in this case we use
m = 5 and k = 25 for the purposes of better visualization). This would be done
in order to immitate three different microscope resolutions (Fig. 11 & 12).
7.1.1 Code 1
% Code 1
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Figure 10: 1250 steps, 3D Brownian motion in 2D perspective. Generated with
Code 1.
Figure 11: 250 steps, 3D Brownian motion in 2D perspective. Generated with
Code 1.
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Figure 12: 50 steps, 3D Brownian motion in 2D perspective. Generated with
Code 1.
% Note: "clear" the command window before each run.
%-Input data--------------------------------------------------
T=1; % total time of the observation [sec]
N=T*40; % number of measurements
h=T/N; % time step [sec]
t=(0:h:T); % used for various resolutions
kb=1.38*10^(-23); % Bolzmann constant
temp=30; % temperature [degrees C]
visc=0.001; % viscosity [Pa s]
npr=0.02*10^(-6); % NP radius [m]
% Input MSD
MSD=kb*temp*h/(3*pi*npr*visc)% 2*Diffusion constant*time
% Initial position of the NP
x(1)=0.0;
y(1)=0.0;
z(1)=0.0;
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%-------------------------------------------------------------
for j=1:100; % quality loop
for i=1:N % generating NP positions
x(i+1)=x(i)+sqrt(MSD/3)*randn;
y(i+1)=y(i)+sqrt(MSD/3)*randn;
z(i+1)=z(i)+sqrt(MSD/3)*randn;
L(i+1)=norm([x(i+1)-x(i) y(i+1)-y(i) z(i+1)-z(i)]);
% Dynamical plot
% drw=gca;
% set(drw,’Drawmode’,’fast’,’NextPlot’,’add’);
% figure(1)
% hold on
% plot3([x(i),x(i+1)],[y(i),y(i+1)],[z(i),z(i+1)])
% xlabel(’x’)
% ylabel(’y’)
% zlabel(’z’)
end
% 1/2th of the initial resolution
x2=x(1:2:end);
y2=y(1:2:end);
z2=z(1:2:end);
t2=t(1:2:end);
for k=1:N/2 % generating vector with 1/2 jump-lengths
L2(k+1)=norm([x2(k+1)-x2(k) y2(k+1)-y2(k) z2(k+1)-z2(k)]);
end
% 1/4th of the initial resolution
x4=x2(1:2:end);
y4=y2(1:2:end);
z4=z2(1:2:end);
t4=t2(1:2:end);
for m=1:N/4 % generating vector with 1/4 jump-lengths
L4(m+1)=norm([x4(m+1)-x4(m) y4(m+1)-y4(m) z4(m+1)-z4(m)]);
end
% MSD in 3D
MSDout(j)=sum(L.^2)/length(L);
MSD2out(j)=sum(L2.^2)/length(L2);
MSD4out(j)=sum(L4.^2)/length(L4);
% Observable lengths of the jumps in 2D
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obsL=2/pi*L;
obsL2=2/pi*L2;
obsL4=2/pi*L4;
% MSD in 2D perspective
MSD2Dout(j)=sum(obsL.^2)/length(obsL);
MSD2D2out(j)=sum(obsL2.^2)/length(obsL2);
MSD2D4out(j)=sum(obsL4.^2)/length(obsL4);
end
% Mean of the MSD in 3D
meanMSDout=mean(MSDout);
meanMSD2out=mean(MSD2out);
meanMSD4out=mean(MSD4out);
% Mean of the MSD in 2D
meanMSD2Dout=mean(MSD2Dout);
meanMSD2D2out=mean(MSD2D2out);
meanMSD2D4out=mean(MSD2D4out);
% hold on
plot3(x,y,z)
plot3(x2,y2,z2,’r’)
plot3(x4,y4,z4,’g’)
xlabel(’x’)
ylabel(’y’)
zlabel(’z’)
The code calculates the variance of the three paths, (x, y, z), (x2, y2, z2) and
(x4, y4, z4). In the code presented above the initial resolution is 40 fps, which
is later converted to 20 fps and 10 fps (every 2nd and 4th step respectively). A
j-loop is implemented, which simulates j-times Brownian motion in 3D1. The
mean of the MSD for each of the paths is therefore more accurate, because it is
an average over a j number of simulations, rather than just one simulation 2.
The code generates a different Brownian motion for each execution and for
each run in the j-loop. The starting coordinates of the particle are set to
(0, 0, 0). For calculating the (xn, yn, zn)th position coordinates of the particle,
1Figures 10 to 12 show 2D perspective of the three paths, generated with Code 1. Fig. 13
shows a 3D view of Brownian motion generated with the same code.
2If the dynamical plot is used, the j-loop must be set to 1.
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Figure 13: 3D Brownian motion (input MSD 5.58×10−14, generated with Code
1). For a total time of observation 10 sec. the particle displaces up to 8 µm in
one direction.
we use the pervious position (xn−1, yn−1, zn−1) as in a Markov process (see
”Markov process” in Appendix), and add a term to each of the coordinates.
The term is based on Einstein’s solution for the MSD of a Brownian particle
and Stocke’s law, as shown in Eq. 8. Further, to comply with the conditions
for a Wiener process, the generated randn function has mean 0 and standard
deviation (STdev) of
√
2Dt, which in matlab is described as STdev × randn+
mean. To get the STdev of the Brownian motion, which per definition, is the
square root of the variance, we use that the mean displacement x¯ = 0:
1
n
n∑
(xi − x¯)2 = 1
n
n∑
x2i = 2Dt (12)
The left hand side of Eq. (12) is variance, the square root of which is the STdev
required for the randn function.
The code calculates the distance between two subsequent points (xn, yn, zn)
and (xn−1, yn−1, zn−1), for n being the number of steps. Consequently, the
vector L ∈ Rn−1 and has scalars in each position. The MSD of the particle is
later calculated on the basis of this vector L. The simulation of lower resolution
microscopes is created on the basis of the initial path (x, y, z), by taking each
2nd and each 4th step. For these paths, vectors L2 and L4 are created, with
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the respective distances between positions. The MSD is taken in the form
1
n
n∑
L2
Another observation that needs to be made is that when observing Brownian
motion through a microscope, the 2D displacement will appear shorther than
the actual 3D displacement. Therefore, the vectors L, L2 and L4 are multiplied
with a constant 2/pi, which modifies the three dimensional distance between
points, as it would be seen in a two dimensional perspective over the long run
(DeHoff et.al., 1968). Finally, we create the vector MSD2Dout which takes the
MSD of the estimated observable distances, obsL, and calculates its mean value
over the j-loop. Thus, when running the program, we can take the value of the
MSD as measured in 2D, and compare it with the one calculated in 3D.
For a being the MSD depending on the diffusion constant, the results are:〈
(x, y, z)2
〉 ≈ a (13)〈
(x2, y2, z2)
2
〉 ≈ 2a (14)〈
(x4, y4, z4)
2
〉 ≈ 4a (15)
In particular, under the following conditions: time T = 2 sec, resolution 40
fps, temperature temp = 30oC, viscosity visc = 0.001 and NP radius npr =
0.02 × 10−6 µm, input MSD=5.5 × 10−14 µm; the output MSD, obtained by
different resolutions in 3D, is:〈
(x, y, z)2
〉 ≈ 5.5× 10−14 µm (16)〈
(x2, y2, z2)
2
〉 ≈ 11.1× 10−14 µm (17)〈
(x4, y4, z4)
2
〉 ≈ 22.5× 10−14 µm (18)
This shows that as we break down a Brownian motion path and take each
nth step, the resulting variance is altered by a factor of approximately the same
n. Such a line of thought suggests that the better our measuring equipment
is, e.g. the closer our number of observations is to the actual number of dis-
placements, the more accurate our calculated variance, and therefore viscosity,
will be. However, if we know the number of actual collisions per second and,
therefore, displacements of the test particle, we can calculate the actual variance
via simple calculations. To do so, we need to find the ratio between the actual
amount of displacements per time and the amount of measurements we do for
the same amount of time. Then, we need to divide our calculated variance by
the above ratio. Of course, we do not know the actual number of collisions per
unit time in the cytosol. However, the shorter the time of the total observation,
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the smaller the diffusion radius of the NP. Thus, we can speculate that within
this very small region in the cell, the cytosol will have Newtonian fluid-like
properties, and a high percentage of water molecules, for which the number of
displacements is ≈ 1021.
When running this simulation we can notice that the higher the number of
observations per second (or fps), the more accurate the relation between Eqs.
(13-15) and Eqs. (16-18) will be. Otherwise, instead of having 4a as in Eq.
(15), the program will yield a relation lower than 4a. Therefore, in order to get
a more accurate result, an experimentalist can use higher resolution micorscope,
or simply make a high number of repeated observations, and take their average.
The average β-cell is with a diameter of ≈ 10 µm. It is interesting to note
that if we make a continuous series of simulations with Code 1 with the same
parameters for temperature, NP radius and viscosity, as described above, but
with a total time of observation 1 second, we observe a SPION diffussion in an
average diameter of 8 µm in one direction.
7.1.2 Applied alternating force
In the absence of random forces, acting on the nano-particle due to fluid molecules,
but when alternating external force is applied, the position of the particle is
given by the following equation:
x(t) = Acos(ωt) (19)
where A is the amplitude (magnitude) of the applied force and ωt describes the
frequency of alternation. In order to be implemented in the simulation, we take
the derivative of the particle’s position and notice the equality with the second
term from Eq. (20).
dx
dt
=
xi+1 − xi
∆t
= −Aωsin(ωt) (20)
xi+1 = xi −Aωsin(ωt)∆t (21)
where ∆t is the time between observations. Thus, we have the expression for
the alternating force, which can be implemented in Code 1, as shown below.
Modified Code 1 – applied alternating force
...
Amp=0.1*10^(-6); % Amplitude of the oscillation
...
x(i+1)=x(i)+sqrt(MSD/3)*randn-h*pi/20*Amp*sin(i*pi/20);
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y(i+1)=y(i)+sqrt(MSD/3)*randn;
z(i+1)=z(i)+sqrt(MSD/3)*randn;
...
As we can see from the code, the particle’s displacement is generated in the
same way as in Code 1. However, the displacement in the x direction is modified
with the term for external force. As we have shown before, the alternating force
can have a frequency from 1 to 25 Hz (Koch, 2011). Because our simulation is for
in vivo applications, we need to consider a small frequency which will not cause
a heat response by the β-cell. Thus, we can choose a frequency in the range
1-3 Hz. However, if we are choosing such a low frequency, a small magnitude of
the force is required, somewhere in the range 10−6 Newtons. If the amplitude is
smaller, then its contribution to the Brownian motion will be harder to detect.
An alternative is to use a higher frequency, but with a greater amplitude, which
we can assume will keep the NP in the desired diffusion radius. However, as we
already mentioned, such high frequency will cause a heat response by the β-cell,
which could lead to cell death (Mahmoudi et.al., 2011).
There is one more thing that needs to be taken into consideration. In order to
obtain more accurate data from this simulation, it is relevant that each time the
force changes its direction a snapshot is taken of the particle’s position. Thus,
we will have a measurement showing the final position of the NP in the moment
when the force is 0. Otherwise, if the force changes its direction between two
observations, there will be a systematic error in the calculations of the MSD.
As we saw in the previous section, long time observations could result in a
big diffusion radius of the NP. Therefore, for an experiment that will last one
second, and a microscope that captures 40 fps, a frequency of at least 2 Hz
is required, so that we can observe the force acting in both directions during
one experimental run. Thus, the sin function from Eq.(21) takes the form
sin(ipi/20). This way, every 20 measurements in a row will have a force acting
in one direction, as shown in Fig. 14.
7.2 Quasi Brownian motion in 3D
Let us now consider a more realistic Brownian motion in a β-cell. We consider
repulsion between the test NP and the insulin granules. The code works in 3D
but can be related to actual experiments with microscopes, capturing only two
dimensional displacement by multiplying the MSD with pi/4. Thus, we need to
consider the average distance between the granules, their radius and a term for
repulsion, explained in section 5.3.
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Figure 14:
Let us start by estimating the average distance between the insulin granules
in a realistic three dimensional β-cell. Without using statistics we can substract
the volume of the nucleus from the total cell volume and divide the remaining
space by the average number of granules, n, present in the cell. By doing this
we will obtain n equally big volumes, each containing one granule. For sim-
plifying the calculation we can assume that these ”volumes” are cubic shaped.
Thus, each granule (perfect sphere) will be in the exact center of each such
cube. Further, it is necessary to calculate the mean distance from the surface of
each granule to its surrounding granules – this we will call the average distance
between insulin granules. In this scenario, in three dimensional space, one cube
is surrounded by 26 cubes, just as the hidden cube in the center of the Cube
of Rubic. There are three different lengths to be considered between the mid-
dle and surrounding granules. Let us suppose that the total volume of the cell
without the nucleus is V , cubic shaped with sides α and that we have n number
of granules. Then:
V = α3 (22)
α3
n
= Vc, the volume of each small cube (23)
3
√
Vc = α
′, the side of each small cube (24)
If we now place a sphere of radius r in the center of each small cube, we can
calculate the distance from the surface of the sphere to each of the 6 sides of
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the cube (perpendicular to the cube walls) as:
a = α′ − 2r (25)
However, as mentioned above, such a cube has a common point with 26 other
cubes. The distances from the central sphere to the other 26 spheres are of 3
types. Let us call them a, b and c, defined as:
a = ±(x, 0, 0) = ±(0, y, 0) = ±(0, 0, z) (26)
b = ±(x, y, 0) = ±(0, y, z) = ±(x, 0, z) (27)
c = (±x,±y,±z) (28)
We have 6 × a, 12 × b and 8 × c distances, where:
b = a
√
2 c = a
√
3
Further, the sum of all distances is ≈ 36.8a and the number of distances is 26.
So, the mean distance between the central and the surrounding spheres is :
36.8a/26 = 1.4a
When calculating this value with realistic parameters it is important to account
for all the organeles not present in the calculation. When knowing the data
from Table 2 we can calculate the theoretical mean distance between our insulin
granules to be ≈ 12 nm. We should also note that the eliptic shape of the cell
will cause an overal decrease in the mean distance between granules. Because
Code 2 uses a non-dynamical system of insulin granules, we need to use less
than 8000 granules, so that the mean distance between them is sufficient for
a SPION with diameter around 20 nm to diffuse. Once we have established
realistic vaules for the dimensions of the cell, granules, nulceus and distance
between the granules, we are ready to use Code 2.
Code 2 simulates 3D Brownian motion with repulsion from granules. The
parameters that can be changed are time, number of measurements, diffusion
constant, number of granules, cell radius, granule radius, NP radius, tempera-
ture and terms ”u” and ”npp”. The last two terms are the number of points
which the code will generate on the surface of each granule and the NP. These
points are going to cause the already mentioned repulsion. An alternative would
have been just to look at the center of each granule and NP, and use these points
to repulse the Brownian motion. However, this would result in the trajectory of
the NP to go very close to the point (granule), which, to illustrate, would mean
that the NP will go through the granule. Therefore, we have used an algorithm
to create uniformly distributed random points on the surface of each granule
and the NP. The more they are, the better.
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7.2.1 Code 2
% Code 2
% Note: "clear" the command window before each run.
%-Input data--------------------------------------------------
T=1; % total time of the observation [sec]
N=T*40; % number of measurements
h=T/N; % time step [sec]
kb=1.38*10^(-23); % Bolzmann constant
con=10^(-26); % repulsive force constant
temp=30; % temperature [degrees C]
visc=0.001; % viscosity [Pa s]
cr=5*10^(-6); % cell radius [m]
npr=0.02*10^(-6); % NP radius [m]
npp=1; % number of points on the NP’s surface
matnpp=coord(npr,npp); % generate points on the NP
gr=0.18*10^(-6); % granule radius [m]
g=500; % number of granules
u=1; % number of points on each granule
mat=randsph(g,cr,gr,u); % generate positions and points
% for the granules
% Input MSD
MSD=kb*temp*h/(3*pi*npr*visc)% 2*Diffusion constant*time
% Initial position of the NP
x(1)=0.0;
y(1)=0.0;
z(1)=0.0;
%-------------------------------------------------------------
hold on
for fun=1:1; % quality loop
for i=1:N % generating NP positions
for w=1:npp % points on each NP
xx(w)=x(i)+matnpp(w,1);
yy(w)=y(i)+matnpp(w,2);
zz(w)=z(i)+matnpp(w,3);
for j=1:g % each granule
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for o=1:u % points on each granule
dx(j)=xx(w)-mat(o,1,j);
dy(j)=yy(w)-mat(o,2,j);
dz(j)=zz(w)-mat(o,3,j);
pit(j)=dx(j)^2+dy(j)^2+dz(j)^2;
r(j)=sqrt(pit(j));
% Repulsiion
Fx(j)=con*dx(j)/r(j)^3;
Fy(j)=con*dy(j)/r(j)^3;
Fz(j)=con*dz(j)/r(j)^3;
end
end
sumFx(i)=sum(Fx);
sumFy(i)=sum(Fy);
sumFz(i)=sum(Fz);
end
% Generate NP positions
x(i+1)=x(i)+sqrt(MSD/3).*randn+sumFx(i)/u;
y(i+1)=y(i)+sqrt(MSD/3).*randn+sumFy(i)/u;
z(i+1)=z(i)+sqrt(MSD/3).*randn+sumFz(i)/u;
L(i+1)=norm([x(i+1)-x(i) y(i+1)-y(i) z(i+1)-z(i)]);
% For granule drawing
ruc=[x(i),y(i),z(i)];
granu(ruc,npr);
% Dynamical plot
hold on
drw=gca;
set(drw,’Drawmode’,’fast’,’NextPlot’,’add’);
figure(1)
% Comment "axis" out to see the whole cell
axis([-1.5*10^(-6) 1.5*10^(-6) -1.5*10^(-6) 1.5*10^(-6)...
-1.5*10^(-6) 1.5*10^(-6)])
hold on
plot3([x(i),x(i+1)],[y(i),y(i+1)],[z(i),z(i+1)],’g’)
xlabel(’x’)
ylabel(’y’)
zlabel(’z’)
end
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% MSD in 3D
MSDout(fun)=sum(L.^2)/length(L);
% MSD in 2D perspective
obsL=pi/4*L;
MSD2Dout(fun)=sum(obsL.^2)/length(obsL);
end
meanMSDout=mean(MSDout);
meanMSD2Dout=mean(MSD2Dout);
This program does not simulate different paths, e.g. microscope resolutions,
since their effect was examined in the previous section. There are five loops
implemented in the code:
 i-loop, which generages N positions of the particle, obtained from N mea-
surements;
 j-loop (for j granules), which calculates how each granule affects position
i of the particle and thus – affects position i+ 1;
 o-loop (for o points on the surface of each granule), which, as already
mentioned, adds the surface points generated by the function coord;
 w-loop (for npp number of points on the surface of the NP), generated
with function coord;
 finally a fun-loop, which increases the quality of the calculated mean
values at the end of the code.
7.2.2 Randsph
As already mentioned, about 25% of the insulin granules within a β-cell reside
very close to the plasma membrane. Taking this into consideration, we have
divided the total number of granules into two parts: 75% are randomly dis-
tributed throughout the interior of the cell, and the rest are spread along the
plasma membrane. Code 2 uses the function ”randsph” to generate randomly
distributed points within both the interior and border of the cell. The input
arguments of the function are: number of granules, cell radius, granule radius
and number of points on the surface of each granule. Three lines of the function
are adapted from Roger Stafford’s code ”Random Points in an n-Dimensional
Hypersphere” (Matlab Central, 2011). His original code is the following:
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X = randn(m,3);
s2 = sum(X.^2,2);
X = X.*repmat(r*(gammainc(s2/2,3/2).^(1/3))./sqrt(s2),1,3);
which generates a specified number of points (granules) within a specified radius
(cell). The points are written in the matrix, X (75%n × 3), with rows repre-
senting the granules in the interiror and the columns – coordinates in three
dimensions. The membrane granules are generated with the function coord and
are written in the matrix XX (25%n× 3). Then, both matrices X and XX are
combined together to form the matrix granulesss (n×3). Further, the function
randsph uses the function coord again, which is a m × 3 matrix, with m rows
containing coordinates of random points on the surface of a sphere with radius
gr and center in the origin (0, 0, 0). The distance gr is the radius of the gran-
ule. Thus, to all n points (granules) generated throughout the cell, m points
in a radius gr are assigned. The output matrix d of the function randsph is a
three dimensional array, n× 3×m, which can be interpreted as m equally sized
matrices, such that each matrix m consists of coordinates of surface points for
all n granules.
function d = randsph(m,r,gr,n);
% m=number of granules
% r=radius of the cell
% gr=granule radius
% n=number of surface points for each granule
%-Granules----------------------------------------------------
mi=75*m/100; % interior granules
d=zeros(n,3,mi);
X=randn(mi,3);
s2=sum(X.^2,2);
X=X.*repmat(r*(gammainc(s2/2,3/2).^(1/3))./sqrt(s2),1,3);
mm=25*m/100; % membrane granules
XX=coord(r-gr,mm); % positions of the membrane granules
granulesss=[X;XX];
%-Defining points---------------------------------------------
a=coord(gr,n);
%-------------------------------------------------------------
for i=1:m % each granule
for j=1:n % each granule surface point
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c(j,:)=a(j,:)+granulesss(i,:);
end
d(:,:,i)=c; % output of the function
end
grid on
hold on
%-Cell drawing------------------------------------------------
[x,y,z] = sphere(12);
surf(x*(r+0.1*r), y*(r+0.1*r), z*(r+0.1*r),’FaceColor’,’none’,’EdgeColor’,’blue’);
colormap hsv
alpha(.01)
%-Granules drawing--------------------------------------------
for k=1:m; % each granule
granu(granulesss(k,:),gr);
%plot3(X(k,1),X(k,2),X(k,3),’.r’);
end
end
In section ”Drawing the granules” in the Appendix, we have shown the
function granu, which draws spheres of radius gr for each granule. To facilitate
the computation, this function has been stopped and only the centers of the
granules are plotted.
7.2.3 Coord
As explained in the previous section, the loop in function coord generates n
uniformly dstributed points at a distance r from the origin. The projection of
the radius in the (x, y) plane is sometimes calculated greater than the actual
radius. To clear this mistake we have implemented an if -loop, which reduces
the y component of the poisition vector of the point to 0. The frequency of oc-
curance of this mistake is relatively low and therefore the ”artificially” adjusted
y component will not affect the uniform distribution of points over the long run,
especially if many points are generated.
function a=coord(r,n);
% r=radius of the sphere
% n=number of points on the sphere’s surface
a=zeros(n,3);
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for i=1:n % each point on the surface
x(i)=rand*r*((-1)^(i+1));
y(i)=rand*r*((-1)^(i+1));
if abs(y(i))>sqrt(r^2-x(i)^2)
y(i)=0;
end
pr(i)=sqrt(x(i)^2+y(i)^2); % radius projection
z(i)=(-1)^(i+1)*sqrt(r^2-pr(i)^2);
a(i,:)=[x(i) y(i) z(i)];
l(i)=norm(a(i,:)); % length((x,y,z)) always equal to r
% (always on the surface of the sphere)
end
end
Some of the data that can be obtained with Code 2 is the dependance of the
output MSD on the number of granules. The following Table 3 was obtained by
running the program three times for each amount of granules.
A plot of the data is given in Fig. 15. Obviously, the plot shows no rela-
tion. This could have been explained with the stationarily generated granules.
However, we can see that even for an unrealistically small number of granules,
the MSD behaves in the same way as it does for more granules. This suggests,
that either the non-dynamical system of granules is flawed or the MSD is not
dependant on the granules when such a repulsive force is used.
Figure 15: Plot of data sets obatined by Code 2 (Table 3)
Another interesting thing about Code 2 is the repulsive force acting between
the NP and the granules. On an interview conducted with Dr. Koch (Koch,
2011) he suggested that repulsive forces might not be relevant when cinducting
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Number of granules
Output MSD
×10−14
500 5.096 4.074 4.51
1000 4.578 4.502 5.113
1500 4.031 4.417 3.267
2000 3.583 4.308 3.872
2500 4.394 3.523 3.945
3000 5.141 4.047 4.969
3500 4.46 3.391 4.533
4000 4.851 3.722 4.595
4500 3.476 4.78 4.496
5000 4.106 4.233 4.98
5500 4.105 3.614 4.449
6000 3.614 2.943 4.26
6500 5.404 4.301 3.336
7000 4.17 4.269 4.524
7500 4.782 3.402 3.774
8000 4.206 4.583 4.359
8500 4.049 3.964 4.298
9000 3.949 3.403 4.666
9500 3.833 4.567 5.102
10 000 4.711 4.243 4.128
Table 3: Three data sets, obtained by Code 2 with input MSD of 5.5×10−14.
a simulation with SPIONs. Instead, a kind of elastic reflection of the NP could
be implemented in the simulation.
Browonian motion generated with Code 2 is, of course, an approximation.
An important uncertainty that needs to be mentioned is that the influence of
the plasma membrane is not taken into consideration. Information that can be
extracted from Code 2, which can help for the design of an experimental setup
for measuring cytosol viscosity in a β-cell, is that repulsive forces between the
NP and the granules do not influence the magnitude of the MSD. The integrated
functions randsph and coord could serve other programs, which simulate dif-
ferent interactions between components (e.g. simulation of granule reflection,
instead of repulsion).
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Figure 16: An overview of the graphical output of Code 2 (generated with NP
radius of 0.02×10−6µm )
7.3 Cloud of nano-particles
The computer simulations presented above (Code 1 & 2) give the possibility to
visualize and model the behaviour of a single SPION. However, in a real exper-
imental situation, a cloud of NPs are introduced into the cell. It is, therefore,
relevant to investigate how the diffusion of a number of Brownian particles can
be used for the detection of cytosol properties, such as viscosity. The folow-
ing Code 3 generates Brownian motion for m number of SPIONs with specified
radius, within a Newtonian fluid with specified viscosity, and with no external
forces or obstacles.
% Code 3
% Note: "clear" the command window before each run.
%-Input data--------------------------------------------------
T=1; % total time of the observaton [sec]
N=T*40; % number of measurements
h=T/N; % time step [sec]
kb=1.38*10^(-23); % Bolzmann constant
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temp=30; % temperature [degrees C]
visc=0.001; % viscosity [Pa s]
cr=5*10^(-6); % cell radius [m]
npr=0.02*10^(-6); % NP radius [m]
m=5000; % number of NP in the cell
l=1*10^(-6); % length of the observational layer [m]
hh=0.2*10^(-6); % height of the observational layer [m]
% Input MSD
MSD=kb*temp*h/(3*pi*npr*visc)% 2*Diffusion constant*time [m]
% Initial positions of the NPs
mat(:,:,1)=randsphere(m,cr);
x(:,1)=mat(:,1,1);
y(:,2)=mat(:,2,1);
z(:,3)=mat(:,3,1);
%-------------------------------------------------------------
for i=1:N % for each measurement
for j=1:m % for each NP’s position
% Check whether the new position is within the layer
a(j,i)=counter(mat(j,:,i),l,hh);
% Generate next position
mat(j,:,i+1)=mat(j,:,i)+[randn randn randn]*sqrt(MSD/3);
end
% Sum the number NPs present for each measurement
ppm(i)=sum(a(:,i));
% Dynamical plot
drawdot = line(’linestyle’,’.’,’x’,[],’y’,[],’z’,[]);
figure(1)
plot3(mat(:,1,i),mat(:,2,i),mat(:,3,i),’.r’)
% plot(mat(:,1,i),mat(:,2,i),’.r’)
xlabel(’x’)
ylabel(’y’)
zlabel(’z’)
refreshdata(figure(1))
drawnow
end
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figure(2)
plot([1:N],ppm,’.’)
title(’NP present per measurement’)
xlabel(’Measurement number’)
ylabel(’Number of particles’)
The code uses the function randsphere, which represents the three lines
of the function randsph, explained in section 7.2.2. This function distributes
the initial positions of the NPs normally. The (xi+1, yi+1, zi+1) positions are
generated from (xi, yi, zi) in the same manner, as in Codes 1 & 2.
In order to be able to analyze the data from this simulation, we use Smolu-
chowski’s approach (Smoluchowski, 1914). He relates the difussion constant, D,
to the probability, P , that an observed number of particles, n, within a layer
of a fluid at time t, will change to a number n + k at time t + ∆t, for k ∈ Z.
We, therefore, need to observe the change of NP number within a realisticaly
observable layer, with a thickness much smaller than its actual length. For this
purpose a confocal laser microscope can be used, which, as mentioned in section
4.1, gives the possibility to observe dynamical systems within a specific layer.
As we can see in the code above, the layer’s dimensions can be specified accord-
ing to the observational means. To enable the program to focus specifically on
the NP positions within this layer, we have created the function counter, which
checks whether the positions of each NP at each measurement are within the
specified layer. The output of the function is 1 if the NP is inside, and 0 if not.
Finaly, we create the matrix ppm (1×i), where i is the number of measurements.
Each component of the matrix ppm (particles per measurement) contains the
number of particles present in the layer for a particular snapshot.
7.3.1 counter
function counter=counter(o,l,h);
% o=position of the NP
% r=length of observational layer
% h=height of observational layer
x=o(1);
y=o(2);
z=o(3);
counter=0;
if abs(x)<l & abs(y)<l & abs(z)<h
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counter=counter+1;
end
end
Fig. 17 shows the graphical output of Code 3, for a specific measurement.
As shown in the code, however, the exact graphical output of the code is a
dynamica plot.
Figure 17: Graphical output of Code 3. Generated with 5000 NPs.
Figure 18: NPs present within a specified layer. Generated with Code 3 for a
total of 5000 NP. Total time of observation 1 sec.
We have plotted the number of NPs present within the specified layer over
the number of measurements. As we can see on Fig.18 & 19, the graphs decay
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Figure 19: NPs present within a specified layer. Generated with Code 3 for a
total of 5000 NP. Total time of observation 10 sec.
and eventually converge to 0 over a long run. This result can be related to the
fact that no boundaries for the diffusion of the NPs are set. On the other hand,
as mentioned in section 4.2, over a longer experimental run within a living β-
cell, the SPIONs begin to be taken up by the cell’s endosomes, which will also
cause a decrease in the number of NPs present in the layer.
The probability that the number of particles within the layer will change
from n to n+ k, as described by Smoluchowski, is:
P = 1− 2√
pi
∫ β
0
e−y
2
dy +
1
β
√
pi
(1− e−β2) (29)
where:
β =
h
2
√
Dt
(30)
It is convenient, that β, which describes the probability, P , is related to the
diffusion constant. In particular, he has analyzed data obtained from Svedberg
in 1912 (Svedberg, 1912), on the basis of which he has created the folowing
Table. 4.
β 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
P 0.944 0.888 0.833 0.78 0.729 0.68 0.634 0.591 0.551 0.514
Table 4: (Smoluchowski, 1914)
Fig. 20 shows a linear function fitted to the data, presented above. The linear
approximatiom could be inaccurate, because of the limitted amount of data
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Figure 20: Relation between β and P
points available. However, an experimentalist, measuring subsequent positions
of NPs within a specified layer, can use the graphical representation to extract
β by interpolation, when knowing the probability.
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8 Conclusions and further work
From the codes that we have generated and the data we have collected with
them, several observations stand out, which can be of valuable contribution to
the future design of experimental setups for measuring β-cell cytosol viscosity via
SPIONs. As theoretical investigations suggest, different microscope resolutions
can give the same result. However, this requires that an average is taken over
many repetitions of the measurements, when the observations are made with
low resolution microscopes. Further more, short measurement time will yield
more accurate calculations of the viscosity. This is due to the fact that the NP
will experience less interactions of any kind, which could cause an unpredicted
overall change in the displacement. In order to reduce the randomness of the
NP motion, there exists the possibility to use a method similar to magnetic
hyperthermia.
In the case of simulating Brownian motion with interaction between β-cell
insulin granules, we can observe that the repulsive forces implemented have no
noticeable effect on the particle’s mean square displacement. However, if dy-
namical system of insulin granules is implemented in the code, one could obtain
different results. For more accurate results will contribute also the implemen-
tation of better boundary conditions, immitating cell plasma membrane. As
theory suggests and calculations show, the average distance between insulin
granules within a β-cell sets a limit for the NP size possible to use for the
conduction of such an experiment.
For a realistic analysis of data obtained by experiements, one can apply
Smoluchowski’s approach, when having a fixed number of NPs within the cell
volume. However, Code 3, whose purpose is to immitate observation of a cloud of
NPs, does not have implemented boundary conditions, e.g. plasma membrane.
Therefore, the condition for a fixed volume is not met. If one implements such
boundaries, it should be taken into account the overall decrease of the number
of NPs throughout the cell, due to uptake from the endosomes. This can be
resolved by conducting an experiment with a short observation time.
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Appendix
Introduction to probability
Independent events. Every random event A has a probability function P (A),
which satisfies the inequality:
0 ≤ P (A) ≤ 1
where the probability of an impossible event is 0 and a sure event is 1. The
events A1, A2, . . . , An are independant if ∀ki, i ∈ 1, . . . , s with:
1 ≤ k1 < k2 < · · · < ks ≤ n
we have
P (Ak1Ak2 . . . Aks) = P (Ak1)P (Ak2) . . . P (Aks)
So that the probability of the product of every combination Ak1Ak2 . . . Aks
equals the product of the probabilities of the same events.
Markoff process. A stochastic process {Xt, t ∈ I} is called a Markov process
if ∀n ∈ N and arbitrary tm ∈ I (m = 0, 1, 2 . . . , n), where t0 < t1 < · · · < tn,
and if for any real x and y the inequality:
P (Xtn < y|Xtn−1 = xn−1, Xtn−2 = xn−2, . . . , Xt0 = x0)
= P (Xtn < xn|Xtn−1 = xn−1)
is satisfied. This means, that the probability of an event taking certain values
is only dependant on the last event (Fisz, 1963).
Fitting of Data 1
%data plots
%MSD=4.393x10^-13, temp=30, n=40, vis=0.001 Ps/s, time=1sec
gran=[500:500:10000];
out1=[5.096 4.578 4.031 3.583 4.394 5.141 4.460 4.851 3.476 4.106
4.105 3.614 5.404 4.17 4.782 4.206 4.049 3.949 3.833 4.711]*10^(-13);
out2=[4.074 4.502 4.417 4.308 3.523 4.047 3.391 3.722 4.780 4.233
3.614 2.943 4.301 4.269 3.402 4.583 3.964 3.403 4.567 4.243]*10^(-13);
out3=[4.51 5.113 3.267 3.872 3.945 4.969 4.533 4.595 4.496 4.98
4.449 4.26 3.336 4.524 3.774 4.359 4.298 4.666 5.102 4.128]*10^(-13);
%
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p1=polyfit(gran,out1,1);
p2=polyfit(gran,out2,1);
p3=polyfit(gran,out3,1);
%
f1= polyval(p1,gran);
f2= polyval(p2,gran);
f3= polyval(p3,gran);
hold on
plot(gran,f1,’b’)
plot(gran,f2,’g’)
plot(gran,f3,’r’)
plot(gran,out1,’.b’)
plot(gran,out2,’.g’)
plot(gran,out3,’.r’)
xlabel(’granule number’)
ylabel(’MSDout’)
legend(’run 1’,’run 2’,’run 3’)
Drawing the granules
Figure 21: Visualizing NP displacement around insulin granules. Generated
with Code 2.
The function ”granu” integrated in the function ”randsph” is simply cos-
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metic and serves to draw the insulin granules in the cell.
function xx=granu(c,r)
% c are coordinates of the center
% r is the radius of the granule
phi=linspace(0,pi,200);
theta=linspace(0,2*pi,200);
[phi,theta]=meshgrid(phi,theta);
x=r*sin(phi).*cos(theta);
y=r*sin(phi).*sin(theta);
z=r*cos(phi);
surfl(x+c(1),y+c(2),z+c(3))
%camlight left
shading interp
end
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