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Low frequency quasi-localized modes of amorphous glasses appear to exhibit universal density
of states, depending on the frequencies as D(ω) ∼ ω4. To date various models of glass formers
with short range binary interaction, and network glasses with both binary and ternary interactions,
were shown to conform with this law. In this paper we examine granular amorphous solids with
long-range electrostatic interactions, and find that they exhibit the same law. To rationalize this
wide universality class we return to a model proposed by Gurevich, Parshin and Schober (GPS)
and analyze its predictions for interaction laws with varying spatial decay, exploring this wider than
expected universality class. Numerical and analytic results are provided for both the actual system
with long range interaction and for the GPS model.
I. INTRODUCTION
It had been known for more than thirty years now [1–
4] that low-frequency vibrational modes in amorphous
glassy systems are expected to present a density of states
D(ω) with a universal dependence on the frequency ω, i.e.
D(ω) ∼ ω4 . (1)
The direct verification of this prediction is not always
straightforward, since the modes which are expected to
exhibit this universal scaling are quasi-localized modes
(QLM) that in large systems hybridize strongly with low
frequency delocalized elastic extended modes. The latter
modes have another universal form; their density of states
depends on frequency like ωd−1 where d is the spatial di-
mension. To observe the universal law Eq. (1) one needs
to disentangle these different types of modes. Numerical
simulations are ideal for this purpose since by necessity
they are limited to relatively small systems in which the
(Debye) delocalized modes have a lower cutoff, exposing
cleanly the QLM with their universal density of states
Eq. (1). In fact, the lowest Debye mode is expected to
have a frequency of the order of 2pic/L where c is the
speed of sound and L is the system size. Thus in smaller
systems the lower cutoff of the Debye modes is pushed
up. In the recent literature there were a number of di-
rect verifications of this law, using numerical simulations
of glass formers with binary interactions [5–11], and also
more recently in models of silica glass with binary and
ternary interactions [12, 13].
The aim of this paper is to examine how long-ranged
interactions effect the density of states. To this aim we
return to a model studied recently of charged disks and
spheres in two and three dimensions respectively [14]. On
the face of it the existence of long-ranged interactions
could introduce strong deviation from the universal law
(1). To our surprise it turned out that the scaling law (1)
is very robust, and the addition of long-ranged interac-
tions did not alter it. To understand this we return to the
very interesting theory offered by Gurevich, Parshin and
Schober (GPS) which over twenty years expounded their
understanding of the origin of the scaling law (1). In the
third section of this paper we paraphrase their derivation,
extending it to interaction laws that were not treated by
these authors. We make a special attempt to stress the
main assumptions and approximations that underlie the
proposed universality. In particular we seek interactions
and parameters that should, according to the theoretical
analysis, lead to a failure of Eq. (1) in order to further
clarify when and where the universality is expected to
hold. We find that in fact the law Eq. (1) is very ro-
bust, even when the conditions for the existence of the
theory are not available. In some sense the universality
of Eq. (1) is broader than one could anticipate.
The structure of this paper is as follows: in Sec. II we
discuss the model of charged disks or spheres, and present
the numerical results for the density of states. In Sec. III
we offer a review of the theory of Refs. [1–4] with strong
emphasis on the assumptions and approximations made.
In Sec. IV we examine the GPS model with various laws
of interaction, with a stringent test on the applicability
of the assumptions in the theory. A summary and con-
clusions are offered in Sec. V.
II. CHARGED GRANULAR MODEL
A. Model Properties
To examine the density of states in charged compressed
granular media we study a model consisting of a 50-
50 mixture of N frictionless two-dimensional disks or
three-dimensional spheres with diameters R1 = 1.0 and
R2 = 1.4 respectively. Below all the lengths are mea-
sured in the unit of R1. Half of the smaller particles are
positively charged at the center of mass with a charge +q
and the other half are negatively charged with a charge
−q. The same is true for the large ones. The particles
are placed randomly inside a two-dimensional or three-
2dimensional box such that there is no overlap between
two particles. Molecular dynamics is then used to equi-
librate the system. During this equilibration one adds
a damping term −κr˙i to each of the equations of mo-
tion. Once equilibrated, the system is compressed in
small steps to achieve a required packing fraction φ > φJ ,
with the above mentioned damping to equilibrate the sys-
tem after each step. The value of φJ ≈ 0.843 in 2d
and 0.639 in 3d, being the jamming packing fraction at
zero temperature (for uncharged systems). The result of
this procedure is an equilibrated amorphous solid that is
charge-neutral. The simulation presented below employs
periodic boundary conditions, the total number of parti-
cles is N = 600, 1000, 2000 and 8000 in 2d and N =3600,
4500 and 5500 in 3d. In all cases φ = 0.90 in 2d and
φ = 0.67 in 3d.
The short-ranged forces between two overlapping disks
are Hertzian-elastic. The potential for these forces is
given by [15]:
Φelas(rij) =
2
5
Kn
√
Reff (Rij − rij)
5/2. (2)
Here, Kn = 20, 000 is an elastic constant. Denot-
ing the centers of mass of the ith and jth disk as ri
and rj then rij = |ri − rj |, Rij = (Ri + Rj)/2 and
Reff = 0.5RiRj/(Ri +Rj).
Apart from the elastic force, grains interact via long-
ranged electrostatic forces. If qi and qj are the charges
in the ith and jth grains, the electrostatic interaction
potential is given, in Gaussian units, by
V˜elec(rij) =
qiqj
rij
, (3)
In our simulation we use units of charge such that
qi = ±1. The electrostatic interaction is of course long-
ranged. However, it has been shown [16, 17] that in
an amorphous mixture of randomly distributed charged
grains, one can use the damped-truncated Coulomb po-
tential as given by
Velec(rij) = qiqj
[
erfc(αrij)
rij
−
erfc(αRc)
Rc
]
, rij ≤ Rc ,
(4)
with Rc being the cutoff scale of electric interaction,
with Rc = 7.5 in three-dimensions and 12.5 in two-
dimensions. Here erfc(x) is the complementary error
function, α = 0.15 is the damping factor of the electro-
static interaction due to screening. Below we employ the
Hessian matrix, which is the second derivative of the po-
tential with respect to coordinates. We therefore smooth
out Velec at r = Rc to have four derivatives when Velec
goes to zero at r = Rc. To this aim we use the following
form
Φelec(rij) = Velec(rij)−
4∑
n=1
(rij −Rc)
n
n!
dnVelec
drnij
∣∣∣∣∣
rij=Rc
.
(5)
The total binary potential Φ(rij) is therefore
Φ(rij) ≡ Φelas(rij) + Φelec(rij) . (6)
Finally, the Hessian matrix is given by:
Hαβij =−
(∂2Φ(rij)
∂r2ij
−
1
rij
∂Φ(rij)
∂rij
)
nαijn
β
ij −
δαβ
rij
∂Φ(rij)
∂rij
,
(7)
where nαij = (r
α
j − r
α
i )/rij . The diagonal elements of the
Hessian matrix read
Hαβii = −
∑
ℓ 6=i
Hαβiℓ . (8)
The Hessian matrix, being real and symmetric, has
real eigenvalues. Besides Goldstone modes associated
with continuous translational symmetries that yield two
(three) zero eigenvalues in two (three) dimensions, all the
other eigenvalues are positive as long as the system is
mechanically stable. Every eigenvalue λi of the Hessian
matrix is associate with a frequency
ωi ≡
√
λi . (9)
The density of states refers to the probability distribution
function D(ω) of these frequencies in the limit N →∞.
B. Numerical computation of the density of states
The density of states of our charge-neutral system is
computed in both two and three dimensions for various
system sizes. It is important to ascertain the convergence
of the density of states since one observes strong finite
size effects, besides the obvious remark that a “density”
exists only in the limit N → ∞ [18]. In Figs. 1 and 2
we present the low-end (small frequency) regime of the
density of states of the the model discussed above for four
(three) system sizes in two (three) dimensions.
The conclusion that we draw is quite obvious, i.e. that
the universality class of Eq. (1) includes the present sys-
tem despite the long range interactions, in both two and
three dimensions. As seen in other cases, there is a sys-
tem size dependence, with the slope approaching 4 when
the system size increases [18]. The price is that for larger
systems Debye modes and hybridization penetrate lower
frequencies [5], shortening the regime of the universal
power law, as can be seen in Fig. 2. It is important
to realize that the modes that participate in the scaling
law Eq. (1) are all quasi-localized modes, rather than ex-
tended Debye modes. To exemplify this we present in
Figs. 3 and 4 representative eigenfunctions whose eigen-
values are in the range of the universal scaling law. These
are obviously not extended modes, as one can also check
by evaluating their participation ratio. To rationalize
the wideness of the universality class we return now to
the theory proposed in Refs. [1–4].
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FIG. 1. The low (small frequency) tail of the density of states
of the two-dimensional model of charged disks discussed in
Sec. II for four different system sizes, i.e. N = 600, 1000, 2000
and 8000 in panels a-d respectively. In all cases we employed
10000 independent configurations. The lines are best fits to
the small frequency tail of the DOS. We conclude from this
data that the density of states converges to the universal law
Eq. (1).
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FIG. 2. The low (small frequency) tail of the density of states
of the three-dimensional model of charged spheres discussed in
Sec. II for three different system sizes, i.e. N = 3600, 4500 and
5500 in panels a-c respectively. In all cases we employed 5000
independent configurations.The lines are best fits to the small
frequency tail of the DOS. We conclude from this data that
the density of states converges to the universal law Eq. (1).
III. THE UNIVERSALITY OF THE DENSITY
OF STATES
In the series of papers, Refs. [1–4] and related ones, the
authors attempted, over a span of more than thirty years,
to establish the universality of Eq. (1) for amorphous
glassy solids. The authors suggested that this universal-
ity is due to a vibrational instability of the spectrum of
weakly interacting quasi-localized harmonic modes that
is also responsible for the maximum in the function
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FIG. 3. A representative example of an eigenmode in 2-
dimensions of the Hessian matrix whose frequency lies in the
range of the universal ω4 regime. The participation ratio of
this mode is 5.9×10−2. It is obviously quasi-localized.
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FIG. 4. A representative example of an eigenmode in 3-
dimensions of the Hessian matrix whose frequency lies in the
range of the universal ω4 regime. The participation ratio of
this mode is 3×10−2. It is obviously quasi-localized.
D(ω)/ω2 in glasses, known as the the boson peak. Here
we extend the derivation to different laws of interaction,
using the opportunity to stress verbatim what are the
essential assumption and approximation made to reach
the law Eq. (1).
The theory is based on the notion that the normal
modes of the Hessian can be represented as a collection of
interacting oscillators. Once this is accepted, the deriva-
tion has two essential parts. First, a complete reconstruc-
tion of the “bare” vibrational DOS below some frequency
ωc takes place, proportional to the strength of the elastic
interaction between these oscillators. This first recon-
struction is independent of the bare DOS g0(ω), subject
to conditions on g0 that are exposed below. This first
reconstruction leads to a density of states that is linear
in ω
g1(ω) = Cω, (10)
and is limited by anharmonicity. The DOS of the new
harmonic modes is independent of the actual value of
the anharmonicity for ω < ωc. This first reconstruction
is discussed here.
A. First reconstruction
This vibrational instability is a rather general phe-
nomenon and occurs in any system of bilinearly coupled
harmonic oscillators. It can be considered in a purely
harmonic approximation. We emphasize here that typi-
cally there are only a small number of low frequency os-
cillators with degrees of freedom x1 with ω1 ≪ ωc (to be
estimated below) surrounded by a large number of high
frequency modes such as x2 with ω2 ≫ ωc, with typically
ω2 ≈ ωdebye. For example consider a simplified model
consisting of only two oscillators x1 and x2 with effective
masses M1 and M2 and harmonic frequencies ω1 ≪ ωc
and ω2 ≫ ωc, interacting via an interaction I12 due to
an elastic field. This leads to a potential
U(x1, x2) =M1ω
2
1x
2
1/2 +M2ω
2
2x
2
2/2 + I12x1x2. (11)
The interaction I12 will renormalize the frequencies to
ωˆ21,2 where
ωˆ21,2 =
ω21 + ω
2
2
2
∓
√
[(
ω21 − ω
2
2
2
)2 +
I212
M1M2
]. (12)
From Eq. (12) we see that the smaller frequency ωˆ1 be-
comes zero and an instability occurs when I > Ic, where
Ic = ω1ω2
√
M1M2. (13)
From Eq. (13) we can now estimate ωc as follows. It is
defined as the maximum frequency that can be destabal-
ized by the interaction I. UsingM1 ∼M2 ∼M , ω1 ≈ ωc,
and ω2 ∼ ωdebye in Eq. (13) we find
ωc ≈
Ic
Mωdebye
≪ ωdebye. (14)
For I12 = I < Ic the smaller frequency approaches zero
as ωˆ21 = ω
2
1 [1− (I/Ic)
2], or
|ωˆ1| = ω1
√
[1− (I/Ic)2]. (15)
Consider now a stable collection of oscillators with a
density of such low frequency oscillators embedded in a
sea of high energy oscillators. In other words, we as-
sume that if there were unstable oscillators with I > Ic
these were already reorganized when the system was equi-
librated by energy minimization. Using Eq. (15) we
can now write down a general expression for the recon-
structed DOS of an initial DOS g0(ω1) due to a quenched
distribution P (I) of forces I as
g1(ω) =
∫
dω1g0(ω1)
∫ Ic
0
dIP (I)δ(ω−ω1
√
[1− (I/Ic)2]).
(16)
To proceed we will assume that the distribution P (I)
is smooth and non singular at the vicinity of I = Ic.
5Performing the I integration over the delta function we
end up with the expression
g1(ω) = Icω
∫
dω1g0(ω1)
P (Ic
√
[1− ω2/ω21 ])
ω21
√
[1− ω2/ω21 ]
. (17)
If we now take the ω → 0 of Eq. (17) we find
g1(ω) = IcP (Ic)ω
∫
dω1
g0(ω1)
ω21
. (18)
Looking at Eq. (18) we see that
g1(ω)→ Cω as ω → 0 , (19)
with
C = IcP (Ic)
∫
dω1
g0(ω1)
ω21
, (20)
provided the integral converges.
It should be stressed here that it is not obvious what is
the functional form g0 for a given example of amorphous
solid. If we take g0(ω0) ≈ gdebye(ω0) ∼ ω
d−1
0 we see
that this integral converges for d > 2, but for d = 2 there
would exist logarithmic corrections to the integral. There
is no reason however to assume that the bare density of
the QLM’s is the same as the Debye modes which are
extended. So we need here to continue by faith, assum-
ing that the integral converges. Then there is a universal
behavior g1(ω) ∼ ω though C is not universal. We will
show below (cf. Sec. IV) a case where this first recon-
struction does not apply because g0 is chosen such that
the integral in Eq. (20) does not converge.
Another source of worry can arise if the distribution
function P (I) were not benign in the vicinity of Ic.
For example imagine that in the vicinity of Ic P (I) ∝
(Ic − I)
β . In that case we could return to the analysis
described above and find that
g1(ω) ∝ ω
1+2β , if P (I) ∝ (Ic − I)
β . (21)
Since we have no control at this point on the pdf of the
interactions Iij we should bare in mind that this, and
other possibilities that are not treated here explicitly can
bust the first reconstruction to Eq.(19).
B. Second Reconstruction
The first reconstruction discussed above pertains to
frequencies smaller than some cutoff frequency ωc. This
second reconstruction mainly effects the DOS at frequen-
cies ω ≪ ωb ≪ ωc where D(ω) ∼ ω
4.
The second reconstruction comes about due to a fur-
ther interaction between the oscillators which we have
not taken into account so far. The low- frequency QLMs,
displaced from their equilibrium positions, create random
quenched static forces fi on each QLM. The force fi ex-
erted on the ith oscillator by the other j oscillators is
fi =
∑
j
Jijxj0 . (22)
These forces have some distribution P (f) . In the purely
harmonic case, these linear forces would not affect the
frequencies. Anharmonicity, however, renormalizes the
low frequency part of the spectrum.
Consider an anharmonic oscillator under the action of
a random static force f given by the potential
V (x) = Mω21x
2/2 +Ax4/4− fx . (23)
The force f then shifts the equilibrium position from x =
0 to x = x0, given by
Ax30 +Mω
2
1x0 − f = 0 , (24)
where the oscillator now has a new harmonic frequency
given by Mω2new = d
2V (x)/dx2|x=x0 or
ω2new = ω
2
1 + 3Ax
2
0/M. (25)
Now given g1(ω) by Eq. (10) and a distribution function
for the random frequencies P (f), then the renormalized
DOS is given by
D(ω) =
∫ ∞
0
g1(ω1)dω1
∫ ∞
−∞
dfP (f)δ(ω − ωnew) . (26)
We note that because of the Dirac delta function in
the second integral only values of the force f where
ω − ωnew(ω1, f) = 0 will contribute to the integral. We
can find an expression for ωnew(ω1, f) as follows. First
from Eq. (24) for small f we find x0 ≈ f/(Mω
2
1). If we
substitute this form into Eq. (25) we find
ωnew(ω1, f) =
√
ω21 +
3Af2
M3ω41
> ω1. (27)
and write Eq. (26) more explicitly as
D(ω) =
∫ ω
0
g1(ω1)dω1
∫ ∞
−∞
dfP (f)δ(ω − ωnew(ω1, f)).
(28)
The upper limit of the first ω1 integral can be taken as
ω using our knowledge that ωnew(ω1, f) > ω1 and con-
sequently when ω1 > ω, ωnew(ω1, f) must obey the in-
equality ωnew(ω1, f) > ω and therefore cannot contribute
to the δ(ω − ωnew(ω1, f)) integration term.
To perform this double integral let us first define a
force f0 by
ωnew(ω1, f0) = ω, (29)
and then expand
ωnew(ω1, f) ≈ ωnew(ω1, f0) +
∂ωnew
∂f
|f=f0(f − f0) ,
≈ ω +
∂ωnew
∂f
|f=f0(f − f0) . (30)
6Using Eq. (29) we can now rewrite Eq. (16) as
D(ω) =
∫ ω
0
g1(ω1)dω1
∫ ∞
−∞
dfP (f)δ(
∂ωnew
∂f
|f=f0(f−f0)).
(31)
We can perform this integral exactly and find
D(ω) =
∫ ω
0
g1(ω1)dω1
P (f0(ω, ω1))
|∂ωnew/∂f |f=f0 |
. (32)
Combining Eq. (29) and Eq. (27) we then find an explicit
form for f0(ω1, ω), namely
f0(ω1, ω) =
√
(ω2 − ω21)(
M3ω41
3A
). (33)
Recall that this is the force that contributes maximally
to the DOS. Note also that over the whole range of the ω1
integration (ω2−ω21) > 0 and f0(ω1, ω) given by Eq. (33)
is real.
We can also calculate |∂ωnew/∂f |
−1 from Eq. (27) and
find
|∂ωnew/∂f |
−1 =
∣∣M3ω41
3Af
∣∣∣∣
√
ω21 +
3Af2
M3ω41
∣∣. (34)
To complete the calculation we need the functional form
of P (f) that is so far not specified.
C. The functional form of P (f)
The distribution that we are seeking pertains to the
forces that arise due to the interaction between our os-
cillators, displacing the low-frequency QLMs from their
equilibrium positions by amounts xi0. As a consequence
they create random quenched static strains fi on each
QLM due to similar displacements xj0 of the other oscil-
lators. Thus the force fi exerted on the ith oscillator by
the other j oscillators is of the form Eq. (22). Note we
have chosen to treat the displacements and forces here as
scalars for simplicity. More accurately we should treat
both the displacements xαi0 and the forces f
α
i as compo-
nents of a Cartesian vector and the coupling Jαβij as a sec-
ond order tensor. Thus we would have fαi =
∑
j J
αβ
ij x
β
j0.
But here for simplicity, we consider these forces to be
scalars with some distribution P (f) .
Let us now consider Jij in more detail. We will assume
there exists a spatial Poisson distributed placement of
QLMs at positions ri. In that case we can write
Jij = yij/r
α
ij . (35)
The random variable yij will take care of the relative
orientation of the QLMs and have zero mean. While
|ri−rj| is the distance between the QLMs. The exponent
α depends on the nature of the interaction between the
QLMs. For example the α = d for strain induced forces
between the QLMs or electrostatic dipole-dipole interac-
tions in the case of charged granular media. But other
exponents may be important depending on the nature of
the granular medium. There may exist charge-charge in-
teractions in which case α = d−2 may be a more suitable
exponent. Or in the case case where higher order multi-
pole interactions occur α > d may be important. Thus
in general we may write
fi =
∑
j
Jijxj0 =
∑
j
yijxj0
rαij
. (36)
If we now examine Eq. (36) together with Eq. (24), we
see that we have a many-body nonlinear problem to solve,
which may be suitable for simulations (as done in Sec. IV)
but well beyond analytical approach. We therefore make
an unavoidable uncontrolled approximation and replace
Eq. (36) by the one body problem
fi =
∑
j
Jijxj0 ≈
∑
j
zij
rαij
(37)
where the zij are random variables with a given P
∗(z) of
zero mean 〈z〉z = 0 and a given variance 〈z
2〉z = σ
2
z . We
reiterate that this step, in addition to the assumption of
the existence of the integral in Eq. (20) is not guaranteed
to apply to any realistic amorphous solid, and it needs to
be assessed carefully in each case.
We could expect that σ2z = 〈(yijxi0)
2〉yx could be es-
timated from simulations, but it is much better to treat
the fluctuations σz as a free parameter in the theory, and
study how universal the predictions of the theory are with
respect to changes in σz . In fact we will see that provided
the fluctuations are bounded the exact value will not be
too crucial.
We also need to stress that P (f) does not follow the
central limit theorem as N → ∞. As mentioned in
Ref. [3], it does present strong similarities to the prob-
lem studied by Holtsmark and Chandrasekar when study-
ing the gravitational force fluctuations in a system of N
galaxies. We shall therefore calculate P (f) as follows.
In the thermodynamic limit, all QLMs fi will have sim-
ilar statistical properties. Let us now focus on one site
i, which we place at the origin of our coordinate system
with fi = f =
∑
j zj/r
α
j . Then
P (f) = 〈δ(f −
∑
j
zj/r
α
j )〉 =
1
2pi
∫ +∞
−∞
dτeifτF (τ), (38)
where F (τ) is the characteristic function associated with
P (f), namely
7F (τ)= 〈exp{−iτ
∑
j
zj/r
α
j }〉 (39)
= (1/V N )
∫
dr1 · · · drN
∫
dz1 · · · dzN
×P ∗(z1) · · ·P
∗(zN ) exp{−iτ
∑
j
zj/r
α
j }
= [(1/V )
∫
dr
∫
dzP ∗(z) exp{−iτz/rα}]N
= [1− (1/V )
∫
dr
∫
dzP ∗(z)(1− exp{−iτz/rα})]N .
Eq. (39) can be written in this way as all the spatial in-
tegrations
∫
dr1 · · · drN and all the random variable inte-
grations
∫
dz1 · · · dzNP
∗(z1) · · ·P
∗(zN ) are independent
of one another. Finally in the thermodynamic limit as
V →∞, N →∞ with n = N/V finite we find
F (τ) = [1− (1/V )
∫
dr
∫
dzP ∗(z)(1− exp{−iτz/rα})]N
→ exp [−n
∫
dr
∫ ∞
−∞
dzP ∗(z)(1− exp{−iτz/rα})]. (40)
Performing the spatial integration observe every r can
be matched by an equivalent −r contribution, and as-
suming P ∗(−z) = P ∗(z) the integral becomes
F (τ) = exp [−n2Sd
∫ ∞
0
rd−1dr
∫ ∞
0
dzP ∗(z)(1 − cos τz/rα)].
(41)
where Sd is the surface area of a unit sphere in d dimen-
sions (i.e. S2 = 2pi and S3 = 4pi etc). We also note that
F (−τ) = F (τ) and that in consequence Eq. (40) is best
integrated by introducing the new variable y = |τ ||z|/rα.
Then we find
F (τ) = exp [−
Sdn|τ |
d/α〈|z|d/α〉z
α
∫ ∞
0
dy
(1− cos y)
yd/α+1
],
(42)
where 〈|z|d/α〉z = 2
∫∞
0 dzP
∗(z)zd/α.
Let us analyze Eq. (42). We note that if P ∗(z) does not
have a finite variance then 〈|z|d/α〉z diverges for α < d/2.
For example for charge-charge interactions in a charged
amorphous solid. Further, even if a finite variance does
exist, we note that the integral
∫∞
0
dy (1−cos y)
yd/α+1
diverges
for
α < d/2. (43)
Now for charge charge interactions α = d−2. For dimen-
sions d < 4, if charge-charge interaction plays a role in
charged amorphous media, they may not possess a DOS
obeying D(ω) ∼ ω4 at low frequencies. This should be
valid for both d = 2 and d = 3. If, on the other hand, it
turns out that charged media do have D(ω) ∼ ω4, it is a
strong indication that charge-charge interactions are not
playing an important role in the reconstruction of their
density of states.
Next use Eq. (42) to find the P (f) in the case of elastic
interactions. In this case α = d and Eq. (42) becomes
F (τ) = exp [−
Sdn|τ |〈|z|〉z
d
∫ ∞
0
dy
(1− cos y)
y2
]. (44)
Substituting F (τ) = exp(−δf |τ |) into Eq. 38 we find
P (f) =
1
2pi
∫ +∞
−∞
dτe(if−δf)τ
=
1
pi
∫ ∞
0
cos fτ exp(−δfτ) =
1
pi
δf
(δf)2 + f2
.(45)
Thus we see we have a Lorentzian distribution with a
mean 〈f〉 and a standard deviation
σf = δf =
Sdn〈|z|〉z
d
∫ ∞
0
dy
(1 − cos y)
y2
. (46)
Now combining Eqs. (10), (31), (32), (33) and (34)
we find
D(ω) ≈ C
∫ ω
0
ω1dω1
(δf/pi)
f0(ω1, ω)2 + δf2
M3ω41
3Af0(ω1, ω)
×
√
ω21 +
3Af0(ω1, ω)2
M3ω41
= C
∫ ω
0
ω1dω1
(δf/pi)
f0(ω1, ω)2 + δf2
M3ω41
3A
×
√
ω21
f0(ω1, ω)2
+
3A
M3ω41
. (47)
Let us now introduce a new integration variable t by ω1 =
ωt then first from Eq. (37)
f0(t, ω) = ω
3
√
(1− t2)(
M3t4
3A
). (48)
and therefore
D(ω) = ω4C
∫ 1
0
tdt
(δf/pi)
ω6(1− t2)(M
3t4
3A ) + δf
2
M3t4
3A
×
√
t2/[(1− t2)(
M3t4
3A
)] +
3A
M3t4
(49)
As ω → 0 this integral reduces to
D(ω) =
Cω4
piδf
∫ 1
0
t5dt
M3
3A
√
t2/[(1− t2)(
M3t4
3A
)] +
3A
M3t4
(50)
Eq. (50) yields the desired D(ω) ∼ ω4 behavior for the
DOS.
In summary, the derivation of the universal density of
states rests on one crucial assumption and one uncon-
trolled approximation, as explained above. To test the
crucial approximation Eq. (37) we turn now to the GPS
numerical model and examine it for different laws of in-
teraction.
8IV. THE GPS MODEL AND NUMERICAL
RESULTS
In this section we explore further the model proposed
by Gurevich, Parshin and Schober [3] which we denote
as the GPS model. This model considers N anharmonic
oscillators on a three-dimensional lattice. The ith oscil-
lator is attached to the position ri, and the total energy
of the system is
U =
∑
i
(
1
2
kix
2
i +Ax
4
i
)
+
∑
i6=j
Jijxixj (51)
where ki are chosen randomly such that in the notation
of Sec. III A g0(ω) ∝ ω
2. Note that with this choice one
is guarantees (in three dimensions) the convergence of
the integral (20), and see blow for a counter example.
The coefficient of anharmonicity is chosen A = 1. The
interaction terms Jij are
Jij ≡ J0
bij
rαij
, (52)
with J0 = 0.1, bij chosen from a flat distribution bij ∈
[−0.5, 0.5] and α controls the range of interaction. We
will explore below the values α = 1, 2 and 3. The latter
value α = 3 is the one studied in [3], resulting in ω4 law
at small frequencies.
Starting with the three-dimensional model with peri-
odic boundary conditions, at each lattice site we put an
oscillator with an initial displacement xi taken randomly
from the a uniform distribution xi ∈ [−0.005, 0.005]. We
use conjugate gradient minimization to obtain an equili-
brated configuration where the many-body problem of
determining xi0 is solved numerically. After comput-
ing the Hessian the eigenvalues and frequencies of the
modes are found. Repeating the procedure with many
random realizations, the density of states is determined
by straightforward binning.
As explained in Subsec III C after Eq. (36), it is quite
impossible to determine analytically the distribution of
forces fi. But here we can do this easily, and in Fig. 5
we show the probability distribution function (PDF) of
fi ≡
∑
j
Jijxj0 , (53)
as a function of system size. Here N = 3375, 8000 and
15625. We expect from the analysis of Subsec. III C that
in dimension d = 3 the PDF of forces will converge nicely
for α = 3, will be marginal for α = 2 and will not con-
verge for α = 1. This is precisely what we find, cf. Fig. 5.
We note that for α = 3 not only that the PDF converges
very well as a function of system size, it is very close in
form to a Lorentzian PDF as is expected by the theory.
In contrast, for α = 1 not only that the PDF of the forces
does not converge as a function of the system size, it de-
viates more and more strongly from a Lorentzian form
when the system size increases. It even develops a dip
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FIG. 5. Probability distribution function of forces P (f) for
different system sizes, for the GPS model in three dimensions
with α = 3 (panel a), α = 2 (panel b) and α = 1 (panel c).
In all cases we employed 10000 independent realizations. As
expected from the analysis in Subsec. IIIC, full convergence
is observed in panel a, marginal convergence in panel b and
no convergence in panel c.
at f = 0, and if this dip continues to develop for larger
systems (outside the scope of our numerics at this point
in time), we would expect that the density of states with
α = 1 would not follow the universal law (1).
Contrary to this expectation, the direct measurement
of the density of states does not show a major difference
at the low frequency regime for the different values of α.
This can be seen in Fig. 6 where results are shown for
the largest system size available (i.e. N=15625) for the
three values of α. One cannot say that there is a very
large difference between the resulting scaling laws. This
is an indication that the actual form of a Lorentzian PDF
that is employed in Subsec. III C is not really needed, and
910-8
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FIG. 6. The low frequency regime of the density of states
of the GPS model as found from the largest available system
size for α = 1 (panel a), α = 2 (panel b) and α = 3 (panel c).
In all cases we employed 10000 independent realizations. The
continuous lines are best linear fits to the data. The dashed
line in panel c has a slope of unity, revealing the regime of the
first reconstruction, in agreement with Eq. (10).
it is sufficient in fact that P (f = 0) is not zero. Whether
or not for α = 1 P (f = 0) → 0 when N → ∞ is a
question that cannot be answered at present and has to
remain for future analysis.
It is relevant however to comment that for α = 3 we
can observe in Fig. 6 the result of the first reconstruction.
This is evidenced by the slope of about unity as indicated
by the dashed line, which is in agreement with g1(ω) ∝ ω
at intermediate low frequencies. It is therefore interesting
to destroy by hand the convergence of the integral in
Eq. (20). We do it by choosing g0 to be uniform in the
interval [0,1]. we expect to lose the linear dependence
of g1(ω), with unknown consequences for the final form
of D(ω). Indeed, in Fig. 7 we present the density of
10-2 10-1 100
ω
10-6
10-4
10-2
D
(ω
)
~ω
3.87
FIG. 7. The low frequency regime of the density of states
of the GPS model computed with a uniform distribution g0
in the interval [0,1]. Here we employ 5000 realizations of a
system with N = 8000. We see a loss of the linear regime
g1 ∝ ω, as expected, but we still get the universal behavior
at low frequencies!
states for this choice of the GPS model with α = 3. The
result is quite surprising: the linear regime with a slope
unity disappears, but the low frequencies of the density
of states still conform (to as good an approximation as
above) with Eq. (10). The lesson drawn from this and
the other numerical results shown above is provided in
Sec. V.
V. SUMMARY AND DISCUSSION
In summary, we first examined numerically the den-
sity of states of a model of charged granular solid, and
found that in the lowest frequency end it agrees with the
universal law Eq. (1). Since this model contains long
range interactions, we returned to the theoretical consid-
erations of Refs. [1–4] to clarify the expectations of how
the density of states should depend on different laws of
interactions. We reviewed this theory paying attention
to the assumptions and approximation made. We found
that the theory predicts a failure in the first reconstruc-
tion when α in Eq. (35) is too small. We also expect a
failure in the second reconstruction in such a case, since
the PDF P (f) is not expected to converge. Direct cal-
culations using the GPS model verify that indeed P (f)
does not converge for α = 1 and d = 3, and the linear
reconstruction also disappears. And yet, the direct cal-
culation of the density of states showed that Eq. (1) is
extremely robust, oblivious of all these delicacies. This
finding indicates strongly that further research to uncover
the surprising robustness of this scaling law is still called
for. We hope that this paper will inspire such future
research.
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