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Sampling From a System-Theoretic
Viewpoint: Part II—Noncausal Solutions
Gjerrit Meinsma and Leonid Mirkin, Member, IEEE
Abstract—This paper puts to use concepts and tools introduced
in Part I to address a wide spectrum of noncausal sampling and
reconstruction problems. Particularly, we follow the system-theo-
retic paradigm by using systems as signal generators to account
for available information and system norms (   and   ) as
performance measures. The proposed optimization-based ap-
proach recovers many known solutions, derived hitherto by
different methods, as special cases under different assumptions
about acquisition or reconstructing devices (e.g., polynomial and
exponential cardinal splines for fixed samplers and the Sampling
Theorem and its modifications in the case when both sampler and
interpolator are design parameters). We also derive new results,
such as versions of the Sampling Theorem for downsampling and
reconstruction from noisy measurements, the continuous-time
invariance of a wide class of optimal sampling-and-reconstruction
circuits, etcetera.
Index Terms—Cardinal splines, Least-square optimization,
lifting, min-max optimization, non-causal filters, sampling and
reconstruction, Shannon formula, Wiener filtering.
I. INTRODUCTION AND PROBLEM FORMULATION
I N Part I [1] we presented and expanded on the system-theoretic approach to the sampling/reconstruction (SR)
problem and related technical tools. The primary goal of this
part is to demonstrate how these ideas can be put to use in
various SR problems when no causality constraints are imposed
on acquisition/reconstructing devices.
We consider the SR setup depicted in Fig. 1, where is
the analog signal that we want to reconstruct from sampled
measurements of another, possibly different, signal . Sam-
pling and reconstruction is carried out by the hybrid signal
processor (HSP), highlighted by the gray box in Fig. 1, which
comprises a sampler (acquisition or A/D device) and a hold
(interpolator or D/A device) and produces a signal , which
is aimed to be close to in some sense. In accordance with
the system-theoretic approach (see [1] for more details), we
express the available information about , and their relations
via modeling these signals as outputs of a signal generator
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Fig. 1. Sampling/reconstruction (SR) setup.
driven by a common (normalized) signal , so that properties
of reflect those of and . For example, the assumption that
and are realizations of stochastic processes with known power
spectral densities and and a cross-spectral density
is equivalent to assuming that is white
noise and is a stable system, whose frequency response
verifies
As the measure of reconstruction performance we use norms
of the error system
which connects and the reconstruction error . Specifically,
in this paper we are concerned with minimizing the and
norms of . Loosely speaking, the former corresponds
to minimizing the energy/variance of under known and
(mean-square), while the latter—the worst-case (min-max) sce-
nario. In each of this cases, both deterministic and stochastic
interpretations of the optimization problems exist. Given the
norm, the design problems split into three types:
where “fixed” might mean both the ideal and generalized sam-
pling/reconstruction. These three types we consider in various
settings.
Remark 1.1: There are also Type-I problems, which are prob-
lems when both sampler and hold are fixed and only a dis-
crete filter (in between sampler and hold, not shown in the dia-
gram) needs to be designed. It appears that most of the work in
the sampling literature are concerned with this scenario. In the
system-theoretic formulation, however, Type-I problems, un-
like the other three cases, can be reduced to equivalent discrete
estimation problems, which, in turn, are solvable by standard
methods. Reduction procedures, applicable to non-causal and
relaxed-causal setups, are available in [2] for the norm and
in [3] for the norm. We therefore do not deal with Type-I
problems in this paper.
1053-587X/$26.00 © 2010 IEEE
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To the best of our knowledge, noncausal SR problems have
not been studied from the system-theoretic viewpoint so far.
Nonetheless, we shall demonstrate below that in many cases
the approach leads to solutions, already derived in the literature
(and used in practice) by rather diverse methods. These are car-
dinal polynomial and exponential splines [4]–[6], which are pro-
duced by solving Type-III problems under certain choices of the
signal generator , and the ubiquitous Sampling Theorem, with
its sinc-interpolator, and several of its generalizations [7]–[9],
which turn out to be the optimal solutions of various Type-IV
problems in both the and the cases. Moreover, we show
that the well-known frequency folding phenomenon [10, §6.1]
shows up in the determination of singular values of signal gen-
erators in the lifted domain (this is a key step in our treatment
of Type-IV problems owing to the exhaustive characterisation
of hybrid signal processor in the lifted domain via a rank con-
dition in Theorem 4.1). All this deepens the insight into both
existing and proposed methods.
At the same time, our machinery goes beyond known re-
sults, leading to new solutions and interpretations. We extend
the Sampling Theorem to downsampling and SR in the face of
noisy measurements, which are new results to the best of our
knowledge. We prove an intrinsic continuous-time invariance
of both (mean-square) and (worst-case) optimal HSPs.
We also present limitations on error-free reconstruction, which
expoits an interplay between and systems norms.
The paper is organized as follows. We begin with Type II
(Section II) and Type III (Section III) problems. The rest of the
paper addresses Type IV problems. Section IV is about a rank
characterization of hybrid signal processors and in the following
two sections we summarize fixed frequence singular value de-
compositions in lifted domain and the folding procedure. From
Section VII onwards a series of applications is discussed, begin-
ning with a single-channel SR and the ensuing limititations on
error free reconstruction. Then, in Sections VIII and IX multi-
channel SR and optimal downsampling are discussed. Finally,
in Section X we consider SR from noisy measurements. Prelim-
inary conference versions of some of the results presented here
can be found in [11]–[13].
A. Notation
In this paper it is convenient to refer to systems that are linear
and time invariant with respect to any continuous-time shift as
LCTI systems, and to systems that are linear and time invariant
under discrete times shifts, equal to a multiple of the sampling
period , as LDTI systems. For the rest the notion is the same
as that of Part I, [1].
II. TYPE II: FIXED HOLD, OPTIMAL SAMPLER
Type-II (fixed hold) and Type-III (fixed sampler) problems
are unconstrained projection problems which makes them easy
to solve.
Proposition 2.1: Let and suppose that
and is a hold. Then every solution
(if any) of the normal equations
(1)
is a sampler minimizing over all . The optimal
performance level is then . If in
addition
(2)
then
(3)
is the unique stable optimal sampler.
Proof: Standard projection combined with the trace-like
property [1, Eqn. (34)].
The optimal sampler (3) can be viewed as the cascade of
the LCTI system , the sampler and the dis-
crete system . The first system, , is
actually the optimal analog filter, i.e., the filter minimizing
over all stable .
The above proposition is formulated representation free. To
make matters concrete one can employ a specific representa-
tion. The lifted frequency response representation is interesting
because it shows that the optimal sampler
for each frequency satisfies the normal equations associated
with the norm . That is, the optimal sampler also
frequency-wise minimizes the norm of the frequency response
[1, Eqn. (31)]. This is a well known feature in noncausal filter
design [14]. If all signals are scalar then the Fourier transform
of the optimal sampling function is probably the simplest repre-
sentation. Indeed in that case cancels in (1) and the optimal
sampling function then can be shown to have Fourier trans-
form
(4)
where is the Fourier transform of the hold function .
This follows for instance from [1, Prop. 5.2].
The optimal sampler is more involved but it applies to a
larger class of signal generators in that need not be finite.
The following result is proved in Appendix.
Proposition 2.2: Let and suppose is a
hold and that (2) is satisfied. Then
(5)
for any stable sampler, and there exist stable samplers that
achieve equality. If exists and is stable then the -optimal
(3) is also -optimal.
Each term in (5) has a clear interpretation. The first term
is the minimal -norm for the
case that , i.e., for the case that all information about the
signal that we want to reconstruct is available for sampling.
The second term, , is the -in-
duced norm of the mapping for restricted to
. These are the signals for which there
MEINSMA AND MIRKIN: SAMPLING FROM A SYSTEM-THEORETIC VIEWPOINT 3593
is nothing to sample, . Evidently that is a lower bound for
.
A. When
Now suppose that the signal available for sampling, , is
exactly the signal to be reconstructed, . In other words, let
. For this case the design of optimal samplers for
fixed holds is well documented [15, Sect. IV] and the optimal
sampler is then essentially independent of the signal generator.
Including the norm we obtain the following.
Corollary 2.3: Let , , and suppose that
exists and is stable. Then
(6)
minimizes the norm of with
(7)
If in addition , then it minimizes the norm as
well with .
Indeed solves the normal (1) and does
not depend on . Another way to think about it is that now
there is a single sampler that minimizes the signal error norm
for every given exogenous input . It
implies that this sampler is also -optimal. The Fourier trans-
form (4) of the optimal sampler reduces to
Example 2.1: The adjoint is a sampler and according to
[1, Sect. V-B]], its sampling function is with
the hold function of . Thus if the hold is causal then the
adjoint hold (a sampler) is anti-causal, and vice-versa. The dis-
crete filter because of its symmetry is never
causal, unless it is static. For the zero order hold, with hold func-
tion , the discrete filter is the static gain,
. This follows from [1, Eq. (28a)]. The optimal sampler (6)
therefore is . It is the sampler with sampling function
. It is an averaging non-
causal sampler, see [1, II-B].
The optimal sampler (6) makes the classic orthog-
onal projection (hence, self adjoint) onto the image of , which
agrees well with the ideas of [16]. Consequently, we have the
trivial identity that . This implies consistency, a term
coined by [17]. In the present context, consistency means that
. In other words, in a consistent HSP any recon-
structed signal when reinjected into the sampler re-
covers the discrete signal that was injected into the hold.
The bulk of this paper handles cases in which both sampler
and hold are designed simultaneously (Type-IV). Obviously,
this generalizes Type-II and hence also in Type-IV problems the
hybrid signal processor may be taken (self-adjoint) projec-
tions if , and they are consistent. If causality require-
ments are imposed on sampler and/or hold then these properties
are lost [18, Part III].
III. TYPE III: FIXED SAMPLER, OPTIMAL HOLD
Type-III problems are essentially dual to the Type-II prob-
lems that we considered in the previous section. This is why in
this section we only summarize the results.
Proposition 3.1: Let and that a sampler is
given such that . Then every (if any)
that solves the normal equation
(8)
minimizes over all attaining the perfor-
mance level . In particular if
exists and is stable then
(9)
is the unique stable optimal hold.
The optimal hold (9) can be viewed as the cascade of a dis-
crete system , a hold and an analog
system .
Without loss of generality we can take the sampler to be ideal
because its sampling function may always be absorbed into .
The required stability of in the above proposition is then
ensured if is LCTI having strictly proper rational transfer
function with no poles on the imaginary axis [1, Sect.
IV-A].
The abstract solution (9) for scalar signals and LCTI signal
generators and is compactly described via the Fourier
transform of its hold function
(10)
still under the assumption that . This follows from the
-axis version of [1, Prop. 5.1].
A. When
Let us return to the situation that . Then once
again the hybrid signal processor becomes consistent because
for the hold of (9). The normal (8) does not
simplify much in this case. A crucial difference with Type-II
is that now there is no single hold that minimizes the signal
error norm for all . Typically, in fact, for
almost every given there exists a hold that makes
the reconstruction error equal to zero,1 while
no single exists that does this for all .
Let us further assume that the sampler is ideal, (for
the criterion this can be viewed as a noise-free version of
the optimal discretization of the Wiener filter solved in [19]).
For this case, we will establish connections with the cardinal
exponential and polynomial spline hold functions of [4]–[6].
Example 3.1 (Second-Order Signal Generator): Let be
the LCTI system with transfer function
1         is often well defined.
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Clearly, has impulse response with the im-
pulse response of and . In our case
Hence the discrete system has impulse
response .
For the optimal hold (9) we need the inverse of . To this end,
we first determine its discrete transfer function (with )
Its inverse, with , then reads
The hold function of the optimal hold (9) finally can be obtained
by filtering with this . For the three values
this results in
For the plot is very similar to that for . Since
is twice continuously differentiable, also has
this degree of smoothness. Moreover, since is piecewise
exponential, the optimal hold is a spline that on each sampling
interval is a sum of exponential functions. This is an example of
the exponential splines of [6].
Note that the equality for the ideal sampler
means that the hold function at the sampling instances,
, equals the Kronecker delta . Indeed it does in the above
example.
As shown in [16] (see also [20, p. 575]), in many cases, se-
quences of hold functions converge towards as
approaches infinity. For our hold functions that would mean
that often sequences of Fourier transforms
(11)
converge to as . This convergence occurs
iff the corresponding signal generator becomes more and
more “baseband dominant” as . To be more precise,
introduce the following definitions.
Definition 3.1: A SISO LCTI system is said to be base-
band dominant if a exists such that
If the inequality above holds for a , then is said to be
strict baseband dominant.
Fig. 2. Cardinal polynomial spline hold functions of degree 1 and 3.
It is easy to see that every real system whose frequency re-
sponse is monotonically decreasing over positive frequency is
strict baseband dominant.
Proposition 3.2: If is stable LCTI and strict baseband
dominant and if the sampler is ideal, then for the
optimal hold (9) converges to as .
Proof: For this the right-hand side of (11) converges
to if and converges to 0 if . It con-
verges to the Fourier transform of . Stability and strict
baseband dominance imply that and that the de-
nominator in (11) is for every . Moreover, the conver-
gence is in signal norm, which guarantees that the limit is
well defined (in both time and frequency domain).
The signal interpretation of this result is intuitive: in the limit
the signals are effectively bandlimited to
and indeed, as Shannon dictates, holding with the
is then the best one can do (irrespective of ).
B. Optimal Hold for Unstable Signal Generators
A popular class of hold functions are the cardinal polyno-
mial spline hold functions [4]. These are polynomial splines of
odd degree ( ) and which are times
continuously differentiable. Further they are in and are
required to satisfy the consistency property that .
This makes them unique. Fig. 2 shows these hold functions for
and .
A natural question now is: with respect to what class of sig-
nals are these hold functions optimal? If in Example 3.1 we let
approach zero then its hold function approaches a cubic spline
(this requires some work) and the signal generator approaches
the double integrator . It suggests that cubic cardinal poly-
nomial splines are optimal with respect to doubly integrated
white noise (integrated Brownian motion) or doubly integrated
signals, so slowly varying signals. More generally, we claim
the following.
Theorem 3.3: If are LCTI integrators of order ,
, then the hold function of (11) is the
unique -smooth -degree polynomial spline in
for which .
A proper proof is in the Appendix. A dubious derivation,
but an insightful one nonetheless, goes as follows. Consider the
normal equation . Now the adjoint
of the ideal sampler is the delta-hold operator and hence
for any signal is a delta-train integrated times,
i.e., some -smooth -degree polynomial spline.
So the equality means that the
polynomial spline equals applied to the sampled polynomial
spline. By linearity and discrete-time invariance, it is sufficient
to consider the case that is the unit pulse. There
is a unique polynomial spline of the given smooth-
ness and degree interpolating the unit pulse [4].
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In [18, Remark 20.7] it is shown, as a by product, that the
hold (9) is actually the stable hold that makes the error system
stable and minimizes its -norm. An alternative
approach to handle unstable weights (nonstationary processes)
can be found in [21]. These formulations circumvent stability
of the signal generators and also apply to integrators
. Incidentally, since is strict baseband dominant, these
cardinal polynomial spline functions converge towards
as (Proposition 3.2 and [4, § III.D]).
C. Hybrid Signal Generators: Some Connections
Although we assumed so far that is an analog system,
Proposition 3.1 (as well as 2.1) is valid for hybrid , including
D/A and A/D components, too. In such cases, the exogenous
signal and/or the error to be kept down might also include
discrete components. Below, we present two examples of this
situation with the aim to highlight connections between our
approach and some related results in the literature.
Example 3.2: Following [22], let be the hold
with
and take the ideal sampler . In fact, the precise shape of
on and is not important, but their sym-
metry that they add up to 1 for all intersample time,
(12)
is. The cascade is then the discrete FIR system with the
transfer function . In [22, p. 1095] it is claimed that
then no hold exists that reconstructs the input to the sampler
error free, because some inverse needed in the process is not
defined. That implication is not correct. The normal equation is
singular but not unsolvable. To see this, note that (8) in lifted
frequency domain reads
(13)
and indeed is a zero of the right-most term and so
that term has no stable inverse. These zeros, however, cancel
against zeros of , which can be seen via its kernel
Therefore, the hold with the kernel
solves (13). This defines an FIR system, reminiscent of the pre-
dictive first-order hold [1, Example 3.3]. In hindsight it is easy
to see that this hold is optimal, and in fact it is error free (i.e.,
).
Crucial in the derivation is the symmetry (12). If this sym-
metry is absent then the unit circle zeros of reappear
in the (unique) solution of (13) as poles, rendering it unstable.
Fig. 3. Reconstruction setup for Example 3.3.
Yet even in this case one can approach the perfect reconstruc-
tion arbitrarily close by a stable .
For LCTI signal generators and the ideal sampler,
the conclusions are very similar and this, once again, is best seen
from its classic Fourier transform: while the explicit formula (9)
requires to be stably invertible, for the normal
equations to hold for some stable hold we merely need that its
Fourier transform
determines a stable system. Evidently, we have
for every and so stability of the hold is, for instance, ensured
if is bounded for some [1, §VI-A]. Note
that is stable and stably invertible iff
for some and all
.
Example 3.3: The configuration in Fig. 3 corresponds to a
particular case of the optimization-based approach proposed in
[23] (see also [19, Eqn. (12)] for the noise-free case). The goal is
to reconstruct an analog signal from measurements of its sam-
pled version corrupted by a discrete noise . This is done via
choosing the hold that minimizes . This cost
penalizes both the deviation of the sampled version of from
the measurement (data term) and the weighted reconstruction
itself (regularization term), where the “amount of regularization
imposed on the reconstruction” is controlled by the parameter
and the dynamic weight is designated to determine the
level of smoothness of . To minimize the -norm of the error
system,
we may use Proposition 2.1, which yields the following normal
equation (providing is nonsingular):
(15)
Remarkably, (15) is independent of and , i.e., of properties
of and . This appears to be the rationale behind the choice
rather than the seemingly more natural .
Assuming that is stably invertible,2 (15) rewrites as
, where . This leads to
As (see [19]), this recovers (9) with .
For nonzero we can end up with this reconstructor with our
2Otherwise, the arguments of the proof of Theorem 3.3 may be used.
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setup in Fig. 1 by adding a discrete white noise of variance
between and , see [12, Thm. 1].
We thus see that there might be a number of approaches, viz.
optimization criteria, enabling us to end up with the very same
solution. An interesting question is now to compare these ap-
proaches. This may be a right place to reemphasize our state-
ment from [1, Remark 2.2] that we consider the optimization as
merely a design tool. We therefore believe that a fair compar-
ison between our formulation and those of [19], [23] should be
drawn from the transparency of the design steps and tuning the
weighting functions and from the extensibility of the method.
These issues deserve an in-depth analysis, which goes beyond
the scope of this paper.
IV. RANK THEOREM
Samplers, by their very nature, reduce continuous-time sig-
nals to discrete-time signals. Clearly then sampling normally
brings about a loss of information. Dually, the output of a hold
is continuous time, but as the hold is shift-invariant and driven
by a discrete signal, the richness of the set of its continuous-time
outputs is limited. Typically this set is nevertheless infinite di-
mensional and it is difficult to get a handle on the richness of
the set in time domain. In lifted frequency domain matters are
transparent and in fact one can fully characterize what it means
for an LDTI system to be a series interconnection of a sampler
and a hold.
First, recall that the series interconnection in lifted
frequency domain is an integral operator
(16)
whose kernel can be expressed in terms of its sampling and hold
functions as
(17)
see Appendix for a derivation. At each the range of the integral
operator (16) is contained in the subspace spanned by .
If the input of the hold is a channel with elements then the
dimension of this subspace is (at most). The ramification of
this observation is:
Theorem 4.1 (Rank Theorem): Let and suppose
that its frequency response kernel is piecewise
continuous. Then is an HSP iff there is such that
. In this case
for any HSP implementation of , and HSP-implementations
of exist for which .
Proof: See Appendix.
The assumption on piecewise continuity of the kernel avoids
issues with Lebesgue measure but other than that it is not essen-
tial to the result. It is because of this Rank Theorem that of all
representations of systems, the lifted frequency response is the
most useful one, at least for the design problems considered in
the remainder of this paper.
V. SINGULAR VALUES AND OPTIMAL HSP
Having characterized HSPs as having a uniform finite rank
frequency response at each , the design of HSPs amounts to
frequency-wise approximation of given operators by finite rank
operators. In the (finite-dimensional) matrix case this could be
done via the singular vale decomposition (SVD) machinery [24,
§2.5.5]. An extension of this to infinite-dimensional Hilbert
space operators is called the Schmidt decomposition. Omitting
some technical details, for which the reader may refer to [25,
Ch. VI] or [26, § A.4.2], a compact Hilbert space operator
admits a representation of the form
(18)
where real are nonnegative and and
are orthonormal bases in and , respectively.
The notation means for any input
of . The numbers and pairs are called the singular
values ( -numbers) and the Schmidt pairs of , respectively (the
Schmidt pairs may be thought of as counterparts of the singular
vectors in the matrix case).
We then have:
Theorem 5.1: Let and suppose that at almost every
the operator has SVD of the form
(18) for -dependent singular values and Schmidt pairs. Then if
the HSP satisfying
(19)
is well defined, it minimizes over
all HSPs of , attaining
. If has finite -norm, then
the HSP (19) minimizes as well, attaining
.
Proof: The and norms involve nonnegative inte-
grals over frequency , see [1, Eqns. (31) and (30)]. Therefore, if
minimizes the norms for every fixed frequency then
it is optimal. The rest is standard.
This theorem does not settle the potentially complicated
matter of existence of such SVDs and whether or not the
frequency-wise defined HSP (19) can be implemented. For
the applications that we have in mind, however, the SVD of
exists and is explicit and the pointwise HSP can be
implemented as convolutions.
Typically HSPs are not LCTI and it is not hard to formalize
that the subset of HSPs that are LCTI form a set of measure
zero. However if is LCTI then often the optimal finite-rank
approximation of is LCTI as well. This follows from
explicit representations in the next section but it can also be
understood from the fact that the and system norms are
invariant under continuous time shift:
Proposition 5.2: Given LCTI system , the minimizer
of or over noncausal LDTI HSPs
of given rank is LCTI if it is unique.
Proof: The and norms do not depend on shifts of
input and output: where
is delay operator . By continuous time-invariance
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of the hence is optimal iff is optimal for
all .
Subsequently, we shall also need the following result:
Corollary 5.3: Let be as in Theorem 5.1. Then the rank-
with the frequency response satisfying
minimizes both and (pro-
vided ) with respect to stable rank- HSPs, attaining
the same norms as in Theorem 5.1.
Proof: Then equals (19).
VI. SVD OF LCTI SYSTEMS—FREQUENCY FOLDING
LCTI systems have an explicit fixed frequency SVD. This is
very similar to what [27, p. 1770] derived in discrete time and
for spectral densities. We need it for signal generators:
Proposition 6.1: Let . Then exists for
almost every and has SVD
(20)
in which
(21)
is the standard orthonormal basis of and .
The singular values in this case are well defined at almost every
and equal , , modulo ordering.
Proof: By [1, (17b)] we have that the kernel of
equals
(22)
so its frequency response, mapping to , reads
Since the functions are orthonormal in , the absolute values
are the singular values (modulo order). The fact that
implies the existence of singular values and, by
Plancherel, that has finite Hilbert-Schmidt norm almost
everywhere.
This establishes that the singular values of are actu-
ally the magnitudes of the continuous-time frequency response
at all its aliased frequencies . This can be visualized by
folding the magnitude plot of , see Fig. 4. Folding reduces
the infinite frequency bands to the finite baseband and
we end up with a zig-zag plot that at each
captures its countably many singular values . Fre-
quency folding is well known in the literature as a way to explain
Fig. 4. Frequency folding for LCTI systems: at each         the  
has countably many singular values     , modulo ordering.
aliasing or to visualize the sampled spectrum [10, §6.1]. In the
lifting approach we do not add up the —which would
result in the sampled spectrum and thus loose intersample in-
formation—but keep them as separate entities.
Example 6.1 (WKS-Block): Consider the HSP of Fig. 5. It
comprises the sinc sampler
(23)
(presented in the figure as the cascade of the ideal lowpass filter
and ) and the sinc-hold
(24)
Here is the projection of into the space of -ban-
dlimited signals. It follows from the Sampling Theorem that
and, moreover, if itself is -bandlimited, that we
have perfect reconstruction, . We call this system the
Whittaker-Kotel’nikov-Shannon (WKS) block, and denote it as
. According to (17) and [1, Examples 4.5 and 4.6], the
frequency response kernel of is
. Note that this
kernel has a Toeplitz structure. Together with the discrete-time
invariance of , this implies that is actually LCTI.
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Fig. 5. WKS hybrid signal processor.
This may appear remarkable, taking into account that generi-
cally HSPs are LDTI and typically not LCTI.
Alternatively, since the WKS-block is LCTI with the real
frequency response we have, ac-
cording to Proposition 6.1, that and that
its frequency response kernel is
. Indeed.
VII. SINGLE-CHANNEL OPTIMAL SR
We are now in a position to formulate and solve a number of
Type-IV signal reconstruction problems, i.e., problems where
both sampler and hold are available for design.
In this section we return to the case that . The error
system we write as , where
. We further restrict attention to single channel
HSPs. Single-channel refers to the case that the sampled signal
is scalar, i.e., that we have only one sensor. The rank theorem
thus states that for any such
HSP. This clearly implies that the best we can do with our HSP is
to match the directions and norm (Schmidt pair) corresponding
to the largest singular value of at each frequency and
have a unit gain there. To simplify the outline, we assume that
: is baseband dominant
(see Definition 3.1). says that at each the largest
singular value of is attained in the baseband. By Corol-
lary 5.3 and Proposition 6.1, the optimal rank-one has
the kernel
meaning that the optimal HSP is actually . Thus, we just
proved the following result:
Theorem 7.1: Suppose is LCTI and that it sat-
isfies . Then the WKS block considered in Example
6.1 is the HSP that minimizes both and norms of , and
the optimal performance indices are
(25)
in the case, and
(26)
in the case.
This result is not new for the -norm. It was derived earlier
in [27] using similar methods, but then for the discrete time case.
An elegant and entirely different derivation can be found in [15,
p. 3593], again for the norm. Computation of the norm
(25) can be done without gridding [28].
If is strict baseband dominant then the optimal HSP is
unique. Theorem 7.1 establishes that sinc-sampler (23) and sinc-
hold (24) are optimal from both and points of view. In-
terestingly, neither the optimal sampler nor the optimal hold de-
pends on as long as is baseband dominant. Clearly under
the baseband dominance assumption the norm of the reconstruc-
tion error is zero iff almost everywhere outside the
baseband . This is the classic Sampling Theorem.
If is not baseband-dominant, then the optimal
should account for frequency band(s) in which the frequency
response gain of is dominant. In this case, the optimal sam-
pler comprises the ideal sampler and an ideal passband filter.
The frequency pattern of the latter might be rather complicated.
Also, the perfect reconstruction conditions will be different in
this case. The sampled signal need no longer have zero fre-
quency content outside the baseband. Rather, we should require
that for at most one (which is not necessarily
). The optimal is nonetheless selfadjoint, consistent
and LCTI and its classic Fourier transform is piecewise constant
having value 0 or 1, a so called brickwall filter [27].
Remark 7.1: It is straightforward to extend these ideas to
multi-input-multi-output (MIMO) systems . In such cases,
is a matrix and, for every , has a finite number of
singular values , , with respect to the standard Eu-
clidean norm. Thus, at each we end up with doubly in-
dexed singular values, but the task of the HSP remains the same:
to delete the largest singular value. The optimal HSP is again a
(modulated) WKS-block, but then pre- and post processed by
MIMO LCTI systems that select, so the say, the direction of the
largest singular value of .
A. Fundamental Limit for Error-Free Reconstruction
The optimal mapping selects frequency bands where
is maximal and with that in mind one can obtain the
upper bound and that the upper bound
is tight (in a ratio sense) if [28]. By orthogonality we
also have the upper bound . The two upper
bounds meet at
which has an interesting property:
Proposition 7.2: Whatever is, error free reconstruction is
impossible for .
This follows from the lower bound on the error recon-
struction,
. Stated differently, the
“signal-to-error ratio” (SER) is bounded from above by
Also the norm gives rise to limitations on perfect recon-
struction. In fact, for certain values of the norm may not
be reducible at all if is not monotonically decaying.
Indeed, suppose that the peak value of is attained at
some frequency, called resonance frequency,
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Fig. 6. Sampling at       .
Fig. 7. Optimal     (left) and     (right) as a function of .
Suppose further that we sample at an integer fraction of the res-
onance frequency, i.e., at , for some Then
folding of shows that there are at least two singular
values equal to at either or , see Fig. 6.
Since a single channel hybrid signal processor can cancel only
one singular value, the largest singular value can not be reduced
at all in this case and therefore we have:
Proposition 7.3: If is continuous and then
sampling with is futile: is the
best we can do and is an -optimal solution.
Example 7.1 (Resonance Peaks): Consider the second order
LCTI system with resonance peak near ,
Because of the peak, the reconstruction errors norms and
need not be monotonous in the sampling period , and
indeed they are not: Fig. 7 shows the numerically computed
and as a function of . The reconstruction error
norms converges to zero as and converge to and
respectively as . In this example the fundamental
time limit is
exactly. As predicted, the norm can not be reduced if
, that is, if . As Fig. 7 suggests
also the norm is close to a local maximum at these values.
This can be interpreted as being close to pathological sampling
(see next subsection).
B. Unstable Signal Generators and Pathological Sampling
To avoid technicalities it was assumed so far that the signal
generator is stable. But it is tempting to consider unstable
signal generators as well. Bypassing the mathematical difficul-
ties (this will be fixed later), suppose that has several
imaginary poles. Clearly after folding we end up with a two or
more infinite singular values (poles) at some iff
Fig. 8. Two-channel SR setup (Section VIII).
and certain . This situation is known as pathological sam-
pling and it is the case when controllability and/or observability
may be lost after standard discretization of a system in state
space [29]. Since an HSP can delete only one singular value per
discrete frequency, one expects that no HSP can achieve a finite
norm if we have pathological sampling. If, on the other hand, no
such , , and exist then no two poles overlap after folding,
and then an HSP can be found that deletes all infinite singular
values (poles), rendering the error system stable. This is indeed
the case. For technical reasons we formulate the result for ra-
tional only:
Proposition 7.4: Suppose is rational and strictly
proper, but possibly with imaginary poles. Then a single
channel HSP exists that renders stable iff
is not pathological with respect to . In that case any
brick-wall filter that at each cancels the largest
singular value of (and leaves the other sin-
gular values unaffected) is an optimal rank-1 HSP.
Proof: See Appendix.
In particular, for the integrators the WKS-
block once again is optimal under all (no pathological
sampling in this case).
VIII. MULTICHANNEL SR, SHANNON EXTENSION
Next we consider the setup depicted in Fig. 8. It is the case
where we have two channels, i.e., two samplers and two holds.
The HSP in this case has the form
for some scalar HSPs and . This leads to the fol-
lowing rank constraint: . As-
suming -baseband dominance of and following the ar-
guments of the previous section, we obtain the optimal HSP in
terms of its lifted frequency response kernel as
(27)
for (the negative part follows by symmetry using the as-
sumption that the system is real) and that the optimal and
performance indices are as in (25) and (26) with replaced by
. The optimal HSP is again LCTI and its frequency response
is .
Expression (27) does not determine optimal and
unambiguously. In fact, there is an infinite number of
possible combinations in this case. Yet it is clear that we have
perfect reconstruction iff we sample at half the Nyquist rate or
faster, i.e., iff is zero outside (given the
assumed -baseband dominance). In other words there are
two scalar HSPs that, combined, can perfectly reconstruct any
-bandlimited signal if and only if .
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Fig. 9. Alternative implementation of a two-channel HSP.
The optimal kernel (27) naturally splits into two channels by
decomposing it as
(28)
with hold and sampling functions defined as
This corresponds to one channel being the standard
WKS-block and the other channel —its modulated ver-
sion. Many other splittings exist. In fact, (28) holds true for
(29)
(30)
for any 2 2 discrete system that is bistable (stable and
having stable inverse). This way the two channels could be time
varying (as continuous time systems) while we know that their
sum is LCTI. An interesting and still rather general splitting is
depicted in Fig. 9. Here the signal is first given to the ideal
lowpass filter with the cut-off frequency . With this
choice, we do not need to prefilter measurements if they are
already -bandlimited. The outcome is then fed to two dif-
ferent LCTI filters and followed by ideal samplers and
then two holds. This corresponds to the case that
(31)
if (see Appendix for a derivation).
Example 8.1 (Samples With Derivatives): If is the identity
and the differentiator we get a mixing matrix
This matrix has constant nonzero determinant . The
hold functions (29) now become (for )
Fig. 10. Optimal hold functions for       (Example 8.2).
The inverse Fourier transformation subsequently yields (see [1,
Example 4.2] for ) the two hold functions
and we get the well known reconstruction formula
provided is -bandlimited.
For two channels the mixing matrix is 2 2. It is
straightforward to extend the ideas to more than two chan-
nels. For instance when derivative samples, for
, are available etcetera. The formulae are
unwieldy though.
For recurring non-uniform sampling the method recovers
Yen’s original work [8]. In this case the formulae are manage-
able for any :
Example 8.2 (Recurring Non-Uniform Sampling): If is
the identity and the -delay operator then
the mixing matrix (31) becomes the Vandermonde matrix
It is invertible iff the delay is not a multiple of the sampling
period , in which case
Direct inverse Fourier transformation of (29) now yields the op-
timal hold functions
see Fig. 10. This is the unique3 -bandlimited signal
that is 1 at and is 0 at both all other sampling instances,
, , and delayed sampling instances , . By
symmetry has comparable interpolation
properties, see Fig. 10.
If instead of 2 we have samples every at
, , then the
optimal hold functions are [8]
Indeed, they satisfy the interpolation conditions and are
-bandlimited by the fact that they are products of
3Since     for any   that is   -bandlimited, we have that  
when restricted to   -bandlimited signals. Suppose  and  are two   -ban-
dlimited signals with the same samples, then        i.e., then
they are the same.
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-bandlimited signals, and thus they are the solutions we seek
(provided is -band dominant).
Besides [8], the results in this section bears close resemblance
with the generalized sampling theorems of [9], with the dif-
ference that [9] assumes from the outset that the signal is suf-
ficiently bandlimited. Paper [30] treats the same problem but
then aims at consistent rather than norm-optimal HSPs. This,
however, is closely related to norm-optimality because consis-
tency is an interpolation condition and in Footnote 3 we saw
that norm-optimality under certain assumptions is equivalent to
an interpolation condition.
IX. DOWNSAMPLING
Consider again the case , but now assume that the
generator of is itself an HSP,
(32)
with a sampling period different from . To maintain -peri-
odicity we assume that this sampling period is an integer frac-
tion of ,
The problem is to find a single channel with sam-
pling period that minimizes the or norm of the
error system . In the present context this is an example
of downsampling by a factor . System (32) has kernel
and it can be seen as
the superposition of advanced-delayed -periodic systems,
.
It has frequency response kernel
Using the Key Lifting Formula for the sampling function
shows that
Since is not LCTI it is not immediate what the fixed-fre-
quency SVD (Proposition 6.1) is, but for certain examples of
it can be done:
Example 9.1 (Downsampling by Factor 2): Let and
, where the ideal sampler and the zero-
order hold have the sampling period and is the
ideal lowpass filter with bandwidth . By the bandlimitness
of the prefilter we have, for ,
(33)
The two shifted hold functions and
have non-overlapping support and therefore are orthogonal (and
with the same -norm of ), making the defined
above orthogonal at each and . Equa-
tion (33) at each is therefore an SVD with singular values
. By Corollary 5.3, the optimal HSP
should cancel the largest singular value. If is baseband dom-
inant then according to this corollary
with the dependent first column of normalized to
have -norm 1. That is, its kernel is with
optimal hold and sampler equal to the inverse Fourier transform
of the first column of (scaled by for orthonormality),
The optimal HSP is . In the somewhat special case
that is passband dominant in the sense that the second band
is dominant, that is, , , then
we should select the second column of , rendering the optimal
hold/sampler equal to
The hold function is unique (modulo frequency dependent
scaling that could be absorbed into the sampler or discrete
filter) but the sampler is not unique in this case because the
signal generator is singular. Neither nor the optimal HSP is
LCTI.
X. SR WITH NOISY MEASUREMENTS
In this final section we consider the case where the signal
available for sampling is corrupted by colored noise. This very
common situation can be modeled as in Fig. 11 where is the
colored noise which is seen as the output of a system driven
by white noise , assumed to be independent of which
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Fig. 11. Setup for SR with noisy measurements (Section X).
drives the system that generates the signal that we aim to
reconstruct. This is a special case of the setup in Fig. 1 for
The signal generators and are assumed to be real LCTI
systems satisfying
: for all .
This assumption guarantees that the optimization problems are
non-singular.
The requirement that is an HSP can be viewed as a
structural constraint imposed on the reconstructor (estimator).
This suggests that the problem can be addressed via the solu-
tion of the unconstrained problems, where the or norms
of the error system are minimized by an analog filter (not
necessarily an HSP). We thus start with the latter problem, fol-
lowing the ideas of [14].
First, recall that the -norm of , , is the square root
of the (operator) trace of and the -norm of the error
system iff , [14]. This is to say that the
system plays a central role in both optimization problems.
Now,
(34)
where is invertible by and, in fact,
is then well defined and stable. Also,
As no causality constraints are imposed, it is readily seen [14]
that the optimal solution in both and cases is
(in the case it might be non-unique). This is the classical
LCTI Wiener filter. It is not necessarily an HSP and in fact it
generally is not an HSP, and as such is not the solution
we seek.
Important is that (34) can be used to reduce the original
signal reconstruction problem to a simpler problem, similar to
the noise-free problem studied in Section VII. This reduction,
however, is different in the and cases.
A. Optimization
Because of the linearity of the operator trace, (34) gives that
(35)
Hence, the signal reconstruction problem is equivalent to the
problem of
(36)
which is a one-block problem. In the noise-free setting, the sys-
tems and should be replaced with and , respec-
tively. The presence of and does not lead to any
conceptual difference though. By the invertibility of , the
series interconnection is a rank-1 HSP iff is. Now, the
optimal rank-1 approximation of an LCTI system is it-
self LCTI and therefore the optimal rank-1
is LCTI as well. To circumvent exotic HSPs we again assume
baseband dominance:
: is baseband domi-
nant.
The singular values of at each can be expressed as
where
(37)
can be interpreted as the signal-to-noise ratio spectrum.
Given , the that minimizes (36) equals
in the baseband and is zero elsewhere. The
optimal therefore is the LCTI system
that is zero outside the baseband, and in the baseband equals
. In the base-
band the optimal acts as the classic Wiener filter making
the error equal to , and outside the
baseband it does nothing. Therefore:
Theorem 10.1: Let and be real stable LCTI systems
and suppose assumptions hold. Then the HSP depicted in
Fig. 12(a) minimizes the norm of and attains the optimal
performance
where and is defined by
(37). All components are stable and the overall HSP is LCTI.
The optimal reconstructor is very similar to the WKS-block
with the sole difference that the analog Wiener filter prepro-
cesses the measurement. The frequency response of is
real valued for all frequencies, so it is noncausal (unless it is
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Fig. 12. The optimal HSP for SR with noisy measurements. (a) Configuration with analog Wiener filter   ; (b) Configuration with discrete filter,     
 .
static, which happens if is scalar multiple of ). An alterna-
tive form of the optimal HSP is presented in Fig. 12(b), in which
the Wiener filter is, in a sense, converted to the discrete filter
with the frequency response . This filter
is also generically noncausal. Moreover, it is normally not a ra-
tional function of even if the analog Wiener filter is rational.
Hence, unless is static, it is infinite dimensional.
B. Optimization
The situation here is more complicated than in the case.
Clearly from (34) we have that iff
(38)
This requires that , where
is the optimal performance achievable with .
If , the system is stably invertible and
then there is an HSP guaranteeing that iff
(39)
for some . The system in (39) is of the one-block type
and, similarly to the case, is a rank-1 HSP iff is
and by the fact that optimal rank-1 can be taken LCTI also
can be taken LCTI. Now if
we were to cancel the singular value in the base-
band then this would result in in
and zero elsewhere. This is exactly the same HSP as
in the case. This choice of achieves if
and only if . At first sight, this condition
appears hard to check. There, however, holds:
Lemma 10.2: Let . Then at each we have
.
Proof: iff (38) holds for at the
given frequency, which in turn is equivalent to ,
but for .
This property allows to bypass baseband dominance of
(which is rather involved as depends on ). Sufficient is to
assume baseband dominance of . Thus, we have:
Theorem 10.3: Suppose assumptions ,2 are satisfied. Then
the optimal HSP is the same as that of Theorem 10.1 and
is the optimal performance level.
Proof: Let be the minimal achievable norm of
by rank-1 . Assume first that .
Then for at most one of the aliased
frequencies , which by Lemma 10.2 is equivalent to
(for the same one ). By the baseband dom-
inance of , this must be . I.e., the baseband has to be
removed, leaving in the baseband and
elsewhere. The formula for follows on
noting that .
If then for any by the
above argument the given achieves . I.e., then
for any inequality (38) is satisfied for .
Since is independent of , the inequality (38) then holds
for as well.
Both and equivalent one-block problems (36) and
(39), respectively, can be interpreted as (weighted) approxima-
tions of the analog optimal reconstructor by . In
other words, the choice of “good” HSPs can be viewed as an
attempt to imitate their analog counterparts. This interpretation
repeats the main point of [31, Sec. 6] made in the context of the
sampled-data feedback control with causal controllers.
Remark 10.1: The optimal performance indices in Theorems
10.1 and 10.3 have two components representing two extreme
situations. The first of these components reflects the contribu-
tion of the baseband, , and is a size of in this frequency
range. The frequency response of is actually the spectrum
of the estimation error under the optimal analog reconstruction.
Thus, the baseband contributes, in a sense, by the optimal analog
performance. The second component of the optimal indices re-
flects the contribution of the high-frequency range, ,
and is a size of . Thus, high frequency components contribute
by the estimator-free performance. Thus, in the sampled-
data reconstructor recovers the analog performance, whereas in
it does nothing.
Remark 10.2: In the case, Theorem 10.1 requires that
the function is baseband-dominant.
If is baseband-dominant, this requirement is clearly
guaranteed if the signal-to-noise ratio is a non-increasing
function of , which is a reasonable assumption in many appli-
cations. The dominance requirement might fail if
increases faster than decreases. This, in turn, is pos-
sible if the signal-to-noise ratio increases considerably faster
then the spectrum of decays. Spectral properties of do not
affect the baseband-dominance in the case.
XI. CONCLUDING REMARKS
The main message of this part is that the system-theoretic ap-
proach—the use of systems as signal generators to account for
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available information and system norms as performance mea-
sures—facilitates a unified treatment of a wide spectrum of sam-
pling and reconstruction problems. We have considered the de-
sign of and optimal acquisition and/or interpolation de-
vices when no causality constraints are imposed on them. Re-
markably, this single approach recovers many known HSPs de-
rived hitherto by different methods. For example, when sam-
pling circuits are fixed (Type III problems), certain choices of
signal generators produce conventional cardinal polynomial or
exponential splines as the optimal reconstructors. Another ex-
ample is the recovery of the classical Sampling Theorem and
its modifications (samples with derivatives, recurring non-uni-
form sampling) when both sampling and reconstruction devices
are design parameters (Type IV problems) under different as-
sumptions about the sampling process. We believe that the ca-
pability to reproduce known results as special cases of a general
framework is an important property, offering an additional in-
sight into both existing and the proposed approaches. The pre-
sented proofs of the continuous-time invariance of certain op-
timal HSPs and the necessity of a bandllimited assumption in
multi-channel sampling attest to it. At the same time, we have
shown that the approach can produce new solutions and inter-
pretations, like the interplay between and norms, leading
to limitations on error free reconstruction, and optimal down-
sampling and a version of the Sampling Theorem for recon-
structing signals from noisy measurements. Many more exten-
sions can be added to this list. One of them—imposing causality
constraints on the design of -optimal reconstructors—is re-
ported in [18, Part III].
APPENDIX
Proof of Proposition 2.2: This is a known result, often called
the Parrott lower bound, see [32], [33]. The idea is to transform
the operator whose norm we want to minimize into one of
the form
with fixed operators and our free parameter (sampler).
Parrott [32] showed that then its norm is bounded from
below by
and that equality can be achieved [33]. To simplify the exposi-
tion, we assume that and . Then
is co-inner, meaning that
Therefore and
(40)
have the same norm. Notice that the second block here does
not depend on . Similarly is inner and therefore (40)
in turn has the same norm as
Now, only the upper left block depends on and it can be as-
signed any operator that we like and therefore Parrott’s theorem
applies. It is readily seen that
and
The formula for the optimal is very involved [33]. Yet if is
stably invertible, then (3) achieves the lower bound (5).
Proof of Theorem 3.3: For the Fourier trans-
form (11) becomes
Since this Fourier transform equals
(41)
for . Now, is the Fourier trans-
form of the zero degree -spline (not centered around zero) and
so corresponds to the degree -spline. The numer-
ator in (41) is the result of passing through a stable discrete
filter that makes , see [7, § V.B]. So is the car-
dinal polynomial spline of degree .
Proof of Equation (17): According to [1, Eqn. (7)], the kernel
of the continuous-time mapping is
. Therefore the kernel of the
transfer function is
This completes the proof.
Proof of Theorem 4.1 (Rank Theorem): The if part is trivial.
Now the only-if part. If , then by Parseval we have
that . Hence for
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almost all (for all except possibly on a set of zero measure).
By the definition of the Hilbert-Schmidt norm then,
(42)
for almost all . For any of those the mapping
is readily seen to be a bounded
mapping from to and therefore is a compact operator and so
has an SVD with countably many singular values (at most in
fact) [26, A.3.24 and A.4.23], that is, has a representation of the
form where the inner product is that of
(all s and s still depend on ). The kernel of this mapping
hence is
.
.
.
Having finite norm (42) both parts and have finite
norm—which by scaling may be taken to be the same—al-
most everywhere and then have well defined inverse Fourier
transforms in . The assumption of continuity on some
finite partition is sufficient to guarantee that the factors are
Lebesgue integrable.
Proof of Proposition 7.4 (Pathological Sampling): Define
as the magnitude of upto at most , i.e.,
. This is stable and, for every
frequency that is not a pole of , it converges
pointwise to as . Therefore in the case of patho-
logical sampling two or more singular values of
converge to for some . So then (given the rationality of )
the error norm for the stabilized generator
converges to as . Now, since
we necessarily have that for any (LCTI
or LDTI), which is what we had to prove.
If we have no pathological sampling, then is
well defined (frequency-wise, and by rationality). We claim that
then , so that is optimal
for . Indeed, if , then by
continuity in also for some
small enough . This contradicts the optimality of .
Mixing Matrices (Eqn. (31)): We prove that (31) is the
mixing matrix for the scheme of Fig. 9. The mapping from
to is a sampler where the ideal lowpass
filter has cut off frequency . The sampling function of
this sampler is the impulse response of . Its frequency
response according to the Key Lifting Formula [1, Eq. (17b)] is
, which for and
by the bandlimitness of the ideal low-pass filter becomes
For the lower loop, the has to be replaced with .
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