I. INTRODUCTION
Multiple input multiple output (MIMO) techniques have been incorporated in all specifications of the recently developed wireless communications systems, including Long Term Evolution (LTE) and Worldwide Inter-operability for Microwave Access (WiMAX) technologies. MIMO schemes include Alamouti's space-time coding [4] , spatial multiplexing and a few transmit beam-forming methods.
Multiple antennas are employed on both sides of the communications channel in most MIMO systems. In time division duplex (TDD), the same frequency band is used by both sides and the same antennas are used for transmission and reception. Thus, the channel matrix can be estimated by each side based on the reception of a known waveform. However, due to cost considerations, early generations of WiMAX and LTE restrict the mobile station (MS) to one transmit antenna although two or more antennas are used for reception. Thus, the transmission from the MS can be used to estimate the channel between one of the MS antennas and all the base station (BS) antennas. The channel between the BS antennas and the other receive antennas of the MS is not known to the BS. In LTE-Advanced, which is an evolution of LTE and projected to become a widely popular 4G technology, the MS is endowed with up to 8 antennas, whereas only up to 4 may be used for transmission. As a result, transmit beamforming schemes, which are employed by the BS, are limited to partial channel knowledge. This problem can be solved by allowing the MS to report its channel estimates to the BS [5] . However, this closed loop scheme requires a rather complex receiver at the MS.
Communications that use partial state information have been thoroughly analyzed in the literature. The performance of various scalar and vector quantizers have been discussed in [6] . It is shown that a few feedback bits provide performance which is similar to that of beamforming with perfect channel knowledge. Limited feedback and quantized codebook are discussed in [7] . It is shown that the desired codebooks depend on the number of transmit antennas (but not on the number of receive antennas) and on the number of code words. It is also shown that a sufficient condition for full diversity is a codebook cardinality not less than the number of transmit antennas. The relation between the signal to noise ratio (SNR) and the amount of the required feedback, for the case of MIMO broadcast channels, is analyzed in [8] . It is shown that for zero forcing precoding to achieve full multiplexing gain, the required number of feedback bits per user increases linearly with the SNR. As the SNR increases, multi-user interference becomes more dominant and more feedback bits are required to achieve the multiplexing gain. The conditions for optimal beamforming for two cases of partial channel feedback, the first in which the covariance of the channel is fed back, and the second in which the mean channel is fed back, are discussed in [9] , where the analytic derived conditions maximize the average throughput. More analysis of feedback methods and their impact have been thoroughly studied in [10] , [11] .
Optimal eigenbeamforming with water-filling, when only the channel correlations are known, are derived in [3] . The optimal transmitter is shown to be an eigen-beamformer with multiple beams pointing to orthogonal directions along the eigenvectors of the channels correlation matrix, with proper loading. An analysis of the performance of MIMO-MRC in correlated fading is given in [14] . It is shown that the spatial correlation reduces the array gain but does not change the diversity order. The performance of MIMO-MRC in correlated Rayleigh fading is analyzed in [16] , where it is shown that channel correlation can increase or decrease the performance, depending on the signal to noise ratio.
The partial knowledge, analyzed in this letter, is different from the partial state information considered so far. We assume here that only part of the channel matrix is perfectly known while the other part is unknown. Specifically, we assume a channel submatrix is perfectly known whereas the rest of the channel matrix is unknown. Our goal is to analyze practical transmission schemes using partial channel knowledge. The analysis in this letter extends the results obtained in [1] .
The paper has the following structure: In Section II, we describe a transmission scheme in which the same waveform is transmitted by all the antennas. In Section III we derive the optimal precoder for this case, and discuss the interesting cases of full channel knowledge and uncorrelated channels. In Section IV we evaluate the symbol error probability, the diversity order and the array gain of this scheme when using the optimal precoder. Simulation results are presented in Section V.
II. PROBLEM FORMULATION
Assume a BS is equipped with M antennas and a MS is equipped with N antennas. Of the N MS antennas, P antennas are used for transmission and reception while all other N − P antennas are used for reception only. This mode is typical in 4G networks such as LTE [12] , WiMAX [13] and LTE-Advanced. Let us denote the N × M channel matrix H = [h i,j ], where h i,j is channel between the i-th MS antenna and the j-th BS antenna, i ∈ {0, 1, . . . , N − 1}, j ∈ {0, 1, . . . , M − 1}. The MS transmits a known sequence (sometimes called Uplink Sounding), which will be used at the BS to estimate the channel by assuming channel reciprocity. This pertains mostly to TDD systems. Since only P antennas are used in the MS for transmission, the sounding signal will be transmitted from these P antennas only. We use [·] * to denote conjugate transpose. We analyze a scheme in which a single stream transmission, which utilizes beamforming with all the M antennas at the BS and maximal ratio combining (MRC) at the MS receiver, is used. The received vector at the N receiver antennas is given by
where s is the complex valued signal, w is the precoding vector, n is a zero mean circularly symmetric complex Gaussian vector with covariance equal to the identity N × N matrix and ρ 2 is the noise Variance. The vector a represents the effect of the beamforming and the channel on the signal and its entries can be derived from Eq. (1).
Here we encounter a unique scenario where we have perfect knowledge of the first P rows of the instantaneous realization of the H matrix, where only the statistical model for the other N − P rows is known. Accordingly, we divide H into H P which contains the first known P rows of H, and into H N , which contains the last N − P unknown rows of H,
experiences receive correlation such that h i , the i-th column of H, satisfies h i ∼ CN(0, C R ), and E h i h * j = 0 ∀i = j, which corresponds to sufficiently separated transmit antennas (e.g. cellular BS or BSs) and co-located receive antennas (e.g. cellular MS). In order to simplify derivations, we define h P i as the i-th column of H P , and h N i as the i-th column of H N . We decompose the unknown matrix H N into its expected value given H P and an independent component V . Since the columns of H N and H P are jointly Gaussian, the expected value of H N given H P is a linear transformation of H P . This way H N is written in the following manner:
where each column v i of the matrix V is distributed with v i ∼ CN (0, C V ), and v i and h P i are independent. The receive correlation matrix
, which is independent of i, is partitioned in the following manner,
where
* , and
The matrices G and C V can be derived as a function of C R . In order to derive the matrix G, we write
hence
Likewise, in order to derive the matrix C V we write
The analysis in the sequel is done under the assumptions that different channels experience receiver correlated Rayleigh fading and quadrature phase shift keying (QPSK) modulation is used by the BS. The shift in performance resulting from the choice of a different modulation, such as 16QAM, is easily computed using the corresponding minimum distance within the constellation, known as d min .
III. OPTIMAL PRECODER DERIVATION
Our goal here is to find the optimal precoder w in the sense of the average post processing SNR at a receiver performing maximal ratio combining (averaging over H N ) conditioned on the known realization of H P . Concentrating on the numerator of the post-processing SNR, denoted γ, averaged over H N and given H P and w, we may write
Therefore the optimal precoder is the eigenvector corresponding to the largest eigenvalue of H * P (I +G * G)H P +tr(C V )I, and since the eigenvectors of H * P (I + G * G)H P + tr(C V )I are identical to the eigenvectors of H * P (I + G * G)H P , it follows that the optimal precoder in the sense of maximal average SNR is the eigenvector corresponding to the largest eigenvalue of H *
Let us look at two different scenarios:
• Full channel knowledge. In this case, H = H P , so G = 0, C V = 0 and the result simplifies to w * (H * H) w, as expected.
• Uncorrelated channels, therefore C R = I. In this case G = 0 and C V = I, and the result simplifies to w * (H * P H P + (N − P )I) w which is identical to the uncorrelated result we have derived earlier [1] .
IV. ERROR PROBABILITY DERIVATION FOR THE OPTIMAL PRECODER
As defined earlier, the optimal precoder is the principal eigenvector of H *
and using the derivation in Section III, it follows that
where λ is the largest eigenvalue of Y = H *
, where the elements of Ω are i.i.d. CN(0, 1), A * A = Q * (I + G * G) Q and Q * Q = C P P , the asymptotic pdf of λ is given by [14] 
In order to evaluate the error probability, we have to compute (using the Q-Function approximations in [15] and following the derivations in [1] )
so we have to integrate γ over the pdf of V and λ. We begin by integration over V . We note that V w may be rewritten as
The covariance of the vector v isC V , which is a block diagonal matrix with the matrix C V replicated along its diagonal. The integration over V in Eq. (12) is derived as
A detailed derivation of Eq. (14) is given in Appendix A. Using the result of Eq. (14), the error probability in Eq. (12) becomes
Using the pdf of the largest eigenvalue, given in Eq. (11), the error probability becomes
that the diversity order, defined as lim γ→∞ − log e Pr {error} log e γ , is MP +N −P . As expected, the diversity order is not affected by the correlation, and is identical to the diversity order of the uncorrelated case. The array gain, defined as the shift in symbol error rate as γ → ∞ is
where y = MP + N − P . As a sanity check, in the case of uncorrelated channels, G = 0, C V = I and Q * Q = I, so we end up with the result for the uncorrelated case [1] .
V. SIMULATION RESULTS
A comparison between the performances of this technique for M = 3 and N = 3 for the cases of partial channel knowledge P < N in Rayleigh fading channels with high correlation, as defined in the WiMAX Forum [2] , is given in Fig. 1 . Monte-Carlo simulations were carried out in order to compare with theoretical results. As seen, the theoretical and the simulation plots are closely matched at high SNR values, as expected with correlated channels. For full channel knowledge (P = N ), the theory and simulation plots converge at very high SNR. It is also seen that the diversity order and the array gain increase with P . For every increase of P by 1, the diversity order increases by M − 1 = 2. A comparison for the same values of M = 3 and N = 3 with medium correlation is given in Fig. 2 . As seen, the theoretical and the simulation plots are closely matched for all the values of P , again only at high SNR values. Similar to the case of high correlation, the diversity order and the array gain increase with P .
A comparison for the same values of M = 3 and N = 3 with low correlation is given in Fig. 3 . As seen, the theoretical and the simulation plots are nearly identical for P = 1, whereas the gap is approximately 0.5dB at SER=10 −7 for P = 2. Comparing the results with those of the medium correlation, the array gain is higher in the low correlation case, as expected. The diversity order, however, remains the same as in the case of high and medium correlation. 
VI. CONCLUSIONS
In this paper, we derived the optimal precoder for a MIMO scheme in which perfect knowledge of a channel submatrix exists at the transmitter, and the receive antennas experience correlated fading. Specifically, when the channel matrix is of size N × M , only P < N rows are known at the transmitter, and the receive correlation matrix is known as well. These cases are common in 4G systems such as WiMAX, LTE and LTE-Advanced. We then analyzed the performance of the system when this optimal precoder was used. The analytical results show that the diversity order it not affected by the introduction of correlation, as expected. Array gain, however, decreases as the correlation between antennas increases.
Comparing these results to the uncorrelated case [1] , it is evident that the gaps between full and partial channel knowledge in the correlated case are similar to the uncorrelated case, which means that even in presence of medium and high receive correlation, the additional antennas provide small gain, so practical communication systems may employ a small number of sounding transmitting antennas and yet benefit from most of the gain transmitter beamforming has to offer. 
