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In this paper we describe some recent works on quantitative unique continuation
for elliptic, parabolic and dispersive equations. We also discuss recent works on the
logarithmic convexity of Gaussian means of solutions to Schro¨dinger evolutions and
the connection with a well-known version of the uncertainty principle, due to Hardy.
The elliptic results are joint work with J. Bourgain [BK], while the remainder of
the works discussed here are joint works with L. Escauriaza, G. Ponce and L. Vega
([EKPV], [EKPV2], [EKPV3], [EKPV4], [EKPV5]). The paper is based on lectures
presented at WHAPDE 2008, Merida, Mexico. I am grateful to the organizers of
WHAPDE 2008 and to the participants in the workshop for the invitation and the
very friendly atmosphere of the workshop. For further references and background
on the problems discusses here, see [BK], [K], [K2], [EKPV], [EKPV2], [EKPV3],
[EKPV4], [EKPV5] and the references therein.
1. Some recent quantitative unique continuation theorems
Here I will discuss some quantitative unique continuation theorems for elliptic,
parabolic, and dispersive equations. I will start by describing the elliptic situation.
This arose as a key step in the work of [BK] which proved Anderson localization at
the bottom of the spectrum for the continuous Bernoulli model in higher dimensions,
a question originating in Anderson’s paper [A]. Briefly, this says the following:
consider a random Schro¨dinger operator on Rn, of the form Hǫ = −△+ Vǫ, where
Vǫ(x) =
∑
j∈Zn
ǫjφ(x− j), φ ∈ C∞0 (B(0, 1/10)), 0 ≤ φ ≤ 1
and ǫj ∈ {0, 1} are independent. It is not difficult to see that inf specHǫ = 0 a.s. .
In this context, Anderson localization means that for energies E near the bottom
of the spectrum (i.e. 0 < E < δ) Hǫ has pure point spectrum, with exponentially
decaying eigenfunctions, a.s. . When Vǫ has a continuous site distribution (ǫj ∈
[0, 1]) this has been understood for some time ([GMP] n = 1, [FS] n > 1). For the
Anderson-Bernoulli model this was known for n = 1 ([CKM]; [SVW]), but not in
higher dimensions. We now have:
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Theorem 1.1 ([BK]). There exists δ > 0 s.t. for 0 < E < δ, Hǫ displays Anderson
localization a.s., n ≥ 1.
In establishing this result we were lead to the following deterministic quantita-
tive unique continuation theorem: Suppose that u is a solution to △u+ V u = 0 in
Rn, where |V | ≤ 1, and |u| ≤ C0, u(0) = 1. For R large, define
M(R) = inf
|x0|=R
sup
B(x0,1)
|u(x)|.
Note that by unique continuation, supB(x0,1) |u(x)| > 0. How small can M(R) be?
Theorem 1.2 ([BK]).
M(R) ≥ C exp(−CR4/3 logR).
Remark 1.3. In order for our argument to give the desired application to Anderson
localization for the Bernoulli model, we would need an estimate of the formM(R) ≥
C exp(−CRβ), with β < 1+
√
3
2 ≈ 1.35. Note that 4/3 = 1.333 . . ..
As it turns out, this is a quantitative version of a conjecture of E.M. Landis.
He conjectured (late 60’s) that if △u+V u = 0 in Rn, where |V | ≤ 1, |u| ≤ C0, and
|u(x)| ≤ C exp(−C|x|1+), then u ≡ 0. This conjecture of Landis was disproved by
Meshkov ([M]), who constructed such a V , u 6≡ 0, with |u(x)| ≤ C exp(−C|x|4/3).
This example also shows the sharpness of our lower bound on M(R). One should
note however that in Meshkov’s example u, V are complex valued.
Our proof uses a rescaling procedure, combined with well-known Carleman
estimates.
Q:. Can 4/3 be improved to 1 in our lower bound for M(R) for real valued
u, V ?
Let us now turn our attention to parabolic equations. Thus, consider solutions
to
∂tu−△u+W (x, t) · ∇u+ V (x, t)u = 0
in Rn × (0, 1], with |W | ≤ N , |V | ≤ M . Then, as is well-known, the following
backward uniqueness result holds: If |u(x, t)| ≤ C0 and u(x, 1) ≡ 0, then u ≡ 0
(see [LO]). This result has been extended by Escauriaza-Seregin-Sˇvera´k ([ESSˇ])
who showed that it is enough to assume that u is a solution on Rn+ × (0, 1], where
Rn+ = {x = (x′, xn) : xn > 0}, without any assumption on u|∂Rn+×[0,1]. This was a
crucial ingredient in their proof that weak (Leray–Hopf) solutions of the Navier–
Stokes system in R3 × [0, 1), which have uniformly bounded L3x norm are regular
and unique. In 1974, Landis–Oleinik, [LO], in parallel to Landis’ conjecture for
elliptic equations mentioned earlier, formulated the following conjecture: Let u be
as in the backward uniqueness situation mentioned above. Assume that, instead of
u(x, 1) ≡ 0, we assume that |u(x, 1)| ≤ C exp(−C|x|2+ǫ), for some ǫ > 0. Is then
u ≡ 0? Clearly, the exponent 2 is optimal here.
Theorem 1.4 ([EKPV]). The Landis–Oleinik conjecture holds. More precisely, if
||u(·, 1)||L2(B(0,1)) ≥ δ, there exists R0 = R0(δ,M,N, n) > 0 s.t. for |y| ≥ R0, we
have
||u(·, 1)||L2(B(0,1)) ≥ C exp(−C|y|2 log |y|).
Moreover, an analogous result holds for u only defined in Rn+ × (0, 1].
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The proof of this result uses space-time rescalings and parabolic Carleman
estimates, in the spirit of the elliptic case. It holds for both real and complex
solutions. We hope that this result will prove useful in control theory.
We now turn our attention to dispersive equations. Ler us consider non-linear
Schro¨dinger equations of the form
i∂tu+△u+ F (u, u)u = 0, in Rn × [0, 1],
for suitable non-linearity F , and let us try to understand what (if any) is the
analog of the parabolic result we have just explained. The first obstacle is that the
Schro¨dinger equations are time reversible and so “backward” makes no sense here.
As is usual for uniqueness questions, we consider linear Schro¨dinger equations of
the form
i∂tu+△u+ V u = 0, in Rn × [0, 1],
and deal with suitable V (x, t) so that we can, in the end, set
V (x, t) = F (u(x, t), u(x, t)).
In order to motivate our work, I will first recall the following version of Heisenberg’s
uncertainty principle, due to Hardy, [SS]: if f : R → C, and we have f(x) =
O(e−πAx2) and fˆ(ξ) = O(e−πBξ2), A,B > 0, if A ·B > 1, then f ≡ 0. For instance,
if
|f(x)| ≤ Cǫ exp(−Cǫ|x|2+ǫ), |fˆ(ξ)| ≤ Cǫ exp(−Cǫ|ξ|2+ǫ),
then f ≡ 0. This can easily be translated into an equivalent formulation for solu-
tions to the free Schro¨dinger equation. For, if v solves
i∂tv + ∂
2
xv = 0 in R× [0, 1],
with v(x, 0) = v0(x), then
v(x, t) =
C√
t
∫
ei|x−y|/4tv0(y)dy,
so that
v(x, 1) = Cei|x|
2/4
∫
e−ixy/2ei|y|
2/4v0(y)dy.
If we then apply the corollary to Hardy’s uncertainty principle to f(y) = eiy
2/4v0(y),
we se that if
|v(x, 0)| ≤ Cǫ exp(−Cǫ|x|2+ǫ) and |v(x, 1)| ≤ Cǫ exp(−Cǫ|x|2+ǫ),
we must have v ≡ 0. Thus, for time-reversible equations, the analog of backward
uniqueness should be “uniqueness from behavior at two different times”. Thus,
we are interested in such results with “data eventually 0” or even with “decaying
very fast data”. This kind of uniqueness question for “data eventually 0” has been
studied for some time. For the 1-d cubic Schro¨dinger equation
i∂tu+ ∂
2
xu∓ |u|2u = 0 in R× [0, 1],
B.Y. Zhang ([Z2]) showed that if u ≡ 0 on (−∞, a]× {0, 1} or on [a,+∞)× {0, 1},
a ∈ R, then u ≡ 0 on R × [0, 1]. His proof used inverse scattering, a non-linear
Fourier transform, and analyticity. In 2002, [KPV3] did away with scattering and
analyticity, proving corresponding results for solutions to
i∂tu+△u+ V (x, t)u = 0 in Rn × [0, 1], n ≥ 1.
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Theorem 1.5 ([KPV3]). If V ∈ L1tL∞x ∩ L∞loc and
||V ||L1tL∞(|x|>R) −−−−→R→∞ 0
and there exists a strictly convex cone Γ ⊂ Rn and a y0 ∈ Rn such that
suppu(·, 0) ⊂ y0 + Γ, suppu(·, 1) ⊂ y0 + Γ,
then we must have u ≡ 0 on Rn × [0, 1].
Clearly, taking V (x, t) = |u|2(x, t), we recover Zhang’s result mentioned above.
This was extended by [IK] who considered more general potentials V and the case
when Γ = Rn+. For instance, if V ∈ L
n+2
2 (Rn× [0, 1]) or even V ∈ LptLqx(Rn× [0, 1])
with 2/p + n/q ≤ 2, 1 < p < ∞ (n = 1, 1 < p < 2) or V ∈ C([0, 1];Ln/2(Rn))
n ≥ 3, the result holds with Γ a half-plane. Our extension of Hardy’s uncertainty
principle, to this context, now is:
Theorem 1.6 ([EKPV2]). Let u be a solution of
i∂tu+△u+ V u = 0, in Rn × [0, 1].
Assume that V ∈ L∞(Rn × [0, 1]), ∇xV ∈ L1t ([0, 1];L∞x (Rn)) and
lim
R↑∞
||V ||L1tL∞(|x|>R) = 0.
If there exists α > 2, a > 0, such that u(·, 0), u(·, 1) ∈ H1(ea|x|αdx), then u ≡ 0.
It is conjectured that Theorem 1.6 remains valid assuming only that u, ∇u
at times 0, 1 are in L2
(
(y0 + Γ), e
a|x|αdx
)
, with y0 + Γ as in Theorem 1.5. This
extension of Theorem 1.6 would clearly imply Theorem 1.5.
Let me sketch the prof of this result. Our starting point is:
Lemma 1.7 ([KPV3]). ∃ǫ > 0 s.t. if ||V ||L1tL∞x ≤ ǫ and u solves
i∂tu+△u+ V u = H, in Rn × [0, 1],
and u0(x) = u(x, 0), u1(x) = u(x, 1) belong to L
2(e2βx1dx) ∩ L2(dx) and
H ∈ L1t (L2(e2βx1dx) ∩ L2(dx)),
then
u ∈ C([0, 1];L2(e2βx1dx))
and
sup
0≤t≤1
||u(·, t)||L2(e2βx1dx) ≤
≤ C
{
||u0||L2(e2βx1dx) + ||u1||L2(e2βx1dx) + ||H ||L1tL2(e2βx1dx)
}
with C independent of β.
This is a delicate lemma. If we a priori knew that u ∈ C([0, 1];L2(e2βx1dx)),
a variant of the energy method, splitting frequencies into ξ1 > 0, ξ1 < 0, gives
the result. But, since we are not free to prescribe both u0, u1, we cannot use a
priori estimates. This is instead accomplished by “truncating” the weight 2βx1 and
introducing an extra parameter.
Or next step is to deduce, from Lemma 1.7, further weighted estimates:
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Corollary 1.8. Assume that we are under the hypothesis of Lemma 1.7 and for
some a > 0, α > 1,
u0, u1 ∈ L2(ea|x|
α
dx), H ∈ L1tL2x(ea|x|
α
dx).
Then ∃Cα > 0, b > 0 s.t.
sup
0<t<1
∫
|x|>Cα
eb|x|
α |u(x, t)|2dx <∞.
Idea for the proof of Corollary 1.8: Multiply u by ηR(x) = η(x/R), η ≡ 0 for
|x| ≤ 1, η ≡ 1 for |x| > 2. We apply Lemma 1.7 to uR(x, t) = η(x/R)u(x, t), with
β = γRα−1, for suitable γ and the corollary follows.
The next step of the proof is to deduce lower bounds for L2 space-time integrals,
in analogy with the elliptic and parabolic arguments. These are “quantitative”.
Theorem 1.9. Let u solve i∂tu+△u+ V u = 0, x ∈ Rn, t ∈ [0, 1]. Assume that∫ 1
0
∫
Rn
|u|2 + |∇u|2 ≤ A, and that
∫ 1
2+
1
8
1
2− 18
∫
|x|<1
|u|2dxdt ≥ 1,
with ||V ||∞ ≤ L. Then there exists R0 = R0(A,L, n) > 0 and cn s.t. if R > R0
δ(R) =
(∫ 1
0
∫
R−1≤|x|≤R
(|u|2 + |∇u|2)dxdt
) 1
2
≥ cne−cnR
2
.
Clearly, Corollary 1.8 applied to u, ∇u, combined with Theorem 1.9 yield our
version of Hardy’s uncertainty principle.
In order to prove Theorem 1.9, we use a Carleman estimate which is a variant
of one due to V. Isakov [I].
Lemma 1.10 ([EKPV2]). Assume that R > 0 and φ : [0, 1] → R is a smooth real
function. Then, there exists C = C(n, ||φ′||∞, ||φ′′||∞) > 0 s.t.
α3/2
R2
∥∥∥eα| xR+φ(t)~e1|2g∥∥∥
L2
≤ Cn
∥∥∥eα| xR+φ(t)~e1|2(i∂t +△)g∥∥∥
L2
,
for all α > CnR
2, g ∈ C∞0 (Rn+1) s.t. supp g ⊂ {(x, t) :
∣∣ x
R + φ(t)~e1
∣∣ ≥ 1}.
The proof of Lemma 1.10 follows by conjugating the operator (i∂t +△) with
the weight exp
(
α
∣∣ x
R + φ(t)~e1
∣∣2), and splitting the resulting operator into a Her-
mitian and an anti-Hermitian part. Then, the commutator between the two parts
is positive, for g with the support property above and α ≥ CnR2.
In order to use Lemma 1.10 to prove Theorem 1.9, we choose θR, θ ∈ C∞(Rn),
φ ∈ C∞0 ([0, 1]) so that θR(x) = 1 if |x| < R − 1, θR(x) = 0, |x| ≥ R; θ(x) ≡ 0 if
|x| < 1, θ(x) ≡ 1, when |x| ≥ 2; 0 ≤ φ ≤ 3, with φ ≡ 3 on [12 − 18 , 12 + 18] and φ ≡ 0
on [0, 1/4]∪[3/4, 1]. We apply Lemma 1.10 to g(x, t) = θR(x)·θ
(
x
R + φ(t)~e1
)
u(x, t),
α ≈ R2, to obtain, after some manipulations, the desired result.
We next turn our attention to corresponding results for the KdV equations. In
[Z] it is proved that if
∂tu+ ∂
3
xu+ u∂xu = 0, in R× [0, 1],
and u0(x) = u(x, 0), u1(x) = u(x, 1) are supported in (a,+∞) or in (−∞, a), then
u ≡ 0. This was later extended by [KPV], [KPV2], who also showed that if v1, v2
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are solutions of
∂tv + ∂
3
xv + v
k∂xv = 0, k ≥ 1,
and u0 = v1(x, 0)− v2(x, 0), u1 = v1(x, 1)− v2(x, 1) are supported in (a,+∞) or in
(−∞, a), then v1 ≡ v2.
Further results are due to L. Robbiano ([R]). He considered u a solution to
(1.1) ∂tu+ ∂
3
xu+ a2(x, t)∂
2
xu+ a1(x, t)∂xu+ a0(x, t)u = 0
with coefficients aj in suitable function spaces. He showed that, if u(x, 0) = 0,
x ∈ (b,∞) some b, and ∃C1, C2 > 0 s.t.
|∂jxu(x, t)| ≤ C1 exp(−C2xα), (x, t) ∈ (b,∞)× [0, 1]
for some α > 9/4, then u ≡ 0.
On the other hand, the Airy function
Ai(x) =
∫
e2πixξ+ξ
3idξ
is the fundamental solution for ∂tu+ ∂
3
xu = 0, and verifies
|Ai(x)| ≤ C(1 + x−)−1/4 exp(−Cx3/2+ ).
We now have
Theorem 1.11 ([EKPV3]). If u is a solution of (1.1) on R × [0, 1] such that
u(x, 0), u(x, 1) ∈ H1(eax3/2+ dx) for any a > 0, and aj belong to suitable function
spaces, then u ≡ 0
This is clearly optimal for ∂tu + ∂
3
xu = 0. The same result holds for e
ax
3/2
− dx.
The proof of this theorem also has two steps, one consisting of upper bounds, the
other of lower bounds. The second step follows closely that used for Schro¨dinger
operators, but the upper bounds can no longer be obtained by any variant of the
energy estimates. These are now replaced by suitable “dispersive Carleman esti-
mates”. A typical application of Theorem 1.11 is:
Theorem 1.12 ([EKPV3]). Let
u1, u2 ∈ C([0, 1];H3(R)) ∩ L2(|x|2dx),
solve
∂tu+ ∂
3
xu+ u
k∂xu = 0 on R× [0, 1].
Assume that
u1(·, 0)− u2(·, 0), u1(·, 1)− u2(·, 1) ∈ H1(eax
3/2
+ dx)
for any a > 0. Then u1 ≡ u2.
Finally, we end with a result that shows that this result is sharp, even for the
non-linear problem.
Theorem 1.13 ([EKPV3]). There exists u 6≡ 0, a solution of
∂tu+ ∂
3
xu+ u
k∂xu = 0 in R× [0, 1]
s.t.
|u(x, 0)|+ |u(x, 1)| ≤ C exp(−Cx3/2+ ).
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2. Convexity properties of Gaussian means of solutions to Schro¨dinger
equations
As mentioned before, [EKPV2] proved that if u ∈ C([0, 1];H1(Rn)) solves

i∂tu+△u+ V (x, t)u = 0 in Rn × [0, 1]
u(0) = u0
u(1) = u1
and ui ∈ L2(ea|x|θdx) for some a > 0, θ > 1, then ∃Cθ > 0, b > 0 s.t.
sup
0<t<1
∫
|x|>Cθ
eb|x|
θ |u(x, t)|2dx <∞
when the (complex) potential verifies ||V ||L1tL∞x ≤ ǫ, ǫ = ǫn. We will next re-
examine this result and precise it, in the case θ = 2. We will first deal with potentials
V = V (x), V real valued; ||V ||∞ ≤ M1. We will consider u ∈ C([0, 1];L2(Rn))
which verifies
∂tu = i(△u+ V u) in Rn × [0, 1].
We will assume that there exist positive numbers α and β such that ||e|x|2/β2u(0)||,
||e|x|2/α2u(1)|| are finite. Here and in the sequel || · || denotes the L2 norm in x.
Then ∥∥∥e|x|2/(αt+(1−t)β)2u(t)∥∥∥αt+(1−t)β
is “logarithmically convex” in [0, 1], i.e.
Theorem 2.1 ([EKPV5]). There exists N = N(α, β) so that for 0 < s < 1 we
have∥∥∥e|x|2/(αs+(1−s)β)2u(s)∥∥∥ ≤ eN(M1+M21 )
×
∥∥∥e|x|2/β2u(0)∥∥∥β(1−s)/(αs+(1−s)β) ∥∥∥e|x|2/α2u(1)∥∥∥αs/(αs+(1−s)β) .
Moreover (“smoothing effect”)∥∥∥√t(1− t)e|x|2/(αt+(1−t)β)2∇u(t)∥∥∥
L2(Rn×[0,1])
≤
NeN(M1+M
2
1 )
[
||e|x|2/β2u(0)||+ ||e|x|2/α2u(1)||
]
.
Note that when α = β, we have αt + (1 − t)β = α and this gives the precise
version (for this case) of the [EKPV2] result. We start with the sketch of the proof
in the case α = β. It turns out that a formal argument giving the proof is not too
dificult, but a rigurous justification is tricky. This is an important fact, since, as
we will see, the formal arguments actually can lead to false results. To justify the
interest of the case α 6= β, consider the case V ≡ 0, i.e. the free particle. Then, if
u0 = u(0),
u(x, t) = (e−i|ξ|
2tuˆ0)ˇ =
∫
Rn
ei|x−y|
2/4t
(4πit)n/2
u0(y)dy =
=
ei|x|
2/4t
(4πit)n/2
∫
e−2ix·ξ/4tei|y|
2/4tu0(y)dy =
ei|x|
2/4t
(2it)n/2
̂
(
ei|·|2/4tu0
)
(x/2t),
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so that, with ct = (2it)
n/2,
cte
−i|x|2/4tu(x, t) = (ei|·|
2/4tu0)ˆ (x/2t).
In this context the Hardy uncertainty principle says that if
u(0) ∈ L2(e2|x|2/β2dx), u(1) ∈ L2(e2|x|2/α2dx),
with αβ ≤ 4, then u0 ≡ 0 and 4 is sharp.
Key Convexity Lemma 2.2 (abstract). Let S be a symmetric operator, A an
anti-symmetric one (possibly both depending on t), F a positive function, f(x, t) a
“reasonable function”. Let H(t) = (f, f), D(t) = (Sf, f), ∂tS = St and N(t) =
D(t)/H(t) (the “frequency function”). Then
i) ∂2tH = 2∂tRe (∂tf − Sf −Af, f) +
+ 2(Stf + [S,A]f, f) + ||∂tf −Af − Sf ||2 − ||∂tf −Af − Sf ||2
and
ii) N˙(t) ≥ (Stf + [S,A]f, f)/H − ||∂tf −Af − Sf ||2/(2H)
iii) Moreover, if
|∂tf − Af − Sf | ≤M1|f |+ F in Rn × [0, 1], St + [S,A] ≥ −M0
and
M2 = sup0≤t≤1||F (t)||/||f(t)|| <∞,
then H(t) is “logarithmically convex” in [0, 1] and
H(t) ≤ eN(M0+M1+M21+M2+M22 )H(0)1−tH(1)t.
Proof.
H˙(t) = 2Re (∂tf, f) = 2Re (∂tf − Sf −Af, f) + 2(Sf, f),
so
(2.1) H˙(t) = 2Re (∂tf − Sf −Af, f) + 2D(t).
Also,
H˙(t) = Re (∂tf + Sf, f) + Re (∂tf − Sf, f),
D(t) =
1
2
Re (∂tf + Sf, f)− 1
2
Re (∂tf − Sf, f).
Multiplying
(2.2) H˙(t)D(t) =
1
2
Re (∂tf + Sf, f)
2 − 1
2
Re (∂tf − Sf, f)2.
Adding an anti-symmetric part does not change the real parts, so
(2.3) H˙(t)D(t) =
1
2
Re (∂tf + Sf −Af, f)2 − 1
2
Re (∂tf − Sf −Af, f)2.
Differentiating D(t), we get
(2.4) D˙(t) = (Stf, f) + (S∂tf, f) + (Sf, ∂tf) = (Stf, f) + 2Re (∂tf, Sf) =
= (Stf + [S,A]f, f) + 2Re (∂tf −Af, Sf) =
= (Stf, [S,A]f, f) +
1
2
||∂tf −Af + Sf ||2 − 1
2
||∂tf −Af − Sf ||2
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by polarization. This and (2.1) gives i). Next,
N˙(t) = (Stf + [S,A]f, f)/H+
+
1
2
[||∂tf −Af + Sf ||2||f ||2 − (Re (∂tf −Af + Sf, f))2] /H2+
+
1
2
[
(Re (∂tf −Af − Sf, f))2 − ||∂tf −Af − Sf ||2||f ||2
]
/H2
follows from (2.3). Now, the second line is non-negative (Cauchy-Schwartz),
( Re (∂tf −Af − Sf, f))2 ≥ 0,
so ii) follows.
When we are in the situation of iii),
N˙(t) ≥ −M0 +M21 +M22 ,
so that (2.1) now gives ∂t[logH(t)] = O(1) + 2N(t). If G′(t) = O(1), G(0) = 0, we
get ∂t[logH(t)−G(t)] = 2N(t), so that
∂2t [logH(t)−G(t)] ≥ −(M0 +M21 +M22 ),
so that
∂2t
[
logH(t)−G(t) + (M0 +M21 +M22 )t2/2
] ≥ 0
which gives the desired “log convexity”. 
Sketch of Proof (α = β = γ). Let us now indicate how the “formal argument”
for the first part of Theorem 2.1 would follow, when α = β = γ. Suppose now (for
later use) that
∂tu = (a+ ib)(△u+ V (x, t)u + F (x, t)) in Rn × [0, 1],
a ≥ 0, ||eγ|x|2u(0)|| < ∞, ||eγ|x|2u(1)|| < ∞, sup[0,1] ||eγ|x|
2
F (x, t)||/||u(t)|| = M2,
V is complex valued, ||V ||∞ ≤ M1. Let f = eγφu, where φ(x, t) is to be chosen.
Then, f verifies
∂tf = Sf +Af + (a+ ib)(V f + e
γφF ),
where
S = a(△+ γ2|∇φ|2)− ibγ(2∇φ · ∇+△φ) + γ∂tφ,
A = ib(△+ γ2|∇φ|2)− aγ(2∇φ · ∇+△φ)
are symmetric, anti-symmetric. When φ(x, t) = |x|2 we obtain
St + [S,A] = −γ(a2 + b2)[8△− 32γ2|x|2],
so that
St + [S,A] ≥ 0, |∂tf − Sf −Af | ≤
√
a2 + b2(M1|f |+ eγ|x|
2|F |)
and the Lemma “gives” the (formal) “log convexity” result.
We need to have an argument which gives us the required smoothness and decay
to justify the formal argument. Before doing that, we give the “formal” argument
for the smoothing estimate: first note that integration by parts shows that∫
|∇f |2 + 4γ2|x|2|f |2 =
∫
e2γ|x|
2
(|∇u|2 − 2nγ|u|2)dx
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where f = eγ|x|
2
u. Also, since n = ∇·x, integration by parts and Cauchy-Schwartz
give ∫
|∇f |2 + 4γ2|x|2|f |2 ≥ 2γn
∫
|f |2dx.
Adding we obtain
(2.5) 2
(∫
|∇f |2 + 4γ2|x|2|f |2
)
≥
∫
e2γ|x|
2|∇u|2dx.
Recall
∂2tH(t) = 2∂tRe (∂tf − Sf −Af, f) + 2(Stf + [S,A]f, f)+
+ ||∂tf + Sf −Af ||2 − ||∂tf −Af − Sf ||2 ≥
≥ 2∂tRe (∂tf − Sf −Af, f)− ||∂tf −Af − Sf ||2 + 2(Stf + [S,A]f, f).
Multiply by t(1− t) and integrate by parts to obtain
2
∫ 1
0
t(1− t)(Stf + [S,A]f, f)dt+ 2
∫ 1
0
H(t)dt ≤ H(1) +H(0)+
+ 2
∫ 1
0
(1 − 2t)Re (∂tf − Sf −Af, f) +
∫ 1
0
t(1− t)||∂tf − Sf −Af ||2dt.
We now use
St + [S,A] = −γ(a2 + b2)[8△− 32γ2|x|2],
|∂tf − Sf −Af | ≤
√
a2 + b2
(
M1|f |+ eγ|x|
2|F |
)
,
to obtain:
16γ(a2 + b2)
∫ 1
0
∫
t(1− t){|∇f |2 + 4γ2|x|2|f |2} ≤
≤
[
(NM21 + 1) sup
[0,1]
∥∥∥eγ|x|2u(t)∥∥∥2 + sup
[0,1]
∥∥∥eγ|x|2F∥∥∥2
]
(a2 + b2).
Finally, ∇f = eγ|x|2(∇u + 2xuγ), and (2.5) gives the bound: (γ > 0)
||
√
t(1− t)eγ|x|2∇u||L2(Rn×[0,1]) + ||
√
t(1− t)|x|eγ|x|2u||L2(Rn×[0,1]) ≤
≤ N
[
(1 +
√
M1 +M1) sup
[0,1]
∥∥∥eγ|x|2|u(t)|∥∥∥+ sup
[0,1]
∥∥∥eγ|x|2F∥∥∥
L2(Rn×[0,1])
]
.
How to justify the formal arguments? We first change i(△+V ) by (a+i)(△+V ),
we change |x|2 by |x|2−ǫ, a > 0, ǫ > 0 and then pass to the limit. This can be
justified when V = V (x), real, bounded. This is how we proceed:
Lemma 2.3 (Energy method). Assume that u ∈ L∞([0, 1];L2) ∩ L2([0, 1];H1)
satisfies
∂tu = (a+ ib)(△u+ V (x, t)u) + F (x, t) in Rn × [0, 1],
a > 0, b ∈ R. Then, for 0 ≤ T ≤ 1,
e−MT
∥∥∥eγa|x|2/(a+4γ(a2+b2)T )u(T )∥∥∥ ≤
≤
∥∥∥eγ|x|2u(0)∥∥∥+√a2 + b2 ∥∥∥eγa|x|2/(a+4γ(a2+b2)T )F∥∥∥
L1([0,T ];L2)
,
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where MT = ||aReV − b ImV ||L1([0,T ];L∞).
Proof. For φ real, to be chosen, v = eφu, v verifies
∂tv = Sv +Av + (a+ ib)e
φF in Rn × (0, 1],
where S =sym, A =anti-sym,
S = a(△+ |∇φ|2)− ib(2∇φ · ∇+△φ) + (∂tφ+ aReV − b ImV )
and
A = ib(△+ |∇φ|2)− a(2∇φ · ∇+△φ) + i(bReV − a ImV ).
∂t||v||2 = 2Re (Sv, v) + 2Re ((a+ ib)eφF, v) (formally).
A (formal) integration by parts gives
Re (Sv, v) = −a
∫
|∇v|2 +
∫
(a|∇φ|2 + ∂tφ)|v|2+
+ 2b Im
∫
v∇φ · ∇v +
∫
(aReV − b ImV )|v|2.
Cauchy-Schwartz gives
∂t||v(t)||2 ≤ 2||aReV − b ImV ||∞||v(t)||2 + 2
√
a2 + b2||eφF (t)|| ||v(t)||
when (
a+
b2
a
)
|∇φ|2 + ∂tφ ≤ 0.
When φ(x, t) = h(t)φ(x), it suffices that
h2(t)
(
a+
b2
a
)
|∇φ(x)|2 + h′(t)φ(x) ≤ 0.
Eventually, we choose φ(x) = |x|2. We then choose{
h′(t) = −4
(
a+ b
2
a
)
h2(t)
h(0) = γ
,
so that h(t) = γa/(a + 4γ(a2 + b2)t). To formalize the calculations, given R > 0,
set
φR(x) =
{ |x|2 |x| ≤ R
R2 |x| ≥ R ,
choose a radial mollifier θρ and set
φρ,R(x, t) = h(t)θρ ∗ φR(x), vρ,R = eφρ,Ru.
Then, θρ ∗φR ≤ θρ ∗ |x|2 = |x|2+C(n)ρ2, and our inequality above holds uniformly
in ρ and R. We obtain the result for vρ,R, let ρ→ 0, then R→∞, which gives the
final estimate. Note that, for a > 0, Gaussian decay at t = 0 is preserved, with a
loss. 
Next, we prove that if u ∈ L∞([0, 1];L2) ∩ L2([0, 1];H1) verifies
∂tu = (a+ ib)(△u+ V (x, t)u + F (x, t)),
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where ||V ||L∞ ≤ M1, sup[0,1] ||eγ|x|
2
F (t)||/||u(t)|| = M2 < ∞, and ||eγ|x|2u(0)||,
||eγ|x|2u(1)|| are finite, we have a “log convex” estimate, uniformly in a > 0, small.
In fact, we now repeat the formal argument, but replace φ(x) = |x|2 by
φǫ(x) =


|x|2 |x| ≤ 1
2|x|2−ǫ−ǫ
2−ǫ |x| ≥ 1
and then by φǫ,ρ(x) = θρ ∗φǫ, where θρ ∈ C∞0 is radial. We then have: φǫ,ρ ∈ C1,1,
it is convex and grows at infinity slower that |x|2−ǫ and φǫ,ρ ≤ |x|2 + C(n)ρ2. By
the “energy estimate”, for a > 0, ǫ > 0, ρ > 0, our argument applies rigurously,
since u(0)eγ|x|
2 ∈ L2 ⇒ 0 < t < 1, u(t)eγ|x|2−ǫ ∈ L2, and for a t independent φ,
St + [S,A] = −γ(a2 + b2)
[
4∇ · (D2φ∇)− 4γ2D2φ∇φ · ∇φ+△2φ] .
One can see that ||△2φǫ,ρ||∞ ≤ C(n, ρ)ǫ, which gives the desired log convexity when
ǫ → 0, then ρ → 0, for a > 0. Once the log convexity holds, for a > 0 again, the
“local smoothing” argument applies. The conclusion of these considerations is:
Lemma 2.4. Assume that u ∈ L∞([0, 1];L2(Rn)) ∩ L2([0, 1];H1) verifies
∂tu = (a+ ib)(△u+ V (x, t)u + F (x, t)), in Rn × [0, 1],
γ > 0 where a > 0, b ∈ R, ||V ||∞ ≤M1. Then, ∃Nγ s.t.
sup
[0,1]
||eγ|x|2u(t)|| ≤
≤ eNγ [(a2+b2)[M21+M22 ]+
√
a2+b2(M1+M2)]||eγ|x|2u(0)||1−t||eγ|x|2u(1)||t,
||
√
t(1− t)eγ|x|2u||L2(Rn×[0,1]) ≤ Nγ(1 +M1 +M2)
{
sup
[0,1]
||eγ|x|2u(t)||
}
,
where M2 = sup[0,1] ||eγ|x|
2
F (t)||/||u(t)|| <∞.
Conclusion of the argument when V (x, t) = V (x), real. We now consider
the Schro¨dinger operator H = △ + V , which is self-adjoint. We consider u ∈
C([0, 1];L2) solving
∂tu = i((△+ V )u) in Rn × [0, 1]
and assume that ||eγ|x|2u(0)|| < ∞, ||eγ|x|2u(1)|| < ∞. From spectral theory,
u(t) = eiHtu(0). Moreover, for a > 0, consider the solution of
∂tua = (a+ i)((△+ V )ua) in Rn × [0, 1], ua(0) = u(0).
We now have
ua(t) = e
(a+i)tHu(0) = eatHeitHu(0) = eatHu(t).
Clearly
||eγ|x|2ua(0)|| = ||eγ|x|
2
u(0)||.
Also, ua(1) = e
aHu(1). Recall, from the “energy method” that if{
∂tv = a(△+ V )v
v(0) = v0
, V real,
∥∥∥eγa|x|2/(a+4γa2)v(1)∥∥∥ ≤ exp(M˜1)||eγ|x|2v0||,
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where M˜1 = ||aV ||L1([0,1];L∞). Now, if v0 = u(1), then v(1) = eaHv0 = ua(1), so
that ∥∥∥eγ|x|2/(1+4γa)ua(1)∥∥∥ ≤ exp(M˜1)||eγ|x|2u(1)||.
Let γa = γ/(1 + 4γa) and apply now our log-convexity result for ua, γa. We then
obtain
||eγa|x|2ua(s)|| ≤ eNM1 ||eγa|x|
2
ua(1)||1−s||eγa|x|
2
ua(0)||s ≤
≤ eNM1 exp(M˜1)||eγ|x|
2
u(1)||1−s||eγ|x|2u(0)||s.
We then let a → 0 and obtain the “log convexity” bound. To obtain the “local
smoothing” bound, we again use the ua, let a ↓ 0. This establishes Theorem 2.1
when α = β.
Remark 2.5. Solutions so that eγ|x|
2
u(0), eγ|x|
2
u(1) ∈ L2 certainly exist for some
γ. In fact, if h ∈ L2(eǫ|x|2dx) and u0 = eδ(△+V )h, our “energy method” gives this
for u(t) = eit(△+V )u0, (V = V (x)). (We are indebted to R. Killip for this remark.)
When V ≡ 0, this characterizes such u! (see [EKPV4]).
A misleading convexity argument: Consider now f = ea(t)|x|
2
u, where u
solves the free Schro¨dinger equation
∂tu = i△u in R× [−1, 1].
Then, f verifies
∂tf = Sf +Af,
S = −4ia(x∂x + 1
2
) + a′x2, A = i(∂2x + 4a
2x2).
In this case we have
St + [S,A] = 2
a′
a
S − 8a∂2x +
(
32a3 + a′′ − 2(a
′)2
a
)
x2.
If a is positive, even, and a solution of
32a3 + a′′ − 2(a
′)2
a
= 0 in [−1, 1],
then our formal calculations show that
∂t(a
−1∂t logHa(t)) ≥ 0 in [−1, 1].
Hence, for s < t we have
a(t)∂t logHa(s) ≤ a(s)∂t logHa(t).
Integrating between [−1, 0] and [0, 1] and using the evenness of a, we conclude
Ha(0) ≤ Ha(−1)1/2Ha(1)1/2.
Now, if a solves 

32a3 + a′′ − 2 (a′)2a = 0
a(0) = 1, a′(1) = 0
a is positive, even, and limR→∞Ra(R) = 0. Also, aR(t) = Ra(Rt) also solves the
equation. If the formal calculation holds for HaR ,∥∥∥eRx2u(0)∥∥∥2 ≤ ∥∥∥eRa(R)x2u(−1)∥∥∥∥∥∥eRa(R)x2u(1)∥∥∥ .
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In particular, u ≡ 0. But u(x, t) = (t− i)−1/2ei|x|2/4(t−i) is a non-zero free solution,
which decays as a quadratic exponential at t = ±1.
3. The case α 6= β; the conformal or Appel transformation
Lemma 3.1. Assume u(y, s) verifies
∂su = (a+ ib)(△u+ V (y, s)u+ F (y, s)) in Rn × [0, 1],
a+ ib 6= 0, α > 0, β > 0, γ ∈ R and set
u˜(x, t) =
( √
αβ
α(1− t) + βt
)n/2
u
( √
αβ x
α(1 − t) + βt ,
βt
α(1− t) + βt
)
× exp
(
(α− β)|x|2
4(a+ ib)(α(1− t) + βt)
)
.
Then u˜ verifies
∂tu˜ = (a+ ib)(△u˜+ V˜ (x, t)u˜+ F˜ (x, t)) in Rn × [0, 1],
V˜ (x, t) =
αβ
(α(1 − t) + βt)2 V
( √
αβ x
α(1− t) + βt ,
βt
α(1 − t) + βt
)
,
F˜ (x, t) =
√
αβ
(α(1 − t) + βt)n2 +2F
( √
αβ x
α(1− t) + βt ,
βt
α(1 − t) + βt
)
.
Moreover, if s = βt/(α(1 − t) + βt),∥∥∥eγ|x|2u˜(t)∥∥∥ = ∥∥∥∥e
h
γαβ
(αs+β(1−s))2
+ (α−β)a
4(a2+b2)(αs+β(1−s))
i
|y|2
u(s)
∥∥∥∥∥∥∥eγ|x|2F˜ (t)∥∥∥ = αβ
(α(1 − t) + βt)2
∥∥∥∥e
h
γαβ
(αs+β(1−s))2
+
(α−β)a
4(a2+b2)(αs+β(1−s))
i
|y|2
F (s).
∥∥∥∥
The proof is by change of variables.
Conclusion of the proof of Theorem 2.1: We can assume α 6= β. We can
also assume α < β (change u for u(1− t)). (This gives (α− β)a < 0.) As before,
H = (△+ V ), ua = e(a+i)tHu(0) = eatHu(t), a > 0.
By the “energy estimate” we now have∥∥∥e|x|2/α2ua(1)∥∥∥ ≤ ea||V ||∞ ∥∥∥e|x|2/α2u(1)∥∥∥
and ∥∥∥e|x|2/β2ua(0)∥∥∥ ≤ ∥∥∥e|x|2/β2u(0)∥∥∥ .
We now have also
∂tua = (a+ i)(△ua + V ua),
so when we do the Appel transform, we have, with γa = 1/αaβa,
∂tu˜a = (a+ i)((△+ V˜ a)u˜a),
where
V˜ a(x, t) =
αaβa
(αa(1− t) + βat)2V
( √
αaβa x
(αa(1− t) + βat
)
.
Now, fo r a > 0 we have “log convexity” in this last problem. Moreover, by the
Appel Lemma and our definitions, we have∥∥∥eγa|x|2 u˜a(0)∥∥∥ ≤ ∥∥∥e|x|2/β2u(0)∥∥∥ , ∥∥∥eγa|x|2 u˜a(1)∥∥∥ ≤ ea||V ||∞ ∥∥∥e|x|2/α2u(1)∥∥∥ .
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Thus,∥∥∥eγa|x|2u˜a(t)∥∥∥ ≤ eN(1+M1+M21 )ea||V ||∞ ∥∥∥e|x|2/β2u(0)∥∥∥1−t ∥∥∥e|x|2/α2u(1)∥∥∥t
and the corresponding “local smoothing” estimate. But now, letting a → 0 and
changing variables our result follows.
Time dependent, complex potentials: We will consider complex potentials
V (x, t), ||V ||∞ ≤M0. We will also assume
lim
R→0
||V ||L1([0,1],L∞(|x|>R)) = 0.
We first recall a result in [KPV3].
Lemma 3.2. There exists N = N(n), ǫ0 = ǫ0(n) > 0 so that, if ~λ ∈ Rn, V ∈
L1([0, 1];L∞), ||V ||L1([0,1];L∞) ≤ ǫ0, then if u ∈ C([0, 1];L2) satisfies
∂tu = i(△u+ V (x, t)u + F (x, t)) in Rn × [0, 1],
then
sup
t∈[0,1]
∥∥∥e~λxu(t)∥∥∥ ≤ N [∥∥∥e~λxu(0)∥∥∥+ ∥∥∥e~λxu(1)∥∥∥+ ∥∥∥e~λxF∥∥∥
L1tL
2
x
]
.
Theorem 3.3. Let V ∈ L1tL∞x , limR→0 ||V ||L1([0,1],L∞(|x|>R)) = 0. Let u ∈
C([0, 1];L2) solve
∂tu = i(△u+ V (x, t)u) in Rn × [0, 1].
Assume in addition that V ∈ L∞(Rn+1), and that∥∥∥e|x|2/β2u(0)∥∥∥ <∞, ∥∥∥e|x|2/α2u(1)∥∥∥ <∞.
Then, ∃N = N(α, β) s.t.
sup
[0,1]
∥∥∥e|x|2/(αt+(1−t)β)2u(t)∥∥∥+ ∥∥∥√t(1− t)e|x|2/(αt+(1−t)β)2∇u(t)∥∥∥
L2(Rn×[0,1])
≤
≤ NeN ||V ||∞
[∥∥∥e|x|2/β2u(0)∥∥∥+ ∥∥∥e|x|2/α2u(1)∥∥∥+ sup
[0,1]
||u(t)||
]
.
Proof. We start out by using the Appel transform, u˜(x, t) and setting γ =
1/αβ, (a+ ib) = i. We now have u˜ ∈ C([0, 1];L2),
∂tu˜ = i(△u˜+ V˜ (x, t)u˜),
and it is easy to check that the potential V˜ verifies
||V˜ ||∞ ≤ max
{
α
β
,
β
α
}
||V ||∞
and limR→0 ||V˜ ||L1([0,1],L∞(Rn\BR) = 0. Also, we have
||u˜(t)|| = ||u(s)||, ||eγ|x|2u˜(t)|| = ||e|x|2/(αs+(1−s)β)2u(s)||, s = βt
α(1− t) + βt .
Choose now R > 0 such that ||V˜ ||L1([0,1],L∞(Rn\BR)) ≤ ǫ0, ǫ0 as in Lemma 3.2.
Then,
∂tu˜ = i(△u˜+ V˜R(x, t)u˜+ F˜R(x, t))
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where V˜R(x, t) = χRn\BR V˜ (x, t), F˜R = χBR V˜ u˜. By the Lemma we have:
sup
t∈[0,1]
∥∥∥e~λxu˜(t)∥∥∥ ≤ N
[∥∥∥e~λxu˜(0)∥∥∥+ ∥∥∥e~λxu˜(1)∥∥∥+ e|~λ|R sup
[0,1]
||V˜ (t)|| sup
[0,1]
||u˜(t)||
]
.
Now, replace ~λ by 2~λ
√
γ, square both sides, multiply be e−|~λ|
2/2 and integrate both
sides with respect to ~λ in Rn. Using this and the identity∫
e2
√
γ~λxe−|
~λ|2/2d~λ = (2π)n/2e2γ|x|
2
,
we obtain the inequality
sup
t∈[0,1]
∥∥∥eγ|x|2u˜(t)∥∥∥ ≤
≤ N
[∥∥∥e|x|2/β2u(0)∥∥∥+ ∥∥∥e|x|2/α2u(1)∥∥∥+ sup
[0,1]
‖V (t)‖ sup
[0,1]
‖u(t)‖
]
To prove the regularity of u, we proceed as follows: the standard Duhamel formula
gives
u˜(t) = eit△u˜(0) + i
∫ t
0
ei(t−s)△
(
V˜ (s)u˜(s)
)
ds.
For 0 < a < 1, set
F˜a(t) =
i
a+ i
eat△
(
V˜ (t)u˜(t)
)
,
u˜a(t) = e
(a+i)t△u˜(0) + (i+ a)
∫ t
0
e(a+i)(t−s)△F˜a(t)ds.
Clearly,
u˜a(t) = e
at△u˜(t).
We now have, from the “energy estimates”, with γa =
γ
(1+4γa) ,
sup
[0,1]
∥∥∥eγa|x|2 u˜a(t)∥∥∥ ≤ sup
[0,1]
∥∥∥eγ|x|2u˜(t)∥∥∥
sup
[0,1]
∥∥∥eγa|x|2F˜a(t)∥∥∥ ≤ e||V˜ ||∞ sup
[0,1]
∥∥∥eγ|x|2u˜(t)∥∥∥ .
But then, our formal “smoothing effect” argument applies and gives: (using the
first step)(key Lemma)
∥∥∥√t(1− t)∇u˜aeγa|x|2∥∥∥
L2(Rn×[0,1])
≤
NeN ||V ||∞
[∥∥∥e|x|2/β2u(0)∥∥∥+ ∥∥∥e|x|2/α2u(1)∥∥∥+ sup
[0,1]
‖V (t)‖ sup
[0,1]
‖u(t)‖
]
.
We now let a→ 0. 
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4. The Hardy uncertainty principle
Recall that for free evolution, ∂tu = i△u, Hardy’s uncertainty principle says
that if u(0) ∈ L2(e2|x|2/β2dx), u(1) ∈ L2(e2|x|2/α2dx), and αβ ≤ 4, then u ≡ 0, and
4 is sharp. We will now show a (weakened) version of this for all our potentials.
Theorem 4.1. Let V = V (x), V real, ||V ||∞ < ∞, or V = V (x, t), V complex,
||V ||∞ < ∞, limR→0 ||V ||L1([0,1],L∞(|x|>R)) = 0. Assume that u ∈ C([0, 1];L2) is a
solution of
∂tu = i(△u+ V (x, t)u) in Rn × [0, 1],
such that e|x|
2/β2u(0) ∈ L2, e|x|2/α2u(1) ∈ L2, and αβ < 2. Then u ≡ 0.
Preliminaries: Let γ = 1/αβ. Using the Appel transform and our convexity
and “smoothing” estimates we can assume, without loss of generality, that the
following holds for γ > 1/2:
(4.1) sup
[0,1]
∥∥∥eγ|x|2u(t)∥∥∥
L2
+ sup
[0,1]
∥∥∥√t(1− t)eγ|x|2∇u(t)∥∥∥
L2(Rn×[0,1])
<∞.
Let me first give a formal argument, in the spirit of our “log convexity” in-
equalities. If e1 = (1, 0, . . . , 0), R > 0, set f = e
µ|x+Re1t(1−t)|2u, where 0 < µ < γ,
and H(t) = (f, f). At the formal level, it is easy to show (for the free evolution)
that
∂2t logH(t) ≥ −R2/4µ,
so that H(t)e−R
2t(1−t)/8µ is log convex in [0, 1] and so
H(1/2) ≤ H(0)1/2H(1)1/2eR2/32µ.
Letting µ ↑ γ we see that∫
e2γ|x+Re14 |
2
|u(1/2)|2 ≤
∥∥∥eγ|x|2u(0)∥∥∥ ∥∥∥eγ|x|2u(1)∥∥∥ eR2/32γ .
Thus, ∫
B(ǫR/4)
|u(1/2)|2 ≤
∥∥∥eγ|x|2u(0)∥∥∥∥∥∥eγ|x|2u(1)∥∥∥ e[R2(1−4γ2(1−ǫ)2)]/32γ ,
0 < ǫ < 1, which implies u(1/2) ≡ 0 as R→∞, (γ > 1/2).
The path from the formal argument to the rigorous one is not easy. We will do
it instead with the Carleman inequality:
Lemma 4.2. Let φ(t), ψ(t) be smooth functions on [0, 1], g(x, t) ∈ C∞0 (Rn× [0, 1]),
e1 = (1, 0, . . . , 0). Then, for µ > 0, we have (for R≫ 0),∫∫
[ψ′′(t)− R
4
32µ
[φ′′(t)]2]e2ψ(t)e2µ| xR−φ(t)e1|
2
|g|2 ≤
≤
∫∫
e2ψ(t)e2µ| xR−φ(t)e1|
2
|(i∂t +△)g|2.
Proof. Let f = eµ| xR+φ(t)e1|
2
+ψ(t)g. Then
eµ| xR+φ(t)e1|
2
+ψ(t)(i∂t +△)g = Sµf +Aµf,
18 CARLOS E. KENIG
where Sµ = S
∗
µ, Aµ = −A∗µ (the adjoints are now with respect to the L2(dxdt)
inner product), and
Sµ = i∂t +△+ 4µ
2
R2
∣∣∣ x
R
+ φe1
∣∣∣2 ,
Aµ = −4µ
R
( x
R
+ φe1
)
· ∇ − 2µn
R2
− 2iµφ′
(x1
R
+ φe1
)
− iψ′.
We then have:∫∫
e2ψ(t)e2µ| xR−φ(t)e1|
2
|(i∂t +△)g|2 =
= 〈(Sµ +Aµ)f, (Sµ +Aµ)f〉 = 〈Sµf, Sµf〉+ 〈Aµf,Aµf〉+
+ 〈Sµf,Aµf〉+ 〈Aµf, Sµf〉 ≥ 〈[Sµ, Aµ]f, f〉 .
We now compute [Sµ, Aµ] and obtain:
[Sµ, Aµ] = − 8µ
R2
△+ 32µ
3
R4
∣∣∣ x
R
+ φe1
∣∣∣2+
+ 2µ
(x1
R
+ φe1
)
φ′′ + 2µ(φ′)2 − 8iµφ
′
R
∂x1 + ψ
′′.
Thus,
〈[Sµ, Aµ]f, f〉 = 8µ
R2
∫
|∇x′f |2 + 32µ
3
R4
∫ ∣∣∣ x
R
+ φe1
∣∣∣2 |f |2+
+
8µ
R2
∫
|∂x1f |2 + 2µ
∫ (x1
R
+ φe1
)
φ′′|f |2+
+ 2µ
∫
(φ′)2|f |2 − 8iµ
R
∫
φ′∂x1ff +
∫
ψ′′|f |2 =
=
8µ
R2
∫
|∇x′f |2 + 8µ
∫ ∣∣∣∣ iR∂x1f − φ
′
2
f
∣∣∣∣
2
+
+
32µ3
R4
∫ ∣∣∣ x
R
+ φe1
∣∣∣2 |f |2 + 2µ ∫ (x1
R
+ φe1
)
φ′′|f |2 +
∫
ψ′′|f |2 =
=
8µ
R2
∫
|∇x′f |2 + 8µ
∫ ∣∣∣∣ iR∂x1f − φ
′
2
f
∣∣∣∣
2
+
+
32µ3
R4
∫ ∣∣∣∣ xR +
(
φ+
R4
32µ2
φ′′
)
e1
∣∣∣∣
2
|f |2 − R
4(φ′′)2
32µ
∫
|f |2 + ψ′′
∫
|f |2,
and the Lemma follows. 
Next, choose φ(t) = t(1− t), ψ(t) = −(1 + ǫ) R416µ t(1− t). Then
ψ′′(t)− R
4
32µ
(φ′′)2(t) =
(1 + ǫ)
8µ
R4 − R
4
8µ
=
ǫ
8µ
R4
and so our inequality reads, for g ∈ C∞0 (Rn × [0, 1]),
ǫ
8µ
R4
∫∫
e2ψ(t)e2µ| xR+φ(t)e1|
2
|g|2 ≤
∫∫
e2ψ(t)e2µ| xR+φ(t)e1|
2
|(i∂t + △)g|2.
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We next fix R > 0, recall that u solves i∂tu +△u = V u, and that the estimates
(4.1) hold. Choose then η(t), 0 ≤ η ≤ 1, η ≡ 1 where t(1 − t) ≥ 1/R, η ≡ 0 near
t = 1, 0, so that
supp η′ ⊂ {t(1− t) ≤ 1/R}, |η′| ≤ CR.
Choose also M ≫ R, θ ∈ C∞0 (Rn), and now set g(x, t) = η(t)θ(x/M)u(x, t), which
is compactly supported in Rn × (0, 1), so that our estimate holds.
(i∂t +△)g = V g + iη′(t)θ
(
x
M
)
u +
(
1
M2△θ
(
x
M
)
u+ 2∇θ(x/M)·∇uM
)
= I + II + III.
Finally, let µ = (1 + ǫ)−3γR2. Our inequality then gives:
ǫ
8
(1 + ǫ)3
γ
R2
∫∫
e2ψ(t)e2µ| xR+φ(t)e1|
2
|g|2 ≤
≤
∫∫
e2ψ(t)e2µ| xR+φ(t)e1|
2
{I + II + III} .
The contribution of I to the right hand side is bounded by
||V ||∞
∫∫
e2ψ(t)e2µ| xR+φ(t)e1|
2
|g|2,
so that, if R is very large, we can hide it in the left side, to see that we only have
to deal with II and III. Recall that ψ(t) = (1 + ǫ) R
4
16µ t(1 − t) ≤ 0, so e2ψ(t) ≤ 1.
On the support of η′, we have t(1 − t) ≤ 1/R, so that 0 ≤ φ(t) ≤ 1/R. We now
estimate
2µ
∣∣∣ x
R
+ φ(t)e1
∣∣∣2 = 2γR2
(1 + ǫ)3
{∣∣∣ x
R
∣∣∣2 + 2x1
R
φ(t) + φ(t)2
}
=
2γ
(1 + ǫ)3
|x|2+
+
2γ
(1 + ǫ)3
x1Rφ(t) +
2γ
(1 + ǫ)3
R2φ(t)2 ≤ 2γ|x|2 + Cǫ,
on supp η′, where φ(t) ≤ 1/R. Thus, because of (4.1), the contribution of II is
bounded by CǫR. The contribution of III is controlled by (recalling that η ≡ 0
when t(1 − t) ≤ 12 1R )
C
M4
∫∫
|x|≤2M
|u(x, t)|2e2ψ(t)e2µ| xR+φ(t)e1|
2
+
+
C
M2
∫∫
|x|≤2M
|∇u(x, t)|2e2ψ(t)e2µ| xR+φ(t)e1|
2
t(1− t)R.
If we use (4.1), ψ ≤ 0, the bound above for 2µ |x/R+ φ(t)e1|2 becomes
≤ 2γ|x|
2
(1 + ǫ)3
+
2γ|x1|
(1 + ǫ)3
R
4
+
2γ
(1 + ǫ)3
R2
16
≤ 2γ|x|2 + Cǫ,R.
Thus, letting M → ∞, we see that, for fixed R, III → 0, so that, since η ≡ 1 on
t(1− t) ≥ 1/R, we obtain:
ǫ
8
(1 + ǫ)3
γ
R2
∫∫
t(1−t)≥1/R
e2ψ(t)e2µ| xR+φ(t)e1|
2
|u|2 ≤ Cγ,ǫR.
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We are now going to restrict to integration over the region
∣∣ x
R
∣∣ ≤ δ, |t− 1/2| ≤ δ,
where δ is small, to be chosen. Then,∣∣∣ x
R
+ φ(t)e1
∣∣∣ ≥
∣∣∣∣φ
(
1
2
)∣∣∣∣− 2δ =
(
1
4
− 2δ
)
,
so that ∣∣∣ x
R
+ φ(t)e1
∣∣∣2 ≥ 1
16
− 2δ
(
1
2
− 2δ
)
.
ψ(t) = ψ
(
1
2
)
+
[
ψ(t)− ψ
(
1
2
)]
≥ ψ
(
1
2
)
− |ψ′(θ)|δ ≥
≥ −(1 + ǫ) R
4
16µ
1
4
− δ(1 + ǫ) R
4
16µ
,
so that, in our region of integration,
2µ
∣∣∣ x
R
+ φ(t)e1
∣∣∣2 + 2ψ(t) ≥
≥ 2µ
16
− 2(1 + ǫ)R
4
16µ4
− 4δµ
(
1
2
− 2δ
)
− δ(1 + ǫ) R
4
16µ
=
2
16
γR2
(1 + ǫ)3
−
− 2
16
(1 + ǫ)4
γ4
R2 − CδR2 = 2
16
R2
[
γ
(1 + ǫ)3
− (1 + ǫ)
4
4γ
− Cδ
]
,
since µ = γ(1+ǫ)3R
2. But, if γ > 1/2,
γ
(1 + ǫ)3
− (1 + ǫ)
4
4γ
> 0,
for some ǫ small, and so, for δ smaller than that we get a lower bound of Cǫ,δR
2.
We thus have
Cǫ,δR
∫
|t−1/2|≤δ
∫
| xR |≤δ
|u|2eCǫ,δR2 ≤ Cǫ,δ.
But then, since∫
|t−1/2|≤δ
∫
| xR |>δ
|u|2 =
∫
|t−1/2|≤δ
∫
| xR |≤δ
e2γ|x|
2
e−2γ|x|
2|u|2 ≤
≤ e−2γδ2R2
∫
|t−1/2|≤δ
∫
e2γ|x|
2|u|2 ≤ Cγe−2γδ
2R2
by (4.1), we see that, for appropriate Cγ,ǫ,δ we have(∫
|t−1/2|≤δ
∫
|u|2
)
eCγ,ǫ,δR
2 ≤ Cγ,ǫ,δ.
Letting R→∞, we see that u ≡ 0 on {(x, t) : |t− 1/2| ≤ δ}, therefore u ≡ 0.
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