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Resumen: Actualmente existe una cierta tendencia investigadora hacia el a´rea de
la bu´squeda de respuestas en dominios restringidos. En este papel se detalla la parte
de nuestro sistema de bu´squeda de respuestas en el dominio me´dico que se encarga
del ana´lisis de la pregunta. Este mo´dulo esta´ basado en te´cnicas sofisticadas de
PLN y utiliza el Metatesauro de UMLS como fuente de conocimiento. La principal
te´cnica de PLN utilizada por este mo´dulo de ana´lisis de la pregunta consiste en el
tratamiento computacional de la forma lo´gica de la pregunta y en el emparejado de
patrones.
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Abstract: Nowadays, there is an increasing interest in research on QA over restric-
ted domains. Concretely, in this paper we will show the process of question analysis
in our medical QA system. In this system we combine the use of NLP techniques
and the UMLS Metathesaurus as knowledge source. The main NLP technique is
the use of logic forms and the pattern matching technique in this question analysis
performance.
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1. Introduccio´n
Segu´n la definicio´n de la conferencia
TREC 1, la tarea de bu´squeda de respues-
tas en dominios abiertos consiste en extraer
la respuesta correcta de fragmentos de texto
organizados en grandes colecciones documen-
tales a una pregunta dada.
Existen dos enfoques claramente diferen-
ciados para disen˜ar estos sistemas de bu´sque-
da de respuestas en dominios abiertos: de una
parte esta´n los sistemas basados en conoci-
miento que se disen˜an en base a una serie de
reglas que definen el comportamiento del sis-
tema; de otra parte, esta´n los sistemas basa-
dos en aprendizaje automa´tico que basan su
funcionamiento en el entrenamiento de unos
coeficientes estoca´sticos. Ejemplos de ambos
tipos de sistemas de bu´squeda de respues-
tas en dominios abiertos los podemos encon-
1Text REtrieval Conference (TREC) es un conjun-
to de workshops organizados por the National Insti-
tute of Standards and Technology (NIST) que han
sido disen˜ados para avanzar el estado del arte en Re-
cuperacio´n de Informacio´n y Bu´squeda de Respuestas
trar en autores como Moldovan (Moldovan
et al., 2003), Sasaki (Sasaki, 2005), Vicedo
(Vicedo et al., 2004), Zukerman (Zukerman
y Raskutti, 2002), etc. Segu´n los resultados
oficiales de la conferencia TREC, estos siste-
mas de bu´squeda de respuestas en dominios
abiertos obtienen unos resultados de evalua-
cio´n que rondan entre el 30 y el 40 por cien
de precisio´n. Cuando queremos trabajar en
un dominio restringido como puede ser el do-
minio me´dico es imprescindible incrementar
notablemente esta precisio´n debido a la in-
formacio´n cr´ıtica que se maneja en este tipo
de dominio ya que una respuesta incorrecta
podr´ıa poner en grave peligro la salud de las
personas (no contestar es mejor que contestar
erro´neamente).
Nuestro sistema de bu´squeda de respues-
tas en el dominio me´dico (Terol et al., 2005)
tiene una estructura modular basada en cua-
tro mo´dulos principales: ana´lisis de la pre-
gunta, recuperacio´n documental, filtrado de
frases o pasajes, y extraccio´n de la respues-
ta. El mo´dulo de ana´lisis de la pregunta es el
nu´cleo de nuestro sistema de bu´squeda de res-
puestas ya que su correcto o incorrecto fun-
cionamiento condiciona considerablemente al
resto de mo´dulos del sistema y, en definitiva,
a la respuesta devuelta por el sistema. En es-
te art´ıculo se describen las caracter´ısticas de
este mo´dulo encargado de clasificar y anali-
zar las preguntas formuladas al sistema. En
las siguientes secciones del art´ıculo se mues-
tran las caracter´ısticas del mismo as´ı como su
evaluacio´n.
2. Motivacio´n
En los dominios cl´ınicos interactu´an dife-
rentes agentes: me´dicos, pacientes, enferme-
ras, laboratorios cl´ınicos, etc. Todos ellos pre-
cisan para su actividad de ra´pidos, efectivos
y fa´ciles me´todos de acceso a la informacio´n
electro´nica. El acceso a la u´ltima bibliograf´ıa
me´dica ayuda a los doctores a seleccionar los
mejores diagno´sticos, ayuda a los pacientes a
conocer todo lo relacionado con su malestar,
y permite establecer el tratamiento ma´s efec-
tivo. Esta interactuacio´n entre los diferentes
agentes produce mucha informacio´n que de-
ber´ıa ser procesada computacionalmente. Por
ejemplo, la gente quiere obtener competentes
respuestas a preguntas me´dicas: cuando tie-
nen determinados s´ıntomas les puede intere-
sar saber a que´ causas pueden ser debidos,
cuando quieren conocer otra opinio´n me´dica
acerca de la mejor manera de tratar su en-
fermedad, cuando quieren conocer la opinio´n
de doctores experimentados en relacio´n a de-
terminados s´ıntomas y su estado, etc. Todas
estas caracter´ısticas derivan en que el nu´mero
y tipo de preguntas me´dicas que un sistema
me´dico de bu´squeda de respuestas puede tra-
tar es muy elevado.
Estos hechos nos llevaron a desarrollar
nuestro propio sistema de bu´squeda de res-
puestas en el dominio me´dico (Terol et al.,
2005). Este sistema es capaz de responder
preguntas me´dicas basadas en una taxonomı´a
de preguntas concreta. Esta taxonomı´a de
preguntas se obtuvo a partir del estudio desa-
rrollado por Ely et al (Ely et al., 2000) cuyo
principal cometido fue el desarrollo de una
taxonomı´a de preguntas formuladas por una
serie doctores determinados. En este estudio,
los participantes fueron 103 me´dicos de fami-
lia de Iowa y 49 doctores de atencio´n primaria
de Oregon. Los autores concluyeron que las
preguntas cl´ınicas en atencio´n primaria pue-
den ser categorizadas en un limitado nu´mero
de tipos gene´ricos. En base a la taxonomı´a de
preguntas derivada de este estudio, las diez
preguntas mas frecuentes formuladas por es-
tos doctores esta´n ordenadas en la siguiente
enumeracio´n:
1. What is the drug of choice for condition
x?
2. What is the cause of symptom x?
3. What test is indicated in situation x?
4. What is the dose of drug x?
5. How should I treat condition x (not li-
mited to drug treatment)?
6. How should I manage condition x (not
specifying diagnostic or therapeutic)?
7. What is the cause of physical finding x?
8. What is the cause of test finding x?
9. Can drug x cause (adverse) finding y?
10. Could this patient have condition x?
De este modo, nuestro sistema de bu´sque-
da de respuestas en el dominio me´dico es ca-
paz de responder preguntas en base a esta ta-
xonomı´a de preguntas gene´rica, descartando
otro tipo de preguntas. Este hecho produce
por una parte, una baja cobertura pero, por
otra parte, una elevada precisio´n con el obje-
tivo de que este sistema sea muy funcional en
el dominio me´dico acorde a esta taxonomı´a
de preguntas. La siguiente seccio´n muestra
con detalle la parte de nuestro sistema que
se encarga de construir los patrones de las
preguntas tratadas por el sistema acorde a la
taxonomı´a de preguntas me´dicas presentada.
3. Procesamiento de la
taxonomı´a de preguntas
En esta seccio´n se detalla el modo en el
que nuestro sistema construye un patro´n para
cada pregunta gene´rica tratada. Los patrones
de preguntas se construyen segu´n dos enfo-
ques: generacio´n manual de patrones y gene-
racio´n automa´tica de patrones supervisada.
Para poder desarrollar los patrones, nuestro
sistema hace uso de los recursos de PLN de-
tallados a continuacio´n.
3.1. Recursos PLN
Los recursos de PLN que utiliza nuestro
sistema en el cumplimiento de sus funciones
son los siguientes: Formas Lo´gicas, Reconoci-
miento de Entidades Me´dicas y Conocimiento
Sema´ntico. A continuacio´n mostramos como
nuestro sistema utiliza estos diferentes recur-
sos:
3.1.1. Formas Lo´gicas.
La forma lo´gica de una frase se calcula a
partir del ana´lisis de dependencias entre las
palabras de la frase. Este recurso esta´ desa-
rrollado a partir de una serie de reglas que
infieren distintos atributos en la forma lo´gi-
ca como el predicado, el tipo de predicado,
el identificador del predicado y sus relacio-
nes con otros predicados de la forma lo´gi-
ca. Las te´cnicas empleadas por este recurso
son diferentes que las empleadas por el recur-
so de formas lo´gicas desarrollado por Moldo-
van et al (Moldovan y Rus, 2001) que infiera
la forma lo´gica a partir del a´rbol de ana´li-
sis sinta´ctico, o el mismo recurso de Diego
Molla´ et al (Molla´ et al., 2002) que introduce
la forma plana como paso intermedio entre
la frase y su correspondiente forma lo´gica.
Al igual que el recurso de Moldovan et al,
nuestro recurso de formas lo´gicas esta´ basa-
do en la nomenclatura empleada por el recur-
so Logic Form Transformation de eXtended
WordNet (Harabagiu et al., 1999). Por ejem-
plo, la forma lo´gica “nerve:NN(x3) NNC(x4,
x3, x5) cell:NN(x5) consist of:VB(e1, x4,
x10) large:JJ(x1) cell:NN(x2) NNC(x1, x2,
x9) body:NN(x9) and:CC(x10, x1, x7) ner-
ve:NN(x6) NNC(x7, x6, x8) fiber:NN(x8)’ es
inferida automa´ticamente a partir del ana´li-
sis de las dependencias entre las palabras de
la frase “Nerve cells consist of a large cell
body and nerve fibers”. Segun el formato de
la forma lo´gica, cada predicado tiene al menos
un argumento, pudiendo tener ma´s de uno: el
primer argumento se corresponde con el iden-
tificador del predicado mientras que el resto
de argumentos se se asocian con los identifi-
cadores de otros predicados relacionados con
el predicado actual.
3.1.2. Reconocimiento de Entidades
Me´dicas.
Este recurso aporta al sistema toda la in-
formacio´n referente a las entidades del domi-
nio me´dico: nombres de medicamentos, s´ınto-
mas, enfermedades, disfunciones, etc. La base
de conocimiento de este recurso es el Meta-
tesauro de UMLS (Lindberg et al., 1993).
3.1.3. Conocimiento Sema´ntico.
Para extraer el conocimiento sema´ntico
utilizamos dos fuentes de conocimiento. Por
una parte, usamos WordNet (Miller, 1990)
para extraer las relaciones ema´nticas entre
te´rminos de propo´sito general. Por otra par-
te, utilizamos el Metatesauro de UMLS pa-
ra obtener las relaciones sema´nticas entre los
te´rminos me´dicos.
Una vez presentados estos tres recursos
utilizados por nuestro sistema, el resto de la
seccio´n se centra en detallar el uso de estos re-
cursos por el sistema para el desarrollo de los
patrones de preguntas tratadas. Esta tarea
previa al ana´lisis de la pregunta consiste en
la obtencio´n de los diferentes patrones asocia-
dos a cada pregunta gene´rica tratada por el
sistema. Un patro´n esta´ formado por una se-
rie de entidades me´dicas y uno o ma´s verbos.
A continuacio´n describimos los dos me´todos
de obtencio´n de patrones.
3.2. Generacio´n Manual de
Patrones
La generacio´n manual de estos patrones se
desarrolla del siguiente modo:
Identificacio´n de los tipos de entidades
me´dicas que se deben emparejar en la
pregunta gene´rica.
Identificacio´n de los verbos que se deben
emparejar en la pregunta gene´rica.
Expansio´n automa´tica de estos verbos en
base a sus relaciones de similitud defini-
das en WordNet.
Seleccionar el umbral inferior de enti-
dades me´dicas (MELT) de cada patro´n.
MELT se define como el nu´mero mı´ni-
mo de entidades me´dicas que se deben
emparejar entre el patro´n de la pregunta
gene´rica y la pregunta del usuario.
Seleccionar el umbral superior de enti-
dades me´dicas (MEUT) de cada patro´n.
MEUT se define como el nu´mero ma´xi-
mo de entidades me´dicas que se pueden
emparejar entre el patro´n de la pregunta
gene´rica y la pregunta del usuario.
Identificar los posibles tipos de respuesta
esperados.
Como ejemplo de este proceso de genera-
cio´n manual de patrones para la primera pre-
gunta “What is the drug of choice for con-
dition x?”, la Tabla 1 muestra las entida-
des me´dicas asociadas a la primera pregun-
ta gene´rica mientras que la Tabla 2 muestra
los patrones resultado de la combinacio´n de
estas entidades.
Id. Patro´n Patro´n MELT MEUT
P11 Sustancia Farmacolo´gica + Enfermedad o Sı´ndrome 2 3
P12 Sustancia Farmacolo´gica + Concepto Cuantitativo 2 3
P13 Sustancia Farmacolo´gica + Signo o Sı´ntoma 2 3
P14 Droga Clı´nica + Enfermedad o Sı´ndrome 2 3
P15 Droga Clı´nica + Concepto Cuantitativo 2 3
P16 Droga Clı´nica + Signo o Sı´ntoma 2 3
Cuadro 2: Patrones asociados a la primera pregunta gene´rica
Palabra Entidad Me´dica
drug Sustancia Farmacolo´gica
Droga Clı´nica
Enfermedad o Sı´ndrome
x Concepto Cuantitativo
Signo o Sı´ntoma
Cuadro 1: Entidades Me´dicas asociadas a la
primera pregunta gene´rica
Continuando con este ejemplo, el verbo
principal de la pregunta de tipo 1 formula-
da por el usuario se debe corresponder con
alguno de los verbos de la lista (treat, con-
trol, take, associate with, help, prevent, ma-
nage, indicate, relieve, evaluate, help, fight
and solve). Esta lista de verbos se completa
automa´ticamente con los verbos expandidos
de WordNet que tienen alguna relacio´n de si-
militud con los primeros. Finalmente, los ti-
pos de respuesta esperados para esta primera
pregunta gene´rica se instancian manualmente
a los tipos sema´nticos de UMLS “Sustancia
Farmacolo´gica” y “Droga Cl´ınica”.
3.3. Generacio´n Automa´tica de
Patrones Supervisada
La generacio´n automa´tica de estos patro-
nes se realiza a trave´s del procesamiento de
las preguntas emparejadas a la taxonomı´a de
preguntas del siguiente modo:
Derivacio´n de la forma lo´gica asociada a
cada pregunta.
Reconocimiento de las entidades me´di-
cas en la forma lo´gica. Las entida-
des me´dicas so´lo pueden ser sustanti-
vos (predicado del tipo NN) o nomi-
nales complejos (predicado del tipo
NNC)incluyendo sus posibles modifica-
dores (predicado del tipo JJ).
Reconocimiento del verbo principal en la
forma lo´gica.
Expansio´n automa´tica de este verbo
principal a trave´s de las relaciones de
similitud con otros verbos dadas por
WordNet.
Asignacio´n automa´tica del umbral
MELT cuyo valor es igual al nu´mero
de entidades me´dicas en la forma lo´gica
menos 1.
Asignacio´n automa´tica del umbral
MEUT cuyo valor es igual al nu´mero de
entidades me´dicas en la forma lo´gica.
Asignacio´n manual de los tipos de res-
puesta esperados para cada pregunta.
Este proceso esta´ supervisado por un
usuario administrador avanzado del sistema
pudiendo modificar los resultados obtenidos
en cada uno de estos pasos.
La Tabla 3 muestra un ejemplo de es-
te proceso de generacio´n automa´tica de pa-
trones supervisada para la primera pregunta
gene´rica “What is the drug of choice for con-
dition x?”.
Continuando con este ejemplo, el verbo
principal de la pregunta (administer) se ex-
tiende automa´ticamente con los verbos de-
vueltos por WordNet que tienen relaciones de
similitud con el primero. Los tipos de respues-
ta esperados se asocian tambie´n manualmen-
te con al menos un tipo sema´ntico de UMLS.
Una vez que el sistema tiene construidos
los patrones asociados a cada una de las pre-
guntas gene´ricas tratadas, el proceso puro de
bu´squeda de respuestas ya esta´ listo para po-
der iniciarse, pudiendo formular ya de este
modo preguntas al sistema. La siguiente sec-
cio´n muestra en detalle el mo´dulo del sistema
encargado de clasificar y analizar las pregun-
tas en lenguaje natural formuladas al siste-
ma.
4. Clasificacio´n y Ana´lisis de
Preguntas
Esta seccio´n muestra las caracter´ısticas de
disen˜o del mo´dulo de nuestro sistema me´dico
Pregunta: What drugs are administered for the treatment of hypertension?
FL: drug:NN(x2) administer:VB(e1, x4, x2) for:IN(e1, x3)
treatment:NN(x3) of:IN(x3, x1) hypertension:NN(x1)
EM de drug: Sustancia Farmacolo´gica (SF)
EM de treatment: Concepto Funcional (CF)
EM de hypertension: Enfermedad o Sı´ndrome (ES)
Patro´n Automa´tico: SF + CF + ES. MELT=2 and MEUT=3
Patro´n Supervisado: SF + ES. MELT=2 and MEUT=2
Cuadro 3: Generacio´n automa´tica supervisada de un patro´n asociado a la primera pregunta
gene´rica
de bu´squeda de respuestas encargado de cla-
sificar y analizar las preguntas en lenguaje
natural que los usuarios pueden formular al
sistema. Este proceso computacional esta´ ba-
sado en dos tareas distintas:
Clasificacio´n de la Pregunta: consis-
te en asignar uno de los patrones gene´ri-
cos a la pregunta del usuario siempre y
cuando dicha pregunta se asocie con una
de las diez preguntas gene´ricas tratadas
por el sistema.
Ana´lisis de la Pregunta: consiste en
realizar un complejo procesamiento de la
pregunta del usuario en base al patro´n
emparejado y su correspondiente pre-
gunta gene´rica.
A continuacio´n pasamos a detallar estas
dos tareas.
4.1. Clasificacio´n de la Pregunta
Esta tarea de clasificacio´n de la pregunta
comienza despue´s de que el usuario lance su
pregunta al sistema. Nuestro sistema maneja
diez tipos de preguntas en base a las diez pre-
guntas gene´ricas presentadas anteriormente.
De este modo, esta tarea debe decidir si la
pregunta del usuario pertenece a alguna clase
(se empareja con alguna pregunta gene´rica) o
no pertenece a ninguna clase (no se empare-
ja con ninguna pregunta gene´rica). Para con-
seguir este objetivo, esta tarea se enfoca en
el tratamiento de patrones derivados de las
preguntas del usuario al sistema y se realiza
siguiendo los siguientes pasos:
Formular la pregunta del usuario al sis-
tema.
Derivar la forma lo´gica asociada a la pre-
gunta del usuario.
Extraer el verbo principal de la forma
lo´gica.
Reconocer las entidades me´dicas de
aquellos predicados de la forma lo´gica
cuyo tipo se corresponda con nombre
(NN) o nominal complejo (NNC) inclu-
yendo sus posibles modificadores (JJ).
Construccio´n de la forma de la pregunta
del usuario y asignacio´n de su marcador
de entidades me´dicas (MESQ). MESQ
se define como el nu´mero de entidades
me´dicas en la forma de la pregunta del
usuario.
Obtencio´n de aquellos patrones en cuya
lista de verbos este´ contenido el verbo
principal de la forma lo´gica de la pre-
gunta del usuario y que adema´s cum-
plan la restriccio´n MELT ≤ MESQ ≤
MEUT .
Asignacio´n de la medida de empareja-
do de entidades (EMM) definida como
el nu´mero de entidades me´dicas que se
deben emparejar entre la pregunta y el
patro´n.
Seleccio´n de patro´n que minimiza dife-
rencia entre EMM y MELT.
La Tabla 4 muestra un ejemplo de la ta-
rea de clasificacio´n de la pregunta utilizando
la siguiente pregunta de usuario “What drug
treats temperature?”.
4.2. Ana´lisis de la Pregunta
Una vez que la pregunta del usuario ha
sido emparejada con un patro´n, la tarea de
ana´lisis de la pregunta obtiene su sema´ntica.
Tal y como hemos mencionado anteriormen-
te, el Metatesauro de UMLS y WordNet son
los recursos utilizados para el desempen˜o de
esta funcio´n. El siguiente paso consiste en el
reconocimiento del tipo de respuesta espera-
do. Estos tipos de respuestas me´dicas pue-
den ser enfermedades, s´ıntomas, dosis de me-
dicinas, ..., de acuerdo con las posibles res-
Pregunta: What drug manages temperature?
FL: drug:NN(x2) manage:VB(e1, x2, x1) temperature:NN(x1)
Verbo Principal: manage
EM of drug: Sustancia Farmacolo´gica
EM of temperature: Concepto Cuantitativo
PP: Sustancia Farmacolo´gica + Concepto Cuantitativo. MESQ=2
Patrones Comparables: P11, P12, P13, P14, P15 and P16
EMM: PQ11 = 1, P
Q
12 = 2, P
Q
13 = 1, P
Q
14 = 0, P
Q
15 = 1 and P
Q
16 = 0
Patro´n Seleccionado: P12
Clase de Pregunta Gene´rica: GE1 (primera pregunta gene´rica)
Cuadro 4: Ejemplo de la tarea de clasificacio´n de preguntas
puestas a las diez preguntas me´dicas trata-
das por el sistema. Despue´s de e´sto, se iden-
tifican las palabras clave de la pregunta del
usuario. Estas palabras clave se identifican
directamente mediante la aplicacio´n de una
serie de heur´ısticas a los predicados y sus re-
laciones con otros predicados en la forma lo´gi-
ca. Las palabras clave son nominales comple-
jos o nombres reconocidos como expresiones
me´dicas (utilizando el reconocedor de entida-
des me´dicas) incluyendo sus posibles adjeti-
vos modificadores, el resto de nominales com-
plejos y nombres no reconocidos como expre-
siones me´dicas incluyendo tambie´n sus posi-
bles modificadores y el verbo principal en la
forma lo´gica de la pregunta del usuario. Por
ejemplo, en la parte de la forma lo´gica “...
high:JJ(x3) blood:NN(x1) NNC(x3, x1, x2)
pressure:NN(x2) ...”, el predicado x3 es reco-
nocido como una Enfermedad o S´ındrome y,
en consecuencia, “high blood pressure” tiene
el tratamiento de palabra clave. Estas pala-
bras clave de la pregunta del usuario pueden
ser expandidas mediante la aplicacio´n de una
serie de heur´ısticas. Por ejemplo, las expresio-
nes me´dicas pueden ser expandidas utilizan-
do las relaciones de similitud definidas en el
Metatesauro de UMLS. De este modo, “high
blood pressure” se expande a “hypertension”.
Este conjunto de palabras clave es elegido
por prioridad, as´ı si muchas palabras clave
han sido extraidas de la pregunta del usua-
rio, solamente un nu´mero ma´ximo de pala-
bras clave son consideradas por el siguiente
proceso de recuperacio´n documental.
5. Evaluacio´n
A pesar de que los sistemas de bu´squeda
de respuestas en dominios abiertos pueden ser
evaluados en competiciones como el TREC o
el CLEF, cuando estamos trabajando en un
dominio restringido no existe ningu´n tipo de
tareas de evaluacio´n de esta ı´ndole. Esta es
la principal motivacio´n por la que la evalua-
cio´n de nuestra tarea de clasificacio´n se ba-
sa en la tarea de evaluacio´n presentada por
Chung et al en su trabajo de investigacio´n
previo (Chung et al., 2004). De este modo,
para evaluar la efectividad de la tarea de cla-
sificacio´n de la pregunta, se ha desarrollado
un conjunto de preguntas del siguiente modo:
GQ1: Cinco preguntas asociadas a la pri-
mera pregunta gene´rica; GQ2: cinco pre-
guntas asociadas a la segunda pregun-
ta gene´rica; y as´ı sucesivamente hasta
GQ10. Estas preguntas han sido desarro-
lladas por un grupo de gente ajena al di-
sen˜o y desarrollo del sistema de bu´sque-
da de respuestas al que se le dio una serie
de directrices espec´ıficas para el desarro-
llo de cada tipo de pregunta.
OQ: El conjunto de las 200 preguntas
en ingle´s de la u´ltima tarea de evalua-
cio´n de los sistemas de bu´squeda de res-
puestas en la competicio´n CLEF. Ejem-
plos de este tipo de preguntas pueden
ser: “What is BMW?”, “What is the
FARC?”, “Who is Silvio Berlusconi?”,
etc.
La Figura 1 muestra el modo en el que
la tarea de clasificacio´n de preguntas es ca-
paz de clasificar cada una de las preguntas
del usuario en una de las siguientes clases de
preguntas:
GE: Estas clases de preguntas incluyen
cada una de las diez preguntas gene´ricas.
De este modo, la clase GE1 se corres-
ponde con la primera pregunta gene´rica
“What is the drug of choice for condition
x?”; la clase GE2 se asocia con la segun-
da pregunta gene´rica “What is the cause
of symptom x?”,..., y as´ı sucesivamente
hasta completar la clase GE10.
 
  user question 
Question 
Classification 
Task 
  GE1 …….  GE10   OE 
Figura 1: Tarea de Clasificacio´n de Preguntas
OE: Esta clase incluye el resto de pre-
guntas que no se emparejan con ninguna
de las preguntas gene´ricas tratadas por
el sistema.
De este modo, la tarea de evaluacio´n con-
siste en comparar si cada una de las 250 pre-
guntas de evaluacio´n (GQ1, ..., GQ10 y OQ)
ha sido clasificada correctamente en la apro-
piada clase de preguntas (GE1, ..., GE10 u
OE). Como medida de evaluacio´n, aplicamos
la medida de precisio´n (P) definida como el
cociente entre el nu´mero de preguntas clasifi-
cadas correctamente y el nu´mero de pregun-
tas. La Tabla 5 muestra los resultados obte-
nidos en esta tarea de clasificacio´n de pregun-
tas. La columna Clase Clasificada expresa la
clase de preguntas que estamos evaluando. La
columna Clase Relacionada muestra la cla-
se relacionada correcta asociada a cada clase
clasificada. La columna Preguntas refleja el
nu´mero de preguntas clasificadas. La colum-
na Correctas indica el nu´mero de preguntas
que han sido clasificadas correctamente. Fi-
nalmente, la columna Precisio´n muestra la
precisio´n acorde a la medida de evaluacio´n
definida previamente.
De acuerdo a la fila Global de la Tabla 5,
la precisio´n de esta tarea de clasificacio´n de
preguntas es del 94,4%. Este buen resulta-
do condiciona positivamente que el resto de
mo´dulos del sistema trabajen con preguntas
que han sido correctamente clasificadas con
una alta probabilidad.
6. Conclusiones y Trabajos
Futuros
En este art´ıculo se justifica la necesidad
de mejorar la precisio´n de los sistemas de
bu´squeda de respuestas en dominios restrin-
gidos, especialmente en el dominio me´dico.
En este dominio me´dico, nuestro esfuerzo in-
vestigador se centra en el disen˜o y desarrollo
de un sistema de bu´squeda de respuestas ca-
paz de resolver una serie de preguntas basa-
das en una taxonomı´a de preguntas me´dicas
formuladas a trave´s de una serie de estudios
de doctores sobre la atencio´n a los pacien-
tes. Tambie´n se detalla el me´todo de proce-
samiento de las preguntas en el sistema de
bu´squeda de respuestas en el dominio me´di-
co. Este me´todo hace uso del Metatesauro de
UMLS y y de WordNet. Este proeso compu-
tacional consta de tres tareas claramente di-
ferenciadas: (1) generacio´n de patrones, (2)
clasificacio´n de preguntas, y (3) ana´lisis de la
pregunta.
Actualmente estamos trabajando en el de-
sarrollo de un marco gene´rico de sistemas de
bu´squeda de respuestas en cualquier dominio
restringido.
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