Abstract-This paper presents a novel application of a hybrid learning approach to the optimisation of membership and nonmembership functions of a newly developed interval type-2 intuitionistic fuzzy logic system (IT2 IFLS) of a Takagi-Sugeno-Kang (TSK) fuzzy inference system with neural network learning capability. The hybrid algorithms consisting of decoupled extended Kalman filter (DEKF) and gradient descent (GD) are used to tune the parameters of the IT2 IFLS for the first time. The DEKF is used to tune the consequent parameters in the forward pass while the GD method is used to tune the antecedents parts during the backward pass of the hybrid learning. The hybrid algorithm is described and evaluated, prediction and identification results together with the runtime are compared with similar existing studies in the literature. Performance comparison is made among the proposed hybrid learning model of IT2 IFLS, a TSK-type-1 intuitionistic fuzzy logic system (IFLS-TSK), and a TSK-type interval type-2 fuzzy logic system (IT2 FLS-TSK) on two instances of the datasets under investigation. The empirical comparison is made on the designed systems using three artificially generated datasets and three real world datasets. Analysis of results reveal that IT2 IFLS outperforms its type-1 variants, IT2 FLS and most of the existing models in the literature. Moreover, the minimal run time of the proposed hybrid learning model for IT2 IFLS also puts this model forward as a good candidate for application in real time systems.
I. INTRODUCTION

F
UZZY sets that generalize the conventional sets were introduced by Zadeh in 1965 where elements of a set have membership degrees and defined in the unit interval [0, 1] using membership functions (MF). Fuzzy sets can be used to model nonlinear relationships with ill-defined information and as such are able to capture human experiences or knowledge. However, because of the precise nature of the MF of FSs, they may not handle the level of uncertainty inherent in many real world applications. Zadeh [1] in 1975 introduced the concept of type-2 fuzzy set (T2 FS). The T2 FSs are higher order conventional fuzzy sets with fuzzy MFs, in contrast to the type-1 counterpart with precise MFs. With this kind of MF for T2 FSs, researchers are able to " . . . model and minimise the effects of uncertainties in rule-based fuzzy logic systems" [2] . Due to the complex nature of the general T2 FS with nonuniformly weighted secondary MFs, many researchers have focused on the less complex T2 FS model known as the interval T2 FS (IT2 FS) where all the secondary MFs (membership degrees on the third dimension) take the value 1. The uncertainty about an IT2 FS is therefore captured in their footprints of uncertainties (FOUs) .
Because the conventional fuzzy set nonmembership function (NMF) (ν) is complementary to the MF (μ), that is, ν = 1 − μ with no form of uncertainty whatsoever, Atanassov [3] in 1986 introduced a new kind of fuzzy set known as the intuitionistic fuzzy set (IFS), which is characterized by independently defined MF and NMF together with some degree of indeterminacy or hesitancy [otherwise known as intuitionistic fuzzy index (IF-index)]. The IFS therefore defies the claim of the FS that μ + ν = 1 " . . . thus relaxing the enforced duality that ν = 1 − μ" [4] and maintains a set whose sum of MF and NMF is less than or equal to 1 with the capacity to capture more uncertainty in terms of the hesitation degree. With the degree of MF, NMF, and hesitation, the IFS becomes more meaningful in the context of human reasoning and natural language representation. However, similar to the notion of a conventional FS of type-1, IFS with precise MF and NMF may not handle uncertainty well. Atanassov and Gargov [5] proposed the extension of IFS to IV IFS based on the idea of interval-valued fuzzy set (IV FS) [6] defined in [0, 1] with MFs that are intervals. It has been pointed out in [7] - [10] that IV FSs are special representations of IT2 FSs. In particular, Bustince et al. [10] have shown four different representations for IT2 FSs namely as type-1 FS, as IV FS, as multi-FS and as multi-interval FS. Thus, according to the authors, IT2 FSs can conveniently be used to construct other concepts that are not possible with IV FSs, and as such IV FS and IT2 FS should be treated as two distinct sets. Arguably, this also applies to IT2 IFS. We argue that similar to IT2 FSs and its representations, IT2 IFS can be used to model other concepts, a capability that is not possible with IV IFSs. It is necessary to make this distinction in the context of this study as it serves to distinguish the much broader concept of IT2 IFS from the more specific notion of IV IFS. Moreover, the constraint imposed on IV IFS is quite different from those of IT2 IFS. For instance, for IV IFS, the summation of the upper bound MF and upper bound NMF is less than or equal to 1 [5] . On the contrary, for IT2 IFS, the summation of the upper bound MF and lower bound NMF is less than or equal to 1 and the summation of the lower bound MF and upper bound NMF is less than or equal to 1 for every element of the fuzzy set. These notions present IT2 IFS as a novel class of fuzzy set entirely different from IV IFS. Moreover, apart from the novelty in the constraint definitions of our proposed framework, the model also takes into account the contributions of the NMF and IF-indices in the partitioning of the input space. The capturing of additional uncertainties in the form of IF-indices in the FOUs of the MF and NMF through a process of scaling and shifting presents interval type-2 intuitionistic fuzzy logic system (IT2 IFLS) as a novel approach completely different from existing approaches. In this way, we relax the assumption of IT2 FS that NMF is complementary to MF (upper or lower).
The use of T2 and IFSs is not a new approach in the FL community and has been successfully applied in diverse domains. In fact, Castillo et al. [11] , used IFS to represent IT2 FS and this is achieved with a suitable choice of interval function (g). The same authors in [12] also investigated the use of IFS and its multidimensional (MDIFS) variant to interpret FSs, IT2 FSs, and generalized T2 FSs (GT2 FSs). Some research work has shown interest in the arithmetic operations of T2 IFS. In [13] , some operations for T2 IFS and their properties are discussed with the remark that many applications will benefit from the use of such sets. Similarly, Jana [14] has proposed some novel arithmetic operations on generalized T2 IFS on the basis of (α, β)-cut methods with application to transportation problems. Recently, Singh and Garg [15] have proposed some distance measures for T2 IFS and applied the proposed measures to multicriteria decision making.
In the work of Nguyen et al. [16] , IT2 fuzzy C-mean (IT2FCM) and IFS are applied for image clustering with improved performance in the clustering quality compared to FCM and IT2FCM. Nghiem et al. [17] applied intuitionistic T2 FS to image thresholding using Sugeno intuitionistic fuzzy generator. Results show improved thresholding quality compared with standard algorithms, such as type-1 FS and IFS.
In [18] , a hybrid approach using IT2 and IFS for multicriteria group decision making (MCGDM) is proposed. In their study, IT2 FS is used to handle the linguistic uncertainty with intuitionistic evaluation used in the design of the NMF degrees. The proposed hybrid approach was evaluated on 10 candidates in a postgraduate study. Results of evaluation show better agreement with the human experts decision than IFS, FS, and IT2 fuzzy systems. In the same vein, Naim et al. [19] presented a fuzzy logic-MCGDM (FL-MCGDM) for choosing appropriate and convenient lighting level to meet particular individual reading needs. The hybrid system adopted the concepts of IT2 FS and the hesitation indices of IFS with intuitionistic values used to represent the MFs of the IT2 FS for the left and right endpoints. Results show that with T2 FS and IFS, the capability of FL-MDGDM is enhanced with improved capacity for decision making. In Naim and Hagras [20] , FL-MCGDM is proposed for intelligent shared environment. Analysis of results indicate consistency of the proposed method with the human decision as compared to conventional fuzzy MCGDM. In a study by Own [7] , a switching between T2 FSs and IFSs is proposed. In Own's paper, the switching relation between T2 FSs and IFSs is defined axiomatically. The advantage of T2 FSs is exploited and the switching results are applied in pattern recognition and medical diagnosis reasoning to show the usefulness of the proposed method.
The research work reported here adopts a similar idea of using both IFS and IT2 FS in the design of the proposed framework of IT2 IFLS. However, the motive and approach for the framework proposed in this study are quite distinct from those advanced in the above models. Among other things, no learning whatsoever is involved in these previous models and no framework listed above obviously shows the benefit of explicitly using MFs and NMFs that are intervals together with IF-indices for uncertainty modeling and although, these different approaches use combination of IFS and IT2 FS, most of these approaches are less relevant to the problem domain investigated in this study. In addition, some of these approaches utilize only a single IT2 FS and evaluate the hesitation on the primary MF of the IT2 FS. For instance, the works in [18] - [20] , effective in handling MCGDM, do not consider the specification of NMF as a separate region but rather IT2 FS is employed with intuitionistic evaluation (hesitation) on the MF FOUs. They do not explicitly apply MFs and NMFs that are intervals. On the contrary, our new framework incorporates the hesitation indices of each element into the FOUs of the MFs and NMFs through scaling and shifting as shown in (10)-(13) thereby satisfying the constraints imposed on Definition 4. Hence, our proposed model of IT2 IFLS provides a point of departure from existing approaches in the literature by using a framework that fuses both concepts (IFS and IT2 FS) systematically and models uncertainty using separately defined MFs and NMFs that are intervals with a neural network learning capability.
Type-1 FSs have been the main stay in uncertainty modeling in the last few decades and have been applied in many applications with great success. Despite the widespread use of FS and its representation of uncertainty, FS handles uncertainty about the meaning of words by using MFs that are precise [21] ; which is not necessarily realistic [22] . Real world applications are fraught with higher order uncertainties that make it difficult to determine the exact MFs for the antecedent and consequent parts of a fuzzy set [23] . With these level of uncertainties, it becomes inappropriate in certain applications to employ type-1 FS. According to Hagras [24] , using type-1 fuzzy sets can cause degradation in the FLS's performance, which can lead to poor control and inefficiency; and time wastage due to attempts to frequently redesign or tune the type-1 FL system in order to cope with the different uncertainties. Because uncertainty modeling cannot be properly accomplished with type-1 FS, the use of T2 FS that is characterized by MFs that are themselves fuzzy can be more appropriate. Mendel [21] states that T2 FLSs control the effects of the uncertainties associated with the meaning of words by modeling the uncertainties and concluded in [25] that IT2 FLS is a scientifically correct model for modeling uncertainties associated with words. What is more, some studies have shown in a more analytical way that the performance of T2 FLSs is superior to their type-1 counterparts [26] , [27] and T2 FLSs can be more appropriate for real time environments [28] .
The IT2 FSs have been extensively used in the literature to model uncertainty (see [23] , and [29] - [32] ). Despite literature being replete with several works revolving round IT2 FSs, they only make use of the MFs alone in uncertainty modeling with an implicit assertion that NMF is complementary to the MF (lower or upper). In a real life context, it is not necessarily the case that NMF is complementary to MF as there may exist some degree of hesitation or indeterminacy, otherwise known as intuitionistic fuzzy index (IF-index) or neutral degree. The conventional IT2 FLS cannot singularly model these IF-indices in a fuzzy set. Barrenechea et al. [33] pointed out that valuable information of an element can be obtained using the IF-index of IFS. The authors in [33] also noted that the IF-index plays a very important role in algorithm's performance. Our study is an attempt in this direction to enhance the capabilities of IT2 FLS by incorporating IFL into IT2 FLS. As earlier discussed, with the capability of the IT2 FSs to adequately model uncertainty in their FOUs and the ability of the IFS to separately cater for MF and NMF of an element with some level of hesitation, we are motivated to integrate these two concepts (IT2 FS and IFS) to design a new Takagi-Sugeno-Kang (TSK) type IT2 IFLS (IT2 IFLS-TSK) [34] . The new framework apart from incorporating fuzzy NMF into the conventional IT2 FS is able to deal with indeterminate (hesitant) states that are not well managed by alternative fuzzy approaches such as IT2 FLSs. The introduction of additional NMF and IF-indices into IT2 FS increases the fuzziness of the model. According to Hisdal [35] , "increased fuzziness in a description means increased ability to handle inexact information in a logically correct manner." We believe that the fusion of these two kinds of fuzzy sets is able to provide a synergistic capability in managing the effects of uncertainties in data. The proposed framework of IT2 IFLS is enhanced with a neural network learning capability similar to adaptive neuro-fuzzy inference system (ANFIS) and T2-ANFIS [36] for modeling uncertainty in data. The combination of these two approaches, fuzzy logic and artificial neural network (ANN), have been very popular with increasing interest in recent years. With the integration of ANN into FLS, the FLS is enhanced with the learning and generalisation capabilities of ANN.
Different approaches have been used over the years to learn or adjust the parameters of fuzzy systems and are classified into derivative-based and nonderivative-based optimization methods. Among the derivative-based approaches are gradient descent (GD) methods, least squares, extended Kalman filter (EKF) while the nonderivative-based methods include genetic algorithms (GA), particle swarm optimization (PSO), simulated annealing (SA), and sliding mode control (SMC) based theory algorithms. Kayacan et al. [37] have investigated some of these learning algorithms for adjustment of the parameters of IT2 fuzzy neural network (IT2 FNN) including hybrid method of PSO and GD. Other hybrid methods for tuning the parameters of the conventional TSK-type IT2 FLSs are reported in [38] - [42] . The GD (first-order derivative based) methods have been widely used as an optimization strategy for the parameters of fuzzy systems [21] , [37] . The difficulties associated with GD methods, however, are slow convergence and the possibility of getting stuck in local minima, leading to poor solutions [43] . This can be compensated for by combining the first-order GD with a higher-order derivative-based method such as the Kalman filter (KF)-based algorithms that have a smaller possibility of getting stuck in local minima [44] . In a different application domain, the hybrid learning utilizing KF-based and GD techniques has shown good performance. For instance, Mendez et al. [38] proposed a hybrid learning approach for IT2 FLS of TSK-type otherwise known as interval type-1 nonsingleton type-2 TSK FLS ANFIS (IT2 NSFLS1 ANFIS) utilizing recursive Kalmantype filter (REFIL) to tune the consequent parameters and the steepest descent back propagation method to tune the antecedent parameters. The developed model was applied to the prediction of transfer bar surface temperature. Experimental evaluation revealed that the IT2 NSFLS1 ANFIS trained with hybrid REFIL-BP had the lowest prediction error on test data compared with other learning approaches investigated in their study. However, the basic KF works well for linear dynamic systems with white process and measurement noise but real world problems are nonlinear. Hence, for nonlinear systems, we have extended the linear KF used in [38] through a process of linearization where the nonlinear function is linearized around the current parameter estimates.
The EKF has been used to learn the parameters of some traditional fuzzy logic systems [44] , [45] and intuitionistic fuzzy systems of type-1 [46] , [47] . However, because of the high dimensionality of the fuzzy system parameters, using the standard EKF can be more complicated [44] , [48] especially for larger problem domains. In order to alleviate this computational burden, the EKF is used in a decoupled form (DEKF) because it is faster and easier to implement [48] with the most useful properties of the EKF still preserved [49] . The DEKF algorithm has been used previously in [44] to train a T2 FLS where the parameters of both the antecedent and consequent parts of the T2 FLS were gathered into two separate vectors (antecedent and consequent parameter vectors). Similar to [38] , we adopt a hybrid learning methodology (KF-based and GD) to adjust the antecedent and consequent parameters of the proposed model. While GD is also adopted for the update of the antecedent parameters, our model utilizes the DEKF approach, different from [38] , to adjust the consequent parameters of the new and extended framework of IT2 FLS, otherwise known as IT2 IFLS [34] for the first time in this study with the aim of achieving improved system performance in terms of error minimization and faster convergence. To the best knowledge of the authors, there is previously no work in the literature where DEKF and GD is used for the optimization of IT2 IFLS-TSK parameters.
In Section II, we provide definitions for IFS, GT2 IFS, and IT2 IFS. Section III discusses the design of IT2 IFLS-TSK model and the hybrid learning algorithms are presented in Section IV.
We present our experimental results in Section V, and conclude in Section VI.
II. DEFINITIONS
In this section, the basic definitions surrounding the formulation of the proposed framework are given.
Intuitionistic Fuzzy Set Definition 1: An intuitionistic fuzzy set A * in X is of the form:
Intuitionistic Fuzzy Index -IF-index Definition 2: Given an IFS, A * , an IF-index, denoted by π and defined in the unit interval [0, 1] is the complement of the sum of the degree of MF and NMF of an element x to 1 i.e.,
Generalised Type-2 IFS (GT2 IFS) Definition 3: A GT2 IFS denoted byÃ * is composed of a T2 MF μÃ * (x, u), and a T2 NMF νÃ * (x, u) [34] , i.e.,
Equations (2) and (3) for GT2 IFS represent the supports of secondary MF and secondary NMF values of element x ∈ X on the third dimension, respectively. When uncertainties disappear, a T2 IFS must collapse to an IFS. A T2 IFS can also be expressed as
where represents union over all admissible values of x and u over a continuous universe of discourse (UoD) and instead for discrete UoD. When μÃ * (x, u) = 1 and νÃ * (x, u) = 1, a T2 IFS simplifies to an IT2 IFS (see Fig. 1 ).
Interval Type-2 IFS (IT2 IFS) Definition 4: An IT2 IFS,Ã * , consist of a T2 MF and a T2 NMF defined as [μÃ * (x),μÃ * (x)] and [νÃ * (x),νÃ * (x)] respectively for all x ∈ X with constraints: 0 ≤ μÃ * (x) + νÃ * (x) ≤ 1 and 0 ≤ μÃ * (x) + νÃ * (x) ≤ 1 [16] .
An IT2 IFS can be expressed as 
The FOUs together with the IF-indices completely describe the uncertainty about an IT2 IFS. The IF-indices utilized for the definition of IT2 IFS are as follows [34] :
such that: 0 ≤ π c (x) ≤ 1 and vv0 ≤ π var (x) ≤ 1.
III. INTERVAL TYPE-2 INTUITIONISTIC FUZZY LOGIC SYSTEM
The architecture of a T2 IFLS is the same as that of a conventional T2 FLS and composed of the fuzzifier, rule base, inference engine and output processing unit.
A. Fuzzification
During this process, the input vector is projected onto the IT2 IFS and the degrees of MF, μÃ * (x) and NMF, νÃ * (x) are obtained for each input and in this study, interval singleton fuzzification is utilized where the MF and NMF are defined at a single point where x = x with value 1, respectively, and 0 everywhere that x = x . We use a Gaussian function with uncertain standard deviation (with some scaling and shifting) to construct the IT2 IFS. The purpose of scaling and shifting in the MF and NMF is to capture the hesitation of the human experts in the specification of the center and the spread of the IT2 IFS.
The functions are as defined in (10)- (13) [34] 
where π c,ik is the IF-index of center and π var,ik is the IF-index of variance [47] . The IF-THEN rule of an IT2 IFLS does not differ from the general TSK rule syntax of fuzzy logic. The generic TSK rule representation is as expressed in (14) R k : IF x 1 isÃ * 1k and x 2 isÃ * 2k and · · · and x n isÃ * nk
whereÃ 
For NMF, the rule becomes 
B. Fuzzy Inference
In this paper, we aim to obtain a fuzzy system that closely approximates the input-output relationship of the modeled system, hence the use of a TSK-fuzzy inference for IT2 IFLS. The proposed hybrid learning IT2 IFLS is developed using a TSKbased fuzzy inference with an IT2 IFS in the antecedent and a crisp value in the consequent (A2-C0) because of its simplicity in representation and evaluation. From our previous study, the final output of IT2 IFLS-TSK is a weighted average defined as 
, and f ν k are the lower MF, upper MF, lower NMF, and upper NMF firing strength respectively. The "prod" t-norm for the implication is expressed as 
Hence, the parameter β in the unit interval [0, 1] determines the magnitude of MF and NMF in the overall output.
IV. PARAMETER UPDATES
In this section, we describe the two-pass learning algorithm of the parameters of IT2 IFLS. During the forward pass, the antecedent parameters are kept fixed while the consequent parameters are updated using the DEKF. During the backward pass, the consequent parameters are kept fixed while the antecedent parameters are updated using GD method as shown in Table I .
A. Consequent Parameter Updates
For linear systems with white process and measurement noise, KF has been shown to be an optimal linear estimator, but real world applications are nonlinear, hence the extended version of KF (EKF) is used instead and a simpler version of the EKF, DEKF, is utilized to train the consequent parts of the IT2 IFLS model because it is less complex. To update the consequent parameters, two steps are involved that are the time update and the measurement update. During the time update, the current state is projected forward in time and a prior estimate for the next step is obtained. During the measurement update, a new measurement is propagated and the posteriori estimate is obtained.
In using the DEKF, all the consequent parameters for both MFs and NMFs of IT2 IFLS are grouped into a single vectors.
1) The Extended Kalman Filter: Let y = f (X, θ) be the output of a fuzzy logic system, where X s are the inputs into the system and θ are unknown state variables. The nonlinear system model is represented as
y t = h(θ t ) + υ t (20) where θ t is the state variable at time t, f (.) is the nonlinear vector function of state, h(.) is the nonlinear vector function of the output, y t is the observation vector, ω t and υ t are the process and measurement noise, respectively, which are assumed to be Gaussian and uncorrelated with
E(υ t υ T l ) = Rδ tl where E(.) and δ tl are the expectation operator and the Kronecker delta, respectively. The state can be estimated using Taylor expansion as 
where φ t and ϕ t are random error term for state and observation equation, respectively, and expressed as
The desired estimation of the parameters in (22) can therefore be obtained using the recursive Kalman procedures in (23)- (25) [45], [50] , [51] 
The vector F k is taken as an identity matrix and (26)- (28) are obtained [44] 
where K t is the Kalman gain at time step t, P t is the covariance matrix of the state estimation error at step t, R is the measurement noise covariance, and Q is the covariance of process noise. The computational cost of EKF is in the order of DB 2 where D is the dimension of the output and B is the total number of parameters. Thus, for an IT2 IFLS with n inputs, M number of rules and an output, the total number of parameters to be tuned is 6n + 2M (n + 1). The computational expense of EKF for IT2 IFLS is therefore 36n 2 + 4M 2 (n 2 + 2n + 1) + 24nM (n + 1) that is a very large number in most applications.
2) Decoupled Extended Kalman Filter: In order to reduce the computational cost of EKF, the DEKF is employed to adapt the consequent parameters of IT2 IFLS during the forward pass. The consequent parameters for both MF and NMF are grouped in a vector. Hence, the state of the nonlinear system can be denoted as 
The parameter update rules for the consequent parts of the MF then follow the Kalman filtering recursive procedures as shown in (35)- (37):
and the updates for the NMFs follow the same recursive procedure but utilizes NMF parameters as in (38)- (40):
With the DEKF, the reduction in the computational cost is in the order 36n 2 + 4M 2 (n 2 + 2n + 1) and the computational complexity of DEKF to EKF is in the ratio 36n 2 + 4M 2 (n 2 + 2n + 1) 36n 2 + 4M 2 (n 2 + 2n + 1) + 24nM (n + 1) .
The DEKF therefore has an advantage over the conventional EKF in terms of resource utilization and coupled with the complexity of IT2 IFLS, DEKF becomes the preferred learning approach in this study.
B. Antecedent Parameter Updates
To adjust the antecedent parameters of the IT2 IFLS, GD algorithm is executed. For a single output, the cost function is expressed as
where y a is the actual output and y is the IT2 IFLS output. The following GD update rules are used for the tuning of the antecedent parameters:
where γ is the learning rate. The derivatives in (41)- (43) The design parameter β is adjusted using (44)
that allows for adaptive contributions of the MF and the NMF during the hybrid learning process. 
V. EXPERIMENTAL ANALYSIS AND EVALUATION
In this section, we present our experimental analysis on publicly available benchmark time series and system identification problems. The datasets and the criteria used in the evaluation (RMSE and runtime) were carefully selected to facilitate comparison of the approach introduced here with existing methods. The RMSE is defined as
where y a is the desired output, y is the predicted output, and N is the number of testing data points. For each input in this study, two IT2 IFS are utilized. The β value for all experiments is initialized to 0. 
A. Application to Artificially Generated Datasets 1) Mackey-Glass Time Series:
Mackey-Glass benchmark time series for modeling a physiological system defined by the differential delay equation in (45) is examined
where a, b, and n are constant values, t is the current time, and τ is the time delay constant. We evaluate the proposed model with τ = 17. Similar to [34] , and [52] - [55] , a dataset consisting of 1000 data points are generated using (45) . The first 500 data points are used for training and the remaining 500 are used for testing. For a fair comparison with existing studies, the data generating vector is [x(t − 18), x(t − 12), x(t − 6), x(t); x(t + 6)] with x(t + 6) as the target where t = 118-1117. There are a total of 16 rules with 184 tunable parameters. The KF parameters Q and P for both MF and NMF were initially set as 0.001I 80 and 1.0I 80 , respectively, with R = 1.0. The learning rate is fixed at 0.01 with 500 training epochs and 10 simulation runs. Fig. 2 shows the actual and the predicted output while Fig. 3 shows the evolution of the adaptive user define parameter, β, for Mackey-Glass application problem. Comparison of results is made between IT2 IFLS trained with DEKF and GD, and its type-1 variants on Mackey-Glass benchmark dataset. Table II shows that IT2 IFLS outperforms its type-1 counterpart.
A comparison of the hybrid learning approach of IT2 IFLS with some existing models in the literature is also shown in Table II with IT2 IFLS exhibiting superior predictive performance to many others but having very close predictive power to local linear wavelet neural network (LLWNN) trained with particle swarm optimization (PSO) with diversity learning and GD (LLWNN + hybrid) and LLWNN trained with GD (LLWNN + GD) in this problem domain. The NMFs allow IT2 IFLS to capture more information than the conventional IT2 FLSs while the IF-indices allow evaluation of concepts to be more 16 0.0020 NNT2FW [67] 0.056 NNT2FWGA [67] 0.0431 NNT2FWPSO [67] 0.0456 IFLS -DEKF+GD 16 0.0054 IT2 IFLS -DEKF+GD 16 0.0040 meaningful and consistent with human reasoning and natural language representation than other representative FLSs such as the conventional IT2 FLSs.
2) System Identification Problem #1:
A second-order timevarying system is investigated using the hybrid learning model of IT2 IFLS. This first identification problem involves a dynamic system that is defined by (46) where
where a, b, and c are time-varying parameters defined as in (47)- (49) 
c(t) = 1.0 + 0.4 sin (2πt/T ).
Here, T = 1000 represents the total number of sample points. All computational procedures are arranged as closely as possible to those reported in [68] - [70] . Two inputs values are utilized that are u(t) and y(t) (50) Similar to [69] , the simulation is conducted for 1000 time steps with 100 training epochs. A total of 4 rules with 36 tunable parameters are generated. The learning rate was set to 0.01 while the KF parameters for P and Q are initially chosen as 1I 12 and 0.001I 12 , respectively, for the MF and NMF with R chosen as 40 where I is the identity matrix. The higher value of R is chosen to increase the level of uncertainty in the data. In order to assess the performance of IT2 IFLS-DEKF and GD on the time-varying dynamic system, the test signal in (50) is used. Fig. 4 shows the actual versus the predicted output for 200 data points of the second-order identification problem #1 using IT2 IFLS-DEKF and GD. As shown in Table III , the hybrid model of IT2 IFLS-DEKF and GD outperforms other existing models except interval T2 fuzzy neural network (IT2 FNN) trained with [86] with dataset generated by the differential equation [71] 
where
The inputs to the proposed model are u(t) and y(t) while y(t + 1) is the desired output. The 2001 training data samples are generated using u(t) = sin(2πt/100). There are 4 rules and 36 tunable parameters for the IT2 IFLS-DEKF and GD model. A TSK type-1 intuitionistic fuzzy logic model (IFLS-TSK) and a TSK-type IT2 FLS (IT2 FLS-TSK) trained with DEKF and GD are also constructed and evaluated on the system identification problem #2. The number of rules in the three models remain the same with 32 and 24 tunable parameters for the IFLS and IT2 FLS, respectively. The RMSE is computed over 10 simulations for each model. Shown in Fig. 5 is the actual and predicted outputs of the identification problem #2 for 100 test samples using IT2 IFLS -DEKF and GD. As presented in Table V, IT2 IFLS outperforms both IFLS and IT2 FLS.
B. Application to Real World Problems
In this section, the performance of the proposed model on three real world problems is analysed. These are Poland electricity load, Santa-Fe laser and Box-Jenkins gas furnace datasets.
1) Electricity Load Forecasting: Similar to system identification problem #2, this experiment is conducted to evaluate the performance of hybrid learning of IT2 IFLS with IFLS and IT2 FLS using the same learning procedure on a real world problem. The dataset selected is the Poland electricity load dataset obtained from (http://research.cs.aalto.fi/) and contains electricity load values of Poland in the 1990s. The training dataset consist of 1400 samples while 201 data samples constitute the testing set. The number of epochs is 100 with the RMSE computed over 10 simulations. A one-step-ahead prediction model is constructed with the output defined by (52) .
The input vector consists of some previous values and the current value of the time series for the prediction. The current value of the electricity load provides an up-to-date measurement to the prediction while the previous values keep track of the trend
where p is the size of input with t ≥ p. We adopt the input size of four and the input generating vector becomeŝ
withx t+1 as the output. Fig. 6 shows the training dataset for Poland electricity load while Fig. 7 shows the actual and the predicted values of the test dataset. Table VI shows that the performance of IT2 IFLS is superior to those of IFLS and IT2FLs trained with the same hybrid algorithm of DEKF and GD.
2) Box-Jenkins Time Series:
The Box-Jenkins time series is one of the most used benchmark datasets for model evaluation. It is a gas furnace dataset generated by the combustion process of methane-air mixture. The dataset has the gas flow rate as the process input and the carbon-dioxide (CO 2 ) concentration as the process output. The Box-Jenkins dataset was downloaded from (http://openmv.net/info/gas-furnace). The dataset consist of 296 data pairs. For ease of comparison with earlier studies, the simulation settings are arranged to be as close as possible to those reported in [52] , [72] , and [73] . The task is to forecast the amount of CO 2 concentration in the gas at time (t) using input data with methane flow rate at time (t − 4) and the amount of CO 2 produced at time (t − 1), i.e., y(t) = [u(t − 4), y(t − 1)]. After conversion to [u(t − 4), y(t − 1); y(t)] input-output pairs, the dataset is reduced to 292 sample points of which 200 data points are used for training and 92 samples used for testing. As shown in Table VII , IT2 IFLS trained with DEKF and GD performs better than its type-1 counterpart with the same training procedure. Comparison with existing studies on the other hand shows IT2 IFLS performing better than or comparatively with other works in the literature.
3) Santa-Fe Time Series: The proposed hybrid IT2 IFLS model is also applied to the Santa-Fe time series in order to evaluate the performance of the hybrid model on another real world scenario. The time series is downloaded from (http://www-psych.stanford.edu/andreas/TimeSeries/SantaFe.html). The univariate Santa-Fe dataset was obtained from a physical system in the laboratory in a chaotic state. To aid comparison with previous studies, the experimental setup are arranged as closely as possible to those reported in [85] and [86] . From the Santa-Fe time series, 1000 input-output data pairs are generated using the format: [y(t − 1), y(t − 2), y(t − 3), y(t − 4), y(t − 5); y(t)] giving five inputs and one output y(t). Similar to [86] , all samples are normalized to unit interval [0, 1] so that larger values do not overwhelm the smaller values.
The training dataset consists of 90% of the entire dataset while the remaining 10% are used for testing with 500 training epochs and 10 number of trials. The consequent parameters w and b are randomly generated in the unit interval [0, 1] while the KF parameters P and Q are chosen as 1.0I 192 (I 192 is the 192 by 192 identity matrix) and 0.001I 192 for MF and NMF, respectively, and R is chosen as 1.0. The user design parameter β is initially set as 0.5 with the learning rate is set to 0.1. There are 32 rules generated with 6(5) + 2*32(5 + 1) = 414 tunable parameters.
In Table VIII , the results obtained from IT2 IFLS and IFLS, both trained with DEKF and GD are shown together with other existing approaches in the literature. As shown in Table VIII , IT2 IFLS model trained with DEKF and GD outperforms IFLS trained with the same hybrid algorithm. The IT2 IFLS-DEKF and GD also performs better than other models in the literature with very low RMSE on the test set, thus demonstrating a good generalisation of the proposed hybrid learning model.
VI. CONCLUSION
The EKF and GD-based approaches have been used to learn the parameters of fuzzy systems. This study presents a novel application of a hybrid approach of DEKF and GD to optimize the parameters of a newly developed IT2 IFLS-TSK. The DEKF is used to learn the consequent parameters of the model while GD is applied to the tuning of the antecedent parameters. The hybrid learning algorithm consisting of DEKF and GD is also used to tune the parameters of type-1 IFLS and IT2 FLS for performance comparison between its type-1 version and conventional IT2 FLS.
From simulation analyses, IT2 IFLS exhibits superior performance quality to those of IFLS and IT2 FLS trained with DEKF and GD. Overall, the developed hybrid learning model of IT2 IFLS-TSK exhibits better or comparatively good prediction and identification performances compared with similar studies in the literature. The run time of the proposed IT2 IFLS -DEKF and GD is very short compared with other previous models on the same problem domain. This is an indication that the proposed hybrid learning model may be more appropriate for real time systems.
In the future, we intend to learn the parameters of the IT2 IFLS using other hybrid approaches, such as PSO and GD, PSO and EKF, and compare their performances. In this initial study, we have investigated the performance of IT2 IFLS using the product t − norm. It will be interesting in the future to see the effects other aggregation functions such as minimum t − norm and Lukasiewicz t − norm will have on the performance of the system. Furthermore, with the inference mechanism of IT2 IFLS represented in closed form, an interesting research opportunity therefore presents itself; which is the stability analysis of the IT2 IFLS. This is a nontrivial problem and we intend to explore the proposed model further in this direction.
