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Abstract
Our increasing reliance on mobile applications
means much of our communication is medi-
ated with the support of predictive text sys-
tems. How do these systems impact interper-
sonal communication and broader society? In
what ways are predictive text systems harmful,
to whom, and why? In this paper, we focus on
predictive text systems on mobile devices (Fig-
ure 1) and attempt to answer these questions.
We introduce the concept of a ‘text entry inter-
vention’ as a way to evaluate predictive text
systems through an interventional lens, and
consider the Reach, Effectiveness, Adoption,
Implementation, and Maintenance (RE-AIM)
of predictive text systems. We finish with a
discussion of opportunities for NLP.
Figure 1: Screenshot of predictive text on an iOS de-
vice, with input text above and default keyboard below.
1 Introduction
Predictive text systems were born from an engi-
neering paradigm (Church and Mercer, 1993), in-
tegrated into user interfaces (Garay-Vitoria and
Abascal, 2006), and deployed at scale (Apple,
2014; Samsung, 2021) - with little consideration for
their impact on interpersonal communication and
broader society. Originally designed to increase
the speed and ease of communicating with a com-
puter (Darragh et al., 1990), predictive text systems
have been optimised over time towards the goals of
accuracy and efficiency on writing tasks (Bi et al.,
2014; Quinn and Zhai, 2016), and creators of re-
cent email-based predictive text systems highlight
how their system saves users over “one billion char-
acters of typing” (Chen et al., 2019). More recently
though, Quinn and Zhai (2016), Arnold et al. (2018,
2020), and Hancock et al. (2020) respectively high-
light concerns for the benefits of predictive text on
mobile devices, the effects on the content we write,
and the impact of predictive text as it mediates our
communications.
We aim to begin a discussion on how research
priorities and industry practice can change to better
our understanding of the benefits and harms of pre-
dictive text systems, and to imagine how they might
be redesigned. We introduce the concept of a ‘text
entry intervention’ (an intervention delivered as a
user enters text) where examples include: an app
offering privacy and well-being advice alongside
the messages children type (BBC, 2019); a writing
assistant intended to influence a writer’s grammar,
spelling, style and tone (Grammarly, 2019); or an
email assistant intended to reduce repetitive writing
and the number of keys we type (Chen et al., 2019).
We focus on the common ‘text suggestion bar’ on
mobile devices (Figure 1) as an instance of a text
entry intervention, and describe a path forward for
evaluating its impact. Note that all of these exam-
ples of text entry interventions are real products,
being used by real people, with little research into
the effects they have on the content produced. Once
we consider predictive text to be an intervention,
we can draw on areas of research focused on the
design and evaluation of interventions (Flay, 1986;
Glasgow et al., 1999, 2019; Murray et al., 2016).
In doing so, a new set of criteria with which to
evaluate predictive text systems becomes available;
enabling us to examine aspects of their design and
potential impact, and encouraging us to consider
the relationships between predictive text systems
and their downstream effects (Figure 2).
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Figure 2: An example connecting a predictive text system to its impact and harms. The intervention is represented
as a point in a design space, which (when combined with other factors) affects: the user’s acceptance of the text
suggestions and the content they post online, the reader’s perception of the content and their behaviour (e.g. like,
retweet, or nothing), and (over time) the impact and harm of the intervention.
We aim to: (i) begin a discussion about the bene-
fits and harms of predictive text systems, (ii) con-
ceptualise predictive text as an intervention, and
(iii) highlight opportunities for NLP research.
2 Related Work
Predictive text systems have evolved from commu-
nication aids designed to benefit novice and reluc-
tant typists (Darragh et al., 1990; Garay-Vitoria
and Abascal, 2006) to default features on smart-
phones (Apple, 2014; Samsung, 2021) and popular
email clients (Kannan et al., 2016). While there are
some large scale studies of web-based predictive
text system for structured transcription tasks (Palin
et al., 2019), there is little research into their use in
the wild (Buschek et al., 2018) and evidence that
lab-based studies might not reflect real world use
(Komninos et al., 2020). Recent research into the
effects of predictive text on the content we write
(Arnold et al., 2020) highlights the need for more
studies in-the-wild, but this brings significant chal-
lenges (Buschek et al., 2018).
With regards to evaluating predictive text sys-
tems, a key challenge for any researcher-developed
intervention is ensuring it changes real world prac-
tice. To help intervention developers assess real
world impact, the RE-AIM framework (Reach,
Effectiveness, Adoption, Implementation, Main-
tenance) was developed (Glasgow et al., 1999,
2019). It asks: does the intervention Reach those
it should? Is it Effective in doing ’more good
than harm’ in real world contexts? (Flay, 1986)).
Is it likely to be Adopted and Implemented by
those required to deliver it? Will any changes be
Maintained over time? The RE-AIM framework
leads to key questions we need to ask to decide
how research priorities and industry practice should
change (Murray et al., 2016).
With regards to improving predictive text sys-
tems, we propose re-purposing methods for con-
trolling text generation (Ghazvininejad et al., 2017;
Holtzman et al., 2018; Tambwekar et al., 2018;
Keskar et al., 2019; Sahar et al., 2020) which are be-
ing used to control ‘bias’ in text generation (Sheng
et al., 2020; Dinan et al., 2020). With regards to
measuring downstream effects, the intersection of
causal inference and language provide methods for
estimating the causal effects of linguistic proper-
ties on downstream outcomes (Pryzant et al., 2020);
such as the effect of wording, brevity, and tone on
message propagation and impact on Twitter (Tan
et al., 2014; Gligorić et al., 2019) and the effects of
tone in online debates (Sridhar and Getoor, 2019).
3 Evaluating Text Entry Interventions
Conceptualising predictive text systems as a type
of text entry intervention, we draw on the RE-AIM
framework (Glasgow et al., 1999, 2019) to consider
the reach and effects of predictive text systems and
how new interventions might be adopted, imple-
mented, and maintained by the industry actors who
control their development and deployment. Specif-
ically, application of the RE-AIM framework (and
consideration for how research priorities and in-
dustry practice could change) forces us to identify
significant gaps in our current knowledge regarding
the impact of predictive text systems.
3.1 Reach
While predictive text systems are available on all
mobile devices by default, there exists little evi-
dence on their uptake and the extent to which text
suggestions are actually used (Buschek et al., 2018).
A recent study of a web-based predictive text sys-
tem for transcription enrolled 37, 000 volunteers,
suggesting significant reach, but the study was of
a structured task set by researchers (Palin et al.,
2019), as opposed to real world use. A significant
barrier to assessing the reach of predictive text sys-
tems is limited access to usage data, which is often
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held by industry gatekeepers. Nevertheless, reach
must be considered early in the development and
redesign of predictive text systems. What is the
reach of current predictive text systems? What pro-
portion of smartphone users have predictive text
turned on? Which users accept and benefit from
text suggestions? In which contexts (e.g. mes-
saging, email, social media) are text suggestions
used? How can we ensure new predictive text sys-
tems reach intended users? How can we be sure
intended users participate and engage? Will reach
be limited in some way through, for example, not
accounting for various user characteristics or indus-
try gatekeepers?
3.2 Effectiveness
To understand effectiveness, we need to consider
both benefits and harms (Flay, 1986).
Originally designed to increase the speed and
ease of communicating with a computer (Darragh
et al., 1990), HCI research has focused on the ben-
efits of predictive text in relation to accuracy and
efficiency (Bi et al., 2014; Quinn and Zhai, 2016).
However, there are doubts over the benefits of text
suggestions on smartphones, and Quinn and Zhai
(2016) provided evidence that the costs of attend-
ing to and using text suggestions impaired average
time performance. So we must ask, who actually
benefits from text suggestions on mobile devices,
in which contexts, and how?
HCI research into the harms or unintended con-
sequences of predictive text is more limited, though
we can connect recent research into the effects of
predictive text on content (Arnold et al., 2020) to re-
search into the harms of more general NLP systems
(Blodgett et al., 2020). For example, it has been
suggested that predictive text may make our writing
more predictable (Arnold et al., 2020), and when
we consider the scale to which such systems are de-
ployed and the effects of language on society (Blod-
gett et al., 2020), we must consider the possibility
that predictive text on mobile devices is reinforcing
social norms and leading to representational harms.
Specifically, we can imagine differences in system
performance (predictive text benefiting particular
social groups more/less than others), stereotyping
that propagates through suggestions, and minority
languages slowly being rendered invisible through
a lack of representation. Currently though, we do
not fully understand the unintended consequences
and potential harms of predictive text systems, and
we need to ask: in what ways are predictive text
systems harmful, to whom, and why?
The full extent and variety of downstream con-
sequences and social outcomes can be difficult to
anticipate, and capture within a trial (Oliver et al.,
2019). As suggested by (Blodgett et al., 2020),
qualitative and participatory approaches exploring
the lived experiences of those likely to use and be
affected by systems, are needed, and in advance of
deployment. To understand the benefits and harms
of predictive text systems, more evaluations should
take place in-the-wild (Buschek et al., 2018). This
will help us to understand not only whether a pre-
dictive text system is effective, but for who, why
and in what context.
3.3 Adoption, Implementation &
Maintenance
Whether new predictive text systems are being in-
troduced, or existing systems are being re-designed,
it is imperative that we explore the willingness of
industry sectors to deliver them. Consulting and co-
designing such interventions with those delivering
them will help us understand and mitigate potential
barriers to their adoption.
A key challenge to adoption and implementa-
tion will be understanding and aligning with the
values and goals of the organisations who control
delivery. Instances of industry further adapting pre-
dictive text interventions (e.g. to meet their own
business goals), after they have been tested for their
effectiveness, should be monitored. While adapta-
tions and system updates are inevitable, these new
versions should be re-tested for their positive and
negative effects on users.
Implementation relies on real world user engage-
ment patterns being similar to those found in effec-
tiveness trials. The challenge, however, is assessing
real world use outside of trials. Previous research
has invested in developing logging systems that can
measure typing behaviour (including use of predic-
tive text) in-the-wild (Buschek et al., 2018). How-
ever, currently, industry professionals are under
little obligation to share this with researchers. So
we ask, will such organisations share (in a secure
way) the data needed to properly evaluate ongo-
ing implementation and maintenance (i.e. the long
term impact) of text systems? And when provided
with evidence for the effectiveness of interventions,
will they adapt existing systems accordingly?
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4 Theory to Practice
In this section, we consider how we can involve
users and affected communities in the design of
improved predictive text systems, and how we can
engage with industry players.
4.1 Community involvement
Regarding qualitative and participatory approaches
involving users and affected communities, we fo-
cus on collaborative research through ‘co-design’
where users and communities would play a large
role in knowledge development, idea generation
and concept development (Zamenopoulos and
Alexiou, 2018). We propose four outputs from
such research: ‘stakeholder maps’ to identify and
characterise the communities affected and indus-
try players involved; ‘evaluative constructs’ (e.g.
measures of impact) designed to increase benefits
and decrease harms (Metcalf et al., 2021); ‘system
designs’, such as custom keyboards and other text
entry interventions (Arnold et al., 2018, 2020); and
‘study designs’ to evaluate alternative systems with
regards to the measures of impact. Additionally, to
better understand (and measure) the benefits and
harms of predictive text, we need to better under-
stand people’s communication goals and use of pre-
dictive text in different domains. Focusing on com-
munication through mobile devices, we propose to
characterise and compare the benefits and harms of
using predictive text when used alongside different
types of apps; such as messenger/communication,
email, and social.
4.2 Industry involvement
Cooperation from industry players is essential for
answering many key questions, but industry objec-
tives might be not be in line with the objectives of
this work. If this is the case, and the research meets
resistance from industry players, we propose a path
forward consisting of three (escalating) levels of
engagement with industry players.
The first level (‘co-design’) would involve in-
dustry players in the design process, and would
attempt to understand the suitability of current pre-
dictive text systems in meeting their business needs.
Specifically, why are predictive text systems part of
their offering? Why it is cost-effective to maintain
predictive text? Which objectives are considered
when evaluating predictive text? Research would
aim to incorporate such objectives into the design
process, and work with industry players and af-
fected communities to design new solutions bal-
ancing stakeholder needs. The second level (‘ne-
gotiation’) would occur if industry actors refuse
to be involved in the design process, and would
aim to support the identification and communica-
tion of the benefits and harms of predictive text.
Specifically, research would aim to develop tools
for surfacing and communicating the benefits and
harms of predictive text, and building a body of
evidence which can be used to negotiate changes in
current predictive text systems. Along with this, we
might consider establishing a forum to act on the
evidence and mandate changes in the implementa-
tion of predictive text systems (Metcalf et al., 2021).
The third level (‘resistance’) would occur if efforts
relating to the first two levels fail, and would aim to
provide affected/concerned communities with the
tools to take action themselves. The simplest exam-
ple of this would be an ‘opt out’ movement where
users (beyond affected communities) are encour-
aged to turn off predictive text, though it is not clear
the impact this would have. An alternative would
be to design ‘adversarial’ text entry interventions
to counter the effects of existing predictive text
systems. These could take the form of custom key-
boards which users install on their devices, though
developing and maintaining such systems at scale
would come with significant cost and (potentially)
need to undergo industry review.
5 Opportunities for NLP
In this section, we draw on the literature on control-
lable text generation (Ghazvininejad et al., 2017;
Holtzman et al., 2018; Tambwekar et al., 2018;
Keskar et al., 2019; Sahar et al., 2020; Sheng et al.,
2020; Dinan et al., 2020) and the intersection of
causal inference and language (Tan et al., 2014;
Gligorić et al., 2019; Sridhar and Getoor, 2019;
Pryzant et al., 2020) to discuss the role NLP can
play in the development of improved predictive text
systems. Specifically, we focus on: (1) implement-
ing new systems, and (2) measuring downstream
effects.
5.1 Implementing new systems
To develop improved predictive text systems, we
need to be able to align future systems with de-
sired outcomes and communication goals, and we
believe existing methods for controlling text gener-
ation can be re-purposed for this task.
We believe methods for controlling text gener-
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Figure 3: An example text suggestion pipeline showing the three main control points for biasing text suggestions:
Input Processing where the input text is processed before being passed to a language model, Model Conditioning
where the language model is conditioned during training, and Output Processing where the output of the language
model is processed before the selection of text suggestions. Each control point can be used to provide different
conditions to different groups of participants, and toy examples are shown for generating control ( ), positive (+),
and negative (−) sentiment biases at each control point.
ation fall into three main groups, depending on
the point in the text processing pipeline at which
they exert control (Figure 3). Each have their own
advantages and disadvantages with regards to the
effort/cost/skills required to implement a new sys-
tem to achieve a desired outcome, and in how likely
the system is to be accepted by users. We highlight:
input processing methods such as ‘smart prompts’
(Sheng et al., 2020), model conditioning methods
such as in Tambwekar et al. (2018); Keskar et al.
(2019); Dinan et al. (2020), and output processing
methods such as ‘guided decoding’ (Ghazvinine-
jad et al., 2017; Holtzman et al., 2018). Note that
input/output processing methods do not require (po-
tentially expensive) data collection/augmentation
and/or language model training/fine-tuning.
5.2 Measuring downstream effects
To evaluate predictive text, we need to be able to
measure its downstream effects (Figure 2).
With regards to measuring the effects of a pre-
dictive text system (intervention) on what we write
(content), there is evidence that predictive text en-
courages predictable writing (Arnold et al., 2020)
and biased text suggestions leads to biased con-
tent (Arnold et al., 2018) for writing tasks, but
it’s not clear if these results hold in-the-wild. We
believe user acceptance is key to successfully de-
livering a (predictive text) intervention, and studies
will need to consider how acceptance will vary for
different contexts of use. Indeed, Buschek et al.
(2018) observed variation in the use of text sug-
gestions across messenger/communication, email,
and social apps. Further downstream, there are
opportunities for measuring the effects of content
(produced with the support of predictive text) on
reader behaviours and perceptions (Pryzant et al.,
2020), message propagation (Tan et al., 2014; Glig-
orić et al., 2019), and online dialogue (Sridhar and
Getoor, 2019). With these measurement methods,
we hope to co-design and monitor suitable proxies
for harms arising from predictive text.
6 Conclusion
Through this work, we hope to begin a discussion
about the benefits and harms of predictive text sys-
tems, and believe the first step is to conceptualise
predictive text systems as interventions. We fo-
cused on predictive text systems on mobile devices
(the ’text suggestion bar’), but believe research op-
portunities exists for other NLP-driven text entry
interventions. We believe research in this area can
benefit from evaluation criteria taken from the field
of behaviour change, which focuses on taking in-
terventions from research to practice. We believe
there are many opportunities for NLP and HCI
researchers to improve existing, and design new,
predictive text systems. In particular, HCI can cen-
ter the work around the lived experiences of those
affected, and NLP can help implement new sys-
tems and measure downstream effects. This will be
challenging, and involve conducting studies in-the-
wild and negotiating with the organisations who
control the delivery of predictive text systems and
the collection of user data.
114
References
Apple. 2014. ios 8 - quicktype - apple.
Kenneth C. Arnold, Krysta Chauncey, and Krzysztof Z.
Gajos. 2018. Sentiment bias in predictive text rec-
ommendations results in biased writing. In Proceed-
ings of the 44th Graphics Interface Conference, GI
’18, page 42–49, Waterloo, CAN. Canadian Human-
Computer Communications Society.
Kenneth C. Arnold, Krysta Chauncey, and Krzysztof Z.
Gajos. 2020. Predictive text encourages predictable
writing. In Proceedings of the 25th International
Conference on Intelligent User Interfaces, IUI ’20,
page 128–138, New York, NY, USA. Association for
Computing Machinery.
BBC. 2019. Bbc launches ’digital wellbeing’ own it
app for children.
Xiaojun Bi, Tom Ouyang, and Shumin Zhai. 2014.
Both complete and correct? multi-objective opti-
mization of touchscreen keyboard. In Proceedings
of the SIGCHI Conference on Human Factors in
Computing Systems, CHI ’14, page 2297–2306, New
York, NY, USA. Association for Computing Machin-
ery.
Su Lin Blodgett, Solon Barocas, Hal Daumé III, and
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