Abstract-Improving energy efficiency is key to network providers maintaining profit levels and an acceptable carbon footprint in the face of rapidly increasing data traffic in cellular networks in the coming years. The energy-saving concept studied in this paper is the adaptation of a base station's (BS's) transmit power levels and coverage area according to channel conditions and traffic load. Cell coverage is usually pre-designed based on the estimated peak traffic load. However, traffic load in cellular networks exhibits significant fluctuations in both space and time. We design short-and long-term power control (STPC and LTPC respectively) policies for the OFDMA-based downlink of a single-cell system, where bandwidth is dynamically and equally shared among a random number of mobile users (MUs). STPC is a function of all MUs' channel gains that maintains the required user-level quality of service (QoS), while LTPC is a function of traffic density that minimizes the long-term energy consumption at the BS under a minimum throughput constraint. We first develop a power scaling law that relates the (short-term) average transmit power at BS with the given cell range and MU density. Based on this result, we derive the optimal (longterm) transmit adaptation policy by considering a joint range adaptation and LTPC problem. Finally, we compare our proposed adaptation scheme with suboptimal schemes of lower complexity to demonstrate the potential energy saving in broadcast channels.
I. INTRODUCTION
Mobile data traffic is anticipated to grow many-fold between 2010 and 2020, inducing many technical challenges such as how to improve energy efficiency in order to limit growth in energy consumption to a factor smaller than that of data traffic growth. The drive to make cellular networks more "green" starts with base stations (BSs), since they make up a large proportion of the total energy consumed in any cellular network [1] .
Cell planning, i.e. placement of BSs and coverage area of each one, is usually based on estimated peak traffic load. However, traffic load in cellular networks fluctuates substantially over both space and time due to mobility and traffic burstiness. Therefore, there will always be some cells under light load, and others under heavy load, which suggests that static cell planning based on peak load will not be optimal. Load balancing schemes have thus been proposed in both academia and industry [2] , [3] , which exploit traffic variation to spread the heavy load among different cells.
BSs consume a significant amount of energy (up to 60% of the total network energy consumption [4] ) due to their operational units, e.g., processing circuits, air conditioner, besides radio transmission. Therefore, selectively letting some BSs be switched off according to traffic load can yield substantial energy saving. There have been a few BS on-off switching schemes introduced in the literature. For example, energy saving as a function of the daily traffic pattern was derived in [5] , where it is shown through simulations that energy saving on the order of 25 − 30% is possible. Centralized and distributed BS reconfiguration algorithms were proposed in [6] , with simulations showing that the centralized algorithm outperforms the distributed one at the cost of increased complexity and overhead.
When some BSs are switched off, their coverage areas need to be served by the remaining active BSs in the network. Such a self-organized network (SON) has been introduced in 3GPP LTE [7] . A similar but more flexible method called "Cell Zooming" was proposed in [8] , which adaptively adjusts the cell size according to traffic load, user requirements, and channel conditions, in order to balance the traffic load in the network and thereby reduce energy consumption. However, to the best of our knowledge, a scheme that adapts coverage range and transmit power (including the possibility of turning off the BS) to minimize total energy consumed has not been studied. This motivates our work, which studies the extreme case of a one-cell system in order to obtain insights that can be applied in a multi-cell environment.
We will consider the downlink transmission in an orthogonal frequency-division multiple access (OFDMA) based cellular network. Unlike traditional cellular networks using fixed time and/or bandwidth allocation that limits the network throughput, we consider that the available time-frequency transmission blocks are dynamically allocated to all active mobile users (MUs), namely, dynamic bandwidth sharing (DBS). Moreover, the BS is assumed to have two levels of power control: short-term power control (STPC) and long-term power control (LTPC), which exploit the inherent difference in the time scales of the MUs' average channel gain variations (in e.g. seconds) and traffic density variations (in e.g. hours). STPC is based on each MU's distance from the BS to meet each MU's outage probability requirement, while LTPC is implemented according to traffic density variations such that the long-term energy consumption at the BS is minimized under a certain system-level throughput constraint. Under the broadcast channel model, a new power scaling law, which relates the (short-term) average transmit power of BS with the given cell coverage range and traffic density, is derived under the assumption of homogeneous Poisson point process (HPPP) distributed MU locations. Based on the derived power scaling law, we determine the optimal cell adaptation policy by considering a joint range adaptation and LTPC problem. Furthermore, we compare our proposed adaptation scheme with other low-complexity suboptimal schemes to demonstrate the potential energy saving achievable in broadcast channels.
The rest of this paper is organized as follows. Section II introduces the traffic model, DBS, and the STPC. Section III solves the joint cell range adaptation and LTPC problem. Section IV shows numerical results. Finally Section V concludes the paper.
II. SYSTEM MODEL
Consider an OFDMA downlink in one particular cell with bandwidth W Hz. It is assumed that the BS can adaptively adjust its cell coverage according to MU density and power budget through admission control. In this section, we first introduce a spatial model of time-varying traffic based on HPPP. Then, we elaborate on the proposed DBS scheme for the OFDMA-based broadcast channel. Finally we describe the STPC, based on which a power scaling law relating the (shortterm) average transmit power at BS given a pair of coverage range and MU density is derived.
A. Traffic Model
The two-dimensional Poisson process has been used to model the locations of MUs in a cellular network. In this paper, we assume that MUs form a HPPP Φ m of density λ m in the Euclidean plane. Considering that every MU within the cell coverage requests connection (voice service or data application) randomly and independently with probability q, then according to the Marking Theorem [9] , the active MUs (that need to communicate with a BS) form another HPPP Φ of density λ, 1 where λ = qλ m . Since we are interested in active MUs, we refer to active MUs simply as MUs in the rest of this paper. The MU density λ is assumed to be a non-negative random variable with finite support, i.e. 0 ≤ λ ≤ λ max , with f λ (·) and F λ (·) denoting its probability density function (PDF) and cumulative distribution function (CDF), respectively. Let N |Φ(B)| represent the total number of MUs within a cell, denoted by B. Then N is a Poisson random variable with mean μ N λπR 2 , where R denotes the cell radius, and probability mass function (PMF)
B. Dynamic Bandwidth Sharing (DBS)
Practically, DBS can be realized by users time-sharing the finite number of available sub-carriers in OFDMA. To be more specific, the available time-frequency resource is divided into Resource Blocks (RBs) over both time and frequency, which are allocated among MUs such that ideally each MU can be assigned an effective bandwidth with arbitrary value from 0 to W Hz. Note that in general, DBS allocates the available RBs dynamically among MUs in order to optimize certain systemlevel utility (e.g. throughput) based on the number of MUs, their channels from the BS, and their QoS requirements. For the purpose of exposition, in this paper we assume a simplified equal bandwidth allocation among MUs, i.e., the allocated bandwidth for each MU i, i = 1, 2..., N , is W/N Hz.
Thus, the achievable rate for MU i, given received signal power S i , is given by
where Γ accounts for the gap from the channel capacity due to a practical coding and modulation scheme, and N 0 is the power spectral density of the additive white Gaussian noise (AWGN).
Suppose that channel coding is performed over the L nonconsecutive RBs allocated to an MU. Then from (2) , if the L effective channels are sufficiently far apart in time and/or frequency, the average achievable rate of MU i over L ≥ 1 RBs is given by [10] 
where S i,l is the received signal power at the lth allocated RB, l = 1, ..., L, and S i,l 's are independent over l.
C. Power Scaling Law
We assume a simplified channel model consisting of distance-dependent pathloss with path loss exponent α > 2 and an additional random term accounting for short-term fading of the channel from the BS to each MU. With the assumed channel model, the received signal power for the lth RB of MU i is given by
where r i is a random variable representing the distance between MU i and BS, K is a constant equal to the pathloss at a reference distance r 0 , h i,l is an exponential random variable with unit mean accounting for Rayleigh fading with h i,l 's being independent and identically distributed (i.i.d) over l, and P i is the transmit power for MU i, which is assumed to be identical for all l's since the realizations of h i,l 's are not assumed to be known at BS. It is easy to verify that S i,l 's are i.i.d over l as previously assumed.
To characterize the required minimum transmit power for MU i, P i , outage performance is considered as the user-level QoS constraint. An outage event occurs when the link between MU i and BS cannot support a desired target ratev bits/sec, which is assumed to be equal for all MUs. According to (3), the outage probability for MU i is given by
Since outage typically occurs when each of the L parallel channels cannot support the average ratev [10] , (5) can be 2 properly approximated as
Given r i , S i,1 is an exponential random variable with mean S i,1 , which is given by (4) with h i,1 replaced by 1. Thus, the outage probability for MU i given distance from BS r i can be simplified as
LetP out denote the maximum allowable outage probability for all MUs. Then the inequality P i out ≤P out (8) needs to be maintained for all i's. From (7) and (8), we can obtain P i given r i for the STPC as
where N) , the total transmit power P t at BS can be expressed as
Note that P t is a random variable due to the fluctuations in the number of MUs, N , and their random distances from BS, r i 's. In this paper, we assume that the BS can perform a slow LTPC based on the MU density variation, in addition to the more rapid STPC, for the purpose of minimizing the long-term energy consumption (more details will be given in Section III). Considering the fluctuations of P t given coverage range R and MU density λ, according to (10), a power scaling law that averages the random effects of the number of MUs and their locations is desired to facilitate the LTPC design to be studied in Section III. This motivates us to find the average transmit powerP t E[P t ] at BS for a given pair of R and λ, where the expectation is taken over N and r i 's.
The approach for findingP t is to apply the law of iterated expectations, i.e.,P
where the inner expectation is taken over the random user locations given N = n number of MUs, and the outer expectation is performed over the Poisson distributed N . This 2 Note that several other quantities such as P i out andV i are also dependent on N , but to simplify notation, we did not explicitly display this dependency when defining them. However, the manipulations of P i to follow do involve N and therefore we write P i as a function of r i and N below. method works because E[P t |N = n] in (11) can be obtained using the following property of conditioned HPPP [9] :
where P i (r i , n) represents the required transmit power from BS to any MU i with distance r i given that N = n number of MUs equally share the total bandwidth W by DBS. It can be further verified that given N = n, MU i is uniformly distributed within a circular coverage area with radius R. Thus, E[P i (r i , n)] is identical for all i's, and computed as
where f (r i ) = 2ri R 2 , 0 ≤ r i ≤ R, is the PDF of r i . Using (13) and averaging E[P t |N = n] in (12) over the Poisson distribution of N (for which the details are omitted due to the space limitation), we finally obtain a closedform expression ofP t defined in (11) , which is given in the following theorem.
Theorem 2.1: Consider an OFDMA-based broadcast channel, where the available bandwidth W Hz is equally shared among all active MUs with STPC to support a target ratev bits/sec with outage constraintP out . The (short-term) average transmit power at BS given a coverage range R and a MU intensity λ is approximated bȳ
where
and D 2 =v W is the peruser spectrum efficiency in bps/Hz. Remark 2.1: Theorem 2.1 relates the average BS transmit powerP t with cell range R and MU density λ. Given R, P t grows exponentially with increasing λ due to the reduced bandwidth equally allocated among (on average) μ N = λπR 2 MUs. On the other hand, given λ, besides the exponential increment inP t with respect to R 2 due to the similar effect of per-user bandwidth reduction, there exists an extra polynomial term R α inP t , due to the increased power consumption needed to compensate for more significant path loss with growing R. SinceP t is a strictly increasing function of both R and λ, to maintain a constantP t , R needs to be reduced when λ increases and vice versa.
III. OPTIMAL POWER AND RANGE ADAPTATION
Power and range adaptation is defined as the combined operation of cell range adaptation and BS LTPC (including on-off control), which are both assumed to be performed in the time scale of MU density variation. Since MU's density variation is much slower as compared with MU's channel variation (which has been compensated by STPC studied in Section II-C), LTPC is implemented overP t given in (14) for the purpose of minimizing the BS's long-term energy consumption.
In this section, we first present a practical energy consumption model for BS by considering both transmission and non-transmission related power consumptions. Based on the presented energy consumption model, we study a joint cell range adaptation and LTPC problem to minimize the longterm power consumption at BS under certain system-level throughput constraint.
A. Energy Consumption Model at BS
The energy consumption of a BS in general includes two parts: transmit powerP t and a constant power P c accounting for all non-transmission related power consumptions of e.g. processing circuits and air conditioner. When BS does not need to support any user, it can switch to a "sleep" mode [11] , by turning off the power amplifier to reduce energy consumption. For the ease of description, we refer to the two cases of R > 0 and R = 0 as the "on" and "off (sleep)" modes of BS, respectively. A power consumption model for the BS is thus given byP
whereP BS (R, λ) represents the (short-term) average power consumption at BS given a pair of R and λ, P sleep denotes the power consumed during the off mode, and a ≥ 1 corresponds to the power consumption that scales with the radiated power due to amplifier and feeder losses. In practice, P sleep is generally much smaller than P c [4] and thus switching BS to the off mode can save substantial energy. In this paper, we assume P sleep = 0 for simplicity. Since a is only a scaling constant, we further assume a = 1 in our subsequent analysis unless stated otherwise.
B. Optimal Adaptation Scheme
According to (14),P t (R, λ) is determined given R and λ. LTPC is thus equivalent to range adaptation over λ, i.e., by first finding the range adaptation function R(λ) and then obtainingP t (R, λ) asP t (R(λ), λ), the LTPC policyP BS (R(λ), λ) follows from (15). The joint cell range adaptation and LTPC problem can thus be formulated as
where U (R(λ), λ) = πλR 2 (λ) corresponds to the (shortterm) average number of supported MUs, U avg represents the (long-term) system throughput (in terms of average number of supported MUs) constraint and P max is the (short-term) power constraint at BS (e.g., corresponding to the finite energy buffer at BS). For convenience, in the rest of this paper,P t (R(λ), λ) andP BS (R(λ), λ) are referred to as (short-term average) transmit power and power consumption at BS for a given λ, respectively, while E λ P t (R(λ), λ) and E λ P BS (R(λ), λ) are called the (long-term) average transmit power and average power consumption at BS, respectively.
Note that if choosing R(λ) such thatP BS (R(λ), λ) = P max for all λ's still leads to a violation of constraint (17), then Problem (P0) is infeasible. For analytical tractability, we only consider the case where U avg yields a feasible (P0). (P0) is not convex due to the non-convexity of both the objective function (at R = 0) and the throughput constraint (17) since U (R(λ), λ) is a non-concave function over R(λ).
We start with reformulating (P0) via a change of variable: x = R 2 , and making the constraint (18) implicit, which yields an equivalent problem (P1) : Min.
where affine over x(λ) . Furthermore, X a is a convex set, and E λ P BS (x(λ), λ) is the affine mapping of an infinite number of quasi-convex functionsP BS (x(λ), λ) and hence can be shown to be quasi-convex. Therefore, (P1) is a quasi-convex optimization problem and it can be verified that Lagrangian duality method can be applied to solve (P1) globally optimally [12] . The Lagrangian of Problem (P1) is formulated as
where μ ≥ 0 is the dual variable associated with the throughput constraint (20). Then it can be shown that solving (P1) is equivalent to solving parallel subproblems all having the same structure and each for a different value of λ. For a particular λ, the associated subproblem is expressed as
Min.
To tackle the non-continuity ofP BS (x(λ), λ) at x(λ) = 0 (due to P c > P sleep 0) and the power constraint P BS (x(λ), λ) ≤ P max , we first consider the case where BS is always on, i.e., x(λ) > 0 (thus,P BS (x(λ), λ) is always differentiable) and there is no power constraint, i.e., P max = +∞. The power constraint and the non-continuity at x(λ) = 0 will be incorporated into the solution later without loss of optimality.
Denote x * 1 (λ) and x * 2 (λ) as the roots of the following two equations:
respectively, where (23) is the optimality condition for x(λ) in the case where BS is always on with infinite power budget and (24) gives the maximum coverage range due to finite P max for any given λ. Note that it is not easy to obtain closed-form solutions for x * 1 (λ) and x * 2 (λ), while they can both be obtained numerically by a simple bisection search. Let x * (λ) denote the optimal solution of Problem (22) with finite P c and P max . Then x * (λ) has three possible values: x * 1 (λ), x * 2 (λ) and 0, where x * 2 (λ) is taken when x * 1 (λ) violates the power constraint of P max , i.e.,P BS (x * 1 (λ), λ) > P max . In the case ofP BS 
gives the optimal solution; otherwise, we have x
, μ) and L λ (0, μ) = 0 is needed to verify the optimality between x * 2 (λ) and 0. Thus, the signs of L λ (x * 1 (λ), μ) and L λ (x * 2 (λ), μ) as well as the value ofP BS (x * 1 (λ), λ) jointly determine x * (λ), as summarized as follows:
To avoid checking the conditions in (25) for all λ's and gain more insights to the optimal power and range adaptation scheme, we proceed to characterize the boundary conditions of λ, based on which BS can determine x * (λ) with only the knowledge of the current density λ, through the following lemmas (their proofs are omitted due to the space limitation, and will be presented in the journal version of this paper [13] ).
Lemma 3.1: SinceP BS (x * 1 (λ), λ) is a strictly increasing function of λ, there exists λ 2 withP BS (x * 1 (λ 2 ), λ 2 ) = P max , above which
is thus a strictly decreasing function of λ and there exists λ 3 3 . Therefore, the conditions in (25) can be simplified as the inequalities among λ 1 , λ 2 and λ 3 , which is presented in the following theorem.
Theorem 3.1: The optimal solution of Problem (P1) is given by
(27) Proof: The proof will be given in [13] . Note that Problem (P1) needs to be solved by iteratively solving x * (λ) with a fixed μ, and updating μ via the bisection 
The proof will be given in [13] . Next, we illustrate the optimal solution R * (λ) to Problem (P0) to gain more insights of the optimal adaptation scheme. As shown in Fig. 1 , it is observed that there exists a cut-off value of λ in either case of Theorem 3.1, below which the BS is switched off. This on-off behavior implies that allowing BS be switched off under light load is essentially optimal for energy saving. An illustration of how BS power consumption varies with λ is shown in Fig. 2 . It is worth noticing that when λ 2 < λ 1 , constant power transmission is optimal. The reason is that when P max is relatively small for the given throughput constraint U avg , BS has to transmit at its maximum power at all the "on" time. Fig. 3 illustrates how the average number of supported MUs varies with λ under the optimal scheme. It is observed that U (x * (λ), λ) strictly increases with λ, which is in accordance with Corollary 3.1.
IV. NUMERICAL EXAMPLES
To obtain numerical results, we assume a time-varying traffic density with PDF:
MUs/m 2 is the peak traffic load. We consider pathloss and Rayleigh fading for channels between BS and MUs, where the pathloss exponent α is 3 and the outage probability thresholdP out is 10 −3 . The bandwidth of BS W and the rate requirementv of each MU are set to be 5 MHz and 150 kbits/sec, respectively. We also assume a constant nontransmission related power P c = 60 W and a short-term power constraint at BS P max = 160 W. Other parameters for simulation are set as Γ = 1, N 0 = −174 dBm/Hz, r 0 = 10 m, and K = −60 dB.
In Fig. 4 , we compare our proposed power and range adaptation scheme with two suboptimal schemes of lower complexity to further investigate the effects of BS power control and/or range adaptation on the power saving, which are listed as follows:
• Fixed range with power control (FRw/PC): BS is switched off when MU density is lower than a cutoff value λ , while the coverage range R is fixed whenever BS is on. For a given λ , R is chosen as the minimum value to satisfy the throughput constraint by applying power control based on λ according to (14) . λ is further optimized to minimize the power consumption at BS. • Adaptive range without power control (ARw/oPC):
BS transmits with a constant power and is not allowed to be switched off during operation, i.e., no power control is applied. The constant transmit power is chosen as the minimum value to satisfy the throughput constraint by applying range adaptation based on λ according to (14). Fig. 4 shows that when U avg is small, FRw/PC has comparable energy consumption as the optimal scheme. However, their performance gap is observed to increase as U avg increases. It is also observed that the optimal scheme converges to ARw/oPC as U avg increases. From the above observations, it follows that BS on-off operation is essential to energy saving at light traffic load, when the transmit power takes only a small portion of the total power consumption at BS. However, at heavier traffic load, range adaptation plays a more important role than the onoff power control since the BS needs to be "on" to support a large number of MUs at all time. In this paper, we studied an OFDMA-based broadcast channel with time varying traffic and DBS among MUs. BS is assumed to have two levels of power control: STPC and LTPC to satisfy MUs' QoS requirements and minimize BS's power consumption, respectively. A new power scaling law was derived, based on which we obtain the optimal power and range adaptation policy by considering a joint cell range adaptation and LTPC problem. Our results provide a preliminary unified framework for evaluating the performance of existing cell adaptation schemes such as BS's on-off switching and cell zooming in the multi-cell case, and for designing cell adaptation strategies for optimum energy saving.
