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CLARK MEASURES ON THE COMPLEX SPHERE
ALEKSEI B. ALEKSANDROV AND EVGUENI DOUBTSOV
Abstract. Let Bd denote the unit ball of C
d, d ≥ 1. Given a holomorphic
function ϕ : Bd → B1, we study the corresponding family σα[ϕ], α ∈ ∂B1, of Clark
measures on the unit sphere ∂Bd. If ϕ is an inner function, then we introduce
and investigate related unitary operators Uα mapping analogs of model spaces
onto L2(σα), α ∈ ∂B1. In particular, we explicitly characterize the set of U∗αf
such that fσα is a pluriharmonic measure. Also, for an arbitrary holomorphic
ϕ : Bd → B1, we use the family σα[ϕ] to compute the essential norm of the
composition operator Cϕ : H
2(B1)→ H2(Bd).
1. Introduction
Let Bd denote the open unit ball of C
d, d ≥ 1. For the unit disk B1 of C, we also
use the notation D. Put Sd = ∂Bd and T = ∂D. In fact, our notation is close to
that in monograph [23]. Also, we often use without explicit references basic results
of the function theory in Bd presented in [23]. So, for z, ζ ∈ Bd ∪Sd with 〈z, ζ〉 6= 1,
the equality
C(z, ζ) =
1
(1− 〈z, ζ〉)d
defines the Cauchy kernel for Bd. The invariant Poisson kernel is given by the
formula
P (z, ζ) =
C(z, ζ)C(ζ, z)
C(z, z)
=
(
1− |z|2
|1− 〈z, ζ〉|2
)d
, z, ζ ∈ Bd ∪ Sd with 〈z, ζ〉 6= 1.
1.1. Pluriharmonic measures. Let M(Sd) denote the space of complex Borel
measures on the sphere Sd. A measure µ ∈ M(Sd) is called pluriharmonic if the
invariant Poisson integral
P [µ](z) =
∫
Sd
P (z, ζ) dµ(ζ), z ∈ Bd,
is a pluriharmonic function. Let PM(Sd) denote the set of all pluriharmonic mea-
sures. For µ ∈ PM(Sd), it is well-known that the invariant Poisson integral P [µ]
coincides with the harmonic one.
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1.2. Clark measures. Given an α ∈ T and a holomorphic function ϕ : Bd → D,
the quotient
1− |ϕ(z)|2
|α− ϕ(z)|2
= Re
(
α + ϕ(z)
α− ϕ(z)
)
, z ∈ Bd,
is positive and pluriharmonic. Therefore, there exists a unique positive measure
σα = σα[ϕ] ∈M(Sd) such that
P [σα](z) = Re
(
α+ ϕ(z)
α− ϕ(z)
)
, z ∈ Bd.
Clearly, σα ∈ PM(Sd) by the definition of PM(Sd).
After the famous paper of Clark [8], various properties and applications of the
measures σα on the unit circle T have been obtained; see, for example, reviews
[17, 19, 25, 14] for further references. To the best of the authors’ knowledge, the
measures σα on the unit sphere Sd, d ≥ 2, have not been investigated earlier. See
[15] for a different extension of the Clark theory motivated by the multivariable
operator theory.
1.3. Clark measures and model spaces. Let Σ = Σd denote the normalized
Lebesgue measure on the sphere Sd.
Definition 1. A holomorphic function I : Bd → D is called inner if |I(ζ)| = 1 for
Σd-a.e. ζ ∈ Sd.
In the above definition, I(ζ) stands, as usual, for limr→1− I(rζ). Recall that
the corresponding limit is known to exist Σd-a.e. Also, by the above definition,
unimodular constants are not inner functions.
The present paper is primarily motivated by the studies of Clark [8] related to
the measures σα[ϕ] ∈M(T), α ∈ T, where ϕ is an inner function in D.
Given an inner function I is Bd, we have
P [σα](ζ) =
1− |I(ζ)|2
|α− I(ζ)|2
= 0 Σd-a.e.,
thus, σα = σα[I] is a singular measure. Here and in what follows, this means that
σα is singular with respect to Σd; in brief, σα⊥Σd.
For d ≥ 1, let Hol(Bd) denote the space of holomorphic functions in Bd. For
0 < p < ∞, the classical Hardy space Hp = Hp(Bd) consists of those f ∈ Hol(Bd)
for which
‖f‖pHp = sup
0<r<1
∫
Sd
|f(rζ)|p dΣd(ζ) <∞.
As usual, we identify the Hardy space Hp(Bd), p > 0, and the space H
p(Sd) of the
corresponding boundary values.
Given an inner function θ on D, the classical model space Kθ is defined as Kθ =
H2(D) ⊖ θH2(D). Clark [8] introduced and studied a family of unitary operators
Uα : Kθ → L2(σα), α ∈ T.
For an inner function I in Bd, d ≥ 2, consider the following natural analogs of
Kθ:
I∗(H2) = H2 ⊖ IH2;
I∗(H
2) = {f ∈ H2 : If ∈ H20},
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where H20 = {f ∈ H
2 : f(0) = 0}. Clearly, we have I∗(H2) ⊂ I∗(H2); if θ is an inner
function in D, then θ∗(H2(D)) = θ∗(H
2(D)) = Kθ. In this paper, we define unitary
operators
Uα : I
∗(H2)→ L2(σα), α ∈ T,
and we obtain the following characterization:
Theorem 1.1. Let I be an inner function in the unit ball Bd, d ≥ 2, and let
f ∈ L2(σα), α ∈ T. Then the following properties are equivalent:
(i) U∗αf ∈ I∗(H
2);
(ii) fσα ∈ PM(Sd).
1.4. Clark measures and essential norms of composition operators. A dif-
ferent application of the Clark measures on the unit sphere comes from the studies
of composition operators. Namely, each holomorphic function ϕ : Bd → D, d ≥ 1,
generates the composition operator Cϕ : Hol(D) → Hol(Bd) by the following for-
mula:
(Cϕf)(z) = f(ϕ(z)), z ∈ Bd.
It is well known that Cϕ maps H
2(D) into H2(Bd), d ≥ 1. So, a natural problem
is to characterize the compact operators Cϕ : H
2(D) → H2(Bd). A more general
problem is to compute or estimate the essential norm of the composition operator
under consideration. For d = 1, a solution to this problem in terms of the Nevanlinna
counting function was given in the seminal paper of J. H. Shapiro [27]. A solution
in terms of the family σα[ϕ], α ∈ T, was later obtained by Cima and Matheson [7].
Extending the theorem of Cima and Matheson to all d ≥ 1, we prove the following
result:
Theorem 1.2. Let ϕ : Bd → D, d ≥ 1, be a holomorphic function. Then the
essential norm of the composition operator Cϕ : H
2(D) → H2(Bd) is equal to the
following quantity: √
sup{‖σsα‖ : α ∈ T},
where σsα denotes the singular part of the Clark measure σα = σα[ϕ].
Organization of the paper. Properties of general pluriharmonic measures and
Clark measures on the unit sphere are studied in Sections 2 and 3, respectively.
On the one hand, we show that any pluriharmonic measure is the integral, in an
appropriate weak sense, of its canonical slice measures; see Proposition 2.1 and
Theorem 2.8. On the other hand, the normalized Lebesgue measure on the unit
sphere Sd is the integral, in a weak sense and with respect to α ∈ T, of the measures
σα; see Theorem 3.3. Also, Cauchy integrals of the Clark measures on the unit
sphere are studied in Section 3. Clark measures generated by inner functions are
considered in Section 4. On this way, we also give the negative answer to a question
asked by the first author [3, Problem 1]; see Theorem 4.5. Applications are collected
in Sections 5 and 6. So, Theorem 1.1 and other results related to the unitary
operators Uα : I
∗(H2) → L2(σα), α ∈ T, are obtained in Section 5. Relations
between properties of composition operators and Clark measures on the unit sphere
are studied in the final Section 6; in particular, we prove Theorem 1.2.
The main results of Section 5 were announced in [5].
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2. Pluriharmonic measures
2.1. A decomposition theorem for pluriharmonic measures. Let Pd−1 denote
the complex projective space of dimension d − 1, that is, the collection of all one-
dimensional linear subspaces of Cd. Let Σ̂d denote the unique probability measure
on Pd−1 invariant with respect to all unitary transformations of Cd. For every Borel
set E ⊂ Pd−1, we clearly have Σ̂d(E) = Σd(pi−1(E)), where pi = pid denotes the
canonical projection from Sd onto P
d−1.
It is well-known and easy to see that
(2.1)
∫
Sd
f dΣd =
∫
Pd−1
∫
Sd
f dΣζ1 dΣ̂d(ζ) for all f ∈ C(Sd),
where Σζ1 ∈ M(Sd) is the normalized one-dimensional Lebesgue measure supported
by the unit circle pi−1(ζ) ⊂ Sd.
The above property of Σd leads to the following definition.
Definition 2. A measure µ ∈M(Sd) is called decomposable if, for Σ̂d-a.e. ζ ∈ P
d−1,
there exists a measure µζ ∈ M(Sd) such that suppµζ ⊂ pi−1(ζ),
(2.2)
∫
Pd−1
‖µζ‖ dΣ̂d(ζ) <∞
and
(2.3) µ =
∫
Pd−1
µζ dΣ̂d(ζ)
in the following weak sense:
(2.4)
∫
Sd
f dµ =
∫
Pd−1
∫
Sd
f dµζ dΣ̂d(ζ)
for all f ∈ C(Sd). Let DM(Sd) denote the set of all decomposable measures
µ ∈M(Sd).
Remark 1. There are definitions similar to the above notion; see, for example, [22].
However, to the best of the authors’ knowledge, Definition 2 is a more specific one.
Remark 2. If µ ∈ DM(Sd), then (2.4) holds for every bounded Borel function f on
Sd. Indeed, if fn, n = 1, 2, . . . , are Borel functions on Sd, |fn| ≤ C and (2.4) holds
for fn, then (2.4) holds for f(ξ) = limn→∞ fn(ξ), ξ ∈ Sd, by (2.2) and the dominated
convergence theorem. So, starting with the continuous functions on Sd and arguing
by transfinite induction, we conclude that (2.4) holds for all bounded functions in
any Baire class, hence, for all bounded Borel functions.
In fact, Theorem 2.8 below guarantees that (2.4) holds for any f ∈ L1(|µ|).
Now, let µ be a pluriharmonic measure. Put u = P [µ] and ur(ξ) = u(rξ), 0 ≤
r < 1, ξ ∈ Sd. For ξ ∈ Sd, the slice function uξ is defined as uξ(z) = u(zξ), z ∈ D.
Since u is pluriharmonic, uξ is harmonic for all ξ ∈ Sd. Also, by the monotone
convergence theorem, we have
(2.5)
∫
Sd
sup
0<r<1
‖(uξ)r‖L1(T) dΣd(ξ) =
∫
Sd
lim
r→1−
‖(uξ)r‖L1(T) dΣd(ξ)
= lim
r→1−
‖ur‖L1(Sd) <∞.
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Hence, for Σd-a.e. ξ ∈ Sd, we have sup0<r<1 ‖(uξ)r‖L1(T) <∞. Therefore, for Σd-a.e.
ξ ∈ Sd, there exists µξ ∈M(Sd) such that suppµξ ⊂ Tξ and
u(zξ) =
∫
Sd
1− |z|2
|w − zξ|2
dµξ(w), z ∈ D.
Observe that µξ = µλξ for ξ ∈ Sd, λ ∈ T. So, the slice measure µζ is defined for
Σ̂d-a.e. ζ ∈ P
d−1. If µ is a positive pluriharmonic measure, then µζ is clearly defined
for any ζ ∈ Pd−1.
Using (2.5), we conclude that
(2.6)
∫
Sd
‖µζ‖ dΣ̂d(ζ) <∞
for any µ ∈ PM(Sd).
The following result is formulated in [2, Chapter 5, Section 3.1]. For the reader’s
convenience, we supply certain details of the proof.
Proposition 2.1. Let µ ∈ PM(Sd) and let µζ denote the slice measure defined as
above for Σ̂d-a.e. ζ ∈ Pd−1. Then
µ =
∫
Pd−1
µζ dΣ̂d(ζ)
in the weak sense. In particular, PM(Sd) ⊂ DM(Sd).
Proof. Let f ∈ C(Sd). Given a measure µ ∈ PM(Sd), put u = P [µ]. By (2.1),∫
Sd
fur dΣd =
∫
Pd−1
∫
Sd
fur dΣ
ζ
1 dΣ̂d(ζ), 0 < r < 1.
Observe that urΣd → µ and urΣ
ζ
1 → µζ as r → 1− in σ(M(Sd), C(Sd))-topology for
Σ̂d-a.e. ζ ∈ Pd−1. So, taking the limit as r → 1− and applying (2.6), we obtain∫
Sd
f dµ =
∫
Pd−1
∫
Sd
f dµζ dΣ̂d(ζ)
by the dominated convergence theorem. 
2.2. Properties of decomposable measures. The main results of the present
section are Proposition 2.5, Theorems 2.6 and 2.8 and Proposition 2.11 below. We
start with auxiliary lemmas.
Lemma 2.2. Let µ ∈ DM(Sd) be a positive measure. Assume that µζ is a real
measure for Σ̂d-a.e. ζ ∈ P
d−1. Let f ∈ C(Sd), f ≥ 0. Then∫
Sd
f dµζ ≥ 0 for Σ̂d-a.e. ζ ∈ P
d−1.
Proof. Suppose that the exists a set E ⊂ Pd−1 such that Σ̂d(E) > 0 and∫
Sd
f dµζ < 0 for all ζ ∈ E.
Fix a compact set K ⊂ E such that Σ̂d(K) > 0. Select a sequence {fn}∞n=1 in C(Sd)
such that 0 ≤ fn ≤ 1 and
lim
n→∞
fn(ξ) = χpi−1(K)(ξ) for all ξ ∈ Sd,
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where χpi−1(K) is the characteristic function of the set pi
−1(K). Applying (2.4) and
Remark 2, we obtain∫
Pd−1
∫
Sd
fχpi−1(K) dµζ dΣ̂d(ζ) =
∫
Sd
fχpi−1(K) dµ = lim
n→∞
∫
Sd
ffn dµ ≥ 0,
since µ is a positive measure. However,∫
Sd
fχpi−1(K) dµζ =
∫
Sd
f dµζ < 0 for all ζ ∈ K;∫
Sd
fχpi−1(K) dµζ = 0 for all ζ ∈ P
d−1 \K.
Since Σ̂d(K) > 0, we have a contradiction. So, the proof of the proposition is
finished. 
Lemma 2.3. Let µ ∈ DM(Sd) be a positive measure. Assume that µζ is a real
measure for Σ̂d-a.e. ζ ∈ Pd−1. Then µζ ≥ 0 for Σ̂d-a.e. ζ ∈ Pd−1.
Proof. Let Λ be a countable dense subset of {f ∈ C(Sd) : f ≥ 0}. Given an f ∈ Λ,
Lemma 2.2 provides a set Ef ⊂ Pd−1 such that Σ̂d(Ef) = 0 and∫
Sd
fµζ ≥ 0 for all ζ ∈ P
d−1 \ Ef .
So, ∫
Sd
fµζ ≥ 0 for all f ∈ Λ and ζ ∈ P
d−1 \
⋃
f∈Λ
Ef .
Hence, µζ ≥ 0 for all ζ ∈ Pd−1 \
⋃
f∈Λ
Ef . 
Corollary 2.4. Let (2.3) hold with µ = 0. Then µζ = 0 for Σ̂d-a.e. ζ ∈ P
d−1.
Proof. Consideration of the families {Reµζ} and {Imµζ} allows to make the fol-
lowing additional assumption: µζ is real for Σ̂d-a.e. ζ ∈ Pd−1. Now, the corollary
immediately follows from Lemma 2.3. 
So, we have the following uniqueness property: if µ ∈ DM(Sd) and we are given
decompositions
µ =
∫
Pd−1
µζ dΣ̂d(ζ) =
∫
Pd−1
νζ dΣ̂d(ζ)
in the sense of (2.3), then µζ = νζ for Σ̂d-a.e. ζ ∈ Pd−1.
Proposition 2.5. Let µ ∈ DM(Sd) be a positive measure. Then µζ ≥ 0 for Σ̂d-a.e.
ζ ∈ Pd−1.
Proof. Corollary 2.4 guarantees that Imµζ = 0 for Σ̂d-a.e. ζ ∈ Pd−1. So, Lemma 2.3
applies. 
Theorem 2.6. Let µ ∈ DM(Sd) and (2.3) holds. Then |µ| is also decomposable
and
|µ| =
∫
Pd−1
|µζ | dΣ̂d(ζ)
in the weak sense.
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Proof. Take a Borel function h on Sd such that |h| = 1 everywhere and |µ| = hµ.
Then, for any f ∈ C(Sd), we have∫
Sd
fd|µ| =
∫
Sd
fh dµ =
∫
Pd−1
∫
Sd
fh dµζ dΣ̂d(ζ)
by Remark 2. Applying Proposition 2.5 to the above decomposition of |µ|, we
conclude that hµζ ≥ 0 for Σ̂d-a.e. ζ ∈ Pd−1. It remains to observe that the property
hµζ ≥ 0 implies hµζ = |µζ| for Σ̂d-a.e. ζ ∈ P
d−1. 
Lemma 2.7. Let µ ∈ DM(Sd) be a positive measure. Assume that E ⊂ Sd and
µ(E) = 0. Then µζ(E) = 0 for Σ̂d-a.e. ζ ∈ P
d−1.
Proof. Take a Borel set E0 ⊂ Sd such that E0 ⊃ E and µ(E0) = 0. Using Propo-
sition 2.5, Remark 2 and applying (2.4) with f = χE0, we obtain 0 ≤ µζ(E) ≤
µζ(E0) = 0 for Σ̂d-a.e. ζ ∈ Pd−1. 
Theorem 2.8. Let µ be a decomposable measure on Sd satisfying (2.3). Then
fµ ∈ DM(Sd) for any f ∈ L1(|µ|); moreover,
(2.7) fµ =
∫
Pd−1
fµζ dΣ̂d(ζ)
in the weak sense.
Proof. By Theorem 2.6, we may assume, without loss of generality, that µ ≥ 0.
Also, we may assume that f ≥ 0.
Next, by Lemma 2.7, it suffices to prove (2.7) under additional assumption that
f is a Borel function defined everywhere on Sd. Now, if f is bounded, then (2.7)
holds by (2.4) and Remark 2. Finally, if f ≥ 0 is an unbounded Borel function, then
f = lim
n→∞
fn everywhere for a monotonically increasing sequence {fn} of bounded
Borel functions fn ≥ 0; hence, (2.7) holds. 
Corollary 2.9. Let µ ∈ DM(Sd). Assume that ν ≪ µ. Then ν is also a decompos-
able measure.
To work with the singular parts of decomposable measures, we need the following
lemma.
Lemma 2.10. Let µ be a decomposable measure such that (2.3) holds. If µ⊥Σd,
then µζ⊥Σ
ζ
1 for Σ̂d-a.e. ζ ∈ P
d−1.
Proof. We may assume, without loss of generality, that µ is a positive measure.
Select a Borel set E ⊂ Sd such that µ(E) = 0 and Σd(E) = 1. Then Σ
ζ
1(E) = 1 for
Σ̂d-a.e. ζ ∈ Pd−1. Also, µζ ≥ 0, hence, µζ(E) = 0 for Σ̂d-a.e. ζ ∈ Pd−1. Therefore,
µζ⊥Σ
ζ
1 for Σ̂d-a.e. ζ ∈ P
d−1, as required. 
For µ ∈ DM(Sd), let µa (µaζ) denote the absolutely continuous part of µ (µζ) with
respect to Lebesgue measure Σd (Σ
ζ
1). Let µ
s (µsζ) denote the corresponding singular
part.
Proposition 2.11. Let µ be a decomposable measure such that (2.3) holds. Then
µs =
∫
Pd−1
µsζ dΣ̂d(ζ)
in the weak sense.
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Proof. Since µa ≪ Σd, we have a decomposition
µa =
∫
Pd−1
νζ dΣ̂d(ζ)
in the weak sense and for certain measures νζ , νζ ≪ Σ
ζ
1 for Σ̂d-a.e. ζ ∈ P
d−1. Also,
Corollary 2.9 guarantees that µs ∈ DM(Sd). Hence, by Lemma 2.10,
µs =
∫
Pd−1
ρζ dΣ̂d(ζ)
for certain ρζ , ρζ⊥Σ
ζ
1 for Σ̂d-a.e. ζ ∈ P
d−1. Since µ = µa + µs has a unique integral
decomposition in the sense of (2.3), we conclude that µaζ = νζ and µ
s
ζ = ρζ for Σ̂d-a.e.
ζ ∈ Pd−1. In particular, the required decomposition of µs holds. 
2.3. Pluriharmonic measures and Cauchy integrals. For µ ∈ M(Sd), the
Cauchy transform µ+ is defined as
µ+(z) =
∫
Sd
C(z, ξ) dµ(ξ), z ∈ Bd.
Also, put
(2.8) µ−(z) =
∫
Sd
(C(ξ, z)− 1) dµ(ξ), z ∈ Bd.
Observe that µ+(z) + µ−(z) = P [µ](z), z ∈ Bd, for all µ ∈ PM(Sd).
It is known that the radial limit µ+(ξ) = limr→1− µ+(rξ) exists for Σd-a.e. ζ ∈ Sd.
For y ≥ 0, let χ{|µ+|>y} denote the characteristic function of the set
{ξ ∈ Sd : |µ+(ξ)| > y}.
For d = 1, the following result was obtained in [20].
Proposition 2.12. Let µ ∈ PM(Sd). Then
piyχ{|µ+|>y}Σd
w∗
−→ |µs| as y → +∞.
Proof. Let ζ ∈ Pd−1. If the slice measure µζ ∈M(Sd) is defined, then put
Kµζ(rξ) =
∫
Sd
1
1− r〈ξ, w〉
dµζ(w), ξ ∈ pi
−1(ζ), 0 < r < 1.
Since µ ∈ PM(Sd), we have
µ+(rξ) = Kµζ(rξ), ξ ∈ pi
−1(ζ), 0 < r < 1.
Hence, given an f ∈ C(Sd), the following equality holds:∫
Sd
fχ{|µ+|>y} dΣd =
∫
Pd−1
∫
Sd
fχ{|Kµζ |>y} dΣ
ζ
1 dΣ̂d(ζ),
where χ{|Kµζ |>y} is the characteristic function of the set
{ξ ∈ Sd : pi(ξ) = ζ and |Kµζ(ξ)| > y}.
By [20, Theorem 1],
piyχ{ξ ∈ pi−1(ζ) : |Kµζ(ξ)| > y}Σ
ζ
1
w∗
−→ |µsζ | as y → +∞.
CLARK MEASURES 9
Combining the above properties, Proposition 2.1, Theorem 2.6 and Proposition 2.11,
we obtain
lim
y→+∞
piy
∫
Sd
fχ{|µ+|>y} dΣd =
∫
Pd−1
∫
Sd
f d|µsζ| dΣ̂d(ζ) =
∫
Sd
f d|µs|,
as required. 
Corollary 2.13 (see [2, Chapter 5, Section 3.2]). Let µ ∈ PM(Sd). Then
lim
y→+∞
piyΣd{ζ ∈ Sd : |µ+(ζ)| > y} → ‖µ
s‖.
2.4. Pluriharmonic and representing measures. By definition, the ball algebra
A(Bd) consists of those f ∈ C(Bd) which are holomorphic in Bd. For z ∈ Bd, let
Mz(Sd) denote the set of those probability measures ρ ∈ M(Sd) which represent the
point z for A(Bd), that is,∫
Sd
f dρ = f(z) for all f ∈ A(Bd).
Elements of Mz(Sd) are called representing measures.
Definition 3. A measure µ ∈ M(Sd) is said to be totally singular if µ⊥ρ for all
ρ ∈M0(Sd). A set E ⊂ Sd is called totally null if ρ(E) = 0 for all ρ ∈M0(Sd).
It is easy to check that the notions introduced in Definition 3 do not change if
M0(Sd) is replaced by Mz(Sd) for any z ∈ Bd; see, for example, [23, Sect. 9.1.3].
We will use the following theorem in Sections 4 and 5.
Theorem 2.14 ([12, Theorem 10]). Let µ ∈ PM(Sd). Then µs is totally singular.
Observe that Corollary 2.13 plays an important role in the proof of the above
result. See also [10] for generalizations of Theorem 2.14.
3. Clark measures
3.1. A disintegration theorem for Clark measures. Proposition 2.1 suggests
that the Clark measures on the unit sphere inherit certain properties of the classical
Clark measures on the unit circle. As an illustration, we prove an analog of the
so-called disintegration theorem for d ≥ 2; see Theorem 3.3 below.
The following lemma is standard, so we omit its proof.
Lemma 3.1. Let {µn}∞n=1 be a bounded sequence inM(Sd) and let µ ∈M(Sd). Then
lim
n→∞
µn = µ in σ(M(Sd), C(Sd))-topology if and only if lim
n→∞
P [µn](z) = P [µ](z) for
all z ∈ Bd.
Corollary 3.2. Let ϕ : Bd → D be a holomorphic function. The mapping α 7→ σα[ϕ]
is continuous from T into the space M(Sd) endowed with the weak topology.
The following theorem is obtained in [4] for d = 1.
Theorem 3.3. Let ϕ : Bd → D be a holomorphic function and let σα = σα[ϕ],
α ∈ T. Then ∫
T
∫
Sd
f dσα dΣ1(α) =
∫
Sd
f dΣd
for all f ∈ C(Sd).
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Proof. By Corollary 3.2, the functional
f 7→
∫
T
(∫
Sd
f dσα
)
dΣ1(α)
is defined for all f ∈ C(Sd). Clearly, the functional is continuous on C(Sd). Hence,
there exists a measure µ ∈M(Sd) such that
µ =
∫
T
σα dΣ1(α)
in the weak sense. Now, observe that∫
Sd
P (z, ζ) dµ(ζ) =
∫
T
(∫
Sd
P (z, ζ) dσα(ζ)
)
dΣ1(α)
=
∫
T
Re
(
α + ϕ(z)
α− ϕ(z)
)
dΣ1(α)
= 1
=
∫
Sd
P (z, ζ) dΣd(ζ)
for all z ∈ Bd. Hence, µ = Σd. 
Remark 3. Proposition 2.1 and Fubini’s theorem allow to deduce Theorem 3.3 for
d ≥ 2 from the corresponding result for d = 1.
3.2. Absolutely continuous and singular parts of Clark measures. Given
an α ∈ T and a holomorphic function ϕ : Bd → D, let σaα denote the absolutely
continuous part of the Clark measure σα = σα[ϕ]. The definition of σα and basic
properties of Poisson integrals guarantee that
dσaα(ζ) =
1− |ϕ(ζ)|2
|α− ϕ(ζ)|2
dΣd(ζ),
where ϕ(ζ) = limr→1− ϕ(rζ). Recall that ϕ(ζ) is defined for Σd-a.e. ζ ∈ Sd.
Since σα is a positive measure, we have
‖σα‖ = P [σα](0) =
1− |ϕ(0)|2
|α− ϕ(0)|2
.
Therefore,
(3.1)
1− |ϕ(0)|2
|α− ϕ(0)|2
−
∫
Sd
1− |ϕ(ζ)|2
|α− ϕ(ζ)|2
dΣd(ζ) = ‖σ
s
α‖,
where σsα denotes the singular part of σα.
3.3. Clark measures and Cauchy kernels. The following lemma is a particular
case of Theorem 1 from [26, Chap. V, §21, Sect. 66].
Lemma 3.4. Let F be a holomorphic function on Bd × Bd. If F (z, z) = 0 for all
z ∈ Bd, then F (z, w) = 0 for all (z, w) ∈ Bd ×Bd.
Proposition 3.5. Let ϕ : Bd → D, d ≥ 2, be a holomorphic function and let
σα = σα[ϕ], α ∈ T. Then∫
Sd
C(z, ζ)C(ζ, w) dσα(ζ) =
1− ϕ(z)ϕ(w)
(1− αϕ(z))(1− αϕ(w))
C(z, w)
for all α ∈ T, z, w ∈ Bd.
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Proof. The equality ∫
Sd
P (z, ζ) dσα(ζ) =
1− |ϕ(z)|2
|α− ϕ(z)|2
, z ∈ Bd,
and the definition of P (z, ζ) guarantee that∫
Sd
C(z, ζ)C(ζ, z) dσα(ζ) =
1− |ϕ(z)|2
|α− ϕ(z)|2
C(z, z), z ∈ Bd.
It remains to apply Lemma 3.4. 
Corollary 3.6. Let ϕ : Bd → D, d ≥ 2, be a holomorphic function. Then∫
Sd
C(z, ζ) dσα[ϕ](ζ) =
1
1− αϕ(z)
+
αϕ(0)
1− αϕ(0)
for all α ∈ T, z ∈ Bd.
Proof. Apply Proposition 3.5 with w = 0. 
4. Clark measures and inner functions
In this section, we restrict our attention to the case, where ϕ is an inner function.
So, we use the symbol I in the place of ϕ.
4.1. Total singularity and Clark measures. As indicated in the introduction,
if I : Bd → D is inner, then σα = σα[I] is singular for any α ∈ T. Moreover, by the
following lemma, σα is totally singular in the sense of Definition 3.
Lemma 4.1. Let I be an inner function in Bd, d ≥ 2. Then σα = σα[I] is totally
singular for any α ∈ T.
Proof. Fix an α ∈ T and put
E =
{
ζ ∈ Sd : lim
r→1−
1− |I(rζ)|2
|α− I(rζ)|2
= +∞
}
.
Since σα is a positive singular measure, we have σα(Sd \ E) = 0. Observe that
E ⊂ E0 = {ζ ∈ Sd : limr→1− I(rζ) = α}. By [23, Theorem 9.3.2], E0 is a totally
null set. Therefore, σα is totally singular. 
Remark 4. Since σα = σα[I], α ∈ T, is a singular pluriharmonic measure, Theo-
rem 2.14 also guarantees that σα is totally singular.
4.2. The ball algebra A(Bd) and L
2(σα). We will need the following classical
notion.
Definition 4 (see [23, Sect. 9.1.5]). We say that µ ∈M(Sd) is a Henkin measure if
lim
j→∞
∫
Sd
fj dµ = 0
for any bounded sequence {fj}∞j=1 ⊂ A(Bd) with the following property:
lim
j→∞
fj(z) = 0 for any z ∈ Bd.
Lemma 4.2. Let I be an inner function in Bd and let σα = σα[I], α ∈ T. Then the
ball algebra A(Bd) is dense in L
2(σα).
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Proof. Assume that A(Bd) is not dense in L
2(σα). Then there exists a non-trivial
function h ∈ L2(σα) such that hσα ∈ A(Bd)⊥, that is,∫
Sd
fh dσα = 0 for all f ∈ A(Bd).
So, hσα is clearly a Henkin measure. Hence, by the Cole–Range theorem (see [9] or
[23, Theorem 9.6.1]), hσα ≪ ρ for some representing measure ρ ∈M0(Sd). However,
hσα⊥ρ by Lemma 4.1. This contradiction finishes the proof of the lemma. 
4.3. Inner functions with additional properties. The definition of an inner
function in Bd, d ≥ 2, is based on existence of the corresponding radial limits Σd-
a.e. However, given an f ∈ H∞(Bd), the slice function fζ(λ) = f(λζ), λ ∈ D, has
radial limits Σ1-a.e. In fact, if I is an arbitrary inner function in Bd, then Iζ is clearly
an inner function in D for Σd-a.e. ζ ∈ Sd. This observation leads to further questions
and results. On the one hand, given a ζ ∈ Sd, there exists an inner function I such
that Iζ is not inner. Moreover, the following theorem holds.
Theorem 4.3 ([1, Corollary 1 after Theorem 4]). Let d, n ∈ N, d > n. Given a
holomorphic function g : Bn → D, there exists an inner function I in Bd such that
I(z, 0) = g(z) for all z ∈ Bd.
On the other hand, we have the following result, which gives a positive answer to
a question asked by W. Rudin [24, Sect. 19.1].
Theorem 4.4 ([13]; see also [11]). Let d ≥ 2. There exists an inner function I in
Bd such that Iζ(λ) := I(λζ), λ ∈ D, is an inner function in D for all ζ ∈ Sd.
Further pursuing the above idea and having in mind Lemma 4.1, we naturally
arrive at a hypothetical function I such that I is, in an appropriate sense, inner
with respect to any Henkin measure. Indeed, given an f ∈ H∞(Bd) and a Henkin
measure µ ∈M(Sd), there exists f [µ] ∈ L∞(|µ|) such that
lim
r→1−
∫
Sd
fr(ζ)g(ζ) d|µ|(ζ) =
∫
Sd
f [µ](ζ)g(ζ) d|µ|(ζ)
for any g ∈ L1(|µ|); see [23, Sect. 11.3.1]. In other words, limr→1− fr = f [µ] in
σ(L∞(|µ|), L1(|µ|))-topology. So, we have the following problem:
Problem 1 (see [3, Problem 1]). Let d ≥ 2. Does there exist an inner function
I : Bd → D such that |I[µ]| = 1 |µ|-a.e. for any Henkin measure µ ∈M(Sd)?
Remark 5. If we replace the set of Henkin measures byM0(Sd) in the above problem,
then we obtain exactly the same question. Indeed, assume that I : Bd → D is a
holomorphic function such that |I[ρ]| = 1 ρ-a.e. for any ρ ∈ M0(Sd). Let µ be
a Henkin measure. By the Cole–Range theorem, µ ≪ ρ0 for some representing
measure ρ0 ∈M0(Sd). Therefore, |I[µ]| = 1 |µ|-a.e.
However, any inner function I is far from having the property required in Prob-
lem 1; see Corollary 4.6. For the sake of completeness, the corresponding arguments
are presented in the next subsection.
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4.4. Inner functions with additional properties: proofs. The main result of
this subsection is the following theorem:
Theorem 4.5. Let f ∈ H∞(Bd), d ≥ 2. Then there exists a set Λ ⊂ C such that
Λ is dense in f(Bd) and the following property holds: For any a ∈ Λ, there exists a
representing measure ρ ∈ ∪z∈BdMz(Sd) such that limr→1− fr = a in σ(L
∞(ρ), L1(ρ))-
topology.
If I is an inner function in Bd, d ≥ 2, then I(Bd) is known to be dense in D. So,
we also have the following corollary:
Corollary 4.6. Let I be an inner function in the unit ball Bd, d ≥ 2. Then there
exists a set Λ ⊂ D such that Λ is dense in D and the following property holds: For
any a ∈ Λ, there exists a representing measure ρ ∈ ∪z∈BdMz(Sd) such that I[ρ] = a
ρ-a.e.
Clearly, the above corollary guarantees that the answer to Problem 1 is by far
negative.
The rest of the present subsection is devoted to the proof of Theorem 4.5. Observe
that it suffices to prove Theorem 4.5 for d = 2. So, for an appropriate point a ∈
f(B2), we will consider the connected componentM of the set {w ∈ B2 : f(w) = a}.
Namely, applying Sard’s theorem, we select a such that M is a one-dimensional
complex submanifold of the ball B2.
Before giving a proof of Theorem 4.5, we obtain auxiliary Lemmas 4.7 and 4.8
below in a more general setting, assuming that M is an arbitrary connected one-
dimensional complex submanifold of B2. Observe that the topological boundary
∂M ofM is a subset of the sphere S2. Next, let Φ : U →M be a universal covering
map, where U is a simply connected complex manifold. Since there exists a non-
constant bounded holomorphic function on U (in particular, Φ has this property),
the simply connected Riemann surface U is hyperbolic. Therefore, without loss of
generality, we may suppose that U = D; see, for example, [28, Sect. 9-1].
So, in what follows, we consider a universal covering map Φ : D→M. For ξ ∈ T,
let Φ(ξ) denote limr→1− Φ(rξ) if this limit exists.
Lemma 4.7. Let Φ : D → M be a universal covering map. If Φ(ξ) is defined for
certain ξ ∈ T, then Φ(ξ) ∈ S2. In particular, |Φ(ξ)| = 1 for Σ1-a.e. ξ ∈ T.
Proof. Suppose that ξ ∈ T, Φ(ξ) is defined and Φ(ξ) /∈ S2. Then Φ(ξ) ∈ M; hence,
Φ is not a covering map. This contradiction proves the claim.
Since Φ(ξ) is defined for Σ1-a.e. ξ ∈ T, the proof is finished. 
Put
T˜ = {ξ ∈ T : lim
r→1−
Φ(rξ) exists}.
Let µ be a complex Borel measure on T such that |µ|(T \ T˜) = 0. Given a Borel set
E ⊂ S2, define
µΦ(E) = µ(Φ
−1(E)).
So, µΦ is a measure supported by ∂M⊂ S2. We have
(4.1)
∫
S2
h(ζ) dµΦ(ζ) =
∫
T
h(Φ(ξ)) dµ(ξ)
for h = χE , where χE denotes the characteristic function of a Borel set E ⊂ S2.
Therefore, (4.1) holds for any bounded Borel function h on S2.
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Lemma 4.7 guarantees that Σ1(T\ T˜) = 0. So, applying the above procedure, put
(4.2) ΣλΦ = (P (λ, ·)Σ1)Φ , λ ∈ D,
where
P (λ, ξ) =
1− |λ|2
|λ− ξ|2
, λ ∈ D, ξ ∈ T,
is the one-dimensional Poisson kernel.
By (4.1), we have
(4.3) f(Φ(λ)) =
∫
S2
f(ζ) dΣλΦ(ζ), λ ∈ D,
for all f ∈ A(B2). Hence, ΣλΦ is a representing measure, namely, Σ
λ
Φ ∈ MΦ(λ)(Sd),
λ ∈ D.
Put ΣΦ = Σ
0
Φ. It is clear that L
∞(ΣλΦ) = L
∞(ΣΦ) for all λ ∈ D.
Lemma 4.8. Let h ∈ L∞(ΣΦ) and a ∈ C. Assume that∫
S2
h(ζ) dΣλΦ(ζ) = a
for all λ ∈ D. Then h = a ΣΦ-a.e. on S2.
Proof. By (4.1) and (4.2),∫
T
h(Φ(ξ))P (λ, ξ) dΣ1(ξ) =
∫
S2
h(ζ) dΣλΦ(ζ) = a
for all λ ∈ D. Therefore, h(Φ(ξ)) = a for Σ1-a.e. ξ ∈ T. So, we conclude that h = a
ΣΦ-a.e. on S2. 
Now, we are in position to prove the main result of the present subsection.
Proof of Theorem 4.5. As mentioned above, it suffices to prove the theorem for d =
2. Also, without loss of generality, we may assume that f is not a constant.
Let E ⊂ B2 denote the set of critical points for f . By Sard’s theorem, f(E) is a
set of zero area measure. Put Λ = f(B2) \ f(E). We claim that Λ has the required
properties.
Indeed, fix a point a ∈ Λ. Let M denote a connected component of the set {w ∈
B2 : f(w) = a}. Since all points ofM are not critical for f ,M is a one-dimensional
complex submanifold of B2. So, applying the procedure described earlier in the
present subsection, define ΣλΦ = Σ
λ
Φ(a,M), λ ∈ D, by (4.2). Also, put ΣΦ = Σ
0
Φ.
Since ΣΦ is a representing measure, there exists h ∈ L∞(ΣΦ) such that h =
limr→1− fr in σ(L
∞(ΣΦ), L
1(ΣΦ))-topology; see [23, Sect. 11.3.1]. For λ ∈ D, the
measure ΣλΦ is absolutely continuous with respect to ΣΦ. Hence, using the defining
property of h and equality (4.3), we obtain∫
S2
h dΣλΦ = lim
r→1−
∫
S2
fr dΣ
λ
Φ = lim
r→1−
f(rΦ(λ)) = f(Φ(λ)) = a
for all λ ∈ D. Therefore, h = a ΣΦ-a.e. on S2 by Lemma 4.8. 
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5. Two analogs of model spaces
For an inner function θ on D, the classical model space Kθ = Kθ(D) is defined as
Kθ = H
2(D) ⊖ θH2(D). Given an inner function I in Bd, d ≥ 2, we consider the
following analogs of the model space:
I∗(H
2) = {f ∈ H2 : If ∈ H20};
I∗(H2) = H2 ⊖ IH2,
where H2 = H2(Bd). Clearly, I∗(H
2) ⊂ I∗(H2).
Let α ∈ T. In the present section, we construct a unitary operator Uα from I∗(H2)
onto L2(σα); see Theorem 5.1 below. Next, in Section 5.2, we prove Theorem 1.1,
that is, we characterize those f ∈ L2(σα) for which U∗αf ∈ I∗(H
2). So, as mentioned
above, we use standard facts of the function theory in Bd without explicit references.
In particular, we identify the Hardy space Hp(Bd), p > 0, and the space H
p(Sd) of
the corresponding boundary values.
5.1. A unitary operator from I∗(H2) onto L2(σα). Observe that
K(z, w)
def
=
1− I(z)I(w)
(1− 〈z, w〉)n
= (1− I(z)I(w))C(z, w)
is the reproducing kernel for I∗(H2), that is,
g(z) =
∫
Sd
g(w)K(z, w) dΣd(w), z ∈ Bd,
for all g ∈ I∗(H2). Indeed, C(z, w) is the reproducing kernel for H2(Bd); hence,
I(z)C(z, w)I(w) is the reproducing kernel for IH2(Bd). Therefore, the difference
C(z, w)− I(z)C(z, w)I(w) is the reproducing kernel for H2(Bd)⊖ IH2(Bd).
Put Kw(z) = K(z, w) and define
(UαKw)(ζ)
def
=
1− αI(w)
(1− 〈ζ, w〉)n
= (1− αI(w))C(ζ, w), ζ ∈ Sd.
Theorem 5.1. For each α ∈ T, Uα has a unique extension to a unitary operator
from I∗(H2) onto L2(σα).
Proof. Fix an α ∈ T. Since K(z, w) is the reproducing kernel function for I∗(H2),
the linear span of the family {Kw}w∈Bd is dense in I
∗(H2). Therefore, if the required
extension exists, then it is unique.
Now, we claim that (UαKw, UαKz)L2(σα) = (Kw, Kz)H2 for z, w ∈ Bd. Indeed,
applying Proposition 3.5, we obtain
(UαKw, UαKz)L2(σα) =
∫
Sd
(1− αI(w))C(ζ, w)(1− αI(z))C(z, ζ) dσα(ζ)
= (1− αI(w))(1− αI(z))
∫
Sd
C(ζ, w)C(z, ζ) dσα(ζ)
= (1− I(z)I(w))C(z, w)
= K(z, w) = (Kw, Kz)H2 .
So, Uα extends to an isometric embedding of I
∗(H2) into L2(σα). Hence, to finish
the proof, it remains to observe that the linear span of the family {C(ζ, z)}z∈Bd is
dense in L2(σα) by Lemma 4.2. 
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5.2. Image of I∗(H
2). In this section, we prove Theorem 1.1. Recall that µ+
denotes the Cauchy transform of a measure µ ∈M(Sd) and
µ+(z) + µ−(z) = P [µ](z), z ∈ Bd,
for all µ ∈ PM(Sd), where µ− is defined by (2.8).
We claim that
(5.1)
(U∗αf)(z) = (1− αI(z))
∫
Sd
C(z, ζ)f(ζ) dσα(ζ)
= (1− αI(z))(fσα)+(z), z ∈ Bd,
for f ∈ L2(σα), α ∈ T. Indeed, the definition of Uα and Proposition 3.5 imply the
above equality for f(ζ) = (1 − αI(w))C(ζ, w) with w ∈ Bd. By Lemma 4.2, the
linear span of the family {
(1− αI(w))C(ζ, w)
}
w∈Bd
is dense in L2(σα). So, the claim is proved.
Proof of Theorem 1.1. (ii)⇒(i) Let fσα ∈ PM(Sd). Put G = −(fσα)−. Then
G ∈ Hp0 , 0 < p < 1. The property fσα ∈ PM(Sd) guarantees that
P [fσα](z) = (fσα)+(z)−G(z), z ∈ Bd.
Now, we consider the corresponding functions on Sd. Since fσα is a singular measure,
we have (fσα)+(ζ) = G(ζ) for Σd-a.e. ζ ∈ Sd. Therefore, (5.1) and Theorem 5.1
imply that
(1− αI)G = U∗αf ∈ H
2(Sd).
Hence, for 0 < p < 1, we have
IU∗αf = I(1− αI)G = (I − α)G ∈ L
2(Sd) ∩H
p
0 (Sd) = H
2
0 (Sd).
So, (ii) implies (i).
(i)⇒(ii) Let F = U∗αf ∈ I∗(H
2). For ζ ∈ Sd, the slice function Fζ is defined as
Fζ(z) = F (zζ), z ∈ D. Observe that the following properties hold for Σd-a.e. ζ ∈ Sd:
• Fζ ∈ H2 = H2(D);
• Iζ is an inner function in D;
• Fζ ∈ (Iζ)∗(H2) = (Iζ)∗(H2(D)).
In what follows, we assume that the point ζ under consideration satisfies the above
conditions.
By (5.1), we have (1 − αI(z))−1F (z) ∈ Hp, 0 < p < 1. By assumption, there
exists g ∈ H20 such that F = Ig. Since I is inner, we obtain
g(ζ)
I(ζ)− α
=
I(ζ)g(ζ)
1− αI(ζ)
=
F (ζ)
1− αI(ζ)
for Σd-a.e. ζ ∈ Sd.
Observe that (I − α)−1 ∈ Hp for 0 < p < 1 and g ∈ H20 , thus,
G :=
g
I − α
∈ Hp0
for sufficiently small p > 0, hence, for 0 < p < 1. Since
(1− αI(ζ))−1F (ζ) = G(ζ) for Σd-a.e. ζ ∈ Sd,
we have Gζ ∈ H
p
0 (D) and
(5.2) (1− αIζ)
−1Fζ = Gζ a.e. on T
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for Σd-a.e. ζ ∈ Sd.
So, we consider ζ ∈ Sd such that the above property also holds. Recall that
Iζ is an inner function. Let σα[Iζ ] denote the corresponding Clark measure on T.
Since Fζ ∈ (Iζ)∗(H
2(D)), the Clark–Poltoratski theory in the unit disk (see [21])
guarantees that Fζ ∈ L2(σα[Iζ ]), in the sense of boundary values, and the following
representation holds:
(5.3) (1− αIζ)
−1Fζ(z) =
∫
T
C(z, ξ)Fζ(ξ) dσα[Iζ ](ξ), z ∈ D.
Let µζ = Fζσα[Iζ ]. The measure µζ is singular, so (µζ)+ + (µζ)− = 0 a.e. on T.
Thus (µζ)− = −Gζ a.e. on T by (5.2) and (5.3). Also, (µζ)− ∈ H
p
0 and −Gζ ∈ H
p
0 ,
0 < p < 1; hence, (µζ)− = −Gζ on D. Therefore,
(5.4) (1− αIζ)
−1Fζ(z)−Gζ(z) = (µζ)+(z) + (µζ)−(z) = P [µζ](z), z ∈ D.
So, for Σd-a.e. ζ ∈ Sd,∫
T
∣∣∣∣ F (rξζ)1− αI(rξζ) −G(rξζ)
∣∣∣∣ dΣ1(ξ) ≤ ‖µζ‖
for all 0 < r < 1. Integrating the above estimate with respect to ζ ∈ Sd, we obtain
(5.5)
∫
Sd
∣∣∣∣ F (rζ)1− αI(rζ) −G(rζ)
∣∣∣∣ dΣd(ζ) ≤ ∫
Sd
‖µζ‖ dΣd(ζ)
for all 0 < r < 1.
Since ‖Fζ‖L2(σα[Iζ ]) = ‖Fζ‖H2, we have
‖µζ‖ = ‖Fζ‖L1(σα[Iζ ]) ≤ ‖Fζ‖L2(σα[Iζ ])
√
‖σα[Iζ]‖ ≤ ‖Fζ‖H2
√
1 + |I(0)|
1− |I(0)|
.
Thus, ∫
Sd
‖µζ‖ dΣd(ζ) ≤ ‖F‖H2
√
1 + |I(0)|
1− |I(0)|
<∞.
Therefore, by (5.5), there exists a measure ν ∈ PM(Sd) such that
(5.6) P [ν] = (1− αI)−1F −G.
Clearly, ν is singular with respect to Σd.
Now, using (5.1) and (5.6), observe that fσα − ν ∈ A(Bd)
⊥, thus fσα − ν is a
Henkin measure. Hence, by the Cole–Range theorem,
(5.7) fσα − ν ≪ ρ
for some representing measure ρ. By Lemma 4.1, fσα is totally singular; by Theo-
rem 2.14, ν is also totally singular because ν is a singular pluriharmonic measure. So,
fσα−ν is a totally singular measure and (5.7) holds. Therefore, fσα = ν ∈ PM(Sd);
in particular, fσα is a pluriharmonic measure, as required. 
Remark 6. In the above proof of the implication (i)⇒(ii) in Theorem 1.1, we apply
Theorem 2.14 to conclude that ν is a totally singular measure. Below we obtain the
required property of the measure ν without reference to Theorem 2.14.
Indeed, the Clark theorem in the unit disk guarantees that the measure µζ in
(5.4) has the following property: |µζ|(T \ Eζ,α) = 0, where
Eζ,α = {λ ∈ T : lim
r→1−
I(rλζ) = α}.
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The measure µζ is defined for Σd-a.e. ζ ∈ Sd. In fact, (5.4) and (5.6) allow to identify
µζ and the slice measure νζ of ν. Recall that the slice measure νξ is defined for Σ̂d-a.e.
ξ ∈ Sd. So, νξ = µξ for Σ̂d-a.e. ξ ∈ Sd. Since ν ∈ PM(Sd) ⊂ DM(Sd), Theorem 2.6
guarantees that |ν| decomposes in terms of |νξ|. Now, we apply Theorem 2.8 to |ν|
and f = χEα, where
Eα = {ζ ∈ Sd : lim
r→1−
I(rζ) = α}.
Since |νξ|(Sd \ Eα) = 0 for Σ̂d-a.e. ξ ∈ Sd, we conclude that |ν|(Sd \ Eα) = 0. By
[23, Theorem 9.3.2], Eα is a totally null set; hence, ν is a totally singular measure,
as required.
6. Essential norms of composition operators
In this section, we assume that ϕ : Bd → D, d ≥ 1, is an arbitrary holomorphic
function. It is well-known that the composition operator Cϕ : f 7→ f ◦ϕ sends H2(D)
into H2(Bd). Indeed, let f ∈ H2(D). Then |f |2 ≤ h for an appropriate harmonic
function h on D. So, |f ◦ ϕ|2 ≤ h ◦ ϕ, hence f ◦ ϕ ∈ H2(Bd).
Two-sided estimates for the essential norm of the operator Cϕ : H
2(D)→ H2(Bd),
d ≥ 1, were obtained by B.R. Choe [6] in terms of the corresponding pull-back
measure. To prove Theorem 1.2, we use a more explicit approach proposed in [27]
for d = 1.
6.1. Composition operators and Nevanlinna counting functions. Given an
f ∈ H2(D), the Littlewood–Paley identity states that
(6.1) ‖f‖2H2(D) = |f(0)|
2 + 2
∫
D
|f ′(w)|2 log
1
|w|
dA(w),
where A denotes the normalized area measure on D. To study the composition
operator generated by a holomorphic self-map φ of the unit disk, J. H. Shapiro [27]
used an analogous formula for f ◦ φ based on the Nevanlinna counting function Nφ
defined as
Nφ(w) =
∑
z∈D:φ(z)=w
log
1
|z|
, w ∈ D \ {φ(0)},
where each pre-image is counted according to its multiplicity.
Lemma 6.1. Let ϕ : Bd → D, d ≥ 1, be a holomorphic function. Then
(6.2) ‖f ◦ ϕ‖2H2(Bd) = |f(ϕ(0))|
2 + 2
∫
D
|f ′(w)|2
(∫
Sd
Nϕζ (w) dΣd(ζ)
)
dA(w).
Proof. Let φ be a holomorphic self-map of D. Then
(6.3) ‖f ◦ φ‖2H2(D) = |f(φ(0))|
2 + 2
∫
D
|f ′(w)|2Nφ(w) dA(w)
by Stanton’s formula; see [27].
Applying (6.3) to φ = ϕζ , ζ ∈ Sd, and integrating with respect to the normalized
Lebesgue measure Σd on Sd, we obtain (6.2). 
Comparison of (6.2) and (6.1) suggests that Cϕ : H
2(D)→ H2(Bd) is a compact
operator if N(ϕ) = 0, where
N(ϕ) = lim sup
|w|→1−
∫
Sd
Nϕζ (w)
1− |w|
dΣd(ζ).
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A formal verification of this implication is given in the proof of Lemma 6.2 below.
6.2. Clark measures on the unit sphere and essential norms of composition
operators. Given a holomorphic function ϕ : Bd → D, d ≥ 1, let ‖Cϕ‖H2,e denote
the essential norm of the composition operator Cϕ : H
2(D)→ H2(Bd).
Lemma 6.2. Let ϕ : Bd → D, d ≥ 1, be a holomorphic function. Then
N(ϕ) ≥ ‖Cϕ‖
2
H2,e.
Proof. For f ∈ H2(D) and 0 < r < 1, put Trf(z) = f(rz), z ∈ D. Clearly, Tr is a
compact operator on H2(D).
Let f(z) =
∑∞
k=0 akz
k, z ∈ D, be in the unit ball of H2(D). In particular, |ak| ≤ 1.
By (6.2),
‖(Cϕ − CϕTr)f‖
2
H2 = |(f − fr)(ϕ(0))|
2
+ 2
∫
D
|(f − fr)
′(w)|2
∫
Sd
Nϕζ (w) dΣd(ζ) dA(w).
Firstly,
|(f − fr)(ϕ(0))| ≤
∞∑
k=1
(1− rk)|ϕ(0)|k → 0 as r → 1− .
Secondly, for 0 < R < 1,∫
RD
|(f − fr)
′(w)|2
∫
Sd
Nϕζ (w) dΣd(ζ) dA(w)
≤
∫
D
∫
Sd
Nϕζ (w) dΣd(ζ) dA(w)
(
∞∑
k=1
k(1− rk)Rk−1
)2
→ 0 as r → 1− .
Now, fix an R ∈ (0, 1) and put
NR = sup
R≤|w|<1
∫
Sd
Nϕζ (w)
− log |w|
dΣd(ζ).
Let ε > 0. The above estimates do not depend on f , ‖f‖H2 ≤ 1, so, taking
r = r(ε, R) sufficiently close to 1, we obtain
‖(Cϕ − CϕTr)f‖
2
H2 ≤ ε+ 2
∫
D\RD
|(f − fr)
′(w)|2NR log
1
|w|
dA(w)
≤ ε+ 2NR
∫
D
|(f − fr)
′(w)|2 log
1
|w|
dA(w)
≤ ε+NR‖f − fr‖
2
H2
≤ ε+NR
by (6.1). Hence, ‖Cϕ‖2H2,e ≤ NR, 0 < R < 1. Since − log |w| ∼ 1−|w| as |w| → 1−,
the proof is finished. 
For d = 1, the following lemma is proved in [7].
Lemma 6.3. For b ∈ D, put
fb(w) =
√
1− |b|2
1− bw
, w ∈ D.
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Let ϕ : Bd → D, d ≥ 1, be a holomorphic function and let α ∈ T. Then
‖fb ◦ ϕ‖
2
H2(Bd)
→ ‖σsα‖ as b→ α radially,
where σsα denotes the singular part of the Clark measure σα[ϕ].
Proof. Let b = rα, 0 < r < 1, α ∈ T. We have
‖fb ◦ ϕ‖
2
H2(Bd)
=
∫
Sd
1− r2
|α− rϕ(ζ)|2
dΣd(ζ)
=
∫
Sd
1− |rϕ(ζ)|2
|α− rϕ(ζ)|2
dΣd(ζ)− r
2
∫
Sd
1− |ϕ(ζ)|2
|α− rϕ(ζ)|2
dΣd(ζ)
= Jr −Kr.
For any w ∈ D, the function r2|1− rw|−2 monotonically increases as r → 1−. Thus,
lim
r→1−
Kr =
∫
Sd
1− |ϕ(ζ)|2
|α− ϕ(ζ)|2
dΣd(ζ) = ‖σ
a
α‖.
Since
Jr =
1− |rϕ(0)|2
|α− rϕ(0)|2
→ ‖σα‖ as r → 1−,
the proof is finished. 
Now, we are ready to prove the following extension of Theorem 1.2.
Theorem 6.4. Let ϕ : Bd → D, d ≥ 1, be a holomorphic function. Then
‖Cϕ‖
2
H2,e = S(ϕ) = N(ϕ),
where
S(ϕ) = sup
α∈T
‖σsα‖.
Proof. By Lemma 6.2, it suffices to obtain the following chain of inequalities:
‖Cϕ‖
2
H2,e
(i)
≥ S
(ii)
≥ N.
(i) Let fb, b ∈ D, be defined as in Lemma 6.3. Observe that ‖fb‖H2(D) = 1 and
fb → 0 weakly in H2(D) as |b| → 1−. So, given a compact operator K : H2(D) →
H2(Bd), we have ‖Kfb‖H2(Bd) → 0 as |b| → 1−. Hence,
‖Cϕ −K‖
2
H2(D)→H2(Bd)
≥ lim sup
b→α
‖(Cϕ −K)fb‖
2
H2(Bd)
≥ ‖σsα‖
by Lemma 6.3. Therefore, ‖Cϕ‖2H2,e ≥ S, as required.
(ii) Let φ be a holomorphic self-map of D. For w ∈ D \ {φ(0)} and α ∈ T, put
Nφ(w) =
∫
T
log |ψw ◦ φ(ξ)| dΣ1(ξ) + log
1
|ψw(φ(0))|
,
where
ψw(λ) =
w − λ
1− wλ
.
As indicated in [18, Sect 3.1], Jensen’s formula and Fatou’s lemma guarantee that
Nφ(w) ≤ Nφ(w), w ∈ D \ {φ(0)}.
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Also, for λ ∈ D ∪ T \ {α}, direct calculations show that
− lim
w→α
log |ψw(λ)|
1− |w|
=
1− |λ|2
|α− λ|2
.
Therefore, applying the definition of Nϕζ , ζ ∈ Sd, and reverse Fatou’s lemma, we
obtain
lim sup
w→α
∫
Sd
Nϕζ (w)
1− |w|
dΣd(ζ) ≤ lim sup
w→α
∫
Sd
Nϕζ (w)
1− |w|
dΣd(ζ)
≤
∫
Sd
(
1− |ϕ(0)|2
|α− ϕ(0)|2
−
∫
T
1− |ϕζ(ξ)|2
|α− ϕζ(ξ)|2
dΣ1(ξ)
)
dΣd(ζ)
=
1− |ϕ(0)|2
|α− ϕ(0)|2
−
∫
Sd
1− |ϕ(ζ)|2
|α− ϕ(ζ)|2
dΣd(ζ)
= ‖σsα‖
by (3.1). So, we conclude that N[ϕ] ≤ S[ϕ], as required. Hence, the proof of
Theorem 6.4 is finished. 
Corollary 6.5. Let 0 < p < ∞ and let ϕ : Bd → D, d ≥ 1, be a holomorphic
function. Then the following properties are equivalent:
• N(ϕ) = 0;
• Cϕ : Hp(D)→ Hp(Bd) is a compact operator;
• all Clark measures σα[ϕ], α ∈ T, are absolutely continuous.
Proof. If p = 2, then Theorem 6.4 applies. To finish the proof, it suffices to observe
that the operator Cϕ : H
p(D)→ Hp(Bd) is compact for some p > 0 if and only if it
is compact for p = 2; see, for example, [16]. 
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