An elementary statistical observation identifies generalizations of the Fuoss approximation for the probability distribution function that describes ion clustering in electrolyte solutions. The simplest generalization, equivalent to a Poisson distribution model for inner-shell occupancy, exploits measurable inter-ionic correlation functions, and is correct at the closest pair distances whether primitive electrolyte solutions models or molecularly detailed models are considered, and for low electrolyte concentrations in all cases. With detailed models these generalizations includes non-ionic interactions and solvation effects. These generalizations are relevant for computational analysis of bimolecular reactive processes in solution. Comparisons with direct numerical simulation results show that the simplest generalization is accurate for a slightly supersaturated solution of tetraethylammonium tetrafluoroborate in propylene carbonate ([tea][BF4]/PC), and also for a primitive model associated with the [tea][BF4]/PC results. For [tea][BF4]/PC, the atomically detailed results identify solvent-separated nearest-neighbor ion-pairs. This generalization is examined also for the ionic liquid 1-butyl-3-methylimidazolium tetrafluoroborate ([bmim][BF4]) where the simplest implementation is less accurate. In this more challenging situation an augmented maximum entropy procedure is satisfactory, and explains the more varied near-neighbor distributions observed in that case.
I. INTRODUCTION
Ion clustering has long been an essential ingredient of our physical understanding of electrolyte solutions at elevated concentrations. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] To describe pairing of a counter-ion of type γ with an ion of type α, we focus on the radial distribution of the closest γ-ion to a distinguished α-ion. We denote that normalized radial distribution by g (1) γ|α (r). A famous discussion of Fuoss 3 arrived at the approximation ln g Here q is the magnitude of the formal ionic charges, d γα is the distance of closest approach, is the solution dielectric constant, 2ρ is number density of ions, and (kβ) −1 = T is the temperature. We propose and test generalizations of Eq. (1) in the following.
Several complications of the distributions of nearneighbor ion-pairs motivate the generalizations that we develop. Firstly, ion-clustering can be particularly sensitive to non-ionic interactions. Comparison (FIG. 1) of atomically-detailed simulation results 12, 13 with those of a corresponding primitive model 14 straightforwardly exemplifies that point. Eq. (1) only treats classic ionic interactions. Secondly, even for primitive models the Fuoss approximation can be unsatisfactory (FIG. 2) . Thirdly, nearest-neighbor distributions generally depend on which ion of an ion-pair is regarded as the central ion (FIG. 3) . The radial distribution of the anion nearest to a cation is different from the radial distribution of the cation nearest to an anion, g (1) α|γ (r) = g (1) γ|α (r). The approximation Eq. (1) is symmetric g (1) α|γ (r) = g (1) γ|α (r) We are lead then to generalizations by recalling that the probability that a ball of radius r centered on an α-ion is empty of γ-ions can be obtained from
the assessment of the probability that the nearest γ-ion is further away than r. The simple estimate
with n γ|α (r) = 4πρ γ r 0 g γα (x)x 2 dx, ρ γ the density of γ ions, and g γα (x) the conventional radial distribution function, follows from the assumption of the Poisson distribution for that probability. Evaluating the derivative of Eq. (2) using Eq. (3) gives
For g αγ (r) = 1 (no correlations), this is the Hertz distribution that is correct for that case. 15, 16 We recover the Fuoss approximation with ln g αγ (r) ≈ −βq α q γ / r = βq 2 / r for r > d αγ , and zero (0) otherwise. This derivation of the Fuoss approximation Eq. (1) seems not to have been given before. Nevertheless, the suggested approximation Eq. (4) is a standard idea in the context of scaled-particle theories of the hard-sphere fluid.
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As discussed below, the Poisson result Eq. (3) follows from a maximum entropy development when the information supplied is the expected occupancy of the innershell. [17] [18] [19] That information is sufficient if the occupancy n (r) is always low, i.e., rarely larger than one. Thus, in contrast to the Fuoss approximation, Eq. (4) is correct for small r because the expected coordination number tends to zero then. For the same reason, the Poisson approximation Eq. (3) is correct at low electrolyte concentration, and even when the solvent is treated at atomic resolution. cation-anion chain or ring structures when ionic interactions drive well developed clustering. FIG. 1 shows a mean coordination number of less than two for counterion neighbors closer than about 0.5 nm, and supports the chain/ring picture of ion clusters formed. It is plausible therefore that a choice of inner-shell radii leading to small coordination numbers should validly describe important features of well-developed ion-clustering.
For computational analysis of reactive bi-molecular encounters in solution, identification of geometries of closest molecular pairs is critical. 20, 21 Because it is correct for low concentration and for small r in any case, Eq. (4) should be regarded as the general resolution of those questions.
When coordination numbers exceed one with reason- able probability, information on the expected number of pairs of counter-ions in the inner-shell should improve a maximum entropy model of these probabilities.
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A maximum entropy model involving pair information would predict the g (1) α|γ (r) = g (1) γ|α (r) asymmetry. For a 1-1 electrolyte, the generalization Eq. (4) is symmetrical in accord with the Fuoss approximation. The extent to which the observed asymmetry is significant gives an indication whether the Poisson approximation is adequate.
In this work, the Poisson approximation (Eq. (4)) is tested using three distinct simulation data sets. Two of these data sets have been noted already in consid- (FIG. 4) of the numerical data with the approximation Eq. (4) shows agreement over a distance range wider than the sizes of the molecules as judged by the radial distributions (FIG. 1) . These near-neighbor distributions show bi-modal probability densities with maxima at r ≈ 0.5 nm and 0.9 nm. These correspond, respectively, to a contact ion pair and to a solvent-separated near-neighbor ion-pair. Thus the Poisson approximation Eq. (4) in this case includes solvation structure in characterizing inter-ionic neighborship. A plateau between r ≈ 0.5 nm and 0.9 nm in occupancy probabilities (FIG. 5) indicates saturation of counter-ion probability, and marks the inter-shell region. At the distance r indicated by the vertical line, the coordination numbers n = 1, 2 predominate, supporting the idea of the formation of cation-anion chain and ring structures. C2|B (r) at short range and displays a second maximum characterizing non-contact nearest neighbors, though in this case there is no additional solvent. The near-neighbor B|C2 distribution (FIG. 9) , on the other hand, lacks a second maximum. Thus g This asymmetry is also reflected in occupancy probability profiles (FIG. 10) . More general theoretical models are required for such cases, and we return to that theoretical discussion now.
III. MAXIMUM ENTROPY MODELING
The Poisson distributionp (n) = n n e − n /n! describes random occupancy consistent with the information n = n(r) . Considering the relative entropy, For the highest concentration, the system size is 2×400 ions. For all other cases, the system size is 2×200 ions. At the lowest concentration here the distribution of the nearest neighbor g
−|+ (r) is close to the full radial distribution function g+−(r).
FIG. 7:
Structures and atom labeling of cation 1-butyl-3-methylimidazolium (bmim + ) (top) and anion tetrafluoroborate (BF4 − ). On the cation molecule, white, turquoise and dark blue balls stand for hydrogen, carbon, and nitrogen atoms, respectively. On the anion, white and green balls stand for fluorine and boron atoms, respectively.
the Poisson distribution is a maximum entropy distribution satisfying the specific expected occupancy. If we have more information, e.g., the binomial moments [17] [18] [19] 
we can seek the distribution which maximizes η({p (n)}) and satisfies the broader set of information.
With the binomial moments (Eq. (6)), the Poisson distribution is seen to be correct if realized values of n are rarely bigger than one (1). If n is never 2 or larger, bi- − anion obtained from MD simulation. Force field parameters and partial charge of the atoms were taken from Andrade et al. 22 The initial unit cell, with a dimension of 40 × 40 × 40Å is uniformly packed with 190 ion pairs using Packmol. 23 MD simulation was performed using AMBER10 at constant pressure (1 bar) and temperature (298.5K). The system was first minimized, followed by 0.2ns equilibrium at a time step of 0.2 fs, then 1.3 ns equilibrium at a time step of 2 fs. Radial distribution functions were extracted from a production run of 3.0 ns. nomial moments j ≥ 2 vanish. When j ≥ 2 binomial moments are small, and that is consistent with Poisson prediction that they are zero. This underlies our observation above the the Poisson model, p (0) ≈ e − n of Eq. (3), is correct for small λ.
Beyond the mean occupancy, the next level of information is the pair-correlation information n(r) (n(r) − 1) /2 , the expected number of pairs of counter-ions in the indicated inner-shell. Carrying-out the maximization for the case that pair information is available induces the model − anion is more likely to be a three-way junction in this analysis than is the bmim + cation.
/n!, where λ 1 , and λ 2 are Lagrange multipliers adjusted to reproduce the information n and n (n − 1) /2 . Explicitly addressing the normalization of these probabilities leads to p (n) = . (8) p(0) involves only the denominator of Eq. (7), and can be considered a partition function sum over occupancy states with n-dependent interactions and interaction strengths adjusted to satisfy the available information. The information required (FIG. 11) for this augmented maximum-entropy model is only subtly different for the two cases. Nevertheless, the results (FIG. 12) agree nicely with the observed asymmetry. 
