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An interacting quantum system can transition from an ergodic to a many-body localized (MBL)
phase under the presence of sufficiently large disorder. Both phases are radically different in their
dynamical properties, which are characterized by highly excited eigenstates of the Hamiltonian.
Each eigenstate can be characterized by the set of quantum numbers over the set of (local, in the
MBL phase) integrals of motion of the system. In this work we study the evolution of the eigenstates
of the disordered Heisenberg model as the disorder strength, W , is varied adiabatically. We focus
on the probability that two ‘colliding’ eigenstates hybridize as a function of both the range R at
which they differ as well as the strength of their hybridization. We find, in the MBL phase, that the
probability of a colliding eigenstate hybridizing strongly at range R decays as Pr(R) ∝ exp[−R/η],
with a length scale η(W ) = 1/(B log(W/Wc)) which diverges at the critical disorder strength Wc.
This leads to range-invariance at the transition, suggesting the formation of resonating cat states
at all ranges. This range invariance does not survive to the ergodic phase, where hybridization is
exponentially more likely at large range, a fact that can be understood with simple combinatorial
arguments. In fact, compensating for these combinatorial effects allows us to define an additional
correlation length ξ in the MBL phase which is in excellent agreement with previous works and
which takes the critical value 1/ log(2) at the transition, found in previous works to destabilize the
MBL phase. Finally, we show that deep in the MBL phase hybridization is dominated by two-level
collisions of eigenstates close in energy.
PACS numbers: 75.10.Pq,03.65.Ud,71.30.+h
Introduction.— Certain disordered interacting
systems can transition to the many-body localized
(MBL) phase, breaking ergodicity and defying ther-
malization in the process [1–7]. A fully MBL Hamil-
tonian, like the sufficiently disordered one-dimensional
Heisenberg model (Eq. (2)), can be diagonalized by a
unitary operator U which can be expressed as a low-
depth quantum circuit [8–11]. This results in localized
eigenstates with area law entanglement [12–14], i.e.,
they can be disentangled to product states through
a small number of local transformations. By con-
tinually decreasing the strength of the disorder, the
system’s eigenstates evolve transitioning into ergodic
eigenstates at a sharp value of the disorder strength;
these eigenstates are delocalized and have volume law
entanglement. Furthermore, while MBL eigenstates
do not experience level repulsion and follow Poisson
statistics, ergodic eigenstates follow GOE [6, 15, 16].
For recent reviews on MBL see Refs. [5, 17–22].
For a spin- 12 system whose Hamiltonian H is diag-
onalized by the unitary matrix U , the two-level Her-
mitian operators
τzi ≡ Uσzi U† (1)
commute with H and with each other. In MBL, these
operators (often called `-bits) have local support and
can be interpreted as locally dressed spins. `-bits have
been a key quantity in understanding the phenomenol-
ogy of the MBL phase [8–11], and considerable effort
∗ vlllngc2@illinois.edu
† bkclark@illinois.edu
has been devoted to numerically access `-bits [11, 23–
29]. Using `-bits we can identify each eigenstate |n〉
of H via the L pseudo-spins corresponding to the
eigenvalues of the L `-bits {τ iz}. Alternatively, these
eigenvalues correspond to the spin configuration of the
product state generated by U†|n〉.
We focus on the one-dimensional spin- 12 nearest-
neighbor antiferromagnetic Heisenberg chain with
random on-site magnetic fields:
H(W ) =
1
4
L−2∑
i=0
~σi · ~σi+1 − W
2
L−1∑
i=0
hiσ
z
i . (2)
The on-site magnetic fields {hi} are sampled uni-
formly at random from [−1, 1] and W is the disor-
der strength. The model of Eq. (2) has been studied
extensively in the context of MBL [6, 7, 12, 13, 15, 30–
46]. It presents an ergodic-MBL transition at infinite
temperature (middle of the energy spectrum) at a crit-
ical Wc ≈ 3.8 [6]. Numerical simulations also suggest
a transition W that varies with energy, forming a mo-
bility edge [6, 47]. This Hamiltonian conserves total
magnetization
∑
i σ
z
i ; throughout this work we focus
on the zero magnetization sector.
While many aspects of the MBL phase are well
understood, much less is known about the transi-
tion, where locality must break down. Renormaliza-
tion group studies suggest the proliferation of ergodic
grains or resonating clusters in the system near the
transition [48–50]; furthermore, Refs. [51, 52] suggest
that the inclusion of ergodic grains destabilizes the
MBL phase when their length exceeds the critical cor-
relation length ξc = 1/ log(2). In addition, based on
the presence of ergodic grains close to the transition,
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2Figure 1. Example of colliding eigenstates in the interval 4.4 < W < 4.6 for L = 8. Dotted lines show the values of
W where the hybridization is computed, as well as W + dW , for dW = 10−7 (exaggerated in distance in the figure to
make it visible). Colors indicate different quantum number configurations. The insets show the hybridization strength
|A| between the red and other eigenstates whose range from the red eigenstate is 1 (green and yellow; see pseudo-spins
highlighted in the legend) and 3 (orange and blue); note that the amplitudes of the adiabatically evolved wave function
are obtained by multiplying these values by dW . Notice this differs from the Hamming distance. Notice also that strongly
coupled eigenstates range 1 away from the red eigenstate are O(1) distant in energy, since they are easily coupled through
the term σzi σ
z
i+1 in Eq. (2) through a single (pseudo-)spin flip. On the contrary, eigenstates a larger range away hybridize
only when close in energy to the red eigenstate.
the theory of Refs. [53, 54] predicts the emergence of
a length scale that diverges at the transition.
In this work, we consider the evolution of the eigen-
states of H(W ) as we tune the disorder strength W
from the MBL phase at large disorder, to the tran-
sition, and into the ergodic phase at small disor-
der. During this evolution, driven by ‘collisions’, each
eigenstate hybridizes onto the other eigenstates of the
system (see Fig. 1 for an example), changing their
properties and strongly influencing the distinct level
statistics of the MBL and ergodic phases. This hy-
bridization occurs over a set of spins spanning a cer-
tain size or range R. For strongly hybridized eigen-
states there is universal behavior for these collisions.
The key results of this work are as follows.
• At the transition, we find the probability that
two eigenstates hybridize over a set of spins is
range invariant (Fig. 2 (middle-left)) losing lo-
cality in a qualitatively different way from the
ergodic phase (where hybridization over all clus-
ters of spins is equally likely); this suggests the
formation of singlets at the transition at all
length scales.
• In the MBL phase, the probability of hybridiza-
tion decays exponentially with range and we
identify a diverging length scale |α(W )|−1 (see
Eq. (6)) from this exponential decay. Addition-
ally, hybridization deep in the MBL phase is
dominated by sporadic pair-wise collisions.
• We identify, and specify the functional form
of, a non-diverging correlation length ξ(W )
(Eq. (7)), which takes the expected value ξc =
1/ log(2) [51, 52] at the transition and closely
agrees, throughout the MBL phase, with corre-
lation lengths computed in other capacities [47].
Adiabatic evolution of |n(W )〉 and range R
hybridization.— Given a fixed disorder realization,
i.e., a set of randomly sampled magnetic fields {hi},
the model of Eq. (2) defines a Hamiltonian H(W ) with
disorder strength W . When varying W adiabatically
(note that this is different from the local, adiabatic
perturbation of Ref. [55]), the eigenstates of H(W )
evolve continuously and we can label them by their
position in the energy spectrum. Alternatively, we can
label these eigenstates by their set of quantum num-
bers, |n〉 = | ↑↓↓ . . .〉τ , where the subscript τ indicates
that this is a product state in the diagonal basis of `-
bits. In this work, we make use of this labelling by
quantum numbers.
Let us start by defining hybridization and the con-
cept of hybridization rate (see Fig. 1 for an example).
Given a differential change W → W + dW , we in-
duce the trajectory |n(W )〉 → |n(W +dW )〉, in which
the eigenstate slightly rotates in Hilbert space. In the
basis of eigenstates {|k(W )〉} of H(W ) we can now
write
|n(W +dW )〉 = cnn|n(W )〉+
dim(H)∑
k 6=n
AnkdW |k(W )〉 (3)
where, by normalization, cnn = 1−
√∑dim
k 6=n(A
n
kdW )
2.
We call Ank , with k 6= n, the hybridization rate of|n(W )〉 with |k(W )〉. Throughout this paper, we
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Figure 2. Probability Pr(R, |A|) that two eigenstates hy-
bridize over any cluster of range R with hybridization rate
|A|, for all pairs of eigenstates over 1024 different disorder
realizations on a chain of size L = 12. We can observe
three distinct behaviors. In the ergodic phase (W = 0.5)
contributions from long ranges are dominant due to a sim-
ple combinatorial argument. At the transition (W = 3.5)
all ranges contribute equally, and distributions collapse
to a universal curve at large enough strength and range.
In the MBL phase (W = 8.0), short range exponentially
dominates, in line with the concept of localization.
use dW = 10−7. Note that (AnkdW )
2
can also be
thought of as a transition probability from |n(W )〉 to
|k(W )〉. We will be concerned with the probability of
hybridization at various strengths of |A| (note we have
dropped indices n and k for simplicity) and ranges R,
Pr(R; |A|) (see Appendix A for details on the compu-
tation of this distribution numerically).
We now define the spatial range R associated with
a pair of eigenstates |n(W )〉 and |k(W )〉. To do so,
we look at the difference in their quantum numbers,
i.e. their eigenvalues with respect to the `-bit oper-
ators {τzi }. These `-bits are determined via the di-
agonalizing unitary U by Eq. 1. Note that there are
many unitaries which diagonalize H which differ by
permuting the columns of U , as well as changing their
signs. Making the right choice of U is essential to con-
struct the most localized possible set of `-bits. While
finding the optimal U is not efficiently solvable (and
indeed depends on metric of localization chosen), the
Wegner-Wilson flow approach described in Ref. [56]
gives good results in practice. In the present work, we
always refer to the set of operators {τzi } and to the
unitary U found by this method.
We say that two eigenstates of a spin Hamiltonian
H, |n〉 and |k〉, have a difference of range R if
the left-most and the right-most disagreeing quan-
tum numbers between the two are R pseudo-sites
away from each other. For example, eigenstates
|n(W )〉 = | ↑↓↓↑↓↑〉τ and |k(W )〉 = | ↑↑↑↓↓↓〉τ differ
on a cluster of range R = 4 (between the second
and the sixth pseudo-spins). While pseudo-spins
are not exactly spins on real space, they are locally
dressed spins in the MBL phase, and so the notions
of distance in real space and in the space induced by
l-bits are related.
Results.— When two eigenstates collide, their
disagreeing pseudo-spins hybridize, while all other
pseudo-spins which are common to both states remain
approximately frozen in their configuration. This hy-
bridization drives the eigesntates towards the forma-
tion of a cat state across a region of range R. We are
interested in two related probabilities: Pr(R, |A|) is
the joint probability that a pair of eigenstates |n(W )〉
and |k(W )〉 hybridize over any cluster of range R with
a hybridization rate of magnitude |Ank |. C(R; |A|) is
the probability that a particular cluster of range R
hybridizes with magnitude |A|. Note that in the ther-
modynamic limit
C(R; |A|) = Pr(R; |A|)/2R, (4)
i.e., the probability that a particular range-R cluster
hybridizes goes as the probability any range-R cluster
hybridizes over the number of clusters with range R
(see Appendix E).
Fig. 2 (left column) shows slices of Pr(R, |A|) as a
function of range R at constant (strong) hybridization
rates |A|. It can be seen that this probability scales
exponentially with range R for all W as
Pr(R; |A|) ∝ exp [α(W )R] (5)
The slope of the semi-log plots in Fig. 2 (left), α(W ),
is shown in Fig. 3 (top).
In the ergodic phase, α > 0; furthermore, deep in
the ergodic phase Pr(R; |A|) is proportional to the
number of clusters of range R (see dashed lines of
Fig. 3 (top)), which scales as 2R in the thermody-
namic limit, and slower than that in finite systems
(see Appendix E). This suggests the notion of locality
is completely lost in the ergodic phase, and the prob-
ability, C(R; |A|), that a particular cluster of pseudo-
spins hybridizes is constant, independent of its range
R.
In the MBL phase and around the transition α(W )
scales as
α(W ) = −B log(W/Wc), (6)
as seen in Fig. 3 (bottom left). B is a constant (shown
in the inset) and numerically trends toward 1/2. Wc
is the critical point identified by where α(Wc) = 0;
note the logarithmic fit breaks deep in the ergodic
phase. The critical point Wc trends upward as a
function of L, reaching a thermodynamic value above
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Figure 3. Top: Exponent α(W ) of the scaling of
Pr(R; |A|) ∝ exp(αR) at constant |A| (see left panel of
Fig. 2) for systems of size L = 8, 10, 12 computed by aver-
aging the slope obtained from a linear fit of log(Pr(R; |A|))
as a function of R, for all values of |A| in the interval
[10−1.5, 10−0.5] ([10−1, 10−0.5] for L = 8); errorbars rep-
resent their standard deviation. Critical points Wc(L)
(stars and inset) defined by α(Wc) = 0 (range invariance in
Pr(R, |A|)). Dashed lines show the expected α if the prob-
ability of hybridization between any two spin configura-
tions were constant (see Appendix E). This goes to log(2)
(top red line) in the thermodynamic limit. Bottom left:
Fit of the form α = −B log[W/Wc(L)] for W > Wc(L)
with inset showing values of B as a function of 1/L; red-
dashed line is B = 1/2. The fit breaks down deep in the
ergodic phase. Bottom right: Black lines show the lo-
calization length ξ(W ) of Eq. (7) for L = 8, 10, 12, 32; for
L = 32 we use Wc = 3.7 and B = 1/2. Brown squares
show the correlation length of one-particle orbitals (OPO)
as reported in Ref. [47] (Fig. 4, L = 32, energy density
 = 0.5); circles show ξ(W ) = [−α(W )−1 + log(2)]−1 for
L = 8, 10, 12. Vertical dashed lines show the value of Wc
for each system size; ξ = 1/ log(2) at W = Wc. All pan-
els: We have tested averaging various different spans of
R and |A|. The logarithmic dependence of α for W ≥Wc
appears very robust to all choices; the particular values
of Wc and β for a given L can change at the 20% level
depending on the choice of fit.
W ≥ 3.25. As expected for a localized state, α < 0
in the MBL phase, and the probability that any clus-
ter (Pr(R; |A|)) of range R hybridizes is exponentially
suppressed with R. Notice that, in the MBL phase,
this gives an algebraic dependence with W which goes
as Pr(R, |A|) ∝ (W/Wc)−BR.
Strikingly, at the transition Pr(R, |A|) becomes
range-invariant at strong values of |A| out to a range-
dependent cutoff in |A| after which Pr(R, |A|) drops
the universal, range-independent behavior (see right
column of Fig. 2); the larger R, the larger the cut-
off. Notice this is consistent with Eq. (6) at W = Wc
(α(Wc) = 0) and allows us to identify a length scale
η(W ) = [−α(W )]−1 for W ≥ Wc that diverges as
W → Wc. It should be emphasized that this is
a special type of ‘cluster-agnostic range-invariance’
which differs qualitatively from the sort of range-
invariance found in the ergodic phase. At the transi-
tion, Pr(R; |A|) is constant, while in the ergodic phase
C(R; |A|) is constant.
It is also possible to define a correlation length ξ(W )
from C(R; |A|) = exp[−R/ξ(W )] at large, fixed |A|.
Working in the thermodynamic limit, we have that
ξ(W )−1 = η(W )−1 + ξ−1c
=
[
B log
(
21/B
W
Wc
)]−1
(7)
where the second equation follows from our numer-
ically determined functional form for α(W ). The
critical correlation length ξc = ξ(Wc) = log(2)
−1
is in agreement with the value that Refs. [51, 52]
find to destabilize the MBL phase Note that in our
case the value of ξc comes from positing ‘cluster-
agnostic range-invariance’ at the critical point (where
C(R; |A|) becomes independent of R), and is indepen-
dent of the functional form of α(W ) and requires no
additional assumptions about ergodic grains.
Using B = 1/2 and a single fitting parameter,
Wc = 3.7, we compare ξ(W ) of Eq. (7) with the corre-
lation lengths found in Ref. [47], which were computed
from the decay of approximate `-bits generated from
L = 32 MBL eigenstates. The comparison is shown
in Fig. 3 (bottom right) and the agreement is striking.
Pair-wise collisions in MBL.— We now show
that, in the MBL phase, the probability of colliding (at
fixed R) with a given strength |A| (hybridization rate)
decays as a power law with strength Pr(|A|;R) ∝
|A|−3/2. This algebraic decay comes from the avoided
level crossings of two eigenstates, suggesting that hy-
bridization in the MBL phase is dominated by spo-
radic pair-wise collisions (note this is related to the
resonating pairs of configurations found in Ref. [57]
to be responsible for the conductivity deep in the
MBL phase as well as the rare resonances considered
of Ref. [58]). On the contrary, ergodic eigenstates
are continuously hybridizing through overlapping pro-
cesses, which are due to continuous collisions.
We compute the exponent β of the universal power
law decay of Pr(R, |A|) ∝ |A|β , for constant (large) R,
right before Pr(R, |A|) hits the cutoff characteristic of
each range R (see Fig. 2 (right) and Appendix G).
The top panel of Fig. 4 shows the values of β as
a function of W and R for different system sizes
L. At large W and R, we find β → − 32 . The
exponent β = − 32 can be obtained from a toy
two-level model Htoy(λ) ≡ H0 + λH1 for which
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Figure 4. Top: colormap with the exponent β of the
power law decay of Pr(R, |A|) ∝ |A|β at strong |A| for
different values of R and W . We can see that β → − 3
2
at
large R and strong W . Bottom: level collision of the two-
level toy model Htoy(λ) = H0+λH1 and its corresponding
Pr(|A|). We recover the exponent β = − 3
2
, which suggests
that strong, long-range hybridization in MBL is dominated
by rare, pair-wise collisions.
two states |1(λ)〉 and |2(λ)〉 undergo a collision.
As can be seen in the bottom panel of Fig. 4, by
sampling hybridization rates between |1〉 and |2〉,
|A| = |〈1(λ)|2(λ + dλ)〉| uniformly at random over a
large window in λ ([−λm, λm ≡ 100]), we precisely
obtain a probability distribution Pr(|A|) that decays
as a power law with exponent β = − 32 . This behavior
mimics the rare pair-wise collisions of the MBL phase.
Conclusions.— In this work, we have considered
the hybridization of eigenstates as they are driven
from the MBL phase, through the transition, and into
the ergodic phase. In particular, we have studied
two related probabilities: Pr(R; |A|) and C(R; |A|).
Pr(R; |A|) is the probability that a pair of eigenstates
hybridize over a region of range R (for fixed and strong
hybridization rate or strength |A|), while C(R; |A|)
is the probability that they hybridize over a specific
cluster of pseudo-spins spanning a region of range R.
While both probabilities are suppressed exponentially
with R in the MBL phase, Pr(R; |A|) is range invari-
ant at the transition, and C(R; |A|) is range invariant
deep in the ergodic phase. This lets us define two
length scales: η(W ) and ξ(W ). η(W ) is related to
Pr(R; |A|) and represents a length scale that diverges
at the transition. ξ(W ) is related to C(R; |A|); it has
the anticipated correlation length 1/ log 2 at the tran-
sition and is a surprisingly close match to other corre-
lation lengths computed in the MBL phase. We iden-
tify a functional form for Pr(R; |A|) in the MBL phase
and around the transition, which can be extended to
functional forms for C(R; |A|), η and ξ. We anticipate
that the ansatz of Eq. (7) will be key in understanding
the phenomenology of the MBL transitions.
The phenomenology of the transition is often
thought of as being driven by the proliferation of res-
onances or cat states which are believed to be re-
sponsible for melting the MBL phase. Our finding
of range-invariant hybridization (at all large enough
hybridization strengths) of eigenstates at the transi-
tion suggests the proliferation of singlets - cat states
- at all scales, which are related to the appearance
of resonances in a range-invariant fashion across the
system. To identify the range-invariant hybridization
and correlation lengths required us both to work in the
pseudo-spin basis, abandoning strict locality in favor
of a quasi-local view of the system, as well as sepa-
rating out probability distributions by hybridization
strengths so range-dependent cutoffs do not contami-
nate averages.
It is natural to expect locality to break down at
the MBL-ergodic transition. There are two reasonable
ways this could happen: either C(R; |A|) or Pr(R; |A|)
become range-invariant. Our observations find that
the transition corresponds to the latter, which alone
is sufficient to set the value of ξc = 1/ log(2) found in
the literature, without assumptions on the inclusion
of ergodic grains.
Finally, Eq. 7 suggests the intriguing fact that the
critical point Wc could be determined by properties of
the system deep in the MBL phase; it also suggests an
additional way to interpret current correlation lengths
in the literature. We also note that Pr(R; |A|) scales
algebraically with W and it is an interesting question
whether this has any relationship to the algebraic scal-
ing with W seen in Ref. [59] for the smallest coupled
energy scales within the MBL phase.
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Figure 5. Slices of Pr(R; |A|) for L = 8. This is similar to
Fig.2 of the main text.
Appendix A: Obtaining the joint probability
distribution Pr(R; |A|)
In order to numerically obtain the joint probablility
distribution Pr(R; |A|) (see Fig. 2 in the main text),
we first compute the absolute value of all hybridization
ratios between all pairs of eigenstates over 1024 ran-
dom realizations of the Hamiltonian in Eq. (2) of the
main text. We do this for different disorder strengths
W and system sizes L. Each hybridazation ratio is
associated to a range R ∈ [1, L − 1], and so for each
tuple (L,W,R) we now have a set of hybridization
ratios (i.e., a set of values of |A|).
Then, for each (L,W,R) we histogram the corre-
sponding set with log-spaced bins (i.e., with bins that
are equally spaced on a logarithmic scale); this gives
us hL,W,R(|A|i), where |A|i is a discrete variable that
takes the middle point of bin i. In order to precisely
obtain a probability distribution, we now need to di-
vide each hL,W,R(|A|i) by the size of bin i; we denote
the result by fL,W,R(|A|i). Finally, we enforce normal-
ization for each tuple (L,W ) by dividing fL,W,R(|A|i)
by SL,W ≡
∑
R
∑
i fL,W,R(|A|i), after which we ob-
tain Pr(R; |A|i) ≡ fL,W,R/SL,W , which for simplicity
we just denote by Pr(R; |A|).
Appendix B: Pr(R; |A|) for L = 8, 10
In Figs. 5 and 6 we show the equivalent of Fig. 2 of
the main text for L = 8, 10.
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Figure 6. Same as Fig. 5 for L = 10.
Appendix C: Alternative view of the collapse of
Pr(R; |A|) at large |A| to a universal function at
the transition
The probability distribution Pr(R; |A|) collapses to
a universal function at large enough |A| at the ergodic-
MBL transition. This is difficult to appreciate clearly
from Fig. 2 of the main text. In Fig. 7 we plot slices of
Pr(R; |A|)|A|3 at fixed R, which simply shifts the first
derivative of the curves (in a log-log scale) by 3. This
view allows us to appreciate the collapse at the tran-
sition (see W = 3.5 for L = 12) of the curves for dif-
ferent ranges onto a universal functional form at large
enough |A| and before they hit their range-dependent
cutoff. Note that the curves are modified equally for
all ranges, and so a collapse of Pr(R; |A|)|A|3 implies
automatically a collapse of Pr(R; |A|).
Appendix D: Alternative visualization of
Pr(R; |A|)
Here we present an alternative visualization of the
joint probability distribution Pr(R; |A|). Instead of
showing slices at constant R or |A|, we show a col-
ormap of the distribution with contour lines (Figs. 8,
9, and 10). We can see that at large |A| the probabil-
ity that a pair of eigenstates hybridize over a partic-
ular range becomes range invariant at the transition,
with contour lines becoming vertical (see the case of
L = 12, W = 3.5, over the shaded area). We can
also appreciate finite size effects at the largest R for
each L, as well as R-dependent cutoffs for the smallest
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Figure 7. Slices of fixed R of Pr(R; |A|)|A|3 as a function of |A| for different system sizes. We can appreciate a collapse
of the curves onto a universal functional form at the transition W ≈ 3.5 for large enough |A| and before each curve hits
its R-dependent cutoff.
ranges, where Pr(R; |A|) drops its universal behavior.
Finally, equally spaced contour lines imply a power
law in Pr(R; |A|) ∝ |A|beta) at constant R, as dis-
cussed in the main text.
The values of α presented in the main text were ob-
tained from fits (log[Pr(R; |A|)] = αR + const.) over
slices at constant |A| over the shaded areas, i.e., avoid-
ing finite size effects and constraining the fits to large
|A|, while avoiding R-dependent cutoffs.
Appendix E: Combinatorial counting of clusters
as a function of range
Given two eigenstates and their respective sets of
pseudo-spins, they can disagree over a subset or clus-
terthat spans a region of range R. Here we derive an
analytical formula for the number of possible clusters
for a fixed R, N(R).
First, note that two sets of quantum numbers have
to disagree in an even number of sites, given the fact
that we are working on the zero magnetization sec-
tor. Furthermore, the magnetization of the cluster of
disagreeing quantum numbers must also be zero, i.e.,
have an equal number up and down pseudo-spins. We
can now proceed with the counting.
For a fixed range R, clusters can take any order
o = 2, 4, 6, . . . R (number of pseudo-sites). For each
order, and ignoring cyclic permutations of the bit-
strings, two of the disagreeing pseudo-spins have to
be “pinned” at the left and right ends of the range
R interval, leaving only freedom to the inner o − 2
10
pseudo-spins to be placed at different intermediate
sites; there are therefore
(
R−2
o−2
)
ways to place them.
This yields:
R∑
even o
(
R− 2
o− 2
)
(E1)
ways to place disagreeing pseudo-spins while forming
a range R cluster. There is another factor to take
into account: once the o disagreeing pseudo-spins are
placed, their orientations have to be chosen. Given
that the magnetization of the o pseudo-spins is zero,
there are
(
o
o/2
)
ways to arrange them, times the num-
ber of ways the agreeing pseudo-spins can be arranged,
which is
(
L−o
(L−o)/2
)
, and where L is the total number of
sites in the system. We then get that the scaling is:
∝
R∑
even o
(
R− 2
o− 2
)(
o
o/2
)(
L− o
(L− o)/2
)
. (E2)
Finally, we have to account for tranlations of the
bitstrings on the chain. Given open boundary condi-
tions, the number of cyclic permutations allowed for
a particular cluster of range R is equal to L− 1− R.
We finally have the right scaling:
NL(R) =
R∑
even o
(
R− 2
o− 2
)(
o
o/2
)
(
L− o
(L− o)/2
)
(L− 1−R) . (E3)
In the thermodynamic limit, this goes as ∝ 2R. The
curve NL(R) was plotted in Fig. 2 (top-left, dashed
lines) for convenient comparison with Pr(R; |A|) as a
function of R deep in the ergodic phase. While the
value of α (see main text) is log(2) in the thermody-
namic limit, for finite size systems it can be computed
numerically from Eq. (E3).
Appendix F: Relation of ξ to other correlation
lengths
While there are a number of other correlation
lengths in the literature which scale as log(W ), not
all of them exhibit B = 1/2; note that log(W ) is the
scaling expected for the correlation length of an An-
derson insulator at strong disorder. Since rescaling
our units of length multiplicatively by s rescales our
inverse correlation length as 1/s, it is a reasonable con-
jecture that we could fit other correlation lengths as
ξ−1(W ) = −B/s log(4W/Wc). Using this ansatz, we
test our results against two other correlation lengths.
These are not chosen generically but are selected to
be ones which both show the expected logarithmic
scaling and have small errors. First, we consider
Ref. [60] (IOM (xX) from their Fig. 1); this corre-
lation length scales logarithmically but with B/s ≈ 1;
fitting their data we get a Wc of 4.68. Finally, we
consider the freezing exponent of the recent preprint,
Ref. [46], which is inversely proportional to the corre-
lation length and yields a critical value of Wc ≈ 4.44
with a B/s ≈ 1.67. This is consistent with an inde-
pendent estimate of the Wc in their paper.
Appendix G: All β fits
Here we provide all linear fits reported in Fig. 4 of
the main text for the computation of the exponent
β. Fig. 11 reports the all fits for L = 8, Fig. 12 re-
ports L = 10 fits, and Fig. 13 reports L = 12 fits.
We extract β for a linear fit in the log-log plot of
Pr(R; |A|) as a function of |A| for fixed R. In order
to decrease noise in the fit, we perform fits over sev-
eral intervals around a central interval in |A| (shown
by the two red vertical lines); we then average the
results. In all cases, the background of the plots fol-
lows the same colormap as in Fig. 4 of the main text.
Ranges R = 1, 2 (red panels) are difficult to interpret,
since the region typically fitted blends with the cutoff
final region. We choose to ignore these.
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Figure 8. Colormap of Pr(R; |A|) with contour lines for L = 8. For visibility in the plots, the values on the contour
lines correspond to log10[Pr(R; |A|)]. The exponent α was computed from exponential fits to slices of Pr(R; |A|) on the
shaded area.
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Figure 9. Same as Fig. 8 for L = 10.
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Figure 10. Same as Fig. 8 for L = 12.
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Figure 11. Empirical fits of Pr(R; |A|) to a power law |A|β for systems of size L = 8. The exponent β was reported in
Fig. 4 the main paper. Due to the noisy nature of the data, we make a linear fit on the log-log plot on a region chosen
ad hoc for each case (see red vertical lines).
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Figure 12. Same as Fig. 12 for L = 10.
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Figure 13. Same as Fig. 13 for L = 12.
