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Abstract 
 
 Understanding mysteries of a brain represents one of the great challenges for 
modern science.  Functional magnetic resonance imaging (fMRI) has two features that 
make it unique amongst other imaging modalities used in behavioral neuroscience.  First, 
it can be entirely non-invasive and second, fMRI has the spatial and temporal resolution 
to resolve patterns of neuronal activity across the entire brain in less than a minute.  fMRI 
indirectly detects neural activity in different parts of the brain by comparing contrast in 
MR signal intensity prior to and following stimulation.  Areas of the brain with increased 
synaptic and neuronal activity require increased levels of oxygen to sustain this activity. 
Enhanced brain activity is accompanied by an increase in metabolism followed by 
increases in blood flow and blood volume.  The enhanced blood flow usually exceeds the 
metabolic demand exposing the active brain area to high level of oxygenated 
hemoglobin.  Oxygenated hemoglobin increases the MR signal intensity that can be 
detected in MR scanner.  
 This relatively straight forward scenario is, unfortunately, oversimplified.  The 
fMRI signal change to noise ratio is extremely small.  In this work a quantitative analysis 
strategy to analyze fMRI data was successfully developed, implemented and optimized 
for the rat brain.  Therein, each subject is registered or aligned to a complete volume-
segmented rat atlas.  The matrices that transformed the subject’s anatomy to the atlas 
space are used to embed each slice within the atlas.  All transformed pixel locations of 
the anatomy images are tagged with the segmented atlas major and minor regions 
creating a fully segmented representation of each subject. 
 iii
 This task required the development of a full 3D surface atlas based upon 2D non-
uniformly spaced 2D slices from an existing atlas.  A multiple materials marching cube 
(M3C) algorithm was used to generate these 1277 subvolumes.  After this process, they 
were coalesced into a dozen major zones of the brain (amygdaloid complex, cerebrum, 
cerebellum, hypothalamus, etc.).  Each major brain category was subdivided into 
approximately 10 sub-major zones.  Many scientists are interested in behavior and 
reactions to pain, pleasure, smell, for example.  Consequently, the 3D volume atlas was 
segmented into functional zones as well as the anatomical regions.  A utility (program) 
called Tree Browser was developed to interactively display and choose different 
anatomical and/or functional areas. 
 Statistical t-tests are performed to determine activation on each subject within 
their original coordinate system.  Due to the multiple t-test analyses performed, a false-
positive detection controlling mechanism was introduced.  A statistical composite of five 
components was created for each group.  The individual analyses were summed within 
groups.  The strategy developed in this work is unique as it registers segments and 
analyzes multiple subjects and presents a composite response of the whole group.  This 
strategy is robust, incredibly fast and statistically powerful. 
 The power of this system was demonstrated by mapping the olfactory system of a 
rat brain. Synchronized changes in neuronal activity across multiple subjects and brain 
areas can be viewed as functional neuro-anatomical circuits coordinating the thoughts, 
memories and emotions for particular behaviors using this fMRI module. 
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 1
1:  Introduction 
 
 Understanding mysteries of a brain represents one of the great challenges for 
modern science. It has long been known that extensive localization exists within the 
brain.  A schematic summary of such knowledge, published in the late 1950s, is shown in 
Figure1 (The vertebrate visual system; Stephen Polyak 1957) [1].  What was the basis for 
this figure? Where did the data come from? What were the technologies that gave rise to 
this data?  
 
Figure1.1: This figure schematically summarizes the state of knowledge of localization of human 
functional brain in 1957. 
 The answers to these questions are based upon two techniques: study of brains 
with lesions (caused by stroke, disease or traumatic wounds) and direct electrical 
stimulation of the cortex of the patient undergoing brain surgery.  Since then many new 
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technologies have been developed and improved upon in last half century. Some of these 
techniques are described briefly as follows. 
1.1 Brain Mapping Techniques 
 
1.1.1 Lesions 
  Historically the oldest data alluding to the localization of human brain functions 
came from people with lesions caused by disease or trauma.  In the Russo-Japan war of 
1905 rifles were used which for the first time fired bullets that moved fast enough to enter 
and exit the brains of victims cleanly, often leaving well defined scotomas in their visual 
field, but no other neurological damage.  Despite the complications of cortical folds and 
individual differences Dr. Inouye reconstructed the retinotopic maps in the visual cortex 
that followed the spatial regularity of visual world. [106, 107] 
1.1.2 Direct stimulation of exposed cortical tissue 
  In the middle of the 20th century, direct stimulation of cortical region was used to 
map function.  This work was the basis for much of the information displayed in figure 1. 
This technique is still widely used. [108] 
1.1.3 Intra-cranial stimulation and recording 
  This subdural and/or intra-cortical technique  places one or more strips of 
recording electrodes directly into patient’s brain. The electrical signals gathered from 
these electrodes show activated areas of brain for certain stimulus. [1, 108] 
1.1.4 Temporary lesions and stimulation via TMS and TES  
 Transcranial magnetic stimulation (TMS) and Transcranial electric stimulation 
(TES) are semi-invasive techniques. In TMS a coil is placed near the subjects head and a 
very brief but very large pulse is applied which creates a very strong transient magnetic 
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field.  Transient magnetic field induces current flow in nearby neurons impairing them 
temporarily.  In TES spatially separated electrodes are placed on the head and current is 
run between electrodes.  The electrode placements cause some current to flow through 
the brain which temporarily disrupts activity within that portion of the brain.  This 
strategy is used to show that that brain region is necessary for certain a function or 
behavior. 
 These techniques are invasive and can hardly be used ethically (including 
mapping animal brains) for brain mapping.  More recent brain mapping techniques are 
non-invasive, give exceptional spatial and temporal resolution of activation maps and 
mitigate the ethical issues involved with delineating brain function.  
1.1.5 Electromagnetic recording 
 Two technologies used for non-invasively recording the electrical activity of the 
human brain are electroencephalography (EEG) and magnetoencephalography (MEG).  
Both are exceptionally safe and capable of millisecond temporal resolution.  They can 
measure electrical activity continuously to obtain event- related potential (ERP of EEG) 
or event related field (ERF of MEG) responses to fixed type of stimulus.  Due to this 
robust response these techniques are widely used in brain mapping and cognitive 
neuroscience.  However, both techniques are limited in terms of volumetric spatial 
resolution because they can only measure signals external of the head. [1,109] 
 
1.1.6 Hemodynamic response to neural activity   
 Another strategy used to investigate brain function is based on more indirect 
measures: the change in blood flow and change in vinous oxygenation level that follow 
neural activity.  Collectively these are referred to as hemodynamic changes, and they are 
the source of virtually all volumetric functional brain imaging data.  There are two major 
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technologies based upon hemodynamic response namely Positron Emission tomography 
(PET) and functional Magnetic Resonance Imaging (fMRI). 
 PET is based on radioactive atoms that release positrons.  Each positron 
annihilates a nearby electron which results in a release of a pair of oppositely directed 
high energy gamma rays.  The coincident detection of this gamma ray pair forms the 
basis for PET.  PET has been an important tool in the mapping of all aspects of brain 
function physiology, not just neural activation.  Glucose metabolism, protein synthesis, 
dopamine receptor detection, and DNA replication are just a few biological functions 
studied using PET. Blood flow, blood volume and oxygen utilization have been studied 
quantitatively using PET. 
 Functional MRI (fMRI) refers, in present context, to the detection of 
hemodynamic changes associated with neural activity using the technology of MRI.  
fMRI is sensitive to the oxygenation status of hemoglobin and therefore produces images 
that reflect changes in cerebral blood flow and volume.  With enhanced synaptic and 
neuronal activity there is a compensatory increase in blood flow and blood volume that 
can be measured and attributed to neuronal activity.  This blood has a high concentration 
of oxygenated hemoglobin causing a positive, Blood Oxygenation Level Dependent 
(BOLD) change in MR signal [2, 3].  Since fMRI data analysis is topic of this dissertation 
detailed mechanism and application is covered in later chapter.  Overall the brain 
mapping techniques can be summarized as shown in figure 1.2 and comparison of 
different techniques is shown in Table1.1. 
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Figure 1.2: Classification of Brain mapping techniques 
 
Technique Resolution Advantage Disadvantage 
SPET 10 mm Low Cost. Radiation expositor 
Limited spatial and temporal 
resolution 
PET 5 mm Sensitive, 
Metabolic Studies, 
Receptor mapping, 
Better spatial resolution the 
than SPECT. 
Radiation expositor 
Very Expensive 
EEG Poor Very low cost, 
Good temporal resolution, 
Non-invasive. 
Not an imaging technique 
Not good for deep structures 
MEG 5 mm  High temporal resolution, 
Non-invasive. 
Very Expensive 
Not an imaging technique 
Not good for deep structures 
fMRI 0.5 - 1mm High spatial resolution 
Good temporal resolution 
No radiation 
Non-invasive 
Very Expensive, 
Motion artifact, 
Correlational, 
Limited to activation studies. 
 
Table 1.1 Comparison of Brain Mapping Technique. 
 
1.2 fMRI data Analysis  
 The changes in MR signal induced by changes blood flow, volume, and 
oxygenation are the basis for all fMRI methods.  There are three main functional imaging 
techniques. 
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• Blood Oxygen Level Dependent (BOLD) Technique 
• Cerebral Blood Flow (CBF) Technique 
• Cerebral Blood Volume (CBV) Technique  
 The BOLD effect is the basis for most of the current fMRI studies to map brain 
activation patterns.  The goal of BOLD fMRI studies is to map patterns of local changes 
in magnetic resonance (MR) signal in the brain as an indicator of neural activity 
associated with particular stimuli.  The prototypical fMRI experiment has blocks of 
control and stimulus periods while the series of dynamic images are collected.  The time 
course for each image voxel is analyzed to test its significance relative to the 
control/stimulation periods.  This fMRI strategy is a critical component of brain mapping.  
Many creative statistical methods have been proposed and there has been considerable 
debate about the ranking of each approach.  Given the flexibility of fMRI and range of 
experiments possible it seems likely that a number of different statistical processing 
approaches can be applied to yield useful data.  In this work a quantitative fMRI data 
analysis strategy was successfully developed and optimized for the rat brain.    
1.3 Outline 
 
 For the analysis of fMRI data it is important to understand physics of MRI.  
Chapter two describes quantum mechanic explanation of magnetic resonance imaging 
(MRI) which includes Larmor Equation, T1 and T2 relaxation time, RF field and 
different pulse sequences.  The chapter is concluded with description of fMRI data and its 
characteristics.  
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 Development of a digital Rat Brain Atlas was the corner stone of this work. 
Published computerized Rat anatomy atlases, like Swanson’s Rat Brain Atlas, had some 
major flaws to be converted to a digital Atlas.  Chapter three focuses on the system 
developed to remove these flaws automatically that creates numerically robust digital 
atlas. 
 Chapter four deals with registration, segmentation and statistical analysis, the 
main steps in fMRI data analysis strategy.  The chapter starts with different coordinate 
systems and transformation among them.  This is followed by mathematical formulation 
of different registration techniques used in fMRI module.   Further the brain mapping 
algorithm is described and chapter is concluded by detailed formulation of statistical 
analysis techniques. 
 Chapter five focuses on software implementation of the strategy. Chapter six 
demonstrates the power of the system developed by analyzing olfactory response by rat 
for four different odorants. 
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2:  MRI and fMRI 
 Functional brain mapping with magnetic resonance imaging (MRI) is a rapidly 
growing field that has emerged within the past several years.  Functional MRI (fMRI) is 
the use of MRI equipment to detect regional changes of cerebral metabolism or in blood 
flow, volume or oxygenation in response to task activation.  The most popular technique 
utilizes blood oxygenation level dependent (BOLD) contrast, which is based on the 
differing magnetic properties of oxygenated (diamagnetic) and deoxygenated 
(paramagnetic) blood.  These magnetic susceptibility differences lead to small, but 
detectable changes in susceptibility-weighted MR image intensity [5, 75, 76].  To 
understand the fMRI method, investigators should be familiar with the physical principles 
of magnetic resonance that determine its signal characteristics, and through which it is 
possible to form images.  This chapter is dedicated to principles of Nuclear Magnetic 
Resonance (NMR).  The acronyms NMR and MRI are used interchangeably. Many of the 
illustrations and MRI physics explanation is based on “Basic Principles of MR Imaging” 
written by Keller. [10] 
2.1 Overview of MR imaging  
• The subject is placed into a strong, homogeneous magnetic field. Various atomic 
nuclei, particularly the proton nucleus of the hydrogen atom (from here, we will 
consider only these protons), align themselves with this field and reach 
equilibrium. The subject is thereby "magnetized."  
• The proton nuclei precess about the applied field at a characteristic frequency, but 
at a random phase (or orientation) with respect to one another.  
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• Application of a brief radio frequency (RF) electromagnetic pulse disturbs the 
equilibrium and introduces transient phase coherence to the nuclear magnetization 
that can, in turn, be detected as a radio signal and formed into an image.   
 
2.2 Spin in Magnetic Field 
 The vertebrate body is primarily fat and water. Fat and water have many hydrogen 
atoms which make the body approximately 63% hydrogen atoms. Hydrogen nuclei have 
an NMR signal [76]. For these reasons magnetic resonance imaging primarily images the 
NMR signal from the hydrogen nuclei. In quantum mechanics spin is represented by a 
magnetic spin quantum number. Spin can be visualized as a rotating motion of the 
nucleus about its own axis. As atomic nuclei are charged, the spinning motion causes a 
magnetic moment in the direction of the spin axis. This phenomenon is shown in Figure 
2.1. The strength of the magnetic moment is a property of the type of nucleus. 
 
 Figure 2.1: A charged, spinning nucleus creates a magnetic moment which acts like a bar magnet 
[10] 
 Consider a collection of 1H nuclei (spinning protons) as in Figure 2.2(a). In the 
absence of an externally applied magnetic field, the magnetic moments have random 
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orientations. However, if an externally supplied magnetic field B0 is imposed, the 
magnetic moments have a tendency to align with the external field (Figure 2.2 (b)).  
 
   (a)                                                    (b) 
Figure 2.2 : (a) A collection of 1H nuclei (spinning protons) in the absence of an externally applied 
magnetic field. The magnetic moments have random orientations. (b) An external magnetic field B0 is 
applied which causes the nuclei to align themselves in one of two orientations with respect to B0 
(denoted parallel and anti-parallel).[10] 
The magnetic moments or spins are constrained to adopt one of two orientations when 
placed in external magnetic field B0, denoted parallel and anti-parallel. The angles 
subtended by these orientations and the direction of B0 are labeled θ, respectively in 
Figure 2.3(a). The spin axes are not exactly aligned with B0, they precess around B0 with 
a characteristic frequency as shown in Figure 2.3(b). This is analogous to the motion of a 
spinning top precessing in the earth's gravitational field.  
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(a)                                (b) 
Figure 2.3: (a) In the presence of an externally applied magnetic field, B0, nuclei are constrained to 
adopt one of two orientations with respect to B0. As the nuclei possess spin, these orientations are not 
exactly at 0 and 180 degrees to B0. (b) A magnetic moment precessing around B0. Its path describes 
the surface of a cone.[10] 
The Larmor equation expresses the relationship between the strength of a magnetic field, 
B0, and the precessional frequency, F, of an individual spin. 
FB =0γ  
The proportionality constant γ is the value of the gyromagnetic ratio of the nucleus. The 
precessional frequency, F, is also known as the Larmor frequency. For a hydrogen 
nucleus, the gyromagnetic ratio γ is 42.57 MHz/T where T is Tesla. 
2.3 Radio Frequency field and MR signal  
 For a collection of 1H nuclei, let the number of spins adopting the parallel and 
anti-parallel states be P1 and P2 respectively, with corresponding energy levels E1 and E2. 
E2 is greater than E1 causing P1 to be greater than P2. An obvious question is why do 
spins adopt the higher energy anti-parallel state? The answer is that spins of P1 may move 
to P2 if the exact amount of energy,  12 EEE −=∆  is supplied to the system. If the 
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temperature of the system were absolute zero, all spins would adopt the parallel 
orientation [10, 77]. Thermal energy will cause P2 to be populated. At room temperature 
in a 1.5 Tesla magnetic field, there will typically be a population ratio P2:P1 equal to 
100,000:100,006. 
 At any given instant, the magnetic moments of a collection of 1H nuclei can be 
represented as vectors, as shown in Figure 2.4. Every vector can be described by its 
components perpendicular to and parallel to B0. For a large enough number of spins 
distributed on the surface of the cone, individual components perpendicular to B0 cancel, 
leaving only components in the direction parallel to B0. The small population difference 
results in net magnetization M  in the direction of the B0 field. 
 
Figure 2.4: A collection of spins at any given instant in an external magnetic field, B0. A small net 
magnetisation, M, is detectable in the direction of B0.[10] 
 Suppose the direction of B0 is aligned with the z-axis of Euclidean 3-space. The 
plane perpendicular to B0 contains the x and y-axes. In order to detect a signal from 1H 
nuclei, radio frequency (RF) energy must be applied. RF energy at the Larmor frequency  
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induces transfer between two energy levels where as RF energy at other frequencies has 
no effect.  RF energy, like all electromagnetic radiation, has electric and magnetic field 
components. Suppose the magnetic field component is represented by B1 and lies in the 
x-y plane. The x-y components of M will be made coherent by the B1 field giving a net x-
y component to M and hence effectively causes M to tilt from the z direction into the x-y 
plane. This phenomenon is described further in top left of Figure 2.5.  
 The angle through which M has rotated away from the z-axis is known as the flip 
angle. The strength and duration of B1 determine the amount of energy available to 
achieve spin transitions between parallel and anti-parallel states. Thus, the flip angle is 
proportional to the strength and duration of B1. After pulses of 90 degrees and 270 
degrees, M has no z component and the population ratio P2:P1 is exactly one. A pulse of 
180 degrees rotates M into a position directly opposite to B0, with greater numbers of 
spins adopting anti-parallel (rather than parallel) states. If the B1 field is applied 
indefinitely, M tilts away from the z-axis, through the x-y plane towards the negative z 
direction, and finally back towards the x-y plane and z-axis (where the process begins 
again). 
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Figure 2.5: (top) The effect of RF radiation on the net magnetization M is to produce a second 
magnetic field Mx-y. M is tilted from its original longitudinal z-axis orientation, along the direction of 
the external magnetic field B0, into the transverse x-y plane. (bottom) An illustration of flip angle, 
which is the angle through which M has rotated away from the z-axis. [10] 
Figure 2.6 (a) shows the situation after an RF pulse is applied that causes the net 
magnetization vector M to flip by 90 degrees. M lies in the x-y plane and begins to 
precess about the B0 axis. M will induce an electromotive force in a receiver coil 
according to Faraday's law of magnetic induction. This is the principle of NMR signal 
detection. It is from this received RF signal that an MR image can be constructed. Figure 
2.6(b) shows a graph of the voltage or signal induced in a receiver coil verses time. Such 
a graph, or waveform, is termed as free induction decay (FID). The magnitude of the 
generated signal depends on the number of nuclei contributing to produce the transverse 
magnetization and on the relaxation times. 
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(a)                                (b) 
Figure 2.6: (a) After a 90 degrees RF pulse, M lies in the x-y plane and rotates about the z-axis. The 
component of M in the x-y plane decays over time. An alternating current, shown in Figure (b), is 
induced in the receiver coil. [10] 
2.4 Relaxation Processes 
 The return of M to its equilibrium state (the direction of the z-axis) is known as 
relaxation. There are three factors that influence the recovery of M: magnetic field 
inhomogeneity, longitudinal T1 relaxation and transverse T2 relaxation. Magnetic field  
inhomogeneity refers to the spins at different spatial locations do not experience the same 
B0 field. T1 relaxation (also known as spin-lattice relaxation) is the realignment of spins 
(or recovery of M) with the external magnetic field B0 (z-axis). T2 relaxation (also known 
as T2 decay, transverse relaxation or spin-spin relaxation) is the decrease in the x-y 
component of magnetization. 
2.4.1 T1 relaxation 
 Following termination of an RF pulse, nuclei will dissipate their excess energy as 
heat to the surrounding environment (or lattice) and revert to their equilibrium position. 
Realignment of the nuclei along B0, through a process known as recovery, leads to a 
gradual increase in the longitudinal magnetization. The time taken for a nucleus to relax 
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back to its equilibrium state depends on the rate that excess energy is dissipated to the 
lattice. Let M0-long be the amount of magnetization parallel with B0 before an RF pulse is 
applied.  Mlong is the z component of M at time t, following a 90 degree pulse at time t = 
0. It can be shown that the process of equilibrium restoration is described by the equation 


 −⋅= −− 110 T
t
longlong eMM  
where T1 is the time taken for approximately 63% of the longitudinal magnetization to be 
restored following a 90 degree pulse. 
2.4.2 T2 relaxation  
 While nuclei dissipate their excess energy to the lattice following an RF pulse, the 
magnetic moments interact with each other causing a decrease in transverse 
magnetization. This effect is similar to that produced by magnet inhomogeneity, but on a 
smaller scale. The decrease in transverse magnetization (which does not involve 
necessarily the emission of energy) is called decay. The rate of decay is governed by a 
time constant, T2*, that is the time it takes for the transverse magnetization to decay to 
37% of its original magnitude. T2* characterizes dephasing due to both B0 inhomogeneity 
and transverse relaxation. Let M0-trans be the amount of transverse magnetization (Mx-y) 
immediately following an RF pulse. Let Mtrans be the amount of transverse magnetization 
at time t, following a 90 degree pulse at time t = 0. It can be shown that 
*2
0
T
t
transtrans eMM
−
− ⋅=  
The echo-to-echo amplitudes decay as function of T2 rather than T2*. In order to obtain 
signal with a T2 dependence rather than a T2* dependence, a pulse sequence known as the 
spin-echo has been devised which reduces the effect of B0 inhomogeneity on Mx-y. A 
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pulse sequence is an appropriate combination of one or more RF pulses and gradients 
(see next section) with intervening periods of recovery. A pulse sequence consists of 
several components, of which the main ones are the repetition time (TR), the echo time 
(TE), flip angle, the number of excitations (NEX), bandwidth and acquisition matrix. 
 Figures 2.7 and 2.8 show pictorially how the spin echo pulse sequence works. 
Figure 2.7 is a graph of pulsed RF and received signal verses time, while Figure 2.8 is a 
phase diagram of the magnetization vector M. After a 90 degree pulse, a signal is formed 
which decays with T2* characteristics. This is illustrated by the top right ellipse in Figure 
2.8 which shows three spins at different phases due to their different precessional 
frequencies. The fastest spin is labeled f and the slowest s. At time TE/2, a 180 degree 
pulse is applied to the sample (see bottom left ellipse in Figure 2.8) which causes the 
three spins to invert. After inversion, the order of the spins is reversed with the fastest 
lagging behind the others. At time TE, the spins become coherent again so that a signal 
(known as the spin echo) is produced. 
 If a subsequent 180 degree pulse is applied at time TE/2 after the peak signal of 
the first spin echo, then a second spin echo signal will form at time TE after the first spin 
echo. The peak signal amplitude of each spin echo is reduced from its previous peak 
amplitude due to T2 dephasing which cannot be rephased by the 180 degree pulses. 
Figure 2.9 shows how the signal from a spin echo sequence decays over time. A line 
drawn through the peak amplitude of a large number of spin echoes describes the T2 
decay, while individual spin echoes exhibit T2* decay. 
 Signal strength decays with time to varying degrees depending on the different 
materials in the sample. Different organs have different T1s and T2s and hence different 
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rates of decay of signal. When imaging anatomy, some degree of control of the contrast 
of different organs or parts of organs is possible by varying TR and TE. The intensity of a 
spin echo signal, I, can be approximated as 
( ) ( ) ( ) 211 TTETRTR eeVfHNI −− ⋅−⋅⋅=  
where N(H) is the proton density and f(V) is a function of flow. 
 
Figure 2.7: Formation of a spin echo at time TE after a 90 degree pulse. 
 
Figure 2.8: Dephasing of the magnetization vector by T2* and rephasing by a 180 degree pulse to 
form a spin echo. 
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Figure 2.9: Decay of signal with time in a spin echo sequence. 
2.5 Magnetic Resonance Imaging 
 The actual location within the sample from which the RF signal was emitted is 
determined by superimposing magnetic field gradients on the magnet generating the 
otherwise homogeneous external magnetic field B0. For example, a magnetic field 
gradient can be superimposed by placing two coils of wire (wound in opposite directions) 
around the B0 field with longitudinal axis orientated in the z direction and then by passing 
direct current through the coils. The magnetic field from the coil pair adds to the B0 field, 
with the result that one end of the magnet has a higher field strength than the other. 
According to the Larmor equation, the magnetic field gradient causes identical nuclei to 
precess at different Larmor frequencies. The frequency deviation is proportional to the 
distance of the nuclei from the centre of the gradient coil and the current flowing through 
the coil. 
2.5.1 Slice Selection 
 With an axial gradient coil activated, a single frequency RF pulse is applied to the 
whole sample.  Only a narrow plane perpendicular to the longitudinal axis at the centre of 
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the sample absorbs the RF energy. Elsewhere the coupled gradient and B0 frequency is 
mismatched to the RF frequency and resonance will not occur. This technique allows a 
slice, with thickness determined by the magnetic field gradient strength, to be selected 
from a sample. 
2.5.2 Frequency Encoding 
 Three magnetic field gradients, placed orthogonally to one another inside the bore 
of the magnet, are required to encode information in three dimensions. With a slice 
selected and excited as described in the previous paragraph, current is switched to one of 
the two remaining gradient coils (referred to as the frequency encoding gradient). This 
has the effect of spatially encoding the excited slice along one axis, so that columns of 
spins perpendicular to the axis precess at slightly different Larmor frequencies. For a 
homogeneous sample, the intensity of the signal at each frequency is proportional to the 
number of protons in the corresponding column. 
 The frequency encoding gradient is activated just before the receiver is gated on 
and remains on while the signal is sampled or read out. For this reason the frequency 
encoding gradient is also known as the readout gradient. The resulting FID is a graph of 
signal (formed from the interference pattern of the different frequencies) induced in the 
receiver verses time. If the FID is subjected to Fourier transform, a conventional 
spectrum in which signal amplitude is plotted as a function of frequency can be obtained. 
Thus, a graph of signal verses frequency is obtained which corresponds to a series of 
lines or views representing columns of spins in the slice. Figure 2.10 shows two simple 
FIDs and their Fourier transforms. 
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Figure 2.10: Two FIDs and their Fourier transforms. 
2.5.3 Phase Encoding 
 Suppose a slice through a homogeneous sample has been selected and excited as 
described in Slice Selection section, and then frequency encoded according to the 
previous section. After a short time, the phase of the spins at one end of the gradient leads 
those at the other end because they are precessing faster. If the frequency encoding 
gradient is switched off, spins precess (once more) at the same angular velocity but with a 
retained phase difference. This phenomenon is known as phase memory. 
A phase encoding gradient is applied orthogonally to the other two gradients after slice 
selection and excitation, but before frequency encoding. The phase encoding gradient 
does not change the frequency of the received signal because it is not on during signal 
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acquisition. It serves as a phase memory, remembering relative phase throughout the 
slice. 
 To construct a 256 x 256 pixels image a pulse sequence is repeated 256 times 
with only the phase encoding gradient changing. The change occurs in a stepwise 
fashion, with field strength decreasing until it reaches zero, then increasing in the 
opposite direction until it reaches its original amplitude. At the end of the scan, 256 lines 
(one for each phase encoding step) comprising 256 samples of frequency are produced. A 
Fourier transformation allows phase information to be extracted so that a pixel (x, y) in 
the slice can be assigned the intensity of signal which has the correct phase and frequency 
corresponding to the appropriate volume element. The signal intensity is then converted 
to a grey scale to form an image. 
2.6 MRI Sequences 
 MRI signal intensity depends on many parameters, including proton density, T1 
and T2 relaxation times. Different pathologies can be selected or illuminated by the 
proper choice of pulse sequence parameters. Repetition time (TR) is the time between two 
consecutive RF pulses measured in milliseconds. For a given type of nucleus in a given 
environment, TR determines the amount of T1 relaxation. The longer the TR, the more the 
longitudinal magnetization is recovered. Tissues with short T1 have greater signal 
intensity than tissues with a longer T1 at a given TR. A long TR allows more 
magnetization to recover and thus reduces differences in the T1 contribution in the image 
contrast. Echo time (TE) is the time from the application of an RF pulse to the 
measurement of the MR signal. TE determines how much decay of the transverse 
magnetization is allowed to occur before the signal is read. It therefore controls the 
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amount of T2 relaxation. The application of RF pulses at different TRs and the receiving 
of signals at different TEs produces variation in contrast in MR images.  Two common 
MRI sequences are described that vary the TR, TE sequences for delineating different 
tissues. 
2.6.1 Spin Echo Pulse Sequence 
 The spin echo (SE) sequence is the most commonly used pulse sequence in 
clinical imaging. The sequence comprises two radiofrequency pulses - the 90 degree 
pulse that creates the detectable magnetization and the 180 degree pulse that refocuses it 
at TE. The selection of TE and TR determines resulting image contrast. In T1-weighted 
images, tissues that have short T1 relaxation times (such as adipose tissue) present a 
bright signal. Tissues with long T1 relaxation times (such as cysts, cerebrospinal fluid and 
edema) show as dark signal. In T2-weighted images, tissues that have long T2 relaxation 
times (such as fluids) appear bright. 
 In cerebral tissue, differences in T1 relaxation times between white and grey 
matter permit the differentiation of these tissues on heavily T1-weighted images. Proton 
density-weighted images also allow distinction of white and grey matter, with tissue 
signal intensities mirroring those obtained on T2-weighted images. In general, T1-
weighted images provide excellent anatomic detail, while T2-weighted images are often 
superior for detecting pathology. 
2.6.2 Gradient Recalled Echo Pulse Sequences 
 Gradient recalled echo (GRE) sequences, which are significantly faster than SE 
sequences, differ from SE sequences in that there is no 180 degree refocusing RF pulse. 
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In addition, the single RF pulse in a GRE sequence is usually switched on for less time 
than the 90 degree pulse used in SE sequences. The scan time can be reduced by using a 
shorter TR, but this is at the expense of the signal to noise ratio (SNR) which drops due 
to magnetic susceptibility between tissues. At the interface of bone and tissue or air and 
tissue, there is an apparent loss of signal that is heightened as TE is increased. Therefore 
it is usually inappropriate to acquire T2-weighted images with the use of GRE sequences. 
Nevertheless, GRE sequences are widely used for obtaining T1-weighted images for a 
large number of slices or a volume of tissue in order to keep scanning times to a 
minimum. GRE sequences are often used to acquire T1-weighted 3D volume data that can 
be reformatted to display image sections in any plane. However, the reformatted data will 
not have the same in-plane resolution as the original images unless the voxel dimensions 
are the same in all three dimensions. 
2.7 Functional MRI (fMRI) 
 The physiology of neuronal activity involves many complex processes. It was 
established, as long ago as 1890 [11] that physiological functions in the brain correspond 
to regional brain activity. Magnetic resonance has the capability to measure parameters 
related to several of these physiological functions, including changes in phosphorus 
metabolism and metabolic byproducts, blood flow, blood volume, and blood 
oxygenation. The most common current technique uses blood oxygen level dependent 
(BOLD) contrast [2,9]. This technique is based on the magnetic susceptibility of 
hemoglobin (Hb). Deoxygenated Hb is paramagnetic, while fully oxygenated Hb is 
diamagnetic. The presence of the paramagnetic deoxy-Hb distorts the static magnetic 
field. Spins in this non-uniform magnetic field precess at different frequencies causing 
more rapid phase dispersal and decay of the NMR signal. Therefore, changes in blood 
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oxygenation can cause changes in the MR decay parameter, T2*, leading to changes in 
image intensity in T2*-weighted images. Table 2.1, below summarizes the changes in 
physiology and MR parameters that enable MRI to detect signal changes based on blood 
oxygenation [5]. 
 
 
Table 2.1 Physiological and MR parameter changes due to increased neuronal activity. 
 
 The relatively straight forward story is, unfortunately, oversimplified. To give 
some idea of the complexity of the physiological and physical response of this fMRI 
signal, refer to Figure 2.11, below (adapted from Springer, et al. [7,5]). In this figure, the 
connecting arrows describe the effect of one parameter on another. Positive/negative 
arrows indicate positive/negative correlations between the parameters. For example, an 
increase in blood flow with no other effects would lead to an increase in blood 
oxygenation while an increase in oxygen metabolism would lead to decrease in blood 
oxygenation. The rightmost pathway through the diagram is the dominant pathway of 
physiological and physical effects leading the positive change in BOLD signal in fMRI. 
There are pathways that have a net negative effect on the signal – as described above, the 
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increase in oxygen metabolism leads to decrease in blood oxygenation, which reduces the 
fMRI signal. Increases in blood volume will increase the amount of deoxyhemoglobin 
which makes the magnetic field less uniform and also reduced the fMRI signal. The 
positive signal changes seen in fMRI studies rely on the dominance of the increase in 
blood flow over changes in blood volume and oxygen utilization. Further adding to the 
complexity of the MR signal is an interaction between the observed MRI signal and 
physical properties such as vessel diameter, orientation, hematocrit and blood volume 
fraction. 
 In a typical functional MRI experiment, two or more behavioral conditions are 
applied and the images compared to delineate the regions of the brain that are different 
between the two conditions. Since the deoxy-Hb effect is quite small relative to the noise 
of the system it is typically not visible in a single experimental condition or time slice, 
but can be identified after statistical tests (e.g. a pixel-by-pixel t-test comparison between 
the conditions).  
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Figure 2.11:  Schematic of interactions in the formation of BOLD signal. Positive/negative arrow 
indicates positive/negative correlations between the parameters. The right most pathway is the most 
significant effect in most BOLD fMRI. 
2.7.1 Hemodynamics  
 It is important to consider the temporal dynamics of the activation response when 
designing experiments and processing strategies. The MRI response is delayed and 
relatively slow compared to actual brain activity. There are a number of factors 
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associated with the temporal response of the deoxy-Hb effect.  It is commonly reported to 
take 6-9 s to reach peak and 8-20 seconds to return to base line intensity. Negative 
responses following a block of activity are commonly seen and while not widely 
replicated, some groups have reported an initial negative response 500-2500 ms after 
activity begins. Figure 2.12 contains a drawing of a typical temporal response to neuronal 
activity [5]. This temporal response must be considered when designing appropriate 
processing strategies, assigning images to particular behavioral states or transition 
regions, and detecting short duration states. This is also important for experimental 
design. 
 
 
 
Figure 2.12: Typical time course for activation related signal in T2 waited  (BOLD) functional MRI. 
 
2.7.2 Event-Related Functional MRI 
 A recent development in functional MRI is the imaging of the responses to 
individual trials, known as event-related fMRI.  Above figure (Fig. 2.12) describes the 
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response to a block of stimulation. Because the hemodynamic response is rather slow, the 
responses all blur together to exhibit roughly a constant amplitude in the central portion 
of the block. In event-related fMRI, the responses to individual trials are examined. This 
is done by using an experimental design that allows these responses to be extracted. For 
example, the inter-trial interval (ITI) can be extended to allow the response to develope 
and dissipate before the next trial is given (this is usually 10-12 seconds, but can be 
longer if the task being executed in the trial is rather long). Individual responses can also 
be extracted by randomly mixing the trial types or randomizing the ITI, but allowing the 
responses to overlap. When this is done, fluctuations in the signal intensity result from 
the summation of responses of differing sizes to the mixed trial types or from the 
summation of the responses to randomly timed trials. The estimation of the response 
location, size and shape in event-related fMRI is presently an active area for research. 
2.7.3 Statistical Testing 
 Critical steps in any functional MRI study are data analysis and result 
compilation.  In this work a quantitative analysis strategy was successfully developed and 
optimized for the rat brain. Therein, each subject is registered to a complete volume-
segmented atlas. All registered images are then segmented based on atlas. Statistical tests 
are performed on each subject within their original coordinate system. A statistical 
composite is created for each ROI by summing up individual analysis within ROIs. The 
detailed description of the strategy and algorithm is described in Chapter 4. 
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3:  The Rat Brain Atlas 
 A starting point to map any functional area is to have a template or reference 
brain anatomical map. The most widely used Rat brain atlas is Swanson’ rat brain atlas 
(1998) [12], however, other rat atlases exist as well.   
• Paxinos and Watson, 1986 
• DeGroot, 1959 
• König and Klippel, 1963 
• Wüscher et al, 1965 
• Albe-Fessard et al, 1966 and 
• Pellegrino, 1979 
3.1 Swanson Rat Brain Atlas 
 The core of Swanson’s atlas is 73 drawings prepared from transverse Nissl-
stained sections through the adult male rat brain. These drawings were created from 
photomicrographs of histological sections of a 315 gram adult male Sprague-Dawley rat 
brain [12].   
 The location of these 73 slices throughout the brain is illustrated in Figure 3.1. 
Since brain is a very heterogeneous structure, some levels require fewer sections than 
others for adequate illustration. Each drawing contains a wealthy amount of information 
regarding the neuroanatomical areas of the brain. Each region which has been identified 
is also given a label which is the abbreviation of the regions name. There are a total of 
1277 labels in the atlas, meaning that one can distinguish 1277 different neuroanatomical 
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regions. These labels will serve as the seed points for loop detection in this work. Figure 
3.2 shows a small part of section 5 of the brain with the labels. 
 
 
Figure 3.1: Based on complexity of the different brain levels, Swanson has used a variable number of 
sections per unit length of the brain. [12] 
 
Figure 3.2: Left: Original Nissl-stained brain photomicrographs. Right: Freehand drawing of the 
brain and delineation of the neuroanatomical region using AI™ software [12]  
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3.1.1 Discrepancies of the atlas 
 A working knowledge of a good computer graphics drawing application (such as 
Adobe Illustrator or Macromedia Freehand) is essential for modern rendering and display 
of structural information. These applications are based on vector graphics, which are 
mathematical descriptions of drawings that have a relatively small file size and can be 
scaled virtually infinitely without loss of detail. Pixel-based applications are appropriate 
for the manipulation of digital information (scanned photographs or videophotos), but 
produce crude drawings and very large file sizes.  
There are many advantages of vector graphics over pen and ink drawings. 
Technical advantages 
• Uniform line thickness, any color and very smooth lines can be drawn. 
• Any Bezier curves and irregular lines can be drawn and manipulated with relative 
ease.  
• Computer graphics has advantage of working with layers which dramatically 
increases the useful ness of drawing because any combination of layer can be 
chosen for display or printing. 
• Cloning and modification of existing files is a major advantage of computer 
graphics over traditional drawing methods that saves lot of time in map creation. 
• The file size is relatively very small and can be virtually zoomed into any 
resolution without loosing clarity. 
 Despite the aforementioned advantages of the templates and computer drawings, 
they can be computationally incompatible with existing software and platforms requiring 
image and graphics information. Also due to inherent characteristics of their creation, 
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which is freehand drawings, they might not comply with strict geometric rules which 
define the entities represented in the atlases or computer drawings.  The following 
section, delineates issues and flaws encountered in the Swanson’s atlas which prevent it 
from being used in a 3D form.  The next section discusses the measurements and 
techniques used to resolve those issues. The following list identifies the major flaws 
found in the atlas: 
• Multiple lines and curves bundled into a single boundary, 
• Non-intersecting or over-extended spline segments, 
• Overlapping regions, 
• Functional or physical areas labeled remotely from the region, and 
• Regions without any anatomical label. 
3.1.2 Multiple lines and curves bundled into a single boundary 
 Multiple lines and curves bundled into a single boundary was the most common 
problem in the atlas. Adobe Illustrator (AI®) “preview” feature masks this redundancy 
such that the drawing looks as intended. Turning this feature off reveals multiple lines on 
the boundary of regions which have been created by the drawer when s/he was trying to 
generate neighboring regions. Figure 3.3 shows an example of such a situation. These 
multiple lines violate the unique definition of each region making the database unsuitable 
for generation of a 3D database. 
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Figure 3.3: Left: A part of a brain map in AI® with preview mode on, Right: same section with 
preview mode off. Notice the bundled lines and curves in the boundary of the regions 
3.1.3 Nonintersecting or over-extended spline segments 
 Numerous situations exist within the atlas drawings where the splines are neither 
connected nor close to any adjacent geometry entity. This condition makes the 
delineation of the regions ambiguous.  If a bleeding algorithm were used to identify the 
regions of the brain, these open splines would foil the process.  Figure 3.4 shows an 
example of such a case in the atlas. 
 
Figure 3.4: An example of un-connected spline in the brain map 
Example of an 
open loop 
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3.1.4 Overlapping regions 
 Since Swanson has used the mask layer feature of AI® to generate the drawings, 
the boundaries of the regions frequently overlap creating ambiguous situations such as in 
Figure 3.5.  In this example a region was created which has no meaning. 
 
 
Figure 3.5: Overlapping regions in rat brain atlas 
3.1.5 Remotely labelled regions 
Some atlas boundary delineations were not intentionally drawn to keep the templates neat 
and simple looking. An example of such a case is for the areas that control the motion 
activities of the rat brain. Instead of having the lines inside the drawings, dart-shaped 
markers were placed on the exterior of the brain to indicate the direction of hypothetical 
lines, Figure 3.6. 
Overlapped 
Regions 
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Figure 3.6: Dart-shaped symbols indicate the direction of the boundaries which are supposed to exist 
(red dashed lines). 
3.1.6 Other issues 
 In addition to the flaws mentioned previously, there are other issues to be 
addressed. In some slices, abbreviated labels were used for labeling sub-regions of neuro-
anatomical areas. Obviously these labels do not exist in the label listing of the atlas as 
they appear on the drawings. For example in level 26, there are labels such as pmi or mpv 
which are sub-regions of paraventricular nucleus hypothalamus (PVH) and they should 
read as: PVHpmi and PVHmpv in order to show their relevance to the main area. Also 
we encountered instances of areas that did not have any labeling although they had a 
clear boundary curve delineating the region from the background. Cerebellum lobes 
within drawings were composed of dotted lines. These lines were not delineations of any 
anatomical or neuroanatomical regions. Some regions contained multiple labels. The atlas 
authors did not clearly divide them into sub regions. 
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3.2 Making Computationally Robust Data 
 The majority of these flaws have been handled automatically by the routines 
developed, but minor preliminary manual adjustments were required. The manual 
adjustment includes: repositioning text at appropriate location; resizing text, to guarantee 
that the text is located within the region; exporting AI files to CADL format which is an 
ASCII type file. 
 The CADL files for each slice are read and data are converted to node and 
element format. Each node is defined by x and y coordinates. Each element is defined by 
two nodes it connects and two anatomical areas it separates. A sequence of functions, 
which use different algorithms, is then called to fulfill following tasks in that order. 
1. spline approximation, 
2. extend, insert and merge overlapping nodes and elements, 
3. Identify loops of regions, i.e. assign each element two material codes of text 
labels whose regions are divided by that element. 
4. Make the left part of the brain by mirroring the right side since original Swanson’ 
atlas is bisymmetric. 
3.2.1. Spline Approximation 
 The dominant drawing entities are splines. To reduce the complexity of 
calculations, and hence the CPU usage time, they were approximated by polylines. Each 
segment of the spline was replaced with 4 straight lines. To demonstrate this better, in 
equation 3.1 if we just give the spline parameter, i.e. t, start and ending values, the spline 
will be presented by a single line, as in Figure 3.7. 
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Figure 3.7: Spline Approximation Red curve is the spline which has been roughly approximated by 
assuming just two values of 0 and 1 as for its parameter. 
 
Figure 3.8: The same spline approximated with for line segments, corresponding to t values of 0, 0.25, 
0.75 and 1. 
 The routine that reads the splines, handles the approximation by using four values 
for t: 0, 0.25, 0.75 and 1(Figure 3.8).  The maximum error incurred was less than ¼ of a 
percent (0.0025).  This insignificant error was associated with area shrinkage for splines 
with drastically changing curvatures (for example for splines depicting the choroids 
plexus (CHP) in section 25 of the brain).  After this step, all overlapping nodes are 
merged.  The linear span was less than 8103 −×  of the box width enclosing the brain map. 
3.2.2 Extend/Intersect/Merge  
 The term “Node” refers to endpoints of each line segment and “Element” is used 
for the lines connecting the nodes. Note that all the data extracted from AI™ files, 
including splines, lines, and conic sections are now represented/approximated by a finite 
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number of lines. Therefore our database of atlas drawings consists of nodes and their 
coordinates and the connectivity of those nodes defined by the elements. 
Open loops are identified by nodes attached to only one element.  The algorithm follows: 
Do Loop until the last node, i 
 If nodei exists in at least at 2 elements, 
  Continue loop i; 
 Else 
Find the shortest normal distance from the nodei to adjacent elements and save the 
element number: elementj 
 If nodei lies within the elementj box, 
  Snap nodei into elementj 
 Else 
  Connect nodei to the closest node of elementj 
End Loop 
The 2 different situation of connecting an open node to an element or another node is 
depicted in Figure 3.9. 
 
Figure 3.9: Above: Open node lies in the E2 element box, thus it is snapped into element. Below: 
Open node is outside the box, so it is directly connected to endpoint of the E2 
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 New nodes were created whenever two elements intersected. This step was 
necessary because our algorithms assume that all elements separate two distinct materials 
only.  Consequently, any intersecting elements are converted into 4 elements with the 
new node common to all. This guarantees a consistent topographic map of elements and 
nodes. This concept can be expressed as: 
,11 BAxBAxif UI ∈⇒∈  
where, 
2)(, of nodesEndpoint  :1
2)(, of nodesEndpoint  :1
2element   tobelonging points ofSet  :
1element   tobelonging points ofSet  :
=
=
BnBB
AnAA
B
A
 
The same applies for elements, i.e. there can’t exist two elements connecting the same 
two nodes, therefore: 
BABAnif
orBABA
=⇒>
=⇒⊆
1)(
,
I  
Thus we also merged redundant elements, Figure 3.10.  
 
Figure 3.10: Merging redundant elements 
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3.2.3 Identify brain regions 
 In this step, the code categorizes elements to define regions corresponding to 
different areas of the brain. The text labels, provided in each brain map, were used as 
seed point locations. There were 1272 labels identifying the various neuroanatomical 
areas of the brain.  Each element will assume two new features in addition to its nodes: 
material code A and B which have been separated by the element. 
 In order to determine tissue codes for each element, the coordinates of the seed 
points (atlas text labels) were used. A temporary semi-finite line was added to our nodes 
and elements database whose start point coordinate was the same as the seed point and its 
direction was completely arbitrary. Then all the elements intersected by this newly 
introduced line were tagged as potential elements belonging to tissue type in question. In 
order to narrow down to just one element, the tagged elements were sorted based on their 
distance to the seed point and the closest one was chosen as the element delineating the 
boundary of tissue A of the brain. Now one can legitimately assume that there exists at 
least one element attached to the recently found element which is also part of the 
boundary of tissue A. If more than one attached element exists, then the elements will be 
selected whose cross product with the current one results in a positive vector, in other 
words, using this method we choose the most left element connected to a current one. 
‘Left’ is defined as the left hand side of an imaginary observer who is walking on the trail 
of current element from its tail to its head. Now that a new element of tissue type A has 
been identified, the algorithm will continue to find the next legitimate attached element. 
This process will continue till we find all the elements forming a closed loop around that 
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specific tissue type of the brain. We will refer to this process as a counter clockwise 
marching line algorithm, Figure 3.11. 
 
 
Figure 3.11: Using seed points to identify regions of the brain and assigning material codes to the 
defining boundary elements. 
This algorithm can be expressed as: 
 
Shoot a semi-infinite line and collect the intersected elements 
Find the closest intersected element to the seed point and take it as the starting 
element 
Do Loop until current elements becomes start element 
 Proceed to the next element based on a tail-to-head logic 
If the current head node is shared by more than one element, select 
the element based on right-hand rule, i.e. steer to the relative left 
element 
 Keep the current element information in an array 
End Loop 
If the number of shared elements between the current loop and elements in global 
array of intersected is even 
 Repeat the above loop 
Else 
Assign the tissue code of the current seed point to the elements of the 
already recognized loop. 
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 This algorithm can be used for all the seed points in the current map, but it does 
not guarantee that all the elements within our database have been completely classified.  
There can be instances that some elements would only have one tissue code assigned to 
them because they were located in the map such that they were close to only one seed 
point, i.e. they have been crossed only once by imaginary semi-infinite lines. Thus the 
second ID code for the loop elements is unknown.  
 
 
Figure 3.12: Finding the isolated islands and figuring out the second material code 
Overlapping areas 
 As shown in Figure 3.12, the elements of region denoted by label “PS” could not 
be seen by other seed points except for “PS”.  In order to resolve this issue we first need 
to identify those elements in our database. Then a simple, yet very efficient and robust, 
method was used to figure out the second ID. The following is the description of the 
method (see Figure 3.13). 
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Figure 3.13: Line crossing algorithm to identify regions defined by line segments 
i) Create a semi-infinite line starting at midpoint of the element with one material ID. 
ii) Determine the intersection of line with all elements of the database. Let 
{ }NiQPS ii ,1, ==  be the set of line segments representing the region boundaries, and 
Hy =  be the equation of the horizontal line. The intersection points between the 
given horizontal line and the region are determined by considering the line segments 
of S one by one. Consider line segment iiQP  as an example. 
Write )(),(),(),( 2211 iiii QYYQXXPYYPXX ==== . There is intersection if 
a) 0))(( 21 <−− HYHY  or 
b) )(0))(( 2121 YHorYHandHYHY >>=−−  
For any other cases, it is considered that there is no intersection. The point of 
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intersection is given by: 
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iii) The intersection points are arranged in ascending magnitude of X 
iv) Find the region codes present in the intersection list and count the number of each 
code. 
 The region ID whose occurrence count in intersection list is odd will be our 
missing code for the isolated loop (Figure 3.12) 
This can be shown as following algorithm. 
 Identify the elements with only one material code Identify the elements 
with only one material code 
 Shoot a semi-infinite line from midpoint of the element and collect the 
intersected elements 
 Count the number of occurrence of each material in the intersected 
element list 
 Pick the material code which has the odd number of occurrences and 
assign it to the elements of the current loop. 
 
3.2.4 Overlapping Areas: 
When boundary definitions overlap void regions are created which need to be zippered.  
Elements adjacent to these void regions are missing one of the material attributes and can 
be identified easily. The void region is zippered by calculating midline locations between 
opposing boundaries as shown in Figure 3.14. 
 46
 
Figure 3.14: Removing the void loops whose elements have just one material code 
3.2.5 Mirroring and output 
 After all elements are identified and assigned to appropriate loops, a routine re-
sequences the node and element numbers prior to output.  The atlas took advantage of 
symmetry and created only the left half.  We mirrored the nodes and elements along the 
Superior-Inferior midline to create the full brain image. 
 The code outputs in ASCII format a text file containing the node numbers and 
their coordinates as well as the elements and their four attributes (two node numbers and 
two material codes). 
3.3 Converting data into Pixel image set 
 The output file delineates each material region uniquely. They are suitable for 
further numerical analyses such as constructing pixel image data set or surface mesh. To 
use this brain atlas as a template for MRI images it is converted to pixel images where 
pixel intensity represents the anatomical area of the brain as listed in excel file. Figure 
3.15 shows axial section of brain displayed in pseudo-color in MIVA software. The 
resolution of this image is chosen to be 512 by 512 pixels to encompass smallest 
anatomical area. The original vector data can be converted to any higher resolution if 
analysis speed and size of dataset is not an issue. 
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Figur 3.15: The Rat brain axial slice after segmentation. Each colored area defines unique 
anatomical area. 
 The original slices through the brain were not equally spaced. Most imaging 
software including MIVA require that axial image slices collected should be equidistance 
throughout dataset. We generated three hundred equidistance slices to account for 
smallest distance between original two atlas slices.  The locations where information was 
not available were generated using nearest neighborhood algorithm. The final Atlas 
image dataset was 512 pixels X 512 pixels X 300 slices, corresponding to a 30 micron in-
plane pixel spacing and slice separation of 70 micron.   
3.4 Atlas 3D 
 After creating segmented images, surface models were generated using multiple 
materials marching Cube (M3C) algorithm [15]. A virtual cube was used to march 
through pairs of adjacent segmented images in a set. To improve the quality and 
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efficiency of the existing surface model linearization [16] smoothing and decimation was 
used. Smoothing is a technique that adjusts the node coordinates to improve the 
appearance of a mesh, and/or improve the shape of surface triangles. Contrary to the 
smoothing procedure, which does not change the number of nodes and triangles of a 
surface model, a decimation algorithm reduces the total number of surface triangles, 
while maintaining a good approximation to the original geometry. 
3.5 Classification of Anatomical area: (The Tree Browser)  
 Further these 1277 segmented anatomical areas were grouped in to about 100 
region of interests called sub-major areas. The sub-major areas were collected to a dozen 
major areas. A utility (program) was developed to display and choose different 
anatomical areas. Due to the hierarchical or tree like organization of major, sub-major 
and minor areas we called this utility as a tree browser. Figure 3.16 shows Tree-Browser 
with few anatomical areas displayed with entire shell of the rat brain. This tree browse is 
used as an utility to define regions of interest in fMRI project. The tree browser also has 
identified functional systems such as reward (dopamergic) pathway, olfactory system. 
The power of tree browser can only be realized when seen in action on computer screen. 
Following figures give some idea of the visualization capability of Tree Browser.  Figure 
3.16 shows layout of selection panel of anatomical areas with Rat brain shell displayed in 
visualization window.  Figure 3.17 shows anatomical areas inside brain shell where as 
Figure 3.18 shows reward system as functional area.  
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Figure 3.16: The Tree Browser with Rat Brain Shell. 
 
Figure 3.17: The Tree Browser with four anatomical areas. 
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Figure 3.18: The Tree Browser with functional area (Reward System) 
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4:  Registration, Segmentation and Data Analysis 
 
 To analyze functional MRI data, in general, a researcher or physician must 
perform  
1. Registration, 
2. Segmentation and 
3. Statistical analysis 
of the data in that order. Naturally an experienced researcher can look at a set of slices 
create loops around the region/s and run statistical tests to decide if that region/s are 
activated or not. However in that method they have 1) registered the image mentally 
picturing the area of interest then they 2) segmented the area by creating loop around the 
region and finally, performed a 3) statistical analysis within the loop. For this process a 
user needs very good understanding of the subject anatomy as well as knowledge of MRI 
physics (since T1 and T2 weighted images of same slice have very different pixels 
intensities). Also user must have very good hand-eye coordination or sophisticated tools 
to draw consistent ROIs in all images.  
 fMRI data is usually very noisy due to the lower resolution sampling and 
frequently responses from different subjects given the same stimulus are similar, but not 
exactly same. In behavior studies mapping functional areas of combined responses from 
multiple subjects improves the statistical power of the analysis. Naturally registering, 
segmenting and analyzing multiple images individually is a very time consuming task 
and can introduce human error in the  analysis. In this work a semi-automatic quantitative 
analysis strategy was developed and optimized for the rat brain. 
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4.1 Coordinate system and their transforms 
 Before addressing registration segmentation process it is important to be familiar 
with coordinate systems and how the transformations occur within these systems. 
Image coordinate system: defines the coordinate associated with image. The origin is 
located at the upper left corner in the first slice of image set. The x-axis is from left to 
right along a given row [the column direction]. The y-axis is top to bottom of a given 
column [up to down along the row direction]. The z-axis is from the first slice to the last 
slice along the plane direction, as shown in figure 4.1(a). The pixel/voxel location is 
always described in integer number from origin. 
World coordinate system: describes the movement (translation rotation and scaling) in 
the real world. It is generally defined by the RAS coordinate system. The origin is 
positioned at the center of the FOV (field of view). The x-axis is from the left to right (L-
R). The y-axis is from the posterior to anterior (P-A). The z-axis is from the inferior to 
superior (I-S), also shown in figure 4.1(b) 
 
Figure 4.1: Image and World Coordinate System  
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4.1.1 Image-to-world Transform 
 Image-to-world transform is performed in the subject space to map the image 
coordinate to world coordinate. Three-dimensional subject space is defined with 
dimensions [ Dsx,  Dsy, Dsz ] in x, y, z directions.  
                                  Spacing (voxel size) in x:     
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The image-to-world transform Ts is calculated by 
                             sss CVT ⋅=         (4.1) 
Center Matrix Cs describes the movement of image coordinate from origin of image 
coordinate system to that of world coordinate system.  
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Voxel size matrix Vs describes the voxel sizes in x, y, z directions, respectively. 
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4.1.2 World-to-image Transform 
 World-to-image transform is performed in the reference space to map the world 
coordinate to image coordinate. Three-dimensional reference space is defined with 
dimensions [Drx, Dry, Drz] in x, y, z directions.  
                      Spacing (voxel size) in x:     rx
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The world-to-image transform Tr is calculated by: 
                             
11 −− ⋅= rrr CVT                                                                                   (4.4) 
Center Matrix Cr describes the movement of world coordinate from origin of world 
coordinate system to that of image coordinate system. 
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Voxel size matrix Vr describes the voxel sizes in x, y and z directions, respectively. 
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4.1.3 Image-to-image Transform 
 The overall transformation from subject space into reference space is represented 
by a single matrix T, which is the product (concatenation) of world-to-image transform 
Tr, world-to-world transform Tw, and image-to-world transform Ts.  
                        swr TTTT ⋅⋅=                                                                                  (4.7) 
4.2 Registration 
 Image registration is a prerequisite to numerous imaging applications in the 
neurosciences. Registration is required for three dimensional reconstruction, 
multimodality image mappings, atlas construction and arithmetic operations such as 
image averaging, subtraction and correlation. Physical sectioning procedures, unlike 
various tomographic imaging techniques, also require additional superpositioning 
schemes to register serial sections. Since the mid 1980s investigators have used several 
approaches, with varying degrees of manual interaction, to perform image registration. 
These approaches use either information obtained about the shape and topology of 
objects in the image, or the presumed consistency in the intensity information from one 
slice to its immediate neighbor or from one brain or image set to another.  
 MR image registration techniques can be grossly classified as shown in Figure 
4.2. Our objective is to register MRI anatomy images of multiple subjects to completely 
segmented atlas using minimal or no user intervention. Next sections describe how these 
different registration techniques work and their combined incorporation for a registration 
process.  
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Figure 4.2: Classification of Image registration techniques. 
4.2.1 Manual Registration 
 Manual registration requires the user to do all the registration work interactively 
based on the visual feedback from a computer visualization system. Many medical image 
applications [17,18] provide the utility for manual registration to register image studies 
from same or different modalities. Users are able to manipulate images through 3 
orthogonal views (axial, coronal and sagittal) interactively with real-time visual feedback 
and achieve accurate alignment with the help of internal and surface features.  
 Figure 4.3(a) shows manual registration pallet in Medical Image Visualization 
and Analysis (MIVA) software. Good alignment can be achieved by manual adjustments 
of one image volume to fit another in three-dimensional space. The registration is the 
linear combination of the translation, rotation, scale factors in x, y, z directions, 
respectively. Figure 4.3 (b) shows overlay of reference (colored) image on subject image 
(gray) prior to registration and Figure 4.3 (C) shows after manual registration.  
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Figure 4.3: Manual Registration. (a) Registration pallet. (b) Before registration and (c) After 
registration. [18] 
4.2.2 Landmark Registration 
 Landmark registration involves the identification of the coordinates (locations) of 
corresponding points within different images and determination of the spatial 
transformation to align these points. 
 There are two types of landmarks: internal landmarks and external landmarks.  
Internal landmarks are commonly known as anatomical markers, which are visible point-
like anatomical features within the images of all the modalities.  They are selected and 
marked by medical experts by means of software to define and register anatomical areas. 
An external marker is an artificial object that can be attached to the patient before the 
image acquisition.  They need to be visible and easily identified within all images.  
(b)
(c)(a) 
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 The basic process of landmark registration is: (1) identify and pair landmarks 
(anatomical features or external marker) from the corresponding images.  (2) Calculate 
the geometrical transformation by minimizing the distance between the coordinates of 
these landmarks. Now let 
 [S] = global co-ordinates of a Subject’s Markers. 
 [A] = the paired global co-ordinates of the Atlas or Reference Markers. 
We seek a homogeneous coordinate transformation matrix [T] that will map the subject 
onto the Atlas space, i.e. [A] = [T][S].  This 4x4 [T] matrix can provide complete linear 
transformations (rotation, translation, scaling, skew, and perspective distortion). 
 A deterministic solution for the transformation matrix [T] is available given 4 
non-planar Markers in each dataset.  In that situation the [S] and [A] matrices are 4x4 as 
well.  Post-multiplying both sides by [S]-1 yields the desired [T] matrix, i.e.:  
 
[ ] [ ] [ ] 1444444 −××× = SAT           (4.8) 
 
 The success of this four point registration depends on the matching of the paired 
landmarks in both sets as well as the spatial separation of the Markers.  This strategy is 
incredibly fast and serves as an initial registration mechanism wonderfully. However, 
misalignment of a single marker can have significant negative consequences.  If we use 
more than four markers then we have an over specified solution and it becomes an error 
minimization problem. The least square analysis is the most accepted statistical 
estimation strategy among scientist and engineers.  The system equation in matrix form is  
nn STA ××× = 4444 ][][][             (4.9)  
 59
Where n is number of landmarks or markers. Define an error vector residualε : 
TSA −=ε  
Select Tˆ  in such a way that the criterion 
εεε Tn
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 is minimized.  
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Differentiate J  with respect to T and equate the results to zero to determine the condition 
on the estimate Tˆ such that J is minimized. 
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The solution for Tˆ is: 
ASSST TT 1)(ˆ −=          (4.13) 
 The landmark registration strategy can provide excellent alignment and has 
significant advantages compared to the 4-point registration due to the sensitivity of the 
fully constrained 4-point method.  Both landmark registration strategies (the 4-point and 
n-point) yield excellent agreement between reference and subject sets after registration. 
The results are consistent, unbiased, and highly efficient.  The system is rapid and 
requires an error analysis consisting of only the Marker points which is sparse compared 
to any pixel intensity-based registration strategy.  This registration technique is 
demonstrated in figure 4.4. 
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Figure 4.4: shows a simple example of 2D landmark registration between an MR image and a rat 
brain atlas. (a) Landmarks chosen on Subject and Atlas. (b) Before registration (c) After registration 
4.2.3 Intensity-Based Registration 
 Since the early of 1990s, many fully automatic algorithms have been put forward 
for image registration based on optimizing voxel similarity measures.  From the statistical 
view an image is the distribution of a random variable (image intensity).  Voxel intensity-
based registration measures the similarity of two images, the distributions of two random 
variables, by the statistical description and maximizes it by optimizing the transformation 
parameters.  
4.2.3.1 Correlation Coefficient (CC) 
 The correlation coefficient (CC), also called Pearson’s product-moment 
correlation coefficient, is used for the intra-modality registration.  It is expressed as 
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(b)
(c)
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In which 
−
A  and 
−
B  are the mean intensity value of image A and B, respectively. T is the 
transformation.[79,80,81] 
4.2.3.2 Squared Intensity Difference (SSD) 
The sum of squared intensity differences (SSD) measure [80,82] is also used for intra 
modality registration of medical images. The SSD measure is calculated by: 
∑
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2)]()([1                                                           (4.15) 
where A(x) and B(x) are the intensity value at the corresponding voxel x in image A and 
B respectively. N is the total pixel numbers of two images. T is the Transpose. 
4.2.3.3 Ratio Image Uniformity (RIU)  
 Woods et al [19, 20, 21] introduced the ratio image uniformity (RIU) as the 
similarity measure in 1992 for intra-modality alignment of PET and MR images, as well 
as cross-modality registration of PET and MR images. 
 If A(x) and B(x) are the intensity value at the corresponding voxel of image A and 
B, respectively, the gray scale intensity ratio is R(x) = A(x) / B(x). The registration 
strategy assumes that R(x) is maximally uniform across voxels if the two images are 
accurately registered. If σ is the standard deviation of R(x) and 
−
R  is the mean value of 
R(x) over all voxels within the image set, this strategy uses σ /
−
R as the similarity measure 
used to evaluate how well the two images are registered.  
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4.2.3.4 Mutual Information (MI) 
 In 1994 Viola and Wells [22, 23], and Maes, et al [24] presented a new approach 
for maximization of mutual information based on information theory. This approach 
applies the concept of mutual information to measure the statistical dependence of two 
image intensity distributions. It is based on the assumption that the mutual information 
will be maximized if two images are spatially aligned. 
According to communication (information) theory, the uncertainty of a discrete 
random variable X with probability mass function (pmf) )(xpx  is measured by its 
entropy H(x). The Shannon entropy[25] is defined as:           
                                       ∑−=
x
xx xpxpxH )(log)()(                                               (4.20) 
 
 
 Given two discrete random variables x and y with joint probability mass 
function ),( yxPxy , the amount of information that one variable contains about the other is 
given by their mutual information: 
Mutual Information       )|()(),()()( yxHxHyxHyHxHMI −=−+=  
                                                          )|()( xyHyH −=                                            (4.21) 
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where:  
          Joint entropy of x and y:      
                           ∑−=
yx
xyxy yxpyxpyxH
,
),(log),(),(                                               (4.22) 
          Conditional entropy of A given B and of B given A: 
                          ∑−=
yx
xyxy yxpyxpyxH
,
)|(log),()|(                                              (4.23) 
                         ∑−=
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xyxy xypyxpxyH
,
)|(log),()|(                                               (4.24) 
 
 
Therefore, mutual information is the difference between the marginal entropy of x and y 
and the joint entropy of x and y. 
4.3 Registration strategy 
 It is important to realize that pixel intensities (or more correctly, index values) in 
the atlas data set is the alphabetical rank of that anatomical area. Thus pixel intensities in 
the atlas have no correlation to pixel intensities in MRI data set. Naturally this eliminates 
intensity based automated algorithms to register subjects to an indexed atlas. To 
overcome this problem we divided this process into two stages;  
• Intra registration or within modality (MRI-MRI) and  
• Inter registration or between different modalities (MRI and segmented atlas). 
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4.3.1 Intra Registration 
 Here the goal is to align all subjects to the standard subject. One of N subjects is 
designated as the standard subject and all other (N-1) subjects are aligned to this standard 
subject.  
{ } { } { } jjT SubjectStandard standardtoSubject −−=  
where j =1 to N-1.  
The Intra-modality allows intensity based automated registration approaches. The most 
common strategy in the literature currently is the Automated Image Registration 
technique by Woods et al [27]  
4.3.2 Inter Registration 
 Landmark registration strategies are best suited for inter registrations, Ex: to align 
standard anatomy to segmented atlas. 
{ } { }{ }StandardAtlas AtlastoStandard −−= T  
Since two registration strategies are performed we need to multiply Subject-to-Standard 
transformation matrices by Standard-to-atlas Transformation matrix to register all 
subjects to atlas. 
{ } [ ] [ ] { }jj SubjectTT standardtoSubjectAtlastoStandardAtlas −−−−=  
{ } [ ] { }jj SubjectT AtlastoSubjectAtlas −−=  
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4.4 Segmentation 
 Subdividing an image into meaningful regions and labeling those regions for 
further analysis of the image is called segmentation. In fMRI data analysis segmentation 
is very critical process.  It is important to report which anatomical area (ROI) exhibits 
activated voxels. 
 There are different methods for segmentation of an image.  Segmentation can be 
done manually by an operator who has enough expertise in the area to understand the 
image as well as distinguish different regions in it. Also computerized image 
segmentation methods can be used to facilitate the automated image segmentation but the 
results of computer segmentation do not always comply with what the human brain can 
achieve. Automated image segmentation strategies can be roughly divided into two 
categories: a single contrast, or gray scale, segmentation where a single 2D or 3D image 
is used and multi-spectral image segmentation where multiple images with different gray 
scale contrast are available [28]. The most common approach for multi-spectral 
segmentation is pattern recognition [28, 83]. These techniques generally appear to be 
successful particularly for brain images, but much work remains in the area of validation. 
Figure 4.5 gives general categorizations of segmentation algorithms. 
 66
 
Figure 4.5: Classification of segmentation algorithms. 
 The difference between supervised and unsupervised methods is important due to 
the need for reproducible measurements.  Supervised methods require operator input for 
segmentation.  This can be done by selecting training pixels or training regions on the 
images.  Unsupervised methods are automatic, in the sense that operator intervention may 
be necessary to complete the process but the result should be operator independent. 
 Though automated image segmentation is an active research area and holds 
potential, most of the segmentation algorithms are application specific and usually are 
tuned to one type of data set, for example MRI images with particular set of parameters.  
If we change those parameters (say instead of T1 weighted images use T2 weighted 
images) then it is very unlikely that same segmentation algorithm will work successfully.  
Segmentation algorithms can successfully delineate bigger structures like brain from 
cranium or structures that have significantly different properties from rest of the brain, 
like lesions from the rest of brain [29], but fail to differentiate smaller area like thalamus, 
hypothalamus, amygdala etc.  
Image Segmentation
Single Contrast Multi-spectral
Edge detection
Boundary tracing
Thresholding
Seed Growing
SupervisedUnsupervised
Pattern Recognition
Parametric Non-ParametricArtificial Neural Network
 67
 In this work we delineate different anatomical areas by superimposing the image 
onto Atlas and then extracting the segmented boundaries.  This required the development 
of a completely segmented 3D Rat Brain Atlas.  A caveat to this approach is that it 
assumes the subject rat brain is normal.  If a subject brain has a tumor or other malady the 
alignment with an atlas will be in error.  However, for most fMRI investigations, this 
assumption is valid.  
4.4.1 Mapping MRI image 
 A common practice for functional Magnetic Resonance Imaging (fMRI) is to 
collect an anatomy volume image at an in-plane resolution of 256x256 with N slices 
through the brain.  Subsequently, temporal sequences are collected at significantly lower 
in-plane resolutions, say 64x64 while retaining the same N slices through the brain.  The 
reduced in-plane resolution allows a more rapid cycle frequency, a factor of 8 in this 
example.  This compromise of spatial resolution is balanced by the enhanced transient 
data associated with the control and stimulation time dynamics of the fMRI study.  
 During the fMRI analysis each functional pixel deemed statistically significant is 
summed into the specific brain region based on the atlas registration. Consequently, it is 
imperative to reliably classify these voxels with the appropriate regions of the brain. Each 
subject [S] voxel is mapped to a specific location within the atlas [A]. The matrices 
( )[ ] jatlastoSubjectT −−  that transformed the subject’s anatomy to the atlas space were used to 
embed each slice within the atlas. 
[ ] [ ] [ ]STA AtlastoSubject −−=  
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Since atlas resolution [512*512*300] is much higher than subject resolution [64*64*12] 
results in multiple atlas voxels occupying a single subject voxel. Now the subject voxel is 
classified based on centroid atlas voxel information or anatomical area.  
 
         
 
Figure 4.6:  Show fMRI data registered to a segmented rat atlas. A magnified 2x2 pixel region of the 
fMRI data shows that the problem is one of classifying each fMRI voxel with that material from the 
higher resolution dataset that best approximates the voxel space. 
4.4.2 Integrated volume approach [30] 
 Classifying voxel solely on its centroid location within the atlas can be 
misleading. As shown in figure 4.6 (b), quadrant 1, 2 (column, row) may get classified as 
LHA though it contributes very small area of voxel as compared to CEA and MEA.  The 
algorithm was improved upon by classifying the functional pixel based on the integrated 
volume of the atlas space voxels occupying the single functional voxel space. In this 
approach, we march through all atlas voxels within each subject voxel and assign to that 
subject voxel, the atlas material that occurs with the greatest frequency within the 
functional voxel. This process is repeated for all subject voxels. 
(a) 
1
2
1 2
(b)
MEA
LHA
CEA
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 The algorithm was implemented and a typical mapped slice obtained from a 
512*512*73 resolution rat atlas [14] and a 64*64*12 type functional MR dataset with the 
cerebrum and the amygdaloid complex as Regions Of Interest (ROI) are shown in 
Figures 4.7. For this dataset more than 700 functional pixels would have changed their 
classification between the centroid and majority volume strategies. 
 
 
     
  (a)                                        (b)                                       (c) 
 
Figure 4.7: a) Subject voxels classified based on atlas material located at the centroid of MRI subject 
voxel.  b) Improved algorithm based on material with greatest frequency of occurrence within 
subject voxel. c) XOR operation on Figures a and b to contrast the two methods. Note that a 
significant number of pixels have been reclassified. 
4.5 Statistical Analysis of BOLD data 
 The statistical analysis of BOLD data is a critical part of brain mapping using 
fMRI. Many creative statistical methods have been proposed and there has been 
considerable debate about which is the “correct” approach. Given the flexibility of fMRI 
and the range of experiments that is possible, it seems likely that numerous statistical 
approaches can be applied to yield useful data. Although it is possible to devise many 
different techniques for detecting activation, if these techniques are to be used in practice 
it is necessary to know how much confidence can be placed in the results. That is to say, 
what is the probability that a purely random response could be falsely labeled as 
activation? This requires an understanding of the statistics behind the technique used. The 
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goal of this section is to highlight some of the important statistical analysis enhancements 
developed in this work.[33, 34] 
4.5.1 Understanding fMRI data 
fMRI is four dimensional data set; three spatial dimensions and time.     
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Figure 4.8: a) three dimensional MR image slices. b) bottom image is single slice collected at different 
time points and top image is plot of intensity of one voxel in time. 
 
 Figure 4.8 (a) shows multiple slices through rat brain in axial direction also called 
as three dimensional (3D) data or 3D volume. If we collect such multiple 3D volumes at 
specific time interval then we have four dimensional (4D) data. If we consider one voxel 
of this 4D data and march in time then we can plot time history of that voxel as shown in 
Figure 4.8 (b).  Analysis of functional MRI data implies analysis of this time series. The 
test of activation can differ based on design paradigm of an experiment. A single epoch 
related design can be tested by student’s t-test where as multiple epoch or repetitive event 
design can be tested by various regression analyses. 
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4.5.2 fMRI experimental Design  
fMRI experiment design can be defined as guideline of controlling the timing and quality 
of presented stimuli to influence resulting brain processes. The goal of experimental 
design is  
• To maximize the ability to test hypothesis. 
• If possible to facilitate generation of new hypothesis. 
 
Based on timing of presented stimuli the BOLD experiment design can be categorized in 
to two types. 
• Block design. 
• Event related design. 
4.5.2.1 Block Design 
 Block design segregates different cognitive processes into distinct time periods. 
Many of the first proof-of-concept fMRI experiments were block designs with two 
conditions. In a block design, each condition is presented continuously for a period of 
few seconds (usually 6 to 20 seconds). In the earliest fMRI studies (Kwong at el [8], and 
Ogawa at el [9]), one common paradigm was to alternate between 60 second blocks of a 
flickering visual stimulus, and blocks without stimulation. In addition to comparing "on" 
versus "off" conditions, block designs have been used to look at differences between 
more similar conditions as well. Kanwisher at el. [31, 32]) has used block paradigms 
where the subject is presented with blocks of pictures of faces and blocks of pictures of 
houses to probe high-level features of the visual system. 
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Figure 4.9 Typical types of block designs. 
 These block designs tend to be quite powerful for assessing BOLD signal 
magnitude differences between conditions.  The length of the blocks of stimulation 
allows for the hemodynamic response function (HRF) to reach maximal values, while the 
inter-stimulus intervals are long enough for the HRF to return completely to baseline 
during non-stimulation.  The downside of block designs is that they are not powerful at 
estimating the shape of the hemodynamic response (aside from its magnitude). 
Block design is useful when testing for visual, tactile, and electrical type of stimulus 
where stimulation can be turned on and off frequently.  But it is not as useful with many 
experimental paradigms having special requirements, such as odor stimulus, IV drug 
administration [33, 34] or some complex stimulus used to study emotions. In these 
experiments event related design serves the purpose. 
4.5.2.2 Event Related design (single epoch)  
 The traditional block design that has multiple epochs of stimulation yields strong 
statistical power, yet it is susceptible to subjective psychophysical/psychological 
variability arising from sensitization, habituation, interstimulus interaction, and 
Task A Task B Task A Task B Task A Task B Task A Task B 
Task A Task B REST REST Task A Task B REST REST 
(b)
(c)
Task A REST REST Task A REST REST Task A Task A 
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predictability due to repeating cycles of stimulus presentation [84].  Event-related fMRI 
designs can minimize some of these factors, especially those due to predictability.  In 
other words for block design we assume that the BOLD effect remains constant across 
the epoch of interest, but the BOLD response is much more transient and more 
importantly may vary according brain regions and stimulus duration and may be stimulus 
type.  The typical event related design has one control period followed by stimulation 
period. Figure 4.10 shows block diagram of single epoch event related design paradigm. 
+ 
Figure 4.10: Block diagram of single epoch event related design paradigm. 
4.5.3 Data Analysis 
 The magnetic resonance signal changes during activation due to BOLD effect are 
quite small.  For rats about 400µm voxel size BOLD signal change is about 1% to 4%. 
With fast spin echo sequence, the intrinsic signal to noise ratio is in the range of 40 to 60; 
but this is still not large enough to reliably detect 1% signal change in a voxel from a 
single image in a stimulus state and single image in control state.  For this reason a large 
number of images are required to allow sufficient averaging to detect the small signal 
changes.  In general we want to be able to detect activation that are not apparent to the 
eye but that are nevertheless statistically significant.  
Time
Start of acquisition
Introduction of stimulus
End of scan
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4.5.3.1 Subtraction technique 
 The most obvious processing strategy to identify activated voxels would be 
simply subtracting the averages of all images made during the control task from the 
averages of all the images made during the stimulus task.  If the signal variations due to 
the noise are random with the normal distribution and independent of each time point, 
this averaging will improve the SNR and should provide a map of activated areas.  
However this naive approach to data processing does not work well and in practice the 
data processing can become quite bit more involved. 
 The first problem with simple averaging is that the standard deviation of the noise 
is different in different voxels so that noise is not uniform across the image plane.  The 
noise that adds into a signal at a particular voxel has two sources: random thermal noise 
and physiological fluctuations.  The random thermal noise arises primarily from stray 
currents in the body that induce random signals in the receiver coil.  This thermal noise is 
spread through the raw acquired data, and when the image is reconstructed, the noise is 
spread throughout the voxels of the image.  The result is that this thermal noise can be 
accurately described as uniform random Gaussian noise, with the noise in each voxel 
having the same standard deviation and independent of the noise in other voxels.  If this 
thermal noise was only source of fluctuation in the MR signal, the noise would have no 
spatial structure.  But, in fact, the variance of signal over time measured exhibits 
temporal and spatial structure [35, 36, 37].  
 The additional variation of MR signal in vivo is attributed to physiological 
fluctuations, which include several effects.  Cardiac pulsation creates a pressure wave 
that strongly affects the signal of flowing blood, but it also creates pulsations CSF and in 
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the brain parenchyma.  Although these motions are small they nevertheless can produce 
signal fluctuations. 
 Another physiological fluctuation is due to respiration.  Rats, unlike humans, have 
very high heart rates (300 /min) and respiration rates (80 /min).  FSE imaging technique 
usually collects one transient volume set consisting of 64X64X12 pixels over the course 
of 6 seconds.  This single collection period has about 30 heart beats and 8 respiration 
cycles that can cause signal variations.  There are also true low frequency variations that 
could result from drifts due to scanner hardware and that may include additional 
physiological pulsations. ([36] PP :447) 
4.5.3.2 Student’s t-test  
 This analysis technique is used for event related design. One of the standard 
statistical parameters used to quantify the quality of measured activation is the t-statistic.  
The signal measured from particular voxel is treated as samples of two populations, 
control and stimulus, and we want to know whether stimulus made a difference?  Our 
first thought is to ask how many standard deviations one sample mean is from the other. 
This number does relate to the strength or importance of a difference of means.  
However, by itself, it says nothing about whether the difference is statistically significant. 
 A quantity that measures the significance of a difference of means is not the 
number of standard deviations that they are apart, but the number of so called standard 
errors that they are apart. The standard error of a set of values measures the accuracy with 
which the sample mean estimates the true (population) mean. Typically the standard error 
is equal to the samples standard deviation divided by the square root of the number points 
in the sample. 
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 When two distributions have thought to have same variance but possibly different 
means then a students t-test is computed as follows: First estimate the standard error of 
the difference of means, sD , from the pooled variance by the formula [85] 
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Where each sum is over the point in one sample, the first or second , each mean like wise 
refers to one sample or the other and NA and NB  are the number of points in the first and 
second samples, respectively. Second compute t by 
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Third evaluate the significance of this value of t for Student’s distribution with (NA+NB-
2) degrees of freedom.  )( vtA  is the probability ,for v  degrees of freedom that a certain 
statistic is smaller than the observed value.  Two means are significantly different if  
99.0)( >vtA . In other words, 1- )( vtA  is the significance level at which the hypothesis 
that the means are equal is disproved. 
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The significance is between zero and one and is the probability that t  could be as large or 
larger just by chance, for distribution with equal means.  Therefore a small numerical 
value (α = 0.05 or 0.01) of the significance means that the observed difference is very 
significant.   
 As describes earlier due to noise the variance in control and stimulus period may 
not be the same hence a more conservative approach uses a heteroscedastic variance t-
test. 
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This statistics is distributed approximately at student’s t with the number of degrees of 
freedom equal to 
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4.5.3.3 Correlation technique 
 This data analysis technique is use for block design. Since the BOLD response is 
mediated by blood flow, it is possible to improve the detection of activations by 
predicting the shape of the response to the stimulus, and calculating correlation 
coefficients between each pixel time course and this reference waveform.[96, 97] This 
analysis is less sensitive to other physiological changes during the experiment, and to 
movement. For a time course X, and a reference waveform Y, the correlation coefficient 
is calculated as  
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and has a value of 1 for perfect correlation, a value of zero for no correlation, and a value 
of -1 for perfect anti-correlation.  
 The choice of an appropriate reference waveform is vital for the success of this 
technique in finding activations.  The first approximation might be a square wave, which 
is high for scans acquired during the task, and low for scans acquired during rest (Figure 
4.11 (a)).  Such a waveform however takes no account of the delay and smoothness of the 
hemodynamic response which regulates the BOLD contrast. An improvement to this 
would be to change the phase of the square wave (Figure 4.11 (b)), with a time delay 
appropriate for the species being tested, perhaps a delay between 3 and 6 seconds for 
humans.[92, 93, 94]  
 To improve the reference waveform further, it is necessary to look more closely at 
the actual hemodynamic response. Say, figure 4.11(c) is the actual time series from single 
voxel or ROI and correlation coefficients are calculated between these waveform and that 
of every other pixel in the image. Such an analysis detects only those regions in the brain 
which respond to the stimulus [96, 97]. The major disadvantage of this technique is that it 
is particularly sensitive to motion artifact, since if such artifact is present in the reference 
waveform then the movement of other regions will be highly correlated. The reference 
waveform is then made up of a repetition of these single cycle average responses (Figure 
4.11(d)).  
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Figure 4.11: Various reference functions that can be used to correlate with a pixel time course to 
detect activations. [97] 
 To be more general in predicting the hemodynamic response, so that a reference 
waveform can be constructed for any length of stimulus, it is necessary to know the 
response to a single stimulus. Friston [37] suggested that a hemodynamic response 
function could be considered as a point spread function, which smoothes and shifts the 
input function. By deconvolving the response from a known area of activation with the 
stimulus function, the hemodynamic response function can be obtained. The 
hemodynamic response function is not completely uniform across the entire brain 
however, and the shape obtained from one region may not be optimum for another. As an 
alternative, the response can be modeled by a mathematical function, such as a beta 
function.[97]  
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 Since in general each slice of the volume imaged is not acquired at the same 
instant, it is necessary to accommodate timing differences in the correlation with the 
reference waveform. In order to do this, the relative magnitude of the activation at the 
time each slice was acquired is predicted, by convolving the input stimulus with a 
Poisson function. Then from this series, the correlation coefficients can be calculated on a 
slice by slice basis, constructing the reference waveform from the appropriate points in 
the predicted time series.  
4.5.3.4 General Linear Model [99] 
 This technique is used for block design or box car design.[86, 87, 88 89, 90, 91] 
The aim of the general linear model is to explain the variation of the time course 
y1...yi...yn, in terms of a linear combination of explanatory variables and an error term. 
For a simple model with only one explanatory variable x1...xi...xn, the general linear 
model can be written  
iii ebxy +=           (4.32)  
where b is the scaling, or slope parameter, and ei is the error term. If the model includes 
more variables it is convenient to write the general linear model in matrix form 
εβ += XY           (4.33) 
where now Y is the vector of observed pixel values, β is the vector of parameters and ε  
is the vector of error terms. The matrix X is known as the design matrix. It has one row 
for every time point in the original data, and one column for every explanatory variable in 
the model. In analyzing an fMRI experiment, the columns of X contain vectors 
corresponding to the 'on' and 'off' elements of the stimulus presented. By finding the 
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magnitude of the parameter in β corresponding to these vectors, the presence or absence 
of activation can be detected.  
β can be determined by solving the 'normal equations' 
 ( )βˆXXYX TT =          (4.34) 
where βˆ is the best linear estimate of β . Provided that )( XX T  is invertible then βˆ  is 
given by  
( ) YXXX TT 1ˆ −=β          (4.35) 
Such parameter estimates are normally distributed, and since the error term can be 
determined, statistical inference can be made as to whether the β  parameter 
corresponding to the model of an activation response is significantly different from the 
null hypothesis. 
 The general linear model provides a framework for most kinds of modeling of the 
data, and can eliminate effects that may confound the analysis, such as drift or 
respiration, provided that they can be modeled. For example, a contrast agent introduced 
in the blood in fMRI experiment enhances signal to noise ratio. The kidneys filter the 
contrast agent out causing a loss of signal, over time. This situation can be modeled by 
introducing a linear or cubic term in GLM. 
4.6 Multiple Comparison 
The statistical tests discussed in section 4.5.3, to identify active voxels, are voxelwise 
hypothesis tests.  At each voxel test statistics are computed from the data, usually related 
to null hypothesis of no difference between specified experimental conditions (control 
and stimulation period).  The voxels which exceed the test statistics threshold are 
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classified as active. When one uses multiple tests or multiple comparison, as usually is 
the case with fMRI data, the probability that there will be false positive (or/and false 
negative) among all the tests become very evident. For example in a typical rat brain data 
set ( )126464 ××  approximately 4000 voxels represent brain area. At %95  confidence 
level ( )05.0=α  approximately 200 voxels will be classified as active voxels just by 
chance. Thus %5  error rate leads to a large number of false positives in absolute terms, 
especially relative to the typical number of true positives. 
4.6.1 Bonferroni correction 
 There are a variety of methods available for controlling the false positives when 
performing multiple tests. Among the methods the most commonly used for multiple 
comparison is the Bonferroni correction. If there are k  tests being performed, the 
Bonferroni correction replaces the nominal significance level α with the ( )kα  for each 
test. So in the above example for 4000 voxels the significance level would be 
( )0425.1400005.0 −== Ekα . 
This is a very conservative condition and in practice the Bonferroni correction has 
tendency to wipe out both false and true positives when applied to entire fMRI data set. 
 To get useful results it is necessary to use more complicated method or to reduce 
number of tests considered simultaneously. For instance one could identify regions of 
interest (ROI) and apply the correction separately within each region. But as ROI size 
changes the result would change and analysis would loose its consistency.  
4.6.2 False discovery rate  
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 In typical functional magnetic resonance imaging data analysis a voxel is declared 
active if corresponding test statistics is sufficiently extreme with respect to statistics 
distribution under the null hypothesis.  Let V  denote the total number of voxels being 
tested in analysis. Each voxel can be classified into one of four types, depending on 
whether or not voxel is truly active and whether or not it is declared active as shown in 
Table 4.1. 
 Declared active Declared inactive  
Truly active aaV  aiV  aT  
Truly inactive iaV  iiV  iT  
 aD  iD  V  
 
Table 4.1 Classification of voxels in V simultaneous tests. 
In above table iaV denotes the number of false positive and iaaaa VVD += denotes number 
of voxels declared active. In any data analysis we only observe aD , iD  and V ; the 
remaining counts are unknown. The FDR is given by ratio 
a
ia
aaia
ia
D
V
VV
VFDR =+= ;        (4.36) 
that is proportion of  declared active voxels which are false positive. If none of the test is 
rejected the FDR is defined to be 0. 
 A procedure controlling the FDR specifies a rate q  between 0 and 1 and ensures 
that “on average” the FDR is no bigger than q.  This works even though iaV , the number 
of false positives, is unknown.[38] The phrase “on average” here is important to the 
interpretation of the procedure.  The guarantee is that if one were to replicate the 
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experiment many times, then the average FDR over those replications would be no bigger 
than q. For any particular data analysis, the actual FDR might be larger than q. 
  The FDR-controlling techniques introduced by Benjamini and Hochberg (1995) 
[39] are easily implemented, even for very large data sets. These procedures guarantee 
control of the FDR in the sense that 
qq
V
TFDRE i ≤≤)( ,         (4.37) 
Where E denotes expected value and where the first inequality is an equality when the P  
values are obtained from a continuous distribution. The unknown factor V
Ti , the 
proportion of truly inactive voxels, shows that the procedure somewhat over controls the 
expected FDR. In analyses of the entire data set, this factor will in practice be very close 
to 1 and can reasonably be ignored [38, 95].  
 For the V voxels being tested, the general procedure is as follows: 
1. Select a desired FDR bound q between 0 and 1. This is the maximum FDR that 
the researcher is willing to tolerate on average. 
2. Order the P values from smallest to largest: )()3()2()1( ..... vPPPP ≤≤≤  
 Let be the voxel corresponding to P value P(i). 
3. Let r  be the largest i for which 
 ( )Vc
q
V
iPi ≤)( ,         (4.38)  
 where ( )Vc is a predetermined constant described below. 
4. Declare the voxels )()( ,......, ri VV active, or in other words, threshold the image of 
test statistics at the value corresponding to the P value )(rP . 
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The choice of the constant ( )Vc depends on assumptions about the joint distribution of the 
P values across voxels. In fMRI analysis of Rat brain ( )Vc  was set to unity which is 
appropriate for data containing Gaussian noise [38, 39, 95].  
 To implement the procedure, one must choose a value for the parameter q , but 
one strength of the method is that this is not an arbitrary choice. From equation 4.38, q  
has a meaningful and rigorous interpretation that can be relied on in selecting its value 
and that makes it comparable across studies. While it is common to set q to conventional 
levels for significance testing (e.g., 0.01–0.05), this is by no means required. For 
instance, values of q in the range of 0.10–0.20 are reasonable in many problems [38]. In 
MIVA fMRI module q value is set to 0.05. 
 Another advantage of this method is that it is adaptive, in the sense that the 
chosen thresholds are automatically adjusted to the strength of the signal. The researcher 
chooses a tolerable rate of false discoveries, and the specific thresholds are determined 
from the data. This solves the threshold selection problem automatically, even for 
multiple subjects: there is no need to find an arbitrary and ad hoc threshold that works for 
all subjects simultaneously or to use a complicated method of targeting the threshold to 
each subject. 
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5:  fMRI Module in MIVA 
 
 Medical Image Visualization and Analysis (MIVA) software was developed by 
the Visualization and Data analysis lab at Center for Comparative Neuroimaging (CCNI), 
WPI [105]. As a part of this work the functional MRI (fMRI) data analysis suite was 
developed as one of the application modules in MIVA. fMRI module provides an 
intuitive graphical interface to analyze functional images. The module also provides an 
interface for preprocessing of images and post processing of results. 
 There are many commercial and freeware software packages available for MRI 
and fMRI data analysis, including SPM [101], AFNI[102], Brain Voyager[103], 
Stimulate [104]  etc.  All these software follow the same philosophy; one subject, one 
analysis.  The MIVA fMRI module was designed to visualize synchronized changes in 
neuronal activity across multiple subjects and brain areas as functional neuro-anatomical 
circuits.  The advancement of fMRI Module over other software can be summarized in 
following points. 
1. A self-contained Rat Brain Atlas and ability to incorporate other atlases in the 
system. 
2. Fast reliable registration algorithms. 
3. Atlas based mapping mechanism. 
4. Ability to handle multiple subjects simultaneously and provide composite 
response maps. 
5. Ability to provide 3D surface model of response maps for visualization. 
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 Complete fMRI is a complicated and iterative 
analysis. This module walks one through the steps in 
sequence.  These steps are not convoluted.  This work 
presents multiple paths to obtain the final result. The 
fMRI module is divided into four components listed 
below. One can open fMRI module via “Application 
→  fMRI” in menu bar. 
1. Project 
2. Registration 
3. Segmentation 
4. Analysis 
 
 
Figure 5.1: fMRI Module: Project 
5.1 Project 
 The first tab in fMRI module is “Project”, that recalls or creates a project.  This 
project module creates a folder named by the user. Within this folder the system 
maintains a ‘status’ file with the same name as the user specified Project Folder name 
with “.prj” extension.  Several subfolders are created that are associated with each tab 
within the fMRI module.  Data and results are stored within the project folder and sub-
folders.  This module can be recalled and alternate or additional analyses can be 
performed. Figure 5.1 shows “Project” tab in fMRI Module.   
 
 88
 Once the project is created the user must load Rat Atlas and anatomy images in 
that sequence.  The rat atlas can be found in Atlas folder in MIVA core (default) 
directory.  It is assumed that for all rats the anatomy images are precisely aligned to 
functional images.  User must check alignment of functional and anatomy images prior to 
starting the project. If the anatomy image is not aligned to the functional image it must be 
aligned and resliced in functional space using reslice tab.  The reslice operation is 
explained later in this chapter.  Though the system is designed for any segmented image 
to be used as an atlas; fMRI module in this work is implemented and optimized for Rat 
Brain atlas. 
5.2 Registration   
  MIVA offers several modes of registration: Manual, semiautomatic (4-point and 
N-point registration) and Automatic (AIR,).  The goal of the registration process in fMRI 
analysis is to register all subjects to the atlas.  As described in chapter 3 an atlas is a 
segmented image with pixel values ranging from 1 to 1277.  At any location in the atlas 
the pixel value represents the anatomical area of rat brain.  All the anatomical areas are 
listed alphabetically in Excel file based on their abbreviation in Swanson atlas [12].  
There is no correlation between MRI anatomy pixel intensities and atlas pixel intensities.  
Consequently, all subjects are aligned to one standard subject taking advantage of intra-
modality registration techniques.  Then the single standard subject is registered to the 
atlas using fiducial registration techniques.  Finally, the transformation matrices are 
combined to align all subjects to the atlas.  That is: 
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• Intra Registration: One of the subjects was selected as ‘standard volume’. All 
other subjects are aligned to this standard subject using manual or an automated 
registration.   
• Inter Registration: The standard subject is then aligned to ‘the atlas’ using manual 
or semiautomatic (4-point or N-Point registration) registration.  
• Merge: Finally, all subjects are aligned to the Atlas based on the concatenated 
transformations that aligned each subject to a standard subject and the alignment 
of the standard subject to the atlas : Merge registration.  
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5.2.1 Intra Modality Registration 
 
Figure 5.2: fMRI module: Intra-R registration Panel 
 As described in section 4.3.1 this component of the fMRI module deals with 
aligning all subjects to one subject.  Select the ‘Register’ tab within the fMRI module.  
Press ‘Intra-R’ button (by default this button is pressed down when user first enters the 
‘Register’ tab). There are two strategies for automatic intra-modality registration, 1) AIR 
(Automated Image Registration [19,20,21]) and 2) CCNI mutual information. 
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1) AIR : This strategy uses the AIR registration with several of the parameter 
options pre-selected. The code reads the Standard Volume set and defaults the 
Threshold to 8% of the data range.  This value can be changed.  Pixels with 
intensities below the threshold value are not used in the alignment process.  The 
convergence (10-6) and iteration count (2500) are our recommended values. 
2) CCNI Mutual Information : This strategy aligns the subject to the reference 
image by maximizing the amount of mutual information. It essentially deforms 
the subject image based on the transformation constraints to minimize the 
intensity differences of the two images. 
 For both intra-modality registration strategies, select one subject as the ‘Standard 
Volume’.  All other images, in MIVA’s memory are automatically loaded in the ‘Subject 
volume(s) to align:’ window.  Any image not to be aligned can be removed.  Highlight 
the undesired image and select ‘Remove’.  The user can select two alignment strategies: 
‘Rigid-6D0F’ or ‘Affine-9D0F’.  The ‘Rigid-6D0F’ alignment rotates and translates the 
Subject Volumes to fit the Standard volume.  However, it does not scale the image set.  
The ‘Affine-9D0F’ alignment also allows scaling in the 3 coordinates independently.  An 
output file is specified to store all the transformations.  The file extension ‘.fmr’ is 
automatically appended to the filename if an extension is absent.  Similarly, a second file 
with the extension ‘.cni’ is created.  The program uses the ‘.fmr’ file information for 
internal use.  The ‘.cni’ file allows the user to resume the process at the same state. 
 The ‘Align’ button performs the registration.  The subject volumes are distorted to 
fit the Standard volume.  A [ ]jT  matrix is created for each subject.  Typical alignment 
time ranges are (1-5) minutes per subject for AIR and (7-8) minutes for CCNI mutual 
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information.  These alignments are applied to the image volumes immediately.  However, 
the user-specified output file will not be created until the ‘Save’ button is pressed.  Prior 
to activating the ‘Save’ option, the user should inspect the quality of the alignments for 
each subject.  Each subject volume ‘registration’ matrix was modified to fit the standard.  
The standard volume retains its ‘identity’ matrix.  Under ‘Applications ? Registration’ 
the user can select ‘Active Matrix’ and view its 4x4 values.  The user can select ‘Tools ? 
Slice Control’ and specify the background image to be the Standard volume and one of 
the Subject volumes as the foreground image.  A variety of viewing tools exist to toggle 
the images, superimpose them, and alter the opacity of them.  These can be used to verify 
the quality of the registration. 
 If the registration(s) are not acceptable, 3 general choices exist in order of 
preference: a) manually adjust the results, b) use the inter-registration alternative, or c) 
crop the images and redo Intra-Registration.  Once the subject volumes are aligned 
satisfactorily to the standard volume the user specifies the output .fmr file name and 
selects the ‘Save’ button.  This preserves the current status of the system and allows a 
clean restart of the project if desired, via the CNI file created. 
 AIR and CCNI mutual information are not the only two strategies for intra-
modality registration. One can also register the data sets manually by going to 
‘Applications ? Registration’ or by any other mode. For the fMRI module to work 
smoothly, one still needs to create (Save) the final aligned image volumes.  In this mode 
the ‘Align’ button is never used.  The image volumes are still loaded in the ‘Subject(s) to 
align’ window and a reference image is specified in the ‘Standard Volume’ tab.  Any 
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image volume not aligned yet can be aligned using tools other than the AIR option.  The 
‘Save’ button creates the necessary infrastructure to continue the fMRI module. 
5.2.2 Inter-Modality Registration 
 One of the primary registrations is to align a subject to an atlas.  This form of 
registration is inter-modality or fiducial registration since the subject volume is intensity 
based (grayscale) whereas the atlas is a segmented (or color-coded) image set.  
 We recommend as a 1st attempt the 4-point alignment.  This strategy can be 
incredibly fast.  The down side is that it requires closely matched points and spatial 
separation of the points.  The ideal 4 points form an equilateral tetrahedron on one subject 
(the Standard subject) which will be mapped to the other volume image’s (the Atlas) 
equilateral tetrahedron.  We recommend creating a triangle on one slice (the base of the 
tetrahedron) and a single center point on a distant slice (the tip of the tetrahedron) in the 
next section. 
5.2.2.1 4-Point Fiducial Registration 
 At this stage of analysis user already has an atlas and anatomy images in the 
system, since user has already finished ‘Intra-R’ part of registration he has selected one 
of the images as standard volume. This standard volume is now automatically selected as 
subject volume and Rat Atlas is selected as reference volume in Inter-R registration 
(Figure 5.5). If the subject volume in Inter-R is not same as Standard volume in Intra-R 
then system will complain and would not allow registration. 
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Figure 5.3: How to choose two panel view port and display atlas and standard image side by side.   
 Set the GUI view to be a 2 panel view and select one image set for each window 
as shown in figure 5.3.  This setting provides ‘side-by-side’ image comparisons.  One 
might need to adjust the orientation, such as axial view for each viewing pane.  Under 
‘Tools?Slice Control’ move the slide bar of each image set until the same distinct 
regions of the brain can be identified in each volume set.  Preferably, select a slice 
towards one end of the brain.  Ideally, we want to have 3 locations identified on this slice.   
     
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4: Markers created on Atlas image as well as on anatomy image.  
 Markers need to be created in both image sets.  Select ‘Tools’ ? ‘Marker’.  Type 
in a new label for a group (eg. ‘standard’) and ‘Add’ this group.  Select the ‘Create’ 
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button and identify the 3 locations on the ‘Standard’ image set.  The 3 target points are 
M0, M1, and M2, as shown in the Figure 5.4.  The user must simultaneously hold down 
the ‘ctrl’ key and perform a left-mouse click to create each location.  The ‘Markers’ do 
NOT show up on the 2D image.  They are 3D geometries and their locations and labels 
are in the 3D window only.  One can select a 2x2 view and turn on the visibility of the 
2D slice in the 3D window to see the location of the 3 points relative to the image.  
Repeat this process for the Rat Atlas.  Be sure to create a new label (eg. Atlas) and ‘Add’ 
the group, then create markers at the same 3 locations in the same sequence on the Atlas; 
M4, M5, and M6, as shown in the Figure 5.4. If the sequence was not correct, one can 
move the point locations up and down in the ‘Marker’ application pallet.  Ideally, one 
wants the 3 points on the plane to form an equilateral triangle that spans the 2D image 
slice.  However, well identified and matched landmarks on the two image set slices are 
critical.  A 4th point NOT in the same plane needs to be identified for both image sets.  
The 4th point is distant from this slice.   
 Two Marker sets have been created.  Now to align the two image volumes based 
on these 4 paired points.  Select ‘Inter-R’ tab within the fMRI application module.  The 
graphics at the top of the panel indicate that the ‘Subject’ selection will be transformed to 
fit the ‘Reference’ space.  There are two buttons in the ‘Reference Information’ area.  
Under the ‘Background Image’ and ‘Overlaid Marker Set’ columns, the user enters the 
Atlas and Standard Subject information.  The third window displays the ‘Number of 
Points’ in the selected Marker set.  A similar selection menu exists for the ‘Subject 
Information’ area.    If more than 4 points exists in the Marker sets, the user can specify 
from 4 to N points for the transformation determination.  For this example only 4 points 
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(the minimum) exist.  Select ‘Get_T_Matrix’ button to determine the transformation 
matrix.  The resultant 4x4 T matrix is displayed in the adjacent window.  To verify that 
the transformation was sufficiently accurate, one needs to apply the matrix to the 
‘Reference Image’ set.  Select ‘Apply New Matrix’ and then sweep through the slices to 
check alignment.  The effects of the transform are immediately apparent if the images are 
visible in the display windows.  ‘Undo’ will revert to the previous matrix if selected.  The 
marker points still exist. If the transformation is acceptable, the user supplies a name for 
this T matrix and selects ‘Save’.  The default name concatenates the two selected volume 
labels with direction in the current folder, i.e. “Reference_To_Subject” (or Atlas-
To_Subject for our example). 
 
Figure 5.5:  fMRI Module: Inter Registration Palate 
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5.2.2.2 N Point Fiducial Registration 
 If the 4-Point Inter-Registration results were less than desirable, one can perform 
‘Manual’ registration to tweak the alignment.  This tweak is usually performed within a 
few minutes.  Alternately, one can use more points in the alignment process.  The ‘Inter-
Registration’ module displays the number of markers in each selected data set.  Adjacent 
to the ‘Get_T_Matrix’ is a user-selectable marker-count entry.  It defaults to the lower of 
the two selected marker counts.  The user can enter any value between 4 and the default 
displayed, which has a ceiling at 10 markers.  Adding more fiducial points can enhance 
the registration.  The code performs a least-squared error analysis on all the paired points; 
complete mathematical derivation of  this is described in section 4.2.2 .  The downside is 
that it takes time to create and match locations on each image. The alignment algorithm is 
incredibly fast and does not create any bottleneck in the fMRI analysis process.  From a 
user viewpoint there is no difference between the 4-point and N-point other then the 
number of points.  However, the 4-point is a closed analytical solution as shown in 
Equation 4.8.  The N-point registration minimizes the error of the point sets according to 
a least square minimization algorithm as shown in Equation 4.13. 
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5.2.3 Merge-Registration 
 
Figure 5.6: fMRI Module: Merge-R Palate   
 In ‘Intra-R’ all Subjects (2 to N) were aligned to fit Standard.  In ‘Inter-R’ the 
standard was registered to fit the Atlas.  Merge-Registration eliminates ‘Standard’ as the 
intermediary. The user recalls the file name saved within the Inter-R tab for the first 
Browse button.  The program goes directly to that location by default.  Similarly, the 
Intra-R saved file is recalled for the second Browse button.  A new file is created that 
provides alignment of all subjects (that is Subject 1 through N) to the Atlas. The subject 
to atlas matrix is calculated as shown in equation 5.1. 
[ ] [ ] [ ]
jjAtlastoSubject
TTT standardtoSubjectAtlastoStandard −−−−−− =      (5.1) 
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5.3 Segmentation 
 A 3D atlas of the rat brain was created with a ‘windows explorer’ style tree 
browser.  The tree browser allows one to select major (about 12) and/or minor (about 12 
within each major region) anatomical regions interactively.  Extensive work has also 
developed several functional 3D sub-volumes within the rat brain.  Figure 5.7 displays 
this tree browser interface.  The various ROIs are selected via the check boxes adjacent to 
the major or minor label. The entire shell of the rat brain is always selected to give 
relative position of anatomical areas with respect to whole brain.  Once the desired 
Regions (or Volumes) of Interest have been selected and viewed (by pressing view 
button) for confirmation, the user saves the selections as *.roi file. If extension is not 
given then program appends ‘.roi’ as an extension to filename. These regions or volumes 
of interest will be identified on each subject.  The user needs to close the Tree-Browser 
and enter or select the file just saved from the tree browser.  This allows user to create 
multiple roi files and use suitable one at a time.  
 The user selects the ‘*.fmr’ file recently created within the Merge-R tab.  The 
‘Run’ tab color codes each anatomy image according to the VOIs identified for a fully 
segmented mask of each slice.  A series of color-coded (or segmented) files are created.  
They are stored in the same folder as the anatomy files with a ‘_map’ appended to each 
original anatomy filename. If the user is analyzing a single file that was aligned directly 
to the atlas, the ‘*.fmr’ file within the Inter-R folder can be used to create the segmented 
map file.   
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Figure 5.7: fMRI Module: Segmentation Palate. 
5.4 T-test Analysis   
 The ‘Analyze’ module, by default, opens up the ‘Load File’ part of ‘Analyze’ tab. 
The module keeps track of all the subjects registered in Intra-R and Inter-R and their 
transformation matrices. The ‘Update_File’ button loads all subject anatomy files in the 
Anatomy Files window (Figure 5.8 a)  and ‘*.map’ files, created in segmentation section, 
in ROI masked File window (Figure 5.8 b). The user must manually ‘Add’ each 
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functional file to the functional Files window so that there is a one-to-one correspondence 
between anatomy image and functional image. 
 
     
   (a)       (b)    (c) 
Figure 5.8: fRMI module: Analyze palate. 
The t-Test button displays the various test parameters that need to be specified. The user 
enters these parameters based on the design of the experiment.  
 
Figure 5.9: Design of fMRI experiment. 
Scan 
Start of Control End of Control
Start of Stimulation End of Stimulation
1 30 60 
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 Figure 5.9 shows design of experiment and possible values for first four 
parameters. The Threshold value is statistical test confidence level and default value is 
0.95 and can be changed to any value between 0 and 1. There are two other parameters 
user can set to filter noise from the signal; the percent change floor and ceiling. These 
two values are defaulted to 0.5% and 8%. 
5.5 Results 
  The analysis results are presented in two forms: as an image for visualization and 
as a comma separated value (csv) files for numerical validation. The researcher usually 
wants to know; 
• What were the responses of individual subjects? 
• Which areas of the brain were activated? 
• Did the stimulation affect different regions of the brain at different time? 
• Finally it is important to know what the composite response from N subjects was. 
 The fMRI module outputs individual and composite image file (sdt/spr format) that has 
five components.  
1) Positive Percent change for activated pixel. 
2) Negative Percent change for activated pixels. 
3) p  values for activated pixels. 
4) P values for all pixels in ROIs. 
5) Percent change values for all Pixels in ROIs.  
 The composite statistics were built using the inverse transformation matrices. 
Each composite pixel location (i.e., row, column, and slice), pre-multiplied by [Ti]-1, 
mapped it within a voxel of subject (i). A tri-linear interpolation of the subject’s voxel 
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values (percentage change) determined the statistical contribution of subject (i) to the 
composite (row, column, and slice) location. The use of [Ti]-1 ensured that the full volume 
set of the composite was populated with subject contributions. The average value from all 
subjects within the group determined the composite value. The BOLD response maps of 
the composite were somewhat broader in their spatial coverage than in an individual 
subject; so only average number of activated pixels that has highest composite percent 
change values in particular ROI was displayed in composite map. Activated composite 
pixels are calculated as follows: 
N
jROIiSubjectPixelsActivated
jROIPixlsCopositeActivated
N
i
∑
== 1
)()(
)(  
The composite percent change for the time history graphs for each region was based on 
the weighted average of each subject, as follows: 
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iChangePercentiSubjectPixelActivated
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where N is number of subjects 
 
Figure 5.10: Positive, negative activation and p value map.  
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Figure 5.10 shows positive, negative percent change and p value maps on the on the 
foreground of Rat atlas. The images were created using MIVA and collage of different 
slices is created using Photoshop™ software. 
 The time history data of activation for each ROI was written in csv file besides 
the summary of all the subjects was written in summary file. Figure 5.11 shows the time 
history data in percent change and chart for one ROI. 
 
Figure 5.11: Time history chart of ROI.   
Figure 5.12 shows the summary of all the subjects for each selected ROIs. The summary 
file  
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Figure 5.12:  The Composite data summery sheet 
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6: Mapping Olfactory System 
 
 In this work an fMRI module was developed as an analysis tool for mapping 
functional areas of the brain.  This module provided an integrated system for 
neuroscientist that facilitated registration, segmentation, and statistical analysis of 
multiple subjects in one sweep.  The self-contained atlas in this module provided a 
knowledgebase of anatomical areas of rat brain and facilitated automated mapping 
mechanism. The ability of the module to compute composite response maps and 
composite time-series provided great statistical resources for the analyses. The olfactory 
system of a rat was selected to demonstrate the effectiveness of this advanced medical 
visualization and analysis. 
 The rat olfactory system is important for reproductive [45, 46, 47]/maternal 
functions, neuroendocrine regulation, emotional responses, aggression, and the 
recognition of predators [48] and prays. Olfaction also plays critical role in food 
selection, as the perception and flavors results from the integration of olfactory and 
gustatory signals. The prepotency of olfactory stimuli in memory and control of animal 
behavior have long been recognized, yet the neural mechanism that underlie this 
phenomenon are poorly understood [6].  Investigation of these and other olfactory 
functions needs understanding of the neuronotomical and neurochemical organization of 
the olfactory system and it’s linkage to other parts of the brain. Neurochemical 
organization involves understanding mechanism of odorant binding proteins, receptors, 
Ion-Protine channels, primary/secondary chemical messengers [40, 41, 42, 43, 44] and is 
out of scope of this work. The goal of this experiment is to study neuroanatomical 
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organization of olfactory stimulus using the fMRI techniques and modules developed in 
this dissertation. Before embarking on experimental methods let us take an overview of 
anatomical areas involved in olfaction.  
6.1 Main Olfactory System 
 Air enters the rat's nostrils and flows past a patch of skin rich with smell receptors 
called the olfactory epithelium. Figure 6.1 shows section through nasal cavity of rat.  
Folded structures, the turbinates, serve to increase the surface and carry the olfactory 
epithelium.  Here are olfactory neurons, which are tipped with little hair-like cilia that 
project into a thin bath of mucus at the cell surface. Odor particles in the air, called 
odorants, bind to special receptors on the cilia of the olfactory neurons, and their binding 
triggers a neural response that shoots up to the brain. 
 
 
 
Figure 6.1:  Section through the nasal cavity of a rat. [49] 
 Olfactory receptor cells are bipolar neurons. They send a single dendrite to the 
surface of the epithelium, where it ends in a knob. The knob gives rise to several fine 
processes, the olfactory cilia. The cilia are embedded in the mucus and cover the 
epithelium with a dense meshwork. The cilia are the site of sensory transduction. At their 
basal pole, olfactory neurons form an axon. Up to 1000 axons are clustered in bundles 
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that leave the nasal cavity through a thin bone to enter the adjacent olfactory bulb, a 
phylogenetically old region of the brain [6, 49]. 
 
 
 
 
Figure 6.2: Olfactory epithelium of a rat with a schematic representation of an olfactory sensory 
neuron.[49] 
 In rats, two components of the olfactory system are recognized the main and 
accessory olfactory system. These two components are parallel, but are, for most part 
anatomically and functionally separate [6]. For example olfactory receptor neuron’s 
(ORN’s) in olfactory epithelium transduce mainly volatile odor and transmit this 
information to the main olfactory bulb (MOB). By contrast ORN’s located in the 
vomeronasal organs are exposed to non volatile odors by engagement of physically 
regulated pump mechanism. Axons of the vomeronasal neurons projects exclusively to 
the accessory olfactory bulb (AOB) located at dorsocaudal limit of the MOB. In this 
study we will exclusively use volatile odorants to study main olfactory system. The main 
olfactory bulb (MOB) contains output neurons, mitral and tufted cells, which convey 
information to higher order olfactory structures and to other brain systems. The relay 
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from nose to the mitral and tufted cell is strongly regulated by local intrabulbar circuitry 
and by centrifugal inputs to the olfactory bulb from other parts of the brain.  Higher order 
olfactory structures targeted by the mitral and tufted cells include, anterior olfactory 
nucleus, the piriform cortex, the olfactory tubercle and the entorhinal cortex. The MOB’s 
projections to collections of above mentioned structures referred to collectively as 
primary olfactory cortex. Figure 6.3 shows 3D image of rat main olfactory system.  This 
system of olfactory circuitry appears relatively simple, but this is not the case, there are 
number of critical gaps in our knowledge of olfaction that have prevented the kinds of 
integrative analysis of structure and function. Analyzing fMRI data with the described 
strategy can help fill some of these gaps since we can investigate each and every 
anatomical area at the same time during olfactory stimulus. 
 
Figure 6.3:  Rat olfactory system 
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6.2 Methods and Material 
6.2.1 Animals 
 Long-Evans male rats, 80-90 days old, were obtained from Charles River 
Laboratories (MA) and housed individually in 48 x 25 x 20 cm Plexiglas cages.   Animals 
were maintained on a 12 hr light-dark cycle with lights on at 0700 hr and provided food 
and water ad libitum.  Animals were acclimated to the rodent restrainer and the imaging 
protocol as described below. The use of animals adhered to the animal welfare act the 
document entitled "Principle for Use of Animals" and Guide for the Care and Use of 
Laboratory Animals."[100] 
6.2.2 Animal Restrainer  
 Studies were performed with a multi-concentric dual-coil, small animal restrainer 
(Insight Neuroimaging Systems, LLC, Worcester MA).  In brief, just prior to the imaging 
session, rats were anesthetized with 4% isoflurane.  A topical anesthetic of 2-5% 
lidocaine gel was applied to the skin and soft tissue around the ear canals and over the 
bridge of the nose.  A plastic semicircular headpiece with blunted ear supports that fit 
into the ear canals was positioned over the ears.  The head was placed into a cylindrical 
head holder with the animal's canines secured over a bite bar and ears positioned inside 
the head holder with adjustable screws fitted into lateral sleeves.  An adjustable surface 
coil built into the head holder was pressed firmly on the head and locked into place.  The 
body of the animal was placed into a body restrainer.  The body restrainer “floats” down 
the center of the chassis connecting at the front and rear end-plates and buffered by 
rubber gaskets.  The head piece locks into a mounting post on the front of the chassis.  
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This design isolates body movements from the head restrainer and minimizes motion 
artifact.  Once the animal was positioned in the body holder, a volume coil was slid over 
the head restrainer and locked into position. 
 
Figure 6.4:  Studies were performed with a multi-concentric dual-coil, small animal restrainer 
developed by Insight Neuroimaging Systems, LLC, (Worcester, MA). 
6.2.3 Acclimating Animals to the Imaging Protocol 
 Prior to imaging, animals were routinely acclimated to the restrainer and the 
imaging.  Animals were anesthetized with isoflurane as described above for securing the 
animal into the restrainer.  When fully conscious, the restraining unit was placed into a 
black opaque tube “mock scanner” with a tape-recording of an MRI pulse sequence for 
90 min in order to simulate the bore of the magnet and an imaging protocol.  This 
procedure was repeated every other day for four days and has been used successfully in 
several awake imaging studies to acclimate rats to the restrainer and imaging protocol 
[58, 59, 60, 62, 63, 64, 65, 66, 67].  Rats show a significant decline in body temperature, 
motor movements, heart rate and plasma corticosterone levels when comparing the first 
to the last acclimation periods. [67] 
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Figure 6.5:  With repeated restraint and exposure to a simulated imaging session rats show reduced 
autonomic and endocrine measures of stress [67].  
6.2.4 Imaging Protocol  
 Experiments were conducted in a Bruker Biospec 4.7-T/40-cm horizontal magnet 
(Oxford Instrument, Oxford, U.K.) equipped with a  Biospec Bruker console (Bruker, 
Billerica, MA U.S.A) and a 20-G/cm magnetic field gradient insert (ID = 12 cm) capable 
of a 120-µs rise time (Bruker).  Radiofrequency signals were sent and received with the 
dual coil electronics built into the animal restrainer [68].  The volume coil for sending RF 
signal features an 8-element microstrip line configuration that, in conjunction with an 
outer copper shield, forms a TEM resonator structure.  The arch-shaped geometry of the 
receiving surface coil provides excellent coverage and high signal-to-noise.  To prevent 
mutual coil interference, the volume and surface coils were actively tuned and detuned. 
Figure 6.6 shows the Bruker 4.7 T/ 40-cm horizontal magnet. 
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Figure 6.6:  Bruker Biospec 4.7T/40cm horizontal magnet (Oxford Instruments, U.K.) equipped with 
a Biospec Bruker console (Bruker, MA, U.S.A) and a 20-G/cm magnetic field gradient insert. 
 Functional images were acquired using a multi-slice fast spin echo sequence.  A 
single data acquisition acquired twelve, 1.5 mm slices in 6 sec (FOV 3.0 cm; data matrix 
64 x 64; TR 1.4 sec TE 7 msec; NEX 1). This sequence was repeated 150 times in an 15 
min imaging session consisting of 3 min of baseline data followed by 4.5 min of 
stimulation data and then 7.5 min of control.  At the end of each imaging session a high 
resolution anatomical data set was collected using the RARE pulse sequence (12 slice; 
1.5 mm; FOV 3.0 cm; 256 X 256; TR 2.1 sec; TE 12.4 msec; NEX 12; 10 min acquisition 
time).   
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6.3 Experiment Design  
 Olfactory response from four odorants (stimulants) were studied using same set of 
ten animals. The four odorants were; 
1. Benzaldehyde (Almond odor) 
2. Iso-amyl acetate (Banana odor) 
3. Methyl Benzoate (Rosy odor ) 
4. Limonene. (citrus odor) 
 In rats the duration, volume and velocity of sniff are important determinants of an 
odor stimulating effectiveness [6].  For each condition, male rats were exposed to 1% 
concentration odor for a four and half minute stimulation period.  All animals were 
temporally anesthetized with 4% isoflurane, secured in the holder and allowed to awaken.  
A nozzle was placed in front of the nose that is connected to air pump outside of the 
magnet room by plastic tubing. An odorant bottle was connected between nozzle and air 
pump during stimulation period. A constant airflow was maintained during experiment. 
 For each session five scans were collected; the sequence of scans was as follows. 
1. Anatomy scans 1. 
2. Functional scan of 10% CO2 challenge. 
3. Anatomy scans 2. 
4. Functional scan of 1% odorant. 
5. Anatomy scans 3. 
 Anatomy images for each subject were obtained at a resolution of 2562×12 slices 
and a FOV of 30mm with a slice thickness of 1.5 mm. Subsequent functional imaging 
was performed at a resolution of 642×12 slices with the same FOV and slice thickness. 
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Figure 6.7:  Block diagram for Co2 challenge. 
 CO2 challenge (hypercapnia) scan was collect to check brain performance and 
animal condition. Hypercapnia results in a passive dilation of blood vessel that increases 
blood flow [70, 71]. In conscious animals hypercapnia produces significantly greater 
increase MR signal  (6% to 13%) as compared to anesthetized (2% to 4%) animals [69].   
Data was collects for 2 cycles of two minutes off (control) and two minutes on condition. 
Figure 6.7 shows schematic diagram of 10% Co2 challenge scan. 
 Functional scans of odorant stimulation were collected for 15 (150 scans) 
minutes. Acquisitions were performed with a period of 6s each scan at one time point. 
First 3 minutes (30 scans) of control/ baseline was collected followed by 4.5 minutes (45 
scans) of stimulation. Remaining 7.5 minutes (75 scans) of baseline were collected but 
never used in the analysis. Figure 6.8 shows schematic diagram of 1% odorant challenge. 
 
Figure 6.8:  Schematic diagram of 1% odorant challenge. 
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 After the functional sequences, repeated anatomy images were collected and 
compared with the initial anatomy image sets. Motion artifact was assessed by: (1) 
subtraction of anatomical data across the imaging session and (2) qualitative analysis of 
time-series movies looking for voxel displacement. The multiple data sets collected from 
these imaging sessions showed very little motion artifact using these criteria. There were 
no discernable differences in motion artifact as a function of stimulus type. On rare 
occasions, there would be a course spike; the data for these images were excluded. Figure 
6.9 shows anatomy image collected before and after functional scan and subtraction of 
those two images for assessment of motion. 
 
Figure 6.9:  Motion artifact assessments by subtraction of images. 
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 6.4 Data Analysis 
 Complete data analysis was performed using fMRI module in MIVA. To 
summarize the analysis process: Each subject was registered or aligned to a fully 
segmented rat brain. The affine registration involved translation, rotation, and scaling in 
all three dimensions, independently. Figure 6.10 shows intra registration where four 
representative subjects were registered to standard image. In Figure 6.10 iron color 
foreground images is standard and gray color background images are four different 
subjects. 
 
Figure 6.10:  Registration of  four different subjects to standard subject. 
 118
 Figure 6.11 shows registration of standard image to Atlas. The colored segmented 
image in the foreground is Rat atlas and gray background image is standard image. 
 
Figure 6.11:  Registration of standard image to Rat Atlas. 
 The matrices that transformed the subject’s anatomy to the atlas space were used to 
embed each slice within the atlas. All transformed pixel locations of the anatomy images 
were tagged with the segmented atlas major and minor regions creating a fully segmented 
representation of each subject. The inverse transformation matrix [Ti]-1for each subject (i) 
was also calculated. Statistical t tests were performed on each subject within their original 
coordinate system. The control window was the first 30 time periods. The stimulation 
window was the 45 time periods. The t test statistics used a 95% confidence level, two-
tailed distributions, and heteroscedastic variance assumptions. As a result of the multiple 
t test analyses performed, a false-positive detection controlling mechanism was 
introduced. This subsequent filter guaranteed that, on average, the false-positive detection 
rate was below our cutoff of 0.05. These analysis settings provided conservative 
estimates for significance. Those pixels deemed statistically significant retained their 
percentage change values (stimulation mean minus control mean) relative to control 
mean. All other pixel values were set to zero. 
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 A statistical composite was created for each group. The average value from all 
subjects within the group determined the composite value. The BOLD response maps of 
the composite were somewhat broader in their spatial coverage than in an individual 
subject; so only average number of activated pixels that has highest composite percent 
change values in particular ROI was displayed in composite map. Activated composite 
pixels are calculated as follows: 
N
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The composite percent change for the time history graphs for each region was based on 
the weighted average of each subject, as follows: 
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where N is number of subjects.  
Figure 6.12 shows positive activation in axial slices of different subjects and composite 
map that is laid out on the foreground of Atlas. 
 
Figure 6.12:  Composite map of ten different subjects was created to map olfactory system.   
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6.5 Results and Discussion 
 A priori hypothesis would predict activation of primary (main) olfactory system 
(MOS). Figure 6.13 shows 2D axial slices of activation maps in olfactory system.      
 
Figure6.13:  Activation in primary olfactory system due to four odorants.  
Figure 6.14 shows comparison of number of voxels of three odorants ( Isoamyl acetate, 
Lemonene, Methyl Benzoate) with Benzaldehyde. The aim here was to determine if there 
is any significance difference in number of voxels activated by particular odorant. 
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Figure 6.14:  Comparison of number of voxels activated in different ROIs of Primary Olfactory 
system 
From figure 6.13 and 6.14 it is quite evident that that there is no significant difference in 
number of activated voxels in different ROIs of MOS.  This supports the hypothesis that 
these areas are part MOS and are involved in interpretation of volatile odorants.  
 The forte of the system developed in this work is not limited to hypothesis based 
analysis as are other software programs available commercially or as openware.  A 
neuroscientist or researcher can simply choose to analyze all regions with all major areas, 
sub-major area or combination of them.  Once the analysis is done he/she can visualize 
the data by laying over positive and negative activation maps over atlas and investigate 
response from the stimulus.  The neuroscientist can look at the csv file, which can be 
opened into any spreadsheet program, generated by fMRI module.  This file gives 
quantitative information of; 
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1. positive and negative number of voxels per ROI  per subject and their averages,  
2. positive and negative percent change in BOLD signal per ROI per subject and 
their average.    
 
Figure 6.15:  Whole brain responses from four odorants axial and coronal views.  
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Figure 6.15 shows positive activation maps of whole brain analysis for four odorants.  
One can easily see that response from Benzaldehyde is quite different from rest of the 
three odorants. A significant difference was found in number activated voxels in 
neocortical area, hippocampus, hypothalamus, thalamus, amygdala, septum and 
cingulated gyrus. These are the areas that constitute limbic system that is responsible 
for emotions, pleasure and memory formation [72,73].  
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Figure 6.16:  Comparison of number of activated voxels of three odorants with Benzaldehyde  
 Figure 6.16 shows comparison of number of activated voxels in areas of limbic 
system. Bar graph shows that brain activity due to benzaldehyde is significantly 
different than other three odorants in limbic system. This can be attributed to the fact 
that Benzaldehyde has an almond smell which is a nut and nuts are major food source 
for rats. The smell of food instigates limbic-thalamic system in rat’s brain. The 
emotional valiance of benzaldehyde can be further investigated and confirmed using 
behavior studies which are beyond scope of this dissertation.  
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7:  Conclusions 
 The ability to image brain activity noninvasively using BOLD fMRI was a 
remarkable development in the last decade. The fMRI module developed in this work 
provides a robust tool for neuroscientists to measure, quantify and visualize brain 
activity.  
 In this work a quantitative analysis strategy was successfully developed, 
implemented and optimized for the rat brain. Therein, each subject was registered, semi-
automatically or manually, to a complete volume-segmented rat atlas containing a dozen 
major volumes of interest as well as more than 1000 detailed sub-volumes that, when 
coalesced, form approximately 100 sub-major regions of the rat brain. These sub-major 
regions were collected into the dozen major regions of the brain, e.g. amygdaloid 
complex, cerebrum, cerebellum, hypothalamus, etc.  In addition the atlas was segmented 
to represent functional neuro-anatomical systems including the primary olfactory 
systems, limbic system and reward system. 
 A mapping algorithm classifies registered fMRI image voxels of all subjects to 
selected ROIs based on atlas information. Creating ROIs with this mapping technique is 
extremely fast and accurate as compared to manual ROI drawings. 
 Statistical t-tests were performed on each subject within their original coordinate 
system.  User specified control and stimulation windows defined the image acquisition 
analysis periods.  The imaging is continuous without interruption. The tests statistics used 
a confidence level, usually 95%, two-tailed distributions and heteroscedastic variance 
assumptions.  Due to the multiple t-test analyzes performed, a false-positive detection 
controlling mechanism was introduced.  This subsequent filter guarantees that, on 
 125
average, the false-positive detection rate is below the specified cutoff (0.05 in these 
datasets).  These analysis settings provided conservative estimates for significance.  
Those pixels deemed statistically significant, retained their percent change values, 
relative to control mean.  All other pixel values are set to zero. 
 A statistical composite was created for each group automatically. The individual 
analyses were summed within groups. The composite statistics were built using the 
inverse transformation matrices. The use of [Ti]-1 ensured that the full volume set of the 
composite was populated with subject contributions. The average value from all subjects 
within the group determined the composite value.  
   Power of this system was demonstrated by mapping olfactory system of rat brain. 
Synchronized changes in neuronal activity across multiple subjects and brain areas can be 
viewed as functional neuro-anatomical circuits coordinating the thoughts, memories and 
emotions for particular behaviors using this fMRI module. 
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