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Resumo
O objetivo deste trabalho e explorar as simetrias e desenvolver a dina^mica associada a um
modelo do tipo BF com campos escalares acoplados, tanto a nvel classico quanto a nvel
qua^ntico. Para tal, desenvolvem-se ferramentas matematicas apropriadas para se tratar
em geral uma teoria de calibre topologica do tipo Yang-Mills, para formular uma ac~ao co-
variante e estudar suas simetrias via o metodo de quantizac~ao cano^nica de Dirac, tambem
conhecido como metodo hamiltoniano vinculado. Este metodo e desenvolvido extensa-
mente para os casos abeliano e n~ao-abeliano do nosso modelo, e em seguida quantiza-se o
caso abeliano via lacos para analisar o desenvolvimento da meca^nica qua^ntica nestas teo-
rias de calibre descrevendo a base para nossos funcionais de estado, chamada de rede de
cargas, bem como o calculo de alguns observaveis associados a nossos estados cinematicos
e fsicos.
Abstract
The main goal of this work is to explore the symmetries and develop the dynamics asso-
ciated to a BF model with coupled scalar elds, at the classical and quantum levels. To
achieve this we develop the proper mathematical tools to study a topological Yang-Mills
gauge theory in general, to formulate a covariant action and study its symmetries via
Dirac's canonical quantization method, also known as constrained hamiltonian method.
This method is extensively developed for the abelian and non-abelian cases of our model,
which then we quantize the abelian model in order to analyze the development of the
quantum mechanics on these gauge theories, describing the basis for our state functions
which we call charge networks, as well as the calculation of some observables related to
our kinematic and physical states.
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Captulo 1
Introduc~ao
A centenaria teoria da Relatividade Geral (RG) [1{4], que apesar do seu enorme sucesso
em prever e explicar feno^menos associados a gravitac~ao, ainda n~ao possui uma vers~ao
qua^ntica. Tentativas anteriores de se quantizar a RG por metodos perturbativos mos-
traram que a teoria resultante n~ao e renormalizavel [5], enquanto as primeiras tentati-
vas n~ao-perturbativas de Wheeler e DeWitt [6] tiveram seus sucessos concentrados nos
modelos de \minisuperespaco" reduzido dedicados a Cosmologia. Entretanto, progres-
sos notaveis foram feitos nas ultimas decadas, especialmente com o formalismo da Loop
Quantum Gravity (LQG) [7{11] derivado a partir do metodo hamiltoniano cano^nico [12]
aplicado a uma parametrizac~ao particular da RG [11,13,14].
A RG como uma teoria independente de fundo (background), isto e, com nenhuma geo-
metria de fundo dada a priori, e uma teoria com geometria dina^mica e totalmente vin-
culada. Sua hamiltoniana e denida por uma soma de vnculos responsaveis por gerar
as invaria^ncias de calibre da teoria. A aplicac~ao das tecnicas de LQG visa implementar
os vnculos da teoria como operadores qua^nticos em um espaco de Hilbert pre-denido e
resolve^-los, encontrando um subespaco para os estados fsicos onde agem operadores auto
adjuntos que representam os observaveis da teoria. Alguns vnculos ja foram resolvidos,
mas um ultimo, chamado de vnculo escalar, ainda n~ao foi completamente resolvido e di-
versas abordagens para resolve^-lo foram criadas, com a mais popular sendo o formalismo
14
dos spin foams. [7, 15{17]
Em contraste, teorias de gravitac~ao de dimens~oes mais baixas s~ao bem mais simples de
se lidar uma vez que elas podem ser descritas como teorias de calibre topologicas quando
n~ao acopladas a materia [18{22]. No entanto acoplar estas teorias a materia faz com que
elas percam suas propriedades topologicas, exceto em alguns casos especiais onde uma
quantizac~ao via lacos (loops) completa e relativamente simples pode ser obtida [23,24].
O principal objetivo deste trabalho e mostrar que a partir de um modelo de brinquedo (toy
model) tipo BF [7, 25, 26] 2+1-dimensional, tal como o que foi construdo anteriormente
em [19], pode-se acoplar uma estrutura que possa representar campos de materia [8] e
desenvolver para este modelo o metodo de quantizac~ao cano^nica culminando na aplicac~ao
das tecnicas de LQG, discutindo brevemente a estrutura da teoria qua^ntica obtida por este
processo bem como sua dina^mica, e estudar alguns operadores e observaveis dos nossos
estados qua^nticos.
Vale a pena ressaltar que o formalismo da LQG, seja pela via covariante ou pela via
cano^nica como estudado aqui, requer um modelo descrito em termos de conex~oes e mo-
mentos conjugados, o que permite obter representac~oes independentes de fundo para o
espaco de Hilbert considerado. A teoria sera baseada num modelo topologico de tipo
BF, ao qual ser~ao acoplados minimamente campos escalares [27,28] que far~ao o papel de
materia topologica, como os que aparecem em um modelo Sigma [29].
No captulo 2 revisam-se as bases da formulac~ao e construc~ao do modelo BF, cuja princi-
pal caracterstica e ser uma teoria de calibre (gauge theory) topologica do tipo Yang-Mills
(YM) [27, 28], por conseque^ncia independente de fundo, isto e, uma teoria independente
de metrica. O modelo BF tambem possui outras propriedades interessantes por ser uma
teoria de calibre, como invaria^ncia sobre transformac~oes gerais de coordenadas (difeomor-
smos ativos) e invaria^ncia sobre transformac~oes de calibre locais associadas ao grupo de
calibre da teoria. Focou-se neste trabalho no grupo U(1) ou grupo abeliano como exposto
no captulo 3, e na classe de grupos SO(n; 3 n) que s~ao grupos n~ao-abelianos, estudados
no captulo 4. Ao acoplar minimamente o modelo BF com os termos de materia, estudou-
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se como este acoplamento afeta as simetrias esperadas para um modelo BF \puro" (sem
o acoplamento).
Nos captulos 3 e 4 est~ao as principais contribuic~oes deste trabalho, que referem-se ao de-
senvolvimento do metodo do formalismo cano^nico para o modelo BF em 2+1 dimens~oes
com termos de materia, metodo que foi proposto por Dirac [12,30] para resolver sistemas
cuja transformada de Legendre n~ao e trivial, por existirem relac~oes entre as coordenadas e
os momentos generalizados chamadas de vnculos. A partir dos resultados do formalismo
cano^nico obteve-se as grandezas classicas (variaveis dina^micas, vnculos e multiplicado-
res de Lagrange) que posteriormente se transformam em operadores ou para^metros de
evoluc~ao de calibre, vericados para o caso abeliano neste trabalho e em [24] para o caso
n~ao-abeliano. Com o metodo de quantizac~ao de lacos introduzido no captulo 5 descreve-se
para o caso abeliano um espaco de Hilbert cinematico para estes operadores, derivado do
espaco de congurac~oes classico, e descrevem-se os estados qua^nticos de maneira analoga
ao formalismo das redes de spin. [15, 31{33]
Segue no captulo 6 uma discuss~ao sobre as simetrias que prevalecem na teoria abeliana
qua^ntica, isto e, a implementac~ao completa dos vnculos cano^nicos e como estas simetrias
afetam a estrutura da nossa teoria de calibre quantizada, com a discuss~ao de casos onde
temos operadores observaveis [34].
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Captulo 2
Introduc~ao ao Modelo BF
O modelo BF e uma teoria de campos topologica que quando quantizada se torna uma
teoria qua^ntica de campos topologica. Na sigla BF, como ve^-se adiante, F denota a
curvatura de uma conex~ao Yang-Mills A, e B e outro campo forma acoplado de maneira
multiplicativa a F . O modelo BF e um toy model, ou modelo de brinquedo, devido ao
fato de ser uma teoria considerada aqui apenas para estudar a aplicac~ao da quantizac~ao
de lacos em uma teoria de campos independente de fundo.
Observe que a principal raz~ao para se construir a teoria em 2+1 dimens~oes e que o
modelo BF nestas condic~oes representa a RG1 formulada via o formalismo de primeira
ordem [35], feita a escolha do grupo de calibre apropriado (que e o SO(1; 2)) e tambem
pela simplicac~ao dos calculos no procedimento de quantizac~ao cano^nica, desenvolvido
em detalhes nas sec~oes seguintes.
Nota: O leitor que n~ao esta familiarizado com as notac~oes, conceitos e propriedades da
geometria diferencial e convidado a visitar o Ape^ndice A antes de prosseguir!
1As associac~oes e analogias entre as duas teorias ja foram discutidas em detalhes num trabalho anterior,
vide [19].
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2.1 Denic~oes e Convenc~oes
2.1.1 Indices
E conveniente adotar uma notac~ao para os ndices que aparecem nas variaveis, campos e
formas ao longo do texto. A dimens~ao do espaco-tempo considerada aqui e D = 2 + 1:
 Osndices de coordenadas do espaco-tempo s~ao denotados pelas letras gregas (; ; ; : : : )
assumindo os valores (0; 1; 2) ou (t; 1; 2);
 Os ndices de coordenadas puramente espaciais s~ao denotados pelas letras latinas
minusculas (a; b; : : : ) assumindo os valores (1; 2);
 Osndices do grupo de calibre G pertencentes aos campos denidos no nosso modelo
s~ao denotados pelas letras latinas maiusculas (I; J;K; : : : ) e os valores que estes
assumem dependem do grupoG em quest~ao. (Por exemplo, G = SO(3) , SO(n; 3 n)
assumir~ao valores (0; 1; 2).)
2.1.2 A Derivada Covariante
O modelo BF e uma teoria topologica, possuindo invaria^ncia de calibre local sob trans-
formac~oes pertencentes a um grupo de Lie2 G. Isto e, dado um campo  (x), onde  (x)
esta descrito numa representac~ao R do grupo G:
 0(x) = R(g(x)) (x) (2.1)
onde R(g(x)) e a matriz que representa os elementos do grupo de calibre nesta repre-
sentac~ao e os geradores g 2 G. Tambem quer-se que a derivada deste campo se transforme
da mesma maneira que o campo, o que nos leva a denic~ao da derivada covariante. Com
2Vide ape^ndice A.1
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efeito, de (2.1) tem-se:
@ 
0(x) = @ (x)R(g(x)) +  (x)@R(g(x)):
A derivada covariante D e denida de maneira a se transformar como (D (x))
0 =
R(g(x))D (x). Para tal, se introduz uma conex~ao A 2 G onde A = AIR(TI) e a
matriz da conex~ao A na representac~ao base da algebra de Lie que obedece a relac~oes de
comutac~ao:
[TI ; TJ ] = f
K
IJ TK ; (2.2)
e que deve se transformar como
A0 = R(g
 1)@R(g) +R(g 1)AR(g) (2.3)
onde g 1 = gy. Toma-se g = e para escrever a transformac~ao innitesimal de A:
A0 = (1  )@+ (1  )A(1 + )
A0 = A + @+ [A; ]
A = @+ [A; ]: (2.4)
Com este resultado tem-se o necessario para denir a derivada covariante e se escrever
novamente a equac~ao (2.4), passando da notac~ao matricial para a notac~ao em componen-
tes3:
(D )
I = (IJ@   f IJKAK ) J  DIJ J (2.5)
onde denota-se o smbolo DIJ de matriz derivada covariante, ou apenas derivada covari-
ante.
3Ver ape^ndice A para notac~oes e denic~oes.
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Verica-se para esta denic~ao que (D )
0 de fato se transforma de maneira covariante:
(D )
0 = @R(g) +R(g)@   (@R(g)R(g 1) +R(g)AR(g 1))R(g) 
= @R(g) +R(g)(@   A )  @R(g) = R(g)(D ): (2.6)
2.1.3 A curvatura de Yang-Mills F
Dene-se tambem a curvatura de Yang-Mills:
F I = @A
I
   @AI + f IJKAJAK (2.7)
que para ser escrita na notac~ao de formas diferenciais toma-se o tensor F de rank 2
multiplicado por uma 2-forma e se utiliza a antissimetria do tensor F :
F = dA+ A2 =
1
2
Fdx
 ^ dx ; F = @A   @A + [A; A ]: (2.8)
N~ao e difcil mostrar que a atuac~ao do grupo sobre F e a adjunta: F 0 = R(g 1)FR(g).
Comparando (2.4) com (2.8), ca evidente que a curvatura F pode ser chamada de deri-
vada da conex~ao A.
2.2 Construindo o modelo BF
Para se comecar a construc~ao do modelo BF no espaco de dimens~aoD = 2+1, e necessario
denir os objetos presentes na teoria.
Ent~ao te^m-se:
 Um grupo de calibre G, G sendo um grupo de Lie;
 A 1-forma conex~ao A introduzida na sec~ao (2.1.2) ;
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 Uma 1-forma B.
Nenhuma metrica foi denida pois o modelo BF e independente de fundo e portanto
independente de metricas.
Nota-se que o \F" do modelo BF ja foi caracterizado na sec~ao anterior, e agora caracteriza-
se o campo \B". A ideia por tras da escolha de um modelo do tipo BF e de se ter
uma teoria de curvatura nula, isto e, com F = 0. Como e necessario construir uma
integral invariante sob difeomorsmos, o integrando precisa ser uma 3-forma, logo se deve
introduzir na ac~ao um termo multiplicador de Lagrange 1-forma sobre F que tambem
possa ser denido no espaco tangente dual T P (M), para a princpio garantir esta condic~ao
de invaria^ncia.
Quer-se que nossa ac~ao seja tambem invariante de calibre, ent~ao se B e uma forma que se
transforma na representac~ao adjunta como B0 = R(g 1)BR(g), o produto B ^ F podera
ser escrito como invariante de calibre e de difeomorsmos da seguinte maneira4:
SBF = Tr
Z
M3
B ^ F (A) (2.9)
onde M3 e a variedade tridimensional do espaco-tempo. Nota-se que os campos A;B e
F (A) est~ao representados aqui na forma de matrizes.
2.3 As invaria^ncias de calibre da teoria
A ac~ao (2.9) foi construda invariante de calibre e de difeomorsmos. Ver-se-a a seguir que
a ac~ao possui mais uma invaria^ncia local. Para demonstrar tal fato, todas as invaria^ncias
de calibre do sistema dever~ao ser escritas.
4Na sec~ao A.4.2 est~ao denidas as propriedades do traco de formas diferenciais.
21
2.3.1 Todas as simetrias de calibre
O primeiro conjunto de transformac~oes que deixa a ac~ao invariante ja e conhecido, s~ao as
transformac~oes do tipo Yang-Mills, na forma innitesimal:
Transformac~oes do 1o tipo
8><>: A = d! + [A;!]B = [B;!]: (2.10)
O segundo conjunto de transformac~oes vem da identidade de Bianchi DF = 0 (que podem
ser vistas na sec~ao A.2.8):
Transformac~oes do 2o tipo
8><>: A = 0B = D = d + [A; ]: (2.11)
Repare que se B e uma 1-forma  vai ser uma 0-forma, isto e,  tem a paridade oposta a
de B. Deve-se ter cuidado com o comutador generalizado [A; ] nesta situac~ao, pois este
e um comutador graduado5. Verica-se a invaria^ncia da ac~ao sobre este segundo conjunto
de transformac~oes:
 Tr
Z
BF = Tr
Z
BF = Tr
Z
DF =   Tr
Z
DF +
=0z }| {
Tr
Z
d(F ) (2.12)
onde a regra de integrac~ao por partes que esta mostrada no ape^ndice A.4.3 foi aplicada.
A teoria possui outras invaria^ncias alem das ja mostradas, como a invaria^ncia por difeo-
morsmos, isto e, sob as transformac~oes:
Transformac~oes de difeomorsmos
8><>: A = LAB = LB: (2.13)
As transformac~oes (2.13) s~ao obvias, mas e interessante ver que elas s~ao conseque^ncia das
duas invaria^ncias de calibre denidas acima [36{38]. Discutiremos melhor estas trans-
formac~oes na sec~ao 2.5.2.
5Vide sec~ao A.2.5.
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2.3.2 As equac~oes de movimento do modelo BF
Agora analisa-se as equac~oes de movimento da teoria, deduzidas da estacionariedade da
ac~ao sob variac~oes arbitrarias A e B. Uma variac~ao B arbitraria gera a equac~ao:
F = 0: (2.14)
E para uma variac~ao A arbitraria:
F = (dA+ A2) = dA+ AA+ AA
= dA+ [A; A] = DA: (2.15)
Ent~ao, utilizando a regra de integrac~ao por partes se encontra:
S =  2 Tr
Z
BDA = 2 Tr
Z
DBA (2.16)
de onde segue a equac~ao:
DB = 0: (2.17)
Estuda-se primeiramente a equac~ao de movimento (2.14). Para tal, tomou-se um ansatz
para a soluc~ao desta equac~ao como sendo uma conex~ao do tipo \puro gauge" A(x) =
h 1(x)dh(x), onde h(x) 2 G e que pode ser vericada:
dA = dh 1dh =  h 1dhh 1dh =  A2 ) F = 0:
Mas A = h 1dh n~ao e soluc~ao geral, da mesma maneira que d! = 0 n~ao implica em ! = dh
em espacos n~ao-triviais, como um toroide. Contudo, o lema de Poincare n~ao-abeliano [39]
diz que localmente (em um aberto U  M) existira um h(x) 2 G tal que A = h 1dh.
Isto signica que a soluc~ao A e, localmente, a transformada de calibre da conex~ao nula.
23
Com efeito, fazendo uma transformac~ao de calibre com g = h 1 mostra-se que:
A0 = g 1dg + g 1Ag
= hdh 1 + hAh 1 = hdh 1 + hh 1dhh 1
=  hh 1dhh 1 + dhh 1 = 0: (2.18)
A equac~ao de movimento (2.17) pode ser escrita como dB = 0 tomando A = 0. Conside-
rando que uma forma fechada e localmente uma forma exata, ent~ao segue que:
B = dB^ = DB^: (2.19)
Isto nada mais e do que a transformac~ao de calibre de 2o tipo (2.11), com  = B^, do campo
B = 0. Esta discuss~ao mostra que, localmente, a soluc~ao das equac~oes de movimento e
dada pela soluc~ao trivial A = B = 0 a menos das transformac~oes de calibre.
Discutir-se-a novamente as equac~oes de movimento apos a formulac~ao do Hamiltoniano
da teoria. Para tal, precisa-se desenvolver um metodo tal que a partir da ac~ao do modelo
BF pode-se escrever a lagrangiana e converte^-la para uma hamiltoniana, e a sim estudar
estas equac~oes \de movimento" no espaco de fase apropriado.
2.4 O Formalismo Cano^nico do modelo BF
A quantizac~ao cano^nica e uma das varias maneiras na fsica de se quantizar uma teoria
classica. A palavra cano^nica se refere a estrutura classica que e preservada na teoria
qua^ntica, chamada de estrutura simpletica. Historicamente, a quantizac~ao cano^nica foi
o metodo utilizado por Dirac (que o denomina de metodo hamiltoniano) para construir
pela primeira vez a formulac~ao de Meca^nica Qua^ntica (MQ) mais conhecida e utilizada
hoje [40{42], mostrando que a MQ das func~oes de onda de Schrodinger e a mesma MQ
das matrizes de Heisenberg. Uma vis~ao geral deste metodo esta no Ape^ndice B e e uma
boa introduc~ao ao metodo de quantizac~ao cano^nica.
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2.4.1 O formalismo lagrangiano do Modelo BF
Seja a ac~ao SBF dada pela equac~ao (2.9) que pode ser reescrita como:
S =
Z
M
IJB
IF J =
Z
M3
d3x"
1
2
IJB
I
F
J

=
Z
R
dt
Z

d2xL(t; x)| {z }
L
(2.20)
onde IJ e um tensor simetrico capaz de manipular apenas os ndices do grupo G (latinos
maiusculos), logo n~ao constitui uma metrica para as coordenadas do espaco-tempo. Nota-
se que por n~ao ter se denido nenhuma metrica para o espaco-tempo, n~ao ha nenhuma
receita para se manipular os ndices de \espaco".
No caso do modelo BF as coordenadas generalizadas6 s~ao A;B e as velocidades generali-
zadas s~ao @tA; @tB. As equac~oes de Euler-Lagrange s~ao dadas por (2.14) e (2.17). Mais
explicitamente, a ac~ao (2:20) se escreve:
SBF =
1
2
Z
M
IJ"
d3x[BI (@A
J
   @AJ + fJKLAK AL )| {z }
FJ
]: (2.21)
Quando se dene a lagrangiana L em (2:20), gera-se sobre o espaco uma restric~ao to-
pologica, que e a hipotese da existe^ncia de uma dimens~ao temporal homeomorca a reta
real R e calcula-se a lagrangiana como uma integral sobre a subvariedade espacial. Nesta
teoria de calibre topologica n~ao ha nenhuma dimens~ao privilegiada a priori, mas o conceito
de tempo foi introduzido para se realizar o metodo de quantizac~ao cano^nica e espera-se
recuperar na teoria ja quantizada esta liberdade de calibre para a dimens~ao temporal.
Em suma, restringe-se a variedade a admitir uma foliac~ao MD = R  (Fig. 2.1).
Denota-se por t a coordenada associada a linha de tempo R e por xa (a = 1; 2) as
coordenadas do espaco . O \espaco"  e uma variedade de dimens~ao 2 e todas as folhas
t possuem a topologia de . Assim, a \evoluc~ao temporal" preserva a topologia do
6Veja a sec~ao B.1.1 para mais detalhes.
25
Figura 2.1: Foliac~ao de uma variedade M = R 
  que mostra a decomposic~ao da
variedade em varias \folhas" t.
espaco, de forma que se constroi a estrutura cano^nica independente do valor de t. Sendo
assim, separa-se a ac~ao em partes temporal e espacial, onde os ndices 0 = t e a; b = 1; 2
foram utilizados:
SBF =
IJ
2
Z
R
Z

d2xdt["0ab(BIt F
J
ab) + "
b0a(BIbF
J
ta) + "
ab0(BIaF
J
bt)]
note que por convenc~ao "0ab = "b0a = "ab0  "ab e um tensor de Levi-Civita completamente
antissimetrico. Ent~ao:
SBF =
IJ
2
Z
R
Z

d2xdt["ab(BIt F
J
ab) + "
ab(BIbF
J
ta) + "
ab(BIaF
J
bt)]: (2.22)
Como os tensores "ab e F Jab s~ao antissimetricos, o primeiro termo reescreve-se: B
I
t ("
abF Jab) =
BIt ("
12F12 + "
21F21) = 2B
I
t F
J
12 e com o tensor F
J
ta escrito explicitamente, SBF ca:
SBF = IJ
Z
R
Z

d2xdt[BIt F
J
12 + @tA
J
a"
abBIb   "abBIbDaAJt ]
onde se utilizou a denic~ao da derivada covariante (2.5). Realiza-se uma integrac~ao por
partes (A.108) no terceiro termo para obter:
SBF = IJ
Z
R
Z

d2xdt[BIt F
J
12 + @tA
J
a"
abBIb + "
abDIaKB
K
b A
J
t ]: (2.23)
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Para simplicar a notac~ao, dene-se o dual de B:
~BIa  "abBIb (2.24)
e pode-se escrever a Lagrangiana do nosso sistema simplesmente como:
L = IJ
Z

d2x[BIt F
J
12 + @tA
J
a
~BaI + AJtD
I
aK
~BaK ]: (2.25)
2.4.2 Os vnculos primarios
Comeca-se o metodo hamiltoniano convertendo a lagrangiana (2.25) para uma hamilto-
niana. Para notarmos as grandezas supracitadas no formalismo hamiltoniano introduz-se
os momentos  conjugados aos campos AI, B
I
, denidos por
AaI(x) =
L
(@tAIa(x))
= IJ ~B
aJ = ~BaI
BaI(x) =
L
(@tBIa(x))
= 0
AtI(x) =
L
(@tAIt (x))
= 0
BtI(x) =
L
(@tBIt (x))
= 0
(2.26)
cujos colchetes com as coordenadas generalizadas geram uma estrutura simpletica denida
pelos seguintes colchetes de Poisson:
fAI(x);AJ(y)g = IJ2(x  y) ; fBI(x);B J(y)g = IJ2(x  y) (2.27)
e todos os demais s~ao nulos
fAI(x); AJ (y)g = fAI (x);AJ(y)g = fAI(x); BJ (y)g = : : : = 0: (2.28)
O resultado (2.26) e preocupante, pois os momentos conjugados s~ao independentes das
velocidades e ent~ao n~ao se pode escrever as velocidades como func~ao dos momentos: tem-
se ent~ao um sistema vinculado.
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As equac~oes (2.26) s~ao vnculos primarios, conforme a denic~ao dada na sec~ao B.1.3:
 a1I  AaI   ~BaI  0 (2.29)
 a2I  BaI  0 (2.30)
3I  AtI  0 (2.31)
4I  BtI  0 (2.32)
e notados por m, com m = 1; 2; 3; 4, como sendo uma forma de agrupar as equac~oes
(2.29) a (2.32), os quatro vnculos primarios .
2.4.3 A hamiltoniana cano^nica
Levando os vnculos primarios em considerac~ao, faz-se a transformac~ao de Legendre para
obter a hamiltoniana cano^nica como a integral Hcan =
Z
Hcan(x)d2x da densidade hamil-
toniana:
Hcan(x) = AaI@tAIa   L =  IJAJtDIaK ~BaK   IJBIt F J12: (2.33)
Esta hamiltoniana n~ao e unicamente determinada, pois pode-se adicionar a ela qualquer
combinac~ao linear de vnculos 's, que s~ao fracamente nulos. Escreve-se ent~ao HT:
HT =
Z

d2x0[Hcan(x0) +  I1a(x0) a1I(x0) +  I2a(x0) a2I(x0) + I3(x0)3I(x0) + I4(x0)4I(x0)]
(2.34)
onde as func~oes arbitrarias m(x) s~ao multiplicadores de Lagrange. Usando o formalismo
dos colchetes de Poisson pode-se escrever7 a derivada temporal de um funcional g das
coordenadas generalizadas e momentos conjugados:
_g = fg;HTg = fg;
Z

d2y0(Hcan +
4X
m=1
mm)g (2.35)
onde foi utilizada uma notac~ao simplicada para a somatoria sobre os vnculos primarios.
7Vide a equac~ao (B.8).
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2.4.4 A estabilidade dos vnculos primarios
Comeca-se o Algoritmo de Dirac-Bergmann8 vericando as condic~oes de consiste^ncia dos
vnculos, tomando a equac~ao (2.35) e trocando g por cada um dos 's. Um vnculo e dito
consistente ou estavel quando este n~ao evolui no tempo, isto e, colocando _g = 0 e g = m:
Z

d2y0f mI (x);Hcan(y0)g+
Z

d2y0 Im0(y
0)f mI (x); m0J(y0)g  0: (2.36)
Observa-se que deve se ter cuidado com a notac~ao para  e , pois ;  = a para 1 e 2
e ;  = t para 3 e 4, ent~ao temos a priori m = 4 vericac~oes de estabilidade. Note
que essas vericac~oes envolvem o calculo de todos os colchetes de Poisson (m0 = 1; 2; 3; 4)
entre os vnculos.
Denota-se por   a matriz dos colchetes de Poisson entre os vnculos denida por  mn =
fm;ng. Apenas um dos colchetes e n~ao-nulo:
fa1I(x);c2K(y)g =  ac12 IK(x; y) =  IK"ac2(x  y) = + ac21 IK(x; y): (2.37)
Repare que  21 possui o mesmo sinal de  12 uma vez que o colchete e antissimetrico em
ab.
Voltando para a vericac~ao da estabilidade dos vnculos, onde faz-se _ a1I(x) = 0:
_ a1I(x) =
Z

d2y(f a1I(x);Hcan(y)g+  K2b (y)f a1I(x); b2K(y)g)
=
Z

d2y( ALt (y)KLfKJI2(x  y) ~BaJ +BJt (y)JI"ba@yb 2(x  y) + (2.38)
 BJt (y)JL"bafLIKAKb (y)2(x  y)) +
Z

d2y(  J2b (y)IJ"ab2(x  y)) = 0
depois de uma integrac~ao por partes (A.108), reescreve-se a equac~ao anterior como:
"abIJ
J
2b (x) =  KLfKJIALt (x) ~BaJ(x)  "baDLbI(JLBJt (x)):
8Vide sec~ao B.1.4.
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Manipulando os ndices de grupo pode-se escrever 2 de maneira mais simples:
 I2a(x) = (DaBt)
I(x)  f IJKAJt (x)BKa (x) (2.39)
e caiu-se no caso onde _1 = 0 determina o multiplicador de Lagrange 2 (2.39). O vnculo
1 e consistente.
Agora, faz-se _ a2I(x) = 0:
_ a2I(x) =
Z

d2y(f a2I(x);Hcan(y)g+  K1b (y)f a2I(x); b1K(y)g) (2.40)
=
Z

d2yJKA
K
t (y)"
baDyJb I
2(x  y) +
Z

d2y(  K1b (y)IK"ab2(x  y)) = 0
"abIJ
J
1b (x) = "
abDJbI(JKA
K
t (x))
 I1a(x) = (DaAt)
I(x): (2.41)
Caiu-se no caso onde _2 = 0 determina o multiplicador de Lagrange 1 (2.41) e o vnculo
2 e consistente. Vamos agora estudar a consiste^ncia dos vnculos 3 e 4.
Faz-se _3I(x) = 0:
_3I(x) =
Z

d2yf3I(x);Hcan(y)g =
Z

d2yfAtI(x); JKAKt (y)DyJa L ~BaL(y)g
=
Z

d2yJID
yJ
a L
~BaL(y)2(x  y) = IJDJa L ~BaL(x) (2.42)
este resultado gera um vnculo secundario
5I  (Da ~Ba)I  0: (2.43)
Faz-se _4I(x) = 0:
_4I(x) =
Z

d2yf4I(x);Hcan(y)g =
Z

d2yfBtI(x); JKBJt (y)FK12(y)g
=
Z

d2yIKF
K
12(y)
2(x  y) = F12I(x) (2.44)
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e este resultado tambem gera um vnculo secundario
6I  "
ab
2
FabI  0: (2.45)
2.4.5 A estabilidade dos vnculos secundarios
Alguns vnculos primarios geraram vnculos secundarios, e estes ainda precisam ser estaveis.
Logo, o algoritmo se estende aos vnculos secundarios, ent~ao deve-se fazer tambem a ve-
ricac~ao da estabilidade dos vnculos 5I e 6I .
Faz-se _5I(x) = 0:
_5I(x) =
Z

d2y( L1c (y)f5I(x); c1L(y)g+  L2c (y)f5I(x); c2L(y)g)
=
Z

d2y[  L1c (y)IJfJKL ~BcK(x)2(x  y) +  L2c (y)IJ"acDJaL2(x  y)]
=  IJfJKL ~BcK(x) L1c (x)  IJ"acDJaL L2c (x): (2.46)
De (2.39) e (2.41), escreve-se (2.46) como:
_5I =  IJfJKL ~BcK(DcAt)L   IJ"acDJaLDLcMBMt + IJfLMKDJaL(AMt ~BaK)
=  IJfJKMAMt (K5 )  [6; Bt]I  0 (2.47)
que e uma express~ao fracamente nula, logo 5I e consequentemente 3I s~ao estaveis.
Finalmente, faz-se _6I(x) = 0:
_6I(x) =
Z

d2y  L1c (y)f6I(x); c1L(y)g
=
Z

d2y  L1c (y)(IJ"
acDJaL
2(x  y)) =  IJ"acDJaL L1c (x): (2.48)
E de (2.41), escreve-se (2.48) como:
IJ"
acDJaL
L
1c (x) = IJ"
acDJaL(DcAt)
L = [6; At]I  0 (2.49)
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o que mostra que 6I e 4I s~ao consistentes e nenhum vnculo secundario gera mais
vnculos, ent~ao o algoritmo encerra.
Os colchetes de Poisson n~ao-nulos entre os vnculos remanescentes v~ao ser:
 ac12 IK(x; y) =  IK"ac2(x  y) = + ac21 IK(x; y)
 a15 IL(x; y) =  IJfJKL ~BaK2(x  y) = + a51 IL(x; y) (2.50)
 a25 IL(x; y) =  IJ"abDJbL2(x  y) = + a52 IL(x; y) (2.51)
 a16 IL(x; y) =  IJ"abDJbL2(x  y) = + a61 IL(x; y): (2.52)
Resumo dos vnculos:
Vnculos Primarios Vnculos Secundarios
 a1I :
AaI   ~BaI  0
 a2I :
BaI  0
3I :
AtI  0
4I :
BtI  0
5I : IJD
J
a K
~BaK  0
6I : F12I  0
2.4.6 A Hamiltoniana total
Antes de se escrever novamente a hamiltoniana, nota-se que os vnculos 3I e 4I s~ao
vnculos que comutam fortemente com todos os outros, ent~ao uma vez denida a hamilto-
niana pode-se tomar estes vnculos como igualdades fortes At = 0 e Bt = 0, o que dene
At e Bt como func~oes arbitrarias. No caso do modelo BF determinou-se explicitamente
 I1a(x) (2.41) e 
I
2a(x) (2.39), e os demais  s~ao multiplicadores de Lagrange arbitrarios.
Com isto, a hamiltoniana total se escreve como:
HT =
Z

d2x
h
 AIt (Da ~Ba)I  BIt F12I + (DaAt)I a1I + ((DaBt)I   f IJKAJt BKa ) a2I
i
(2.53)
note que os dois primeiros termos s~ao os vnculos 5I e 6I da teoria, ent~ao esta express~ao
da hamiltoniana identica AIt e B
I
t como sendo os multiplicadores de lagrange 
I
5 e 
I
6
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destes vnculos.
Com a hamiltoniana nesta forma ainda n~ao se pode aplicar o princpio da corresponde^ncia
sobre a teoria cano^nica. Com efeito, na teoria qua^ntica correspondente onde A;B s~ao
operadores, os vnculos m tambem s~ao operadores que restringem o funcional de onda
 , que geram condic~oes do tipo:
^m = 0 ; ou, equivalentemente, H^ = 0: (2.54)
So que quando se tem vnculos que n~ao comutam entre si (chamados de vnculos de
segunda classe) aparecem alguns termos  mn 6= 0, tais como (2.37), etc. Ao se tomar
estes colchetes como ponto de partida para a quantizac~ao tem-se, por exemplo:
[^ a1I(x); ^
c
2J(y)] =  i~"acIJ2(x  y):
Contudo, este comutador e inconsistente com ^1 = 0 e ^2 = 0, pois:
[^ a1I(x); ^
c
2J(y)] =  i~"acIJ2(x  y) 6= 0: (2.55)
Neste caso, n~ao se pode construir uma teoria qua^ntica a partir destes comutadores. Ent~ao
seguir-se-a o procedimento proposto por Dirac para a redenic~ao dos colchetes de Poisson
como colchetes de Dirac.
2.4.7 Os colchetes de Dirac
O proposito de se introduzir os colchetes de Dirac e eliminar os vnculos de segunda
classe, resolvendo-os no processo. Para denir o colchete de Dirac, primeiro escreve-se
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explicitamente a matriz   dos colchetes de Poisson entre os vnculos:
 mn   IJ
0BBBBBBB@
0 "ab fJKL
~BaK "abDJbL
"ab 0 "abDJbL 0
fJKL
~BaK "abDJbL 0 0
"abDJbL 0 0 0
1CCCCCCCA
2(x  y) (2.56)
onde (m;n) = (1; 2; 5; 6), uma vez que 3 e 4 foram tomados como igualdades fortes.
A partir desta matriz realiza-se uma troca de base dos vnculos por um procedimento de
diagonalizac~ao em blocos, o que simplica bastante a denic~ao dos colchetes de Dirac. Os
vnculos secundarios GI e FI (GI = 5I e FI = 6I) combinam-se com os vnculos 1 e
2, para gerar:
G 0I = GI + f JI KBKa a2J +DJaIa1J (2.57)
F 0I = FI +DJaIa2J : (2.58)
Nota-se que G 0 e F 0 s~ao os coecientes de At e Bt na hamiltoniana (2.53).
Os vnculos G 0 e F 0 s~ao vnculos de primeira classe de acordo com a terminologia de Dirac9
pois possuem colchetes de Poisson fracamente nulos com todos os demais, enquanto os
vnculos 1;2 s~ao vnculos de segunda classe, resultando na seguinte matriz  
0 diagona-
lizada:
 0mn   IJ
0BBBBBBB@
0 "ab 0 0
"ab 0 0 0
0 0 0 0
0 0 0 0
1CCCCCCCA
2(x  y) (2.59)
onde as linhas e colunas desta matriz s~ao formadas por 1;2;G 0 e F 0.
9Vide sec~ao B.2.3.
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Um resumo dos nossos vnculos de acordo com a sua classe e origem, na nova base:
Vnculo Primario Secundario
Primeira Classe
G 0I : GI + f JI KBKa a2J +DJaIa1J
F 0I : FI +DJaIa2J
Segunda Classe
a1I :
AaI   ~BaI  0
a2I :
BaI  0
Agora, nota-se por  a matriz dos vnculos de segunda classe remanescentes, cujos ele-
mentos s~ao denidos por:
acss0 IJ = fasI(x);cs0J(y)g =  "acIJ"ss
0
2(x  y) (2.60)
onde (s; s0) = (1; 2). Invertendo10 a matriz  obtem-se:
 1 =  "caIJ2(y   x)
0B@ 0 1
1 0
1CA : (2.61)
Com esta matriz  1 denem-se os colchetes de Dirac:
f; gD = f; g   f;sg 1 ss0fs0 ; g (2.62)
que se nota pelo smbolo f ; gD. Neste novo colchete, pode-se colocar os s = 0 uma
vez que, sendo g uma func~ao qualquer dos campos A e B:
fg;sgD = fg;sg   fg;sg 1 ss0fs0 ;sg
= fg;sg   fg;sg 1 ss0 s0s
= fg;sg   fg;sg = 0: (2.63)
10No sentido da algebra de convoluc~ao para osndices contnuos (x) e (y): (gf)(x) = R dy g(y)f(x y).
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Logo, as equac~oes s = 0 podem ser consideradas igualdades fortes, ent~ao:
1 = 0! AaI = ~BaI (2.64)
2 = 0! BaI = 0 (2.65)
como AaI / B e BaI = 0, excluem-se os momentos AaI e BaI da teoria e considera-se
(2.64) como o momento da variavel AIa.
Da mesma maneira, temos que:
fAIa(x); AJb (y)gD = fAIa(x); AJb (y)g  
Z
d2x0d2y0fAIa(x);s(y0)g 1 ss
0fs0(x0); AJb (y)g
= 0 
Z
d2x0d2y0fAIa(x);1(y0)g 1 12
=0z }| {
f2(x0); AJb (y)g
 
Z
d2x0d2y0
=0z }| {
fAIa(x);2(y0)g 1 21f1(x0); AJb (y)g = 0 (2.66)
fBIa(x); BJb (y)gD = 0 (2.67)
fAIa(x); BJb (y)gD = fAIa(x); BJb (y)g  
Z
d2x0d2y0fAIa(x);s(y0)g 1 ss
0fs0(x0); BJb (y)g
= 0 
Z
d2x0d2y0fAIa(x);1(y0)g 1 12f2(x0); BJb (y)g
 
Z
d2x0d2y0
=0z }| {
fAIa(x);2(y0)g 1 21f1(x0); BJb (y)g
=  "baIJ2(y   x) (2.68)
A partir de agora o sub ndice D do colchete de Dirac sera omitido. Note que o ultimo
colchete escreve-se de maneira simplicada na notac~ao dual de B :
fAIa(x); ~BcJ(y)g =  "cb"baIJ2(y   x) = caIJ2(y   x): (2.69)
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2.5 Os vnculos de primeira classe e a invaria^ncia da
hamiltoniana
2.5.1 A forma nal da hamiltoniana
A Hamiltoniana total (2.53) do nosso sistema agora ca:
HT =
Z

d2x

  AIt (Da ~Ba)I  BIt F12I

: (2.70)
Como os campos  AIt e  BIt s~ao multiplicadores de Lagrange para os vnculos 5I =
GI = Da ~Ba e 6I = FI = F12I , podemos reescrever a hamiltoniana total como:
HT =
Z

d2x (I5GI + I6FI) : (2.71)
Vale a pena ressaltar novamente que esta hamiltoniana e completamente vinculada, que
e o que se espera de uma teoria de calibre topologica.
2.5.2 As transformac~oes innitesimais geradas pela hamiltoni-
ana
Os vnculos G e F que aparecem na hamiltoniana (2.70) s~ao vnculos de primeira classe,
e como tal geram transformac~oes de calibre. Ent~ao agora calcula-se os colchetes de Dirac
destes termos da hamiltoniana (vnculos) com as variaveis A e B, para descobrir as trans-
formac~oes innitesimais de calibre associadas aos termos da hamiltoniana. Uma vez queH
e um invariante sobre as transformac~oes geradas por estes vnculos, estas transformac~oes
s~ao simetrias do sistema:
(i)g(x) = fg(x);
Z

d2yii(y)g: (2.72)
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Escreve-se agora a transformac~ao innitesimal G, gerada pelo vnculo G que age sobre
as variaveis AIa e ~B
aI , fazendo uso da integrac~ao por partes (A.108) e da denic~ao de
derivada covariante (2.5):
GAIa(x) = fAIa(x);
Z

d2yJ5 (y)JKD
yK
b L
~BbL(y)g
=  
Z

d2yDyKb L(JK
J
5 (y))
ILba
2(y   x) =  (Da5)I(x) (2.73)
G ~BaI(x) = f ~BaI(x);
Z

d2yJ5 (y)JKD
yK
b L
~BbL(y)g
=
Z

d2y JK
J
5 (y)f
K
LM
IMab 
2(x  y) ~BbL(y) = f IJLJ5 (x) ~BaL(x) :(2.74)
Escrevendo estas transformac~oes na notac~ao matricial Aa = A
I
aTI , etc., obtem-se:8><>: GAa = @a+ [Aa; ]G ~Ba = [ ~Ba; ] (2.75)
onde  =  5 faz o papel de para^metro innitesimal. Isto e, G gera as transformac~oes de
calibre tipo YM espaciais.
Agora, escreve-se a transformac~ao innitesimal F , gerada pelo vnculo F que age sobre a
variavel ~BaI , fazendo uso da integrac~ao por partes (A.108) e da antissimetria dos tensores
"ab e f IJK :
FAIa(x) = 0 (2.76)
F ~BaI(x) = f ~BaI(x);
Z

d2y J6 (y)
"bc
2
F Jbc(y)g
=
Z

d2y "ba(@b
I
6(y)  f IJKAKb (y)J6 (y))2(x  y) =  "abDIbJJ6 (x) :(2.77)
Escrevendo na forma matricial: 8><>: FAa = 0F ~Ba = "abDb (2.78)
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onde  =  6 faz o papel de para^metro innitesimal. F gera o segundo tipo de trans-
formac~oes de calibre do modelo BF, chamadas de tipo 2.
Os conjuntos de simetria G;F s~ao nada mais que a parte espacial das transformac~oes
de calibre da teoria. Na teoria qua^ntica, G e F ser~ao promovidos a operadores G^ e F^ ,
geradores dos grupos de simetria. Os estados j i que obedecem G^j i = 0 e F^ j i = 0 v~ao
ser os estados fsicos, invariantes sobre as transformac~oes de calibre.
A invaria^ncia sobre as transformac~oes gerais de coordenadas (difeomorsmos), e uma
conseque^ncia das invaria^ncias sobre transformac~oes de calibre (2.75) e (2.78) [36{38]. Para
vericarmos isto, considere um campo vetorial espacial v = va@a com o qual denem-se
os para^metros:
8><>: 
I(v) = vaAIa
I(v) = va ~B
aI
: (2.79)
Verica-se facilmente que um difeomorsmo innitesimal dado pela derivada de Lie ao
longo do campo vetorial v pode ser expresso como uma transformac~ao de calibre com os
para^metros (2.79), modulo equac~oes de movimento:
8><>: (LvA)
I
a = (v)A
a
I + (v)A
a
I
(Lv ~B)aI = (v) ~BaI + (v) ~BaI
(2.80)
e o resultado (2.13) mostrado na sec~ao 2.3.1.
2.5.3 A algebra dos geradores de transformac~oes
Nas sec~oes anteriores escreveu-se a hamiltoniana do modelo BF completamente vincu-
lada e mostrou-se que estes vnculos geram as transformac~oes de calibre da teoria. Agora
analisar-se-a a algebra dos vnculos da hamiltoniana do modelo BF, escritos como trans-
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formac~oes de calibre:
G() =
Z
d2x I(x)Da ~B
a
I (x) (2.81)
F() = 1
2
Z
d2x I(x)"
abF Iab(x): (2.82)
Os colchetes entre os vnculos G e F resultam em:
fG(1);G(2)g = G(1  2) (2.83)
fG();F()g = F( ) (2.84)
fF(1);F(2)g = 0 (2.85)
onde (1  2)I = f IJK J1K2 e (  )I = f KIJ JK , lembrando que em SO(n; 3   n) :
f KIJ = "
K
IJ (tensor antissimetrico) e ( ) e um produto vetorial. Logo, a algebra dos
vnculos e fechada.
Pode-se pensar nos vnculos da hamiltoniana tambem como sendo equac~oes que restringem
o espaco de fase a uma hipersuperfcie vinculada, como a Fig. 2.2, e nesta hipersuperfcie
todas as variaveis dina^micas evoluem arbitrariamente.
Figura 2.2: Esboco do espaco de fase cinematico, onde ha um subespaco dos pontos que
obedecem os vnculos.
Reescreve-se a hamiltoniana como em (2.70):
H = G() + F() (2.86)
o que deixa manifesto que a dina^mica da teoria na verdade e uma evoluc~ao arbitraria
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dada pelas transformac~oes de calibre gerada pelos vnculos.
Pode-se tambem calcular o numero de graus de liberdade do espaco de fase considerando
a dimensionalidade dos nossos campos independentes:
AIa : a = (1; 2) I = (1; 2; 3)! dim = 6
~BaI : a = (1; 2) I = (1; 2; 3)! dim = 6:
Isto e, em cada ponto x do espaco de fase tem-se o numero de dimens~oes igual a 12 devido
aos campos independentes. A dimens~ao dos para^metros associados as simetrias e:
I : I = (1; 2; 3)! dim = 3
I : I = (1; 2; 3)! dim = 3:
Cada para^metro retira duas dimens~oes do espaco de fase, pois cada para^metro esta associ-
ado a implementac~ao de um vnculo. Ent~ao, nosso espaco de fase vai possuir 12 62 = 0
graus de liberdade fsicos, o que concorda com as equac~oes de movimento (2.14) e (2.17)
obtidas anteriormente:
DB = 0 anula os graus de liberdade de B
F = 0 anula os graus de liberdade de A:
2.5.4 Sobre a quantizac~ao do modelo BF: O problema do pro-
duto escalar
Antes de abordar a quantizac~ao desta teoria no formalismo de lacos faremos algumas
considerac~oes gerais, em um nvel mais informal.
Na quantizac~ao, primeiramente dene-se o funcional de onda 	 = 	[AIa] sobre o espaco
de congurac~oes das conex~oes AIa. Denem-se tambem os operadores A^ e B^, que devem
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obedecer as relac~oes de comutac~ao correspondentes aos colchetes de Dirac (2.66, 2.67,
2.69):
[A^Ia(x); B^
b
J(y)] = i~baIJ2(x  y): (2.87)
Esses operadores atuam em 	[A] da seguinte forma:
A^Ia	 = A
I
a	 (2.88)
B^aI	 =  i~
	
AIa
: (2.89)
Dirac comecou a estudar a quantizac~ao da gravitac~ao com este esquema, tomando A como
a metrica e B como o momento conjugado da metrica [12].
Agora, dene-se o produto escalar. Na MQ, o produto escalar e:
h ji =
Z
dnq  (q)(q) (2.90)
onde q representa as coordenadas generalizadas. Este produto escalar pode ter uma forma
mais geral:
h ji =
Z
d(q)  (q)(q) (2.91)
onde d e uma medida de integrac~ao. O produto escalar no modelo BF teria a forma:
h	ji =
Z
DA(	[A])[A] (2.92)
onde DA e uma medida de integrac~ao no espaco de congurac~ao das conex~oes AIa(x).
N~ao e difcil de ver que esta medida de integrac~ao corresponde a medida num espaco de
congurac~oes muito maior que o espaco correspondente ao do produto escalar (2.90), o
que torna sua denic~ao particularmente difcil.
Para se construir um espaco com produto interno bem denido, substitui-se o espaco de
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congurac~oes dos AIa(x) pelo espaco das holonomias h[A], que e o primeiro passo para a
quantizac~ao de lacos.
A seguir estudar-se-a o modelo BF com campos de materia, em particular como os vnculos
e as transformac~oes de calibre do modelo BF descrito neste captulo se alterar~ao com a
introduc~ao dos campos de materia.
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Captulo 3
Modelo BF com Campos de Materia
- Caso Abeliano
Agora parte-se do modelo de brinquedo tipo BF 2+1-dimensional independente de fundo
tal como denido no captulo 2, e sobre ele acoplar-se-a uma estrutura que possa represen-
tar campos de materia [8]. Numa primeira tentativa acoplaremos minimamente campos
escalares, como em um modelo sigma [29], a ac~ao do modelo BF.
Por uma quest~ao de simplicidade trata-se os campos da teoria como campos abelianos,
neste captulo. O caso n~ao-abeliano sera tratado no captulo seguinte.
3.1 Denic~oes e Convenc~oes
3.1.1 O Grupo de Calibre U(1)
O grupo de Lie1 a ser considerado neste captulo e o grupo abeliano U(1) = SO(2), que e
o grupo de calibre do eletromagnetismo, compacto, conexo e unimodular (crculo unitario
no plano complexo).
1Ver ape^ndice A.1 sobre grupos de Lie em geral.
44
Os elementos g do grupo U(1) podem ser parametrizados por um a^ngulo de rotac~ao 
como g = ei, onde o mapa [0; 2[ R ! U(1),  7! ei e homeomorco ja que a
multiplicac~ao de numeros complexos e equivalente a uma adic~ao de fases.
As representac~oes de U(1) s~ao bem simples, por serem unidimensionais. Cada repre-
sentac~ao irredutvel e um homeomorsmo Rn caracterizado por um inteiro positivo ou
negativo:
Rn(ei) = ein; n 2 Z (3.1)
de forma que estas representac~oes Rn s~ao caracteres do grupo U(1). Elas s~ao homeo-
morsmos do grupo consigo mesmo [43]. Sendo assim, deixa-se de escrever o ndice de
grupo para campos em U(1) mesmo na representac~ao de componentes observado que a
representac~ao R n e igual a conjugada de Rn:
R n = Rn (3.2)
3.1.2 A Derivada Covariante para os campos 
Considera-se um campo escalar complexo (x), com (x) como seu conjugado, que se
transformam sob o grupo de calibre U(1) como:
0(x) = g(x)(x)

0
(x) = g 1(x)(x) (3.3)
onde g(x) = ei(x) 2 U(1). Tambem se quer que a derivada se transforme da mesma
maneira que o campo, o que nos leva a denic~ao da derivada covariante dos campos :
D(x)  @(x)  A(x) (3.4)
D(x)  @(x) + A(x): (3.5)
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A 1-forma conex~ao2 A escrita em notac~ao de componentes se transforma como:
A0(x) = A(x) + g(x)@g
 1(x): (3.6)
Repare que as equac~oes (3.6) e (3.4 - 3.5) representam o caso particular abeliano para a
transformac~ao de A (2.4) e da derivada covariante (2.5) vistas no captulo anterior para
o caso BF \puro".
3.1.3 A curvatura de Yang-Mills F
A curvatura F = 1
2
Fdx
dx no caso abeliano e expressa simplesmente por:
F = @A   @A: (3.7)
Pode-se escrever tambem as identidades de Bianchi dF = 0, que no caso abeliano e
imediato ver que se vericam. Ate aqui tem-se uma estrutura semelhante a do modelo
BF ja desenvolvida no captulo anterior.
3.1.4 A densidade escalar
Outra grandeza presente na ac~ao a se denir e o tensor completamente antissimetrico
(3-forma) ~e(x). Por simplicidade, pode-se expressar ~e em termos do seu dual e:
e  1
3!
~e"
 (3.8)
e sendo uma densidade escalar.
Na sec~ao seguinte a ac~ao sera escrita e as transformac~oes das variaveis estudadas com
detalhes, assim como as simetrias geradas por estas transformac~oes.
2Note que pela maneira na qual a derivada covariante foi denida o campo A e imaginario.
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3.2 Construindo a ac~ao
Para escrever a ac~ao, considera-se uma variedade diferenciavel tridimensionalM, e sobre
ela dene-se o modelo BF (a 1-forma conex~ao A, e a 1-forma B) e os demais acopla-
mentos (campos escalares ,  e a densidade escalar ~e).
A ac~ao invariante sob as transformac~oes de calibre (3.6) e (3.3) e3:
S[A;B; ; ; e] =

2
Z
B ^ F + 
Z
BDD+ 
Z
e(  1) (3.9)
e em componentes
S[A;B; ; ; ~e] =

2
Z
M3
d3x"BF + 
Z
M3
d3x"BDD+
+

3!
Z
M3
d3x"~e(  1) (3.10)
onde ,  e  s~ao constantes de acoplamento. A ac~ao tambem e invariante sobre trans-
formac~oes gerais de coordenadas (difeomorsmos) x0 = x0(x).
3.3 As invaria^ncias de calibre
Sabe-se por construc~ao que nossas variaveis s~ao invariantes de calibre em relac~ao ao grupo
abeliano U(1), na forma innitesimal:
A = @ ; B = 0 ;  =  ;  =   ; e = 0 (3.11)
que s~ao o caso particular abeliano das transformac~oes (2.10) escritas no captulo anterior.
A ac~ao foi construda para ser tambem invariante sob as transformac~oes gerais de co-
3Note que o campo B e imaginario, uma vez que F = dA tambem e imaginario e a ac~ao deve ser real.
Note tambem que e possvel denir uma ac~ao invariante tomando  = 0, anulando o terceiro termo. Com
efeito, nestas condic~oes pode-se redenir as variaveis A0 = A   D e B0 = B + B para reduzir a
ac~ao a um unico termo do tipo B0 ^ F 0.
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ordenadas (difeomorsmos). Estas simetrias d~ao informac~oes sobre como os campos da
teoria se relacionam. E importante notar que no caso do modelo BF puro a invaria^ncia
sobre difeomorsmos e uma conseque^ncia da invaria^ncia sobre as transformac~oes de cali-
bre [36{38], mas aqui esta invaria^ncia deve ser construda.
Os difeomorsmos atuam sobre os ndices ; , logo pode-se desde ja distinguir os dife-
omorsmos temporais e difeomorsmos espaciais (distinc~ao que sera justicada no de-
senvolvimento do metodo hamiltoniano). Um campo X se transforma innitesimalmente
como X(x) = (x)@X(x), uma vez que x
 = (x). Isto e:
X(x) = LX(x) (3.12)
onde LX(x) e a derivada de Lie de X(x) ao longo de . O difeomorsmo dos tensores
denidos na teoria pode ser calculado fazendo:
A = 
@A + @
A (3.13)
F = 
@F + @
F + @
F (3.14)
B = 
@B + @
B (3.15)
 = @ (3.16)
 = @ (3.17)
e = @e: (3.18)
Sabe-se tambem que as simetrias de calibre nada mais s~ao do que as transformac~oes
geradas pelos vnculos de primeira classe, que nestas teorias de calibre formam o hamil-
toniano cano^nico. Espera-se que o tratamento cano^nico realizado nas sec~oes seguintes
forneca tambem as leis de invaria^ncia de difeomorsmos temporais e espaciais na forma
de vnculos adicionais sobre o espaco de fase cano^nico.
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3.3.1 Equac~oes de movimento
Antes de se criar um ansatz para testar a invaria^ncia da ac~ao S em relac~ao as simetrias,
pode-se variar a ac~ao em relac~ao as variaveis independentes da teoria (A;B; ; ; e) para
se obter equac~oes de movimento associadas. Parte-se ent~ao da ac~ao S, equac~ao (3.9),
escrita como:
S[A;B; ; ; e] =
Z
Tr(BF ) + BDD+ e(  1)
onde a constante de acoplamento sigma foi absorvida por uma redenic~ao simples e0 = e e
a constante de acoplamento BF foi absorvida fazendo B0 = B. Varia-se A (A) tomando
S = 0:
S =
Z
BdA+ BAD  BDA
=
Z
A(dB   B(D+D))
S
A
= dB   Bd() = 0 (3.19)
onde realizou-se uma integrac~ao por partes4 no primeiro termo (traco de B ^ F ) e per-
mutac~oes cclicas entre formas pares (dB) e mpares (B;A;D), portanto (3.19) e a pri-
meira equac~ao de movimento.
Agora, varia-se B (B) tomamos S = 0:
S =
Z
BF + BDD
S
B
= F + dd+ Ad() = 0 (3.20)
note que se usou DD = dd + A(d + d) para obter a segunda equac~ao de
movimento (3.20).
4Vide sec~ao A.4.3.
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Varia-se  () tomando S = 0:
S =
Z
BDD+ e
=
Z
(D(BD) + e) =
Z
(dBD BF+ e) (3.21)
onde utilizou-se a identidade D2 = F (equac~ao A.68). Quer-se S

= 0, ent~ao:
S

= dBD BF+ e = 0: (3.22)
e a variac~ao do campo conjugado  e calculada de forma analoga
S =
Z
BDD+ e
=
Z
(dBD+BF+ e)
S

= dBD+BF+ e = 0 (3.23)
que nos d~ao a terceira equac~ao (3.22) e a quarta equac~ao (3.23) de movimento. Finalmente,
varia-se e (e) tomando S = 0:
S =
Z
e(  1)
S
e
=   1 = 0 (3.24)
para se obter a quinta equac~ao de movimento (3.24).
Repare que a parte n~ao-dina^mica destas equac~oes de movimento (3.19 , 3.20, 3.22, 3.23
e 3.24) devera corresponder aos vnculos da teoria. Estas equac~oes ainda podem ser
combinadas para gerar um subconjunto de equac~oes independentes:
dB = 0 F = 0 e = 0  = 1: (3.25)
Na sec~ao seguinte obter-se-a os vnculos de primeira classe e ent~ao poderemos comparar
as invaria^ncias (3.25) da ac~ao em relac~ao a estas simetrias.
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3.4 O Formalismo Cano^nico do modelo BF + Cam-
pos de materia
A exemplo do metodo que foi desenvolvido extensamente na sec~ao 2.4, faz-se ent~ao uma
foliac~ao na variedade M = R  , que e a separac~ao da parte espacial t := Xt() da
temporal, onde Xt :  !M e t 2 R denem uma famlia de hipersuperfcies Xt().
A ac~ao S (3.10) escreve-se em 2+1 dimens~oes como:
S =
1
2
Z
d2xdt

"tabBtFab + "
atbBaFtb + "
abtBaFbt

+
Z
d2xdte

  1
+
Z
d2xdt

"tabBtDaDb+ "
atbBaDtDb+ "
abtBaDbDt

: (3.26)
Ent~ao a lagrangiana escreve-se como:
L =
Z
d2x "ab

1
2
BtFab  Ba@tAb   At@bBa

+ e

  1
+"ab

BtDaDb BaDtDb+BaDbDt

(3.27)
onde "tab  "ab e o tensor de Levi-Civita, completamente antissimetrico.
3.4.1 Os momentos conjugados
Para realizar a transformac~ao de Legendre, primeiramente deve-se escrever os momentos
conjugados aos campos A;B; ; ; e:
(A)t(x) =
L
(@tAt(x))
= 0
(B)t(x) =
L
(@tBt(x))
= 0
()(x) =
L
(@t(x))
= "abBaDb (3.28)
()(x) =
L
(@t(x))
=  "abBaDb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(e)(x) =
L
(@te(x))
= 0
(A)b(x) =
L
(@tAb(x))
=  "abBa
(B)a(x) =
L
(@tBa(x))
= 0:
Os colchetes de Poisson dos campos e seus momentos conjugados geram uma estrutura
simpletica:
fA(x); (A)(y)g = 2(x  y)
fB(x); (B)(y)g = 2(x  y)
f(x); ()(y)g = 2(x  y)
f(x); ()(y)g = 2(x  y)
fe(x); (e)(y)g = 2(x  y)
e todos os demais colchetes s~ao nulos:
fA(x); A(y)g = f (A)(x); (A)(y)g = fA(x); B(y)g =    = 0:
Para o modelo BF \puro" descrito no captulo 2, viu-se que as velocidades generalizadas
das variaveis dina^micas (A e B no caso) n~ao podiam ser escritas em func~ao das coorde-
nadas e momentos generalizados, o que faz com que esses momentos sejam vnculos da
teoria. No entanto sabe-se pelo resultado obtido na sec~ao 2.4.7 que trata da denic~ao do
colchete de Dirac daquele modelo, que o calculo da estabilidade dos vnculos primarios e
vastamente simplicado se tomarmos os momentos:
(A)a(x) = "abBb  ~Ba (3.29)
(B)a(x) = 0 (3.30)
como igualdades fortes desde ja.
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Note que:
~Ba(x)  "abBb(x) (3.31)
e uma notac~ao para o dual de B. Considerar esta igualdade forte agora implica em
considerar as variaveis Aa e ~B
a como um par canonicamente conjugado:
fAa; ~Bbg = ba2(x  y): (3.32)
3.4.2 Sumario da estrutura simpletica
Para ns de refere^ncia, sumarizou-se a estrutura simpletica do nosso espaco de fase,
formado pelas variaveis:
A(x); B(x); (x); (x); e(x);
(A)(x); (B)(x); ()(x); ()(x); (e)(x):
Os colchetes n~ao-nulos s~ao:
fAt(x); (A)t(y)g = 2(x  y) (3.33)
fBt(x); (B)t(y)g = 2(x  y) (3.34)
f(x); ()(y)g = 2(x  y) (3.35)
f(x); ()(y)g = 2(x  y) (3.36)
fe(x); (e)(y)g = 2(x  y) (3.37)
fAa(x); ~Bb(y)g = ba2(x  y): (3.38)
3.5 Hamiltoniana e Vnculos
Ao se considerar a lagrangiana L(q; _q), os momentos conjugados obtidos s~ao independen-
tes das velocidades generalizadas _q. No caso apresentado aqui, as velocidades n~ao podem
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ser trivialmente escritas como uma func~ao dos momentos, caracterstica de sistemas vin-
culados. Temos assim os vnculos primarios:
1 =
(A)t(x)  0 (3.39)
2 =
(B)t(x)  0 (3.40)
3 =
()(x) +  ~Ba(x)Da(x)  0 (3.41)
4 =
()(x)   ~Ba(x)Da(x)  0 (3.42)
5 =
(e)(x)  0: (3.43)
Note que o sinal  indica uma igualdade fraca, isto e, estas equac~oes so se tornar~ao
igualdades fortes apos a resoluc~ao dos vnculos canonicamente.
Faz-se agora a transformac~ao de Legendre para se obter a hamiltoniana cano^nica:
Hcan 
Z
d2x Hcan(x) =
Z
d2x
 
()@t()  L

(3.44)
=
Z
d2x

(A)a@tAa +
(A)t@tAt +
(B)t@tBt +
()@t+
()@t+
(e)@te  L

onde se substituiu as express~oes fracas para os momentos conjugados, observado desde ja
que a hamiltoniana total e denida como Htot = Hcan+
P
m mm, isto e, a hamiltoniana
total contem a informac~ao sobre os vnculos5. Explicitamente:
Hcan =
Z
d2x ~Ba@tAa    ~BaDa@t+  ~BaDa@t  "
ab
2
BtFab   ~Ba@tAb   At@b ~Ba
 "abBtDaDb+ "abBaDtDb  "abBaDbDt  e
 
  1
=
Z
d2x   "
ab
2
BtFab   At@b ~Ba   "abBtDaDb
+"abBaAtDb+ "
abBaDbAt  e
 
  1 :
Repare que ao combinar os termos de At, os termos Da+Da = @a() formam uma
5Adicionar uma combinac~ao linear de express~oes fracamente nulas n~ao altera a hamiltoniana do sis-
tema, uma vez que os vnculos ser~ao resolvidos.
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derivada total. Htot vai ser:
Htot =
Z
d2x ( AtG BtG0   e
 
  1+ mm) (3.45)
onde
G = @b ~B
a +  ~Ba@a(); G0 =
1
2
"abFab + "
abDaDb: (3.46)
3.5.1 Estabilidade dos vnculos primarios
Utiliza-se agora as equac~oes de Hamilton para se vericar a estabilidade dos vnculos e a
existe^ncia de vnculos secundarios, aplicando o algoritmo de Dirac-Bergmann6.
As equac~oes de Hamilton se escrevem, para f func~ao dos (q; p) sem depende^ncia explcita
em relac~ao ao tempo t:
_f(x) = ff(x); Htotg+ @f(x)
@t| {z }
= 0
= ff(x);
Z
d2y [Hcan + mm]g: (3.47)
E no algoritmo de Dirac-Bergmann verica-se a estabilidade dos vnculos, fazendo _m  0,
de forma que:
Z
d2y fm(x);Hcan(y)g+
Z
d2y n(y)fm(x);n(y)g  0: (3.48)
Para simplicar o calculo da estabilidade dos vnculos sera util considerar as \medias
ponderadas" [44]:
n[] =
Z
d2x (x)n(x) (3.49)
onde (x) e uma func~ao de teste.
6Vide sec~ao B.1.4.
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Primeiro calcula-se a matriz dos colchetes de Poisson dos vnculos,  mn  fm[];n[]g
para m;n = (1; 2; 3; 4; 5). O resultado e:
 11 =  12 =  13 =  14 =  15 = 0
 22 =  23 =  24 =  25 = 0 (3.50)
 33 =
Z
d2x
Z
d2yf3((x));3((y))g
=
Z
d2x
Z
d2yf ()+  ~BaDa ;  ()+  ~BcDcg
=
Z
+Daf ~Ba(x); Ac(y)g ~Bc+  ~BafAa(x); ~Bc(y)gDc
=  2Da ~Ba+ 2 ~BaDa = 0 (3.51)
 34 =
Z
d2x
Z
d2yf3((x));4((y))g
=
Z
d2x
Z
d2yf ()+  ~BaDa ;  ()   ~BcDcg
=
Z
 Dc ~Bc    ~BcDc   Da ~Ba   ~BaDa  2 ~Ba@a()
=
Z
 
h
@a ~B
a +  ~Ba@a()
i
(3.52)
 35 =  45 =  55 = 0 (3.53)
 44 =
Z
d2x
Z
d2yf4((x));4((y))g
=
Z
d2x
Z
d2yf ()   ~BaDa ;  ()   ~BcDcg
= +2Da ~B
a  2 ~BaDa = 0: (3.54)
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Vericando 1
Para vericar a estabilidade do vnculo 1, utiliza-se a equac~ao (3.48) para m = 1. Ent~ao:
_1 =
Z
d2y f1;Hg  0
=
Z
d2yf (A)t; At
h
@a ~B
a +  ~Ba(Da+ Da)
i
g
= @a ~B
a +  ~Ba(Da+ Da) = G(x)  0 (3.55)
o que dene um novo vnculo da teoria G(x) = 6, o vnculo de Gauss. Note que:
(@a   Aa)+ (@a + Aa) = @a+ @a = @a()
ent~ao o vnculo 6 escreve-se simplesmente como:
6  @a ~Ba +  ~Ba@a() (3.56)
e que tambem precisa ter sua estabilidade vericada.
Vericando 2
Utilizando (3.48) para m = 2, obtemos:
_2 =
Z
d2y f2;Hg  0
=
Z
d2y f (B)t; Bt

"ab
2
Fab + "
abDaDb

g
=
"ab
2
Fab + "
abDaDb = G0(x)  0 (3.57)
onde G0(x)  7 e um novo vnculo da teoria, que chamamos de curvatura modicada.
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Antes de vericarmos a estabilidade dos demais vnculos, vamos calcular mais alguns
termos de interesse da matriz  , os  m6 e  m7, para m = 1; 2; : : : ; 7, uma vez que 6 e 7
est~ao explicitamente expressos na hamiltoniana (3.45):
 16 =  17 =  26 =  27 = 0 (3.58)
 36 =
Z
d2x
Z
d2yf3((x)); G((y))g
=
Z
d2x
Z
d2yf ()+  ~BaDa ; @c ~Bc +  ~Bc@c()g
=
Z
+(@a ~B
a +  ~Ba@a()) = +G() (3.59)
 37 =
Z
d2x
Z
d2yf3((x)); G0((y))g
=
Z
d2x
Z
d2yf ()+  ~BaDa ; "cd@cAd + "cdDcDdg
=
Z
 

"ab
2
Fab + "
abDaDb

=  G0() (3.60)
 46 =
Z
d2x
Z
d2yf3((x)); G((y))g
=
Z
d2x
Z
d2yf ()   ~BaDa ; @c ~Bc +  ~Bc@c()g
=
Z
+(@a ~B
a +  ~Ba@a()) = +G() (3.61)
 47 =
Z
d2x
Z
d2yf4((x)); G0((y))g
=
Z
d2x
Z
d2yf ()   ~BaDa ; "cd@cAd + "cdDcDdg
=
Z
 

"ab
2
Fab + "
abDaDb

 =  G0() (3.62)
 56 =  57 = 0
 66 =  77 = 0 (3.63)
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 67 =
Z
d2x
Z
d2yfG((x)); G0((y))g
=
Z
d2x
Z
d2yf@a ~Ba +  ~Ba@a() ; "cd@cAd + "cdDcDdg
=
Z
"ab@a()@b() = 0 (3.64)
note que em  67 utilizou-se uma integrac~ao por partes e o fato de que a derivada segunda
exterior de uma forma e nula.
Vericando 3
_3 =
Z
d2y f3;Hg  0
=
Z
d2y f ()+  ~BaDa ; AtG BtG0   e(  1) + mmg
=  AtG+BtG0 +
Z
d2yf (); g( e) + 4f3;4g
=  AtG+BtG0 + e  4G  e (3.65)
gera um novo vnculo 8  e  0 .
Vericando 4
_4 =
Z
d2y f4;Hg  0
=
Z
d2y f ()   ~BaDa ; AtG BtG0   e(  1) + mmg
=  AtG+BtG0 +
Z
d2yf (); g( e) + 3f4;3g
=  AtG+BtG0 + e+ 3G  e (3.66)
gera um novo vnculo 9  e  0.
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Vericando 5
_5 =
Z
d2y f5;Hg  0
=
Z
d2y f (e) ; AtG BtG0   e(  1) + mmg
=
Z
d2y   f (e); eg(  1) =   1  0: (3.67)
Repare que   1 e uma nova relac~ao entre nossas variaveis  e , de forma que:
10    1  0 (3.68)
e um novo vnculo.
Os vnculos 8 (3.65) e 9 (3.66) n~ao s~ao independentes. Combina-se 8 e 9 com a
equac~ao 10 (3.68), para se obter:
e  0 (3.69)
ent~ao as equac~oes 8 e 9 podem ser substitudas por uma equac~ao independente e 
e  0.
Neste ponto, pode-se usar e (3.69) e 5 (3.43) para formar uma estrutura simpletica
entre a variavel e e o momento (e), tomando estes dois vnculos como igualdades fortes:
(e) = 0
e = 0: (3.70)
Eles s~ao trivialmente eliminados, pois todos os colchetes de Poisson envolvendo estes
vnculos com os demais s~ao nulos e o colchete entre eles n~ao demanda alterac~ao nos
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colchetes de Poisson:
 5e =
Z
d2xd2yf5();e()g =
Z
f (e); eg =  : (3.71)
E a hamiltoniana total escreve-se como:
Htot =
Z
d2x  AtG(x) BtG0(x) +
4X
i=1
ii: (3.72)
Note ainda que o elemento de matriz  34 (3.52) pode ser expresso como:
 34 =  G() (3.73)
o que facilita escrever a representac~ao matricial de  mn.
Antes de se vericar a estabilidade dos vnculos secundarios, vamos calcular os  's rema-
nescentes com 10:
 1;10 =  2;10 = 0 (3.74)
 3;10 =
Z
d2x
Z
d2yf3((x));10((y))g =
Z
d2x
Z
d2yf ()+  ~BaDa ;   g
=
Z
f (); g =  () (3.75)
 4;10 =
Z
d2x
Z
d2yf4((x));10((y))g =
Z
d2x
Z
d2yf ()   ~BaDa ;   g
=
Z
f (); g =  () (3.76)
 6;10 =  7;10 =  10;10 = 0: (3.77)
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A Matriz  mn =
Z
d2x
Z
d2yfm((x));n((y))g se escreve:
3 4 G G0 10
3
4
G
G0
10
0BBBBBBBBBBB@
0  G() +G()  G0()  ()
+G() 0 +G()  G0()  ()
 G()  G() 0 0 0
+G0() +G0() 0 0 0
+() +() 0 0 0
1CCCCCCCCCCCA
(3.78)
n~ao se incluiu 1, 2 uma vez que estes so produziriam linhas e colunas nulas, e 5, 8,
9 ja foram tomados como igualdades fortes.
3.5.2 Estabilidade dos vnculos secundarios
Recapitulando, tem-se os seguintes vnculos primarios remanescentes (3.39 - 3.42):
1 =
(A)t  0
2 =
(B)t  0
3 =
()+  ~BaDa  0
4 =
()   ~BaDa  0:
Que geram os seguintes vnculos secundarios remanescentes (3.56, 3.57, 3.68):
G = @a ~B
a +  ~Ba@a()  0
G0 =
"ab
2
Fab + "
abDaDb  0
10 =   1  0
e que tal como os vnculos primarios, precisam ter sua estabilidade vericada.
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Vericando G
_G =
Z
d2y fG;Hg  0
=
Z
d2y fG ; AtG BtG0 + mmg =
Z
3fG;3g+ 4fG;4g
=  (3+ 4)G  0 (3.79)
como _G / G  0, ent~ao G e estavel.
Vericando G0
_G0 =
Z
d2y fG0;Hg  0
=
Z
d2y fG0 ; AtG BtG0 + mmg =
Z
3fG0;3g+ 4fG0;4g
= (3+ 4)G0  0 (3.80)
como _G0 / G0  0, ent~ao G0 e estavel.
Vericando 10
_10 =
Z
d2y f10;Hg  0
=
Z
d2y f  1 ; AtG BtG0 + mmg =
Z
3f;3g+ 4f;4g
= +3+ 4 (3.81)
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logo, a estabilidade de 10 determina 3 em func~ao de 4:
4 =  3 1 (3.82)
sendo  e  inversveis. Finalmente a hamiltoniana (3.45) se reduz a:
Htot =
Z
d2x
 AtG(x) BtG0(x) + 11 + 22 + 3(3    14) : (3.83)
3.5.3 Troca de base dos vnculos
Os vnculos remanescentes (3;4; G;G0;10) podem ser redenidos por uma combinac~ao
linear de vnculos de forma a maximizar o numero de vnculos de 1a classe (ate ent~ao 1
e 2).
Tomou-se via ansatz 7:
04 = 3   4 = ( ()+  ~BaDa)  ( ()   ~BaDa)
=  ()   ()+  ~Ba@a(): (3.84)
Se G = @a ~B
a +  ~Ba@(), pode-se escrever G0 = G  04 para obter:
G0 = @a ~Ba    ()+  (): (3.85)
Para estes ansatz:
 403 =
Z
d2xd2yf04();3()g =
Z
f3()  4();3()g
= 3()  G()  0 (3.86)
 4040 =
Z
d2xd2yf04();04()g =
Z
f3()  4(); 3()  4()g = 0 (3.87)
7Esse ansatz e inspirado pelo termo que multiplica 3 em (eq. 3.83).
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 40G0 =
Z
d2xd2yf04(); G0()g =
Z
f3()  4(); G()  04()g
= G() G() = 0 (3.88)
 40G0 =
Z
d2xd2yf04(); G0()g =
Z
f3()  4(); G0()g
=  G0() +G0() = 0 (3.89)
 4010 =
Z
d2xd2yf04();10()g =
Z
f3()  4();10()g
=  +  = 0 (3.90)
 G03 =
Z
d2xd2yfG0();3()g =
Z
fG()  04();3()g
=  G()  (3() G()) =  3()  0 (3.91)
 G0G0 = 0 (3.92)
 G0G0 =
Z
d2xd2yfG0(); G0()g =
Z
fG()  04(); G0()g = 0 (3.93)
 G010 =
Z
d2xd2yfG0();10()g =
Z
fG()  04();10()g = 0: (3.94)
Ent~ao tem-se uma matriz  0mn na nova base:
3 
0
4 G
0 G0 10
3
04
G0
G0
10
0BBBBBBBBBBB@
0 +G()  3() +3()  G0()  ()
 G() + 3() 0 0 0 0
 3() 0 0 0 0
+G0() 0 0 0 0
+() 0 0 0 0
1CCCCCCCCCCCA
:
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Esta matriz e fracamente igual a:
3 
0
4 G
0 G0 10
 00 =
3
04
G0
G0
10
0BBBBBBBBBBB@
0 0 0 0  ()
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
+() 0 0 0 0
1CCCCCCCCCCCA
: (3.95)
Analisando rapidamente a hamiltoniana (3.83), ve^-se que f04; Htotg  fG0; Htotg 
fG0; Htotg  0 e obtem-se uma separac~ao explcita dos vnculos de 1a e 2a classe, como
mostrados na tabela abaixo:
Vnculo Primario Secundario
Primeira Classe 1;2 
0
4; G
0; G0
Segunda Classe 3 10
A matriz ss0 dos vnculos de 2
a classe remanescentes (s; s0 = 3; 10) vai ser:
ss0 = fs(x);s0(x)g =  "ss02(x  y): (3.96)
Que e facilmente invertida:
 1ss0 = +"
ss0
 1
2(x  y): (3.97)
Logo, pode-se denir os Colchetes de Dirac8:
ff; ggD = ff; gg  
X
ss0
Z
ff;sg 1ss0fs0 ; gg (3.98)
e neste novo colchete pode-se tomar s = 0 (fortemente nulos), pois para qualquer func~ao
8Note que no calculo do colchete de Dirac estamos integrando um produto de colchetes, logo os termos
n~ao-nulos do segundo termo s~ao um produto de func~oes delta, e este produto deve ser visto como uma
convoluc~ao.
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f :
ff;sgD = ff;sg   ff;sg 1ss0fs0 ;sg
= ff;sg   ff;sg 1ss0s0s
= ff;sg   ff;sg = 0: (3.99)
Ent~ao tem-se as seguintes igualdades fortes:
() =   ~BaDa
 = 1 (3.100)
que imp~oem condic~oes severas sobre as variaveis  e , afetando a sua algebra. Note que
 e () n~ao s~ao mais variaveis independentes, e sim func~oes de  e (). Calculando
colchetes de Dirac sobre as variaveis  e :
f; gD = f; g  
X
ss0
Z
f;sg 1ss0fs0 ; g = 0 (3.101)
f; gD = f; g  
X
ss0
Z
f;sg 1ss0fs0 ; g = 0 (3.102)
f; gD = f; gD = 0 (3.103)
f; ()gD = f; ()g  
X
ss0
Z
f;sg 1ss0fs0 ; ()g
= 2(x  y) 
Z
f;3g 13;10f10; ()g
= 2(x  y) 
Z
2(x  s)  12(s0   s)2(s0   y) = 0 (3.104)
f; ()gD = f; ()g  
X
ss0
Z
f;sg 1ss0fs0 ; ()g
= 0 
Z
f;3g 13;10f10; ()g
=  

2(x  y) =  22(x  y) (3.105)
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note que se  = 1, ent~ao  = 1

e 

= 2.
f; ()gD = f; ()g  
X
ss0
Z
f;sg 1ss0fs0 ; ()g = 0 (3.106)
f; ()gD = f; ()g  
X
ss0
Z
f;sg 1ss0fs0 ; ()g = 2(x  y) (3.107)
f (); ()gD = f (); ()g  
X
ss0
Z
f ();sg 1ss0fs0 ; ()g = 0 (3.108)
f (); ()gD = f (); ()g  
X
ss0
Z
f ();sg 1ss0fs0 ; ()g
= 0 
Z
f ();3g 13;10f10; ()g  
Z
f ();10g 110;3f3; ()g
= 0 +  ~BaDya
2(x  s)  12(s  s0)2(s0   y)
 2(x  s)  12(s  s0) ~BaDxa2(s0   y) = 0 (3.109)
f (); ()gD = f (); ()g  
X
ss0
Z
f ();sg 1ss0fs0 ; ()g
= 0 
Z
f ();3g 13;10f10; ()g
= 0 + @a( ~B
a2)  Da ~Ba2: (3.110)
Tambem calcula-se a ac~ao dos colchetes de Dirac sobre o outro par cano^nico de variaveis,
(Aa; ~B
a). O colchete de Dirac de Aa com uma func~ao g qualquer escreve-se:
fA; ggD = fA; gg   fA;3gf10; gg
= fA; gg   fA;  ~BDgf; gg: (3.111)
Observando o segundo termo, ve^-se que so haver~ao modicac~oes no colchete envolvendo
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Aa com a variavel independente
():
fAa; ()gD = fAa; ()g  
X
ss0
Z
fAa;sg 1ss0fs0 ; ()g
= 0 
Z
fAa;  ~BbDbgf; ()g
=  Da2(x  y)2 = 2(x  y)Da  1 (3.112)
Analogamente para ~Ba:
f ~Ba; ()gD = f ~Ba; ()g  
X
ss0
Z
f ~Ba;sg 1ss0fs0 ; ()g
= 0 
Z
f ~Ba;  ~BbAbgf; ()g
= + ~Ba2(x  y)2 = 2(x  y) ~Ba  1 (3.113)
Pode-se sumarizar os resultados nesta sec~ao ao dizer que obteve-se as variaveis indepen-
dentes Aa, ~B
a,  e () como coordenadas do espaco de fase reduzido, que tem a seguinte
estrutura simpletica gerada pelos colchetes de Dirac:
fAa(x); ~Bb(y)gD = ba2(x  y)
fAa(x); ()(y)gD = Da  12(x  y)
f ~Ba(x); ()(y)gD =  ~Ba  12(x  y)
f(x); ()(y)gD = 2(x  y)
e todos os demais colchetes s~ao nulos:
fAa(x); Ab(y)gD = fAa(x); (y)gD = f ~Ba(x); ~Bb(y)gD = f ~Ba(x); (y)gD =    = 0:
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3.5.4 A forma nal da hamiltoniana
A Hamiltoniana total (3.83) do nosso sistema agora se escreve:
Htot =
Z
d2x [ AtG(x) BtG0(x)  30(x)] (3.114)
onde
G = @a ~B
a; G0 =
1
2
"abFab; 0  24 = 2 ()+  ~BaDa: (3.115)
Como os campos  AIt ,  BIt e  3 s~ao multiplicadores de Lagrange para os vnculos G,
G0 e 0, pode-se reescrever a hamiltoniana total como:
Htot =
Z

d2x (GG+ G0G0 + 00) (3.116)
que e uma hamiltoniana completamente vinculada, o que se espera de uma teoria de
calibre topologica, tal como a hamiltoniana vista anteriormente para o caso BF \puro"
(Sec~ao 2.5.2).
3.6 Os vnculos de primeira classe e a invaria^ncia da
hamiltoniana - Modelo Abeliano
Os vnculos de primeira classe G, G0 e 0 s~ao aqueles que geram as simetrias de cali-
bre da teoria. Como uma vericac~ao do desenvolvimento cano^nico realizado, calculou-se
as transformac~oes das variaveis independentes sobre estas simetrias comparando com os
resultados obtidos na sec~ao 3.3 variando-se a ac~ao.
Vamos agora calcular os colchetes de Dirac destes termos da hamiltoniana (3.114) (que s~ao
vnculos) com as variaveis independentes Aa, ~B
a,  e (), para descobrir os para^metros
das transformac~oes innitesimais de calibre associadas aos termos da hamiltoniana. H e
70
um invariante sobre as transformac~oes geradas por estes vnculos, portanto estas trans-
formac~oes s~ao simetrias do sistema9:
(i)g(x) = fg(x);
Z

d2yii(y)g: (3.117)
Escreve-se agora a transformac~ao innitesimal G, gerada pelo vnculo G que age sobre
as variaveis Aa, ~B
a,  e ():
GAa(x) = fAa(x);
Z

d2y G(y)@
y
b
~Bb(y)g
=  
Z

d2y @ybG(y)
b
a
2(y   x) =  @aG(x) (3.118)
G ~B
a(x) = f ~Ba(x);
Z

d2y G(y)@
y
b
~Bb(y)g = 0 (3.119)
G(x) = f;
Z

d2y G(y)@
y
a
~Ba(y)g = 0 (3.120)
G
()(x) = f ();
Z

d2y G(y)@
y
a
~Ba(y)g
=  
Z

d2y @yaG(y) ~B
a
 1
2(y   x) =   ~Ba(x)  1(x)@aG(x): (3.121)
Escrevem-se as transformac~oes n~ao-nulas considerando 1 =  G como para^metro inni-
tesimal: 8><>: GAa = @a1G () = + ~Ba  1@a1 (3.122)
Agora, escreve-se a transformac~ao innitesimal G0 , gerada pelo vnculo G0 que age sobre
9Daqui em diante omitiremos o subndice \D" nos colchetes de Dirac.
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as variaveis Aa, ~B
a,  e ():
G0A
I
a(x) = 0 (3.123)
G0 ~B
a(x) = f ~Ba(x);
Z

d2y G0(y)
1
2
"bcFbc(y)g
=
Z

d2y "ba@bG0(y)
2(x  y) =  "ab@bG0(x) (3.124)
G0(x) = f;
Z

d2y G0(y)
1
2
"bcFbc(y)g = 0 (3.125)
G0
()(x) = f ();
Z

d2y G0(y)
1
2
"bcFbc(y)g (3.126)
=  
Z

d2y "bc@bG0(y)D
y
c
 1
(y)2(x  y) =  "bcDc  1(x)@bG0(x)
ent~ao as transformac~oes n~ao-nulas geradas por G0, onde 2 =  G0 faz o papel de
para^metro innitesimal s~ao dadas por
8><>: G0Ba = @a2G0 () = "abDb  1@a2: (3.127)
G0 gera o segundo tipo de transformac~oes de calibre do modelo BF, chamadas de tipo 2 e
que est~ao presentes no nosso modelo. Por ultimo, escreve-se a transformac~ao innitesimal
0 , gerada pelo vnculo 0 que age sobre as variaveis Aa, ~B
a,  e ():
0Aa(x) = fAa(x);
Z

d2y 0(y)(
2
(y) ()(y) +  ~Bb(y)Dyb(y))g
=
Z

d2y 0(y)(
2
(y)Da
 1
(x) + Dya(y))
2(y   x) = 0 (3.128)
0 ~B
a(x) = f ~Ba(x);
Z

d2y 0(y)(
2
(y) ()(y) +  ~Bb(y)Dyb(y))g (3.129)
=
Z

d2y 0(y)(
2
(y) ~Ba(x)
 1
(x)   ~Ba(y)(y))2(x  y) = 0
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0(x) = f;
Z

d2y 0(y)(
2
(y) ()(y) +  ~Bb(y)Dyb(y))g
=
Z

d2y 0(y)
2
(y)2(x  y) = 0(x)
2
(x) (3.130)
0
()(x) = f ();
Z

d2y 0(y)(
2
(y) ()(y) +  ~Bb(y)Dyb(y))g
=  
Z

d2y 0(y)
h
2(y) ()(y) + 0(y)@
y
a
~Ba(y)
 @ya0(y) ~Ba(y)
i
2(x  y)
=  20(x) ()(x)  0(x)@a ~Ba(x) + @a0(x) ~Ba(x):(3.131)
Pode-se escrever as transformac~oes n~ao-nulas tomando um para^metro innitesimal de
carga neutra 3 =  0 :8>>>><>>>>:
0 =  3
0 = +3
0
() = (2 ()+ @a( ~B
a
 1
))3 +  ~B
a
 1
@a3
(3.132)
para se obter uma forma mais conhecida tal como nas equac~oes (3.11)10. Note que as
transformac~oes de G (3.122) e 0 (3.132) geram as transformac~oes de calibre tipo YM
espaciais que vimos na sec~ao 3.3.
Na teoria qua^ntica, G, G0 e 0 ser~ao promovidos a operadores G^, G^0 e ^0, geradores dos
grupos de simetria. Os estados j i que obedecem G^j i = 0, G^0j i = 0 e ^0j i = 0 v~ao
ser os estados fsicos, invariantes sobre as transformac~oes de calibre.
3.6.1 A algebra dos geradores de transformac~oes
Nas sec~oes anteriores escreveu-se a hamiltoniana do modelo BF completamente vinculada
e foi mostrado que estes vnculos geram as transformac~oes de calibre da teoria. Vamos
100 = 0
 1
foi escrito para facilitar a comparac~ao com a sec~ao 3.3.
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ent~ao analisar a algebra dos vnculos da hamiltoniana do caso abeliano:
G(1) =
Z
d2x 1(x)@a ~B
a(x) (3.133)
G0(2) =
1
2
Z
d2x 2(x)"
abFab(x) (3.134)
0(3) =
Z
d2x 3(x)((x)
()(x) + 
 1
(x) ~Ba(x)Da(x)): (3.135)
Os colchetes entre os vnculos G, G0 e 0 formam uma algebra fechada:
fG(1); G(01)g = 0; fG(1); G0(2)g = 0; fG(1);0(3)g = 0
fG0(2); G0(02)g = 0; fG0(2);0(3)g = 0 (3.136)
f0(3);0(03)g = 0:
Pode-se pensar nos vnculos da hamiltoniana tambem como sendo equac~oes que restringem
o espaco de fase a uma hipersuperfcie vinculada, portanto pode-se calcular o numero
de graus de liberdade do espaco de fase considerando a dimensionalidade dos campos
independentes:
Aa : a = (1; 2)! dim = 2
~Ba : a = (1; 2)! dim = 2
 : dim = 1
() : dim = 1:
Isto e, em cada ponto x do espaco de fase tem-se o numero dim igual a 6 devido aos
campos independentes. A dimens~ao dos para^metros associados as simetrias e:
1 : dim = 1; 2 : dim = 1; 3 : dim = 1:
como cada para^metro retira 2 dim do espaco de fase ja que cada para^metro esta associado
a implementac~ao de um vnculo, ent~ao o espaco de fase vai possuir 6   3  2 = 0 graus
de liberdade fsicos, o que concorda com as equac~oes de movimento obtidas (3.25).
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Captulo 4
Modelo BF com Campos de Materia
- Caso N~ao-Abeliano
Trataremos agora neste captulo do caso n~ao-abeliano do modelo desenvolvido no captulo
3, considerando nosso grupo n~ao-abeliano como um grupo da classe G = SO(n; 3   n),
com n = (1; 2; 3).
4.1 Denic~oes e Convenc~oes
4.1.1 O grupo de calibre SO(n; 3  n)
Seja G um grupo pseudo-ortogonal1 da classe SO(n;N   n).
A dimens~ao D do grupo G, igual ao numero de geradores independentes, e dada por
1
2
N(N   1). Em particular, escolhe-se trabalhar aqui com N = 3, ent~ao se tem D = 3
geradores independentes de forma que dim G = 3.
No caso SO(n; 3   n), o inteiro n pode assumir valores (1; 2; 3), que ir~ao determinar a
assinatura da metrica do grupo IJ = diag(1;1;1), onde por exemplo para n = 1,
1Vide ape^ndice A.1.
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G = SO(1; 2) equivalente a metrica de Minkowski IJ = ( 1; 1; 1) ou ainda para n = 3
e G = SO(3) a metrica euclidiana IJ = (1; 1; 1) . Escreve-se a seguinte relac~ao entre os
geradores para as propriedades denidas acima:
(R)IJ : KJ(R)
K
I + KI(R)
K
J = 0 (4.1)
para o caso de KJ ser a metrica de Minkowski e (R)
K
I matrizes de rotac~ao de Lorentz,
tem-se simplesmente (R)JI+(R)IJ = 0, isto e, (R) e completamente antissimetrico quando
todos os ndices est~ao abaixados ou levantados por uma metrica de Minkowski bilinear e
simetrica.
Dene-se ent~ao uma base para representar os geradores que respeite as propriedades dos
mesmos:
(RMN)
IJ = IM
J
N   JMIN (4.2)
s~ao resultados antissimetricos em I $ J , bem como em M $ N . Por exemplo:
(RMN)
I
J = JJ 0(RMN)
IJ 0 = IMJN   INJM :
Uma vez conhecida a base dos geradores de simetrias, deniremos as transformac~oes dos
campos independentes do modelo, como AI J (conex~ao), B IJ (campo conjugado) e 
I
(campo escalar)2 na subsec~ao seguinte.
4.1.2 As leis de transformac~ao dos campos independentes
A transformac~ao para I , considerando um para^metro innitesimal MN =  NM e de-
nida por:
I =  IJJ : (4.3)
2Para simplicar a notac~ao tomamos I = 12"
I
JK
JK correspondendo a representac~ao fundamental,
ide^ntica a representac~ao adjunta no caso do grupo G = SO(n; 3  n).
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A derivada covariante
D
I = @
I + AI J
J  IJ@J + AI JJ = DI JJ (4.4)
dene as leis de transformac~oes da conex~ao A, pois ao variar (D) dene-se como A
deve se transformar:
(D
I) =  @(IJJ) + AI JJ   AI JJKK
=  IJDJ + [AI JJ   @IJJ   AI JJKK + IJAJ KK ]: (4.5)
Quer-se que os termos dentro dos colchetes da equac~ao (4.5) se anulem, o que estara
realizado tomando:
AI J = @
I
J + [A; ]
I
J (4.6)
que resulta em
I =  IJJ e DI =  IJDJ : (4.7)
Dene-se a curvatura de Yang-Mills3 F = 1
2
Fdx
dx como:
F IJ = 
IK@A
J
 K   IK@AJ K +
1
2
IK(AJ LA
L
 K   AJ LAL K)
F IJ = 
IK(D[A])
J
K (4.8)
com a lei de transformac~ao
F IJ = [F ; ]
IJ : (4.9)
E tambem dene-se o campo BIJ na representac~ao adjunta, de forma que ele se trans-
3Que pode ser vista como a curvatura no caso de uma teoria de gravitac~ao 2+1 dimensional [19].
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forme como:
BIJ = [B; ]IJ : (4.10)
Por ultimo, de forma analoga ao desenvolvimento na sec~ao (3.1.4) dene-se o dual e de
um tensor completamente antissimetrico 3-forma ~e(x):
e =
1
3!
~e"
 (4.11)
com e = 0, para ent~ao se ter os campos independentes necessarios para a construc~ao da
ac~ao, o que sera feito na sec~ao seguinte.
4.2 Construindo a ac~ao
Considere uma variedade diferenciavel tridimensionalM3 e nela introduzimos nossos cam-
pos independentes A, B,  e e descritos na sec~ao 3.2.
A ac~ao invariante sob as transformac~oes de calibre (4.6), (4.7) e (4.10) pode ser escrita
em componentes como:
S[A;B; ; ~e] =
Z
M3
d3x "

  
2
Tr(BIJF
IJ
 ) +

2
BIJ(D)
I(D)
J
+

3!
~e(IJ
IJ   1)

(4.12)
onde ;  e  s~ao constantes de acoplamento4.
Nota-se que (4.12) e uma ac~ao manifestamente invariante sob transformac~oes do grupo
ortogonal e tambem sobre transformac~oes gerais de coordenadas (difeomorsmos) x
0 =
x
0(x). O difeomorsmo dos campos denidos na teoria ja foi calculado em (3.13 - 3.18).
4Repare que esta ac~ao pode ser vista como a ac~ao de um modelo gravitacional 2+1 dimensional
tomando  = 8G, AIJ como a conex~ao de spin e BIJ  IJKeK , eK sendo a forma \dreibein".
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4.2.1 As Equac~oes de Movimento no caso N~ao-Abeliano
Agora varia-se a ac~ao (4.12) em relac~ao as variaveis independentes do modelo (A;B; ; e)
para se obter as equac~oes de movimento associadas. S escreve-se como:
S[A;B; ; e] =
Z
1
2
Tr(BIJF
IJ) +

2
BIJD
IDJ +
e
2
(II   1) (4.13)
onde a constante de acoplamento sigma foi absorvida por uma redenic~ao simples e0 = e
e a constante de acoplamento BF foi absorvida fazendo B0 = B.
Variando A (A) e tomando S = 0:
S =
1
2
Tr
Z
F IJBIJ +

2
Z
AIK(BIJ
K  BKJI)DJ
S
AIJ
=
1
2
(DB)IJ +

2
(BIKJ  BJKI)DK = 0: (4.14)
Note que F = dA + [A;A] faz uso de um comutador graduado e realizou-se uma
integrac~ao por partes5 neste termo e algumas contrac~oes de ndices de grupo para obter
(4.14), nossa primeira equac~ao de movimento.
Variando B (B) e tomando S = 0:
S =
1
2
Tr
Z
BIJF
IJ +

2
Z
BIJD
IDJ
S
BIJ
=
1
2
F IJ + DIDJ = 0 (4.15)
obtem-se a nossa segunda equac~ao de movimento (4.15). Tomando  () com S = 0:
S = 
Z
I((DB)IJD
J  BIJD2J) +
Z
IeI
S
I
= (DB)IJD
J   BIJF JKK + eI = 0 (4.16)
onde utilizou-se uma integrac~ao por partes e propriedades da derivada covariante6 para
5Vide ape^ndice A.
6Vide equac~ao (A.68) no Ape^ndice A.
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se obter a terceira equac~ao de movimento (4.16).
Finalmente, varia-se e (e) tomando S = 0:
S =
1
2
Z
e(II   1)
S
e
=
1
2
(II   1) = 0 (4.17)
de forma que (4.17) e a ultima equac~ao de movimento.
Assim como foi feito no captulo anterior, estas equac~oes de movimento podem ser com-
binadas para gerar um subconjunto de equac~oes independentes:
(DB)IJ = 0 (4.18)
IFIJ = 0 (4.19)
(DB)IJD
J + eI = 0 (4.20)
IDI = 0 (4.21)
onde (4.18) foi obtida ao combinar (4.14) e (4.17) explorando a antissimetria dosndices de
B. A equac~ao (4.19) foi obtida combinando (4.15) e (4.17). Note que (4.19) e (4.21) criam
condic~oes de transversalidade entre os campos I e os campos FIJ e D
I respectivamente,
e (4.20) determina o campo e como func~ao dos outros campos.
Uma vez obtidos os vnculos de primeira classe nas sec~oes seguintes, pode-se compara-los
as equac~oes (4.18 - 4.21) a m de vericar as simetrias da ac~ao.
4.3 O Formalismo Cano^nico no caso N~ao-Abeliano
Novamente, a exemplo do metodo que foi desenvolvido extensamente na sec~ao 2.4 e na
sec~ao 3.4 para o caso abeliano, faz-se ent~ao uma foliac~ao na variedade M = R  , que
e a separac~ao da parte espacial t := Xt() da temporal, onde Xt :  ! M e t 2 R
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denem uma famlia de hipersuperfcies Xt().
A ac~ao S (4.12) descrita acima em termos de componentes pode ser decomposta em uma
foliac~ao como:
S = +
1
2
Z
dt
Z
d2x

"tabBtIJF
IJ
ab + "
atbBaIJF
IJ
tb + "
abtBaIJF
IJ
bt

+

2
Z
dt
Z
d2x

"tabBtIJ(Da)
I(Db)
J + "atbBaIJ(Dt)
I(Db)
J
+ "abtBaIJ(Db)
I(Dt)
J

+
1
2
Z
dt
Z
d2x e(IJ
IJ   1) :(4.22)
Ent~ao dene-se uma lagrangiana L tal que S =
Z
dtL e o tensor antissimetrico "tab =
"bta = "abt  "ab:
L =
Z
d2x

BtIJF
IJ + ~BaIJ@tA
IJ
a + A
IJ
t (Da ~B
a)IJ

+
e
2
(IJ
IJ   1)
+ 

1
2
BtIJ"
ab(Da)
I(Db)
J + ~BaIJ(Dt)
I(Da)
J

(4.23)
onde o dual de B no caso n~ao-abeliano como e denido por ~BaIJ  "abBaIJ e F IJ 
1
2
"abF IJab .
4.3.1 A Estrutura Simpletica
Os momentos conjugados as nossas variaveis cano^nicas (A;B; ; e) v~ao ser:
(A)tIJ(x) =
L
(@tAIJt (x))
= 0
(B)tIJ(x) =
L
(@tBIJt (x))
= 0
(e)(x) =
L
(@te(x))
= 0
I(x) =
L
(@tI(x))
=  ~BaIJ(Da)
J
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(A)aIJ(x) =
L
(@tAIJa (x))
= ~BaIJ (4.24)
( ~B)IJa (x) =
L
(@t ~BaIJ(x))
= 0: (4.25)
Toma-se desde ja (4.24) e (4.25) como igualdades fortes:
(A)aIJ(x) = ~B
a
IJ (4.26)
( ~B)IJa (x) = 0
o que implica em considerar as variaveis AIJa e ~B
a
IJ como um par canonicamente conjugado.
Portanto, a estrutura simpletica do espaco de fase e gerada pela algebra das variaveis:
AIJ (x); BIJ(x); 
I(x); e(x); (A)tIJ(x);
(B)tIJ(x);I(x);
(e)(x):
Os colchetes n~ao-nulos s~ao:
fAIJt (x); (A)tKL(y)g = (IKJL   ILJK)2(x  y) (4.27)
fBtIJ(x); (B)tIJ(y)g = (IKJL   ILJK)2(x  y) (4.28)
fI(x);J(y)g = IJ2(x  y) (4.29)
fe(x); (e)(y)g = 2(x  y) (4.30)
fAIJa (x); ~BbKL(y)g = ba(IKJL   ILJK)2(x  y): (4.31)
4.4 Hamiltoniana e vnculos
No caso da lagrangiana L (4.23), as velocidades generalizadas dos campos independentes
n~ao podem ser trivialmente escritas como uma func~ao dos momentos, caracterstica de
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sistemas vinculados. Temos assim os seguintes vnculos primarios:
1IJ(x) =
(A)tIJ(x)  0 (4.32)
IJ2 (x) =
(B)tIJ(x)  0 (4.33)
3(x) =
(e)(x)  0 (4.34)
4I(x) = I(x)   ~BaIJ(Da)J  0: (4.35)
Note que o sinal  indica uma igualdade fraca, isto e, estas equac~oes so se tornar~ao
igualdades fortes apos a resoluc~ao dos vnculos canonicamente.
Faz-se a transformac~ao de Legendre para se obter a hamiltoniana cano^nica:
Hcan 
Z
d2x Hcan(x) =
Z
d2x
 
()@t()  L

(4.36)
=
Z
d2x
 
(A)aIJ@tA
IJ
a +
(A)tIJ@tA
IJ
t +
(B)tIJ@tBtIJ +I@t
I + (e)@te  L

onde substituiu-se as express~oes fracas (4.32 - 4.35) e fortes (4.26) para os momen-
tos conjugados, observado desde ja que a hamiltoniana total e denida como Htot =
Hcan +
P
m mm, isto e, a hamiltoniana total contem a informac~ao sobre os vnculos
7.
Explicitamente, Htot e:
Htot 
Z
d2x ( AIJt GIJ  BtIJGIJ0   eS + mm) (4.37)
onde
GIJ = (Da ~B
a)IJ   

I ~B
a
JK   J ~BaIK

(Da)
K
GIJ0 = F
IJ +

2
"ab(Da)
I(Db)
J (4.38)
S =
1
2
(IJ
IJ   1):
7Adicionar uma combinac~ao linear de express~oes fracamente nulas n~ao altera a hamiltoniana do sis-
tema, uma vez que os vnculos ser~ao resolvidos.
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4.4.1 A estabilidade dos vnculos
Para vericar a estabilidade dos vnculos, utiliza-se as equac~oes de Hamilton aplicando
o algoritmo de Dirac-Bergmann8 e tambem para vericar a existe^ncia de vnculos se-
cundarios, seguindo o metodo disposto na sec~ao 3.5.1. Ent~ao, aplica-se a equac~ao (3.48):
Z
d2y fm(x);Hcan(y)g+
Z
d2y n(y)fm(x);n(y)g  0 (4.39)
aos nossos vnculos. Contudo, deve-se considerar primeiramente as \medias ponderadas"
[44]:
n[] =
Z
d2x (x)

n(x) (4.40)
onde (x) e uma func~ao de teste, cujos ndices de grupo  ser~ao completamente con-
trados com os ndices do vnculo considerado. Calculou-se alguns elementos de matriz
dos colchetes de Poisson dos vnculos:
 mn  fm[];n[ ]g (4.41)
para m;n = (1; 2; 3; 4). O resultado e:
 11 =  12 =  13 =  14 = 0
 22 =  23 =  24 = 0
 33 =  34 = 0 (4.42)
 44 =
Z
d2x
Z
d2y f4I(x)I(x);4K(x)K(y)g
= 
Z
d2x IKGIK + 
2
Z
d2x IK"IKJ(Da)
J"LMPL ~B
a
MP
com GIK dado por (4.38).
8Vide sec~ao B.1.4.
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Vericando 1
Para vericar a estabilidade do vnculo 1, utiliza-se a equac~ao (4.39) para m = 1. Ent~ao:
_1IJ =
Z
d2y f1IJ ;Hcang  0
=
Z
d2yf (A)tIJ ; AKLt
h
(Da ~B
a)KL + L ~B
a
KM(Da)
M
i
g
= 2GIJ(x)  0 (4.43)
com GIJ dado por (4.38). Este resultado dene um novo vnculo da teoria, o vnculo de
Gauss, que escreve-se:
GIJ = (Da ~B
a)IJ + (IJ   I4J   (I $ J)) (4.44)
conclui-se que este vnculo e equivalente ao vnculo
5  G0IJ = (Da ~Ba)IJ + IJ   JI (4.45)
e que tambem precisa ter sua estabilidade vericada.
Vericando 2
Utiliza-se (4.39) para m = 2, e se obtem:
_IJ2 =
Z
d2y fIJ2 ;Hcang  0
=
Z
d2y f (B)tIJ ; BtKL

FKL +

2
"ab(Da)
K(Db)
L

g
= 26  0 (4.46)
onde 6  GIJ0 (x) dado em (4.38) e um novo vnculo da teoria, chamado de curvatura
modicada.
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Vericando 3
Utiliza-se (4.39) para m = 3, e se obtem:
_3 =
Z
d2y f3;Hcang  0
=
Z
d2y f (e); e
2
 
IJ
IJ   1g
= 7  0 (4.47)
onde 7  S(x) dado em (4.38) e tambem um novo vnculo da teoria.
Vericando 4
Finalmente, utiliza-se (4.39) para m = 4:
_4 =
Z
d2y f4;Htotg  0 (4.48)
que implica em gerar condic~oes sobre ~e e sobre os multiplicadores de Lagrange i que
aparecem em _4:
~eI +mIi
i = 0 =) ~e   ImIii (4.49)
onde mi s~ao func~oes dos campos independentes multiplicadas pelos 
i correspondentes.
Nota-se que o vnculo 7  0 foi utilizado nesta express~ao, e isto determina e como uma
func~ao dos outros campos independentes.
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4.4.2 Sumario dos vnculos remanescentes
Neste ponto, a hamiltoniana (4.37) ja se escreve como uma hamiltoniana completamente
vinculada:
Htot =
X

 (4.50)
onde  = 1; : : : ; 4. Para escrever (4.50) explicitamente vamos primeiro sumarizar os
vnculos remanescentes da teoria, que s~ao 4 (4.35), 5 (4.45), 6 (4.46) e 7 (4.47):
4I(x)  ~I(x) = I(x)   ~BaIJ(x)(Da)J(x)
5IJ(x)  G0IJ(x) = (Da ~Ba)IJ(x) + I(x)J(x)  J(x)I(x) (4.51)
IJ6 (x)  GIJ0 (x) = F IJ(x) +

2
"ab(Da)
I(x)(Db)
J(x)
7(x)  S(x) = 1
2
 
IJ
I(x)J(x)  1 :
Toma-se 1 (4.32), 2 (4.33) e 3 (4.34) desde agora como igualdades fortes:
(A)tIJ(x) = 0
(B)tIJ(x) = 0 (e)(x) = 0 (4.52)
e estes ser~ao trivialmente eliminados, pois todos os colchetes de Poisson envolvendo estes
vnculos com os demais (4.42) s~ao nulos. Os campos AIJt , BtIJ e e tornam-se multiplica-
dores de Lagrange de (4.50), que se escreve explicitamente como:
Htot =
Z
d2x ( AIJt G0IJ  BtIJGIJ0   eS + I ~I) (4.53)
onde G0IJ e uma combinac~ao de G e 4 (isto e, os 4 vnculos remanescentes est~ao presentes
na hamiltoniana), de forma a deixar G0 como um vnculo de primeira classe. Quer-se
vericar se (4.53) e estavel, isto e, se os vnculos secundarios n~ao geram mais vnculos m
descendentes.
Calcula-se primeiro os colchetes de Poisson dos vnculos secundarios G0, G0 e S, utilizando
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a notac~ao de (4.41), para se completar a lista (4.42):
 45  0
 46 =
Z
d2x
Z
d2yf4II(x); GJK0 JK(y)g
 
Z
d2x IJK

IF
JK   3
2
ILMF
LMJKNN

 47 =
Z
d2x
Z
d2yf4II(x); S(y)g   
Z
d2x II (4.54)
 55 =
Z
d2x
Z
d2yfG0IJIJ(x); G0KLKL(y)g = IJG0IJ  0
 56   57   66   67   77  0
onde todas as igualdades s~ao fracas. Os colchetes dos vnculos remanescentes ~, G0, G0 e
S podem ser agrupados numa matriz:
~ G0 G0 S
 0 
~
G0
G0
S
0BBBBBBB@
f~; ~g 0 f~; G0g f~; Sg
0 0 0 0
fG0; ~g 0 0 0
fS; ~g 0 0 0
1CCCCCCCA
: (4.55)
4.4.3 O argumento geral de estabilidade
O algoritmo de Dirac-Bergmann, comecado na subsec~ao anterior, tem como nalidade
vericar a estabilidade dos vnculos remanescentes na teoria, isto e, aqueles que comp~oe
a hamiltoniana e s~ao geradores de simetrias.
Faz-se agora uma analise geral deste metodo, considerando a hamiltoniana completamente
vinculada H =
P
 com os vnculos , os multiplicadores de Lagrange 
 e os
colchetes de Poisson    f;g9. (4.53) e (4.55) representam o caso particular
9Como estes colchetes envolvem igualdades fracas, os termos fracamente nulos s~ao removidos nesta
analise.
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estudado neste captulo. Aplica-se a condic~ao de estabilidade (4.39) para se obter:
_ =  
  0 (4.56)
onde  = 1; : : : ; d e d e o total de vnculos remanescentes. A matriz   pode ser dividida
em blocos de acordo com seu posto r da seguinte forma:
( ) =
0B@ M Nd
 NTc Ocd
1CA g r
g d  r
(4.57)
onde M e uma submatriz de dimens~ao r e de determinante n~ao-nulo. A correspondente
decomposic~ao dos vetores  e  e dada por
() =
0B@ l
mc
1CA () =
0B@ F
Gc
1CA : (4.58)
Ent~ao tem-se: 8><>: Ml +Nm = 0 NT l +Om = 0  ! l =  M 1Nm (4.59)
isto e, os multiplicadores l s~ao func~oes lineares dos multiplicadores mc, que por sua vez
s~ao arbitrarios. Utiliza-se (4.59) para se escrever H como:
H = FT l + GTm = ( FTM 1Nd + GTd )md (4.60)
de forma que tem-se (d  r) vnculos G 0c de primeira classe:
G 0c = GTc  FTM 1Nc (4.61)
Para vericar este resultado, calculou-se o colchete de Poisson dos vnculos primarios:
fG 0c;G 0dgD = (O +NTM 1N)cd = 0: (4.62)
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A ultima igualdade pode ser mostrada se a combinarmos com a equac~ao (4.59), que gera
(O +NTM 1N)m = 0 implicando em:
O +NTM 1N = 0: (4.63)
Com efeito, se o posto da matriz (4.62) fosse s  1, teramos multiplicadores de Lagrange
m que n~ao seriam independentes, o que implicaria em r0  r + 1 multiplicadores 
dependentes, isto e, implicaria em um posto para    r + 1, o que e uma contradic~ao
uma vez que por hipotese esse posto e igual a r. Portanto, s = 0, que implica em
O+NTM 1N = 0, estando assim vericado que os G 0 s~ao todos os (d  r) vnculos de 1a
classe.
Agora eliminam-se os vnculos de 2a classe calculando os colchetes de Dirac, cuja denic~ao
foi dada na sec~ao 2.4.7. Para duas func~oes X e Y quaisquer:
fX; Y gD = fX; Y g   fX;FgM 1fF ; Y g (4.64)
Pode-se vericar que os colchetes de Dirac de uma func~ao X qualquer com os vnculos de
2a classe F se anulam:
fX;FgD = fX;Fg   fX;FgM 1fF ;Fg
= fX;Fg   fX;FgM 1M = 0 (4.65)
Ent~ao, a recombinac~ao de vnculos de primeira classe n~ao afeta a algebra dos vnculos
independentes tais como na forma escrita explicitamente na hamiltoniana (4.53).
Uma vez introduzidos os colchetes de Dirac, pode-se tomar os vnculos de segunda classe
como igualdades fortes, o que afetara a algebra entre os campos independentes, que sera
analisada a seguir.
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A soluc~ao para estabilidade dos vnculos no caso n~ao-abeliano
Aplica-se agora esse procedimento geral no caso n~ao-abeliano, considerado neste captulo,
e para tal toma-se a porc~ao relevante da matriz  0 (4.55), removendo a linha e a coluna
correspondentes ao vnculo G0. Tem-se assim a matriz  , de dimens~ao 7, escrita em
detalhes com todos os ndices:
~L G0
MN S
  
~I
G0
JK
S
0BBBB@
f~I ; ~Lg f~I ; G0MNg f~I ; Sg
fG0JK ; ~Lg 0 0
fS; ~Lg 0 0
1CCCCA (4.66)
onde
f~I(x); ~L(y)g  2ILJMNP ~BaMNPDaJ 2(x  y)
f~I(x); GMN0 (y)g  

IF
MN   3
2
J
MNJIKLF
KL

2(x  y)
f~I(x); S(y)g   I 2(x  y)
Vericou-se que o posto de   e igual a 2 mod(), cujo calculo deve ser feito modulo os
vnculos (4.51): ~ e uma condic~ao sobre os I , G0 e uma condic~ao sobre os F
IJ e S gera
uma condic~ao sobre os I , que em particular:
2 
p
1  (0)2   (1)2 (4.67)
Da
2    1
2
(Da
00 +Da
11): (4.68)
Nota-se que ~BaIJ deveria ainda obedecer aqui a condic~ao de G
0
IJ = 0 (4.45), mas isso n~ao
muda o resultado para M , nem a separac~ao entre vnculos de 1a e 2a classe e nem os
colchetes de Dirac.
Logo, a classe dos vnculos remanescentes pode ser mostrada fazendo uma separac~ao em
blocos na matriz   conforme (4.57), escolhendo a submatriz M como uma submatriz
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regular de dimens~ao 2:
  
0B@  11  13
 31  33
1CA 
0B@ 0  0
0 0
1CA (4.69)
onde dim(M) = posto( ) = 2. A inversa de M e bem denida se 0 6= 0:
M 1  1
0
0B@ 0 1
 1 0
1CA : (4.70)
Se 0 = 0, pode-se escolher uma outra componente I 6= 0 e outra submatriz regular M ,
de forma que M 1 pode sempre ser bem denida.
Os resultados para os vnculos podem ser resumidos pela seguinte tabela:
Vnculo Primario Secundario
Primeira Classe  ~1; ~2; G0IJ ; GIJ0
Segunda Classe ~0 S
 Os vnculos primarios de primeira classe ja foram resolvidos.
Com a matriz M 1 (4.70) pode-se denir explicitamente os colchetes de Dirac (4.64):
fX; Y gD = fX; Y g   fX;FgA 1fF ; Y g (4.71)
onde F,  = 1; 2 s~ao os vnculos de segunda classe ~0 e S. Agora, usa-se este novo
colchete para tomar F = 0 (fortemente), como visto em (4.65). Ent~ao:
0 =
p
1  (1)2   (2)2
0 =  ~B
a
0J(Da)
J (4.72)
Calcula-se ent~ao os colchetes de Dirac para as variaveis cano^nicas independentes AIJa ,
~BaIJ , 
i e i, com i = 1; 2, para se saber como a algebra sera afetada pela imposic~ao de
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(4.72):
fAIJa (x); ~BbKL(y)gD = ba(IKJL   ILJK)2(x  y) (4.73)
fAIJa (x);i(y)gD = 
i
0
(y)I0(Da)
J(y)2(x  y)  (I $ J) (4.74)
f ~BaIJ(x);i(y)gD = 
i
0
(y)" K0I ~B
a
KJ(y)
2(x  y)  (I $ J) (4.75)
fi(x);j(y)gD = ij2(x  y) (4.76)
e todos os demais colchetes s~ao nulos:
fAIJa (x); AKLb (y)gD = fAIJa (x); i(y)gD = f ~BaIJ(x); ~BbKL(y)gD =    = 0: (4.77)
Esta algebra entre os campos independentes e muito similar a algebra obtida na sec~ao
3.5.3 para o caso abeliano, no captulo anterior. Ver-se-a a seguir que as simetrias obtidas
a partir das transformac~oes destes campos independentes s~ao tambem similares ao obtido
no caso abeliano.
4.5 Os vnculos de primeira classe e a invaria^ncia da
hamiltoniana - Caso n~ao-abeliano
Uma vez eliminados os 2 vnculos de segunda classe, a hamiltoniana (4.53) se escreve em
termos das variaveis independentes AIJa , ~B
a
IJ , 
i e i, como:
Htot =
Z
d2x ( AIJt G0IJ  BtIJGIJ0 + i ~i) (4.78)
Os 8 vnculos de primeira classe f;  = 1;    ; 8g = fG0IJ ; GIJ0 ; ~ig s~ao aqueles que
geram as simetrias de calibre. Como uma vericac~ao do desenvolvimento cano^nico apre-
sentado, pode-se comparar as transformac~oes das variaveis independentes sobre estas si-
metrias com os resultados obtidos na sess~ao 4.2.1 ao se variar a ac~ao.
Ent~ao, calcula-se os colchetes de Dirac destes vnculos com as variaveis independentes
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para se descobrir as transformac~oes innitesimais de calibre associadas:
()g(x) = fg(x);()g ; () =
Z

d2y(y)(y) (4.79)
Em particular, com G0() = 1
2
R
d2xIJG0IJ onde 
IJ(x) =  JI(x), o vnculo G0 sera o
gerador das transformac~oes de calibre tipo YM:
fG0(); AIJa g = DaIJ
fG0(); ~BaIJg = [; ~Ba]IJ (4.80)
fG0(); ig =  ijj
fG0();ig = i
0
 
IJ(Da)I 
K0   (Da)IJ" K0I

~BaKJ + 
j
ij:
Analogamente, o vnculo G0 gera o segundo tipo de transformac~oes de calibre do modelo
BF, chamadas de tipo 210:
fG0(); AIJa g = 0
fG0(); ~BaIJg = "abDbIJ (4.81)
fG0(); ig = 0
fG0();ig = 

@a
0
J
i
0
 DaiJ

"ab(Db)
J :
Por ultimo, o vnculo ~() =
R
d2x i ~i, que era o gerador das transformac~oes de fase no
caso abeliano (3.132) (que combinado com G, gera todas as transformac~oes de calibre do
tipo YM espaciais), vai atuar como:
f~(); AIJa g = 

i
i
0
J0 + J

(Da)
I   (I $ J)
f~(); ~BaIJg = i

i
0
" K0J
~BaKI + I ~B
a
iJ

  (I $ J) (4.82)
f~(); ig =  i
f~();ig = DIai(j ~BajI):
10Vide sec~ao 3.6.
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Nota-se que estes resultados s~ao completamente simetricos em relac~ao a escolha de um eixo
coordenado preferencial do campo escalar 0 feita em (4.67), isto e, caso outro eixo fosse
tomado como preferencial teramos uma teoria equivalente dada a arbitrariedade envolvida
na separac~ao das coordenadas. Para um grupo G = SO(n; 3   n), as transformac~oes do
tipo YM espaciais denem para n = 0 uma rotac~ao particular entre os eixos 0 e i, e para
n 6= 0 teremos transformac~oes de Lorentz [2, 3] (boosts e shifts) em vez de rotac~oes.
4.5.1 A algebra dos geradores de transformac~oes
Conforme visto na sec~ao 4.4.3, ao se aplicar o resultado para a algebra dos colchetes de
Dirac nos elementos de matriz de M (4.66) pode-se concluir que a algebra dos vnculos
geradores de simetria fecha.
Pode-se tambem conhecer a dimens~ao do espaco de fase fsico, considerando o numero de
graus de liberdade locais fsicos obtidos do calculo do posto da matriz G (4.66), para a
qual encontramos o posto r = 2. Tem-se em cada ponto x do espaco , 8 coordenadas
AIJA , 
i juntas com 8 momentos conjugados, e 8 invaria^ncias de calibre geradas pelos
vnculos G0IJ , G
IJ
0 e ~i. Conclui-se que o numero de graus de liberdade locais e nulo, o
que concorda com o que foi encontrado para o caso abeliano no captulo 3.
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Captulo 5
Quantizac~ao de Lacos
Anteriormente no captulo 2, viu-se que para construir um espaco com produto interno
bem denido, deve-se substituir o espaco de congurac~oes dos campos denidos na teoria
pelo espaco das holonomias h, que e o primeiro passo para a quantizac~ao de loops. Na
sec~ao 2.5.4 escreveu-se formalmente o produto escalar dos funcionais de onda como na
equac~ao (2.92). Para dois funcionais de onda 	 e 
, o produto escalar sera:
h	ji =
Z
D(X) 	(X)
(X) (5.1)
onde D(X) e uma medida de integrac~ao no espaco de congurac~ao dos campos X, que
ainda precisa ser denida.
Faz-se ent~ao a construc~ao da medida neste captulo para o modelo BF com campos de
materia no caso abeliano tal como o visto no captulo 3.1
5.1 Regularizac~ao de uma rede versus redes de spin
Um exemplo do desenvolvimento realizado para denir o produto escalar pode ser encon-
trado em Teoria Qua^ntica de Campos e em outras teorias da fsica, que e aproximar o
1Deixamos a construc~ao do caso n~ao-abeliano para o trabalho em progresso [24].
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contnuo por uma rede discreta, o que constitui uma regularizac~ao. Em TQC tem-se a
integral funcional de Feynmann, a partir da qual podem ser desenvolvidas as series de
perturbac~ao de Feynmann, e tambem construc~oes n~ao-perturbativas baseadas na regula-
rizac~ao de rede. Na regularizac~ao de rede, em vez de se considerar todos os pontos dentro
de um volume V considera-se apenas os vertices da rede, separados por uma dista^ncia .
Figura 5.1: Espaco de Minkowski (mostrados apenas x1 e x2) com uma rede que gera uma
restric~ao na qual o volume nito contem um numero nito de pontos.
Sendo assim, o contnuo pode ser substitudo por um conjunto de pontos x,  = 1; : : : ; N
e a integral funcional sera uma integral ordinaria:
Z
DA f(A) = (
NY
=1
dA(x))f(A(x1); : : : ; A(x)): (5.2)
Existem teoremas sobre aproximac~oes de rede, para se achar o limite para quando ! 0,
que em TQC ja foi resolvido rigorosamente para espacos-tempo de ate 3 dimens~oes, e por
meio de integrac~oes numericas para 4 dimens~oes [42], cujos resultados podem ser aplica-
dos no calculo de para^metros fundamentais dos hadrons. Uma construc~ao da integrac~ao
funcional deste tipo pode ser aplicada a denic~ao do produto escalar.
Em teorias independentes de background como o modelo BF com campos de materia
geralmente adota-se um outro esquema [15, 33], baseado na noc~ao de redes de spin que
sera discutido em mais detalhes nas sec~oes seguintes, mas vale a pena apontar algumas
analogias do procedimento de regularizac~ao de rede com a construc~ao da rede de spin.
Ent~ao, considerando uma variedade M, trabalhar-se-a com objetos chamados de grafos
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orientados (ver Fig. 5.2), que s~ao objetos formados por curvas orientadas (links) p 2  na
foliac~ao deM e vertices (nodes) vq 2 , que s~ao pontos onde estas curvas se interceptam2.
Figura 5.2: Um exemplo de grafo orientado  , composto por tre^s linhas 1, 2 e 3 e dois
vertices v1 e v2.
Em cada linha p de um grafo, escreve-se um novo funcional dos campos independentes
do nosso modelo denindo o espaco de congurac~ao { aqui escolheu-se as componentes
Aa da conex~ao e o campo escalar  { , a holonomia, e considera-se funcionais de onda
denidos como func~oes dessas holonomias { os chamados funcionais \cilndricos".
Observa-se que se um tal funcional cilndrico esta denido sobre um conjunto nito de
linhas (grafo), ent~ao ele depende so dos valores dos campos nestas linhas e n~ao dos valores
da conex~ao no espaco inteiro, analogo ao caso da substituic~ao do contnuo por pontos x
no caso da regularizac~ao de rede. Pode-se assim construir um produto escalar, numa
primeira etapa, a partir de uma medida de integrac~ao denida num espaco menor que o
espaco das congurac~oes de A e .
5.2 O espaco de congurac~oes - Caso Abeliano
Viu-se no captulo 3 que para o modelo no caso abeliano o espaco de fase classico e 6-
dimensional em cada ponto de , formado pelas variaveis independentes Aa, ~B
a,  e ()
2Lembre-se que nossa variedade M e a variedade de espacotempo tridimensional (dim(D) = 2+1), e
a folha  representa o espaco bidimensional.
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que est~ao sujeitas aos vnculos dados pelas equac~oes (3.133 - 3.135):
G(1) =
Z
d2x 1(x)@a ~B
a(x)  0
G0(2) =
1
2
Z
d2x 2(x)"
abFab(x)  0 (5.3)
0(3) =
Z
d2x 3(x)

(x) ()(x) + 
 1
(x) ~Ba(x)Da(x)

 0
que comp~oem a hamiltoniana Htot, equac~ao (3.114):
Htot =
Z
d2x [ AtG(x) BtG0(x)  30(x)] : (5.4)
Durante o processo de quantizac~ao, estas grandezas (campos e vnculos) ser~ao associadas
a operadores, que ser~ao aplicados aos funcionais de onda denidos num espaco de Hilbert
adequado para representar os estados qua^nticos da nossa teoria. A seguir, se analisara a
algebra entre os campos independentes supracitados.
5.2.1 Troca de base das variaveis independentes
Na sec~ao 3.5.3, recombinaram-se os vnculos remanescentes na vericac~ao de estabilidade
da teoria3 para se obter como variaveis independentes Aa, ~B
a,  e (), coordenadas do
espaco de fase reduzido, para as quais calculou-se a seguinte estrutura simpletica gerada
pelos colchetes de Dirac:
fAa(x); ~Bb(y)g = ba2(x  y)
fAa(x); ()(y)g = Da  12(x  y)
f ~Ba(x); ()(y)g =  ~Ba  12(x  y) (5.5)
f(x); ()(y)g = 2(x  y)
3Veja a sec~ao 3.5 para vericar passo a passo o algoritmo de Dirac-Bergmann para o caso abeliano.
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com todos os demais colchetes nulos:
fAa(x); Ab(y)g = fAa(x); (y)g = f ~Ba(x); ~Bb(y)g = f ~Ba(x); (y)g =    = 0:
Pode-se simplicar um pouco esta algebra (e consequentemente a algebra dos operadores
denidos a partir destes campos) realizando a seguinte troca de base:
  ()   ~BaDa  1: (5.6)
Os colchetes de Dirac da estrutura simpletica para as variaveis Aa, ~B
a,  e  se escrevem
como:
fAa(x); ~Bb(y)g = ba2(x  y)
f(x);(y)g = 2(x  y)
fAa(x);(y)g = 0 (5.7)
f ~Ba(x);(y)g = 0
f(x);(y)g = 0
e todos os demais continuam nulos. Repare que
  ()   ~BaDa  1 = ()+   2 ~BaDa
e o vnculo 0 (3.135) pode ser escrito em func~ao de  como:
0(3) =
Z
d2x 3(x)(x)(x): (5.8)
Note que as transformac~oes de calibre associadas ao vnculo 0 permanecem inalteradas:
0 = 3 (5.9)
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e ja que  = e i, observa-se que a transformac~ao de calibre acima e equivalente a4:
0 = i3:
5.2.2 A proposta de quantizac~ao do modelo BF com campos de
materia - caso abeliano
Na teoria qua^ntica, os campos Aa, ~B
a, ,  ser~ao promovidos a operadores, obedecendo
as relac~oes de comutac~ao correspondentes aos colchetes classicos (5.7):
[A^a; B^
b] = i~ba2(x  y) ; [^; ^] = i~2(x  y) (5.10)
onde os demais s~ao nulos. Estes operadores ir~ao atuar sobre funcionais 	[A; ] que repre-
sentam os estados qua^nticos do nosso modelo da seguinte forma:
A^a	 = Aa	 (5.11)
B^a	 =  i~ 	
Aa
(5.12)
^	 = 	 (5.13)
^	 =  i~	

: (5.14)
Os vnculos G, G0 e 0 tambem ser~ao promovidos a operadores G^, G^0 e ^0, geradores dos
grupos de simetria. Os estados 	[A; ] que obedecem G^j	i = 0, G^0j	i = 0 e ^0j	i = 0
v~ao ser os estados fsicos, invariantes sobre as transformac~oes de calibre.
Soluc~ao do vnculo ^0
O vnculo ^0 pode ser escrito explicitamente como:
^0 = ^^: (5.15)
4Note que os para^metros i s~ao imaginarios e  e real.
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Nota-se que a soluc~ao de ^0j	i = 0, considerando que ^ (5.14) e a derivada de , o que
imediatamente mostra o funcional de onda 	[A; ] como sendo independente de :
	 = 	[A]: (5.16)
A construc~ao explcita destes funcionais 	[A] em termos de holonomias devera ser feita
para que se possa resolver as condic~oes restantes G^j	i = 0 e G^0j	i = 0 e se escrever um
espaco com produto interno bem denido. Comeca-se pela denic~ao das holonomias de
A.
5.3 As holonomias de A
Nesta sec~ao denir-se-a as holonomias para o caso mais geral com um grupo de calibre G
n~ao-abeliano. As express~oes de interesse para o caso abeliano, onde G = U(1), tambem
s~ao dadas.
Sendo assim, a holonomia hi [A]
5 de A ao longo de uma curva orientada i 2  (ver Fig.
5.3) e denida como:
hi [A] = Pe
Z
i
dxaAa
(5.17)
onde P e o operador de ordenac~ao ao longo da curva i e a integral no expoente e uma
integral de linha sobre i, que pode ser explicitada ao se fazer uma parametrizac~ao desta
curva. No caso abeliano, P pode ser omitido.
A holonomia e um elemento do grupo de calibre G, portanto possui leis de transformac~ao
mais simples do que as dos campos que elas representam, facilitando a construc~ao de
invariantes conforme visto a seguir.
5Neste trabalho notamos a holonomia como hi [A], mas tambem e usual encontrar na literatura a
notac~ao U [A; i].
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Figura 5.3: A curva  em  =M2 parametrizada na variavel s.
As equac~oes parametricas de  : [0; 1]!  s~ao:
xa = xa(s) ; 0  s  1 (5.18)
e os vetores tangentes s~ao dados por
_xa =
dxa
ds
(5.19)
onde a = 1; 2, xa(0) = xa(i) e x
a(1) = xa(f). A holonomia e o transporte paralelo ao longo
da curva , como veremos na subsec~ao 5.3.3.
5.3.1 Denic~oes e propriedades das holonomias
Escreve-se (5.17) de maneira mais geral, sendo h[A](s), s 2 [0; 1]:
h[A](s) = Pe
Z s
0
ds0 _xa(s0)Aa(x(s0))
; h[A](1) = h[A] (5.20)
onde o efeito do operador P e ordenar por valores crescentes de s (path ordering). Usou-se
que A = Aadx
0a e dx
0a = ds0 _xa.
A expans~ao da holonomia (5.20) para s = 1, pela denic~ao do operador de ordenac~ao P ,
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escreve-se6:
h[A] =
1X
n=0
P

1
n!
Z 1
0
A(x(s))
n
=
1X
n=0
Z 1
0
ds1
Z s1
0
ds2   
Z sn 1
0
dsn _~x(s1)  ~A(s1)    _~x(sn)  ~A(sn) (5.21)
onde 1  s1  s2      sn. Note que o caso abeliano e obvio pois n~ao ha problema de
ordem.
Figura 5.4: Pontos s1; : : : ; sn de uma curva .
Por causa dos s maiores alocados perto de (f) e os menores perto de (i) (ver Fig. 5.4),
tem-se uma propriedade de fatorac~ao. Pode-se, por exemplo, fatorar esta holonomia em
duas holonomias sobre duas curvas 1; 2, tal que  = 2  1:
h[A] = h2 [A]  h1 [A]: (5.22)
Note que esta fatorac~ao vale ate para curvas contnuas por pedacos.
Como conseque^ncia da denic~ao (5.20), h[A](s) e a soluc~ao da equac~ao diferencial:
d
ds
h[A](s)  _xa(s)Aa(x(s))h[A](s) = 0 (5.23)
ou
dh[A](s) = dA h[A](s) (5.24)
com a condic~ao de contorno h[A](0) = 1.
6A notac~ao ~A  Aa, onde a = 1; 2.
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Outra propriedade interessante das holonomias e que se  vai de (i)! (f), pode-se denir
 1 que vai de (f)! (i), isto e, a mesma curva porem orientada no sentido oposto:
h 1 [A] = (h[A])
 1: (5.25)
5.3.2 A transformac~ao de calibre de uma holonomia
Tem-se agora uma propriedade de fatorac~ao, ent~ao pode-se considerar a holonomia in-
nitesimal h, denida no trecho de curva innitesimal [s; s+ s]:
h = e
Z s+s
s
ds0 _xa(s0)Aa(s0)  hs;s+s (5.26)
h = 1+
Z s+s
s
ds0 _xa(s0)Aa(s0) +O((s)2) (5.27)
como s e muito pequeno, nota-se que P n~ao aparece e a integral pode ser aproximada,
com x = x(s+ s)  x(s):
h = 1+ xaAa(s) +O((s)2) (5.28)
Agora analisa-se como se transforma uma holonomia innitesimal sob uma transformac~ao
de calibre. Lembre-se que A0 = g 1Ag + g 1dg, conforme denido pela equac~ao (2.3).
Ent~ao:
(h)0 = 1+ g 1(x)xaAa(x)g(x) + (g 1(x+ x)  g 1(x))g(x)
= g 1(x+ x)g(x) + g 1(x+ x)xaAa(x)g(x)
= g 1(x+ x)[1 + xaAa(x)]g(x) +O((x)2) (5.29)
considerando a aproximac~ao (5.28) e a denic~ao (5.26), este resultado pode ser escrito
como:
(h)0 = g 1(x(s+ s))e
Z s+s
s
ds0 _xa(s0)Aa(s0)
g(x(s)) +O((s)2): (5.30)
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Lembre-se que quando se considera uma curva  nita e necessario utilizar o operador de
ordenac~ao P . Decomp~oe-se agora a curva  em N segmentos (ver Fig. 5.5):
h[A] = lim
N!1
h1;sN 1  hsN 1;sN 2   hs1;0: (5.31)
Figura 5.5: Uma curva  nita dividida em N segmentos.
A transformac~ao de calibre ca:
h0[A] = lim
N!1
g 1(x(f))h1;sN 1g(x(sN 1))  g 1(x(sN 1))hsN 1;sN 2g(x(sN 2))
   g 1(x(s1))hsN ;0g(x(i))
e nalmente tem-se:
h0[A] = g
 1(x(f))h[A]g(x(i)) : (5.32)
Com a lei de transformac~ao de calibre (5.32) pode-se construir exemplos de invariantes
desta teoria tomando  como uma curva fechada e em seguida toma-se o traco de h0,
considerando que7 Tr(XY ) = Tr(Y X):
Tr h [A] = W[A] (5.33)
W s~ao as holonomias conhecidas como lacos (ou loops) de Wilson. O laco de Wilson e
invariante de calibre:
W 0[A] = Tr(h
0
[A]) = Tr(g
 1(x(i))h[A]g(x(i)))
= Tr(h[A]g(x(i))g
 1(x(i))) = W[A]: (5.34)
7Vide ape^ndice A.4.2.
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No caso abeliano o smbolo Tr e omitido.
Figura 5.6: Laco , obtido tomando x(i) = x(f).
Os lacos de Wilson foram utilizados na primeira tentativa de se quantizar a teoria da
gravitac~ao com grafos [32], [20] (da o nome loop quantum gravity para a teoria). Neste
caso,W[A] s~ao as holonomias sobre lacos  e A e a conex~ao de Ashtekar que e relacionada
a conex~ao do campo gravitacional [19].
5.3.3 O transporte paralelo
Sejam r1 e r2 dois vetores denidos nos extremos x(i) e x(f) de uma curva . Como eles
n~ao fazem parte do mesmo espaco vetorial, para compara-los e preciso transportar r1 para
o espaco tangente em x(f), onde esta contido r2 (ver Fig. 5.7). Se o deslocamento e inni-
tesimal, o transporte e calculado pela derivada covariante e a holonomia e a generalizac~ao
disto.
Figura 5.7: Holonomia como transporte paralelo, onde r01 e o vetor r1 transportado para
o espaco tangente em x(f).
Ver-se-a que as holonomias s~ao geradores do transporte paralelo de um vetor de um espaco
tangente para outro espaco tangente (ver Fig. 5.7). Para tal, considera-se o campo (x)
que se transforma como 
0
(x(i)) = g
 1(x(i))(x(i)) como visto na equac~ao (3.3), em um
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certo ponto x(i). Quer-se transportar este campo como:
~(x(f); x(i)) = h[A](x(i)): (5.35)
Vericou-se que esta transformac~ao e covariante:
(~(x(f); x(i)))
0 = g 1(x(f))~(x(f); x(i)): (5.36)
Prova:
(~(x(f);x(i)))
0 = g 1(x(f))h[A]g(x(i))g 1(x(i))(x(i)) = g 1(x(f))~(x(f); x(i))
= h0[A]
0
(x(i))
onde a equac~ao (5.32) foi utilizada.
Em geral, para um campo (x) que se transforma como 0(x(i)) = (x(i))g(x(i)) no ponto
x(i) vamos ter o transporte do campo denido como:
~(x(f);x(i)) = (x(i))h
 1
 [A]: (5.37)
Que se transforma como8:
(~(x(f); x(i)))
0 = ~(x(f);x(i))g(x(f)): (5.38)
Tambem podemos considerar um campo  (x) que se transforma como um campo na
representac~ao adjunta  0(x(i)) = g 1(x(i)) (x(i))g(x(i)) no ponto x(i). O transporte do
campo e denido como:
~ (x(f);x(i)) = h[A] (x(i))h
 1
 [A] (5.39)
8Lembre que se h0 = g(x(f))hg 1(x(i)) ent~ao h
0 1 = g(x(i))h 1g 1(x(f)).
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cuja transformac~ao e dada por
( ~ (x(f); x(i)))
0 = g 1(x(f)) ~ (x(f); x(i))g(x(f)): (5.40)
Estes campos (5.37) e (5.39) transportados pela holonomia s~ao objetos covariantes, isto
e, os campos transportados se transformam localmente da mesma maneira que os campos
iniciais. Logo, as holonomias s~ao objetos que realmente podem descrever uma teoria
baseada em campos covariantes.
5.4 A construc~ao do espaco de Hilbert cinematico
Comeca-se a construc~ao do espaco de Hilbert cinematico escrevendo o funcional de onda
	[A] como uma func~ao que depende de um numero nito de holonomias. Lembre-se que
A  Aa, com a = 1; 2 para o grupo U(1).
Como calcula-se transformac~oes de calibre, quer-se objetos que se transformam de maneira
mais simples, por isso que se troca o funcional de A e seu espaco de congurac~oes por
uma func~ao das holonomias de A denidas no espaco das holonomias h[A].
Como ja dissemos, a priori tomar holonomias de A gera uma restric~ao no o espaco de
congurac~oes, uma vez que as holonomias est~ao denidas sobre curvas . A ideia e tomar
as holonomias sobre todas as curvas possveis, em vez de todos os pontos do espaco das
conex~oes.
5.4.1 Os funcionais cilndricos
Dene-se ent~ao um grafo como sendo um conjunto de um numero nito de curvas  e
vertices v (um exemplo pode ser visto na gura 5.8):
  = f1; : : : ; pg  fv1; : : : ; vqg: (5.41)
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Figura 5.8: Grafo   fechado e conexo.
E toma-se um funcional de onda da forma:
	 ; [A] =  (h1 [A]; : : : ; hp [A]) (5.42)
onde a func~ao  : GG    G| {z }
p vezes
! C. Pode-se desde agora fazer uma restric~ao sobre os
grafos   tomando apenas grafos fechados e conexos, isto e, grafos onde as linhas s~ao todas
juntas e fechadas, pois os demais grafos ser~ao eliminados pela imposic~ao do vnculo de
Gauss (ou condic~ao de invaria^ncia de calibre) conforme sera visto adiante. Note que isto
implica na exclus~ao de vertices monovalentes, onde a vale^ncia de um vertice e o numero
de linhas que se interceptam ali.
Chama-se 	 ; [A] denida por (5.42) de funcional cilndrico. O espaco vetorial cilndrico
Cyl e o espaco de todas as combinac~oes nitas de funcionais 	 ; :
	 =
NX
i=1
kX
k=i
cik	 i; k [A] : (5.43)
Esse espaco vetorial Cyl possui como fecho (completamento de Cauchy) o espaco de
Hilbert cinematico (Cyl = Hkin), a ser denido a partir da norma associada ao produto
escalar que dene-se a seguir.
5.4.2 O produto escalar de funcionais cilndricos
Considere o espaco Cyl, que e o espaco das combinac~oes lineares nitas de 	 ; [A], da
equac~ao (5.42). Agora vamos utilizar a notac~ao bra-ket (Notac~ao de Dirac) para estes
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funcionais:
	 ; [A] = hAj ;  i: (5.44)
Primeiramente dene-se o produto interno de 	's diferentes, mas pertencentes ao mesmo
grafo (	 ; e 	 ; 0):
h ;  j ;  0i =
Z
d(g1)   
Z
d(gp)
 
 (g1; : : : ; gp)

 0(g1; : : : ; gp) (5.45)
onde d(gi) e a medida de Haar do grafo i, que para U(1) com g = e
i se escreve como
Z
d(g1)   
Z
d(gp) =
1
(2)p
Z 2
0
d1   
Z 2
0
dp: (5.46)
Este produto (5.45) esta bem denido num espaco vetorial Cyl( ). Agora dene-se o
produto interno em grafos distintos, sendo   = f1; : : : ; pg e  0 = f10 ; : : : ; p0g com n o
numero de linhas da uni~ao  ^ =   [  0:
h ;  j 0;  0i =
Z
d(g1)    d(gn) 
 
 (g1; : : : ; gp)

 0(g1; : : : ; gp0): (5.47)
Nota-se que tomar o produto escalar entre grafos distintos e essencialmente o mesmo que
tomar o produto escalar sobre o unico grafo  ^ de n linhas formado pela uni~ao de grafos
de p e p0 linhas respectivamente9.
No exemplo da Fig. 5.9 te^m-se:  ^ = f1; : : : ; 6g e   = f1; 2; 3g e  0 = f 13 ; 4; 5; 6g.
O produto escalar ca:
h ;  j 0;  0i =
Z
d(g1)    d(g6)  ( (g1; g2; g3)) 0(g 13 ; g4; g5; g6):
Nota-se ainda que a orientac~ao relativa e importante, no caso de  $  0.
9O numero total de linhas de  ^ e n  p+ p0 para contar os casos onde os grafos   e  0 possuem linhas
coincidentes, como veremos no exemplo que segue.
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Figura 5.9: Grafos   e  0 distintos. Note que neste caso   \  0 6= ;.
O produto escalar tambem e sesquilinear:
ha	1 + b	2jc	3i = c
 
ah	1j	3i+ bh	2j	3i

: (5.48)
As denic~oes dadas acima tambem valem para grafos disjuntos:   \  0 = ;.
Agora com um produto escalar bem denido, pode-se denir uma norma:
jj	 ; jj2 =
Z
d(g1)    d(gn)j (g1; : : : ; gn)j2 = h ;  j ;  i: (5.49)
Essa integral converge se o grupo G e compacto { que e o caso para G = U(1). Com a
norma, dene-se o completamento de Cauchy de Cyl notado por Cyl = Hkin, o conjunto
das seque^ncias de Cauchy de Cyl, de forma que o espaco Cyl seja denso em Hkin. Uma
seque^ncia de Cauchy fj	1i; : : : ; j	ki; : : : g e tal que a norma da diferenca entre os j	i tem
o limite nulo:
lim
n;m!1
jj	n  	mjj = 0: (5.50)
Logo, Hkin e completo por construc~ao, isto e, toda seque^ncia de Cauchy f	n 2Hkin; n =
1; : : : ;1g possui um limite forte na topologia induzida pela norma.
O procedimento de quantizac~ao cano^nica analogo, para um sistema meca^nico com um
numero nito de graus de liberdade, pode ser revisto no Ape^ndice B.3.
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5.5 A construc~ao de uma base ortonormal
O produto interno das func~oes cilndricas e invariante sob:
1. As transformac~oes de calibre, como conseque^ncia da invaria^ncia da medida de
Haar10;
2. Os difeomorsmos espaciais, porque o produto so depende da topologia dos grafos.
Existe tambem um estado particular j;i onde   = ; (conjunto vazio).
8><>: hAj;i = 	;[A] = 1jj	;jj2 = h;j;i = 1 : (5.51)
Agora encontra-se uma base utilizando o teorema de Peter-Weyl, que enunciaremos a
seguir para G = U(1), pois quer-se construir uma base ortonormal para o modelo no caso
abeliano.
Viu-se na sec~ao 3.1.1 que as representac~oes irredutveis s~ao os homomorsmos, denidos
pelos caracteres R(n), onde n e um inteiro positivo ou negativo, conforme a equac~ao (3.1):
R(n)(ei) = ein; n 2 Z (5.52)
de forma que um elemento g = ei 2 G e representado pelo numero complexo R(n)(g).
5.5.1 O teorema de Peter-Weyl para uma linha
Enuncia-se agora o teorema de Peter-Weyl para o caso abeliano U(1), considerando por
enquanto as holonomias sobre um grafo   formado por uma unica linha.
10Vide ape^ndice A.1.
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Teorema 1 (Peter-Weyl - 1a parte) A integral de Haar do produto de caracteres cor-
respondentes as representac~oes irredutveis do grupo e:
Z
d(g)(R(n)(g))R(n
0)(g) = nn
0
(5.53)
Ent~ao os elementos R(n)(g) constituem um sistema de vetores ortogonais.
A equac~ao (5.53) pode ser escrita como o produto escalar de 2 vetores unitarios j ; ni,
j ; n0i:
h ; nj ; n0i = 1
2
Z 2
0
de i(n n
0) = nn
0
(5.54)
Para o grupo U(1) a segunda parte do teorema de Peter-Weyl e nada mais que o teorema
de Fourier:
Teorema 2 (Peter-Weyl - 2a parte) Qualquer func~ao f(g) de valores complexos pode
ser expandida no sistema de vetores ortogonais descrita na parte (1) do teorema:
f(g) =
X
n
cnR
(n)(g) (5.55)
Assim os j ; ni formam uma base ortonormal do espaco Cyl , onde   e formado por uma
linha.
5.5.2 A generalizac~ao para um grafo qualquer
Para se aplicar o teorema de Peter-Weyl para quaisquer grafos e necessario denir o
seguinte funcional de onda, onde atribumos a cada linha p do grafo uma representac~ao
irredutvel unitaria de U(1) com uma carga np:
	 ;~n[A]  hAj ; ~ni := R(n1)(h1 [A])   R(np)(hp [A]) (5.56)
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onde ~n = (n1; : : : ; np) e o vetor multicargas. O teorema de Peter-Weyl implica em:
h ; ~nj ; ~n0i =
pY
i=1
nin0i (5.57)
juntamente com a denic~ao do produto escalar em (5.45).
Agora, se   6=  0, temos que considerar  ^ =   [  0, conforme discutido na sec~ao 5.4.2.
Figura 5.10: Grafos   e  0 com   \  0. Note que  0 e igual a   sem a 3a linha.
No exemplo da Fig. 5.10 o produto vai ser:
h ; ~nj 0; ~n0i
=
1
(2)3
Z
d1d2d3
 
R(n1)(g1)R
(n2)(g2)R
(n3)(g3)
 R(n01)(g1)R(n02)(g2): (5.58)
Esse exemplo e equivalente a situac~ao onde  0 = f1; 2g e substitudo por   = f1; 2; 3g,
mas com a carga n = 0 na terceira linha (ver Fig. 5.11).
Figura 5.11: O grafo  0 como um caso particular do grafo  .
Cuidado deve ser tomado se alguma linha  de um grafo  0 possui carga n = 0. Neste
caso, o caracter R(0)(g3) = 1, o que implica que o funcional de onda e ide^ntico ao funcional
obtido de   subtrado de uma linha correspondente a de carga nula:
	 0;n0 [A] = R
(n01)(g1)R
(n02)(g2)R
(0)(g3): (5.59)
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Ent~ao, para evitar este problema de redunda^ncia, faz-se uma restric~ao de tomar apenas
funcionais de onda 	 com cargas n~ao nulas, com a excec~ao do estado \vazio" j;i, com
hAj;i = 1.
5.5.3 Redes de cargas
Como conseque^ncia da 2a parte do Teorema de Peter-Weyl, todo funcional cilndrico 2 Cyl
pode ser expresso como uma combinac~ao linear nita dos vetores j ; ni que formam uma
base chamada de redes de cargas, analoga as redes de spin (spin networks) [15,31{33]:
j	i = c;j;i+
X

X
a
c ;~naj ; ~nai 2 Cyl (5.60)
onde a somatoria e feita sobre um conjunto nito de grafos  , e para cada   soma-se
um numero nito de multicargas ~na, cujas componentes s~ao n~ao-nulas. Em particular,
considera-se o espaco Cyl( ) dos j	i's denidos sobre um mesmo grafo  :
j	i  = c;j;i+
X
a
caj ; ~nai 2 Cyl( ) (5.61)
Ver-se-a que o produto escalar entre 	's de grafos diferentes sera nulo. Toma-se como
exemplo os grafos   e  0 anteriores da Fig. 5.10:
h ; n1; n2; n3j 0; n01; n02i = n1n
0
1n2n
0
2
=0z}|{
n30 = 0: (5.62)
Em geral,  h	j	i 0 = 0 se   6=  0, ou seja, Cyl( ) ? Cyl( 0). O espaco Cyl pode ent~ao
ser escrito como uma soma direta dos subespacos Cyl( ):
Cyl =
M
 
Cyl( ): (5.63)
E interessante notar que tanto Cyl quanto seu completamento Cyl = Hkin (denido na
subsec~ao 5.4.2) s~ao espacos vetoriais de dimens~ao innita n~ao-enumeravel. Portanto,Hkin
e um espaco de Hilbert n~ao-separavel. Contudo, os subespacos Cyl( ) s~ao separaveis pois
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possuem uma base enumeravel (@0), ent~ao Cyl( ) forma um espaco vetorial separavel.
5.6 A aplicac~ao do vnculo de Gauss
Agora que ja se construiu uma base para o espaco Hkin aplicam-se os vnculos sobre
os estados de Hkin para selecionar quais s~ao os estados fsicos. Neste nal de captulo
realiza-se a aplicac~ao do vnculo de Gauss G. A aplicac~ao do vnculo de curvatura G0
sera discutida no incio do captulo 6.
5.6.1 A diferenciac~ao de uma holonomia
Primeiro aplica-se o vnculo de Gauss G (3.133):
G^() =
Z
d2x@aB^
a (5.64)
onde B^a =  i~ 
A^a
(equac~ao 5.12). A aplicac~ao deste vnculo consiste em basicamente
diferenciar uma holonomia. Para fazer esta diferenciac~ao expande-se a exponencial como
uma somatoria, decomp~oe-se a integral em n intervalos e dene-se um ponto de corte x(p)
da curva, para evitar problemas de ordenac~ao com P (ver Fig. 5.12):
h[A] = Pe
 
Z x(f)
x(i)
A
= e
 
Z x(p)
x(i)
A
 e
 
Z x(f)
x(p)
A
: (5.65)
Figura 5.12: curva  cortada em duas  = 2  1.
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Sobre o corte x(p) temos Ab(xp). Ent~ao
11:
B^a(x)h[A] =  i~ 
Aa(x)
1X
n=0
( 1)n
Z 1
0
ds1
Z s1
0
ds2   
Z sn 1
0
dsn 
 _xb1(s1)    _xbn(sn)  Ab1(x1)   Abn(xn) (5.66)
B^a(x)h[A] =  i~
1X
n=0
nX
p=1
abp 
Z
d2x1   
Z
d2xp   
Z
d2xn  _xb1(s1)    _xbn(sn)
2(x  xp)  Ab1(x1)    Abp(xp)   Abn(xn) (5.67)
onde o sinal () indica que o termo sinalizado deve ser omitido. De (5.67) integra-se com
um campo vetorial Xa qualquer e deduz-se:
Z
d2xXa(x)B^
a(x)h[A] =  i~
1X
n=0
nX
p=1
Z
d2x1   
Z
d2xp   
Z
d2xn 
 _xb1(s1)    _xbn(sn)  Ab1(x1)   Xbp(xp)   Abn(xn)
=  i~
Z 1
0
dt h(1;t) _x
a(t)Xa(x(t))h(t;0)
=  i~
Z 1
0
dt _xa(t)Xa(x(t))h(1;0): (5.68)
Em particular, com Xa = @a:
G^()h[A] =  i~
Z 1
0
dt _xa(t)@a(x(t))h(1;0) =  i~


 
x(1)
   x(0)h: (5.69)
A transformac~ao nita correspondente e:
h0[A] = e
 i(xf )h[A]ei(xi): (5.70)
A equac~ao (5.69) e a transformac~ao innitesimal de calibre da holonomia h, ou seja, o
operador G^() gera transformac~oes de calibre da teoria. Ent~ao, a aplicac~ao do vnculo de
Gauss (3.133) G^()	 ; [A] = 0 e equivalente a requerer a invaria^ncia de calibre de 	 ; .
12
11Parametrizando a curva com xa(s) temos: xa(0) = x(i) , x
a(t) = x(p) e x
a(1) = x(f).
12Onde  s~ao func~oes das holonomias.
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5.6.2 A aplicac~ao de G sobre grafos de um laco
A aplicac~ao do vnculo de Gauss (5.69) corresponde ao requerimento de invaria^ncia so-
bre as transformac~oes de calibre innitesimais. A seguir, consideram-se holonomias que
obedecem a lei de transformac~ao de calibre nita (5.32). Em particular, toma-se pri-
meiro holonomias sobre lacos, que s~ao curvas  fechadas, onde x(i) = x(f) = x. Elas s~ao
invariantes sob as transformac~oes de U(1):
h0[A] = g(x)h[A]g
 1(x) = h[A]: (5.71)
Considera-se agora funcionais de holonomias sobre lacos 	 2 Cyl( ) dados pelos caracte-
res { as redes de cargas:
	 ;n[A] = R
(n)(h[A]) (5.72)
onde   e o grafo constitudo pelo laco . Os 	 ;n[A] s~ao invariantes de U(1). Este objeto
e o caso abeliano do laco de Wilson (5.33).
5.6.3 Caso de um grafo geral
E suciente vericar a invaria^ncia de calibre das redes de cargas, base de Cyl. Numa rede
de cargas em geral, te^m-se vertices (i-j)-valentes13, como o vertice representado na Fig.
5.13.
Figura 5.13: Vertice (i-j)-valente.
13Isto e, vertices com j linhas \entrando" e i linhas \saindo".
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A parte relevante vx da rede de cargas na vizinhanca deste vertice e:
vx  R 1 (n1)(h1)   R 1 (ni)(hi) R(ni+1)(hi+1)   R(ni+j)(hi+j) (5.73)
Com R(n) = ein, ve^-se que a condic~ao de invaria^ncia neste caso abeliano:
vx = e
i(n1 +   + ni   ni+1        ni+j)(x)vx (5.74)
e a lei de conservac~ao de carga dada pela express~ao n1 +   + ni = ni+1 +   + ni+j, isto
e, te^m-se em cada vertice condic~oes sobre os valores das cargas n conforme as regras de
conservac~ao de cargas.
5.6.4 Base de redes de cargas invariante de calibre
Denota-se por H0 o espaco de Hilbert cujos vetores obedecem ao vnculo de Gauss (5.69).
Uma base para o espaco H0 e dada pelas redes de cargas constitudas de produtos inva-
riantes de calibre como os estudados anteriormente nesta sec~ao:
	s[A] = hAjsi 
NY
p=1
R(np)(hp [A]) (5.75)
com np obedecendo a lei de conservac~ao de cargas em cada vertice do grafo  . Os jsi =
j ; ~ni formam uma base ortogonal para as redes de cargas:
hsjs0i = h ; ~nj 0; ~n0i =   0
NY
p=1
npn0p : (5.76)
Com esta base para a rede de cargas j ; ~ni denida em H0, tem-se uma base para os
funcionais 	s[A] onde o vnculo G()
 
e 0()

ja est~ao satisfeitos.
O proximo passo e aplicar sobre os funcionais de onda 	[A] 2 H0 invariantes sobre
transformac~oes de calibre o ultimo vnculo gerador de simetrias do modelo, o vnculo
curvatura G0 (3.134), para ent~ao se construir um espaco de Hilbert fsico Hs, com todos
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os vnculos resolvidos.
Esta construc~ao sera considerada no incio do captulo seguinte.
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Captulo 6
Operadores e Observaveis
Neste captulo analisar-se-a a estrutura do espaco de Hilbert fsico da nossa teoria para o
caso abeliano, que foi estudado nos captulos 3 e 5, isto e, estudar a estrutura do espaco
onde est~ao denidos os funcionais de onda que obedecem os vnculos cano^nicos geradores
de simetrias, que s~ao 0 (5.8), G (5.64) e G0 (3.134).
No captulo anterior construiu-se os estados de base jsi = j ; ~ni 2 H0, onde H0  Hkin
e 	s[A] = hAjsi s~ao funcionais de onda invariantes de transformac~oes de calibre geradas
por G e transformac~oes de fase geradas por 0.
Uma vez construdos os funcionais de onda que pertencem ao espaco dos estados fsicos
da teoria, e conveniente denir alguns observaveis e analisar a dina^mica da teoria, o que
sera feito para o modelo supracitado1.
1Para exemplos n~ao-abelianos, no trabalho [19] varios observaveis foram construdos para o modelo
BF 2+1 dimensional puro.
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6.1 Os estados invariantes sobre transformac~oes de
calibre - Caso Abeliano
Seja 	s[A] = hAj	is 2 H0 um funcional de onda func~ao das holonomias h [A], perten-
cente ao espaco H0 dos estados que obedecem ao vnculo de Gauss (5.69). As redes de
cargas jsi (5.75):
	s[A] = hAjsi 
NY
p=1
R(np)(hp [A]) (6.1)
formam uma base ortonormal de H0, como vimos na sec~ao 5.6.4.
6.2 A soluc~ao local do vnculo de curvatura
Ent~ao tomam-se estes j	i 2 H0 (6.1) para se aplicar o ultimo vnculo remanescente da
teoria, que e o vnculo da curvatura espacial nula (3.134):
G^0() =
Z
d2x (x)F^ (x) (6.2)
onde F^ = 1
2
"abF^ab. Aplica-se (6.2) em j	i com a condic~ao:
G^0j	i = 0 (6.3)
ou simplesmente F^ (A)j	i = 0. A soluc~ao geral desta condic~ao e dada pelas func~oes de
holonomias h[A] que obedecem @A   @A = 0. Localmente, existe ent~ao uma func~ao
escalar '(x) real tal que:
Aa = i@a' (6.4)
com uma transformac~ao de calibre que se escreve como '0 = ' + !. A discuss~ao a
seguir depende da topologia da folha espacial  onde nossos grafos est~ao denidos, ent~ao
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faremos alguns exemplos considerando diferentes topologias para , uma vez que todas
as variedades bidimensionais podem ser classicadas tambem de acordo com o seu genus
[45, 46].
6.2.1 Caso  = R2
Figura 6.1: Dois grafos   e  0 sobre um plano R2.
Como um primeiro exemplo, considere o caso onde temos grafos   = f1g e  0 =
f2; 3; 4g no plano R2 (ver Fig. 6.1), com cargas ni associadas as linhas i. A equac~ao
(6.4) vale globalmente em R2, ent~ao:
h1 = e
in1
I
d'
= 1
h2 = e
in2
Z x2
x1
d'
= ein2('(x2)  '(x1)) (6.5)
de forma que h02 = h2e
in2(!(x2) !(x1)), e obviamente h3 e h4 , n~ao s~ao invariantes. Imp~oe-
se a conservac~ao de cargas nos vertices de  0 para se obter:
h 0 = e
i
 
n2
Z x2
x1
+n3
Z x1
x2
+n4
Z x1
x2
!
d'
= ei(n2   n3   n4)('(x2)  '(x1)) = 1 (6.6)
ja que n2   n3   n4 = 0 no vertice x1, por exemplo. Ent~ao, os grafos   e  0 denidos
sobre uma folha espacial  = R2 podem ser deformados para um unico ponto, de forma
que temos apenas estados equivalentes ao estado do grafo vazio j;i, isto e, neste caso o
espaco de Hilbert fsico e reduzido a um espaco trivial unidimensional:
Hs = fj;i;  2 Cg:
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6.2.2 Caso  = R2nf0g { O Operador Fluxo
Considera-se agora grafos denidos num espaco R2nf0g, que e o plano do qual a origem
x = 0 esta excluda. Todos os lacos fechados que envolvem o ponto singular em x = 0
uma unica vez te^m o mesmo valor h = e
iQ, onde Q chama-se de uxo gerado pelo ponto
singular2.
Figura 6.2: Esquerda: 1; 
0
1 circulando o ponto x = 0. Direita: 2 enrolando duas vezes
em torno de x = 0 e 3 n~ao circula x = 0.
Para exemplicar, tomam-se os grafos da Fig. 6.2 de forma que:
h1 = e
I
A
= e
Z
1
F
= eiQ = h01
h2 = e
2iQ (6.7)
h3 = 1
onde i  R2nf0g e uma superfcie cercada pela curva i fechada, e o Teorema de Stokes
pode ser aplicado. Logo, apenas holonomias que circulam \furos" ter~ao resultados n~ao-
nulos, uma vez que aplicar o operador F^ localmente implica em escrever A como um
gradiente de um certo potencial (6.4).
Considere agora um grafo colorido (pelas cargas n)   num espaco R2nf0g (ver Fig. 6.3).
Repara-se que tanto h 11 h2 quanto h
 1
1 h
 1
3 circulam o ponto singular uma unica vez, ent~ao
2O uxo Q 2 R pode ser visto como analogo ao uxo magnetico em um solenoide compacto innita-
mente longo onde aplicamos a Lei de Ampere.
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resultam em eiQ. Se h1 = e
i('f 'i):
h2 = e
i(Q+'f 'i)
h3 = e
i( Q 'f+'i):
Figura 6.3: Um grafo colorido   sobre um plano R2nf0g, contrado para um grafo  0.
O estado 	 ;n ca:
	 ;n = e
i(n2 n3)Q = e in1Q (6.8)
pois no vertice v1 temos n1 + n2 = n3. A equac~ao (6.8) mostra que o grafo colorido  
pode ser contrado ou deformado ate a um unico loop (grafo  0) de carga n1 orientado
no sentido horario, em torno de x = 0. Nota-se que este resultado local pode ser visto
globalmente como a construc~ao de classes de equivale^ncia de estados j	i que resolvem
G^0j	i = 0:
	n[A] = e
inQ (6.9)
com n 2 Z sendo a carga do loop resultante, calculada a partir da condic~ao de conservac~ao
de cargas. A base do espaco de Hilbert fsico e ent~ao formada por vetores jni, n 2 Z,
onde:
hnjn0i = nn0 : (6.10)
Para n = 0 tem-se j0i = j;i, o que corresponde a base do espaco do exemplo discutido na
subsec~ao 6.2.1.
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Repare que o numero inteiro n pode ser interpretado tambem como numero de enlacamento
(winding number) de um loop: enlacar n vezes o ponto singular com uma curva fechada
de carga 1, ou enlacar uma unica vez o ponto singular com uma curva fechada de carga
n, gera o mesmo funcional de onda3 	n[A].
6.2.3 Caso  = R2nfx1; : : : ; xNg, com N pontos singulares
A generalizac~ao para o caso de um plano R2 com N \furos" e direta. A base do espaco
de Hilbert fsico e dada por:
Hs = fj~nig (6.11)
onde j~ni = jn1; : : : ; nNi e cada nk e a carga (ou o numero de enlacamento) de uma curva
fechada em torno do k-esimo ponto singular, de forma que todos os outros pontos est~ao
fora desta curva. O funcional de onda correspondente e dado por:
hAj~ni = 	~n[A] = e

i
PN
k=1 nkQk

(6.12)
onde Qk e o uxo associado ao k-esimo ponto singular, denido por:
hk [A] = e
iQk (6.13)
onde k e uma curva fechada orientada positivamente que enlaca uma unica vez o ponto
singular xk e deixa de fora todos os outros pontos singulares.
Estes vetores de base (6.11) obedecem a relac~oes de ortogonalidade dadas por:
hn1; : : : ; nN jn01; : : : ; n0N 0i = NN 0
NY
k=1
nkn0k (6.14)
isto e, estados denidos por loops em torno do k-esimo ponto singular que possuem um
3Vide as equac~oes (6.7).
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numero n de enlacamento/carga distintos ser~ao ortogonais entre si, assim como os estados
denidos por loops em torno de pontos singulares diferentes de k.
E importante notar que a invaria^ncia de difeomorsmos, que na teoria classica era con-
seque^ncia das invaria^ncias de calibre4, e explcita na teoria qua^ntica construda aqui uma
vez que todos os vnculos s~ao satisfeitos. Os estados do espaco de Hilbert (n~ao separavel)
H0 (6.1) que ainda n~ao obedecem ao vnculo G^0 n~ao s~ao invariantes de difeomorsmos,
ja que estes dependem da localizac~ao e do formato dos grafos associados. O espaco Hs e
um espaco separavel, ja que seus estados de base formam um conjunto enumeravel com
relac~oes discretas de ortogonalidade (6.14).
6.3 Observaveis
Segue da discuss~ao realizada na sec~ao anterior que n~ao existem observaveis para topologias
simples como a de  = R2. No entanto, para topologias n~ao-triviais como a de  = R2
subtrado de N pontos singulares, existe um conjunto de N observaveis L^k, k = 1; : : : ; N ,
que pode ser diagonalizado simultaneamente na base (6.11) de Hs:
L^kj~ni = nkj~ni (6.15)
e s~ao denidos por:
L^k =
Z

d2xX(k)a (x)B^
a(x) (6.16)
onde X
(k)
a e uma 1-forma fechada (dX(k) = 0), tal que sua integral sobre uma curva k
fechada5 e explicitamente:
Z
k
X(l) =
i
~
kl (6.17)
4Vide sec~ao 3.3.
5Onde k e orientada positivamente e enlaca uma unica vez o ponto singular xk, deixando de fora
todos os outros pontos singulares.
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isto e, a integral de X(k) e nula para outras curvas l com l 6= k de forma que o resultado
so depende da classe de homotopia de k.
Os autovalores da express~ao (6.15) resultantes da aplicac~ao de L^k (6.15) calculam-se
tomando a express~ao para os nossos funcionais de onda pertencentes a Hs (6.12) com
Qk denido por (6.13), sobre o qual aplicamos o operador de diferenciac~ao (5.68) que foi
denido na sec~ao 5.6.1 do captulo anterior:
Z

d2xX(k)a (x)

Aa(x)
hl [A] =
Z
l
X

hl [A] =
i
~
klhl (6.18)
(sem somatoria sobre l). O operador L^k aplicado a um estado j	is esta denido dentro
de Hs, de fato, e um operador auto adjunto em Hs e forma um conjunto completo de
observaveis comutaveis, que tambem comuta com os operadores gerados pelos vnculos
no espaco fsico:

G^; L^
j	is = 0
G^0; L^
j	is = 0 (6.19)
^0; L^
j	is = 0
Num sistema de coordenadas particular, como por exemplo um sistema de coordenadas
polares (r; ) centrado no ponto singular xk, uma soluc~ao particular para a 1-forma X
(k)
e dada por:
Xr = 0 ; X =
i
2~
: (6.20)
Que e evidentemente uma forma fechada em  = R2nfxNg, pois:
@rX
(k)
   @X(k)r = 0: (6.21)
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Em particular, nota-se que nos pontos xl para l 6= k:
Z
l
X(k) = 0 se l 6= k:
Este resultado pode ser interpretado \sicamente" se considerarmos um espaco  com
uma metrica euclidiana denida por:
gab =
264 grr 0
0 g
375 =
264 1 0
0 r2
375 ; gab =
264 1 0
0 1=r2
375 (6.22)
e a equac~ao (6.17) e analoga ao caso da Lei de Ampere bidimensional, cuja fonte e uma
corrente localizada em xk \saindo do papel", de valor 1=~, e iX(k)a e um campo magnetico
bidimensional gerado por esta corrente, de magnitude:
jjX(k)jj2 = gabjX(k)a X(k)b j =
1
r2
1
(2~)2
jjX(k)jj = 1
2~
 1
r
(6.23)
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Captulo 7
Conclus~oes e Perspectivas
Neste trabalho realizou-se a construc~ao e a quantizac~ao de um modelo BF em 2+1 di-
mens~oes com campos escalares minimamente acoplados como um modelo sigma, fazendo
o papel de campos de materia. Para se construir esta teoria, foram desenvolvidas as
ferramentas matematicas necessarias para se tratar teorias de calibre, e sobre esta teoria
aplicou-se o metodo hamiltoniano de Dirac cujo desenvolvimento teorico e pratico em
detalhes e uma das principais contribuic~oes deste trabalho.
Foi realizado tambem o desenvolvimento das tecnicas de quantizac~ao da LQG de forma
detalhada para o caso abeliano do modelo, uma vez que a quantizac~ao do caso n~ao-abeliano
n~ao e imediata e sera apresentada em um trabalho futuro que esta em andamento [24].
Entretanto, resultou-se do metodo hamiltoniano que nosso modelo possui os mesmos graus
de liberdade de um modelo BF puro, tanto no caso abeliano quanto no caso n~ao abeliano.
Esses graus de liberdade s~ao n~ao-locais e de natureza puramente topologica, de forma
que a evoluc~ao da teoria foi dada por para^metros das simetrias geradas pelos vnculos
presentes na hamiltoniana, que s~ao transformac~oes de calibre dos campos que comp~oe
nosso modelo.
A partir da, conforme foi explicitamente desenvolvido para o caso abeliano, construiu-se
um espaco de Hilbert para as grandezas dina^micas ent~ao denidas como operadores e o
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formalismo da LQG foi desenvolvido a m de se construir uma base ortonormal para os
estados qua^nticos, denominada rede de cargas. Uma vez construda a base de estados
fsicos da teoria, que e uma base de estados do subespaco que obedecem aos vnculos
hamiltonianos, foi visto que esses estados eram caracterizados essencialmente pelo genus
da topologia do espaco. Por ultimo, estudou-se os operadores denidos nesse espaco de
Hilbert fsico, que formam um conjunto completo de N observaveis comutaveis L^k no caso
de uma topologia espacial sendo do tipo R2 com N pontos subtrados (N \furos"). Estes
resultados para o caso abeliano foram publicados em [23].
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Ape^ndice A
Revis~ao de Geometria Diferencial
Neste captulo faz-se uma breve revis~ao das principais ferramentas utilizadas neste tra-
balho tal como foi feito em [19], tomando alguns exemplos e mostrando propriedades
matematicas relevantes.
A.1 Grupos de Lie
Na matematica, um grupo de Lie [28, 39, 43] e um grupo que tambem e uma variedade
diferenciavel, o que faz com que as operac~oes dos elementos do grupo, ou geradores,
sejam compatveis com a estrutura diferencial. Neste trabalho, quando refere-se a grupos
de calibre (gauge) ou ainda grupos de simetria, considera-se que os grupos citados s~ao
grupos de Lie.
Os grupos de Lie, por serem variedades diferenciaveis, podem ser estudados utilizando
o calculo diferencial em contraste com os casos mais gerais de grupos topologicos. Uma
das ideias chave na teoria de grupos de Lie e substituir o objeto global, o grupo, por sua
vers~ao local ou linearizada que e chamada de grupo innitesimal cujo estudo e conhecido
como algebra de Lie, que e a teoria que atualmente melhor descreve as simetrias contnuas
de objetos e estruturas matematicas.
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Um grupo de Lie G e caracterizado pelo espaco de seus para^metros, que e uma variedade,
no qual pode-se denir uma integrac~ao:
Z
G
d(g)f(g) (A.1)
onde g 2 G. A medida d(g) e invariante sobre transformac~oes do grupo G:
Z
G
d(g)f(g0) =
Z
G
d(g)f(g) (A.2)
onde g0 = hg, g0 = gh ou g0 = g 1, com h 2 G. Esta medida invariante e chamada de
medida de Haar, que dene a integrac~ao em grupos de Lie.
A.1.1 Alguns grupos de Lie
Escrevem-se aqui alguns exemplos de grupos de Lie que aparecem neste trabalho, ao longo
do texto.
 O espaco euclidiano Rn com a adic~ao vetorial comum como operac~ao do grupo se
torna um grupo de Lie abeliano n~ao-compacto n-dimensional;
 O grupo crculo S1 que consiste em numeros complexos com valor absoluto = 1
sobre multiplicac~ao. Este e um grupo de Lie abeliano compacto unidimensional.
 O grupo ortogonal O(Rn), formado por todas as matrizes ortogonais n  n com
valores reais. Este e um grupo de Lie n(n 1)
2
-dimensional desconexo, mas que tem um
subgrupo conexo SOn(R) de mesma dimens~ao que e formado por matrizes ortogonais
de determinante = 1, que e conhecido como grupo especial ortogonal (em ingle^s,
Special Orthogonal group) (para Rn = 3, temos o grupo de rotac~oes).
 O grupo unitario U(n) e formado por matrizes unitarias nn com valores complexos.
Este e um grupo de Lie de dimens~ao n2 compacto e conexo. Matrizes unitarias de
determinante = 1 formam um subgrupo conexo fechado de dimens~ao n2 1 chamado
de SU(n), o grupo especial unitario (em ingle^s special unitary group).
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 O grupo de Lorentz e o grupo de Poincare s~ao os grupos de isometrias lineares e
ans do espaco de Minkowski (interpretado como o espaco-tempo da relatividade
restrita). Eles s~ao grupos de Lie de dimens~ao 6 e 10.
A.1.2 A algebra do grupo SU(2)
Para se denir o Grupo de Lie G (consideram-se grupos semissimples) temos que denir
os geradores de transformac~oes innitesimais g. Dene-se a seguir o grupo SU(2) como
exemplo e para tal, seja  um spinor do espaco tangente TpM de uma variedade M, no
ponto p, cuja bra1 e o grupo G:
g 2 G :  0 = g (A.3)
onde os g s~ao matrizes2 2 2. A transformac~ao innitesimal vai ser:
g  1 + ! ; j!j << 1: (A.4)
Propriedades das transformac~oes innitesimais de SU(2):
gyg  (1 + !)y(1 + !) = 1 + !y + ! = 1 : !y =  ! (A.5)
det(g) = 1 : Tr(!) = 0 : (A.6)
Com estas propriedades, escreve-se uma base para as matrizes ! usando as matrizes de
Pauli I , com (I = 1; 2; 3).
1 =
0B@ 0 1
1 0
1CA ; 2 =
0B@ 0  i
i 0
1CA ; 3 =
0B@ 1 0
0  1
1CA : (A.7)
1Para uma analise formal sobre espacos brados, veja a refere^ncia [39], captulo 5.
2Estas matrizes ser~ao escritas explicitamente na proxima subsec~ao.
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E chama-se uma base dos geradores ! de TI , denida por:
TI    i
2
I : (A.8)
Em geral:
!(x) = !I(x)TI : (A.9)
Nota-se tambem que:
Tr(TITJ) =  1
2
IJ (A.10)
e te^m-se relac~oes de comutac~ao entre os TI :
[TI ; TJ ] = f
K
IJ TK (A.11)
onde f KIJ e a constante de estrutura do grupo, em SU(2): f
K
IJ = "
K
IJ , o tensor de
Levi-Civita.
A.1.3 A forma matricial de g 2 SU(2)
Toma-se um elemento g 2GL(2;C) que depende de 4 numeros complexos, ou 8 para^metros
reais:
g =
264  
 
375 : (A.12)
Considera-se agora as duas propriedades (A.5) e (A.6) do grupo SU(2):
1. gyg = 1 : (U) Unitario (4 equac~oes)
2. det(g) = 1 : (S) Especial (1 equac~ao)
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que geram 5 equac~oes. Ent~ao, te^m-se 3 para^metros livres para g 2 SU(2), cuja soluc~ao e:
g =
264  
  
375 (A.13)
jj2 + jj2 = 1: (A.14)
Como  e  s~ao numeros complexos, a soluc~ao de (A.14) e uma esfera S3, ou seja,
SU(2) = S3. Nas coordenadas ; ';  de S3 a integral de Haar e dada por:
Z
S3
df(; '; ) =
Z 
0
d sin2 
Z 
0
d sin 
Z 2
0
d'f(; '; ) (A.15)
e a medida de Haar e o a^ngulo solido tridimensional.
A.1.4 Homeomorsmos de SU(2)
Ha um homeomorsmo entre SU(2)! SO(3) dado por:
g 2 SU(2) 7! Rij(g) = 1
2
Tr(igjgy) (A.16)
onde i; j = 1; 2; 3. So que R( g) = R(g), ent~ao o espaco n~ao e isomorco, pois uma curva
indo de g a  g em SO(3) e uma curva fechada, mas em SU(2) e uma curva aberta. Ent~ao,
esta mesma curva vai possuir classes de homotopia diferentes dependendo do espaco em
que ela estiver denida, o que mostra que estes espacos n~ao s~ao isomorcos. Como uma
curva fechada em SO(3) e o mesmo que tomar duas curvas abertas em SU(2) (de g a  g
e de  g a g, respectivamente), chama-se SU(2) de cobertura dupla de SO(3).
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A.2 Formas diferenciais e vetores
A.2.1 Representac~ao adjunta para formas e vetores
A partir do estudo da algebra do grupo de calibre SU(2), adota-se uma notac~ao para
expressar os campos vetoriais e formas diferenciais:
A $ AITI  AI (A.17)
B $ BITI  BI: (A.18)
A.2.2 Formas, vetores e tensores em uma variedade diferenciavel
Introduz-se o conceito de formas diferenciais [3,27,28,39], e toma-se como exemplo AIdx
.
O campo AI pode ser considerado uma conex~ao, que dene a derivada covariante na
variedade diferenciavel. Uma variedade diferenciavel e um conjunto de pontos p que
possuem uma vizinhanca U onde s~ao denidos homeomorsmos, isto e, uma transformac~ao
que caracteriza de maneira unica o ponto p (ver Fig. A.1).
Figura A.1: Para pontos p 2 U e q 2 U denem-se transformac~oes de coordenadas '
e ' que mapeiam os pontos da variedade MD em subespacos RD.
Seja x  (x0; x1; : : : ; xD 1) um sistema de coordenadas da variedade MD, de D di-
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mens~oes. Escrevem-se as transformac~oes de coordenadas de forma geral
x0 = x0(x) (A.19)
que em uma variedade diferenciavel s~ao func~oes denidas em C1, innitamente dife-
renciaveis.
Agora denem-se os vetores. Seja ent~ao v(p) com p 2M, um operador diferencial denido
num sistema de coordenadas x por:
(vf)(x) = v(x)@f(x) (A.20)
onde f(x) e uma func~ao que e denida de forma que os vetores escritos nesta forma
sejam invariantes. Chama-se f(x) de uma func~ao escalar, isto e, invariante sob uma
transformac~ao de coordenadas:
x ! x0
f(x) = f 0(x0):
Considerando transformac~oes innitesimais x0 = x   (x), com jj pequeno:
f(x) = f 0(x  )
f 0(x) = f(x+ ) = f(x) + @f = f(x) + f(x): (A.21)
Note que os v(~x) podem ser vistos como as componentes e @ como os vetores da base.
Uma vez denidos desta maneira tem-se independe^ncia do sistema de coordenadas, o que
se quer para trabalhar com vetores na variedade diferenciavel. Verica-se a invaria^ncia
de (A.20)
v0(x0)
@
@x0
f 0(x0) = v(x)
@
@x
f(x)
(A.22)
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onde:
v0(x0) =
@x0
@x
v(x) (A.23)
@0f
0(x0) =
@x
@x0
@f(x): (A.24)
As equac~oes (A.23) e (A.24) s~ao essencialmente as denic~oes de vetor contravariante
e vetor covariante respectivamente, que se obtem como conseque^ncia de f(p) ser uma
func~ao escalar.
Em geral, tem-se o tensor:
t01n1n(x
0) =
@x01
@x
t2n1n +
@x02
@x
t13n1n +   
+
@x
@x01
t1n2n +
@x
@x02
t1n13n +    (A.25)
que possui ndices covariantes e contravariantes.
A.2.3 O espaco tangente Tp e o espaco dual T

p
Sempre pode-se denir um espaco dual a um espaco vetorial pre-denido, ent~ao denota-se
T p o espaco dual do espaco tangente Tp, no ponto p de uma variedade M. Um elemento
! 2 T p e uma forma linear !(v + w) = !(v) + !(w) sobre Tp:
! : Tp ! R (A.26)
v 7! !(v):
O dual T p tambem e um espaco vetorial:
c1!1(v) + c2!2(v) = (c1!1 + c2!2)(v) (A.27)
onde !1; !2 2 T p , v 2 Tp e c1; c2 2 R. Dim(T p ) = dim(Tp) = dim(M) = D. Escreve-se
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Figura A.2: O conjunto dos vetores v num ponto p se chama espaco tangente Tp, que e
um espaco vetorial.
uma base de um sistema de coordenadas para T p : fdx;  = 0; : : : ; D   1g denida por
dx(@) = 

 para se denir a 1-forma geral ! 2 T p :
! = !(~x)dx
 (A.28)
que independe da escolha de coordenadas. De maneira analoga as leis de transformac~ao
dos vetores (A.23) e (A.24), deduz-se as leis de transformac~ao das formas. Com
@0 =
@x
@x0
@ (A.29)
dx0 =
@x0
@x
dx (A.30)
obtem-se:
!0(x
0) =
@x
@x0
!(x): (A.31)
A transformac~ao innitesimal de uma 1-forma !, com x = x0   x =  (x0) e:
! = 
@! + @
!: (A.32)
Agora dene-se a 1-forma B 2 T P em termos de componentes B = BITI , utilizando a
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algebra para os geradores do grupo como a denida nas equac~oes (A.5) e (A.6):
B0 = (1  !)B(1 + !) = B   [!;B]
B =  [!;B] (A.33)
(BI)TI =  !JBK [TJ ; TK ] =  !JBKf IJKTI
BI =  !JBKf IJK  !JJBI
JB
I =  BKf IJK (A.34)
e B escrito em componentes e:
B =
1
(D   2)!B
I
1D 2dx
1    dxD 2 : (A.35)
Que e o campo B da sigla \BF", do modelo homo^nimo.
A.2.4 Multiplicac~ao exterior de formas diferenciais
Pode-se generalizar a 1-forma para p-formas de forma analoga ao que foi feito anterior-
mente dos vetores para os tensores:
 vetor! produto tensorial Tp
Tp
  
Tp (p vezes)! gera um tensor contravariante
de rank p;
 1-forma ! produto tensorial antissimetrico, ou produto exterior, T p ^ T p ^    ^ T p
(p vezes) ! gera p-formas.
Uma 2-forma, por exemplo, vai ser escrita na base fdxg da seguinte maneira:
!2 :
1
2
!(~x)dx
 ^ dx : (A.36)
Como os elementos da base dx ^ dx =  dx ^ dx s~ao numeros de Grassmann, !
poderia ter uma parte simetrica e outra antissimetrica, mas so a parte antissimetrica
142
sobrevive a contrac~ao dos ndices, ent~ao ! =  ! e:
!12dx
1 ^ dx2 + !21dx2 ^ dx1 = 2!12dx1 ^ dx2: (A.37)
As p-formas s~ao ent~ao:
!p =
1
p!
!1pdx
1 ^    ^ dxp : (A.38)
Quer-se a independe^ncia de um sistema de coordenadas, ent~ao os !'s v~ao se transformar
de uma maneira particular, tal como o caso das 1-formas visto anteriormente em (A.31)
e (A.32):
x ! x0(x)
!01p(x
0) =
@x1
@x01
   @x
p
@x0p
!1p (A.39)
!1p = 
@!1p + @1
!2p +   + @p!1p 1 : (A.40)
Considera-se agora o produto exterior, que mostra algumas propriedades importantes das
formas:
!p ^ !q = 1
p!
!1p
1
q!
!1qdx
1 ^    ^ dxp ^ dx1 ^    ^ dxq (A.41)
E uma (p+ q)-forma. Se p ou q forem pares elas comutam, e se ambos forem mpares elas
anticomutam:
!p ^ !q = ( 1)pq!q ^ !p: (A.42)
Note que dx^dx = 0. Se dim(M) = D, ent~ao o maximo de dx que podem ser colocados
juntos e igual a D. Por exemplo, para D = 2:
1-forma: !dx
 = !1dx
1 + !2dx
2 (A.43)
2-forma: !dx
 ^ dx = !12dx1 ^ dx2 + !21dx2 ^ dx1 (A.44)
3-forma: !dx
 ^ dx ^ dx = !12 dx1 ^ dx2 ^ dx| {z }
=0
= 0 (A.45)
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pois  = 1; 2. Por m, uma 0-forma nada mais e do que uma func~ao escalar:
! = !(x) (A.46)
!(x) = @!(x): (A.47)
A.2.5 Comutadores de formas diferenciais
Os comutadores e anticomutadores que aparecem entre formas reescrevem-se como comu-
tadores graduados, levando em conta a antissimetria do produto wedge. Seja ent~ao XP
uma P-forma e YQ uma Q-forma, o comutador generalizado ou graduado e tal que:
[XP ; YQ]  XPYQ   ( 1)PQYQXP : (A.48)
Isto e, se P e Q forem mpares teremos relac~oes de anticomutac~ao e em outras situac~oes,
relac~oes de comutac~ao.
A.2.6 Derivac~ao exterior de uma forma
Dene-se da seguinte maneira o operador derivada exterior d:
d!p  1
p!
@!1pdx
 ^ dx1 ^    ^ dxp : (A.49)
Este operador derivada exterior d e intrisecamente um operador mpar, uma vez que ao
derivar uma p-forma !p gera-se uma (p+1)-forma d!p.
Algumas propriedades deste operador derivada:
d2 = 0 (A.50)
d(!p ^ !q) = d!p ^ !q + ( 1)p!p ^ d!q: (A.51)
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A propriedade (A.50) pode ser mostrada levando em conta que o produto de uma grandeza
simetrica com uma grandeza antissimetrica e nulo com a permutac~ao dos ndices:
d!p = @!dx
 ^    (A.52)
dd!p = @@|{z}
simetrico
! dx ^ dx| {z }
antissimetrico
^    = 0: (A.53)
Seguem alguns exemplos. Primeiro considera-se p = 0:
!0 = f(x)
d!0 = @f(x)dx
 (A.54)
onde f(x) e uma func~ao escalar (0-forma), ent~ao @f(x) nada mais e do que um gradiente
e o operador d faz o papel de derivada convencional. Considera-se agora 1-formas:
!1 = !dx

d!1 = @!dx
 ^ dx: (A.55)
Lembre-se que devido a contrac~ao com dx ^ dx so a parte antissimetrica ira contribuir,
ent~ao:
d!1 = [
1
2
(@! + @!) +
1
2
(@!   @!)]dx ^ dx
d!1 =
1
2
(@!   @!)dx ^ dx (A.56)
que e o rotacional de !. Nota-se que os resultados encontrados ate agora s~ao consisten-
tes com as duas propriedades citadas acima, levando em conta que o rotacional de um
gradiente e sempre nulo (equac~ao A.50).
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A.2.7 A Derivada Covariante - Denic~ao e Propriedades
Utilizando as propriedades de multiplicac~ao de formas (Sec~ao A.2.4) escrevem-se os cam-
pos, operadores e tensores na representac~ao adjunta apenas multiplicando as equac~oes
pela direita com a forma dx:
A0 = g
 1@g + g 1Ag jdx ) A0 = g 1dg + g 1Ag (A.57)
D = @+ A jdx ) D = d+ A (A.58)
sobre um campo  2 G na representac~ao adjunta. Pode-se que mostrar que, se 0 = g 1,
ent~ao:
(D)0 = g 1D: (A.59)
Isto e, nossa derivada exterior e covariante.
Agora calcula-se a derivada covariante de um tensorX arbitrario que esta na representac~ao
adjunta. Seja X uma p-forma cuja derivada exterior se escreve como:
DX = dX + [A;X] (A.60)
onde A e uma forma conex~ao que se transforma de acordo com (A.58). Ent~ao se verica
que se X 0 = g 1Xg ent~ao:
(DX)0 = g 1DXg: (A.61)
Vericac~ao:
(DX)0 = d(g 1Xg) + [g 1dg + g 1Ag; g 1Xg] (A.62)
e necessario conhecer dg 1. Note que se usou g 1g = 1:
d(g 1g) = 0 = dg 1g + g 1dg jg 1
dg 1 =  g 1dgg 1 (A.63)
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da,
(DX)0 = d(g 1Xg) + [g 1dg + g 1Ag; g 1Xg]
= dg 1Xg + g 1dXg + g 1Xdg + g 1dgg 1Xg   g 1Xgg 1dg
+g 1Agg 1Xg   g 1Xgg 1Ag
= g 1(dX + [A;X])g = g 1DXg: (A.64)
Se X esta na representac~ao adjunta, tambem DX esta na representac~ao adjunta. Verica-
se que a derivada covariante da conex~ao A se escreve como:
F = dA+ A2 =
1
2
Fdx
 ^ dx ; F = @A   @A + [A; A ] (A.65)
que e uma grandeza tambem conhecida como a Curvatura de Yang-Mills, e tambem o
tensor F presente no modelo \BF".
Uma relac~ao importante entre as derivadas covariantes e a curvatura de YM pode ser
obtida considerando um campo X na representac~ao adjunta X 0 = g 1Xg quando con-
veniente, e que se tem um comutador graduado para as formas diferenciais (vide sec~ao
A.2.5):
D2X = (d+ A)(d+ A)X (A.66)
= d(dX + [A;X]) + [A; dX] + [A; [A;X]]
= [dA;X] + [A2; X] = [F;X] (A.67)
. Este resultado pode ser escrito como:
[D; D ]X = [F ; X]: (A.68)
Essa relac~ao (A.68) entre o comutador das derivadas covariantes e a curvatura tem um
analogo na Relatividade Geral, onde F e a curvatura de Riemann. Uma conseque^ncia
importante desta relac~ao no modelo BF, observado que neste caso uma das equac~oes
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de movimento e F = 0, e que as derivadas covariantes comutam { se as equac~oes de
movimento est~ao satisfeitas.
A.2.8 As identidades de Bianchi
Como F e adjunto, tambem deve ser DF . Ver-se-a que DF e de fato nulo. Com efeito:
DF = d(dA+ A2) + [A; dA+ A2]: (A.69)
Usando a regra de Leibniz generalizada para calcular o termo dA2:
dA2 = d(A ^ A) = dA ^ A  A ^ dA = [dA;A] (A.70)
DF = [dA;A] + [A; dA] + AA2   A2A
DF = 0: (A.71)
Esta equac~ao (A.71) e chamada de Identidade de Bianchi, e aparece tambem na Relati-
vidade Geral.
A.2.9 Integrac~ao de uma forma
Seja !D uma D-forma, e quer-se calcular a integral
Z
V
!D, com V M. Para tal, faz-se
uma generalizac~ao restringindo nossas formas dx, que s~ao a base do espaco dual T p , a
serem elementos innitesimais no espaco V . Isto e:
!D =
1
D!
!1D dx
1 ^    ^ dxD| {z }
forma volume
: (A.72)
A D-forma dx1 ^ dx2 ^    ^ dxD e a forma volume +dV = dx0 ^    ^ dxD 1 se a
permutac~ao (1; 2; : : : ; D) de ndices (0; 1; : : : ; D   1) for par ou e a forma  dV se a
permutac~ao for mpar. O smbolo que expressa este comportamento e o tensor de Levi-
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Civita "1D , que e completamente antissimetrico. Ent~ao, seguindo a seguinte convenc~ao:
"012(D 1) = 1
8><>: +1 se a permutac~ao for par 1 se a permutac~ao for mpar (A.73)
temos dx1 ^    ^ dxD = "1DdV . Ent~ao:
!D =
1
D!
"1D!1DdV  ~!dV: (A.74)
Finalmente, escreve-se a integral:
Z
V
!D =
Z
V
dx0dx1    dxD 1~!(x): (A.75)
E importante notar que esta operac~ao de integrac~ao n~ao precisa de nenhuma metrica
denida, a despeito do nome \forma volume".
A.3 Outros operadores derivadas
A.3.1 A derivada interior
Um operador que obedece a regra de Leibniz gera uma operac~ao que chamamos de de-
rivac~ao. Um operador que obedece a regra generalizada de Leibniz gera uma operac~ao
chamada de antiderivac~ao.
Dene-se ent~ao o operador iv associado a um vetor v : v = v
(x)@ de forma que suas
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propriedades s~ao tais que:
iv(!p ^ !q) = (iv!p) ^ !q + ( 1)p!piv!q (A.76)
ivdx
 = v (A.77)
iv 0-forma = 0 (A.78)
(iv)
2 = 0 (A.79)
ifv! = fiv! (A.80)
onde f em (A.80) e uma func~ao escalar. Nota-se que (A.77) transforma uma forma de
grau D em uma forma de grau D   1, e tambem e um operador mpar de antiderivac~ao.
Chama-se iv de derivada interior ou contrac~ao. Calculam-se algumas derivadas de formas:
iv!1 = iv(!dx
) = !ivdx
 = !v
( !  v) (A.81)
iv!p =
1
(p  1)!!1pv
1dx2 ^    ^ dxp : (A.82)
A.3.2 A derivada de Lie
Um operador Lv associado a um vetor v, combinac~ao da derivada interior e da derivada
exterior, e chamado de derivada de Lie:
Lv!p = (ivd+ div)!p: (A.83)
Este operador e um objeto par, pois conserva o grau da forma, e respeita a regra de
Leibniz. Que caracteriza Lv como uma derivac~ao.3
Da denic~ao da derivada de Lie, deduz-se varias propriedades interessantes. Sejam um
3A partir de agora, sempre que nos referirmos ao produto de duas formas, estaremos falando do
produto wedge, a menos que se diga o contrario: !p ^ !q  !p!q.
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vetor v e uma func~ao f :
dLv! = Lv(d!) (A.84)
Lfv! = fLv! + df ^ iv! (A.85)
onde (A.85) e conseque^ncia de (A.80). Calcula-se ent~ao a derivada de Lie L para uma
0-forma !0:
L!0 = id!0 + di!0
= i@!0dx
 = @!0 = dieo!0 (A.86)
ou seja, a derivada de Lie sobre uma 0-forma tem o efeito de uma transformac~ao geral
de coordenadas innitesimal (x0 = x   ) dieo!0 = @!0, encontrada na equac~ao
(A.21). No caso de uma 1-forma:
L!1 = id!dx + di!dx
= i(@!dx
dx) + d(!)
= @!
dx   @!dx + @dx! + @!dx
renomeando alguns ndices somados e cancelando o segundo e quarto termos, tem-se:
L!1 = (@! + @!)dx
= (dieo!)dx
: (A.87)
Em geral:
L!p = 1
p!
(dieo!1p)dx
1    dxp : (A.88)
Mostra-se que a integrac~ao denida em (A.75) e invariante sob difeomorsmos innitesi-
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mais (x0 = x  ):
Z
V
!0D  
Z
V
!D 
Z
V
L!D =
Z
V
(id!D + di!D) =
Z
V
di!D: (A.89)
Se di!D = di(~!dV ) = d(~!idV ), a integral pode ser escrita num sistema de coordenadas
como: Z
V
di!D =
Z
V
dDx@(
~!): (A.90)
O difeomorsmo deixa a borda de V xa, ent~ao a integral e invariante. A quantidade
entre pare^nteses (~!) e uma densidade vetorial, com ~! sendo uma densidade escalar.
Um exemplo onde este tipo de estrutura e utilizada ocorre na RG, onde os escalares da
teoria s~ao multiplicados por fatores envolvendo
p
g, justamente pelo fato que os objetos
desta teoria devem se transformar como (A.90).
A.4 Invaria^ncia sobre difeomorsmos
Na sec~ao anterior estudou-se as condic~oes para que !D seja invariante sobre difeomors-
mos:
~!D = L~!D = @(~!D) (A.91)
onde ~!D e uma densidade escalar. Uma vez que 
Z
M
!D = 0, utiliza-se esta forma para
escrever ac~oes invariantes sobre difeomorsmos. Por exemplo, na RG a ac~ao tem uma
forma do tipo
Z
d4x
p
gR, onde R e o escalar de curvatura.
A invaria^ncia desta integral e obtida devido ao termo de densidade escalar
p
g que pode-se
mostrar a partir da lei de transformac~ao do tensor metrico:
difg = 
@g + @
g + @
g (A.92)
(
p
jgjR) = @(
p
jgj)R+
p
jgj@R = @(
p
jgjR): (A.93)
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Com isto ve^-se que a ac~ao de Einstein-Hilbert [2,3,19] e invariante sobre difeomorsmos:
SEH =
1
G
Z
d4x
p gR (A.94)
A.4.1 Integrais invariantes
Estudam-se agora as integrais de linha, ent~ao considera-se uma 1-forma a = adx
 inte-
grada sobre uma curva C.
Figura A.3: A curva C 2 M, onde aplicou-se uma parametrizac~ao x(s) para realizar a
integrac~ao.
Dene-se o sistema de coordenadas para a integrac~ao:
 Coordenadas de M : x;  = 0; : : : ;  = D   1
 Parametrizar a curva s; s1  s  s2
Ent~ao escrevem-se as equac~oes parametricas:
x = x(s); s1  s  s2 (A.95)
dx =
dx
ds
ds  x0(s)ds (A.96)
ao longo de C. Nota-se que tomamos as formas dx como diferenciais e a integral de linha
e denida como: Z
C
a 
Z s2
s1
ds a(x(s))x
0(s): (A.97)
Que independe das escolhas de coordenadas e de parametrizac~ao.
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Considera-se agora a integral de uma 2-forma: !2 =
1
2
!(x)dx
 ^ dx . Nota-se que ao
tomar dx ^ dx como diferenciais, se tem um elemento de area.
Figura A.4: A superfcie S 2M, onde aplicou-se uma parametrizac~ao x(u; v) para realizar
a integrac~ao.
Escrevem-se as equac~oes parametricas ao longo da superfcie S:
x = x(u; v) (A.98)
dx =
@x
@u
du+
@x
@v
dv: (A.99)
O elemento de area se escreve como:
dx ^ dx = @x

@u
@x
@v
du ^ dv + @x

@v
@x
@u
dv ^ du
= (
@x
@u
@x
@v
  @x

@v
@x
@u
)du ^ dv: (A.100)
E a integral de superfcie e denida como:
Z

!2  1
2
Z

dudv !(x(u; v))(
@x
@u
@x
@v
  @x

@v
@x
@u
): (A.101)
A generalizac~ao para D-formas e evidente.
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A.4.2 Regra do Traco
Sejam X e Y D-formas adjuntas que se transformam como X 0 = g 1Xg e Y 0 = g 1Y g.
Ent~ao, pelas propriedades do traco:
Tr(X 0Y 0) = g 1Xgg 1Y g = g 1XY g = Tr(XY ) (A.102)
ent~ao Tr(XY ) e um invariante de calibre.
A.4.3 Regra de Integrac~ao por partes
Considere XP uma P-forma e YQ uma Q-forma:
D(XPYQ) = (DX)Y + ( 1)PXDY = d(XPYQ) + [A;XPYQ] (A.103)
Tomando o Tr(XPYQ) ve^-se que:
D(Tr(XPYQ)) = d(Tr(XPYQ)) + 0: (A.104)
Tr[XP ; YQ] = 0, uma vez que:
(YQXP ) = YQXP
Tr(YQXP ) = YQXP
= ( 1)QPXPYQ = ( 1)QPTr(XPYQ): (A.105)
Portanto:
d(XPYQ) = D(XPYQ) = (DXP )YQ + ( 1)PXPDYQ: (A.106)
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Este resultado gera uma formula de integrac~ao por partes:
Tr
Z
(DXP )YQ = ( 1)P+1Tr
Z
XPDYQ + Tr
Z
d(XPYQ) (A.107)
pode-se utilizar a notac~ao de componentes e as propriedades do traco para se obter
Z
XP ID
I
JY
J
Q = ( 1)P+1
Z
DIJX
J
PYQ I + termos de contorno (A.108)
onde DIJ e a matriz derivada covariante (equac~ao A.60). No caso particular do modelo
BF (ver equac~ao 2.12) a equac~ao (A.106), escreve-se:
d(F ) = DF + ( 1)D 3DF = 0 (A.109)
onde  e uma (D   3)-forma e F e uma 2-forma. Sabendo que DF = 0 mostra-se que a
variac~ao da ac~ao (2.9) e dada pela regra de integrac~ao escrita em (2.12):
 Tr
Z
BF = Tr
Z
DF = ( 1)D 2Tr
Z
DF = 0: (A.110)
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Ape^ndice B
Complementos sobre Quantizac~ao
Cano^nica
Nos captulos 2, 3 e 4 o metodo hamiltoniano [12, 30] foi aplicado aos modelos BF de
interesse como base para se realizar uma quantizac~ao cano^nica via o formalismo de lacos
[15, 19, 31{33] tal como visto no captulo 5. O objetivo deste ape^ndice e complementar
as teorias desenvolvidas nos captulos supracitados e fornecer exemplos de aplicac~oes das
mesmas.
B.1 Vis~ao geral do metodo Hamiltoniano
Vamos primeiro enumerar brevemente os passos do metodo para um sistema meca^nico
com um numero nito de coordenadas. A generalizac~ao para innitas coordenadas e
trivial e e tratada no caso dos modelos BF no texto principal (captulo 2) e no exemplo
na sec~ao seguinte.
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B.1.1 O formalismo lagrangiano
Seja um sistema fsico com coordenadas generalizadas qi onde i = 1; : : : ; d. Primeiramente,
escreve-se uma lagrangiana L(q; _q), integrante de uma ac~ao S, e a partir do princpio
variacional encontram-se as equac~oes de movimento de Euler-Lagrange:
d
dt
(
@L
@ _qn
) =
@L
@qn
: (B.1)
Denem-se os momentos conjugados as coordenadas generalizadas qi como sendo:
Pi =
@L
@ _qi
: (B.2)
Se estes momentos podem ser resolvidos para as velocidades generalizadas _qi como func~oes
de qi e Pi, a transformada de Legendre e inversvel e a hamiltoniana e obtida de forma
trivial:
Pi =
@L
@ _q
! _q = _q(q; P ) (B.3)
H(q; P ) = [Pi _q
i   L(q; _q)] _q= _q(q;P ): (B.4)
B.1.2 A notac~ao simpletica
Utiliza-se o formalismo dos Colchetes de Poisson para expressar as equac~oes do sistema
nas variaveis qi; Pi de forma mais sucinta e algebricamente vantajosa para a quantizac~ao:
fF (q; P ); G(q; P )g = @F
@qi
@G
@Pi
  @F
@Pi
@G
@qi
: (B.5)
Os colchetes entre as coordenadas generalizadas e os momentos s~ao:
fqi; qjg = 0 ; fPi; Pjg = 0 ; fqk; Ppg = @q
k
@qi
@Pp
@Pi
= ki 
i
p = 
k
p : (B.6)
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B.1.3 Sistemas vinculados
Uma vez que se tem a lagrangiana e os momentos conjugados, tenta-se denir H(q; P )
e as equac~oes de movimento de Hamilton fazendo uma transformada de Legendre, o que
nem sempre funciona em sistemas que s~ao vinculados (caso onde as equac~oes (B.2) n~ao
podem ser resolvidos para as velocidades _qi(qi; Pi)), como e o caso do modelo BF. No
modelo BF deve-se analisar os vnculos, que chamamos de func~oes m(q; P ), antes de
escrever H(q; P ). Vericar a estabilidade dos vnculos e garantir que a hamiltoniana seja
bem denida n~ao e uma tarefa trivial para o modelo BF (e para teorias de calibre em
geral). Este procedimento e conhecido como algoritmo de Dirac-Bergmann.
B.1.4 O algoritmo de Dirac-Bergmann
Primeiro, deve-se escrever a hamiltoniana adicionada de uma combinac~ao linear de 's, o
que determina unicamente a hamiltoniana numa teoria vinculada. Ent~ao Hc e:
Hc = Pi _q
i   L(q; _q) + umm (B.7)
onde os coecientes um s~ao multiplicadores de Lagrange. As equac~oes de movimento de
Hamilton valem tambem para sistemas vinculados e utiliza-se o formalismo dos colchetes
de Poisson para escreve^-las. Seja uma func~ao F (q; P ) qualquer (neste trabalho conside-
ramos que F (q; P ) n~ao tem depende^ncia explcita em t):
_F (q; P ) = fF;Hcg: (B.8)
Ent~ao, comeca-se o Algoritmo de Dirac-Bergmann vericando as condic~oes de consiste^ncia
dos vnculos, tomando a equac~ao (B.8) e trocando F por cada um dos 's, que chamamos
de vnculos primarios. Um vnculo e dito consistente ou estavel quando este n~ao evolui
no tempo, isto e, quando _F = 0 para um certo F = m. Tem-se a priori que fazer m
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vericac~oes:
fm; Hg+ um0fm; m0g  0: (B.9)
O smbolo  representa a igualdade fraca, o que signica que os vnculos s~ao considera-
dos como valores n~ao-nulos durante o processo de quantizac~ao cano^nica mas que ser~ao
tomados nulos quando resolvidos no nal. E possvel que estas vericac~oes levem a uma
inconsiste^ncia, como achar um resultado do tipo 1 = 0. Se isto acontecer, signica que
nossa lagrangiana e tal que as equac~oes de movimento de Euler-Lagrange s~ao inconsisten-
tes, o que possivelmente signica um erro ao construir a ac~ao da teoria e que a lagrangiana
n~ao pode ser arbitraria. Nesta situac~ao, as equac~oes (B.9) podem ser divididas em 3 tipos:
1. O primeiro tipo de equac~oes (B.9) se reduz a 0 = 0, isto e, e identicamente satisfeito
com a ajuda dos vnculos primarios;
2. O segundo tipo de equac~oes (B.9) se reduz a uma equac~ao independente dos u's
envolvendo apenas os q's e P 's, isto e, uma equac~ao da forma (q; P ) = 0. Estas
equac~oes devem ser independentes dos vnculos primarios para n~ao se reduzirem a
equac~oes do primeiro tipo.
Denotam-se estas equac~oes de vnculos secundarios, que so se diferem dos vnculos
primarios na maneira de se chega ate eles { os vnculos primarios s~ao obtidos da
denic~ao dos momentos (B.2) e os vnculos secundarios so aparecem quando se
utilizam as equac~oes de movimento (B.8). Os vnculos secundarios geram outras
condic~oes de consiste^ncia para a teoria (estes tambem devem ser estaveis) e tambem
devem ser vericados pelo algoritmo, isto e, devem ser tratados em pe de igualdade
com os vnculos primarios podendo inclusive gerar mais outros vnculos secundarios.
3. O terceiro tipo de equac~oes (B.9) n~ao devem se reduzir em nenhuma das duas
maneiras postas anteriormente, isto e, gera uma equac~ao que imp~oe uma condic~ao
sobre os u's.
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Uma vez que se esgotam as vericac~oes e todos os vnculos primarios e secundarios s~ao
consistentes, o algoritmo encerra e como resultado obtem-se tantos vnculos secundarios
(q; P ) e outros tantos coecientes u, e escreve-se a hamiltoniana total levando em con-
siderac~ao estes resultados.
B.1.5 O princpio da corresponde^ncia
Por m, uma vez que se tem a hamiltoniana resolvida pode-se aplicar sobre a equac~ao
(B.8) o princpio da corresponde^ncia da MQ, que arma que o comportamento de siste-
mas descritos pela meca^nica qua^ntica reproduzem o comportamento de sistemas classicos
no limite de numeros qua^nticos muito grandes. Uma vez aplicado o princpio da corres-
ponde^ncia conclu-se o metodo de quantizac~ao cano^nica e se tem o seguinte quadro:
 Todas as coordenadas generalizadas qi, momentos Pi e func~oes F (q; P ) s~ao agora
operadores q^, P^ , F^ num certo espaco de Hilbert;
 Substitui-se o colchete de Poisson fX;Y g pelo comutador [X^; Y^ ] = i~[X; Y ]. Em
particular [q^i; P^j] = i~ij;
 Constroi-se um espaco de Hilbert contendo uma representac~ao da algebra dos ope-
radores q^i; P^i.
Sendo assim, a equac~ao (B.8) se torna a equac~ao de Heisenberg, que descreve a evoluc~ao
de um operador no tempo:
dF^
dt
=
1
i~
[F^ ; H^] (B.10)
sobre a qual pode ser deduzido o teorema de Ehrenfest, que e o analogo qua^ntico da
segunda lei de Newton uma vez que os valores esperados dos operadores relacionados s~ao
tomados.
161
B.2 A quantizac~ao de Schrodinger
Todo o desenvolvimento realizado aqui de quantizac~ao cano^nica [12,30] visa exemplicar
o procedimento discutido no captulo 2 para o modelo BF. Para realizar este exemplo,
escolheu-se tratar o caso da ac~ao que origina a equac~ao de Schrodinger [40,41] para uma
partcula livre.
B.2.1 A ac~ao de Schrodinger
Considera-se a ac~ao I que gera a equac~ao de Schrodinger de uma partcula livre, para
mostrar que pode-se obter a dina^mica da meca^nica qua^ntica descrita pelos comutadores,
e mediante a aplicac~ao do teorema de Ehrenfest, obter a base da representac~ao da algebra
de Heisenberg. A ac~ao e:
I =
Z
M
L dtd3x , onde L = i~  _   ~
2
2m
r r : (B.11)
Note que no princpio variacional  e   s~ao considerados como campos independentes.
O primeiro passo do metodo e converter a lagrangiana L =
Z
d3xL para uma hamiltoni-
ana.
Escrevem-se as equac~oes de movimento de Lagrange em coordenadas generalizadas, que
seguem da variac~ao da integral de ac~ao:
d
dt
(
@L
@ _qn
) =
@L
@qn
. Para o formalismo hamiltoniano,
se introduzem as variaveis de momentos Pn, denidas por:
Pn =
@L
@ _qn
:
No caso da ac~ao de Schrodinger, denem-se os momentos conjugados aos campos  e  :
(~x) = L
 _ (~x)
= i~ (~x)
(~x) = L
 _ (~x) = 0
(B.12)
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que constituem os colchetes de Poisson fundamentais, ou estrutura simpletica
f (~x);  (~y)g  0 ; f(~x);(~y)g  0
f (~x);(~y)g  3(~x  ~y) ; f (~x);(~y)g  3(~x  ~y)
: (B.13)
Nota-se que os momentos n~ao s~ao func~oes independentes das velocidades, ent~ao v~ao existir
relac~oes do tipo m(q; P )  0 que s~ao chamadas vnculos primarios. No caso em quest~ao:
1    i~   0
2    0
(B.14)
onde o smbolo  representa igualdade fraca, o que signica que os vnculos s~ao conside-
rados como valores n~ao-nulos durante o processo de quantizac~ao cano^nica mas que ser~ao
tomados nulos quando resolvidos no nal. Pode-se agora escrever H = Pn _qn   L e o H
vai ser a integral da densidade hamiltoniana:
H =
Z
d3x H: (B.15)
Explicitamente:
H = n _ n   L =  _ + _    i~  _ + ~
2
2m
r r 
= i~  _ + 0  _    i~  _ + ~
2
2m
r r 
=
~2
2m
r r : (B.16)
So que esta hamiltoniana n~ao e unicamente determinada porque se pode adicionar qual-
quer combinac~ao linear de 's, que s~ao fracamente zero. Dene-se ent~ao Hc:
Hc = ~
2
2m
r r  + umm
=
~2
2m
r r  + u1(  i~ ) + u2(): (B.17)
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As equac~oes de movimento de Hamilton segundo o metodo variacional s~ao:
_ n =
@H
@n
+ um
@m
@n
(B.18)
_n =   @H
@ n
  um@m
@ n
: (B.19)
Usando o formalismo dos colchetes de Poisson, pode-se reescrever estas equac~oes de mo-
vimento para que sejam da forma (sendo g uma func~ao qualquer das coordenadas e mo-
mentos):
_g = fg;Hg+
Z
d3y umfg;mg = fg;Hcg (B.20)
onde utilizamos (B.17) para escrever Hc =
Z
d3y Hc.
B.2.2 O Algoritmo de Dirac-Bergmann
Comeca-se o algoritmo de Dirac-Bergmann vericando as condic~oes de consiste^ncia dos
vnculos, trocando g da equac~ao (B.20) por cada um dos 's. Um vnculo m e dito
consistente quando este n~ao evolui no tempo, isto e, satisfaz a m  0:
fm(~x); H(~y)g+
Z
d3y um0(~y)fm(~x);m0(~y)g  0: (B.21)
No caso de Schrodinger temos que fazer duas vericac~oes, uma pra 1 e outra para 2:
f1(~x); H(~y)g+
Z
d3y u2(~y)f1(~x);2(~y)g  0 (B.22)
f2(~x); H(~y)g+
Z
d3y u1(~y)f2(~x);1(~y)g  0 (B.23)
Calculou-se o colchete conveniente:
Z
d3y f1(~x);2(~y)g =
Z
d3y f(~x)  i~ (~x);(~y)g
=
Z
d3y f i~ (~x);(~y)g =  i~
Z
d3y 3(~x  ~y)
=  i~: (B.24)
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Antes de realizar os colchetes com H, pode-se reescrever (B.24) usando uma identidade
vetorial1:
H =
~2
2m
Z
d3yr r  = ~
2
2m
Z
d3y(r(r  )   r2 ) (B.25)
e utilizamos o teorema de Stokes para excluirmos o primeiro termo (divergente) e camos
com H =  
Z
d3y  r2 ou sua conjugada. Assim:
f1; Hg = f  i~ ; Hg = ~
2
2m
r2  (B.26)
f2; Hg = f; Hg = ~
2
2m
r2 : (B.27)
Pode-se ent~ao resolver explicitamente (B.22) e (B.23) de maneira que se obtem:
u1 =
i~
2m
r2 (B.28)
u2 =   i~
2m
r2 : (B.29)
Note que u1 = u

2. Camos no caso onde as condic~oes de consiste^ncia xam os coecientes
um e o algoritmo encerra.
B.2.3 A classe de um vnculo
Para se resolver os vnculos no nal do procedimento de quantizac~ao, introduzir-se o
conceito de classe dos vnculos. Uma variavel dina^mica g(q; P ) e dita de primeira classe
se:
fg;mg  0 e fg;Hg  0 (B.30)
caso contrario, g(q; P ) e dito ser de segunda classe. Vale ressaltar que apenas uma igual-
dade fraca e necessaria, isto e, o resultado dos colchetes (B.30) pode ser uma quantidade
fracamente nula, como um vnculo.
1Note que podemos tambem obter a express~ao conjugada a esta, aplicando a identidade vetorial sobre
r  em vez de r .
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B.2.4 Os colchetes de Dirac
Observe que fazendo g = m0 na equac~ao (B.30) obtem-se:
f1;2g =  i~3(~x  ~y) 6= 0: (B.31)
Isto e, os vnculos 1 e 2 s~ao de segunda classe.
A ideia por tras de quantizar uma teoria com vnculos de segunda classe e que a propria
existe^ncia de vnculos de segunda classe signica que existem graus de liberdade que n~ao
s~ao sicamente importantes e que podemos redenir os colchetes de Poisson em colchetes
de Dirac, para excluir estes graus de liberdade n~ao-fsicos da teoria [12]. Primeiro forma-se
um determinante com os vnculos de segunda classe i  i:
det() =

0 [1; 2]
[2; 1] 0
 =

0  i~
i~ 0
 3(~x  ~y) =  ~23(~x  ~y) 6= 0:
Como det() 6= 0, a matriz  pode ser invertida:
 1 =
264 0 1i~
  1
i~ 0
375 3(~x  ~y)
Dene-se o novo colchete como:
f(~x); (~y)gD  f(~x); (~y)g 
X
ss0
Z
d3xd3yf(~x); s(~y)g 1ss0(~x; ~y)fs0(~x); (~y)g: (B.32)
Nota-se que as propriedades e as equac~oes de movimento associadas se sustentam com
a redenic~ao do colchete. Antes de trabalhar com os novos colchetes pode-se colocar os
  0. Isto e consistente pois os colchetes de Dirac dos 's com qualquer variavel da
teoria s~ao (fracamente) nulos. No caso de Schrodinger, isto signica que os dois vnculos
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podem ser tomados como igualdades fortes:
1 = 0 !  = i~  (B.33)
2 = 0 !  = 0: (B.34)
Isto signica que a hamiltoniana pode ser escrita simplesmente como:
H =
~2
2m
Z
d3xr r : (B.35)
Como  /   e  = 0, exclumos as variaveis  e , e nossos colchetes fundamentais
agora s~ao:
f (~x);  (~y)g = 0 ; f (~x);  (~y)g = 0
f (~x);  (~y)g = 3(~x ~y)
i~
: (B.36)
Com isto, conclui-se o metodo hamiltoniano de quantizac~ao cano^nica da teoria de Schrodin-
ger. Nota-se que basta chamar os campos de operadores  !  ^ para termos o operador
hamiltoniano HT ! H^T bem como as relac~oes fundamentais de comutac~ao da meca^nica
qua^ntica:
[x^i; x^j] = 0; [p^i; p^j] = 0; [x^i; p^j] = i~ij: (B.37)
H^ =
p^2
2m
(B.38)
onde p^ =  i~r. A construc~ao de um espaco de Hilbert onde os operadores x^; p^; H^ atuam
como operadores auto-adjuntos satisfazendo a algebra (B.37) e (B.38) sera vista na sec~ao
seguinte.
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B.3 Construc~ao do espaco de Hilbert cinematico
B.3.1 O espaco de fase classico
Seja um espaco de fase classico formado por coordenadas generalizadas (q; P) com
 = 1; : : : ; D cujo colchetes fundamentais se escrevem como fq; Pg =  . Os vnculos
de primeira classe s~ao tais que Ca(q; P )  0 com a = 1; : : : e obedecem [Ca; Cb] = F cab Cc.
O primeiro passo para se quantizar este espaco de fase e denir os operadores auto-
adjuntos q^a e P^a com a algebra gerada pelo comutador, via princpio da corresponde^ncia
2:
[q^a; P^b] = i~ab : (B.39)
B.3.2 O espaco de Hilbert na MQ
Constroi-se um espaco de Hilbert cinematico Hk de representac~ao desta algebra. Ent~ao
seja q^a e P^a operadores lineares auto-adjuntos atuando em Hk, ent~ao 8 j i 2Hk:
q^j i 2Hk (B.40)
P^ j i 2Hk: (B.41)
Na Meca^nica Qua^ntica convencional, temos em Hk:
q^a (q) = qa (q) (B.42)
P^a (q) =  i~@ (q)
@qa
: (B.43)
Deve-se construir um espaco de Hilbert cinematico Hk de representac~ao desta algebra
analogo ao espaco de Hilbert da meca^nica qua^ntica3, onde  (q) e uma func~ao tal que
2Fazemos a restric~ao aqui a um sistema com numero nito de graus de liberdade.
3Isto e, o caso onde Hk = L2(RD).
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Z
dDqj j2 <1, isto e,  (q) precisa ser bem denida no subespaco S das func~oes C1 de
decrescimento rapido.
O subespaco S  Hk, e se S e denso, S = Hk. S e chamado de fecho de S, que sera
melhor denido a seguir. Ent~ao seja uma seque^ncia de Cauchy j ni, n = 1; : : : ;1 tal que
jj j ni   j mijj ! 0. Te^m-se as seguintes condic~oes:
1. Hk e completo se todas as seque^ncias de Cauchy  n te^m um limite  :
lim
n!1
jj j ni   j ijj = 0 (B.44)
2. Se S n~ao e completo, dene-se o fecho S, que e o conjunto de todas as seque^ncias
de Cauchy de S.
3. Sejam V e W dois espacos vetoriais onde V  W , W e completo e V e denso em
W se 8 ~w 2 W , existe um vetor ~v 2 V tal que:
jj~w   ~vjj < " ; 8 " > 0: (B.45)
Ent~ao, S e denso em S.
Na MQ prefere-se fazer os calculos em S devido as suas propriedades { pode-se nele
aproximar de uma func~ao de onda qualquer func~ao C1 de decrescimento rapido.
Na quantizac~ao de lacos, discutida no captulo 5, o procedimento do segundo passo su-
pracitado e de fato construir um espaco S = Cyl e completar Cyl, ent~ao Cyl =Hk.
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B.3.3 Um espaco de estados fsicos
O terceiro passo do procedimento de quantizac~ao consiste na resoluc~ao dos vnculos, isto
e, denir em um espaco fsico Hs vetores de estado que obedecem os vnculos:
j i 2Hk , tal que Caj i = 0: (B.46)
A importa^ncia destes vnculos serem de primeira classe ca evidente aqui, pois os vnculos
devem obedecer as regras de comutac~ao:
[Ca; Cb]j i = CaCbj i   CbCaj i = F cab Ccj i: (B.47)
As vezes, o comutador dos vnculos gera uma anomalia Aab: [Ca; Cb] = F cab Cc +Aab que
n~ao e um vnculo. Isto acontece quando os vnculos s~ao de segunda classe, ou quando os
vnculos s~ao de primeira classe mas possuem termos que s~ao produtos de q^ e P^ de maneira
que ha um problema de ordem com os operadores. Eventualmente, uma anomalia pode ser
eliminada fazendo uma combinac~ao linear dos vnculos de maneira que Aab, coecientes
que dependem da representac~ao e dos grupos, se anulem.
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