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is considered for large values of z. Both >.. and a are uniformity parameters in [O, oo ). Basic approximant 
is an incomplete gamma function, that is, the above integral with t= 1. Also, a loop integral in the complex 
plane is considered with the same asymptotic features. The asymptotic expansions are furnished with error 
bounds for the remainders in the expansions. The results of the paper combine four kinds of asymptotic 
problems considered earlier. An application is given for the incomplete beta function. The present investi-
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are significantly based on the previous case. 
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1. INTRODUCTION 
This paper is the third of a set of papers dealing with uniform asymptotic expansions of Laplace type 
integrals. The previous papers are [l l] and [12]. In the present paper we consider the integral 
00 
F( ) __ l_JA-1 -ztr,()d >.. z,a - f(A.) t e 1 , t t, 
a 
(l.l) 
where z is a large parameter and f is holomorphic in a domain 0 that contains the non-negative 
reals; A., a and z are real variables for which the integral is properly defined. Say, a ;;;;... 0, A.;;;;... 0 and· 
z > 0. An interpretation of F 0(z,O) follows from 
{o if a> 0, ~r\(z,a) = j(O) if a = 0. 
The second case follows from integration by parts. 
We are interested in the asymptotic expansion of (1.1) for z ~ oo which is uniformly valid with 
respect to both A. and a in [O, oo ). The parameters A. and a may be coupled with the large parameter 
z, or they may range independently through the uniformity interval. For a description of the various 
asymptotic features, four different cases with their own asymptotic phenomena can be distinguished. 
(i) a fixed, A. fixed. For this classical case Watson's lemma gives an expansion. When a = 0, f(t) is 
expanded in powers oft, when a> 0, t>..-lj(t) is expanded in powers oft-a. See [6, p.113]. 
(ii) a ;;;;... 0, A. fixed. An incomplete gamma function (i.e., ( 1.1) with f = I) is needed to describe the 
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uniform transition of a= 0 to a>O; [4], [8], [9] and [14) are appropriate references. The 
asymptotic feature is the possible coalescence of two critical points: t = 0 (an algebraic singular-
ity) and t =a (end-point of integration). 
(iii) a= 0, ;\;;;;;.. 0. The saddle point of t'"e-z1, which occurs at t = µ.: = ;\/z, may coalesce with t = 0, 
the end-point of integration. In that event (i.e., when µ. ~ 0) the saddle point disappears, since 
e-zt does not have a saddle point. No extra special function is needed to describe this feature; in 
fact the (complete) gamma function, which is incorporated in (1.1) for normalization, can handle 
this case. See [11] and [12). 
(iv) a> 0 (fixed), ;\;;;;;.. 0. When µ.: = ;\ I z is larger than a, the saddle point is inside the interval of 
integration, otherwise it is outside. This transition can be described by using an error function. 
A transfonnation gives an integral of the form 
00 J e-zu'g(u)du, 
'11 
and here the transition occurs at 11=0. See [10); similar cases are considered in [2] and [13]. 
These four cases are combined in our approach, where a ;;;.. 0, A ;;;.. 0. As in case (ii), the basic 
approximant is the incomplete gamma function. However, in case (ii) the full ranges of both parame-
ters of this approximant are not completely exploited. As discussed in [7], it is expected that a two-
variable approximant is needed to handle a three-variable case as (1.1). 
Apart from combining four existing methods, our results are interesting in view of applications. 
We consider the well-known incomplete beta function lx(p,q), and we give an expansion for large 
values of p, valid uniformly with respect to both x and q; x e[O, I], q;;;.. 0. Since 
lx(p,q) = I - I i-x(q,p ), the parameters p and q are interchangeable. So we solve an open problem 
mentioned in [10], where the incomplete beta function is considered as belonging to case (ii), as well 
as to case (iv). A transition from one case to another was not available at that moment. 
The plan of the paper is as follows. In Section 2 we give the formal expansion of ( 1.1 ). It appears 
that an essential part of the expansion is that of the complete integral (1.1) with a= 0. Subsequent 
sections give representations of the remainders, conditions on f, the asymptotic nature of the expan-
sions and the construction of error bounds. In Section 8 we consider analogue results for loop 
integrals in the complex plane. A loop integral with essentially the same asymptotic features as (1.1) 
has the form 
f t-l-.eztM_dt. t-a 
For a= 0 it reduces, just as (1.1), to a form that we considered earlier. Section 9 will give two new 
expansions for the incomplete beta function. 
TERMINOLOGY 
We call a variable fixed when it is independent of z, A and a. A sequence of functions { 1h} is called 
an asymptotic scale when i/ls+I = o (i/is) as z~oo. The formal series ~00-ofs(z) is said to be an asymp-
totic expansion of F(z) with respect to the scale {i/is}, if for n=0,1,2, ... s-
n 
F(z) - ~fn(z) = o (i/in) as z~oo. (1.2) 
s=O 
In this case we write 
00 
F(z) ,.., ~fs(z); (1.3) 
s=O 
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In uniform expansions it is required that the "o" symbols in (1.2) and in the definition of the scale 
hold uniformly (with respect to a, "A or µ = Al z in certain domains, say). See [3]. 
2. UNIFORM EXPANSIONS: CONSTRUCTION OF THE FORMAL SERIES 
Before considering the general case (1.1), we repeat the procedure for F>..(z,O), which will be denoted 
by 
00 
F ( ) __ I_ j >.-1 -z1ji( )d >. z - f(X) 0 t e t t. (2.1) 
This function and its expansion play an essential role in the epansion of ( 1.1 ). The following integra-
tion by parts procedure takes into account the role of the critical point: the saddle point of t't-.e-z1, 
i.e., the point t = µ, where 
µ = Alz. 
We write 
j(t) = /(µ) + (t - µ)g(t), 
and we obtain 
F>,(z) = j(µ)z->.. + r:X) lt>--Ie-z1(t-µ)g(t)dt 
= j(µ)z->. - - 1-f g(t)d(t>-e-z1) 
zf(X) 0 
= j(µ)z->. + zf~X) [1>--1e-z1f1(t)dt, 
where we assume that integrated terms at t = 0, t = oo vanish, and 
f (t) = t_:!__g(t) = t d f(t) - {(µ). 
I & ~ t-µ 
Repeating this process, we obtain the formal expansion 
00 
F>,(z),....., z->.. ~fs(µ)z-s, z ~ 00, 
s=O 
where f 0 (t) = j(t) and 
I" ( ) - d fs(t)- fs(µ) 
Js+lt -td ' t t-µ 
s = 0,1, .... 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
For the general case (1.1) we again take (2.3) as the first step. Now we have an integrated term at 
t = a. It is not difficult to see that we obtain the formal expansion 
F>.(z,a),....., z->..Q("A,az)~fs(µ)z-s + a:>-;(~7 ~Bs(a)z-s, z ~ oo, (2.6) 
s=O Z s=O 
where fs(µ) are the same as in (2.4), Bs(a) are defined by 
Bs(a) = fs(a)- fs(µ), s = 0, 1, ... , 
a-µ 
(2.7) 
and Q(a,x) is the incomplete gamma function ratio 
Q(a,x) = r:a) J t 0 - 1e- 1dt. 
x 
(2.8) 
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We observe that the first series in (2.6) does not depend on a; in fact we recognize the expansion 
given in (2.4). Furthermore, the integrated terms at t =a, which generate the second series, all vanish 
when a:~o. 
These observations lead us to the representation, including the definition of a new function BA., 
~e-az 
F;1..(z,a) = Q(A,az)F;1..(z) + zf(A) B;1..(z,a), (2.9) 
which should not be interpreted as an asymptotic relation, but as an exact identity. We consider the 
incomplete gamma ratio as a known function, of which the asymptotic features are well known (see 
[10]). For numerical aspects concerning this function see [5]. As mentioned above, the asymptotic 
expansion of F;1..(z), i.e., (2.4), is also settled earlier. More details on this point will be given below. 
So we are left with the function B;1..(z,a), of which the asymptotic expansion formally follows from the 
second series in (2.6). 
A somewhat different method to obtain the expansion for B;1..(z,a) is based on a differential equa-
tion for this function. By differentiating (2.9) with respect to a, we easily obtain 
Substitution of (2.4) and of the formal series 
00 Bs(a) 
B;1..(z,a) ,....., ~ -s-
s=O Z 
into (2.10) shows that this equation is formally satisfied if 
{(p.-a) Bs(a) = fs(p.)-a B's-1(a), s = 1,2, ... , 
Bo(a) = [f(a)-j(µ)] /(a-µ). 
(2.10) 
(2.11) 
(2.12) 
Here, and in (2.10), the prime denotes differentiation with respect to a. It easily follows that (2.12) 
generates the same coefficients Bs(a) as those defined in (2.7). Therefore, by using (2.9), we again 
arrive at (2.6). 
The following integral 
E;1..(z,a) = f~) jiA.-le-z1f(t)dt (2.13) 
is strongly related to (1.1). It has a similar representation as (2.9). When we use the following comple-
mentary relations 
we obtain 
{E;1..(z,a:) + F;1..(z,a) Q(A,a:z) + P(A.,az) 1, (2.14) 
(2.15) 
Consequently, when we give expansions for F;1..(z) and B;1..(z,a), the results can be used for both 
integrals (1.1) and (2.13). The function P(a,x) again is an incomplete gamma function, with represen-
tation 
(2.16) 
-
3. REPRESENTATIONS FOR THE REMAINDERS 
We introduce remainders for (2.4) and (2.11) by writing 
n-1 
zX F>,(Z) = ~fs(µ)z -s + z -nJ,., 
s=O 
n-1 
B>,(z,a) = ~Bs(a)z-s + z-n"jjn• 
s=O 
where n = 0, 1,2, .... When n = 0 the sums ~e empty and they have to be replaced by 0. 
The procedure leading to (2.4) yields for J,, the representation 
f,- z>- Joo >.-1 -ztf,( )d 
n = f(A) 0 t e n t t. 
To obtain a representation for Bn, we write (2.9) in the form 
00 
B>,(z,a) = zeaza->. J t>--le-z1lf(t) - z>-F>,(z)]dt. 
a 
Writing 
B>.(z,a) = Bo(a) + z- 1Bi, z>-F>.(z) = f(µ) + z-'],, 
and using integration by parts in the form 
t>--le-z1dt = - I d(t>-e-z1 ) 
z(t-µ.) ' 
we obtain 
00 
B 1 = za->-eaz J t>--le-z1[f1(t)-fi]dt. 
a 
Repeating this, and using the recursions 
Bn = Bn(a) + z- 1Bn+I• ];, = j,,(µ) + z- 1fn+1' 
we finally have 
00 
Bn = za-Xeaz J i>-- 1e-z1[f,,(t)-fn]dt, 
a 
where n =O, 1,2, .... For n =O this equals the starting point (3.4). An equivalent representation is 
a 
Bn = -za->-eaz J t>--le-z1[f,,(t)-fn]dt, 
0 
oo oo a 
which easily follows by writing J = J - J and using (3.3). 
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(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
a 0 0 
The availability of both forms (3.5) and (3.6) is important in the analysis to be given below. 
Namely, for bounding Bn we always have an integral, in which the saddle point µ.is not an interior 
point of the interval of integration. 
The above representations for];. and Bn are formally obtained. In the next section we give the 
conditions on f to justify the above results, and to discuss the asymptotic nature of the expansions. 
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4. AssUMPTIONS ON f 
We consider real values of a, A and z, with a,A ~ 0, z > 0. We accept that f depends on the unifor-
mity parameter µ. defined in (2.2). The reason is that in applications usually a transformation to the 
standard form is needed, which yields a function f depending onµ.. In [12) a detailed discussion of 
such a transformation is given. By means of several examples, it is shown that the assumption that f 
depends on µ. may be relevant and quite acceptable. The parameter a plays a completely different 
role, and we do not suppose that f depends on it. The example in Section 9 on the incomplete beta 
function shows more details on the transformation to the standard form (1.1), and on the role of 
a and µ.. 
The analysis is based on the assumption that f is holomorphic in a domain of the complex plane. 
Again, for applications in the theory of special functions, this condition is quite natural. Another 
point is, that part of the analysis runs rather elegant, when using complex function theory. However, 
the construction of the expansions, the representations of the remainders in (3.3), (3.5), and the con-
struction of error bounds can also be given for functions f belonging to continuity classes Ck([O, co)). 
When k<oo we cannot, of course, define the complete expansions (2.4), (2.11). 
We assume that f is holomorphic in a simply connected domain D of the complex plane; 0 may 
depend onµ. and D should contain IR+. We suppose that the distance d(t) from telR+ and the boun-
dary a D of D is increasing according to the following requirement: 
d(t) ;;a.. d0(8+t)", t~ 0, (4.1) 
I 
where 8, d0 and IC are fixed, 8,d0 >0, and 2.e;;;IC~l. 
It follows that, for large µ., the singularities off are rather far from the saddle point t = µ., this dis-
tance being e(p."). This condition is important for investigating the asymptotic nature of the expansion 
(2.4). The requirement that (4.1) holds for any positive t, and not only for t = µ., is important for 
expansion (2.11 ). 
A geometrical interpretation of (4.1) is as follows. Let D1 be the disc around teR+ with radius 
d0(8 + t)". Then the above condition implies that D contains the subset 
Do= U D,. 
, ... o 
When IC=+ the boundary aDo of Do is a parabola; that is, 
a0o = {t = u+ivlv 2 =d3(u+8+td3)}. 
When IC= I we have two possibilities depending on do: 
(4.2) 
(4.3) 
(i) O<do.e;;;8, Do is a sector with vertex at t= -8 such that larg (t+8)1 ~ arcsin (d0 /8); when 
d0 =8 this sector is the half-plane Re t ~ -8. 
(ii) do>8,0o=C. 
It is clear that for ; <1C< 1 the set Do is something "between" a parabola-shaped domain and a 
sector. Geometrically, values of IC larger than unity make no sense, although the analysis will accept 
such values. 
We also need a growth condition on fin Do. We assume that, when µ. is fixed, f is of algebraic 
growth at infinity. That is, 
M(µ.) = sup(l + ltl-P).fl(t)I (4.4) 
te!Z,, 
should exist for all finite values ofµ. in [O,oo). Condition (4.4) will not exclude in (1.1) functions that 
can be written as 
J(t) = e01j(t), C1 fixed in C. 
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When in such a decomposition f meets the above conditions, we absorb the exponential part of this 
fil>litting into exp(-zt) of (1.1), just by a shift in the large parameter z. Afterwards, we proceed with 
f 
5. EsTIMATES FORfs(t),fs(p.) AND Bs(o.) 
The conditions on f yield estimates for the functions fs(t) defined in (2.5) and for the coefficients fs(µ.). 
With the help of these estimates, the asymptotic scales for the expansions (3.1), (3.2) are chosen. 
Let Or be the subset of 00 defined by 
Or = U D,, (5.1) 
t>O 
- - - -
where D, is a disc around t with radius r(l3+t)", with 0<13<13, O<r<d0 , 13 and r fixed. Then the 
derivatives off at t can be written as 
.fs>(t) = ..!l_J {('r) d'T (5.2) 
21Ti (T-t)s+I ' C, 
where Cris the boundary of D,. 
It follows that we can assign numbers Ks, not depending on t and µ, such that 
lfs>(t)I .so;; KsM(µ)(l +lt[Y'-s", s = o, 1,2, ... , 
for all tEOr. and all µ.e[O,oo). That is, 
.fs>(t) = M(p.)(1 + ltlf-s"l9(1), S = 0,1,2, ... , (5.3) 
with t eOn uniformly with respect to µ. in [O, oo ). 
The functions js(t) defined in (2.5) are analytic in 0. They can be expressed in terms of the deriva-
tives off, as follows from their definition. For t-values nearµ., the functions cannot be estimated by 
repeated application of (2.5), owing to the factors 1/(t- µ.) and powers of it. Another approach is 
using the mean value theorem on 
d I 
fs(t) = t-d ff's-1[µ.+T(,t-µ.)]d'T 
t 0 
I 
= t J'Tf 11s-1[µ.+T(,t-µ.)]d'T, 
0 
which gives fs(t) = ; tf"s-I (Ts), where Ts is a value between t andµ.. By repeating this, we obtain 
s-1 
fs(t) = t ~P1.fs+J+l)(r1), s ~ 1, (5.4) 
j=O 
where TJ are between t and µ., and PJ is a homogeneous polynomial of degree j of j variables, all 
between t and µ.. The coefficients of p1 do not depend on µ. and t. Therefore, we have 
PJ = (1 +µ.+t)ie(I), 
j<s+j+l)(Tj) = M(µ)(l +µ.+tf-(s+j+l)ice(l), 
with µ. ~ 0, t ~ 0. It follows that (5.4) can be written as 
fs(t) = tM(p.)(1+µ.+tf-l-siCe(l), i = 2K-1, s = 1,2, ... , 
for all t eOr, uniformly with respect to µ.e[O, oo ). 
The values fs(µ), which are the coefficients of the expansion (2.4), can be written as 
s-1 
fs(p.) = P.~fJJµ.1.fs+j+l)(p.), S = 1,2, ... , 
j=O 
(5.5) 
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where qj are fixed numbers. An estimate as in (5.5) reads 
fs(p.) = p.M(p.Xl +µ.y-i-sie(l), IC= 2K-1, s = 1,2,. . ., µ.;a.O. 
The coefficients B3(a) defined in (2.7) can be estimated by means of 
1 
Bs(a) = ffs '[µ.+T(a-µ)]d'T =Is '(Ts), 
0 
where 'I's is between µ and a. Therefore, 
B (a) = _l_j fs '(T) dT 
s 2wic, (T-T3 )2 ' 
(5.6) 
where Cris a circle in 0, around Ts with radius 6(1 +r3 )" =0(1 +µ+a)". By using (5.5), it follows that 
Bs(a) = M(µ)(l + µ+ay-si-"'0(1), s = 0, 1,. . ., 
with a,µ;;;;..O. 
(5.7) 
ExAMPLE 5.1. When /(t)= 1/(1 +t), we have p ="= 1, and M slightly larger than 1. The first 
coefficients B0 ,B1 are 
Bo(a) = -1/[(a+lXµ.+1)], B1(a) = (l-aµ)/[(a+1)2(p.+1)3 ], 
which confirms (5.7). 
To conclude this section we consider limiting values of Bn at a = 0 and a = oo. For a'"' 0 we write 
t = aT in (3.6). We obtain 
Bn = J,,- fn(O>, at a=O. (5.8) 
µ. 
This expression is regular atµ.= 0, To see this, replace (5.8) by 
- f,,(p.)-fn(O) I -
Bn = µ. + X fn +I• 
From (2.5) we see thatfn(t)lt is regular at t = 0, when n;;;.. I. Hence, using (3.3), we obtain 
00 
Bn =f'n(O) + J e-z'fn+1(t)r 1dt ata = 0, µ = 0, andn = 0,1,. ... 
0 
For the limiting value of Bn at a= oo, consider (3.5) in the form 
00 
Bn = z J (1 +ti'-le-az'[f,,(a(l +t))-j,,]dt. 
0 
(5.9) 
(5.10) 
Using (5.5), and considering a>>µ, we can easily estimate Bn as a-+> oo. For instance, when 
p-niC = 1 and lim, ..... 00fn(t)lt exists (and is L), we have 
Bn = L at a = oo, µ. finite. (5.11) 
-
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6. THE ASYMPTOTIC NATURE OF THE EXPANSIONS 
First we discuss the expansions (2.4), (3.1), although the complete integral (2.1) is considered in the 
previous paper [12]. However, there we mainly investigated an expansion somewhat different from 
(2.4) and, therefore, it is appropriate to consider (2.4), (3.1) in the present set-up once again. 
6.1. The asymptotic nature of ( 3.1) 
We introduce the asymptotic scale { 1/lsz -s} by writing 
{ I/Jo = M(µ.)(1 + JL'f 1/Js = µ.M(µ.)(l+JLY'-l-si, s=l,2,. .. , (6.1) 
which is suggested by (5.6). Since we allow f to depend on p., we have to use a scale that reflects the 
possible growth off when JL ran_ges in the domain [O, oo ). With the above scale we are able to control 
the behaviour of the remainder f,. defined in (3.3). 
It is easily verified that Nsz -s} is a uniform asymptotic scale with z as large parameter and JL as 
uniformity parameter in [O,oo). Moreover, when 1e>2 (i.e., i>O) it also is an asymptotic scale for 
µ.-+ oo, uniformly with respect to ze[z0,oo), z0 being a fixed positive number. Observe that for 1e< ~ 
the scale fails to be uniform with respect to JL on [O, oo ), but it still is on compact subsets of [O, oo ). 
THEOREM 6.1. For the expansions (2.4), (3.1) we can write 
00 
z..,.. F,,,(z)......, ~fs(µ)z-s; {1/lsz-s} as z-+ oo, (6.2) 
s=O 
uniformly with respect to µ.=Alz in [O,oo). 
- -
PROOF. It is sufficient to show that f,. = e<.o/n), where f,. is defined in (3.3). The interval of integration 
in (3.3) is split up as follows: 
[0,oo) = /),,._ U [L,t+] U d+, (6.3) 
where 
a_ = [O,t-], a+= [t+,oo), t± = JL ± t.µ.", 
with O<t.<r, f. fixed and r introduced in (5.1). When t _ happens to be negative, we replace it by 0. 
Fort E[L ,t +]we have t =e(µ.). Therefore, (5.5) yields 
fs(t) = µ.M(µ.Xl + JLy-i-sie(l), s = 1,2, .... 
Hence, (3.3) can be written as 
fn = I - + I+ + 19{,o/n), as z -+ oo, (6.4) 
where I± are the contributions to (3.3) from a±. They are of order e{o/n) too. It is possible to show 
more: they are asymptotically equal to 0 with respect to the scale {o/s}· Th.at is, I± =e(i/lm) for any 
m as z -+ oo, uniformly with respect to µ.e[O, oo ). 
Again, the proof can be based on the estimates given in (5.5). In [12, Section 3.4] a detailed 
analysis is given for proving that contributions from a± for similar integrals are asymptotically negli-
gible. Th.is analysis will not be repeated here. D 
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6.2. Two lemmas for (3.2) 
The next step is to consider (3.2), and to estimate the remainder defined in (3.5), (3.6). The analysis 
boils down to the following two lemmas, the results of which are formulated in terms of strict inequal-
ities. So we are able to use them once again in Section 7 for deriving strict error bounds. 
LEMMA 6.1. Consider the function 
a 
g(a,A,z) = a->..eca jt>..e-z'dt, (6.5) 
0 
where O ~a ~ µ., µ. = 'Al z. Let r be defined by ; r2 =a-µ.+ µ.log (p.I a), t ;;;i.. 0. Then for z > 0 
g( a,>.,z) < min { (p _'.' • )z , ~ ".!' • y'f } ( 6.6) 
PROOF. Write gin the form 
a 
g(a,A,z) = Je-z«1>dt, <P(t) = t-µ.log t -a+µ log a. 
0 
Integrating with respect to cl> , we have for 0 ~ a < µ. 
QC) 
g(a,A,z) = je-z.p_t_dcf> ~ (µa )z, 
0 µ.-t -a 
which gives the first possibility in (6.6). To obtain the second one we write 
1 
<P(t) = 2w2 +rw, w ;;a. -t, 
with the corresponding relations 
t = 0 ~ w= + oo, t =a~ w = 0, t = µ ~ w = -t, 
where r is defined above. Now we obtain 
00 
-z(.l..w'+fw) 
g(a,'A,z) = J e 2 f(w)dw, 
0 
f(w) = t(w+P. 
µ.-t 
We have 0 ~/(w) ~f(O), w ;;a. 0. To verify the upper bound, we write 
f( ) = 2, 1-x+xlogx = / 
w (x-1)2 ' x µ. t. 
The x-part of this is monotonically decreasing on the x-interval (1,oo); x=µ/a corresponds with 
w = 0. Hence we obtainf(w)~ at/(µ-a). It follows that 
,,,,. llO I Z 
g(a,A,z)~~Je -Tzw dw, 
µ.-a o 
which gives the second possibility in (6.6). This proves the lemma. 0 
LEMMA 6.2. Consider the function 
QC) 
G9(a,A,z) = a->..eca(l +a)-q J t>..-le-z1(1 +t)9dt, 
a 
where a ;;;ii. 0,µ. ~a, µ = A/ z, q fixed, q eR. Let r be defined by 
(6.7) 
~ = I {
+oo, p.<0, 
+[2(a-p. + µ. log!-)]2 , O:s;;;;µ.:s;;;;a. 
Thenforz>O 
G0(a,;\,z) :s;;;; min{( 1 ) ,-r- .. r;-2z'IT' }· 
a-µ. z a-µ. V 2;" 
Furthermore, when 0 :s;;;; µ. :s;;;; a, 
Gq(a,;\,z) = 8[G0(a,;\,z)], as z ~ oo, 
uniformily with respect to a,µ. 
PRooF. We first consider G0 , for which we obtain 
00 dt 00 d 1 Go(a,;\,z) = J e-z4>(1)_ = J e-z4>..l!!L :s;;;; ---
a t 0 t-p. (a-µ.)z' 
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(6.8) 
(6.9) 
where q,(t) is the same as in Lemma 6.1. Observe that this result also holds for negative values of µ.. 
For the second possibility in (6.8), we proceed withµ.;;;;;.: 0. We again write ~ w2 +tw = cp(t), w;;;;,-t, 
now with the correspondences 
t = 00 -E-+ w = oo, t = a -E-+ w = 0, t = µ. ~ w = - r. 
It follows that 
00 I 2 f -z[2w +fw] Go(a,;\,z) = e f(w)dw, 
0 
with f(w) = (w+!}l(t-µ.). Using 
f 2 x-logx-1 (w) = - - .e;;; f 2(0), x = tip. ;;;;, 1, 
µ. (x -1)2 
we obtain the second choice in (6.8). 
When q :s;;;; 0 the proposition (6.9) is trivial. Writing 
_ l+u a->..eaz(l+a)-q-l 00 [ ] 
Gq+I - ~Gq + --z - j (1 +t)qd e-ztt>.. , 
a 
we obtain by performing integration by parts 
- ~ 1 
Gq+I - 1 +a Gq + z(l +a) q G + q G z(l +a)2 q-I z(l +a) q· 
Since q is fixed and 0 :s;;;; µ. :s;;;; a, the result (6.9) follows by recursion, say from negative q-values. D 
REMARK 6.1. The first alternatives in both (6.6) and (6.8) grow indefinitely when a~µ, whereas the 
other ones remain finite. We have 
tl(p.-a) ~ 1, t/(a-µ.) ~ 1, 
for (6.6), (6.8) respectively. Therefore, the second alternatives give a bound for g and G0 valid for the 
whole range of parameters given in the lemmas. The first bound is given since it is sharp when z is 
large and a and µ. are bounded away from each other. A more uniform description, which includes 
both alternatives in (6.6), (6.8), is possible, by using a bound in terms of an error function. That is, in 
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fact g and G0 can be estimated by 
00 12 _/-;-It 
f{O) j e -z[Tw +Mdw = f(O) Vie Tz erfc(~Yzi2). 
0 
We take~ = 0 because it gives a very simple and manageable result. 
6.3. The asympotic nature of (3.2) 
We proceed with (3.2), and we estimate the remainder Bn defined in (3.5), (3.6). We use the asymp-
totic scale {x.,z - s } defined by 
(6.10) 
z is the large parameter, a andµ. are uniformity parameters. The choice of scale is suggesed by (5.7). 
THEOREM 6.2. For the expansions (2.11) and (3.2) we can write 
00 
BJ..(z,a) """' ~ Bs(a)z-s; {x.,z-9 } as z~oo, (6.11) 
s=O 
uniformly with respect to µ.,a in [O, oo ). 
PRooF. All e-symbols in the proof are holding uniformly with respect to µ. and a in [O, oo ); the large 
parameter is not needed in SOi;!!e results. 
It is sufficient to show that Bn of (3.5) or (3.6) is e(xn). We write 
- _,-
Bn = Bn(a) + z Bn+I> n = 0, 1,2,. ... (6.12) 
Since Bn(a) = e(xn), we proceed with Bn+I· That is, we consider (3.5), (3.6) for n ;;i.}. We have two 
cases. 
(i) 0 .,.;;; a .,.;;; µ.. In (3.6) we use 
],, = e(1fln) = µM(p.)(l +µ.+ay-1-nie(l) 
fn(t) = tM(p.)(1 +µ.+ay-l-nie(l), 
where the first line follows from Theorem 6.1 and the second one from (5.5). The estimate for 
fn(t) gives in (3.6) a contribution 
zM(p.)(1 +µ+ay-l-nig(a,A,z)e(l), (6.13) 
where g is defined in (6.5). The above estimate for fn gives in (3.6) a contribution 
" zµ. M(p.)(l +µ.+ay-l-nia-J..eaze(l) j tJ..-le-z1dt = 
0 
" M(p.)(l +µ.+ay-l-ni<a-J..eaze(l) j e-ztdtJ.. = (6.14) 
0 
zM(p.)(1 +µ.+ay-i-ni[g(a,A,z)e(l) + e(z- 1)). 
From Lemma 6.1 it follows that 
g(a,A,z) = e(Vah) = e[(l +µ.+a)i!Vzt 
Neglecting the term e(z -l) in the last line of (6.14), we conclude that both (6.13) and (6.14) are 
estimated by 
13 
YzM(µ)(l +µ+o:y-t-niC+•e(l). 
Taking into account that in (6.12) z -I Bn + 1 has to be considered, we obtain 
- -~ Bn= e(x,,) + M(µ)(l+µ+o:Y'-l-(n+l)iC+.:0(z 2 ) = 0(M). 
This finishes the first part of the proof. 
:u) 0 ~µ~a. In this case the starting point for Bn is (3.5). For],, we take the representation as in 
the previous case, for fn(t) we consider (5.5). We integrate by parts in the contribution from],,. 
Starting with (6.12) and us~g Lemma 6.2 twice, with q=O and with q=p-1-(n+l)iC, we 
obtain the required estimate Bn =0(M). 0 
As remarked after the introduction of the scale functions I/ls in (6.1), the large parameter z and the 
.mif ormity parameter µ are interchangeable, only if IC > ~ . It is important enough to formulate this 
:>roperty as a theorem. 
I 
lHEOREM 6.3. Let 2 < IC ~ 1. Then in (6.2) µmay act as the large parameter and z as the uniformity 
wrameter. In (6.9), a: (orµ) may act as large parameter, µ(or a) and z as uniformity parameters. The 
~niformity domain for µ and a: is [O, oo ), for z it is [z 0, oo ), z 0 being a fixed positive number. 
?ROOF. The proof follows easily from the properties of the asymptotic scales used in (6.2) and (6.11), 
wd from the proofs of the earlier theorems. 0 
:lEMARK 6.2. The above theorems are formulated and proved for real values of the parameters. By 
;light adaption of the scales they hold for complex values of a: and µ., as long as those two are res-
~ricted to Or introduced in (5.1). Some care in the interpretation of (1.1) is needed when a: assumes 
;omplex values around the origin, since t.,.. is not single valued. However, the many-valuedness of 
~.,..(z,o:) is completely d~cribed in (2.9) by the known functions Q(;\,az) and~- From (3.6) it easily 
'ollows that B.,..(z,o:) =Bo is regular at a: = 0, and in fact in 0,. See also (5.8). Another point is com-
::>lex values of z. The holomorphic function f in (1.1) allows the contour of integration to be 
leformed. When doing so, we can extended the domains for the parameters z,o: andµ considerably. 
Ne are not going into further details for this complicated technical problem. 
:lEMARK 6.3. It is tempting to take {fs(µ)z-s} and {Bs(o:)z-s} as asymptotic scales in (6.2) and 
6.1.1). However, the conditions on f do not imply that they have this property. When they don't 
1ave, the theorems may be still applicable, but rather useless expansions may arise. It is instructive to 
:onsider what is happening in the case /(t) = 1 +exp(- t). 
7. ERR.OR BOUNDS FOR THE REMAINDERS 
rb.e theorems of the previous section are based on the concept of generalized asymptotic expansions. 
rb.e estimates for proving the asymptotic properties are given in terms of 0-symbols. So far, no infor-
nation is available on the sharpness of these estimates, say in terms of exact error bounds. That is, it 
'Vould be interesting to have available an estimate in the form 
lfnl o;;;;; Knlfn(µ)I, µ;;a., 0, z ;;;i= Zo > 0, (7.1) 
nstead of],, =f!(o/n), used in Theorem 6.1. When fn(µ) happens to vanish, (7.1) can be modified. Kn 
n (7.1) may depend on z and µ. _ 
The required form of the bound (7 .1) reflects the expectation that fn will not deviate too much from 
';,(µ). For quietly behaving functions f, say for j(t) = 11(1 +t), this surely will be true, especially 
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when z is large. However, the scale functions ifmXn are constructed in terms of the global estimate 
M(µ), introduced in (4.4). Consequently, the asymptotic scales used in the theorems may be too 
rough to describe what is really happening in the asymptotic expansions. 
To show this by way of a simple example, we consider /(t) = exp[µ/(l + t)]. It is easily verified 
that it satisfies the conditions of Section 4; 0 = C\ {-1}, 00 is the half-plane Re t;;i.:-13, where 
0 < /3 < 1. In (4.4), p =O and M(µ) =_exp (µ./(1-13)], which is exponentially large, whenµ is large. 
However, we expect that the remainder fn in the expansion (3.1) is comparable with fn(µ), which is 
only algebraic in µ.. Therefore, the theorems of the previous section are applicable, but the chosen 
asymptotic scales are not able to control the remainders of the expansion in a realistic way. Espe-
cially this is true for expansion (6.2); for (6.9), which is more global in character due to the second 
uniformity parameter, the chosen scale may be more suitable. We want to emphasize that in this 
example only the scales default, whereas the expansions themselves are appropriate and may be of 
interest. The above noticed imperfections (see also Remark 6.3) are inherent in the definition of gen-
eralized asymptotic expansions. We have chosen for this framework in order to be able to describe 
precisely the propositions and what we want to prove. We consider this as important in asymptotics, 
especially when one or more uniformity parameters are involved. On the other hand, we have the 
need of constructing sharp error bounds for the remainders in the expansions, so that we can inter-
prete the expansions in a realistic way. An ideal procedure would be a combination of both 
approaches, but in this stage we choose for seperate discussions. 
7.1. Error bounds for ( 3.1) 
As remarked earlier, the quantities fs(µ.) and Bs(a) may be grossly overestimated by the global upper 
bound M(µ) introduced in (4.4). A better approach, say for arriving at (7.1), seems to be to give a 
sharp estimate for fn(t) near t=µ., whereas the estimate "far away" of this saddle point may be rather 
crude. To be more explicit, we need a comparison function w(t,µ), w:R+ XR+ ~[l,oo), that satisfies 
the condition w(µ,µ)= l, and that may be large outside an interval around t = µ.. We suppose that we 
can assign quantities Mn, which may depend onµ. and which are strictly larger than unity: 
Mn ;:;;;.. I +£n, fn fixed and positive, 
such that for all t ;;;;.: 0 we have 
(7.2) 
(7.3) 
Furthermore, it is convenient that the integral that is obtained from (3.3) by bounding fn(t) in this 
way: 
IF I ~ Mnlfn(µ)\z" Joo tA-1 -zt (t )dt 
vn ...., f(A) o e w ,µ. ' (7.4) 
is easy to calculate or to estimate. Whenfn(µ.) happens to have zeros on (O,oo), (7.3) and (7.4) have to 
be modified, say by replacing lfn(µ)I by 1311 + lfn(µ)\, 13n > 0. 
Since f, and hence all fn, have algebraic growth on (0, oo ), see ( 4.4), it will be sufficient that 
w(t,µ.)=$[exp(at)] for some positive a. This suggests as a possible choice w(t,µ.) = cosh[o(t-µ.)], 
which meets all requirments formulated thus far. Substituting this into (7.4), we obtain 
>. oo 
_z_ J tA-I e-z1cosh[a(t-µ.)]dt = f(A) 0 
~ [(1-alzie-aµ +(I +olzie"µ] = $[ cosh( ~ >..a2 /z 2)], (7.5) 
as z~oo. When o = e(l) (µ;;i.:O), this contribution to the right-hand side of (7.4) is quite acceptable, 
as long as;\ = o (z2). But for a uniformity domain [O,oo) it is unacceptable. 
This brings us to a further requirement that 
00 j t>..-le-z1w(t,µ)dt = 0(1), 
0 
?' oo, uniformly with respect to µE[O, oo ). 
:tJ; several reasons the following comparison function is very convenient: 
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(7.6) 
Wa(t,µ) = [(tlµ)-"e 1-"]", o ~ 0, (7.7) 
.(e o may be depend onµ, but not on t. Forµ = 0 we define wa(t,O) = exp(at). This choice fits 
~~(in .the dominant part t>-e-zr of (7.4) than the cosh-function tried before. 
;;~ wnte for (7.3) 
lfn(t)I E;;; Mn [fn(µ)I W u.(t,µ), (7 .8) 
(7.4) becomes 
{ [{,,I E;;; Mn Qn lfn 1(µ), I (7.9) 
Qn = (1-anlz)- 2 I'0 (X-µon)lf 0 (X), 
I 
I'0 (z) = [z/(2'1T)j2 ezz-zI'(z) = 1+0(z- 1), 
-AOO. Compared with (7.5), this result is much more acceptable, since now we have 
Qn = 1 + l9(z- 1 ) , as z~oo, 
(7.10) 
(7.11) 
'ormly with respect to A orµ in [O,oo). Especially, large values of A. are in favour in (7.11). The 
r condition is that an in (7.8) is fixed or a bounded function of µ on [O, oo ). In that event z - an 
be viewed as large parameter in Qn, although z > O'n is enough. 
or the construction of error bounds it is sufficient that fn(t) is continuous on [O,oo), i.e, that f 
>ngs to the continuity class C2n([O, oo )); see (5.4). Another point is that, as_ remarked earlier, a 
:i.t modification is needed when fn(µ)=O. A special case is µ = 0, where fn,fn vanish for n ~ 1. 
hat case we can define Gn = 0. When we construct error bounds, the assumption (4.4) on the alge-
.c growth is only needed for t ;;;.: 0. Another assumption on f may be that O'n of (7.8) is a 
nded function of µ. A proper choice of Mn, for instance by making Mn a function of µ, will yield 
ide class of admissible functions f The construction of error bounds is not enough to investigate 
nature of the asymptotic expansion. However, when am Mn ,fn(µ)I /(µ) (/(µ)=I= 0) are bounded 
:::tions of µ on [O, oo) for each n ~ 0, then we can use the Poincare-type scale { z -s}, and the uni-
aity with respects to µ in [O, oo) easily follows. 
· possible approach to compute Mn and on of (7.8) is to start with trial values of Mn satisfying 
). Then we compute 
O' = n 
-
sup fn(t), µ fixed in [0, 00 ), 
r;;;.O 
j;,(t) = _lo_gl_/n_(t_)l_[M_J,_n_(µ~)JI, t =/= µ, fn(µ) =/= O. 
t-µ-µ log(t !µ) 
(7.12) 
(7.13) 
C)t two examples we have computed CJ-values. A third example is considered in section 9 for the 
·~plete beta function. 
~LE 7.1. f(t) = 1/(1 + t). We have 
µ(p.-2) t -
Ji(µ)= (1 +µ.)5) 'Ji() -
t(µt-µ-2) 
(1 +µ)3(1 +t)3. 
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Since fi(p.) vanishes at µ=2, we replace it by 
f *(µ) = l'(l+lµ-21) 
2 (1 +µ.)5 
We consider three choices of M2 and we obtain a2 via ( 7.12) for several values ofµ.. We also show 
corresponding values of Q2 of (7.9) for z =5. For larger values of z, Q2 is closer to unity. The results 
are shown in Table 7.1. 
µ. M2 = 1.1 M1=1.5 M2 =2.0 
'12 Q2 '12 Q2 a2 Q2 
0 0 1 0 1 0 1 
1 -0.64 0.9397 -0.87 0.9210 -0.98 0.9120 
5 0.02 1.0023 -0.01 0.9989 -0.04 0.9960 
10 0.04 1.0038 0.00 1.0004 -0.01 0.9993 
25 0.11 1.0108 0.03 1.0031 0.01 1.0014 
50 0.08 1.0079 0.02 1.0024 0.01 1.0014 
100 0.05 1.0047 0.01 1.0014 0.00 1.0001 
Table 7.1 
It follows that the remainder z-272 of (3.3) is rather close to the first neglected term z - 2 fi(JL) for the 
values ofµ. and z used in the table. Larger values ofµ. and z confirm this tendency even better. 
E.xAMPLE 7.2. /(t) = exp(µ./(l +t)). We use (7.3), (7.7) with n =O, which gives a bound (7.8) for fo 
of (3.3), i.e., for z" FA (z) of (2.1 ). The results are shown in Table 7 .2, again with z = 5. 
µ. Mo = 1.1 Mo= 1.5 Mo =2.0 
ao Qo ao Qo ao Qo 
0 0 1 0 1 0 1 
1 0.38 1.0417 0.03 1.0027 -0.02 0.9976 
5 0.66 1.0737 0.31 1.0329 0.26 1.0270 
10 0.46 1.0501 0.26 1.0276 0.25 1.0259 
25 0.21 1.0221 0.21 1.0216 0.21 1.0213 
50 0.18 1.0187 0.18 1.0185 0.18 1.0184 
100 0.16 1.0162 0.16 1.0161 0.16 1.0161 
Table 7.2 
7.2. E"or bounds for (3.2) 
For the construction of error bounds for the remainder of expansion (3.2), we use as comparison 
function w(t,a), with w defined in (7.7). Use of w(t,µ.) may give too large remaining integrals. In 
Theorem 6.2 we used (6.10) in order to get rid of the factor z in (3.5), (3.6). However, this factor is 
neutralized by the expression J,.(t)-fn in the integral (the minus-sigt! is important here). In the fol-
lowing error analysis this expression will not be replaced by lfn(t)I + lfnl· 
We write 
gn(t) = f,.(t) - J,., n = 0, 1,. ... 
When gn(a) =I= 0, we estimate gn as follows: 
lgn(t)j E;;; Mnlgn(a)jwT. (t,a), 
where Mn satisfies (7.2) and w is defined in (7.7). We consider two cases. 
(i) 0 E;;; a E;;; µ..Starting point is (3.6); (7.15) has to be considered for te[O,a]. We obtain 
IX 
IBnl ~ zMn a"'T,-Aea(z-.,.,)lgn(a)j/ tA-aT,-le-(z-T,)tdt. 
0 
Integration by parts gives 
- zMn 
IBnl ~ '\ lgn(a)j [l +(z-rn)g(a,"A-arn,Z-rn)], 1\-arn 
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(7.14) 
(7.15) 
where g is defined in (6.5). In Lemma 6.1 it is supposed that in g(a,"A,z) the parameters satisfy 
0 E;;; a E;;; "Alz. In the present g-function this relati~ holds as well. The only condition is z>rn. 
For a better representation of the above bound for Bn we write 
z I n(a)/ = A lgn(a)j 
"A-arn g "A-arn µ 
The first factor at the right equals 1/(1-a-rn/µ,z) which is 1+0(z- 1) as z~oo, uniformly with 
respect to a and µ., 0 ~ a ~ µ. The second factor lgn(a)j!µ is properly defined in the limit 
µ~o, as follows from a similar argument as used for (5.8). By using Lemma 6.1 we obtain for 
Z > Tn 
IBnl ~ Min lgn(a)/ [l+~ min{l,I-. /~?T(z-rn)}], 
"A-arn µ µ-a V 
where µ. and r are defined by 
{if' = •-µ + µ log (iii•), f ;;.o, 
The conditions 0 ~ a E;;; µ and z > T n imply 0 ~ a E;;; fi.. 
(ii) 0 ~ µ E;;; a. We consider (7.15) fort ~ a. Representation (3.5) gives for z > r,, 
IBn I ~ zMnlgn(a)jGo(a,"A-arn,Z -rn)· 
Using Lemma 6.2, we obtain 
- Mnlgn(a)j . - ... J l 
IBnl ~ nnn{l,k V 2'1T(z-rn)}. (a-fi.)(1-rn / z) 
When A - (XT,, < 0 we define r = + 00' otherwise it is defined by (7 .17), with 0 ~ µ. E;;; a . 
(7.16) 
(7.17) 
(7.18) 
REMARK 7.1. The numbers I, M,, and Tn in (7.16) and (7.18) need not be the same. When a~ Ji., I 
has to be combined with the factor 11(µ:-a), as explained in Remark 6.1. 
REMARK 7.2. We can write gn(t) of (7.14) in the form 
( - I- - (µ) gn t) = gn(t) - -J,. + 1, g,,(t) = f,.(t) - f,. . 
z 
(7.19) 
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Bounds for fn+ 1 follow from (7.8). Contributions owing to Kn(I) are as in (7.16), (7.18) with gn(a) 
replaced by Kn(a). Observe that ( see ( 2.7)) 
gn(a)/(a-µ.) = Bn(a), 
which shows up in (7 .18) when we use (7 .19). There is something to recommend the approach based 
on (7.19). The point is that gn of (7.14) may be difficult to evaluate without the splitting (7.19). Furth-
ermore, Mn and Tn of (7.15) may depend on z. However, this dependence will be very weak when z is 
large. 
8. A LOOP INTEGRAL WITH ANALOGUE ASYMPTOTIC FEATURES 
In previous papers [11), [12) we stated the analogy between the following integrals 
F;i.(z) = rtA) l 1>--•e-z1f(1)d1, 
(O+) 
G>,(Z) = f(~~ l) j l-'t.-lez1f(l)dt, 
'TTl 
-oo 
(8.1) 
(8.2) 
where (8.1) is the complete integral given in (2.1). The contour in (8.2) starts and ends at t = - oo 
(respectively with arg t = - 'IT, argt = 'IT), and encircles the origin in positive direction. The analogy, 
from an asymptotic point of view, is that of their asymptotic expansions: 
00 
z>- Fx(z),..., ~ fs(µ.) z-s, (8.3) 
s=O 
00 
z-'A G.,..(z) ....., ~ (- lY fs(µ.)z -s, (8.4) 
s=O 
as z ~ oo; (8.3) is considered in the present paper, for instance in (2.4). The construction of (8.4) is 
based on the same integration by parts procedure, by using Han.kel's integral for the reciprocal 
gamma function. That is, (8.2) reduces to z"', when f is the identity. Conditions on f, especially the 
domain of holomorphy, has to be modified, before we can state that (8.2) has (8.4) as a uniform 
expansion with z as the large parameter and µ. = ;\./ z as uniformity parameter. 
It seems that the following integral 
(O') 
G>,(z,a) = f(A~ 1) J 1->- ezt (1)-5!1_ 
2m g 1-a (8.5) 
-oo 
is the relative of F>.(z,a) defined in (1.1). That is, (8.5) has four asymptotic phenomena that are in 
some sense equivalent with the four discussed in section 1 for (1.1). However, the asymptotic expan-
sions show an interesting difference, although the characteristics of both are exactly the same. 
8.1. Uniform approximation for loop integrals 
We suppose that the contour in (8.5) cuts the positive real axis at the point t 0 • We first give (8.5) for 
g = 1. Multiplying by exp (-az) and differentiating with respect to z, we obtain (8.2) with g = 1. 
Integrating with respect to z, and taking into account some limiting values, we obtain two forms for 
(8.5) with g = 1: 
{y(A,az) , to > a, G>,(z,a) = ;\.a->-eaz {- l)f(;\.,az) ' 0 < to < a, (8.6) 
where y(a,x), f(a,x) are incomplete gamma functions. The transition from one form to the other in 
(8.6) also follows from (8.5), by shifting the contour across the pole at t=a, and using 
y(a,x) + f(a,x) = f(a). 
Suppose now that 0 < to < a. Writing g(t)= g(a) + [g(t)-g(a)], we obtain for (8.5) 
Gx(z,a) = G>.(z) ->. g(a) a->. eaz r(>.,az) 
where 
h(t) = t g(t)-g(a)_ 
t-a 
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(8.7) 
(8.8) 
Therefore, assuming appropriate conditions on g, and hence on h, the asymptotic expansion of G>.,(z) 
is given in (8.4) with fs(p.) replaced by h3 (p.). The latter are generated as fs(p.) in (2.5), with fo replaced 
by hand fs by h9 • 
We conclude that, apart from normalization, (8.7) has with (8.4) a similar expansion as F>.,(z,a) in 
(2.6). An interesting difference is that now the incomplete gamma function does not multiply a full 
asymptotic expansion but just one term including g(a). This gives a simpler asymptotic problem. For 
instance, the construction of error bounds only applies to G>.(z), i.e., for the complete integral (8.2), 
where f is replaced by h of (8.8). 
A representation for the remainders in the expansion of G>.(z) in (8.7) follows by writing 
n-1 
z->. G>.,(z) = ~(-1fh3(p.)z-s + (-l)nz-nhn, (8.9) 
s=O 
->. , co•> h = Z f(I\+ 1) J t->.-1 zth (t)dt 
n 2 . e n ' 
'ITl 
-oo 
where hn(t) is generated by the recursion (2.5), with starting function ho =h defined in (8.8). 
8.2. Error bounds for loop integrals 
For the construction of error bounds, we select a special contour in (8.10). Writing 
1 ->.ezt = ez[pe"-11logp-ipll] , t=pei9, 
we see that the imaginary part of the phase function will vanish, when we take 
p = p(8) = µIJ! sin8 , -w < (J <TT. 
(8.10) 
This defines the path of steepest descent through the saddle point t = µ.. Integrating (8.10) with respect 
to the parameter 8 along this contour, we use 
giving 
where 
1 -4!.. - .!.. !!.e. + . 
t d8 - p d8 l, 
hn = f(A + l ;:,y..->-e>. j e->.«..9) hn(t)d8, 
_,, 
t = pe;9 = µ.[8 cotg 8 + i8], 
N 1 dt 
hn(t) = it d8 hn(t), 
() 
q,(8) = -8 cotg 8 + log -:--8 + 1. sm 
(8.11) 
(8.12) . 
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A bound for hn is obtained by writing as in (7 .8) 
- p.S 4><_/T) lhn(t)I ~ M11lh11(µ)le ' , (8.13) 
where M 11 satisfies (7.2), 8n<z, and where it is assumed that h11 (µ)=j=O. We obtain as in (7.9) 
- -
lh11I ~ M11 Q11lhn(µ)I, (8.14) 
- -
where Q11 = l/[(l-811 /z)Q11 ]. We have used that (8.10) reduces to unity when h11 (t) equals unity. 
Observe that to compute error bounds for the expansion (8.9), exactly the same comparison func-
tion is used as in (7.8); the forms are different owing to the mapping t _., 8. 
REMARK 8.1. Representation (8.7) is obtained under the condition 0 < t0 < a, where t 0 is the point 
where the contour of (8.5) cuts the real positive axis. When (8.5) is presented with t 0 > a, G;i. (z,a) 
has representation (8.7), with f(A.,az) replaced by -y(A.,az). This complementary relation is of the 
same kind as for the real integrals described in (2.14), (2.15). 
9. THE INCOMPLETE BETA FUNCTION 
We use the incomplete beta function in the notation 
IAp,q) = B~,q) 11"-1(1--rl-1dr, (9.1) 
where B(p,q) = f(p )f(q)/f(p +q) is the complete beta function. The asymptotic problem is to give 
an expansion of IAp,q) with p as large parameter and x E[O, 1) and µ.=q / p E [O, oo) as uniformity 
parameters. We can use 
lx(p,q) = 1 - 11-xCq,p) (9.2) 
to interchange the role of p and q. For information on lx(p,q) we refer to [1, p.944]. In [10] we con-
sidered the asymptotic problem for lx(p,q) for more restricted ranges of the parameters. We believe 
that the expansions of this section are new in the sense that the uniformity domain of µ. or q is the 
complete interval [O, oo ). Earlier results prescribed q to belong to a compact subset of (0, oo) (case (ii) 
of section 1 ), or p I q to a compact subset of (0, oo) (case ( iv)). Extension to complex values of the 
parameters is possible, but will not be considered here. 
To describe the asymptotic features of (9.1) in more detail, we compute the saddle point of 
-rl'(l -T)q. It occurs at 
T - _£__ 
0 - p+q· (9.3) 
Whenp+q is large, the value lx(p,q) is very small when x<T0, and it is close to unity when x>-r0. 
When To is restricted to a compact subset of (0, 1 ), this transition can properly be described by an 
error function (normal distribution function); when To-'-> l the basic approximant is an incomplete 
gamma function. We will show that this function can handle the complete uniformity domain for q, 
i.e., [O, oo ). It is essential to transform (9 .1) to the standard form ( 1.1 ), by means of a rather compli-
cated transformation. 
9.1. Transformation to standard form 
A fust transformation -r~e -T gives 
lx(p,q) = ~ j (1-e-T)q-le-fTd-r. (p,q)_logx (9.4) 
Comparing this with (1.1), we observe that it has the standard form when A.=q, z=p and 
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f(t)=[(l -e-'T)l'T']q- I. However, for several reasons this choice of /will not give a uniform expansion 
for the q-interval [O, oo ). One reason is that large values of q will have much influence on coefficients 
fs(p.),Bs(a). Observe that for f dependence only on µ is assumed in Section 4, and not on A. 
A better way for transforming (9.4) in (1.1) is to use the mapping r~t(r) defined by 
r - µlog(l-e-'T) = t - µlogt + A(p.), (9.5) 
where µ=qlp. The left-hand side has a saddle point at 
r 1 = log (p.+ 1) = - log ro, (9.6) 
the right-hand side at t = µ. To make the mapping properly defined we require the correspondences 
r=O ~ t=O,< r=r1 ~ t=µ, T= +oo ~ t=+oo. (9.7) 
The middle one gives 
A(µ) = (1 +µ)log (1 +µ) -µ. (9.8) 
The point T = - log x, the lower end point of integration in (9.4), is mapped to t = a, which is 
defined by the implicit relation 
- log x - µ log (1- x) = a - µlog a + A(µ), (9.9) 
with corresponding points 
x = 0 ~ a = + oo, x = r0 ~ a = µ, x = 1 ~ a = 0. (9.10) 
Observe that the middle one satisfies (9.9) due to the choice (9.8). In fact, the mappings (9.5) and 
(9.9) are the same, up to parametrization. 
The transformed version of (9.4) is 
where 
-pA(µ.) oo 
I;;(p,q) = e J tq-I e -p1f(t)dt, 
B(p,q) " 
f(t) = -1---:---'T dr dt 
= __ t_-~µ __ 
1-(1 + µ)e-'T 
(9.11) 
(9.12) 
The regularity of the transformation (9.5), and that off, is extensively discussed in [12, section 4]. 
From that analysis it follows that f satisfies the conditions of section 4. In ( 4.1) we have to take 
K = ~ , and d 0 and 8 both somewhat less than yf2;;_ 00 is parabola-shaped domain, and for the 
number p in ( 4.4) we takV = 1 (which follows easily from (9.12)). The function f is positive on 
[O,oo); f(O) =I, f(p.) = I+µ. We verified numerically that 
supM = 1. 
1;;."0l+t 
•>• 
Therefore, we expect that M(µ) of (4.4) will not deviate very much from unity, especially when 8 and 
do are small. 
9.2. Uniform expansion of incomplete beta function 
In the notation of (1.1), (2,1), (2.9), we can write 
e-pA(µ.)f(p +q) 
Ix (p,q) = f(p) Fq(p,a), 
(9.13) 
I 
t 
I 
22 
However, the «complete" integral Fq(p) can be written in this case in terms of known functions. 
Since I 1 (p,q) = 1 we have, 
Fq(p) = eJ1ACJ£>f(p)lf(p+q) = (£.±9..y+qe-qf(p)lf(p+q). (9.14) 
p 
Although it is possible to give for Fq(p) an expansion as in (2.4) (see [12, Section 4] for a related 
expansion), it is more attractive now to write (9.13) in the form 
- a'le-ap+q _L +q 
l:Ap,q) - Q(q,ap) + pB(p,q) (p+q'f Bq(p,a). (9.15) 
By using (9.9), and (2.11) we can write 
_ xP(l-x)q 
lx(p,q) - Q(q,ap) + pB(p,q) Bq(p,a), 
oo Ba(a) 
Bq(p,a) ,...., ~ - 9-, as p~oo. 
s=O p 
(9.16) 
It follows that we only have to consider the asymptotic expansion for Bq(p,a), which, however, is not 
the simpler one of (2.4), (2.11 ). The first coefficient is 
Bo(a) = [(a) - [(µ.) (9.17) 
a - p. 
with 
/(a)= 1 ~<;+;).x ,f(p.) = v'1+µ.. 
Special values are 
B0(0)= v'l+jL-I, B0(µ.)=limf'(a)= p.-I+v'l+j£,B0(oo)= 1, (9.18) µ. a-+p 3µ. 
and they satisfy Oos;;;B0(0)os;;;B 0(µ.)os;;;B 0(oo), for p.;;;i.Q. 
In fact, all B8 (a) can be expressed in terms of a, x and p., and those three are related by (9.9). When 
a=foµ., an explicit representation of Bs(a) in terms of say x and p. = qlp is not possible, since (9.9) 
cannot be solved explicitly for a. When µ. = 0, (9.5) reduces to the identity mapping and f of (9.12) 
becomes t I [1- exp (- t)]. The latter has singularities at t = -+-2'1Ti, +4?ri,.... When p. > 0, singular 
points of f originate from these points, of which -+-2'fl'i are most important. The singular points of f 
starting from -+-2wi (p. = 0) are located in the half-plane 'Ri.e t > 0. For large values ofµ. they are 
approximately nearµ. +2v;; exp(±i'fl'/4). The value 1C=2 in (4.1) comes from Vµ in this asymp-
totic value. The coefficients B8 (a) have the same domain of regularity as /(a.). Since 
M(p.) = 8(1), p = 1, 1e= ; , iC=O, we have for (5.7) 
I 
B9 (a) = 8(1 +µ. +a)2 , s = 0, 1,2, ... , p.;;;;.:. 0, a ;;;i. 0. (9.19) 
This estimate gives a good impression of the asymptotic nature of the expansion in (9.16), although 
the estimate for s = 0 seems to be too large ( cf. (9 .18) ). 
9. 3. Uniform expansion based on a loop integral 
An interesting variant of (9.16) is obtained by using a contour integral for lx(p,q) in the complex 
plane, and by applying the method of section 8. Consider the integral 
J = - 1-. c+jioo t-P(I-t)-q_EL, 0 < c < 1, 
2m . t-x 
c-100 
with p +q >0 and 0 < x < c. When t e(O, 1) the phases of t,(1-t) and of the multi-valued func-
tions are zero. By deforming the contour around the negative axis, we obtain for p < 1 
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where we used formulas 6.1.17, 15.3.1, 15.3.3, 15.3.4, 26.5.23, and 26.5.2 of [l]. It follows that 
P(l )q c+ioo d 
J(p ) = X -x f -p(l- )-q_T_ Q < 1 x ,q 2 . T T , < C , m . 7-x 
c-100 
(9.20) 
with 0 < x < c. The restriction p < l, which is needed to evaluate the contour integral for I, can 
be dropped by using the principle of analytic continuation. We still need the condition p + q > O for 
convergence at infinity. 
Representation (9.20) is the analogue of (9.1). To obtain standard form (8.5), we use the transfor-
mation T ~exp (-T). This gives 
P(l )9 (O+) d 
l(p )= x -JI'.: f eP1(1-e-T)q T 
X ,q 2 . l T' 
'lT'l _ 00 -xe 
(9.21) 
which is the analogue of (9.4). The contour cuts the positive real T -axis at a point To such that 
To < - log x. A final transformation 
T - µ.log(l-e-.,.) = t - µlogt +A(µ), 
whereµ.= qlp and A(µ) is given in ( 9.8), gives 
where a is defined in (9.9), and 
f = t-a dT 
g() 1-xe.,. dt. 
(9.22) 
(9.23) 
(9.24) 
A relation for dT!dt is given in (9.12). The contour in (9.23) cuts the positive t-axis at a point t 0 
satisfying t0 < a. Splitting off the pole, we obtain for (9.23) 
lx(p,q) = Q(q,ap) + xP(l-x)qe-q(l +qlpf+qGq(p)lf(q + 1), (9.25) 
with Gq(p) as in (8.8). Here we used g(a) = -1, which follows from (9.24) by l'Hopital's rule 
(observe that t =a corresponds with T = - log x in (9.22)). 
Observe that the transformations (9.5) and (9.22) are exactly the same. The real corresponding 
points in (9.7) determine the mapping in the complex plane. Therefore, no new correspondences have 
to be defined for (9.22). In fact, the mapping has a very global character. As remarked earlier, we 
have investigated the mapping (9.5) in [12], with emphasis on what is happening in a neighbourhood 
of R +. However, the domain of regularity extends to the full half-plane Re t ,.;;;;; 0. To understand the 
mapping in the complex plane, it is instructive to see that the contours of steepest descent in (9.21), 
(9.23) are mapped onto each other. On these contours the imaginary parts in left and right-hand side 
of (9.22) vanish. r 
Comparing (9.15) and (9.25), we conclude that the function B9(p,a) has (in the special case of this 
section) an asymptotic expansion which corresponds to that of a "complete" integral (8.2). We have 
B (p ) = f(p + l)e-q(l +qlpf+q G (p) (9.26) 
q ,a qf(p+q) q ' 
where G9(p) is given in (8.8), with expansion as in in (8.9); g is defined in (9.24). 
By using (7.IO)and (8.9) we can write (9.26) in the form 
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Bq(p,a) = ~ r·~<RJql-qGq(p), p-qGq(p),...., s~0(-1Yhs(µ)p-s. (9.27) 
Therefore, the approach based on a complex contour gives for lx(p,q) a simpler asymptotic expansion 
and simpler error bounds than the approach based on, say, (9.11). The computation of the coefficients 
hs(µ) is not a simple problem. Also, the bound for lhn(t)I in (8.13) has to be computed on a contour 
in the complex plane. But the form of the error bound (8.14) is much simpler than those obtained in 
section 7. 
To show some of the steps needed to evaluate the coefficients hs(µ) in (9.27), we compute h 0(µ) and 
its limiting form for a~µ. We have, using h of (8.8) and g of (9.24), 
_ p.-a dT 
g(µ) - 1-(1 +µ)x dt, <9·28) 
where the derivative is evaluated at t = µ. From (9.12), we have 
lim dT = _1_ lim t-µ = _l_ .El_ 
1->/i dt µ+1 1-+/i 1-(l+µ)e-T µ+l dT' 
by using l'Hoptal's rule. Hence 
dT = 1 at 
dt v;+T t = µ.. 
The square root has a + sign, since T is an increasing function of t on (0, oo ). 
g(a) = -1. So we have 
ho(µ) = _L[ (µ-a)/ v1jl+T + l], µ=I= a. 
µ-a 1-(µ+ l)x 
Earlier we computed 
(9.29) 
To evaluate this at a = µ., we have to investigate the relation between x and a in more detail. From 
(9.9) it follows that 
dx 
a[(µ+l)x -1] da = x(l-x)(a-µ). 
Substituting the expansion 
1 
x = µ+ 1 + c,(a-µ) + c2(a-µ)2 + · ·., 
we obtain 
1 1-µ 
cT = (l+p.)-3, C1C2 = 3µ.(1+µ)3 (VI+; -lj. 
When a ~ µ, h0(µ) of (9.28) has the expansion 
ho(µ) = -µc2/c1 + fJ(µ-a). 
Hence 
1 1-µ ~ h0(µ) = 3 [1 - v;+l]. 
It follows that B 0(a) of (9.17) and h0(µ) of (9.29) are related by 
Bo(a) = v;+T ho(p.). 
µ 
A relation between the higher coefficients is obtained as follows. Comparing (9.16) with (9.27), we 
arrive at the formal identity 
.f Bs(cx)p-s = ~ _r*(p) .f (-1)9hs(µ)p-s. 
s=O P. f (p+qL=o 
We can expand 
r*(p) 
r·(p +q) 
00 
~ ds(µ.)p -s, d 0(µ.) = 1, 
s=O 
by dividing the two expansions for r· (p) and r· (p(l +µ))(see also [12, Section 4] ). Thus we obtain 
Bs(a) = v'jL+T :± (- l)'hr(µ)ds-r(µ.), 
µ. r=O 
which is (9.30) for s =O. 
9.4. Some numerical results 
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We used the method of Section 7.2 to compute an upper bound for Bq(p,a). That is, we computed M 0 
and 'To for (7.16), (7.18), and we evaluated the expression at the right-hand sides of these inequalities. 
For z =p = 10 (10) 100 these expressions were evaluated at the x,µ-grid with x = 0.05 (0.05) 0.95, µ.= 
1 (1) 10. For each z the maximal value occurred at x = 0.05, µ.= 1. The corresponding a-value for this 
x,µ-pair is 4.06254 .... The upper bounds show an interesting feature. For z = 10 it is 0.97111 and it 
steadily increase to 0.97371 for z = 100. The ratio of this last upper bound and B 0(a) of (9.17) ( = 
0.64933 ... ) equals 1.500 .. ., which is the number Mo that we used in (7.15), (7.16) and (7.18). We 
observe that the computed upper bounds are slightly less than M 0B 0 (a), and tend this value when z 
increases. The choice M 0 = 1.1 showed the same features: the upperbound of Bq(p,a) is slightly less 
than M oBo(a). 
The numerical experiments yield the following conclusion: 
sup Bq(p,a) = I, p fixed, 
where the supremum is taken over x E[O, l] (or a;;;i.O) and µ=q / p E [0,oo). The maximum is 
assumed at x=O(a=oo) and µ=O. See also (5.11); for n=O this limit L equals I. Incidentally, (5.9) 
gives for n = 0 
Bq(p,a) = p[logo-it-{p)] (9.30) 
at a=O,µ=O, where i[;{p) is the logarithmic derivative of the gamma function. This follows from well-
known representations of this function, and from the fact that/ of (9.12) equals t /(1-exp(-t)) at 
µ=O. From (9.13) and the asymptotic expansion of the iii-function, it follows that 
B 0 (p,O) = ~ + e(p- 1 ), as p-»oo. 
We conjecture that ~ E;;.Bq(p,a)E;;.l for aE[O,oo) (or xe[O,l]), and µ=q /p e[O,oo), and for all p 
sufficiently large (say p ;;;i. 10). 
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