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PREFACE
During the past five years, progress has been made in applying mathe-
matics and policy analysis to ecological problems, and an increasing effort
has been made to apply systems analysis techniques to pest management
problems. Developments in this field have taken place worldwide, including
at the International Institute for Applied Systems Analysis (nASA), where
the Ecology/Environment Program has concentrated on the management
problems associated with spruce budworm in North American forests, using
it as a prototype.
As it was felt that this research had reached the stage at which workers
could usefully exchange experiences, a Pest Management Conference was
held by nASA in Laxenburg, Austria, October 25·29, 1976. Thirty-one
people, representing 10 National Member Organizations (see Appendix 1),
attended the conference.
During the first three days of the conference, papers were presented by
the nASA/University of British Columbia group and the Environmental
Management Unit of Imperial College, London, and by other workers from
IIASA, France, Japan, the USA, and the USSR. The fourth day was devoted
to working sessions, at which participants discussed where developments in
modelling techniques should be encouraged and how their use in pest manage-
ment might be improved. Finally, recommendations were made concerning
the role that nASA might play in the future in applying systems analysis to pest
management.
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RECOMMENDATIONS AND
REPORTS OF WORKING GROUPS
RECOMMENDATIONS
To stimulate discussion within IIASA concerning its future
role in pest management, the following recommendations were made:
1. An IIASA Team
Pest management should be continued as a major activity
within IIASA. It should concentrate on the development and
fostering of case studies and particularly on the role of imple-
mentation. The feasibility of this option clearly depends upon
the presence of a small core of expertise. Such a core could be
comprised of a revolving set of individuals drawn from existing
projects in various countries. The emphasis would be upon dis-
tilling general lessons and encouraging the application of tested
methodologies and concepts.
2. An IIASA Pest Management NetworK (PMN)
It is suggested that IIASA should act as the central focus
of an institutional network, concentrating on the exchange of
information between various pest management modelling groups.
By performing this function, IIASA could remove some of the dif-
ficulties involved in communication between ongoing modelling
programs. It is recommended that:
(i) IIASA sponsor a biennial conference/workshop on pest
management to be held at Schloss Laxenburg.
{iil IIASA act as a clearing house for information on pest
management modelling. First, a list of workers ac-
tively engaged in the field should be compiled; a
start has already been made (see Appendix 2). As
preprints of these workers become available, they
should be sent to IIASA where they would be duplicated
and disseminated as working papers in the IIASA Pest
Management Network Series.
3. An IIASA Focus on Methodological Problems in Pest Management
Modelling
From discussions in the working groups several areas were
identified where it was thought that methodological development,
particularly within IIASA, should be encouraged. It is suggested
that the following areas should be given priority:
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(a) qualitative modelling techniques
(b) control and modelling of stochastic systems
(c) mathematical techniques of compression
(d) robust identification methods
(e) methods for dealing with spatially distributed systems.
REPORTS OF WORKING GROUPS
During the working session on the fourth day, participants
divided into two discussion groups. The first discussion group
(reporter - Dr. Don DeMichele) concentrated on the descriptive
role of modelling and its use as a research tool. The second
group (reporter - Dr. Christine Shoemaker) discussed the pre-
scriptive role of modelling and its value in pest management.
A summary of these discussions is given below.
Report of Working Group 1
The use of mathematical modelling techniques in the natural
sciences is a relatively recent development and yet several dis-
tinct phases in its evolution can already be identified, depend-
ing on the dominant school of thought in the modelling community
at the time. Initially, the regression modelling school held the
stage. Here, large data sets were used to recall past observa-
tions as a means of predicting expected responses in the future.
The subsequent school was concerned with attempts to construct
giant, one-to-one models, involving contributions from various
collaborators to detailed components of the overall model. This,
in turn, was followed by a simplified modelling approach. In
this case, and in contrast to the previous school, a simple
notion is used as the basis of the model, additional components
being added until an acceptable model response is achieved.
Upon evaluation, however, each approach, in some sense, has
been found to be lacking, and it now appears that the modelling
community in the natural sciences is beginning to accept the
possibility that there is no one best modelling method. From
the diversity of approach and range of modelling objectives found
in the papers presented at this meeting, it is clear that the
objectives of the modeller, the level of detail considered and
the structure of the system itself have dictated the approach.
In attempting to model pest management problems, the pur-
pose of modelling is to develop a coherent and logical procedure
to deal with a complex system, described by incomplete knowledge
and data. Faced with this situation, the modeller attempts to
reconcile noisy data and hazy concepts within a consistent and
robust model. ais task is made more difficult with the ever
increasing variety of techniques being introduced into pest man-
agement modelling.
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Nevertheless, without new techniques, progress in pest man-
agement modelling would decline. Consequently, several research
areas have been identified where the development of better model-
ling techniques is thought to be both feasible and desirable:
1. Competition
Competition occurs at a specific trophic level and can be
inter- or intra-specific in nature. The problem is confounded
by age structure considerations, by trophic switching and by
feeding preferences. Although current mathematical formulations
encapsulate certain aspects, they are unable to compress or fully
integrate these biological processes.
2. Structural Stability
Discussions also indicated that the general area of ecosystem
structural stability was one which deserved serious analytical
study. The need for such studies arises from the fact that eco-
systems are manipulated to control pest populations. By changing
ecosystem parameters, however, radical changes in other popula-
tions within the ecosystem may occur. Hence, it is important
that the structural stability of these systems, in the face of
management perturbations, be investigated.
3. Qualitative Factors
The qualitative differences that occur between individuals
in plant and animal populations can greatly influence their pop-
ulation dynamics; a classic example of the importance of quali-
tative differences in a pest population being found in the migra-
tory locust. Qualitative differences can occur within individuals
as they age, and within populations over time. However, even
though the physiological basis for many of the processes involved
are well investigated (e.g. morpn determination in aphids), no
conceptual framework for handling this class of problem exists
at present. More effort should be devoted to the measurement of
these qualitative changes in populations and to the development
of a concise, yet robust, mathematical description that can be
incorporated in the general framework of population dynamics.
4. Communication Techniques
As demonstrated in these proceedings, the level of complexity
of pest management models varies considerably, depending in part
on the modellerrs experience and mathematical expertise. In most
cases, the modeller attempts to reduce the complexity of a model,
while retaining the essence of the problem. In attempting to
compress information contained in and derived from complex models,
we feel there is considerable room for developing appropriate
descriptive techniques--such as graphical techniques, manifold
analysis and parametric analysis. This would not only improve
communication within the modelling community but also between
the modeller and the pest manager.
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5. Component Library
It is suggested that the modelling of ecological as well as
individual animal and plant systems has reached such a stage that
it would be feasible to outline generally accepted notions and
procedures. This component library, in the form of a textbook
or extensive review paper, would be of significant help in devel-
oping standard lines of communication between workers in the field.
Conclusion
As the field of pest management modelling continues to de-
velop, attention will focus on the techniques of modelling and
their use. To handle populations with diverse and time dependent
characteristics, more powerful analytical techniques need to be
developed. Analysis methods must also be developed for studying
the stability properties of the ecosystems involved. In the
future, emphasis must be placed on the general nature of model-
ling effort rather than the specifics of a particular case.
Where possible, universal components and notions should be uti-
lized to reduce the degree of complexity for the rest of the
modelling community and their clients. Of equal importance is
the need to develop general methods of analyzing the accuracy
and robustness of pest management models. Agreement with data
does not of itself validate a model, data can only disprove the
notions of the model.
Report of Working Group 2
To investigate the prescriptive role of pest management
modelling, discussion was directed towards three fundamental
questions: (1) why build a model? (2) which factors determine
its structure and complexity? and (3) what impact has pest man-
agement modelling had in the past?
Why construct a model to deal with a pest management
problem?
Modelling in a pest management context may not only improve
our understanding of the biology of the system involved but may
also assist in the prescription of improved pest management
strategies. In a research role, models can serve as a means of
organizing currently available data as well as indicating those
areas which require further studies. In the area of prescription,
models can help to determine more efficient ways of using cur-
rently available technology (e.g. improved timing of insecticide
treatment), in predicting the usefulness of possible new tech-
nology (e.g. resistant plant varieties), and in examining the
effects of government intervention on pest management (e.g. taxes
on environmentally hazardous insecticides or land use controls).
At this conference, the areas that have been most thoroughly
explored are those of scientific description and the improved use
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of existing technology. For instance, the papers by Gutierrez
and Kiritani have illustrated the way in which models can in-
crease biological understanding. Those by Norton and Shoemaker
show how models can be used to improve the application of exist-
ing control measures, such as insecticide application and time
of harvesting. Wider policy issues associated with pest manage-
ment are discussed by Holling et al.
Which factors determine the structure and complexity of
a pest management model?
With available resources and data, the system analyst's
task is to determine which of a number of possible objectives
the model can realistically hope to meet. Thus, the objectives
of modelling will depend upon:
(a) the data currently available, that which can be col~
lected during the study, and data that is available
to the grower, such as a forecast or monitored infor-
mation,
(b) the feasible management alternatives,
(c) the effect of these alternatives on biological inter-
actions.
The structure and complexity of the model, and the extent
to which it provides a quantitative description of the effect of
pest management variables on agricultural or forest ecosystems
depends upon these three variables, but particularly the data
available. For instance, detailed information on development
rates and age specific mortality, both from natural causes and
from insecticide treatment, is necessary for constructing a
model to determine the best timing of insecticide treatments.
If the model is to be of the economic threshold type, then moni-
tored or forecast information must also be available.
What impact on actual pest control practice has modelling
effort had in the past?
Without detailed information on the value of past modelling
efforts in pest management, it was felt that a rigorous analysis
of pest management models should be undertaken to assess the
factors that determine successful implementation or failure. It
would be hoped that such an analysis would be of value in the
future in allocating resources between data collection, model
construction and implementation.
The types of questions that might be asked in setting suit-
able guidelines for current and future projects would include:
(i) Does the study promote a demonstrably superior redistri-
bution of resources in terms of research priorities?
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(ii) Does the study allow a more effective use of available
information in providing a critical understanding of a complex
situation?
(iii) Does the study lead the decision maker to an apprecia-
tion of a wider range of management alternatives?
(iv) Have decision makers expressed a confidence in the
approach, as reflected through a commitment of time and resources?
THE INSTITUTE OF RESOURCE ECOLOGY;
UNIVERSITY OF BRITISH COLUMBIA,
VANCOUVER, B.C., CANADA
INTRODUCT ION
As the very broad scope of environmental and resource
problems became clear in the mid-1960s, two trends began to
emerge. First, a number of countries began to formalize an
ecological policy design process whereby attempts were made
to predict the impacts of specific proposed developments.
These policy designs were derived largely from data surveys and
the use of crude predictive techniques. The second trend that
emerged in parallel to this one was the formation of large
interdisciplinary teams to address resource management
problems by drawing upon a diverse range of information and
expertise from a number of disciplines. Some of these teams
began to use the techniques emerging from computer applica-
tions to develop models they hoped would incorporate reasonable
representations of ecological processes and produce realistic
behavior. These were nobly motivated efforts, often expensive
and experimental because they were so new. It is that history
of experience, of success and of failures, that has led to
tested concepts and techniques that deserve broader application.
The failures were both expected and necessary; that is how we
learn. These failures were the consequences of inexperience in
ways to bridge the gaps between disciplines, data, techniques,
knowledge, institutions, and people.
The Early Stages of the Institute of Resource Ecology (IRE)
Program
We formally began to explore ways to bridge these gaps
in 1967, concentrating on a sequence of steps, starting with
disciplinary gaps (the easiest to bridge) and continuing to
institutional gaps (the most difficult). Throughout, the steps
which were most useful were the ones that were biased toward
being practical, of short duration, involving a small core of
people, and modest in their scope, resources, and objectives.
But as a consequence, we found each step covered progressively
more ground leading ultimately to a framework for a new science
of ecological policy design. That bias colors much of what
follows.
The first step was to apply and test techniques to bridge
gaps between disciplines and between data sources. The IRE
addressed particular, well defined resource management
problems by drawing upon available expertise in a series of
intense workshops. These early meetings led to techniques
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to integrate and focus the research of subject matter specialists
by translating their various conceptual models and data into
computer models. The resulting models, however, were less
important in themselves than as a useful focus for discussion
and for data organization.
The second step expanded the effort to begin bridging
not just disciplines but some of the roles played in different
institutions--between scientist, manager, and decision maker.
That led to ways not only to describe more confidently the
ecological and social dimensions of a problem but to define
as well alternative management objectives, actions, and policies.
As techniques were mOdified and tested, the subsequent workshops
evolved from ones that required weekly meetings for many months
to five-day exercises, which in themselves produced a product
that could be viewed as a very preliminary but broad evaluation
of a proposed policy or development. The workshops covered a
variety of topics--recreational development, fisheries and
wildlife policies, watershed and forest management, pest
management, regional resource development, and hydroelectric
power development.
That set of experiences established an approach to simula-
tion modelling that emphasized (1) management questions,
(2) a concise description of the dynamics of the biological
and economic parts of the problem, and (3) the comparison of
time streams of indicators generated by alternative policies.
All these activities could be done by a core group of three
or four analysts, in a period of one week, drawing upon the
expertise of up to twenty specialists--scientists, managers,
and decision makers. Most examples involved government agencies,
but a few included industrial groups (e.g., hydroelectric
development in Canada's north) and one included a group of
citizens (high alpine development in Austria). But although
the techniques were developed in this environment, they could
not be viewed as tested or as useful for anything other than
to focus dialogue.
That led to the third step--to undertake two thorough,
long-term case studies to test rigorously the existing methods
and to add others where necessary. And testing meant testing
both theoretical rigour and practical usefulness. The best
approach is hardly worthwhile unless someone can use it. And
the most usable technique is dangerous if it lacks substance.
Hence the ultimate goal of each case study was both a rigorous
testing and analysis of methods and, as well, formal implemen-
tation within operating management agencies. Two case studies
were chosen as prototypical examples--one of a forest insect
pest system and one of a multi-species fisheries management
and enhancement problem. The spruce budworm/forest problem in
eastern North America has gone the furthest in coping with
existing management questions, validating alternative modelling
techniques, generating management alternatives, and evaluating
their consequences. It has resulted in agencies of two Canadian
provinces adopting the approach for the setting of research
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priorities and the development and evaluation of management
options. The Pacific salmon case study has gone furthest in
affecting and modifying a proposed new development to enhance
fisheries populations.
This testing has led to the framework of an ecological
policy design process of which impact assessment is only a
part. But in order to subject that approach to a broader
evaluation a fourth step was taken.
The Present Stage of the IRE
That fourth step formed what we unimaginatively called
Group X, a group whose purpose was to test and evaluate the
techniques and concepts mentioned above, adding others where
necessary and feasible. It drew upon a network of expertise
developed at IIASA and extended the experience of the Canadian
group of the IRE and Environment Canada, to include experience
with renewable resource problems in different national settings:
renewable resource management and disease control in Venezuela
and Argentina; range and wildlife management in the USA;
oceanographic problems in Europe; ecological process studies
in the USSR.
Any small group is biased, and indeed the individuals
were chosen, ideally, for a defined and focussed bias. In
this case the biases took the following form:
(1) No one was an expert in institutional organization
and design.
(2) There was a bias towards experience and competence
in mathematics, ecology, and in dealing with government
management agencies--in short a simultaneous emphasis on
rigour of analysis, relevance of concepts, and usefulness of
technique.
(3) There was a bias that both theoretical and applied
techniques had gone far beyond the state-of-the-art as it is
practiced in ecological policy design. There are tested and
practical quantitative techniques to model essential elements
of ecological problems, and these are not expensive in
resources or expertise. These techniques can be combined with
prescriptive techniques for policy design and evaluation that
together result in a framework for an adaptive management
process. Finally, in addition to these tested techniques,
there seemed to be a great potential for the development of
qualitative, but systematic, techniques that could certainly
be used to compress understanding of complex systems and
perhaps even be used to model poorly known systems.
(4) There was a bias that the process and the product
are inextricably linked; the sequence and design of the
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workshops, the emphasis on adaptive approaches, and the design
of different modes of communication are as important as the
models and the analyses.
(5) Finally, understanding the way systems respond to
disturbance is an essential step in identifying, classifying,
and living with the unexpected.
These biases matched the purpose of our present program.
First, we wished to synthesize and generalize our experience
and knowledge of ecological systems as they relate to policy
design. This has led to some conceptualizations that emphasize
the key structure and behaviour of ecological systems underlying
any effort to manage them.
The second goal was to evaluate experimentally the use-
fulness of a number of modelling and mathematical techniques
that have been used or potentially could be used in ecological
policy design. These experiments used groups of individuals
to test the predictive power of a range of techniques selected
to cover a spectrum from highly qualitative to highly quanti-
tative. The strengths and weaknesses of each technique were
tested using several specific case studies and for different
amounts of information.
Third, we wished to summarize and evaluate our experience
with both the process and methods of policy design. We found
that to define and focus a problem, the workshop process,
involving scientists, managers, and policy people, worked very
well. During such a workshop, impact categories and objectives
are classified, key information needs defined, alternative
actions described, and the framework and crude working version
of a model developed. Hence at the very beginning of the study,
all elements--variables, management acts, objectives, and
indicators-are jointly considered and integrated.
In addition to defining research needs and developing a
model, the same or subsequent workshops can further define
management objectives, construct alternative hypotheses in
the model, define and evaluate alternative policies, and
recognize uncertainties. In many ways, uncertainties in
management objectives and in outcomes of decisions and inter-
actions are at the source of many present environmental manage-
ment problems.
But before a model can be used as a kind of laboratory
world to test the consequences of these alternative policies,
its degree of credibility must be explored. Note that no
model--mental or mathematical-is "true." But degrees of
credibility and usefulness can be defined.
There may be many ways of attempting to achieve a given
objective. For example, maximum sustained yields from a
fishery can be reached by controlling fishing effort through
manipulation of open fishing days or by setting catch quotas.
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The role of the model at this point becomes the generation of
those indicators which will enable managers to decide which
set of actions will best achieve the objective. Because costs
and benefits arise in many forms, the manager usually needs a
large number of indicators. One necessary step at this point
becomes the compression of this massive amount of information
to a comprehensible form. The relative merits of alternative
management actions can be evaluated using the indicator output
from the model. Both formal and informal evaluation techniques
are useful here but, in either case, the only value is to point
out policies that should be more thoroughly explored. The
object is not to derive some mythical "optimal" policy, but
rather to compare and combine alternative policies in order
to illuminate the range and nature of available choice. Such
sensitivity analyses play an important part in the evaluation
process.
But methodologies are only parts of the process. Commu-
nication holds these parts together. The thick volumes which
characterize the products of many impact assessment programs
are an inefficient and ineffective way to communicate results.
There are other ways to present the information, such as
hierarchical information packages, compressed graphical
configurations, and even audio-visual packages, each of which
can be designed for specific audiences.
Despite the breadth and depth of these adaptive design
approaches, the cost is small. An experienced core group of
two analysts and two support staff could comfortably undertake
one major policy design a year together with perhaps four to
six preliminary "rough cut" ones. Each, of course, would draw
heavily on available expertise within the agencies concerned
with the problem. Hence the benefit is not only the policy
design itself but a growing body of experience within agencies.
In nearly every instance existing data, however scarce, are
sufficient to begin, since we argue that the design of a data
collection program for monitoring or baseline information must
follow and be integrated with the design approaches and not
precede them. Finally, the IRE's central issue for the future
is how to design and plan with uncertainty. Here, at most we
speculate and classify - but we do not solve.
Faculty:
All faculty members are jointly appointed to the IRE and
another department at the university. The second department
of appointment is listed in parenthesis.
F. Bunnell, associate professor (Forestry). Forestry and wild-
life management, simulation modelling, field experimentation.
A. Chambers, assistant professor (Forestry). Socio-economic
dimensions of resource policy, simulation modelling.
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N. Gilbert, associate faculty. Statistical ecology, mathematical
modelling, insect pests.
R. Hilborn, associate faculty (Canadian Department of the
Environment). Systems ecology, ecological policy analysis.
C.S. Holling, professor (Zoology). Systems ecology, ecological
policy analysis and population processes.
D.O. Jones, associate faculty. Systems ecology, mathematical
analysis, topology.
J. Kane, professor (Zoology). Systems mathematics.
C.J. Krebs, professor (Zoology). Field experimentation,
terrestrial ecology.
J.D. McPhail, professor (Zoology). Evolutionary ecology,
aquatic ecology.
J. Myers, assistant professor (Plant Science). Biological
control, terrestrial ecology.
W.E. Neil, assistant professor (Zoology). Aquatic ecology,
laboratory and field experimentation.
T.G. Northcote, professor (Westwater Institute). Aquatic
ecology, fisheries.
R.M. Peterman, associate faculty (Canadian Department of the
Environment). Systems ecology, ecological policy analysis.
W.E. Rees, associate professor (School of Community and
Regional Planning). Ecological and regional planning.
A.R.E. Sinclair, assistant professor (Zoology). Vertebrate
ecology, field experimentation.
I.B. Vertinsky, associate professor (Commerce). Operations
research policy analysis.
C.J. Walters, associate professor (Zoology). Systems ecology,
ecological policy analysis.
C.F. Wehrhahn, associate professor (Zoology). Population
genetics.
W.G. Wellington, professor (Plant Science). Insect ecology,
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ECOLOGICAL POLICY DESIGN: A CASE STUDY
OF FOREST AND PEST MANAGEMENT
C. S. Holling, Dixon D. Jones, and William C. Clark
INTRODUCTION
The boreal forests of North America have, for centuries,
experienced periodic outbreaks of a defoliating insect called
the Spruce Budworm. In anyone outbreak cycle a major proportion
of the mature softwood forest in affected areas can die, with
major consequences to the economy and employment of regions
like New Brunswick, which are highly dependent on the forest
industry. An extensive insecticide spraying program initiated
in New Brunswick in 1951 has succeeded in minimizing tree
mortality, but at the price of maintaining incipient outbreak
conditions over an area considerably more extensive than in
the past. The present management approach is, therefore,
particularly sensitive to unexpected shifts in economic, social
and regulatory constraints, and to unanticipated behaviour
of the forest ecosystem.
Most major environmental problems in the world today are
characterized by similar basic ingredients: high variability
in space and time, large scale, and a troubled management
history. Because of their enormous complexity there has been
little concerted effort to apply systems analysis techniques
to the coordinated development of effective descriptions of,
and prescriptions for, such problems. The Budworm-forest
system seemed to present an admirable focus for a case study
with two objectives. The first, of course, was to attempt to
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develop sets of alternative policies appropriate for the specific
problem. Rut the more significant purpose was to see just
how far we could stretch the state of the art capabilities in
ecology, modeling, optimization, policy design and evaluation
to apply them to complex ecosystem management problems.
Three principal issues in any resource environmental
problem challenge existing techniques. The resources that
provide the food, fibre and recreational opportunities for
society are integral parts of ecosystems characterized by
complex interrelationships of many species among each other
and with the land, water and climate in which they live.
The interactions of these systems are highly non-linear and
have a significant spatial component. Events in anyone
point in space, just as at any moment of time, can affect events
at other points in space and time. The resulting high order
of dimensionality becomes all the more significant as these
ecological systems couple with complex social and economic
ones.
The second prime challenge is that we have only partial
knowledge of the variables and relationships governing the
systems. A large body of theoretical and experimental analysis
and data has led to an identification of the general form and
kind of functional relations existing between organisms. But
only occasionally is there a rich body of data specific to
anyone situation. To develop an analysis which implicitly
-15-
or explicitly presumea aufficient knowledge ia therefore to
guarantee management policies that hecome more the. source
of the problem than the source of the solution. In a particularly
challenging way present ecological management situations
require concepts and techniques which cope creatively with
the uncertainties and unknowns that in fact pervade most of
our major social, economic and environmental problems.
The third and final challenge reflects the previous two:
how can we design policies that~hieve specific social objectives
and yet are still "robust"? Policies which, once set in play,
produce intelligently linked ecological, social and economic
systems that can absorb the unexpected events and unknowns
that will inevitably appear. These "unexpecteds" might be
the one in a thousand year drought that perversely occurs
this year; the appearance or disappearance of key species, the
emergence of new economic and regulatory constraints of the
shift of societal objectives. We must learn to design in a
way which shifts our emphasis away from minimizing the probability
of failure towards minimizing the cost of those failures which
will inevitably occur.
The budworm case study is presented in detail elsewhere
(Yorque et al., forthcoming). Rather than repeat that
detail here, we shall emphasize the lessons learned as we
-16-
attempted to develop and test the methodologies and concepts
mentioned above. These lessons tended to expose the fairy-
tale nature of many of the most treasured assumptions of
ourselves and our collaborators. We have preserved the
better fables to remind us of our errors, and have replaced
them in practice with "counterfables." These provide a
convenient focus for the discussion which follows.
DYNAMIC DESCRIPTION
Fable 1: Policy design should
begin with an analysis of the
institutional and decision
environment.
Counterfable 1: Policy design
should begin with a dynamic
description of the physical
and biological system.
If our goal were to analyze and prescribe for a specific
problem in a specific region with specific institutional
constraints, then clearly an analysis of the institutional
and decision environment would have the highest priority at
the very beginning of the case study. But our goal is not
that. Our goal, rather, emphasizes transferability of concepts
and methods to a constellation of problems occurring in
various regions in various nations. It is true that to give
focus we initially concentrate on a specific problem with the
name budworm/forest, and on one particular regions--the
Province of New Brunswick in Canada. This is just a prag-
matic necessity to give concreteness and allow for testing
-17-
in a real-world situation. As the steps of transfer begin
to take place, it ultimately becomes necessary to examine
specific institutional settings in a number of different
regions and nations. This represents analysis of the
implementation phase (level N - 1) suggested in Figures 1
and 2.
With our approach, in order to make transfer a reality,
the initial emphasis must be on those elements of the
problem which are truly general, for it will be those parts
which are independent of problem, of region and of nation.
This focus on generality is not possible in an analysis of
institutional or decision behaviour. The state of knowledge
in those fields is still primitively rooted in specific
examples. In contrast, the state of knowledge of ecological
systems and of ecological processes allows for well-tested
analyses that have generality beyond the specific focus.
With the need to facilitate transfer, the first requirement
is to develop an effective and validated dynamic description
of the ecological parts of the problem. At this stage, the
aim is to develop a simulation model that can be used as
a kind of laboratory world with some confidence that it will
be responsive to the exploration of a variety of different
policies and their consequences.
-18-
FIGURE l: Elements of Ecological Policy Design
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The Process of Ecological Policy Design.
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BOUNDING THE PROBLEM
Fable 2: A complex system
must be described by a com-
plex model in order to
respond to complex policies.
Counterfable 2: A simple but
well-understood model is the
best interface between a
complex system and a complex
range of policies.
Any dynamic descriptive model represents an abstraction
of reality. The initial steps of bounding the problem
determine whether the abstraction will represent that part
of reality which has relevance to the issues raised. Any
ecosystem management problem is comprised of an immense array
of interacting variables, conflicting objectives and competing
actions. A major effort is demanded to abstract the essential
elements. Our rule is to be as ruthlessly parsimonious and
economical as possible while retaining responsiveness to the
management objectives and actions appropriate for the problem.
The variables selected for system description must be the
minimum that will capture the essential qualitative behaviour
in both time and space.
Bounding objectives: It could be logically argued
that the key guidance to the bounding process should be
dictated by the policy or management objectives. If the
intent of the budworrn case study was to analyze only the
New Brunswick problem, then indeed it might be possible and
valuable to start with a definition of their management
objectives. But again, to re-emphasize, New Brunswick was
-21-
only chosen as a pragmatic convenience--particularly because
of its troubled management history and the availability of
committed collaborators in both research and management
agencies. With our primary focus on transferability, an
initial emphasis on the objectives of New Brunswick would
have quickly constrained the range of uses and the generality
of the analysis. It would have led, perhaps, to an emphasis
on developing a regional econometric model and an institu-
tional analysis with the ecological dynamics implicitly and
inflexibly appended.
The budworm has evolved over the centuries to contribute
to forest renewal and maintenance of species diversity. Its
status as a problem depends upon the particular social and
economic conditions and objectives in any region. In New
Brunswick the budworm was considered only a natural curiosity
until the pulp and paper industry, developed in the 1930s
found they had to compete with the budworm for fibre.
New Brunswick's economy is now largely dependent upon the
forest industry and its objectives are social and economic.
Other regions have very different objectives. For
example, the Canadian Province of Ontario has a much more
diversified economy, and the forest industry makes minor
use of budworm-preferred species. Their objectives relate
to recreation within provincial and national parks. In the
-22-
United States, the budworm is a serious problem in Maine,
where pecularities of land use and ownership make for a
complex set of sometimes conflicting social, economic and
environmental objectives. Europe's longer history of coupled
land uses introduces still more complex objectives into its
budworm problem. Moreover, even though objectives might
be defined rigorously within a single region they will likely
change over time. As an example, recall that the recent
concerns for the environment were scarcely recognized ten
years ago. Hence, we argue that an initial primary focus
on objectives is inadequate to give guidance for creating
a relevant abstraction.
We recognize five aspects of the budworm problem that
exist to some degree in all cases. These are: social,
economic, resource, recreation, and environmental. Any attempt
to integrate all these into a model that would respond to a
diverse set of policies would produce an analysis as complex
and mysterious as the real world and useless for policy
purposes. Clearly some things must be left out and our
transfer goal dictates that we leave out those areas that
are regionally specific. It is the resource and environmental
aspects that are selected for their generality with respect
to other problems, regions and nations.
These considerations of objectives, based on the need
for generality and transfer, define the primary system that
-23-
will be analyzed: the forest ecosystem. Any model of the
forest can then be designed to generate indicators of social,
economic and recreational interest which will map into the
mental and mathematical models of specific regions and
specific policy issues.
Bounding policies: The core of the descriptive analysis
focuses on the forest ecosystem but it must, from the outset,
be responsive to realistic alternative policies. The
specific policies, or actions, that have been or could be
applied are almost infinite--the use of insecticides,
biological control agents, genetic manipulation, tree
harvesting and planting schemes. Moreover, the actions
which now seem to be economically impractical might, with
future developments, become highly feasible. The whole
range of actions feasible now and in the future fall into
essentially three classes--control of the insect, harvest
of the trees, and manipulation of the forest through planting.
The descriptive model must allow intervention with any of
these classes of action at any moment in time and any
point in space.
The steps of bounding that focus on objectives and
management actions must precede the actual modeling steps.
Otherwise the descriptive analysis would inexorably lead
to an exercise in modeling as a goal in itself. The rules
for the final bounding of the problem require decisions
-24-
about the number of ecosystem variables, the temporal horizon
and resolution, and the spatial extent and resolution.
Bounding variables: An ecosystem of this complexity
has many thousands of species and potential variables. Due
to a history of extensive field and experimental studies on
budworm (e.g., Morris, ed. 1963; Belyea et al., 1975), our
understanding of the dominant budworm/forest dynamics is
quite detailed. The system's relevant behaviour can be
captured by a limited subset of variables, each of which serves
a key role in determining the major dynamics of the forest
ecosystem and its resulting diversity. These key variables
are summarized in Figure 3.
The principal tree species are birch, spruce and balsam
fir. They have a dynamic interaction of their own which
is dependent on the influence of budworm. Balsam is highly
susceptible to damage, spruce less so, and birch not at all.
Our rule of parsimony and our strategic level of interest
dictate that we only include the budworm host, balsam, as
a dynamic variable.
This variable is a quantitative, or extensive measure.
We must couple with it a qualitative, or intensive measure
to account for tree condition. This variable is closely
linked with foliage condition and retains the memory of
part stress. The particular behaviour characteristics of
budworm and balsam require that this variable be ~plit into
two, which we call old and new foliage in the model.
SPRUCE
BIRCH<
BALSAM
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DWORM4o'-----'NATURA L ENEMIES
WEATHER
FIGURE 3: The key roles or variables and their interrelations in the
natural ecosystem. The principal tree species (birch, spruce,
and balsam fir) have a dynamic interaction of their own. This
interaction is altered by the presence of budworm which consumes
some spruce but primarily balsam. The budworm is in turn
affected by a complex system of natural enemies and a stochastic
weather variable. Only budworm, balsam, and weather are treated
as explicit dynamic variables.
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Between outbreaks the budworm is rare but not extinct,
its numbers being controlled by natural enemies such as
insectivorous birds and parasites. A key feature of this
control is that there exists an upper threshold of budworm
numbers which, once exceeded, allows the budworm to "escape"
predation and multiply unchecked. Although natural enemies
are an important feature whose effect must be included, it
seemed unnecessary to introduce them as dynamic variables
at the outset.
Outbreaks cannot occur unless the forest has recovered
sufficiently from the previous outbreak to provide adequate
feed and habitat for budworm. Weather is a key stochastic
driving variable which can affect budworm survival, thus
altering the effective forest threshold condition necessary
for an outbreak.
From the thousands of potential candidates we select
four as being critical dynamic variables for capturing
the essential behaviour of the system: the tree host, its
foliage condition, the budworm and weather.
Bounding time: An analysis of tree rings (Blais, 1968)
covering eight regions of eastern North America and extending
as far back as 1704 provides valuable data on the long range
temporal pattern of outbreaks. These data, together with
more detailed information of recent outbreaks, indicate
a distinctive 30 to 44 year period between outbreaks, with
-27-
occasional periods of 60 to 100 years (Figure 4). During
the inter-outbreak periods the budworm is present in barely
detectable densities which, when appropriate conditions
occur, can increase explosively over three orders of
magnitude during a three to four year period. Once
initiated in a local subregion the outbreak can spread
over thousands of square miles and finally collapse only
after seven to sixteen years with attendant high mortality
to the forest. Because of the pattern of outbreaks shown
in Figure 4, the minimum time horizon required is one
that can completely contain two outbreak cycles--that is,
100 to 150 years.
The time resolution that will capture the dynamics of
the system is one year--the generation time of the budworm.
Seasonal events within the year can be implicitly represented.
This time resolution, though natural for the budworm, adds
a technical complication to our representation of the
forest because we must consider the age distribution of the
trees. Therefore, we reluctantly are forced to subdivide
the balsam variable into separate age groups.
Bounding space: The distinctive pattern in time is
paralleled by one in space. Typically, the historical
outbreaks spread from the points of initiation to contaminate
progressively larger areas. Collapse of the outbreaks
occurs in the original centres of infestation in
-28-
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FIGURE 4: The pattern in time. Representative historical pattern
of spruce budworm outbreak. There have been four major
outbreaks since 1770. The density measure of budworm is
what would occur on a typical balsam fir branch.
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conjunction with severe tree mortality. The result is a
high degree of spatial heterogeneity in forest age and
species composition.
As with many pest species, the budworm has very strong
dispersal abilities. The modal distance of dispersal is
about 25 miles from one location, but distances of several
hundred miles have been recorded. It was thought essential
to have a minimum total area that would encompass at least
five times this modal distance, leading to a modeled region
of about 15,000 square miles. The area chosen in this study
was a 17,500 square mile area containing much of the Province
of New Brunswick (Figure 5). The peculiar shape is a
pragmatic concession to the local management agencies but,
as well, it includes the majority of the area where validation
data were available. A buffer zone approximately 50 miles
in width around this area compensates for edge effects.
There is high variation in the spatial distribution
of the primary tree species, of harvesting activities, and of
recreational potential, in part as a consequence of the
historical interplay between the forest and the budworm.
The 25-mile modal dispersal distance also suggests a spatial
resolution less than that distance. Hence the overall area
is divided into 265 distinct subregions (Figure 6), each
containing approximately 66 square miles. Again the exact
-30-
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FIGURE 5: The study area used by the model in relation to the
Province of New Brunswick, Canada.
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FIGURE 6 This figure shows the numbering and indexing system for the
265 subregions, or "Sites," in the study area. Each site is
a bit less than 7xlO miles in dimension, including an area of
about 67 square miles.
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configuration is chosen to take best advantage of the
validation data.
In summary, the decisions on bounding the problem are
as follows:
Objectives
Policies
Key Variables
Time Horizon
Time Resolution
Spatial Area
Spatial Resolution
models for resource and
environmental subsystems with
indicators relevant to the
social, economic and
recreational subsystems.
budworm control and forest
management.
host tree species (with age
structure), foliage condition,
budworm and weather.
100-150 years.
1 year with seasonal causation.
17,500 square miles.
265 subregions of 66 square
miles.
This bounding of the problem determines the number of
state variables, which in turn determines whether or not
subsequent prescriptive steps, such as optimization, are
feasible. Table 1 summarizes the final decisions made on
the number of state variables required. Even though the
previous steps of bounding may seem to have led to a highly
simplified representation, the number of state variables
generated is still enormous. The 79 variables in each site
are replicated 265 times to give a total of 79 x 265 = 20,935
TABLE 1:
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Number of state and driving variables per subregion.
Susceptible trees (balsam and spruce, by age)
New foliage
Old foliage (retains memory of past stress)
Budworm
Weather
TOTAL
(Other variables included implicitly)
75
1
1
1
1
79
Total number of variables in full region of 265 subregions
79 x 265 ~ 20,935
-3ij-
state variables. Thus even this drastic simplification,
accomplished through a parsimonious bounding exercise, leads
to a system that is enormously complex for policy relevance.
It is all the more complex since, in the above arguments,
the management variables (the control variables) were not
included. Highly complex models cannot be developed for
highly complex purposes. Parsimony is the rule.
CAUSAL RESOLUTION
Fable 3: The goal of
description is description. I Counterfable 3: The goal ofdescription is explanation.
If description for its own sake were the only purpose,
then there would be little need for a detailed understanding
of causation. A multivariate statistical model would be
sufficient to capture and describe historically observed
patterns of behaviour. In fact that is what was done in
Morris' (1963) classic study of the budworrn problem in
New Brunswick. The very best of sampling procedures were
applied over a 15 year period in a large number of locations,
and a multivariate statistical descriptive model was
developed. But there are two problems. The first is that
ecological systems often have key frequency behaviours that
are fully represented not by years but by decades or even
centuries. As already shown in Figure 4, the basic temporal
pattern of this system demonstrates periodicities of 30 and
-35-
more years. It is hardly conceivable that there would ever
be an extensive enough range of data to allow for a full
description using these methods. At best they provide an
effective way to mobilize whatever data are available to
point to those processes or variables which most contribute
to the variance.
The second problem is that policies will develop which
potentially can move the system into regimes of behaviour
it has never experienced during its evolutionary history.
Confidence that the predicted behaviour will be realistic
in these unfamiliar behavioural modes requires considerable
understanding of causation in terms of the way system
subprocesses operate. A finer level of resolution in the
hierarchy of causation is demanded. Yet clearly one can
go too far and become encumbered by microlevels of explana-
tion and detail that defy comprehension. Modeling at too
coarse or too fine a resolution level characteristically
OCCU~$ when a system is not well understood. But this need
not be true of ecological systems. On the basis of a rich
history of experimentation, theoretical analyses and
empirical field studies the structure of key ecological
processes is known not only in some detail but in a framework
that has generality. This information and understanding can
be aggregated to produce general and well-tested modules
-36-
of key processes like growth, reproduction, competition
and predation.
Consider, for example, predation. This process has
been examined in great detail (Holling, 1965). It is
comprised of three necessary and sufficient subprocesses--
the instantaneous rates of predator attack, of competition,
and of changes in predator numbers. Each of those
subprocesses can be further disaggregated to their funda-
mental components--some of which occur universally and
others which occur in particular situations only. The
great diversity of predation types emerges from the many
ways these non-universal components are combined.
The actions and interactions of these components have
been experimentally defined and analyzed and a finite number
of qualitatively distinct kinds of predation have been
identified (Holling and Buckingham, 1976). For example,
prey density can affect the instantaneous rate of attack
in four and only four qualitatively different types.
Moreover, a simple, rigorous equation has been developed
whose four limiting conditions generate each of these
types. Equally important, the sufficient biological
conditions can be precisely defined so that the most general
of information is sufficient to classify any specific
situation. Such equations therefore represent the "modules"
that are the building blocks for ecological models, much
-37-
as an hydrologist uses the continuity equation in models
of river flow.
Hence our rule of thumb is to disaggregate the model
first into the constituent processes that together affect
growth and survival. These processes are then disaggregated
one step further into their fundamental subprocesses. The
principal purpose in choosing this level of causative
resolution is to increase our confidence in predictions
obtained under novel policies. However, four additional
and equally important benefits emerge Which directly relate
to our emphasis on transfer and dealing with the uncertain
and unexpected.
First, transfer implies that someone is receiving the
analysis. In many ecological problems the recipients include
biologists and scientists with a highlY sophisticated and
detailed understanding of the mechanisms involved in a
specific problem. Without disaggregating to the level
suggested the model will, quite legitimately, not be at all
credible. Moreover, there would be no way for the analysis
to be responsive to the questions and knowledge that
typically are focused on distinct processes.
Secondly, the organized disaggregation to the module
level provides an organized way to mobilize existing data
concerning partially known processes. The predation process
again provides a good example. It happens that avian
-38-
predators are an important determinant of the frequency
behaviour of the budworm/forest ecosystem. And yet their
action becomes evident only when densities of the prey are
extremely low. The densities are so low, in fact, that it
is impractical to sample with any reasonable degree of
precision and accuracy. But once we can define the quali-
tative type of avian predation involved, the demands for
data are dramatically relaxed. In this example the form
of the equation is known with considerable certainty and
only two parameters have to be estimated. Even scarce
information can be assembled to, at the minimum, identify
possible predator classes and then determine, through
sensitivity analysis, the necessary parameter ranges within
those classes.
Thirdly, modeling at this level of causation provides
an effective way to deal with critical unknowns. In the
example of predators mentioned above, an evaluation of
alternative policies must consider their sensitivities to
unexpected changes in that process.
Finally, some of the major advances in coping with
the unexpected and unknown are the techniques of adaptive
management (Walters & Hilborn, 1976). The key here is
that, when models are uncertain, the management acts can
generate information which can contribute to the understanding
of the underlying mechanisms. If the models have been
-39-
conceptualized at a coarse level of resolution, the
experiments of adaptive management can require considerable
time or extensive geographical areas to obtain results.
This is impractical for management agencies with short
time horizons and aversions to large scale trials. However,
by disaggregating the model to the subprocess, or module,
level "quick-and-dirty" experiments are immediately
suggested Which can yield results quickly in a localized
and focused manner.
The goal then of description is not description but
useful understanding.
VALIDATION
Fable 4: The purpose of I Counterfable 4: The purpose
validation is to establish of validation is to establish
the truth of the model. the limits of model credibility.
If the focus of interest were on developing a
micro-tactical model suitable for day-by-day predictions,
then a detailed quantitative validation would be demanded.
But the model described here is aimed at strategic level
regional planning with projections produced over large
spatial areas and long periods of time. Detailed quanti-
tative validation of such a model is not only inappropriate,
it is, in one sense, quite insufficient.
The budworm problem, though prototypical in other
-40-
respects, is a rare example of a resource system with
considerable amounts of quantified validation data. These
data exist for each of the 265 sUbregions from 1953 to the
present. Not all state variables were measured, but at
least there are detailed insect density data. Data of this
extent are rare, but even so they are still quite inadequate.
They pertain only to one set of conditions: the historically
managed world. During this period the system was constrained
to operate within a narrow regime of behaviou4 and no data
are available for other behavioral modes. It would certainly
be feasible, though utterly wrong, to tune the model to fit
these data. Given a sufficient number of parameters, any
temporal or spatial pattern of behaviour can be matched. A
much more significant kind of validation has a qualitative
emphasis which, despite the qualitative nature, is more
demanding. The emphasis is not on specific site-by-site
and year-by-year quantitative agreement for particular
situations, but more on a general agreement of patterns in
space and time under a wide variety of situations.
The first requirement of the qualitative validation
is to match the patterns in time suggested in Figure 4.
That figure summarizes extensive qualitative information
concerning the behaviour of the system under no management.
Under the same conditions, the model replicates with
considerable accuracy this pattern, even to the point of
- 41 -
typically generating 30 to 44 year periods between outbreaks
and the occasional slip into a 60+ year period (Figure 7).
Moreover, not only is the temporal pattern reproduced, but
the local density changes are well within the observed
range. Pattern in space is also reproduced. An example
of a model run showing this spatial behaviour is presented
in Figures Sa, band c.
The second level of qualitative validation matches the
patterns of behaviour with the historically managed system.
In this and in all validation runs, all biological parameters
have been determined by independent data and we insist they
remain fixed. The only "tuning" allowed is of the initial
conditions (where they are ambiguous) and the management
rules (harvesting trees and spraying insecticide) applied
in the simulation model. The result is shown in Figures 9a
and b. The initial conditions in year 0 are set by those
observed in the Province of New Brunswick in 1953. The
dominant behaviour predicted is a slowly eroding forest
condition and the sustained maintenance of a semi-outbreak.
This is precisely what has been observed historically.
The key point is that the spraying policies employed, while
tending to keep the forest green and so preserving the forest
industry, do so at the expense of maintaining semi-outbreak
conditions, highly sensitive to policy failure.
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FIGURES 8 a, b, c:
Spatial behaviour of the budworm-forest model under
conditions of no management.
The horizontal (x,y) coordinates of the figures are spatial map
locations corresponding to Figure 6. The vertical (z) coordinate
represents density of budworm eggs or tree volume.
Figure 8a shows, year by year, the spatial spread of a typical single
outbreak. Figures 8b and 8c show the spread of, and recovery from
three outbreaks over an 84-year period beginning with conditions
known to exist in 1953. The typical "boom-and-bust" outbreak cycle
of Figure 4 can be seen clearly.
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FIGURES 9 a, b:
Spatial behaviour of the budworm-forest model under
historical harvest and spraying rules.
The coordinates are as defined for Figure 8.
Figures 9a and 9b show patterns of egg density and tree volume,
respectively, beginning with those known to exist in 1953.
Compared to Figure 8, the management policies can be seen to
preserve trees, but at the expense of creating permanent semi-
outbreak conditions, highly sensitive to policy failure.
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The first 19 years of this simulation run represent
the period 1953 to 1975 for which detailed information is
available concerning budworm densities in each of the 265
subregions. Again, the pattern agreement is striking. In
both the real and simulated world the outbreak starts in
the north, collapses there and throughout much of the
province, re-emerges in the central regions and, towards
the late 1970s, spreads dramatically throughout the whole
region.
The third level of qualitative validation requires the
identification of distinct patterns of behaviour occurring
in different regions within the distribution of the pest.
In northwestern Ontario, for example, outbreaks are more
intense and tend to occur at intervals of 60 or more years,
rather than the typical 30 to 44 year period observed in
New Brunswick. Another pattern has been observed in
Newfoundland. Prior to the recent conditions of persistent
outbreak on the mainland, budworm outbreaks were extremely
rare in Newfoundland. Recently, however, outbreaks have
occurred and the suspicion is that they are triggered by
dispersing insects from mainland regions.
The principal differences in these regions relate to
weather conditions and initial conditions of the forest.
In northwestern Ontario, for example, the proportion of
susceptible host trees is less than New Brunswick while in
-51-
Newfoundland it is greater. Moreover, relative to New
Brunswick, the weather in northwestern Ontario is more
favorable to budworm and in Newfoundland less favorable.
When these simple changes are introduced into the model,
these regionally characteristic patterns of behaviour
emerge. The model does generate periods between outbreaks
under northwestern Ontario conditions of 60 years and
Newfoundland has no outbreaks, unless triggered by dispersal.
This kind of validation is all the more convincing because
these regional differences were not known when the basic
model was developed.
We are now in the process of obtaining information
from Europe, where spruce budworm outbreaks are less intense
and occur more frequently than in North America. Again, the
expectation is that when the smaller, more scattered forest
areas and the European weather conditions are included in
the model, it will generate the observed phenomena. We
already know from preliminary tests that the model can
generate a distinct behaviour mode of moderate densities
and a shorter, 8 to 12 year frequency, similar to that in
Europe.
These three kinds of qualitative validation place more
rigorous demands upon the descriptive and predictive
capability of the model than would any effort to fit a
specific time series. Sy focusing on patterns in space
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and time it is feasible to mobilize the qualitative
information on a variety of behavioral modes associated
with various regional conditions and historical management
actions. It is this broad spectrum of qualitative matching
that established our degree of confidence in a model which
must explore policies that will inevitably move the system
into unfamiliar regions of behaviour.
The goal of validation for a strategic model is to
produce degrees of confidence that the user can subjectively
weigh, as he might weigh public opinion. But a minimum is
qualitative agreement of patterns of behaviour. A quanti-
tative fit to one set of space-time data is quite insufficient.
SII~LIFICATION AND COMPRESSION
Fable 5:
phase of
analysis
model.
The descriptive
applied systems
ends with the systems
Counterfable 5: The
descriptive phase of applied
systems analysis does not end
until the systems model has
been simplified for
understanding.
Even the most ruthlessly parsimonious and well validated
simulation model of an ecological system will be encumbered
with many non-linear functional relations and many state
variables. The explosive increase in the number of variables
when considering spatially heterogeneous systems presents the
"curse of dimensionality" in its more intractable form.
Compressions and simplifications therefore are essential,
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in part to encapsulate understanding, in part to facilitate
communication in the transfer process, and in part to exploit
the potential of optimization techniques which are as yet
unsuited to cope with non-linear stochastic systems of high
dimensionality.
A powerful approach to this essential stage is to take
a topological view of the system. This links the basic
qualitative behaviour to the number and interrelation of
equilibrium states. It focuses, as well, on our central
concern for ecological resilience and policy robustness.
Note that the model was not constructed with the initial
intent of generating multiple equilibria. Rather it was
based upon the detailed knowledge and data available in the
literature (particularly Morris, 1963) concerning specific
processes of survival, dispersal and reproduction. Never-
theless, multiple equilibria emerge as a consequence of the
interaction of these processes.
This is summarized in Figure 10, where the population
growth rate (the ratio of budworm population in generation
t + 1 to the population in generation t) is plotted against
density of budworm. These growth rate curves condense all
the reproduction and survival functions within the model.
As examples, when curves cross the horizontal "replacement" line
(representing zero net change in population) a stable or
unstable equilibrium results.
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The dip in the curve at low budworm densities is the
result of avian predators, augmented to a degree by
parasitism. rfuen the forest is an intermediate age a
lower stable equilibrium is introduced which persists
until forest conditions improve and that part of the curve
rises above the replacement line. An outbreak then inevitably
occurs. But an outbreak can also occur by "swamping the
predator-pit" through an influx of budworm from other areas.
The curves generated, for this example, do not include the
stochastic elements of weather which affect both survival
and dispersal. When these are included, we obtain a third
trigger for outbreak in the occurrence of warm, dry summers
which can raise a growth rate above the replacement line.
The highest density crossover point is introduced
largely through competition by budworm for foliage. Although
it is presented as a stable equilibrium in this figure it
is, in fact, unstable because of the response of trees. At
these high budworm densities defoliation is so heavy that
trees die and the forest collapses, taking the budworm with
it.
A more complete and succinct summary of these multiple
equilibria can be obtained by plotting all the equilibrium
points in a three-dimensional space representing condensed
forms of the three key variables--budworm, foliage condition
and branch density (Figure 11). This represents an equilibrium
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manifold of the kind found in topology and catastrophe
theory (Jones, 1976). The undercut portion of this fold
is introduced by the effect of avian predators. Such
representations provide a particularly revealing way of
interpreting outbreak behaviour. The temporal pattern of
the unmanaged system such as that shown earlier in Figure
7 can be understood by following the trajectory over this
manifold as shown.
These manifold representations prove to be very helpful
in condensing the simulation model. They are also a powerful
device for exploring the consequence of changes in key
processes or management approaches. As one example, a
manifold is shown in Figure 12 in which the foliage axis is
replaced by a predation intensity axis. When predation is
at the level occurring in nature (1 on the scale), the "pit"
responsible for the lower equilibrium is pronounced. But
as predation is relaxed, the pit gradually disappears along
with the reflexively folded character of the manifold.
Under such conditions the whole behaviour of the system is
different. A world is generated with a fairly immature
forest and moderate budworm densities that oscillate on an
8 to 12 year cycle. Since insecticides potentially can
affect avian predators directly through mortality or
indirectly by affecting food availability, the significance
of this result for management is obvious.
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These manifold representations are not only useful in
collapsing our understanding and providing a guide to key
research and management questions, but in addition they
provide a formal approach to define a small number of
distinct states of the system. The budworm/forest system
has eight such states which formally define various endemic,
threat, outbreak and post-outbreak states. The sojourn
within and between these states under various conditions
can be represented as a matrix of transition frequencies,
each of which has a particular benefit or cost attached to
it. Moreover, as Fiering (1974) points out, such a
representation also provides a succinct "back-of-the-
envelope" technique for the initial development of policies.
Finally, it has been possible by concentrating on
equilibrium conditions to capture the system characteristics
in a small set of differential equations (Ludwig, Jones and
Holling, 1977). Again the emphasis is on qualitative
behaviour and powerful analytic techniques that can more
definitively explore methods of spatial management designed
to achieve resilient systems.
Clearly if the descriptive part of the analysis stops
at the development of a simulation model, the clarity of
understanding needed for transfer and policy design is
seriously compromised.
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ATTITUDES TOWARDS THE UNKNOWN
Fable 6: Good policy design
relies upon concepts and
methodologies for the
rigorous treatment of the
known.
Counterfable 6: Good policy
design relies upon concepts
and methodologies for the
organized treatment of the
unknown, the missing and the
intentionally "left out."
Any useful analysis is based on an abstraction of reality.
Such analyses therefore will always be incomplete. Attempts
to "include everything" result in ambiguity, confusion, and
intractability. The irony is that the more rigorous and
organized the attempt to abstract a useful portion of reality
for analysis, the more tempting it is to presume that those
features left out of the analysis are unimportant. The more
effectively the known is analyzed, the more likely it is
that decisions will be based upon the analysis. But the
unknown cannot be ignored and any attempt to do so is bound
to end in the unpleasant surprises and policy failures
discussed earlier. For effective policy design, it is
therefore critically important to emphasize that what is
left out at each stage of the analysis is much more important
than what is kept in.
To use Walters' term, we must "look outward" from the
known to the unknown. If the bounding process
has been effectively accomplished then it should be clear,
at least, which known systems or known phenomena have been
-61-
intentionally left out. It is necessary to look outward to
regions connected through dispersal or transportation
processes to the managed region. Even the best of manage-
ment policies designed for one region can have unexpected
and disastrous consequences remote from that region. It
is necessary to look outward in time as well. The budworm
analysis explicitly focuses on a time horizon determined by
the slowest variable in the system, i.e., tree regeneration
and growth. It does not consider long-term evolutionary
changes which can trigger competitive shifts in tree species
composition. Similarly, short-term benefits of a management
policy might be followed later by unanticipated surprises
which, being unanticipated, become crises.
It is also necessary to look "upward" to those 'N + l'
level phenomena in which the detailed analysis is embedded.
In the budworm study we explicitly and correctly left out
an econometric model of the province and logging industry.
Yet, somehow, the policies designed must be evaluated within
an economic context. Finally, it is necessary to look to
the variety of known, uncertai~ or even hidden objectives
which might be affected by decisions of management.
The methodologies associated with the looking outward
approach are mentioned later when we touch on evaluation
issues. Now, it is the concept which is important: an
-62-
organized treatment of what is left out is the minimum
requirement for a strategy of creatively managing the
unknown.
OBJECTIVES IN POLICY DESIGN
Fable 7: Prescriptive
analysis should concentrate
upon realistic objectives.
Counterfable 7: Prescriptive
analysis should concentrate
upon a strategic range of
individually unrealistic
objectives.
The uncertainties and unknowns encountered in describing
an ecological system are almost trivial compared to the
ambiguities encountered in defining societal objectives.
The objectives which seem so clear at any moment can shift
dramatically, as testified to by the recent concern for
environmental issues. Moreover, as has been discovered by
the water resource planners in particular, even the best of
policy analyses can founder on initially unrecognized or
hidden public objectives. Since societal objectives are
hidden, ambiguous, conflicting, and otherwise indefinite,
the analyses rarely can accommodate them in a satisfactory
manner. Hence the analyses themselves become uncomfortable,
intrusive, and divisive issues of confrontation.
In response to this essential ambiguity of objectives,
we felt it essential to identify a strategic range of
alternative objectives containing a systematically defined
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spectrum of plausible and not-so-plausible management goals.
Any specific example drawn from that spectrum is considered
only a touchstone for the analysis and in no sense a
realistic or desired objective. The goal, therefore, is
not so much to define objectives which are realistic as to
define a strategic range which encompasses specific
objectives which may be sought by particular individuals.
At one extreme, the strategic range specifies the
classical sort of unconstrained, optimally "efficient"
objectives, for instance long-term maximization of expected
profits in the face of known stochastic factors. At the
other extreme, and equally unrealistic, are resilient and
robust objectives such as those explicitly seeking the
maintenance of dynamic variability. One end of the strategic
range thus emphasizes a fail-safe world; the latter one
which is safe in failure.
Table 2 lists eight strategically defined "touchstone"
objectives explored in the budworm analysis. A corresponding
range of policies was designed to achieve each of these
alternatives. In an iterative process involving evaluation
and comparison, these policies are now being modified,
combined and refined in a realistic policy design dialogue
with managers and specific interest groups.
TABLE 2:
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Examples of alternative objectives explored in the budworm
policy analysis.
1. Retain existing management approaches ("historical management").
2. Maximize long term profits to logging industry.
3. Maximize long term profits to logging industry without exceeding
present industrial capacity or operational constraints, and without
violating environmental standards regarding insecticide application
("constrained profit maximization").
4. Maximize long term profits to logging industry subject to constraints
of (2), simultaneously maximizing recreational potential of forest.
5. Minimize budworm densities.
6. Minimize budworm densities while eliminating insecticide applications
(e.g., replacing with methods of biological control and/or forest
management.
7. Transform the system's existing temporal variability into spatial
variability (i.e., develop a forest in which the budworm functions
as a forest manager and the essential dynamic interplay of natural
forces is retained)~
8. Eliminate all human intervention, both harvest and budworm control.
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MATHEMATICAL PROG~~IING AND OPTIMIZATION
Fable 8: The purpose of
mathematical programming
techniques is to generate
optimal policies for
management.
Counter fable 8: The purpose
of mathematical programming
techniques is to suggest
interesting starting points
for further development in an
iterative process of evaluation
and design.
Objectives--strategic or specific--specify goals. A
central issue of policy design is the identification of
management rules or acts (broadly, policies) which will
efficiently and effectively promote those goals. We could,
of course, seek to identify appropriate policies by simple
heuristic gaming with a dynamic descriptive model. This is
often a useful approach and almost always the best way to
begin. But except in the most trivially simple cases it
is a prohibitively slow, expensive, and inefficient way to
develop interesting, much less optimal, policies. The
number of possible policy formulations is so large that some
formal guidance is necessary to define interesting regions
in policy space. A variety of mathematical programming and
optimization techniques have been developed to provide such
guidance.
But as noted earlier, present mathematical programming
techniques are just not up to the task at hand. The high
dimensionality of ecological systems cripples dynamic
programming, while the essential ~onlinearities and
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stochasticities militate against such dimension-insensitive
techniques as linear programming and its variants. Drastic
simplification of the descriptive model is necessary to
obtain any of the benefits of mathematical programming,
yet with that simplification all guarantees of real world
optimality for the resulting policies are inevitably lost.
Our response to this dilemma has been to employ a
variety of mathematical programming techniques, not to
discover the optimal policy, but rather to generate
interesting probes into policy space--probes which can then
be employed in conjunction with the strategic range of
alternative objectives as starting points in an iterative
process of policy evaluation, modification and design.
In the budworm study, Winkler and Dantzig (Winkler,
1975) used dynamic programming to calculate age, foliage,
and budworm infestation conditions under which trees should
be sprayed with insecticide or harvested. They resolved
the dimensionality problem by viewing the forest as a
collection of single trees, and handled movement of budworm
between trees by assuming that the number of budworm leaving
a tree would be exactly balanced by the number arriving from
other trees. The analysis resulted in a set of management
rules "optimal" for the extreme objective of maximizing
long-term logging profits. These rules take the form of
- 67 -
policy "look-up" tables telling the manager what to do for
any possible condition of his forest (Figure 13).
It was essential to test the policies of the Winkler-
Dantzig optimization in the full descriptive model in order
to determine whether, in spite of the simplifications, it
still provided an interesting policy for further
investigation. The results were dramatic, as can be seen
in a comparison of Figures l4a and l4b. The historical
budworm outbreak is rapidly smothered and thereafter
prohibited by the Winkler-Dantzig policy, and very little
budworm-induced tree mortality occurs. But again, we
emphasize that this policy must be viewed as an unrealistic
but interesting starting point for further modifications,
and not as a "solution," optimal or otherwise, to the
problem. The potential of the modified Winkler-Dantzig
policy is still being explored. As one encouraging example
of this potential, the system behaviour shown in Figure l4c
was obtained from the policy rules, even after realistic
constraints were applied to limit annual tree harvest to
existing industrial capacity, to force spraying in large
economical blocks rather than on a tree-by-tree basis, and
to limit insecticide dosages to those permitted by
legislation.
Because each formal technique of optimization forces
different compromises we are also developing and applying
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FIGURE 13: Representative policy tables generated by the Wink1er-Dantzig
optimization. A separate table is provided for each age of
tree (or, in practice, age of stand). The table tells what
management act should optimally be applied to the tree as a
function of the tree's present complement of foliage (FT) an~
its resident budworm egg density (here plotted as 19ED).
Available management options are to do nothing, to spray,
and to harvest or log the tree.
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Figure 14: Behaviour of the budworm descriptive simulation under
historical and Winkler-Dantzig management rules.
a· HISTORICAL MANAGEMENT
1· 0
o 50
b· UNCONSTRAINED WINKLER-DANTZIG MANAGEMENT
1·0
, _' '. branch densi ty
" '" /, ."'- index
: ",,, ~ / ~ ,!
\."" - -- ' .... .,~ I., " - - -
.~.... -=-_--;~__........_ ..-.density of budworm
o 50 10YEAR
c· CONSTRAINED WINKLER-DANTZIG MANAGEMENT
1· 0
~- ,
.,"--/~ 0 , ••:' ......... branch density
',,' ',, __ ttl'" ....... "" index
densi ty of budworm
o 50 100 YEAR
Labelling conventions are the same as for Figure 7. 'Historical' management
rules are approximately those in use in 1970; 'Unconstrained Winkler-Dantzig'
rules seek to maximize long term profits, but with no operational or capacity
constraints; 'Constrained Winkler-Dantzig' rules introduce realistic constraints
on industrial capacity and permissible levels of insecticide application.
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other methodologies. One of the more promising has been
termed fixed-form control law optimization. In this approach,
the functional form of the control law is guessed, utilizing
available understanding of the causal mechanisms determining
system behaviour. Gradient search techniques are then
employed to optimize the parameters of the function for a
given objective function. Another guess is then taken and
the process continues until sufficiently interesting policies
are generated. The grea"t advantage of this approach is that
it can cope with a much higher dimensionality than can
dynamic programming. Results from this work are reported
at length in Baskerville et al. (1976). In addition, Fiering
and his colleagues at Harvard University are exploring
optimization techniques which deal explicitly with spatial
pattern by applying quadratic programming approaches to a
simplified Markov compression of the dynamic descriptive
model.
By insisting on a strategic range of alternative
ojectives and using a variety of optimization techniques
to identify interesting policies, a rich menu of prescriptions
can be defined, each of which then requires systematic
evaluation.
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THE EVALUATION PROCESS
Fable 9: The goal of
evaluation is to rank alter-
native policies, usually by
means of an objective or
utility function.
Counterfable 9: The goal of
evaluation is to compare and
contrast alternative policies
in terms meaningful to the
policy designer.
Ranking implies a given set of policies, one of which
must be chosen as "best" with respect to a given objective.
The evaluation process properly includes such questions of
choice but has a substantially broader scope. Our ultimate
goal is creative design, and for this we require a rich
and meaningful language to describe observed and desired
policy performance. The "language" employed up to this
point has been simply the state variables of the dynamic
descriptive model. But socially relevant and responsible
evaluations cannot be based upon state variables alone.
Rather, we require a broader set of indicators relevant to
those who make, and those who endure, the ultimate policy
decisions. Further, it is necessary to transform the state
variables into indicators in a way that explicitly reflects
what has been left out and what remains unknown in the
analysis, so that meaningful "handles" can be provided for
the integration of other intuition, experience, and
expertise available to the user.
The initial step is to develop two comprehensive
classes of indicators, one focusing upon the immediate
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concerns of policy designers, the other on broader questions
of policy resilience and robustness.
The first set of indicators is reasonably easy to
generate, and can often be partitioned into categories of
the sort shown in Table 3. At an early stage in the
evaluation, a decision maker can choose the particular
indicators which interest him and examine the time behaviour
of each. There are rigorous techniques for comparing
alternative pOlicies through their patterns of indicator
behaviour, and we will touch on these below. Often, however,
visual inspection of the indicator graphs is sufficient to
show that one policy alternative completely dominates
another. This is clearly the case, for instance, when the
constrained Winkler-Dantzig forest management policy (Figure
16) is compared to historical budworm management (Figure 15).
Even more important, some of the original policy "touchstones"
are likely to exhibit obviously desirable behaviour in a
few indicators and indifferent or undesirable behaviour in
others. By heuristically modifying the initial policy rules
it is often possible to combine the best aspects of several
policies into a composite design which satisfies most of
our objectives.
The generation and examination of indicators of the
known are only one part of the evaluation process, however.
TABLE 3:
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Examples of indicators of known interest generated by the model.
Socioeconomic Indicators
1. Profits to the logging industry.
2. Profits as a proportion of total sales.
3. Cost per unit volume of harvested wood.
4. Cost.of insecticide spraying.
5. Employment rate reflecting proportion of mill capacity utilized.
Resource Indicators
L Volume of wood in trees older than 20 years.
2. Volume of wood in trees older than 50 years.
3. Volume of wood harvested.
4. Proportion of total volume harvested.
5. Volume of wood killed by budworm.
6. Mill capac! ty.
Environmental Indicators
1. Damage due to visible defoliation.
2. Logging damage.
3. Age class diversity of the forest.
4. Recreational potential.
5. Insecticide impact in terms of fraction of province sprayed.
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FIGURE 15: Evaluation indicators under historical budworm management.
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In order to determine the resilience and robustness of
policies it is necessary to assess their sensitivity to the
unknown as well. One predominant type of unknown concerns
uncertain objectives and our uncertain ability to success-
fully impose intended management acts. The previously
developed indicator streams for each policy must be
re-evaluated in terms of such questions as "what will
happen if policies fall short or fail completely," "how
hard will it be to change objectives or return to a pre-
policy situation after the policy is initiated." The
exact form of the "policy failure" questions will change
from case to case, but the issue itself is increasingly
important.
In the budworm problem, for instance, a policy of
insecticide application was adopted in the 1950s to protect
foliage and has tended to accomplish that goal. But 25
years of such "success" has left the province in a position
where any cessation of spraying would lead to catastrophic
outbreak affecting much larger areas thanL~ose historically
devastated by the unmanaged budworm. With insecticide
costs spiraling upward and increasing concern over health
and environmental impacts of spraying, the decision makers
are stranded in an impossible position with no easy options
left. This sort of "option foreclosure" (Walters, 1975)
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surprise can and should be avoided by policy evaluation
procedures.
Another important class of resilience/robustness
problems concerns unknowns and uncertainties in system
structure. Many of these issues can be dealt with if
system description has focused on developing a topological
view of system behaviour and, particularly, of equilibrium
properties (cf. earlier discussion under "Simplification
and Compression"). It is the number, kind and size of
stability regions which determine qualitative behaviour.
Shifts in qualitative behaviour have similar impact on
social, economic and environmental benefits. Hence, by
systematically testing the sensitivity of each policy to
shifts in number and position of stability regions, measures
of systems resilience emerge. And the point is not of
simple theoretical interest. For example, in the Province
of Quebec it recently has been observed that budworm parasite
densities have increased to unexpectedly high levels. Such
acute parasitism would shift the upper equilibrium of the
budworm recruitment function. As a test, such a qualitative
shift was introduced into the model, and led to sustained
semi-outbreak behaviour over a wide range of conditions.
The parasitism issue was thereby identified as qualitatively
important, and steps are now underway to introduce a
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parasite component explicitly into the model. But the main
point is that new and unexpected processes can appear,
perhaps because of management. Tests of topological
sensitivity provide a way to evaluate the relative resilience
of alternative policies to this class of unknowns.
A comprehensive array of indicators is essential for
good policy evaluation. But the more extensive the array
and the greater the number of policy alternatives to be
compared, the greater the danger of losing meaning in the
wealth of numerical detail. For complex evaluation problems
some systematic approach to indicator compression is equally
essential. A number of concepts and techniques for
compression in multiple attribute problems are available
from the field of decision analysis, and Bell (1975b) has
brought the more useful of these to bear on the budworm
policy design problem.
By far the greatest conceptual and methodological
difficulties are encountered in attempts to compress
indicators over time. The first inclination is to employ
variously weighted time averages of the indicators: means,
discounted sums and so forth. But any such time averaging
scheme implies a particular attitude towards intertemporal
tradeoffs through which we are willing to relate the future
to the present, and the ranking of policy alternatives is
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exceedingly sensitive to the precise nature of the attitude
adopted. Clark and Bell (1976) have argued that standard
market-based discounting rates are completely inapplicable
to cases of ecological policy design and recommend instead
an explicit evaluation of decision makers' (and, again,
decision endurers') intertemporal tradeoff functions. The
issue is critical and in urgent need of further study.
Even when the problem of absolute temporal compression
can be resolved, however, there remains the important but
generally ignored issue of local time patterns. Patterns
of temporal variability are at least as significant as those
of spatial variability and diversity in ecological and social
systems, yet such patterns are inevitably lost in temporal
indicator compressions. Bell (1975a) has developed new
techniques for addressing this problem and applied them to
the budworrn policy design problem.
Finally, regardless of what techniques are adopted,
compression is a means and not an end. Each step of
compression is justified only to the extent that it truly
clarifies the problems of design and choice, rather than
merely simplifying them. Most compressions will properly
end with the indicator array still somewhat disaggregate.
The single valued utility or objective function is rarely
a useful goal for the evaluation process.
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COMMUNICATION, TRANSFER AND IMPLEr1ENTATION
Fable 10: A focus on
generality and transfer-
ability lays sufficient
groundwork for policy
implementation.
Counterfable 10: A focus on
generality and transferability
is necessary for implementation,
but must be complemented by a
vigorous involvement of users
in the design process.
We have emphasized throughout the necessity of policy
design transferable to a wide variety of situations. This
has been our prime motivation and justification for focusing
on generality at all stages of the analysis. There are
numerous advantages to this approach, but it has serious
shortcomings with respect to implementation.
For implementation decisions are made in specific
circumstances, not general ones. Decisions are shaped by
regional constraints, by particular institutional structures,
and by unique personalities. A focus on generality sets
the stage for implementation but unless followed by effective
application to specific situations, the analysis can become
simply an academic curiosity.
Hence, close working ties have been maintained with
potential policy makers throughout the design process.
Three levels of transfer and implementation are presently
being explored--one involving federal and provincial agencies
in New Brunswick, one involving key institutions within the
larger group of provinces and states affected (particularly
Ontario, Quebec, New Brunswick, Newfoundland and Maine),
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and one involving other countries in Europe and Japan faced
with similar problems. In each case the goal is not to
recommend a unique policy, but rather to transfer the
concepts, modeling and evaluation techniques and a menu of
alternative policy touchstones into the hands of those
responsible for and affected by decisions.
The emphasis throughout has been on information
packages, communication techniques, and transfer workshops
which can be understood, controlled and modified by the
decision maker. For example, a series of integrated
audiovisual packages has been prepared (Bunnell and Tait,
1974; Bunnell, 1976) to communicate as succinctly and
meaningfully as possible the features of the problem, the
form and philosophy of the models and the consequences of
different policies (Figure 17). These are not a public
relations exercise, but rather reflect our conviction that
the creative communication of inherently complex ideas,
stripped of their protective jargon, is as essential and
challenging a part of policy design as the analysis itself.
Responsible judgment by the decision maker requires under-
standing, not necessarily "belief," of the analysis. If
this understanding cannot be conveyed, the analyst subverts
the decision maker's role with no accountability for the
results.
FIGURE 17:
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A series of integrated audiovisual packages, employing projection
slides of the sort shown above, has been developed to facilitate
communication and implementation of the policy analysis.
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In a similar but more technical vein, graphical techniques
("nomograms"} have been developed which allow visual evaluation
of alternative policies via a kind of management slide rule
(Peterman,1975}. Each nomogram is constructed from a large
number of model simulations of different policies. The
resulting display shows the effect of various intensities of
cutting or spraying on a set of policy indicators selected
by the user. These are presented as contour surfaces on
which the manager can explore the consequences of different
acts, add political and other constraints, identify tradeoffs,
and begin to evolve realistic compromise policies (Figure 18).
Done jointly with a number of interest groups this becomes
a powerful instrument for constructive dialogue and even
conflict resolution. Nomogram approaches are discussed in
greater detail in the paper immediately following this.
Finally, a number of workshops focusing on transfer
and implementation have already been completed: one for
government and industry scientists, managers and policy
people across Canada, one for scientists and provincial
managers in New Brunswick, two for policy people from
Ontario, Quebec, the Maritime Provinces and Maine, and one
for public, industry and government groups in Maine. A
similar workshops will be held for groups in Europe and
Japan faced with similar agricultural or forest pest
FIGURE IS:
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A typical "nomogram" of the sort used in policy design
dialogues with managers. (From Peterman 1977 ) All
axes are the same, representing two management acts
which can be implemented at different levels.
'Harvest Age' is the age at which a tree (or stand) will
be cut; and 'Hazard Index' is an aggregate measure of
insect density and defoliation stress above which
insecticide spraying is initiated. Each graph repre-
sents a single evaluation indicator of the sort shown
in Figures 15 and 16. Each point in the "policy space"
of a given graph is the average value taken by that
indicator when the system is run under the corresponding
management rules. Any proposed combination of acts can
be graphically evaluated by placing the cross hairs at
the appropriate level and examining the contour value
where they intersect in policy space. By sliding the
hairs about, aggregate maxima and minima of the contour
surfaces can be discovered.
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problems under the auspices of the International Institute
for Applied Systems Analysis.
If our purpose had been to develop an analysis destined
for academic journals, we could have completed the exercise
within months. But by continually emphasizing the need
for test and transfer of ~hese new techniques of ecological
policy design, the problem has demanded a much more extensive
effort to communicate, modify and adapt to users in a variety
of situations. By so doing, a rare opportunity has emerged
to develop a cross-comparison of institutional and decision
environments in different situations. Howard Raiffa and
his colleagues at Harvard have undertaken just such a cross-
comparison between New Brunswick and Maine with the potential
of expanding this to other regions of North America and
Europe. That in itself is a long-term project but one that
is a minimum requirement if we are to capitalize on the
full potential of the study to date. Only by adding those
key concerns for institutional arrangements can we gain the
experience and confidence necessary for a science of
ecological policy design.
SUMMARY AND CONCLUSIONS
Ultrafable: We now have all the answers.
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THE BUDWORM SITE MODEL
Dixon D. Jones
GENERAL
The budworm case study is part of a continuing
program designed to develop, test, and implement new
concepts and methodologies for resource and environmental
management. The objective of this program is to link
various descriptive techniques of ecological modeling
with prescriptive techniques such as policy design,
optimization, policy evaluation, and decision theory.
Many details, particularly regarding policy, can be found
in Holling et al. (1977) and Holling, Jones, and Clark
(1976) •
A pxerequisite for analyzing the budworm/forest system
was the development of a well validated simulation model
that could be used as a laboratory world to aid in the
design and evaluation of alternative policies. To be
useful, that laboratory world must capture the essential
qualitative behaviour of the real system in both space and
time. Extensive data on budworm, fores~ and economic
interrelations that permit both model construction and
validation have been collected by Environment Canada over
the past 30 years. There are, inevitably, many missing
elements, but this in fact contributes to the scope of
this case study.
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The full simulation model has a spatial scale of
25,850 square miles, subdivided into 393 sites of 65.8
square miles. Each of these sites uses the same program
module referred to as the Site Model. The site model can
also be utilized as a stand-alone entity to explore most
of the full model's behaviour. It also provides a useful
tool for screening trial policies.
This paper gives a brief description of the mechanisms
and functions employed in the Spruce Budworm Site Model.
The overall model structure is shown in Figure 1. The
principal elements are a budworm survival submodel and a
forest response submodel which work in parallel. Attached
to each submodel is a control policy input. These controls
can assume a wide range of forms and will be described in
a separate document. This report considers only the part
of the model contained within the dashed-line box of
Figure 1.
The full model processes this module once for each
site each year. Adult dispersal then intermixes the
insect populations between sites. As a stand-alone entity
the site model can approximate inter-site dispersal in a
way that reveals some major limiting cases.
The next level of detail (Figure 2) links the major
processes of the budworm and forest cycles. As this is a
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FIGURE 1: Organization of the full budworm model. This document
concerns the site model contained within the dashed box.
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FIGURE 2: Expanded view of the Budworm Site Model showing
the interactions between the forest and insect processes
throughout one year.
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cycle, it can begin and end at any convenient point. In
the site model we choose to begin each "year" at the start
of the large larval stage (Instar III). At this time the
third instars have emerged and the new spring foliage has
just developed. Note, ho~~ver, tr~t the full model begins
and ends each year at the egg stage. This is primarily
to aid in establishing initial conditions from field data
for validation. It should be clear from Figure 2 that the
starting point is arbitrary.
The forest and budworm submodels are described in the
next two sections. The forest submodel is treated first
to establish some definitions that will be needed in the
budworm section.
This report is meant to describe what the model is
rather than why or how it came to be. Those more detailed
issues are placed in a separate technical appendix (to
appear). Appendix A of this report gives a summary of
the model equations (sufficient to reconstruct the model
in the absence of the actual computer listing). Appendix B
is a functionally organized glossary of terms used in the
model. The sYmbols used in the test of this report are
not the FORTRAN names of the computer programme; however,
both versions are equated in the glossary.
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FOREST RESPONSE
Introduction
The literature provides little guidance for
constructing forest growth models for large areas. There
has been considerable work on the growth characteristics
of individual trees, but forest growth on a 42,100 acre
site forces certain compromises with realism. The first
such compromise is the assumption that the land within any
site can be classified as being capable or not capable of
supporting susceptible host species. In New Brunswick the
susceptible host species are primarily balsam fir, white
and red spruce. Because of needle morphology and timing
of foliage production, black spruce is not an important
host of spruce budworm. The proportion of the land on
which susceptible host species grow (balsam fir, white and
red spruce), though unique for each site, is considered
fixed through time. This proportion is denoted as Pa (PHOST).
Within the fraction of the site that is host (PH)' we
further characterize land according to age class of tree
upon it. Age class as used in this model is not necessarily
the chronological age but is used as a surrogate for tree
developmental state. That is, trees of age class one are
the understory trees at the time of overstory removal.
These trees may in fact be older than 20 years but have
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been kept suppressed by overstory shading. Year zero then
becomes the year when these trees are "released" to develop
as the primary trees on tleir piece of land.
In this model we do not operate with the number of
trees but rather with the fraction of land area occupied
by trees of a specific age class. No explicit assumptions
are made concerning the spatial arrangement of these age
class areas. At one extreme susceptible/non-susceptible
areas and age classes are completely mixed. At the other
extreme each type of area is a contiguous subregion of the
site. The model does not distinguish these extremes. The
model parameters define an implicit spatial distribution
that is characteristic for sites in New Brunswick. An
explicit statement of what this distribution is and the
effects of changing it will require a supplementary stand
model using a much finer spatial resolution.
Tree Age Structure and Growth
The forest model used does not deal explicitly with
trees, but rather with the total proportion of land
associated with each age class. A schematic description
is illustrated in Figure 3. Suppose that on a given plot
of land there are some host trees one year old, some two
years old, some three years old and some land with no host
trees at all. The natural mix of these types of land might
-98-
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FIGURE 3: Schematic view of the forest variable (see text).
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be something as shown in (a). Rather than count the number
of trees in each age class, we subdivide the land into
areas associated with each age class. We have done this in
(b) by dividing the plot into several polygons, each
containing only one age class. In the limit we may have
to draw polygons around individual trees, or, as is more
likely, around small groups of trees of the same age. The
basic simplification concerns the overlap of inter-crown
mixing between age classes. We assume this effect is small
and is uniform for any pair of neighboring age classes.
We now add all polygons of age class one and call its
fraction of all host land Tl . We do the same for age
classes two and three to give T2 and T3 . The aggregate is
a tree age vector, or histogram as shown in (c). This
rearrangement aids in visualization of the bookkeeping
procedures, but it does not imply that the actual forest
is operating as single age stands.
The budworm model uses not 3 but 75 age classes. The
vector element Ti is the proportion of host land in age
class i. The last age class, T75 , is the proportion of host
land belonging to age class 75 plus all older age groups.
The tree age vector is normalized so that each element, T.,
1
is the proportion of host-covered land rather than the
proportion of all land. That is, ET. = 1 and not PH
1 •
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Once each simulated yea~ the value in compartment Ti
is advanced into the compartment Ti +l . Compartment T75 is
not advanced but accumulates quantities from T74 . In addition
to ageing, land can be removed from compartment Ti through
mortality to the i th age class. There are three forms of
mortality: logging, budworm induced and "natural."
Natural mortality affects only T75 at a rate of 2.37% per
annum.
\ihen trees are removed for any reason, that portion
of land is reallocated to compartment TI . Thus, total
mortality equals yearly regeneration. A diagram of the
bookkeeping procedure for tree age classes is shown in
Figure 4. We assume that all land has an understory
(equivalent to TI type trees) that is released whenever
the older trees are removed. We also assume that the
understory is not affected differently by different
mortality agents (logging, budworm, or old age). However,
it would not be difficult to change this assumption and,
for instance, revert logged land back to a younger age
class than budworm damaged land. We have not yet defined
precisely what a "year-one" tree is. tie do this in the
next section.
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Branch Surface Area as Real Estate
Trees have two principal features that are important
to budworm. First, the trees have foliage. By this we mean
the green needles that serve as food and oviposition sites
for budworm. The second feature of importance is the
surface area of branches that serve as budworm habitat.
Branch surface area is the real estate upon which budworm
reside, while foliage is the food they eat. Note that
these terms differ from those used in the field measure-
ments. The field measure of~oliage surface ared'we here
call branch surface area to distinguish it from foliage as
a food resource.
The field measure of insect density is the number of
individuals per ten square feet of branch surface area.
A description of the standardization of this measure is
given in Morris (1955). For the model we define the symbol
tsf as the unit of branch surface area. The amount of
branch surface area per acre for trees of age class i is
0i. The values of 0i are plotted in Figure 5. Because age
group T75 contains trees older than 75 years we have set
075 equal to the extrapolated level for 80 year old trees.
It is surface area that establishes the definition for
age class one. An acre of age class one will contain 8750
square feet of branch surface area. Regeneration establishes
trees with this branch density.
I
I
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FIGURE 5: Brach Surface Area. The contribution of surface
area i, ~en square feet/acre as a function of tree age.
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The total branch area per acre for all age classes is:
75L (10 ·To (tsf/acre).
i=l ~ ~
(1)
The surface area of importance to budworm is that on the
trees of susceptible age--older than age class 21. That is,
75
SA = I (10· To (2)
i=22 ~ ~
For most purposes it is convenient to use a relative
measure of surface area defined as:
SAR = SA/24000. (3)
SAR is an index of branch density and has a maximum value
of approximately 1.0 under normal conditions although its
absolute maximum is 1.23 when all trees are in T75 • The
total susceptible surface area (in units of tsf) on a site
is
SA· (42100 acres)·PH •
Foliage as Food
The word "foliage" often refers to both the wooden
branches and the green needles. In this model, foliage
refers only to the green needles. We assume that each unit
of branch surface area SA has the same quantity of needles
regardless of the age of the tree. Foliaqe is an average
value representing conditions on the whole site.
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Balsam fir retains its needles approximately eight
years. To model all eight year classes would be an
unnecessary computational burden. Because the budworm
specifically prefers the new, first year foliage, it is
necessary to distinguish this class from the older foliage.
We therefore use two components of foliage:
Fl current, new foliage/tsf
F2 = all older foliage/tsf
and FT Fl + F2 = total foliage. (4)
Rather than deal with a particular physical aspect of
foliage (i.e., weight, volume, calories, etc.), we define
an artificial foliage measure--the foliage unit (f.u.). A
foliage unit is that quantity of new foliage found on ten
square feet (tsf) of surface area when no budworm are
present. That is, without budworm, Fl = 1.0 f.u.
New foliage constitutes 26%, by weight, of the total
foliage (Baskerville, pers. corom.). Therefore the nominal
foliage levels are:
Fl = l.Of.u.
F2 = 2.8 f.u.
FT = 3.8f.u. (5)
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Large larval feeding removes a quantity DEFl and DEF2
of new and old foliage, respectively. Total defoliation
is DEF DEF l + DEF2 · The remaining foliage is F~~
F* = Fl - DEFl1
F* F2 - DEF22
F* F* + F* (6)T 1 2
These foliage levels remain until "winter." At that
point tree mortality is applied (see below) and surviving
trees are aged one year. Foliage is an average for all trees
and must be compensated for the loss of the severely defoliated
trees that have died. We assume that the foliage levels are
lower on the trees that died than the ones that lived. If
F~ is the average for living and dying trees, then
~
F'!' = F~*
~ ~
(7)
where F~* = Foliage level on trees that survive
~
F i
d
= Foliage level on trees that die
.~ Fraction of susceptible trees that live.
Next, we assume,
F. d = <5 • F'!'*
~ ~ (8)
where <5 is a constant. Its working value is taken as 0.5.
Thus,
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(9)
(Strictly speaking, RL could be weighted by the surface
area of the surviving trees.)
Foliage levels at the end of "winter" are FI* and
Fi*' At this time the previous year's new foliage becomes
old foliage, some old foliage is lost, and a crop of new
foliage is generated. A schematic diagram is in Figure 6.
This process can be modeled in the framework of "survivals."
First, the photosynthetic assimulation rate, A, is assumed
proportional to the total foliage. For A scaled between
o and 1.0 we have
A = const. F~* 1~ • FT* . (10 )
The amount of new foliage generated is proportional to A:
The fraction of Fi* that survives to old foliage is
1.0 - 0.04 • Fi*
Fi* survival is (see Figure 7)
SF = (3.17 - 2.51 • A) • A
2
The crop of old foliage for year t+l is
(11)
(12)
(13)
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F'2
(14)
The derivation of equations (10-14) is given in a separate
technical appendix.
The foliage levels (11) and (14) apply to the surface
area recovering from past defoliation. Additionall~there
is a fresh quantity of surface area, SAZl ' which is entering
the susceptible age range and which carries a full comple-
ment of foliage. The final foliage levels are the weighted
averages of this contribution:
SAZl·(l.O) + SA· (FO)
SAZI + SA
SAZl ·(2.8) + SA· (Fi)
SAZI + SA
(15 )
Budworm Induced Tree Mortality
Tree mortality caused by budworm defoliation is not
instantaneous. Typically, four years of relatively severe
defoliation are required for noticeable levels of tree
mortality. Severe defoliation means removal of nearly all
new foliage. In reality, a complex of many physiological
factors leads to the weakening of trees and their subsequent
demise. In our model we assume that the "true" tree stress
is correlated with the remaining foliage stock. Therefore,
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we use Fi as an index of physiological state and define
stress, Saw' as a function of this index. Mortality for
any stress level is not the same for all age classes. We
define an age specific susceptibility factor, ~i' that
reduces the effective mortality on the younger age classes.
The mortality rate applied to age class i is then
(16)
where
Equation 17 is illustrated in Figure 8. An iterative
investigation of this function in the context of the site
model indicated that SO' the maximum stress level, should
have a value of about 0.75. The susceptibility factor, ~. ,
J.
is shown in Figure 9. Susceptibility drops linearly for
less mature trees; trees of intermediate age are half as
susceptible as the oldest age class. Trees less than 22
years are not susceptible at all as they do not allow
successful overwintering of small larvae.
As mentioned above, tree acreage that is removed
because of budworm-induced mortality is replaced as age
class one. The total amount of regeneration is
Regeneration
mortality
75
l T. • MJ.' •
1"22 J.
following budworm-induced
(18)
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Branch Surface Area Reduction
When a tree has been heavily stressed by defoliation
it does not die as a single unit. At high levels of stress,
but prior to actual mortality, entire branches and tree
sections lose their ability to support new foliage. lv.hen
this happens those tree areas are removed as potential
locations for budworm population development. We therefore
must reduce the branch surface area, SA, as defoliation
accumulates.
We assume that the relationship between branch area
reduction and accumulated tree stress is similar to the
relationship leading to tree mortality. The difference,
of course, is that branch area reduction occurs prior to
mortality. The function used in the model is:
RSA = SA reduction factor
0:: 2 • SBW •
We restrict this factor to RSA ~ 0.8.
We also apply the age susceptibility factor ~i to
surface area. The total surface area becomes
(19)
SA
75
0:: L
i=22
a. •
~
(20)
Tree mortality and branch surface area loss occur
continuously throughout the year. However, for convenience
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in our model we consolidate these processes and update the
tree age classes ~t one specific time each year. We choose
that time as "winter"; during the small larval stage. This
sequence implicitly assumes that females cannot distinguish
oviposition sites that are "healthy" from those that are
about to be removed through tree mortality. ThUS, eggs
are laid evenly on all foliage and when surface area is lost
egg density does not change, though the total of eggs per site
is reduced.
BUDWORM SURVIVAL
Introduction
This section describes how the life cycle of the
spruce budworm has been modeled. The style is principally
descriptive; explicit enumeration of the equations used can
be found in Appendix A. Details on the rationale for
developing the present forms are given in a separate
technical appendix.
To a major extent the formulation used here parallels
that given in the budworm monograph (Morris, 1963). Principal
life stages are modeled in such a way as to reflect the main
influences described in that reference. Additiona11~ the
survival level of each life stage in the model has been
scaled independently so that its characteristic magnitude
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is approximately that given in the monograph. For example,
during the outbreak in the late 1950s pupal survival was
found to average 0.66. The parameters of pupal survival
in the model have been adjusted so that during outbreaks
it too approximately averages this value.
As is illustrated in Figure 2 the budworm cycle can
be started at any convenient point. We shall find it useful
to begin our descriptions with the large larval stage,
that is Instars III-VI. During this stage the majority
of significant processes occurs and this particular life
stage also contributes critically to the overall dynamics
of the budworm/forest system. This stage produces the
defoliation that affects the forest itself. Feeding levels
here set the nutritional conditions that control many of
the later processes through the adult and egg-laying
periods. It is the large larvae that are subject to the
important bird predation. Also, this stage is the target
for insecticide spraying.
Morris (1963) found that the large larval stage was
statistically the most important with respect to variation
in population levels. A functional analysis shows that
this stage also governs the dynamic behaviour of the
budworm/forest system.
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Feeding by Large Larvae
Budworm preferentially consume new foliage, but they
will consume old foliage if populations are high. The
feeding response functions used in the model incorporate
the competitive saturation effect of large budworm numbers
on a finite food resource. We let dO be the maximum foliage
consumption rate for an individual large larva during the
feeding season. This value is set at dO = 0.0074 foliage
units consumed per season. Note that at this feeding rate
a budworm density of 135 larvae/tsf would remove all the
new foliage, and a density of 513 larvae/tsf would remove
all the new plus all the old foliage. This rate is not
realistic at high population densities because of the
competition between individuals. We therefore define a
value d l as the actual amount of new foliage eaten
per individual per season.
A standard competition function is used:
(21)
where NL is the density of large larvae per tsf. The
relative consumption rate is DRl = dl/dO' This function
is illustrated in Figure 10 for ten levels of Fl'
The difference between the actual new foliage
consumption, dl , and the maximum desired, dO' is the
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FIGURE 10: New foliage ration. Amount of new foliage eaten per
larva relative to the maximum possible as a function of larval
density and available new foliage.
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residual "demand" for old foliage. Larvae attempt to
satisfy this demand by feeding on old foliage through a
function analogous to equation (21). The total consumption
(relative to the maximum dO) is
DR = DRI + DR2.
This function is illustrated in Figure 11 for ten levels
of FT.
The consumption of each foliage type times the large
larval density is the amount of that foliage type removed
per ten square feet of branch surface area. This consumed
foliage is subtracted from the foliage stock. Foliage
levels in the defoliated state are indicated by the
superscript "." (e.g., Ft = Fl - DEFl ).
Survival of Large Larvae
We consider four major processes affecting the survival
of large larvae:
(1) food limitation
(2) weather
(i) through the intermediary of disease
(ii) through other related factors
(3) parasitism
(4) predation.
jtxJ.
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First, the effects of food limitation are modeled by
assuming that survival is proportional to the average amount
of food consumed. Second, the effects of weather are assumed
to affect overall survival through an aggregate weather
factor, WF • We use a three level weather index: 1, 2, and
3. Weather 1 represents generally cool and damp summers;
Weather 3 represents warm and dry. Weather class 2 is the
long-term average; its weather factor is 1.0. Survival
factors for other weathers are relative to this average
value. When the weather class is 1, the weather factor is
0.76; for class 3 it is 1.29.
The rate of parasitism is a decreasing function of
larval density. The maximum value is 40% at low densities
and decreases exponentially such that at 230 larvae/taf
parasitism is only 20%.
Parasitism = 0.4 e-· 003 •NL •
The survival from parasitism is thus
SL = survival from parasites
= 1 - 0.4 e-· 003 •NL . (22)
The combined survival leading to sixth instar larvae is
SL = Survival to !nstar VI
(23)
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The scaling parameter kL is set at 0.425. This function
is illustrated in Figure 12 for various levels of initial
foliage. Figure 13 shows the range of this survival for
each weather class when FT = 3.B.
The derivation of the predation function has been
covered extensively elsewhere (Holling, 1976). Predation
is limited to birds feeding on sixth instar larvae. The
net survival for large larvae is
(24)
This survival is shown in Figure 14. This figure differs
from Figure 12 only by addition of predation.
The density of pupae resulting from these processes
is given by
(25)
Insecticide spraying of large larvae reduces the density
of N6 larvae but does not otherwise change the rate of
survival SL.
During the large larval stage many mortality factors
are set in motion that are not realized until the budworm
are pupae. This effect correlates the survival of pupae
with the survival of large largae. The function used is
-123-
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FIGURE 12: Larve larval survival. Survival from Instar III
to VI (before predation) for different amounts of available
foliage and average weather (2).
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weather and various levels of available foliage.
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(26)
where ~ and Bp are constants. The density of adults is
It is the density of females rather than adults that
is important in determining the subsequent egg density.
The sex ratio is variable though no specific mechanisms
are specified in the model. We use instead a statistically
derived regression of the proportion of females as a
function of pupal survival:
PF proportion of females
= ~F + BpF • Sp ,
where ApF and BpF are constants.
(28)
Fecundity
We assume that female fecundity is determined by the
amount of food consumed by the large larvae. Fecundity
has been shown to be a linear function of the size of the
pupal case. We retain this relationship and assume that
pupal size is proportional to the cube root of larval
weight. We do not know the conversion efficiency of
foliage into larval weight but assume it to be linear
with foOd consumption. The weight versus foliage
consumption equation is
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WGT weight of pupae (relative units)
= ~l . DRI + ~2 • DR2 + BF (29)
where ~l = 34.1, ~2 = 24.9, BF -3.4.
The fecundity regression equation in terms of pupal case
size, x, is
FEe fecundity
= 165.64 . x - 328.52.
We substitute the cube root of pupal weight to get
FEC = 165.64 (WGT}1/3 - 328.52. (30)
This equation is shown in Figure 15 for various levels of
initial foliage. Fecundity is restricted to be greater
than 40 eggs per female. If nutrition were so low as to
produce fewer than 40 egg~ the pupae would not have
survived.
At this point we have a potential density of eggs
generated by the population of budworm on the site. This
egg density is
FEC . SF . NF = FEC . P . S . NF F A (31)
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where SF is the survival of females (equal to 1.0). This
egg density is plotted against initial larval density for
several values of foliage in Figure 16.
Egg Dispersal
It is convenient to think of eggs migrating rather
than adults, as an individual female will deposit some of
her eggs on the site and remove some to other locations.
The number remaining on the site depends upon the mobility
of the female that is in turn governed by the weight of
egg mass she is carrying. Thus when fecundity is high the
fraction of eggs migrating is low. The form used is given
as
fraction of eggs migrating off site
1.1 = FEe/200
with the constraints:
0.35 ~ FMIG ~ 0.90.
The form of this function is shown in Figure 17. This
(32)
function separates the eggs generated, eg , into those that
stay on the site and those that migrate off.
When the site model is used as a stand-alone entity
the dispersal characteristics of the full simulation
can only be approximated. The discrepancy between the
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FIGURE 16: Generated egg density. The total number of eggs
generated on site as a function of original larval density and
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the remainder will disperse away.
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two model scales depends only on the treatment of dispersal.
In the full model eggs explicitly move from one site to
anothe~but in the single-site model we must represent the
outside world implicitly. This can be handled in several
ways. First, we can allow a given proportion of the eggs
leaving the site to return as if neighbouring sites had
similar budworm densities. This fraction is called R. •
~n
This dispersal mode acts as if the rest of the world were
in synchrony with our particular site. It also acts as a
positive feedback to outbreaks.
A second type of the dispersal is to set a fixed
extraneous influx of eggs. This has the effect of boosting
low population levels and is nearly insignificant for high
population levels. Additionally, we could construct some
fluctuating input pattern of eggs.
Following whatever dispersal mode we choose,we end up
with a potential egg density, ep ' landing on the site. We
assume that this success will depend upon the foliage
conditions at that time. The success function we use is
strictly descriptive. Its form is
F* [ F*)PI = [~}. 2.0 - (~j ,
and is illustrated in Figure 18.
(33)
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At this point in the simulation sequence forest
mortality and ageing occurs. Although in reality this is
a continuous process throughout the entire year, its
effect is concentrated at this point.
The survival of eggs to small larvae is a constant
factor of 81%. The small larvae, however, go through two
distinct small-scale dispersals. During each of these
dispersals they must first land upon a susceptible host
branch and then find suitable foliage. The chance of
landing on. an appropriate surface area is proportional to
SAR. The chance of finding suitable foliage is the same
as that used for females searching for suitable oviposition
sites [equation (33)], but in this case we apply the factor
twice. The net foliage effect Pss is illustrated in Figure
19. The survival of small larvae is then
S = k • P • SAR (34)
s s ss
where ks is a scaling constant set at 0.352. Finally, the
large larvae density for the next generation is
(35)
The ratio of large larvae in one generation to that
of the previous generation is the growth rate, or recruit-
ment factor. This function for various levels of surface
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area, but with full initial foliage, is shown in Figure 20.
Note that whenever this function crosses the "replacement
line" R = 1.0,we have a potential equilibrium. This will
not be a true equilibrium for the full system because
foliage will not remain at its maximum level. This figure
does, however, give useful insight into the behaviour of
the complete site model. It shows, for instance, that if
the system is caught at the lower equilibrium associated
with the "predation pit," then, as surface area increases
with forest maturity, the pit will eventually vanish and
the dynamics of the system will carry the larval densities
toward the higher equilibrium level. This "outbreak" sets
in motion the chain of events of heavy defoliation,
accumulated stress, reduction of surface are~ and tree
mortality.
This has been a very brief description of the major
elements implemented in the budworrn site model. More
detailed descriptions of the lines of argument leading to
these formulations are given in a separate technical
appendix. A complete set of the actual equations is
given in Appendix A. A thorough examination of the
implications and assumptions implicit in this formulation
and implicit in those things left out has not been given.
Many of these are recognized and accepted under the banner
o
..:.
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are for different levels of the branch density index (SAR) and
for FT = 3.8.
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of the parsimonious school of modeling. Other assumptions
will never be recognized. Those in the middle ground can
always be tested for effect--the model is designed to be
adaptable.
-139-
REFERENCES
Holling, C. S. 1976. Dealing with inadequate data.
(In preparation.)
Holling, C. S., G. B. Dantzig, G. Baskerville, D. D. Jones,
and W. C. Clark and R. M. Peterman 1977.
Quantitative evaluation of pest management options:
the spruce budworm case study. In: Proc. Symp. On
Concepts and practice of Integrated Pest Management
in Forestry, W. F. Waters (ed). (In press.)
Holling, C. S., D. D. Jones, and W. C. Clark. 1976.
The spruce budworm management study: fables
of ecological policy design.
volume. )
(This
Morris, R. F. 1955. The development of sampling techniques
for forest insect defoliators, with particular
reference to the spruce budworm.
33:225-294.
Can. J. Zool.
Morris, R. F. (ed.) 1963. The dynamics of epidemic spruce
budworm populations. Mem. Ent. Soc. of Canada,
Vol. 31.
-140-
APPENDIX A - SUMMARY OF EQUATIONS
This appendix summarizes the equations used in the
Budworm Site Model. Variables and parameters are minimally
defined; for explanation and derivation consult the text
and the separate technical appendix. Where appropriate,
equations are referenced to text figures. The symbols used
here are paired with their FORTRAN equivalents in the
glossary, Appendix B.
1. Feeding by Large Larvae
dO maximum consumption rate/individual/season
0.0074 f.u.
d l new foliage eaten/individual/season
DRl dl/d O = relative consumption of Fl
(A.l)
(Fig. 10)
where
density of large larvae/tsf
individual "demand" for old foliage
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DR2 relative consumption of F2
(A. 2)
NOTE: If the argument of the exponent
becomes too small «.001, say),
we use the expansion:
-z z z2(l-e ) = z (1 - '2 + 6 ... ) (A. 3)
DR = total consumption relative to dO
= DRI + DR2 (~"ig. 11)
2. Removal of Foliage
•
DEFI total Fl removed/tsf
= d l NL (A. 4)
DEF2 d 2 N = DR2
. dO . NLL
F* Fl - DEFI1
F* F2 - DEF2 F~ -+ foliage in the defoliated2 ~ state
F* F* + F* (A. 5)T 1 2
3. Survival of Large Larvae
Parasitism = 0.4 e-· 003 · NL
thus (A. 6)
S' 1 - 0.4 e-· OO3 · NLL
survival from parasites
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5" survival to Instar VIL
k L
. 5' . DR . WFL
where
WF weather factor class
WF
I 0.76
2 1. 00
3 1.29
k L = constant = 0.425
The density of Instar VI is
N = 5" • N6 L L
(A.7)
(A.8)
Predation is caused by three classes of vertebrate
(bird) predators.
Prey effective density of lnstar VI per tsf
(A. 9)
Pred. = predation rate from predator type i
~
where
=
A.
~
• Prey (A.IO)
B. and a. are the predation coefficients
~ ~
for predator type i. The total (instantaneous)
functional response is
3
PRED L Pred.
1=1 ~
[
PRED} -AK
5pRED I + 2.5AR.AK)
= survival from predation
(A.ll)
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Total survival of large larvae is
Pupal density is
(A.12)
(Fig. 14)
4. Survival of Pupae
where
Ap 0.473
Bp 0.828
(A.13)
(A.14)
density of adults/tsf (A.15)
5. Fecundity
WGT weight of pupae (relative units)
An DRI + AF2 DR2 + BF
where
An 34.1, AF2 24.9, BF -3.4
FEC fecundity
165.64(WGT)1/3
- 328.52
Fecundity is constrained such that
FEC ~ 40
(A.16)
(A.l7)
(Fig. 15)
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6. Production of Eggs
PF propo~tion of females
where
ApF 0.289
BpF = 0.237
e g = FEC PF
. NA
= egg density generated on site
where
(A.18)
(A.19 )
(Fig. 16)
survival of females
7. Migration of Eggs
1.0
fraction of eggs migrating off site
= 1.1 - FEC/200
with the constraints:
0.35 ~ FM1G ~ 0.90
e
s
= e g • (1-FM1G )
(A.20)
(Fig. 17)
eggs staying on site (A.2l)
E.
~
= e g • FM1G . PH • SAR
eggs leaving/acre (f24,000)
= R. . E + E*~n 0
= in-dispersing eggs/acre (+24,000)
(A. 22)
(A. 23)
Rin ratio of EO returning
E* extraneous egg source
e + E. • T /SAR
s ~ sp
potential egg density on site
(A. 24)
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where
T fraction of trees that are of susceptible
sp
age (~ 22 years)
75
= l T.
1-22 ~
= probability of finding suitable
foliage for oviposition
= egg density/tsf
CA. 25)
(Fig. 18)
(A. 26)
NOTE: At this point Subroutine FOREST
is called; see Sections 10-14
below.
8. Survival of Eggs
0.81
density of small larvae
9. Survival of Small Larvae
P2 = (F~*/3.8){2.0 - (FT*/3.8)}
PBS = PI • P 2
=probability of successful search for
(A.27)
(A.28)
(A. 29)
foliage during fall and spring
dispersals
• P •
ss SAR
(Fig. 19)
(A. 30)
where
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constant 0.352
(A.31)
(Fig. 20)
10. Budworm-Induced Tree Mortality
S • (l-F )2o R [So = 0.75] (A. 32)
= bud\'1orm-induced stress
[SBi'l = 0 if FR > 1. 0]
RSA 2
. SBW
(RSA < 0.8]
= reduction in surface area factor
11- Removal of Dead Trees
Mi = SBW
. ~i = mortality rate for Ti
(~i : cf. Section 16)
T~ = T. . (l-Mi )~ ~
RGBW = regeneration of land from budworm-
induced mortality
75
= I T .• M.
1-22 1 ~
(Fig. 8)
(A. 33)
(A. 34)
(A.35)
(A.36)
"Natural" mortality is applied to T74 and T75 at
the rate of 2.37% per annum.
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T~* = T~(l-.0237) (i 74,75) (A. 37)
~ ~
RG75 = O.237(T74 +T75 ) (A.38)
12. Tree Vector Update (Fig. 4)
T75 (t+l) T** (t) + T**(t)74 75
Ti=l(t+l) Ti(t) (i 1, ... , 73) (A.39)
Tl(t+l) RGBW + RG75
13. Surface Area, Susceptible Host and Matriculation
= susceptible surface area
SA
75
= L 0 .• T.
1=22 ~ ~ (Oi: cf. Section 16)
(A.40)
75
T
sp = L T. = proportion of host land of1"'22 ~
susceptible age (A.41)
SAR
T21
= SA/24000
1
= ')(T20+T21+T22) measure of host land
enter ing the suscept·ible
population
SA21 = T21 . 021 = surface area becoming
susceptible
(A. 42)
(A. 43)
14. Foliage Compensation for Dead Trees
The foliage levels remaining after feeding, Fi, are
assumed to be an average of that on trees currently dying
and that on trees surviving.
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where
F** foliage level on trees that escape thisT
year's mortality
F d foliage on those that dieT
= \5 . F** (\5 = 0.5)T
~ fraction of T that livessp
1 -
RGBW
T;p
thus
F* = F;* . {\5 (l-Rr,) + ~}T
The compensated foliage levels are:
F** = FT/{\5(l-~) + ~}T
F** Fi/{\5(l-~) + ~}1
F** = F2/{\5(l-~) + ~}2
(A. 44 )
(A.45)
NOTE: The value of T~p as used here is
the one in effect before tree
mortality and ageing are applied.
15. New Spring Foliage Production
A
F**
= ~ = photosynthetic assimilation3.8
rate
(A. 46)
The new foliage levels are
Fi = FO = A (A.47 )
F I2
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(l - .04 . Fi*) . Fi*
+ (3.17 - 2.51 . A) • A·Fi* (A. 48)
(Fig. 7)
Additionally, Fi and Fi are supplemented by the
contribution of SA21 (which carries full foliage)
entering the susceptible age class.
SA21 • (1.0) + SA . (Fi)
SA2l + SA
SAn . (2.8) + SA . (Fi)
SA2l + SA
Fl + F2
(A. 49)
(A. 50)
16. Calculation of 0. ,
1. IJ i ' and q.1.
A. Surface area by age class i; 01
0i is linearly interpolated between the following
values:
i o 20 40 60 80
o 17.5 24 27 29.5 x 1000 tsf/acre
e.g., 01 = 875 tsf/acre
We also set 075 = 29,500 tsf/acre. (Fig. 5)
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B. Age specific ~usceptibility factor, II .
1-
lIi = 0 i ~ 21
lIi = 0.5 22 ~ i ~ 49
lIi .02 . (i-49) + 0.5 50 ~ i ~ 74
lJ 75 1.0
c. Timber volume by age; q.
1-
75
Total volume = Q = L q. . T . (cubic feet/acre)
1..22 1- 1-
q. is linearly interpolated between
1-
i 0 10 20 30 40 50 60 70 80
qi 0 0 100 700 1400 2000 2350 2525 2700
q75 = 2700
rEXT
APPENDIX EI
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AUDWORM SITE MOC~L
GLOSSA~Y OF VARIABLE NAMES
I A~RANGED FU~CTIONALLY I
DEF I NITION
•••••••••••••• SUBRrUTINES & FILES •••••••••••••••••••••••
IN.-StU
FORES 1
CONTRL
INDEX
STATS
START
SLP
BW.DATA
BW.l'IDAT
BW.TDAT
l.tiSPEC
~~WO~M SVRVJVAL SUB-HUDEl
~O~~ST ~ESPONS~ SUB-MODEL
CONTROL POLICY SUB-~ODEL
OUTPUT INDICIES SUa~OUTINE
BIOLOGICAL INDICATORS SUBROUTINE
INITIALIZATION SUBROUTINE
LINEAR INTERPOLATION FUNCTION
DATA FILE FeR PA~AMETER VALUES
FILE OF WEATHER SEOUENCE OPTIONS
FILE CF INITIAL TREE AGE SPECTRA
flL~ OF INCOMING EGG DISTRIBUTION
..........................................................
XNE
XliS
XNL
XNP
XNA
XNf
SE
S5
SL
SP
SF
,)0
D1
CPI
D?
DPl
PP"'FF2
DR
DE~SITY OF EGGS/TSF CF BRANCH SURFACE AREA
DENSITY OF SMALL LARVAE/TSF IINSTAR I & III
DENSITY OF LARGE LARVAE/TSF IINSTAR III - VI)
OE~SITY OF PUPAE/TSF
DENSITY OF ADULTS/TSF
DENSITY OF FEMALES/TSF
SURVIVAL OF EGGS TO SMAlL LARVAE 10.811
SURVIVAL OF SMALL TC LAR~~ LA~vpE
SURVIVAL OF LARGE LARVAE TO PUPAE
SURVIVAL Of PUPAE TC ADULTS
SURVIVAL Of FEMALES TO EGG LAYING 11.01
~AXIMU"1 FOLIAGE RATION PER LARGE LARVAE 10.0014)
lA~VAL CGNSUMPTION uF N~W FOLIAGE CFl)
RATION CF F1 RELATIVE TO DO
LARVAL CCNSUMPTION CF OLD FOLIAGE IF2)
PATION GF F2 RELATIVE TO DO
PPEFERENCE FACTOR FOR F2 OVE~ F1 11.01
TOTAL FGLIAGE RATIO~ RElATIVE TO DO
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DEFl DEFOLI4TION OF Fl, NEW FOLIAGE REMOVED BY LARVAE
DEf2 oF.FOLIATION OF Fl. OLD FOLIAGE REMOVED BY LARVAE
DEF TOTAl DEFOLIATION lIN FOLIAGE UNITS)
S'L
P.
8
SLPAR
PARl
PAR2
SLO
XN6
PRfY
PRMAX
PRALFII)
PRAl<I1
PkA2( I I
PPFD
PI<FAC
AK
Spp EO
SPA
spe
PF
PFA
PFA
WGT
~,. 1
F fl2
HI
FEeA
FEC~
FECL~T
EGGS
FMIG
HoIGK(ll
FMGKI21
F~GKI31
FMGK(4)
EGGSTA
EGG OUT
DP
Dnp
DSD
SPECI.)
ISPEC(.)
SURVIVAL OF Nl FROM PARASITISM
~AXI~U~ PARASITIS~ lEVEL
PARASITISM "DILUTION COEFFICIENT"
eASE SURVIVAL OF NL
DENSITY OF INSTAR VI/TSF
EFFECTIVE DENSITY OF N6
MAXI~U~ PREDATION MORTALITY
I
I PARAMETERS FeR PREDATOR FUNCTIONAL RESPONSE
)
TOTAL INSTANTANEOUS FUNCTIONAL RESPONSE
SCALING FACTOR MULTIPLYING PREDATION INTENSITY
PREDATOR CUMPETITION COEFFICIENT
SURVIVAL OF NL FRCM PREDATION
SP FUNCTION INTERCEPT
SP FUNCTION SLOPE
PROPCRiICN OF FEMALES
PF FUNCTION INTERCEPT
PF FUNCTION SLOPE
WEIGHT OF PUPAE
PUPAL WEIGHT ATTRIBUTED TO Fl CONSUMPTION
PUPAL WEIGHT ATTkI8UTEO TO F2 CONSUMPTION
PUPAL WEIGHT INTERCEPT
FECUNDITY FUNCTION SLOPE IVS. WGT**l/3)
FECUNDITY FUNCTIO~ INTERCEPT
LOWER LIMIT OF FECU~DITY
DE~SITY OF EGGS/TSF GENEkATEo ON SITE
FRACTION OF POTENTIAL EGGS THAT MIGRATE OFF SITE
MINIMU~ FRACTION MIGRATING OFF SITE
MAXIMUM FRACTION ~IGR4TING OFF SITE
FMIG FUNCTION INTERCEPT
FMIG FUNCliON SLOPE
DENSITY OF EGGS/TSF STAYING ON SITE
MEASUl<f OF EGG OUT-MIGRATION/LAND ACRE
SUM (AVERAGE) OF OUT-MIGRANT LEVELS
SUM OF SQUARES OF OUT-MIGRANT LEVELS
STANDARD DEVIATIO~ OF EGG OUT-MIGRATION SPECTRUM
SP£CTRIJ~ (lOG) or OUT-MIGRATION LEVELS
INTEGEP VE~SION OF "SPEC"
,ep
REIN
EGFLUX
SPECINC.I
EGGIN
DENFAC
PEGGS
Pl
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FRACTION OF EGGS LEAVING A SITE THAT RETURN
fXTERNAL EGG SOURCE CCONSTANT I
SPECTRUM FOR PICKING STOCHASTIC INFLUX LEVELS
EGGS/ACRE ENTERING FROM OFF SITE
DENSTIY rACTOR TO CCNVERT "EGGIN" TO N/TSF
TOTAL OFNSTIY OF EGGS 'SEEKING' OVIPOSITION SITES
FOLIAGE SEARCH PROBABILITY FUNCTION
EBASE LOWER LEVEL OF EGG DENSITY C1.QXE-51
CBAD. MED, GOOD I
CUP TO 1000 YEARSI
TO LARGE LARVAL SURVIVALWp
F**1
F*1
6
P2
PSS
SSO
IW
IWTHRf.1
WFAC(IWI
11011
110/2
WA3
T( I I
Tl
TSP
T21
MSAGE
I TRAN
POLD
IOLn
Fl
F2
FT
FLOSS
FlO
F2D
FTD
F1H
F2H
FTH
FDRAT
FOLUP
TSPl
FRLV
F~LIAGE SEARCH PROBABILITY FeR INSTAR II
COMPCSITE SEARCH PROBABILITY FOR SMALL LARVAE
BASE SURVIVAL CF NS
WEATI-ER INDEX: 1.2.3
SYNTHETIC WEATHER TRACE
FACTCR RELATING wF.ATHER
IWCNYR-li
Iw(NYR+11
3-YEAR MOVING AVERAGE OF WEATHER
PROPORTION OF HOST LANU WITH TREES IN AGE GROUP I
SUM OF Tlt! (ALWAYS = 1.01
SUSCEPTIRLE FRACTION OF LAND (TREES> 21 YEARSI
FRACTION OF FOREST ENTERING SUSCEPTIBLE AGE
MINIMUM AGE FOR SUSCEPTIBILITY
TRANSITION AGE INTO SUSCEPTIBLE CLASS
FRACTION CF HOST LAND WITH OLD TREES () 50 YFA~SI
LOWER CUT-OFF FOR OLD TREE CATEGORY
AMOUNT O~ NEW FCLIAGE/TSF (ARBITRARY "FOLIA&E UNITS"I
AMOUNT OF OLD FOLIAGE/TSF
TOTAL rCLIAGE/TSF
F~ACTlnN or MAXIMUM FOLIAGE MISSING
FOLIAGE LEVEL AFTER FEEDING ("AUTUMN"I
TEMPORARY FOLIA~( LEVELS BEFOR= MORTALITY CO~FENSATILN
FOLIAGF RATIO ON "DYING" TO "LIVING" TREES
FOLIAGE COMPENSATION FACTOR FeR TREE MORTALITY
"TSP" ~EFORE FOREST UPDATE
fRACTION OF SUSCEPTIBLE LAND THAT SURVIVES MuRTALITY
ASA
RSA
FO
FOK
F1K
F2K
F2KK
SJGIIJ
SIGPI.I
SUR F
SAR
SA21
STR ESS
S"I<IO
XMUIII
TM
REGB\oI
CHeMP
REG
RS~
I<SAK
PSA~I\X
ISIoCHIII
NTOT
NYIl
NIoITH
~JTJ:
NFOL
TO ( I I
FlO
F 2C'
FTO
xn,)
PH['S T
ACP F5
QUIll
OUP ( • I
aV(IL
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PHOTCSYNTH~TIC ASSI~ILATICN RATF
COEfFICIENT OF PHOTOSYNTHETIC ASSIMILATION RATE
AASIC LOSS RATE OF NEW FOLIAGE
COEFFICIENT OF F2 SURVIVAL
COEFFICIENT OF F2 SURVIVAL
BRANCH SUqFACE ~REA OF AGE GROUP I ITSF/ACREI
INTERPOLIITCR POINTS FOK SURFACE AREA CURVE
BRANCH SUqFIICE A~EA OF SUSCEPTIBLE TREES (> 21 YEARSI
BPANCH SU~FACE AREA INDEX (SU~F/240001
AVFRAr,~ SUPFACE AREA r.F AGE GROUPS 20. 21 A~D 22
"NATURAL" TREE MORTALITY RATE
PEGFNE;ATION FROM "NATURAL" ~nRTALITY
~TRESS FACTnq DUE TO ACCU~ULATED DEFOLIATION
MAXI/»lU"1 STRESS
BUDwOR~ DA~AGE SUSCEPTIBILITY Of AGE CLASS
TREE ~O~TALITY RATE FOR AGE CLASS I
REGE~ERATICN ITO CLASS 11 DUE TO BUIJ\oIORM ARAORCIDE
FI~PE VOLUME QEST~OYEU BY BUDW~R~
TOTAL DEGE~ERATIO~ FROM ALL CAUSES
SURF~CE IIO(A P~CUCTICN FACTC~ DLE TO BUD\oIOR~ DA~AGE
MULTIPLIER OF STRESS TO GET RSA
MAXI"'U~1 CF RSA
SwITCHfS TG I"'PU"1ENT VARIOI/S PRr:GRAM~E CPTIONS
TOTAL NUMBFR OF YEARS OF SIMULATION
YEAR NUM~E~ ~F SIMULATION
INDEX NUMBER FOP ~EATHE~ SEQUENCE SET
INDEX NUMBFR FOR INITIAL TREE AGE SPECTRUM
INDEX ~U/»IBER FOR INITIAL FOLIAGE CONDITION
INITIAL TREE AGE SPECTRU~
I
I INITIAL FOLIAGE
)
INITI~L LAPGE LARVAL DENSITY
VALUES rF VI\RIABL~S liT THE END OF EACH ITERATION
FRACTION OF LAND SUPPORTING HOST TREE SPECIES
NUMBER OF ACRES PER SITE (42100)
FtBRE VCl')"'E FOR AGE CLASS I (CURIC FEF.T/ACREI
INTERPOLATCR POINTS FeR VOLlJME ClJRVE
TOTAL VCLU~E/ACRE ON HOST LA~D
TAGE
TSD
HINF
IPOL
LOGAr,f
CUT
CLRCUT
POHOr.
HAPVQ
PROFOlJ
PR[lFIT
SALEP
STU~P
COS TTR
COSTLG
AGESCTI I)
CLOGPI.)
HAZ
HAZTH
EGTl-i6
SATHE:-
HZEGC.)
IH1E
HZFlI.)
IHZFl
HZF21.1
I H lF2
HZFTC.)
IHZFT
OOSHAF I I I
COSEII)
COS TDS I I I
COS TSP
ISPRAYIII
IACCUP'CII
SPRAYII)
IFLAG
ZAP I I I
FOL ..,flV
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AVEPAGF TREE AGE
STANDARD DEVIATION OF TREE AGE
TREF AGE DIVEFSITY INDEX I"INFORMATION" INDEX)
POLICY NU~BER
AGE FOR LOGGING
FRACTION CF HOST LAND LOGGED
ACRES LOGGED PER SITE ITHOUSANDSI
PROPOPT ION OF TOTAL VOLlJ"',E LOGGED
VOLU~E HARVESTED PER YEAR IMILLICNSI
PPOFIT PER CUAIC FOOT ISANS CUTTING COSTSI
PROFIT PER YEAR I~ILLIONS $)
SALE PRICE PEP CUBIC FOOT
STUMPAGE CHARGES PER CUBIC FOOT
COST OF TRANSPORTATION PER CURIC FOOT
COST CF LOGGING PER CUBIC FOOT
COST OF LOGGI~G AGE CLASS I IS/C.F.I
INTERPOLhTCR PCINTS FO~ COST CF LOGGING CURVE
HAZARD INDEX INEW BRUNSWICK VERSION)
HAZARD INDEX THRESHOLD TO INITIATE SPRAY PULICY
EGG THRESHOLD FOR SPRAYING IN T~REAT STATE
SA THR~SHOLD FCR SPRAYING IN THPEAT STATE
EGG MASS LEVELS FOR HAZARD INDEX
HAZA~D INDEX FOR EGG DENSITY
Fl LFVELS FOR HnARC INDEX
HAZARC INDEX FOR Fl LEVEL
F2 LEVELS FCR HAZARC INDEX
HAZARC IN~EX FQR F2 LEVEL
FT Lr:VFLS FOR HAZARC INDEX
HAZARC INDEX FOR FT LEVEL
SPRAY OCSAGE FOR 50~ ~ORTALITY
DOSAGE SPRAYED CIN MODE II IN ANY YEAR
COST OF SPRAYING A 5C~ KILL OOSEAGE IN ~UOE I
cnST OF S?RAYING A SITE
INDEX TC DESIGNATE DPITION TO USE SPRAY MODE I
TOTAL NU"'9ER OF YEARS THAT MOOF I nAS I~PLIMENTEO
TARGET ,..ORTALITY LEVEL FOR SPRAY MODE I
YES OR NO FLAG FOR SPRAYING IN CURRENT YEA~
LEVEL OF ~nRTALITY APPLIFD l~rD~ I)
FRACTION OF FOLIAGE SAVED AY SPRAYING LARVAE

THE ENVIRONMENTAL MANAGEMENT UNIT
DEPARTMENT OF ZOOLOGY AND APPLIED
ENTOMOLOGY, IMPERIAL COLLEGE OF SCIENCE
&: TECHNOLOGY, SILWOOD PARK, ASCOT, U.K.
INTRODUCTION
The Unit was set up in 1970 under a grant from the Office
of Resources & Environment in the Ford Foundation to develop
analytical tools and management techniques for environmental
resource problems. A major part of the research effort has
been focussed on problems of pest management. The original
members of the unit had experience in this field~ the parent
department of Zoology and Applied Entomology at Imperial College
has a well established research program in many aspects of
pest control~ and, as experience has shown, pest management
problems provide an ideal framework for developing the tools
and techniques which are applicable to a variety of other
problems in the broader field of environmental management.
Thus, in recent years, the Unit has also pursued research on a
variety of other t"iics, including stability analysis of
ecological system~ economics of pollution and resources,
methodologies for ecosystem and river basin studies and the
environmental problems of developing countries.
Our research strategy has been to focus on a selected
number of case studies using our experiences to develop concepts
and tools of general applicability. Table 1 lists the major
case studies, either completed or currently underway. In each
case the Unit is collaborating with a particular research
organisation and with one or more individuals who are
intimately involved with the ,research and management aspects
of each case study. The Unit thus tends to operate at one
stage removed from the actual problem, providing research
methodology, ecological and economic analysis, a variety of
computer simulation models and operations research techniques,
as an aid to the scientists and managers with direct respon-
sibility for the particular problem. The work pattern of the
Unit relies heavily on seminars and workshops to identify over-
all objectives for each case study, to provide a continuing process
of reassessing objectives, and to integrate different aspects
of the work. Most of the detailed research, however, is carried
out by members of the Unit working in twos and threes or by
individuals working alone. The seminars thus provide a means
of cohesion and a forum for exchange of ideas, but individuals
are free to pursue new ideas providing that they fall under
the general heading of the research program.
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Table 1. E.M.U. Case Studies.
Project Location Organization Co-workers
Aedes-yellow fever East Africa WHO G.A.H. McClelland
virus system
Sugar cane frog- Trinidad Caroni Ltd. A.B.S. Kinghopper
Cattle tick Queensland, C.S.loR.O. R.W. SutherstAustralia
Leaf cutting ant Trinidad ODM T. Lewis
Cotton bollworm Malawi ODM J. MarksJ. Farrington
Savanna ecosystem South C.S.loR. B. WalkerAfrica Witwatersrand
ADEMA river South UNEP/ECLA M. Nelsonbasins America E. O'Connell
The case studies have not been chosen at random but
selected as far as possible to provide a logical growth of our
knowledge of the application of systems analysis techniques to
environmental problems. In particular our pest case studies
have been chosen with the aim of developing a coherent theory
of pest management in the group. To this end, we have attempted
to identify the major paradigms in pest control and chosen case
studies that illustrate these. Early on in our work it became
apparent that major advances in this field required a firm
integration of both ecological and economic analysis. We have
also found that this integration is best furthered by adopting
a classical decision theory framework and concentrating
initially on the simplest pest control paradigms for which
there are corresponding real-world pest control problems. In
this sense our research has been somewhat incremental in
character, the growing theory developing on a basis of building
blocks made from our analyses of increasingly more complicated
paradigms and case studies.
The current staff of the Unit consists of the following:
G.R. Conway - Reader in Environmental Management, with a Ph.D.
in Systems Ecology, currently working on models of pest popula-
tion dynamics and control and on research and training methods
for environmental problems in developing countries.
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G.A. Norton - Lecturer in Resource Economics, with a Ph.D.
in Agricultural Economics and currently working on the analysis
of decision making in crop protection and the economics of
pollution and resource use.
H.N. Comins - Research Fellow with a Ph.D. in Theoretical
Physics, supported by a Fellowship from the Natural Environmental
Research Council, and working on theoretical studies of popula-
tion competition, insecticide resistance and game theory applied
to resource problems.
M. Birley - Research Officer with a M.Sc. in Control Theory,
completing a Ph.D. in Ecology, and working on a transfer function
approach to the problems of estimation and control of pest
populations.
J. Parlour - Research Fellow, with a Ph.D. in Agricultural
Economics, who formerly worked for the Ministry of Urban Affairs
in Canada and is currently working on the methodology of systems
analysis for social systems as they relate to the understanding
and management of environmental problems.
N. Barlow - Research Assistant, completing a Ph.D. in
Ecology, currently working on models of the dynamics of aphid
populations.
S. Patton - Research Assistant, completing a Ph.D. in
Zoology, currently working under a contract from the U.K.
Department of the Environment to include the effects, both
positive and negative, of pesticide use on food production in
the Department's global resources model.
I. Craig - Research Assistant, with a B.Sc. in Agriculture,
also working on the Department of Environment contract.

BACKGROUND TO AGRICULTURAL PEST
MANAGEMENT MODELLING
G. A. Norton
INTRODUCTION
It is a number of years now since systems analysis and
modelling techniques were first seen to have a potential role
to play in pest management. Nevertheless, I think it is true
to say that the inspirational source of most of the papers
published on the subject can still be traced to one man -
Ken Watt in California. Indeed, as Conway (1973) has pointed
out, prior to 1970, Watt had made virtually the only contribution
to applied systems analysis in pest management. And yet, in
1970, Watt (1970) himself confessed that there was " •.. almost
no visible impact of pest modelling on current control practice".
Despite the flurry of modelling activity that has taken place
since this time, I think it fair to say that the situation has
changed little since then. But in saying this, the question
then arises, what type of contribution to pest management can we
expect systems analysis and modelling to make?
In other fields of resource and environmental management,
the rationale for systems analysis and modelling can be grounded
on the concept of 'hypotheticality' (Haefele, 1974). The
argument goes like this. As one cannot or does not wish to test
a whole range of ecological management strategies in the real-
world, then the impact of each potential strategy remains
hypothetical. However, it is often essential that a choice be
made, despite the absence of empirical investigation. It is
here that systems analysis and modelling techniques can be of
value, providing a rigorous means of hypothetically investiga-
ting the impact of each strategy and, we hope, increasing the
chances of deciding on the best one.
In pest management this hypotheticality argument is much
weaker. Indeed, as Way (1973) has pointed out, the development
of real-life strategies in the past has been largely based on
the results of hypothesis testing through empirical experiments
in the field. Consequently, as might be expected, views
concerning the potential value of systems analysis and modelling
in a pest management context are diverse, ranging from blanket
acceptance of the approach (Stark and Smith, 1971) to the view
that systems analysis is only justified where empirical attempts
at improving management have failed (Clark, 1970).
On the premise that pest management modelling is indeed
concerned with the improvement of pest management, the aim is
to show how this goal might be aChieved. The paper is divided
into two parts. The first part investigates the nature of the
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pest management problem, while in the second part, attention is
focussed on the role that modelling has to play. In concluding,
a more pragmatic application of systems analysis and modelling
to pest management is proposed.
THE AGRICULTURAL PEST MANAGEMENT PROBLEM
As with other natural hazards, such as floods and droughts,
the management problem associated with pest attack arises from
the fact that pests reduce the yield and quality of crop produce.
In analyzing pest problems, it is useful to distinguish between
two types of pests according to the nature of attack. The first
category, exogenous pests, enter the crop for only part of their
life-cycle and bear most similarity to other natural hazards.
Locusts and wind-borne diseases are good examples. The second
category, endogenous pests, including nematodes and weeds,
complete all, or virtually all, of their life-cycle within the
crop and tend to build up over time.
Apart from the nature of pest attack and the damage it
causes, the dimensions of a pest hazard also depend upon the
extent to which cropping systems are adapted to pest attack
or regulation measures can be taken in response to it. In
subsistence agriculture, the emphasis is on adaptation, protec-
tion measures being an intrinsic part of the farming system.
At its simplest, this adaptation involves planting a diversity
of crops over space and time, spreading the risk of crop loss.
With further investigation of these cropping systems, however,
it appears likely that adaptation is more subtle than this;
various features of the cropping system being managed to
reduce the attractiveness of the crop or its favorability to
insect attack (Norton, 1975).
In commercial agriculture, where monocultures are the
rule, farmers employ technological rather than cultural methods
of crop protection (Ogunfowora and Norman, 1973). In these
circumstances, the farmer's decision tree (Fig. 1) invariably
involves pesticides, although such alternatives as biological
control agents or juvenile hormones may also be included.
This state of affairs, where heavy reliance is placed on
pesticides, is well described by Cyert and March (1963) who,
in fact, were describing the behavior of industrial firms, when
they say that " ... firms achieve a reasonably manageable
decision situation by avoiding planning where plans depend on
predictions of uncertain future events and by emphasizing
planning where the plans can be made self-confirming through
some control device".
Decision Analysis
The purpose of this overview has been to illustrate that
pest management decision making is determined by three factors:
Early
sowing
",",". (
Cropp,nq / Lat.
(
syst.m-, \ sow,no
No (Rotation
Cropping (
system- 2
\
-163-
Spray - < Chemica I - A
decision
rule t Chemical- 8
Monitor < .Spray < Cnemlcal-A
(
doc's,on
See a rule 2 Chemical - 8 Chemical- A
dressing < Schedule - I ~Chemica[ - 8
\
Sch.dul.
. spray Schel:tule -2 <"Chemical-A
ResIstant < ........
variety No . Chemical - B~ <
mon'to, No spray
No ~eed
Non- (dr.SSino
resistant
VIHiety
<
Figure 1. Hypothetical pest management decision tree.
1. the nature of pest attack and the damage it causes;
2. the range of protection measures and information avail-
able to the farmer; and
3. the farmer's objectives.
But this does not indicate how a decision is arrived at. From
a theoretical standpoint, the pest management decision problem
can be tackled by means of a two-stage analysis: determining
the best strategy to adopt for any dimension of attack, and
estimating the dimension of attack faced at a particular time
and place. To illustrate, let us consider a particular case
study involving the control of potato cyst eelworm by means of
a soil fumigant, DD.
In this particular example, the level of pest attack can
be estimated hy taking soil samples from the field to be
planted, and determining the number of nematode eggs per gram
of soil. On the basis of this information, the farmer can
then decide whether to apply a chemical fumigant (DD) before
planting his crop or not. In making an analysis, however,
additional information is required.
(i) The damage function--relating the level of attack
to crop loss. Brown (1969) has found that the damage function
for eelworm is approximately linear, a loss of 0.1 tons/hectare
(ha.) being associated with 1 egg/gram (gm.) of soil.
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(ii) The control function--that relates the reduction in
attack to the control strategy applied. In this case, DD
achieves a reduction in attack of around 80% (Jones, 1973).
(iii) The estimated price of the crop. For the time being
assumed at £40/ton.
(iv) The cost of the chemical and its application. This
is taken as £100/ha.
With this information, we can now determine the economic
threshold for DD control.
Where e = the level of pest attack in terms of eggs/gm of
soil,
d the damage coefficient in tons/ha. lost for
each egg/gm of soil,
k the mortality coefficient associated with DD,
p the price of potatoes,
c the cost of applying DD,
then the loss in revenue associated with eelworm attack
= pde
and the reduction in loss associated with applying DD
Hence, it will be profitable to apply DD where
that is, the economic threshold (e*) is where
e* = ~pdk
From the information given above,
e* = 100 31 / f 'I40xO.1xO.8 = eggs gm. 0 SOl.
Clearly, this threshold will change as its components
change. For instance, we can consider the effect of changes
in the price of potatoes and the cost of control, or changes
in the damage and control function, associated with the use of
different varieties or new nematicides. It will also be evident
that this type of decision rule, based on an economic threshold
model, can only be used where an estimate of pest attack is
available. In the case of the potato cyst eelworm, the
monitoring of eggs in the soil provides a valid measure of
pest attack for the following reasons:
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(a) the eelworm is an endogenous pest, with negligible
migration into the crop,
(b) the climate of the soil in Britain is relatively
uniform,
(c) the eelworm attacks a single host crop, potatoes, and
(d) it has no significant predators or parasites.
In most cases, pest attack will be more complex than this.
Some exogenous pests, such as locusts, can attack a crop with
little or no warning, often travelling considerable distances
to do so. Moreover, the development of attack may be affected
by such factors as climate or natural enemies. Hence, although
it may be possible to determine the best strategy to adopt for
a given level of attack, the second stage of analysis, to
determine the particular level of attack, cannot be completed.
In this case, prophylactic measures have to be applied, the
control decision being made without an estimate of pest attack.
This does not mean, however, that the control decision
has to be made in an arbitrary fashion. Since the farmer will
have some idea of the probability distribution of attack, an
estimate can be made of the expected outcome and its probability
distribution for each strategy. The case of potato blight
and its control by the application of schedule sprays serves
to illustrate this type of analysis.
Following Large (1958), four levels of attack are
identified, according to the time at which 75% of the haulm
is blighted. On the basis of historical records, Table 1 shows
the probability of these four levels of attack in four regions
of the U.K. From various field trials, a generalized pay-off
matrix can be constructed in terms of the yield of potatoes
associated with each strategy (no spray/spray) at each level of
attack (Table 2). A monetary pay-off matrix is easily derived
from this (Table 3), and the expected monetary value of each
strategy in each region can be found by weighting the outcome
associated with each level of attack by the probability of this
level of attack occurring (Table 4).
Decision Criteria
If farmers do opt for a particular strategy of blight
control on the basis of its expected monetary value, then
Table 4 indicates that it is best to spray in the South-west
and the Fens, but not in the South or the North. But is
expected value an appropriate criterion for making such
decisions? This will only be the case where farmers are risk
neutral and indifferent to the range of outcomes that occur.
Most farmers are more likely to be risk averse, valuing initial
increments in yield or revenue far higher than later increments.
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Table 1. Probability distribution of blight attack (based on
Large, 1958).
Level of attack
Region
e1 e2 e3 e4
(Mid-Aug) (End of Aug) (Mid-Sept) (End of Sept)
South-west 0.5 0.5 0 0
Fens 0.4 0.2 O. 1 0.3
Southern 0 0.5 0.2 0.3
Northern 0 0 0.5 0.5
Table 2. Physical pay-off matrix (tonnes/ha).
Level of Strategy
attack Unsprayed Sprayed
e1 22 26
e2 26 28
e3 29 29*
e4 30 29*
*3% loss by wheel damage.
Table 3. Monetary pay-off matrix (E/ha).
Level of Strategy
attack Unsprayed Sprayed
e1 880 1 ,010
e2 1,040 1 ,090
e3 1,160 1 ,130
e4 1 ,200 1,130
I:
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Table 4. Expected monetary values (f/ha).
South-west
Fens
Southern
Northern
*best strategy
Unsprayed
960
1,036
1,112*
1 ,180*
Strategy
Sprayed
1,050*
1,074*
1 ,110
1,130
Consider a risk averse grower in the Southern region
who incurs other costs of production, amounting to f1,060/ha.
From Tables 1 and 3, we can determine the probability distri-
bution of outcomes, as shown in Table 5. Although the expected
value of the no-spray strategy is higher, it is also associated
with a 50% chance of making a loss. Consequently, the farmer
will not hesitate to adopt the less profitable, but less risky,
option of spraying. Subsistence farmers are likely to be even
more risk adverse.
Table 5. Probability distribution of crop income in the
Southern region.
Unsprayed
Outcome (fs/ha.) Probability
Sprayed
Outcome ([s/ha.) Probability
-20
+100
+140
0.5
0.2
0.3
+30
+70
0.5
0.5
Risk not only arises where there is a lack of information
on the current level of attack, however. Even where pest attack
is monitored--as in the eelworm example--risk or, more properly,
uncertainty can arise from sampling errors, from inadequate
information on the damage and control function or the effect of
climatic and agronomic factors on these functions, as well as
from poorly estimated prices and costs. Consequently, decision
making in agricultural pest management will often take place
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where the farmer has only the vaguest idea of the probability
distribution of outcomes associated with each strategy available
to him. In these circumstances, a choice of control strategy
will be arrived at through a process of trial and error, farmers
adopting those strategies that have proved satisfactory in the
past.
In some cases, this satisficing approach to decision making
may obtain the same result as an optimal solution. This can
occur where there are severe risk constraints, where the protec-
tive measure involves on all-or-nothing decision, where the
optimal solution is insensitive to factor changes, due to
relatively low pesticide costs, for example, or where the cost
of obtaining information for optimization is prohibitive. In
many other cases, however, there is likely to be considerable
room for improving pest management. It is here where modelling
may be of help.
MODELLING AND AGRICULTURAL PEST MANAGEMENT
Having reviewed the essential ingredients of agricultural
pest management problems in a decision making context, let us
continue in this vein and look at the modelling problem in the
same terms. As with pest management itself, the decisions made
in constructing pest management models will be determined by
three main factors: the nature of the pest management
problem, the models and information available, and the
objectives of the modellers. Let us consider each of these
in turn.
I. Nature of the pest Management problem
In our earlier examination of the potato cyst eelworm,
we found that a solution to the decision problem--whether to
apply DD or not--could be readily achieved if information on
the number of eggs/gm of soil were available. The simplicity
of this analysis can be attributed to five factors:
Pest attack and damage -
(a) Population development is predictable,
(b) The damage function is linear,
Control measures -
(c) A single control measure is considered, involving a
binary (yes/no) choice,
(d) The control function consists of a single, mortality
coefficient, and
Objectives -
(e) There is a single, objective criterion of profitability.
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using the nematode case as our point of departure, we can
now consider how the three components of the pest management
problem can increase in complexity, and where modelling
techniques can be employed.
Nature of pest attack and damage
We have already seen that whereas the level of damaging
attack of eelworm is a linear function of egg numbers, in most
other pests the nature of attack is more complex. Not only may
individuals enter and leave the crop (exogenous pests), but the
development of pest attack may be influenced by the effect of
climate on hatching and development, and by the operation of
population regulation processes, including predation and
parasitism. Depending on the pest considered, these complica-
ting factors can be explicitly accounted for in population
models by the use of degree-days (Shoemaker, 1977), density-
dependence relationships (Conway, 1977), and predator-prey
models (Kiritani, 1977).
The description of pest attack may be further complicated
where its spatial and temporal aspects are important. Where
mobile (exogenous) pests are considered, particularly in
connection with planation crops or regional control schemes,
the assumption of spatial homogeneity of attack, implicitly
made for the nemotode example, will be unacceptable. Similarly,
where less mobile (endogenous) pests build up from season to
season, the temporal dimensions considered need to be extended,
as we shall see later in reconsidering the nematode control
decision.
For many pest situations, the assumption of a linear
damage function will also be inappropriate where significant
changes in the damage coefficient occur with variations in the
level and time of attack. Again, attempts have been made to
account for this complexity in modelling programs (Gutierrez
and Wang, 1977) although, in general, I would suggest that this
is one area where empirical investigation takes priority, at
least for the present.
The control measures considered and their effectiveness
It was implicitly assumed in the case of potato cyst
nematode that the decision whether to apply DD or not was for
a discrete crop season and that we were only interested in
the outcome for that season. For exogenous pests, such as
potato blight, where no significant physical relationship
exists between attack in one year and the next, this assumption
might be quite realistic. However, as we have already seen,
endogenous pests, such as nematodes, often build up over time,
and farmers apply control measures not only to reduce damage
in the current year but also to reduce attack in the subsequent
year. The effect of considering a two-year period on the
economic threshold for eelworm attack is shown in Fig. 2 (based
on data obtained from Jones (1973)).
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Figure 2. Single and two-year economic thresholder for potato
cyst eelworm.
In practice, the potato grower's decision problem is
likely to be more complex than this. Not only is his planning
horizon likely to be greater than two years, but he will also
be considering integrated control strategies, involving crop
rotations and resistant varieties. Consequently, even in this
simplest of agricultural pests we find that modelling techniques
could prove useful in comprehensively "testing" long-term
strategies of control.
But even with this more realistic view, the nematode case
is still very simple since the control decisions remain binary
(yes/no) options for each control measure. In other cases,
where the number and time of control applications is variable,
apart from strategic questions, such as which measures to employ,
tactical questions concerning the degree and time of control
also have to be answered. It is here where a single mortality
coefficient, as used in the nematode example, is clearly unsatis-
factory. In such cases, consideration has to be given to the
determination of the control relationship in terms of the
effect of the number and time of control applications on the
level of pest attack. An example of the use of modelling in
this role is given by Conway (1977).
Apart from their immediate effect on pest attack, control
strategies may have a wider impact, especially where chemical
methods of control are employed. Indirect impact on pest attack
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can occur through the effect of insecticides on natural enemies,
whereas longer term impact on the effectiveness of control can
occur through the development of insecticide resistance.
Modelling has a role to play in both cases, particularly with
"estimating" the outcomes of long-term strategies that affect
pesticide resistance (Comins, 1977).
Objectives of the farmer
Aside from using profitability as our criterion for
deciding whether to apply DD or not in a single year, we have
now seen that in some situations account must be taken of the
variance or trends that occur from season to season. In
practice, pest management decisions will be affected by other
criteria as well. Nevertheless, in most cases the primary
goals of farmers, whether subsistence or commercial, are likely
to be relatively simple, based on three factors:
(i) the farmer's evaluation of outcomes, in terms of
food or net revenue;
(ii) his attitude to risk and uncertainty; and
(iii) his time horizon and time preferences.
On the other hand, although these same criteria may be
used by pUblic agencies to assess pest management programs,
in these circumstances account will also be taken of wider,
social objectives, making the analysis far more complex.
II. Range of Models and Information Available
As well as being determined by the nature of the pest
management problem itself, the form of modelling effort will
also be constrained by the range of modelling techniques
available. The choice of statistical, simulation, analytical
or optimization models will depend on the current state of the
ar~but, more importantly, on the finance and facilities
available and on the personal predilections and ability of the
modeller. The availability of information relevant to the
pest management problem might also be thought of as a constraint,
although its importance will undoubtedly depend upon the purpose
of the modelling exercise.
III. The Objectives of Modelling
At the outset of this paper, we took the improvement of
pest management to be the prime objective of modelling programs.
More explicitly, modelling can attempt to achieve this objective
by performing two roles. The first is concerned with improving
the perception of the problem--particularly by research and
extension workers, by combining all its relevant facets within
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a unifying framework. At a case study level, modelling in this
descriptive role serves as a means of coordinating research
effort, illustrating how biological, ecological and decision
variables interact, identifying the most 'sensitive' variables,
and indicating where gaps in information exist. At a general
level, this descriptive role of modelling provides an effective
means of expounding general principles and theories of pest
management.
The second role of modelling is concerned with more direct
and more tangible means of improving pest management through
research and extension programs. Since these programs attempt
to improve pest management in three ways-by widel1ing the
range of control measures available, by improving information on
pest attack, and by improving decision rules--we can investigate
the normative role that modelling can play with respect to each.
Widen the range of measures available
The development of new methods of pest management, including
new products and formulations, improved methods of application,
biological control and regional schemes, increase the range of
measures that can be used. If these measures are to be adopted
by farmers, however, not only must they meet farmers' operational
constraints but their performance must be an improvement on
measures currently in use. Before allocating research funds to
the practical development of novel methods of control, therefore,
modelling techniques can be used to assess their potential and
determine whether they might feasibly meet farmers' objectives.
It is in this context that models have been used to 'test'
sterile male and sex attractant schemes (e.g. Murdie and Campion,
1972) .
Improve information on pest attack
With existing methods of control, an improvement in pest
management can often be achieved by converting a prophylactic
measure into an economic threshold measure. Apart from determin-
ing appropriate decision rules, which we shall discuss next,
this requires improved information on pest attack, either in
the form of a forecast or as monitored information. As in the
previous section, modelling may have a role to play in assessing
the value of this information, although this is probably best
carried out by decision theory techniques (Norton, 1976).
A more useful role for models exists in generating the
information itself. As a proxy for monitoring pest attack,
simulation models can be of value in converting monitored
climatic data into a useful estimate of pest attack (Shoemaker,
1977). On the other hand, where monitoring of pest attack
occurs at a number of locations, modelling techniques can be
used to coordinate and interpret this information at a regional
scale. In forecasting pest attack, considerable reliance has
been placed in the past on the use of statistical (regression)
models to predict the level of attack. In the future, perhaps we
can expect simulation techniques to play a more active role in
this context.
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Improve decision rules
Decision making in pest management is concerned with
finding answers to two related questions:
(a) What method or methods of control should I adopt?
(b) At what level and at what times should I apply
these measures?
In situations where dynamic factors are not important features
of the pest management problem, simple deterministic or
probabilistic decision models will most likely suffice. However,
where dynamic relationships, operating within or between crop
seasons, are relevant to the pest management problem, more
complex models are required. We have already seen that this is
the case where long-term economic threshold criteria or integrated
control programs are to be devised for potato cyst eelworm.
Other instances where modelling, and dynamic programming in
particular, is used to determine optimal control strategies are
given by Conway (1977), Shoemaker (1977) and Comins (1977).
Deriving optimal pest management strategies is one thing.
Developing decision rules that can be used by farmers in real-
life pest management, I would suggest, is another. There may
be exceptions, such as large plantation crops or homogeneous
crop areas, where modelling programs can be developed that
give 'on-line' instructions to decision makers. In most cases,
however, I think it more likely that the transfer of model
output to farmers will take place through extension agents and
advisory entomologists, utilizing existing decision rules,
such as the economic threshold (Stern et al., 1959). In this
way, the prescription of the model can~e modified and simplified
to suit the particular conditions and requirements of individual
farms or groups of farmers.
By whatever means model output is used, however, three
requirements must be met (after Dillon, 1971)
1. The model must be acceptable to the decision maker
(whether the farmer or an intermediary) as a valid
representation of the real-world.
2. It must be able to cope with farmers' or extension
agent's views concerning uncertain events--typically
associated with climate, prices and technology.
3. Output of the model must be in a form that is amenable
to managerial assessment, whether at a farm or regional
level.
CONCLUSION
On the premise that modelling in pest management is concerned
with improving pest management, this paper has attempted to show
-174-
where such pragmatic impact might occur. However, to demonstrate
that modelling can lead to better pest management does not, of
course, mean that it will necessarily happen. All one can do
is attempt to increase the likelihood of it happening. It is
in discussing just this problem that I wish to conclude.
If truly representative models of complete pest "life-
systems" or agro-ecosystems are constructed, then a more com-
prehensive approach to pest management should result. However,
apart from the expense, in terms of time and money involved in
collecting the necessary data (Way, 1973) and constructing the
model (G.M. van Dyne, 1972), it might still be found that the
model, as with some of the International Biological Program
models, is unable to answer specific management questions.
In contrast to the comprehensive model approach, therefore,
I would suggest that in agricultural pest management more
emphasis needs to be placed on the use of systems analysis,
with modelling per se a useful, but not necessarily an essential,
component. Drawing on our own experience and from a recent
paper produced in the unit (Walker et al., 1977), I would like
to conclude by describing how this procedure might operate.
The first stage of the analysis involves a description of
the problem from a decision analysis viewpoint. This entails
looking at the farming system as a whole and specifically in
terms of the factors affecting pest management decisions.
Modelling may occur at this phase but only in the form of overall
descriptive (flow diagram) models or simple decision or analytical
models. From this descriptive phase, key management questions
arise which in turn lead to ecological and biological questions.
It is also at this stage where research and extension questions
are raised.
In -attempting to answer these explicit questions, simple,
empirical experiments should be used whenever possible: for
instance, in determining the effect of simple strategies or in
determining damage functions. The value of modelling will be
in answering those questions where a degree of 'hypotheticality'
exists: for instance, in testing strategies that are long-term,
complex, beset by considerable variability, or which involve, as
yet, hypothetical methods of control.
It is by directing attention towards key management problems
and making explicit hypotheses about their solution that this
procedure may increase the chances of real-life improvements
being achieved.
ACKNOWLEDGMENTS
I am grateful to colleagues in the Environmental Management
unit and the Department of Zoology and Applied Entomology for
stimulating many of the ideas contained in this paper.
-175-
REFERENCES
Brown, E.B. (1969), Assessment of damage caused to potatoes by
potato cyst eelworm, Hete~ode~a Rostochiensis WoZZ. Ann
AppZ. BioZ., 63, 493-502.
Clark, L.R. (1970), Analysis of pest situations through the
life systems approach, in Concepts of Pest Management,
R.~. Rabb and F.E. Guthrie, eds., North Carolina State
University, Raleigh, 45-58.
Comins, H.N. (1977), The control of adaptable pests (this volume) •
Conway, G.R. (1973), Experience in insect pest modelling: a
review of models, uses and future directions, in Insects:
Studies in PopuZation Management, P.W. Geier, L.R. Clark,
D.J. Anderson, and H.A. Nix, eds., Ecological Society of
Australia (Memoirs 1), Canberra, 103-130.
Conway, G.R. (1977), Case studies of pest control (this volume).
Cyert, R.M., and J.G. March (1963), A Behavio~aZ Theo~y of the
Fi~m, Prentice-Hall, Englewood Cliffs, N.J.
Dillon, J.L. (1971), Interpreting systems simulation output
for managerial decision-making, in Systems AnaZysis in
Ag~icuZtu~aZ Management, J.B. Dent and J.R. Anderson, eds.,
John wiley, Sydney, 85-120.
Gutierrez, A.P. and Y. Wang (1977), Applied population ecology:
models for crop production and pest management (this volume).
Haefele, W. (1974), Hypotheticality and the new challenges: the
pathfinder role of nuclear energy, Mine~va, 10, 303-323.
Jones, F.G.W. (1973), Management of nematode populations in
Great Britain, P~oc. TaZZ Timbers Conf. Anim. Cont~oZ
Habitat Manag., i, 81-107.
Kiritani, K. (1977), Systems approach to pest management of
the green rice leafhopper (this volume).
Large, E.C. (1958), Losses caused by potato blight in England
and Wales, PZ. Path, 2, 39-48.
Murdie, G., and D.G. Campion (1972), Computer simulation of red
bollworm populations in control programs using sterile
males and sex attractants, Cotton G~owing Rev., ~, 276-284.
Norton, G.A. (1975), Multiple cropping and pest control: an
economic perspective Meded. Fac. Landbouww. Rijks. Univ.
Gent., 40, 219-228.
-176-
Norton, G.A. (1976), Analysis of decision making in crop
protection, Agro-Ecosystems, l, 27-44.
Ogunfowora, o. and Norman, D.W. (1973), An optimization model
for evaluating the stability of mixed cropping systems
under changing resource and technology levels, BuZZ, Rural
Econ. Sociol. (Ibadan, Nigeria), ~, 77-96.
Shoemaker, C. (1977), Optimal management of an alfalfa eco-
system (this volume).
Stark, R.W. and R.F. Smith (1971), Systems analysis and pest
management, in Biological Control, C.B. Huffaker, ed.,
Plenum Press, New York, 331-345.
Stern, V.M., R.F. Smith, R. van den Bosch, and K.S. Hagen
(1959), The integrated control concept, Hilgardia, 29,
81-101.
van Dyne, G.M. (1972), Organization and management of an
integrated ecological research program - with special
emphasis on systems analysis, universities, and scientific
cooperation, in Mathematical Models in Ecology, J.R. Jeffers,
ed., 111-172.
Walker, B.H., G.A. Norton, G.R. Conway, H.N. Comins, and
M. Birley (1977), A procedure for multidisciplinary eco-
system research with reference to the South African
Savanna Ecosystem Project, J. Appl. Ecol. (in press).
Watt, K.E.F. (1970), The systems point of view in pest manage-
ment, in Concepts of Pest Management, R.L. Rabb, and
F.E. Guthrie, eds., North Carolina State University,
Raleigh, 71-79.
Way, M.J. (1973), Objectives, methods and scope of integrated
control, in Insects: Studies in Population Management,
P.W. Geier, L.R. Clark, D.J. Anderson, and H.A. Nix, eds.,
Ecological Society of Australia (Memoirs 1), Canberra,
137-152.
I
CASE STUDIES OF PEST CONTROL
G. R.Conway
INTRODUCTION
In this paper I wish to summarize our work on two pest
control case studies. One concerns the sugar cane froghopper
(Aeneolamia varia saccharina), a pest of sugar cane in Trinidad
and the other concerns the cattle tick (Boophilus microplus),
a pest on cattle in Australia. Work on the froghopper has
been carried out in collaboration with A.B.S. King of the
Caroni Research Station in Trinidad and has been reported in
Conway et al. (1975). Work on the cattle tick is being carried
out in collaboration with R.W. Sutherst of the C.S.I.R.O.
in Australia and at present is only partially complete.
Both case studies are concerned with controlling a
seasonal, multi-voltine pest population, where heavy reliance
is placed on insecticides as the main technique of control.
In both instances, we have modelled population change using
the Leslie Matrix model (Leslie, 1945, Osher, 1972). Here
population change is given by
~t+1 M ( 1 )
where Qt+1 and Qt are the age class vectors of the population
at time t+1 and t and the matrix
f (0) f (1 ) f(k-1) f(k)
p (0) 0 0 0
0 p (1 ) 0 0
M 0 0 0 0
0 0 0 0
0 0 P (k-1) 0
where f (x) and p(x) are the age specific fecundities and
3urvivals.
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The Leslie Matrix has the merit of describing population
change in a neat and conceptually clear manner. Construction
of the matrix depends upon three well defined sets of biological
information:
Development time which determines the size of the matrix,
Fecundity which gives the values for f(x), and
Survival and migration, which give p(x).
THE SUGAR CANE FROGHOPPER (AENEOLAMIA VARIA SACCHARINA)
The froghopper is a small bug with sucking mouth parts
which feeds on the sap of the sugar cane plant. Froghopper
nymphs live in cracks in the soil and feed on the roots.
However, the important damage is caused by the adults which
feed on the uppermost leaves. Heavy attack results in 'blight',
a necrotic condition of the leaves which greatly reduces photo-
synthetic capacity.
There are four generations or broods of froghoppers a year
on cane, the first arising after the onset of the wet season
which occurs in Mayor June. Later broods lay diapause eggs
which survive the dry season from December to May and give rise
to first brood nymphs of the succeeding season (Figure 1).
FROGHOPPER
POPULATION
1 SI BROOD
2nd BROOD
3rd BROOD
4th BROOD
S UG AR-
CANE
(ratoon
c ro pI
HARVEST
JANUARY
(D RY
SEASON)
1
MAY /JUNE
(WET
S E ASONI
DECEMBER
Figure 1. The seasonal cycle of the froghopper population
on sugar cane in Trinidad.
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Caroni Limited grows approximately 20,000 hectares of
cane in Trinidad and current control practice is to spray
infected fields from the air with an insecticide that kills
the adult froghoppers. The fields are regularly monitored to
determine the level of froghopper population, and spraying is
carried out when the density exceeds 5 adults per 100 cane
stems in the first brood, or 50 adults per 100 cane stems in
later broods. The initial aim of our case study was to seek
improvements in the economic efficiency of the current control
practice of aerial spraying. We have assumed in this instance
that the aim of control is to maximize profit. Hence, after
Southwood and Norton (1973), the objective function can be
described as
Max. Y[A(S)] P [A(S)] - C (S) (2 )
This expression, which relates cost of control to revenue, has
within it four important functions:
(i) the cost of control function, C(S), which relates
the cost of control to the control strategy S;
(ii) the control function, A(S), which relates the level
of pest attack to the control strategy S;
(iii) the quantity damage function, Y[A(S)], which relates
the yield to the level of attack A(S);
(iv) the quality damage function, P[A(S)], which relates
the price to the level of attack A(S) •
Our initial assumption, based on limited evidence, is that
loss of sugar yield is a linear function of the froghopper
population, expressed in terms of adult-days: that is, the
yield of sugar per acre (Y) is given by:
Y Yo - dA(S) (3)
where Y
o
the yield of sugar without froghopper attack
3.5 tons per acre, and
d the damage coefficient
1.307 x 10-5 tons/acre/adult-day/200 canes.
More recent work suggests that in fact the relationship may be
non-linear and that there may also be a significant effect of
time of attack on sugar yield. However, because of the
lack of detailed information we have continued the analysis
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on the basis of a simple linear damage function. The objective
of improved control efficiency can thus be redefined as
Max. P(Y - d A(S» - C(S)
o
(4 )
We have looked at the control function A(S) in two ways.
First, we have attempted to understand the ecological character-
istics of the pest which are relevant to control, using a
population model based on the Leslie Matrix. Second, we have
examined the dynamics of insecticide control, using a different
population model and the technique of dynamic programming.
We began by taking a set of detailed field records for
populations which had been unsprayed or only lightly sprayed
such as that depicted in Figure 2. We then attempted to model
the population pattern using a simple Leslie Matrix model with
information obtained from the literature or from laboratory or
field experiments. The model is assumed to have an age
interval of one day and we further assumed that the values of
p(x) and f(x) changed only with each new brood, a brood lasting
from new laid eggs to the death of the adults to which they give
rise. Each brood is thus described by a characteristic M matrix.
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Figure 2. Record of the numbers of adult and nymphal frog-
hoppers during the 1973-74 season for a single
field (Orange Field 3) at Caroni Ltd. in Trinidad.
-181-
Because of the paucity of existing data at the beginning of
the study, values for the parameters were obtained from a
series of laboratory and field cage observations carried out
during 1973 (Table 1). The estimates of fecundity and develop-
ment could reasonably be assumed to approximate the values
occurring naturally in the field; but the survival estimates
are more likely to be over estimates. In fitting the model,
we thus began by including the fecundity and development data
and then, adjusting survival rates to provide a fit, comparing
them subsequently with the available estimates.
Table 1. Estimates of development, fecundity and survival for
the sugar cane froghopper obtained from laboratory
and field cage experiments.
Deve1~t tines (days) Fecundity Survival (daily)
Ncn- Nynphs (m:rlh Proportion
diapausea Eggs Non- Adultsnon-
eggs Fe- per diapause diapause Fe-
Brood (rrean) All Male male Female eggs laid eggs Nynp'ls male
1 19 28 28 32 13-38 0-932 ? 0-894
2 20 28 28 32 12-93 0-703 0-981 09-35 0-838
3 24 28 28 32 10-77 0-253 0-983 ? 0-803
4 27 28 28 32 13-26 0-321 0-990 ? ?
~cn-diapause eggs are defined as eggs hatching in less than 35 days.
~deve1~t times cbserved for the first brood are assurred to
be s:imi.1ar for later broods
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The model was initiated using a field estimate of the
number of viable eggs present in May but it was assumed that
all these eggs hatched on the 19th of June, when heavy rains
first fell. Figure 3 shows the best fit to the female adult
population. It was clearly an inadequate explanation of the brood
pattern and we thus progressively added further components into
the model. A reasonably realistic outcome was obtained with
five additional components using data obtained from the
laboratory, field cage or field experiments:
1. Hatching as a function of daily rainfall;
2. Fecundity increasing and then decreasing with
female age;
3. Inclusion of the male frog hopper population in the
simulation, allowing for differing development rates
of the sexes;
4. Simulation of the effect of insecticide spraying;
5. A reduction in egg development time, following re-
examination of the data.
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Figure 3. Preliminary fit of the model to female adult frog-
hoppers recorded in Orange Field 3 in 1973-74
Figures 4 and 5 show the resulting fits to the adult and
fifth instar nymph data f~r one particular field.
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The fit of the model could be improved by adding further
components. Nevertheless, at this stage the model fitting
procedure suggests a number of conclusions and hypotheses.
First, it appears that the sampling procedure considerably
underestimates the numbers of nymphs in the first two broods,
and monitoring of the growth of the pest population based
on sampling this stage is likely to be unreliable, unless the
degree of underestimation can be accurately quantified.
Second, the daily survival rates of nymphs obtained by fitting
the model tended to be higher than expected. They were often
as high as, or higher than, the laboratory estimates, whereas it
was expected that they would be lower, because of mortalities
due to parasites and predators which were excluded from the
laboratory experiment. Survival rates were lower however for
the first, third and fourth brood of adults, reflecting the
presence in the field of either adult migration or mortalities
due to predators or disease.
These conclusions are of interest and of some relevance
for control but we have found, at least for this pest, that the
measurement of the important parameters in the manner prescribed
by the Leslie Matrix formulation presents considerable diffi-
culties. We have found that using a model of this kind does
not readily stimulate further field work so the feedback between
modelling and data acquisition is not greatly encouraged. It
is partly for these reasons that Birley (1977) is exploring the
value of a transfer function model in tackling this problem.
We have used the Leslie Matrix model of the froghopper to
gain some preliminary ideas concerning control. We have, for
example, explored the possibility of continuous sterilization
of the first brood male population as a means of control. We
assumed random mating and complete mixing of the population,
and then examined the effects of the proportion sterilization
on the subsequent number of adult-days and diapause eggs pro-
duced. In Table 2, these results are compared with those
obtained when insecticides are applied according to the standard
decision rules. The simulations show, at least for one year
and one field, that trapping and sterilizing first brood males
at a rate of 40% per day will give control as good as current
spraying practice. However, a significant amount of damage is
still likely· to occur, partly due to the fact that the number
of adult-days in the first brood is unaffected. A more efficient
strategy may be to spray the first brood prior to sterilization.
With the Leslie Matrix model in this form, finding an
optimal spraying strategy is a relatively simple problem. The
model assumes that survival and fecundity rates change for each
brood but in a manner which is independent of the size of the
brood. Thus the most effective control measures are those
taken against the first brood~ the greater the kill in the first
brood the lower the population in later broods. This will not
hold true, however, if fecundity and survival are density-
dependent processes.
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Table 2. Simulation results of continuous sterilization of
first brood males compared with two spraying
strategies, using the model of the froghopper
population in Orange Field 3. (Under the decision
rule, spraying is carried out when first brood
populations exceed 5 adults per 100 stems and
when later broods exceed 50 adults per 100 stems.)
Proportion of
Fertile Males
Sterilized Total Adult- Total Diapause
Each Day Days Eggs Laid
0 80 088 201 123
O. 1 60 058 146 945
0.2 46 225 109 723
0.3 36 139 82 685
0.4 28 480 62 204
0.5 22 474 46 174
0.6 17 643 33 298
0.7 13 674 22 732
0.8 10 357 13 906
0.9 7 543 6 424
1.0 5 126 0
Spraying according
to decision rule 27 030 68 820
Spraying as carried
out in field 43 332 90 925
To examine what effect density-dependence relationships
would have on the optimal spraying strategy, we have used a
simpler model of the froghopper population. Using data for
a single brood, we have fitted a beta function to give the
total number of adults (at) at time t :
(5 )
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and we have assumed that the total number of adult-days in one
generation is related to the number of adult-days in a previous
generation by the following relationship:
Ag+1
XA l-b
g (6)
where Ag , Aq + 1 = the number of adult-days in generation g and g+l,
and A = the net reproduction rate.
This is the simple density-dependent relationship of Morris
(1959) and Varley and Gradwell (1960) whose properties are
described in detail by May et al. (1974).
The parameter b measures the degree of density-dependence
between the broods. When b = 0, there is no modifying effect
of density on the relationship. When 0 < b < 1, the density-
dependence relationship is under-compensating and when
1 < b < 2, it is over-compensating. Perfect density-dependent
regulation occurs when b = 1.
If present in the froghopper life-cycle, density-dependence
could affect one or more of several processes relating one brood
to the next (Figure 6). Unfortunately estimation of the b value
for these processes requires extensive data sets. The data so
far available suggests that both nymphal survival and adult
migration may be density-dependent.
We have assumed that the adult daily survival rate s is
constant for the brood and thus the number of adult-days removed
by a single non-residual insectioide application is
where k
and t
the proportionate kill
the day on which the spray is applied.
(7 )
For a residual insecticide, the number of adult-days removed
by a single application will be
r
(at + i=t~1 e i ) k s
where r = the number of days of residual action
e i = the number of adults emerging on day i.
( 8)
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Processes
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Emergingl ....A~d-u-l-t-s---------------- __
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Adult Days
Figure 6. Processes in the life cycle of the sugar cane
froghopper liable to be affected by density
dependence.
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We further assumed that a maximum of three sprays could
be applied in a brood using any combination of residual or
non-residual insecticide. Table 3 shows the nine dominant
strategies for single broods and the optimal times of application.
Table 3. Optimal application times for ten spraying strategies
directed against a single froghopper brood
Time from First Adult Emergence (Days) Percentage of
Strat- Adult-Days
egy 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Removed
0.0
2 NR 19.3
3 NR NR 32.7
4 R 37.6
5 NR NR NR 42.8
6 NR R 49.0
7 NR NR R 57·2
8 R R 60.9
9 NR R R 67.4
10 R R R 74.9
R = residual spray; NR = non-residual spray.
A strategy s is profitable when
Pda (S ) > C (S) (9)
where a(S) = the number of adult-days eliminated by strategy S.
This condition is essentially equivalent to the economic
threshold criteria of Stern et al. (1959). For a non-residual
insecticide (expression (7» the condition can be expressed as
1-S
at > C (NR) PdkS (10)
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and for a residual insecticide (expression 8), as
r
2:
at + i=t+1 e.1
1-s
> C (R) Pdks ( 11 )
Both of these criteria are practicable where at and e t are
being monitored and only a single spray is contemplated.
But where more than one spray is to be applied, a systematic
computer search procedure has to be followed. Figure 7 shows
the result for a single brood. Since the damage function is
linear the net revenue curves are also linear. A strategy is
profitable when its net revenue line intersects the non-sprayed
revenue line (strategy 1). For each brood size the uppermost
revenue line indicates the most profitable strategy and thus
the arc subtended by these upper lines describes the optimal
spraying policy for a range of brood sizes.
Optimal strategy
Initial brood size (<dIlt - days)
Figure 7. Optimal spraying strategies (see Table 3) against
a single froghopper brood.
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Extending the analysis to the four brood conditio~
which occurs in the field is computationally laborious. The
solution is most efficiently found by the application of the
dynamic programming technique (Bellman, 1957, Shoemaker 1973,
Watt, 1963). Table 4 shows the optimal spraying strategy
obtained by this technique for three different assumptions
about density-dependence. The result clearly illustrates
the importance of density-dependence for control policy.
Heavy first brood spraying is only optimal when there is
little or no density-dependence; the spraying shifts to the
second and third broods as the degree of density-dependence
increases.
Table 4. Optimal spraying strategies against all four frog-
hopper broods with varying degrees of density-
dependence. Strategies as in Table 1 (after Conway
et al. 1975)
Initial Density-dependence b=1.25Size of b=O b=0.5
1st Brood (None) (Undercompensating) (Overcompensating)
Adu1t- BROOD BROOD BROOD
Days 1st 2nd 3rd 4th 1st 2nd 3rd 4th 1st 2nd 3rd 4th
2000 7 3 10 3 10 10
5000 10 5 6 10 3 9 10
10000 10 10 10 10 3 2 9 10
These optimal spraying policies have also been examined
by Comins (1977) who has assessed the effect of possible
pesticide resistance in the froghopper. Table 5 shows the
costs of the strategies both as computed above and taking into
account possible resistance. In the presence of undercompen-
sating density-dependence, large brood numbers result in
greatly increased resistance costs. But in the presence of
overcompensating density-dependence, the resistance costs
remain more or less constant over a wide range of initial brood
sizes.
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Table 5. Effect of resistance on the cost of optimal spraying
strategies for the froghopper (after Comins 19771
Initial Size Total Cost ( $ )
Density- of 1st Brood
Dependence (Adul t-Days) No Resistance Resistance
2000 59 59
b=0.5 5000 73 77
10000 84 99
2000 90 98
b=1 .25 5000 95 100
10000 104 109
2000 35 35
b=O 5000 49 53
10000 60 75
THE CATTLE TICK (BOOPHILUS MICROPLUS)
The cattle tick is the most important pest of cattle in
Australia and is estimated to cost the industry A$40 million
per annum in control costs and production losses. Damage to
cattle is caused by adult female ticks, their feeding resulting
in loss in liveweight gain as well as damage to hides. The
engorged females then detach themselves from the host and lay
eggs in the pasture. These hatch into free living larvae
which are in turn picked up by the grazing cattle. The
duration of the parasitic phase of the life-cycle is a constant
three weeks while the non-parasitic phase may vary in duration
from four to twenty weeks depending on the season and avail-
ability of hosts.
In Queensland the most widely used method of control is
to dip the cattle in a chemical acaricide to kill the parasitic
ticks on the cattle, but as Table 6 shows this has resulted in
very rapid evolution of acaricide resistant strains (Wharton
and Roulston, 1970). Other methods of tick control are possible.
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Table 6. Development of acaricide resistance in the Australian
cattle tick (courtesy of W.J. Roulston & R.H. Wharton)
Chemical
Year
Introduced
Year in Which
Resistance
Widespread
Arsenic 1895 1936
DDT 1946 1955
BHC 1950 1952
Diazinon 1956 1963
Dioxathion 1958 1963
Carbaryl 1963 1963
Carbiphenothion 1961 1963
Coumaphos 1959 1966
Ethion 1962 1966
Chlorpyrifos 1967 1970
Bromophosethyl 1967 1970
For example, the technique of pasture spelling, in which cattle
are removed from the pasture for a period of time, produces
increased mortality of free living larvae. Zebu type cattle
(Bos indica L) are also more resistant to tick attack and use
of this breed or cross-bred European cattle (Bos taurus L.)
provides another form of control (Wharton, Utech and Turner
1970; Wharton, Utech and Sutherst 1973). However, these methods
have their own disadvantages and neither is an exclusive alterna-
tive to dipping. A possible solution to the resistance problem
is to combine the three methods, exploiting the advantages of
each.
The aim of our case study has not been to design an optimal
control strategy for any particular property or region but to
develop a framework and provide a set of models and techniques
which will aid in the development of improved strategies. We
have so far only examined the dipping strategies. To do this
we have used a modified Leslie Matrix model for the cattle tick,
and divided the population structure into weekly age classes,
thus giving 13 developmental classes:
n(O)t - n(4)t
n(5)t - n(8)t
n(9)t - n(11)t
n(12)t
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eggs
in pasture
larvae
parasitic ticks on cattle
adult females in pasture
so that the Leslie Matrix is given by
e
e
e(1-h 3) e(1-h4)
eh 3 eh 4
l(1-p)
l(1-p)
l(1-p) l(1-p)
lP lP lP lP
(1-k)
(1-k)
where e
h
1
P
k
constant egg survival rate
proportion of eggs hatching, in week 3 (h3 )
and thereafter (h 4)
constant larvae survival rate
proportion of larvae taken up by cattle per week
constant mortality rate of parasitic stages due
to acaricide dipping.
This basic matrix is then modified to take account of the
density-dependent mortality which is present in the early
parasitic stage. Sutherst et al. (1973) have demonstrated
that competition between parasitic ticks leads to a relationship
of the form:
M = a L1 - b
where M
L
a,b
the number of females reaching maturity,
the number of larvae picked up, and
density-dependence coefficients.
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We have assumed that this relationship operates within the first
week of parasitism so that
where ~
p
larval weekly survival rate
weekly host finding rate
Parameter values for the model were derived from published
and unpublished data, wherever possible using data relevant
to South East Queensland conditions. It was assumed that
values changed between but not within broods and the values
chosen were judged to be typical of average climatic conditions
in South East Queensland. When run with these values the
model gave a fairly realistic pattern of numbers for a single
year (Figure 8). Note that the populations on Zebu cattle
are very much lower than on European cattle because of the much
greater degree of density-dependent competition which occurs
on Zebus.
We have decided not to attempt further adjustments of
the model to improve its realism. A more complex and sophisti-
cated model is being developed elsewhere. We feel that the model
presented here is sufficiently realistic to explore at least the
general implications of various control strategies. Using the model
we have thus investigated the importance of the relationships between
generations and the pattern within generations for dipping strategies.
Dipping cattle in an acaricide kills a large proportion
of all ages of parasitic ticks. Since it takes approximately
three weeks from the time larvae attach to cattle for them to
become adult females, a single dipping produces a three week
period when the treated cattle are relatively free of adult ticks.
Figure 9 shows the total number of tick weeks resulting
from a single dip in each generation for a wide range of initial
egg densities. It is clear from these results that dipping the
first generation is considerably more effective than dippiny
later generations. The figure also illustrates the effect of
density-dependence. In the absence of density-dependence the
relationship between total tick weeks and initial egg density
would be linear rather than curved, as here. In the case of
European cattle, Figure 9, the degree ef density-dependence is
light and the relationship is only slightly non-linear, whereas
for Zebu cattle (not shown here) the curvature is more pronounced
due to stronger density-dependence.
It is interesting to note that if we ignore the age class
effects (associated with the Leslie Matrix model) and simply
assume that the generations are linked by a simple density-
dependent relationship of the torm
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Figure 8. Simulation of tick populations on European and
Zebu cattle.
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Figure 9. Effect of dipping different broods on European
cattle (99% kill).
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where g refers to generations 1,2,3 and 4 and g+1 is 2,3,4,
and 1 respectively, it can be shown that in the case of under-
compensating density-dependence, as occurs here, i.e. 0 < b < 1,
a single dipping is more effective when applied against the
third brood rather than the first. The reason is that the
presence of density-dependence attenuates the reduction in
future generations resulting from a single kill. There is
thus a considerable advantage in dipping the generation before
the fourth brood, since the latter is the largest and the dip
has a greater effect.
The discrepancy in the results from the Leslie Matrix
model and this simple density-dependence model arises from the
importance of the generation pattern, which is not incorporated
in the latter. Its importance lies in the length of the period
of recruitment to the first brood of the season. If, as has
been assumed in the Leslie Matrix model, the first brood eggs
hatch over a short space of time, dipping will result in a high
proportion of mortality of early generation ticks and this
apparently outweighs the effect of density-dependence. Simula-
tions in which the period of recruitment and density-dependence
are varied show that the optimal spraying time depends very
critically on the balance between these two factors (Table 7).
Table 7. Ratio of t~ck weeks produced by dipping in third
brood to tl~k weeks ~roduced by dipping in first
brood. Sprlng recrultment is assumed to be
narrowly or widely distributed in time.
The Strength of Den-
sity-Dependent Mortal-
ity
Resul ts for 1
Year Run
Recruitment
Narrow Wide
Results for 10
Year Run
Recruitment
Narrow Wide
European cattle
Zebu cattle
2.01
1. 24
0.98
0.95
7.50
2.14
1. 34
1. 13
We further used the Leslie Matrix model to examine the
effect of more than two dips in the season, and found that
when three or more dips are applied, the resulting tick weeks,
and ~ence damage, are largely independent of initial egg
de~slty. We also found that the best strategies are only
S~lghtly aff~cted by changes in the development rate of the
tlck populatlon. In general it would thus seem that the best
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strategy arrived at by this procedure is fairly robust, being
only drastically altered by changes in the pattern of egg
hatch at the beginning of the season or the degree of density-
dependence between generations.
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A TRANSFER FUNCTION,
PEST MANAGEMENT MODEL
Martin Birley
INTRODUCTION
One of the principal challenges to the theory of insect
pest management is to describe the interactions of populations
with age structure in a seasonal environment (Sinko and Streiffer,
1967; Oster and Takahashi, 1974; Auslander, Oster and Huffaker,
1974). An ideal technique would be both realistic and easily
communicable, while containing mathematically tractable non-
linear equations. It would mimic salient features of population
dynamics and enable alternative management strategies to be
explored. In the absence of such a chimera, some improviza-
tion is necessary which fulfills a more limited goal. Non-linear
partial differential equations (op. cit.) represent one solution
to this problem.
In the face of complexity, the simple, classical techniques
of linear systems theory may have been overlooked. The transfer
function or convolution, in discrete or continuous form, is at
the core of this theory, is well known in the bio-engineering
literature (Milsum, 1966), and has been mentioned by ecologists
(Kowal, 1971; Hubbell, 1971). Indeed, the basic age-specific
survival and fecundity processes of populations are convolutions,
and were described as such by demographers such as Lotka
(1939), Rhodes (1940) and Leslie (1948). Transfer functions
have been used to model populations by Lewis (1972, 1976) and
to forecast population change by Hacker et al. (1975).
Before transfer function techniques can be applied, the
population process must be decomposed into linear and non-linear
components. A transfer function model of some of the principal
linear components may describe the major features of population
change. When non-linear components are added the elegant
properties of the linear theory are lost but the technique
remains conceptually simple and may be simulated on a computer.
It may not be possible to apply a single mathematical
technique to all insect pest modelling problems. However, it
may be possible to group pest management problems into cate-
gories, or paradigms, according to the techniques which are
most appropriate for their description. The assumptions which
have been made about the problem must be explicitly stated and
constitute the paradigm definition. One such paradigm concerns
multi-voltine pests with discrete generations in a seasonal
-201-
-202-
environment. A case study of this paradigm is the sugar Cane
froghopper (Aeneolamia varia saccharina f Dist. f Homopterat
Cercopidae) which is an important pest of sugar cane in
Trinidad (Fewkes, 1969).
~HE CONTROL PROBLEM
Components abstracted from the pest management problem
help to delineate the paradigm. One such component is the
set of admissable controls. I restrict this set to the timing
of pesticide applicationt and assume that a non-residual
pesticide spray of known cost and kill rate can be applied on
any day in the growing season. The control problem is to
choose the spraying dates.
Another component of the control problem is the precise
relationship between crop yield, pest damage and the monetary
value of the crop. This relationship can be complicated by
plant compensation, asynchrony between plant and pest growth
rate, qualitative effeqts of crop damage and many other factors
(Southwood and Nortont 1973). I assume that damage is restricted
to a single instar and is linearly related to total instar-days
throughout the course of the growing season. I also assume
that the monetary value of the crop is linearly related to
damage. By making these assumptions, the details of plant
growth can be ignored and attention can be restricted to the
population dynamics of the pest. Although the problem becomes
less realistic it becomes much more amenable to theoretical study.
The objective of pest management is assumed to be an
increase in the net profit obtained from a single crop.
Therefore, the objective function is to maximize:
monetary value of the crop - monetary cost of pest control.
But since the monetary value of the crop is assumed to be
linearly related to total instar-days, there is an equivalent
and simpler objective function which is to minimize:
monetary cost of damage caused by total instar days +
monetary cost of pest control.
It is assumed that each application of pesticide increases the
monetary cost of pest control but decreases the monetary cost
of total ins tar-days of pest damage. The economic threshold can
now be defined as that level of pest infestation at which the
cost of control action is just equal to the cost of damage which
would be prevented by that control action.
By examining the components of the control problem, attention
is focussed on a particular ins tar within the pest life-cycle,
on the number of individuals within that instar throughout
the entire season, and on the effect of control action on the
-203-
number of individuals. A dynamic model is required to relate
these factors. The effect of pesticide timing can then be
investigated on the model and some insight gained as to the
effect of timing on the real pest system.
THE PEST LIFE-CYCLE
The pest population has a seasonal diapause which destroys
the population age structure and distinguishes the paradigm
from, for example, human populations, where age structure has
continuity over time. At the beginning of each growing season
the population is recruited from the diapause state, and this
determines both the age structure and the pest infestation
rate. Development proceeds through several instars, develop-
ment rate apparently being independent of daily fluctuations
in environmental conditions. This assumption distinguishes the
paradigm from those pest species where development rate is
critically dependent on climate.
The most important assumption that I wish to include in
the paradigm is that the probability of survival is age-
specific. After recruitment to a particular instar, some
proportion of a cohort survives each age interval. I assume
that a large component of daily mortality is dependent on the
age of the individual. There will certainly be age-independent
sources of mortality, such as pesticide application or climatic
extremes, and these will be referred to as catastrophes.
Catastrophic mortality is assumed negligible unless mentioned
explicitly. I also assume that the fecundity of female adults
is age-specific. It is the age-specific nature of the paradigm
which makes the transfer function approach most appropriate.
Finally, I assume that the instar which causes economic damage
is the same as the instar which can be controlled by pesticide
application. Consequently, attention can be focussed on
recruitment to a specific instar and the age-specific survival
of recruits. If the pest is multivoltine, the surviving
individuals will produce offspring which ultimately appear
again as recruits to the damaging ins tar at a later time
within the season. In this case, there is an inter-generational
relationship which determines how many offspring recruits to
an instar are produced per instar recruit.
THE CASE STUDY
The sugar cane froghopper overwinters as eggs; which are
hidden in the soil around the base of the ratooned, sugar cane
crop. Hatchling recruits begin to emerge at the beginning of
the growing season, in response to soil moisture, and the nymphs
attach to the plant roots, surround themselves with spittle,
and remain there until the last nymphal moult. They feed on
xylem sap but do not cause appreciable damage. The last
nymphal moult takes place in a special froth chamber, situated
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at the soil surface. The adults live in the upper leafaxils
of the sugar cane plants and their feeding punctures cause
necrosis, or blighting, of the leaves. The loss of photo-
synthetic tissue retards plant growth and reduces the yield
of sugar when the cane is harvested at the end of the season.
Damage is controlled by aerial spraying of insecticide which
is directed against adults. There is a scouting procedure to
determine the best time to spray. An additional point of
importance in the following discussion is that adult recruitment
may be monitored by sampling the froth chambers occupied by
pre-emergent adults. There are four generations, or broods,
in the season, although the last brood is small since most of
the eggs produced by the third generation enter the diapause
state.
It should be pointed out that the pest could probably be
controlled by frequent ploughing (Fewkes 1969) but, for economic
reasons, it is preferable to ratoon the crop for as many
seasons as possible. Consequently, pest infestation builds up,
pesticides must be used, and the environment may be damaged.
However, the only pest management issue which is under
discussion here is the optimal timing of pesticide application,
although by pursuing an optimal policy, it may be possible to
minimize pesticide application and, hence, environmental damage.
THE MODEL CHOICE
The properties of the control problem and the population
life-cycle together restrict model choice. For example, a
model must be chosen which includes age classes, instars and
recruitment. But the problem of parameter estimation should
be considered before a model is finally selected. The values
of the model parameters will have to be adjusted so that the
model output corresponds to a set of, generally, scarce and
noisy observations which have been made of the pest system.
Insect population samples are often estimates of instar
density obtained at several day intervals throughout the
season. It is of importance that the data is grouped by
instar rather than by age class. The parameters of an age
class model, such as the Leslie Matrix (Lewis, 1942; Leslie,
1945; Usher 1972), cannot be estimated directly from time
series of instar density data (Lefkovitch, 1965), A matrix
model based on instar class rather than age class will only
work if the age structure is stable (Vandermeer, 1975).
THE TRANSFER FUNCTION
A transfer function model has several advantages over a
matrix model for describing the paradigm of an insect population
in a seasonal environment. A recruitment time series is easily
incorporated as the transfer function input, and ins tar density,
rather than age class density, is a natural choice for the
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transfer function output. The transfer function model is
already an underlying feature of many methods of analyzing
insect population data and estimating population parameters
(Manly, 1974; Birley, 1977a). Therefore, a transfer function
is an appropriate model for both the control problem and the
estimation problem. Figure 1 illustrates this relationship.
INPUT
(RECRUITMENT)
OUTPUT
(OBSERVEO ANIMAL
DENSITY)
(AG[-SPECIFIC SURVIVAL)
ESTIMATION
Given the input and output time series, deU""fne
the transfer function.
PREDI CT IONIS IMUlAT ION
Given the transfer function deterwtfne:
1. the effect of ••rylng the Input:
2.• predlctlon of the output;
3. the effect of • control str.tegy;
4. how to l1nk dlfferent stages .nd/or specles;
5. gener.l ...th.... tlc.l propertles of the syst....
Figure 1. The relationship between estimation and control
theory.
There are many different transfer function models and the
discrete form, using a time base of one day, is appropriate for
this particular paradigm. Figure 2 illustrates the model.
The input (f(t» is a time series of instar recruitment density,
the output (N(t» is a time series of observations or predictions
of instar density and the transfer function is a set of
parameters (Sj) which represent the age-specific survivorship
function, i.e. the probability of survivinq j days. The set of
constraints attached to the parameter values embody the principle
that animals must die as they age.
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I_N_PU_T ----j»CTRAN5-~FP O_UT~
f{t) FUNCTION N(t)
-----
(5)
r40DEL: N(t) Zdf(t-j).5 jj=O
Figure 2. The transfer function model.
I shall use some mathematical shorthand in the following
discussion. This shorthand is illustrated in Figure 3 and
replaces the summation sign equation by an operator ¢. The
symbol ~ is also used and denotes the backwards operator or
unit time delay.
MATHEI~ATICAl NOTAT ION USING THE BACKWAPDS OPEPATOP
let" be defi ned as the backwards operator which ha'.i the property:
~~f(t) • f(t-j)
The transfer function equation may then be expressed as follows:
N(t) • ~ S"f(t-j)L j J
• ('" S .• ,.i ). fIt)l.j J
l~t I(S) be shorthand notation fn. the paly.-lal in • and S.
N(t) • I(S).f(tl.
Figure 3. Some mathematical shorthand.
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TWO SOLUTIONS TO THE CONTROL PROBLEM
First, I consider the case of a uni-voltine pest, which
is in agreement with the paradigm outlined. The problem of
pesticide timing for this pest can be divided ~nto two separate
problems, depending on the extent of recruitment information
available. If recruitment can be monitored but not predicted
then there is an economic threshold control problem. If
recruitment can be predicted in advance for the whole of the
season then there is an optimal control problem. By using
threshold control, it should be possible to improve profits and,
by using optimal control, it should be possible to maximize
profits. But in order to maximize profits it is necessary to
have the additional information about future pest recruitment.
For the threshold control problem it is assumed that
recruitment has been monitored up to, and including, each
decision day. It would then be rational to spray if the
reduction in damage associated with spraying is greater than
the cost of spraying. It is assumed that damage can be
measured in instar-days and therefore it is necessary to know
the number of ins tar-days which could be eliminated by spraying
on a given day. If c(t) is the fraction of survivors from
the non-residual spray, Q(t) is the cost of the spray and e(t)
is the monetary damage value of one instar-day, then the
economic threshold (Stern et al., 1959; Norton, 1976) is
defined by:
D(t) ~ Q(t)/(1-c(t)) ·e(t) (1)
The controllable instar-days (D(t)) can be determined from the
recruitment time series (f(t)) and the survivorship function
(8) in a similar manner to the instar density (N(t)). The
transfer function relationship between N(t) and f(t) was
illustrated in Figure 2. The relationship between D(t) and
f(t) depends on the parameter a which is defined by:
S.
~
( 2)
where d is the stage duration, a j determines the number of
instar-days which will be contributed by an individual of age
j. Then, using the notation of Figure 3, it follows that:
D(t) <I> (a)of(t) . ( 3)
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These arguments are summarized in Figure 4. The recruit-
ment is known up to and including day t (M is an unimportant
parameter, of value unity in this case). When recruitment has
been monitored both N(t) and D(t) can be estimated, providing
that the instar survivorship function is known. If the
estimated value of D(t) exceeds the economic threshold, defined
by equation (1), it is rational to spray.
INSTAR DE~SITY
SURVIVAL FUNCTION
RECRUITfoENT
H.f(t)
I( 0( )
D(t)
[NSTAR-DAYS PRODUCED
ECONOMIC THRESHOLD
TIME
Estl..tlon of the threshold for Insecticide appHcatlon by Instar rec."ltIIOnt "",nltorlng.
Figure 4. A model for determining threshold spraying rules
from recruitment data.
In order to determine the optimal control strategy for a
uni-voltine pest, the entire sequence of recruitment (f(t»
must be known (t=O,n). The optimal control minimizes
n
FS ='" (e(t)·N(t) + Q(t»
L.J t=O
where N(t) is the instar density on day t subject to the
control sequence c(t).
( 4)
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The optimization problem is solved by application of a
modified dynamic programming technique. Normal dynamic
programming (Bellman. 1957) is based on an autoregressive model,
in which state transitions depend on the previous state and
the control action. In a moving average model, the state
transitions depend on the recruitment time series, the previous
control sequence, and the control action. The state (K) at
time t depends on the control sequence (c(j), j=t, t-d)
where the instar duration is d. If the control action is
binary valued (spray or not spray) there are 2d states to be
considered at each time interval. The mathematical details
of the technique are described elsewhere (Birley, 1977a).
A normal recursive formula is used in which FT(t,KI is the
minimum cost of going from state K at time t to the end, and
state L is the new state when an optimal decision is made
at time t.
FT (t,K) = FT (t+1 ,L) + e (t)·c (t) .Nk (t) + Q (t) (5)
where, Nk(t) is the potential value of N(t) when in state K
but before control action c(t).
Figure 5 represents a complete, worked example of no
control, threshold control and optimal control. The example
includes a simple uni-modal recruitment time series, with a peak
recruitment of 80 individuals/day, and a survivorship function,
with an instar duration of six days. In effect, the control
problem is to minimize the area under the curve, subject to
the cost of control. Each" spray" is assumed to cost 100
ins tar-days and kill 0.8 of the population present.
STAGE POPUlATJO" DENSITY AS A R[Sl.l.T OF f() INSECTICIDE APPlICATIUN.
THRESHOLD C~TROL AHO DPT1MAl CONTROL POLICiES.
(ARROWS INDICATE SPRAYING DATES)
nI'E
Figure 5. An example of different control strategies.
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When the population is not controlled, a total of 792
instar-days of damage is generated. The threshold control
policy requires three sprays (cost 300 instar-days) and
reduces the damage to 216 instar-days. The total cost of
the threshold policy is 216+300 = 516 instar-days, i.e. a
saving of 35~ over no control. The op~imal control policy
requires two sprays (cost 200 instar-days) and generates 274
instar-days of damage. The total cost of optimal control is,
therefore, 474 instar-days. The net saving must be offset
against the cost of forecasting the future, which is necessary
in the optimal spraying case.
THE SUGAR CANE FROGHOPPER
In theory, then, the uni-voltine, single instar, pesticide
timing problem can be solved. Naturally, when the method is
applied to a real, multi-voltine pest, such as the sugar cane
froghopper, certain complications arise.
In order to analyze the froghopper problem I had to
determine: a transfer function model of the pest life-~ycle;
estimates of the age-specific adult survival and fecundity;
the inter-generational relationship1 and the effect of density-
dependent processes. Figure 6 is a basic transfer function
model of the pest life-cycle. It includes the nymph-adult
survival and development ratei the age-specific adult survival
and fecundity; egg survival and developmenti and the hatchling
recruitment. It also outlines a possible pathway for hatchling
density-dependent mortality which I shall discuss later.
"I""" SURVIVAL
_ OO'ATlO"
,. • (t)
f--"--'-----'-------""l A\I( AIM'R'CRIJIT
'fa sun".
_ DUUTtD"
FUel... Of'
ID-DIAPME £GGS
Figure 6. A transfer function model of sugar cane froghopper
population dynamics.
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I obtained estimates of the adult age-specific survival
by analyzing observed, adult recruitment and instar density
data (Birley, 1977b). Estimates of the inter-generational
parameters, especially egg-nymph survival, were obtained by
comparing the expected, adult recruitment in successive gener-
ations with the observed recruitment, as in Figure 7 (Birley,
1977a). At best, the interbrood model was fairly imprecise
and accounted for only 60-70% of the variance. The error could
be attributed to numerous random disturbances which must act
on natural populations. There were also some sources of error
which appeared to be systematic.
c:
..
E
-'5
'-
u
~
85
0"-"'=- ....,....... ......:::.1
date (days)
Figure 7. The interbrood relationship for adult froghopper
recruits. The observed (0) and expected brood 2
recruitment. (Field OF3.)
Up to this point I have assumed that the model is linear;
that is, it obeys the principle of superposition. The control
problem for a linear, multi-vol tine, pest model is essentially
the same as the uni-voltine case. But if there are density-
dependent processes operating, the model becomes non-linear and
the control problem is much more complex. For example, Conway
et al. (1975) demonstrated that, under certain assumptions
regarding density-dependence, the optimal time of spraying
shifts from the first generation to the third generation.
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When I analyzed the relationship between adult froghopper
recruitment in consecutive generations, I discovered certain
anomalies at high densities which could not be explained by a
linear model (see Figure 8). It is equally true, however, that
they could not be explained by Conway et al.'s model of density-
dependence. These anomalies can be explained by the following
hypothesis.
650 r---------.r---------------,
r...c
...
oS
'3
L.
u
'"L.
OL...- ::....-~__"----'----''--'".......
dat~ (days)
Figure 8. The interbrood relationship for adult froghopper
recruits. The observed (0) and expected brood 3
recruitment. (Field OF3).
There is a threshold density below which density-dependent
mortality is negligible and a linear model will suffice. Above
the threshold, density-dependent mortality increases rapidly
with density. The density effect may occur at the hatchling
stage, when newly emerged nymphs search for favorable feeding
sites which are already occupied by older nymphs. This process
can be represented mathematically by a non-linear feedback
loop, as in Figure 6. Hatchling survival is modified by a
multiplier (g), which is a function of the density of established
nymphs (P(t» and of exogenous variables, such as the state of
the soil microclimate.
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In this case there are two control problems: a simple
control problem, similar to the one I discussed earlier; and
a more complex, non-linear problem, which operates above the
density effect threshold. The importance of the non-linear
problem depends on the relative levels of the economic and
density effect thresholds. If the economic threshold is much
lower than the density effect threshold, then the control
policy should ensure that the density effect threshold is
never exceeded and a linear model should suffice. If, on the
other hand, the economic threshold is much higher than the
density effect threshold, then control is unnecessary because
the population is self-limiting at densities below the
economic threshold. At intermediate levels, it is necessary
to incorporate the non-linear feedback loop of Figure 6 and
run the model on a computer.
CONCLUSION
I have proposed that pest problems can be grouped into
paradigms according to the descriptive mathematical techniques
employed. Transfer functions may be appropriate for modelling
one such paradigm. However, the population process described
was free from interactions with other species, whether plant,
parasitoid, predator or competitor, and unaffected by temperature
variations. Further work is required to incorporate all of
these interactions in the model structure, while retaining the
conceptual simplicity of the approach.
In cases where linear elements can mimic the major features
of population change, such as the case described, it is possible
to determine analytical solutions to the pesticide timing problem.
Two solutions have been presented. The economic threshold solu-
tion determines pesticide application on the basis of pest
recruitment monitoring. The optimal control solution determines
pesticide application on the basis of prior knowledge regarding
pest recruitment. When non-linear elements are added to the
model it may not be possible to determine analytical solutions
of this form. For this reason, it is important to discover which
non-linear elements are responsible for major qualitative changes
in the conclusions and which are not.
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THE CONTROL OF ADAPTABLE PESTS
H. N.Comins
INTRODUCTION
An ecological approach to the problem of pest control
requires that management decision rules should be based on a
knowledge of the population dynamics of the crop-pest system.
In addition, the ideal decision criterion should be easy to
apply, require little data collection and ensure consistently
good results. Reconciling these objectives calls for a great
deal of ingenuity, since ecological systems rejoice in a wealth
of complexity.
From the pest management point of view the most important
single characteristic of biological populations is their ability
to adjust to any change in their environment. This is a useful
ability in the crop plant, enabling it to recover from early
pest attack with little loss of yield. The same ability in
the pest, however, results in a continual battle to retain
effective control.
This problem has both ecological and evolutionary com-
ponents. The adaptations which enable organisms to exploit
ephemeral habitats (the so-called r-strategy, Conway, 1976)
are particularly troublesome. They include the tendency to
migrate (causing reinfestation), and a very large reproductive
rate, which allows quick recovery from control measures. This
recovery is often exaggerated by the deleterious effect of
pesticides on insect predators (De Bach, 1974).
The most obvious evolutionary response to control measures
is the development of pesticide resistance, although similar
responses to other techniques (e.g. sterile male release) are
quite conceivable. There are only two ways to avoid this
problem: to exterminate the pest species or to set it a
synthetic problem beyond possibility of solution. The former
is a practical alternative in very few cases, while the latter
is made extremely difficult by the requirement that a pesticide
should be harmless to other species. It seems, therefore, that
pesticide resistance must generally be regarded as inevitable
and all the skillful manager can attempt to do is extend the
useful lifetime of each pesticide.
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THE MANAGEMENT OF PESTICIDE RESISTANCE
The development of resistance in a pest population proceeds
via the selective removal of susceptible individuals during
pesticide treatments. Thus, in addition to the obvious effect
of a (temporary) reduction in the pest population, each treat-
ment results in an increment in the frequency of resistance
genes. In the case of mono-factorial resistance we can define
the "susceptibility" of the population to be in(p), where p
is the frequency of the resistance gene (Comins, 1977a). Then,
in applying a given strength pesticide treatment, we not only
use up a certain amount of money, but also a certain amount of
susceptibility (see Figure 1). The latter may be regarded as a
free but irreplaceable natural resource; once it is exhausted
the pests will be resistant to the given pesticide, and a more
expensive substitute must be found.
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Figure 1. Illustration of the changes in pest population and pesti-
cide susceptibility (-in(p), p=frequency of resistance
gene) produced by a series of pe~ticide treatments.
We might therefore ask the following question. Suppose
we have a situation in which the control strategy has been
optimized to deal with the ecological responses of the pest.
How should this strategy be modified to take account of the
necessity for conserving susceptibility? Clearly this would
not involve giving up the pesticide completely, since
susceptibility to an unused pesticide is worthless. However,
it might require a more sparing usage, or even toleration of
less severe pest attack.
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For this purpos~ I elected to study the class of problems
typified by the sugar cane froghopper system, which has been
thoroughly investigated by our group (Conway, Norton~ Small
and King, 1975). The froghopper has four generations per
year, of which the first and last are relatively insignificant.
As a first approximation to the population dynamics, we assume
a standard density-dependent relationship between the sizes
of consecutive broods:
(1)
where nt' n t +1 are the actual brood sizes
Nt' Nt +1 are "equilibrium" brood sizes
c t +1 is the density-dependence coefficient
The coefficient c measures the degree of linkage between the
brood sizes; for-c=O the second brood size is independent of
.the first. The usual range is - 1 < c < 1, where 0 < c < 1
represents undercompensating density-dependence (imperfect
recovery from a disturbance to the previo'ls brood) and
- 1 < c < 0 represents overcompensation, such as might occur
if an insect predator were adversely affected by the pesticide.
We measure the size of the brood in terms of adult-days
(i.e. the area under the peak on a population versus time graph).
This is also a reasonable first estimate of the damage-causing
ability of a brood, and we therefore assume that the monetary loss
caused by a particular brood is proportional to ~; that is,
( 2)
where e t = $ loss per adult-day.
Given the equilibrium populations for a given sized plot and
the corresponding cost of pesticide treatment, we can now
derive the optimal control strategies for a given assumption
about the c's. Some examples are shown in Figure 2.
In the interests of tractability, a number of assumptions
and approximations are necessary when resistance effects are
incorporated into this model. These are summarized in Table 1.
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Figure 2. Optimal fixed control strategies for the froghopper
with first brood size n1=5000, density dependence coefficients
c2=c3=c4=c, and pesticide application cost A=-Ao in (s) (s
fractional susceptible survival, Aa in Trinidad and Tobago dollars,
see Equation 3). The strategies are expressed in terms of percent
susceptible survival for the four broods, this being a measure of
the intensity of pesticide treatment.
Table 1. Assumptions & approximations required for including
resistance in the froghopper control model.
-------
Heterozygote selection.
Negligible migration.
Single non-recessive gene. Polyfactorial case should be
essentially similar provided recessive effects absent.
As treatment strength is varied heterozygote survival is
related to susceptible survival by a power law:
1-13
sh = s ,0(~<1.
The cost of resistance is a decreasing function of the
amount of time elapsing before it becomes endemic.
The final phase of selection, where resistance is
detectable (so that the frequency could be used to guide
management) is of comparatively short duration and need
not be considered.
The cost of a pesticide treatment is proportional to
the log susceptible survival. This implies that cost is
proportional to kill for small kills, but increases
steeply for large kills.
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The main genetic assumption is that resistance is spread by
heterozygote selection, a much faster process than the homo-
zygote selection required for recessive genes (similar slow
selection occurs when a group of genes confers resistancef but
each separate gene has no effect). In addition we assume
negligible migration, since this can greatly delay the
selection of resistance if it exceeds a critical value
(Comins, 1976).
An analytic treatment of the resulting model (Comins,
1977a) yields the very simple result that the best strategy
for maximizing profits, including costs resulting from
resistance, is given by regarding the pesticide as effectively
more expensive, but otherwise ignoring the phenomenon of resis-
tance. Thus, if an optimization method has been constructed
for the no-resistance model, it can immediately provide optimal
strategies in the presence of resistance.
The simplicity of this result is a consequence of the
fact that it can be derived solely from the genetic and
economic assumptions, without regard to the population dynamics.
Note that as it stands it does not give the actual value of
the effective pesticide price. Thus we can derive only the
general form of the optimal strategy rather than the specific
result.
The appropriate value for the effective pesticide price
is that which minimizes expected total cost. To find this
we need to make specific assumptions regarding the resistance
cost function and the initial frequency and rate of selection
of the resistance gene. The correct price can then be found
graphically (see Figure 3). In practice only a crude result
can be obtained, since the required data can only be estimated.
FORMULATION OF DECISION RULES
The results of the resistance model have so far been ex-
pressed in terms of a fixed schedule, control strategy. In
fact a "spin-off" of the resistance work was a method of
calculating these strategies analytically (Comins, 1977a).
An alternative method of formulating the results of the
model would be as a set of economic thresholds. This does
not require any modification of the actual model, but might
be expected to provide more consistently good results from
management, since the economic threshold procedure uses feed-
back from field data to correct the model's population
predictions.
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Figure 3. Graphical determination of the optimal effective
pesticide price using a resistance cost function
with a ten-year time horizon (from Comins 1977a).
Prices are in Trinidad and Tobago dollars.
For systems of this general type, the economic threshold
for a single monitored variable can be derived by a simple
graphical technique, allied to dynamic programming (Comins,
1977b). There are also correspondences between the economic
thresholds and fixed schedule optimal strategies which enable
one result to be donverted to the other; converting economic
thresholds to fixed schedules is, however, far easier than the
reverse process.
The resistance results actually require a rather novel form
of economic threshold, since we assumed an infinity of possible
control actions whose cost depended on their effectiveness:
where A =
A =
o
s =
A = A (-R.n s)
o
treatment cost,
pesticide price for 37% (=e-') survival,
fractional susceptible survival.
(3)
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Since a continuum of control actions is available, the optimal
strategy changes continuously with the size of the pest popula-
tion. The economic thresholds (as shown in Figure 4) are the
populations above which control actions of more than a given
severity are worthwhile. Also a control action of this
particular severity is optimal when the population is exactly
equal to the threshold.
10·/.
TRESHOLD
so·/.
TRESHOLD
80·/.
THRESHOLD
~/
2
UJ
N
til
Z
o
~
<t
~ --- -\"" J
........... ,
.:.:.:.:.:. '-"'F!P:-rr:riFli
•••••• n
...........
.....
Figure 4. Illustrates the simple relation between economic
thresholds for different strength treatments which
enables the separate threshold criteria to be
replaced by a single "target population". This
is a consequence of the logarithmic cost-effectiveness
relationship (Eq. 3).
For the cost function (Equation (3)) the thresholds are very
simply related--the threshold for removing all but a fraction
~ of the pests is
(4)
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where N is a constant. Since leaving a fraction s is the
o -
optimum strategy when the population is E(s), it follows that
by using the optimum strategy we are invariably left with a
residual population of size No (illustrated in Figure q as
dotted areas). Thus, instead of specifying the separate economic
thresholds, we could condense them into a single decision rule,
which requires that whenever the pest popUlation exceeds a
target value, one should use the control action which reduces
it to the target.
The economic thresholds vary from brood to brood, so the
control strategy specifies a target popUlation for each brood.
Some typical results for the froghopper system are shown in
Figure 5. If the size of a brood has no effect on subsequent
brood sizes, its target population is always that which does
damage with a monetary value of A. A lower threshold means
o
that controlling this brood produces additional benefits in
reducing future brood sizes. Conversely, thresholds larger
than A occur if reducing this brood increases the size of0,
the next, as is the case with overcompensating density
dependence.
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Figure 5. Formulation of the results of Fig. 3 as "target
populations". These results apply to any first brood size.
I
I
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In practice this strategy should be modified to exclude
very low strength pesticide treatments. Equation 3 does not
include the fixed costs which make such weak treatments un-
economic.
CONCLUSION
The resistance work reported here is based on the philos-
ophy that it is as good to provide an exact answer to an approx-
imate problem as to provide an approximate answer to the exact
problem. It is hoped that the results will provide a framework
for investigating the effects on pest management of changes in
the genetic, population dynamic and economic assumptions.
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INTRODUCTION:
Project team for integrated control of rice pests:
Leader: K. Kiritani
Staff: Y. Kawahara
T. Sasaba
F. Nakasuji
This project team was organized in 1966 to develop an
integrated control program for rice insect pests, with
particular emphasis being placed on the green rice leafhopper.
The research fund is entirely provided by the Ministry of
Agriculture and Forestry. This ensures that the fundamental
research carried out is relatively independent of the policy
of the local government.
Our group is entirely composed of population ecology-
minded entomologists. This group structure has determined,
rightly or wrongly, our type of systems approach. However,
we are confident that fundamental research is the shortest
way to solve practical problems and that the systems-oriented
approach, where possible, is the best means of designing pest
management programs where integrated use of various measures
is necessary.
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A SYSTEMS APPROACH TO PEST MANAGEMENT
OF THE GREEN RICE LEAFHOPPER
K. Kiritani
INTRODUCTION
The panel convened in 1975 to discuss the status of rice
pests in Japan ranked the green rice leafhopper (hereafter
GRL), Nephotettix cincticeps UHLER, as the number one key
pest in southern Japan. The damage caused by GRL is due to
transmission of Rice Dwarf Virus (RDV) to rice plants. Al-
though direct damage is inflicted on rice through its sucking
behavior, it is considered to be negligible, at least in
southern Japan (Nakasuji and Nomura, 196B; Kassai and Ozaki,
1972) •
In southern Japan, GRL has five generations, and over-
winters as mature nymphs. RDV disease is transmitted to rice
plants by infective nymphs and adults. Since it is a persis-
tent type of cirus, individuals of GRL become infective
through transovarial transmission and/or feeding acquisition
of RDV from infected rice plants. During the pre-war period,
outbreaks of RDV occurred only sporadically in southern Japan,
lasting at the most for one to two years. Since around 1955,
however, this disease has become more prevalent, the result
of an increase in the population density of GRL, and it has
inflicted considerable losses on rice yield (Nakasuji and
Kiritani, 1976).
The RDV epidemic is considered to have resulted from the
following factors (Nakasuji and Kiritani, 1976): (1) Increased
cultivation of early sown rice, providing a favorable host for
the first generation which would otherwise develop on gramin-
aceous weeds in the fallow paddy field. (2) Increase in the
acreage of fallow paddy fields, resulting from a decrease in
the cultivation of such winter crops as wheat and barley.
This provides overwintering nymphs of GRL with a large quantity
of winter hosts. (3) Decimation of natural enemies of GRL by
the use of such broad spectrum insecticide as BHC, parathion
etc., to control the rice stem borer, Chilo suppressalis.
Specifically, BHC was so toxic to spiders that even the
granular formulation of BHC affected wolf spiders, Lycosa
pseudoannulata BOES. ET STR., through food-chain toxicity
(Kiritani and Kawahara, 1973). (4) The development of a
high level of insecticide resistance to various kinds of
-229-
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organophosphates and carbamates. These conditions make GRL
the principal target of pest management systems of rice pests
in Japan.
LIFE HISTORY OF GRL
In the early paddy area, rice is grown from the middle
of March, a second crop of rice being grown in a limited area
in Kochi after the harvest of the first crop. In the mid-
season paddy area, rice is cropped once a year, being sown
in early May and harvested in late September.
Overwintering nymphs, feeding on graminaceous grasses
in the fallow, reach the fifth instar in February and emerge
as adults in April. In the early paddy area, they emigrate
to paddy nurseries for egg laying. Here, GRL completes two
consecutive generations on each crop, further development of
the population being interrupted by harvest. In the mid-
season paddy area, a further generation, following the over-
wintering generation, occurs on grasses, such as foxtail,
adults ot this generation invading paddy fields transplanted
in mid-June. After two consecutive generations on the mid-
season rice, adults of the fourth generation oviposit their
eggs on rogue rice plants and grasses in the fallow, most of
the hatchlings (fifth generation) developing to third instar
nymphs before winter. The peaks of adult emergence in the
first, second, third, and fourth generations are observed in
mid-June, late JUly, late August, and late September, respect-
ively. The emergence of fifth generation adults (the over-
wintering generation) occurs in the following spring, from mid-
March to mid-April.
A SYSTEMS APPROACH TO GRL MANAGEMENT
The management of GRL populations can be regarded as a
long-range plan, and it is felt that the construction of a
simulation model is essential in developing a management
system for this species. Consequently, our study, which was
initiated as a life-table approach to GRL (Kiritani et al.
1970), has developed into a life system approach, where
natural enemies and RDV are dealt with as independent com-
ponents in the environment, not as mere environmental con-
straints to GRL. As a result, an RDV epidemiology model
(Nakasuji and Kiritani, 1972; Nakasuji et al., 1975), a life-
system model of GRL involving spiders (Sasaba et al. 1973;
Sasaba and Kiritani, 1975), a predator-prey system model
(Sasaba, 1974; Kiritani and Kakiya, 1975; Kiritani, 1977;
Miyai et al. in press) and population dynamics models of
spiders (Kawahara et al., 1974; Kawahara, 1975) have been
developed.
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THE RDV EPIDEMIOLOGY MODEL
Structure of the Model
Nakasuji and Kiritani (1972) have described a systems
model for the natural spread of RDV-infestation. The model
is composed of sub-models that describe changes in the popula-
tion density of GRL during the breeding season and changes
in the percentage of infected insects among the vector popula-
tion. Sub-models also describe the process of transmission
of RDV to rice plants by the vector and the feeding acquisition
of RDV by the vector from infected rlce plants (Figure 1).
The relationships between these sub-models and the essential
parts of the calculation procedure are illustrated for the
early sown paddy in Figure 2.
As described in the following section, Sasaba and Kiritani
(1975) have developed a systems model that describes the popula-
tion dynamics of GRL, including its overwintering period.
Hence, a new epidemiological model of RDV was developed by
sUbstituting Sasaba and Kiritani's model for the population
model in the aforementioned RDV epidemiology model (Nakasuji
et ale 1975). The new model not only permits a continuous
calculation to be made over successive years; but also allows
evaluation of the role that individual factors play in deter-
mining the prevalence of RDV.
Simulation
Changes in the percentage of infected rice plants and
loss in yield of husked rice were examined by changing the
population density of GRL and the percentage of infected in-
sects (Nakasuji and Kiritani, 1972) (Table 1). It was con-
cluded that the population density of the vector in the over-
wintering generation must be decreased to less than one-tenth,
or the transmission of RDV by the vector of that generation to
the nursery of early sown rice should be decreased to less
than one-third, if the percentage loss in yield is to be
reduced to less than 10 percent.
In addition, simulation tests, using the new model, were
conducted to examine the effect of the following factors on
the prevalence of RDV: vector density, the efficiency of
feeding acquisition of RDV by the vector, and the efficiency
of RDV transmission by the vector to the rice plant (Nakasuji
et al., 1975). This was done by determining the effect on
infected insects and loss in yield obtained by reducing each
value of the parameters to one-half of the value in Kochi
Prefecture (Table 2). This simulation indicated that the
most influential parameter is the efficiency of transmission.
Regrettably, a~l of the japonica varieties of rice are believed
to be susceptible to GRL and RDV (Ishii et ale 1969).
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Table 1. Evaluation of the effectiveness of different control
measures for early sown rice by the RDV epidemiology
model.
Si.rm.l- Treat:rrent
1ation infective density of
" infected hills at
tiner- shoot-
ing (~) ing (~I)
" loss
in yield(L:r+I'll)
Control
Measures
Available
13.3 29.9 16.8 No
trea1:::Irent
2 1/3 1) 7.8 22.6 11.6 Unknown(aN.gen)
3 1/3 7.8 19.6 10.4 Insecticide
(aN.gen) applica-
tions in
nursery
4 1/3 3.2 16.9 7.2 Feeding in-
(1st gen) hibition in
nursery with
net cage
5 1/3 0.08 2) 3.2 4.3 3.0 Winter
(1st gen) (aN.gen) ploughing of
fallow
fields;
aerial broad-
casting of
insecticide
1) f ,. ti'aN. gen. re ers to ove:rwmtermg genera on
2) Decimation of ove:rwintering population to 8" of the tmtreated one
will result in 2/3 decrease of the P in the first generation
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Table 2. Effects of parameters in the RDV epidemiology model
on the percent of infective insects and yield loss
when the value of each parameter is reduced to one-half.
Infective Yield Suggested Control
Parameter Insects (% ) Loss (% ) Measures
Density of GRL 6.2 18. 1 Insecticide treatment
or winter ploughing
of fallow paddy fields
Efficiency of 3.0 16.9 Genetic manipulation
feeding acqui- of GRL
sition of RDV
Efficiency of 3.0 8.5 utilization of
transmission of varietal resistance
RDV
Forecasting of RDV Infestation
From a practical point of view, the main disadvantage of
these RDV models is that the calculation starts after the
completion of egg laying in rice fields by immigrated adult
females. In practice, it is important to know the percentage
of RDV infected hills before the occurrence of adult immigration.
In areas of middle-season rice cultivation, the density of
GRL in the first generation can be monitored by net sweeping
fallow paddy fields in late May. The number of adults per
hill which invaded paddy fields (NA1) is given by multiplying
the number of insects obtained by 10 double sweepings in fallow
paddy fields (NFal) by the coefficient 0.005 (Horikiri et al.,
unpublished). The percentage of infected insects in the over-
wintering generation (POw) can be measured until late May
either by the serological method or by feeding tests. The
percentage of infected insects of the first generation (P 1)decreased to 60 percent of that in the overwintering
generation in middle-season rice, i.e. P 1 = 0.6 Pow (Nakasuji
and Kiritani, 1971). Hence, the percentage of infected rice
hills at the tillering stage (AT) can be estimated by the
following equation:
0.11 10gNA1 P1 + 0.49 (Nakasuji and Kiritani,1972)
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Control Threshold of ROV
Assuming random invasion of infective adults to the rice
field, the control threshold (N), expressed in terms of the
population density of GRL per hill, can be determined by
AT = 1 - exp(-aNLP) (1)
where AT is the proportion of infected hills, a is the number
of hills infected by an infective adult per day, N is the
number of adults per hill that immigrated into the rice field,
L is the mean longevity of adults under natural conditions
and P is the proportion of ROV infective individuals (Kiritani
and Nakasuji, unpublished). Fifteen percent ROV infective
hills, including infection at tillering and shooting stages,
is considered to be the level where some yield loss will
occur (Sugino, 1975).
By substituting the following values tentatively in Eq. 1,
0.15 for AT (Sugino, 1975), 1 for a (Ishii, personal communica-
tion), 10 for L (Hokyo, personal communication), and 0.05 for P,
which is an average value for the first generation in Kochi
(Nakasuji, 1974), we get N=0.32 adults/hill as the control
threshold density of GRL.
Expressed in terms of the number of insects per hill per
day over the invasion period of 30 days, N can be expressed
as 0.32 x 10/30 = 0.1 adults/hill/day. Such a low density as
one adult per 10 hills (when P=0.05) imposes difficulty in
controlling RDV infection, requiring heavy use of insecticide.
THE LIFE-SYSTEM MODEL OF GRL
The life-table study of GRL showed that the population
density of GRL is regulated through negative feed back
mechanisms that come into operation at different densities,
and that escape of the population from one mechanism will
automatically bring into action other mortality factors.
Regulatory processes that operate at the adult stage, i.e.
dispersal and reduction in fecundity, contribute most towards
stabilizing the fluctuation of the GRL population. It was
also suggested that the effect of the series of such regulatory
mechanisms on density stabilization was not always perfect
within a generation, and that stabilization was achieved through
successive generations, e.g. two generations in GRL (Kiritani
et al., 1970).
As mentioned in the introduction, outbreaks of GRL are
partly attributable to the decimation of spider populations
in paddy fields by the use of insecticides which include BHC.
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Therefore, predation of GRL by spiders would appear to be an
essential component of the life-system of GRL. Of these
spiders, Lycosa pseudoannulata is the most voracious predator
of GRL in the paddy fields of southern Japan. The predation
by this spider on GRL made up to about 90 percent of the total
cases of predation in the paddy field. Planthoppers usually
appear in the diet of Lycosa late in the season but to a lesser
extent compared with GRL (Kiritani et al., 1972; Kiritani and
Kakiya, 1975). The "sight~count" method proposed by Kiritani
et al. (1972) enabled the parameters of the functional and
numerical responses of spiders to GRL density to be determined.
Structure of the Model
A descriptive model of the GRL life-system including
predation by spiders, L. pseudoannulata and Oedothorax
insecticeps, was constructed on the basis of GRL life-tables
(Sasaba et al., 1973; Sasaba and Kiritani, 1975) (Figure 3).
The numerical relationship and/or mortality factors associated
with the successive developmental stages of GRL are summarized
in Table 3 with other parameters involved. The type of popula-
tion growth and functional response of L. pseudoannulata used
in the systems model are represented in Figures 4.and 5,
respectively. The number of Lycosa/day/hill(Sd) multiplied by
the number of GRL attacked by one Lycosa/day/hill was assumed to
be the number of GRL eaten by Lycosa/hill/day.
BrE'E'ding· SE'oson (JunE' - SE'pt.)
OVE'rwintE'ring SE'oson
(Oct.- May)
D.D.
D.D. : DE'nsity dE'PE'ndE'nt
D.P. : DE'nslty proportional
0. 1. : DE'nsjty indE'pE'ndE'nt
-- LE'afhappE'r
- - -- SpidE'r
Figure 3. A flow chart of the systems model.
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Table 3. Numerical relationships between successive time intervals.
T:irre interval (5ymbol)
Fran
GRL (Breeding season)
To
NUITErical relationship
and/or 11J)rtality factor 2r
Egg (E)
1st instar nymph (N1)
Sth instar nymph (NS)
Adult emerged (A
e
)
Adult natured (Am)
Female natured (A )
GRL (Overwintering season)
1st instar nymph (Nl )
Sth instar nymph (NS)
Adult errerged (A
e
)
Adult matured (A )
m
Female natured (A )
Egg (E)
Nl~O. 36EO. 89
Predation*
Censtant survival rate (5
n
)'
A,,=0.77NS
Predation'
Constant survival rate (Sa)'
A ~O.SOA
m
~192.27A 0.41
0.9
0.9
0.99
O.S
Adult emerged in the 3rd
generation (A3)
Nynph before wintering (lb)
Nymph after wintering (N
a
)
Lycosa spiders (Breeding season)
Lycosa invaded paddy field
(La)
Lycosid spiders (Overwintering
season)
Nymph before wintering
(lb)
Nymph after wintering (N)
Egg in the 2nd genera-
tien (E2)
Maximum no. Lycosa (L
m
)
E2=-139.71 log Na+229.32 (Na >3) 0.6.
E2~S4.23Na (0~Na~3)
L
m
=7.1SLO+L67
L
Maximum no. Lycosa (L
m
)
Lycosa before wintering
(512)
Lycosa after wintering
(52)
Microphantid spiders
Lycosa before wintering
(512)
Lycosa after wintering
(52)
Lycosa invaded paddy
field (La)
Oedothorax invaded
paddy field (00)
MaxiJm.nn no. Oedothorox
(am)
0m~-3.1S log Z+2.29
am
0.9
0.97
0.89
0.81
T: Nunber of days bel"'" OOC during Dec.-Feb.
La: »:!an nunber Lycosa in July per hilL
Lt : Nunber of Lycosa per hill on t-th day.
0 0 : »:!an nunber of Oedothorax in July per hill.
at: Nunber of Oedothorox per hill on t-th day.
Z: »:!an nunber at Lycosa during July-Aug.
per hill.
t: Nunber of days after transplantation
minus 30 days. Henoe, t~O means 30 days
after trans",lantation when appreciable
invasion of spiders was observed.
r: Correlation coefficient.
': Sasaba et aL (1973)
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00
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E
""-6
§\;..;4
-.JI
c5
Z 2 -l).
OLE~~7""""""~~8"":""-""'-----=-9----,r
t ttt t Month
=-30 =-15 =0 =15 .l). Transplantation
Fig. 4. Sequential changes i~ ~umller of L'COSfl per hill. Lm values were
2.5 and 9.0 in 1968 alld 1972, respectively. L values were 0.05 and 1.0
in 1968 and 1972, respectively. Curves dep,g the number of L:/CDSfl
calculated by equation (4) with variables of K and X. Correlation
coefficients of observed (ordinate) versus calculated (abscissa) numbera
were 0.800 and 0.964 in 1968 and 1972, respectively.
L
L ------ m (4)
t - 1+ ~1)e-"U
where L t : the number of °LycOSQ per hill on t-th day
Lm: the maximum number of LycoSQ per hill
Lo : the mean number of LycoSQ from t= -15 to 15
t: the number of days after transplantation minus 30 day&
Hence, t=O means 30 days after transplantation when
appreciable invasion of spiders was observed.
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No. leafhoppers attacked / kycosa / Day/ Hill
o o
o.s
o
o
oo---oL-----s.l.-------l....Lo----Il2O'O 42.6
No. leafhoppers/1-Y.mg)/Oay/Hill
Fig. S. Relationship between the relative number of prey insecls
and the number of prey attacked by Lycosa.
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For ease of calculation, it was assumed that all of the
eggs and fifth instar nymphs developed to the next stage simul-
taneously, and that predation by spiders operated on these
cumulative numbers of prey. This calculation was repeated
20 and 7 times, corresponding to the duration of nymphal and
pre-ovipositional periods, respectively.
Simulation
The fit of the calculated values to observed ones was
examined for the generation-to-generation change in egg density.
To obtain initial numbers of GRL eggs (E 2) and Lycosa (Lo )' the
actual numbers in 1968, i.e. 99.27 and 0.05, were used. Also,
the number of days when the minimum temperature recorded was
below OOC was given. As shown in Figure 6, the calculated
values coincided with the observed values except for the fourth
generation. This deviation in the fourth generation suggests
that factors other than those involved in the assumed relation-
ships play an important role in the population regulation of
GRL during the breeding season, e.g. differences in the size of
hills, climatic factors, etc. These problems remain to be
solved in the future.
1,000
~Observed
'"cog' 'Soo
o
z
Gpnerotion
Year
Figure 6. Comparison in the trend of generation-to-generation
changes in egg density between observed and
calculated values.
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Simulation
model suggested
point of view.
tors to prey in
(Figure 7).
exercises carried out using the GRL life-system
several points of interest from the practical
First, there exists an optimum ratio of preda-
utilizing spiders as a biological control agent
2
3
1,000
<fl
Ol
Ol
(j)
500
d
Z
500 1,000
No. eggs / hill
Figure 7. Reproduction curve expressed in terms of the egg
density of GRL. As the mean number of Lycosa in July per hill
(X1), 0.0, 0.3 and 1.0 were given to curve-1,-2 & -3, respectively.
Secondly, the use of non-selective insecticide, e.g. BHC,
induces outbreaks of GRL, while a higher population density of
Lycosa reduces the need for insecticide applications. Thirdly,
even a selective insecticide, when it is applied at the wrong
time, brings about an increase in GRL density. Finally, the
model indicates the number of sterile GRL males to be released
in suppressing GRL population by means of a combined insecticide
and sterile male program (Figure 8).
Ratio of sterile males to wilds
_.
]
..
'0
:9~ 0.0
.:
~ 0.5
.~~ 0,7
o
e 0,9
<R
o 2 5 9
Figure 8. Effectiveness of selected insecticide and sterile-
male release when used in combination. 0.40 was given as the
number of leafhopper adults per hill in the 1st generation.
The number of leafhopper eggs of the 3rd generation is smaller
than 150 per hill in the shaded area.
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However, this life-system model incorporates the predation
by spiders on GRL in such a unilateral way that while GRL is
reduced by predation, this does not affect the Lycosa population
in turn. Consequently, in order to analyze the Lycosa-GRL
interaction system in the paddy field, effort has been devoted
to the construction of a predator· prey system that uses
empirical data.
THE LYCOSA-GRL SYSTEM MODEL
Although predators are one of the most effective agents
for the biological control of insect pests, the studies of
predator-prey interactions have so far been limited to those
conducted under laboratory conditions. Information obtained
from studies conducted under field conditions is usually too
fragmentary to fully understand the interaction between the
predator and its prey. In the first place, this results from
the technical difficulty involved in simultaneously estimating
the population densities of both predator and prey under
natural conditions. Secondly, quantitative evaluation of the
effect of predation on prey populations requires sophisticated
techniques, e.g. precipitin tests (Kiritani and Dempster, 1973).
Finally, the polyphagous habit of most predator species and
the fact that mature as well as immature individuals feed on
the same prey species makes the evaluation much more complicated.
Apart from field problems, the predator-prey system has
been one of the central problems in mathematical modelling since
Lotka (1925) and Volterra (1926), and many substitute models
have since been proposed (see Rosenzweig, 1971). Ironically,
both lines of approach, i.e., field and model studies, have
taken their own course, without reference to each other, and
few attempts have been made to bring them together. As a
preliminary step toward this goal, the interrelationships
between such parameters as predation rate, survival rate and
densities of predators and prey have been investigated under
field conditions. In the analysis, the main emphasis was
placed on finding an empirical way of modelling the predator-
prey system, starting with observed data.
Structure of the Model
The number of prey (x4 ) and predators (Y 4) on the (~+1)th
week can be given by a vector relationship on the X-Y plane as
follows (Figure 9):
X1 + (X3 - X1 ) - (X1 - X2 )
Y1 + (Y3 - Y1) - (Y 1 - Y2)
(2)
(3)
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where X, and Y, are the number of prey and predators on the nth
week, (X3-X,) and (Y 3-Y,) refer to the number of prey and
predators recruited during one week, and (X,-X2 ) and (Y 1-Y2 )
refer to the number of prey eaten and the number of predators
that die during one week, respectively.
for increase
for decrease
(P,D)
[ NO. ] = [INITIAL NO.J [NO. PREY J_[ NO. PREY]PREY PREY + RECRUITED EATEN
or
X4 = Xl + (X3 - Xl) - (Xl - Xz)
[
NO. J=[INITIAL NO.] [NO. PREDATORS]_ [NO. PREDATORS]
PREDATORS PREDATORS + RECRUITED DEAD
or
Y4 = YI+(Y3-YI)-(YI-YZ)
Figure 9. Vector relationship of predator-prey system.
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The weekly disappearance rate (D) of Lycosa, which
includes mortality, emigration and, to a lesser extent, loss
of individual marks, was obtained from a mark-and-recapture
analysis of Lycosa adults. The predation by L.cosa on GRL
was evaluated quantatively by the "sight-count~method
(Kiritani et al., '972). The disappearance rate (D) and the
percentage of GRL eaten by Lycosa per day (Pr) are expressed
by a set of multiple regressions, as functions of the density
of GRL (X) and of Lycosa (Y) (Kiritani and Kakiya, '975).
10gPr
log D
- 0.84logX + 0.32logY + '.75
2(R = 0.73)
- 0.40logX + 0.34logY - 0."
(R2 = 0.98)
(4 )
(5)
Equations (4) and (5) can be transformed into:
No. GRL eaten/day/hill = 0.56XO.'6. y O.32 (4')
No. disappeared/week/hill = 0.78X- 0 • 40 .y'.34 (5')
Here the powers of Y in Eqs. (4') and (5') denote the degree
of interference between lycosid spiders.
The components of recruitment, i.e., (X3-X,) and (Y3-Y,) in
Equations (2) and (3), were measured in terms of X3/X, and Y3/Y"
and expressed as functions of X, and Y, from data pooled for
the period '970-73. The following multiple regressions were
derived (Sasaba, '974),
log (X3/X,) -0.40logx, - 0.03logY, + 0.73 (6)
(R2=0.59)
log (Y 3/Y,) -0.06logx, - O.'OlogY, + 0.42 (7)
(R2=0.23
or
(6' )
(7' )
Equations l6') and (7') indicate that the values of X3 and Y3
are determined mainly by the density of their own species.
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From a practical point of view, it is interesting to
examine the equilibrium density of GRL without Lycosa. In
Equation (6'), the term for Lycosa, y-0.03, takes values
nearly equal to one, whatever the value of Y. Hence, by trans-
forming the equation to X
n
+1 = 5.37 x~·6, we can obtain the
equilibrium density of GRL when Lycosa is presumed absent
from the system (Kiritani, 1976). The solution for X
n
+1 = Xn
is 67 GRL/m2 which is 4.3 times that of GRL under the-presence
of Lycosa. Consequently, the GRL outbreaks during the last
20 years can be explained through the destruction of spider
populations by insecticides.
Simulation
It is now possible to simulate the population changes of
Lycosa and GRL using Equations (4), (5), (6) and (7). The
results of this simulation will be published elsewhere (Kiritani,
1976; Miyai et al., in press). Matching between computer output
and empirical data was examined using real data for the initial
values of X and Y in running the simulation (Figure 10). In
general, the trajectories of calculated values traced relatively
well those of empirical data-. However, the calculated trajecto-
ries failed to mimic variations in observed data along the X
axis. As evident from Figure 10, there are two peaks in the
GRL density, each corresponding to the second and the third
generations. But Equation (6) does not incorporate such a
time-dependent component.
The trajectories shown in Figure 11 represent the
sequential changes in the two interacting populations at
constant time intervals of one week (Sasaba, 1974). The
system achieves a stable node, showing direct convergence
with no looping from any point in the X-Y plane to the
I 'l'b' .•• •equl 1 rlum pOlnt P (X = 15.6, Y = 18.4) (Miyai et al., in
press). The shaded area represents the domain where densities
of Lycosa and/or GRL become negative, in other words, where
0>1 and/or Pr >100.
If the number of GRL at the equilibrium point corresponds
to a tolerable level of the rice damage, then it would be
desirable to have the system brought to that point. Once at
the equilibrium point, the system would theoretically stay
there, and no further control would be needed, provided that
there is no intervention by man, e.g., by harvesting, and no
climatic disturbance, e.g., winter. Conventional rice cultiva-
tion involves about 20 rice hills per m2 • Given no perturbation
from outside, the total incidence of GRL (mature nymphs and
adults) would be kept at less than one insect per hill by Lycosa.
However, this level is still too high for the practical control
threshold of GRL, i.e., 0.1 insect/hill/day when P - 0,05.
I
JO~
5
1970
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10 ')0 100 10
No. hoppers / mZ
[ o-<l Observed. - Calculated]
50 100
Figure 10. Matching between the computer output and the
empirical data using real data for the initial values of
X and Y in running a simulation.
100
10 100
No. hoppers / m'
Figure 11. Sequential changes in densities of lycosid spiders
and leafhoppers at 7-day intervals predicted by a predator-prey
systems model. Shaded area denotes extinction zone of predator
and/or prey.
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Nevertheless, we can still investigate the role of Lycosa
in an integrated, control program. The effective zone, where
Lycosa can be utilized to control GRL, is examined by drawing
prey and predator isolines (Figure 12). The two isolines
divide the coordinate system into four domains: Lycosa-increas-
ing and hopper-increasing, domain (A); Lycosa-increasing and
hopper-decreasing, (B); Lycosa-decreasing and hopper-decreasing,
(C); and Lycosa-decreasing and hopper-increasing, (D). It is
suggested that effective biological control can only be
expected in domain B, the reverse being the case with domain
D (Figure 12).
Figure 12. Showing the domain (B) where effective biological
control of N.cincticeps by lycosid spiders can be
expected.
The susceptibility of this predator-prey system to insecti-
cide was then examined, assuming different levels of insecticide
effectiveness in killing predators and prey (Table 4). The
simulation shows that insecticide application always shifts the
equilibrium point in favor of GRL compared with L~cosa. Simula-
tion of BHC application, which is selectively tOX1C to Lycosa
(Kawahara et al., 1971; Takahashi and Kiritani, 1973), shows
the resurgence of GRL due to the destruction of Lycosa (Treatment
A in Table 4). Finally, the effectiveness of an integrated
program was assessed, using a resistant rice variety as well
as spiders in controlling GRL (Table 5). The simulation suggests
that a moderate degree of resistance to GRL, about 40 percent
suppression of the increment (X3/X1 in-Equation 6), is sufficientto control GRL.
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Table 4. Effect of weekly insecticidal treatments on the Lycosa
{spider)-Nephotettix (leafhopper) system (computer
simulation) •
Effect.iveness (% kill) Equilibrium density (m2 )
Treatment Lycosa Nephotettix Lycosa Nephotettix
Control 0 0 18.5 15.5
Treat. A 50 10 0.9 40.0
Treat. B 10 50 7.6 4.0
Treat. C 10 10 13.5 14.6
Treat. D 50 50 1.0 6.3
Table 5. Effects of varietal resistance on the equilibrium
densities (per m2 ) ofoGRL (~) and Lycosa (~).
Resistance of
rice plant1 ) ... ...GRL{X) Lycosa{Y)
0 15.5 18.5
10 11.3 15.9
20 7.3 12.8
30 4.7 10.3
35 3.8 9.2
38 extinct extinct
1)Degree of resistance is expressed in terms of the percentage
to which population growth (X3!Y 1 ) is suppressed
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Under natural conditions, it should be noted that neither
the prey nor its predators reproduce during the winter, and
that both of them are exposed to winter mortality before they
resume their reproduction in the following spring. This means
that the equilibrium point exists only in theory, the system
starting each year from a combination of relatively low
densities of both species. Another point which deserves to be
mentioned is that the present system is constructed on the
basis of empirical data. Consequently, the conclusions
drawn only hold within the range of observed values and any
extrapolation should be made with caution.
CONCLUDING REMARKS
Our systems models have been constructed almost independent-
ly, on their own empirical data. Hence, their synthesis in one,
unified model remains to be achieved in the future. It is felt
that the adoption of such concepts as incidence-days and
physiological time, which can be measured by the law of thermal
constant, is necessary to do so.
However, our systems study does suggest several points
which should be taken into account in planning GRL-RDV manage-
ment.
(1) Natural enemies are more vulnerable to insecticides
than prey species because the insecticide affects them in two
ways: by killing natural enemies directly and through inducing
food shortage by killing their hosts (prey). On the other hand,
an abundance of predators (Lycosa) improves the resilience
(Holling, 1973) of the GRL population system, reducing the
chances of GRL escaping from predation (Kiritani, 1976).
(2) Spiders alone, although they contribute to the
suppression of the GRL population, are not effective in
controlling RDV. A feasible means of controlling RDV, however,
is suggested by the integrated use of Lycosa with a moderately
resistant variety of rice. Accordingly, more effort should
be made to breed resistant japonica varieties to RDV or GRL.
(3) It is suggested that cultural practices, especially
winter ploughing of fallow paddy fields, is effective in
suppressing RDV prevalence. This has already been demonstrated
on a practical scale (Nakasuji and Kiritani, 1976).
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Table 4. Effect of weekly insecticidal treatments on the Lycosa
(spider)-Nephotettix (leafhopper) system (computer
simulation) .
Effectiveness (% kill) Equilibrium density (m 2 )
Treatment Lycosa Nephotettix Lycos.a Nephotettix
Control 0 0 18.5 15.5
Treat. A 50 10 0.9 40.0
Treat. B 10 50 7.6 4.0
Treat. C 10 10 13.5 14.6
Treat. D 50 50 1.0 6.3
Table 5. Effects of varietal resistance on the equilibrium
. . 2 * *dens1t1es (per m ) of GRL (X) and Lycosa (Y).
Resistance of
rice plant1 ) * *GRL(X) Lycosa(Y)
0 15.5 18.5
10 11.3 15.9
20 7.3 12.8
30 4.7 10.3
35 3.8 9.2
38 extinct extinct
1)Degree of resistance is expressed in terms of the percentage
to which population growth (X3/Y 1 ) is suppressed
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b) To develop alternative, ecologically desirable tactics
for use in suppressing major pests (i.e., to reduce
the use of broad spectrum biocides and lessen the
adverse effects of their use) .
c) To develop better methods of collecting, handling and
interpreting relevant biological, meteorological and
crop production data.
d) To develop the use of systems analysis and modelling
as a central unifying research-guiding tool in the
development of crop production and protection systems.
e) To develop models of the crop production and pest
systems, integrate these with economic analysis (impact,
etc.), and conduct pilot tests on the use of the
combined management models for each crop system.
Below is a chart of the administrative structure which
oversees the research in the five crops by the cooperating
universities.
CHART OF ADMINISTRATIVE STRUCTURE
C.B. Huffaker~project 1irector
Ad Hoc panel~ . .
of Experts "Execut~ve1comm~ttee~Steering ommittee ~•.- M~anagement
Component
National Sub-project Directors
for Crops
Sub-project Cotton Soybean
Tec~nical Alfalfa C;trusAdv~ce & .. . •
Guidance Committees Pome Fru~ts I Bark Beetles
Sub-project Institutional~Institutional
Coordinators (State level) Guidance Committees
Institutional larticiPants
APPLIED POPULATION ECOLOGY:
MODELS FOR CROP PRODUCTION
AND PEST MANAGEMENT
A. P. Gutierrez' and Y. Wang2
INTRODUCTION
Pest management is a catchy term used by entomologists
who naturally focus on the invertebrate pest, but it may be a
misleading term. The experience of the Integrated Pest Manage-
ment Projects (NSF/IPM) in the United States has shown that
what entomologists really mean when they discuss pest management
is crop production and protection, and that pest management is
but one aspect; like plant nutrition or some other discipline.
"Systems analysis" has a considerable contribution to
make to crop production, provided the essence of the crop
production problems are distilled out in a mathematically
tractable form. The methods of systems analysis are quite
diverse (Watt 1966), but whichever method is chosen, it must
be adequate for dealing with problems in population ecology:
populations of plants, pests and natural enemies, as modified
by weather and by man's various agronomic inputs. Figure 1
depicts a very trivial representation of this complex problem
from the farmer's point of view. Because crops are grown for
profit, the output is necessarily a monetary one.
If the crop production system is to be analyzed, it must
first be put into some conceptual framework. Given that this
framework exists, the results of the analysis (i.e., under-
standing) can then be used to develop optimization strategies
for pest control, plant breeding, or some other aspect of crop
production. This chapter shows how the concepts of population
ecology can be applied to the study of crop production and pest
management problems. While the emphasis here is at the popula-
tion level, the models presented below may be complicated with
relative ease with the appropriate and necessary biological
variables to make them realistic: the models are, after all,
designed to examine field problems, not esoteric ones. The
mathematics, while difficult for biologists, are trivial by
mathematical standards.
1Associate Entomologist and 2specialist in Mathematics, Division
of Biological Control, University of California, Berkeley.
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Figure 1. A simplified representation of an agroecosystem.
THE CONCEPTUAL FRAMEWORK
The plant ecologists, Harper and White (1974), have stated
that populations of plants are composed of individuals of dif-
ferent ages, and that each plant is further composed of popula-
tions of plant parts (e.g., root, stem, leaf and fruit tissues)
also of different ages. Our terminology is different from theirs,
but the concept remains valid. In a crop, the ages of individual
plants is more uniform, but the second supposition holds.
The population processes in plants appear to be analogous
to those found in animal populations. The production of new
photosynthetic material by the plant and its allocation to
leaves, stems and roots (growth) or fruit parts (births) are,
in all respects, analogous to the growth and birth processes
in animal populations. The plant growths by trapping solar
energy via photosynthesis, while all higher trophic levels use
this trapped energy in lower ones until all of the energy is
dissipated (i.e., via entropy). The death processes are similar-
ly analogous. Whole plants or plant parts may die. In the
latter case, the parts die when leaves falloff or stem and root
tissues become woody, or they may be killed by predators, which
at this level of abstraction we call herbivores for nomenclatural
convenience. Plants also exhibit density-dependent responses.
For example, crowding produces smaller, less hardy and less
fecund individuals just like animals do.
Annual cotton (GOSStPium hirsutim L.) turns out to be a
very good experimental p ant species. Gutierrez et ale (1975)
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describe a population model for cotton growth and development,
which conceptually was derived from earlier work on insect
populations (Gutierrez et al., 1974). The notions concerning
the birth and death processes in Acala SJ-11 cotton which
determine the dynamics of the crop were presented there in a
less vigorous form. Wang et al. (1977) put this model into an
analytic form using demographic techniques common to animal
ecology (von Foerster, 1959; Sinko and Streifer, 1967). This
work is summarized here. Conceptually, the same processes apply
equally well to perennials like alfalfa (Gutierrez, et al., 1976).
THE MATHEMATICAL FRAMEWORK
The classic population models (e.g., Thompson, 1924;
Nicholson-Bailey, 1935; Lotka, 1925; Volterra, 1931; etc.),
ignored age structure, and considered all individuals equal.
These models are not suitable for most field problems. Slobodkin
(1954), Frank (1960) and Auslander et al. (1974) in laboratory
studies, and in a field study, Hughes and Gilbert (1968) added
other population variables, such as age structure, to their models.
The Leslie Matrix (Leslie 1945) is a convenient mathematical form
for examining population models which include age structure (i.e.,
time varying life-tables, Hughes 1963). The major conceptual
weakness of the Leslie Matrix model is that it considers that all
individuals in a cohort (i.e., those born at the same time) de-
velop at the same rate.
The Leslie model can be represented as follows:
No.t+~ mx (.) mX I (.) mX2 (.) . . . . . . . mx (.) N0, t0 n
Nt. t+At
!X
O
(.) NI ,t
N2 • t +At 0 Ix l (·) N2,t
•
!x
2
( ; )
N
n. t+llt o Nn, t
where the age dependent birth (mxi (·» and survivorship (lX i (·»
rates are complex functions incorporating much of the complexity
described above. For example: lx. t(·) = f(age, nutrition,l.,
crowding, predation, ••.• ), and is the product of the
k
survivorship probabilities of the k factors (i.e., TIix ..j=1 l.,]
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R,x 1 .·R,x2 .. R,x 3 ..•. R,x .). mx;,t(·) = f (age,,) ,),) n,) ~
nutrition, crowding, predation, ••• J, and in this case the
factors (e.g., age) scale the potential birth rate from some
maximum.
A continuous form of this discrete model is the von Foerster
model (von Foerster, 1959), which was originally developed to
describe the growth of cell populations.
- ]1(·).N(t,a)
In this model, N(t,a) = the number density function; it could
be mass or energy units, t = time, a = age and ]1(.) = a multi-
factor death function incorporating R,x and mx factors. The model
requires two conditions, N(O,a) is the initial age distribution
and N(t,O) is the density of newborn. This model can either be
solved numerically or it can be solved analytically (see
Wang et al., 1977).
This model can be generalized to several variables (see
Streifer, 1975, work by Frank, 1960, on Daphnia pulex, and
Slobodkin, 1954, on Daphnia obtusa). Slobodkin's model is of
particular interest because, ~n addition to age and time, he
considered that size should be taken into account in defining
classes of physiologically identical organisms. The specific
merits or problems of his discrete model will not be discussed
here.
Sinko and Streifer (1967), and later, Streifer (1975),
proposed a continuous form of a general model, several varia-
tions of which we have adopted. Let N(t,a,m) be the population
density function depending on t,a, and m = mass or size.
Many biological attributes of a population at any point in
time are determined by N(t,a,m). For example, the total number
of organisms between ages (a
o
,a1 ) and mass (mo, m1).
while the total biomass of all organisms at time t is
00 00
f f
o 0
mN(t,a,m)dm da
If we assume that dt
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da, then
~~ + ~~ + ~ g(·)N(t,a,m) = -~(·)N(t,a,m)
where g (.) and ~(.) are the mass growth rate and death rates
respectively, which are specific to the problem in hand. The
equation is not limited to these variables. In general,
suppose that there are k physical characteristics, m1 , m2 , .. ,
mk , then the balance equation is
aN aN k a+ + 1: (g. (·)N) = -~.d·)Nat aa j=1 am. JJ
where drn . the growth rate of characteristic m..gj = dtJ J
We are now ready to discuss the applicability of this
simulation model to modelling trophic levels. Modelling of
all trophic levels has three distinct but essential parts:
(a) developing the analytical framework, (b) collection of
field and laboratory data and (c) model testing against data
sets not used in the construction of the model. The aim of
simulation model building should first be understanding and
not merely prediction. Figures 2 and 3 depict some of the
components of the alfalfa and cotton agroecosystem.
THE COTTON ECOSYSTEM MODEL
Plant Population Model
A recent book by Evans (1975) discusses the general state
of development of the older plant modelling and crop physiology
literature. In recent years, several workers have developed
models describing the growth and development of single plants
(de Wit et al., 1970; Hesketh et al., 1971; Duncan et al., 1971;
Hesketh et al., 1972; McKinion et al., 1974; Stapleton et al.,
1973; and Fick and Loomis, 1974). For the most part, these models
are complex algorithms. Some of them have been good simulators,
but have been less than satisfactory for use in agroecosystem
studies. The emphasis has been placed more on physiological
aspects than on functional population dynamics. A more critical
shortcoming is that in most cases these models lack a definable
mathematical form which greatly hinders their usefulness. Other
models of a more analytical nature (McKinion et al., 1975) dis-
till much of the essence of the problem, but are unrealistically
structured (e.g., they ignore age structure).
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Metobolic cosls • Hi
Figure 2. Some of the potential interactions in an alfalfa eco-
system. Notice that all interactions ultimately impinge on the
carbohydrate pool model.
Photosynthesis ll.P(tl
CIt I
WEATHER
Metabalic costs' I8;
Figure 3. Some of the potential interactions in a cotton eco-
system. Notice that all interactions ultimately impinge on the
carbohydrate pool model.
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The model of McKinion et al. is basically of the following
form:
W total plant weight (plant weight (0) + carbohydrate
reserves (e))
P photosynthate
G
r
growth respiration
R
o
maintenance respiration
R
s
respiration associated with stored starch
t time in day degrees
Miles et al. (1973) developed a similar model for alfalfa growth
and development, but it was less analytical in nature.
Briefly, the models (Gutierrez et al., 1975 [discrete form]
Wang et al., 1977 [continuous form]) are composed of balance
equations for plant, leaf, stem, root, fruit populations and
the nutrient pool (= photosynthate). The equations and initial
conditions for these models can be written as
i.e. + i.e.
p(t,o) Sp (t)
(1 )
- fl (.)
·
p (t,a) + I p p (0, a) y p (a)at aa p
aL
L(t,O).= gL (t)
8L + L(t,a) (2)
aa
~ (.)
· L(o,a) a L (a)at L
S(t,o) gs (t)
as + as
- ~ (.)
·
S(t,a) as(a) (3 )at aa s s(o,a)
+ aR
R(t,O) gR (t)
aR
- ~ (.) R(t,a) ( 4 )
at · R(o,a) aR(a)aa R
aF + aF
F (t,o) SF (t)
at - fl F ( • ) · F(t,a) F(o,a) YF (a)
(5 )
aa
+ aM
M(t,o) gM (t)
aM
- ~ (.) M(t,a) aM (a) ( 6)at aa M M(o,a)
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where the independent variable t and a are time and age res-
pectively measured in day degrees (DO). Note that in its
simples~ deterministic form dt = da. In fact, dt ~ da in
nature because individuals in the population tend to age at
different rates. L{t,a), 5{t,a), R{t,a) and M{t,a) are mass
density functions for leaf, stern, root and fruit tissues re-
spectively, while p{t,a) and F{t,a) are number density functions
for whole plants and fruit. The term I (Equation 1) is a net
immigration rate (in a general sense, it could be new seeds or
other plant propagation methods). ThlS term is not applicable
to domestic cotton crops, but is important for wild cotton
where new seed may be blown into the area encompassing the
study population. It is included in Equation 1 to make the
model general for any population of plants. The various ~(.)
are complex death rate functions. The model is basically a
canopy model encompassing a population of plants, but if p=1
in Equation 1, the model collapses to a single plant model.
All of these models are coupled via the carbonhydrate pool model.
The carbohydrate pool sub-model differs radically in form
(Figure 4).
9, 92 8n
METABOLIC COSTS: I6i
Figure 4. The metabolic pool model for allocating photosy~thate
(P), carbohydrate reserves (C) to meet metabolic needs {ail of
the plant or growth of plant parts (e.g., leaves (L), stern (5),
root (R), or fruit (F). Note that the levels of the outflows
indicate a priority scheme, and r, and r2 indicates the fraction
of the maximum growth achieved during some ~t{O~ri~1).
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The equations for estimating photosynthesis used in the model
are derived from McKinion et al. (1974). Let ~(t) be the
carbohydrate present in the pool at time t. Then ~ satisfies
the following equation.
dP 3
dt - ( L e. (t) + R + S + M + L)
i=1 1
If d~/dt is approximately by (-~(t)+~(t+~t))/~t, the difference
representation of Equation (3) is then
~ (t+~t) dP 3~(t)+ dt . ~t - ( L e. (t) + R + S + M + L)·~t
i=1 1
dP/dt is the rate the photosynthate is produced, ~(t) is the
reserve carbohydrate available, the ei's are the metabolic costs
associated with plant growth and development (C.F. McKinion
. .. .
et al. 1974), and R, S, M and L are the realized plant growth
rates. The cotton growth is determined principally by
photosynthate availability (= supply (Q)) to meet daily age
dependent demands (= D) by the various plant parts (L, S, R, M)
and the ei's.
The computation of Q, D, as well as the priority scheme
for allocating dry matter can be described algebraically as
follows, while the process can be visualized as shown in
Figure 4. The levels of the taps for dry matter allocation
can be viewed as a priority scheme.
The total demand (D) at time t is given by:
3
D = L~e. = ~L + ~R + ~S + ~M, where the ~e. are respiratory
1 1
losses and R, S, Land M are the maximum growth rates by the
plant parts (roots, stems, leaves and fruit respectively).
If D ~ Qt (i.e., r = Q/D > 1), then
~Ct
occurs.
Qt - Dt , otherwise, the following priority scheme
1. Q1 Q -t
2
L~e1' where e 3 . ~ti=1
2. •Q1/ (M + eM) . ~t, where 0 < r 1 < 1, Q1 > 0 and e 3
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Q,-(aM + M) . At . r, (i.e., for fruit M)
4. If Q2 > 0, r 2
o < r 2 2-
*5. ACt Q - ra 32
plant parts) •
*Q2/(S + R + L + a 3 ) At, for Q2 > 0 and
+ S + R + L] . At . r 2 (i.e., for all other
The second 0 2- Q/D = r 2 < , ratio is used to scale the rates of
mainstem node and fruit point production, as well as to estimate
the rate and ages of fruit (squares and small bolls) to be shed.
The time when r < , occurs may vary depending upon several
factors (e.g., plant density, weather, etc.), but its impact
can be readily observed in the field as slower dry matter
accumulation in leaves, sterns and roots, reduced mainstem node
and fruit point production, the occurrence of peak squaring
and rapid growth of large bolls (see Figure 5). The model is a
good simulator of cotton growth and development in the San
Joaquin Valley. The parameter modifications required to convert
the Acala model to simulate the Delta pine variety of cotton
grown in Arizona are given by Gutierrez, Butler et al. (1977).
Collection of Plant Data
The parameter estimates required to construct models for
plant growth and development are of several kinds:
,. developmental phenology.
2. estimates of photosynthesis under various conditions
of leaf age and light intensity.
3. estimates of dry matter partitioning amongst plant parts.
4. carbohydrate sink-source relationships.
5. density-dependant growth relationships.
6. mortality of plants and plant parts due to various causes.
7. the effects of weather on plant growth and development;
especially temperature, light and moisture.
8. the effects of agronomic practices on plant growth
and development.
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Figure 5. ,The phenology and development of a cotton crop in
Corcoran, California during 1975: (A) dry matter accumulation
in stems + roots and leaves, (B) the observed fruit patterns
and (C) the accumulation of dry matter in fruit.
It is certain that sub-models for more accurately estima-
ting photosynthetic efficiency (e.g., light penetration) and
water use by plants will be forthcoming soon, and this model is
formulated with these developments in mind. These recent ad-
vances are discussed in a later section.
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HERBIVORE AND HIGHER TROPHIC LEVEL MODELS
In the past, zoologists have studied herbivore populations
without adequately considering the dynamics of their food.
As we shall see, this feedback is very important. The herbivore
and higher trophic level models are of the following form.
Note that the model structure is the same as that for modelling
the plant except that IN. (.) is a complex emigration or
~
immigration rate function of the pest species into or out of
the field (C.F. Gutierrez et al., 1976; Gutierrez, Leigh
et al., 1977; Gutierrez, Butler et al., 1977). Extensive
field and laboratory studies have been done to examine the
species specific biologies of each of the pests (Figure 2) .
Relevant data from the literature have, in general, been
sparse because the data were only partially reported, it was
inconsistent or in error, or taken in a manner which was not
useful for developing various ecological plant-pest-predator-
weather relationships.
The following types of information must be gathered for
insect species:
1. temperature dependent developmental rates.
2. estimates of developmental times for each life stage,
as well as their age dispersion through time.
3. estimates of £x and mx (see Andrewartha and Birch,
1954) under optimal and suboptimal conditions.
4. data on their seasonal phenology, population dynamics
and age structure.
5. overwintering characteristics.
6. site and age preference for plant parts.
7. feeding rates.
8. sex ratios.
9. detailed observation on behavior, etc.
10. detailed field life-table data for use in developing
various mortality sub-models (see next section) .
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Population models for several of the important pests of
cotton have been developed, and the computer algorithms are,
by and large, discrete approximations of the models proposed
here. A partial list of these models is:
1. Beet armyworm - cabbage 10pper/cotton - Gutierrez
et a1. (1975), Hogg and Gutierrez (in progress) .
2. Bollworm/cotton - *Stinner et a1. (1974), Wilson
and Gutierrez (in progress), L. Brown et a1. (in
progress) .
3. Boll weevil/cotton - Wang et a1. (1977), *Jones et a1.
(1974).
4. Lygus hesperus/cotton - Gutierrez, Leigh et a1.
(1977) •
5. Pink bollworm/cotton - Gutierrez, Butler et a1.
(1977).
A model for mite dynamics on cotton is currently in prog-
ress (J. Carey, in progress).
Coupling Trophic Level Models
Coupling of plant herbivore activities is not conceptually
too difficult, given that the appropriate data are well in hand
(see above). First, we must recognize in coupling the two
models that the time step for the plant may not equal the time
step for the herbivore{s). The developmental rate of the
herbivore life stages may also vary or they may be influenced
by the age or quality of the plant part attacked (e.g., pink
bollworm - Gutierrez, Butler et a1., 1977). Next, we must
integrate age preferences for plant part, searching success,
hunger, attack rates, etc., in a predation model for each
pest.
A fundamental understanding of the attack processes of a
pest on a crop is very germane to the development of sound
economic thresholds or to formulate economic models to assess
the damage (Na = numbers or mass attacked) of the pest on a
wide scale. For plants, Na may be fruit numbers, leaf, stem,
fruit or root mass, photosynthate and/or wound healing losses.
Figure 4 depicts the nature of the problem, as the plant's
ability to compensate for damage is to a large deqree dependent
*Those preceded by an asterisk have not been successfully
coupled with a suitable cotton plant model.
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If maximum
growth is to occur, the demand ~ supply
costs, then reserves are utilized when
on available reserves. If fcda is the total reserves,
D
max
= ~L + ~s + ~R + ~M = the maximum demand for plant growth,
~P is the new photosynthate and L9 are the various metabolic
i
o + L9 > AP.
max .
1
of photosynthate
where A is some rate of reserve availability. It is possible
that under stress conditions (e.g., insect damage = Na) the
ability of the plant to compensate is severely impaired.
Reduced yields can occur because of herbivore injury (Na),
*reduced demand (D~ax) or reduced photosynthesis (P).
Na + 0* + \9
1
, > p* + A fcda
max L
A similar model exists for herbivores and also pred-
ators - Figure 6, but the important component is hunger
as it affects the predator's search behavior. The animal has
some age dependent maximum gut capacity (~) which may be full
or may be partially empty. If the gut is partially empty,
the insect is hungry (i.e., it can eat), but the amount it
eats (Na) is the mass of prey it captures. The model for
hunger is:
where
h the mass of prey the animal can eat at time t,
Na the mass of prey captured,
Mx the mass of progeny produced,
g the mass growth of the animal,
L~' metabolic costs.1
The priority of nutrients for g and Mx change with age and h
(e.g., adults stop growing but do produce progeny), while
survivorship (£x) is also a function of h (e.g., Gutierrez
et al., 1976).
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Na
hunger (h) }
gut capacity (n)
food in gut (g)
progeny (Mx)*
growth (g)*
"'I "'2 "'nMETABOLIC COSTS =Iti
Figure 6. The metabolic pool model for herbivores and predators.
Na is the mass prey captured. The levels of the out-
flows indicate priority levels which depend on age
and hunger.
"PREDATION" MODELS OR ESTIMATING ATTACK SUCCESS
Herbivore/Predation
An herbivore is a plant predator, hence the relevant
predation models apply equally well to them as to the higher
trophic levels. If an herbivore attacks a population of
leaves, it alters their age structure (by consuming mass) ,
and causes wound healing losses. Because individual leaves
may be only partially eaten, and still live, mass rather than
numbers are the units of attack (Na). Many herbivores attack
fruit and cause them to abscise or be unavailable for other
herbivores. In such cases, Na will refer to numbers, though
its relationship to mass may also be useful.
Cotton and alfalfa share many of the same predators of
their pests as well as some pests. The principal general
entomophagous predators are Geocoris pallens Stal, G. punctipes
Say, Chrysopa carnea (Stephens), Nabis americoferus Carayon
and OrlUS trlstlcolor (White). The mlgration of insect pests
from alfalfa to other crops is well documented (e.g., lygus
bug--Sevacharian and Stern, 1972), but the movement of the
natural enemies from alfalfa is less well understood (Ehler
et al., 1974 and Eveleens et al., 1974).
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Predators of plants or animals may be polyphagous or
oligophagus. In some cases, the predators may feed on both
plants and animals (e.g.,~ and Orius). The problem
becomes more complex as we consider other behavioral components
like prey preference, age preferences, switching, age dependent
searching rates, predator interference, etc. Intensive field
and laboratory studies are being conducted on the feeding
behavior of all predator species listed above in cotton. Less
is known concerning insect parasitoids and disease, but
preliminary evidence indicates that these natural enemies are
effective only at moderately high host densities; at least in
cotton.
These behavioral problems create difficulties in developing
models to accurately estimate Na. Lotka (1925) and Volterra
(1931) describe an equation for estimating the number of prey
(e.g., animals or plant parts) attacked (Na) when the two species
(prey and predator) are moving randomly in space, while
Thompson (1"924) described what is basically a random search
model. The Nicholson and Bailey (1935) model, like the others,
is overly simple as it ignores hunger, age, etc. The models
proposed by Holling (1959, 1966) were adequate to describe
the activities of a single predator on a population of prey,
but not for a population of predators on a population of prey,
which is what we see in nature. Griffith and Holling (1969)
attempted to expand this model to multiple predators, but it
still proves inadequate.
Other models by Royama (1970), Rogers and Hassell
(1974), and others, consider non-random distribution of prey
and predator searching. While these models add complexity,
they do not provide adequate estimates for Na.
Frazer and Gilbert t1976) and Gilbert et al. (1976)
derive a more tractable model which overcomes most of the
previous difficulties.
-aN
-(bTP/N ) (1-e O/b)
Na N (1 -e 0 ) /A
o
where
Na the number of prey attacked at time t
No the number prey present
b the predator demand rate
a the predator search rate
T lit
P predator numbers
A area to be searched.
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These authors incorporated Holling's hunger component,
but not on an individual predator level: rather, averaged
over the predator population. This model was used with great
success by Frazer and Gilbert to model coccinellid predation
at low aphid densities, and by Wang et al. (1977) to model boll
weevil (an herbivore) attack on cotton squares using Nicaraguan
cotton data. This model provides more adequate estimates of
Na at all host-predator densities, and estimates survivorship
from predation (£x
s
) in the large population models. The model
needs to be expanded to incorporate relevant stochastic pro-
cesses such as predator search rates, attack success, hunger,
etc. This model has many interesting properties. For example,
-aN
as N becomes small, the term 1-e olb aN as aN 0
o .... olb o/b"'"
or
-aN
1-e olb
which, when substituted into the model, yields
-aTP
Na N
o
(1-e )
as P .... 0, the Nicholson-Bailey model becomes a Lotka-Volterra
model because
-a';I'P
1-e (aTP)
2 (aTP) 31-1 + aTP - -z:- +~
(aTP)n-1
(n-1) !
(aTP)n
+~
and the model reduces to
Na N aTP
r
The definitions of the parameters ~ and b are important to
the model, and are described below.
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~ is derived from the Nicholson-Bailey model and equals
N -Na
-1 n (_0 ) P/T/A
No
If P=1, T=6t=1 and A=1 (i.e., standard conditions for estimating
a empirically), then
N -Na
a = -1n(_0__)
No
-1n(1 _ Na)
N
o
-1n(1x)
The Nicholson-Bailey model is negative log survivorship, while
the Lotka-Volterra model equals the mortality rate (i.e.,
effective area of search).
To estimate a empirically (for each species and life stage) ,
a realistic field or laboratory experimental arena must
be devised, and values of A and T assigned such that the
behavior which underlies a is not greatly influenced (e.g.,
large changes in hunger (h)) (see Frazer and Gilbert, 1976).
A general model following work of Frazer and Gilbert for
multiple predator attack on several species (also several
ages) of predators has been formulated by Jones, Wang and
Gutierrez (unpublished).
Biophysical Models
Accuracy and further advancement of population modelling
requires that relevant stochastic processes (e.y., Barr, 1973)
and appropriate behavior be included, and that the underlying
physiological processes affecting age-specific survivorship
(R,x(')) and natality (Mx(·)) be described in rigorous mathe-
matical terms. Considerable progress has been made in this area.
The basic premise in much of the work is that survival
and developmental rates, and most other factors of plant and
insect population dynamics are controlled by the thermal
environment. For example, much of the earlier work on
developmental rates of insects and plants used the notion of
day degrees. This concept assumes that their developmental
rates are exactly proportional to temperature throughout much
of the range favorable to their environment (see Campbell et al.,
1974, for a recent review). In fact, many studies have
shown that this is not the case, and the extremes of the rate
of development curve shown in Figure 7 depicts these depaLtures
from the linear model (Stinner et al., 1974). Sharpe and
DeMichele (1977) developed a stochastic, thermodynamic model
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for the development of poikilotherm organisms. The model is
derived from the Erying equation which assumes multiple ac-
tivity states of the underlying developmental control enzymes.
This model describes the entire relationship from a more
theoretical and scientific base, and in addition, contributes
to scientific understanding. As a result, the model allows
for more accurate prediction of population phenology and ageing.
An extension of this model by Sharpe et al. (unpublished) shows
that the skew in the distribution in developmental times ob-
served by Stinner et al. (1975) and others, results naturally
from the transformation from developmental rates to emergence
times. The underlying assumption is that the concentration of
enzymes, which are rate controlling for development, are
symmetrically distributed about some genetically determined
mean concentration. These two simple, yet elegant, biophysical
models are used to describe not only the rate of development
of a population, but also the distribution of developmental
times. Both of these models are easily incorporated in the
population models developed above.
t RANGEA
THRESHOLD
I
I
I
I
RANGE
C
TEMPERATURE
Figure 7. The relationship between the rate of development of
poikilothermic organisms and temperature. In temperature ranges
A are non-linear because of subleathal low and high temperature
effects. The threshold (---) or T* is a reasonable approxima-
tion for the lowest temperature where the development of the
organism can occur.
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WHAT USE ARE MODELS IN COTTON PRODUCTION AND PLANT PROTECTION?
Probably the most important use of a model is that it
forces the researcher to specify the components. Because of
this, the process enables the worker to quickly define what
is known about the problem and, as such, is useful in guiding
the research.
Most of the above models are designed for use in develop-
ing crop production-protection strategies and hence must be
examined for accuracy in the field under a variety of conditions.
In a practical sense, the only check of a model's "validity"
is its explanatory value for check data not used in the
construction of the model (i.e., independent tests), but the
test must include a wide range of variables. For example,
the cotton models (Gutierrez et al., 1975) and Wang et al.,
1977, see Figure 5) both require that the model mimic
phenology of crop growth and development, dry matter accumula-
tion in the various plant parts, and age structure of the fruit
population. When discrepancies arise, the researcher must
explain them, so the model may be immensely useful, not only
for telling us what we know, but by telling us what we don't
know.
Some groups stress crop yield or pest population trend
forecasting over short periods of time (i.e., simulation
models). Because the driving parameter for these models is
weather, accurate predictions are, under the best circumstances,
reliable only for a few days into the future (NAS 1976).
Other groups stress the development of general strategy models
based upon a good understanding of the system (i.e., optimization
models). For example, general seasonal patterns of crop growth
and development in various areas of California are already
apparent, say in alfalfa, and these patterns have been used to
develop general pest control strategies against the Egyptian
alfalfa weevil (Regev et al., 1976).
Optimization Models
Optimization models for various aspects of crop production
and protection are beginning to appear in the literature, and
in many cases are extensions of simulation models (e.g., Regev
et al., 1976). For example, if we wish to study optimal pest
control strategies, we must decide what our objective is--
i.e., our objective function. It might be a biological
objective, say, maximum light penetration, or it might be
maximum profit (R).
Farmers usually want to maximize profit (R), hence their
objective function is
max R B (x) - C (x)
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where B(x) are all the benefits of using some decision variable
(e.g., xi = pesticides, biological control, etc.), while
C(x) are all of the costs of using the procedures. The optimal
level of pesticide application occurs when
dB (x)
"d"x-
dC (x)
a:x--
The validity of this optimization result depends on the validity
of the model used, as well as the validity of the questions
asked of the model. Optimization models to establish sound
economic thresholds and control strategies are currently in
progress for pink bollworm (Pectinophora gossyeiella (Saunders»
and Lygus hesperus Knight. Both of these spec~es are key pests
in various areas of the cotton belt.
The optimization problem may be more biological in nature
(e.g., plant breeding). Crop genotypes are selected by man to
meet specific needs. The standard plant breeding experiments
usually involve planting many cultivars and assessing various
attributes such as yield and quality at the end of the season.
This is an arduous, time-consuming procedure. It is possible
that a good weather-driven, plant model could help predetermine
the characteristics crop plants should have for any particular
area. The plant model tells us that the dry matter partition-
ing coefficient, the timing of fruit development, etc.,
determines to a large extent the growth and development of
the crop (i.e., determine yields). The weather inputs (e.g.,
for Fresno, California) are part of the model, and characterize
the region. The optimization model seeks to maximize yields
(Y), hence the objective function is
max Y max
xi, i=',2, .. ,n
100 Jr mF(t*,a,m,x,x 2 , ••• 'Xn ' .) da drno 0
where F(t*,a,m,x"x2 , •.• ,xn ' .) satisfied the system of
equations which describe the cotton model. Note that the x.
are decision variables (see below), m is the mass of fruit ~nd
F t~e.nurnber~ t* is the end of the season and a is age. Th:dec~s~on var~ables (xi) that have been used in the model are:
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1. planting density
2. timing of the first fruiting branch
3. rate of fruit point production
4. age of transition for the growth rates of single fruit
5. growth rate of young fruit
6. growth rate of older fruit.
Other decision variables might be the leaf to stem ratio
during both the vegetative and fruit maturation phases. Powell's
method (Powell, 1964) was used in this work so that much of the
complexity could be retained. Other optimization procedures
are currently being investigated for use on this problem. The
value of this type of analysis to plant breeding are obvious,
as the xi are all characters which can be easily observed and
probably be selected. Preliminary results indicate that
achieving a global optimum is difficult, but that several local
optima of approximately the same Yare found. That is, plants
can be engineered in several ways to produce the same crop.
If we now wish to use the program to minimize insect
damage, we could incorporate the insect model into the optimal
(or observed) plant program, and use the same objective function.
The decision variables in this case might be quantity and timing
of pesticides, planting date for the crop, plant density, or
some attribute of plant growth and development.
CONCLUSIONS
The methods of "systems analysis" are useful tools for
assembling, analyzing and evaluating data from complex problems
(e.g., cotton ecosystem studies). These methods have enabled
us to simplify the problem, distill out commonalities between
trophic levels, and gain additional insights into the system
which were previously unavailable.
While the methods of "systems analysis" are extremely
useful, they will always be limited by the quality of the
biological data used, the competence of the analyst and the
creativity of the scientist. Because of the complexity we
must deal with, close cooperation between scientists in impinging
disciplines is essential, and more, not less, data of the right
kind will be required. This interdisciplinary exchange has been
most useful in the development of crop production-crop protection
strategies in cotton.
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ECONOMIC CONFLICTS IN PLANT PROTECTION:
THE PROBLEMS OF PESTICIDE RESISTANCE;
THEORY AND APPLICATION TO THE EGYPTIAN
ALFALFA WEEVIV
Uri Regev2 , Haim Shalie and A. P. Gutierrez4
INTROOUCTION
The use of chemical pesticides 1n agriculture against
various pests (insects, mites, weeds, fungi, etc.) has re-
sulted in the development of resistance to the chemicals by
the pest, and has created additional severe problems in pest
management. The economic problem of optimal allocation of
pesticides to control specific insect pests has been studied
by Regev et ale (1976) and Shoemaker (1976), while the problems
created by pesticide resistance have been examined only to a
very limited extent (Taylor et al., 1975; and Hueth and Regev,
1974). The importance of the problem is so great and general
that a popularized article recently pUblished in Time magazine
(July 12, 1976), reported, "Because of over exposure [to
insecticides], insects are becoming more immune. . . .. "
Experience has shown that as resistance develops, farmers use
ever greater amounts of increasingly expensive pesticides
to control pests. This situation leads to a vicious circle,
wherein all of the spin-offs are negative (e.g., increased
costs, pesticide pollution, secondary pest outbreaks, wild
life destruction, etc.). The magnitude of the externalities
caused by pesticide use are difficult to estimate, and the
additional costs incurred as a result of pesticide resistance,
1This work was supported, in part, by the National Science
Foundation and Environmental Protection Agency through a
grant (NSF-GB-347181, BMS-74-04223) made to the University
of California. The findings, opinions, and recommendations
expressed herein are those of the authors and not necessarily
those of the University of California, the National Science
Foundation, or the Environmental Protection Agency.
20epartment of Economics, Ben Gurion University, Beersheva,
Israel.
30epartment of Agricultural and Resource Econcmics, University
of California, Berkeley, U.S.A.
40ivision of Biological Control, University of California,
Berkeley, U.S.A.
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are unknown. Environmental damage has rapidly accrued, but
the damage is not irreversible; susceptability in the pest
population can be considered a resource which is not renewable
once it has been depleted. Entomologists and other field
scientists have developed new control methods (e.g., plant
breeding, biological controls, cultural practices, etc.) to
cope with specific pests and, by default, with the development
of resistance in the pest population.
This paper attempts to develop a general theoretical
model for the optimal allocation of pesticides given that
resistance has developed in the pest population. The work
emphasizes the need for regional organization or governmental
intervention, (i) to reduce the negative externalities created
by individual grower pesticide use, (ii) to extend the effective-
ness of the pesticide until a new alternate technology can be
developed and, (iii) to estimate the developmental investments
that should be made at any time t in alternate technologies.
This general model is based upon an empirical study (Regev
et al., 1976, and Gutierrez, Regev and Shalit, in progress),
and is constrained to a single pest--sinqle crop framework,
dealing with the case of simple, single gene resistance to a
specific pesticide. Many of the known cases of resistance to
pesticides are of this kind (Georghiou, 1972; Br0wn, 1967). The
extension of the problem to a multigene-multitoxicant case
will not necessarily add to the results obtained in this paper.
The conclusions drawn from the model are two-fold;
(i) by assuming the existence of alternative pest control
techniques, the optimal path of current pesticide practices
is found until the economy switches to one of the alternative
technologies, (ii) given the present insecticide technology,
the value of investment in new pest control methods is deter-
mined. An empirical study, dealing with alfalfa and the
Egyptian alfalfa weevil, is discussed to accommodate the
theoretical analysis.
THE MODEL
This section presents a simplified, continuous time model
of.the economic problems associated with the development of
pesticide resistance in pest populations. The pest management
system considered here is a region closed to external pest
migration. It is presumed that a central decision body, which
has perfect information on the pest-plant control system,
maximizes the present value of profits for a given crop.
production factors except pest control are assumed to be
their optimal levels and are not influenced by pesticide
tion (the control variable).
w(t) is defined as the level of resistance at time t,
measured as the proportion of pest population immune to a
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particular pesticide or group of pesticides. Once resistance
appears, it changes over time as a result of pesticide applica-
tion, x(t), according to the following rule:
dw wt g(xt , wt )dt -
where t
gx > 0, g(o, w) 0, lim g(x, w) 0
w+1
for all x > 0, 0 < w <
(1)
(2)
The function, g(')' relates resistance development from some
level at t to subsequent pesticide applications and assumes w
to be nondecreasing in x. The results of this optimization
problem, concerning the interaction of pesticide application
and the development of pesticide resistance in a population
considered in the model, are not restricted to a single pest
or pesticide. The history of pest management has shown that,
whatever pesticide technologies are used, decreasing pest
susceptibility is an expected outcome (i.e., the development of
resistance). Very little is known about the explicit form of
the function, g(')' However, from empirical studies, an
indirect estimate of this relationship can be obtained (as in
the Empirical Study section). Furthermore, the assumption,
g(o, w) = 0, together with gx ~ 0 and x ~ 0, implies that w(t)
is a nondecreasing function, i.e., resistance does not decrease
over time once it has arisen.
Entomologists have observed that, in some cases, resistant
pests are less able to survive in the absence of pesticides
than are the nonresistant ones (see Georghiou, 1972). Thus,
in some cases, the resistance level might decrease in the absence
of pesticides. However, the rate of decrease is slow relative
to its increase once pesticide use restarts and, in the long-run,
it seems likely that one can disregard the short-run decrease
of resistance and consider the biological process irreversible.
Let IT(x t , wt ) be the profit function generated through the
use of pesticides (disregarding other inputs for simplicity).
One assumes the following properties for IT('):
lT
xx
< 0, IT(o, w) constant. (3)
tSubscripted variables (but not t) denote partial derivatives,
and t is omitted for notational convenience whenever possible
with no ambiguity.
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The negative effect of increasing resistance on profits results
from the increased quantities of insecticides needed to reduce
the pest population.
The current pest control technology (x) is maintained until
some future time T when a readily available alternative
technology will be used. This technology (a) could be either
an alternative set of chemical pesticides, biological control,
any mixture of the two, or pest-resistant plants. The alterna-
tive technology (a) yields at time T a net return of
where
and
00
S(a, wT) = maxf s[a, Yt(WT)] e-
rt dt
T
control of the a technology
net benefits stream
(4)
r fixed discount rate.
Since this model focuses mainly on the current technology and
the switching date, the form and behavior of S(·) are not
investigated. S(a, wT) is taken as the future profits
discounted to time T. However, if the alternative process
does not, in any context, increase pesticide resistance in
the population, it is the "backstop technology" (Nordhaus, 1975)
with respect to pesticides. It is further assumed that S is
differentiable in u, and technologies are ranked so that
Sa ~ O. The effect of pesticide resistance to current technology
on the future a technology is nonpositive, Sw ~ o.
Optimal Solution
The ecor.omic problem is now defined as the choice of
quantities of pesticide (x t ) to be applied and of the date
switching to the new technology which maximizes
of
(5)
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subject to equation (1) and x t ~ O. Applying the Maximum
Principle, there exists a continuous function, A(t), and a
function, ~t ~ 0, which satisfy the necessary conditions for
a maximum. For a fixed endpoint, t = T, these conditions are
0; ~t > 0, a (6a)
(6b)
g (x, w); W
o
is given (6c)
~ (transversality condition) .ClST (6d)
Equation (6a) is the usual marginal condition of profit
maximization. In the economically relevant range, TI
x
~ 0, and
since gx ~ 0, At is nonpositive. This is the marginal cost of
resistance. Furthermore, Atg
x
represents the marginal future
benefits foregone by pesticide application at t. This is the
user cost of pesticides (Scott, 1967, p. 34). The role of At
as an economic price is further clarified by equation (6d);
namely, at the switching time T, the marginal cost of resistance
equals the reduction in future benefits if the a technology
is not used. Equation (6b) determines the behavior of the time
path of the resistance cost, At'
So far, the switching date has been arbitrarily fixed.
However, assuming ~(T) differentiable and concave in T, the
optimal switching date T* is found by d~*(T)/dT = 0, where
~*(T) is optimal with respect to x t [i.e., satisfies conditions(6) 1•
T
~
=f(TIx Clxt + TIw ClWt ) e-rt dt + -rTdT aT ClT e
a (7)
[TI(XT , wT ) - rS(a, wT ) ClWTJ+ Sw aT
Note that
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and
Clwt =jt
n-
O
Clx T ClwT
gx a'I' + gw a'I' dT
Insert conditions (6) and (7) to obtain
dp*(T)
dT
-1
o
-rt Clwt(A- rAj e ~ dt
-J
o
-rt Clxt
e ~t ~ dt
(8 )
where ~* indicates the optimal value of~. The last term in (8)
vanishes since ~tClxt/ClT = o. t Integrating by parts, it follows
from d~*(T)/dT = 0 and d2~/dT2 < 0 that
(9)
By (9), T* is optimal if the immediate gain (~*) of postponement
equals the instantaneous future loss rS(·).
tSince ~tXt = 0 implies either x = o or ~t = 0 for all t, thent
Cl~txt Clxt Cl~t
~ ~t at + x t at 0 for all t and implies
Clxt Cl~t 0~t at -xt at
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Equations (6) and (9) are the necessary conditions for
the optimal pest control policy. The uniqueness of the solution
(if it exists) is guaranteed by the concavity of the optimal
Hamiltonian with respect to wt .
From equation (9) and by w ~ 0 and rr
w
~ 0, it follows that:
pro1osition 1. The new technology (a) will never beadopted i.e., T* ~ 00) if rr(x, w) > rS(a, w) for all x, w,
and T. On the other hand, if rr(x
o
' w
o
) ~ rS(a, w
o
) for all
x
o
~ 0, then T* = O.
Thus, one can a priori determine the minimal value of the
a technology (S) which should be adopted immediately. Further-
more, given the current practices, the policy-maker can find and
exclude all the nonprofitable alternatives (S ~ ~). Figure 1
presents the optimal path of rr* together with lower and upper
bounds (S, S) as expressed by proposition 1.
max 11' (X,WO) rs
en
~ X 11'.
LL
0 rsa::
Q..
~
riz
.". (O,W )w
a::
a::
~
u
r* t=time
Figure 1. The optimal path of profit (n*) overtime. (See
text for discussion of all variables).
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Analyzing the sensitivity of the optimal switching date T*
with respect to some parameters of the model, it follows that:
Proposition 2. If an optimal program exists, then the
optimal switching date is advanced (a) by an increase in the
interest rate:
dT* < 0
dr
(b) by technological improvement:
dT*
do < 0
and (c) by a rise in the initial level of resistance:
dT* < 0
dw
o
Proof. Differentiating (9) with respect to T, one gets
drr* S ( . ) dr rS dx rS
w
dWT 0dT - dT - dT - dT0
Let 0 be fixed; then
dT S(o, wT)
dr drr*/dT rSW*T
< 0
-
(10a)
(10b)
(10c)
( 11)
( 1 2)
since the demoninator is negative by (9). This establishes (lOa).
Let r be fixed; then from (11),
dT
do
rS
= 0 < 0drr*/dT - rSW*T = (13)
which establishes (lOb). To prove (10c), one only needs to
invoke Bellman's (1957) principle of optimality. Since the
system is autonomous, starting with any w> w yields the same
optimal solution which is obtained from the o~iginal problem from
t to T*, where t = {t (O,IT*) w*(t) = w}. Thus,
Q.E.D.
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Furthermore, if pesticide resistance is nondecreasing,
even in the absence of pesticide application, it is optimal to
spray continuously until the switching date.
Proposition 3. For all t < T, x t = 0 is never optimal.
Proof:
for any t',
xt, = 0 and
The proposition will be proved by showing that if,
xt 0, then t' ~ T*. Suppose the contrary, i.e.,
t' < T* i then
( 1 4)
but rS(a, wt ,) ~ rS(a, wT ) since Sw ~ 0 and wT* ~ wt '·
However, TI(O, wt ,) = TI(O, wT*) by (3), and TI(O, wT*)
< TI(xT*, wT*) since TIx ~ 0 in the relevant range. This
establishes by equation (9):
( 15)
But equation (14) contradicts (15) Q.E.D.
proposition 3 suppresses the possibility of pesticide
rotation in the same crop since, under the assumption g(O, w) = 0,
resistance to one insecticide does not decrease when the second
is sprayed. However, if g(O, w) < 0, proposition 3 does not
necessarily hold. By insecticide rotation or by small pesticide
applications, a steady state in the resistance level may be
feasible. If a steady state is reached, new alternatives
will not be adopted unless technological changes improve their
net revenues. However, the current pest control practices do
not indicate that it is feasible to keep a steady state
resistance level.
A Comparison with a Competitive Solution
A single decision unit faces basically the same problem
of pest control as described above. However, since the pests
are migrating, resistance develops in respect to the total
pesticides applied in the region. Therefore, the effect of
the individual farmer on resistance development is negligible
and must be considered to be beyond his control. Because the
decision maker does not affect the general level of resistance,
he disregards it and seeks to maximize his immediate net
benefits. His decision, however, depends on the resistance
level which he presumably observes. The competitive decision
maker then applies pesticides at the level of ~t(Wt) to maximize
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nx(xt , wt ). Assuming, as before, that a new technology (a) is
available at any time, he will switch to it whenever
n(xt , wt ) ~ rS(a, wt ). This solution requires that nx(xt , wt)=O
for all t. His switching date, T, is such that n(xt , wt ) =
rS (a, wt ).
Comparing (6a) with the competitive solution, it is clear
that, for any given level of pesticide resistance, the competitive
solution implies a higher level of pesticide application than
that desired by society since n
xx
~ 0 and Xtg
x
~ O. This is a
known result for negative externalities. Note also that, for
any given level of pest resistance, the competitive solution
(xt ) yields an immediate net gain higher than the optimal one.
However, since xt(w) ~ Xt(w) and gx ~ 0, pest resistance levels
in the competitive situation are higher than in the centralized
solution, i.e., wt ~ Wt for all t. considering the resistance
levels at the two switching dates, it is shown that:
w~* ~ QT' and equality holds if, and only
0) •if,
w* <t =
Proposition 4.
S = 0 (or g =w x
Proof. Recall that, for any
wt ' for all t ~ min (T, T*).
given w, x*(w) < ~(w) and
If T* < 1', then w~* < wT* < QA since W > o.T =
If T*
A l'> T, then for < t < T*, by (9) :
rS(a, wt) < n*(wt) < max n(x, w*)t
x
At t = 1', Wt ~ wt. Let T be an arbitrary point greater
than T*, and let t be a sequence of points tending to T.
Since w(t) is continuous and non decreasing, there exists a
point t' such that QT = wt •• Then
rS(a, wt.) = rS(a, QT)
max (x, w
t
,)
x
or
max n (x, wt,)
x
( 1 6)
(17 )
Then, by equation (16), rS(a, wt ,) = n*(wt,), and by equation
(9), t' = T*. For all the points, til :;> T'" 'WT < wt ". However,
this cannot hold since S(·) and n*(.) are continuously non
increasing with time. To prove the second part, note that, if
I
II
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S < 0 (and g > 0), then AT < 0 and Atg < 0 for all t ~ T.
w x x-
Therefore, by (6), the rightmost inequality of (16) must be a
strict inequality, and TI*(w) < max TI(x, w) = ft(w) for all w.
x
Therefore, (17) cannot hold and w~* < wT. Since Sw < 0 and
w~* ~ wT' this is equivalent to w;* wi implying that Sw = o.
On the other hand, if Sw = 0, then by (6d) AT = 0 and by (6a)
and (9) at T*:
max TI(x, wT*) = TI*(w;*) = rS(a, Wt*)
x
(18)
By the uniqueness of max TI(x, w), the rightmost equality of
x
(18) implies by (9) that w~* = wi. Q.E.D.
Since the private solution implies a resistance level not
lower than the one of the optimal solution at their respective
switching dates, one cannot generally determine which switching
date is earlier. Nevertheless, if S = 0, the two-terminal
w
resistance levels are equal in both solutions by Proposition 4;
and since Wt ~ wt for all t (and wt ~ 0), one can conclude:
Proposition 5. Sw
~
o implies T ~ T*.
Conditions of proposition 5 are likely to prevail in the
case of biological control which is not affected by the
immunity level toward chemical pesticides.
AN EMPIRICAL STUDY
The case study involves the problem of Egyptian alfalfa
weevil [Hypera brunneipennis - EAW] which is a major alfalfa
pest in California. In the late 1950's, this pest invaded the
Southwestern parts of the United States causing an estimated
annual damage of over $18 million in California alone. Though
resistance to pesticides has not yet developed in this species
in California, the threat is imminent as evidenced by the
evolution of hexachlor resistance in a closely related species
in the USSR (Mardzhangan et al., 1969).
The Biological Context
A detailed description of the biological systems underlying
the model is presented in an article by Gutierrez, Regev and
Shalit (in preparation). The mathematical formulation is based
on a similar model (Regev, Gutierrez, and Feder, 1976), and uses
field and laboratory data from a study by Gutierrez et al.
(1976). A brief summary of these papers is presented here and
interested readers should refer to them for further details.
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The biology of the pest and the alfalfa crop (i.e., hay) is
briefly described. The adult weevils migrate into the alfalfa
fields from aestivation (summer dormant period) in the autumn
and early winter months and oviposit their eggs. The eggs
hatch to produce larvae which feed on the leaf tissues of the
alfalfa.
The larvae which survive the winter and spring frost can
cause damage. The larvae develop to the pupal stage and later
in the spring become young new adults which leave the fields and
remain dormant during the summer, returning the following autumn
to begin the cycle anew.
Farmers commonly apply chemicals (e.g., Furadan, R) when
feeding damage is observed, to control adult and larval popula-
tions. The effect of the pesticide is formulated by a dosage
response function which depends upon stage (of adult or larva)
and upon the level of pesticide resistance (w) in the population.
In the model, resistance is controlled by a single dominant
gene, and susceptibility in homozygous and heterozygous individ-
uals differ (see Gutierrez, Regev, Shalit, in preparation) •
Resistance levels in the population are measured as the relative
frequency of the resistance gene in the population. Changes in
gene frequency are determined by pesticide-induced, genetic
selection, following the Hardy-Weinberg law. During the aesti-
vation period (summer), adults from many fields mix together so
that the frequency of the resistant gene depends on the total
amount of pesticide applied in the whole region, and not upon
the application made by single farmers.
The Optimization Procedure
The seasonality of the pest and plant life-cycle and their
interaction determine, to a large extent, the type of optimiza-
tion procedure. The solution to the problem requires two steps:
(i) the intraseasonal solution is obtained through a formulation
similar to that of Regev, Gutierrez and Feder (1976), but
incorporates pesticide resistance, after which (ii) the one-
season solutions are used in the interseasonal problem to provide
the optimal solution for the entire model. The intraseasonal
or single season problem is summarized as:
max TIt (~t' wt )
subject to ht(~t' wt ) o j 1 • • • J
(19)
where
t,is the profit function at time
is the amount of pesticide applications,
is the frequency of the resistance gene in the adult weevils,
and
j denotes within season time and t between seasons.
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The set of difference equations hf(·) = 0 describe the intra-
seasonal pest-plant dynamics, and the intraseasonal changes in
wt ' both of which are affected by the amount and timing of
pesticide applications. At the end of the season, the frequency
of the resistance gene in the new summer adults leaving the
fields is given by wt + 1 • Therefore, one can formulate the inter-
seasonal development of pesticide resistance as:
(20 )
which is the discrete form of equation (1). Because of computer
core limitations, the procedure was to solve the system (19)
subject to equation (20) for different constrained values of
wt and wt + 1 as follows:
¢ (wt ' wt + 1 ) = max 1T(~t' wt )
~t
subject to: h~(~t' wt ) = 0
wt + 1 = wt + g (~t' wt )
(21)
for some given wt and wt + 1
The multiseasonal problem is then:
1jJ (t) max
T-1
L: t (22)
for some given w
o
' o<wt <
where
at = 1/(1+r)t j , T is the planning horizon and S(·) is
defined by equation (4).
The values of ¢(wt ' wt +1 ) are obtained for all relevant values
of wt and wt + 1 by using the non-linear programming code (GRG),
while the solution to (22) is obtained through a discrete dynamic
programming technique as follows:
Let n T-t. Define
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(23)
By a recursive procedure, a solution to (23) is found which
is identical to the multiseasonal problem (22), and is the
optimal solution. The optimal switching date T* is determined
by choosing N in (23) which maximizes f (w). Then T* has to
satisfy the following conditions: n 0
(24)
(1+r) ~ rS{a, wT*)
(24) is similar to condition (9) in the continuous time model.
However, the term (1+r) is needed since the new technology is
employed one season after the current practices are ceased.
RESULTS
Using the maximization procedure described above, Table
presents the solution to the single season problem (21) for
different values of wt and wt +1 • The profit in dollars per
acre appears in the third column, the total amount of pesticide
(in ounces per acre) applied during the season is indicated in
the fourth column, and the last column shows the shadow price
(-A) of the constraint (20), i.e., the marginal cost of
pesticide resistance.
From Table 1, the upper and lower bounds of the short run
profits are found to be $116.87 and 73.0. The upper bound is
obtained when wt = Wo = .01 and wt + 1 is unconstrained, while
the lower bound estimates the profits when no pesticides are
applied, regardless of resistance level. These bounds determine
the values of any new technology as expressed in proposition 1
and plotted in Figure 1.
For a real interest rate of 5% (r = .05) the minimal value
(S) of an alternative technology to be immediately adopted
(i.e., T* = 0) is $2456. The upper bound for non-profitable
alternatives is S = $1533, i.e., for any alternative for which
S ~ S T* tends to infinity and the "no pesticide" alternative
is-preferred to it.
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Table 1. The general results for a single season problem given
w
t
and wt +1 ' where n is profit, LX are the total of
pesticides applied within the season and -~ is the
shadow price of the resistance level wt +1 '
___.__w--=t W_t:l:L ~t _
.01
.01
.01
.05
.05
.05
.05
.05
.05
.10
.10
.10
.10
.10
.10
.15
.15
.15
.15
.15
.15
.20
.20
.20
.20
.20
.20
.25
.25
.25
.25
.25
.35
.35
.35
.35
.50
.50
.50
.65
.65
.65
.80
.80
.01
.05
.0667
.05
.10
.15
.20
.25
.276
.10
.15
.20
.25
.35
.473
.15
.20
.25
.35
.50
.61
.20
.25
.1')
.50
.65
.70
.2~
.35
.50
.65
.768
.35
.50
.65
.805
.50
.65
.778
.65
.80
.8ll
.80
.8l1.
73.0
1.16.17
Hf•. 87
73.0
96,112
106.8
112.8
11 /1.64
114.82
73.0
87.23
96.52
104.29
1] 0.22
111.9
73.0
83.1
90.1
10(}.J8
107.46
108.~5
73.0
80.75
90. st,
100.0
101.78
104.64
73.0
84.49
91.96
98.35
100.14
73.u
84.25
88.75
90.01
73.0
80.1
82.12
73.0
76.28
76.31
73.0
73.8
LX
o
23.2 /1
26.14
o
31.3
19.5
2'1.31
25.6
27.0
o
7.2
16.73
23.50
2'1.9
28.6
o
5.8
10.2
23.611
26.37
30. 1,
o
5.1
12.9
25.0
33.27
31.60
o
7.6
16.0
26.5
31. 7
o
9.76
17.88
28.7
o
9.76
18.02
o
11.29
12.3
o
2.3
-).
396'1.0
98.8
o
777 .6
308.4
96.36
45.07
12.37
o
380.09
189.13
155.17
97.98
30.92
o
213.0
163.19
100.0
83.49
21.61
o
180.6
135.0
65.2
51.76
2~81
o
140.42
78.71
41.6
30.55
o
93.86
44.10
15.87
o
57.16
28.15
o
33.29
3.10
o
6.1,5
o
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The question of optimal switching time can be analyzed for
a specific type of alternative technology, like biological
control or plant breeding. In any case, the value of the new
technology does not depend on the final level of resistance
(i.e., Sw = 0). The choice Sw = a is dictated by the difficulty
of obtaining valid estimates for Sw' and by the propensity of
entomologists to use these alternatives to solve resistance
problems.
If one assumes first that no alternative technology is
available, then the optimal switching time occurs when it is no
longer profitable to apply pesticides. This is equivalent to
the case when one adopts an available technology with present
value $1533. Let's evaluate the optimal path for this hypothesis
(i.e., S = 1533, r = .05) by applying method (23) to the results
of Table 1. The optimal path is compiled in Table 2 and compared
to the path followed by a competitive entrepreneur. Under cen-
tralized decision making, it takes six seasons to reach a resis-
tance level of .80, while under competition, the same level is
attained in approximately three seasons. Moreover, for each level
of resistance, one can observe that generally the competitive
grower uses larger amounts of pesticides than the centralized
unit. Thus, the stock of pesticide susceptibility is exhausted
sooner under competition than under a centralization framework.
Propositions 4 and 5 are intuitively proved within the empirical
example. Note that the marginal cost of resistance (-A)
decreases as the resistance level increases over time since less
is gained in the future by controlling the resistance level at
the present. Moreover, the profit is monotonically decreasing
over time.
Let's now assume that an alternative technology is avail-
able. By choosing its present value between Sand S one insures
that the switching time will be within a finite range. Table 3
provides two optimal paths with two different values for the
alternative technology. For S = 1600, the switching time occurs
after four seasons, while if S = 2000, it occurs at t = 3, which
confirms proposition 2(b). However, within the economically
valid range of interest rates, r = .05 to r = .10, the optimal
solution is found to be non-sensitive. An interest rate of 20%
is needed to advance the switching date, see proposition 2(a) •
Proposition 2(c) is confirmed, because an increase in w from
.01 to .05 does not change the optimal path, but does 0 move
the switching time forward.
The value of this general model is that it suggests policy
for the management of resistance problems based upon estimates
of the discounted sums of future profits (i.e., by comparing
alternative policies--competitive versus centralized decision
making). In the specific case of the Egyptian alfalfa weevil,
the difference between the two policies in present value is $9.2
per acre. It would thus appear that government intervention
would be economically relevant if the monetary costs of such an
intervention are less than the net gains.
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Table 2. Comparison of the optimal solution and the
competitive solution for S < 1533 and r = .05.
t 0 2 3 4 5 6
The Optimal Solution
w .01 .05 .15 .35 50 65 80
-A 98.8 96.36 83.49 44.10 28.15 3.10 0
Ex 23.24 19.5 23.64 9.76 9.76 11 .29 2.3
'IT 116.17 106.8 100.18 84.25 80.1 76.28 73.8 I
The Competitive Solution
w
-A
Ex
'IT
.01
o
26.14
116.81
.05
o
27.
114.82
.25
o
31.7
100.14
.80
o
o
73.
Table 3. Optimal solutions for two levels of benefits from
alternative technologies (S), r = .05.
t 0 2 3 4
S 1600
w .01 .05 . 10 .25 .768
'IT 116.17 96.42 1OLL 29 100.14 Switch to new
technology
S 2000
w .01 .05 .20 .70
7T 116.17 112.8 104.64 Switch to new
technology
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POLICY IMPLICATIONS
Since, in the competitive system, farmers apply too much
pesticides, government intervention is necessary to reduce them
to the optimal quantities. In th~s framework two classical
approaches to internalize the externalities generated by perfect
competition can be followed:
1. A Pigouvian tax may be levied per unit of pesticide
use. From equation (6a), a tax rate equal to Atg
will induce the competitive decision-maker to x
adopt the optimal pest control policy.
2. Because of the difficulty to evaluate the time path
of gx' it could be preferable to impose restrictions
on pesticides that would force the farmer to use
socially optimal amounts. However, the procedure
involves higher administrative costs of enforcement.
If biological control is the alternative technology,
resistance to chemical pesticide would not affect the future
benefits (Sw = 0). Then, by proposition 5, the switching date
for the competitive industry will be earlier than the one for
the optimal solution. If biological control is already
available, the gains from government intervention in the
competitive system may not be substantial enough to cover its
administrative costs since the losses occur only when the
existing technology is used. However, intervention is likely
to be more profitable when biological control is not yet
available and needs to be developed. In this case the suscepti-
bility level will be exhausted sooner in the competitive
solution, producing additional losses to society until biological
control is ready to be utilized. If Sw < 0, government inter-
vention is more desirable since, by proposition 4, the competitive
solution through higher final levels of resistance reduces the
future benefits of the alternative technology.
One then faces the problem of evaluating the costs of
resistancet which would determine (1) the gains from government
intervention and (2) the gains in developing new pest control
technologies. The difference between the benefits of the optimal
solution (~.) and the benefits of the private solution (~)
defines the cost of resistance due to the decentralization of
the decision process. This sets an upper bound for the costs
of government intervention to be economically valid. Considering
a socially optimal program, the rate of investment in new pest
control technologies simply should be equal to S , the marginal
rate of return of this technology. a
tNote that the total cost of resistance, however, which does
not have any policy implications is [max TI(x, wo)]/r - ~*.
x
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The marginal cost of resistance (At) indicates the value
of a reduction in the resistance level given the optimal policy
and available future alternative. Its time path, therefore,
serves as a criterion for investment aimed at improving the
current pest control practices by reducing their resistance
level.
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OPTIMAL MANAGEMENT OF
AN ALFALFA ECOSYSTEM
Christine A. Shoemaker'
INTRODUCTION
A basic goal in pest management research has been the
establishment of guidelines for suitable timing of pest control
measures. A very important aspect of this research has been
the establishment of economic thresholds which indicate when
pest infestations are sufficiently severe to justify an
insecticide treatment. However, as originally defined (Stern
et al., 1959), the economic threshold is based only upon pest
density. It is clear that in many situations the advisability
of implementing a pest control measure also depends upon plant
vigor and maturity, the density of natural enemy populations,
on the weather and/or the age structure of the pest population.
It is, therefore, desirable to establish multi-dimensional
economic thresholds, which provide pest management guidelines
as a function of several variables, describing relevant environ-
mental conditions and population densities. It is extremely
difficult to establish such thresholds using purely empirical
methods. The goal of this paper is to discuss the use of
optimization methods to establish multi-dimensional economic
thresholds and to describe the application of such methods to
alfalfa weevil management.
Several papers have been published which utilize optimiza-
tion methods to generate pest management guidelines. A summary
of these is given in Table 1. The papers listed are classified
by the number of populations and age-classes included, the types
of control measures considered, and by the inclusion of genetic
variability in the model. In the following sections we will
discuss the model listed under number VII in Table 1.
This model is designed to estimate the best combination of
biological, chemical and cultural methods for alfalfa weevil
control. Alfalfa weevil populations can be reduced by the
application of insecticide following harvest and by biological
control provided by a larval parasitoid, Bathyplectus curculionis.
Another important means of controlling alfalfa weevil is to
harvest the hay early, during the peak of the population of small
larvae. However, early harvesting can also decrease yield and
decrease the size of subsequent parasite generations.
1
Department of Environmental Engineering, Cornell University,
Ithaca, New York 14853, U.S.A.
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A DECISION MODEL FOR ALFALFA WEEVIL MANAGEMENT
The purpose of the management model is to determine the
best times for harvesting and applying insecticide to alfalfa.
The effects of insecticide depend upon the size and age
structure of the population at the time of application. These
in turn depend upon weather and the size of overwintering
parasite and weevil populations. The effect of time of harvest
on yield and subsequent weevil and parasite densities also
depends upon these factors. Thus, we wish to determine the
best times of harvesting and insecticide treatments as a
function of weevil density, parasite density and weather.
Dynamic programming, the optimization method used in this
model, cannot be used for problems with a large number of state
variables. Unfortunately, an adequate model of an alfalfa eco-
system would require more than sixteen state variables: one for
each age-class of the weevil and parasite populations, one for
weather and several variables describing different parts of the
alfalfa plant.
The difficulties associated with the large dimension of
the alfalfa system can be circumvented by decomposing the pest
management model into two coupled models. The first is the
population model, which calculates the amount of feeding damage
and the number of parasites and weevils reaching the overwinter-
ing stage as a function of Z" Z2' Z3' t h and v where
Z, - number of adult weevils in the spring
Z2 - number of adult parasites in the spring
Z3 - the weather pattern
t - time of harvest
v
h
- amount of insecticide applied after harvest.
Whenever necessary for clarity, the superscri~t n will be used
with z" Z2' Z3' t h or v to denote "in the n
t year".
The results from the population model are incorporated into
three equations G" G2 , and D where
(1)
Z n+'
2 (2 )
Thus G, and G2 calculate the effects of cutting time, t h
n
and insecticide application v n and the state variables·
z,n, z2n , and z3n on the size of subsequent populations of
weevils (Z,n+') and parasites (Z2n+,).
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The population model also calculates the function D which
is the amount of alfalfa yield lost due to alfalfa weevil
feeding. The value of D also depends upon z1' z2' z3' t h ,
and v. The actual yield is
(3 )
where Y is the yield expected in the absence of weevil feeding
with a first harvest at time t h and a weather pattern z3.
The second model, which shall be referred to as a decision
model is an optimization model which chooses the best time of
harvest t h
n
and insecticide treatment vn in year n as a function
of z1 n , z2 n , z3n . The best management policies are assumed to
be those which maximize net income. The net income over N
years is then
N
n:1 an[pn (Y(Z3 n , t h ) - D(Z1
n
, z2 n , z3n ,
(4 )
where pn is the price per ton of alfalfa, en is the cost of
insecticide treatment v n , and an is the discount rate. Our
goal is to maximize the expression in equation (4). The
values of z,n and z2n are determined by the functions G1 and
G2 in equations (1) and (2). The value of Z3 is assumed to
fluctuate stochastically. Its probability distribution is
described by
(5)
i.e., Pi is the probability that the weather pattern is
ni,i=1,2, ... m.
Formulating the problem of maximizing (4) subject to the
constraints of equations (1), (2) and (5) as a dynamic
programming problem results in the following equation:
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Fn(Z n Z n Z n)
l' 2' 3
( n n n n vn»
- D z1 ' z2 ' z3 ' t h '
m
_ anCn (vn ) + l: Fn+ 1 (Z n+1 Z n+1 ) 1Pi l' 2 ' nii=1
for
(6)
Z n+1
1
z n+1
2
G n(Z n n n n v n )1 l' z2 ' z3 ' t h '
G n( n n n n v n )
2 z1 ' z2 ' z3 ' t h '
(7)
By applying the dynamic programming algorithm iteratively to
equations (6) and (7), we obtained the optimal choices of t h
and v which are presented in Figures 1-3. The calculations
were possible because the optimization problem was reduced to
one of three state variables z1' z2 and z3' Complicated
relationships among weather, parasite-host synchrony, time of
harvest, etc., are all incorporated in the functions G1 , G2
and D. A description of the population model which calculates
G1 , G2 and D is given in the next section.
POPULATION MODEL
The length of time a weevil requires to complete its
development depends upon temperature. Since the elapse of
calendar time cannot be used to determine the physiological
age of an individual, it is useful to define a new variable s,
which is called physiological time. The variable s is defined
as the cumulative number of units of heat which contribute to
growth. Since R(t) measures the rate of development, the
physiological time s corresponding to calendar time t is defined
to be
t
s = g(t) = I R(t)dt
o
(8)
where R(t) is a non-linear function of temperature estimated by
Ruesink (1976). Equation (8) converts from units of calendar
time t into units of physiological time s. It will sometimes
be necessary to convert in the opposite direction, from units
of physiological time s into units of calendar time t. Since
R(t) > 0, Equation (8) defines a one-to-one correspondence
between sand t. Thus, the inverse function, which we shall
call h, is well-defined and
-1t = h(s) = g (s) (9)
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Figure 1. Multi-dimensional economic thresholds for cool
weather and a one year planning horizon (Z3=1, N=1).
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Figure 2. Multi-dimensional economic thresholds for warm
weather and a three-year planning horizon (Z3=3, N=3).
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Figure 3. Multi-dimensional economic thresholds for warm
weather and a one-year planning horizon (Z3=3, N=1).
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Since the rate of development R{t) depends upon the
temperature T{t), the functions g{t) and h{s) depend upon the
state variable Z3n which describes the temperature pattern in
year n. The values for Z were obtained by calculating the
mean and standard deviati~n of the physiological time s{t)
from six years of weather data for Ithaca, New York.
From the definition of physiological time, it follows that
an individual oviposited at b has a physiological age s-b at
physiological time s. Let N{s,b) be the number of weevils
alive at physiological time s which were oviposited at
physiological time b. Let Ai be the age at which a weevil
enters the i th age-class. Thus, if A.< s-b < A'+1 then all~- - ~
of the individuals N{s,b) are in the i th age-class. Age-class
zero represents eggs. Age-classes one through four represent
the first through the fourth instars. Age-class five
represents the pupal stage, and age-class six represents the
adult stage.
Parasitism
The rate of parasitism at time t depends upon the number
of female parasites P{t) which are searching for and attacking
weevil larvae at time t. Adult parasites do not all emerge at
the same time. Thus, the number of ovipositing parasites will
vary with time.
Let Po{t) be the fraction of the total parasite population
Z2n which are ovipositing females at time t. Then
-E < t < P
(1 0)
otherwise
where (E,p) is the period of time during which the parasites
are attacking alfalfa weevils.
Let H'{N{s,b), P) define the rate at which weevils of age
s-b are parasitized. We will assume that H' is proportional
to the number of weevils and that it is zero for weevils not
in the susceptible age range (A2 , A3 ). Thus,
.' (N(s,b), P) = {:IS'b) • H (P) A 2 .::. s-b .::. A 3
otherwise
(11)
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for some function H. The function H is defined in terms of
calendar time, i.e., it is the number of prey attacked per
unit of calendar time. To convert H(P) to units of physiological
time we must multiply it by h(s).
A cohort of weevils N(s,b) is reduced by mortality from
natural causes as well as by parasitization so
dN(s,b) = -1.I(s-b)N(s,b) - H(P(h(s))) h(s) N(s,b) (12)ds
where 1.1 (a) is the rate of mortality from natural causes for
weevils of age a. The parasitized population is decreased by
death and increased by parasitization. Thus,
dN (s,b)
Ed = -1.1 (s-b)N (s,b) + H(P(h(s))) l1(s) N(s,b) .(13)
s P
The initial conditions for equations (12) and (13) are
nN(b,b) = Z1 e(b)
Np(b,b) = 0
where e(b) is a normalized rate of weevil oviposition through
time. The solutions to equations (12), (13) and (14) are
( 14 )
where
and
N(s,b)
Np (s,b)
K (a)
Z n e(b) e-(K(s-b) + L(s,b,P))
1
Z n e(b) e-(K(s-b)) (1_e-L (s,b,P))
1
for s-b<AS
a
[ 1.1 (r) dr
o
(1 S)
( 16)
(17 )
L(s,b,P)
t(s,b)
~(S'b)H (P(t))dt ( 18 )
I
I
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The interval (t,t) is the period of time before time s, when
individuals ovIposited at time b are susceptible to predation.
Since weevils are assumed to be susceptible only while they
are second instars, i.e., from age A2 to age A3 ,
h (Min(s,b+A2 » (19 )
t(s,b) = h (Min(s,b+A3 »
MORTALITY FROM HARVESTING AND INSECTICIDE
(20)
As mentioned earlier, weevil mortality during harvest is
age-specific. Mortality is much higher among younger forms
than among more mature ones. Insecticide effectiveness is also
age-specific but the older forms are most vulnerable. Let
¢(v,a) be the fraction of weevils of age a which survive a
harvest when v insecticide is applied. Insecticide applications
are assumed to occur just after harvest, if at all. Since t his the calendar date of harvest, sh = g(th ) is the physio-
logical time of harvest. Thus, a weevil oviposited at time b
is of age sh-b at the time of harvest.
Thus, for s>sh the number of individuals alive at time
s who were born at time b is the product of ¢(v,sh-b) and the
number which WQuld be alive if no harvest mortality took place.
The latter value is given in equations (15) and (16). Thus,
after harvest
N(s,b) ¢(V,Sh-b )Z1 ne (b)e-[K(S-b)+L' (s,b,P)] (21)
for s>sh
The function L has been replaced with the function L' which
incorporates the effect of harvesting and insecticide treat-
ments on the number of parasites.
Yield
In order to solve the decision model described in equation
(6) it is necessary to estimate both the yield in the absence of
weevil feeding (Y(Z3,th », and the amount of yield loss caused
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by alfalfa weevil (D(Z1,Z2,Z3,th ,v».
calculated from a simulation model of
developed by Fick (1975).
The yield Y(Z3,t
n
) is
alfalfa growth (ALSIM)
Alfalfa weevil feeding damages the crop in two ways. The
first is to remove leaf tissue and thereby reduce yield. Let
f(a) and fp(a) be the rate of feeding by unparasitized and
parasitized alfalfa weevils, respectively, of age a. Then total
leaf feeding equals
b b+A
[.{ [f(s-b)N(s,b) + fp(s-b)Np(s,b)]ds db. (23)
Equation (23) can be solved by substituting equations (15)
and (16) (for s<sh) and equations (21) and (22) (for s>sh) for
the values of N(s,b) and N (s,b).p
Besides removing leaf material, alfalfa weevil feeding can
also delay regrowth of the alfalfa after it has been cut.
Immediately after harvest the surviving weevils have no leaves
to feed upon so they feed instead upon the buds. Although the
total mass of material removed by this feeding may be small, its
detrimental effects are significant. Fick (1976) has shown that
weevil feeding on buds can delay the start of regrowth by as
much as ten days. He has also shown that for regrowth delays
of less than seven days, the length of the delay is a linear
function of larval density.
Therefore, for the alfalfa weevil management model it is
assumed that
delay
b
k[ ~ [f(sh-b)N(sh,b)+fp(sh-b)Np(Sh,b) db]]
o
where sh is the physiological time of the harvest and
N(sh,b), Np(sh,b), f(a) and fp(a) are defined as above. The
value of the constant k was obtained from Fick (1976). The
effect of the delay on total yield was estimated from simulations
of Fick's ALSIM model for each cutting time and weather pattern.
The function 0 is then the sum of the yield loss due to the
delay in regrowth (equation 24) plus the loss due to leaf
feeding given in equation (23).
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Overwintering Populations
Weevil oviposition is the result of mating primarily in
the early spring by individuals who overwintered as adults.
The number of such adults in the spring of the n+1 th year,
Z1 n+1 is the number of weevils who completed their life cycle
in the summer of the nth year, multiplied by the rate AW at
which they survive the winter. Thus.
Z n+1
1
b
A r N(b+A7 ,b)dbw Jo (25 )
where b is the end of oviposition. By substituting Equation
(21) for N(b+A7 ,b), we obtain
Z n+1
1
-K(A7 ) b
A
W
z1
n
e )( e(b)¢(V,sh-b )e-L (b+A3 ,b,P)db
o
(26)
Total oviposition by parasites is assumed to be
proportional to the number of overwintering parasites. Thus,
the total number of adult parasites in year n+1 is
Z n+1
2 (27)
where A is the overwintering survivorship of the parasites.p
Substituting equation (22) into equation (27), we obtain
Z n+1
2
(28)
The values of the functions G1 and G2 from equations (26)
and (2g, are substituted into equations (6) and (7) of the
decision model to obtain the optimal times for harvesting and
insecticide treatments.
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RESULTS
Equation (28) completes the alfalfa weevil management model.
The decision model is described in equations (6) and (7). The
effects of management on population sizes are described in
equations (26) and (28) by functions G1 and G2 . The parameter
values in the population model are based on field data col-
lected in central New York by Robert Helgeson, Department
of Entomology, and Gary Fick, Department of Agronomy,
Cornell University. The only remaining unknowns in equations
n n n(6) and (7) are the values of t h ,v and F. These values
are calculated by the application of a dynamic programming
algorithm.
The results of computations utilizing this algorithm are
shown in Figures 1-3. Since the optimal policies calculated
depend upon three variables-alfalfa weevil density, parasite
density and weather--the results presented in Figures 1-3
describe multi-dimensional, economic thresholds for alfalfa
weevil management.
The optimal management policy has two components, the time
of harvesting and the amount of insecticide applied. The patterns
appearing in Figure 1 correspond to date of the fi~st harvest
which range from June 1 to June 17. The amount of insecticide
applied is either zero or the standard dosage. Dots mark those
combinations of weevil and parasite densities for which insecti-
cide treatments are calculated to be part of an optimal policy.
The results presented in Figure 1 are for a one-year
planning horizon, i.e., for N equal one. Thus, the calculations
do not include the effect of the current year's pest control
policies on pest densities in subsequent years. This is an
appropriate assumption if the area of alfalfa being managed is
infested primarily by an uncontrollable migration of adult
alfalfa weevils and B. curculionis from outside areas.
In the absence of weevils, the alfalfa simulation model
estimates that the maximum yield is obtained by harvesting the
first growth at the last possible date, June 17. However, as
weevil density increases, the decision model calculates that
the optimal harvesting time becomes earlier. Early harvesting
is calculated to be preferable to insecticide treatments in
most cases. Only when weevil densities are very high, and
parasite densities are very low, are insecticide treatments
recommended.
The weather pattern assumed for Figure 2 is warmer than for
Figure 1. This difference affects both the rate of insect
development and plant growth. For moderate to high weevil
densities, the optimal time of harvest is earlier for average
weather than for cool weather. This change in optimal pOlicies
occurs because the warmer temperatures in Figure 2 cause the
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weevil, as well as the crop, to develop more quickly. Thus,
there is more of a need for early weevil control. In addition,
an early harvest causes less of a reduction in total yield
because the crop matures more quickly with warmer temperatures.
The pest management policies calculated to be optimal for
a three-year planning period and warm weather are presented in
Figure 3. Because of the longer-term planning horizon, the
effect of management decisions on population levels in subse-
quent years influences the choice of harvest date and insecticide
treatment. As a result, the optimal results presented in Figure
3 recommend a more intense control of the alfalfa weevil:
harvest dates are generally earlier and insecticide treatments
more frequent than in Figure 3.
n nTo obtain the optimal policies for all values of Z1 ' Z2 '
n
and Z3 for one, two and three-year planning horizons from the
model described, cost less than $12 on an IBM 370-168 computer.
The economy of these calculations is based upon an algorithm
developed in Shoemaker (1976). The low cost of obtaining the
results in Figures 1-3 illustrates the advantage of using an
optimization method over exhaustive simulation to choose the
best management program from a large number of options.
To obtain the same results by simulation would involve the
calculation of a three-year model of insect and plant growth for
h mh • . f I f 1 1 1 2 3 1eac C01nat10n 0 va ues 0 Z1 ' Z2 ' Z3 ' Z3 ' Z3 ' t h '2 3 1 2 3 .
t h ' t h ' v , v , v. In the above model, we cons1der ten values1 2 1 2 3
of Z1 and Z2 ' three values of Z3 ' Z3 ' Z3 ' four values of
'23 123t h ' t h ' t h ' and two values of v , v , v. Thus the total
number of necessary simulations would be
10x10x3x3x3x4x4x4x2x2x2 = 1.38 million.
The cost of such a large number of simulations makes simula-
tion an impractical method for calculating the best policies
for alfalfa weevil management over a wide range of population
densities and weather conditions.
The algorithm developed for decomposing the alfalfa weevil
model can be directly applied to management models for other
pests provided:
a) the pest population has discrete generations,
b) pest control measures are applied only once per
generation,
c) instantaneous feeding damage is proportional to the
number of pests,
d) the instantaneous rate of parasitization is pro-
portional to the number of hosts.
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The algorithm can be modified to include situations which
do not satisfy some of the above conditions. However, the
calculations may become considerably more expensive. On the
other hand, if the population model does not include a parasite
or predator, the calculations can be expected to be much less
expensive than for the alfalfa weevil management model.
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INSTITUTE OF FOREST AND WOOD,
SIBERIAN BRANCH OF THE ACADEMY OF SCIENCES OF THE U.S.S.R.
INERTIAL AND NONINERTIAL FACTORS
REGULATING FOREST INSECT POPULATION DENSITY
A. S. Isaev, R. G. Khlebopros
In developing a theory of population dynamics, of essential
interest are general principles of cybernetics, describing
mechanisms of system self-regulation irrespective of the physical
nature of the systems. These principles are widely used in
ecological research (Solomon, 1957, 1964; Wilbert, 1961;
viktorov, 1963, et al.), and make it possible to consider forest
insect population dynamics as a self-regulating process which
is governed by a complex of natural factors operating according
to the principle of negative feedback.
The concept of insect number self-regulation is generally
accepted now. This concept has led to the synthetic theory of
population dynamics (Schwerdtfeger, 1968), a theory which has
won wide recognition. However, until recently, this theory
lacked a good mathematical foundation which would permit a
description of the process of self-regulation of dynamic
ecological systems. Systems analysis of forest insect popula-
tion dynamics has led to the development of a method which
allows one to discriminate between modifying and regulating
effects of environmental factors (Isaev, Khlebopros, 1973, 1974).
The new method of analysis of forest insect population
dynamics proposed here is based on the principle of stability
in dynamic ecological systems. Forest biogeocenosis as a
self-contained ecological system in any of its parameters will
have a domain of stability in which the system is not subject to
any significant changes. Different rates of motion of individual
biogeocenosis components permit one to single out certain bits
of the system, i.e., to distinguish groups of populations which
respond to the effects of environmental factors at a similar
rate. This approach is rather promising as it permits an analy-
sis of variations in population density with relative stability
of the entire system. The analysis of the forest insect
population in a phase plane permits us to reveal the most
typical points of the system, the shift from one point to
another being associated with changes in forest insect popula-
tion dynamics. As successions of forest biogeocenoses are
incommensurable in time with the period of insect generations,
the typical points of the dynamics of a forest insect population
can be regarded as fixed in a phase plane relative to variations
in insect numbers.
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Using a functional relation between population density
and reproductive rate, we found the following typical points
of forest insect population dynamics: i) the stable density
(X 1 ) of a scarce population at which a species generally occurs
in a stable biogeocenosis; ii) the threshold density (X R) which
once exceeded allows a species to develop an outbreak; iii) the
optimum density corresponding to maximum reproductive rate (Xc);
iv) the upper density (xT) which is characteristic of the
peak phase of an outbreak; v) the critical density (X
o
) which
is responsible for qualitative changes in a population state;
vi) the metastable high density (x 2 ) associated with long-term
destructive effects of insects on forest biogeocenoses.
Though the presence of negative feedback is a necessary
condition for the existence of all self-contained systems,
the efficiency of regulation is determined by inertial possibili-
ties of regulating factors, i.e. by the period of time lag of
these factors to respond to variations in population density.
It seems reasonable, therefore, to divide factors regulating a
population density into inertial with a lag, and noninertial
whose lag is insignificant or absent. The first category
includes biocenotic factors (natural enemies, diseases, food
plant response), while the second one includes most of the
intraspecific regulating factors (competition, interference,
cannibalism, migrations etc.). This division is of great
importance as it allows a different view of the nature of
regulation of forest pest numbers under the conditions of a
given biogeocenosis.
In our recent work we have dealt with a phase trajectory
of the population density of certain forest insect species
and analyzed how regulating factors operate in the domains of
stability and outbreak (Isaev, Khlebopros and Kondakov, 1974).
Our further studies have demonstrated that the typical points
of the system together with individual estimation of regula-
ting factors, according to the degree of their inertiality,
might be used to construct a phase portrait of a population
which would reflect peculiarities of the ecology of a species
and its interactions in the forest biogeocenosis. The
construction of an ecological phase portrait will make it
possible to analyze population dynamics qualitatively and
quantitatively, to elucidate the nature and significance of
individual regulating factors, and to define conditions under
which a species will be able to develop into an outbreak.
INERTIAL AND NONINERTIAL REGULATING FACTORS
Modern concepts concerning the dynamics of a forest
insect population indicate that factors responsible for changes
in population density can be divided into modifying and
regulating ones (Viktorov, 1963). The effect of modifying
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factors (food, weather conditions) does not depend on popula-
tion density and is of a stochastic nature. Regulating factors
(natural enemies, diseases, intraspecific factors, etc.)
counteract these deviations on the feedback principle and are
dependent on population density. These factors act in an eco-
system with a certain lag relative to the number of a given
species.
A number of papers have reported that the effect of a lag
must be taken into account while analyzing population density.
(Volterra, 1931; Kostitsin, 1937, Smith, 1970; Hitchinson,
1948; Viktorov, 1967). For our purposes it was interesting
to consider the effect of a lag which is an intrinsic feature
of self-contained ecological systems.
In an analysis of the self-regulation process in the phase
plane y,x where y is the reproductive rate and X is population
density, the value of a lag (T) may be defined by the relaxation
time of the regulating factors. The presence of a lag is due
to the fact that the regulating effects of biotic factors are
determined by the density of previous generations rather than
the density of the present generation. If the population density
within several generations is assumed to be unchanged then a
lag is absent (T=O), hence y=y. Since population density in
o
the forest biogeocenosis fluctuates widely the reproductive
rate y will not be equal to y. Thus the difference y-y
o 0
defines the lag of biotic factors in relation to numbers of a
given species. When the population becomes scarce, it is
markedly affected by biotic factors (a negative lag); when
population density is rapidly increasing, the effect of biotic
factors in a particular period is reduced (a positive lag).
The phenomenon of a lag is a typical feature of each
regulating factor, the value of the variable T, however, can
be essentially different for each factor. If the relaxation
time is much shorter than the generation period of a given
species (T«T) this regulating factor can be considered to
act without lag. When the period of time lag and generation
period are, or nearly, equal to each other (T~T), the regula-
ting factors are thought to have a certain period of time lag.
The qualitative nature of insect population density and the
nature of the stability of a forest biogeocenosis depend on
which of these regulating factors govern the system.
CHARACTERISTICS OF MAJOR PARAMETERS OF INERTIAL AND NONINERTIAL
REGULATING FACTORS
In order to perform an analysis of an insect population
in the x,y phase plane, let us consider the reproductive
rate y as a function associated with population density x,
food quantity-quality (A), weather conditions (P) and a lag
of regulating factors in relation to the numbers of a given
species;
y=y(A,P,X,T)
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(1)
To elucidate the role of inertial and noninertial regula-
ting factors, modifying factors must be regarded as being
relatively constant. This assumption is of great importance,
otherwise the phenomenological analysis of a phase portrait
of a population is not feasible.
As different regulating factors produce a different
effect on insect population dynamics, the problem is to measure
the degree of their inertiality. It is most likely that
biotic regulating factors (associated with the effect on a
phytophage of its natural enemies--entomophages) are most
inertial as generation periods of both populations are
similar. Causative microorganisms are low-inertial factors
when they work as "living insecticides". In natural situa-
tions, an epizootic is considerably inertial as infectivity of
a population is markedly dependent on the ratio of sick to
healthy individuals in previous generations. It should be
noted that epizootics occur mainly at high population densities.
The spread of infection is associated not only with a high host
population density but also with the weakness of an organism
due to a shortage of food. Under such circumstances, latent
carriers of viruses begin to display great activity (Gershenson,
1959; Janisch, 1962, et al.), and microorganisms available
in the environment may infest insects (Steinchaus, 1958).
Intraspecific regulating factors are also distinguished
by the degree of their inertiality. The first group includes
factors whose response is immediate. Such factors as competi-
tion, cannibalism, interference, changes in fecundity and
migration reduce population density within a period of one
generation. These factors have no period of time lag as the
effect of regulation is attained within one generation and is
almost independent of the density of the previous generation.
All this tends to indicate that a lag is virtually absent.
The second arou~ includes factors which affect not only the
populat~on ens~ty of the present generation but also pre-
determine possible changes in the next one (diapause, changes
in age composition, a situation when part of a population
shows an accelerated development, genetic and phenotypic
polymorphism, the sex ratio). The second group also includes
factors of population growth (Naumov, 1963). These factors
alter the behavioral responses of insects and their physiologi-
cal states, resulting in a decline in numbers. A typical
example of this kind of self-regulation which is not associated
with competition is the phase variability reported for some
Lepidoptera (Iwac, 1962; Sharov, 1959). Numerous studies have
demonstrated that the phase variability of some insects
depends on population density, and is an effective factor
regulating insect numbers.
Consider the effect of a lag in a situation when forest
insect numbers are regulated by the entomophages. Let ~he
density of an entomophage be S, then
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y=y(x,H)
Experiments demonstrate that the nature of the inter-
action between insects and their natural enemies does not
depend on entomophage density alone, as one and the same
number of entomophages exerts a different regulatory effect
on a population at a different density of the host. Thus it
appears more convenient to use in the analysis the value of
food supply 8, i.e. the number of host individuals per one
entomophage
8 = KH
then y=Y(X,8)
(2)
(3)
The analysis of a phytophage population in the y, 8
phase plane is of great interest since the phytophage
reproductive rate (y) can be considered as being dependent
on entomophage density. Unlike the x,y phase plane, this
enables one to examine individually the regulatory effects of
species or groups of species of natural enemies on host-prey
numbers.
Figure 1 shows y as a function of 8 when X is constant.
This kind of a relationship y=f(9) was first observed by
Yanovsky and Kiselev (1975) in bark beetle (IPS. Subelongatus
Motsh). These workers showed the presence of two threshold
values of food resource, 8' and 8". At these points the
nature of insect regulation is different in kind. They
concluded that when food supply is poor (up to the first
threshold 8') whatever phytophage density, host numbers are
rigidly controlled by entomophages. Between the first and the
second thresholds 8'<8<8" a regulatory effect of entomophages
is rapidly decreasing,-and at 8>8" entomophages fail to control
a phytophage population. In this situation phytophage numbers
will be controlled by intraspecific mechanisms.
using the above considerations, consider the interplay
between regulating factors which are distinguished by their
inertiality. The effect of a lag is defined by two main
parameters: by the value of T and the relative contribution
of this factor (S) to overall regulation. The greater the
value of T, and its relative contribution S, the wider is the
range of possible values for the reproductive rate y~-YQ
(Figure 1). If T or S tend to a zero, then y~-YaO, and the
curve y=f(8) turns into a straight line parallel to the axis
of the abscissa. If the regulatory effect of entomophages is
absent (6+0) the curve turns into a straight line y=y~; when
an inertial regulating factor is changed into a noninertial one
(T+O), the curve takes the form of a straight line parallel
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Figure'. Phytophage reproductive rates as a function of food
supply for their natural enemies
e, - food supply at a stable population density (x,)
e' - the first threshold of food supply (at x,)
e" - the second threshold of food supply (at x,)
In the portion 0 < e < e' entomophages act as low-inertial
factors; in the eT < a < e" portion as inertial; in the e > e"
portion intraspeciflc factors are more important; yS - y is
the range of change in reproductive rates at x,. a
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to the axis of the abscissa, and lies, depending on the
relative contribution of this regulating factor, between Ya
and y~. If S is equal to unity, y=Ya (Figure 1). Thus, when
fluctuations of modifying factors are small, the straight lines
y=Ya and Y=Y8 in the y,8 phase plane will represent boundary
values which restrict the range of allowed values for the
reproductive rate in this system.
Experiments state that the effect of entomophages in
different portions of the y-y(8) curve is characterized by
the derivative ~. The less the value of the derivative, the
less inertial is the regulating factor and, hence, the more
rigid is regulation (i.e. this factor does not cease to control
population density). In the portion 0<8<8' (up to the first
threshold of food supply) entomophage numbers are so high (B~oo)
that at this X value the reproductive rate is not changed
markedly (Figure 1). This is due to the fact that when food
supply is poor, insect numbers are controlled virtually by a
limited and relatively constant number of entomophages which is
comparable with phytophage numbers as the latter are discretely
consumed. Numbers of prey attacked increase in direct proportion
to the density of phytophages, i.e. in this instance a functional
response of entomophages to prey density is most pronounced
(Solomon, 1949). Therefore, up to the first threshold of food
supply, entomophages act as regulating factors whose period of
time lag is near zero, the degree of their inertiality
(~) being determined by the biological and ecological nature
of the interaction between the host and its natural enemies in
a particular biogeocenosis.
For example, the first threshold of food supply for
parasites and predators feeding on bark beetles is about
40 larvae per individual (Figure 2). One predator is known to
consume 1 to 10 bark beetle larvae during a day (Zinovyev,
1959; Nikityuk, 1951). Thus even if predator population density
is very high, the number of individuals participating in
consumption (and, consequently, the number of infective larvae)
is virtually the same. It is clear that in this instance the
period of time lag is near zero, and entomophages act as low-
inertial regulating factors (T<T).
In the portion of the curve between the first and the
second thresholds (8'<8<8") the regulating factor associated
with entomophages is most inertial, i.e. the partial derivative
~ in this region achieves its maximum value. It should be
noted, however, that even with a high repreduative rate of
phytophages, regulation is still present but it tends to
indicate that the nature of regulation has changed from non-
inertial to inertial. That is why between the first and the
second threshold of food supply a host is able to escape its
natural enemies and develop an outbreak.
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Figure 2. Bark beetle reproductive rates as a function of
food supply for entomophages (according to
Yanovsky and Kiselev, 1975).
Bark beetle densities (families per one dm2 ):
I - 0,48-0,77; 2 - 1,43-1,59; 3 - 2,33-2,52; 4 -
3,39-4,75.
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An individual of any entomophagous species can consume
only a limited number of host-prey. If the food available
for entomophages is very close to their physiological limit
of consumption, then, even with a slight change in entomophage
numbers, phytophage reproductive rates may change markedly,
allowing the latter to escape their natural enemies. In this
portion, regulating pressure of entomophages is weaker due to
a different qualitative manifestation of their functional and
numerical responses. As in the portion e'<e<e" the amount of
available food exceeds consumption rates, the functional
response of entomophages is reduced while the role of numerical
response is raised. The numerical response of entomophages is
characterized by a maximum increase in ration, a rise in
fecundity and survival. A reduced functional response results
in an increase in the derivative and, consequently, the
regulating factor appears more inertial, while a rise in the
numerical response tends to decrease the derivative ~ , and,
hence, the regulating factor becomes less inertial. If changes
in both functional and numerical responses fail to compensate
each other, then even slight changes in a population density of
natural enemies cause reproductive rates of the host-prey to
increase rapidly. Under such circumstances, the negative
feedback may change for a positive one, resulting in an outbreak.
The ability of a phytophage to escape its entomophage under
these conditions was first demonstrated by Tachacashi
(Tachacashi, 1964). This process was summarized in our
previous works (Isaev, Khlebopros, 1973, 1974). Let us now
consider in more detail how highly inertial regulating factors
generate positive feedback.
The stability of an ecological system is maintained by
the presence of factors having negative feedback. The value
of the feedback is defined by the full derivative
~dX
gx ay
ax + ae
ae
ax (4)
ae 1
where ax H Since we deal with a stable ecosystem, the
value of the partial derivative gi must be negative, as seen
in Figure 1. Experiments demonstrate that the curves y=y(e)
at X = const. do not cross each other, and as X isincr~asing, y is decreasing (Figure 2). The second term
of Equation 4 is always positive, as the curve y=f(e) is
rising monotonically. Therefore, the derivative ~~ determines
the sign of a feedback. A progressive rise in the derivative
may lead to the inequality
(5)
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and in the portion 8'<8<8" of the y=f(8) curve there emerges
positive feedback, i.e.-when population density X increases,
reproductive rates tend to increase as well. Under this
situation insects are able to escape their natural enemies
and develop an outbreak. The point 8' can be regarded as the
beginning of an outbreak, in which the negative feedback
changes for the positive one, and there is a rapid increase
in reproductive rates. At point 8" a rise in reproductive
rates does not take place any longer, and negative feedback
re-emerges.
The above considerations suggest that the effect of
inertial factors makes the negative feedback weaker, and thus
regulation becomes less rigid. Inertial factors of species
capable of developing an outbreak play a relatively greater
role in the regulating system than noninertial ones. It is
known, for example, that scarce lepidoptera populations are
controlled mainly by parasites. It was clearly demonstrated
with the most dangerous pest of the taiga, Dendrolimus sibirica
(Kolomeets, 1962; Rozhkov, 1965). The highly inertial
regulating effect of entomophages on these species may be
related to the presence of a complex set of entomophagous
species, characterized by interspecific competition and great
activity of secondary parasites. A convincing proof of this
was provided by Zwolfer (1963) who studied a set of parasites
for some Lepidoptera species at different population densities.
Unlike species capable of developing an outbreak, Lepidoptera
with a stable density have a limited set of specialized parasite
species, the regulatory effect of which is, in fact, non-
inertial. It is obvious that most forest insect species are
controlled by low-inertial factors, i.e. their natural enemies
"keep" a population density stable, thus preventing these
species to develop an outbreak.
The regulatory effect of entomophages is virtually absent
beyond the second threshold of food supply in the portion 8c.
Food availability in this instance greatly exceeds consumption
rates. For example, in the portion 8c the amount of food
available for an entomophage feeding on bark beetle is
different, depending on bark beetle population density, and
ranges from 150 to 350 individuals per one entomophage (Figure
2). Hence, beyond the second threshold, the functional response
of entomophages is absent, and the numerical response, having
achieved its limit, does not affect host reproductive rates
any longer. In this portion of the curve intraspecific factors,
which act as noninertial ones, become progressively more
important. In this portion, as the derivative ~ tends to zero,
the y=y(8) curve is asymptotically approaching the value of
y=Ye (Figure 1).
It is significant that noninertial factors can function
irrespective of the way in which the entomophage is supplied
by food, although the effects of these factors become more
important with an increase in the pest population. This results
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from the fact that when pest densities are high, other, new
noninertial regulating factors are introduced in series into
the overall regulating system, and thus the relative contribu-
tion of these factors increases. As seen in Figure 2, a rise
in bark beetle population density leads to a decline in the
threshold value and to a decreased steepness of the y=y(9)
curve, indicating that the relative contribution of noninertial
intraspecific factors becomes more important.
The proposed method analyzes in the y, 9 plane the
projection of the relationships Y=Y(X,9) in three dimensional
space, an experiment to be more informative, and by using it
one can obtain the equation for the phytophage population
dynamics.
It was stated previously (Isaev, Khlebopros, 1973, 1974)
that
y APe-a X (6)
where a is the integral coefficient of the negative feedback.
The equation
y
y\3
APe-ao X - X (7 )
approximates the y=y(9) curves obtained with xylophagous
insects (Yanovsky, Kiselev, 1975), where a is the feedback
o
coefficient of noninertial factors, and Y is a parameter of
inertial factors. Hence, the relative growth rate of a
population of xylophagous insects can be described by the
equation
.x
X
(8)
where X· 1.x D
at ' ~
coefficients.
tn(AP), and 0.
0
' Yare renormalized
The system of two interacting populations is described
by the system of two equations. However, it is rather
difficult to derive the equation which would describe changes
in entomophage numbers. The present method allows one, by
using only one equation for a phytophage (i.e. analyzing the
behavior of the curves in the y, 9 plane by means of the
difference Ye - yo. and the derivative .~ ), to reveal the
ability of a given species to develop an outbreak under certain
conditions. One will.be able also to determine the relative
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contribution of inertial and noninertial regulating factors to
the entire regulating system at a given stage of population
development. This method will make it possible to estimate
the efficiency of natural enemies and to find appropriate
biological methods of control for a forest pest.
If entomophages do not cease to exert their regulatory
effect on phytophages, whatever phytophage reproductive rates,
and if the steepness in the 8'<8<8" portion of the y=y(8)
curve at X=X 1 is such that the-inequality (5) is true, these
entomophages will be promising biological agents against a
forest pest. Such entomophages are, virtually, the major
regulating factors which enable a scarce population to be kept
at a stable level. However, when fluctuations in a pest
population are large and the population has developed to
outbreak proportions, these entomophages cease to exert their
regulatory effects. In order that management policy directed
towards the suppression of an outbreak be successful, it is
necessary that the numbers of natural enemies be increased,
i.e. food availability should be reduced to the threshold
value 8'.
Thus the present method of analysis of y=y(X,8) in the
y,8 phase plans permits one, with the help of an experiment,
to determine such entomophage densities which would be useful
for controlling a forest pest number.
A PHASE PORTRAIT OF A PHYTOPHAGE POPULATION
The y=y(x,8) curves in the Y,X plane can be used to
construct a phase portrait of a population in the Y,X plane,
which would be typical for a population in a given biogeocenosis.
It is a well established fact that in a forest biogeoceno-
sis reproductive rates and population density are limited to
certain values. So the problem is to find boundary values of
the phase portrait in this plan. When fluctuations in modifying
factors are small, the boundaries for the phase portrait will
be represented by the curves which are built by typical points
of the y,8 phase plane. If one plots in the y,X phase plane
points of intersections of the y=y(8) curves with the axis y
(in the y,8 plane) those points will indicate the lower boundary
in the phase portrait (the curve y=y') (Figure 3). Intersects
of horizontal asymptotes with the y axis at different X values
will indicate the upper boundary in the phase portrait (the
curve y=y") (Figure 3). The biological significance of these
curves is that they bound the phase area within which the system
"phytophage-biogeocenosis" can function, provided that fluctua-
tions in modifying factors are small. The system can leave
these boundaries for a period of time wnich is much shorter
than the generation time of a pest, as noninertial factors
regulating the system beyond these boundaries force the system
to return to the boundaries of the phase portrait.
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These boundary values have one important peculiarity:
a set of points that form the lower boundary in the phase
portrait defines a maximum, negative lag of inertial factors
while the points in the upper boundary defines a maximum
positive lag. A static curve, y=y , whose lag is zero,
o
divides the phase portrait into two sectors of a positive and
negative lag, respectively. The equilibrium point (Xl) of
the system under study results from the intersection of the
y=Yo curve with the straight line y=l.
The boundaries of the phase portrait are typical for a
given biogeocenosis, provided that fluctuations of modifying
factors are small. However, they can be drastically changed
during the period of succession of an ecological system, and
it is quite natural that each biogeocenosis has its own
characteristic phase portrait.
If the relative contribution of the regulatory effect of
entomophages becomes less and less important, the lower
boundary curve would tend to the upper one. Hence, the phase
volume would tend towards zero. Then the equilibrium point X,
would move across the straight line y=' and achieve its
boundary value X i.e. X, = XT (Figure 3). The situation when
X, tends to XT is typical for a biogeocenosis in which, under
the influence of man, entomophage numbers are decreased and,
hence, their regulatory effect is weakened.
If entomophages could act as noninertial regulating
factors, then both lower and upper curves would tend to the
static curve Yo. Under these conditions the phase volume would
tend to zero as well.
Thus, if one assumes that an ecological system has no
inertial regulating factors, the phase portrait of this system
would be represented by the line y=y. The phase volume is
o
determined by the presence of inertial factors (Ya-Ya+O)
while its location in the y,X phase plane is determined by
the relative contribution of these factors (Ya-Ya). This
enables one to measure the relative contribution of inertial
factors to the entire regulating system, which is of great
importance for exploration of appropriate biological methods
of control of a forest pest number.
Let 6 denote the relative width of the portrait at X=x"
and y~'Ya denote, respectively, maximum reproductive rates of
a given population, then
(9)
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Noninertial regulating factors are the main contributors
to the entire regulation when 0«1. If 0_1 inertial factors
become more important (natural enemies).
THE STRUCTURE OF THE PHASE PORTRAIT
The boundaries of the phase portrait are defined by the
amount of contribution made by inertial factors to the entire
regulating system, and its structure is defined by the nature
of the interaction between insects and their natural enemies.
As shown above, these interactions experience qualitative
changes in the threshold points of food supply (e', e"), and
these changes are characterized by the derivative ~~. A set
of points e' and e" in the y,e plane is represented by two
curves in the Y,X plane dividing the phase portrait into
three sectors (Figure 3). The nature of the interaction between
a species and its natural enemies is different in kind in each
sector, and is dependent upon the position of the curve y
in the Y,X plane. 0
The re ion in which factors act as the most
inert~al ones (Reg~on II ~s bounded by curves 3,4 w ~ch
correspond to a set of points e', e". In this region insects
can easily escape their natural enemies, as it is a unique
region in which there emerges the positive feedback responsible
for pest population growth.
In Re~ion I the regulating effect is produced by biocenotic
factors wh~ch are low-inertial since '<T.
Intraspecific noninertial factors act in Region III.
Due to the absence of a lag in this region during an outbreak,
or in the case of large fluctuations, reproductive rates of
a population "are fading".
The structure of the phase portrait is defined by
ecological peculiarities of a species and the nature of the
interaction between this species and its natural enemies.
The following situations are possible:
(I) If entomophage numbers in Region II are rigidly
controlled by inertial regulating factors, i.e. the inequality
(5) would never be true, then all the three regions in the
phase portrait would be domains of stability, and the inter-
sects of the Yo curve with the y=1 straight line would be the
equilibrium point X1 • Under these conditions the system drifts
in the vicinity of the equilibrium point, the maximum speed of
this drift taking place in Region II.
This structure of the phase portrait is typical to most
forest insect phytophagous species, namely, to indifferent
species of a relatively stable density, and species whose
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numbers can change over a wide range. It should be noted,
however, that these species (e.g. most xylophagous species)
are not capable of developing an outbreak in the full sense
of the word, as changes in their population densities are
determined by the amplitude of fluctuations in modifying
factors. When fluctuations are completed, the regulating
factors immediately return the system to a stable level. A
typical feature of these systems is that positive feedback
does not emerge when there is a rise in population density.
That is why the population is unable to completely escape
control by its natural enemies and develop an outbreak.
(II) If phytophage numbers are not rigidly controlled
by inertial regulating factors, i.e. the inequality (5) is
true, then in Regions II and III an outbreak may occur. In
that case curve 3 would correspond to the threshold curve YR'
curve 4 - the buffer curve which restricts the development
of an outbreak by maximum reproductive rates (Y
c
)' and curve 2 -
the upper boundary of the phase portrait (Figure 3). In this
case a domain of stability may occur only in Region I.
Such a phase portrait is typical of species which are
able to escape control by natural enemies, and to increase
significantly in numbers. These species are the most
hazardous pests, since during an outbreak they may cause
great damage to the forest biogeocenosis and even completely
destroy it. An outbreak development in these species
differs in kind from that developed in the above species.
This difference is associated with peculiarities of the
interaction between the population and the forest ecosystem.
THE TRAJECTORY OF AN OUTBREAK IN THE PHASE PORTRAIT
Consider the regularities of movement of a population
across the phase trajectory of an outbreak, taking into
consideration the effects of inertial and noninertial
regulating factors. Our previous work has demonstrated that
in an undisturbed, stable biogeocenosis, insect populations
(including species capable of developing outbreaks) are scarce,
i.e. their numbers are kept at a stable, low level (Isaev,
Khlebopros, 1973, 1974). Reproductive rates of these scarce
populations are close to unity (Figure 3). When external
fluctuations are absent, the system can exist at point X1for an indefinitely long period of time, since the rate
of change in numbers, as well as acceleration of numbers,
will be equal to zero. If external fluctuations shift a
population out of the equilibrium, the system sooner or later
would return to X1 under pressure of the negative feedback,
as the period of time lag of regulating factors in this
instance is the shortest.
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If the amplitude of fluctuations in modifying factors
(weather conditions or food supply) is large enough to throw
a population out of the domain of stability to above the
threshold curve YR' an outbreak is then inevitable. During
an outbreak, the population goes through five different stages:
the phase of population growth; the peak phase; the phase of
population decrease; the phase of depression; and the phase of
population increase, when the population is stabilized at a
certain level (Isaev, Khlebopros, 1973).
As seen in Figure 3, the phase of population growth (the
e-~portion) corresponds to Region II in which regulating
factors are highly inertial. In this region, under outbreak
conditions, the negative feedback changes for the positive one,
and the period of time lag associated with the effects of
regulating factors is the greatest. This enables a population
to escape the control of its natural enemies; population
density as well as reproductive rates will be rapidly
increasing. If factors that restrict the movement of the
system were absent, insect numbers would increase infinitely
because of the inability of regulating factors to reassert
control over the population again. In Region III the growth
of the population is limited by the effect of noninertial
factors. Point C corresponds to maximum reproductive rates.
This is the population optimum of an outbreak, associated with
qualitative changes in the population state.
It is to be noted that in the phase of population growth,
positive feedback emerges not only because the population is
able to escape its natural enemies, but also because there are
intraspecific factors which bring about an increase in pest
numbers. The detailed analysis of Dendrolimus sibirica T
outbreaks showed that at the phase of population growth in
the original centers of infestation, the population density
is increasing; at the same time, pest populations are
concentrated at the expense of immigration from neighboring
areas (Kondakov, 1974). The dynamics of population density
is drastically changed when a part of the population takes
an accelerated one-year cycle. This results in a 100-fold
increase in the pest population density hundreds of times.
The C-d portion (Figure 3) should be considered as the
peak phase of an outbreak. This phase is realized in Region
III in which prevail noninertial, regulating factors. Under
the pressure of these factors there takes place a change in
a sign of the feedback. Reproductive rates decrease, and the
period of time lag becomes shorter. Therefore, natural
enemies begin "to catch up" with the prey, whose growth is
slowed down by the effect of noninertial regulating factors.
The effect of noninertial factors result in an important
decrease in pest reproductive rates. For example, at the
peak phase strong competition reduces fecundity and survival
of Dendrolimus sibirica T. by 1.5 and 2.5 times, respectively.
-334-
Intraspecific regulating factors begin to operate so as to
decrease pest population density. At this stage of an out-
break, the Dendrolimus sibirica population begins to migrate
from the centers of infestation. The sex ratio is changed in
favor of males (56 percent). The densities are then controlled
mainly by specialized parasites.
If one assumes that in Region III entomophages and
diseases are not able to control population density,(t + 00), then the trajectory of an outbreak at the peak phase
would come to its close at point XT , at which the population
density is stabilized at the level determined by the effect of
noninertial factors only. If natural enemies produce their
effect on the population as quickly as possible, the phase
trajectory in the final part of the peak phase will cross the
threshold point X~. Each particular case is completed between
these two points after crossing the buffer curve (point d,
Figure 3).
At the phase of population decrease (de portion), inertial
factors playa special role. Actually, they take up the torch
from noninertial factors, the effect of which failed to return
the system into the initial state. Due to the presence of
natural enemies, which increase in numbers faster than the
host-phytophage, the trajectory of an outbreak intersects
the straight line y=1 and, at the point of intersection, the
rate of pest population growth is equal to zero, and the
negative feedback has a maximum value.
The phase of population decrease corresponds to Region II,
in which the effect of inertial factors becomes progressively
more important. This is associated with a sharp increase in the
population density of natural enemies and a reduced amount of
food available for them. Consequently, at the phase of popula-
tion decrease, phytophage numbers are progressively decreasing.
The effect of intrapopulation factors at this stage also
results in a decrease in population density. Dendrolimus
sibirica fecundity in this phase is reduced 1.3 fold, the
sex ratio is changed in favor of males and the percentage of
individuals taking a two-year developmental cycle increases.
Owing to increased pressure of entomophages and massive
epyzooty, survival is decreased 5 or 10 times (Kondakov, 1975).
Movement of the system in Region II, at both phases of
population growth and decrease, is characterized by one common
property, namely, by the presence of positive feedback. At
the phase of population growth, the positive feedback makes it
possible for the population to escape its natural enemies,
while at the phase of population decrease it allows natural
enemies to take up control over the population again. It is
significant that the rate of population growth can be compared
with the rate at which the population becomes scarce
(Kondakov, 1954).
I
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After crossing the threshold curve YR the population
returns to the domain of stability (Region I). However, the
population goes through the phase of deep depression (e-h
portion) before its density achieves a stable level. This
phase is characterized by very low reproductive rates and a
maximum pressure of entomophages. This high pressure of
entomophages is associated with the positive feedback, which
is still present, and with a rapid decrease in the period of
time lag. For example, due to extremely unfavorable conditions,
Dendrolimus sibirica during the phase of depression has very
low survival (less than 1 percent), and the lowest reproductive
rates (y=0,01-0,05). After this phase, the population begins
to gradually return to a stable level. Then reproductive
rates are rapidly increasing (in Dendrolimus sibirica they
increase 100 fold in a two-year periOd) and after a while,
population density achieves a stable level. This final phase
of the outbreak can be considered as the phase at which a
species stabilizes its density (h-a portion) .
It is clear from the above that an outbreak may occur in
a system in which the population has a domain of stability and
is capable of maintaining its numbers at point X1. Such a
phase portrait will be characteristic of most forest insect
species (mainly Lepidoptera sp.) which are able to develop
outbreaks. In Siberian forests, this kind of outbreak is
characteristic of Ocneria dispar L., Dendrolimus superans
sibiricus T., Bupalus piniarius L., Boarmia b~stortata Goere,
Orgyia antigua I. and a number of other pest species. These
species may develop to outbreak proportions only when fluctua-
tions in modifying factors are large enough to push the
system out of the threshold curve YR into the region in which
regulating factors are most inertial. As a rule, such out-
breaks spread and contaminate progressively larger areas,
their emergence being brought about by cyclic changes in
weather conditions. After an outbreak, populations of such
species return to a stable level and for some time they keep
their density stable.
However, it is quite possible in real world situations
that an outbreak may be permanent in nature. In the phase
portrait of such outbreaks, the static curve y is shifted
o
from the domain of stability (Region I) into the region of an
outbreak (Region II). If X1~XR then the intersect of the
static curve yo with the straight line y=1 should not be
considered as the point of a stable density, or Region I as
the domain of stability.
Under these conditions, a phytophage population may
actually maintain an outbreak for a long time, i.e. the pest
species does not stabilize its density at point X, after the
whole cycle of an outbreak is completed. Therefore, even when
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fluctuations in modifying factors are small, the population
develops the next outbreak and goes through all the five
phases in the phase trajectory.
.
In order that such systems could exist, the effect of
these insects on a forest biogeocenosis should be relatively
low (i.e. the insects must not push the forest ecosystem out
of equilibrium). An outbreak of this kind can be demonstrated
with the larch bud moth (Zeiraphera diniana Cin.) in the Swiss
Alps. This pest causes great damage to the crown of larch
during foliage development. However, it does not kill the
tree since it grows needles for a second time. Baltensweiler
demonstrated that larch bud moth outbreaks are permanent in
nature, each lasting 8-10 years (Bal~en5weiler, 1970).
Under favorable conditions for the bud moth (belt of forests
1700-1900 m altitude), there is a periodic occurrence of
defoliation over an 8-year period. In the suboptimum area
(750-900 m altitude), defoliation has no such distinct
periodicity, since extreme bud moth population densities at
the peak phase are relatively low. In the lower part of the
forest belt, larch distribution becomes more patchy. In this
instance, the larch bud moth population does not develop to
outbreak proportions but remains at low stable densities.
Similar observations were reported for the larch bud moth
occurring in mountain forests in the south of Siberia. This
insect also develops permanent outbreaks, each lasting 8-10
years (Florov, 1952).
The analysis of the phase trajectory of two full population
cycles of an outbreak which occurred from 1949-1969 was
described by Baltensweiler (1970). This analysis showed
that the bud moth population, under the most favorable
conditions, does not stabilize its density in the domain of
stability. After the full cycle of an outbreak is completed,
the influence of small fluctuations causes the next outbreak
to develop. It is to be noted that this particular situation
is likely to occur when the domain of stability in the phase
portrait is very small. Then the population can rapidly develop
an outbreak even under the influence of small fluctuations.
It is significant that maximum bud moth densities in
cycles of a permanent outbreak are about the same in a
particular habitat and similar ecotopes. This results from the
fact that maximum bud moth densities under these conditions are
limited by a shortage of food, due to complete defoliation of
trees. At the phases of depression and stable population
level, the bud moth population has different densities in
different periods of time and in different biotopes.
In Baltensweiler's opinion, genetic polymorphism is an
important factor regulating bud moth numbers. This intra-
population, inertial factor responds phenotypically to increased
bud moth numbers at the peak phase of an outbreak. The effect
of such a factor is transformed through modifying factors.
I
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Since dark ecotypes, which are most sensitive to qualitative
composition of food, predominate in the population, the peak
phase in the period of defoliation is completed more rapidly.
SUMMARY AND CONCLUSIONS
The analysis of forest insect population dynamics allows
one to distinguish two types of regulating factors--inertial
and noninertial. Inertial factors are functionally dependent
on the population density of the previous generation and hence,
they may have 'a long relaxation period. The effect of non-
inertial (or low-inertial) factors is defined by the population
density of the present generation. They have, actually, no
period of time lag since they produce their regulatory effect
during the period of one generation. The presence of different
inertial factors makes it possible for a phytophage to escape
its natural enemies and to develop an outbreak. The effect of
noninertial factors allows reproductive rates of a population
during an outbreak to be stabilized, and makes it possible for
inertial factors to resume their regulatory effect. The
qualitative nature of the population dynamics of different
forest insect species is associated with the amount of contri-
bution made by either of these factors.
The use of typical points of the system and individual
estimation of regulatory factors, according to the degree of
their inertial possibilities, have enabled the phase portrait
of a population to be described, reflecting peculiarities of
the ecology of a species in the system of a forest biogeocenosis.
When constructing the phase portrait, we had to omit the
effect on the population of important changes in modifying
factors. This seemed a necessary condition, otherwise the
population dynamics of the forest insect could not be
captured. The analysis of the phase portrait structure
enables one to establish qualitative and quantitative parameters
for forest insect population dynamics, to measure the contri-
bution of individual regulating factors, and to define condi-
tions under which a species is able to develop an outbreak.
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