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Resumen
La anotacio´n funcional es un tema de investigacio´n abierto e importante en Biologı´a
Molecular. El problema de definir funcio´n a nivel de terminologı´a es complicado, puesto que la
funcio´n ocupa muchos niveles para una misma proteı´na y no existe un criterio unificado. Ante
estas dificultades, la forma de determinar la funcio´n de una proteı´na es anotarla con distintos
te´rminos en diferentes vocabularios.
Las proteı´nas desarrollan su funcio´n en cooperacio´n con otras proteı´nas formando
complejos. Estas interacciones se representan en una red, formada por interacciones que han
sido demostradas experimentalmente entre proteı´nas. Analizar y utilizar la red de interacciones
es una tarea de intere´s debido al gran nu´mero de asociaciones existentes, y a las mu´ltiples
formas en que una proteı´na puede influir en la funcio´n de otras. Por lo tanto, esta tesis se centra
en la prediccio´n de anotacio´n funcional basada en redes.
Es evidente que este complejo escenario no puede afrontarse sin el uso de herramientas
computacionales. De hecho existe una actividad considerable en el a´rea de Biologı´a
Computacional dedicada especı´ficamente a este tema. Esta tesis es parte de este esfuerzo
en la aplicacio´n de me´todos computacionales a problemas biolo´gicos en el a´rea de Biologı´a
de Sistemas. Esta aproximacio´n puede enmarcarse en este contexto de la Biologı´a de
Sistemas, puesto que no se analiza la funcio´n de forma aislada para cada mole´cula, sino a
nivel de sistema, teniendo en cuenta todas las relaciones existentes entre genes y proteı´nas
conectados a distintos niveles. Para aprovechar todas estas relaciones biolo´gicas, y mantener
su sema´ntica estructural, esta tesis plantea usar Representacio´n Relacional, por ser un dominio
particularmente apropiado para ello. A partir de dicha representacio´n se aplican mu´ltiples
transformaciones y te´cnicas de Inteligencia Artificial para extraer conocimiento de las proteı´nas
relacionadas, y proponer nuevas funciones a trave´s de la prediccio´n de asociaciones funcionales
entre proteı´nas.
La propuesta general de esta tesis es la caracterizacio´n de funcio´n de proteı´nas y genes
basa´ndose en informacio´n de redes, a trave´s de la Representacio´n Relacional y el Aprendizaje
Automa´tico. En concreto, partiendo de una representacio´n relacional para anotacio´n funcional,
se busca el disen˜o computacional necesario para resolver dos problemas concretos, diferentes
e interesantes en Biologı´a. Uno es la prediccio´n de asociaciones funcionales entre pares
de proteı´nas en E.coli, y el otro la extensio´n de rutas biolo´gicas en humanos. Ambos se
evalu´an en te´rminos computacionales y de interpretacio´n biolo´gica. Tambie´n se proponen
nuevas anotaciones funcionales de proteı´nas a ser verificadas experimentalmente. Adema´s,
se exploran diversos enfoques en la representacio´n del conocimiento y en las te´cnicas de
aprendizaje, proponiendo estrategias concretas para resolver otros problemas bioinforma´ticos,





Functional annotation is an open and interesting research topic in Molecular Biology.
Determining a function in terminology terms is a hard task, due to lack of unified criterion
and also because a function takes up many levels for the same protein. Given this difficulties,
the way to determine a protein function is to annotate it with several terms from different
vocabularies.
Proteins carry out their function together with other proteins, being part of protein
complexes. These interactions are represented in a network of experimentally verified protein-
protein interactions. Analyzing and using the interaction network is task of interest due to the
great number of associations, and to the multiple ways in which a protein could influence in
the function of others. Therefore, this thesis focuses in the prediction of functional annotation
based on networks.
It’s apparent that this complex scenario couldn’t be faced without computational
techniques. In fact, in Computational Biology, there is a considerable activity specially devoted
to this topic. This thesis is part of this effort for applying computational methods to biological
problems in the Systems Biology area. This approximation can belong to the Systems Biology
context, because it does not analyze function in an isolated way for each molecule, but at
system level, taking into account all the relations among genes and proteins linked at different
levels. To take advantages of all these biological relations, and to preserve their structured
semantics, this thesis suggests to use Relational Representation, since in particular it is suitable
for the concerning domain. Over such representation, multiple transformations and Artificial
Intelligence techniques are applied to retrieve implicit knowledge from the related proteins, and
to propose new functions through the prediction of functional associations between proteins.
The main proposal of this thesis is to characterize the function of proteins and genes
based on networks, through Relational Representation and Machine Learning. Specially, from a
relational representation specific to functional annotation, we look for the computational design
needed to solve two specific, biological interesting and different problems. The former consists
of predicting functional association between pair of proteins in E.coli, and the latter comprises
expanding pathways in humans. We perform an assessment in computational and biological
interpretation terms. Besides, we propose new putative protein functional annotations to be
experimentally verified. In addition, the thesis investigates diverse approaches to knowledge
representation and learning techniques, suggesting specific strategies to tackle other biological
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Capı´tulo 1
Introduccio´n
En la visio´n de abajo a arriba de la Biologı´a Molecular cla´sica se analizan las mole´culas
de forma independiente, con el objetivo de identificar los responsables biolo´gicos de todos y
cada uno de los procesos que suceden continuamente en un organismo vivo. Este intere´s radica
en que se trata de un conocimiento esencial, tanto para comprender el funcionamiento interno
de todas las especies, como para poder disen˜ar fa´rmacos que solventen las enfermedades y los
deso´rdenes metabo´licos, interviniendo sobre los genes y proteı´nas responsables.
El origen de la Bioinforma´tica se puede situar incluso antes de los 70 y de la acumulacio´n
de datos [Ouzounis and Valencia, 2003], por la necesidad de utilizar procedimientos
computacionales para analizar los diversos, complejos y heteroge´neos datos biolo´gicos. No
obstante, el uso de la Inteligencia Artificial en la Bioinforma´tica se ha vuelto ma´s relevante
en los u´ltimos an˜os por la ingente cantidad de datos biolo´gicos, que aparecen y que crecen
exponencialmente, procedentes de la experimentacio´n a gran escala con las denominadas
tecnologı´as de generacio´n masiva automatizada de resultados (del ingle´s, high-throughput
technologies), que actualmente tambie´n permiten la construccio´n de grandes redes complejas.
Todos estos datos se pueden manejar manualmente uno a uno por cientı´ficos experimentales,
como se ha hecho tradicionalmente. Pero el uso de la informa´tica resulta imprescindible,
no so´lo para automatizar procesos, sino tambie´n para facilitar el ana´lisis y extraccio´n de
conocimiento de toda esta informacio´n de cara´cter biolo´gico.
Existen diversas definiciones de Bioinforma´tica y Biologı´a Computacional, a veces
considera´ndolos sino´nimos y otras no [Baldi and Brunak, 2001], dependiendo de la cantidad
de implicaciones biolo´gicas que conlleve el problema frente a un simple uso de habilidades
te´cnicas. Aunque, desde un punto de vista informa´tico, frecuentemente se simplifica su
definicio´n a la aplicacio´n de te´cnicas computacionales a datos biolo´gicos, en esta tesis se
considera otra de las definiciones ma´s amplia. La definicio´n de Bioinforma´tica o Biologı´a
Computacional que se maneja en esta tesis es la de un campo multidisciplinar que utiliza
te´cnicas computacionales, matema´ticas y estadı´sticas para tratar problemas de Biologı´a
Molecular, afrontando temas de investigacio´n cientı´fica, sin olvidar todas sus cuestiones
intrı´nsecas, teo´ricas y experimentales.
Dentro de la Bioinforma´tica o la Biologı´a Computacional existen mu´ltiples a´reas gene´ricas
de investigacio´n, que a muy alto nivel incluyen: localizacio´n de genes (regiones que codifican
proteı´nas), determinacio´n de sitios de ensamblaje alternativo, localizacio´n celular, prediccio´n
de estructura secundaria y tridimensional, determinacio´n de sitios funcionales, prediccio´n
de anotacio´n de funcio´n de genomas y proteomas, identificacio´n de familias y dominios
de proteı´nas, construccio´n y prediccio´n de redes de interaccio´n de proteı´nas y de redes de
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regulacio´n ge´nica, entre otros. Dentro de cada una de estas a´reas hay muchas divisiones
posibles en problemas concretos, porque cada una representa un amplio conjunto de conceptos.
Desde un punto de vista global, el mundo de las redes [Newman, 2010] esta´ revolucionando
mu´ltiples a´mbitos de la vida actual, abarcando desde las redes de ordenadores y comunicacio-
nes, Internet (red de documentos digitales hiper-enlazados), las redes formadas por artı´culos
cientı´ficos referenciados entre sı´, las redes profesionales, las redes sociales, ..., hasta las re-
des biolo´gicas a diferentes niveles. Todas ellas comparten una estructura formada por nodos
(entidades: ordenador, pa´gina web, documento, persona, mole´cula o ce´lula, etc.), y arcos (in-
teracciones entre pares de entidades: conexio´n ele´ctrica, enlace, referencia, amistad, reaccio´n
bioquı´mica o conexio´n funcional, respectivamente, etc.) [Leskovec, 2008]. Muchas de estas re-
des complejas de diferente naturaleza comparten ciertas propiedades universales por ser redes
libres de escala [Barabasi and Bonabeau, 2003]: la existencia de algunos nodos populares, con
cientos o miles de interacciones frente a las dos o tres de la mayorı´a de nodos, robustez frente a
fallos puntuales, pero vulnerabilidad a ataques coordinados. Por ejemplo, enfermedades como
el ca´ncer o Internet son sistemas que comparten el hecho de que un fallo en un nodo clave (un
gen o un servidor) puede desencadenar un problema grave [Sole´, 2009]. Por otro lado, el ana´li-
sis de la red completa proporciona nueva informacio´n en forma de propiedades emergentes de
la red, que no se podrı´an extraer de los elementos individuales que la componen. De forma que
el estudio en conjunto, de estas redes complejas y sus propiedades, proporciona una nueva vi-
sio´n opuesta al ana´lisis de las entidades individuales de forma aislada, que promete una mayor
comprensio´n de los sistemas de redes, y nuevas aplicaciones en todos los a´mbitos donde se
encuentran; desde la prevencio´n de un ataque informa´tico hasta la de una enfermedad.
En Biologı´a Molecular existen muchas redes, porque por todas partes hay interacciones
y asociaciones entre las mole´culas, de diversos tipos y a distintos niveles. Las interacciones
proteı´na-proteı´na relacionan pares de proteı´nas a nivel fı´sico, y los complejos de proteı´nas
relacionan grupos de ma´s de dos proteı´nas tambie´n fı´sicamente, formando extensas y
complicadas redes de interaccio´n en un organismo. Otros ejemplos de relaciones entre proteı´nas
o genes son las rutas biolo´gicas (del ingle´s, pathways), que asocian funcionalmente proteı´nas
que participan en distintos pasos de una cadena de reacciones, como por ejemplo el transporte
a trave´s de la membrana celular. Existe una larga lista de posibles relaciones biolo´gicas que
permiten definir grupos y redes de genes o proteı´nas, caracterizados por participar en un
mismo proceso o por compartir un valor comu´n para un criterio dado. Algunos ejemplos
ma´s son: genes en la misma red de regulacio´n ge´nica, proteı´nas con la misma localizacio´n
celular, proteı´nas de la misma familia o con un tipo de dominio compartido, o genes con datos
fenotı´picos comunes (mismo tejido o implicacio´n en una enfermedad).
Hace poco ma´s de una de´cada surge la Biologı´a de Sistemas [Kitano, 2000], con la idea
de modelar circuitos, que permitan definir la estructura, dina´mica y simulacio´n de los sistemas
biolo´gicos. Posteriormente tambie´n se an˜ade a esta disciplina el estudio de las redes biolo´gicas.
Es un a´rea que estudia los organismos vivos a un nivel de sistema, desde arriba hacia abajo y
no a la inversa, como se hacı´a hasta entonces. Trata de afrontar las limitaciones de la visio´n
de abajo a arriba, siguiendo el lema ‘el todo es ma´s que la suma de las partes’, con muchos
aspectos a analizar: topologı´a de la red, propiedades emergentes, co´mo construir o extender la
red de interacciones, su influencia en la anotacio´n funcional, etc.
La estructura de la red de interaccio´n es muy valiosa y ha sido ampliamente estudiada
[Rojas et al., 2006], por contener mucho conocimiento sobre las colaboraciones que se
producen entre proteı´nas para llevar a cabo una determinada funcio´n. Generalmente no existe
un u´nico gen o producto gene´tico responsable de una funcio´n o proceso biolo´gico en el
3organismo, sino que dicho proceso es el resultado de la combinacio´n de la accio´n de varios
genes o productos gene´ticos. De ahı´ la relevancia de las relaciones entre genes y proteı´nas,
cuyo uso se pretende incentivar en esta tesis doctoral.
Para el ana´lisis automa´tico con te´cnicas computacionales y de Inteligencia Artificial de
los datos biolo´gicos, que se encuentran altamente relacionados en redes de interacciones,
resulta adecuado partir de una Representacio´n Relacional [Dzeroski and Lavrac, 2001]. Es
la forma natural de representar las interacciones, asociaciones funcionales y las propiedades
correspondientes a los nodos o elementos biolo´gicos, de mu´ltiples y variadas fuentes. Una
Representacio´n Relacional aprovecha el conocimiento implı´cito en todas las relaciones
biolo´gicas existentes, evitando perder su estructura y sema´ntica, como le sucede a muchas
otras te´cnicas. Para la extraccio´n automa´tica de conocimiento, se ha extendido exitosamente
el Aprendizaje Automa´tico [Mitchell, 1997] dentro del a´rea de Inteligencia Artificial. En
particular, el Aprendizaje Automa´tico Relacional [Dzeroski and Lavrac, 2001] permite
preservar fa´cilmente el origen estructurado de los elementos biolo´gicos y la sema´ntica de sus
relaciones, al contrario que el Aprendizaje Automa´tico Proposicional cla´sico, la metodologı´a
ma´s frecuentemente utilizada, que tiene que plasmar toda la informacio´n en una u´nica tabla
atributo-valor [Dzeroski, 2003].
Ante el todavı´a vigente reto de la Biologı´a Molecular de caracterizar funcionalmente el
genoma y el proteoma, la prediccio´n de anotacio´n funcional (en la que se centra esta tesis)
es un a´rea de investigacio´n de intere´s biolo´gico muy amplia. Esta prediccio´n podrı´a ser u´til
para ordenar y/o seleccionar el subconjunto de las asignaciones de funcio´n ma´s probables o
relevantes, para ser verificadas en un laboratorio experimental. Ası´, se pueden reducir en gran
medida los costes de los experimentos in-vivo de determinacio´n de funcio´n, restringidos a unos
cuantos frente a todas las posibles anotaciones funcionales.
Por lo tanto, en esta tesis se quiere conocer co´mo afecta el contexto relacional y su uso
a la prediccio´n de anotacio´n funcional del genoma y el proteoma, intentando explotar esta
gran cantidad de relaciones de diversa ı´ndole que ocurren (de forma estable o transitoria)
entre genes y proteı´nas, de forma binaria o en grupos. La propuesta de tesis es estudiar el
a´rea de prediccio´n de anotacio´n funcional centrado en la Biologı´a de Sistemas, a trave´s de
la Representacio´n Relacional y el Aprendizaje Automa´tico. Se pretende usar redes biolo´gicas
o predecir parte de ellas, considerando una interaccio´n y una asociacio´n funcional como un
tipo de anotacio´n; o tambie´n se puede considerar una extensio´n de la red, con interacciones o
asociaciones funcionales punto a punto o grupales.
La anotacio´n funcional se puede descomponer en mu´ltiples dominios o problemas
concretos, como son la prediccio´n de funcio´n molecular, la prediccio´n de proceso biolo´gico, la
prediccio´n de fenotipo, la prediccio´n de localizacio´n celular, la prediccio´n de participacio´n en
una ruta metabo´lica, etc. Algunos de estos dominios se abordan durante el desarrollo de esta
tesis doctoral, pero desde una perspectiva comu´n de prediccio´n de anotacio´n funcional con/en
redes de interaccio´n.
Este documento contiene un proyecto de tesis doctoral, estructurado de la forma que se
detalla a continuacio´n. En el capı´tulo 2 se describe el estado del arte, tanto del contexto
biolo´gico de anotacio´n funcional y la Biologı´a de Sistemas, como del Aprendizaje Automa´tico,
especialmente Relacional, principal enfoque computacional utilizado en esta tesis. En el
capı´tulo 3 se exponen los objetivos de la tesis. En el capı´tulo 4 se describe la metodologı´a
de evaluacio´n propuesta para este trabajo. Los capı´tulos 5 al 8 presentan las aportaciones
principales de esta tesis, describiendo una propuesta de representacio´n relacional gene´rica
de datos biolo´gicos para anotacio´n funcional (capı´tulo 5), la resolucio´n de dos problemas
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diferentes que combinan Biologı´a de Sistemas, Representacio´n Relacional y Anotacio´n
Funcional (capı´tulos 6 y 7), y la exploracio´n de diferentes enfoques de Aprendizaje Automa´tico
en problemas bioinforma´ticos (capı´tulo 8). En el capı´tulo 6 el problema afrontado es la
prediccio´n de asociaciones funcionales entre pares de proteı´nas en E.coli y en el capı´tulo
7, la extensio´n de rutas biolo´gicas en humanos. Posteriormente, el capı´tulo 9 presenta un
ana´lisis y discusio´n de la anotacio´n funcional con datos relacionales, derivada de los problemas
afrontados en los capı´tulos previos. Por u´ltimo, los capı´tulos 10 y 11 exponen las conclusiones
generales y lı´neas futuras de investigacio´n.
Capı´tulo 2
Estado del Arte
En este capı´tulo se presenta una introduccio´n general a las a´reas principales dentro de las
que se desarrolla este trabajo bioinforma´tico. Las dos primeras secciones describen el punto de
vista computacional, introduciendo el Aprendizaje Automa´tico Proposicional y principalmente
describiendo el Aprendizaje Automa´tico Relacional. En la tercera seccio´n se combina el
aspecto computacional con el biolo´gico, revisando sus aplicaciones en Biologı´a y los retos que
presenta. Mientras que la seccio´n cuarta resume el contexto biolo´gico (Biologı´a de Sistemas y
Anotacio´n Funcional). Finalmente se incluye una seccio´n de discusio´n, con una recopilacio´n de
los aspectos relevantes de estudio en esta tesis y los dos problemas concretos que se afrontan.
2.1. Aprendizaje Automa´tico Proposicional
2.1.1. Introduccio´n al Aprendizaje Automa´tico
El Aprendizaje Automa´tico (AA) es una disciplina cientı´fica, dentro del campo de la
Inteligencia Artificial, preocupada por mejorar el comportamiento de un sistema al realizar
una tarea, mediante la adquisicio´n de conocimiento por medio de la experiencia [Mitchell,
1997]. El AA frecuentemente se relaciona con el Ana´lisis o Minerı´a de Datos (del ingle´s, Data
Mining), o la extraccio´n de patrones a partir de los datos conocidos.
Segu´n su relacio´n con el entorno, los sistemas de AA se pueden clasificar en supervisados
y no supervisados [Borrajo et al., 2006]. En el AA supervisado se aprende a partir de un
conjunto de ejemplos etiquetados previamente por una fuente externa. Mientras que en el AA
no supervisado, el conjunto de entradas no esta´ etiquetado. El aprendizaje por refuerzo se
encuentra a medio camino de las anteriores, aprendiendo a decidir la accio´n ma´s adecuada ante
una situacio´n determinada, por medio de una serie de refuerzos externos.
Otra clasificacio´n del AA segu´n el tipo de razonamiento [Borrajo et al., 2006] divide los
sistemas en inductivos, deductivos, abductivos o analo´gicos. En el AA inductivo, se parte de
las observaciones existentes para expandir el conocimiento que las genero´; en el AA deductivo
se derivan nuevas reglas lo´gicas a partir del conocimiento existente; en el AA abductivo, al
contrario, partiendo del conocimiento y las consecuencias, se infieren las posibles premisas que
causaron e´stas; y el AA analo´gico es una combinacio´n del inductivo junto con el deductivo.
Una clasificacio´n alternativa que depende ma´s del tipo de tarea a resolver por el AA
[Borrajo et al., 2006], entre las que se distinguen tres tipos ba´sicos:
Clasificacio´n: se puede definir como “la bu´squeda de una relacio´n de correspondencia
entre las observaciones y las clases”[Borrajo et al., 2006]. Se emplea cuando a cada
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instancia se le debe asociar una clase o categorı´a, dando lugar a grupos mutuamente
excluyentes; con una clase binaria (sı´/no) o con diferentes valores nominales. Un ejemplo
tı´pico de esta tarea de aprendizaje es la concesio´n o no de un cre´dito bancario, en funcio´n
de los datos del cliente. La regresio´n es un caso particular de la tarea de clasificacio´n, en
el que la salida no son clases discretas, sino valores nume´ricos en un rango continuo. Por
ejemplo, predecir la cantidad de energı´a que se va a necesitar en una ciudad, para evitar
apagones imprevistos. Tambie´n son casos tı´picos de esta tarea la prediccio´n de series
temporales [Mitchell, 1997].
Caracterizacio´n: tambie´n conocida como extraccio´n de reglas de asociacio´n. Lo que se
quiere obtener en este caso son relaciones entre combinaciones de atributos, sin que el
atributo clase tenga una importancia relevante, pudiendo existir o no. Ası´, se reconoce
co´mo la ocurrencia de un suceso (un valor de un atributo o un conjunto de ellos) puede
generar la aparicio´n de otros. La extraccio´n de patrones frecuentes se puede considerar
una subtarea del proceso de caracterizacio´n, ya que dichos patrones se deben buscar,
para posteriormente establecer reglas de asociacio´n entre ellos. El ejemplo cla´sico de la
tarea de caracterizacio´n es el ana´lisis de la cesta de la compra, que permite determinar
que´ productos se compran generalmente juntos, para emplearlos en las estrategias de
distribucio´n o promocio´n de productos de los supermercados [Agrawal and Srikant,
1994].
Agrupamiento (del ingle´s, Clustering): en este caso no hay una clase, sino que se
pretenden obtener grupos de elementos, los cuales abarquen instancias que tengan gran
similitud entre sı´ y muchas diferencias con los de otros grupos. Se obtiene generalmente
un prototipo por grupo. Un ejemplo cla´sico es la segmentacio´n de personas en distintos
grupos, bien empleados de una empresa, o bien clientes sobre los que hacer propaganda
personalizada [MacQueen, 1967; Mitchell, 1997].
Uno de los enfoques ma´s extendidos y en el que se centra gran parte de esta tesis es el
AA supervisado inductivo aplicado a la tarea de clasificacio´n o regresio´n. Es decir, se parte de
un conjunto de ejemplos etiquetados (supervisado) a partir de los que extraer el conocimiento
existente (inductivo) que ha permitido asignar las clases a dichos ejemplos, para poder predecir
la clase de futuros ejemplos (clasificacio´n).
2.1.2. Algoritmos Proposicionales de Clasificacio´n y Regresio´n
Cabe destacar que en bioinforma´tica se utilizan con frecuencia y con reconocido e´xito
te´cnicas sub-simbo´licas como las redes de neuronas artificiales (del ingle´s, Artificial Neural
Networks, ANN) [Rumelhart and McClelland, 1986] [Jensen et al., 2002a; Rost and Sander,
1994] y las ma´quinas de vector de soporte (del ingle´s, Support Vector Machine, SVM) [Vapnik,
1998] [Lee et al., 2009; Re and Valentini, 2009].
Sin embargo, en esta tesis se presta mayor atencio´n a la aplicacio´n de te´cnicas simbo´licas
[Borrajo et al., 2006], como son los a´rboles y reglas de decisio´n, ampliamente usados en
bioinforma´tica [Che et al., 2011], por ser su modelo de salida ma´s fa´cilmente interpretable
y u´til para obtener justificaciones de la prediccio´n en te´rminos biolo´gicos y para facilitar el
estudio experimental posterior.
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A´rboles y Reglas de Decisio´n
Se trata de algoritmos de clasificacio´n cuyo modelo de salida esta´ representado en un
a´rbol de decisio´n o un conjunto de reglas equivalente. Para definir sucesivamente los nodos
y ramas del a´rbol se realiza una eleccio´n sucesiva del atributo que ma´s discrimina del grupo
segu´n la medida mı´nima de entropı´a. El autor principal de esta te´cnica es Quinlan, que
disen˜o´ inicialmente el algoritmo ID3 [Quinlan, 1986], y posteriormente su evolucio´n en C4.5
[Quinlan, 1993]. C4.5 incluye mejoras (como por ejemplo la poda) que resuelven ciertos
problemas que presenta ID3 frente al ruido y la sobre-adaptacio´n.
Los a´rboles o reglas de regresio´n son una variante utilizada cuando el atributo clase es
continuo, o tambie´n se puede considerar su uso si se requiere una salida nume´rica en vez
de nominal. CART [Breiman et al., 1984] es el algoritmo original de a´rboles de regresio´n,
conteniendo valores nume´ricos en las hojas del a´rbol. La seleccio´n de atributos maximiza la
reduccio´n esperada en varianza o en desviacio´n absoluta. M5 [Quinlan, 1993] es una variante
de CART que tiene en cada hoja un modelo lineal construido con regresio´n cla´sica en funcio´n
de los valores de los atributos seleccionados.
Por otro lado, existe una variante C4.5Multi-label [Clare, 2003] que permite la clasificacio´n
de una instancia en ma´s de una clase a la vez.
CLUS [Blockeel et al., 1998] es un sistema de induccio´n de reglas y a´rbol de decisio´n
que implementa el marco de agrupacio´n de prediccio´n. Este marco unifica la agrupacio´n
no supervisada y el modelado de prediccio´n, permitiendo una extensio´n a predicciones ma´s
complejas, como aprendizaje multi-tarea o clasificacio´n multi-etiqueta. En este enfoque, un
a´rbol de decisio´n se ve como una jerarquı´a de agrupaciones (o clusters). Ahı´, el nodo superior
corresponde a una agrupacio´n que contiene todos los datos, que recursivamente se dividen en
agrupaciones ma´s pequen˜as conforme se desciende en el a´rbol, maximizando la reduccio´n de la
varianza intra-cluster. Permite construir modelos de clasificacio´n y de regresio´n. Dependiendo
de la definicio´n de distancia entre ejemplos, CLUS puede construir un a´rbol que prediga sobre
varios atributos de salida a la vez, incluso permitiendo la existencia de una jerarquı´a entre ellos.
De la misma forma, CLUS tambie´n permite realizar clasificacio´n multi-etiqueta. Su flexibilidad
y su previo uso en otras aplicaciones de anotacio´n funcional [Vens et al., 2008] hace que CLUS
sea uno de los principales algoritmos seleccionados en esta tesis para la fase experimental.
Aprendizaje Basado en Instancias
Como contraposicio´n a los sistemas sub-simbo´licos, las te´cnicas de aprendizaje vago o
basado en instancias y los algoritmos bayesianos, tambie´n se pueden clasificar dentro del
aprendizaje simbo´lico.
El aprendizaje basado en instancias (del ingle´s, Instance-Based Learning, IBL) [Aha
et al., 1991] consiste en almacenar las instancias del conjunto de entrenamiento (todas o un
subconjunto), sin construir ningu´n modelo concreto. Para clasificar los nuevos ejemplares se
toma el valor de la clase del o de los ejemplos ma´s pro´ximos almacenados. Un algoritmo cla´sico
es el de los k-vecinos ma´s pro´ximos (del ingle´s, K-Nearest Neighbour, KNN) [Mitchell, 1997].
Clasificadores Bayesianos
Los me´todos de clasificacio´n bayesianos se basan en el teorema de Bayes, utilizando
estimaciones de probabilidades de pertenecer a una clase segu´n el valor de cada atributo en
el conjunto de entrenamiento. El clasificador bayesiano cla´sico es Naive Bayes [John and
Langley, 1995], aunque existen algoritmos mejorados como las Redes Bayesianas (BayesNet)
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[Friedman et al., 1997; Bouckaert, 2004], o AODE [Webb et al., 2005], siendo este u´ltimo de
especial intere´s en esta tesis.
AODE
AODE (del ingle´s, Averaged One-Dependence Estimators) [Webb et al., 2005] es un
algoritmo de aprendizaje bayesiano o basado en probabilidades condicionadas. AODE
calcula la media de un pequen˜o conjunto de modelos alternativos bayesianos simples,
que tienen una asuncio´n de independencia ma´s de´bil que el cla´sico Naive Bayes (NB)
[John and Langley, 1995]. De esta forma se evita el sesgo que provoca el incumplimiento
de la independencia total de atributos en NB, mejorando los resultados de prediccio´n
y manteniendo la eficiencia computacional, con so´lo un pequen˜o incremento en la
varianza.
Otros algoritmos como LBR (del ingle´s, Lazy Bayes Rules) [Zheng and Webb,
2000] y SP-TAN (del ingle´s, Super Parent Tree Augmented Naive bayes) [Keogh,
1999] han demostrado mejoras sobre los resultados de NB, aliviando el aumento
de error por independencia de atributos. Sin embargo, ambos enfoques son muy
costosos computacionalmente, LBR en tiempo de clasificacio´n y SP-TAN durante el
entrenamiento. AODE es una te´cnica novedosa que exige una menor asuncio´n de
independencia entre atributos que NB, y alcanza resultados comparables a los de LBR y
SP-TAN sin incurrir en elevados costes computacionales, lo cual es deseable ante grandes
conjuntos de datos, como los que se manejan en Biologı´a Molecular.
AODE se inspira en la nocio´n de estimadores de dependencia n [Sahami, 1996]. Un
estimador de dependencia n es similar a NB salvo que cada atributo depende como
ma´ximo de otros ‘n’ atributos, aparte de la clase. NB es un estimador de dependencia
n = 0, a diferencia de TAN (del ingle´s, Tree Augmented Naive bayes) [Friedman et al.,
1997], que es un estimador de dependencia n = 1. Estimadores de mayor dependencia
tı´picamente tienen menor sesgo, pero mayor varianza y coste computacional que NB.
AODE evita este aumento de la complejidad computacional porque no realiza una
seleccio´n del mejor modelo. En su lugar, calcula la media de todos los modelos plausibles
en los que todos los atributos dependen so´lo de la clase y de un atributo ma´s, comu´n a
todos los modelos, (so´lo n = 1 para mantener la eficiencia). De esta forma, adema´s
se disminuye la varianza frente a LBR y SP-TAN (a costa de un cierto incremento del
sesgo). Esto es ası´ porque, al seleccionar so´lo un modelo, se escoge el que se adapta
mejor a los datos de entrenamiento, pero si e´stos cambiaran, las variaciones en los
resultados serı´an mayores, incrementando ası´ la varianza.
2.1.3. Algoritmos Proposicionales de Caracterizacio´n
Los algoritmos de caracterizacio´n extraen reglas de asociacio´n. Una regla de asociacio´n es
una expresio´n X ⇒ Y donde X e Y son conjuntos de elementos [Agrawal et al., 1993]. El
significado intuitivo de estas reglas indica que un conjunto de datos que cumple X, tambie´n
tiende a cumplir Y. Un conjunto de elementos (X o Y) es una serie de atributos binarios con
valor verdadero. Esta tarea de AA extrae reglas semejantes a las de clasificacio´n, pero en las
que en la parte derecha de la regla puede aparecer cualquier atributo que no sea la clase; ası´ se
pueden obtener relaciones entre atributos, no so´lo entre los atributos y la clase. Los algoritmos
de caracterizacio´n tratan de extraer todas las reglas de asociacio´n que satisfagan un cierto nivel
frecuencia y confianza.
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El algoritmo ma´s representativo es APRIORI [Agrawal et al., 1996]. Se divide en dos pasos:
primero, calcular las frecuencias de los atributos y combinaciones de atributos; segundo, elegir
las reglas ma´s frecuentes y que superen unos umbrales mı´nimos de aceptacio´n (confianza y
soporte o frecuencia). En la bu´squeda de patrones frecuentes, se hace una bu´squeda en anchura
por niveles, yendo de la generacio´n de patrones ma´s generales a ma´s especı´ficos. Se hace una
iteracio´n por niveles, generando especializaciones de los patrones que ya son frecuentes en
el nivel anterior, podando los infrecuentes. Finalmente, se calculan las reglas de asociacio´n,
descomponiendo en dos partes los patrones frecuentes, y verificando una confianza mı´nima de
que se cumpla el patro´n completo frente a so´lo la parte izquierda de la regla.
La bu´squeda por niveles so´lo necesita recorrer la base de datos k+1 veces, siendo k el
nu´mero de niveles de longitud o profundidad de los patrones, porque todos los candidatos de
un nivel se evalu´an en una sola pasada. Esta caracterı´stica permite reducir las dimensiones
y complejidad, y ser aplicado a grandes conjuntos de datos, lo cual es muy importante en
dominios de Biologı´a Molecular, como los afrontados en esta tesis.
Aplicado al contexto de esta tesis, de anotacio´n funcional del proteoma, esta tarea de
AA permite obtener relaciones (patrones frecuentes o reglas de asociacio´n) entre los genes
o proteı´nas de un conjunto con una misma anotacio´n, a partir de los atributos simples. Por
ejemplo, se pueden buscar reglas de asociacio´n entre los elementos de una ruta metabo´lica
particular, o los que tienen asociada una enfermedad, o los que tienen un perfil de expresio´n
similar.
2.2. Aprendizaje Automa´tico Relacional
2.2.1. Definicio´n
Mientras que la mayorı´a de enfoques en Aprendizaje Automa´tico cla´sico (del ingle´s,
Machine Learning) y Ana´lisis de Datos (del ingle´s, Data Mining) buscan patrones en una
u´nica tabla de datos, el Aprendizaje Automa´tico Relacional (AAR) o Aprendizaje Relacional
[Dzeroski and Lavrac, 2001; Raedt, 2008] busca patrones que involucran mu´ltiples relaciones
de una base de datos relacional. La entrada de los algoritmos de AAR generalmente son
varias tablas, no so´lo una. Para enfatizar este hecho, frecuentemente se denomina Aprendizaje
Automa´tico Multi-Relacional [Dzeroski, 2003] 1.
En el a´mbito de este trabajo los te´rminos ingleses ‘Relational Data Mining’, ‘Logical
Learning’ y ‘Relational Learning’ se unifican en el te´rmino Aprendizaje Automa´tico
Relacional (o su simplificacio´n Aprendizaje Relacional). Adema´s de que la diferencia entre
estos conceptos es muy difusa, en este trabajo se considera que, segu´n algunas tendencias
recientes [Raedt, 2008], lo importante es combinar dos disciplinas cientı´ficas de la Inteligencia
Artificial, como son el Aprendizaje Automa´tico y la Representacio´n del Conocimiento. Es
decir, estudiar el Aprendizaje Automa´tico y el Ana´lisis de Datos, pero con una representacio´n
ma´s expresiva, como es la relacional.
Las dos caracterı´sticas diferenciadoras del AAR son un lenguaje de representacio´n ma´s
expresivo y el uso de conocimiento del dominio. En el AAR el lenguaje de representacio´n
del conocimiento debe permitir representar los datos distribuidos en varias tablas y con todas
sus relaciones. Para ello, el enfoque que se ha utilizado mayoritariamente se basa en la
programacio´n lo´gica inductiva (del ingle´s, Inductive Logic Programming, ILP [Muggleton,
1991], proveniente de la interseccio´n entre el Aprendizaje Automa´tico y la Programacio´n
1En este documento se utilizan indistintamente los te´rminos ‘relacional’y ‘multi-relacional’.
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Lo´gica (del ingle´s, Logic Programming [Lloyd, 1987]). En el Aprendizaje Automa´tico atributo-
valor o Aprendizaje Automa´tico Proposicional (AAP) se aprende de una sola tabla. Su
denominacio´n proviene del lenguaje de representacio´n utilizado, que es la lo´gica proposicional
o de orden cero. Mientras que en el AAR el lenguaje de representacio´n mayoritario es un
subconjunto de la lo´gica de primer orden o lo´gica de predicados. Esta lo´gica incluye predicados
y variables no presentes en la proposicional, haciendo esta representacio´n ma´s expresiva. Ası´,
el te´rmino relacio´n en una base de datos relacional se corresponde con el te´rmino predicado en
la representacio´n en lo´gica de predicados, y los ‘atributos de una relacio´n’ con los ‘argumentos
de un predicado’, respectivamente.
Respecto al conocimiento del dominio, dado que la entrada a los algoritmos de AAR
esta´ expresada en lo´gica de predicados, adema´s de la informacio´n propia de los ejemplos,
se puede incluir otra informacio´n de contexto en nuevos predicados lo´gicos.
Partiendo de una base de datos relacional, los datos se pueden transformar a representacio´n
proposicional para aplicar una te´cnica de Aprendizaje Automa´tico atributo-valor. Transformar
a representacio´n proposicional [Dzeroski and Lavrac, 2001] consiste en integrar los datos de
varias tablas con sus relaciones en una u´nica tabla, mediante uniones y agregados, generalmente
implicando una pe´rdida de informacio´n o sema´ntica, que se evita con el AAR.
Los modelos de representacio´n de los patrones aprendidos a partir de una tabla se
han extendido para mu´ltiples tablas. Por ejemplo, existen reglas de asociacio´n relacionales,
a´rboles de decisio´n relacionales y reglas de clasificacio´n relacionales, entre otros. Igualmente,
los algoritmos que generan estos modelos se han generalizado para ser aplicables a datos
relacionales, manteniendo el algoritmo proposicional original como un caso particular. Ası´,
existen algoritmos para inducir:
Reglas de decisio´n relacionales: FOIL [Quinlan and Mostow, 1990] e ICL [Raedt and
Laer, 1995], extendidos del algoritmo proposicional CN2 [Clark and Niblett, 1989].
A´rboles de decisio´n relacionales: S-CART [Kramer, 1996], extendido de CART
[Breiman et al., 1984]; y TILDE [Blockeel and Raedt, 1998], extendido de C4.5 [Quinlan,
1993].
Patrones frecuentes y reglas de asociacio´n relacionales: WARMR [Dehaspe and Raedt,
1997], extendido de APRIORI [Agrawal et al., 1996].
Aprendizaje basado en distancias relacionales: RIBL [Emde and Wettschereck, 1996],
extendido de KNN [Mitchell, 1997].
Aprendizaje por refuerzo relacional: RRL [Dzeroski et al., 2001] extendido del me´todo
Q-learning [Kaelbling et al., 1996].
Este tesis se centra principalmente en los a´rboles de decisio´n relacionales. E´stos se pueden
construir en un solo paso con TILDE [Blockeel and Raedt, 1998], o en dos pasos, a trave´s de la
extraccio´n de patrones frecuentes con WARMR y el uso de un a´rbol de decisio´n proposicional,
como el ya descrito CLUS, con cla´usulas lo´gicas en los nodos, para que sea relacional, como
se explica en ma´s detalle dentro del apartado 2.2.5.
2.2.2. Ventajas frente a Aprendizaje Automa´tico Proposicional
El Aprendizaje Automa´tico Multi-Relacional presenta las siguientes ventajas frente al
enfoque proposicional o atributo-valor, siendo muchas de ellas relevantes en un dominio
biolo´gico:
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Conservacio´n de la sema´ntica del dominio:
La representacio´n del conocimiento en el AAR es ma´s expresiva, permitiendo incluir
directamente informacio´n estructurada (por ejemplo, redes o grafos de interaccio´n
entre proteı´nas), mediante relaciones entre entidades. Adema´s, se puede preservar la
representacio´n de la informacio´n no relacional, con simples atributos nume´ricos o
nominales.
Decremento en el nu´mero de valores desconocidos e inexistentes:
El AAR elimina la gran cantidad de valores nulos o celdas vacı´as que se generan en la
tabla u´nica del AAP, correspondientes a valores desconocidos o inexistentes de alguna
propiedad (hecho muy frecuente en los dominios biolo´gicos). En AAR los atributos con
valores desconocidos no generan una tupla en la sub-tabla dividida correspondiente. Por
ejemplo, si una proteı´na no posee un dominio transmembrana (un tipo de anotacio´n
particular), en AAP se tendrı´a un atributo reservado para dicha propiedad, que para
esa proteı´na estarı´a vacı´o; mientras que en AAR se definirı´a el dominio transmembrana
en una tabla independiente, asociada a las dema´s por el identificador de la proteı´na,
sin incluir tupla alguna para dicha proteı´na sin dominio transmembrana. Cabe destacar
que esta ventaja existe bajo el ‘supuesto del mundo cerrado’ con el que se trabaja
en lo´gica de predicados (tı´pica representacio´n relacional), en la que se asume que
todo lo no indicado explı´citamente es falso. Aunque por la incertidumbre intrı´nseca de
los datos biolo´gicos no se puede asegurar dicho supuesto, en la pra´ctica los me´todos
computacionales aplicados en Biologı´a Molecular tienen que restringir su a´mbito de
trabajo a los datos realmente disponibles.
Interpretacio´n ma´s sencilla:
Debido a la representacio´n en lo´gica de predicados, el AAR permite definir en el sesgo
del lenguaje la estructura y tipo de predicados a incluir en el modelo de representacio´n
aprendido. Dicho sesgo se puede disen˜ar en funcio´n del tipo de salida deseado, para
justificar la clasificacio´n hecha utilizando te´rminos u´tiles para los cientı´ficos que
interpreten el modelo, como por ejemplo los bio´logos.
Almacenamiento eficiente de atributos multi-valuados:
En la teorı´a de bases de datos relacionales, un atributo multi-valuado es aquel que
puede tomar ma´s de un valor simulta´neamente para el mismo atributo, con una cantidad
indeterminada a priori de valores diferentes [de Miguel Castan˜o et al., 1999]. En AAP
no se puede representar, al menos de manera eficiente, porque se necesitarı´a un atributo
booleano para cada uno de los posibles valores, que en la mayorı´a de los casos tomarı´a
valor falso, incrementando de forma inu´til el taman˜o de la tabla de datos. Sin embargo,
en AAR se puede separar dicho atributo en una nueva tabla o predicado independiente,
compartiendo el atributo del identificador principal con la tabla original, e incluyendo
tantas tuplas como sean necesarias para un mismo identificador, con un valor diferente
del atributo multi-valuado. En dominios biolo´gicos es muy frecuente la presencia de
atributos multi-valuados, porque un gen o producto gene´tico suele tener asociadas N
anotaciones diferentes de un mismo tipo, por ejemplo ma´s de un te´rmino Gene Ontology
[Ashburner et al., 2000].
Mejora en el almacenamiento y gestio´n del conocimiento del dominio:
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En AAR los datos se organizan en mo´dulos o tablas independientes, segu´n las relaciones
definidas. Esta caracterı´stica hace ma´s fa´cil trabajar con muchos datos, manipulando
diferentes predicados lo´gicos (an˜adir, eliminar, mezclar N tablas), y diversas fuentes de
datos (incluyendo una nueva relacio´n o tabla para cada fuente; como rutas, minerı´a de
textos, perfiles de expresio´n de genes u homologı´a, entre otros). No hay que limitarse
a una tabla u´nica y enorme, como en el AAP, con miles de atributos, siendo muchos
redundantes, con la dificultad que implica tratar un nu´mero de atributos muy elevado,
incluso mayor que el nu´mero de ejemplos. En AAP los datos pueden llegar a ser
inmanejables y los algoritmos tener un coste computacional excesivo, ma´s au´n si se parte
de un conjunto de datos muy amplio, como ocurre siempre en los dominios de biologı´a
molecular.
En los dominios biolo´gicos hay mucha informacio´n relacional, debido a la estructura
intrı´nseca de las mole´culas y a la importancia de la similitud entre diferentes secuencias
y estructuras, de la misma o diferentes especies. Dichos datos relacionales son au´n ma´s
relevantes en el dominio de anotacio´n funcional que se propone afrontar en este trabajo.
Ya que las relaciones entre los diferentes genes y proteı´nas son fundamentales si se quiere
explicar por que´ llevan a cabo una funcio´n juntos. Por ejemplo, a bajo nivel, las mole´culas
(nodos) tienen enlaces quı´micos (como en la estructura de un grafo). Adema´s, a alto nivel, hay
redes de interaccio´n compuestas de conexiones funcionales (enlaces) entre proteı´nas (nodos);
o asociaciones de ortologı´a entre un par de genes de diferentes especies con alta similitud entre
sus secuencias de nucleo´tidos, lo que es una evidencia de una posible asociacio´n funcional.
Por todas estas razones, se considera que el Aprendizaje Automa´tico Relacional es ma´s
adecuado para el dominio de anotacio´n funcional que el enfoque proposicional cla´sico.
2.2.3. Representacio´n en Lo´gica de Predicados
En primer lugar, se introduce el lenguaje de representacio´n de la mayorı´a de te´cnicas de
AAR. E´stas se han desarrollado principalmente en el a´rea de la Programacio´n Lo´gica Inductiva
[Muggleton, 1991]. Ası´, el lenguaje de representacio´n son programas lo´gicos, un subconjunto
de la lo´gica de primer orden, tambie´n llamada lo´gica de predicados. Prolog [Bratko, 2001]
es el lenguaje de representacio´n para las entradas y salidas. A continuacio´n se presenta la
terminologı´a ba´sica usada en programacio´n lo´gica, siguiendo un orden de los elementos ma´s
especı´ficos a los ma´s generales, como hace Vens [Vens, 2007].
Elementos ba´sicos: constantes y variables. Siguiendo la convencio´n del lenguaje Prolog
[Bratko, 2001], las variables se nombran empezando con mayu´scula.
Un te´rmino es una constante, una variable o una funcio´n (por ejemplo: f(X,Y,z), siendo X
e Y variables y z una constante).
Un predicado o a´tomo es un sı´mbolo (que identifica el predicado) seguido por una tupla
de te´rminos entre pare´ntesis. Por ejemplo, nombre predicado(Var1,constante,Var2). De
forma resumida, cuando no interesa el contenido de cada argumento, sino so´lo su
cantidad, se puede representar como nombre predicado/N, siendo N el nu´mero de
argumentos.
Un literal es un predicado o la negacio´n de un predicado (representado como ¬).
Una cla´usula es una disyuncio´n de literales, por ejemplo h1 ∧ h2 ∧ ... ∧ hj ¬c1∧
¬c2 ∧ ...∧ ¬ck. Una cla´usula se suele escribir como una implicacio´n de la forma
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h1 ∧h2 ∧ ...∧hj ← c1 ∧ c2 ∧ ...∧ ck, donde h1 ∧h2 ∧ ...∧hj (cabeza de la cla´usula) es
la parte de hipo´tesis o conclusio´n, y c1 ∧ c2 ∧ ... ∧ ck (cuerpo de la cla´usula) es la parte
de condicio´n. Generalmente, ∨ y ∧ se sustituyen por comas. En una cla´usula, todas las
variables de los literales esta´n cuantificadas universalmente.
Una conjuncio´n de cla´usulas se denomina teorı´a clausal.
Segu´n el nu´mero de literales en la cabeza y el cuerpo de una cla´usula, se distinguen
formas especiales de cla´usula:
• Una cla´usula de Horn es aquella que tiene como ma´ximo 1 literal en la cabeza.
• Una cla´usula determinada tiene exactamente 1 literal en la cabeza.
• Un patro´n o query es una cla´usula con ningu´n literal en la cabeza.
• Un hecho es una cla´usula determinada sin literales en el cuerpo. Normalmente la
flecha de implicacio´n se omite para los hechos.
Una cla´usula programa es una cla´usula de la forma h ← l1, l2, ..., lm, donde h es un
predicado y l1, l2, ..., lm son literales.
La definicio´n de predicado es un conjunto de cla´usulas programa con el mismo nombre
de predicado y nu´mero de argumentos en todas sus cabezas.
Finalmente, un programa lo´gico es un conjunto de definiciones de predicados.
Un predicado de programacio´n lo´gica se corresponde con una relacio´n en una base de datos
relacional, los argumentos de un predicado se corresponden con los atributos de una relacio´n, y
las vistas de una base de datos se pueden representar en forma de clausulas. Ası´, un programa
lo´gico que representa la informacio´n de una base de datos relacional se compone de dos partes.
Por un lado, la parte que se define por extensio´n, formada por una enumeracio´n de hechos que
representan los datos y relaciones de todas las tuplas de la base de datos. Por otro, la parte
que sigue una definicio´n intensiva, compuesta por las cla´usulas que representan las vistas de
la base de datos. Con ILP tambie´n se pueden an˜adir cla´usulas adicionales con conocimiento
experto del dominio que facilite y mejore el aprendizaje (por ejemplo, representar la estructura
interna o relaciones entre proteı´nas y genes). La combinacio´n de la parte extensiva e intensiva
se denomina conocimiento base.
La programacio´n lo´gica es deductiva, porque so´lo puede utilizar el conocimiento del
dominio para extraer predicados que siempre son ciertos. Sin embargo, la programacio´n lo´gica
inductiva (ILP) utiliza inferencia inductiva, porque partiendo de un conjunto de ejemplos
(en forma de predicados lo´gicos), se an˜ade conocimiento del dominio (parte tı´picamente
deductiva), siendo ası´ capaz de encontrar regularidades o hipo´tesis (que pueden ser ciertas
o no) a ser aplicadas sobre nuevos ejemplos.
Es muy importante destacar que la mayorı´a de sistemas de aprendizaje automa´tico basados
en ILP (como los usados en este trabajo) aprenden un programa lo´gico. Es decir, un conjunto
de cla´usulas programa, o una relacio´n de salida en funcio´n de otras relaciones dadas como
conocimiento del dominio.
A partir de este apartado el resto se refieren a herramientas de AAR, que pra´cticamente en
su totalidad usan lo´gica de predicados.
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2.2.4. Transformacio´n a Proposicional
La transformacio´n a proposicional se define como un cambio de representacio´n, de
relacional a proposicional (o atributo-valor) [Dzeroski and Lavrac, 2001]. Este proceso
involucra la construccio´n de caracterı´sticas a partir del conocimiento del dominio y de
las propiedades estructurales reflejadas en una representacio´n relacional. Esta aproximacio´n
permite aplicar algoritmos de AAP aunque los datos sean estructurados y tengan relaciones.
Siempre que no existan relaciones entre los datos, se puede aplicar directamente AAP.
Cuando aparecen relaciones, se puede elegir entre aplicar directamente AAR, o transformar
a proposicional la representacio´n para poder aplicar AAP. El aprendizaje con transformacio´n
a representacio´n proposicional es una opcio´n pra´ctica que permite aprovechar los progresos
en AAP, que esta´ ma´s desarrollado y sus avances tambie´n son mayores frente al aprendizaje
relacional puro, menos investigado. La desventaja es que no siempre se puede aplicar, o al
menos sin perder sema´ntica en los datos, siempre y cuando la estructura sea compleja, y no
sea simplificable a una representacio´n basada en el individuo (o ejemplo). Lo cual sucede
cuando hay recursividad o estructuras complejas en los individuos, y so´lo se puede aplicar
aprendizaje relacional puro. Ante una estructura relacional que no requiera estrictamente una
representacio´n en lo´gica de primer orden (sin te´rminos estructurados ni recursividad), se podrı´a
aplicar AAR o una combinacio´n de relacional y proposicional, y seleccionar la que proporcione
mejores resultados, dado que una vez que se tiene definida la estructura relacional, cualquiera
de los dos enfoques es fa´cilmente aplicable.
A la hora de transformar los datos a representacio´n proposicional existen mu´ltiples
opciones [Dzeroski and Lavrac, 2001]. Generalmente se utiliza aprendizaje relacional
para llevar a cabo la transformacio´n a proposicional. Dado que la mayorı´a de sistemas
de AAR esta´n basados en programacio´n lo´gica inductiva (ILP), como se ha comentado
previamente, los atributos que se generan son conjunciones de literales, que se convierten en
atributos booleanos en la representacio´n proposicional. Inevitablemente se pierde sema´ntica al
transformar a proposicional una representacio´n relacional, porque no se pueden generar todas
las caracterı´sticas derivadas de la aplicacio´n de todas las instancias de relaciones existentes en
el conjunto de datos. Las variantes de los me´todos para transformar a proposicional dependen
del sesgo del lenguaje, que determina que´ subconjunto de atributos se derivan de todo el
conocimiento relacional existente, dado que la derivacio´n de todos los atributos posibles es
inviable, debido al crecimiento exponencial con el taman˜o del conjunto de datos y del nu´mero
de relaciones entre elementos. El sesgo es necesario para reducir el nu´mero de hipo´tesis
candidatas. Se divide en sesgo del lenguaje (que determina el espacio de hipo´tesis) y sesgo de
la bu´squeda (que restringe el espacio de bu´squeda de todas las posibles hipo´tesis). La bu´squeda
puede extraer todas las combinaciones restringidas a un subconjunto de variables [Lavrac
et al., 1991]; realizar una seleccio´n probabilı´stica de las combinaciones que ma´s discriminan
[Kramer et al., 1997]; o seleccionar combinaciones por frecuencia [Dehaspe and Raedt, 1997],
principalmente. Tambie´n existen me´todos para transformar a representacio´n proposicional
de propo´sito especı´fico [Dzeroski and Lavrac, 2001]. Otra opcio´n para transformar parte de
la informacio´n relacional a proposicional serı´a calcular agregados que codifiquen de forma
implı´cita el conocimiento de las relaciones.
Adema´s, se debe tener en cuenta que no siempre es mejor obtener tantos atributos
proposicionales como sea posible a partir de la representacio´n relacional. No so´lo porque
decrementa la eficiencia del me´todo de aprendizaje proposicional debido al taman˜o, sino
porque puede incluir caracterı´sticas irrelevantes. Por lo tanto, tambie´n se pueden desarrollar
mu´ltiples enfoques para tratar este aspecto dentro de la construccio´n de caracterı´sticas mediante
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transformacio´n a representacio´n proposicional.
Hay que diferenciar este enfoque de extraccio´n de caracterı´sticas por combinacio´n de
propiedades sencillas relacionadas (transformacio´n a proposicional), frente a una seleccio´n de
caracterı´sticas entre cientos o miles de atributos definidos originalmente en el conjunto de
datos.
2.2.5. Herramientas de Aprendizaje Automa´tico Relacional
En esta seccio´n se introducen brevemente diferentes herramientas de AAR. La mayorı´a de
ellas son sistemas de aprendizaje basados en lo´gica de primer orden.
FOIL, Progol y Aleph
FOIL [Quinlan and Mostow, 1990] es el primer sistema de aprendizaje de reglas con lo´gica
de primer orden. Dichas reglas deben describir un conjunto de ejemplos positivos, de acuerdo
al conocimiento del dominio, y no describir ningu´n ejemplo negativo. En el algoritmo, se
van an˜adiendo progresivamente literales seleccionados heurı´sticamente, hasta que se cubren
todos los ejemplos. Otra herramienta de AAR que usa lo´gica inductiva es Progol [Muggleton,
1995]. Tanto FOIL como Progol aprenden reglas, no a´rboles de decisio´n explı´citamente. Aleph
[Srinivasan, 2007] es un sistema ILP posterior, de aprendizaje de conceptos relacionados.
Desde su versio´n inicial, ha evolucionado de forma que actualmente, dependiendo de la
configuracio´n elegida por el usuario, puede realizar la misma funcionalidad que otros sistemas
lo´gicos como por ejemplo Progol, FOIL, TILDE o WARMR.
A´rboles de Decisio´n Relacionales: TILDE
La induccio´n de a´rboles de decisio´n (del ingle´s, Top-Down Induction Decision Trees,
TDIDT) [Quinlan, 1986] es una de las te´cnicas ma´s conocidas en Aprendizaje Automa´tico.
Utiliza la estrategia divide y vencera´s, que es la ma´s popular en el aprendizaje atributo-
valor. Debido a las diferencias en el formato de representacio´n entre las cla´usulas de la lo´gica
inductiva y la estructura de los a´rboles de decisio´n, la estrategia divide y vencera´s no se usa
frecuentemente en Aprendizaje en Lo´gica de Primer Orden. En su lugar, se emplea la estrategia
de cobertura, generalmente para inducir reglas (como hacen otros sistemas precursores como
FOIL [Quinlan and Mostow, 1990] y Progol [Muggleton, 1995]) en vez de a´rboles. Al
generalizar la estrategia de induccio´n de a´rboles de decisio´n proposicionales utilizando un
enfoque de ILP como es el aprendizaje por interpretacio´n [Raedt, 1997], se obtienen a´rboles
de decisio´n relacionales, con un algoritmo (TILDE [Blockeel and Raedt, 1998]) que extiende
el cla´sico C4.5 [Quinlan, 1993] (con sus heurı´sticas de seleccio´n de atributos y sus criterios de
poda), como muestra la figura 2.1.
TILDE [Blockeel and Raedt, 1998; Blockeel, 1998] es un sistema de Aprendizaje
Automa´tico Relacional cuya salida es un a´rbol de decisio´n relacional o a´rbol de decisio´n en
lo´gica de primer orden. Esta´ incluido en la herramienta ACE-ilProlog [Blockeel et al., 2000,
2006a]. Un a´rbol de decisio´n relacional [Blockeel and Raedt, 1998] es como un a´rbol de
decisio´n proposicional pero con conjunciones de literales (cla´usulas en lo´gica de primer orden)
en los nodos, en lugar de comparaciones de valores de atributos. En los a´rboles de decisio´n
proposicionales se comprueba el valor de los atributos (con operadores de igualdad o menor o
mayor). Mientras que en los a´rboles de decisio´n con lo´gica de primer orden, se comprueba la
existencia o no (verdadero o falso) de una conjuncio´n de literales.








Figura 2.1: Esquema de la relacio´n entre a´rboles de decisio´n en lo´gica proposicional y en lo´gica de
primer orden.
Al construir un a´rbol relacional existe una diferencia en el proceso de refinamiento
(eleccio´n de cla´usulas de la condicio´n de un nodo): usar el operador de subsuncio´n-θ (del
ingle´s, θ-subsumption) [Plotkin, 1970]. Se trata de hacer una abstraccio´n, eligiendo predicados
que incluyen a los existentes, que son un supra-conjunto. Ası´, se van clasificando ejemplos
por capas, unas ma´s generales sobre otras ma´s especı´ficas. Se comprueba que´ literal divide
mejor los ejemplos (ma´s homoge´neamente), calculando la mı´nima entropı´a (C4.5) o el ratio de
ganancia (TILDE), que son medidas similares. Ese literal se an˜ade a la cla´usula del nodo que
se esta´ refinando.
El resto de caracterı´sticas son iguales que en un a´rbol de decisio´n proposicional binario:
Utiliza la estrategia divide y vencera´s.
Se selecciona la rama sucesora izquierda del a´rbol si se cumple la evaluacio´n del nodo o
la derecha en caso negativo.
Una variable que aparece en la rama positiva puede volver a evaluarse posteriormente en
la misma rama, pero no en la negativa, que asume que no existe.
Para evaluar un nuevo ejemplo se recorren todas las ramas que cumplan la condicio´n de
los nodos intermedios hasta llegar a una hoja, que le asigne la clase mayoritaria; o la
media, si es un a´rbol de regresio´n.
Un a´rbol de decisio´n relacional puede transformarse en una lista de reglas de decisio´n (y
tambie´n en un programa Prolog).
TILDE permite construir un a´rbol de decisio´n cuyos nodos contengan tanto predicados
lo´gicos como datos no relacionales (comparaciones con atributos nume´ricos).
A continuacio´n, se enuncian otros posibles usos del algoritmo TILDE y versiones
relacionales similares:
Prediccio´n mu´ltiple [Blockeel et al., 1999]: para predecir varios atributos de salida a la
vez.
Uso de funciones agregadas [Blockeel and Dzeroski, 1999]: permite an˜adir a los nodos
comparaciones con el valor de salida del agregado (media, moda, mı´nimo, ma´ximo, etc.).
Pueden ser u´tiles para dar relevancia a propiedades relativas a los N elementos de un
grupo.
2.2. Aprendizaje Automa´tico Relacional 17
Ranking [Todorovski et al., 2002]: si se usa un conjunto de clasificadores, permite
determinar cua´l de ellos es mejor para cada rama del a´rbol, ası´ como el orden entre
los dema´s, para cada clase asignada en una hoja del a´rbol.
Multi-clasificacio´n jera´rquica [Struyf et al., 2005]: para predecir un conjunto de clases
(organizadas en una jerarquı´a) para un ejemplo dado.
ACE (del ingle´s, A Combined Engine) [Blockeel et al., 2000, 2006a] es un sistema de
minerı´a de datos con una interfaz comu´n para varios algoritmos de Aprendizaje Automa´tico
Relacional, incluyendo TILDE [Blockeel and Raedt, 1998], WARMR [Dehaspe and Raedt,
1997], ICL [Raedt and Laer, 1995] y RRL [Dzeroski et al., 2001].
Patrones Frecuentes y Reglas de Asociacio´n: PolyFARM y WARMR
WARMR [Dehaspe and Raedt, 1997] es un sistema para extraer reglas de asociacio´n
en lo´gica de primer orden. Tambie´n esta´ incluido en la herramienta ACE. El objetivo del
algoritmo de WARMR es encontrar todos los patrones de ocurrencia frecuente siguiendo unas
restricciones dadas. Es un me´todo basado en niveles, similar al algoritmo APRIORI [Agrawal
et al., 1996]. El algoritmo realiza una bu´squeda en anchura en el espacio de patrones, ordenada
por la generalidad de los patrones. La poda esta´ basada en la relacio´n entre la especificidad y
la frecuencia: si un patro´n no es frecuente, entonces ninguna de sus especializaciones pueden
serlo. Ası´, este me´todo de aprendizaje es ra´pido y eficiente en bases de datos grandes.
Si se compara WARMR con TILDE, este u´ltimo conserva la eficiencia de la te´cnica de
construccio´n de los a´rboles de decisio´n, que trabajan con un fragmento de datos cada vez ma´s
pequen˜o [Clare, 2003]. Por otro lado, TILDE tiene un sesgo al ir construyendo particiones, de
forma que, si una decisio´n es perjudicial, e´sta se propaga al resto de ramas inferiores del a´rbol.
Por su parte, las reglas de asociacio´n no tienen este sesgo, y se pueden aplicar a bases de datos
ma´s grandes, con una menor complejidad computacional.
En el dominio de anotacio´n funcional en el que se centra este trabajo, las reglas de
asociacio´n se podrı´an usar como un paso de pre-procesamiento ante una base de datos
inmanejable para un a´rbol de decisio´n. Ası´, primero, se extraen las relaciones ma´s importantes,
y segundo, e´stas se usan como atributos booleanos de un a´rbol de decisio´n, como se ha hecho
en otras aplicaciones bioinforma´ticas [Clare et al., 2006]. La salida de WARMR tambie´n se
podrı´a usar para obtener descripciones que caractericen un grupo de genes o proteı´nas dado, en
los te´rminos deseados, definiendo los predicados lo´gicos de entrada en funcio´n de ellos.
PolyFARM [Clare and King, 2003] es un sistema de extraccio´n de reglas de asociacio´n,
semejante a WARMR, que adema´s divide el procesamiento entre varias ma´quinas de ejecucio´n
paralela. Esta´ implementado en Haskell. Su objetivo original fue acelerar la ejecucio´n que
proporcionaba WARMR, en el que esta´ basado. WARMR inicialmente era demasiado lento
como para poder ser aplicado a un gran conjunto de datos, como los procedentes de la biologı´a
molecular. Posteriormente, mejoro´ notablemente, al implementarse la nueva versio´n de la
herramienta ACE (en la que esta´n incluidos WARMR y TILDE), que usa desde entonces el
motor de bu´squeda ilProlog, ma´s eficiente.
Aprendizaje Hı´brido: Relacional y Proposicional
Se puede seleccionar el me´todo de aprendizaje a utilizar en funcio´n de los datos:
proposicional, relacional o hı´brido. En esta tesis, la denominacio´n Aprendizaje Hı´brido se
refiere a la combinacio´n de aprendizaje relacional y proposicional. En el aprendizaje hı´brido,
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el aprendizaje relacional se utiliza para transformar los datos relacionales a representacio´n
proposicional (ver seccio´n 2.2.4).
Entre las diversas opciones de aprendizaje hı´brido, existe una muy aplicada en dominios
biolo´gicos (ver seccio´n 2.3.1) semejantes al que se afronta en esta tesis. Se trata de
transformar a representacio´n proposicional mediante la extraccio´n de patrones frecuentes con
un algoritmo de generacio´n de reglas de asociacio´n (PolyFARM [Clare and King, 2003]
o WARMR [Dehaspe and Raedt, 1997]), de forma que cada uno de los patrones sea un
atributo booleano proposicional, que toma valor 1 si la conjuncio´n de literales se cumple en
el ejemplo independiente, o 0 en caso contrario. Posteriormente, se aplica un a´rbol de decisio´n
proposicional (C4.5 [Quinlan, 1993] o CLUS [Blockeel et al., 1998]).
Este aprendizaje hı´brido que combina extraccio´n de patrones frecuentes con un a´rbol de
decisio´n proposicional se utiliza en el me´todo de prediccio´n DMP (del ingle´s, Data Mining
Prediction) [King et al., 2000b], que combina los algoritmos PolyFARM y C4.5. DMP se
ha aplicado ampliamente en la prediccio´n funcional de diferentes especies (como E.coli,
M.Tuberculosis, Arabidopsis Thaliana) desde hace algo ma´s de una de´cada [King et al., 2000a,
2001; Clare et al., 2006], incluso verificando sus predicciones experimentalmente [King et al.,
2004b].
Posteriormente, a partir de DMP (ver evolucio´n en seccio´n 2.3.1) se ha aplicado una nueva
combinacio´n de algoritmos ma´s actuales y flexibles: WARMR y CLUS, tambie´n aplicada
con e´xito en otros dominios de prediccio´n funcional geno´mica, incluso multi-etiqueta y
jera´rquica [Blockeel et al., 2006b; Vens et al., 2008]. Estos enfoques son especialmente u´tiles
en Biologı´a Molecular, porque los genes o proteı´nas esta´n involucrados en varias funciones
(multi-etiqueta), y las funciones en biologı´a se organizan con frecuencia en niveles (jera´rquico).
Por lo tanto, se decide utilizar esta u´ltima combinacio´n de aprendizaje hı´brido en el capı´tulo
7 de esta tesis.
Otros sistemas de Aprendizaje Relacional
Aprendizaje Relacional con Probabilidad
Cuando hay incertidumbre, ruido y/o valores desconocidos en los datos, puede resul-
tar adecuado utilizar un enfoque estoca´stico. Relacionado con esta idea, ha surgido una
nueva a´rea de investigacio´n denominada Aprendizaje Relacional Estadı´stico (del ingle´s,
Statistical Relational Learning) [Raedt and Kersting, 2003]. Esta a´rea se define como una
interseccio´n entre el razonamiento probabilı´stico, la lo´gica de primer orden y el Apren-
dizaje Automa´tico. La probabilidad frecuentemente viene representada en forma de re-
des bayesianas, modelos ocultos de Markov o grama´ticas estoca´sticas. Existen mu´ltiples
sino´nimos o enfoques estrechamente relacionados, como por ejemplo: Modelos Proba-
bilı´sticos Relacionales (del ingle´s, Relational Probability Model), Programacio´n Lo´gi-
ca Inductiva Probabilı´stica (del ingle´s, Probabilistic ILP), Aprendizaje Lo´gico Proba-
bilı´stico (del ingle´s, Probabilistic Logic Learning), Programacio´n Lo´gica Estoca´stica
(del ingle´s, Stochastic Logic Programming), etc.
A continuacio´n se mencionan algunos ejemplos de herramientas de Aprendizaje
Relacional Estadı´stico o Probabilı´stico. El algoritmo FAM (del ingle´s, Failure Adjusted
Maximization) [Cussens, 2001; Chen et al., 2008] asigna probabilidades a posteriori
a un a´rbol de decisio´n completamente construido. Es una versio´n de un algoritmo de
estimacio´n cla´sico de Esperanza-Maximizacio´n (EM) [Dempster et al., 1977]. Otro
ejemplo es Profile (del ingle´s, Probabilistic First-order LEarning), un conjunto de
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diferentes herramientas desarrolladas en Java, para Aprendizaje Relacional Estadı´stico
y Programacio´n Lo´gica Inductiva Probabilı´stica. Incluye programas con versiones
relacionales probabilı´sticas para a´rboles de decisio´n (Tilde-CRF [Gutmann and Kersting,
2006]), redes bayesianas (nFOIL [Landwehr et al., 2005] y Balios [Kersting and Dick,
2004]) y modelos ocultos de Markov (Xanthos [Kersting et al., 2006]). Un caso ma´s es
el paquete de software Alchemy [Domingos et al., 2006], basado en una representacio´n
lo´gica de Markov. Tambie´n cabe mencionar otros sistemas como ProbLog [Raedt et al.,
2007], una extensio´n probabilı´stica del lenguaje Prolog, o PRISM [Sato and Kameya,
2001] (del ingle´s, PRogramming In Statistical Modeling), un lenguaje de programacio´n
general para el modelado simbo´lico-estadı´stico.
Enfoque Relacional no Basado en Lo´gica de Predicados: Weka Relacional
Como extensio´n de la herramienta Weka [Witten and Frank, 2005] de Aprendizaje
Proposicional, surge Weka Relacional [Woznica, 2006] para Aprendizaje Automa´tico
Relacional. Lo ma´s relevante es su limitacio´n a muy pocos algoritmos, muchos menos
que Weka proposicional, ası´ como su representacio´n relacional no basada en la lo´gica de
predicados. Simplemente permite que los datos de entrada este´n distribuidos en varias
tablas relacionadas entre sı´, en lugar de una sola.
El principal enfoque de aprendizaje que proporciona Weka Relacional es el basado
en instancias (extensio´n del algoritmo KNN [Mitchell, 1997]). Cabe mencionar que
tambie´n presenta una extensio´n relacional de las ma´quinas de vector de soporte (SVM
[Vapnik, 1998]). Aunque la herramienta implementa diferentes medidas de distancia,
el aprendizaje basado en instancias requiere definir una me´trica de distancia entre cada
par de ejemplos. Entre atributos nume´ricos es sencillo establecer una distancia. Pero
entre atributos nominales, como son la mayorı´a de las anotaciones que aparecen en los
dominios biolo´gicos como los afrontados en este trabajo, no es nada trivial establecer una
distancia. Adema´s, existe la complejidad an˜adida de definir distancias entre atributos de
diferentes tablas.
Otra desventaja de Weka Relacional frente a un sistema de AAR con una representacio´n
en lo´gica de predicados es la carga computacional (en memoria y tiempo). Primero,
porque Weka Relacional esta´ implementado en lenguaje Java, que consume muchos
recursos de memoria, cuya ocupacio´n aumenta notablemente en aprendizaje relacional,
por las mu´ltiples relaciones entre diversas tablas. Segundo, porque en el enfoque
basado en instancias hay que calcular las distancias todos contra todos los elementos
(relacionados o no), restringiendo la cantidad de instancias que el sistema puede manejar.
Ambas limitaciones no son oportunas en dominios biolo´gicos que trabajan con bases de
datos muy grandes, con muchos elementos.
Aprendizaje Multi-Instancia
Por otro lado, en el lı´mite entre el Aprendizaje Proposicional y el Aprendizaje
Relacional, se encuentra el Aprendizaje Multi-Instancia [Dietterich et al., 1997]. E´ste
se origino´ al afrontar un caso pra´ctico de descubrimiento de fa´rmacos.
La idea principal en este tipo de aprendizaje es que cada ejemplo es un conjunto de
tuplas, de nu´mero indeterminado y que puede ser diferente para cada ejemplo. Es decir,
la clase se asocia a una bolsa de instancias, en vez de tener asignada una clase a cada
instancia particular. Dentro del conjunto de instancias, unas pertenecen realmente a la
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clase y otras no. De forma que si una de las instancias cumple la condicio´n o condiciones
de clasificacio´n, se le asigna la clase positiva a todo el conjunto.
Para este tipo de aprendizaje se puede usar una representacio´n atributo-valor o relacional.
El enfoque del Aprendizaje Multi-Instancia se podrı´a aplicar a la prediccio´n de funcio´n
de listas de genes, aunque incluye algunos sesgos [Blockeel et al., 2005] que no lo hacen
estrictamente va´lido para aprender a´rboles de decisio´n como TILDE .
2.3. Aplicacio´n del Aprendizaje Automa´tico a Biologı´a Molecular
2.3.1. Biologı´a Molecular como Campo del AA
Adema´s de ser un interesante a´rea de aplicacio´n, la Biologı´a Molecular es un campo abierto
para el Aprendizaje Automa´tico [Larran˜aga et al., 2006; Tarca et al., 2007; Inza et al., 2010].
La figura 2.2 muestra una perspectiva de todas las tareas biolo´gicas en las que se aplica el
AA, poniendo de manifiesto que la aplicacio´n de AA a Biologı´a es un a´rea bien establecida,
desde hace tiempo y que continua vigente.
Figura 2.2: Esquema general de las aplicaciones de Aprendizaje Automa´tico en Biologı´a Molecular.
Fuente: [Inza et al., 2010].
Segu´n un estudio reciente [Jensen and Bateman, 2011] los me´todos de Aprendizaje
Automa´tico supervisado ma´s usados en Biologı´a son las redes de neuronas, las ma´quinas de
vector de soporte, los modelos de Markov y los a´rboles de decisio´n, con la aparicio´n creciente
de los bosques de a´rboles aleatorios (del ingle´s, random forests).
Para un repaso bibliogra´fico exhaustivo, se pueden consultar las revisiones de aplicacio´n
a Biologı´a de Aprendizaje Automa´tico (y otros sistemas de inteligencia computacional)
[Larran˜aga et al., 2006; Fogel, 2008]. A continuacio´n se presentan algunos ejemplos de uso
de diferentes te´cnicas del AA para distintos dominios de la Biologı´a Molecular:
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La definicio´n de sitios de iniciacio´n de la traduccio´n en los genes de E.coli [Stormo et al.,
1982] fue uno de los primeros usos de las redes de neuronas en bioinforma´tica.
La localizacio´n de genes en la secuencia de ADN (es decir, regiones que codifican
proteı´nas) es una de las aplicaciones ma´s importantes del AA en este a´rea [Mathe
et al., 2002], usando a´rboles de decisio´n o clasificadores bayesianos, entre otros; incluso
combinando diferentes fuentes de informacio´n [Allen et al., 2004], como tambie´n se hace
durante esta tesis (ver capı´tulo 6).
Para el reconocimiento de regiones promotoras de la transcripcio´n se han utilizado redes
de neuronas, modelos de Markov, computacio´n evolutiva y me´todos del vecino ma´s
cercano [Fogel, 2008].
La deteccio´n de sitios de ensamblaje alternativo se ha realizado con modelos ocultos de
Markov [Cawley and Pachter, 2003].
Para la prediccio´n de genes involucrados en enfermedades gene´ticas se han utilizado
a´rboles de decisio´n [Lo´pez-Bigas and Ouzounis, 2004].
En la prediccio´n de los efectos fenotı´picos de polimorfismos de nucleo´tidos aislados
(del ingle´s, single nucleotide polymorphisms, SNP) no sino´nimos se han comparado los
resultados de ma´quinas de vector de soporte y bosques de a´rboles aleatorios, usando
informacio´n estructural y evolutiva [Bao and Cui, 2005].
A partir de datos de ana´lisis de ADN, se usa el algoritmo C4.5 para extraer reglas que
proporcionen conocimiento comprensible por el humano [Sebban et al., 2002], con el
mismo objetivo que se utilizan las reglas de decisio´n en esta tesis (ver capı´tulo 7).
Para la prediccio´n de la estructura secundaria de proteı´nas se ha empleado el me´todo del
vecino ma´s cercano [Yi and Lander, 1993].
Para la prediccio´n de estructura terciaria de las proteı´nas y clasificacio´n en familias de
proteı´nas se han utilizado redes bayesianas [Raval et al., 2002].
Para el reconocimiento de patrones partiendo de datos de microarrays se encuentran
mu´ltiples te´cnicas de aprendizaje supervisado [Valafar, 2002; Xu et al., 2007a] y de
agrupamiento [Sheng et al., 2005], consiguiendo principalmente subconjuntos de genes
(perfiles de expresio´n ge´nica) implicados en la diagnosis de ca´ncer.
Para predecir si la respuesta reguladora de un gen es alta o baja se utiliza un conjunto de
a´rboles de decisio´n [Middendorf et al., 2004].
PSORT II [Horton and Nakai, 1997] realiza localizacio´n sub-celular usando a´rboles de
decisio´n inicialmente, y k-vecinos ma´s cercanos en una versio´n posterior.
ProtFun [Jensen et al., 2002b] realiza anotacio´n funcional con combinaciones de redes
de neuronas.
Se realiza modelado de redes de regulacio´n ge´nica, por ejemplo, con redes de neuronas
y optimizacio´n por enjambre de partı´culas [Xu et al., 2007b].
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Para la reconstruccio´n de a´rboles filogene´ticos se suelen aplicar otros sistemas
inteligentes, como es la computacio´n evolutiva, por ejemplo los algoritmos gene´ticos
[Matsuda, 1995] o las colonias de hormigas [Catanzaro et al., 2007].
Tambie´n hay que mencionar la presencia de sistemas de inteligencia computacional en
software comercial [Fogel, 2008], especialmente para el descubrimiento de fa´rmacos
[Thomsen, 2007].
Finalmente, cabe destacar la importancia de la anotacio´n funcional (caracterizar funcional-
mente genes y proteı´nas), tanto en geno´mica como en proteo´mica, ya que es el objetivo ma´s
importante de la Biologı´a Molecular. La anotacio´n funcional es el a´rea en la que se centra esta
tesis. Para ma´s detalles sobre anotacio´n funcional, consultar la seccio´n 2.4.1 y el anexo B.
Tras este breve repaso se puede concluir que el AA es una te´cnica de pasada y
continua aplicacio´n para resolver problemas en mu´ltiples dominios de la Biologı´a Molecular,
justificando ası´ la metodologı´a computacional elegida en esta tesis para afrontar varios
problemas biolo´gicos.
Aplicaciones del AAR
Desde sus inicios, el AAR ha sido aplicado ampliamente y con e´xito a dominios biolo´gicos
y quı´micos, siendo trabajos de referencia los de King, Muggleton, Page y Dzeroski, entre
otros, como se detalla a continuacio´n. La primera aplicacio´n fue la resolucio´n del problema
de la mutage´nesis en 1996 [Srinivasan et al., 1996]. Tambie´n fue de los primeros problemas
que se resuelven con AAR, porque el AAP (en concreto, regresio´n lineal mu´ltiple) no puede
solucionarlo. Otro ejemplo inicial son los errores cometidos por C4.5 que se corrigen con
AAR en el dominio de la toxicologı´a, en 1999 [Srinivasan et al., 1999]. En el trabajo de Page y
Craven [Page and Craven, 2003] se puede consultar un ana´lisis estructurado y detallado de los
tipos de problemas que se pueden afrontar con el Aprendizaje Automa´tico Multi-Relacional en
el dominio bioinforma´tico, junto con los datos de distinta naturaleza que se pueden incluir.
Incluso, el reto de la conferencia de Programacio´n Lo´gica Inductiva del an˜o 2005 (ILP-
2005) [Kramer and Pfahringer, 2005] estuvo centrado en un dominio biolo´gico, como es la
clasificacio´n funcional de los genes de la bacteria Saccharomyces cerevisiae. A continuacio´n,
se presentan algunos ejemplos concretos especialmente relacionados con el a´rea que se trata en
este trabajo: la anotacio´n funcional de genes y proteı´nas.
En la tesis doctoral de Clare [Clare, 2003] se aplica el AAR con e´xito a la prediccio´n
de funcio´n de genes individuales de Saccharomyces cerevisiae (yeast), generando diversos
trabajos derivados con los mismos conjuntos de datos [Struyf et al., 2005; Blockeel et al.,
2006b], o aplicando la misma te´cnica a otras especies [Clare et al., 2006]. El trabajo de
Clare se centra en aplicar el me´todo DMP (del ingle´s, Data Mining Prediction), un sistema
de aprendizaje hı´brido, que combina un algoritmo de induccio´n de reglas de asociacio´n
relacionales (PolyFARM), y posteriormente un a´rbol de decisio´n proposicional, C4.5.
Posteriormente se incluye una ampliacio´n para prediccio´n multi-etiqueta aplicada tambie´n
a geno´mica funcional, de forma que el a´rbol predice un vector de clases booleanas, en lugar de
una sola clase. Este enfoque evoluciona para predecir clases en varios niveles de una jerarquı´a
(clasificacio´n multi-clase jera´rquica) [Clare, 2003]. Aquı´ se asigna un coste mayor a errores de
clasificacio´n en niveles superiores de la jerarquı´a frente al coste en niveles inferiores, donde
es ma´s fa´cil equivocarse y, por tanto, se debe penalizar menos. Para ello se modifica tanto la
herramienta que obtiene reglas de asociacio´n (PolyFARM), como la que construye el a´rbol
de decisio´n proposicional (C4.5). Paralelamente se desarrolla otro sistema de clasificacio´n
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jera´rquica y multi-etiqueta basado en el sistema CLUS de clustering de prediccio´n, que se
aplica sobre el mismo conjunto de datos para predecir funciones individuales de yeast [Blockeel
et al., 2006b; Vens et al., 2008].
Las te´cnicas de AAR tambie´n se han aplicado a otros dominios biolo´gicos similares.
Algunos ejemplos recientes son la prediccio´n de interaccio´n proteı´na-proteı´na [Tran et al.,
2005], la extraccio´n de grupos de genes a partir de datos de microarrays [Trajkovski et al.,
2008], o la clasificacio´n de lugares de enlace en hexosas [Nassif et al., 2009].
En a´reas afines, u´ltimamente se aplica el Aprendizaje Relacional o/y la Programacio´n
Lo´gica Inductiva a dominios dentro de la Biologı´a de Sistemas. Valencia ha predicho
la biodegradacio´n de nuevos componentes quı´micos por la accio´n de microorganismos,
utilizando el conocimiento relacional implı´cito de la estructura quı´mica a nivel ato´mico,
transformado a una representacio´n proposicional [Go´mez et al., 2007]. Dzeroski ha aplicado
TILDE al modelado ecolo´gico, para simular y evaluar modificaciones gene´ticas en algunos
cultivos agrı´colas [Ivanovska et al., 2008]. Por su parte, Muggleton se centra en aplicaciones
industriales. Por ejemplo, la mejora de las variedades de plantas de cultivo, a trave´s de la
prediccio´n de la maduracio´n del tomate y su calidad, o la identificacio´n de componentes
metabo´licos clave en un tumor de hı´gado [Muggleton et al., 2010].
Por su parte, hay que destacar el proyecto multidisciplinar Robot Scientist de King [King
et al., 2004a, 2009], de gran relevancia internacional. Auna las ciencias de la computacio´n
y la microbiologı´a para extraer automa´ticamente conocimiento de experimentos in-vivo, a lo
largo de varias iteraciones de procesamiento en laboratorio y en computador. Se trata de la
primera implementacio´n fı´sica de un laboratorio microbiolo´gico controlado automa´ticamente
por hipo´tesis derivadas de te´cnicas de Aprendizaje Automa´tico.
2.3.2. Retos del AA en Bioinforma´tica
Existe una larga lista de retos para el AA asociados al dominio y contexto biolo´gico que
hacen, aunque difı´cil, ma´s interesante el desarrollo del trabajo de esta tesis. Las principales
son:
Manejo de un gran nu´mero de datos, que obligan a automatizar absolutamente todos los
procesos.
Enormes cantidades de informacio´n procedentes de una sola fuente de datos. Se
requieren muchos recursos computacionales, impidiendo incluso la aplicacio´n de ciertos
me´todos esta´ndar.
Ruido intrı´nseco en los datos [Baldi and Brunak, 2001]. Las razones de dicho ruido,
aparte de un error inicial experimental, pueden ser: un proceso erro´neo de carga en
las bases de datos pu´blicas, una interpretacio´n incorrecta de los experimentos, una
revisio´n de diferentes elementos por distintos supervisores, o la unio´n de informacio´n
cargada en las bases de datos por diversas personas. Este ruido repercute en la
inexactitud y falta de completitud de los datos utilizados para el entrenamiento del
Aprendizaje Automa´tico. Tanto en la asignacio´n de clases, que siempre incluye falsos
positivos y falsos negativos, como en los atributos, al utilizar los valores conocidos
hasta el momento, que en un futuro pueden modificarse (por ejemplo, corrigiendo
errores o an˜adiendo anotaciones desconocidas). De forma que en un esquema ideal de
clasificacio´n, las predicciones positivas estarı´an repartidas entre los verdaderos y los
falsos positivos; mientras que en problemas de clasificacio´n en Biologı´a, al estar basados
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con frecuencia en conocimiento incompleto, las predicciones positivas se dividen con
un porcentaje mı´nimo para verdaderos positivos, otro similar para falsos positivos, y
la mayor parte para desconocidos o ‘falsos falsos positivos’ [Yu et al., 2008]. Ası´, hay
que tener presente que dicho ruido y falta de completitud afecta al rendimiento de los
resultados obtenidos en un proceso de AA, al depender en gran medida de la calidad de
los datos de entrenamiento [Jansen and Gerstein, 2004].
Mu´ltiples identificadores biolo´gicos diferentes para un mismo elemento, lo cual exige un
proceso de mapeo continuo [Huang et al., 2007], ası´ como una posible fuente adicional
de ruido.
Interrelacio´n compleja de todos los elementos biolo´gicos. Se conoce que la mayorı´a
de las anotaciones funcionales (utilizadas frecuentemente como datos de entrada de
la prediccio´n) proceden de transferencia por homologı´a [Rost et al., 2003] (ver una
descripcio´n de la homologı´a en la seccio´n B.3.1). Por lo tanto, se deben analizar siempre
cuidadosamente dichas interrelaciones, para no sesgar el proceso de aprendizaje al incluir
instancias muy similares para entrenar y para evaluar a la vez. Por ejemplo, muchos
genes y proteı´nas pueden ser miembros de una misma familia por similitud en secuencia
o estructura, incluso en diferentes especies.
Redundancia en las bases de datos. Los mismos genes y proteı´nas pueden estar
en distintos repositorios, hasta con distintos valores en sus propiedades. Incluso las
secuencias pueden ser diferentes, debido a un proceso de secuenciacio´n distinto o a la
transcripcio´n alternativa. Ası´, determinar el valor ma´s adecuado es un problema an˜adido.
Clasificacio´n multi-clase. En Biologı´a, frecuentemente no se afrontan problemas en los
que una clasificacio´n binaria sea suficiente, sino que se necesita realizar una seleccio´n
entre N posibles valores o funciones [Garcı´a-Pedrajas and de Haro Garcı´a, 2008].
Clasificacio´n multi-etiqueta. Cada gen o proteı´na generalmente esta´ involucrado en ma´s
de una funcio´n, requiriendo que se pueda asignar ma´s de un valor de la clase a cada
ejemplo [Tsoumakas and Katakis, 2007]. La multi-funcionalidad es un reto importante y
poco afrontado hasta hoy en la anotacio´n funcional [Juncker et al., 2009].
Clases des-balanceadas. En Bioinforma´tica la cantidad de ejemplos positivos (con
frecuencia, procedentes de fuentes experimentales) siempre es mucho menor que la de
ejemplos negativos. En el dominio de anotacio´n funcional, que tambie´n es multi-clase,
el nu´mero de instancias para cada una de las N posibles clases es, adema´s, muy diferente
entre sı´. Este des-balanceo de clases en prediccio´n de funcio´n puede venir dado porque
unas funciones son ma´s comunes (transporte y enlace) en la ce´lula que otras (funciones
relacionadas con a´cidos grasos y metabolismo de los fosfolı´pidos); y tambie´n porque las
anotaciones esta´n sesgadas y limitadas a tipos de proteı´nas sobre las que se han hecho
ma´s estudios y ana´lisis [Al-Shahib et al., 2005].
Definicio´n de clases imprecisa, no fiable y a veces a distintos niveles (por ejemplo: en
una jerarquı´a), o incluso con clase desconocida para algunos ejemplos.
Mu´ltiples fuentes de informacio´n a integrar en un solo esquema de representacio´n del
conocimiento. Este reto tambie´n implica decidir si tomar todos los datos disponibles o
un subconjunto que cumpla unos criterios, si tomar los datos pre-procesados u originales,
entre otras cuestiones.
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Valores desconocidos (del ingle´s, missing values). Pueden ser debidos a la pe´rdida de
datos por un problema particular de manejo de datos [Inza et al., 2010]. Pero los valores
desconocidos ma´s relevantes, o ma´s complicados de gestionar, surgen del hecho de la
inexistencia de anotaciones de todos los tipos de informacio´n para todos los genes o
proteı´nas, con una carga sema´ntica asociada de cara´cter biolo´gico, que desaconseja su
gestio´n con los me´todos esta´ndar. La representacio´n del conocimiento debe cubrir este
tipo de casos.
Lista o grupo de elementos biolo´gicos. Con frecuencia se utiliza como unidad el concepto
de lista o grupo de genes/proteı´nas, en lugar de considerar un gen o producto gene´tico
independiente. Con lo que hay que asociar a cada grupo sus propiedades, intrı´nsecas y
agregadas.
Falta de estandarizacio´n de los me´todos de prediccio´n de anotacio´n de funcio´n. Dificultad
en co´mo y con que´ comparar, y que´ medida de evaluacio´n utilizar.
En conclusio´n, existen mu´ltiples habilidades que las te´cnicas de AA deben desarrollar y evaluar
para la resolucio´n de problemas biolo´gicos.
2.4. Anotacio´n Funcional con Informacio´n de Redes
2.4.1. Anotacio´n Funcional
El objeto de estudio de esta tesis es caracterizar la funcio´n de genes y proteı´nas basa´ndose
en informacio´n de redes, a trave´s de la representacio´n Relacional y el Aprendizaje Automa´tico.
Como se ha comentado previamente, la anotacio´n funcional es el problema fundamental
a resolver en Biologı´a Molecular, es decir, definir que´ tarea/s se encarga de desarrollar
cada proteı´na y gen en un organismo, para conocer do´nde actuar en caso de mal-funcio´n o
enfermedad.
En Biologı´a, la funcio´n de un gen o proteı´na no es un te´rmino definido explı´citamente,
sino que la funcio´n es un feno´meno complejo que se asocia al gen o proteı´na mediante muchos
niveles solapados y entrelazados. Forma parte de la anotacio´n funcional de una proteı´na, por
ejemplo: identificar si esta´ involucrada en un proceso biolo´gico, una red de regulacio´n, con
que´ mole´culas interacciona, cua´l es su localizacio´n celular o su funcio´n molecular; o asignarle
su perfil de expresio´n o su fenotipo (tejido o asociacio´n a enfermedad, entre otros). Ası´, se
puede usar la nocio´n generalizada de que “funcio´n es todo lo que le pasa a y a trave´s de una
proteı´na”[Rost et al., 2003]. Por lo tanto, la forma de definir la funcio´n de un gen o proteı´na (es
decir, anotar funcio´n) es asignar distintos te´rminos, en distintos vocabularios, y distintos niveles
de funcio´n (ver debajo apartado ‘Niveles de Anotacio´n’). El anexo B presenta ma´s informacio´n
sobre la anotacio´n funcional en Biologı´a.
Desde el punto de vista del Aprendizaje Automa´tico, la prediccio´n de anotacio´n funcional
se puede relacionar fundamentalmente con las aplicaciones habituales de clasificacio´n o
etiquetado. Aunque con ciertas exigencias y condiciones restrictivas, como algunas de las
expuestas en la seccio´n 2.3.2.
Las funciones celulares son casi siempre el resultado de la accio´n coordinada de varias
proteı´nas, interaccionando en complejos, asociadas en rutas o redes de proteı´nas [Bader et al.,
2008]. Ası´, conocer la red de interaccio´n es una tarea esencial para comprender y explicar
la dina´mica de todos los procesos biolo´gicos; debido al gran nu´mero de interacciones y
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asociaciones funcionales existentes entre proteı´nas, sus condiciones variadas de aparicio´n, y
a las mu´ltiples formas en que una proteı´na puede influir en la funcio´n de otras.
Por lo tanto, en la anotacio´n funcional es muy importante tener presente la influencia de
las interacciones, asociaciones funcionales y los sistemas que forman, desde el enfoque de la
Biologı´a de Sistemas, descrito en la seccio´n 2.4.2 y siguientes.
Niveles de Anotacio´n
La funcio´n de un gen o proteı´na se puede definir a distintos niveles, dependiendo de los
aspectos bioquı´micos, fisiolo´gicos o fenotı´picos considerados [Friedberg, 2006]. Adema´s, la
anotacio´n puede ser individual o para un grupo de elementos.
El mismo compuesto biolo´gico puede tener asignada una funcio´n diferente en cada nivel,
incluso varias en el mismo nivel, porque su funcio´n tiene consecuencias desde el nivel sub-
celular hasta el nivel de organismo completo. Por ejemplo, una proteı´na quinasa, en un aspecto
bioquı´mico (funcio´n molecular, individual), su funcio´n es fosforilar un grupo hidroxilo; en
un aspecto fisiolo´gico (proceso biolo´gico, grupo), la quinasa forma parte de una ruta de
sen˜alizacio´n, donde fosforila y es fosforilada a la vez; y en un aspecto fenotı´pico, una mutacio´n
en la quinasa podrı´a causar una enfermedad.
Adema´s, una misma proteı´na puede tener ma´s de una funcio´n dependiendo de diversos
eventos, como modificaciones puntuales, interacciones con otras proteı´nas, formacio´n de
complejos y participacio´n en una ruta biolo´gica, entre otros.
Tambie´n hay que destacar que la composicio´n de dominios de una proteı´na puede hacer
que realice distintas funciones, dependiendo de la parte de la proteı´na considerada. Las
proteı´nas generalmente esta´n compuestas por uno o ma´s dominios, que son regiones funcional
y estructuralmente independientes, dentro de una misma secuencia.
Por lo tanto, al hablar de funcio´n biolo´gica, hay que especificar el nivel de funcio´n del que
se trata. Ası´, al usar o desarrollar un me´todo de prediccio´n de funcio´n, unos enfoques sera´n ma´s
adecuados que otros, dependiendo del propo´sito especı´fico (el nivel de funcio´n que se busca),
eligiendo un vocabulario adecuado para ello, y teniendo en cuenta las relaciones sema´nticas
entre los datos usados para anotar.
2.4.2. Biologı´a Molecular, Redes y Biologı´a de Sistemas
En su definicio´n original, la Biologı´a de Sistemas es un nuevo campo de la Biologı´a cuyo
objetivo es desarrollar la comprensio´n de los sistemas biolo´gicos a nivel de sistema [Kitano,
2001; Ideker et al., 2001]. Actualmente, la Biologı´a de Sistemas Molecular es una disciplina
integradora que busca explicar las propiedades y comportamiento de los sistemas biolo´gicos
complejos en te´rminos de sus componentes moleculares y sus interacciones [Aebersold, 2005;
Likic et al., 2010].
Tradicionalmente los bio´logos moleculares estudian individualmente los genes y proteı´nas,
sus interacciones y su influencia en las mole´culas relacionadas. Recientemente, los progresos
tecnolo´gicos de experimentacio´n a gran escala han permitido y creado la necesidad de construir
automa´ticamente grandes modelos de redes de interaccio´n a partir de los datos experimentales
[Bader et al., 2008]. De esta forma se hace posible el estudio del comportamiento y las
propiedades del sistema biolo´gico completo, como indica la Biologı´a de Sistemas.
Este reciente intere´s por el estudio de los sistemas completos proviene de la idea subyacente
de que hay propiedades de la red que no se explican por una combinacio´n sencilla de los
componentes. En otras palabras, como “el total es ma´s que la suma de las partes”, se requiere
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el estudio de la red como un todo. Esta nueva visio´n de ana´lisis ‘de arriba hacia abajo’, trata
de complementar todos los resultados obtenidos con la cla´sica visio´n ‘de abajo a arriba’, que
estudia los genes y proteı´nas como entidades aisladas en la Biologı´a Molecular, limitada por la
complejidad de los sistemas vivos [Pazos et al., 2003].
La tarea central de la Biologı´a de Sistemas es (a) reunir informacio´n de forma exhaustiva
sobre los elementos individuales del sistema a distintos niveles e (b) integrar estos datos para
generar modelos de prediccio´n del sistema [Ideker et al., 2001].
La Biologı´a de Sistemas no so´lo incluye el disen˜o, la construccio´n de la red y el ana´lisis de
las propiedades emergentes, sino que tambie´n considera la simulacio´n y control de la dina´mica
de la red a partir del modelo construido [Kitano, 2002].
2.4.3. Asociaciones Funcionales e Interacciones en Biologı´a Molecular
Como definicio´n general, se puede decir que un par de proteı´nas asociadas funcionalmente
significa que esta´n relacionadas por la funcio´n que realizan. La asociacio´n funcional puede
tener diversos grados de fortaleza, desde establecer una conexio´n fı´sica hasta pertenecer a
puntos distantes en una misma ruta de sen˜alizacio´n. Si dicha asociacio´n funcional implica
contacto fı´sico, entonces se denomina interaccio´n 2.
Para caracterizar funcionalmente el proteoma, la informacio´n que aporta el interactoma
(conjunto de interacciones y asociaciones funcionales) es fundamental. El gran nu´mero
de posibles asociaciones entre proteı´nas, la variedad de condiciones ambientales y estados
celulares en los que estas asociaciones pueden reorganizarse, y las mu´ltiples formas en
que una proteı´na puede influir en la funcio´n de otras, requieren el desarrollo de enfoques
experimentales y computacionales para analizar y predecir asociaciones funcionales entre
proteı´nas como parte de su actividad en el interactoma. Una parte considerable de la diversidad
y complejidad biolo´gica esta´ codificada en las interacciones y asociaciones funcionales entre
mole´culas de mayor nivel que los genes, como son las proteı´nas [Rojas et al., 2006]. Por
tanto, el conocimiento de las redes de proteı´nas es crı´tico para poder comprender, explicar y
regular la dina´mica de casi todos los procesos biolo´gicos de los sistemas vivos, tales como:
transduccio´n de sen˜al (como la replicacio´n y traduccio´n de genes), metabolismo (como la
sı´ntesis y uso del ATP), arquitectura celular (como la construccio´n de estructura del cito-
esqueleto) y transferencia de informacio´n.
Establecer la estructura de todas las interacciones y asociaciones funcionales entre las
proteı´nas de una ce´lula viva, incluyendo las variaciones temporales (segu´n el estado celular)
y espaciales (segu´n el compartimento o zona de la ce´lula), es un problema muy complejo y
sujeto a errores experimentales. En la seccio´n B.4 aparece una breve explicacio´n sobre dicha
obtencio´n experimental de las interacciones.
Para construir la red especı´fica de un sistema biolo´gico, se parte de las interacciones y
asociaciones funcionales detectadas experimentalmente o mediante me´todos de prediccio´n
(para una descripcio´n de estos procedimientos, ver las secciones B.4 y B.5).
2En esta tesis se considera que las asociaciones funcionales incluyen a las interacciones, como un caso particular.
No obstante, muchas veces se utilizan ambas denominaciones, para insistir en la existencia de interacciones fı´sicas
dentro de las asociaciones funcionales. Por otro lado, desde el punto de vista de representacio´n computacional, en
esta tesis, todas las asociaciones funcionales, incluidas las interacciones, se denominan ‘relaciones’, donde tambie´n
se incluyen las relaciones entre un gen y las proteı´nas que genera su expresio´n.
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Tipos de Asociacio´n Funcional e Interaccio´n
Existen mu´ltiples tipos de asociaciones funcionales entre genes, proteı´nas y otros productos
gene´ticos. Las asociaciones funcionales pueden ser transitorias o estables, de´biles o fuertes,
entre pares o entre grupos, a nivel fı´sico o a nivel funcional, etc. Es importante recordar que
cuando existe contacto fı´sico se denominan interacciones.
A parte de las interacciones entre proteı´nas, se pueden considerar interacciones entre
regiones especı´ficas de una mole´cula, o incluso entre residuos concretos. Las interacciones
pueden ser por pares, como las interacciones proteı´na-proteı´na; o entre ma´s de dos elementos,
como en los complejos. Ası´, las interacciones proteı´na-proteı´nas se pueden considerar
interacciones fı´sicas directas, y las de complejos, interacciones fı´sicas indirectas. Esto se debe a
que un complejo es un grupo de unas pocas proteı´nas con un alto grado de conexio´n entre ellas,
pero sin estar cada proteı´na del complejo en contacto directo con todas las dema´s del mismo.
No obstante, en las bases de datos se almacenan como pares de todas contra todas las proteı´nas
del complejo, ya que los procesos experimentales de determinacio´n de complejos (ver seccio´n
B.4.1) generalmente no permiten diferenciar las interacciones fı´sicas directas de las indirectas
dentro del complejo.
A partir de los pares de asociaciones funcionales e interacciones proteı´na-proteı´na se
pueden construir redes de proteı´nas. Por lo tanto, las redes incluyen las mismas proteı´nas que
las interacciones o asociaciones funcionales por pares, pudiendo desempen˜ar muchas de ellas
diversas funciones, dependiendo de con quie´n y a que´ nivel se asocien.
Si se tiene un grupo de muchas proteı´nas asociadas funcionalmente a nivel de sistema
se habla de ruta biolo´gica. De manera formal, una ruta biolo´gica o proceso biolo´gico (del
ingle´s, pathway) es una recopilacio´n abstracta de unas decenas de proteı´nas y otros compuestos,
implicados en la realizacio´n de una misma funcio´n a nivel de sistema, generalmente
organizados en cascadas de interacciones [Cary et al., 2005; Ooi et al., 2010]. Existen rutas
o procesos metabo´licos, de regulacio´n y de sen˜alizacio´n, como por ejemplo la degradacio´n de
compuestos, la replicacio´n del ADN, la infeccio´n por el virus de la gripe, o la regulacio´n de la
hormona del tiroides.
Finalmente, desde una perspectiva amplia a nivel funcional, cualquier tipo de anotacio´n
compartida entre proteı´nas puede representar una relacio´n entre las mismas. Como por ejemplo
proteı´nas con una localizacio´n celular compartida, genes con un nivel de expresio´n similar,
proteı´nas de la misma familia o con un tipo de dominio compartido, genes con datos fenotı´picos
comunes (mismo tejido o implicacio´n en una enfermedad), etc. Para una lista ma´s detallada
consultar la seccio´n 5.1 o [Lee et al., 2007].
Bases de Datos de Interacciones y Asociaciones Funcionales
Aunque las bases de datos ma´s desarrolladas y mantenidas son las de los elementos
individuales de la red, como son los genes y las proteı´nas principalmente, tambie´n se deben
almacenar las interacciones y asociaciones funcionales entre dichas mole´culas.
Existen mu´ltiples bases de datos de interacciones y asociaciones funcionales [Klingstrom
and Plewczynski, 2011], con distintas caracterı´sticas, en formato, contenido y localizacio´n.
Los datos que se pueden encontrar en las diversas bases de datos son variados, conteniendo
interacciones experimentales (de pequen˜a y gran escala) o prediccio´n de interacciones
y asociaciones funcionales por mu´ltiples me´todos computacionales. Hay muchos grupos
experimentales con sus datos accesibles a trave´s de una pa´gina web esta´tica, aunque se han
desarrollado interfaces gene´ricas, que permiten el acceso a mu´ltiples repositorios distintos
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desde un mismo punto, a trave´s de servicios web, como los de la tecnologı´a BioMOBY
[Wilkinson and Links, 2002].
Las principales bases de datos de interacciones proteı´na-proteı´na son DIP [Salwinski
et al., 2004], BIND [Alfarano et al., 2005], IntAct [Hermjakob et al., 2004b], MINT [Chatr-
aryamontri et al., 2007] y, especialmente, BioGrid [Stark et al., 2006], que es el repositorio
general de interacciones ma´s amplio, agrupando otras bases de datos ma´s pequen˜as. Dichas
bases de datos, entre otras, forman un consorcio internacional para armonizar las bases de datos
de interacciones y facilitar el intercambio de informacio´n sobre interacciones, denominado
IMEx (del ingle´s, International Molecular Interaction Exchange consortium). Tambie´n existe
un formato esta´ndar para intercambiar datos de interacciones moleculares en XML, llamado
PSI-MI (del ingle´s, Proteomics Standards Initiative - Molecular Interaction) [Hermjakob et al.,
2004a], ası´ como un esta´ndar de mı´nima informacio´n necesaria para divulgar una interaccio´n
molecular experimental, MIMIx (del ingle´s, Minimum Information required for reporting a
Molecular Interaction experiment) [Orchard et al., 2007].
Sobre las asociaciones funcionales, centra´ndose en rutas biolo´gicas, las bases de datos ma´s
representativas son Reactome [Matthews et al., 2009], KEGG [Kanehisa and Goto, 2000] y
MetaCyc [Caspi et al., 2010]. Reactome [Matthews et al., 2009] es una de las principales bases
de datos de rutas, esta´ verificada por expertos y centradas en el humano. Esta´ organizada como
una jerarquı´a. Es la que se utiliza en esta tesis para estudiar rutas biolo´gicas. Al igual que
BioGrid en las interacciones, Pathway Commons [Cerami et al., 2011] trata de agrupar diversas
bases de datos de asociaciones funcionales de rutas biolo´gicas.
Tambie´n cabe destacar que existen bases de datos especializadas so´lo en una especie
concreta, cuando se dispone de datos particulares basados en estudios especı´ficos para esa
especie, quiza´ no conocidos para otras. Dichas bases de datos suelen contener datos ma´s
fiables que los procedentes de un estudio general para distintas especies, por tener en cuenta
peculiaridades de la especie concreta. Un ejemplo de base de datos especializada es EcoCyc
[Keseler et al., 2005] para la procariota E.coli, con un uso relevante en esta tesis.
Por u´ltimo, la creciente importancia de la Biologı´a de Sistemas, y la cantidad de
investigadores dedicados a su estudio, ha dado lugar a la necesidad del intercambio de
informacio´n formal, creando un lenguaje especı´fico para ello denominado SBML (del ingle´s,
Systems Biology Markup Language) [Hucka et al., 2004], ası´ como una notacio´n gra´fica comu´n,
SBGN (del ingle´s, Systems Biology Graphical Notation) [Novere et al., 2009].
2.4.4. Redes en Sistemas Complejos y en Biologı´a
La informacio´n biolo´gica tiene varias caracterı´sticas importantes [Ideker et al., 2001]:
Interviene en mu´ltiples niveles jera´rquicos de organizacio´n.
Se organiza en redes complejas.
Son redes de informacio´n robustas, de forma que muchas perturbaciones pequen˜as
apenas afectan a la red.
Existen nodos clave, cuya modificacio´n podrı´a ocasionar graves efectos en la red,
trata´ndose de dianas importantes para la comprensio´n y manipulacio´n del sistema.
La mayorı´a de estas propiedades de los datos biolo´gicos coinciden con las de las
denominadas redes libres de escala [Barabasi and Bonabeau, 2003]. Las redes libres de escala
son redes complejas caracterizadas por la distribucio´n de la cantidad de conexiones entre los
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nodos, que sigue la ley de potencias: la probabilidad de que un nodo se conecte a otros k nodos
es proporcional a 1/kn. Esta distribucio´n define una funcio´n continua decreciente en el nu´mero
de enlaces, describiendo una red con unos pocos nodos muy conectados (nodos clave o hubs), y
la mayorı´a de nodos con pocos enlaces. Esta distribucio´n es muy diferente a la de Poisson (con
forma de campana, con una cantidad de enlaces entre nodos distribuidos homoge´neamente)
que siguen las redes aleatorias, las cuales han sido el modelo de referencia de todas las redes
complejas, como las biolo´gicas, durante mucho tiempo.
Las propiedades ma´s importantes que caracterizan las redes libres de escala son:
Existencia de algunos nodos ‘populares’, con cientos o miles de conexiones a otros,
mientras que el resto so´lo unas pocas, pareciendo que la red no tiene escala.
Son robustas frente a fallos puntuales o accidentales.
Son vulnerables a ataques especı´ficos, por ejemplo, sobre un nodo clave.
Muchos sistemas actuales cumplen el modelo de las redes libres de escala: Internet, las
colaboraciones cientı´ficas, las relaciones de amistad, la red comercial (en una tecnologı´a
especı´fica, unas pocas empresas punteras tienen muchas ma´s conexiones que el resto), etc. y,
por supuesto, las redes biolo´gicas a distintos niveles (como las redes de regulacio´n de proteı´nas
o el metabolismo celular).
No obstante, aunque todas estas redes comparten las propiedades mencionadas, las
interacciones y asociaciones funcionales biolo´gicas generalmente no pueden ser modeladas
por completo simplemente con los principios de las redes libres de escala, por su mayor
complejidad en diversos sentidos. Entre otros, las interacciones biolo´gicas no son estables, ni
en tiempo ni espacialmente; aunque las redes biolo´gicas que representan dichos feno´menos de
interaccio´n sı´ son estables, pudiendo incluir todas las interacciones y asociaciones funcionales
conocidas, aunque no sucedan simulta´neamente. Tambie´n, las redes biolo´gicas son multi-
funcio´n, y son muy variadas entre sı´, por ejemplo, necesitando un ana´lisis de propiedades
particular para cada red. Las redes biolo´gicas que se pueden conseguir matema´tica y
computacionalmente hasta ahora son simplificaciones o limitaciones de la realidad biolo´gica,
que generalmente no alcanzan a representar toda su complejidad [Noble, 2006; Likic et al.,
2010].
2.4.5. Aproximaciones al Estudio de las Redes Biolo´gicas
Las aproximaciones computacionales para el estudio de las redes biolo´gicas son diversas,
siempre con el objetivo de analizar la informacio´n que contienen y de generar hipo´tesis [Junker
and Schreiber, 2008]. Se basan principalmente en la teorı´a de grafos [Biggs et al., 1986;
Newman, 2010], que se puede aplicar al estudio de las mole´culas biolo´gicas, por encontrarse
estructuradas en una red [Huber et al., 2007].
Desde el punto de vista de la Inteligencia Artificial, en concreto del ana´lisis de datos (del
ingle´s, data mining), el uso de la teorı´a de grafos para extraer el conocimiento contenido en
una red, se denomina minerı´a de grafos (del ingle´s, graph mining) [Chakrabarti and Faloutsos,
2006]. Este a´rea se aplica tanto en Biologı´a como en redes sociales o en Internet, lo cual
se conoce como minerı´a de la web (del ingle´s, web mining). En esta seccio´n se presenta
brevemente el uso de la teorı´a de grafos, pero centrado principalmente en su aplicacio´n a redes
biolo´gicas.
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La representacio´n de las redes complejas como grafos ha permitido su ana´lisis sistema´tico
usando los conceptos teo´ricos de grafos, para sugerir nuevas hipo´tesis sobre la topologı´a y la
funcio´n de las redes biolo´gicas [Aittokallio and Schwikowski, 2006].
Una vez que se construye la red, los enfoques de ana´lisis fundamentales son la
caracterizacio´n de la topologı´a y la localizacio´n de mo´dulos funcionales. Adicionalmente, se
pueden realizar comparaciones de redes biolo´gicas entre diferentes especies.
Construccio´n de Redes Biolo´gicas
El disen˜o de las redes biolo´gicas es un paso previo al estudio de las mismas con la teorı´a
de grafos. La informacio´n de entrada son las interacciones y asociaciones funcionales entre
genes o proteı´nas determinadas experimentalmente, por ejemplo, capturadas en experimentos
de expresio´n ge´nica o secuenciacio´n a gran escala, en auge en los u´ltimos an˜os [Arman˜anzas
et al., 2012]. La construccio´n de redes se lleva a cabo con distintos me´todos [Cho et al., 2007]
(sistema´ticos o a medida, de Aprendizaje Automa´tico o no), entre los que destacan el uso de
las redes bayesianas [Markowetz and Spang, 2007]. Las redes disen˜adas pueden ser dirigidas
o no dirigidas, sin o con pesos asociados a los arcos. Por ejemplo, una red de regulacio´n de la
transcripcio´n se puede modelar como un grafo dirigido con pesos, donde el peso de los arcos
representa el grado del efecto regulador de un factor de transcripcio´n (nodo origen) a sus genes
regulados (nodos destino) [Aittokallio and Schwikowski, 2006].
Cabe destacar que los datos experimentales disponibles suelen ser insuficientes para
la construccio´n de la red completa, adema´s de poder ser datos ruidosos [Aittokallio and
Schwikowski, 2006]. Estos hechos provocan dificultades en el estudio de las redes biolo´gicas
por ser incompletas, debido a dicha falta de conocimiento, especialmente en las redes de
interacciones proteı´na-proteı´na. Por lo tanto, para afrontar estos retos, son necesarios enfoques
que refinen o completen las redes que han sido previamente definidas, limitando el disen˜o a
redes ma´s pequen˜as o integrando informacio´n adicional, respectivamente. Este u´ltimo enfoque
de extensio´n de redes es el adoptado en las propuestas de esta tesis, siguiendo la lı´nea de
diversos me´todos computacionales, que integran mu´ltiples y heteroge´neas fuentes de datos
para la prediccio´n de redes [Marc, 2005].
Caracterizacio´n de la Topologı´a
Una vez que se tiene una red definida, el nivel de ana´lisis ma´s general consiste en
caracterizar la estructura global de la red, utilizando sus propiedades topolo´gicas cuantitativas
[Assenov et al., 2008]. Algunos de los para´metros topolo´gicos calculados con ma´s frecuencia
para describir una red son el grado de conectividad de los nodos de la red, el coeficiente de
agrupamiento, el dia´metro, la densidad y la heterogeneidad de la red. Con estas propiedades
globales se puede determinar si la red sigue una topologı´a libre de escala, de alta frecuencia en
las redes biolo´gicas.
De este estudio global cuantitativo so´lo se obtiene un conocimiento limitado de la red, que
generalmente se complementa con un ana´lisis local de conectividad entre pares de nodos. Del
ana´lisis local, aplicando algoritmos convencionales de la teorı´a de grafos, se pueden extraer
propiedades locales, como son la cantidad y complejidad de los sub-grafos contenidos en la
red, la longitud del camino ma´s corto entre pares de nodos conectados indirectamente o la
presencia de nodos centrales o esenciales en la red. Estas propiedades aportan conocimiento
relevante, dado que la centralidad de un nodo puede identificar posibles dianas de fa´rmacos, o
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la redundancia de caminos entre nodos puede explicar la robustez de ciertos procesos celulares
[Albert, 2005].
Localizacio´n de Mo´dulos Funcionales
Para tratar la complejidad de las redes grandes, se lleva a cabo una descomposicio´n en
grupos de mole´culas asociadas funcionalmente. Cada mo´dulo se puede comparar con otros
datos del genoma a gran escala para generar hipo´tesis funcionales sobre la sub-red localizada.
Existen varios tipos de mo´dulos funcionales, dependiendo de co´mo se describen. Los
principales son dos: los patrones (del ingle´s, motif ), conocidos en minerı´a de grafos como
sub-grafos frecuentes, y las agrupaciones (del ingle´s, cluster) [Aittokallio and Schwikowski,
2006].
Los patrones son sub-grafos que aparecen con una frecuencia significativamente mayor que
la esperada por azar. Para detectarlos, se deben aplicar te´cnicas para calcular los sub-grafos
presentes en una red, agruparlos en clases de sub-grafos isomorfos y determinar las clases ma´s
frecuentes de lo esperado en modelos computacionales aleatorios.
Una alternativa para la identificacio´n de mo´dulos funcionales es el descubrimiento de a´reas
densamente conectadas (agrupaciones), potencialmente involucradas en funciones celulares o
complejos de proteı´nas comunes. El agrupamiento de grafos se basa en la asuncio´n de que un
grupo de nodos asociados funcionalmente es ma´s probable que tengan una alta conectividad
entre ellos y este´n ma´s separados del resto de la red. Adema´s, los mo´dulos no suelen ser
componentes de la red disjuntos, sino que comparten nodos, enlaces e incluso funciones,
siguiendo preferentemente una organizacio´n jera´rquica, lo que se debe tener presente en el
disen˜o de algoritmos de agrupacio´n de redes [Barabasi and Oltvai, 2004]. Existen algoritmos
que utilizan diferentes estrategias de bu´squeda local, con distintas heurı´sticas basadas en
propiedades de la red, otros basados en distancias, y otros supervisados [Aittokallio and
Schwikowski, 2006].
2.5. Discusio´n y Problemas Biolo´gicos Afrontados
A pesar de que se lleva trabajando desde hace bastantes an˜os en Bioinforma´tica, au´n hay
muchos problemas por resolver computacionalmente en Biologı´a Molecular, en particular en
anotacio´n funcional. Aunque se disponga de la secuencia de una proteı´na o gen, mientras no se
conozca cua´l es su funcio´n o en que´ procesos biolo´gicos esta´ implicado, la caracterizacio´n
biolo´gica no esta´ resuelta. Una parte de los genomas secuenciados esta´ anotada, acorde a
me´todos ad-hoc y te´cnicas de aplicacio´n parcial, pero otra gran parte au´n no lo esta´. De
todos los genes conocidos, al menos el 50 % presentan una anotacio´n funcional ambigua
(desconocida, probable o tentativa) [Hawkins and Kihara, 2007]. Por tanto, la anotacio´n
funcional completa de genes y proteı´nas continu´a siendo uno de los retos bioinforma´ticos ma´s
importante, y es en este a´rea biolo´gica en la que se centra esta tesis.
Adema´s, segu´n se presenta en la seccio´n 2.4, en la u´ltima de´cada, con la aparicio´n de la
Biologı´a de Sistemas, la anotacio´n funcional ya no so´lo se considera de forma individualizada
para cada gen o proteı´na del organismo. Sino que se debe tener presente una visio´n global del
sistema biolo´gico, con todas las asociaciones existentes entre los genes y proteı´nas conectados
a distintos niveles en mu´ltiples redes.
En esta tesis se relaciona la anotacio´n funcional con la Biologı´a de Sistemas desde dos
puntos de vista complementarios. Primero, considerando las interacciones y asociaciones
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funcionales de un gen o proteı´na (en pares o en grupos) como un tipo de anotacio´n en sı´ misma.
Segundo, usando dichas relaciones (parte de la red o completa) como fuente de informacio´n con
la que anotar compuestos biolo´gicos en otro vocabulario (como por ejemplo con las funciones
de la red), incluso para anotar con un tipo de asociacio´n diferente, a distinto nivel.
Para estudiar algunos aspectos de la anotacio´n funcional encuadrada en la Biologı´a de
Sistemas, se escogen dos dominios especı´ficos y de relevancia biolo´gica:
1. El primer problema consiste en predecir asociaciones funcionales entre pares de
proteı´nas de E.coli, en un sentido amplio, sin necesidad de que exista interaccio´n fı´sica.
Se puede considerar una forma de anotacio´n, donde en lugar de asignar a una proteı´na
un conjunto de te´rminos en un vocabulario concreto, se le asignan las proteı´nas con las
que se asocia funcionalmente. Igualmente se puede ver como una extensio´n de una red
punto a punto.
2. A su vez, las interacciones por pares se pueden emplear como entrada para predecir
anotacio´n funcional en otro vocabulario, en combinacio´n con otras propiedades
simples, como sucede en el segundo problema seleccionado. En este caso, se anota
funcionalmente una proteı´na humana con las rutas biolo´gicas en las que participa, es
decir, se quiere predecir la pertenencia de una proteı´na a una ruta (pertenencia a un
grupo con una anotacio´n comu´n). Tambie´n se puede considerar como prediccio´n de la
asociacio´n funcional de una proteı´na con un grupo, o extensio´n de una red en grupo.
Adema´s, hay que destacar el intere´s por extender la red en distintas zonas, es decir, con
proteı´nas diversas en su funcio´n molecular, acorde a la heterogeneidad molecular de las
rutas originales.
En conclusio´n, se trata de dos problemas diferentes, pero con un objetivo comu´n encuadrado
en la Biologı´a de Sistemas: extender redes, o lo que es lo mismo, anotar proteı´nas con
interacciones o asociaciones funcionales.
Por otro lado, el Aprendizaje Automa´tico (descrito en la seccio´n 2.1) se presenta como una
opcio´n para automatizar y unificar los mecanismos de anotacio´n de genomas y proteomas.
En concreto, el Aprendizaje Relacional (seccio´n 2.2) y, en especial, la Representacio´n
Relacional en la que se basa, podrı´a ser una alternativa interesante para intentar generalizar
la representacio´n de los datos de origen biolo´gico y todas sus relaciones, aprovechando toda
la sema´ntica del contexto biolo´gico, intrı´nsecamente estructurado y con todos sus elementos
exhaustivamente relacionados, tal y como se consideran en la Biologı´a de Sistemas.
Para afrontar los dos problemas elegidos se propone definir una representacio´n relacional
para anotacio´n de funcio´n, y posteriormente realizar las transformaciones necesarias en
la representacio´n del conocimiento, para resolver cada problema con las aproximaciones
de Aprendizaje Automa´tico ma´s adecuadas. Se elige entre los enfoques y algoritmos
proposicionales o relacionales presentados en las secciones 2.1 y 2.2, prefiriendo aquellos
que cumplan las condiciones biolo´gicas exigidas, como gestionar adecuadamente los valores
desconocidos (como AODE), y afrontar con e´xito una clasificacio´n multi-clase y multi-etiqueta
(como la combinacio´n WARMR y CLUS). En ocasiones se menciona que los a´rboles de
decisio´n no son la mejor te´cnica para predecir funcio´n [Al-Shahib et al., 2005], porque separan
el espacio de bu´squeda en recta´ngulos, y la naturaleza de los datos biolo´gicos tiende a ser ma´s
compleja, similar a los hiper-planos de las ma´quinas de vector de soporte, que tienen en cuenta
varios atributos a la vez. No obstante, los a´rboles de decisio´n permiten una mayor comprensio´n
del modelo de conocimiento extraı´do. Adema´s, se puede modificar la forma del espacio de
bu´squeda de los a´rboles, mediante un cambio en la representacio´n de los datos, como se hace
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en esta tesis al partir de una representacio´n relacional, que se convierte en una proposicional,
la cual incluye en cada atributo de entrada al a´rbol una combinacio´n de los atributos originales.
El Aprendizaje Automa´tico se plantea como una propuesta para integrar con relativa
facilidad distintas fuentes de informacio´n biolo´gica y, a trave´s de la generalizacio´n, llegar a
dos enfoques unificados de prediccio´n de asociacio´n funcional, en un caso puntual y en otro
grupal.
Se trata de dos problemas de anotacio´n que comparten la presencia de las relaciones
biolo´gicas como una parte fundamental de ambos, tanto en la informacio´n de entrada como
en el objetivo de prediccio´n de anotacio´n; enfocados en el uso exclusivo de las secuencias y
de pares de asociaciones funcionales o interacciones, sin propiedades complejas procedentes
de la teorı´a de grafos. Pero estos dos problemas presentan diferencias interesantes por las que
tambie´n se han seleccionado. En particular, divergen en los datos (origen y caracterı´sticas),
en las evidencias funcionales de origen biolo´gico, y en el enfoque de aprendizaje requerido.
Respecto a los datos, ambos problemas se diferencian principalmente en la especie de
aplicacio´n (procariota frente a eucariota), en el nivel de abstraccio´n de la informacio´n de
entrada (preprocesados frente a datos simples de la secuencia) y en la cantidad de relaciones
diferentes definidas por proteı´na (quince frente a cientos de ellas). La base biolo´gica del primer
problema es la informacio´n evolutiva, mientras que en el segundo se trata de predecir funcio´n
en ausencia de evidencias evolutivas (sin homologı´a), basa´ndose en propiedades simples de
la secuencia. Sobre el aprendizaje, las diferencias fundamentales son la clasificacio´n binaria
asignando una clase a cada ejemplo, frente a la clasificacio´n multi-clase y multi-etiqueta, ya
comentadas.
Para concluir, y acorde a la lista de retos descrita en la seccio´n 2.3.2, se puede ver que esta
tesis pretende afrontar dos problemas de anotacio´n complejos, con muchos aspectos biolo´gicos
a tener siempre presentes en la toma de cada decisio´n de ana´lisis, disen˜o y resolucio´n. La
finalidad es llegar a una aportacio´n va´lida y u´til en el a´mbito biolo´gico, y no so´lo una simple
aplicacio´n de un me´todo computacional a datos reales, sin simplificar completa ni parcialmente
su contexto, ni ignorar su sema´ntica asociada.
Capı´tulo 3
Objetivos y Alcance
Teniendo en cuenta el estado de la cuestio´n descrito en el capı´tulo 2, y en particular las
conclusiones presentadas en la seccio´n 2.5, la motivacio´n general de esta tesis es contribuir al
ana´lisis y extraccio´n de conocimiento automa´tico de la gran cantidad de datos que se generan
a diario en Biologı´a Molecular, cuyo ritmo de crecimiento supera los procedimientos cla´sicos,
manuales y experimentales, limitados en tiempo y coste. En particular, se quiere conocer co´mo
afecta el contexto relacional y su uso a la anotacio´n funcional del genoma y el proteoma.
Ya que existen muchas relaciones entre compuestos, en vez de estudiar estos elementos
individualmente, en Biologı´a Molecular actualmente se enfocan los problemas desde las redes
de interaccio´n. Como ya se ha mencionado, desde un punto de vista biolo´gico, se denomina
Biologı´a de Sistemas, y desde el computacional, se puede encuadrar en la Representacio´n y el
Aprendizaje Automa´tico Relacional.
Ası´, la propuesta de tesis es estudiar el a´rea de prediccio´n de anotacio´n funcional
centrado en la Biologı´a de Sistemas, a trave´s de la representacio´n relacional y el Aprendizaje
Automa´tico.
Alcance
Afrontar dos casos especı´ficos dentro del a´rea de anotacio´n funcional, que son anotar
proteı´nas con asociaciones funcionales por pares y, utilizar propiedades simples para
anotar proteı´nas con potenciales funciones similares en cadenas de reacciones biolo´gicas.
Analizar los resultados en te´rminos de la potencial aplicacio´n del Aprendizaje
Automa´tico a datos de Biologı´a Molecular en el contexto de problemas de anotacio´n
y etiquetado.
Entender el a´rea de anotacio´n funcional centrado en la Biologı´a de Sistemas, sin
pretender cubrir todos los aspectos, ni solucionar todos los problemas del a´rea;
limita´ndose a anotar proteı´nas con asociaciones funcionales, basa´ndose en interacciones
y asociaciones (por pares o en redes).
Interpretar los resultados en te´rminos biolo´gicos, discutiendo las diferencias entre
soluciones o´ptimas en te´rminos biolo´gicos y computacionales.
Discutir la importancia de las consideraciones biolo´gicas y detalles especı´ficos del a´rea
de aplicacio´n, guiando las decisiones principalmente por las restricciones o intereses
biolo´gicos, ma´s que por los computacionales.
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Objetivos
1. Disen˜ar un modelo de representacio´n del conocimiento de un a´rea especı´fica de Biologı´a
Molecular con un enfoque relacional, que incluya genes y productos gene´ticos, con sus
propiedades y relaciones, va´lido para la prediccio´n de anotacio´n funcional en la Biologı´a
de Sistemas.
2. Recopilar, integrar y procesar diferentes fuentes de informacio´n de relevancia biolo´gica
para la anotacio´n funcional, construyendo ası´ un conjunto de datos propio, prestando
especial atencio´n a la seleccio´n de datos actualizados y verificados por expertos.
3. Afrontar dos problemas reales y diferentes de prediccio´n de anotacio´n funcional en
Biologı´a de Sistemas, teniendo en cuenta todas las restricciones y la complejidad
del entorno biolo´gico correspondiente. En concreto, se propone predecir asociaciones
funcionales entre pares de proteı´nas en E.coli, y extender rutas biolo´gicas en Humanos
con proteı´nas predichas por su implicacio´n en las mismas.
4. Proponer, comparar y analizar distintas representaciones del conocimiento de datos
de geno´mica y proteo´mica, evaluando su implicacio´n en el proceso de Aprendizaje
Automa´tico para anotacio´n funcional.
5. Analizar la relevancia del enfoque de la Biologı´a de Sistemas en el Aprendizaje
Relacional, es decir, de la importancia de las relaciones entre elementos biolo´gicos, para
predecir anotacio´n funcional con aprendizaje automa´tico.
6. Explorar, comprender y concluir los posibles enfoques a seguir en la aplicacio´n de
Aprendizaje Automa´tico a la resolucio´n de otros problemas de anotacio´n funcional en
Biologı´a Molecular.
7. Usar combinaciones de componentes esta´ndar de Inteligencia Artificial y Bioinforma´tica
(herramientas, algoritmos de aprendizaje, me´todos de prediccio´n, etc.).
Capı´tulo 4
Metodologı´a de Evaluacio´n
Este capı´tulo presenta y justifica el sistema elegido para la evaluacio´n de la consecucio´n de
los objetivos de esta tesis doctoral.
Los objetivos se diferencian en dos grupos. Uno primero donde so´lo se puede verificar
la existencia de un modelo de representacio´n de datos relacional para Biologı´a Molecular, un
conjunto de datos que cumplan con las consideraciones establecidas, y el uso de componentes
esta´ndar; abarcando los objetivos 1, 2 y 7, respectivamente. Y un segundo grupo o caso de
evaluacio´n, que requiere de un ana´lisis experimental, comprendiendo los restantes objetivos,
del 3 al 6.
En las siguientes secciones se exponen, primero, los criterios generales para evaluar la
parte experimental de la tesis, y segundo, las medidas especı´ficas utilizadas. Las medidas de
evaluacio´n se dividen en aquellas centradas en valorar el rendimiento de la clasificacio´n y
las que permiten interpretar y analizar los resultados. Se describen en ma´s detalle las ma´s
relevantes durante la tesis (curva PR y ROC) o menos frecuentes (curva de coste, media-macro
y media-micro y similitud sema´ntica).
4.1. Enfoque de Evaluacio´n Experimental
Es muy importante tener en cuenta que para la parte experimental se utiliza una evaluacio´n
distinta a las medidas cla´sicas de Aprendizaje Automa´tico, ya que en este caso:
No so´lo es relevante comparar las nuevas propuestas con diferentes configuraciones y
diferentes algoritmos de Aprendizaje Automa´tico, sino con otros me´todos no basados en
inteligencia computacional, pero de referencia en el campo de la anotacio´n funcional en
bioinforma´tica.
No so´lo se evalu´a sobre ejemplos conocidos de un conjunto de test, sino sobre otros
nuevos de los que se desconoce su anotacio´n.
No so´lo se valora el rendimiento, sino tambie´n la interpretacio´n y ana´lisis de los
resultados, y en gran medida. Por una parte, porque es necesario comprender lo que
implica y significa biolo´gicamente un conjunto de predicciones. Por otra parte, porque
en esta tesis se quiere entender co´mo y de que´ aprenden realmente los sistemas de
clasificacio´n propuestos.
Adema´s se evalu´an los sistemas definidos segu´n la relevancia biolo´gica de su aplicacio´n
a datos reales, estudiando casos concretos, para valorar la calidad y utilidad de dichos
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modelos de clasificacio´n.
Los resultados experimentales de esta tesis se evalu´an fundamentalmente mediante la
comparacio´n de los sistemas propuestos con otros, para evaluar la bondad de los resultados
en diferentes aspectos:
Comparacio´n con la aleatoriedad o valor por defecto: comprobar si se supera el mı´nimo
admisible determinado por una prediccio´n aleatoria o mayoritaria. En situaciones muy
restringidas en Biologı´a, basta con lograr ser ligeramente mejor que la aleatoriedad,
aunque las medidas esta´ndar este´n lejos de su lı´mite superior.
Comparacio´n con otras configuraciones del mismo algoritmo.
Comparacio´n con otros algoritmos de Aprendizaje Automa´tico: sobre un mismo
conjunto de proteı´nas o genes.
Comparacio´n con otras representaciones del conocimiento (relacional, proposicional,
variantes y combinaciones).
Comparacio´n con otros me´todos bioinforma´ticos: realizar una evaluacio´n externa con
algu´n me´todo de prediccio´n que resuelva la misma tarea de anotacio´n funcional (sin
necesidad del uso de Inteligencia Artificial), si existe y esta´ disponible un me´todo
comparable.
Siempre que sea posible, las comparaciones se realizan sobre las mismas proteı´nas o genes,
e incluso sobre los mismos conjuntos de entrenamiento y test.
Para todas las comparaciones, se usan medidas combinadas de evaluacio´n de rendimiento
y de interpretacio´n de resultados. Se elige entre los dos grupos de medidas de evaluacio´n que
se presentan en la siguiente seccio´n.
4.2. Medidas de Evaluacio´n
Las medidas utilizadas para evaluar los resultados de esta tesis se pueden descomponer en
dos grupos, segu´n su finalidad:
1. Evaluacio´n del rendimiento en la clasificacio´n. Se refiere a las medidas cla´sicas de
Aprendizaje Automa´tico.
2. Interpretacio´n y ana´lisis de las predicciones, principalmente en un contexto biolo´gico. Se
trata de medidas adicionales, que varı´an segu´n el aspecto concreto que se quiere analizar.
Dependiendo del resultado a evaluar, se elige un subconjunto de medidas, que combina
las de ambos grupos. Por ejemplo, en el capı´tulo 8, que presenta otros enfoques de AA para
resolver problemas de anotacio´n funcional, se elige un subconjunto de medidas compuesto por:
1.- dos medidas de rendimiento (AUPRC y AUROC) y 2.- cuatro medidas de interpretacio´n
y ana´lisis de las predicciones (nu´mero de rutas biolo´gicas extendidas o de clases predichas,
nu´mero de proteı´nas an˜adidas o de nuevos ejemplos predichos, similitud funcional sema´ntica
y solapamiento entre las proteı´nas an˜adidas a cada clase).
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4.2.1. Evaluacio´n del Rendimiento en la Clasificacio´n
Se trata de medidas cuantitativas esta´ndar de evaluacio´n del rendimiento en tareas de
Aprendizaje Automa´tico. Pueden ser medidas uni-dimensionales o bi-dimensionales.
Dado que el enfoque adoptado en esta tesis para realizar anotacio´n funcional es
fundamentalmente la clasificacio´n, se deben considerar las medidas de evaluacio´n utilizadas
tradicionalmente en dicho paradigma. Existen mu´ltiples medidas, tanto nume´ricas (uni-
dimensionales) como gra´ficas (bi-dimensionales), para validar un proceso de clasificacio´n
[Baldi et al., 2000].
Tradicionalmente, las medidas nume´ricas o uni-dimensionales de rendimiento ma´s
frecuentemente usadas son la tasa de aciertos global, la sensibilidad (tasa de aciertos en
positivos) (en ingle´s, tambie´n denominada recall), la especificidad (tasa de aciertos en
negativos), la precisio´n (tasa de aciertos en positivos, sobre el total de predichos como
positivos), o verdaderos y falsos positivos y negativos (TP, FP, TN y FN) [Baldi et al., 2000].
Tambie´n existen medidas unificadas como el coeficiente de correlacio´n de Matthews (del
ingle´s, Matthews Correlation Coefficient, MCC) [Matthews, 1975], que combina los TP, FP,
TN y FN en una sola medida o valor; o la medida F (del ingle´s, F-measure o F-score) que
unifica la precisio´n y la sensibilidad, con diferentes aproximaciones [van Rijsbergen, 1979].
En esta tesis, aunque ocasionalmente se pueden utilizar las anteriores, para medir el
rendimiento en clasificacio´n se prefiere usar curvas, para no depender de un umbral de
confianza en la prediccio´n fijo, frente a las medidas uni-dimensionales que lo suelen necesitar.
Entre todas ellas, en esta tesis se seleccionan como ma´s adecuadas las curvas PR (del ingle´s,
Precision-Recall Curves), las curvas ROC (del ingle´s, Receiver Operating Characteristic) y
las curvas de coste (del ingle´s, Cost Curves). Mayoritariamente se usan curvas PR y ROC
(y sus uni-dimensionales correspondientes, AUPRC y AUROC), que es lo ma´s utilizado y
comprensible en te´rminos bioinforma´ticos.
Curvas PR y ROC
Las curvas PR [Davis and Goadrich, 2006] representan el ratio de acierto en los positivos
predichos o precisio´n (eje y) frente al ratio de acierto en los positivos reales o sensibilidad (eje
x). Se puede ver un ejemplo en la figura 7.7(a) del capı´tulo 7.
Las curvas PR son ma´s adecuadas que las curvas ROC [Davis and Goadrich, 2006] cuando
se trabaja con conjuntos de datos muy sesgados, es decir, con mucha diferencia en el nu´mero
de ejemplos de cada clase. Este es el caso de la anotacio´n funcional multi-clase, donde una
clase so´lo se asigna a unos pocos ejemplos, los cuales se suelen considerar ejemplos negativos
para el resto de clases (o la gran mayorı´a de ellas). De forma que en el conjunto total hay
muchos ma´s ejemplos negativos que positivos, para cada una de las clases en particular. Las
curvas PR se centran principalmente en analizar los aciertos de la clase positiva, sin prestar
apenas atencio´n a los aciertos de la clase negativa, a los que las curvas ROC les da una mayor
importancia [Davis and Goadrich, 2006]. Sin embargo, en el dominio de anotacio´n funcional
en Biologı´a Molecular interesa principalmente ser certero en las predicciones positivas para un
gen o proteı´na, es decir, las funciones que tiene asociadas, importando menos la precisio´n en
las funciones no relacionadas.
Las curvas ROC [Fawcett, 2003] representan el ratio de verdaderos positivos o sensibilidad
(eje y) frente al ratio de falsos positivos o 1-especificidad (eje x). Se puede ver un ejemplo en
la figura 7.7(b).
A lo largo de la tesis, tambie´n se presentan las curvas ROC equivalentes a las PR elegidas,
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porque son ma´s usadas en dominios biome´dicos, y preferidas por los expertos bio´logos.
Tanto las curvas PR como las curvas ROC se pueden transformar en una medida uni-
dimensional calculando el a´rea bajo su curva (denominados AUPRC o AUROC), factores que
se emplean en esta tesis muy frecuentemente.
Curvas de Coste
Las curvas de coste [Drummond and Holte, 2006] son una te´cnica gra´fica que permite
visualizar el rendimiento (ratio de error o coste esperado) obtenido por distintos clasificadores
aplicados a problemas binarios, para el rango completo de posibles distribuciones de clase y
de costes de error esperados en la clasificacio´n. Se puede ver un ejemplo en la figura 6.3 en el
capı´tulo 6.
En una interpretacio´n simple, una curva de coste es un gra´fico bi-dimensional, que
representa la probabilidad de coste (eje x), equivalente [Drummond and Holte, 2006] al
porcentaje de instancias de la clase positiva que hay en el conjunto de datos sobre el que se
va a aplicar el clasificador, frente al coste esperado normalizado (eje y), que es equivalente
al ratio de error cometido, tanto en te´rminos de falsos positivos como de falsos negativos. La
interpretacio´n previa asume que el coste de error en la clasificacio´n de ejemplos positivos (FN)
es el mismo que el coste de error en la clasificacio´n de ejemplos negativos (FP). Pero cuando
el coste de error en la clasificacio´n es diferente entre los positivos y negativos, la interpretacio´n
varı´a. En ese caso, el eje x de la curva de coste no so´lo representa la fraccio´n de instancias
positivas, sino el producto del coste de error y de la probabilidad de que una instancia sea de la
clase positiva. Mientras que el eje y indica la fraccio´n de la diferencia entre los costes ma´ximo
y el mı´nimo posibles en los que se incurre al usar el clasificador [Drummond and Holte, 2006].
Por lo tanto, el eje y muestra el coste esperado normalizado correspondiente al escenario de
probabilidad de coste y distribucio´n de clases indicado por el valor del eje x.
En el lado izquierdo del eje y se mide el ratio de falsos positivos (FP) en orden creciente,
y en el lado derecho se mide el ratio de verdaderos positivos (TP) en orden decreciente. En
consecuencia, la curva de coste de un clasificador se construye a partir de diferentes lı´neas
rectas, las cuales tienen sus extremos a ambos lados del eje y, correspondiendo a varios pares
<ratio FP, ratio TP> obtenidos para diferentes umbrales de clasificacio´n. Los fragmentos de
lı´nea no dominados por ninguna otra (es decir, los ma´s bajos) componen la curva de coste
completa. Ası´, en una sola curva se representan los modelos obtenidos tras aplicar distintos
umbrales de discriminacio´n entre clases, aplicados sobre la probabilidad a posteriori dada por
el clasificador.
Las curvas de coste permiten comparar fa´cilmente varios clasificadores, representados
en una misma figura, procedentes de la aplicacio´n de distintos algoritmos de Aprendizaje
Automa´tico o del empleo de diferentes conjuntos de entrenamiento y/o test. La representacio´n
gra´fica de la curva de coste de un clasificador normalmente contiene tambie´n la curva
correspondiente al clasificador trivial (lı´nea roja en la figura 6.3, que forma un tria´ngulo), el
cual siempre asigna la misma clase a cualquier ejemplo. La curva de coste de un clasificador
u´til siempre deberı´a estar por debajo de la curva del clasificador trivial, lo cual indica que es
un buen clasificador para cualquier distribucio´n entre positivos y negativos en el conjunto de
datos. En un gra´fico con varias curvas de coste, el mejor clasificador es el que tenga la curva
ma´s baja (coste esperado ma´s bajo). Por lo tanto, los puntos de corte (si existen) de una curva
con la del clasificador trivial, determinan el rango del eje x para el que no es adecuado usar
dicho clasificador, ya que una clasificacio´n por defecto tiene mejor rendimiento. Como regla
gene´rica, a la hora de valorar la bondad de una curva de coste, e´sta se puede considerar va´lida
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si toma valores de probabilidad de coste (eje y) inferiores a 0,3.
Es interesante destacar que se puede construir una curva ROC equivalente para cada curva
de coste. La correspondencia entre estas dos te´cnicas gra´ficas es la siguiente: un punto en una
curva ROC se corresponde con una lı´nea en la curva de coste equivalente. Las coordenadas
de un punto en la curva ROC son los extremos izquierdo y derecho en los ejes y de la curva
de coste. Cada lı´nea en una curva de coste se compone de muchos clasificadores procedentes
de dos variables: diferentes umbrales y diferentes proporciones de positivos en el conjunto
de datos. Ası´, la mayor ventaja de las curvas de coste frente a las ROC es que permiten
un comparacio´n directa del rendimiento para cualquier combinacio´n de coste de error y
distribucio´n de clases. Aunque ambas curvas permiten mostrar el rendimiento para diferentes
umbrales de clasificacio´n, las curvas de coste presentan una informacio´n ma´s detallada sobre el
rendimiento frente a distintas distribuciones de clases, porque tienen una lı´nea para representar
este aspecto, no so´lo un punto como las curvas ROC. Otra caracterı´stica positiva de las curvas
de coste es que permiten comparar de inmediato varios clasificadores. Porque en las curvas
de coste, la diferencia de error entre un par de clasificadores se puede medir automa´ticamente
a trave´s de la distancia vertical, lo cual no es tan fa´cil en las curvas ROC, donde se deben
combinar las distancias verticales y horizontales [Drummond and Holte, 2006].
En resumen, una curva de coste es equivalente a una curva ROC en la informacio´n a partir
de la que se construyen, pudiendo convertirse una en otra. Sera´ ma´s adecuado usar curvas de
coste cuando se necesite seleccionar el mejor clasificador mediante una simple visualizacio´n,
y siempre que se conozcan unas ciertas condiciones, como el coste de error en la clasificacio´n
y la probabilidad de aparicio´n de la clase positiva en el conjunto de datos sobre el que aplicar
el clasificador.
Media-micro y Media-macro
En el dominio de prediccio´n de anotacio´n funcional muchas veces se trabaja con una
prediccio´n multi-clase: un gen o proteı´na tienen ma´s de una anotacio´n del mismo tipo. Se
suele obtener un predictor binario diferente por funcio´n (clase), siendo los ejemplos positivos
las proteı´nas que tienen asociada la clase a predecir, y los negativos el resto de proteı´nas sin
esa clase asociada (enfoque 1-contra-todos, aunque con clases solapadas) [Garcı´a-Pedrajas and
de Haro Garcı´a, 2008; Lee et al., 2009]. Por tanto, los resultados se pueden presentar separados
por clases individuales, pero tambie´n se suele calcular una media para todas las clases, para
tener una evaluacio´n global conjunta. No obstante, hay que analizar la forma ma´s adecuada de
calcular dichos valores promedio, tanto en una como en dos dimensiones.
Existen dos me´todos convencionales para evaluar el rendimiento medio sobre todas las
clases en un problema de aprendizaje multi-clase, denominados media-macro (del ingle´s,
macro-average) y media-micro (del ingle´s, micro-average) [Yang, 1999].
En la media-macro, primero se calcula independientemente para cada clase la medida
en cuestio´n (precisio´n, tasa de aciertos en positivos, a´rea bajo la curva, etc.), con una
tabla de contingencia individual, y despue´s se promedian estas medidas por clase, para
obtener la media global. Es decir, primero se evalu´a localmente y luego globalmente.
En la media-micro, directamente se calcula una tabla de contingencia global, donde
cada celda contiene la suma de las celdas correspondientes de las tablas de contingencia
individuales de cada clase, y entonces se usa esta tabla global para calcular la medida.
Extendiendo la definicio´n de medida uni-dimensional a bi-dimensional, la curva de
media-macro es la media de todas las curvas individuales; mientras que la curva de media-
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micro calcula cada uno de sus puntos (par <precisio´n,sensibilidad> en curva PR o par
<sensibilidad,1-especificidad>) contabilizando todos los ejemplos, de todas las clases, a la
vez, para cada uno de los umbrales considerados.
Existe una gran distincio´n entre las medidas promedio macro y micro [Sebastiani, 2002],
pudiendo dar resultados bastante diferentes, sobre todo si las clases tienen distintas frecuencias
sobre el conjunto de ejemplos. La media-micro da un peso equivalente a todos los ejemplos, y
por lo tanto se considera una media por ejemplo, especı´ficamente, una media por pares ejemplo-
clase. Sin embargo, la media-macro da el mismo peso a cada una de las clases, sin importar
su frecuencia, siendo por tanto una media por clase. Usar una u otra medida depende de los
requisitos del problema.
En los problemas de anotacio´n funcional no suele existir una distribucio´n homoge´nea de
ejemplos en clases. Es decir, a nivel molecular, una funcio´n la pueden realizar muchas proteı´nas
diferentes, y otra diferente ser una funcio´n en la que so´lo esta´n especializadas unas pocas
proteı´nas; y a nivel de proceso, una funcio´n puede necesitar la colaboracio´n de cientos de
proteı´nas para llevarse a cabo, aunque otra funcio´n diferente pueda concluirse con e´xito con
so´lo diez proteı´nas. Por lo tanto, en esta tesis se decide usar principalmente la media-macro,
para darle la misma importancia a lograr una buena prediccio´n en todas las clases por igual,
para no favorecer que las ma´s frecuentes se predigan mejor que las minoritarias, como podrı´a
suceder al optimizar una media-micro. No obstante, en algunas secciones de la tesis se muestra
la media-micro de ciertas evaluaciones multi-clase, para compararlas con los resultados de la
media-macro, demostrando experimentalmente las diferencias entre ambas.
4.2.2. Interpretacio´n y Ana´lisis de las Predicciones
Este segundo grupo de medidas de evaluacio´n, para la interpretacio´n y ana´lisis de la
prediccio´n, tienen como finalidad comprender los resultados obtenidos y valorarlos en su
contexto de problema real. Para esta tarea, a lo largo de la tesis se usan medidas variadas, segu´n
el objetivo biolo´gico especı´fico buscado, como por ejemplo, diversidad en las predicciones en
una misma clase, solapamiento entre predicciones en distintas clases, cobertura, relevancia de
atributos, significado de las reglas de decisio´n, similitud sema´ntica o anotaciones funcionales
en bases de datos y en la literatura cientı´fica.
Cabe destacar que las metodologı´as de interpretacio´n de los resultados no se utilizan
de forma exclusiva sobre las proteı´nas no anotadas (no etiquetadas), sino que, en algunos
casos, tambie´n se pueden emplear sobre los conjuntos de elementos anotados usados en el
entrenamiento y test.
Este conjunto de medidas de interpretacio´n y ana´lisis es amplio, pero la mayorı´a son
medidas sencillas, de forma que se explican a lo largo de los capı´tulos 6, 7 y 8, cuando se
utilizan por primera vez. Sin embargo, las medidas de similitud sema´ntica sı´ requieren de una
breve introduccio´n, ası´ como una explicacio´n del uso concreto que se hace de ellas en esta tesis.
Similitud Sema´ntica
La similitud sema´ntica es una medida que estima cuantitativamente la similitud funcional
entre genes y productos gene´ticos, a trave´s de sus anotaciones funcionales.
Ante la falta de una evaluacio´n experimental de anotaciones nuevas, la similitud sema´ntica
es una alternativa que se ha propuesto como medida de evaluacio´n en reuniones de prediccio´n
funcional automa´tica [Friedberg, 2006] (como en Automated Function Prediction 2005
meeting), como aproximacio´n para evaluar la prediccio´n de anotaciones. Adema´s, la similitud
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sema´ntica se utiliza para otros ana´lisis en Biologı´a Computacional, en los que se necesita
conocer el grado de relacio´n de dos o ma´s genes o proteı´nas en te´rminos de sus anotaciones.
Incluso existen diversas herramientas que calculan dichas similitudes automa´ticamente, como
GOSemSim [Yu et al., 2010], que se emplea en esta tesis.
Las anotaciones funcionales consideradas deben pertenecer a una ontologı´a, como por
ejemplo la Ontologı´a Ge´nica (del ingle´s, Gene Ontology, GO) [Ashburner et al., 2000]. Aunque
la ontologı´a de procesos biolo´gicos de Gene Ontology (GO-BP) no fue disen˜ada para evaluar
anotaciones funcionales individuales, porque no todas las relaciones entre los te´rminos de GO-
BP se apoyan en asociaciones funcionales reales [Chagoyen and Pazos, 2010], es el vocabulario
de anotacio´n ma´s extendido y usado, tambie´n empleado para evaluar prediccio´n de anotacio´n
funcional [Lord et al., 2003].
Las medidas de similitud sema´ntica requieren un vocabulario estructurado, con un conjunto
de te´rminos fijos y relacionados, porque las medidas de similitud se basan en la teorı´a de la
informacio´n (las que se usan en esta tesis) o esta´n basadas en el grafo de la ontologı´a [Pesquita
et al., 2009]. En la teorı´a de la informacio´n, se considera la frecuencia de aparicio´n de un
te´rmino de anotacio´n en un corpus (por ejemplo la base de datos UniProt), considera´ndolo ma´s
informativo cuanto menos aparezca en el corpus, y menos informativo cuanto ma´s aparezca,
porque significa que es un te´rmino ma´s general. En GO, dicha frecuencia incluye la suma de
probabilidades de aparicio´n de todos sus nodos hijo, siendo el valor de frecuencia 1, el ma´ximo,
para la raı´z de la ontologı´a (por ejemplo, el te´rmino ‘molecular function’ en GO-MF). Ası´, para
calcular la similitud funcional entre dos te´rminos GO, se busca el ancestro comu´n ma´s bajo en
la jerarquı´a, y se traduce su frecuencia a medida de similitud. Es decir, cuanto ma´s alta es la
frecuencia, menor es la similitud [Lord et al., 2003].
Sin embargo, un gen o proteı´na suele tener ma´s de un te´rmino GO asociado, por lo que si se
quieren comparar 2 productos gene´ticos, se necesita extender esta definicio´n de similitud entre
2 te´rminos, a medidas sema´nticas entre 2 proteı´nas o genes (es decir, entre dos listas de te´rminos
GO). Para ello se han desarrollado varios enfoques [Pesquita et al., 2009]. Aunque hay algunas
medidas basadas en grafos, los me´todos ma´s comunes se basan en calcular las similitudes por
pares de te´rminos y luego combinarlas, calculando principalmente la media, el ma´ximo, o la
media de los mejores (del ingle´s, best-match average). Se debe elegir la medida y combinacio´n
ma´s conveniente segu´n el objetivo buscado con la medida de similitud sema´ntica. En Pesquita
et al. se puede consultar una extensa y detallada revisio´n de las medidas de similitud sema´ntica
[Pesquita et al., 2009].
En esta tesis, como parte de la interpretacio´n y ana´lisis de los resultados, se utilizan en
varios puntos las medidas de similitud sema´ntica calculadas sobre las ontologı´as Proceso
Biolo´gico (GO-BP) y Funcio´n Molecular (GO-MF) de Gene Ontology. Se utiliza GO-BP para
calcular la similitud de las proteı´nas en el contexto de las rutas biolo´gicas, y GO-MF para
calcular la cohesio´n funcional de un grupo de proteı´nas a nivel molecular.
En concreto, se definen tres objetivos de uso de medidas de similitud sema´ntica, aplicadas
en el capı´tulo 7:
1. Objetivo 1: similitud entre 2 conjuntos: comparar proteı´nas que extienden una ruta
biolo´gica con las originales de la ruta.
2. Objetivo 2: similitud entre 2 conjuntos: comparar proteı´nas que extienden una ruta
biolo´gica por 2 sistemas de prediccio´n distintos.
3. Objetivo 3: similitud de proteı´nas de un mismo conjunto entre sı´.
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Como en los objetivos planteados se comparan ma´s de 2 proteı´nas, es decir, conjuntos de
N proteı´nas con M te´rminos GO cada una, se debe extender a un tercer nivel la definicio´n
de similitud sema´ntica, para determinar co´mo se combinan las similitudes de una lista de
proteı´nas. Se puede hacer fa´cilmente extrapolando los enfoques de media, ma´ximo y media
de los mejores, definidos para combinar las similitudes de una lista de te´rminos GO, descritos
previamente.
Ası´, para cada uno de los objetivos de uso de similitud sema´ntica planteados, segu´n las
necesidades del mismo, se define un ca´lculo diferente de dicha similitud, para este tercer nivel
de combinacio´n de las similitudes de una lista de proteı´nas:
1. Objetivo 1: media de los mejores en 1 sentido, con GO-BP: se calcula la similitud por
pares de proteı´nas, tomando la ma´xima similitud de una proteı´na con todas las del otro
conjunto, y entonces se calcula la media para todas las proteı´nas del primer conjunto.
Aunque el esta´ndar es calcular la media de los mejores en los dos sentidos, so´lo se
calcula en uno porque interesa el parecido de las proteı´nas predichas con las originales
de la ruta, siendo indiferente la comparacio´n contraria.
2. Objetivo 2: media de los mejores en 2 sentidos, con GO-BP: el ca´lculo de similitud
es igual que en el objetivo 1, pero en los dos sentidos. Es decir, se calcula finalmente
la media de similitudes de proteı´nas del primer conjunto con las del segundo y las del
segundo conjunto con las del primero, porque ahora sı´ interesa conocer cua´nto se parecen
entre sı´ las proteı´nas de los dos conjuntos de predicciones.
3. Objetivo 3: media entre todas, con GO-MF: en este caso se calcula la similitud por pares
de todas las proteı´nas respecto a todas las del conjunto, y se calcula la media, porque
interesa conocer si todas las proteı´nas se parecen a todas, no so´lo a alguna concreta,
como sucederı´a si se calculara la media de los mejores, como en los objetivos previos.
Para los tres objetivos de uso de similitud sema´ntica en esta tesis, en los dos niveles previos
de similitud se utiliza la medida de Jiang y Conrath [Jiang and Conrath, 1997], como medida
de similitud entre 2 te´rminos GO (primer nivel), y la media de los mejores en los dos sentidos,
como combinacio´n de similitud entre N te´rminos GO (segundo nivel).
Capı´tulo 5
Modelo de Representacio´n del
Conocimiento en un BioRepositorio
Multi-Relacional para Anotacio´n
Funcional
En este capı´tulo se satisface el objetivo 1 de la tesis (ver capı´tulo 3), disen˜ando un modelo
de representacio´n del conocimiento de Biologı´a Molecular para anotacio´n funcional, con un
enfoque multi-relacional.
En Biologı´a Molecular se han generado y se siguen generando a diario muchos datos,
que se almacenan en miles de bases de datos. El conocimiento biolo´gico es muy extenso, de
distinto tipo y generado de forma distribuida en mu´ltiples laboratorios. Todo esto da lugar a
problemas porque las bases de datos biolo´gicas son muchas, diversas, heteroge´neas, variables y
complejas en su contenido (desde formatos antiguos hasta modernos, con datos experimentales
o predicciones automa´ticas, etc.) [Quiles, 2005]. Las bases de datos presentan diferentes
estructuras internas, por lo que es inviable disen˜ar un esquema global que lo integre todo,
siendo ma´s adecuado realizar esquemas parciales, ma´s acordes a la tarea concreta a resolver.
Por lo tanto, en esta tesis se propone definir una representacio´n del conocimiento biolo´gico
relativo a relaciones y caracterı´sticas asociadas a los genes y proteı´nas, restringida a la tarea de
anotacio´n funcional, de forma ana´loga a cuando en otros estudios se limita la representacio´n
a ima´genes 3D [Quiles, 2005], por ejemplo. Esta representacio´n sigue un enfoque relacional,
y su uso esta´ principalmente centrado en la prediccio´n de anotacio´n funcional con aprendizaje
automa´tico. Se pretende que el modelo de representacio´n sea flexible, permitiendo anotar
distintos productos gene´ticos, en distintos organismos y cubriendo las distintas relaciones
existentes entre los datos.
El capı´tulo se estructura de la siguiente forma. La primera seccio´n lista los tipos de
relaciones biolo´gicas ma´s frecuentes que se pueden usar en anotacio´n funcional. La segunda
agrupa dichas relaciones en seis categorı´as generales. La tercera utiliza esas categorı´as de
relaciones para disen˜ar el modelo Entidad-Relacio´n (E/R) gene´rico o abstracto propuesto en
esta tesis, para representar el conocimiento biolo´gico que se pueda necesitar en cualquier
problema de prediccio´n de anotacio´n funcional. En la u´ltima seccio´n, se especifican las bases
que habrı´a que seguir para concretar dicho modelo E/R gene´rico en un modelo E/R especı´fico
para un problema concreto de prediccio´n de anotacio´n funcional. En los capı´tulos 6 y 7 se
exponen los modelos E/R especı´ficos para representar los datos de los dos problemas concretos
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de anotacio´n funcional elegidos en esta tesis, generados a partir del modelo E/R gene´rico
propuesto en esta tesis en la seccio´n 5.3.
5.1. Tipos de Relaciones Existentes en Biologı´a Molecular
En los problemas de anotacio´n funcional es necesaria una representacio´n relacional,
porque, como ya se ha comentado, todos los datos en Biologı´a Molecular presentan relaciones
de diversa ı´ndole. A continuacio´n se exponen las ma´s frecuentes:
interaccio´n fı´sica entre 2 proteı´nas u otros compuestos metabo´licos,
enlace de una mole´cula con un fragmento de ADN,
enlace con un factor de transcripcio´n,
asociaciones binarias por co-expresio´n (a partir del mismo gen, o una proteı´na
induciendo la expresio´n de la otra),
genes que se fusionan a lo largo de la evolucio´n,
genes con perfiles de expresio´n semejantes (observados en microarrays),
proteı´nas en una misma ruta metabo´lica, de sen˜alizacio´n o de regulacio´n,
genes o proteı´nas con una misma funcio´n molecular,
genes o proteı´nas con una cierta similitud entre sus secuencias de nucleo´tidos o
aminoa´cidos, en la misma especie (para´logos) o en diferentes (orto´logos),
pertenencia a una misma familia de proteı´nas,
comparticio´n de un tipo de dominio en la secuencia,
grupo de proteı´nas con una estructura tridimensional semejante,
proteı´nas localizadas en la misma zona de la ce´lula,
tejido comu´n donde se expresan varios genes,
compuestos relacionados en algu´n artı´culo de la literatura cientı´fica (extraı´dos a trave´s
de te´cnicas de minerı´a de textos),
genes o proteı´nas con expresio´n fenotı´pica similar, y
genes o proteı´nas implicados en el desarrollo de la misma enfermedad.
Adema´s, el hecho de que existan muchas relaciones y de diferentes tipos en Biologı´a
Molecular, como se acaba de mostrar, justifica que en esta tesis se apueste por representar
siempre la informacio´n utilizando un enfoque relacional. Ası´ se consigue mantener la
sema´ntica asociada, sin las simplificaciones que exige una representacio´n proposicional,
adema´s de permitir un mejor almacenamiento y gestio´n de los datos divididos por mo´dulos. El
resto de ventajas de la representacio´n relacional se encuentran detalladas en la seccio´n 2.2.2.
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5.2. Generalizacio´n de Relaciones
En esta seccio´n se agrupan las relaciones del apartado anterior en unas pocas categorı´as
generales, como paso previo que facilite la definicio´n de un modelo de representacio´n del
conocimiento gene´rico y compacto (ver seccio´n 5.3). Dichas categorı´as abarcan pra´cticamente
todos los tipos de relaciones que se pueden dar en un dominio de Biologı´a Molecular sobre el
que predecir anotacio´n funcional. La mayorı´a de las grandes diferencias biolo´gicas entre dos
dominios, en este contexto, se pueden resolver con un cambio pequen˜o en la representacio´n
(poner, quitar, duplicar relaciones), que generalmente va a estar dentro de este pequen˜o
subconjunto de categorı´as de relaciones:
clase elemento(ID,valorClase): asocia la clase o funcio´n de un gen, proteı´na
o grupo. Se debe establecer una relacio´n de esta categorı´a si se quiere realizar aprendizaje
supervisado.
gen proteina(IDgen,IDproteina): se trata de una relacio´n binaria uno a uno o
uno a muchos, segu´n la especie, que asocia un gen con todos los transcritos o isoformas
que se derivan de su expresio´n.
propiedad X(IDelemento,valorPropiedad): para asociar propiedades indi-
viduales a un gen, una proteı´na o un grupo de ellos. En el modelo de datos final, esta
relacio´n se puede simplificar y ser representada como un atributo (con valor variable o
constante) de la relacio´n correspondiente; a no ser que sea multi-valuado, como suele
pasar con las anotaciones biolo´gicas.
par Y([IDpar],IDgen/IDproteina,IDgen/IDproteina): relaciones bi-
narias entre genes o proteı´nas. El identificador del par es opcional, definie´ndose so´lo
cuando se vayan a asociar atributos al par.
elemento en grupo(IDgen/IDproteina,IDgrupo): representacio´n desagre-
gada de relaciones entre ma´s de dos genes o proteı´nas. Esta categorı´a de relacio´n permite
definir un grupo, mediante la descripcio´n de todos los elementos que pertenecen a e´l.
propiedad grupo Y(IDgrupo,valorPropiedad): para asociar propiedades a
grupos, es decir, relaciones entre ma´s de dos elementos.
La definicio´n de una propiedad, tanto de un elemento como de un grupo (ver categorı´as
propiedad X/2 y propiedad grupo Y/2), permite representar cualquier tipo de
anotacio´n. Adicionalmente se podrı´a an˜adir un argumento ma´s a alguna relacio´n, en el caso
de que e´sta tenga atributos propios, o incluso quitar el atributo del valor de la propiedad, si
e´sta es binaria. Por ejemplo, se deberı´an an˜adir atributos al calcular valores agregados, que
en esta categorı´a de relaciones se representarı´an como propiedad de un grupo. En particular,
se podrı´a tener la relacio´n propiedad grupo % GO(IDgrupo,terminoGO,%), que
represente el porcentaje de elementos del grupo con una anotacio´n concreta GO; o la relacio´n
propiedad grupo longitud ruta(IDgrupo,long), que indique el nu´mero de
elementos de la ruta. Este tipo de agregados se calculan fa´cilmente mediante el uso de la lo´gica
inductiva, muy relacionada con los lenguajes de representacio´n relacional del conocimiento
(ver seccio´n 2.2.3).
De cada una de estas categorı´as gene´ricas de relaciones puede haber varias o ninguna,
segu´n el escenario concreto a representar. Por ejemplo:
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de la categorı´a par Y/2 puede haber una para relaciones de homologı´a (par homologo
(IDprot,IDprot)) y otra para interacciones proteı´na-proteı´na (par ipp(IDprot,
IDprot)).
de la categorı´a propiedad X/2 puede haber una para cada tipo de anota-
cio´n (dominio transmembrana/2, GO funcionMolecular/2, familia
proteina Pfam/2, etc.).
de la categorı´a elemento en grupo/2, si no hay grupos de ma´s de dos elementos,
quiza´ no haya ninguna relacio´n asociada.
Cada una de las relaciones particulares y cada una de las entidades relacionadas, en
principio, se corresponderı´a con una tabla en una base de datos relacional, excepto por
las simplificaciones concretas aplicadas al convertir el modelo Entidad/Relacio´n en modelo
relacional [de Miguel Castan˜o et al., 1999], que afectan a propiedades y relaciones binarias y
multi-valuadas. Una vez definida la representacio´n, en el conjunto de datos habra´ varias filas o
tuplas de una relacio´n, tantas como existan en el dominio real.
5.3. Modelo Global del BioRepositorio Multi-Relacional para
Anotacio´n Funcional
La figura 5.1 muestra la propuesta de definicio´n para esta tesis de modelo Entidad/Relacio´n
(modelo E/R) [de Miguel Castan˜o et al., 1999] gene´rico para representar toda la informacio´n
de Biologı´a Molecular asociada a un proceso de anotacio´n funcional, por supuesto, incluyendo
todas las relaciones posibles. Cualquier dato necesario para un escenario de prediccio´n de
anotacio´n funcional cabe en este esquema general. Se pueden representar tanto propiedades
individuales asociadas a un gen o proteı´na (entidad) concreta, como cualquier tipo de relacio´n
entre ellos.
Como parte de la definicio´n de modelo E/R gene´rico para datos biolo´gicos usados en
prediccio´n de anotacio´n funcional, la tabla 5.1 describe co´mo cada categorı´a posible de relacio´n
entre elementos biolo´gicos, definidas en la seccio´n anterior, encaja en alguna de las entidades
o relaciones definidas en el modelo E/R de la figura 5.1.
Tabla 5.1: Correspondencia entre categorı´as de relaciones (seccio´n 5.2) con el modelo E/R (figura 5.1).
Categorı´a de relaciones Entidad o Relacio´n en Modelo E/R
clase elemento relacio´n anotado/a con
gen proteina relacio´n se expresa en
propiedad X relacio´n anotado/a con
o atributo de entidad Secuencia o entidad Grupo
par Y relacio´n pertenece a con entidad Grupo Binario
elemento en grupo relacio´n pertenece a con entidad Grupo N-ario
propiedad grupo Y relacio´n anotado con
Cabe destacar algunos aspectos de representacio´n sobre el modelo E/R propuesto de la
figura 5.1. En primer lugar, la entidad Grupo Binario se podrı´a simplificar a una relacio´n
de la entidad Secuencia consigo misma, pero de esta forma queda representado que una














* Sólo tiene 2 relaciones
’pertenece a’
* Tiene > 2 relaciones
’pertenece a’
Figura 5.1: Modelo Entidad/Relacio´n BioRepositorio Multi-Relacional.
relacio´n binaria tambie´n puede tener anotaciones o propiedades (por ejemplo, una interaccio´n
proteı´na-proteı´na). Por otro lado, la entidad Anotacio´n sirve para representar tanto el objetivo
de prediccio´n (es decir, la clase) como una propiedad cualquiera de un gen, proteı´na o grupo
de ellos. Adema´s, la entidad Anotacio´n se podrı´a representar directamente como un atributo
de las entidades Secuencia o Grupo, o de la relacio´n pertenece a. Dicha simplificacio´n serı´a
va´lida si el atributo no es multi-valuado, pero con la representacio´n elegida en el modelo
E/R propuesto en esta tesis se cubren todos los casos. Respecto a la cadena de nucleo´tidos
o aminoa´cidos de una Secuencia, se puede almacenar la cadena completa en un atributo u´nico.
Si se quisiera guardar alguna informacio´n ma´s elaborada (como por ejemplo, la proporcio´n de
cada aminoa´cido o de cada par de aminoa´cidos, o la carga asociada a la secuencia), se tendrı´an
que an˜adir atributos adicionales o relaciones de tipo anotada con, segu´n la complejidad de los
datos calculados a partir de la secuencia.
5.4. Aplicacio´n a Bases de Datos Concretas
El modelo E/R de la figura 5.1 se puede denominar modelo gene´rico o abstracto, porque en
los modelos E/R particulares para un problema de anotacio´n funcional especı´fico habra´ varias
entidades y/o relaciones de cada tipo, como se explica en esta seccio´n.
La representacio´n del conocimiento del modelo E/R gene´rico debe modificarse en funcio´n
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de lo que se vaya a predecir, adapta´ndose al problema de anotacio´n concreto. Entonces, para
convertir el modelo E/R gene´rico en uno especı´fico hay que determinar que´ relaciones y
entidades incluir y cua´les no, ası´ como decidir cua´ntas de cada tipo; como se hace en las
secciones 6.2.2 y 7.2.2 para cada uno de los dos problemas de anotacio´n funcional elegidos en
esta tesis.
La mayorı´a de las grandes diferencias biolo´gicas de un escenario de anotacio´n funcional a
otro se pueden resolver con pequen˜os cambios en la representacio´n, limitados a un subconjunto
de casos, descritos a continuacio´n.
En primer lugar, hay que diferenciar si se quiere predecir para un gen, una proteı´na o un
grupo de elementos (de dos o ma´s genes o proteı´nas). En funcio´n de ello, se tiene que definir la
relacio´n objetivo clase elemento, de cuya categorı´a siempre va a existir una u´nica copia.
Si el objetivo es anotar un grupo de elementos, va a existir una entidad para el Grupo concreto,
y una relacio´n pertenece a, que no existirı´an si se predice para genes o proteı´nas aislados.
En segundo lugar, hay que definir si se predice anotacio´n funcional en un organismo
con isoformas o no, es decir, si un gen produce estrictamente una proteı´na (como suele
suceder en especies simples como E.coli y S.cerevisiae) o si puede expresarse en ma´s de
una proteı´na por procesos de ensamblaje alternativo (tı´pico de especies ma´s complejas, como
los humanos). Esto influye en la cardinalidad de la relacio´n se expresa en (de la categorı´a de
relacio´n gen proteı´na), de la cual siempre hay una copia, dependiendo de si hay isoformas
(cardinalidad un gen a muchas proteı´nas) o no (cardinalidad uno a uno). En ocasiones, a
pesar de la existencia de isoformas, conviene obviarlas y trabajar con una forma principal,
lo cual se puede representar con una relacio´n adicional isoforma principal de la categorı´a
gen proteina, o directamente simplificar la relacio´n se expresa en a una cardinalidad uno
a uno. Si la relacio´n se expresa en tiene cardinalidad uno a uno, a veces las propiedades
individuales de genes y proteı´nas, e incluso la clase, se pueden representar como atributos
de una u´nica entidad, para no complicar innecesariamente el proceso de aprendizaje.
En tercer y u´ltimo lugar, el nu´mero del resto de relaciones y entidades del modelo
global depende del conjunto de datos de entrada concreto y del problema a representar. Las
propiedades y relaciones son diferentes de una especie a otra, incluso entre todos los genes
y proteı´nas de una misma especie puede haber una cantidad de informacio´n distinta, o puede
desearse seleccionar un subconjunto diferente entre la informacio´n disponible, acorde a las
restricciones del problema.
En conclusio´n, esta representacio´n en un BioRepositorio Multi-Relacional es flexible,
permitiendo anotar un gen, una proteı´na o un grupo; en una especie simple o compleja; y
cubriendo distintas propiedades o relaciones en los datos.
Capı´tulo 6
Prediccio´n de Asociaciones
Funcionales entre Pares de Proteı´nas
en E.coli
El objetivo de este capı´tulo es afrontar uno de los dos problemas de anotacio´n funcional
seleccionados en esta tesis: predecir Asociaciones Funcionales entre Pares de Proteı´nas (AFPP)
en E.coli desde una perspectiva unificadora.
En este capı´tulo, primero se describe el contexto del problema, se detallan los datos
a utilizar y su representacio´n (aplicando el modelo E/R gene´rico descrito en el capı´tulo
5) y se expone el me´todo de aprendizaje seleccionado. A continuacio´n se presentan los
resultados de rendimiento de la clasificacio´n y la comparacio´n con otros me´todos de prediccio´n
de asociaciones funcionales (frente a algoritmos de aprendizaje automa´tico alternativos,
frente a los me´todos computacionales individuales que unifica el me´todo propuesto en esta
tesis, y frente a una base de datos muy extendida de recopilacio´n de estas asociaciones
funcionales). Tambie´n se expone la utilidad de la propuesta presentada para filtrar interacciones
experimentales a gran escala, y el servidor de predicciones EcID donde se almacenan las
predicciones que se consiguen en esta tesis.
6.1. Definicio´n del Problema
Como se define en el capı´tulo 2, de forma general, se podrı´a decir que un par de proteı´nas
asociadas funcionalmente significa que esta´n relacionadas por la funcio´n que realizan. Durante
todo el capı´tulo, las interacciones proteı´na-proteı´na, con contacto fı´sico entre las proteı´nas,
tambie´n se consideran incluidas dentro de las asociaciones funcionales.
Las funciones celulares son casi siempre el resultado de la accio´n coordinada de varias
proteı´nas [Bader et al., 2008]. Por lo que frecuentemente se infiere la funcio´n de una proteı´na
desconocida mediante la identificacio´n de las proteı´nas con las que interacciona o se asocia
funcionalmente [Causier, 2004]. Esta perspectiva de Biologı´a de Sistemas se emplea cada
vez ma´s para la anotacio´n funcional, porque los progresos tecnolo´gicos permiten actualmente
construir redes de interaccio´n a gran escala [von Mering et al., 2005].
Ante el elevado coste experimental de deteccio´n de interacciones (ver seccio´n B.4), los
me´todos computacionales de prediccio´n permiten priorizar las ma´s probables.
Se han desarrollado varios me´todos computacionales para predecir asociaciones funciona-
les en genomas/proteomas completos (ver seccio´n B.4). Tres de los me´todos frecuentemente
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probados e implementados (PP, Phylogenetic Profiles [Pellegrini et al., 1999]; GC, Gene Con-
text) [Dandekar et al., 1998]; GF Gene Fusion) [Enright et al., 1999; Marcotte et al., 1999])
tienen en comu´n el uso de informacio´n evolutiva. Posteriormente han aparecido variantes para
ellos [Bowers et al., 2004; Morett et al., 2003; Wu et al., 2003]. Otros me´todos de prediccio´n
comparten el uso de alineamientos mu´ltiples de secuencia y principios de co-evolucio´n (I2H, In
silico Two-Hybrid [Pazos and Valencia, 2002]; MT MirrorTree) [Pazos and Valencia, 2001]).
Cuando se aplican sobre grandes colecciones de datos producen una cantidad considerable de
falsos positivos, probablemente relacionados con tendencias evolutivas adicionales que diluyen
la sen˜al de interaccio´n o asociacio´n funcional, aunque se continu´a investigando para discernir
mejor la informacio´n co-evolutiva, dando lugar a me´todos ma´s fiables en este aspecto [Pazos
et al., 2005; Sato et al., 2005; Juan et al., 2008; Pazos and Valencia, 2008; Herman et al., 2011].
Ahora bien, los resultados derivados del estudio de las proteı´nas y de sus interacciones y
asociaciones funcionales (ya sea a nivel experimental o computacional) no esta´n unificados;
sino que, por el contrario, esta´n repartidos en mu´ltiples repositorios de informacio´n. Por lo
cual, es conveniente integrar las fuentes de conocimiento sobre interacciones y asociaciones
funcionales, ya que son heteroge´neas en enfoque, cobertura y fiabilidad. Si se usan de forma
aislada, se limita el conocimiento que se puede extraer. Cada fuente puede aportar su parte
relevante de informacio´n, siendo cada una ma´s adecuada para un fragmento del espacio de
interacciones donde las caracterı´sticas encajen con sus hipo´tesis. Por lo que para tener una
visio´n global de la red de interacciones entre las proteı´nas de un organismo se necesita tener
una combinacio´n de todo ello.
Algunos estudios previos han utilizado la integracio´n de datos provenientes de distintas
fuentes (principalmente experimentales) para mejorar la prediccio´n de asociacio´n funcional
entre proteı´nas en Saccharomyces cerevisiae [Qi et al., 2006; Lu et al., 2005]. Dichos me´todos
confı´an en la gran cantidad de datos experimentales disponibles para este organismo, y se
dedican fundamentalmente a asignar valores de fiabilidad a interacciones experimentales.
En este trabajo se propone tambie´n mejorar la prediccio´n de asociaciones funcionales,
pero no mezclando datos experimentales, sino basa´ndose en la combinacio´n de me´todos
computacionales desarrollados independientemente. Adema´s, se pretende descubrir nuevas
asociaciones funcionales entre pares de proteı´nas, no restringidas a interacciones fı´sicas entre
proteı´nas. Por lo tanto, este nuevo enfoque se diferencia de los estudios previos tanto en la
informacio´n de entrada, como en su consiguiente aplicabilidad. En este caso, se predicen
asociaciones funcionales sobre el proteoma de un organismo procariota concreto: Escherichia
Coli (E.coli). Se ha elegido por estar mejor caracterizado que otros a nivel molecular y porque
las bacterias son un buen conjunto de prueba, por la cantidad de genomas secuenciados y por
la arquitectura simple de sus ce´lulas (sin nu´cleo definido, sin orga´nulos con membrana, ADN
concentrado en un u´nico cromosoma, con una sola proteı´na por gen, etc.). Tiene un total de
4.339 proteı´nas conocidas, entre las que determinar si existen interacciones o asociaciones
funcionales por pares, aportando una probabilidad de confianza de la prediccio´n para cada par.
6.2. Disen˜o/Materiales y Me´todos
En esta seccio´n se describe cua´les son las fuentes de datos originales, co´mo se representa y
agrupa dicha informacio´n para aplicar un algoritmo de aprendizaje automa´tico, y co´mo obtener
un sistema que integre cinco me´todos de prediccio´n de asociaciones funcionales entre pares de
proteı´nas en E.coli en uno solo unificado. Cada uno de estos me´todos esta´ basado en diferentes
enfoques sobre la posible causa que provoca que un par de proteı´nas interaccione o se asocie
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funcionalmente a otra [Valencia and Pazos, 2002]. Cada me´todo predice de forma o´ptima sobre
un subconjunto concreto de todos los posibles pares, donde se cumplen todas sus premisas. Sin
embargo, ningu´n enfoque individual es el ma´s apropiado para todos y cada uno de los pares de
proteı´nas posibles, por lo que resulta adecuado combinarlos.
6.2.1. Fuentes de Datos
Antes de comenzar la descripcio´n, hay que destacar que, excepto los rankings (la u´ltima
fuente de datos descrita en esta seccio´n), las otras tres fuentes de datos han sido recopiladas o
implementadas por investigadores del programa de Biologı´a Estructural y Biocomputacio´n del
Centro Nacional de Investigaciones Oncolo´gicas. Para conocer ma´s detalles de los descritos
aquı´ sobre la implementacio´n del ca´lculo de orto´logos y de cada uno de los cinco me´todos
computacionales, cuyas salidas se usan en este trabajo, consultar las publicaciones relacionadas
[Garcı´a-Jime´nez et al., 2010a; Leon et al., 2009].
Interacciones y Asociaciones Funcionales entre Pares de Proteı´nas
Cada una de las bases de datos utilizadas (cuantificadas y referenciadas en la Tabla 6.1),
contiene informacio´n relativa a una evidencia que indica la posibilidad de que exista una
interaccio´n o asociacio´n funcional entre pares de proteı´nas. Estas bases de datos se pueden
agrupar en distintas categorı´as:
Datos experimentales: pares de proteı´nas que se ha comprobado que interaccionan
fı´sicamente, mediante una experimentacio´n a pequen˜a escala en laboratorio. Fuentes:
DIP, BIND e IntAct.
Complejos: se consideran interacciones entre proteı´nas que pertenecen a un mismo
complejo molecular, por estar unidas fı´sicamente entre sı´ en un grupo. Se establece un
enlace funcional por cada par de proteı´nas que forman parte del mismo complejo. Se
usan dos fuentes de datos de complejos. El primer grupo esta´ basado en verificaciones
manuales de la literatura cientı´fica, que representa un conjunto de alta calidad de
complejos muy conocidos, con muy elevada probabilidad de certeza (fuente: EcoCyc
complejos). El segundo procede de experimentacio´n por co-immunoprecipitacio´n a gran
escala, con menos fiabilidad que el primero, en concreto, con sensibilidad ma´s alta y
especificidad ma´s baja (fuente: conjunto de Butland).
Regulacio´n: bases de datos que tienen en cuenta procesos de regulacio´n ge´nica.
Se establecen enlaces funcionales entre cada regulador de la transcripcio´n y sus
correspondientes genes regulados. Es decir, se incluyen pares de proteı´nas en los que
una de las proteı´nas cataliza una reaccio´n para que se exprese la otra del par. Fuentes:
EcoCyc regulados.
Co-regulacio´n: basa´ndose en el mismo tipo de informacio´n que el conjunto previo, se
establecen relaciones entre las proteı´nas que son reguladas por el mismo regulador. Es
decir, se incluyen pares de proteı´nas (asociadas a un determinado gen) que se expresan a
la vez. Fuentes: EcoCyc co-regulados.
Rutas metabo´licas: pares de proteı´nas involucradas en la misma ruta metabo´lica,
basa´ndose en que las proteı´nas que participan en un mismo flujo de reacciones pueden
interaccionar entre ellas. Se considera que todas las proteı´nas asignadas a la misma
54 6. Prediccio´n de Asociaciones Funcionales entre Pares de Proteı´nas en E.coli
ruta esta´n asociadas funcionalmente por pares, aunque no implique necesariamente una
interaccio´n fı´sica directa entre ellas. Fuentes: KEGG y EcoCyc asociaciones funcionales.
Minerı´a de textos: bases de datos que almacenan asociaciones funcionales extraı´das di-
rectamente de la literatura cientı´fica usando te´cnicas de minerı´a de textos. Especı´fica-
mente, los pares se definen cuando hay una mencio´n de ambas proteı´nas en la misma
frase de los resu´menes de un artı´culo en PubMed, lo cual indica que puede existir alguna
asociacio´n entre ellas. Fuente: iHOP.
Tabla 6.1: Bases de datos de interacciones y asociaciones funcionales entre pares de proteı´nas usadas.
Referencia y nu´mero de pares de proteı´nas extraı´dos de cada una. KEGG en su versio´n 14 y EcoCyc en
su versio´n 15. Todas ellas conforman las instancias de la clase positiva.
Base de datos Referencia Nº Pares
DIP [Salwinski et al., 2004] 401
BIND [Alfarano et al., 2005] 58
IntAct [Hermjakob et al., 2004b] 2.684
EcoCyc complejos [Keseler et al., 2005] 950
conjunto de Butland [Butland et al., 2005] 4.745
EcoCyc regulados [Keseler et al., 2005] 1.686
EcoCyc co-regulados [Keseler et al., 2005] 58.275
KEGG [Kanehisa et al., 2006] 20.860
EcoCyc asociaciones funcionales [Keseler et al., 2005] 3.446
iHOP [Hoffmann and Valencia, 2004] 6.686
Total (sin solapamientos) 89.401
Se intenta capturar la naturaleza compleja del dominio utilizando esta gran variedad
de bases de datos externas. Unas fuentes proporcionan informacio´n ma´s fiable que otras,
apareciendo en el listado superior de mayor a menor fiabilidad teo´rica. Esto se debe, por una
parte, a la evidencia en la que se fijan, que biolo´gicamente puede guardar ma´s o menos relacio´n
con las interacciones o asociaciones funcionales entre proteı´nas; y por otra, a la forma de an˜adir
contenido a la base de datos, ya que en algunos casos se permite que cualquiera que disponga
de alguna informacio´n la introduzca, mientras que en otros esta´ bastante ma´s restringido a
expertos. No obstante, hay que aclarar que se trata de una fiabilidad teo´rica, por el tipo de
evidencia usada, pero no por las bases de datos concretas disponibles para cada evidencia, entre
las que pueden variar los niveles de fiabilidad. Por ejemplo, el conjunto de Butland [Butland
et al., 2005] pertenece a la categorı´a de complejos, por ser la evidencia biolo´gica en la que
se basa; dicha categorı´a es la segunda con mayor fiabilidad teo´rica, y sin embargo se sabe
que el conjunto de datos de Butland es de mala calidad en comparacio´n a otros conjuntos de
complejos.
Me´todos de Prediccio´n Computacional
Otra fuente de datos es el grado de asociacio´n (salida o puntuacio´n; del ingle´s, score)
proporcionado por varios me´todos computacionales de prediccio´n de interaccio´n o asociacio´n
funcional entre proteı´nas [Valencia and Pazos, 2002]. Los fundamentos subyacentes de cada
me´todo computacional de prediccio´n son variados, y se suelen dividir en cinco grupos, de los
que se ha tomado un representante de cada una de ellos.
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Uno esta´ basado en la similitud de perfiles filogene´ticos (PP, Phylogenetic Profiles),
examinando la presencia o ausencia de genes en especies relacionadas [Pellegrini et al., 1999].
Otro me´todo se basa en la conservacio´n de genes adyacentes en diferentes especies (GC, Gene
Context) [Dandekar et al., 1998]. Un tercer procedimiento se fija en los eventos de fusio´n de
genes, buscando los mismos dominios de proteı´nas en distintos genomas (GF, Gene Fusion)
[Enright et al., 1999; Marcotte et al., 1999]. Los dos me´todos restantes esta´n basados en la
coevolucio´n de proteı´nas, estudiando la similitud de sus a´rboles filogene´ticos (MT, MirrorTree)
[Pazos and Valencia, 2001], o cuantificando el grado de co-variacio´n entre los pares de residuos
de las proteı´nas (mutaciones correlacionadas) (I2H, In silico Two-Hybrid) [Pazos and Valencia,
2002]. Ver la seccio´n B.4 para una descripcio´n ma´s detallada de los me´todos de prediccio´n
originales.
Cabe destacar que ninguno de estos me´todos computacionales distingue entre una
prediccio´n entre pares de proteı´nas asociadas funcionalmente o ma´s restringida a una
interaccio´n proteı´na-proteı´na, porque las evidencias que usan no son suficientes para ello.
Caracterı´sticas Individuales de Proteı´nas
Una tercera fuente de datos son un par de caracterı´sticas ba´sicas de una proteı´na. Por un
lado, la longitud de la secuencia de aminoa´cidos y, por otro, el nº de secuencias orto´logas a
la proteı´na dada. Se han seleccionado ambas caracterı´sticas por estar alta e intrı´nsecamente
relacionadas con el rendimiento de algunos de los me´todos computacionales descritos en la
seccio´n anterior.
Ranking de Predicciones Centrado en la Proteı´na
Esta cuarta fuente de datos se compone de valores derivados a partir del grado de asociacio´n
(o puntuacio´n) de los me´todos de prediccio´n computacional, descritos previamente.
Varios de estos me´todos computacionales tienen algunos sesgos, produciendo muchas
predicciones con puntuaciones bajas. Por ejemplo, algunos perfiles filogene´ticos son ma´s
usuales y, por lo tanto, PP sobre-predice asociaciones entre las proteı´nas correspondientes. Ası´,
para muchas proteı´nas, los me´todos individuales predicen ma´s interacciones y asociaciones de
las razonables. Entonces, aunque se considere que cada par asociado es independiente de otro,
no lo es realmente desde una sema´ntica biolo´gica.
Para hacer frente a esta situacio´n, se definen caracterı´sticas para identificar el subconjunto
de proteı´nas que es ma´s probable que interaccione o se asocie funcionalmente con una dada.
Para cada proteı´na, y en funcio´n de la puntuacio´n proporcionada por cada uno de los me´todos,
se crea la lista ordenada de potenciales ‘compan˜eras de par’ y en ella se calcula la posicio´n que
ocupa la otra proteı´na del par. Entonces, la nueva fuente de datos esta´ compuesta por la posicio´n
para cada una de las 2 proteı´nas del par en la lista de predicciones ordenada, construida para
el otro elemento del par. Esto se repite para cada uno de los 5 me´todos, generando diez nuevos
valores por par.
6.2.2. Representacio´n del Conocimiento
Modelo E/R para Prediccio´n de Asociaciones Funcionales entre Pares de Proteı´nas en
E.coli
Analizando este problema de anotacio´n funcional desde el punto de vista del AA, la unidad
a anotar esta´ formada por un grupo de 2 elementos (proteı´nas) al que asignar una clase binaria
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(sı´/no interaccionan o se asocian funcionalmente). Se tienen atributos individuales (longitud
y nº de orto´logos), atributos asociados al grupo (grado de asociacio´n segu´n cada me´todo) y
atributos relacionales (posicio´n en el ranking de una proteı´na frente a la otra). Todos estos
atributos tienen valores nume´ricos.
Por lo tanto, teniendo en cuenta este resumen de informacio´n, las fuentes de datos
previamente descritas en la seccio´n 6.2.1, y las instrucciones de la seccio´n 5.4 para convertir
el modelo gene´rico E/R del BioRepositorio multi-relacional (ver 5.1) en uno especı´fico, se
















Figura 6.1: Modelo Entidad/Relacio´n para prediccio´n de asociaciones funcionales entre pares de
proteı´nas en E.coli. En rojo, el objetivo de prediccio´n.
El modelo global aplicado al problema de prediccio´n de asociaciones funcionales entre
pares de proteı´nas en E.coli se reduce a 1 entidad y 7 relaciones binarias, como muestra la
figura 6.1.
So´lo se tiene la entidad Proteı´na porque la relacio´n se expresa en (o gen proteina) (ver
5.1) es de cardinalidad uno a uno en E.coli, y no se usan datos del gen, por lo que ni siquiera
hace falta representar su entidad asociada Gen.
Las 7 relaciones binarias de la figura 6.1 se corresponden con la simplificacio´n de 7
relaciones de tipo pertenece a entre la entidad Proteı´na y 7 entidades diferentes de tipo Grupo
Binario, una para cada me´todo de prediccio´n (5 predictores individuales, 1 predictor unificado,
y 1 relacio´n para las interacciones o asociaciones funcionales reales). La relacio´n int.Unificado
representa el objetivo de prediccio´n, por ello se sen˜ala en rojo en la figura 6.1.
El score o grado de asociacio´n segu´n cada me´todo es un atributo correspondiente a cada
uno de los grupos binarios (simplificados en una relacio´n binaria cada uno). Por otra parte, la
posicio´n en el ranking de una proteı´na frente a otra es un atributo asociado directamente a la
relacio´n, y derivado a partir de todas las asociaciones funcionales de una proteı´na definidas
por un me´todo concreto. No es necesario definir entidades de tipo Anotacio´n, porque las
propiedades de las entidades Proteı´na y Grupo Binario toman un valor u´nico y diferente para
cada ejemplo, pudiendo representarse de forma sencilla como atributos.
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Transformacio´n a Representacio´n Proposicional
Partiendo del modelo de representacio´n Multi-Relacional de la figura 6.1 y de las
correspondencias con las categorı´as de relaciones biolo´gicas descritas en la seccio´n 5.4, en este
problema hay pocos tipos diferentes de relaciones entre elementos individuales (proteı´nas),
y la mayorı´a de propiedades esta´n asociadas al grupo o par de proteı´nas. Adema´s, todos
los atributos son nume´ricos. Por lo tanto, el conocimiento se puede compactar en una
representacio´n proposicional o atributo-valor, con una tupla por cada par de proteı´nas, con
menos de 20 atributos. Mantener la representacio´n relacional darı´a lugar a un modelo de datos
innecesariamente extenso y complejo, que probablemente no aportarı´a ventajas durante el
aprendizaje. No obstante, sı´ se evitarı´an muchos valores desconocidos y la repeticio´n de los
valores de longitud y nº de orto´logos para cada secuencia de proteı´na. Ası´, en este problema se
va a usar Aprendizaje Automa´tico Proposicional.
Por lo tanto, cada par de proteı´nas (instancia), que puede estar asociado funcionalmente
o no (clase positiva o negativa), se representa proposicionalmente mediante 19 atributos
nume´ricos que se pueden clasificar en 3 grupos:
5 grados de asociacio´n, proporcionados por los 5 me´todos individuales de prediccio´n,
descritos en la seccio´n 6.2.1.
4 (2 por proteı´na) propiedades de las secuencias de proteı´nas: longitud y nº de orto´logos.
10 posiciones en ranking (una por me´todo y por proteı´na) descritos en la seccio´n 6.2.1.
En los dos u´ltimos grupos, que existe un valor para cada proteı´na del par, se ordenan como
valor mı´nimo y ma´ximo de cada par, para mantener una coherencia en todas las instancias. Los
rangos de valores ası´ como otros indicadores estadı´sticos se muestran en la Tabla 6.2.
Los valores desconocidos para los 19 atributos se consideran como valores ‘indetermina-
dos’ y no se reemplazan con indicadores especı´ficos, porque en el contexto de este dominio, la
ausencia de informacio´n presenta diferencias con la existencia de ruido en los datos. Ası´, no
tener el valor de salida de un me´todo individual de prediccio´n implica que dicho me´todo no se
puede aplicar a un determinado par de proteı´nas, porque no se cumplen las condiciones nece-
sarias (ej: no hay un nu´mero mı´nimo de orto´logos que permita analizar el perfil evolutivo) o
porque no se verifica la evidencia en la que esta´ basado el me´todo (ej: no se produce un evento
de fusio´n de genes). Aunque usar indicadores para reemplazar los valores desconocidos pro-
duce resultados similares, se ha preferido la alternativa de no reemplazarlos, ya que se ajusta
mejor a la sema´ntica del dominio, tiene un ratio de recuperacio´n positiva ligeramente mejor y
gestiona directamente los valores desconocidos.
6.2.3. Construccio´n de Conjuntos de Datos
De las fuentes de datos expuestas en la seccio´n 6.2.1, segu´n describe el apartado previo,
todas se utilizan como atributos de entrada excepto las fuentes de interaccio´n y asociacio´n
funcional por pares de proteı´nas, que son las que se van a utilizar para definir los conjuntos de
ejemplos positivos y negativos, necesarios para aplicar AA.
Clase Positiva
Cuando se hacen predicciones de interaccio´n y asociaciones funcionales entre pares de
proteı´nas, una cuestio´n particularmente controvertida es la definicio´n de que´ se considera una
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Tabla 6.2: Estadı´sticas de los atributos para la prediccio´n de asociacio´n funcional entre pares de
proteı´nas. Total de instancias: 2665180. La media y la desviacio´n tı´pica se calculan sin tener en cuenta
las instancias con valores desconocidos.
Atributo Valores conocidos / desconocidos Rango de Media Desviacio´n
(total y porcentajes) valores tı´pica
I2H 1054149 / 1611031 (39,55 % / 60,45 %) [0-35,349] 0,771 0,585
MT 1054149 / 1611031 (39,55 % / 60,45 %) [0-0,991] 0,615 0,194
PP 2591226 / 73954 (97,23 % / 2,77 %) [0,088-1] 0,646 0,168
GC 11690 / 2653490 (0,44 % / 99,56 %) [1-145] 3,651 8,093
GF 668 / 2664512 (0,03 % / 99,97 %) [1-157] 7,266 18,837
longitud sec. mı´n. 2665180 / 0 (100,00 % / 0,00 %) [24-1538] 248,032 118,405
longitud sec. ma´x. 2665180 / 0 (100,00 % / 0,00 %) [46-2003] 459,751 215,676
nº orto´logos mı´n. 1594687 / 1070493 (59,83 % / 40,17 %) [16-113] 332,729 16,646
nº orto´logos ma´x. 2523554 / 141626 (94,69 % / 5,31 %) [16-113] 55,957 26,614
pos. rank. I2H mı´n. 1054149 / 1611031 (39,55 % / 60,45 %) [1-2168] 615,329 465,049
pos. rank. I2H ma´x. 1054149 / 1611031 (39,55 % / 60,45 %) [1-2181] 998,099 545,625
pos. rank. MT mı´n. 1054149 / 1611031 (39,55 % / 60,45 %) [1-2137] 543,095 396,529
pos. rank. MT ma´x. 1054149 / 1611031 (39,55 % / 60,45 %) [1-2181] 1039,962 535,107
pos. rank. PP mı´n. 2591226 / 73954 (97,23 % / 2,77 %) [1-2946] 1125,718 769,455
pos. rank. PP ma´x. 2591226 / 73954 (97,23 % / 2,77 %) [1-2946] 1877,786 798,469
pos. rank. GC mı´n. 11690 / 2653490 (0,44 % / 99,56 %) [1-20] 4,275 2,895
pos. rank. GC ma´x. 11690 / 2653490 (0,44 % / 99,56 %) [1-23] 7,588 4,563
pos. rank. GF mı´n. 668 / 2664512 (0,03 % / 99,97 %) [1-11] 1,121 0,549
pos. rank. GF ma´x. 668 / 2664512 (0,03 % / 99,97 %) [1-25] 2,867 3,104
asociacio´n funcional. En este trabajo se ha elegido una definicio´n inclusiva de asociacio´n
funcional, que es consistente con los distintos me´todos de prediccio´n que se emplean como
atributos. Mientras que algunos de estos me´todos se centran ma´s en detectar interacciones
fı´sicas (GF, I2H o MT), otros son ma´s adecuados para predecir rutas bioquı´micas (GC) o tienen
un alcance menos definido au´n.
Ası´, la clase positiva esta´ formada por los pares de proteı´nas de E.coli que tienen una
asociacio´n funcional segu´n la mencionada definicio´n inclusiva; es decir, todos los pares que
aparecen en alguna de las bases de datos externas descritas en el primer apartado de la seccio´n
6.2.1. Se toma esta decisio´n porque no existen ejemplos positivos suficientes para construir
clasificadores independientes por evidencia o base de datos (ver cantidades de ejemplos en
la tabla 6.1). En total, sin considerar los homodı´meros (es decir, los pares formados por dos
proteı´nas iguales), el conjunto contiene 89.401 pares de proteı´nas diferentes.
Con esta definicio´n de instancias positivas se intenta tener una representacio´n extensa de las
asociaciones funcionales entre proteı´nas, al incluir bases de datos variadas. Como consecuencia
de la distinta cantidad de informacio´n disponible para cada tipo de asociacio´n funcional, los
resultados van a revelar ma´s informacio´n sobre las capacidades de prediccio´n de los principales
contribuidores de instancias a este conjunto de positivos, es decir, los genes co-regulados y las
asociaciones metabo´licas.
Clase Negativa
Los pares de proteı´nas para la clase negativa se obtienen de lo que se podrı´a denominar
la aplicacio´n del ‘supuesto del mundo cerrado’. En este dominio significarı´a que cualquier par
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de proteı´nas que no se sabe que esta´ asociado funcionalmente (es decir, que dicho par no es
una instancia positiva) es considerado un par que no se asocia funcionalmente entre sı´ (una
instancia negativa). De esta forma, la cantidad de instancias negativas es muy elevada (ma´s de
un 99 % del total), debido a la explosio´n combinatoria a la que dan lugar las 4.339 proteı´nas
de E.coli, con un total de 9.411.291 pares posibles. Por ello, se aplica una serie de filtros
que permiten reducir el conjunto de instancias negativas basa´ndose en ciertos criterios ma´s
informativos que la simple aleatoriedad. Por ejemplo, so´lo se escogen instancias que tienen sus
dos proteı´nas en algu´n par del conjunto de positivos. Ası´, se intenta reducir la incertidumbre en
la informacio´n negativa, por considerar so´lo proteı´nas sobre las que se tiene alguna informacio´n
acerca de su funcio´n. Es decir, que al menos se ha trabajado con ellas, y si no se ha encontrado
una interaccio´n o asociacio´n funcional, sera´ ma´s probable que no exista, frente a un par de
proteı´nas sobre las que no se ha investigado nada. Del conjunto de pares resultante, se eliminan
los homodı´meros y tambie´n aquellos pares para los que ningu´n me´todo de prediccio´n individual
genera un valor de salida, porque no son relevantes para el aprendizaje. Este proceso arroja
2.575.779 pares de proteı´nas negativos. Es importante tener presente que este conjunto todavı´a
podrı´a contener algunas asociaciones funcionales no definidas (es decir, falsos negativos).
Conjuntos de Entrenamiento y Test
La construccio´n de los conjuntos para el aprendizaje debe ocuparse del problema del
desbalanceo entre clases, ya que la clase negativa filtrada au´n constituye casi el 97 % de
todas las instancias. Por lo tanto, los conjuntos de entrenamiento y test se construyen con un
20 % de instancias positivas y un 80 % de negativas, estableciendo ası´ un compromiso entre
representar la distribucio´n subyacente y alcanzar un mayor balance de ambas clases para no
afectar al rendimiento de la clasificacio´n. Aunque esta distribucio´n entre clases se considera un
buen equilibrio, previamente se han probado otras distribuciones que van del 20 % al 50 % de
instancias positivas, no presentando ninguna de ellas resultados destacables.
El conjunto de entrenamiento se compone de dos tercios de ejemplos positivos (comple-
tando el 20 % explicado previamente), queda´ndose el conjunto de test con el tercio restante de
pares de proteı´nas positivos. Los conjuntos de entrenamiento y test se completan con instancias
de la clase negativa, cogiendo aleatoriamente exactamente 4 veces el nu´mero de instancias po-
sitivas, para alcanzar el 80 % de instancias negativas en cada conjunto. Ası´, se emplean todas
las instancias positivas disponibles (asociaciones funcionales conocidas), bien en el conjunto
de entrenamiento o bien en el de test. Por el contrario, se descartan muchas instancias negati-
vas. De esta forma, segu´n los criterios mencionados previamente, el conjunto de test tiene la
mitad del taman˜o del conjunto de entrenamiento.
El total de instancias disponibles es de 2.665.180 asociaciones funcionales (89.401 pares
positivos y 2.575.779 negativos), que se reducen a 264.752 (16.566 positivas y 248.186
negativas) al aplicar un filtro, tanto a la clase positiva como a la negativa, asociado a los
diez atributos de ranking. Este filtro consiste en eliminar las instancias donde ninguna de las
posiciones de ranking esta´ entre las 100 primeras, en los rankings de PP, MT y I2H. Este paso
reduce el ruido procedente de los pares menos puntuados que no deberı´an ser predichos por los
me´todos de entrada. Si el par tiene un score de los me´todos GC o GF, la instancia se mantiene,
ya que la cantidad de asociaciones funcionales para una proteı´na dada es mucho menor segu´n
estos dos me´todos.
Resumiendo, tras aplicar la distribucio´n del 20 % para positivos y el 80 % para negativos,
los conjuntos finales se componen de 11.044 positivos y 44.176 negativos en el conjunto de
entrenamiento, y 5.522 positivos y 22.088 negativos en el de test.
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6.2.4. Complejidad del Dominio
Conviene tener presente algunos problemas implı´citos a la naturaleza biolo´gica de los
datos, los cuales establecen un alto nivel de complejidad que dificulta la construccio´n de un
predictor de asociacio´n funcional entre proteı´nas.
Incertidumbre intrı´nseca: Como en la mayorı´a de los dominios de Biologı´a Molecular,
en este dominio no se puede asegurar que los datos de interacciones y asociaciones
funcionales que se utilizan son completamente correctos (tanto en el conjunto de
entrenamiento como en el de test), porque no existen experimentos especı´ficos en
laboratorio que verifiquen que todas las interacciones y asociaciones funcionales se
producen en realidad. Esto an˜ade un cierto grado de imprecisio´n a los conjuntos de
entrada empleados, donde la distribucio´n de clases que se pretende aprender no es exacta.
Por ejemplo, se sabe que en los conjuntos de datos hay falsos negativos (correspondientes
a asociaciones funcionales que au´n no se han descubierto), que pueden ser muchos
en comparacio´n a la cantidad de verdaderos positivos, pero pocos en comparacio´n al
conjunto total de asociaciones funcionales que existen en el interactoma del organismo
considerado.
Desbalanceo extremo entre la cantidad de positivos y negativos: Como muestra de
ello se presentan algunos valores nume´ricos. Si se tienen en cuenta todos los posibles
pares resultantes de la combinacio´n de todas las proteı´nas de E.coli (4.339 proteı´nas), se
alcanza un valor de 9.411.291 posibles ejemplos sobre los que evaluar la existencia de
asociacio´n funcional o no, de los que menos del 1 % corresponde a instancias positivas.
Aplicando algunos filtros para mejorar la utilidad y fiabilidad de los ejemplos negativos
considerados, la cantidad de positivos alcanza tan solo algo ma´s del 6 %.
Gran porcentaje de valores desconocidos en los atributos: Dadas las limitaciones
de aplicacio´n de cada uno de los me´todos computacionales de prediccio´n (como por
ejemplo, la necesidad de un cierto nu´mero de secuencias orto´logas en el alineamiento
mu´ltiple, la ocurrencia de un evento poco frecuente, o la exigencia de la secuenciacio´n
de la proteı´na completa, entre otros) es lo´gico que existan muchos pares de proteı´nas
sobre los que no se puede aplicar un me´todo, y por tanto no se tiene un valor asociado
al atributo correspondiente a dicho me´todo. Como muestra, se puede mencionar que en
los me´todos de conservacio´n de genes adyacentes (GC) y de eventos de fusio´n de genes
(GF), los scores son desconocidos en ma´s del 99 % de los casos.
Estos tres aspectos comentados dan una idea de las caracterı´sticas del conjunto de datos
que se manejan.
6.2.5. Algoritmos de Aprendizaje
Una vez definidas las instancias a utilizar en las fases de entrenamiento y test, el siguiente
paso es determinar el algoritmo de aprendizaje con el que construir el clasificador. Entre las
diferentes posibilidades se elige AODE (Averaged One-Dependence Estimators) [Webb et al.,
2005], descrito en la seccio´n 2.1.2.
AODE es un algoritmo bayesiano (basado en probabilidades condicionadas), que conserva
la simplicidad, eficacia y eficiencia de Naive Bayes [John and Langley, 1995], evitando los
inconvenientes que ocasiona la exigencia de asumir la independencia total de los atributos.
Este nuevo enfoque mejora la precisio´n de Naive Bayes, sin incrementar de forma considerable
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los costes computacionales; caracterı´stica deseable en grandes conjuntos de datos, como los
que se manejan en este problema. Consultar la seccio´n 2.1.2 para una descripcio´n detallada del
algoritmo.
AODE requiere valores nominales en todos los atributos, que originalmente son continuos.
Por lo tanto, se realiza una discretizacio´n, usando el criterio de igual frecuencia, con un mı´nimo
de 50 instancias por particio´n. Este criterio se selecciona porque es el que mejores resultados
ha proporcionado empı´ricamente en este dominio, frente a otros esquemas posibles como el de
taman˜o fijo de la particio´n.
Adema´s, cabe destacar que AODE maneja los valores desconocidos de atributos teniendo
en cuenta so´lo los conocidos para esa instancia, calculando el producto de probabilidades so´lo
de los atributos existentes. Dada la elevada cantidad de valores desconocidos en este dominio,
esta idea para gestionarlos es adecuada, porque no rellena los desconocidos con la media o la
mediana del atributo en todo el conjunto, ni obvia por completo la instancia, como hacen otros
algoritmos. Rellenar los valores desconocidos con la media o el valor mayoritario (como ocurre
en Naive Bayes y BayesNet [Friedman et al., 1997; Bouckaert, 2004]) no refleja la sema´ntica
de los datos de este dominio, ya que atributos con un valor desconocido podrı´a implicar que no
existen (que es diferente a que se haya extraviado el valor por ruido en los datos). Igualmente,
ignorar las instancias con valores desconocidos no serı´a viable en este dominio, dado que casi
todas las instancias tienen algu´n valor desconocido (so´lo hay 82 instancias completas de un
total de 2.665.180). Esta circunstancia se debe a que los me´todos computacionales individuales
que se quieren unificar so´lo dan un resultado en condiciones restringidas (ver descripcio´n de
los me´todos [Valencia and Pazos, 2002]). Otro enfoque para mantener la sema´ntica biolo´gica
de los valores desconocidos es la definicio´n de un operador particular, que diferencie esos
valores y los gestione de forma especı´fica, como permite la te´cnica de Programacio´n Gene´tica,
desarrollada en el capı´tulo 8, en la seccio´n 8.1.
Para seleccionar el algoritmo de aprendizaje, se han aplicado diferentes tipos de algoritmos
de clasificacio´n, intentando elegir una versio´n reciente o mejorada de cada uno, o aquella
que aproveche alguna caracterı´stica especı´fica adaptada a los datos de este dominio. Ası´,
se ha hecho uso de regresio´n lineal [Mitchell, 1997], como te´cnica ba´sica para combinar
ponderadamente atributos nume´ricos aproximando una funcio´n lineal; a´rboles de decisio´n, en
su nueva versio´n ADTree [Freund and Mason, 1999]; razonamiento basado en casos, en su
versio´n Kstar [Cleary and Trigg, 1995], que permite seleccionar la manera en la que debe
manejar los valores desconocidos de atributos; redes de neuronas (Perceptro´n Multi-capa,
MLP [Bishop, 1995; Rumelhart and McClelland, 1986]); reglas de decisio´n (PART [Frank and
Witten, 1998]); bosques de a´rboles aleatorios (del ingle´s, random forests [Breiman, 2001]),
cuya eficiencia se ha probado en otros dominios similares [Qi et al., 2006]; y otro me´todo
bayesiano, (BayesNet [Friedman et al., 1997; Bouckaert, 2004]), que tambie´n es un algoritmo
relevante en este estudio.
BayesNet [Bouckaert, 2004] es un algoritmo de redes bayesianas [Friedman et al., 1997]
que aprende tanto la estructura de la red como la tabla de probabilidades. Para inferir la
estructura de la red se usa un algoritmo de bu´squeda llamado K2 [Cooper and Herskovits,
1992], que an˜ade arcos con un orden fijo de las variables, usando una me´trica bayesiana
[Bouckaert, 2004] para evaluar la calidad de la red aprendida. Para estimar las distribuciones
de probabilidad condicional de la red bayesiana se usa un estimador simple [Bouckaert, 2004].
Hay una modificacio´n en la configuracio´n por defecto de BayesNet, que se refiere al nu´mero
ma´ximo de padres que puede tener un nodo en la estructura de la red, el cual se fija a 2,
aprendiendo ası´ una red de bayes de a´rbol aumentado (TAN) [Friedman et al., 1997].
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Para toda la experimentacio´n realizada con algoritmos de Aprendizaje Automa´tico, se usa
la implementacio´n de la herramienta Weka [Witten and Frank, 2005].
6.2.6. Esquema Resumen Sistema de Aprendizaje
La figura 6.2 resume el sistema descrito en las secciones previas, utilizado en este trabajo











































Figura 6.2: Esquema sistema de prediccio´n de AFPP en E.coli.
6.3. Resultados e Interpretacio´n
6.3.1. Comparacio´n de Varios Algoritmos
Se exploran varios algoritmos y varios conjuntos de entrenamiento con diferentes
proporciones entre instancias positivas y negativas para alcanzar un buen compromiso con
el desbalanceo de clases subyacente (porque la mayorı´a de pares no se espera que este´n
funcionalmente asociados). Esta experimentacio´n permite determinar si los me´todos probados
son adecuados para manejar la incapacidad de la mayorı´a de los algoritmos para gestionar
conjuntos altamente desbalanceados (ver detalles en la seccio´n 6.2).
Este proceso exploratorio genera varios clasificadores, cuya fiabilidad se compara a trave´s
del conjunto de test de asociaciones funcionales entre proteı´nas (ver 6.2.3). La comparativa se
evalu´a con curvas de coste [Drummond and Holte, 2006], que permiten elegir ra´pidamente el
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mejor clasificador por inspeccio´n visual directa. Para una descripcio´n del uso de estas curvas,
consultar el capı´tulo 4. Como regla general, los mejores clasificadores esta´n por debajo de los
peores ya que tienen un coste ma´s bajo (errores de clasificacio´n). De hecho, la diferencia de
error entre un par de clasificadores se puede medir a trave´s de la distancia vertical entre sus
curvas.
La figura 6.3 muestra las curvas de coste de diferentes clasificadores, representando los
diferentes algoritmos de Aprendizaje Automa´tico usados. Tras una inspeccio´n visual de este
gra´fico se aprecia claramente que el mejor algoritmo en la fase de test es AODE (lı´nea azul,
figura 6.3). La curva de coste de AODE aparece por debajo de las curvas de coste de todos los
otros algoritmos para la mayorı´a de los valores de probabilidad, lo que significa que AODE
comete menos errores (falsos positivos y falsos negativos) que cualquier otro clasificador para

























Figura 6.3: Curvas de coste de varios algoritmos de AA que predicen AFPP. El eje x representa la
probabilidad de coste y el eje y el coste esperado normalizado. Cada curva de coste corresponde a un
algoritmo de Aprendizaje Automa´tico diferente. Mirando la leyenda de arriba a abajo, los algoritmos
son: ADTree, un a´rbol de decisio´n; AODE y BayesNet, 2 me´todos bayesianos; Kstar, un algoritmo de
razonamiento basado en casos; MLP, una red de neuronas; PART, un me´todo de reglas de decisio´n;
Random Forests, una combinacio´n de a´rboles de clasificacio´n; Naive Bayes; y Regresio´n Lineal. El
u´ltimo es el clasificador trivial, sin ningu´n algoritmo asignado. Ver la seccio´n 6.2 para obtener la
referencia de cada algoritmo.
BayesNet es el segundo mejor clasificador en te´rminos de rendimiento, lo cual enfatiza que
los algoritmos con enfoques bayesianos son los ma´s apropiados para afrontar este problema.
Es interesante destacar que BayesNet es peor que AODE e incluso que el clasificador trivial
(tria´ngulo rojo en la figura 6.3) cuando la probabilidad de coste es mayor de 0,8. Este hecho
sera´ irrelevante en la mayorı´a de los casos, excepto para experimentos que impliquen el
filtrado de conjuntos de interacciones altamente fiables obtenidas de fuentes experimentales.
Adema´s, BayesNet reemplaza todos los valores desconocidos con la mediana de los valores del
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conjunto de entrenamiento para el atributo correspondiente, en vez de ignorar dichos valores
desconocidos como hace AODE. Respecto a este punto, el enfoque de AODE es ma´s apropiado
para la sema´ntica de este dominio, donde un valor desconocido implica la no existencia. Este
aspecto es importante porque la mayorı´a de las instancias (o pares de proteı´nas) tiene al menos
un valor desconocido, y la informacio´n que representa la ausencia de un valor se espera que sea
ma´s inestable y ma´s difı´cil de extrapolar cuando se predice sobre nuevos pares de proteı´nas.
Tambie´n es importante destacar que, de acuerdo a las curvas de coste (figura 6.3), el tercer
mejor clasificador es Naive Bayes [John and Langley, 1995] (que considera que existe una
independencia completa entre los atributos de entrada). La comparacio´n de estos tres me´todos
bayesianos muestra que modelar adecuadamente la dependencia interna entre las caracterı´sticas
de entrada mejora notablemente los resultados.
Aunque se ha demostrado el valor de otros algoritmos (como los bosques de a´rboles
aleatorios [Breiman, 2001]) sobre trabajos previos relacionados [Qi et al., 2006], AODE se
presenta como el ma´s apropiado de las combinaciones exploradas de problema, atributos y
sistema experimental. Por lo tanto, el rendimiento superior de AODE sobre la evaluacio´n
en el test no se puede tomar como una prueba de superioridad general del algoritmo.
Acorde a las caracterı´sticas especı´ficas de cada problema de prediccio´n, distintos me´todos
consiguen diferentes resultados. Adema´s, alguno de estos clasificadores podrı´an mejorar su
comportamiento con la exploracio´n detallada de su espacio de para´metros.
Para propo´sitos comparativos, la figura 6.4 muestra la evaluacio´n de los algoritmos sobre
el test con la ampliamente aplicada curva ROC. El ana´lisis de estas curvas ROC proporciona
las mismas conclusiones y apoya la superioridad de los clasificadores bayesianos para este
problema, aunque sin grandes diferencias entre los dos enfoques que tienen en cuenta la
dependencia entre los atributos. Resumiendo brevemente, estos dos clasificadores bayesianos
son claramente mejores que los otros clasificadores probados, aunque AODE proporciona un
ligero rendimiento mayor en algunas condiciones. Como consecuencia de los resultados de
esta evaluacio´n, se considera AODE como una eleccio´n adecuada para resolver este problema,
incluso siendo imposible garantizar que sera´ mejor que cualquier otro clasificador en todas las
condiciones.
6.3.2. Ana´lisis de Relevancia de Atributos
En esta seccio´n se analiza el rendimiento de AODE para distintas combinaciones de
atributos de entrada.
En la tabla 6.3 aparece una comparacio´n de la contribucio´n de las caracterı´sticas usadas
en el aprendizaje, con distintas medidas de evaluacio´n. Se realiza una inclusio´n incremental de
atributos, de abajo a arriba, incluyendo los rankings al final porque se derivan de los me´todos
correspondientes.
Se puede observar que todos los atributos aportan valor, dado que los resultados,
principalmente evaluados en AUROC y MCC, mejoran siempre que se an˜ade un nuevo grupo
de atributos, es decir, al ir de abajo hacia arriba en la tabla 6.3. Para concluir, se verifica que
la combinacio´n elegida, con todos los atributos (primera fila de la tabla 6.3), es la que presenta
una mejor evaluacio´n, equilibrada entre AUROC y MCC.
6.3.3. Mejora en la Combinacio´n de Distintas Fuentes de Informacio´n
En este apartado se compara la capacidad de prediccio´n del clasificador unificado frente
a los me´todos computacionales individuales existentes previamente, cuyas salidas integra el

























Figura 6.4: Curvas ROC de varios algoritmos de AA que predicen AFPP. El eje x representa el ratio de
aciertos positivos y el eje y el ratio de falsos positivos. La leyenda se debe interpretar como en la figura
6.3, con el mismo orden de algoritmos.
nuevo clasificador.
En primer lugar, es conveniente comparar la exactitud de las predicciones positivas de
los me´todos originales con las del clasificador basado en AODE, ya que cada me´todo tiene
distinta aplicabilidad y es potencialmente capaz de detectar diferentes tipos de asociaciones
funcionales. Se compara la precisio´n de las ‘n’ primeras predicciones de un conjunto de test
extendido. E´ste incluye el conjunto completo de posibles predicciones para E.coli despue´s de
eliminar aquellos pares usados en el conjunto de entrenamiento. En la figura 6.5 cada lı´nea
representa la precisio´n, medida como el ratio de predicciones positivas verdaderas dividido por
el nu´mero de predicciones en el conjunto de test extendido, para un nu´mero incremental de
pares predichos (la figura 6.6 es la equivalente pero restringida so´lo al conjunto de test).
Como se puede ver, AODE se comporta mejor que cada uno de los me´todos individuales
a lo largo de todo el rango de las ‘n’ primeras predicciones. Ası´, AODE tiene una precisio´n
de 0,97 para las 100 primeras predicciones, 0,69 para las 1.000 primeras, 0,56 para las 2.000
primeras, 0,49 para las 3.000 primeras, etc.
Cuando la comparacio´n se hace sobre el conjunto ma´s grande de pares predichos por
los 5 me´todos (es decir, las 800 primeras predicciones de cada me´todo, que es el ma´ximo
de predicciones proporcionadas por el me´todo GF), AODE es 1,41 veces ma´s preciso que
el me´todo GC, 3,80 veces ma´s preciso que GF, 9,65 veces ma´s fiable que PP, 32,38 veces
ma´s fiable que MT y 47,67 veces ma´s preciso que I2H. Los resultados obtenidos con GC
son los ma´s cercanos a AODE y, de hecho, ambos me´todos definen casi el mismo perfil,
aunque AODE es 20 puntos porcentuales ma´s preciso. La razo´n de esta diferencia parece ser
la informacio´n an˜adida por los otros me´todos individuales (GF, I2H, MT y PP), ası´ como los
atributos adicionales (longitud de las proteı´nas y taman˜o de la familia de proteı´nas) que usa
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Tabla 6.3: Comparacio´n de relevancia de atributos en prediccio´n de AFPP sobre el conjunto de test.
AUROC: a´rea bajo la curva ROC, MCC: Coeficiente de Correlacio´n de Matthews, TP: verdaderos
positivos, TN: verdaderos negativos, FP: falsos positivos, FN: falsos negativos.
Atributos AUROC MCC TP TN FP FN
Me´todos, Longitud, Nºort., Rankings 0,77 0,35 1.362 21.523 4.160 565
Me´todos, Longitud, Nºort. 0,77 0,27 903 21.685 4.619 403
Me´todos, Longitud 0,67 0,18 542 21.714 4.980 374
Me´todos 0,57 0,14 305 21.903 5.217 185
Longitud 0,67 0,13 306 21.843 5.216 245
Nº orto´logos 0,61 0,06 146 21.891 5.376 197
AODE.
Adema´s, se detecta que algunos me´todos individuales son muy imprecisos (menos del
10 %), como es el caso de I2H, MT y PP. Por el contrario, GC produce una proporcio´n de
predicciones correctas mucho ma´s elevada, siendo alrededor de 8 veces ma´s preciso que PP (el
mejor de los tres me´todos ma´s pobres en prediccio´n). GF proporciona muy pocas predicciones
debido a que depende de la ocurrencia de un evento particular. La relativa baja frecuencia de
eventos de fusio´n de genes limita la habilidad de GF para predecir la mayorı´a de asociaciones
funcionales.
En segundo lugar, se puede hacer una comparacio´n basada en la cobertura de aplicacio´n de
cada me´todo. Hay que resaltar que, en contraposicio´n a los me´todos individuales de partida,
cuya salida esta´ muy limitada por las restricciones de aplicacio´n de cada uno, el clasificador
unificado es capaz de dar una prediccio´n (positiva o negativa, con su probabilidad asociada)
para casi cualquier par de proteı´nas que se le presente. Como ejemplo clarificador, los me´todos
I2H y GF no dan prediccio´n para el 21 % y 99 % de los casos, respectivamente.
Esta comparacio´n, respecto a la cobertura de aplicacio´n de cada me´todo, queda reflejada en
la figura 6.7, que representa mediante curvas de coste los 6 me´todos computacionales, aplicados
sobre el mismo conjunto de test. Cualquier par de proteı´nas para el que un me´todo no da un
valor de salida, se considera una prediccio´n negativa, con una puntuacio´n 0. Teniendo esto en
cuenta, se observa que los me´todos individuales tienden a solaparse con el clasificador trivial
(triangulo central de la figura 6.7) a lo largo de casi todo el eje x. Mientras, el me´todo unificado
(lı´nea roja de la figura 6.7) mantiene unos costes aceptablemente bajos en todo el rango.
Por lo tanto, AODE logra una mayor cobertura de aplicacio´n, siendo capaz de aportar
predicciones para un conjunto ma´s amplio de pares de proteı´nas, frente a los me´todos
individuales, que se encuentran muy limitados a su contexto o restricciones de aplicacio´n.
Por u´ltimo, es importante tener en cuenta que la definicio´n global de asociaciones
funcionales que se usa en este trabajo se centra en los tipos de asociaciones ma´s numerosos
en los datos de partida (ver la seccio´n 6.2). En este estudio, las principales fuentes de
interacciones y asociaciones funcionales son la co-regulacio´n y las rutas metabo´licas. Por
lo tanto, es esperable que AODE sea ma´s ventajoso para la prediccio´n de estos dos tipos de
asociaciones funcionales, al comparar AODE con otros me´todos basados en diferentes fuentes
o con diferentes proporciones entre los tipos de asociaciones funcionales.
En conclusio´n, AODE fusiona varios me´todos de prediccio´n mejorando en rendimiento
y cobertura a los me´todos computacionales individuales que combina y complementa con
informacio´n adicional.


























































Figura 6.5: Precisio´n de me´todos individuales y me´todo unificado en el conjunto de test extendido.
El eje x representa el nu´mero de ejemplos (pares de proteı´nas) acumulados, sobre los que se aplica un
me´todo, ordenados segu´n la puntuacio´n (o salida) de dicho me´todo. La puntuacio´n es diferente en cada
caso, por lo que las ‘n’ primeras predicciones de cada me´todo no son las mismas. El eje y representa la
cantidad de aciertos en la clase positiva entre el total de ejemplos para los que el me´todo en cuestio´n es
capaz de dar una clasificacio´n (nº de predicciones restringidas). AODE, I2H, MT, PP, GC y GF son los
diferentes me´todos computacionales de prediccio´n.
6.3.4. Evaluacio´n para Diferentes Categorı´as de Fuentes de Datos
El objetivo de este apartado es presentar unas breves observaciones sobre la posibilidad de
predecir asociaciones funcionales por categorı´as.
En primer lugar, hay que decir que la construccio´n de un predictor independiente para cada
fuente de datos no es recomendable, o incluso inviable, porque se deben dividir los datos de
entrenamiento. Con lo que las asociaciones funcionales que quedan pueden ser insuficientes
para aprender, mayoritariamente cuando la base de datos disponible no es grande, como por
ejemplo la de regulacio´n o de datos experimentales (ver tabla 6.1 con la cantidad de instancias
positivas procedentes de cada base de datos).
Ası´, sin un entrenamiento individual, la u´nica posibilidad es una evaluacio´n con los
datos de test por cada categorı´a de asociaciones funcionales o fuentes de datos. Dado que
el criterio para construir el conjunto de ejemplos negativos del sistema AODE aplica a todo
el conjunto de asociaciones funcionales, sin divisio´n por base de datos, para no an˜adir fuentes
de ruido adicionales, la evaluacio´n por categorı´a que se presenta se basa so´lo en los ejemplos
positivos del conjunto de test. Dicho conjunto de test, correspondiente al clasificador global,
no sigue una distribucio´n homoge´nea entre categorı´as. Segu´n se describen en la seccio´n 6.2.1,
dichas categorı´as son: datos experimentales (248 asociaciones funcionales en test), complejos
(676 asociaciones), regulacio´n (143 asociaciones), co-regulacio´n (2.863 asociaciones), rutas


























































Figura 6.6: Precisio´n de me´todos individuales y unificado en el conjunto de test. Los ejes x e y se deben
interpretar como en la figura 6.5.
metabo´licas (1.942 asociaciones) y minerı´a de textos (950 asociaciones), conteniendo ejemplos
solapados entre distintas categorı´as.
Por lo tanto, la comparativa presentada en la figura 6.8 y las conclusiones derivadas en este
apartado se ven afectadas por todas estas limitaciones.
Al observar la figura 6.8, como se esperaba, la tasa de aciertos en positivos en los datos
experimentales es la ma´s baja, dado que el sistema esta´ entrenado con muchas ma´s asociaciones
funcionales que interacciones fı´sicas. Sin embargo, sorprende que para casi cualquier umbral,
las asociaciones de minerı´a de textos y las interacciones en complejos sean superiores al resto,
porque no son las fuentes de datos ma´s abundantes, correspondientes a co-regulacio´n y rutas
metabo´licas (ver tabla 6.1).
En conclusio´n, dadas las restricciones en los conjuntos independientes disponibles para
evaluar el sistema global, este ana´lisis no se puede considerar una evaluacio´n definitiva, sino
simplemente una observacio´n. Porque el sistema de prediccio´n de asociaciones funcionales
esta´ basado en un clasificador global, con todas las fuentes de datos mezcladas. No obstante,
el sistema global es pra´cticamente la u´nica alternativa con suficientes ejemplos para aprender.
Por lo tanto, so´lo se tiene una aproximacio´n sesgada de la evaluacio´n por fuentes, debido a las
diferentes limitaciones del proceso de aprendizaje global.
6.4. Aplicacio´n para Filtrar Interacciones Experimentales
Para mostrar el potencial de AODE, se ha aplicado a un conjunto de datos experimentales
no incluido originalmente en los conjuntos de entrenamiento ni test. Para este propo´sito, se
recopila el conjunto de complejos de proteı´nas detectados por Arifuzzaman et al. [Arifuzzaman
























Curvas de coste. Unificado vs Individuales
Figura 6.7: Curvas de coste de me´todos individuales frente a unificado en conjunto de test. El eje x
representa la probabilidad de coste y el eje y el coste esperado normalizado.
et al., 2006]. Estos datos se obtuvieron mediante un enfoque experimental a gran escala, basado
en tecnologı´as de co-immunoprecipitacio´n, aplicadas a las proteı´nas de E.coli.
Se ha demostrado que las tecnologı´as a gran escala, aunque valiosas, frecuentemente
producen un gran nu´mero de falsos positivos debido a diferentes defectos metodolo´gicos. Se
ha elegido este ejemplo en particular porque incluye una gran cantidad de asociaciones entre
proteı´nas que no se han podido confirmar por ninguna otra fuente de datos disponible, es decir,
que dichas asociaciones no se han detectado por ningu´n otro me´todo. De hecho, so´lo el 7,85 %
de los datos se confirman con el extenso conjunto de predicciones de asociaciones funcionales
de AODE (cubriendo so´lo el 0,64 % de e´stas). El nu´mero de confirmaciones externas es
pequen˜o (un hecho comu´n cuando se comparan diferentes fuentes de asociacio´n funcional),
incluso aunque el conjunto de bases de datos externas recopiladas, con las que se entrena el
sistema, incluya otros conjuntos de complejos de proteı´nas. No obstante, hay que recordar que
el conjunto de entrenamiento del sistema combina muchas bases de datos diversas, incluidas
algunas con ma´s (como los datos experimentales a pequen˜a escala) y otras con mucha menos
fiabilidad que los complejos (como las fuentes de minerı´a de textos).
AODE se usa para detectar el subconjunto de interacciones que potencialmente tienen
significado biolo´gico, tras asignarle un nivel de confianza a cada asociacio´n entre proteı´nas
de este conjunto de datos a gran escala. Para ello, se ordena el conjunto de pares de proteı´nas
recopilados por Arifuzzaman usando la puntuacio´n de AODE como medida de probabilidad de
ser una asociacio´n funcional. Entonces se compara el nivel de confirmacio´n de la prediccio´n
para los ‘n’ pares mejor puntuados (lı´nea verde de la figura 6.9) con el nivel obtenido para el
conjunto completo de Arifuzzaman (punto azul de la figura 6.9) y con el nivel de confirmacio´n
para aquellos pares predichos para el proteoma completo (lı´nea roja de la figura 6.9).
Los resultados muestran claramente que la combinacio´n de informacio´n de AODE puede
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Figura 6.8: Evaluacio´n de la prediccio´n de asociacio´n funcional por diferentes categorı´as de fuentes
de datos. Sistema AODE entrenado con todas las fuentes de datos, y test sobre el subconjunto
correspondiente a cada categorı´a, so´lo de positivos. Se representa el ratio de aciertos en positivos
(predicciones correspondientes a asociaciones funcionales reales) sobre el total de instancias positivas
(asociaciones funcionales presentes en las fuentes origen) para distintos umbrales de corte en la
probabilidad de prediccio´n.
extraer un conjunto de asociaciones funcionales significativas a partir de la ruidosa coleccio´n
de datos original. Por ejemplo, el 68 % de los primeros 100 pares y el 42 % de los primeros
1.000 pares se confirman en la lista puntuada con los valores de AODE. Estas cifras son
muy significativas cuando se comparan con el 8 % de confirmacio´n original del conjunto
completo de 7.283 asociaciones del conjunto de Arifuzzaman. Cuando se compara el conjunto
de Arifuzzaman filtrado (lı´nea verde de la figura 6.9) y las predicciones de AODE (lı´nea roja
de la figura 6.9) es importante destacar que las predicciones del conjunto filtrado son menos
fiables que las del proteoma completo, porque e´stas incluyen pares diferentes. De hecho, la
mayorı´a de los pares fiables del proteoma completo no se recuperan con el experimento de
Arifuzzaman y por lo tanto AODE no las puede incluir en el conjunto filtrado.
Estos resultados muestran el poder de combinar diferentes fuentes de datos, de distinta
fiabilidad, para asignar fa´cilmente un nivel de calidad a las interacciones entre proteı´nas
procedentes de experimentos a gran escala, las cuales no poseen a priori un indicador de
confianza de la prediccio´n, que permita ordenarlas para extraer las ma´s fiables.
6.5. Comparacio´n con la Base de Datos STRING
STRING [Jensen et al., 2009] es una base de datos dedicada a la prediccio´n de asociaciones
funcionales entre proteı´nas para un conjunto de genomas completamente secuenciados.
























































Figura 6.9: Precisio´n del me´todo unificado sobre el conjunto experimental de Arifuzzaman. Los ejes x
e y se deben interpretar como en la figura 6.5. El conjunto filtrado (la lı´nea verde) se obtiene ordenando
los pares de proteı´nas en el conjunto de Arifuzzaman, segu´n la puntuacio´n de AODE. La precisio´n del
conjunto de Arifuzzaman se representa por su valor medio (el punto azul), ya que este conjunto de datos
no se puede ordenar por no tener una puntuacio´n asociada a cada par.
Contiene una recopilacio´n exhaustiva de informacio´n, desde importaciones de bases de datos
externas hasta predicciones generadas por el equipo de STRING, incluyendo versiones de
algunos de los me´todos individuales descritos en este trabajo, como la fusio´n de genes, el
contexto geno´mico o los perfiles filogene´ticos.
STRING tiene su propia definicio´n de Patro´n Oro (del ingle´s, Gold Standard) para las
asociaciones funcionales, que esta´ basado en las rutas metabo´licas [Jensen et al., 2009]. Este
enfoque difiere de la estrategia adoptada en el presente trabajo, porque STRING no incluye
relaciones de regulacio´n entre factores de transcripcio´n y genes regulados, ni entre los genes
regulados por el mismo factor de transcripcio´n. Incluso lo que es ma´s importante, STRING
se aprovecha de la informacio´n experimental disponible para predecir nuevas asociaciones
funcionales metabo´licas, utilizando interesantes datos experimentales adicionales para un par
de proteı´nas dado. En cambio, las predicciones que produce AODE esta´n ma´s enfocadas
a asociaciones sin confirmacio´n experimental disponible. Lo que tambie´n implica que, en
principio, las predicciones de AODE son aplicables a cualquier proteı´na (dentro del proteoma
de E.coli aquı´ analizado). Por lo tanto, la cobertura y la capacidad de descubrir asociaciones
desconocidas de AODE deberı´a ser ma´s alto, mientras su capacidad para detectar asociaciones
de proteı´nas bien caracterizadas sera´ necesariamente ma´s bajo.
Para probar estas ideas, se usa AODE para extraer aquellas entradas de STRING con
puntuaciones ma´s altas, a partir de un conjunto de 240.885 pares de proteı´nas de STRING, con
el valor de confianza de la prediccio´n mı´nimo al 0,15. Para obtener una visio´n de la habilidad de
ambos enfoques para detectar asociaciones funcionales desconocidas, todos los pares validados
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experimentalmente se eliminan. En la figura 6.10 se compara la prediccio´n de las puntuaciones
de STRING y AODE para el conjunto de 121.042 asociaciones comunes a ambos conjuntos,
que representan un 50,25 % de los pares de STRING.
Los resultados muestran claramente que ambas definiciones de enlaces funcionales so´lo
solapan parcialmente. Adema´s, se concluye que AODE puede complementar las predicciones
























































Figura 6.10: Comparacio´n de precisiones del me´todo unificado y STRING, sobre el conjunto de
predicciones de STRING. Los ejes x e y se deben interpretar como en la figura 6.5. El conjunto STRING
filtrado (la lı´nea verde) se obtiene ordenando los pares de proteı´nas en la base de datos externa, es decir,
STRING, segu´n la puntuacio´n de AODE. La lı´nea de STRING (azul) se calcula ordenando los datos
segu´n la puntuacio´n de STRING, es decir, la puntuacio´n para cada par de la base de datos externa.
6.6. Servidor de Predicciones EcID
Los resultados de cada uno de los 5 me´todos de prediccio´n individuales y de su
combinacio´n en AODE esta´n integrados en el servidor EcID (del ingle´s, E.coli Interaction
Database, [Leon et al., 2009]), permitiendo al usuario extraer y navegar fa´cilmente por la red
de interacciones y asociaciones funcionales entre proteı´nas.
EcID proporciona dos modos ba´sicos de navegacio´n por la red: el ‘Modo Experimental’
enfocado en extraer asociaciones funcionales apoyadas experimentalmente (similar al enfoque
de STRING), y el ‘Modo de Prediccio´n’ centrado en suministrar predicciones para las proteı´nas
menos caracterizadas. Las puntuaciones de AODE, calculadas segu´n se describe en este
capı´tulo con el clasificador basado en AODE, se usan en EcID para generar un criterio
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de confianza de la prediccio´n, para las asociaciones funcionales mostradas en el ‘Modo de
Prediccio´n’. Este criterio de confianza, que aporta el sistema unificado de prediccio´n AODE,
permite al sistema EcID una medida u´nica para seleccionar un conjunto de relaciones ma´s
probable para proteı´nas pobremente caracterizadas. Adema´s, esto cumple otro de los propo´sitos
originales, como es conseguir resultados para las proteı´nas menos caracterizadas, adema´s
de ordenar las asociaciones bien conocidas entre proteı´nas que tambie´n permite AODE. El
servidor es de acceso libre en http://ecid.bioinfo.cnio.es/, presentando un aspecto como el
mostrado en la figura 6.11.
Figura 6.11: Ejemplo de vista de servidor de predicciones EcID.
6.7. Conclusiones
Este capı´tulo presenta un enfoque basado en Aprendizaje Automa´tico para la prediccio´n de
asociaciones funcionales entre proteı´nas, integrando un par de caracterı´sticas ba´sicas de las dos
proteı´nas, los resultados de cinco me´todos computacionales heteroge´neos, y una medida de los
pares potenciales de proteı´nas asociadas segu´n cada me´todo.
Los resultados sobre un conjunto de test independiente del de entrenamiento confirman
la adecuacio´n de los algoritmos bayesianos para afrontar el problema planteado, segu´n un
ana´lisis con curvas de coste y curvas ROC sobre algoritmos alternativos de Aprendizaje
Automa´tico. El mejor algoritmo es AODE, seguido de BayesNet, con resultados ligeramente
peores. Adicionalmente, AODE es adecuado para problemas con valores desconocidos, siendo
flexible en su gestio´n, lo que es conveniente en este caso donde no siempre es posible obtener
predicciones con los cinco me´todos individuales para los mismos pares de proteı´nas. Adema´s,
AODE proporciona una estimacio´n cuantitativa, u´til como medida unificada de fiabilidad de la
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asociacio´n de cada par de proteı´nas (utilizada como agregado en el servidor de predicciones
EcID).
Todos los me´todos e informacio´n de entrada del clasificador provienen de experimentos
de secuenciacio´n geno´mica. Por lo tanto, el clasificador unificado aporta conocimiento
preferentemente sobre las asociaciones funcionales poco caracterizadas, en vez de sobre las
bien definidas. En este sentido, el nuevo enfoque propuesto en este capı´tulo se diferencia de
otros enfoques populares y exitosos, como STRING, porque es independiente de la informacio´n
experimental disponible para un par de proteı´nas considerado.
Por otro lado, este clasificador basado en AODE mejora los resultados de los me´todos
originales individuales que incorpora. Tanto en precisio´n como en cobertura de aplicacio´n.
Especialmente es mucho mejor en este segundo aspecto, siendo capaz de aportar predicciones
para cualquier par de proteı´nas con un solo me´todo aplicado, mientras que cada me´todo
individual esta´ limitado a una regio´n del espacio de predicciones que satisfaga sus restricciones.
Sin embargo, existe una limitacio´n en el sistema de prediccio´n presentado, debido a que integra
otros me´todos existentes. Por tanto, las actualizaciones del clasificador basado en AODE
requerirı´an que se actualicen previamente los me´todos que se combinan, o que se incorporen
otros nuevos.
El clasificador presentado en este trabajo tambie´n permite refinar y enriquecer otros
listados de interacciones y asociaciones funcionales existentes. Particularmente, los pares de
un experimento de co-immunoprecipitacio´n a gran escala, que se ordenan y filtran segu´n su
significado funcional. Este resultado destaca el valor de este tipo de enfoques para eliminar
la considerable cantidad de falsos positivos que generan los enfoques experimentales a gran
escala, por la falta de una medida de confianza de la prediccio´n, lo cual es todavı´a uno de los
principales inconvenientes de dichas te´cnicas, que no definen cua´les son las predicciones ma´s
fiables.
Capı´tulo 7
Extensio´n de Rutas Biolo´gicas en
Humanos
En este capı´tulo se describe el segundo problema afrontado en esta tesis de anotacio´n
funcional dentro de la Biologı´a de Sistemas, junto con los resultados obtenidos y su
interpretacio´n. Se trata de an˜adir proteı´nas a una red en la que se comparte funcio´n a nivel
de proceso biolo´gico, a partir de combinaciones de propiedades simples de la secuencia e
informacio´n relacional de proteı´nas, interaccionando por pares o en complejos.
El contenido del capı´tulo en detalle es el siguiente. En las dos primeras secciones se
describe el contexto del problema, los datos recopilados, su representacio´n segu´n el modelo
de conocimiento gene´rico presentado en el capı´tulo 5, y el me´todo de aprendizaje propuesto
(hı´brido entre relacional y proposicional) para resolver el problema de anotacio´n de rutas
biolo´gicas. En la seccio´n 7.3 se presentan los resultados del aprendizaje desde una perspectiva
puramente computacional. En la seccio´n 7.4 se describe una serie variada de interesantes
ana´lisis interpretativos de las predicciones, teniendo presente la realidad biolo´gica a la que
pertenecen. En las secciones 7.5 y 7.6 se compara la propuesta de esta tesis de extensio´n de
rutas biolo´gicas con otros me´todos que podrı´an resolver la misma tarea de anotacio´n funcional,
pero que se basan en otros principios. La seccio´n 7.7 expone la relevancia biolo´gica de las
proteı´nas an˜adidas a rutas biolo´gicas concretas por el me´todo propuesto en esta tesis, detallando
casos particulares de proteı´nas cuya prediccio´n parece estar justificada por anotaciones en
bases de datos biolo´gicas y publicaciones cientı´ficas, a falta de una verificacio´n experimental.
Finalmente, se expone una discusio´n y resumen de las conclusiones del capı´tulo completo.
7.1. Definicio´n del Problema
Las rutas biomoleculares representan una recopilacio´n abstracta del conocimiento sobre
procesos metabo´licos, de regulacio´n y de sen˜alizacio´n, organizados como cascadas de
interacciones entre proteı´nas, con la implicacio´n de otros compuestos moleculares. Son las
responsables de lograr resultados fenotı´picos biolo´gicos especı´ficos [Cary et al., 2005; Ooi
et al., 2010].
El nu´cleo de la biologı´a de sistemas son las redes bioquı´micas y de sen˜alizacio´n. Las rutas
metabo´licas y de sen˜alizacio´n son cada vez una parte ma´s importante de la organizacio´n del
conocimiento en la Biologı´a de Sistemas [Kemper et al., 2010]. Adema´s, en los u´ltimos an˜os
se ha mostrado un renovado intere´s en almacenar y anotar rutas [Demir et al., 2010; Cerami
et al., 2011], implicando varios retos que incrementan el intere´s por las rutas biolo´gicas. Entre
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dichos retos esta´ el crecimiento de la cantidad de informacio´n experimental disponible, las
limitaciones obvias en las bases de datos y los recursos de anotacio´n, y las variadas definiciones
sobre que´ constituye una ruta. Adicionalmente, en humanos, la des-regulacio´n de los sistemas
de sen˜alizacio´n ha estado implicada en diversas patologı´as, como el ca´ncer [Vogelstein and
Kinzler, 2004], la degeneracio´n neuronal, la atrofia muscular, la inmunodeficiencia y la diabetes
[Sakharkar et al., 2007].
Como consecuencia de las distintas definiciones de ruta biolo´gica encontradas en la
literatura cientı´fica [Bader et al., 2006], su implementacio´n no es la misma en bases de
datos diferentes, como por ejemplo Reactome [Matthews et al., 2009], KEGG [Kanehisa
and Goto, 2000] o MetaCyc [Caspi et al., 2010]. De hecho, existen esfuerzos dirigidos a
desarrollar una forma esta´ndar para representar, anotar y mostrar una visio´n comu´n de las rutas
biolo´gicas (como Pathway Commons [Cerami et al., 2011]), pero se complica por las complejas
diferencias, que en muchos casos se deben a criterios cientı´ficos distintos sobre la definicio´n
de una ruta.
Debido a la naturaleza de integracio´n de las rutas, se requiere un esfuerzo humano
sustancial para construirlas. Los disen˜adores expertos construyen una ruta despue´s de leer e
interpretar numerosos artı´culos cientı´ficos [Kemper et al., 2010], quedando frecuentemente
representada una ruta a trave´s de interpretaciones conjuntas de hechos dispersos por la literatura
[Kell and Oliver, 2004; Luciano and Stevens, 2007]. Adema´s, distintos expertos podrı´an
tener una interpretacio´n diferente de los hechos. De forma que, ante el mismo conjunto de
informacio´n, el disen˜o de la ruta depende de quie´n lo haga, variando el resultado final en la
inclusio´n de algunas de las proteı´nas.
Por todas estas razones, en este capı´tulo existe un intere´s por explorar las posibilidades
de expandir rutas biomoleculares con proteı´nas potencialmente relacionadas, pero que no se
incluyeron en la definicio´n original de las rutas. Estas proteı´nas adicionales, relacionadas con
el mismo proceso biolo´gico (tales como reguladores), no se consideraron como pertenecientes
a la ruta por ruido en los procedimientos experimentales, por ausencia de informacio´n en el
momento del disen˜o o por la opinio´n personal de los expertos que la disen˜aron [Lu et al.,
2007]. Ası´, un reto au´n pendiente es incluir estas proteı´nas en el proceso biolo´gico en el que
influyen, siendo una tarea de difı´cil generalizacio´n por la variabilidad en la definicio´n de las
rutas y por la falta de documentacio´n en la que se basan las decisiones de los expertos que las
definen, especialmente las razones por las que no se incluyen proteı´nas.
Esta aproximacio´n de extensio´n de rutas difiere de aquellas desarrolladas para descubrir
nueva rutas [Karp et al., 2002; Adriaens et al., 2008; Prather and Martin, 2008], a trave´s de
redes de interaccio´n y otras caracterı´sticas de las secuencias. Es decir, extenderlas es distinto
de predecir nuevas rutas.
Cuando se conserva la definicio´n de la ruta original, el uso de homologı´a es uno de los
enfoques ma´s u´tiles para expandirlas [Korcsmaros et al., 2011]. Otra aproximacio´n es usar las
anotaciones de dominios de las proteı´nas (por ejemplo las de InterPro [Hunter et al., 2009]),
con las que se han extendido las rutas de KEGG [Frohlich et al., 2008]. Recientemente, se
ha propuesto un me´todo alternativo para expandir rutas incorporando exclusivamente proteı´nas
conectadas a la red por interaccio´n [Glaab et al., 2010]. Sin embargo, en esta tesis se propone el
sistema de Extensio´n basado en Representacio´n Relacional (ERR) para extender rutas, usando
principalmente caracterı´sticas extraı´das de las secuencias.
El enfoque del sistema ERR esta´ relacionado con un conjunto de me´todos disen˜ados para
predecir funcio´n por medio de combinaciones de propiedades de secuencia sencillas, usados
en diferentes escenarios [Jensen et al., 2002b, 2003a; Bendtsen et al., 2004]. Entre estas
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aproximaciones, la ma´s similar a ERR es el me´todo ProtFun, desarrollado por el grupo de
Soren Brunak, en particular cuando se emplea para asignar diferentes categorı´as de la ontologı´a
de Procesos Biolo´gicos de Gene Ontology (GO-BP) a los genes humanos [Jensen et al., 2003a].
Hay que ser conscientes de que ambos sistemas, ProtFun y ERR, usan caracterı´sticas
moleculares para predecir procesos biolo´gicos, lo cual es aparentemente contradictorio, porque
las entradas y el objetivo de prediccio´n no esta´n en el mismo nivel de funcio´n biolo´gica.
A pesar de ello, en esta tesis se considera un enfoque con sentido, porque el sistema ERR
no busca caracterı´sticas comunes en la ruta global, sino propiedades especı´ficas asociadas a
diferentes fragmentos de la ruta. Esta idea concuerda con la heterogeneidad implı´cita de las
rutas biolo´gicas a nivel molecular. Metafo´ricamente, al igual que para conseguir construir un
edificio se necesita un conjunto de personas expertas en cada labor (arquitectos, alban˜iles,
electricistas, transportistas, etc.), en una ruta biolo´gica tambie´n se necesita un grupo de
proteı´nas encargadas de cada tarea particular (catalizar una reaccio´n, trasladar agua a trave´s
de la membrana, fosforilar un compuesto, enlazar con una mole´cula de ADN, etc.), porque
no todos los miembros de la ruta realizan la misma tarea a nivel individual. Ası´, al inducir
conocimiento a partir de caracterı´sticas especı´ficas, las proteı´nas an˜adidas se parecera´n a
algunas proteı´nas concretas de la ruta original, en vez de a todas ellas.
El sistema ERR se concibe para resolver una tarea de prediccio´n de funcio´n, considerando
que una ruta o proceso biolo´gico (es decir, una funcio´n) se asigna a una proteı´na o gen. Tambie´n
se puede considerar como prediccio´n de pertenencia a un grupo de elementos relacionados (los
que forman la ruta). Por lo tanto, el sistema se disen˜a de forma gene´rica, para que se pueda
aplicar a otros vocabularios de anotacio´n funcional, incluso compartiendo datos.
A continuacio´n, se analizan en detalle las diferencias del sistema ERR con otros enfoques
de anotacio´n funcional muy semejantes; tanto frente a trabajos de perfil ma´s biolo´gico (Jensen
y Brunak), como frente a otros de perfil ma´s computacional (King y Vens).
Por un lado, las diferencias ma´s importante con otros me´todos de prediccio´n basados so´lo
en secuencia y aplicables en ausencia de homologı´a, como los desarrollados por Jensen y
Brunak, son: 1) el uso de propiedades de secuencia ma´s simples, y 2) el uso de informacio´n
relacional (en este caso, las interacciones proteı´na-proteı´na y entre complejos).
1. ERR usa propiedades de secuencia muy simples, mientras que las aproximaciones de
Jensen y Brunak usan caracterı´sticas complicadas (modificaciones post-traduccio´n, sitios
de divisio´n de pro-pe´ptidos, sitios de glicosilacio´n, etc.). Estas propiedades se calculan a
partir de la secuencia, pero necesitan un predictor dedicado a cada una, desarrollado en
el grupo de Brunak, con complejos detalles internos que dificultan en gran medida que
otros investigadores las pueden calcular. Sin embargo, las propiedades que usa el sistema
ERR son muy sencillas (longitud, carga, etc.) y las puede obtener cualquier investigador
fa´cilmente sin apenas procesamiento alguno. No obstante, el predictor resultante podrı´a
ser menos potente.
2. ERR extiende rutas basa´ndose en una representacio´n relacional. Porque, a parte de
una coleccio´n de caracterı´sticas de la secuencia, este sistema tambie´n usa informacio´n
extraı´da de una red de interacciones, en concreto conexiones entre proteı´nas. Esto hace
que ERR se pueda considerar un me´todo de prediccio´n hı´brido, a medias entre los
enfoques basados en redes y los basados en propiedades, descritos en la seccio´n B.3. La
representacio´n relacional permite incluir informacio´n del contexto, como por ejemplo,
las caracterı´sticas de la secuencia de un compan˜ero de interaccio´n. Este conocimiento
del dominio es interesante porque puede influir positivamente en la prediccio´n, aunque
los datos no pertenezcan a las caracterı´sticas propias de la proteı´na principal. De este
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modo, la representacio´n relacional permite que el sistema ERR use una sofisticada
combinacio´n de algoritmos de aprendizaje automa´tico relacional y proposicional, de
forma que primero se extraen patrones frecuentes relacionalmente y posteriormente se
inducen a´rboles de decisio´n proposicionalmente.
Por otro lado, se definen las diferencias ma´s importantes del sistema ERR frente a otros
enfoques ma´s computacionales, que sı´ usan datos y representacio´n relacional, como son los
trabajos desarrollados por King y/o Vens. Las divergencias principales son que ERR: 1) usa
datos de entrada ma´s sencillos (sin homologı´a), y 2) se aplica a un organismo ma´s complejo.
1. La prediccio´n en ausencia de homologı´a (directa e indirecta), basada estrictamente
en secuencia (consultar dificultades e implicaciones de este enfoque de prediccio´n de
funcio´n en la seccio´n B.3.8), es la diferencia ma´s importante del sistema ERR con los
previos mencionados, que aplican la misma combinacio´n de aprendizaje relacional y
proposicional para anotacio´n de funcio´n. Principalmente se trata de los trabajos del
grupo de King, aplicando el me´todo DMP (del ingle´s, Data Mining Prediction) [King
et al., 2000b] sobre datos de homologı´a y otras mu´ltiples fuentes de informacio´n
(anotaciones, datos de expresio´n, estructura terciaria, etc.), entre las que se incluyen
atributos calculados a partir de algu´n tipo de relacio´n de similitud. Por ejemplo, en
uno de sus u´ltimos trabajos [Clare et al., 2006], con el me´todo DMP, se usan al
menos tres fuentes de datos que implican homologı´a, como son: anotaciones que se han
podido producir por relaciones de similitud entre proteı´nas orto´logas, como los dominios
InterPro; prediccio´n de estructura secundaria calculada con informacio´n de similitud
con el me´todo Prof [Ouali and King, 2000]; y la inclusio´n directa de las relaciones de
homologı´a en predicados relacionales con su valor esperado (e-value) correspondiente.
Con fines de ana´lisis, en el capı´tulo 8 se estudia la inclusio´n de relaciones de homologı´a
(indirecta y directa) para predecir anotacio´n funcional, en las secciones 8.6 y 8.7.
2. Otra diferencia importante con los trabajos de King y derivados es que ERR se aplica
a un organismo ma´s complejo, como es el humano, en vez de a especies procariotas o
eucariotas simples. En concreto, King y Vens usan la misma combinacio´n de aprendizaje
relacional y proposicional para asignar te´rminos de GO y MIPS a los genes de la
especie vegetal Arabidopsis thaliana [Clare et al., 2006], y de la levadura Saccharomyces
cerevisiae [Vens et al., 2008] (consultar ma´s detalles de la evolucio´n de esta combinacio´n
en la seccio´n 2.3.1). En humanos, algunas asunciones para prediccio´n basada en
secuencia no se cumplen (como la proximidad en el cromosoma), por lo que no se
pueden aplicar, restringiendo ma´s la informacio´n de entrada disponible para predecir.
No obstante, hay que decir que el vocabulario de anotacio´n al que se aplica el sistema
ERR en este trabajo tiene menos te´rminos que los vocabularios utilizados en los trabajos
de King y derivados.
En resumen, en comparacio´n a otros enfoques semejantes, la tarea de prediccio´n por parte
del sistema ERR se dificulta notablemente. Por un lado, al limitar la informacio´n de entrada a
caracterı´sticas extraı´das so´lo de la secuencia y que no incluyan homologı´a directa ni indirecta
(diferencia principal con trabajos de King) y, por otro lado, al intentar a su vez aprovechar
el restante conocimiento relacional y so´lo usar propiedades simples (diferencias principales
con trabajos de Jensen y Brunak). Pero dichas limitaciones permiten que el sistema ERR
sea aplicable a un conjunto restringido de proteı´nas, poco caracterizadas, sin informacio´n
experimental, ni homo´logos conocidos.
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En este capı´tulo se extienden las rutas del proteoma humano de Reactome [Matthews et al.,
2009]. Se elige Reactome por ser una base de datos de rutas biolo´gicas de autores expertos,
revisada por pares y verificada manualmente, adema´s de haberse usado ampliamente en otras
investigaciones [Glaab et al., 2010; Jassal, 2011].
En las siguientes secciones se describe el sistema ERR y se presentan los resultados de la
extensio´n de Reactome, ası´ como el ana´lisis de las proteı´nas predichas, tanto desde un punto de
vista estadı´stico, como desde su interpretacio´n a partir de sus anotaciones funcionales. Adema´s,
ERR se compara con otros me´todos del estado del arte que pueden resolver la misma tarea, pero
basados en una informacio´n de entrada diferente (so´lo secuencia o so´lo redes de interaccio´n).
7.2. Disen˜o/Materiales y Me´todos
En esta seccio´n se describe cua´les son las fuentes de datos originales, co´mo se representa
y agrupa dicha informacio´n para aplicar algoritmos de aprendizaje relacional, y co´mo obtener
y aplicar un sistema que anote proteı´nas humanas con rutas metabo´licas, de sen˜alizacio´n y de
regulacio´n.
7.2.1. Recopilacio´n de Fuentes Originales de Datos
Para el desarrollo del sistema de prediccio´n se ha recopilado informacio´n de diferentes
fuentes para construir un conjunto de datos propio, dado que no existe ninguno sobre el que
aplicar aprendizaje para afrontar este problema. E´ste incluye tanto caracterı´sticas individuales
asociadas a las secuencias proteı´nicas y ge´nicas, como relaciones entre proteı´nas.
Las secuencias de proteı´nas provienen de Ensembl [Hubbard et al., 2009], en concreto de
la Enciclopedia de genes y variantes de genes (consorcio GENCODE) [Harrow et al., 2006]
(tomadas de la versio´n 3c de Marzo del 2010). Se trata de transcritos de Ensembl verificados
manualmente y producidos por el grupo HAVANA (del ingle´s, the Human and Vertebrate
Analysis and Annotation) del instituto Welcome Trust Sanger, que forma parte del consorcio
GENCODE. Tomando como entrada estas secuencias de aminoa´cidos en formato FASTA,
se calculan 3 propiedades nume´ricas asociadas a la secuencia de proteı´na (longitud, carga
positiva y carga negativa) usando la herramienta BioWeka [Gewehr et al., 2007]. Se incluyen
predicciones simples sobre las secuencias de proteı´nas (en concreto, si la proteı´na contiene
algu´n dominio transmembrana, de sen˜al o de he´lice super-enrollada (del ingle´s, coil-coiled)
provenientes de Ensembl versio´n 56 [Hubbard et al., 2009] (a trave´s de BioMart [Smedley
et al., 2009]). Las caracterı´sticas de la secuencia ge´nica (nombre del cromosoma, longitud,
orientacio´n del gen en el cromosoma y contador de transcritos o isoformas) se extraen tambie´n
de la misma versio´n de Ensembl.
Sobre los datos relacionales, se incluyen dos tipos de relaciones entre proteı´nas:
interacciones proteı´na-proteı´na y complejos de proteı´nas, ambas representadas como parejas
de proteı´nas. El primer grupo de datos relacionales consiste en pares de interaccio´n proteı´na-
proteı´na, extraı´dos del repositorio BioGRID (versio´n 2.0.59) [Stark et al., 2006], que integra
las bases de datos de interaccio´n ma´s importantes como MINT [Chatr-aryamontri et al.,
2007], IntAct [Hermjakob et al., 2004b] y HPRD [Peri et al., 2003]. Se seleccionan los pares
de BioGRID so´lo de relaciones binarias fı´sicas, identificadas por los co´digos de evidencia
Co-crystal structure, Far Western, FRET, PCA y Two-Hybrid. Los complejos de proteı´nas
conforman el segundo grupo de relaciones. Cada complejo o grupo de proteı´nas se considera
como un conjunto de pares de proteı´nas, ya que las bases de datos de complejos los representan
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como pares independientes, y la informacio´n disponible para reconstruir el complejo no es
completa ni esta´ verificada para muchos casos. Los datos sobre complejos se extraen de la
misma versio´n de BioGRID, seleccionando en este caso las relaciones identificadas por los
co´digos de evidencia Affinity Capture, Co-purification y Reconstituted complex.
Finalmente, se toman los datos referentes al objetivo de anotacio´n, es decir, las rutas
biolo´gicas de Reactome [Matthews et al., 2009]. En concreto, 37 de las 52 rutas de alto nivel
para humanos, en su versio´n 30. Estas 37 rutas se corresponden con aquellas que alcanzan un
taman˜o mı´nimo de al menos 32 proteı´nas en la ruta original, mı´nimo necesario para aprender
con el sistema ERR.
En resumen, se recopilan 22.304 genes, 72.731 proteı´nas isoformas, 229.407 pares de
interaccio´n proteı´na-proteı´na, 478.420 pares de interaccio´n en complejos y 37 rutas, con una
media de 142 proteı´nas no redundantes por ruta. La seccio´n 7.2.4 describe en detalle el lenguaje
de representacio´n del conocimiento especı´fico para todos estos datos.
Las fuentes de datos empleadas usan diferentes identificadores de genes y proteı´nas. Para
unificarlos, todos los identificadores originales se mapean a los identificadores de Ensembl
(de proteı´na, ENSP, o de gen, ENSG), usando el sistema de referencias cruzadas de BioMart
[Smedley et al., 2009].
7.2.2. Representacio´n del Conocimiento
En esta seccio´n se presenta la conversio´n del modelo E/R gene´rico del BioRepositorio
multi-relacional (propuesto en esta tesis en la seccio´n 5.3) para su aplicacio´n a este problema
especı´fico de extensio´n de rutas biolo´gicas, siguiendo las indicaciones de la seccio´n 5.4.
Partiendo del modelo E/R global de la figura 5.1 para obtener el modelo E/R especı´fico de
la figura 7.1 se utilizan bastantes entidades y relaciones de cada uno de los tipos generales (ver
seccio´n 5.3), para cubrir la diversidad y restricciones del problema de extensio´n de rutas en
humanos.
Se define una entidad Proteı´na y otra Gen, con sus propiedades individuales cada una, y una
relacio´n se expresa en (ver tabla 5.1) con cardinalidad uno a muchos en humanos, representando
la presencia de isoformas. La relacio´n IPP es una simplificacio´n de una relacio´n pertenece a
de la entidad Proteı´na con un Grupo Binario de dos proteı´nas que interaccionan, como en el
problema descrito en el capı´tulo 6. Lo mismo sucede para la relacio´n binaria homo´logo, que
representa dos proteı´nas humanas con alta similitud de secuencia.
Del tipo de entidad Grupo N-ario del modelo global, en este modelo particular se definen
dos entidades diferentes: Complejo y Ruta Biolo´gica, cada una con su relacio´n de tipo
pertenece a (forma parte de y participa en, respectivamente) con la entidad Proteı´na. La
relacio´n participa en representa el objetivo de prediccio´n, y por ello aparece marcado en rojo
en la figura 7.1.
Del tipo de entidad Anotacio´n se definen dos entidades principales (Dominio y Anotacio´n
Multi-valuada), con varias sub-entidades asociadas a cada una (ver figura 7.1). A su vez, cada
una esta´ relacionada con la entidad Proteı´na mediante una relacio´n de tipo anotada con (tiene
y anotada con, respectivamente), heredadas por sus sub-entidades. Las 3 sub-entidades de
Dominio pueden existir a la vez, asociando un valor booleano a la proteı´na. De la misma forma,
las 3 sub-entidades de Anotacio´n Multi-valuada (GO, Pfam e InterPro), pueden tomar varios
valores diferentes de cada una de las cinco categorı´as inferiores para una misma proteı´na, por
lo que no basta con un simple atributo asociado a la entidad Proteı´na.
Mientras que en este capı´tulo las relaciones usadas se limitan a interacciones proteı´na-
proteı´na y en complejos, las entidades y relaciones asociadas a Anotacio´n Multi-valuada y



























Figura 7.1: Modelo Entidad/Relacio´n para extensio´n de rutas biolo´gicas en humanos. En rojo, el
objetivo de prediccio´n. Sombreado en gris, las entidades y relaciones que so´lo se utilizan en el capı´tulo
8.
homo´logo, sombreadas en gris en la figura 7.1, se utilizan en el capı´tulo 8. En particular, en
las secciones 8.5 y 8.6 se realiza un ana´lisis de la influencia de la informacio´n relacional en el
aprendizaje para anotacio´n funcional, empleando estas otras fuentes de relaciones adicionales.
7.2.3. Construccio´n de Conjuntos de Datos
En las siguientes sub-secciones se detalla la construccio´n de los conjuntos de datos que
se necesitan para resolver el problema planteado con aprendizaje automa´tico. Por un lado, el
conjunto de entrenamiento y el de test, etiquetados con las anotaciones de Reactome, con los
que se construye y valida el modelo. Por otro lado, el conjunto de aplicacio´n, con las proteı´nas
no anotadas, con las que se extienden las rutas de Reactome.
Conjuntos de Entrenamiento y Test
Dado que la hipo´tesis de partida es predecir rutas basa´ndose so´lo en caracterı´sticas de la
secuencia, no en homologı´a, el objetivo en este trabajo es capturar propiedades ‘funcionales’
de las secuencias, no similitudes entre cadenas de aminoa´cidos. Por lo tanto, se construye
un conjunto de datos no redundante. De esta forma, en el proceso de aprendizaje se evitan
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sesgos en la evaluacio´n del rendimiento de la prediccio´n, debidos a relaciones indirectas
entre proteı´nas similares en los conjuntos de entrenamiento y test, comentadas en [Hobohm
et al., 1992] y en el capı´tulo 8, en la seccio´n 8.8. La reduccio´n de redundancia es un proceso
conservador tı´pico, siendo la mejor opcio´n cuando la relacio´n entre el origen evolutivo y las
caracterı´sticas de la secuencia no es fa´cil de determinar. Como desventaja, el taman˜o del
conjunto de datos decrece en un porcentaje elevado, al tener que ignorar muchas proteı´nas
anotadas.
Se elimina la redundancia en dos aspectos distintos: isoformas y similitud de secuencia. Un
mismo gen se puede expresar dando lugar a varias proteı´nas o transcritos, llamados isoformas,
por procesos de ensamblaje alternativo. Aunque habitualmente no se utilice en la prediccio´n
de anotacio´n, hay que tener presente que en este trabajo el nu´mero de isoformas se preserva
en el aprendizaje como una caracterı´stica de la secuencia ge´nica. Sin embargo, para reducir
la redundancia del conjunto de datos, se selecciona so´lo una forma principal entre todas las
proteı´nas expresadas desde el mismo gen. En este caso, se define la isoforma principal como
la proteı´na con el nu´mero ma´s alto de anotaciones en Reactome, ya que es el objetivo de
prediccio´n. Si varias isoformas tienen el mismo nu´mero de anotaciones, la secuencia ma´s larga
se considera la forma principal. Tras la eliminacio´n de redundancia por isoformismo, el nu´mero
de proteı´nas decrece de 72.731 a 3.510 isoformas principales con anotacio´n en Reactome.
Cabe destacar que ma´s del 97 % de las isoformas con ma´s anotaciones en Reactome coinciden
con las isoformas de mayor longitud. Segu´n los estudios publicados [Tress et al., 2008], lo
razonable serı´a que coincidieran hasta aproximadamente un 75 % de las isoformas. Ası´, este
97 % podrı´a indicar que en las bases de datos asignan explı´citamente las anotaciones conocidas
a la proteı´na isoforma de mayor longitud, aunque no se haya experimentado explı´citamente
con ella, incluyendo imprecisio´n en los datos, como ocurre con frecuencia en los problemas
de Biologı´a Molecular. Otra alternativa para seleccionar la isoforma principal serı´a utilizar el
me´todo APPRIS [Rodrı´guez et al., 2012], actualmente en desarrollo, que combina diferentes
fuentes de informacio´n para una definicio´n ma´s fiable de la isoforma principal.
A continuacio´n, sobre el conjunto previo de proteı´nas sin isoformas, se realiza una
reduccio´n por similitud de secuencia, basada en alineamientos BLAST [Altschul et al., 1990].
Se utiliza uno de los dos algoritmos de Hobohm [Hobohm et al., 1992], originarios de la
herramienta PDBselect [Hobohm et al., 1992], que posteriormente se han ampliado [Griep
and Hobohm, 2010] y usado en estudios previos [Emanuelsson et al., 1999; Jensen et al.,
2003a; Wang et al., 2009]. El algoritmo Hobohm 2 maximiza el taman˜o del conjunto no
redundante de salida, en un nu´mero mı´nimo de pasos. El algoritmo elimina toda proteı´na del
conjunto que tiene alguna otra similar dentro de e´l, yendo de las de mayor similitud a las de
menos. Se implementa una ligera modificacio´n de este algoritmo, con una medida de similitud
basada en secuencia en vez de en estructuras. En el algoritmo Hobohm 2 original se utiliza
como medida de similitud de proteı´nas la funcio´n HSSP [Sander and Schneider, 1991]. Dicha
funcio´n esta´ basada en el mismo algoritmo de alineamiento de secuencias con programacio´n
dina´mica [Smith and Waterman, 1981] que usa BLAST [Altschul et al., 1990], y aquı´ se usan
los resultados de BLAST como medida de similitud. Adicionalmente, el algoritmo Hobohm 2
original aplica un umbral por homologı´a estructural que aquı´ no se usa.
Otras opciones para obtener un conjunto no redundante serı´an usar la base de datos sin
homo´logos PDB select [Hobohm et al., 1992; Griep and Hobohm, 2010] (que busca proteı´nas
con estructuras 3D diferentes almacenadas en PDB [Berman et al., 2000]), o las herramientas
CD-HIT [Li and Godzik, 2006] o RedHom [Lund et al., 1997], que reducen un conjunto
de secuencias a un subconjunto representativo con baja similitud de secuencia. Una tercera
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opcio´n, que reduce menos el taman˜o del conjunto resultante, serı´a restringirse a eliminar las
proteı´nas redundantes entre los conjuntos de entrenamiento y test (como se hace en [Jensen
et al., 2003a]), sin necesidad de que absolutamente todas las proteı´nas de un mismo conjunto
sean no redundantes entre sı´, independientemente de do´nde este´n, como sı´ se asegura al decidir
aplicar el algoritmo de Hobohm.
Se calcula la similitud de secuencia en el proteoma humano completo con BLASTP
[Altschul et al., 1997] sobre las secuencias FASTA de HAVANA (ver seccio´n 7.2.1). Los
para´metros de BLASTP, diferentes de la configuracio´n por defecto, son: 0,01 como umbral
sobre el valor esperado (e-value), 500 secuencias de salida como ma´ximo y BLOSUM62 como
matriz de puntuacio´n entre aminoa´cidos. Tras la ejecucio´n de BLASTP, se aplica un filtro para
obtener todos los pares de proteı´nas similares con una identidad de secuencia superior al 30 %.
La reduccio´n por similitud de secuencia sobre el conjunto de secuencias isoformas principales
deja 1.654 proteı´nas anotadas en las 37 rutas de Reactome consideradas. Estas proteı´nas se
dividen aleatoriamente en dos tercios para el conjunto de entrenamiento (1.108 proteı´nas) y
un tercio para el conjunto de test (546 proteı´nas). Finalmente, no hay redundancia ni entre el
conjunto de entrenamiento y el de test, ni dentro de cada conjunto entre sı´.
Conjunto de Aplicacio´n
Por otro lado, de las proteı´nas presentes en las 37 rutas de Reactome de intere´s, 18.794
no esta´n anotadas (22.304 isoformas principales menos las 3.510 con alguna anotacio´n en
Reactome).
Igual que el conjunto de proteı´nas anotadas, el conjunto de proteı´nas no anotadas debe
ser no redundante. Primero, se eliminan todas las proteı´nas similares en secuencia con las
proteı´nas de los conjuntos de entrenamiento y test, quedando 14.016 proteı´nas. Segundo, sobre
las proteı´nas resultantes se ejecuta la implementacio´n modificada del algoritmo Hobohm 2
descrita previamente, reduciendo el conjunto de aplicacio´n a 8.187 proteı´nas, que no tienen
similitud de secuencia, ni entre ellas, ni con el conjunto de entrenamiento ni con el de test.
Estas 8.187 proteı´nas no anotadas en Reactome se usan como entrada para expandir las
rutas, a trave´s del sistema de prediccio´n ERR presentado en este capı´tulo. Estas proteı´nas son
no redundantes, pero no se descarta que sus homo´logos pudieran expandir la misma ruta.
7.2.4. Lenguaje de Representacio´n del Conocimiento
En las rutas biolo´gicas, las interacciones proteı´na-proteı´na y los complejos de proteı´nas
son relaciones importantes. Por lo tanto, se ha decidido incluir estos tipos de interacciones
en el proceso de aprendizaje, como informacio´n relacional que pueda influir en la prediccio´n
final. En el Aprendizaje Automa´tico cla´sico, los datos se representan de forma proposicional.
Es decir, se tiene una tabla, con una fila por proteı´na, y una lista de columnas (o caracterı´sticas)
para cada proteı´na especı´fica. La representacio´n proposicional de los datos recopilados en
este estudio requerirı´a miles de atributos booleanos por proteı´na: uno para cada uno de los
potenciales compan˜eros de interaccio´n en el proteoma completo. Adema´s, la mayorı´a de las
columnas tomarı´an valor falso. Por el contrario, en una representacio´n relacional [Dzeroski
and Lavrac, 2001], es suficiente con definir un predicado binario y, en caso de que la pareja
de interaccio´n exista realmente, incluir una instancia de dicho predicado, de forma flexible.
La representacio´n relacional tambie´n permite tener en cuenta las propiedades de secuencia
del compan˜ero de interaccio´n en el aprendizaje, a trave´s de enlaces por su identificador. Por
ejemplo, se podrı´a anotar una proteı´na A con la ruta tra´fico de membrana, justificando que la
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proteı´na A tiene una interaccio´n en un complejo con una proteı´na B que contiene un dominio
transmembrana. Por lo tanto, el enfoque relacional permite una representacio´n ma´s intuitiva
para conceptos relacionados, y facilita la inclusio´n de informacio´n adicional asociada a una
relacio´n entre objetos.
El principal lenguaje de representacio´n relacional es la programacio´n lo´gica, un subconjun-
to de la lo´gica de primer orden, tambie´n llamada lo´gica de predicados, donde cada elemento es
un predicado. Todos los datos recopilados, descritos en la seccio´n 7.2.1, se representan como
predicados en sintaxis Prolog (ver la figura 7.2 con el lenguaje de representacio´n completo, y
la figura 7.3 con un ejemplo con datos concretos de un par de proteı´nas). Esta representacio´n















gene(+ID,W,X,Y,Z), X < 3860.
gene(+ID,W,X,Y,Z), X > 30447.
gene(+ID,W,X,Y,Z), Z = 1.
gene(+ID,W,X,Y,Z), Z > 4.
protein(+ID,X,Y,Z), X < 300.
protein(+ID,X,Y,Z), X > 629.
protein(+ID,X,Y,Z), Y < 0.086957.
protein(+ID,X,Y,Z), Y > 0.129964.
protein(+ID,X,Y,Z), Z < 0.072897.
protein(+ID,X,Y,Z), Z > 0.133171.
Figura 7.2: Lenguaje de representacio´n del conocimiento en el dominio de prediccio´n o extensio´n de
rutas metabo´licas.
Para incrementar la expresividad de los argumentos nume´ricos de los predicados
protein/4 y gene/5, se discretizan en 4 particiones (ver los resultados en las
lı´neas ‘discretized’de la figura 7.2), y se an˜aden comparaciones nume´ricas al lengua-
je de representacio´n (ver diez u´ltimas lı´neas de la figura 7.2). Ası´, se consigue dis-
criminar los valores del primer cuartil (los valores ma´s bajos) y del cuarto cuar-
til (los valores ma´s altos). Estos cuartiles representan, por ejemplo, secuencias cortas
(protein(+ID,length,A,B), length <300), secuencias cargadas positivamente
(protein(+ID,A,positiveCharge,B), positiveCharge >0.129964) o ge-
nes con muchos transcritos (gene(+ID,A,B,C,transcripts), transcripts >4).
7.2.5. Me´todo de Prediccio´n
El sistema de Extensio´n basado en Representacio´n Relacional (ERR) propuesto se divide
en dos pasos: primero, extraer patrones frecuentes relacionales y, segundo, aplicar un algoritmo
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protein(’ENSP00000299992’,1775,0.065916,0.092394).
length > 629 /*secuencia de proteı´na larga*/






length < 300 /*secuencia de proteı´na corta*/









Figura 7.3: Ejemplos de representacio´n del conocimiento en el dominio de prediccio´n o extensio´n de
rutas metabo´licas.
de construccio´n de un a´rbol de decisio´n proposicional. Esta descomposicio´n de la prediccio´n
en dos, aunque con otras configuraciones y datos, ya se ha aplicado en otros trabajos previos
relacionados con anotacio´n funcional, con herramientas distintas [Clare et al., 2006] o iguales
[Vens et al., 2008], con las diferencias que se comentan en la seccio´n 7.1. Otra opcio´n posible
serı´a utilizar un me´todo de prediccio´n de un solo paso, bien relacional o bien proposicional,
enfoques desarrollados y analizados en el capı´tulo 8, seccio´n 8.4.
En el primer paso, se extraen los patrones frecuentes (es decir, una secuencia relevante de
predicados) con WARMR [Dehaspe and Raedt, 1997], un algoritmo de extraccio´n de reglas
de asociacio´n en lo´gica de primer orden, el cual toma como entrada un conjunto de datos
relacional. Esta´ implementado en la herramienta ACE [Blockeel et al., 2000, 2006a]. WARMR
encuentra todos los patrones que satisfacen un sesgo del lenguaje y cubren una frecuencia
mı´nima en el conjunto de datos de entrada. Hace una bu´squeda por niveles, te´cnica similar
a la del algoritmo APRIORI [Agrawal et al., 1996], ra´pida y eficiente para bases de datos
grandes. APRIORI limita la generacio´n de patrones con los valores de soporte (proporcio´n
de ejemplos que cumplen el patro´n) y confianza. Pero siempre an˜ade los atributos de manera
indiscriminada, sin guiar la bu´squeda de patrones frecuentes entre elementos relacionados,
como sı´ permite WARMR. Sin embargo, WARMR, al seguir un enfoque relacional, permite
delimitar la generacio´n de patrones frecuentes segu´n el tipo de los argumentos y las relaciones
entre los predicados, no so´lo por profundidad como en la versio´n proposicional (APRIORI).
En este problema se aplica WARMR a las proteı´nas de cada ruta independientemente. De esta
forma, se extraen los patrones frecuentes que caracterizan cada ruta particular. Despue´s, se
unen los patrones frecuentes para todas las rutas o se mantienen individualmente para construir
el sistema predictor. Finalmente, cada patro´n frecuente es una entrada del siguiente paso, la
induccio´n del a´rbol de decisio´n, con un algoritmo proposicional, transformando cada patro´n en
un atributo booleano, dependiendo de si el patro´n es satisfecho o no por la proteı´na particular.
En el segundo paso, se construyen a´rboles de decisio´n relacionales usando el sistema
CLUS [Blockeel et al., 1998]. Este sistema implementa el marco de a´rbol de agrupacio´n de
prediccio´n (del ingle´s, predictive clustering tree framework), que induce a´rboles de decisio´n
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con un algoritmo similar a C4.5 [Quinlan, 1993], aunque viendo un a´rbol de decisio´n como
una jerarquı´a de agrupaciones. El nodo raı´z es una agrupacio´n con todas las instancias, el
cual se divide recursivamente en grupos ma´s pequen˜os, de tal forma que la variacio´n intra-
agrupaciones se minimice. Con esta idea, este marco permite afrontar problemas de prediccio´n
ma´s complejos. Se elige CLUS en vez de otros algoritmos de induccio´n de a´rboles de decisio´n
porque CLUS nos permite realizar un aprendizaje multi-clase y multi-etiqueta fa´cilmente. Esto
se corresponde con el presente problema de anotacio´n de rutas, debido a que el nu´mero de
posibles rutas con las que anotar una proteı´na es mayor que dos (multi-clase) y cada proteı´na
podrı´a pertenecer a ma´s de una ruta (multi-etiqueta).
El o los a´rboles de decisio´n relacionales obtenidos despue´s de aplicar WARMR y CLUS a
los datos recopilados, permite asociar nuevas proteı´nas a las rutas de Reactome.
La figura 7.4 muestra un esquema del me´todo hı´brido de prediccio´n, descrito en esta
seccio´n, aplicado sobre datos concretos, siguiendo la representacio´n del conocimiento en
























































Figura 7.4: Esquema me´todo de prediccio´n del sistema de extensio´n de rutas de Reactome en humanos.
7.2.6. Aplicacio´n a Proteı´nas Desconocidas
En este trabajo se expanden las rutas de Reactome aplicando el sistema disen˜ado a proteı´nas
no anotadas, es decir, al conjunto de aplicacio´n (ver seccio´n 7.2.3). Dicho conjunto contiene
8.187 proteı´nas sin anotacio´n en Reactome, no redundantes (ni isoformas, ni similares en
secuencia) con ninguna proteı´na anotada (usadas en entrenamiento y test), ni entre sı´.
El sistema de aprendizaje asocia una lista de probabilidades a posteriori a cada proteı´na
que clasifica. Ası´, cada proteı´na tiene una probabilidad para cada ruta. Por lo tanto, se debe
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seleccionar una lista de umbrales para discriminar entre que´ proteı´nas se predicen como
pertenecientes a cada ruta y cua´les no. El umbral podrı´a ser el mismo para todas las clases,
incluso tomar uno por defecto al 0,5. Pero en este dominio, como las rutas son muy diferentes
entre sı´, y por lo tanto los valores de probabilidad tambie´n divergen mucho, no serı´a razonable
establecer un umbral u´nico, que funcionarı´a bien en algunas clases y mal en otras. Entre
mu´ltiples opciones, en este trabajo se selecciona la siguiente combinacio´n como criterio
razonable:
Se establece la expansio´n de cada ruta en un ma´ximo situado en el 20 % del taman˜o de esa
ruta original, sin contar las proteı´nas redundantes. Para cada ruta, se ordenan las proteı´nas del
conjunto de aplicacio´n por valor de probabilidad de prediccio´n decreciente. A continuacio´n,
se seleccionan todas las proteı´nas hasta el u´ltimo cambio de valor de probabilidad antes de
alcanzar el 20 % del taman˜o de la ruta. Si no hay un cambio de probabilidad antes del 20 %,
el sistema no expande esa ruta con ninguna proteı´na. El umbral de prediccio´n de cada ruta es
el valor de probabilidad ma´s bajo del conjunto de proteı´nas seleccionadas en el conjunto de
aplicacio´n.
7.2.7. Sistemas de Anotacio´n
El me´todo de prediccio´n descrito en la seccio´n 7.2.5 puede generar muchos sistemas
de anotacio´n diferentes, dependiendo de los para´metros de configuracio´n. Algunos de los
para´metros ma´s relevantes son la frecuencia mı´nima y la profundidad ma´xima en WARMR,
los niveles de poda en CLUS, la resolucio´n del problema multi-clase con un u´nico a´rbol de
decisio´n multi-clasificador (como se hace en el capı´tulo 8, en la seccio´n 8.2) o con N a´rboles
binarios, la extraccio´n de los patrones frecuentes de una o de todas las rutas a la vez (cuya
influencia se analiza en el capı´tulo 8, en la seccio´n 8.3), la medida de probabilidad asociada a
cada prediccio´n, etc.
En un a´rbol de decisio´n cada rama, desde la raı´z a una hoja, es equivalente a una regla de
decisio´n. En el presente problema, cada regla explica por que´ una proteı´na se anota en esa ruta
mediante una conjuncio´n de patrones frecuentes. Ası´, dos reglas procedentes del mismo a´rbol
describen formas alternativas de extender una ruta.
En esta aplicacio´n biolo´gica, se busca extender una misma ruta con proteı´nas diversas,
acorde a la variabilidad molecular de las proteı´nas que conforman la ruta (ver seccio´n 7.1). Ya
que pueden existir criterios alternativos que relacionen la ruta original con las proteı´nas que la
extienden (por ejemplo, localizacio´n celular comu´n, interaccio´n fı´sica con la ruta, implicacio´n
conjunta en causar una enfermedad, etc.), se necesita una gran diversidad de reglas entre
aquellas que extienden cada ruta.
Teniendo en cuenta la versatilidad permitida por los para´metros de configuracio´n y la
diversidad de reglas buscada, despue´s de una extensa experimentacio´n con configuraciones
diferentes, se encuentran dos soluciones distintas:
el sistema ERR-PRyC (ERR que Prioriza el Rendimiento y la Cobertura), con el mejor
rendimiento evaluado sobre el conjunto de test.
el sistema ERR-PDR (ERR que Prioriza la Diversidad de Reglas), con un equili-
brio/compromiso entre una pe´rdida en rendimiento y una elevada variabilidad de reglas
en el conjunto de aplicacio´n.
Se decide considerar dos sistemas alternativos porque, tras extender las rutas de Reactome
con el sistema de anotacio´n que so´lo prioriza el rendimiento, la variedad de las reglas aplicadas
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sobre las proteı´nas no anotadas no alcanza el objetivo esperado. Es decir, se necesita seguir
una seleccio´n del modelo guiada tambie´n por la diversidad de reglas. A pesar de las mu´ltiples
modificaciones en la configuracio´n, no se puede conseguir una mejora en la diversidad de
reglas si e´sta so´lo se mide y evalu´a sobre los conjuntos de entrenamiento y test, durante el
proceso de aprendizaje. Esto se debe a las restricciones biolo´gicas, tales como la casi ausencia
de homogeneidad entre los conjuntos de entrenamiento y test (rutas originales) y el conjunto
de aplicacio´n (proteı´nas no anotadas), en te´rminos del nu´mero de reglas aplicadas y de la
cantidad de proteı´nas que cumple cada regla. Por lo tanto, de cara a la aplicacio´n biolo´gica,
se decide disen˜ar una estrategia ad-hoc que incremente la diversidad de reglas a la vista del
conjunto de aplicacio´n (o de proteı´nas no anotadas) disponible. Para ello, entre la seleccio´n
de los para´metros posibles, se elige construir un clasificador individual para cada ruta y no
podar los a´rboles de decisio´n. La salida de esta estrategia es el sistema de Extensio´n basado en
Representacio´n Relacional que Prioriza la Diversidad de Reglas (ERR-PDR).
La diferencia de configuracio´n ma´s importante entre ambos sistemas de extensio´n es la
medida de la probabilidad asociada a cada prediccio´n. El sistema que prioriza el rendimiento
so´lo usa la probabilidad de salida del a´rbol de decisio´n correspondiente. Mientras que el sistema
que prioriza la diversidad de reglas tiene en cuenta la similitud sema´ntica entre las proteı´nas
que cumplen la misma regla en el conjunto de entrenamiento, ası´ como el nu´mero de patrones
evaluados en la regla. La similitud sema´ntica seleccionada mide la compacidad funcional a
nivel molecular del fragmento de la ruta descrito por la regla especı´fica. De esta forma, el
sistema ERR-PDR prefiere reglas que cubren un grupo de proteı´nas coherentes en te´rminos de
propiedades moleculares, en vez de valorar exclusivamente una precisio´n alta. La figura 7.5
detalla la configuracio´n de ambos sistemas.
El estimador-M al que se hace referencia en la figura 7.5 corrige la probabilidad directa de
salida del a´rbol para hacer el sistema ma´s robusto. Se aplica en todos los sistemas ERR que
se presentan en esta tesis, como mejora de las predicciones frente al uso de la frecuencia de
clase relativa simple. La estimacio´n-M que se aplica es la propuesta por CLUS, donde se asume
un conjunto virtual de ejemplos adicionales a la hora de calcular la probabilidad de prediccio´n
positiva de una hoja del a´rbol. Se considera el conjunto virtual de taman˜o 1, estimando entonces
cua´ntos son positivos con la frecuencia de esa clase en el conjunto completo de datos. Ası´, para
cada regla, la probabilidad corregida es la suma de los ejemplos positivos que se clasifican en
la hoja correspondiente ma´s la frecuencia de clase, dividido entre la cantidad total de ejemplos
que se clasifican en la hoja (acertados o no) ma´s 1 ejemplo adicional.
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Sistema ERR-PRyC
Extraer patrones frecuentes:
• Para cada ruta por separado (en vez de todas a la vez).
• Para´metros WARMR (distintos a valores por defecto): frecuencia mı´nima de 0,005 y
profundidad ma´xima de 5.
Aplicar algoritmo a´rbol de decisio´n:
• 37 a´rboles binarios individuales, uno por ruta (en vez de un a´rbol multi-clasificador
u´nico). Estrategia uno-contra-todos para definir los ejemplos negativos.
• Atributos: iguales para todos los a´rboles de decisio´n: unio´n de los patrones
frecuentes de todas las rutas (eliminando patrones repetidos y/o redundantes).
12.144 patrones frecuentes.
• Poda: no (valor por defecto en CLUS).
Probabilidad de pertenecer a una ruta, asociada a cada regla clasificadora:
probabilidad = frecuencia relativa de clase corregida con estimador M (7.1)
Sistema ERR-PDR
Extraer patrones frecuentes:
• Para cada ruta por separado (en vez de todas a la vez).
• Para´metros WARMR (distintos a valores por defecto): frecuencia mı´nima de 0,2 y
profundidad ma´xima de 4.
Aplicar algoritmo a´rbol de decisio´n:
• 37 a´rboles binarios individuales, uno por ruta (en vez de un a´rbol multi-clasificador
u´nico). Estrategia uno-contra-todos para definir los ejemplos negativos.
• Atributos: diferentes para cada a´rbol de decisio´n: so´lo patrones frecuentes
extraı´dos de la ruta concreta. 247,2 patrones frecuentes por ruta, en media; con
desviacio´n tı´pica de 117,3.
• Poda: no (valor por defecto en CLUS).
Probabilidad de pertenecer a una ruta, asociada a cada regla clasificadora:
probabilidad =





SimGOMF + (SimGOMF ∗ Factor de diversidad)
2
SimGOMF = similitud sema´ntica (en te´rminos de Funcio´n
Molecular de GO) calculada entre todas las proteı´nas
de entrenamiento, por ruta y por regla.
Si la regla cubre so´lo una proteı´na, SimGOMF = 0.
Factor de diversidad = 1 − 1
nu´m. patrones frecuentes de la regla
La Similitud sema´ntica se calcula como la media de similitud entre todas las combinaciones de
proteı´nas del conjunto, por pares, con la medida de similitud de Jiang y Conrath [Jiang and Conrath,
1997], usando el paquete GOSemSim [Yu et al., 2010] de R.
Figura 7.5: Configuracio´n detallada de sistemas de extensio´n de rutas priorizando rendimiento y
cobertura (ERR-PRyC) o diversidad de reglas (ERR-PDR).
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7.2.8. Esquema Resumen Sistema de Aprendizaje
La figura 7.6 resume el sistema descrito en las secciones previas, utilizado en este trabajo
para extender rutas de Reactome en humanos con proteı´nas adicionales.
patrón 1 verdad
patrón 2   falso
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clase03   0.153
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Figura 7.6: Esquema sistema de extensio´n de rutas de Reactome en humanos.
7.3. Resultados
7.3.1. Evaluacio´n del Rendimiento de la Prediccio´n
El objetivo de esta seccio´n es analizar co´mo rinden los sistemas de expansio´n de rutas,
tanto para una visio´n global como para cada ruta independiente.
Este ana´lisis computacional de los resultados de aprendizaje se evalu´a con las curvas PR
(ver capı´tulo 4). Esta medida de evaluacio´n concuerda con la distribucio´n de clases altamente
sesgada de este problema y con un mayor intere´s en este dominio por las predicciones positivas
frente a las negativas (es decir, proteı´nas que expanden alguna ruta frente a las que no expanden
ninguna) [Davis and Goadrich, 2006]. Sin embargo, tambie´n se presenta la evaluacio´n con la







Se prefiere la media-macro frente a la media-micro [Yang, 1999; Sebastiani, 2002] a la
hora de combinar, en una medida global, las medidas individuales de rendimiento para las
37 rutas de Reactome. Esto significa dar preferencia a la media de todas las a´reas bajo la
curva (media-macro) frente al a´rea bajo la curva de la media de todas las rutas (media-micro).
Se selecciona esta opcio´n porque la media-macro no sesga el resultado hacia las clases ma´s
frecuentes, proporcionando una visio´n homoge´nea de los resultados para todas las clases [Vens
et al., 2008]. Para un ana´lisis ma´s detallado sobre la influencia de elegir la media-micro o
media-macro en problemas multi-clase consultar las secciones 4.2.1 y 8.2.3.
La figura 7.7(a) muestra la media-macro de las curvas PR para los sistemas ERR-PRyC y
ERR-PDR, el clasificador aleatorio y el clasificador por defecto. El clasificador por defecto se
corresponde con un a´rbol de decisio´n de una u´nica hoja, el cual proporciona las frecuencias
de clase como probabilidades de prediccio´n, para cualquier proteı´na dada. La figura 7.7(b)
representa las curvas ROC equivalentes, donde la diferencia entre ambos sistemas es menor
que en las PR.
(a) Curvas PR. (b) Curvas ROC.
Figura 7.7: Curvas media global para todas las rutas: (a) curvas PR y (b) curvas ROC.
Como medida cuantitativa u´nica de rendimiento se elige el a´rea bajo la curva (AUC, del
ingle´s, Area Under Curve) de la PR, y de forma alternativa tambie´n de la ROC. Ası´, en te´rminos
cuantitativos medios, los sistemas ERR-PRyC y ERR-PDR logran un AUPRC de 0,1695 y
0,1337, respectivamente, y un AUROC de 0,7028 y 0,6914.
Aunque los valores de AUPRC y AUROC no son muy altos (au´n siendo mayores que los
de la expansio´n de rutas aleatoria y por defecto), para la evaluacio´n de estos resultados se debe
tener en cuenta la definicio´n de las rutas originales (ver discusio´n en seccio´n 7.8).
Evaluacio´n por Clase/Ruta
Cuando se analiza el comportamiento por ruta o clase independiente, se puede observar que
existe una gran variedad en los niveles de rendimiento, siendo la expansio´n de unas rutas mejor
predicha que la de otras; como se muestra en el anexo D, en las tablas D.1 y D.2 detalladas por
ruta, para el sistema ERR-PRyC y ERR-PDR, respectivamente. Ası´, 16 rutas tienen un AUPRC
mayor que la media (extensiones de rutas de alta fiabilidad), y 2 o´ 3 rutas presentan un AUPRC
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peor que la extensio´n aleatoria o por defecto correspondiente a esa ruta (extensiones con baja
fiabilidad, sombreadas en rosa en las tablas D.1 y D.2). Las figuras 7.8(a) y 7.8(b) presentan
dos ejemplos de curvas PR para rutas individuales, con una extensio´n de alta y baja fiabilidad,
respectivamente.
(a) Transporte transmembrana de mole´culas
pequen˜as (REACT 15518).
(b) Metabolismo de carbohidratos (REACT
474).
Figura 7.8: Curvas PR: (a) ruta individual extendida con alta fiabilidad y (b) ruta individual extendida
con baja fiabilidad.
El sistema ERR-PRyC es mejor que el ERR-PDR en rendimiento global. Sin embargo,
por rutas individuales, el orden del AUPRC de las rutas varı´a entre ambos sistemas. Adema´s,
algunas rutas las extiende mejor el sistema ERR-PDR que el ERR-PRyC, principalmente para
baja cobertura, como muestra la figura 7.8(a). Incluso en el sistema ERR-PDR una misma ruta
puede estar por encima de la media y en el ERR-PRyC por debajo, o viceversa.
7.4. Interpretacio´n
El objetivo de esta seccio´n es interpretar los resultados de extensio´n de rutas desde
una coleccio´n de enfoques variada, tales como conocer: la relacio´n entre la precisio´n de la
prediccio´n y el taman˜o de la ruta, los predicados ma´s relevantes para aprender, la cobertura y
diversidad de las proteı´nas an˜adidas, la cantidad de proteı´nas que extienden y conectan varias
rutas, la similitud sema´ntica de las nuevas proteı´nas con respecto a las originales y la aportacio´n
del aprendizaje relacional para interpretar las caracterı´sticas de las proteı´nas predichas.
Antes de pasar a la descripcio´n detallada por apartados, cabe destacar cua´l es la forma
en que se exponen los resultados en toda esta seccio´n. Hay que tener en cuenta que se han
desarrollado dos sistemas alternativos para expandir rutas, cuyas diferencias fundamentales
son:
El sistema ERR-PRyC es mejor que el ERR-PDR en rendimiento y cobertura (evaluacio´n
con curvas PR).
El sistema ERR-PDR es mejor que el ERR-PRyC en cantidad de reglas diferentes por
ruta, y en nº de rutas extendidas.
Existe mucha variacio´n entre las rutas expandidas por uno y otro sistema.
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Aparte de estas tres, de forma global (es decir, en media para todas las rutas) no se pueden
extraer ma´s conclusiones interesantes al comparar los dos sistemas, en ninguno de los a´mbitos
de interpretacio´n (relevancia de atributos, predicados ma´s frecuentes, similitud sema´ntica
funcional, etc.). Esto hace que no tenga sentido describir comparaciones gene´ricas para los
dos sistemas. El resto tendrı´an que ser comparaciones detalladas ruta a ruta para cada uno de
los a´mbitos, que harı´an tediosa la lectura de este documento. Por lo tanto, se omite cualquier
comparacio´n exhaustiva para cada una de las rutas, y se describen so´lo los resultados para
uno de los dos sistemas, asumiendo que se tienen presentes las tres diferencias fundamentales
con el otro. Se elige el sistema ERR-PDR, porque la mayorı´a de las interpretaciones tienen un
enfoque de utilidad biolo´gica, para lo cual es ma´s conveniente una alta cantidad y diversidad
de reglas por ruta, que una mayor cobertura. No obstante, espora´dicamente, se comenta algu´n
caso particular cuando se considera relevante.
Ante un intere´s concreto del lector por alguna ruta, se pueden tomar las dos figuras
correspondientes, que se muestran en todos los ana´lisis, y extraer fa´cilmente la conclusio´n
buscada. Por ejemplo, para responder la cuestio´n “a la hora de predecir la pertenencia a la
ruta X, ¿varı´an las caracterı´sticas ma´s relevantes entre el sistema ERR-PRyC y el ERR-
PDR?”, bastarı´a con observar la figura G.2 del anexo G y la figura 7.10 de este capı´tulo, y
comparar la fila de la ruta X en el sistema ERR-PRyC y la fila correspondiente en el ERR-
PDR, observando si los puntos de mayor taman˜o se encuentran en las mismas columnas y si son
del mismo color; o para la pregunta “¿baja o sube la similitud sema´ntica de las proteı´nas que
extienden la ruta Y al usar el sistema ERR-PDR en vez del ERR-PRyC?”, lo ma´s sencillo
serı´a consultar las tablas detalladas por ruta del anexo D.
7.4.1. Relacio´n entre Precisio´n y Taman˜o de la Ruta
Como se puede observar en la figura 7.9, cuanto mayor es el taman˜o de la ruta (cantidad
de proteı´nas que la forman, es decir, barra horizontal ma´s larga en la figura 7.9), ma´s fiable es
la prediccio´n en te´rminos de AUPRC (es decir, ma´s abajo esta´ la ruta en la figura 7.9). Aunque
con excepciones, tales como rutas pequen˜as con AUPRCs mayores que la media. Por ejemplo,
en el sistema ERR-PDR, en las rutas Interacciones de las integrinas en la superficie celular
(8) y Transporte transmembrana de mole´culas pequen˜as (16), con un taman˜o no redundante
menor a 50 proteı´nas, y con AUPRC tan alto como el de rutas con ma´s de 100 proteı´nas.
En el anexo G, la figura G.1 es la equivalente para el sistema ERR-PRyC.
7.4.2. Ana´lisis de Predicados Relevantes en el Aprendizaje
En esta seccio´n, para cada ruta, se buscan las propiedades ma´s importantes en el proceso
de aprendizaje, con el objetivo de definir los elementos que ma´s influyen para extender cada
una de las rutas.
Para lograr este propo´sito, se emplean las mismas dos medidas de relevancia que en
el me´todo de prediccio´n ProtFun [Jensen et al., 2003a]. La primera consiste en evaluar el
rendimiento despue´s de entrenar el sistema usando cada uno de los predicados individualmente.
Los cı´rculos rojos representan estos AUPRCs en la figura 7.10. La segunda medida es la pe´rdida
en AUPRC al eliminar un predicado particular. Entonces, el rendimiento de entrenar el sistema
sin un predicado se resta del AUPRC original, obteniendo el rendimiento de la combinacio´n de
todos los predicados juntos. La figura 7.10 visualiza estas diferencias en AUPRC en cı´rculos
morados. La primera medida so´lo pone de manifiesto si un predicado es relevante por sı´ mismo;
pero no tiene en cuenta si un predicado es importante cuando se usa en combinacio´n con otros,
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Figura 7.9: Ana´lisis de rendimiento frente a taman˜o de ruta. Sistema ERR-PDR. Rutas ordenadas de
arriba a abajo, de menor a mayor AUPRC. Las barras verdes representan la cantidad de proteı´nas de la
ruta original, y las barras naranjas la cantidad de proteı´nas tras eliminar las redundantes entre sı´ (las que
se usan en el aprendizaje).
lo cual se revela con la segunda medida. Como ambas medidas son complementarias entre sı´,
un predicado se considera relevante cuando alguna de las dos medidas alcanza un valor alto
[Jensen et al., 2003a].
Debido a que se usa una representacio´n relacional, como entradas al sistema de aprendizaje
se tienen predicados en vez de atributos. Por lo tanto, las columnas de la figura 7.10 se
corresponden con predicados lo´gicos. Cada columna representa un predicado individual,
excepto las columnas 5ª a 7ª que son los argumentos nume´ricos del predicado protein (ver
los argumentos de los predicados en la figura 7.2), y las columnas 12ª y 13ª del predicado
gene. Las columnas ‘Protein/4’ y ‘Gene/5’ incluyen las comparaciones nume´ricas de todos
sus argumentos. ‘Ambas interacciones’ es un agregado de los dos tipos de interacciones
consideradas (las dos columnas previas).
Al analizar la figura 7.10, se observa que las propiedades relevantes para cada ruta son
diferentes. En la prediccio´n ‘media’ de rutas (situada hacia el medio de la figura 7.10) no
aparece ningu´n predicado ma´s importante que los otros, por lo que se puede concluir que
ninguna caracterı´stica contribuye ma´s que el resto. Lo que es ma´s, la relevancia es ma´s clara
conforme mejora la fiabilidad de la prediccio´n, es decir, conforme se baja en el gra´fico.
Esto significa que, por un lado, en los casos malos (situados en la parte superior de la


















Figura 7.10: Ana´lisis de predicados relevantes en el aprendizaje. Los cı´rculos rojos (izquierda)
representan una propiedad relevante por sı´ misma. Los cı´rculos morados (derecha) representan una
propiedad relevante en combinacio´n con otras. Las rutas (filas) esta´n ordenadas, de abajo a arriba, de
mejor a peor AUPRC, segu´n el sistema. Sistema ERR-PDR.
relevante. Por ejemplo, en la ruta Tra´fico de membrana (04) el predicado que representa un
dominio transmembrana (transmembrane domain) deberı´a ser relevante para el sistema
de aprendizaje, pero no lo es. Por otro lado, en los casos buenos (rutas de la parte inferior de
la figura 7.10, por debajo de la media) hay diferencias obvias de relevancia entre predicados
distintos de la misma ruta. El predicado ma´s importante (la columna con cı´rculos ma´s grandes)
es protein/4, que es un agregado de las caracterı´sticas que ma´s discriminan: protein
length y protein positive charge. Por el contrario, las interacciones (las tres
primeras columnas) no son propiedades tan fundamentales en el proceso de aprendizaje.
Cabe destacar que el taman˜o de los puntos es mayor en el sistema ERR-PRyC (ver en
el anexo G, la figura G.2). Es decir, la relevancia de propiedades es ma´s acusada en el
sistema ERR-PRyC que en el ERR-PDR, pero la diferenciacio´n entre atributos relevantes y
no relevantes esta´ ma´s definida en el segundo.
Si se analizan algunos casos especı´ficos en el sistema ERR-PDR, en la ruta Expresio´n
ge´nica (35) cada uno de los predicados aisladamente alcanza una buena prediccio´n en casi
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todos los casos (se observa en la figura 7.10 que casi todos los cı´rculos rojos de la u´ltima fila
son de gran taman˜o). Mientras que en Transporte transmembrana (16), Interacciones de las
integrinas en la superficie celular (08) y Sen˜alizacio´n de Wnt (02) casi todos los predicados
dependen entre sı´, sin contribuir de forma independiente (se ven varios cı´rculos morados de
taman˜o similar en las filas correspondientes a estas rutas). En la ruta Transporte transmembrana
(16), los ma´s relevantes son la carga positiva (por si sola), y el dominio transmembrana y el de
sen˜al (ambos en combinacio´n con el predicado protein). Las interacciones, principalmente
en complejos (segunda columna), por sı´ solas comprenden la informacio´n ma´s importante
para predecir la ruta Metabolismo de lı´pidos (29); aunque en el sistema ERR-PRyC todos son
igual de relevantes. Por su parte, en la ruta Infeccio´n VIH (32), las interacciones en complejos
seguidas de la carga negativa son las caracterı´sticas fundamentales en el sistema ERR-PDR,
mientras que en el ERR-PRyC no se detecta la relevancia de la carga negativa (ver figura G.2).
7.4.3. Cobertura y Diversidad en la Extensio´n de Reactome
En esta seccio´n se evalu´a la extensio´n de las rutas originales con proteı´nas no anotadas, tras
la aplicacio´n de los sistemas de prediccio´n presentados.
Al aplicar el procedimiento descrito en la seccio´n 7.2.6 a las proteı´nas sin anotacio´n
en Reactome, y no redundantes con las anotadas (ver seccio´n 7.2.3), el sistema ERR-PRyC
extiende 18 rutas y el ERR-PDR 28, a pesar de que sus AUCs sean ma´s bajos, como muestra
la tabla 7.1. Las 37 rutas originales tras la eliminacio´n de redundancia se componen de 2.762
proteı´nas, siendo distintas entre todas las rutas 1.654 proteı´nas. Recordando la importancia de
la diversidad entre las reglas que expanden la misma ruta (ver seccio´n 7.2.7), se debe remarcar
que el sistema ERR-PDR logra aplicar varias reglas en 15 rutas, comparado con las escasas 5
rutas por parte del sistema ERR-PRyC. Por lo tanto, el sistema ERR-PDR consigue una mayor
cobertura de expansio´n y una alta variabilidad molecular, de las proteı´nas que an˜ade a la misma
ruta, para ma´s de la mitad de aquellas que extiende.
Cada una de las proteı´nas que predicen los sistemas ERR comparten propiedades de
secuencia con una o unas pocas proteı´nas de la ruta original, no con todas, ni en todas sus
propiedades. Este comportamiento concuerda con la definicio´n real de las rutas biolo´gicas, que
realizan una funcio´n comu´n a nivel de proceso, pero sus propiedades a nivel de secuencia son
diferentes.
Tabla 7.1: Evaluacio´n nume´rica de la extensio´n de Reactome por sistema ERR-PRyC y ERR-PDR.
Sistema AUPRC AUROC nºrutas nºproteı´nas an˜adidas
(total/>1regla) (total/distintas)
ERR-PRyC 0,1695 0,7028 18 / 5 249 / 218
ERR-PDR 0,1337 0,6914 28 / 15 383 / 329
En el anexo D se pueden consultar las tablas D.1 y D.2, para el sistema ERR-PRyC y
ERR-PDR respectivamente, donde se detalla el nu´mero de proteı´nas predichas frente al taman˜o
original de cada ruta, entre otros valores.
7.4.4. Solapamiento entre Rutas
En este apartado se analiza la diversidad entre proteı´nas que extienden distintas rutas. El
objetivo es conocer si el sistema ERR predice proteı´nas especı´ficas para cada ruta, o si se trata
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de proteı´nas de caracterı´sticas y funciones gene´ricas presentes en varias rutas.
En primer lugar, se puede calcular el valor absoluto de las proteı´nas que extienden ma´s de
una ruta. A partir de la u´ltima columna de la tabla 7.1 se extrae que un 87,50 % y un 85,90 %
de las proteı´nas an˜adidas a las rutas son diferentes, para el sistema ERR-PRyC y el ERR-PDR,
respectivamente. Esto quiere decir que existe menos de un 15 % del conjunto de proteı´nas
an˜adidas que expande ma´s de una ruta, en ambos sistemas.
Si ahora se analiza el solapamiento de forma relativa, y se calcula la media del porcentaje
de proteı´nas solapadas con otra ruta, siguiendo un enfoque todas contra todas las rutas, el
solapamiento es 1,58 % para el sistema ERR-PRyC y 2,67 % para el ERR-PDR. En ambos
casos es muy bajo, como se verifica tambie´n en las representaciones gra´ficas de la figura 7.11,
donde el solapamiento se representa por los puntos coloreados fuera de la diagonal principal,
y como se observa ahı´ existen muy pocos puntos diferentes al blanco. Se puede observar
un solapamiento ligeramente mayor en el sistema ERR-PDR que en el ERR-PRyC. Aunque
teniendo en cuenta que e´ste es capaz de extender diez rutas ma´s, aumentando ası´ la probabilidad
de coincidencia, el incremento de solapamiento no es muy significativo.
(a) Sistema ERR-PRyC. (b) Sistema ERR-PDR.
Figura 7.11: Porcentaje de solapamiento entre rutas. (a) sistema ERR-PRyC y (b) sistema ERR-PDR.
Las rutas esta´n ordenadas por AUPRC creciente segu´n cada sistema, de izquierda a derecha en el eje x
y de abajo a arriba en el eje y. Cada celda representa el porcentaje (segu´n el co´digo de colores mostrado
a la derecha) de proteı´nas an˜adidas a la ruta del eje x que tambie´n extienden la ruta correspondiente del
eje y. Situacio´n ideal (sin solapamiento): so´lo diagonal en verde, resto blanco.
Es importante destacar este reducido porcentaje de proteı´nas comunes entre diferentes rutas
en las extensiones de ERR, dado el gran nivel de solapamiento existente entre proteı´nas de las
rutas originales, como muestran los gra´ficos de la figura 7.12. Es decir, se consigue predecir
proteı´nas diferentes para cada clase o ruta, aunque las rutas originales no sean disjuntas.
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(a) Porcentaje de solapamiento.






















Figura 7.12: Solapamiento entre rutas originales. (a) Porcentaje de solapamiento: cada celda representa
el porcentaje de proteı´nas de la ruta del eje x que tambie´n esta´n en la ruta correspondiente del eje y. (b)
Solapamiento absoluto: el eje y indica el nº de proteı´nas que esta´n a la vez en el nº de rutas que indica
el eje x.
7.4.5. Similitud Sema´ntica en la Extensio´n de Reactome
Una aproximacio´n sencilla para conocer si las proteı´nas an˜adidas son biolo´gicamente
similares a las de la ruta que extienden, es llevar a cabo un ana´lisis de similitud sema´ntica
entre las anotaciones funcionales de las proteı´nas en una base de datos externa (ver descripcio´n
del concepto de anotacio´n funcional y derivados en B.1, 2.4.1 y B.2).
Dado que todas las proteı´nas en una ruta biolo´gica esta´n relacionadas funcionalmente a
un nivel de proceso, se utilizan los te´rminos de anotacio´n definidos en la ontologı´a Proceso
Biolo´gico de GO [Ashburner et al., 2000], GO-BP (extraı´dos de la versio´n 56 de Ensembl
[Hubbard et al., 2009]). Se escogen todos los co´digos de evidencia excepto ISS (del ingle´s,
Inferred from Sequence or Structural Similarity), para evitar relaciones circulares o indirectas,
derivadas de anotaciones inferidas por similitud de secuencia o de estructura. En este caso, no
existe un problema de falta de ortogonalidad entre los te´rminos de GO-BP y los de Reactome,
porque las proteı´nas an˜adidas por el sistema ERR (para las que se hace el ana´lisis de similitud
sema´ntica) no tienen anotaciones en Reactome, y por tanto no puede haber solapamiento con
los te´rminos de GO-BP. Se usa la medida de similitud de Jiang y Conrath [Jiang and Conrath,
1997], que adapta las medidas de la teorı´a de la informacio´n para establecer una distancia
sema´ntica entre te´rminos de GO (ver seccio´n 4.2.2), teniendo en cuenta la compleja estructura
de grafo acı´clico dirigido de esta ontologı´a.
Con dicha medida de similitud, se comparan las proteı´nas originales de la ruta con las
proteı´nas an˜adidas mediante prediccio´n (dichas proteı´nas se identifican a partir de aquı´ en
el texto como proteı´nas predichas), en te´rminos de similitud sema´ntica funcional a nivel de
proceso. Se calcula la media del ma´ximo de similitud de cada proteı´na (del ingle´s, best-match
average [Pesquita et al., 2009]) de todas las combinaciones por pares de proteı´nas, obteniendo
ası´ un valor de similitud sema´ntica para cada ruta. Adema´s se comparan estas similitudes con
aquellas calculadas entre las proteı´nas de la ruta original y una extensio´n aleatoria del mismo
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taman˜o, siguiendo el ejemplo de un trabajo previo [Glaab et al., 2010]. Se puede ver un ana´lisis
con distintas posibilidades para agregar similitudes en funcio´n del objetivo en la seccio´n 4.2.2.
La figura 7.13(a) muestra que, en la mayorı´a de las 28 rutas extendidas, las proteı´nas
predichas presentan mayor similitud sema´ntica funcional con las proteı´nas de la ruta original
que las proteı´nas seleccionadas aleatoriamente. Sin embargo, las rutas con bajo AUPRC no se
corresponden completamente con las que tienen peor similitud funcional con la ruta original
frente al aleatorio (ver figura 7.13(b)). Por lo que no hay correlacio´n entre la fiabilidad de la
prediccio´n y la similitud sema´ntica.
(a) Orden por similitud creciente. (b) Orden por AUPRC creciente.
Figura 7.13: Similitud de anotacio´n funcional entre proteı´nas de la ruta original y proteı´nas an˜adidas
(por prediccio´n y aleatoriamente). Sistema ERR-PDR. Las rutas sin extensio´n no se representan. (a)
Rutas ordenadas por similitud creciente en el grupo de predicciones. Cada punto representa la similitud
absoluta de las proteı´nas an˜adidas a la ruta original. (b) Rutas ordenadas por AUPRC creciente en
el grupo de predicciones. Cada punto representa la diferencia de similitud a la ruta original entre las
proteı´nas predichas y las proteı´nas aleatorias (Sim.Predichas–Sim.Aleatorias) para esa ruta. Ası´, la lı´nea
roja representa la inexistencia de mejora de las predicciones frente a la aleatoriedad, en te´rminos de
similitud.
En este ana´lisis de similitud sema´ntica, el sistema ERR-PRyC es ligeramente mejor, como
se puede observar en los anexos en la figura G.3.
7.4.6. Interpretacio´n de la Extensio´n basada en Aprendizaje Relacional
Esta seccio´n explica brevemente que´ tipo de proteı´nas extiende cada ruta segu´n el sistema
propuesto ERR, acorde a las reglas extraı´das del a´rbol de decisio´n y su relacio´n con las
propiedades ma´s frecuentes.
El ana´lisis se centra en dos ejemplos de rutas que extiende el sistema ERR-PDR. Una
regla extiende la ruta Transporte transmembrana de mole´culas pequen˜as (16) con 5 proteı´nas,
que cumplen al menos las siguientes propiedades (ver figura 7.14): dominio transmembrana,
secuencia larga de aminoa´cidos y nucleo´tidos, carga positiva, sin dominio de sen˜al y con dos
interacciones proteı´na-proteı´na (una de ellas con un proteı´na de alta carga negativa).




protein(A,G,H,I),H<0.086957 = 0 AND
transmembrane_domain(A) = 1 AND
protein_gene(A,B),gene(B,C,D,E,F),D>30447,protein(A,G,H,I),G>629=1 AND
transmembrane_domain(A),signal_domain(A) = 0 AND
complex_interaction(A,B),not(B=A),protein(B,C,D,E),C<300,




Figura 7.14: Regla que extiende la ruta Transporte transmembrana de mole´culas pequen˜as (16) en
sistema ERR-PDR.
Por otro lado, el sistema ERR-PDR expande la ruta Sen˜alizacio´n de GPCR (10) con 2
reglas o ramas diferentes del a´rbol de decisio´n, que an˜aden 11 y 3 proteı´nas respectivamente
(ver figura 7.15). La primera regla describe proteı´nas con secuencia larga, sin dominio de sen˜al,
con varias interacciones en complejo y sin baja carga negativa. En contraste, la segunda regla
define proteı´nas con baja carga negativa, con dominio transmembrana, sin secuencia corta y
con interaccio´n en complejo.
Regla 60:
=========
IF protein(A,B,C,D),D<0.072897 = 0 AND
signal_domain(A) = 0 AND
protein(A,B,C,D),B>629 = 1 AND
complex_interaction(A,B),not(B=A),ppinteraction_pair(B,C),not(C=A),
not(C=B),complex_interaction(A,D),not(D=A),not(D=B),
not(D=C) = 0 AND
complex_interaction(A,B),not(B=A),complex_interaction(B,C),not(C=A),





IF protein(A,B,C,D),D<0.072897 = 1 AND
signal_domain(A),protein(A,B,C,D),C>0.129964 = 0 AND
protein(A,B,C,D),B<300,protein(A,E,F,G),G<0.072897 = 0 AND
transmembrane_domain(A),protein(A,B,C,D),D<0.072897 = 1 AND
complex_interaction(A,B),not(B=A),complex_interaction(A,C),not(C=A),




Figura 7.15: Reglas que extienden la ruta Sen˜alizacio´n de GPCR (10) en sistema ERR-PDR.
Adema´s, se pueden comparar los patrones que componen las reglas, con las propiedades
moleculares frecuentes en el conjunto de proteı´nas que extiende cada ruta. Dichas propiedades
se representan en la figura 7.16 como predicados lo´gicos y su importancia como su frecuencia
de aparicio´n en el conjunto de proteı´nas concreto. So´lo se seleccionan los elementos ba´sicos
(ver columnas de la figura 7.16), entre todas las posibles combinaciones de patrones frecuentes
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complejos, los cuales se extraen con el algoritmo WARMR (ver seccio´n 7.2.5). El te´rmino
bajo/alto en un predicado representa un valor nume´rico situado en el primer/u´ltimo cuartil de
la distribucio´n de valores en el conjunto completo de proteı´nas, respectivamente (ver seccio´n
7.2.4).
Figura 7.16: Frecuencia de predicados simples por ruta. Sistema ERR-PDR. Los cı´rculos representan
la frecuencia en las proteı´nas predichas por el sistema ERR-PDR.
Los puntos de mayor frecuencia en la figura 7.16, en una ruta extendida por varias
reglas, tienden a ser los correspondientes a las propiedades que se comparten entre reglas.
En algu´n caso puede haber unos referentes a una regla y otros a otra. Aunque no todas las
altas frecuencias que muestran los puntos de la figura 7.16 se corresponden con un patro´n de
alguna regla, y viceversa. Por ejemplo, cabe destacar que la caracterı´stica diferenciadora (valor
opuesto sobre la carga negativa) entre las dos reglas que muestra la figura 7.15 que extienden
la misma ruta, no se refleja sobre las propiedades frecuentes (ver cuarta fila empezando por
debajo en la figura 7.16). Otra muestra de la falta de equivalencia total entre altas frecuencias
y reglas es la regla de la figura 7.14 para la ruta Transporte transmembrana de mole´culas
pequen˜as (16), que no incluye en ninguno de sus patrones interacciones en complejos ni un
alto nu´mero de transcritos, mientras que las frecuencias sı´ lo reflejan. Las razones de esta falta
de correspondencia entre reglas y propiedades frecuentes pueden ser los patrones de una regla
102 7. Extensio´n de Rutas Biolo´gicas en Humanos
que no se exige que se cumplan (con valor igual a 0 en las figuras 7.14 y 7.15), que no tienen
una interpretacio´n directa; o patrones que se satisfacen pero no se verifican en ninguna regla.
No obstante, en general sı´ existe una coherencia razonable entre ambas interpretaciones: las
reglas de decisio´n y las propiedades frecuentes.
7.5. Comparacio´n con Extensio´n basada so´lo en Similitud de
Secuencia
Dado que el sistema ERR predice proteı´nas basa´ndose principalmente en propiedades de
la secuencia, cabe pensar en una comparacio´n con una te´cnica de bu´squeda de proteı´nas por
similitud de secuencia. Es decir, buscar proteı´nas homo´logas con la herramienta BLASTP
[Altschul et al., 1997] (ver la seccio´n B.3.1 para una definicio´n de homologı´a), y suponer una
transferencia de las anotaciones de Reactome entre proteı´nas homo´logas. No hay que olvidar
que el sistema ERR se ha disen˜ado para ser aplicable en ausencia de similitud de secuencia
(que en el resto de esta seccio´n se denomina homologı´a), por lo que las proteı´nas que se podrı´an
asignar por homologı´a se han excluido explı´citamente del proceso de evaluacio´n y aplicacio´n.
Ası´, en esta seccio´n se analiza si una proteı´na homo´loga respecto a otra proteı´na anotada
en la base de datos Reactome o predicha por el sistema ERR, tambie´n esta´ anotada o se predice
como perteneciente a la misma ruta, y el porque´ de estos hechos.
Para decidir si dos proteı´nas son similares (homo´logas) se realizan comparaciones de
secuencias con la herramienta BLASTP [Altschul et al., 1997], y se contabilizan como
homo´logos aquellos pares que poseen al menos un 30 % de identidad en secuencia, y a la
vez, el alineamiento cubre el 75 % de una de las secuencias. Se decide imponer la restriccio´n
de un 75 % de cobertura de secuencia, pues con un valor de 60 % se detectan pares de proteı´nas
que so´lo comparten uno o varios dominios Pfam. La estrategia de bu´squeda es la siguiente:
se seleccionan las proteı´nas predichas por ERR-PDR en los conjuntos de entrenamiento y
test y se comparan con las proteı´nas no-anotadas en las rutas de Reactome, que se incluyen
en el conjunto de aplicacio´n o no (denominado conjunto de ‘resto de proteı´nas no-anotadas’).
Adema´s, las proteı´nas seleccionadas tambie´n se comparan respecto a otro conjunto de proteı´nas
anotadas en las rutas de la base de datos Reactome, pero que no se incluyeron en los conjuntos
entrenamiento y test por ser redundantes a ellos.
En el anexo E se presenta un resumen cuantitativo de los resultados obtenidos en la
bu´squeda de homo´logos en dos tablas. La tabla E.1 recopila informacio´n sobre las proteı´nas
anotadas contenidas en los conjuntos de entrenamiento y test, y la tabla E.2 sobre las anotadas
que se eliminaron de dichos conjuntos por ser redundantes. Al analizar las tablas, se descubren
casos donde existen:
1. Proteı´nas homo´logas con una anotada en la ruta y la otra no.
2. Proteı´nas homo´logas con una predicha por ERR y la otra no.
El primer caso se puede verificar comparando las columnas primera (proteı´nas anotadas en
las rutas) y tercera (proteı´nas homo´logas entre las no-anotadas) de cualquiera de las dos tablas
resumen, E.1 o´ E.2. En la figura 7.17 se muestran algunos de estos ejemplos, en diferentes
rutas, seleccionando los que poseen los mayores porcentajes de identidad en secuencia.
El segundo caso se corrobora al observar que entre las columnas cuarta y quinta de las tablas
E.1 y E.2 hay diferencia. Ambas columnas representan proteı´nas homo´logas a las predichas,
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Ruta Metabolismo de proteı´nas:
RL36A_HUMAN / RL36L_HUMAN (proteı´na ribosomal 60S L36a/tipo-L36a)
* 99.06% identidad
* Vector de propiedades:
RL36A_HUMAN | 0,1,1,0,0,1,1,0,0,0,0,0,0,0,1
RL36L_HUMAN | 0,0,1,0,0,1,1,0,0,0,0,1,0,1,0
Ruta Ciclo celular, fase mito´tica:











Figura 7.17: Ejemplos de pares de proteı´nas homo´logas anotadas y no-anotadas en Reactome. La
primera proteı´na pertenece al conjunto anotadas en rutas y la segunda a las no-anotadas (ya sea
predicha o no). Los componentes del vector de propiedades de la secuencia, de izquierda a derecha,
son: interaccio´n proteı´na-proteı´na, interaccio´n en complejo, longitud de la secuencia de proteı´na baja
y alta, carga positiva de la proteı´na baja y alta, carga negativa de la proteı´na baja y alta, dominio
transmembrana, dominio de sen˜al, dominio he´lice, longitud de la secuencia ge´nica baja y alta, y nu´mero
de isoformas bajo y alto.
pero so´lo las de la columna 5 se predicen por ERR, y so´lo en los pares (entrenamiento-o-test,
no-anotada).
Para explicar las respuestas a estas cuestiones, el primer elemento que se debe considerar
es que los resultados que se obtienen con una bu´squeda de similitud de secuencias mediante la
herramienta BLASTP, no tienen que coincidir con los obtenidos por el sistema ERR. BLASTP
utiliza so´lo la informacio´n de la secuencia de aminoa´cidos de las proteı´nas, mientras que
ERR incluye adema´s, otro conjunto de propiedades. Por ejemplo, el nu´mero de transcritos
(isoformas), la longitud del gen que codifica la proteı´na, interacciones por pares con otras
proteı´nas, y participacio´n en complejos de proteı´nas.
Por ello, so´lo se podrı´an esperar resultados similares entre ERR y BLASTP en los casos
en que el porcentaje de identidad entre las secuencias que se comparan es elevado. Adema´s,
si so´lo se consideran en ERR las propiedades que dependen u´nicamente de la secuencia
de aminoa´cidos (longitud, cargas positiva y negativa, dominios transmembrana, de sen˜al y
en he´lice), estas propiedades difieren entre las proteı´nas de una misma familia, cuando los
porcentajes de identidad en secuencia disminuyen.
Considerando todos estos elementos, y utilizando ejemplos como los que se muestran en
la figura 7.17, se observa que, en la mayorı´a de los casos, las proteı´nas “homo´logas”que no se
predicen es por diferencias en la existencia de interacciones proteı´na-proteı´na o participacio´n
en complejos de proteı´nas. Este hecho se cumple, en diferentes rutas, en los pares de proteı´nas
(RL36A HUMAN,RL36L HUMAN) y (DYR HUMAN,DYRL1 HUMAN), ya que tienen
diferencias en las dos primeras componentes del vector de propiedades, correspondiente a las
interacciones (ver figura 7.17).
No obstante, existen otros casos que ERR no predice, a pesar de tener anotaciones
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de interacciones proteı´na-proteı´na y/o participar en complejos, porque la proteı´na con que
interactu´an difiere en caracterı´sticas tales como: nu´mero de isoformas, longitud del gen
y de la proteı´na, y presencia de dominios en he´lice. Este hecho se cumple en el par
(TCEA1 HUMAN,TCEA2 HUMAN) de la ruta Transcripcio´n, cuyos vectores de propiedades
aparecen en la figura 7.17.
Tambie´n se observan casos extremos como por ejemplo el par de proteı´nas “homo´logas”
(RL36A HUMAN,RL36L HUMAN), de la ruta Metabolismo de proteı´nas, que poseen un
99 % de identidad en secuencia, y sin embargo RL36L HUMAN no se predice porque no
participa en un complejo en el que interaccione con una proteı´na de alta carga positiva. Por
otro lado, cabe destacar el par “homo´logo” (TCEA1 HUMAN,TCEA2 HUMAN) de la ruta
Transcripcio´n, con casi un 67 % de identidad, do´nde la diferencia entre la proteı´na predicha
y la no-predicha es muy especı´fica. En concreto, ERR no predice la homo´loga por: “no tener
interaccio´n en un complejo, con una proteı´na con dominio en he´lice y baja carga negativa”. Es
decir, la justificacio´n para no predecir depende tambie´n de las propiedades de las secuencias
con las que interacciona la proteı´na, no so´lo las de la proteı´na en cuestio´n TCEA2 HUMAN.
En este caso tambie´n es destacable que la proteı´na TCEA2 HUMAN participa en complejos,
pero ninguna de las proteı´nas con las que se relaciona tienen un dominio en he´lice y baja carga
negativa. Por otro lado, este ejemplo tambie´n verifica la utilizacio´n de la informacio´n adicional
que la representacio´n relacional permite.
Un u´ltimo elemento a considerar es que se limita la bu´squeda de proteı´nas homo´logas en
el conjunto de no-anotadas en Reactome, a aquellas que poseen identificador UniProt. Ası´, se
eliminan las que so´lo poseen identificadores UniParc en febrero del 2010, excepto en la quinta
columna de la tabla E.1. Este criterio implica que no se detecten las cuatro proteı´nas predichas
homo´logas de proteı´nas anotadas tambie´n predichas.
En conclusio´n, por un lado, una extensio´n de rutas basada so´lo en similitud de secuencia
calculada con la herramienta BLASTP no coincidirı´a con la extensio´n del sistema ERR, porque
BLASTP utiliza menos informacio´n basada en la secuencia de la que emplea el sistema ERR,
a parte de las interacciones. Por otro lado, hay que destacar que existen proteı´nas similares
en secuencia a las de la ruta original que no esta´n anotadas en Reactome; por lo que no es
excesivamente sorprendente que proteı´nas similares en secuencia a las predichas por ERR
tampoco se predigan.
7.6. Comparacio´n con Me´todo de Extensio´n de Rutas basado so´lo
en Redes de Interaccio´n
El objetivo de esta seccio´n es comparar los sistemas de extensio´n de rutas desarrollados en
este trabajo con otro me´todo que tambie´n expande rutas, aunque usando so´lo informacio´n de
redes de interacciones moleculares.
Glaab y colaboradores [Glaab et al., 2010] ha propuesto recientemente una metodologı´a
para extender rutas biolo´gicas y otros procesos celulares. Su me´todo mapea el conjunto de
proteı´nas de la ruta sobre una red de interacciones proteı´na-proteı´na y, entonces, extiende
la ruta an˜adiendo proteı´nas que hagan que la ruta final aumente su conectividad y sea ma´s
compacta. La red de interaccio´n es la u´nica entrada de este me´todo, y los candidatos para el
procedimiento de extensio´n son so´lo las proteı´nas conectadas por interaccio´n directa a la ruta
original. Cuando una proteı´na candidata cumple una serie de condiciones topolo´gicas [Glaab
et al., 2010] y compacta la ruta, entonces se elige para extender la ruta. Para comparar en las
mismas condiciones, se ha re-implementado este me´todo para poder aplicarlo sobre las rutas y
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la red de interaccio´n usada en el presente trabajo (ver seccio´n 7.2.1), que es diferente de la red
empleada originalmente en el me´todo [Glaab et al., 2010].
7.6.1. Ana´lisis Cuantitativo
Usando como entrada las rutas completas (con las proteı´nas redundantes en te´rminos de
similitud de secuencia, segu´n lo descrito en la seccio´n 7.2.1), el me´todo Glaab et al. extiende
29 de 37 rutas, con 150 proteı´nas directamente conectadas en total, siendo 90 de ellas diferentes
(lo que supone un 60 % del total de 150 an˜adidas), como muestra la tabla 7.2. No se han tomado
las rutas no redundantes, como en ERR, porque en ese caso las extensiones del me´todo Glaab
et al. eran muy escasas, al depender so´lo de las interacciones, que se ven reducidas al eliminar
la redundancia.
Tabla 7.2: Comparacio´n nume´rica de la extensio´n de Reactome por Glaab et al. con los sistemas ERR-
PRyC y ERR-PDR.
Sistema nºrutas extendidas nºproteı´nas an˜adidas
(total/distintas/ %distintas)
Glaab et al. 29 150 / 90 / 60,00 %
ERR-PRyC 18 249 / 218 / 87,55 %
ERR-PDR 28 383 / 329 / 85,90 %
El me´todo Glaab et al. extiende 21 rutas en comu´n con el sistema ERR-PDR y 15 rutas
con el ERR-PRyC. Sin embargo, para cada ruta concreta hay muy pocas proteı´nas predichas
en comu´n por Glaab et al. y por los sistemas ERR. En el sistema ERR-PDR hay 5 proteı´nas
comunes: 2 en la ruta Expresio´n ge´nica (35) y 3 en Transcripcio´n (21). En el sistema ERR-
PRyC hay 11 proteı´nas comunes: 2 en la ruta Expresio´n ge´nica (35), 2 en Transcripcio´n (21),
5 en Apoptosis (28), 1 en Hemostasia (30) y 1 en Infeccio´n VIH (32).
(a) Sistema ERR-PRyC. (b) Sistema ERR-PDR.
Figura 7.18: Porcentaje de solapamiento entre rutas. Comparacio´n Glaab et al. con (a) sistema ERR-
PRyC y (b) ERR-PDR. Las rutas esta´n ordenadas por AUPRC creciente segu´n cada sistema, de izquierda
a derecha en el eje x y de abajo a arriba en el eje y.
106 7. Extensio´n de Rutas Biolo´gicas en Humanos
Adema´s, si se consideran las proteı´nas comunes an˜adidas por los me´todos a diferentes
rutas, tampoco aumenta mucho el nu´mero de coincidencias, como se puede ver en la
figura 7.18. Por lo tanto, se puede concluir que ambos me´todos de extensio´n de rutas
son complementarios entre sı´, pues an˜aden proteı´nas diferentes. Adema´s, los sistemas ERR
extienden con muchas ma´s proteı´nas que el me´todo Glaab et al.
7.6.2. Comparacio´n de Similitud Sema´ntica
En este apartado, se usa una medida de similitud sema´ntica funcional para comparar ambos
me´todos de extensio´n de rutas. Se aplica el mismo esquema descrito previamente en la seccio´n
7.4.5, basado en las anotaciones de Proceso Biolo´gico de GO. La similitud sema´ntica entre las
proteı´nas de la ruta original y las proteı´nas an˜adidas es mayor para el me´todo Glaab et al. que
para los sistemas ERR (ver figura 7.19 para ERR-PDR y G.4 para ERR-PRyC). Las medias de
similitud, calculadas sobre el nu´mero de rutas que extiende cada sistema, son: 0,700 (Glaab et
al., para 29 rutas), 0,591 (ERR-PDR, para 28 rutas) y 0,589 (ERR-PRyC, para 18 rutas).
Figura 7.19: Similitud de anotacio´n funcional entre proteı´nas de la ruta original y las proteı´nas an˜adidas
(ERR-PDR y Glaab et al.) y entre ambos sistemas de extensio´n.
Adema´s, las proteı´nas predichas por cada me´todo de extensio´n son ma´s similares
sema´nticamente a la ruta original que entre ellas (0,483 y 0,412 de similitud entre Glaab et al.
y el sistema ERR-PRyC y ERR-PDR, respectivamente). Este hecho verifica que los conjuntos
de proteı´nas para ambos me´todos de extensio´n son muy distintos entre sı´. Por lo tanto, se
puede concluir que las predicciones del me´todo Glaab et al. es una extensio´n limitada a un
a´rea funcional pro´xima (es decir, proteı´nas muy conectadas con las rutas), mientras que las
proteı´nas propuestas por los sistemas ERR son ma´s distintas entre ellas y exploran ma´s espacio
funcional.
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7.6.3. Comparacio´n de Solapamiento entre Rutas
Si se analiza la cantidad de proteı´nas comunes an˜adidas a diferentes rutas, el solapamiento
de las extensiones del me´todo Glaab et al. es mayor que en los sistemas ERR: un 30 % de las
proteı´nas extienden ma´s de una ruta en el me´todo Glaab et al., mientras que so´lo alrededor
de un 15 % en los sistemas ERR, como se observa en la u´ltima columna de la tabla 7.2. De
hecho, se puede observar este mismo efecto en la figura 7.20, que representa el solapamiento
de las extensiones de Glaab et al. entre sı´, donde existen muchas celdas coloreadas fuera de
la diagonal principal, en contraposicio´n a la escasa existencia de estos puntos en los sistemas
ERR-PRyC (figura 7.11(a)) y ERR-PDR (figura 7.11(b)).
Figura 7.20: Porcentaje de solapamiento entre rutas en Glaab et al.
Si se elimina el solapamiento, es decir, las proteı´nas que extienden ma´s de una ruta, ambos
me´todos se parecen ma´s en te´rminos de similitud sema´ntica a la ruta original. Ası´, el me´todo
Glaab et al. serı´a ma´s similar en 15 rutas y los sistemas ERR-PRyC y ERR-PDR en otras 15
rutas. Es importante tener en cuenta que, sin el solapamiento, el sistema ERR-PDR so´lo deja de
extender 1 ruta, queda´ndose en 27 de 37; mientras que Glaab et al. pierde 10 rutas, extendiendo
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so´lo 19 de 37.
Por lo tanto, este resultado refuerza las conclusiones de las secciones anteriores: el me´todo
Glaab et al. busca pocas relaciones obvias y cercanas, contrastando con los sistemas ERR que
localizan muchas relaciones lejanas; confirmando tambie´n la complementariedad de ambos
me´todos de extensio´n de rutas.
7.6.4. Ana´lisis de Frecuencia de Predicados
En esta seccio´n se comparan las propiedades de las proteı´nas de las rutas originales con las
propiedades de las proteı´nas an˜adidas por ERR-PDR y por Glaab et al.
Las propiedades y su importancia se representan con predicados lo´gicos y su frecuencia en
el conjunto de proteı´nas, igual que en la figura 7.16. En este caso, en cada cruce de los ejes X
(propiedad) e Y (ruta) de la figura 7.21 se representa un trı´o de cı´rculos. El cı´rculo izquierdo
(rojo) representa la frecuencia en el conjunto de proteı´nas de la ruta original; el cı´rculo central
(azul) representa la frecuencia en el conjunto de proteı´nas predichas por el sistema ERR-PDR,
y el cı´rculo derecho (verde), la frecuencia en el conjunto de proteı´nas expandidas por el me´todo
Glaab et al.
Aunque presentan un aspecto similar, las figuras 7.21 y 7.10 son distintas, porque una
propiedad puede ser frecuente en un conjunto, pero no ser relevante para el proceso de
aprendizaje, y viceversa.
Al analizar la figura 7.21 (ver final del capı´tulo), se concluye que no hay correlacio´n
completa entre los cı´rculos rojos, azules y verdes. Sin embargo, los cı´rculos rojos y azules
tienen ma´s correlacio´n que los rojos y verdes (observar que en la figura 7.21 hay ma´s pares
de cı´rculos rojo-azul que rojo-verde). Esto quiere decir que las propiedades moleculares de las
proteı´nas de las rutas originales se parecen ma´s a las propiedades de las proteı´nas predichas por
ERR-PDR que las expandidas por Glaab et al. Este hecho era esperable porque el me´todo Glaab
et al. no esta´ basado en todas estas propiedades moleculares, sino so´lo en las interacciones. Ası´,
en las extensiones de ruta del me´todo Glaab et al. (cı´rculos verdes), la propiedad asociada a las
interacciones (principalmente en complejos) siempre toma la frecuencia ma´s alta de todas las
propiedades. En este sentido, hay que tener en cuenta que en el ca´lculo de la frecuencia de
predicados se consideran interacciones con cualquier proteı´na, perteneciente o no a la ruta. En
los sistemas ERR-PRyC y ERR-PDR se considera lo mismo cuando se usa un predicado de
interaccio´n entre pares de proteı´nas o en complejo. Tampoco hay correlacio´n entre los puntos
azules y verdes, lo cual verifica otra vez que ambos me´todos de extensio´n an˜aden proteı´nas
diferentes, con propiedades diferentes.
Comparando los sistemas ERR-PRyC y ERR-PDR (ver figura G.5 y 7.21), el segundo
presenta una densidad de cı´rculos azules mayor que el primero, ya que el sistema ERR-PDR
extiende 10 rutas ma´s. Por otro lado, hay variaciones en la frecuencia de las propiedades cuando
una ruta se extiende mediante varias reglas en vez de so´lo con una, con la sen˜al de frecuencia
diluida entre ma´s propiedades.
7.7. Relevancia Biolo´gica de las Proteı´nas Predichas
La pregunta que se quiere contestar en esta seccio´n es: ¿existen evidencias biolo´gicas que
corroboren la asociacio´n entre las predicciones de ERR y las rutas extendidas? Es decir, se
trata de explicar la relacio´n entre las rutas biolo´gicas originales y las anotaciones funcionales
de las proteı´nas que se predice que extienden cada ruta, para dar una coherencia y significado
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Figura 7.21: Comparacio´n de frecuencia de predicados simples por ruta. Sistema ERR-PDR. Los
cı´rculos izquierdos/rojos representan la frecuencia en las proteı´nas de las rutas originales, los cı´rculos
centrales/azules la frecuencia en las proteı´nas predichas por el sistema ERR-PDR, y los cı´rculos
derechos/verdes la frecuencia en las proteı´nas expandidas por el me´todo Glaab et al.
biolo´gico. Se buscan anotaciones de dominios y hallazgos en la literatura para an˜adir evidencias
biolo´gicas que apoyen las nuevas predicciones del sistema, que justifiquen su utilidad en el a´rea
biolo´gica.
El contenido de las siguientes sub-secciones es el que sigue. Primero se analizan las
extensiones comunes entre los sistemas ERR-PRyC, ERR-PDR y Glaab et al. Segundo, se
estudia el significado biolo´gico basado en las propiedades moleculares simples de las proteı´nas
predichas en una ruta, en subconjuntos y en proteı´nas independientes. Tercero, se presentan
algunos ejemplos concretos de proteı´nas analizadas en detalle para cuatro rutas diferentes, cuya
prediccio´n esta´ suficientemente justificada en te´rminos biolo´gicos, a falta de una verificacio´n
experimental.
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7.7.1. Predicciones Simulta´neas por Varios Sistemas
Partiendo de la idea de que predicciones comunes entre distintos me´todos independientes
son ma´s fiables que las que predice un u´nico sistema, se localizan las extensiones de rutas
simulta´neas entre los dos sistemas ERR propuestos en este capı´tulo, compara´ndolas tambie´n
con los resultados propuestos por el me´todo de Glaab et al. [Glaab et al., 2010]. Para ilustrar
la utilidad de dichas predicciones, se analizan las anotaciones funcionales de la base de datos
UniProt [Consortium, 2011] y algunas extraı´das de la literatura cientı´fica. La tabla 7.3 resume
los identificadores de UniProt de las proteı´nas predichas simulta´neamente por ERR-PRyC y
ERR-PDR, ası´ como las coincidencias con las predicciones de Glaab et al.
Tabla 7.3: Lista de las rutas biolo´gicas de Reactome y de las proteı´nas predichas simulta´neamente por
los me´todos ERR-PRyC, ERR-PDR y Glaab et al. Los identificadores de las proteı´nas se anotan de
acuerdo a la nomenclatura de la base de datos UniProt.
Id. Nombre ruta ERR-PRyC Glaab Glaab Glaab
ruta + + + +
ERR-PDR ERR-PRyC ERR-PRyC ERR-PDR
+
ERR-PDR
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A continuacio´n se discuten 3 escenarios diferentes, correspondientes a los tres subconjuntos
de predicciones simulta´neas en los que se pueden agrupar los resultados de la tabla 7.3:
1. Las predicciones coincidentes entre Glaab et al. y los sistemas ERR-PRyC y ERR-PDR
2. Las predicciones coincidentes entre Glaab et al. y so´lo uno de los dos sistemas de
anotacio´n
3. Las predicciones coincidentes por los dos sistemas de anotacio´n, pero diferentes al
me´todo de Glaab et al.
1. Glaab et al. y ERR-PRyC o ERR-PDR
En el primer caso, so´lo coinciden dos proteı´nas: TAF2 HUMAN y RPC3 HUMAN, ambas
propuestas para extender la ruta Transcripcio´n. TAF2 HUMAN es la subunidad 2 del factor
de iniciacio´n de la transcripcio´n TFIID, mientras que RPC3 HUMAN es la subunidad C3
de la ARN polimerasa III dirigida al ADN. Adema´s, estas proteı´nas tienen una localizacio´n
subcelular en el nu´cleo, donde se produce el proceso de transcripcio´n del ADN. En conclusio´n,
todas las anotaciones encontradas esta´n relacionadas con la transcripcio´n, indicando una
coherencia en las predicciones.
2.a. Glaab et al. y ERR-PDR
La comparacio´n de las predicciones del sistema ERR-PDR y Glaab et al. indica que
so´lo 5 proteı´nas coinciden: TAF2 HUMAN, RPC3 HUMAN y B3KKR0 HUMAN propuestas
para extender la ruta Transcripcio´n, y por su parte se sugieren MED29 HUMAN y
PDCD4 HUMAN en la ruta Expresio´n ge´nica.
En el apartado anterior, relativo al primer escenario, ya se ha explicado la inclusio´n
de las proteı´nas TAF2 HUMAN y RPC3 HUMAN en la ruta de Transcripcio´n. La restante
B3KKR0 HUMAN es una proteı´na no caracterizada, la que so´lo ha sido anotada con una alta
similitud a la proteı´na ERCC-1 de reparacio´n del ADN por escisio´n.
Por otro lado, MED29 HUMAN es un mediador de la subunidad 29 de transcripcio´n de
la ARN polimerasa II. Es destacable que otro miembro de este complejo, MED19 HUMAN
tambie´n se predice por el sistema ERR-PRyC en la misma ruta (ver siguiente seccio´n).
PDCD4 HUMAN, la proteı´na 4 de la muerte celular programada, inhibe la iniciacio´n de la
traduccio´n por unio´n con el factor de iniciacio´n eucario´tico 4A (eIF4A), y tambie´n inhibe la
actividad helicasa de eIF4A. Aunque la relevancia biolo´gica de estos hallazgos requieren una
mayor investigacio´n, las anotaciones de UniProt de estas proteı´nas y la prediccio´n simulta´nea
por dos me´todos independientes, incrementa la fiabilidad de estos resultados.
2.b. Glaab et al. y ERR-PRyC
Por su parte, el sistema ERR-PRyC y el me´todo Glaab et al. predicen nuevas proteı´nas en
5 rutas, como muestra la penu´ltima columna de la tabla 7.3.
TAF2 HUMAN y RPC3 HUMAN en la ruta Transcripcio´n, MED19 HUMAN y E9PDR7
HUMAN en la ruta Expresio´n ge´nica, TF2H5 HUMAN en Infeccio´n VIH, CD22 HUMAN
en Hemostasia, y SPNS1 HUMAN, AVEN HUMAN, BIK HUMAN, SEC20 HUMAN y
FKBP8 HUMAN en la ruta Apoptosis.
Las proteı´nas de la ruta Transcripcio´n ya se han comentado en el apartado del escenario 1.
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MED19 HUMAN es un mediador de la subunidad 19 de transcripcio´n de la ARN
polimerasa II, y un co-activador involucrado en la transcripcio´n regulada de casi todos
los genes dependientes de la ARN polimerasa II. El complejo mediador esta´ compuesto
por MED1, MED4, MED6, MED7, MED8, MED9, MED10, MED11, MED12, MED13,
MED13L, MED14, MED15, MED16, MED17, MED18, MED19, MED20, MED21, MED22,
MED23, MED24, MED25, MED26, MED27, MED29, MED30, MED31, CCNC, CDK8 y
CDC2L6/CDK11. La otra proteı´na predicha para la Expresio´n ge´nica, E9PDR7 HUMAN, es
una proteı´na no caracterizada.
En la ruta Infeccio´n VIH, TF2H5 HUMAN, la subunidad 5 del factor de trascripcio´n
general IIH (TFIIH) esta´ involucrada en la reparacio´n del ADN por escisio´n de nucleo´tidos,
y cuando forma un complejo con CAK, participa en la transcripcio´n del ARN por la ARN
polimerasa II. Merece la pena resaltar que, en esta ruta, los dos sistemas de anotacio´n, ERR-
PRyC y ERR-PDR, predicen MED11 HUMAN y MED21 HUMAN, ambos componentes del
complejo mediador descrito antes en la ruta Expresio´n ge´nica. Por lo tanto, Infeccio´n VIH y
Expresio´n ge´nica son procesos conectados.
CD22 HUMAN media interacciones ce´lula-B con ce´lula-B, y enlaza proteı´nas que en su
estructura de oligosaca´rido contienen a´cido sia´lico. Aunque no existen evidencias, su papel en
la Hemostasia podrı´a estar asociado al mecanismo de agregacio´n de plaquetas. De hecho, la
cascada de migracio´n de ce´lulas-B esta´ modulada por plaquetas [Li, 2008].
Acerca de la ruta Apoptosis, SPNS1 HUMAN podrı´a estar involucrado en la muerte celular
necro´tica o autofa´gica; AVEN HUMAN protege contra la apoptosis mediado por Apaf-1;
BIK HUMAN acelera la muerte celular programada; SEC20 HUMAN esta´ implicada en la
supresio´n de la muerte celular, y la forma activa de FKBP8 HUMAN podrı´a por lo tanto jugar
un papel en la regulacio´n de la apoptosis.
3. ERR-PRyC y ERR-PDR
Para el tercer escenario, es interesante observar que se predicen 5 proteı´nas simulta´neamen-
te por los dos sistemas de anotacio´n propuestos en esta tesis en dos rutas diferentes, Metabo-
lismo de proteı´nas y Expresio´n ge´nica. TBCD7 HUMAN podrı´a actuar como una proteı´na de
activacio´n del GTP para la familia de proteı´nas Rab; RPP38 HUMAN es una subunidad p38 de
la proteı´na RNasaP; A6NGZ2 HUMAN es una proteı´na no caracterizada; CNRG HUMAN, la
subunidad-gamma de la fosfodiesterasa cGMP en la retina humana, participa en procesos de
transmisio´n y amplificacio´n de la sen˜al visual; y TUSC2 HUMAN podrı´a funcionar como un
supresor de tumores. Al contrario que en los dos escenarios previos, aquı´ hay anotaciones
funcionales de las proteı´nas predichas muy diversas. Por lo que sabemos, hasta ahora estas
proteı´nas no se han enlazado a estos procesos.
Tambie´n en este tercer escenario, se puede sen˜alar que los sistemas ERR-PRyC y ERR-
PDR an˜aden en comu´n una proteı´na ma´s a la ruta Transcripcio´n, a parte de las otras dos que
compartı´an con Glaab et al. Se trata de CREG1 HUMAN, que aunque es una proteı´na secretada
por la ce´lula, en sus anotaciones funcionales de UniProt argumenta explı´citamente que podrı´a
contribuir al control de la transcripcio´n del crecimiento y diferenciacio´n de la ce´lula.
En el caso de otras rutas donde existen predicciones de proteı´nas que los extienden, y que se
realizaron simulta´neamente por los dos sistemas ERR, existe poca informacio´n en la literatura
que permita argumentar la inclusio´n o no de las proteı´nas predichas en las rutas biolo´gicas
estudiadas.
Por otro lado, esta´ ampliamente documentado en la literatura cientı´fica que la participacio´n
de algunas proteı´nas en mu´ltiples procesos sugiere que existen comunicaciones extensas entre
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diferentes procesos celulares. El ana´lisis realizado en este trabajo revela que Ciclo celular,
fase mito´tica, Expresio´n ge´nica y Metabolismo de aminoa´cidos son las rutas con el mayor
nu´mero de proteı´nas predichas que conectan otros procesos celulares. 68 proteı´nas predichas
se predicen en al menos dos procesos, de las cuales so´lo 10 proteı´nas esta´n en tres rutas al
mismo tiempo.
7.7.2. Relacio´n con Propiedades Moleculares Simples
En esta seccio´n, el ana´lisis de relevancia biolo´gica se basa en las propiedades moleculares
simples que usa el predictor. Dichas propiedades, procedentes principalmente de la secuencia,
se representan mediante los predicados lo´gicos usados (ver la figura 7.2).
Se realizan dos ana´lisis: primero se analiza la frecuencia de los predicados en subconjuntos
de proteı´nas y, segundo, se estudia la presencia o ausencia de cada predicado por proteı´na
independiente.
Por Subconjuntos de Proteı´nas
En los sistemas ERR propuestos, en comu´n con otros trabajos previos [Jensen et al., 2002b,
2003a; Bendtsen et al., 2004] que usan combinaciones complejas de propiedades sencillas, es
difı´cil interpretar los resultados segu´n dichas propiedades. No obstante, aunque un ana´lisis
gene´rico y exhaustivo no sea posible, un investigador interesado en un aspecto concreto de una
ruta o proteı´na podrı´a analizar el fragmento especı´fico de la figura 7.21 relacionado con ello,
por ejemplo, como se hace a continuacio´n.
Este ana´lisis es una muestra de la utilidad del enfoque, por lo que so´lo se centra en algunas
extensiones del sistema con mayor diversidad en reglas por ruta (ERR-PDR). En concreto, se
discuten las predicciones coincidentes entre el me´todo Glaab et al. y el sistema ERR-PDR.
Como se ha comentado previamente y se observa en la tabla 7.3, entre el sistema
ERR-PDR y Glaab et al. so´lo coinciden 5 proteı´nas: TAF2 HUMAN, RPC3 HUMAN y
B3KKR0 HUMAN en la ruta Transcripcio´n, y MED29 HUMAN y PDCD4 HUMAN en
la ruta Expresio´n ge´nica. Un ana´lisis detallado de la frecuencia de los predicados en esta
prediccio´n, indica que estas cinco proteı´nas comparten una frecuencia alta del predicado
complex interaction, al igual que ma´s del 90 % observado en las 131 proteı´nas
anotadas originalmente en la ruta Transcripcio´n, y ma´s de un 75 % en las 379 proteı´nas en
la ruta Expresio´n ge´nica. Este hecho esta´ de acuerdo con la estrategia de complejos multi-
proteı´na para la regulacio´n de funciones celulares [Cramer et al., 2000]. Otros predicados
con baja frecuencia, por ejemplo gene transcriptCount low en la ruta Transcripcio´n y
protein negCharge high en la ruta Expresio´n ge´nica, ayudan a diferenciar estas cinco
proteı´nas de otras predichas y de aquellas anotadas en las rutas, como se observa en la figura
7.22.
Por Proteı´nas Independientes
La hipo´tesis de partida del sistema ERR es que las proteı´nas de una ruta pueden ser
distintas a nivel molecular (ver seccio´n 7.1). Por lo tanto, no se espera que todas las proteı´nas
originalmente anotadas en una ruta tengan sus propiedades de secuencia en comu´n, ni las
proteı´nas predichas tampoco.
Para clarificar este punto, se incluye un ana´lisis que consiste en comparar individualmente
las propiedades de todas las proteı´nas de una ruta; tanto las de la ruta original como las proteı´nas
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Figura 7.22: Frecuencia de predicados en subconjuntos de proteı´nas predichas: Rutas Transcripcio´n y
Expresio´n ge´nica.
no anotadas en Reactome, pero an˜adidas a la ruta por el sistema ERR-PDR o por el me´todo de
Glaab et al.
Para ello, tomando como atributos las propiedades moleculares simples, representadas en
predicados lo´gicos, se aplica un algoritmo de agrupamiento o clustering sobre las diferentes
proteı´nas (originales, predichas por ERR y predichas por Glaab et al.). Se realiza un clustering
jera´rquico de aglomeracio´n, construyendo un a´rbol binario de abajo hacia arriba, de las hojas
a la raı´z. En el a´rbol, proteı´nas con un ancestro comu´n cercano son ma´s similares que las
que tienen un ancestro comu´n lejano. Como medida de distancia entre elementos se usa el
coeficiente de correlacio´n de Pearson, tı´pico al agrupar proteı´nas o genes. Esta medida se
aplica sobre las propiedades utilizadas para representar cada proteı´na (simples de secuencia y
presencia de interacciones). Ası´, se obtiene un mapa coloreado con las proteı´nas agrupadas por
semejanza en perfiles de propiedades simples. Como las propiedades son predicados lo´gicos,
so´lo va a haber una escala de dos colores: amarillo si se satisface el predicado lo´gico y rojo si
no se satisface.
Algunos ejemplos de estos mapas, coloreados y agrupando proteı´nas horizontalmente, se
muestran en las figuras F.1, 7.24, 7.23 y F.2, para las rutas Cadena de transporte de electrones,
Replicacio´n del ADN, Mantenimiento del telo´mero e Interacciones de las integrinas en la
superficie celular, respectivamente. Dos de las figuras se encuentran en esta seccio´n como
ejemplo, y las otras dos en el anexo F. Se han elegido estas rutas de Reactome por ser las
mismas con propuestas reales de extensio´n con proteı´nas “de novo”, analizadas en detalle en la
seccio´n 7.7.3. Todas las proteı´nas mencionadas en dicha seccio´n se pueden localizar en estos
mapas coloreados.
En general, las figuras ilustran que dentro de la misma ruta se pueden encontrar varios
perfiles de propiedades, muy distintos entre sı´. Cada uno so´lo agrupa unas pocas proteı´nas,
y no todas las de una ruta, verificando la diversidad de las rutas en te´rminos moleculares.
Tambie´n se puede observar que las proteı´nas predichas (con el sufijo >> ERR <<) no se

































































































































































































Interacciones Integrinas en Superficie Celular
Figura 7.23: Mapa de agrupacio´n de proteı´nas por propiedades simples. Se incluyen proteı´nas de la ruta
original, y predichas por ERR o por Glaab et al. (con los sufijos >> ERR << y−−Glaab−− en las
etiquetas de las filas, respectivamente). Cada propiedad simple se representa con un predicado lo´gico
(cada columna). Para cada proteı´na, el amarillo representa que la propiedad es cierta (1) y el rojo que
es falsa (0). Se usan los identificadores de UniProt. Ruta Interacciones de las integrinas en la superficie
celular.
ser ma´s parecidas que proteı´nas originales entre ellas.
Adema´s, las proteı´nas predichas por el me´todo de Glaab et al. (con el sufijo−−Glaab−−)
presentan propiedades diferentes de las predichas por ERR, situa´ndose ambas generalmente en
regiones distantes del mapa coloreado.
En concreto en la figura 7.23 se observa que las proteı´nas predichas por ERR se distribuyen
entre al menos dos o tres grupos diferentes de propiedades similares, siendo semejantes a
distintas proteı´nas de la ruta original. En la figura 7.24, las proteı´nas predichas por ERR (y
tambie´n las de Glaab et al.) esta´n ma´s dispersas au´n, porque se usan 3 reglas de clasificacio´n
diferente para extender esta ruta. Aunque tambie´n puede influir que la ruta original sea de
mayor taman˜o que la anterior.
Por u´ltimo, existen evidencias biolo´gicas que relacionan funcionalmente algunas de estas
proteı´nas predichas con las de la ruta original, lo cual se analiza en detalle en la siguiente
seccio´n.






































































































































































































































Figura 7.24: Mapa de agrupacio´n de proteı´nas por propiedades simples. Se incluyen proteı´nas de la ruta
original, y predichas por ERR o por Glaab et al. (con los sufijos >> ERR << y−−Glaab−− en las
etiquetas de las filas, respectivamente). Cada propiedad simple se representa con un predicado lo´gico
(cada columna). Para cada proteı´na, el amarillo representa que la propiedad es cierta (1) y el rojo que es
falsa (0). Se usan los identificadores de UniProt. Ruta Replicacio´n del ADN.
7.7.3. Predicciones “de novo”
En esta seccio´n se exponen diversos casos concretos de proteı´nas analizadas, correspon-
dientes a predicciones “de novo”, en las que hay una tendencia de correlacio´n positiva entre
la ruta extendida y las anotaciones funcionales en las bases de datos (UniProt) y en la literatu-
ra cientı´fica de las proteı´nas predichas. Como ejemplos de predicciones “de novo”del sistema
ERR-PDR, se usan las rutas Cadena de transporte de electrones, Replicacio´n del ADN, Man-
tenimiento del telo´mero e Interacciones de las integrinas en la superficie celular.
Los dos primeros ejemplos presentados incluyen una justificacio´n breve y sencilla, mientras
que para los otros dos ejemplos se plantea una propuesta de modelo de extensio´n de la ruta,
acorde a las evidencias biolo´gicas existentes para cada caso.
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Cadena de transporte de electrones
En la ruta Cadena de transporte de electrones, las cinco proteı´nas predichas (CC078
HUMAN, CA151 HUMAN, A8MTT3 HUMAN, MANBL HUMAN y SPAT9 HUMAN) se
anotan como proteı´nas de membrana de paso simple, lo que esta´ relacionado con las proteı´nas
originales de la ruta, con la existencia del predicado transmembrane domain en un 42 %
de las 77 proteı´nas originales en esta ruta. La corta longitud de las secuencias de las proteı´nas
es un hecho ma´s para justificar biolo´gicamente que las proteı´nas predichas son similares a las
originales a nivel molecular, ya que la frecuencia del predicado protein length low es
del 100 % en las proteı´nas predichas y del 78 % en la ruta original.
Ası´, para esta ruta existe una verificacio´n biolo´gica sencilla, porque existen anotaciones en
las bases de datos referentes a dominios de membrana, y adema´s coinciden con las frecuencias
de propiedades simples de la secuencia (o predicados lo´gicos). Aquı´ se justifica tambie´n la
utilidad de la representacio´n relacional, mediante la lo´gica de predicados, que permite definir
fa´cilmente te´rminos en funcio´n de los cuales se quieren interpretar los resultados.
Replicacio´n del ADN
La ruta de Replicacio´n del ADN de Reactome, a menor nivel, se divide en tres: fases
mito´ticas M-M/G1, sı´ntesis del ADN y regulacio´n de la replicacio´n del ADN. Ası´, las
anotaciones de las 61 proteı´nas no redundantes originales de esta ruta son variadas. Entre ellas
se observan 6 proteı´nas que se asocian al complejo de reconocimiento de los sitios de origen
de la replicacio´n (del ingle´s, Origin Recognition Complex, ORC), y 22 proteı´nas que esta´n
relacionadas con el proteosoma.
El ORC es un componente central para la replicacio´n del ADN en eucariotas, localizado
en el nu´cleo. Por su parte, el proteosoma es un complejo proteico grande presente en todas las
ce´lulas eucariotas y de otras especies. En eucariotas, los proteosomas esta´n localizados en el
nu´cleo y en el citoplasma [Peters et al., 1994]. Su funcio´n es degradar proteı´nas no necesarias
o dan˜adas.
En los tres procesos comentados en los que se descompone la replicacio´n del ADN, existen
proteı´nas que son degradadas por el proteosoma 26S, como por ejemplo, ORC1 HUMAN,
GEMI HUMAN y CDC6 HUMAN. Este hecho explica la cantidad de componentes del
proteosoma que esta´n anotados en la ruta original. Adema´s, como el proteosoma puede estar
en el citoplasma, las proteı´nas de esta ruta a degradarse se tendrı´an que desplazar al citosol.
Por ejemplo, el compuesto ORC1-ubicuitinado (ORC1 HUMAN marcada para degradacio´n)
que tambie´n se localiza en el citosol. Ası´, proteı´nas grandes localizadas en el nu´cleo, como
el ORC1 HUMAN con 861 aminoa´cidos, probablemente no puedan difundir a trave´s de la
membrana nuclear para llegar al citosol. Por lo tanto, puede que alguna proteı´na de membrana
este´ implicada en su transporte, como las proteı´nas CCD47 HUMAN y TMM33 HUMAN,
dos proteı´nas de membrana que predice el sistema ERR-PDR como pertenecientes a esta ruta,
entre las ocho que propone. CCD47 HUMAN es una proteı´na de membrana de paso simple y
tambie´n contiene un dominio he´lice, segu´n las anotaciones de UniProt. TMM33 HUMAN es
la proteı´na transmembrana 33, que pertenece a la familia PER33/POM33, siendo una proteı´na
de membrana multi-paso. Se puede observar la asociacio´n entre las propiedades simples de
secuencia de estas proteı´nas en el clustering jera´rquico coloreado de la figura 7.24.
En conclusio´n, aunque no hay evidencias definitivas, las encontradas sugieren que algunas
de las predicciones podrı´an tener sentido biolo´gico.
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Interacciones de las integrinas en la superficie celular
Las integrinas son los receptores que median la adhesio´n de la ce´lula con la matriz extra-
celular, compuesta de diversas mole´culas que se relacionan con la ce´lula. En esta seccio´n se
analiza la ruta de Reactome Interacciones de las integrinas en la superficie celular.
Segu´n las anotaciones en las bases de datos, de las cinco proteı´nas an˜adidas por ERR-
PDR a esta ruta, cuatro son receptores de la superficie celular, para diferentes mole´culas y
proteı´nas. Adema´s, tienen una arquitectura de membrana de paso simple. Dichas proteı´nas
son IL3RB HUMAN, CD22 HUMAN, NPHN HUMAN y FPRP HUMAN. IL3RB HUMAN
es la subunidad B de un receptor de citoquinas, CD22 HUMAN es un receptor de ce´lulas-B,
NPHN HUMAN es un receptor especı´fico de adhesio´n a la ce´lula y FPRP HUMAN es un
receptor de prostaglandina F2. Por su lado, CNTN1 HUMAN (contactin-1 o glicoproteı´na
gp135) es una proteı´na situada fuera de la membrana (anclada mediante lı´pidos), pero
relacionada con esta ruta, porque media las interacciones en la superficie celular durante el
desarrollo del sistema nervioso.
La figura 7.25 representa parcialmente esta ruta, incluyendo algunas de las proteı´nas
anotadas originalmente en Reactome, sus conexiones y las similitudes con las proteı´nas
predichas por ERR-PDR. IL3RB HUMAN y CD22 HUMAN, predichas por ERR-PDR,
tienen un perfil de propiedades simples de secuencia similar a la proteı´na original de la ruta
ITA2B HUMAN (integrina alfaIIb-beta3). IL3RB HUMAN es un receptor de alta afinidad
para la interleucina-3, la interleucina-5 y el factor estimulante de colonias de granulocitos y
macro´fagos. CD22 HUMAN media las interacciones entre dos ce´lulas B. Por otro lado, segu´n
muestra el panel B de la figura 7.25, CNTN1 HUMAN es semejante en propiedades a otra
proteı´na diferente de la ruta original, VWF HUMAN (multı´mero VWF), ambas situadas en la
matriz extra-celular, fuera de la membrana. De este modo se verifica la diversidad de reglas
buscada por el sistema ERR-PDR, para extender las rutas con proteı´nas heteroge´neas a nivel
molecular.
Se puede observar la cercanı´a de las proteı´nas mencionadas en la agrupacio´n por
propiedades simples de la figura 7.23.
Cabe destacar que, en contraposicio´n a la coherencia biolo´gica de las predicciones
del sistema ERR-PDR en esta ruta, el me´todo de Glaab et al. propone una proteı´na
(AUP1 HUMAN) sin relacio´n con las proteı´nas originales de la ruta Interacciones de las
integrinas en la superficie celular. AUP1 HUMAN es una proteı´na de membrana de tipo III,
no existiendo otras proteı´nas con esta caracterı´stica en la ruta. Adema´s, su localizacio´n es en
la membrana del retı´culo endoplasma´tico, y no en la membrana celular. Por lo tanto, en este
caso particular, tienen ma´s lo´gica las proteı´nas predichas por ERR-PDR que la predicha por el
me´todo de Glaab et al.
Mantenimiento del telo´mero
Los telo´meros son complejos proteı´na-ADN situados al final de los cromosomas lineales,
siendo importantes para la estabilidad del genoma, al evitar la pe´rdida de informacio´n de
los extremos y la fusio´n con otros cromosomas. El ADN de los telo´meros humanos es una
secuencia de 6 nucleo´tidos (TTAGGG), repetida cientos de veces. Los telo´meros se van
acortando en cada divisio´n celular, degradando los cromosomas. Cuando son demasiado cortos,
la ce´lula no se vuelve a replicar para evitar ce´lulas erro´neas, y se produce la muerte celular. Por
lo tanto, para permitir las mu´ltiples divisiones de la vida u´til de las ce´lulas, se necesita un
mecanismo para mantener estable la longitud de los telo´meros, evitando el envejecimiento y la






















Integrina alfaIIb-beta3 (ITA2B_HUMAN)- [1,1,0,1,1,0,0,0,1,1,0,0,0,0,0] anotada en la ruta
Receptor citocina (IL3RB_HUMAN)- [1,1,0,1,1,0,0,0,1,1,0,0,0,0,0] predicción ERR*
Receptor célula-B (CD22_HUMAN)- [1,1,0,1,0,0,0,0,1,1,0,0,0,0,0] predicción ERR*
Factor von Willebrand (VWF; VWF_HUMAN)- [1,1,0,1,0,0,0,0,0,1,0,0,1,0,0] anotada en la ruta
Contactin-1 (CNTN1_HUMAN)- [0,1,0,1,0,0,0,0,0,1,0,0,1,0,0] predicción ERR*
[1,1,0,1,0,0,0,0,1,1,0,0,0,0,0]





Figura 7.25: Ruta humana de Interacciones de las integrinas en la superficie celular de Reactome
extendida por el sistema ERR-PDR. El panel A presenta un diagrama con algunas de las proteı´nas
anotadas en la ruta originalmente, sus conexiones y tres proteı´nas predichas por ERR-PDR. Las lı´neas
discontinuas representan las proteı´nas predichas por el sistema ERR-PDR. El panel B muestra una
comparacio´n entre los vectores de propiedades simples de secuencia, de las proteı´nas anotadas y de
las predichas. Para cada proteı´na, el amarillo representa que la propiedad es cierta (1) y el rojo que es
falsa (0). El vector nume´rico de ejemplo es un vector de consenso, con la moda de los cinco vectores
coloreados de arriba.
muerte celular.
El mecanismo principal para mantener los telo´meros en humanos esta´ basado en la
telomerasa, una enzima que permite alargar los telo´meros. La telomerasa es un complejo
ribo-nucleo-proteı´na que incluye un dominio de transcriptasa inversa (del ingle´s, TElomerase
Reverse Transcriptase, TERT) y una plantilla de ARN (del ingle´s, TElomerase RNA
Component, TERC). La telomerasa usa la plantilla de ARN para an˜adir varias veces la
secuencia TTAGGG que conforma los telo´meros.
La actividad de la telomerasa es reducida o esta´ ausente en tejidos normales con ce´lulas
maduras, una vez superada la fase de divisio´n celular desarrollada en las ce´lulas soma´ticas.
Sin embargo, se ha encontrado que en el 80-90 % de las ce´lulas cancerı´genas hay una mayor
actividad de la telomerasa que en los tejidos sanos maduros [Kim et al., 1994]. Ası´, las
ce´lulas cancerosas proliferan indefinidamente y crean tumores, lo que es un punto clave de
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actividad continua de la telomerasa. Por lo tanto, la inhibicio´n de la activacio´n de la telomerasa
es un enfoque novedoso para la lucha contra el ca´ncer [Philippi et al., 2010].
En humanos, continu´a existiendo una pobre definicio´n de los mecanismos de replicacio´n
del telo´mero, y se necesita ma´s conocimiento sobre la regulacio´n de la transcripcio´n, de la
traduccio´n y de la post-traduccio´n de las proteı´nas de enlace con el telo´mero [Xu, 2011].
Au´n no se ha logrado comprender bien la recesio´n y sı´ntesis de los telo´meros, ni co´mo
se coordinan los pasos de elongacio´n mediados por la telomerasa, por lo que podrı´an estar
involucradas otras proteı´nas [Smogorzewska and de Lange, 2004]. Nuestro sistema ERR-PDR
predice cinco proteı´nas para extender la ruta Mantenimiento del telo´mero, que hipote´ticamente
estarı´an implicadas en estos procesos relacionados con la estabilidad de los telo´meros.
El ana´lisis de esta ruta, en cuanto a la frecuencia de aparicio´n de predicados (ver
figura 7.21), revela que los predicados complex interaction y transcripts low
se cumplen con una frecuencia del 100 % en las proteı´nas predichas (HPGDS HUMAN,
CSN4 HUMAN, PIAS4 HUMAN, DTX1 HUMAN y APBP2 HUMAN), y un 64 % y 49 %,
respectivamente, en las 45 proteı´nas anotadas originalmente en esta ruta. Ası´, todas las
proteı´nas an˜adidas tienen alguna interaccio´n en un complejo. Cabe destacar que esta ruta es la
u´nica que se extiende usando el predicado transcripts low. De forma que las proteı´nas
predichas no tienen isoformas, codificando cada gen para un solo transcrito en cada caso.
Por otro lado, segu´n las anotaciones de la base de datos InterPro, excepto HPGDS HUMAN
–una enzima bi-funcional: la prostaglandina sintetasa D hematopoye´tica (EC 5.3.99.2) y la
S-transferasa Glutatio´n (EC 2.5.1.18)–, las cuatro proteı´nas restantes predichas, presentan pa-
trones de enlace a a´cidos nucleicos, lo cual es coherente con la definicio´n de telo´mero como
complejo proteı´na-ADN. Tales patrones son: el represor de la transcripcio´n he´lice-giro-he´lice
Winged de enlace al ADN; el patro´n de secuencia SAP, un enlace al ADN tentativo encontra-
do en diversas proteı´nas nucleares involucradas en la organizacio´n cromoso´mica; los dominios
Zinc-finger, ahora reconocidos como enlaces al ADN, ARN, proteı´nas y/o lı´pidos; la regio´n
repetida de pe´ptido tetra´tico, la cual a pesar de mediar interacciones proteı´na-proteı´na y el en-
samblaje de complejos multi-proteı´na en un gran rango de proteı´nas, adopta una disposicio´n
he´lice-giro-he´lice que se encuentra comu´nmente en proteı´nas de enlace al ADN (para ma´s
detalles, ver las anotaciones de InterPro [Hunter et al., 2009] de estas proteı´nas).
No se conocen conexiones definidas entre la ruta Mantenimiento del telo´mero y la
proteı´na predicha APBP2 HUMAN, la proteı´na 2 de enlace a proteı´nas amiloides, que podrı´a
desempen˜ar un papel en el transporte intracelular de proteı´nas. Sin embargo, es interesante
destacar que tres de las proteı´nas predichas restantes (CSN4 HUMAN, PIAS4 HUMAN y
DTX1 HUMAN) se han relacionado con la ruta de conjugacio´n de la ubicuitina, segu´n las
anotaciones de UniProt. La ubicuitina (Ub) es una pequen˜a proteı´na cuya principal funcio´n
es la de marcar otras proteı´nas para su degradacio´n. El acoplamiento de la ubicuitina regula
principalmente interacciones con otras macromole´culas, tales como enlaces proteosoma-
sustrato o captacio´n de proteı´nas para la cromatina [Hochstrasser, 2009]. Hay similitudes
evidentes en las rutas involucradas en la activacio´n y conjugacio´n Ub y las proteı´nas tipo-
ubicuitina (Ubl, del ingle´s ubiquitin-like proteins), con residuos de lisina particulares con
proteı´nas de salida. No obstante, el mecanismo de intercambio entre proteı´nas SUMO (del
ingle´s, Small Ubiquitin-like Modifier) y la ubicuitinacio´n continu´a sin estar claro [Bailey and
O’Hare, 2005; Hochstrasser, 2009], por lo que ma´s proteı´nas podrı´an estar implicadas en los
procesos de ubicuitinacio´n, para degradar proteı´nas como la telomerasa.
Aunque no existan suficientes evidencias experimentales, en la figura 7.26 se propone
un papel tentativo de las tres proteı´nas predichas en la ruta de Mantenimiento del telo´mero
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MKRN1_HUMAN 299  FGILSNCNHTYCLKCIRKWRSAKQFESKIIKSCPECR  335
DTX1_HUMAN 438  VGRLGRCGHMYHLLCLVAMYSNGNKDGSL--QCPTCK  472
PIAS4_HUMAN 336  PCRAETCAH---LQCFDAVFYLQMNEKKPTWMCPVCD  364
C Vector propiedades simples de secuencia
Ub-ligasa E3 (MKRN1_HUMAN)- [1,1,0,1,1,0,0,0,1,1,0,0,0,0,0] anotada experimentalmente
Ubl-ligasa (DTX1_HUMAN)- [1,1,0,0,0,0,1,0,0,0,0,0,0,0,1] predicción ERR
Ligasa proteína-SUMO E3 (PIAS4_HUMAN)- [1,1,0,1,0,0,0,0,1,1,0,0,0,0,0] predicción ERR
Transcriptasa inversa Telom.(TERT_HUMAN)- [1,1,0,1,0,1,1,0,0,0,0,0,1,0,1] anotada en la ruta
Figura 7.26: Ruta humana de Mantenimiento del Telo´mero de Reactome extendida por el sistema ERR-
PDR. En el panel A, la relacio´n tentativa de las proteı´nas predichas con la ruta original, ası´ como la
relacio´n entre MKRN1 y TERT verificada experimentalmente [Kim et al., 2005] y anotada en UniProt
como modificacio´n postraduccional. Dentro del complejo RNP (ribo-nucleo-proteı´na) que constituye la
telomerasa, TERT interacciona entre otras con TERC, la plantilla de ARN, y con RUVBL1, la proteı´na
1 RuvB, un componente ba´sico de la cromatina propuesto para remodelar el complejo INO80, el cual
esta´ involucrado en la regulacio´n de la transcripcio´n, en la replicacio´n del ADN y probablemente en la
reparacio´n del ADN. En el panel B, se presentan las tres proteı´nas propuestas para enlazar con TERT,
con su composicio´n de dominios (izquierda), incluyendo todas un dominio de tipo RING-finger (en
rojo), y el alineamiento de secuencia del dominio en las tres proteı´nas (derecha), conservando el residuo
esencial de histidina, marcado en rojo. En el panel C, se muestra una comparacio´n de los vectores
de propiedades simples de secuencia para algunas de las proteı´nas implicadas. Para cada proteı´na, el
amarillo representa que la propiedad es cierta (1) y el rojo que es falsa (0).
Segu´n muestra la figura 7.26, para la ruta de Mantenimiento del telo´mero ERR-PDR
predice a las proteı´nas CSN4 HUMAN, DTX1 HUMAN y PIAS4 HUMAN. Ası´, dentro de
las proteı´nas predichas, CSN4 HUMAN es un componente del complejo signalosoma COP9
(involucrado en la regulacio´n de la degradacio´n de las proteı´nas) que es un regulador esencial de
la ruta de conjugacio´n de la ubicuitina en respuesta a dan˜os en el ADN [Groisman et al., 2003];
PIAS4 HUMAN es una ligasa proteı´na SUMO E3 [Ihara et al., 2005]; y DTX1 HUMAN
manifiesta una actividad Ub-ligasa in vitro [Takeyama et al., 2003], formando estas dos u´ltimas
parte del sistema de conjugacio´n Ub/Ubl.
Por otro lado, se sabe que el dominio C-terminal (residuos 946-1132) de la telomerasa
humana ha sido eficientemente ubiquitinado in vivo por la E3-ligasa MKRN1 HUMAN,
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y que el dominio RING-finger de esta ligasa es esencial para la interaccio´n fı´sica entre
estas proteı´nas. De hecho, la mutacio´n His307Glu en el dominio RING-finger abole su
actividad de ubiquitinacio´n [Kim et al., 2005]. Es decir, segu´n representa el panel A de
la figura 7.26, el dominio RING-finger de MKRN1 promueve la degradacio´n de TERT
(subunidad de la telomerasa) mediante la ubiquitinacio´n de la misma, decrementando la
actividad de la telomerasa, subsecuentemente reduciendo la longitud del telo´mero, y con ello
facilitando la muerte celular. Las ligasas predichas por el sistema ERR-PDR (PIAS4 HUMAN
y DTX1 HUMAN), poseen un dominio RING-finger igual que MKRN1, con un residuo
conservado de Histidina (H), indispensable para la unio´n a TERT, aparte de varios residuos
conservados de Cisteı´na C (marcados en rojo (H) y azul (C), respectivamente, en el
alineamiento de las secuencias del panel B, en la figura 7.26). Adema´s, el perfil de propiedades
simples de secuencia mostrado en el panel C de la figura 7.26, muestra la similitud molecular
entre las tres proteı´nas mencionadas, y a su vez distinto al de TERT, otra proteı´na de la ruta.
Por lo tanto, si MKRN1 HUMAN toma un papel importante en la modulacio´n de la longitud
del telo´mero, por la existencia del dominio RING-finger, y comparte con PIAS4 HUMAN y
DTX1 HUMAN este dominio esencial para la interaccio´n con la telomerasa, es posible que
estas proteı´nas sugeridas por ERR-PDR tambie´n este´n implicadas en la estabilizacio´n de la
longitud del telo´mero.
Tambie´n, recientemente se ha propuesto una conexio´n entre el mantenimiento de la
estabilidad del genoma y la conservacio´n evolutiva de la familia de las ubicuitinas (en
particular, las Ub-ligasas dirigidas a proteı´nas SUMO) [Nagai et al., 2011]. Esto representa
una evidencia ma´s para justificar que estas tres proteı´nas anotadas con la ubiquitinacio´n puedan
estar involucradas en la ruta de Mantenimiento del telo´mero.
En conclusio´n, aunque se necesitan ma´s evidencias para corroborar esta hipo´tesis, junto
con las anotaciones y los hallazgos en la literatura, la conservacio´n del dominio RING finger
entre la proteı´na MKRN1 HUMAN (que degrada la telomerasa) y las proteı´nas predichas por
nuestro sistema, podrı´a indicar que dichas proteı´nas son interesantes para investigaciones sobre
la supresio´n de tumores y la prevencio´n del envejecimiento.
7.8. Conclusiones y Discusio´n
Este capı´tulo presenta un sistema de extensio´n de rutas basado en un enfoque de prediccio´n
de funcio´n que confı´a en combinaciones de propiedades simples asociadas a cada proteı´na. Las
predicciones se basan principalmente en caracterı´sticas extraı´das de la secuencia (incluido el
nu´mero de isoformas), pero tambie´n incluye algunas propiedades relacionadas con la posicio´n
de las proteı´nas en la red de interaccio´n proteı´na-proteı´na y en los complejos de proteı´nas, es
decir, parejas de interaccio´n con sus correspondientes propiedades. Esta informacio´n relacional
hace que este sistema sea diferente de otros basados so´lo en caracterı´sticas individuales. Con
estas propiedades, se buscan proteı´nas especı´ficas similares a nivel molecular a alguna proteı´na
de la ruta original, en vez de satisfacer caracterı´sticas generales para todas las proteı´nas de la
ruta completa, a nivel de proceso biolo´gico.
Desde una representacio´n relacional, el sistema de Extensio´n basado en Representacio´n
Relacional propuesto en esta tesis expande 28 rutas de Reactome en humanos, con 383
proteı´nas, dado el umbral especı´fico elegido (definido en la seccio´n 7.2.6). Como cada
prediccio´n de ERR tiene un valor de confianza asociado, se podrı´a elegir un umbral ma´s
restrictivo, pero teniendo en cuenta que varias proteı´nas comparten el mismo valor de confianza
(aquellas que se clasifican con la misma rama del a´rbol de decisio´n). El nivel de extensio´n
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cambia de ruta a ruta, en te´rminos de rendimiento y de las diferentes propiedades moleculares
de las proteı´nas an˜adidas. Permitiendo una pe´rdida de precisio´n en el sistema, se consigue
una expansio´n con mayor variabilidad molecular por ruta, lo cual incrementa el significado
biolo´gico de la extensio´n de las rutas. La figura 7.27 muestra un diagrama en el contexto de
la Biologı´a de Sistemas. En ella se representan las extensiones de rutas de ERR-PDR con alta
fiabilidad, incluyendo las proteı´nas originales y las an˜adidas, realzando las principales rutas









Figura 7.27: Red de interaccio´n para las rutas extendidas por el sistema ERR. El diagrama central
muestra la red de interaccio´n con todas las proteı´nas de rutas extendidas con alta fiabilidad. Alrededor,
se destacan tres subconjuntos de la red central, correspondientes a tres rutas individuales discutidas en
la seccio´n de relevancia biolo´gica. Los enlaces verdes son interacciones en complejos, y los morados
de interacciones proteı´na-proteı´na. Los tria´ngulos rojos representan las proteı´nas an˜adidas por ERR, y
los cı´rculos grises las proteı´nas originales de la ruta. La escala de grises se corresponde con diferentes
reglas de prediccio´n, es decir, distintas combinaciones de propiedades simples.
Aunque el rendimiento global del sistema ERR no sea muy alto, se debe tener en cuenta la
definicio´n original de una ruta biolo´gica, porque determinan los datos con los que se aprende.
Dichas definiciones dependen parcialmente de las opiniones subjetivas de los expertos que
disen˜an las rutas [Lu et al., 2007], por lo que quiza´ no representan un patro´n 100 % fiable
(del ingle´s, gold standard). Consecuentemente, en este contexto es muy difı´cil alcanzar altas
tasas de acierto en prediccio´n, justificado por la dependencia de la calidad de los datos de
entrenamiento [Jansen and Gerstein, 2004].
Con respecto a la relevancia de las caracterı´sticas, los resultados de prediccio´n sen˜alan
que las interacciones no son la u´nica propiedad u´til en el proceso de aprendizaje, ya que estas
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relaciones por sı´ solas no son capaces de lograr rendimientos de extensio´n tan altos como el
sistema completo, a pesar de que la interaccio´n entre proteı´nas tiende a ser una caracterı´stica
frecuente. Por lo tanto, en los problemas de extensio´n de rutas es necesario incluir propiedades
de la secuencia en el aprendizaje, aparte de las interacciones, ya que una ruta no tiene todas sus
proteı´nas conectadas con alguna otra de la ruta.
Como se esperaba, las extensiones de los sistemas presentados en este capı´tulo son
diferentes a las que se alcanzan con el me´todo de Glaab et al., un enfoque distinto basado so´lo
en redes de interaccio´n. El solapamiento entre ambos sistemas (ERR y Glaab et al.) es escaso,
incluso aunque ERR tambie´n usa algu´n conocimiento de interacciones. Adema´s, el nuevo
sistema ERR proporciona una mayor diversidad de funciones, no restringie´ndose a buscar en un
espacio pro´ximo (lo que se ilustra con menos proteı´nas predichas en la interseccio´n entre rutas).
Como el sistema ERR se centra en las particularidades moleculares de proteı´nas especı´ficas,
y no en proteı´nas que conectan diferentes rutas, las extensiones de ERR consiguen evitar el
solapamiento original entre diferentes rutas.
Como las rutas son heteroge´neas a nivel molecular, se necesita un ana´lisis por separado para
cada una de ellas, como se hace a lo largo del capı´tulo, profundizando en algunas de ellas. Los
nuevos componentes tentativos predichos por ERR proporcionan informacio´n explicativa u´til
para algunos de los procesos celulares estudiados en este capı´tulo. Son notables las proteı´nas
predichas para las rutas Transcripcio´n, Expresio´n ge´nica, Cadena de transporte de electrones,
Replicacio´n del ADN y especialmente para Interacciones de las integrinas en la superficie
celular y Mantenimiento del telo´mero. De forma que las anotaciones de UniProt y los hallazgos
en la literatura cientı´fica, cuando se combinan con los resultados de ERR, incrementan la
fiabilidad de la asignacio´n de una proteı´na a una ruta.
Estos u´ltimos resultados tambie´n confirman que un bajo AUPRC, tal como el obtenido
para la ruta de Mantenimiento del telo´mero (0,0713 sobre 1), no siempre implica una mala
prediccio´n en las proteı´nas especı´ficas en te´rminos de utilidad biolo´gica. Es decir, “falsos
positivos computacionales, no son falsos positivos biolo´gicos”[Mateos et al., 2002]. Incluso
en te´rminos de fiabilidad computacional, una mala prediccio´n global (un bajo AUPRC), puede
no serlo para proteı´nas especı´ficas. Porque en la regio´n izquierda de la curva (con baja cobertura
o recall), la precisio´n de las predicciones puede ser alta, como sucede en la curva PR individual
de la ruta de Mantenimiento del telo´mero (ver figura 7.28(a)). Ası´, tras seleccionar un umbral,
la precisio´n en test de la/s regla/s finalmente aplicadas, puede corresponder con dicha regio´n
izquierda de la curva PR. Por lo tanto, las proteı´nas que ERR an˜ade a la ruta siguen la parte de
la curva de alta precisio´n. Incluso se alcanza la precisio´n ma´xima para las proteı´nas predichas
en la ruta de Interacciones de las integrinas en la superficie celular (ver regio´n izquierda de la
figura 7.28(b)). Este hecho justifica de nuevo que las bajas curvas PR no sean determinantes en
la evaluacio´n de bondad del sistema ERR.
Finalmente, se debe tener presente que el sistema ERR, sofisticado en cierta manera, se
puede usar de forma gene´rica para extender otras bases de datos de rutas o procesos celulares,
siempre que las proteı´nas anotadas disponibles sean suficientes para aprender. Quiza´ este
procedimiento podrı´a contribuir a unificarlas. De forma ma´s general, este procedimiento de
Anotacio´n basado en Representacio´n y Aprendizaje Relacional se podrı´a aplicar fa´cilmente
a diferentes vocabularios, para anotar funcionalmente genes y proteı´nas no caracterizados,
siguiendo las estrategias propuestas en el capı´tulo 8. Incluso se podrı´an compartir datos que
ya se encuentran representados relacionalmente en la base de conocimiento.
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(a) Ruta Mantenimiento del telo´mero. (b) Ruta Interacciones de las integrinas en la
superficie celular.
Figura 7.28: Ejemplos de curvas PR individuales con alta precisio´n a baja cobertura. Sistema ERR-
PDR.
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Capı´tulo 8
Otros Enfoques de Aprendizaje
Automa´tico en Bioinforma´tica
El objetivo de este capı´tulo es explorar diversos enfoques en la representacio´n del
conocimiento y en las te´cnicas de aprendizaje, para analizar y comprender el uso de la
inteligencia computacional en la resolucio´n de problemas bioinforma´ticos. Especialmente se
analizan los escenarios que implican aprendizaje multi-clase y multi-etiqueta (frecuentes en
anotacio´n funcional de proteı´nas y genes), y representacio´n y aprendizaje relacional (por la
elevada presencia de relaciones en los datos biolo´gicos).
En definitiva, se quiere aprender de los diversos planteamientos computacionales consi-
derados a lo largo de la tesis, que han sido la base imprescindible para conseguir encontrar
una solucio´n va´lida para los dos problemas elegidos de Biologı´a Molecular con Aprendizaje
Automa´tico (capı´tulos 6 y 7). A partir del ana´lisis de estos enfoques, se pretenden definir di-
rectrices generales que sirvan como guı´a para la aplicacio´n de Aprendizaje Automa´tico a otros
problemas de anotacio´n funcional en bioinforma´tica (o incluso en algunos casos a un dominio
diferente), describiendo en cada caso la estrategia propuesta segu´n las caracterı´sticas a afrontar
del problema por resolver.
La mayor parte de los enfoques estudiados (excepto la seccio´n 8.1) se analizan en el
contexto del problema de extensio´n de rutas biolo´gicas (ver capı´tulo 7). Debido a su mayor
complejidad e intere´s analı´tico, por la existencia de muchas ma´s relaciones entre los datos (las
que se usan y las que se podrı´an an˜adir fa´cilmente) y por tratarse de una tarea de clasificacio´n
multi-clase y multi-etiqueta.
Este capı´tulo se estructura como se detalla a continuacio´n. La seccio´n 8.1 aplica
Programacio´n Gene´tica, como otra te´cnica de inteligencia computacional para integrar
atributos nume´ricos, en un contexto con muchos valores desconocidos con sema´ntica biolo´gica
asociada. La seccio´n 8.2 propone aprender con un solo clasificador en vez de usar uno
independiente para cada clase, en un problema multi-clase, y tambie´n con las restricciones
de un problema multi-etiqueta. La seccio´n 8.3 analiza diferentes transformaciones de una
representacio´n relacional a proposicional, pero siempre basa´ndose en la extraccio´n de
patrones frecuentes. La seccio´n 8.4 estudia distintas combinaciones de representacio´n y
aprendizaje, aplicando so´lo aprendizaje relacional, o so´lo aprendizaje proposicional, en vez
de la combinacio´n hı´brida utilizada en el capı´tulo 7 de la tesis. De la seccio´n 8.5 a la 8.8 se
analiza co´mo afecta la inclusio´n de ma´s relaciones biolo´gicas como informacio´n de entrada
para anotar funcionalmente con un me´todo basado en representacio´n y aprendizaje relacional.
Finalmente, se expone un resumen de las conclusiones del capı´tulo y, como contribucio´n de
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este capı´tulo, una tabla recopilatoria que sugiere estrategias de aplicacio´n de AA segu´n las
caracterı´sticas del problema biolo´gico.
Metodologı´a de Evaluacio´n
Este apartado describe la metodologı´a de evaluacio´n seguida en este capı´tulo, en el que se
comparan distintas soluciones para un mismo problema. Basa´ndose en los criterios presentados
en el capı´tulo 4, los resultados experimentales se evalu´an mediante la comparacio´n de los
sistemas propuestos con otros, como por ejemplo una solucio´n previa, como se decide hacer en
este capı´tulo. Esta solucio´n previa puede ser una solucio´n base, la mejor encontrada o no, pero
con las mismas condiciones de partida que lo que se quiere comparar.
A parte de la eleccio´n del sistema con el que comparar, se deben definir las medidas de
evaluacio´n. Dado que los dos problemas tratados en esta tesis son muy diferentes, los me´todos
de comparacio´n y medidas de evaluacio´n tambie´n deben divergir. Para los enfoques de AA
evaluados con el problema de prediccio´n de asociaciones funcionales entre pares de proteı´nas
(seccio´n 8.1) se compara con una solucio´n base, ma´s simple (con menos atributos) que la
presentada en el capı´tulo 6, pero obtenida en las mismas condiciones que el nuevo enfoque
propuesto con el que se compara. Como medidas de evaluacio´n se utilizan: para el rendimiento,
la tasa de aciertos en el conjunto de test, y para la interpretacio´n, el taman˜o de la solucio´n, su
facilidad de interpretacio´n y la frecuencia de aparicio´n de cada operador.
Para los enfoques de AA evaluados con el problema de extensio´n de rutas (secciones
8.2 a 8.8), la mayorı´a de las veces se compara con la solucio´n del sistema que prioriza
rendimiento y cobertura (ERR-PRyC), descrito en el capı´tulo 7. No obstante, si el ana´lisis
influye en el nu´mero de rutas extendidas o la cantidad de reglas empleadas, se compara
tambie´n con los valores del sistema que prioriza la diversidad de reglas (ERR-PDR), el cual
esta´ enfocado para obtener mejores resultados en este aspecto. De esta forma, en general se
hereda la configuracio´n completa del sistema ERR-PRyC, a excepcio´n del para´metro afectado
por el enfoque propuesto, cuyos efectos se quieren evaluar siguiendo el me´todo cientı´fico. Para
mantener una comparativa coherente y estable, no se alterna el uso de las configuraciones de
los sistemas ERR-PRyC y ERR-PDR. Se puede asumir que si mejora la diversidad de reglas
sobre ERR-PRyC, tambie´n lo hara´ sobre ERR-PDR; ya que el sistema ERR-PDR sigue una
construccio´n incremental a partir de una configuracio´n de ERR-PRyC aceptable, una vez que
se han superado unos mı´nimos (en rendimiento, solapamiento, etc.).
Aunque para algu´n enfoque propuesto pudiera ser mejor otra configuracio´n distinta a la
de ERR-PRyC, es inviable probar todas las combinaciones posibles, adema´s de no ser un
objetivo de esta tesis. A lo sumo, si las limitaciones computacionales no permiten mantener la
configuracio´n exacta, se opta por otra ma´s sencilla, relajando el valor en un para´metro concreto.
Por ejemplo, en el sistema ERR-PRyC la profundidad en la extraccio´n de patrones es muy
elevada, y puede ser inviable aplicarlo cuando existen muchas ma´s relaciones y combinaciones
posibles de predicados (como sucede en las secciones 8.5.2, 8.6 y 8.7).
Respecto a las medidas de evaluacio´n, se decide emplear un subconjunto ba´sico de las
ya usadas en el capı´tulo 7. Espora´dicamente se incluye una figura adicional para evaluar un
aspecto relevante en la seccio´n especı´fica, no analizado con las medidas ba´sicas. Se definen
como ba´sicas AUPRC, AUROC, nº de rutas extendidas (es decir, nº de clases predichas) –total
y con ma´s de una regla–, nº de proteı´nas an˜adidas –total y porcentaje de proteı´nas diferentes–,
similitud sema´ntica con respecto a la ruta original y solapamiento entre las proteı´nas an˜adidas
a cada ruta. Para las dos u´ltimas medidas se utilizan representaciones gra´ficas definidas en
el capı´tulo 7. Este subconjunto de medidas ba´sicas seleccionadas se muestra en todas las
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secciones, aunque en cada caso so´lo se comentan las medidas que son importantes para ese
ana´lisis. Se puede observar que este grupo de medidas ba´sicas incluyen algunas sobre el
conjunto de test y otras sobre el de aplicacio´n, porque en Biologı´a Molecular es muy importante
la interpretacio´n de los resultados sobre el problema en cuestio´n, como expone el capı´tulo 4.
8.1. Programacio´n Gene´tica para Prediccio´n de Asociaciones Fun-
cionales entre Pares de Proteı´nas
Motivacio´n-Hipo´tesis: ¿Se puede mejorar la interpretacio´n de los resultados, o la
prediccio´n, o incluir ma´s contenido sema´ntico, usando otro enfoque de Inteligencia Artificial
como es la Programacio´n Gene´tica? ¿Se puede conseguir una gestio´n de los valores
desconocidos que respete la sema´ntica biolo´gica de los mismos?
8.1.1. Enfoque
En el capı´tulo 6 se afronta el problema de prediccio´n de asociaciones funcionales entre
pares de proteı´nas, integrando varios me´todos disponibles para unificar las predicciones
existentes. Se enfoca como un problema de clasificacio´n binaria, resuelto mediante algoritmos
de aprendizaje automa´tico. El objetivo de esta seccio´n es aplicar Programacio´n Gene´tica (PG)
a este problema biolo´gico debido a la flexibilidad de esta aproximacio´n para adecuarse a las
caracterı´sticas del problema, como por ejemplo una gran cantidad de valores desconocidos
[Garcı´a-Jime´nez et al., 2008b,a].
La PG es una te´cnica que evoluciona automa´ticamente programas de ordenador [Koza,
1992]. En esta seccio´n, la PG se usa para obtener una ecuacio´n equivalente a un clasificador
binario, que determine si un par de proteı´nas dado presenta alguna asociacio´n funcional.
Una de las razones para elegir la PG es que esta te´cnica permite al disen˜ador definir las
primitivas segu´n los requisitos del problema. Por ejemplo, para el problema de prediccio´n
AFPP se define el operador if desconocido (if ?) (explicado en detalle en las secciones 8.1.2
y 8.1.4) para intentar resolver el inconveniente de los valores desconocidos, lo cual es una
cuestio´n relevante en este dominio biolo´gico, porque hay una gran cantidad de ellos en los
conjuntos de datos. Tambie´n, con la PG el criterio a optimizar se puede definir en la funcio´n
de evaluacio´n, en lugar de confiar so´lo en la tasa de aciertos media que se usa tı´picamente en
Aprendizaje Automa´tico.
Se denomina valor desconocido al vacı´o de informacio´n en un atributo para alguna de
las instancias. Las aproximaciones ma´s usadas para gestionar los valores desconocidos en
Aprendizaje Automa´tico son (1) ignorar la instancia completa o (2) rellenar con el valor medio
del atributo.
El primer enfoque es adecuado cuando hay pocos valores desconocidos. Sin embargo,
en el problema de prediccio´n AFPP casi todas las instancias tienen algu´n valor desconocido,
de forma que si se ignoran todas ellas, los datos se reducen considerablemente, a menos del
0,005 % del taman˜o original.
La segunda propuesta consigue una aproximacio´n adecuada cuando hay ruido durante la
recopilacio´n de los datos, y consecuentemente algunos valores se pierden u olvidan. Pero este
tampoco es el caso del problema a resolver, porque no refleja la sema´ntica de los datos reales:
la mayorı´a de los valores desconocidos en el problema de prediccio´n AFPP representan datos
no-existentes en una base de datos particular (en contraposicio´n a perdidos u olvidados). Esto
se debe a que las fuentes de datos, es decir, la salida de varios me´todos computacionales
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de prediccio´n, proporcionan un valor so´lo si se satisfacen todas las condiciones del me´todo.
Algunas de estas restricciones son disparar un evento o alcanzar un nu´mero mı´nimo de
orto´logos en el alineamiento mu´ltiple de secuencia de las proteı´nas del par (ver la descripcio´n
de los me´todos en detalle en la seccio´n B.4). Por lo tanto, como no se puede suponer cualquier
valor medio como va´lido, la mejor solucio´n es gestionar los valores desconocidos como valores
especiales.
En este trabajo se propone una nueva forma de manejar los valores no-existentes de los
atributos, que consiste en preservar como tal los desconocidos en los conjuntos de datos
(representados por ‘?’). Al usar esta nueva aproximacio´n se obtiene una representacio´n
con ma´s sentido en te´rminos de interpretacio´n biolo´gica. Otra opcio´n para gestionar los
valores desconocidos de forma especial es reemplazar los valores no-existentes con una marca
nume´rica especı´fica. Esta u´ltima opcio´n tiene una desventaja frente a la nueva propuesta,
consistente en que los valores nume´ricos pasan a tener dos interpretaciones sema´nticas
diferentes: los valores reales y las marcas. No obstante, estas dos propuestas para gestionar
valores desconocidos de forma especial se evalu´an en la seccio´n 8.1.4.
Adema´s, es bien sabido que la PG sufre el problema del crecimiento desmesurado (del
ingle´s, bloat problem) [Mahler et al., 2005]. Esto es, los individuos de PG tienden a crecer en
taman˜o sin una ganancia aparente en la evaluacio´n. De ahı´, para intentar mejorar la tasa de
aciertos y la legibilidad de las ecuaciones evolucionadas por la PG, se usa el mecanismo de
control del crecimiento Tarpeian, el cual sesga la evolucio´n hacia soluciones sencillas [Poli,
2001, 2003]. Tambie´n se suele esperar que el me´todo Tarpeian acelere la evolucio´n de las
soluciones.
Programacio´n Gene´tica
La PG es un paradigma evolutivo que aplica algoritmos gene´ticos para generar automa´ti-
camente programas de ordenador [Koza, 1992]. Cada individuo de la poblacio´n se representa
tradicionalmente con una estructura de a´rbol, con terminales en las hojas y operadores o fun-
ciones en los nodos internos del a´rbol. La PG permite definir los operandos y operadores ne-
cesarios para cada tarea que se quiera resolver, segu´n el dominio de aplicacio´n. La evaluacio´n,
necesaria para la evolucio´n gene´tica, se determina por medio del rendimiento del individuo en
la tarea concreta.
Con frecuencia, en PG se produce un crecimiento desmesurado del a´rbol, reduciendo
en gran medida la velocidad del proceso evolutivo [Mahler et al., 2005]. Este crecimiento
descontrolado presenta tres efectos negativos. Primero, soluciones difı´ciles de comprender,
enormes y con fragmentos inu´tiles. Este aspecto podrı´a ser muy importante en la prediccio´n de
interacciones y asociaciones funcionales entre proteı´nas, si se quiere comprender las razones
de lo aprendido por la PG despue´s de la evolucio´n. Segundo, el proceso evolutivo se hace muy
lento, porque se invierte mucho tiempo en evaluar los individuos ma´s grandes de lo normal.
Finalmente, en el contexto de los problemas de clasificacio´n, los individuos muy grandes
podrı´an tener una tasa de aciertos baja, porque tienden a estar sobre-entrenados.
En este apartado se aplica el me´todo Tarpeian [Poli, 2001, 2003], una te´cnica bien fundada
de control del crecimiento desmesurado. Brevemente, este me´todo aborta estoca´sticamente
algunos individuos durante el proceso evolutivo, si el taman˜o de su a´rbol es mayor que la media
de la poblacio´n de la u´ltima generacio´n (en nodos o profundidad). Ası´, el taman˜o de la solucio´n
se limita de forma flexible y, la disminucio´n del taman˜o del a´rbol, mejora su interpretacio´n.
Con este me´todo tambie´n se reduce el tiempo de ejecucio´n, ya que los individuos abortados
no se evalu´an, asigna´ndoles directamente el peor valor posible de evaluacio´n. Adema´s, en las
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tareas de aprendizaje, reducir el taman˜o del a´rbol es semejante a seguir la regla de la navaja
de Occam, pudiendo mejorar la tasa de aciertos de la prediccio´n mediantes soluciones ma´s
sencillas.
8.1.2. Configuracio´n Experimental
Esta seccio´n describe los elementos necesarios para aplicar PG a la resolucio´n del problema
de prediccio´n de asociaciones funcionales proteı´na-proteı´na descrito en el capı´tulo 6. La
herramienta de PG usada en la fase experimental es lil-gp 1.1 [Zongker and Punch, 1998],
que esta´ basada en los dos primeros libros de Koza [Koza, 1992, 1994].
Conjunto de Datos
Al presentar esta seccio´n una prueba de concepto, se compara con una versio´n previa del
predictor final descrito en el capı´tulo 6, como ya se ha comentado. En esta versio´n ma´s simple,
las fuentes de datos y la construccio´n de los conjuntos de datos siguen los mismos criterios
que se definen en la seccio´n 6.2. So´lo se diferencian de la configuracio´n final en que se usan
10.000 ejemplos para el entrenamiento y 10.000 para el test, con una distribucio´n al 50 % entre
positivos y negativos, y so´lo con 9 atributos por par de proteı´nas. Los 10 atributos de ranking
de predicciones centrado en la proteı´na no se incluyen, y por tanto no se aplica el filtro de pares
con un ranking menor a los 100 primeros.
Codificacio´n de la Solucio´n
En la PG es necesario definir los elementos (es decir, los terminales y los operadores) que
forman parte de los a´rboles que representan los distintos individuos de la poblacio´n.
1. Terminales
Con estos 9 elementos se rellenan las hojas de los a´rboles:
5 grados de asociacio´n, proporcionados por los 5 me´todos individuales de
prediccio´n, descritos en la seccio´n 6.2.1.
4 (2 por proteı´na) propiedades de las secuencias de proteı´nas: longitud y nº de
orto´logos.
1 terminal ERC (del ingle´s, Ephemeral Random Constant, constante aleatoria
efı´mera) que representa a cualquier constante nume´rica aleatoria, la cual puede
aparecer varias veces a lo largo del proceso evolutivo. Su valor se establece en el
rango [0, 1].
Un requisito tı´pico en PG es que las operaciones sean cerradas, es decir, todos los
terminales deben tener siempre un valor en cualquier instancia de entrada. Por lo tanto,
la alta cantidad de valores no-existentes en el dominio de prediccio´n AFPP se deben
gestionar de una manera especial, como ya se ha mencionado. En un primer enfoque,
dichos valores se rellenan con una marca especı´fica: una constante nume´rica con un
valor muy distante al del resto de caracterı´sticas (0 o´ -1, segu´n cual sea el valor
mı´nimo alcanzado en cada terminal). Adema´s, todos los terminales se normalizan, para
homogeneizar los resultados.
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2. Operadores
Se usan los siguientes:
Operadores aritme´ticos: suma, resta, multiplicacio´n y divisio´n protegida (que
controla la divisio´n por cero).
Operadores condicionales: Si(a>=b) Entonces x; Si no y . So´lo se con-
sidera e´ste, pues la comparacio´n contraria serı´a redundante.
Operador if ?: Si(k es desconocido) Entonces x; Si no y . Es un
nuevo operador especı´fico, disen˜ado para este dominio. Este operador se define
como segundo enfoque para gestionar los valores desconocidos o no-existentes,
hacie´ndolos muy diferentes del resto. Ası´, cuando se usa este operador, los valores
desconocidos se conservan, sin reemplazarlos con ninguna constante nume´rica. La
forma de proteger el resto de operaciones, frente a un valor desconocido, consiste
en devolver siempre como salida el valor desconocido (‘?’), si alguno de los
operandos es desconocido. Con esta implementacio´n se valora de la misma forma
que hayan aparecido uno o varios valores desconocidos, en cualquier combinacio´n
con operadores a lo largo de una secuencia concreta.
Proceso Evolutivo
Para predecir asociaciones funcionales entre dos proteı´nas (p1, p2), se aplica el individuo
evolucionado f sobre las proteı´nas, y se usa un umbral para determinar la clase positiva o
negativa. Ası´, Si (f≥ umbral) =⇒ (p1, p2) esta´n asociadas funcionalmente; Si no =⇒ (p1, p2)
no esta´n asociadas funcionalmente. En todos los experimentos que se presentan en este trabajo
el umbral es 0,5.
En este trabajo la funcio´n de evaluacio´n es la tasa de aciertos, es decir, el porcentaje de
instancias clasificadas correctamente, segu´n la ecuacio´n 8.1.
evaluacio´n =
(TP + TN)
(TP + TN + FP + FN)
(8.1)
donde TP son verdaderos positivos, TN son verdaderos negativos, FP son falsos positivos y FN
son falsos positivos [Fawcett, 2003].
En el proceso evolutivo, hay muchos para´metros a establecer, dando lugar a diferentes
configuraciones para los experimentos. Los para´metros principales se ajustan con el rango
de valores que muestra la tabla 8.1 (segunda columna), encontrando una configuracio´n base
(ver tabla 8.1, tercera columna) apropiada para los experimentos presentados en las siguientes
secciones.
En el manual de la herramienta lil-gp [Zongker and Punch, 1998] aparece una lista completa
de para´metros, con su significado y descripcio´n detallada. Adicionalmente se an˜ade un nuevo
para´metro a la herramienta lil-gp: el factor Tarpeian. Se define como la probabilidad de abortar
un individuo si su taman˜o es mayor que la media. Los para´metros de la configuracio´n base
presentados en la tercera columna de la tabla 8.1 se obtienen empı´ricamente, excepto la
profundidad ma´xima y el me´todo de seleccio´n de individuos, que son los valores por defecto
del libro de Koza previamente mencionado [Koza, 1994].
8.1.3. Comparacio´n de PG con otras Te´cnicas de AA
Esta seccio´n presenta los resultados obtenidos tras aplicar PG al problema de prediccio´n
de AFPP. Todas las configuraciones mostradas proceden de un promedio de 30 ejecuciones de
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Tabla 8.1: Valores de los principales para´metros de configuracio´n en la solucio´n de AFPP con
Programacio´n Gene´tica. Rango de valores (segunda columna) y valores en configuracio´n base sin
control de crecimiento (tercera columna).
Para´metro Rango de valores Valor
Taman˜o poblacio´n 1.000-25.000 1.000
Nº generaciones 15-250 50
Profundidad ma´xima 17 17
Nº nodos ma´ximo 25-300 200
Operadores del a´rbol +, -, *, /, ≥, if ? +, -, *, /, ≥
Probabilidad operadores cruce (0,3-0,9) cruce (0,5)
gene´ticos reproduccio´n (0,1-0,4) reproduccio´n (0,1)
mutacio´n (0,0-0,4) mutacio´n (0,4)
Me´todo seleccio´n individuos torneo (taman˜o=7) torneo (taman˜o=7)
Factor Tarpeian 0,0-0,9 0,0
PG. En la configuracio´n base, la tasa de aciertos en test es del 60,83 % en media y de 61,44 %
en la mejor ejecucio´n encontrada, con una varianza muy baja.
La tabla 8.2 resume los resultados de varios algoritmos de Aprendizaje Automa´tico (de la
herramienta Weka [Witten and Frank, 2005]) para comparar con la PG. Todos los para´metros
siguen los valores por defecto de Weka.
Tabla 8.2: Comparacio´n cuantitativa entre Programacio´n Gene´tica y Aprendizaje Automa´tico sobre
el conjunto de test. Los valores esta´n medidos en porcentaje. La fila PG presenta los resultados en
media/mejor ejecucio´n. Los algoritmos de Aprendizaje Automa´tico usados son de diferentes tipos:
ADTree, un a´rbol de decisio´n; AODE, me´todo bayesiano; Kstar, un algoritmo de razonamiento basado
en casos; MLP, una red de neuronas; PART, un me´todo de reglas de decisio´n; SimpleLogistics, un me´todo
de regresio´n logı´stica; y SMO, ma´quinas de vector de soporte (SVM). Ver la seccio´n 6.2 para obtener la
referencia de cada algoritmo.
Tasa de aciertos
Algoritmo Tasa de aciertos con valores Sensibilidad Especificidad
desconocidos (TP/TP+FN) (TN/TN+FP)
PG 60,38 / 61,44 60,67 / 61,22 58,87 / 63,54 62,62 / 59,34
ADTree 60,02 60,35 64,56 55,48
AODE 61,32 58,99 48,60 74,04
KStar 61,60 58,92 60,24 62,96
MLP 58,22 60,00 20,40 96,06
PART 61,96 58,33 60,84 63,08
SimpleLogistic 60,70 57,61 56,34 65,06
SMO 59,96 57,62 56,98 62,94
La segunda columna de la tabla 8.2 muestra que la tasa de aciertos en test de la PG es tan
alta como en la mayorı´a de los algoritmos tradicionales de Aprendizaje Automa´tico que se han
probado. Adema´s, las dos u´ltimas columnas de la tabla presentan los resultados segregados
en sensibilidad y especificidad. Si se interpretan estas medidas como la precisio´n por clase, la
134 8. Otros Enfoques de Aprendizaje Automa´tico en Bioinforma´tica
primera para la clase positiva y la segunda para la negativa, se puede notar que casi todos los
algoritmos consiguen predicciones aceptables en ambas clases. Las excepciones son AODE
y MLP, que esta´n sesgados hacia la clase negativa, provocando que las instancias de la clase
positiva se predigan peor que la aleatoriedad. Este hecho se resuelve en la solucio´n definitiva
presentada en el capı´tulo 6, con 10 atributos adicionales y una distribucio´n del 20 % de ejemplos
positivos y un 80 % de negativos, alcanzando un 70,68 % de sensibilidad y un 83,80 % de
especificidad.
8.1.4. Gestio´n de Valores Desconocidos y Simplificacio´n de la Interpretacio´n
Este apartado describe que´ pasa cuando se an˜ade un nuevo operador a los existentes: el
operador if ?. Intenta gestionar el importante problema de los valores desconocidos debido
al gran nu´mero de ellos en este dominio, como ya se ha comentado. Tambie´n se analizan
los efectos derivados de la aplicacio´n del me´todo Tarpeian para el control del crecimiento
desmesurado.
Comparacio´n Manteniendo Valores Desconocidos
Aquı´ se evalu´an los dos enfoques diferentes comentados para gestionar los valores
desconocidos. El primero los rellena con una marca nume´rica especı´fica (configuracio´n base).
El segundo conserva los valores desconocidos en los datos, y cada algoritmo usa su propio
criterio para procesarlos. Por ejemplo, la PG an˜ade un nuevo operador (if ?), y los algoritmos
de Weka los rellenan con la media o ignoran la instancia completa (ver la seccio´n 8.1.1 para
una explicacio´n detallada de este aspecto).
Las columnas segunda y tercera de la tabla 8.2 muestran la tasa de aciertos en test
correspondiente al primero y segundo enfoque descritos, respectivamente. Ası´, cuando se
analiza la tasa de aciertos (segunda columna), el algoritmo PART es ligeramente mejor que PG.
Sin embargo, al mirar la tercera columna, PG presenta el valor ma´s alto de toda la columna. Esto
significa que si se conservan los valores desconocidos en los conjuntos de datos, PG sobresale
por encima de los algoritmos de Aprendizaje Automa´tico.
Control del Crecimiento Desmesurado de la Solucio´n
La tabla 8.3 y la figura 8.1 muestran co´mo cambian varias medidas (tasa de aciertos en test,
taman˜o del a´rbol y tiempo de ejecucio´n) para seis configuraciones diferentes. La configuracio´n
Base es la mejor encontrada, sin control de crecimiento desmesurado, cuyos para´metros se
pueden consultar en la tabla 8.1. Base sin lı´mite se refiere a la configuracio´n base sin restringir
el taman˜o ma´ximo del a´rbol. if ? es la configuracio´n base pero an˜adiendo este nuevo operador
(ver seccio´n 8.1.2 para la descripcio´n del operador if ?). Finalmente, la configuracio´n Tarpeian
incluye dicho me´todo de control del crecimiento desmesurado y la caracterı´stica sin lı´mite. if ?
& sin lı´mite y if ? & Tarpeian combinan las configuraciones de ambos elementos.
En la tabla 8.3 se observa que la tasa de aciertos en test es casi constante en todas las
configuraciones, alrededor de un 60,5 %; con un muy ligero descenso cuando se incluye el
operador if ? o/y el me´todo Tarpeian. Sin embargo, con respecto al taman˜o del a´rbol (nu´mero
de nodos) y el tiempo (ver figura 8.1), los valores para las configuraciones con el operador if ?
o el me´todo Tarpeian son considerablemente ma´s bajos que los otros. Con el me´todo Tarpeian
la reduccio´n es mayor que con el operador if ?, e incluso ma´s cuando ambos se usan juntos. De
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Tabla 8.3: Influencia del operador if ? y me´todo Tarpeian: tasa de aciertos en test.
Id. Configuracio´n Tasa de aciertos
a Base 60,83 %
b Base sin lı´mite 60,93 %
c if ? 60,67 %
d if ? & sin lı´mite 60,65 %
e Tarpeian 60,43 %
f if ? & Tarpeian 60,27 %
Figura 8.1: Influencia de operador if ? y me´todo Tarpeian: taman˜o del a´rbol y tiempo. El eje y cuantifica
el taman˜o (en nu´mero de nodos) y el tiempo (en segundos). La escala es la misma para ambas medidas.
la configuracio´n ‘b’ a la ‘f’, en media, el taman˜o disminuye en ma´s de 638 nodos y el tiempo
en casi 3.000 segundos.
Adema´s, cuando se aplica el operador if ? la longitud de la solucio´n (es decir, el nu´mero de
nodos del a´rbol) es bastante ma´s corta que en el algoritmo PART, que es el mejor algoritmo de
Aprendizaje Automa´tico segu´n la tasa de acierto en test (ver tabla 8.2). En la lista de decisio´n
de PART hay 250 nodos (operandos y operadores) y en los a´rboles solucio´n de PG con la
configuracio´n ‘f’ hay 38 nodos en media. En conclusio´n, el operador if ? y el me´todo Tarpeian
reducen el taman˜o del a´rbol y el tiempo, disminuyendo escasamente la tasa de aciertos.
La figura 8.2(a) presenta la cantidad de a´rboles abortados (es decir, no evaluados) segu´n
el valor del factor Tarpeian. La configuracio´n que se usa para generar este diagrama incluye
tambie´n el operador if ?.
Por un lado, la figura 8.2(a) sen˜ala que el nu´mero de a´rboles no evaluados se incrementa
con el factor Tarpeian, hasta alcanzar el valor 0,7. Cabe destacar que la mayorı´a de los a´rboles
que no se evalu´an, se debe a un exceso tanto en nodos como en profundidad media. Por otro
lado, esta figura demuestra porque´ usar el me´todo Tarpeian implica una reduccio´n en el tiempo
de ejecucio´n. La evaluacio´n de los individuos es la parte de la evolucio´n que exige ma´s tiempo.
Como el me´todo Tarpeian aborta muchos a´rboles, no evaluando ninguno de ellos, entonces
hace que se decremente significativamente el tiempo de ejecucio´n.
En cuanto a la tasa de aciertos, la figura 8.2(b) indica que se mantiene casi constante para
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(a) Nº a´rboles abortados (por diferentes criterios: nodos, profundidad
y ambos).























(b) Tasa de aciertos.
Figura 8.2: Evolucio´n al aplicar me´todo Tarpeian con distintos factores: (a) nº de a´rboles abortados y
(b) tasa de aciertos.
valores del factor Tarpeian del 0,0 al 0,6, y se produce un decremento considerable a partir del
0,7.
Del valor 0,7 a 0,8 del factor Tarpeian, los valores ma´s altos alcanzados bajan mucho,
tanto en cantidad de a´rboles abortados (ver que la columna 0,8 es la primera ma´s baja que las
anteriores en la figura 8.2(a)), como en tasa de aciertos (ver un descenso significativo del 0,7
al 0,8 en la figura 8.2(b), con menos del 60 %). 0,7 consigue un buen equilibrio entre la tasa de
aciertos y la eficiencia, por lo que es el valor elegido.
Aunque la tasa de aciertos es ligeramente mejor en la configuracio´n base con un factor
Tarpeian de 0,0 (ver tabla 8.3), aplicar este me´todo de control del crecimiento con un factor 0,7
aporta ventajas en cuanto al taman˜o de la solucio´n y el tiempo de ejecucio´n en PG.
Resumiendo, disminuir el taman˜o del a´rbol so´lo implica una escasa pe´rdida en la tasa de
aciertos con respecto a la configuracio´n base. Sin embargo, los a´rboles obtenidos permiten una
interpretacio´n ma´s sencilla y un proceso evolutivo mucho ma´s ra´pido. Por lo tanto, se considera
conveniente incluir en la propuesta de solucio´n con PG ambos elementos, el operador if ? y el
me´todo Tarpeian.
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A´rbol de Salida
La salida de cada proceso evolutivo de un sistema de PG es un a´rbol, semejante al ejemplo
mostrado en la figura 8.3. El ejemplo seleccionado procede de la configuracio´n if ? & Tarpeian,
porque es la que genera los a´rboles ma´s pequen˜os. En concreto, el experimento que genera este
a´rbol tiene una tasa de aciertos de un 60,44 %.
En este a´rbol se puede verificar que aparecen casi todos los terminales y que el operador
if ? se usa con mucha frecuencia, como se analiza en el siguiente apartado. Si se interpreta el
a´rbol, despue´s de simplificar la expresio´n, se puede decir que: si el doble de length seq min
es mayor que 0,59129 (primera lı´nea) y n seqs min o I2H es desconocido (segunda lı´nea), o
tambie´n si el doble de dicho valor es menor que 0,59129 (primera lı´nea) y GF o length seq max
es desconocido (tercera lı´nea), entonces la expresio´n comprueba si GC y MT son desconocidos
tambie´n, retornando 0,74748 en ese caso; lo que significa una prediccio´n de asociacio´n
funcional positiva para el par de proteı´nas dadas. Por el contrario, si ninguna de las condiciones
anteriores se cumple, la prediccio´n depende de las operaciones aritme´ticas especı´ficas sobre las
cantidades nume´ricas concretas.
Para concluir, a pesar del pequen˜o taman˜o del a´rbol, la interpretacio´n biolo´gica es
complicada. No obstante, cuando el taman˜o es un poco mayor (lo que sucede en cuanto el
operador if ? y el me´todo Tarpeian no se aplican), ni siquiera se podrı´a intentar interpretar el
a´rbol.
A´RBOL: nodos: 20









Figura 8.3: A´rbol de uno de los mejores individuos usando operador if ? y me´todo Tarpeian.
8.1.5. Relevancia de Operadores
En este apartado se determina cua´l es la seleccio´n de operadores que realiza el proceso
evolutivo, analiza´ndolo en te´rminos de frecuencia de aparicio´n.
Una ventaja de la PG es que el proceso evolutivo selecciona automa´ticamente los terminales
y operadores ma´s relevantes para cada individuo. Por esta razo´n, se analiza la frecuencia con la
que aparece cada uno en los a´rboles de salida. Los elementos ma´s frecuentes deberı´an ser los
ma´s relevantes.
La figura 8.4 representa la distribucio´n de los operadores en el conjunto de experimentos
de la configuracio´n base (a) y la configuracio´n if ? & Tarpeian (b). La figura 8.4(a) muestra
la misma proporcio´n para cada operador. Por el contrario, cuando se an˜ade el operador
if ?, e´ste cubre la mayor proporcio´n dentro de los operadores usados, con un 31 % cuando
so´lo se incluye el operador if ? y un 44 % si tambie´n se an˜ade el me´todo Tarpeian, co´mo
ilustra la figura 8.4(b). La razo´n que explique este hecho podrı´a ser la elevada cantidad de
valores desconocidos (‘?’) en el conjunto de datos. Por lo tanto, parece importante considerar
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estos valores desconocidos de forma diferente a los restantes nume´ricos, y aplicar ca´lculos
especializados para los desconocidos, como los a´rboles solucio´n de PG hacen frecuentemente.
Adema´s, conservar el valor ‘?’ (en vez de reemplazarlo con una marca nume´rica) refleja mejor
la situacio´n, es ma´s acorde con la sema´ntica biolo´gica real, como explica la seccio´n 8.1.1. Se ha
Figura 8.4: Frecuencia de operadores. (a) configuracio´n base y (b) configuracio´n if ? y Tarpeian.
aplicado la misma idea para la seleccio´n de terminales. Pero no se extrae ninguna conclusio´n
relevante, porque todos los atributos aparecen en proporciones similares.
En general, cada caracterı´stica tiene una relevancia similar, pero el operador if ? es el ma´s
importante, de acuerdo a las propiedades del dominio.
Conclusiones
Los resultados de la Programacio´n Gene´tica en te´rminos de tasa de aciertos esta´n en los
mismos niveles que varios algoritmos de Aprendizaje Automa´tico por defecto. Sin embargo,
con la flexibilidad de la PG se consigue un manejo de los valores desconocidos o no-existentes
mucho ma´s cercano a la realidad biolo´gica que con cualquiera de los otros algoritmos de AA.
Adema´s, se consigue limitar el taman˜o de las soluciones (incluso ma´s que en los algoritmos de
AA), facilitando su lectura, con el uso del me´todo Tarpeian, que tambie´n mejora la eficiencia,
sin apenas pe´rdida en tasa de aciertos.
Los resultados se podrı´an mejorar ma´s usando PG. Por ejemplo, con una funcio´n de
evaluacio´n del proceso de evolucio´n ma´s elaborada que la simple tasa de aciertos, da´ndole ma´s
peso a los aciertos positivos que son ma´s importantes que los negativos en este dominio, lo cual
se puede hacer fa´cilmente con PG. No obstante, en esta seccio´n so´lo se trata de demostrar la
valı´a del uso de PG aplicado a este problema, y no experimentar con todas las configuraciones
posibles. Por otro lado, se podrı´a extender el conjuntos de terminales y funciones, usar ADFs
[Koza, 1994], y otras mejoras del me´todo Tarpeian [Mahler et al., 2005; Poli et al., 2007].
La PG es un enfoque va´lido e interesante para aplicarlo a otros dominios sobre todo
cuando se necesite un disen˜o personalizado de los operadores. Tambie´n se podrı´a usar en otros
problemas directamente el operador if ? aquı´ planteado, si se tiene la misma dificultad por
la gran cantidad de valores desconocidos y representan algo diferente, porque la mayorı´a de
algoritmos de AA no lo gestionan adecuadamente. Por otro lado, si se necesita una solucio´n
interpretable, el me´todo Tarpeian resulta fundamental.
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8.2. Aprendizaje Multi-clase. Aprendizaje Multi-etiqueta
Motivacio´n-Hipo´tesis: ¿Se puede construir un modelo de prediccio´n compuesto por un
u´nico a´rbol (en vez de uno por clase) que simplifique el aprendizaje y la interpretacio´n de los
resultados?
8.2.1. Enfoque
Una clasificacio´n multi-clase, como contrapuesto a la binaria, significa que hay ma´s de
dos clases entre las que distribuir las instancias. Por su parte, una clasificacio´n multi-etiqueta
permite que a una instancia se le asocie ma´s de una clase. El problema planteado en el capı´tulo
7 pertenece a ambas categorı´as, como suele suceder en la anotacio´n funcional biolo´gica. Porque
las funciones moleculares o de procesos biolo´gicos evidentemente son ma´s de dos (multi-
clase), y adema´s un gen o producto gene´tico no esta´ involucrado so´lo en una de ellas (multi-
etiqueta).
Ası´, para afrontar un dominio multi-clase y/o multi-etiqueta se plantean diversas opciones,
segu´n la cardinalidad de las clases y de los valores de las mismas, y la descomposicio´n en
sub-problemas de aprendizaje que se realice.
Para resolver un aprendizaje multi-clase se pueden considerar dos soluciones ba´sicas:
a) dividir la salida del clasificador entre ma´s de 2 valores, si el algoritmo de aprendizaje lo
permite, como es el caso de los a´rboles de decisio´n; o b) descomponer el problema en varios
clasificadores. Existen mu´ltiples formas de descomposicio´n en clasificadores (uno-contra-
todos, uno-contra-uno, p-contra-q, etc.) [Ou and Murphey, 2007], pero en este caso so´lo se
considera la ma´s sencilla y extendida (a pesar de sus limitaciones [Ou and Murphey, 2007])
para problemas con un nu´mero elevado de clases (como las 37 de la extensio´n de rutas): un
predictor binario por clase siguiendo la estrategia uno-contra-todos.
Por otra parte, para un problema multi-etiqueta, las soluciones ba´sicas que se consideran
son: a) un clasificador con un vector de salida con tantas posiciones como etiquetas; o b)
descomponer el problema en tantos clasificadores como etiquetas. Para la opcio´n ‘b’, igual
que para el problema multi-clase, se elige la opcio´n de predictores binarios uno-contra-todos.
Aunque la descomposicio´n en binarios es igual para multi-clase y multi-etiqueta, a la hora de
clasificar una nueva instancia, en el primer caso se verifican los clasificadores hasta encontrar
la clase asignada; mientras que para el multi-etiqueta se deben miran las salidas de todos
los clasificadores y recopilar el conjunto de clases con asignacio´n positiva. Para un a´rbol de
regresio´n (con un valor nume´rico en las hojas en lugar de uno nominal), en un multi-clase
ba´sico habrı´a que seleccionar so´lo la clase con valor de salida ma´s alto, mientras que en un
multi-etiqueta se establecerı´a un umbral para cada clase, y se darı´a como salida el conjunto de
clases que supere su umbral especı´fico.
En la tabla 8.4 se recopila una combinatoria de posibilidades ba´sicas, teniendo en cuenta la
resolucio´n multi-clase y multi-etiqueta comentada.
En el problema a resolver, la extensio´n de rutas, so´lo son aplicables los casos [N,M,?]
(ver las dos u´ltimas filas de la tabla 8.4), porque son las opciones que resuelven los problemas
multi-clase y multi-etiqueta simulta´neamente, mediante combinaciones de los casos previos
ma´s simples. La principal ventaja del caso [N,M,1] es la sencillez tanto en aprendizaje,
porque so´lo se construye un clasificador, como en interpretacio´n, ya que se predicen todas las
clases a la vez en un u´nico modelo con la salida compactada. Adema´s, facilita un aprendizaje
jera´rquico (si lo hubiera) puesto que, cuando unas clases esta´n relacionadas con otras, es ma´s
necesario realizar un aprendizaje conjunto. En el caso [N,M,N] puede que la prediccio´n
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Tabla 8.4: Combinatoria de nº de clases, etiquetas y aprendizajes. La columna clases indica cua´ntas
clases distintas hay en el problema. La columna etiquetas indica cua´ntas clases se pueden asignar a una
sola instancia. La columna aprendizajes indica cua´ntos procesos de aprendizaje diferentes se hacen, es
decir, cua´ntos modelos de prediccio´n se construyen.
Id. Clases Etiquetas Aprendizajes Observaciones




[2,1,1] 2 1 1 Aprendizaje binario (clases=[pos, neg])
[2,1,N] 2 1 N No existe (N aprendizajes para so´lo 2 clases
binarias y etiqueta u´nica).
[2,M,1] 2 M 1 Aprendizaje multi-etiqueta u´nico, con sali-
da en forma de vector de dos posiciones.
[2,M,N] 2 M N Aprendizaje multi-etiqueta, descompuesto en
M=2 binarios ba´sicos [2,1,1], uno por etique-
ta.
[N,1,1] N 1 1 Aprendizaje multi-clase u´nico (una etique-
ta) (clases=[a, b, c, ..., N])
[N,1,N] N 1 N Divisio´n del problema multi-clase en N bina-
rios ba´sicos [2,1,1], uno por clase.
[N,M,1] N M 1 Aprendizaje multi-clase y multi-etiqueta
u´nico, con salida en forma de vector de M
posiciones.
[N,M,N] N M N Divisio´n del problema multi-clase y multi-
etiqueta en M=N binarios ba´sicos.
proporcione unos resultados ma´s fiables, por no mezclar clases e incluso permitir un ana´lisis
independiente por clases. No obstante, requiere un mayor procesamiento y complejidad en la
construccio´n del modelo con N predictores diferentes, con el consecuente coste en tiempo de
aprendizaje y tambie´n de interpretacio´n, a trave´s de un modelo de mucho mayor taman˜o. Si se
quisiera aplicar este enfoque a un aprendizaje jera´rquico, habrı´a que restringir manualmente las
predicciones de las clases de nivel superior (ma´s generales) segu´n las predicciones positivas de
las clases de nivel inferior (ma´s especı´ficas), porque los predictores que se generan por separado
no se pueden considerar realmente independientes.
Desde otro punto de vista, cabe destacar que todas las combinaciones de aprendizaje de la
tabla 8.4 se podrı´an afrontar fa´cilmente con una representacio´n relacional, como la propuesta
en el capı´tulo 5. So´lo serı´a necesario cambiar el objetivo de prediccio´n, la asignacio´n de
clases a instancias y seleccionar el subconjunto de predicados lo´gicos correspondiente, pero el
conocimiento del dominio se mantendrı´a constante en contenido y representacio´n distribuida
en tablas. Incluso se puede usar un mismo algoritmo de aprendizaje, como los interpretables
a´rboles de decisio´n, y una misma herramienta (TILDE o CLUS), siendo configurables para
la mayorı´a de combinaciones; lo que tambie´n facilitarı´a una comparacio´n de resultados. De
forma opuesta, una representacio´n proposicional requerirı´a ma´s cambios, necesitando una
reconstruccio´n de la tabla de datos segu´n el tipo de aprendizaje.
Referente a los multi-clasificadores, existe una posibilidad alternativa, que la herramienta
CLUS tambie´n contempla. Se trata de generar un modelo que prediga a la vez N atributos
diferentes. Cada uno de ellos corresponderı´a a un ruta en el problema analizado. Pero dado
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que se genera igualmente un u´nico a´rbol, con la salida para cada uno de los atributos en cada
hoja del a´rbol, el resultado es pra´cticamente equivalente a construir un multi-clasificador con
un u´nico atributo de salida que sea un vector.
8.2.2. Prediccio´n con Multi-clasificador
Aunque en la solucio´n al problema de extensio´n de rutas se utiliza el caso [N,M,N], ya
se ha introducido el uso de multi-clasificadores del tipo [N,M,1] para anotacio´n funcional
geno´mica en estudios previos [Vens et al., 2008], incluso con jerarquı´as funcionales, aunque
sobre especies ma´s simples que los humanos. Dichos estudios revelan que el uso de un
multi-clasificador presenta un mayor rendimiento que el de un conjunto de clasificadores
individuales. Por lo tanto, en esta seccio´n se evalu´a si el uso de un modelo u´nico ma´s simple
mejora los resultados de los 37 clasificadores individuales construidos para el problema de
extensio´n de rutas. Manteniendo la misma configuracio´n que en el sistema ERR-PRyC, se
obtienen los resultados que muestra la figura 8.5.
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1559 0,6395 21 / 10 297 / 75,76 %
Figura 8.5: Resumen de resultados multi-clasificador.
Al comparar la figura 8.5 con la de referencia del sistema ERR-PRyC (figura C.1) se
observa que el rendimiento en AUPRC es algo peor, aunque no baja hasta llegar al rendimiento
del sistema ERR-PDR. No obstante, el AUROC es ma´s bajo incluso que en ERR-PDR, lo
cual indica que la prediccio´n sobre instancias negativas es peor, es decir, se discrimina peor
entre las instancias que no deben pertenecer a una clase. Tras una comprobacio´n empı´rica,
con varias configuraciones, el enfoque del multi-clasificador u´nico ha alcanzado rendimientos
superiores a la versio´n de clasificadores individuales, comparando ambos enfoques en las
mismas condiciones (compartiendo dicha configuracio´n entre la versio´n con multi-clasificador
y la de clasificadores individuales).
Frente a ERR-PRyC se consiguen extender 3 rutas ma´s. Pero es ma´s relevante que se dobla
el nu´mero de rutas predichas con ma´s de una regla. No obstante, en ambos aspectos se sigue
estando por debajo del sistema ERR-PDR.
Sin embargo, lo ma´s destacado es que el multi-clasificador presenta mucho solapamiento
entre rutas, incluso total entre algunas, como Expresio´n ge´nica (35), Infeccio´n por gripe
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(31) y Metabolismo de proteı´nas (20) (las dos primeras columnas y la sexta, de izquierda a
derecha, en la parte derecha de la figura 8.5). Al compararlo con el solapamiento original
de las rutas (ver figura 7.12(a)), se comprueba que el solapamiento entre estas 3 rutas existe
originalmente, y el clasificador no lo resuelve en las nuevas predicciones. Pero tambie´n se
observa un elevado solapamiento en otras 5 rutas con menos AUPRC que forman una especie
de cuadrado conce´ntrico en la figura 8.5. Son Ciclo celular (12), Infeccio´n por VIH (32), Puntos
de control del ciclo celular (14), Metabolismo de aminoa´cidos (6) y Replicacio´n del ADN (25).
La razo´n en este caso no es un solapamiento original de las rutas, sino que probablemente se
predicen varias clases en un mismo nodo del a´rbol, con probabilidades semejantes, extendiendo
con exactamente las mismas proteı´nas. Esta coincidencia en nodo so´lo se puede producir en el
enfoque de multi-clasificador u´nico, lo que parece un inconveniente, de cara a la diversidad de
predicciones entre distintas clases. Adema´s, el total de proteı´nas an˜adidas son un 10 % menos
diferentes entre sı´, lo cual tampoco es favorable cuando el objetivo es una alta diversidad.
Conclusiones
Aprendiendo con un multi-clasificador u´nico, el rendimiento en te´rminos de AUPRC es
peor que en el sistema que prioriza rendimiento y cobertura, pero mejor que en el que prioriza
diversidad de reglas. Las predicciones sobre las instancias negativas son peores. Pero lo ma´s
relevante es el elevado solapamiento entre las predicciones de distintas rutas, lo cual no es
admisible cuando se da preferencia a la variabilidad de proteı´nas an˜adidas.
En la aplicacio´n a otros problemas, si no importa que las predicciones solapen entre
diferentes clases y so´lo se esta´ interesado en las predicciones positivas, construir un multi-
clasificador es mejor en te´rminos de coste computacional y de simplicidad de resultados,
sin perder demasiado en rendimiento. Incluso existen trabajos que afirman que un multi-
clasificador es la mejor solucio´n, verificado sobre problemas concretos de prediccio´n de
anotacio´n funcional de genes [Vens et al., 2008]. Ahora bien, depende del problema y del
intere´s. Por ejemplo, si las clases esta´n relacionadas en una jerarquı´a (como en el trabajo
mencionado) probablemente no importe que solapen las predicciones, o incluso convenga en
los casos de clases padre e hija. Por otro lado, si interesa una mayor cobertura de anotacio´n que
una elevada precisio´n (es decir, preferir una mayor cantidad de anotaciones frente a un conjunto
ma´s restringido y fiable) probablemente tambie´n sea ma´s adecuado un multi-clasificador.
8.2.3. Influencia Evaluacio´n Multi-clase
Para evaluar un problema de aprendizaje multi-clase con una medida global de rendimiento
se debe elegir entre los dos me´todos para promediar explicados en la seccio´n 4.2.1: la micro-
media y la macro-media. Es importante elegir la ma´s conveniente acorde a las caracterı´sticas
del dominio para evaluar los aspectos que realmente interesan, y adema´s poder alcanzar el
objetivo buscado con el aprendizaje, sobre todo cuando se guı´a la bu´squeda del mejor modelo
con esta medida promedio, como es el caso del sistema ERR-PRyC.
En concreto, en el problema de extensio´n de rutas interesa hacer una prediccio´n buena para
todas las rutas, o el mayor nu´mero posible de ellas, frente a una prediccio´n buena para el mayor
nu´mero de instancias, aunque casi todas pertenezcan a un par de clases mayoritarias. Por lo
tanto, se elige la media-macro que proporciona un valor medio por clase, no por instancia, sin
sesgar el resultado hacia la clases ma´s frecuentes, como hace la media-micro. Como se puede
observar en las curvas de la figura 8.6 existe una diferencia notable entre la media-micro y la
media-macro para el sistema ERR-PRyC, tanto en ROC como en PR, siendo la media-micro
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ma´s optimista que la media-macro. En realidad, lo que sucede es que la media-micro sesga el
rendimiento global hacia el buen rendimiento de unas pocas clases mayoritarias, ocultando la
informacio´n de rendimiento de las clases minoritarias, lo cual no interesa en este dominio.
(a) Curva PR media-micro. (b) Curva PR media-macro.
(c) Curva ROC media-micro. (d) Curva ROC media-macro.
Figura 8.6: Curva PR y ROC con macro-media y micro-media en ERR-PRyC.
Estas diferencias tambie´n se pueden verificar cuantitativamente, con las a´reas bajo las
curvas correspondientes que aparecen en la tabla 8.5. En el caso de la media-micro se calcula
el a´rea bajo la curva media (AU(mediaPRC)), mientras que en la media-macro se calcula la
media de las a´reas bajo la curva calculadas previamente de forma individual (media(AUPRC)).




Para la aplicacio´n a otros problemas, con caracterı´sticas diferentes a la extensio´n de rutas,
se deberı´a usar una media-micro cuando lo que realmente interese sea el medir el mayor nu´mero
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de aciertos, independientemente de la clase a la que pertenezcan. O tambie´n cuando no haya
una distribucio´n heteroge´nea de los ejemplos entre clases.
8.3. Extraccio´n de Patrones Frecuentes
Motivacio´n-Hipo´tesis: ¿Que´ diferencias existen al extraer los patrones frecuentes de todas
las clases a la vez o por separado? ¿Que´ implicaciones tiene juntar los patrones frecuentes
en cada clase o mantenerlos por separado, para usarlos como entrada de los clasificadores
individuales?
Opciones Extraccio´n Patrones
El modelo de prediccio´n del sistema de ERR para expansio´n de rutas biolo´gicas se
descompone en dos fases, siendo la primera de ellas la extraccio´n de patrones frecuentes. En
esta seccio´n se plantean 3 opciones posibles para esta fase, dependiendo de co´mo se calculan
los mismos.
1. Opcio´n 1 (opc1): Generar patrones frecuentes de todas las rutas a la vez, no limita´ndose
a buscar frecuencia en cada ruta por separado. Esta opcio´n permite usar a continuacio´n
un u´nico clasificador o un clasificador para cada ruta.
2. Opcio´n 2 (opc2): Generar patrones frecuentes para cada ruta independientemente y
luego juntarlos todos como entrada del clasificador. Esta opcio´n tambie´n permite un
clasificador u´nico o uno por ruta.
3. Opcio´n 3 (opc3): Usar directamente para la clasificacio´n los patrones frecuentes
generados independientemente para cada ruta (extraı´dos como en la opc2), sin juntarlos
con los del resto de rutas. Por lo que so´lo se puede usar un a´rbol independiente para cada
ruta.
Hasta ahora, en los trabajos de anotacio´n funcional que se han realizado usando la
combinacio´n ‘extraccio´n de patrones frecuentes’ + ‘uso de clasificador proposicional’, so´lo
se ha contemplado la opcio´n 1 [Clare et al., 2006; Vens et al., 2008].
En la opcio´n 1, al existir muchas ma´s instancias sobre las que calcular frecuencias frente
a la opcio´n 2, para que un mismo patro´n se considere frecuente, el mı´nimo exigido debe ser
menor. Entonces, para obtener un nu´mero suficiente de patrones, tambie´n se puede aumentar la
cantidad de predicados a incluir en cada patro´n (es decir, aumentar la profundidad de bu´squeda
de patrones). Ası´ tambie´n se consiguen patrones base ma´s complejos, lo que significa un
aumento del nu´mero de atributos para la fase de clasificacio´n posterior.
Por su parte, la opcio´n 3 limita la entrada del a´rbol a los patrones frecuentes en esa clase
particular, independientemente de los que son frecuentes en otra, o en todas. Ası´, se pueden
seleccionar los mejores subconjuntos de patrones, que describan las propiedades relevantes de
las proteı´nas de esa ruta. Esta opcio´n es equivalente a usar directamente los patrones frecuentes
en una ruta. Pero de forma ma´s eficiente, porque el a´rbol selecciona los patrones que se
tienen que verificar y co´mo se tienen que combinar, pudiendo obtener varias reglas, con ma´s
probabilidad de ser diferentes al resto, y asocia´ndoles una medida de certeza. Por el contrario,
si se exigiera que se cumpla el conjunto completo de patrones, so´lo se obtendrı´a una regla
(conjuncio´n de todos los patrones frecuentes en esa ruta).
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Adicionalmente existirı´a la posibilidad de limitar el modelo de aprendizaje al ca´lculo de los
patrones frecuentes por clases independientes, sin incluir ningu´n a´rbol de decisio´n posterior.
Pero en este caso habrı´a que establecer un criterio para decidir que´ patrones es obligatorio
verificar para la prediccio´n: todos los patrones, limitar a los N ma´s frecuentes o a los que
tengan una frecuencia superior a un umbral, limitar a patrones con alta frecuencia en esa
clase y baja en las otras, limitar a patrones seleccionados por un a´rbol de decisio´n comu´n
(es decir, construido con un multi-clasificador), etc. No se trata de una decisio´n trivial, porque
se debe prestar atencio´n a no an˜adir redundancia en el procesamiento de los datos, realizando
tareas que ya haga automa´ticamente algu´n algoritmo de aprendizaje automa´tico utilizado. Por
ejemplo, el criterio de seleccio´n de patrones a utilizar ¿no lo hace automa´ticamente el a´rbol
de decisio´n? Por otro lado, hay restricciones como obtener ma´s de una regla (porque con un
subconjunto de patrones so´lo se tendrı´a una), y una medida de probabilidad de la bondad de
la prediccio´n, que el clasificador proporciona automa´ticamente. Por lo tanto, esto verifica que
la segunda fase (a´rbol de decisio´n, CLUS) del me´todo de aprendizaje no es redundante con
la primera (extraccio´n de patrones, WARMR), aunque se extraigan los patrones separados por
clase, porque no se sabe cua´les elegir para componer cada regla.
Combinacio´n con Aprendizaje Multi-clase
Si se combinan las tres opciones de extraccio´n de patrones con el uso de un multi-
clasificador o un clasificador individual por clase (analizado en la seccio´n 8.2), resultan 5
me´todos de aprendizaje alternativos, resumidos en la tabla 8.6. 3 son me´todos con clasificadores
individuales por clase (CI) y 2 con multi-clasificador (MC).




Opcio´n 1 opc1-MC opc1-CI
en todas las clases a la vez
Opcio´n 2
en cada clase por separado, opc2-MC opc2-CI
con unio´n patrones
Opcio´n 3
en cada clase por separado, — opc3
sin unio´n patrones
A continuacio´n se realiza una comparativa de resultados de los 5 me´todos alternativos
de aprendizaje aplicados al problema de extensio´n de rutas, con la misma configuracio´n que
el sistema ERR-PRyC (opc2-CI), excepto en lo que se refiere a extraccio´n de patrones y
enfoque multi-clase. Se utilizan las mismas medidas de comparacio´n con el sistema ERR-
PRyC definidas al inicio de este capı´tulo, pero distribuidas entre medidas cuantitativas (ver
Tabla 8.7), solapamiento (ver Figura 8.7) y similitud sema´ntica (ver Figura 8.8).
En primer lugar, desde una perspectiva lo´gica, la opcio´n 2 deberı´a ser la mejor, porque
incluye informacio´n de otras clases para discriminar con la actual. Este resultado se confirma
en te´rminos de rendimiento en la tabla 8.7, dado que la opc2-CI se corresponde con el sistema
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ERR-PRyC.
La tabla 8.7 muestra que el rendimiento en te´rminos de AUPRC es ma´s bajo en los
sistemas MC que CI, sobre todo en la opc2-MC y en ERR-PDR. Estos dos sistemas son tambie´n
los que consiguen mayor nu´mero de rutas extendidas con ma´s de 1 regla, de lo que se concluye
que se necesita ceder en rendimiento para obtener una mayor diversidad en las predicciones.
Cabe destacar que en los sistemas MC presentan valores de AUROC bastante ma´s bajos que
los CI, que indica que estos clasificadores cometen ma´s errores en los ejemplos negativos, es
decir, en las proteı´nas que no pertenecen a las rutas.
Tabla 8.7: Evaluacio´n nume´rica de la extensio´n de Reactome por 5 variantes segu´n extraccio´n patrones
frecuentes y enfoque aprendizaje multi-clase.
Sistema AUPRC AUROC nºrutas nºproteı´nas an˜adidas
(total/>1regla) (total/ %dif.)
opc1-MC 0,1620 0,6488 21 / 9 293 / 74,74 %
opc1-CI 0,1676 0,7111 20 / 6 277 / 88,09 %
opc2-MC 0,1559 0,6395 21 / 10 297 / 75,76 %
opc2-CI 0,1695 0,7028 18 / 5 249 / 87,55 %
(ERR-PRyC)
opc3-CI 0,1677 0,7073 18 / 5 259 / 88,03 %
ERR-PDR 0,1337 0,6914 28 / 15 383 / 85,90 %
Lo ma´s relevante al observar la figura 8.7 es el mayor solapamiento entre las predicciones
para distintas clases en los sistemas MC que en los CI. Este solapamiento se produce
principalmente en las clases o rutas bien predichas (situadas en la esquina inferior izquierda
de cada gra´fico), siendo adema´s de alta intensidad (observar coloracio´n en tonos superiores
de la escala derecha, como verdes). La u´ltima columna de la tabla 8.7 tambie´n confirma esta
situacio´n, con un porcentaje de proteı´nas an˜adidas diferentes bastante menor en los sistemas
MC que en los CI.
Al analizar la similitud sema´ntica funcional respecto a las rutas originales de las cinco
combinaciones propuestas no se observan diferencias significativas entre unos y otros en la
figura 8.8. No obstante, se puede apreciar que en la opcio´n 2 todas las rutas extendidas tienen su
punto por encima de la lı´nea, lo que representa que en absolutamente todas las predicciones del
sistema son mejores que una extensio´n aleatoria. En el resto de sistemas, alguna ruta se extiende
peor que la aleatoriedad (punto por debajo de la lı´nea) o esta´ ma´s cerca de ello. Pero basa´ndose
en la configuracio´n del sistema ERR-PRyC (con baja frecuencia y alto nivel de profundidad
al extraer patrones frecuentes) cualquier sistema presenta una buena similitud sema´ntica frente
a las rutas originales. Hay que mencionar que durante la experimentacio´n realizada sı´ se han
encontrado algunos sistemas con perfiles de similitud sema´ntica ma´s cercanos a la aleatoriedad.
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(a) Opcio´n 1 - MC. (b) Opcio´n 1 - CI.
(c) Opcio´n 2 - MC. (d) Opcio´n 2 - CI (sistema ERR-PRyC).
(e) Opcio´n 3 - CI.
Figura 8.7: Porcentaje de solapamiento entre rutas. Comparacio´n 5 variantes segu´n extraccio´n patrones
frecuentes y enfoque aprendizaje multi-clase. Las rutas esta´n ordenadas por AUPRC creciente segu´n
cada sistema, de izquierda a derecha en el eje x y de abajo a arriba en el eje y.
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(a) Opcio´n 1 - MC. (b) Opcio´n 1 - CI.
(c) Opcio´n 2 - MC. (d) Opcio´n 2 - CI (sistema ERR-PRyC).
(e) Opcio´n 3 - CI.
Figura 8.8: Similitud de anotacio´n funcional entre proteı´nas de la ruta original y proteı´nas an˜adidas (por
prediccio´n y aleatoriamente). Comparacio´n 5 variantes segu´n extraccio´n patrones frecuentes y enfoque
aprendizaje multi-clase. Cada punto representa la diferencia de similitud a la ruta original entre las
proteı´nas predichas y las proteı´nas aleatorias (Sim.Predichas–Sim.Aleatorias) para esa ruta. Ası´, la lı´nea
roja representa la inexistencia de mejora de las predicciones frente a la aleatoriedad, en te´rminos de
similitud. Las rutas esta´n ordenadas por AUPRC creciente en el grupo de predicciones. Las rutas sin
extensio´n no se representan.
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Conclusiones
Del ana´lisis de las cinco combinaciones se extraen las siguientes conclusiones:
Las opciones 1 y 2 de extraccio´n de patrones combinadas con un multi-clasificador
(opc1-MC y opc2-MC) son pra´cticamente iguales en todas las evaluaciones. Tras una
comprobacio´n empı´rica, se puede decir que se parecen ma´s conforme se disminuye la
frecuencia y se aumenta la profundidad en la extraccio´n de patrones frecuentes, porque
estos tienden a ser los mismos.
El rendimiento (AUPRC) es mayor al usar los mismos patrones para clasificar sobre
todas las rutas (opc1 y opc2) que al dividirlos por ruta (opc3), pero esta u´ltima opcio´n
tiende a presentar un menor solapamiento y la mayor diversidad en las predicciones.
Los me´todos con clasificadores individuales permiten aumentar el nu´mero de reglas por
clase y su diversidad, lo cual es de notable intere´s en el problema de extensio´n de rutas
tratado.
La lo´gica indica que al extraer los patrones separados por rutas (opc2 y opc3) la
frecuencia mı´nima se deberı´a mantener alta, para obtener patrones frecuentes so´lo en
cada ruta o clase particular. No obstante, parece que al bajar la frecuencia mejoran los
resultados en ambos casos, aunque los patrones extraı´dos dejen de ser exclusivos por
clase.
El sistema ERR-PDR sigue la combinacio´n opc3-CI (extrae los patrones por rutas
separadas y mantiene dicha separacio´n en los clasificadores individuales por ruta) con
una frecuencia mı´nima de 0,2. La misma combinacio´n opc3-CI con otra frecuencia
mı´nima ma´s baja (0,005) permite que el rendimiento sea ma´s alto, pero la diversidad
en reglas cae hasta el valor ma´s bajo del resto de opciones.
En la aplicacio´n a otros problemas para determinar que´ combinacio´n de las cinco
presentadas es ma´s adecuada, se debe tener en cuenta la cantidad de ejemplos, predicados
y niveles sucesivos de relaciones que se tengan, porque influye directamente en el coste
computacional de extraccio´n de patrones por separado para cada clase, y de entrenar
clasificadores independientes. En una evaluacio´n empı´rica, con menos patrones extraı´dos (por
mayor frecuencia mı´nima y menos profundidad en la extraccio´n de patrones), los sistemas
con multi-clasificador presentan un mayor rendimiento (en AUPRC) que los de clasificadores
individuales, y ma´s au´n sobre la opcio´n 3. Por lo que, si no se tiene mucho poder de co´mputo o
la cantidad de ejemplos o predicados es muy elevada, se extraerı´an menos patrones, donde un
sistema con multi-clasificador es la mejor opcio´n. Aunque esta eleccio´n so´lo serı´a va´lida si no
importa el solapamiento de predicciones entre diferentes clases, que en los multi-clasificadores
se mantiene para cualquier cantidad de patrones extraı´dos.
Si simplemente se busca alcanzar el mayor rendimiento, independientemente del coste, es
mejor la opc2-CI. Pero sobre todo extraer muchos patrones, con una frecuencia mı´nima muy
baja y un nivel de profundidad tan alto como se pueda en la extraccio´n de patrones. Si por el
contrario, se quiere la mayor diversidad posible en las predicciones, la eleccio´n es la opc3-CI
con una frecuencia mı´nima no muy baja, como en el sistema ERR-PDR.
Finalmente, hacer notar que no hay ningu´n criterio fijo que permita determinar cua´l va a
ser el mejor sistema para todas las medidas de evaluacio´n.
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8.4. Variacio´n de la Representacio´n del Conocimiento
En el problema de extensio´n de rutas se ha seleccionado una representacio´n del
conocimiento hı´brida, partiendo de una representacio´n relacional que posteriormente se
transforma a proposicional mediante la extraccio´n de patrones frecuentes (ver secciones
2.2.4, 7.2.4 y 7.2.5). En esta seccio´n se analiza la influencia en el aprendizaje de otras
representaciones del conocimiento posibles.
8.4.1. Representacio´n Relacional Directa
Motivacio´n-Hipo´tesis: ¿Se puede aprender con una representacio´n relacional directa, sin
necesidad de una transformacio´n a representacio´n proposicional intermedia? ¿Cua´les son
las diferencias con el sistema de representacio´n hı´brido usado para extender rutas? ¿En
que´ condiciones conviene utilizar una representacio´n relacional directa?
Con la denominacio´n representacio´n relacional directa se asume la aplicacio´n de
algoritmos de Aprendizaje Automa´tico Relacional sobre la informacio´n distribuida en varias
tablas.
Para resolver las preguntas planteadas en esta seccio´n, se aplica un clasificador relacional
para el problema de predecir la pertenencia a una ruta, y se comparan los resultados. Entre las
diversas herramientas disponibles que realizan AAR (ver seccio´n 2.2.5) se selecciona TILDE
porque induce a´rboles de decisio´n, que es el mismo modelo utilizado para el problema de
extensio´n de rutas con el que se compara.
Aunque la salida de ambos enfoques es un a´rbol de decisio´n relacional, con predicados
lo´gicos en los nodos, la representacio´n hı´brida utilizada en el capı´tulo 7 permite la evaluacio´n
de una conjuncio´n compleja de literales, mientras que la representacio´n relacional directa so´lo
permite la existencia de un literal por nodo. Por otro lado, el proceso de aprendizaje con una
representacio´n relacional directa es ma´s sencillo, construyendo en un solo paso el a´rbol de
decisio´n. Se utiliza exactamente la misma representacio´n (ver figura 7.2) y ficheros de datos
(ver seccio´n 7.2.3) que en el capı´tulo 7, desde donde se extraen los patrones frecuentes con el
algoritmo WARMR (ver seccio´n 7.2.5), que tambie´n es de naturaleza relacional.
Los resultados de clasificacio´n que arroja el algoritmo TILDE se evalu´an mediante las
correspondientes curvas media PR (figura 8.9(a)) y ROC (figura 8.9(b)).
Se observa que el rendimiento del uso de una representacio´n relacional directa es
equivalente al de una prediccio´n aleatoria. Incluso, si se observan las curvas con media-micro
(ver figura 8.10), segu´n estudios previos [Vens et al., 2008], se podrı´a decir que el sistema
esta´ sobre-entrenado, al ser peor que la clasificacio´n por defecto.
Conclusiones
No se consigue aprender, queda´ndose la representacio´n relacional directa en una
clasificacio´n aleatoria.
Tras diversas configuraciones diferentes a las del sistema de referencia del capı´tulo 7, se
concluye que el inconveniente de la representacio´n relacional directa radica en la evaluacio´n
de un solo predicado por nodo del a´rbol de decisio´n. Ya que en la mayorı´a de los casos un
predicado independiente no es capaz de discriminar por si solo, sino que necesita combinarse
con otros relacionados en un mismo paso de clasificacio´n, mediante patrones frecuentes o
agregados, entre otras opciones.
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(a) Curvas PR. (b) Curvas ROC.
Figura 8.9: Curvas media-macro representacio´n relacional directa: (a) curvas PR y (b) curvas ROC.
(a) Curvas PR. (b) Curvas ROC.
Figura 8.10: Curvas media-micro representacio´n relacional directa: (a) curvas PR y (b) curvas ROC.
Respecto a la aplicacio´n a otros problemas, en un dominio con menos relaciones ba´sicas
entre las instancias, donde no fueran necesarias tantas conexiones entre tablas para obtener
una informacio´n que discrimine, este sencillo enfoque de aprendizaje relacional directo podrı´a
funcionar; quiza´ con la ayuda de un evento que evalu´e un par de predicados en el mismo
nodo (como permiten las te´cnicas denominadas en ingle´s lookahead [Blockeel and Raedt,
1998]). Pero, el uso de 3 tablas y 2 relaciones entre ellas para acceder, por ejemplo, a la
informacio´n del gen correspondiente a una proteı´na (protein-protein gene-gene) es
demasiado complejo para que TILDE llegue a evaluarlo y detectarlo como diferenciador para
la clasificacio´n.
8.4.2. Representacio´n Proposicional Directa
Motivacio´n-Hipo´tesis: ¿El AA Relacional aporta ventajas frente al cla´sico proposicional,
al permitir incluir relaciones complejas sin pe´rdida de sema´ntica?
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Con el te´rmino representacio´n proposicional directa se quiere denominar a la represen-
tacio´n atributo-valor ma´s sencilla, a la que se llega sin ninguna transformacio´n, donde so´lo
se representan los atributos nume´ricos o nominales que pueden estar contenidos en una u´nica
tabla (ver seccio´n 2.2.4). Al aplicar esta representacio´n al problema de extensio´n de rutas, se
simplifica notablemente el lenguaje de representacio´n de los datos, al definirse una columna de
la tabla por cada caracterı´stica nume´rica o nominal, quedando la siguiente lista de 11 atributos:
identificador de proteı´na, longitud de proteı´na, carga positiva, carga negativa, identificador
de gen, longitud de gen, orientacio´n del gen dentro del cromosoma, nº de transcritos, dominio
transmembrana, dominio he´lice y dominio de sen˜al. El identificador de gen, al igual que el de
proteı´na, es un atributo nominal que funciona como ‘clave’ de cada ejemplo, obvia´ndose du-
rante el aprendizaje. Los tres u´ltimos atributos, relativos a la presencia de uno o ma´s dominios
de cada tipo en la secuencia de proteı´na, son binarios. El resto toma valores nume´ricos.
Por otro lado, se ignora toda la informacio´n de interacciones porque implica relaciones con
otras proteı´nas, lo que no se puede representar de forma directa. La aproximacio´n ma´s directa
para incluir las interacciones consistirı´a en an˜adir 22.303 (nu´mero de isoformas humanas
principales – 1) atributos, con uno por cada posible proteı´na diferente interaccionando. No
parece una opcio´n razonable porque muchos de estos atributos estarı´an vacı´os la mayorı´a de las
veces, ya que una proteı´na generalmente no tiene miles de interacciones, aunque la cantidad de
atributos deba mantenerse constante para todos los ejemplos. Adema´s, cada uno podrı´a tomar
72.731 valores diferentes (nu´mero de isoformas humanas, con sus diferentes expresiones para
cada gen) que implica una variabilidad excesiva, dificultando notablemente la localizacio´n de
regularidades que discriminen en la clasificacio´n. Esta inclusio´n de miles de atributos con miles
de posibles valores tambie´n incrementarı´a el coste computacional, pudiendo llegar con relativa
facilidad a una insuficiencia de memoria. Aparte de los inconvenientes te´cnicos, esta solucio´n
tambie´n implicarı´a una pe´rdida de sema´ntica, puesto que las propiedades de las relaciones
y de los elementos relacionados no quedarı´an representadas. Como por ejemplo, la carga de
una proteı´na compan˜era de interaccio´n o si dicha secuencia con la que se interacciona tiene
algu´n dominio transmembrana, que son aspectos influyentes para determinar la funcio´n de
una nueva proteı´na relacionada con otras. Parte de esta informacio´n incluida en las relaciones,
se podrı´a an˜adir a una representacio´n proposicional de forma implı´cita utilizando agregados,
como la suma de proteı´nas con las que se interacciona. Pero el objetivo de esta seccio´n es
evaluar los resultados que se pueden obtener con una representacio´n proposicional directa, sin
transformaciones intermedias a partir de una representacio´n relacional, como la que ya se hace
en la representacio´n hı´brida utilizada en el capı´tulo 7, con la que se compara a continuacio´n.
Referente al modelo de clasificacio´n, la representacio´n proposicional genera un a´rbol
de decisio´n no relacional, es decir, sin conjunciones lo´gicas en los nodos como en el caso
relacional, sino con comparaciones nume´ricas de atributos concretos. So´lo se evalu´a el
aprendizaje proposicional con a´rboles de decisio´n, porque es la misma te´cnica que se usa en
el capı´tulo 7 con cuyos resultados se quiere comparar, y adema´s interesa la interpretacio´n de
los resultados. Para facilitar y hacer fiable la comparacio´n se emplea CLUS [Blockeel et al.,
1998], el mismo algoritmo y configuracio´n de induccio´n de a´rboles que se usa en el capı´tulo 7
(tras la transformacio´n a representacio´n proposicional con patrones frecuentes), generando un
a´rbol individual por ruta biolo´gica.
Observando los resultados de la figura 8.11, los valores de rendimiento (en AUPRC y
AUROC) esta´n en torno a los resultados del sistema ERR-PDR, y son peores que en ERR-
PRyC, ambos basados en la representacio´n hı´brida. Pero lo ma´s destacado es que so´lo es capaz
de extender 3 rutas de Reactome, con ninguna variabilidad (ninguna ruta se predice con ma´s
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de 1 regla), y adema´s con baja similitud sema´ntica, lo que se situ´a muy lejos de los resultados
de prediccio´n alcanzados por los sistemas de representacio´n hı´brida.
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1386 0,6775 3 / 0 42 / 100,00 %
Figura 8.11: Resumen de resultados representacio´n proposicional directa.
Adema´s, la interpretacio´n de los resultados tambie´n es ma´s compleja con la representacio´n
proposicional, porque los a´rboles presentan muchas ma´s comparaciones nume´ricas con
cualquier umbral, y muchas sobre el mismo atributo, como muestra la figura 8.12.
geneLength > 122131.0 (10%)
+--yes: negCharge > 0.136499 (24.3%)
| +--yes: geneLength > 134587.0 (92.6%)
| | +--yes: geneLength > 558075.0 (12%)
| | | +--yes: [0.50519]: 3
...
Figura 8.12: Fragmento de a´rbol con representacio´n proposicional directa.
Por otro lado, cabe destacar que con la representacio´n relacional una regla que extiende
una ruta en el sistema ERR-PDR contiene el fragmento:
complex_interaction(A,B),not(B=A),transmembrane_domain(B)
Es decir, que realmente, al contrario que en una representacio´n proposicional, en una
relacional se accede a las propiedades de las secuencias con las que se interacciona y
no so´lo de la proteı´na A sobre la que se predice. Incluso podrı´a aparecer el literal
transmembrane domain(A) en otro patro´n de la misma regla, indicando que ambas
proteı´nas que interaccionan en un complejo contienen un dominio transmembrana.
Conclusiones
El rendimiento del AA proposicional puro es peor que en el sistema ERR-PRyC, que usa
el AA relacional con una representacio´n hı´brida para la extensio´n de rutas de Reactome. Si se
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compara con el sistema ERR-PDR, con el mismo enfoque de aprendizaje que ERR-PRyC, pero
priorizando la diversidad, el rendimiento del AA proposicional puro es pra´cticamente igual.
Sin embargo, la cantidad de predicciones es muy baja y sin ninguna variedad, y el modelo de
clasificacio´n menos interpretable, a pesar de la sencillez en la representacio´n y del proceso de
aprendizaje proposicional.
Referente a la aplicacio´n a otros problemas, si lo u´nico importante es el rendimiento y
la cobertura, y no se tiene restringida la cantidad de instancias que se pueden predecir en
cada clase, se puede simplificar el problema al uso de una representacio´n proposicional. Pero
si existen restricciones adicionales como en la extensio´n de rutas de Reactome, se necesita
una representacio´n del conocimiento ma´s rica. Por otro lado, si existiera mucha informacio´n
relacional, se perderı´a conocimiento por no poder representar dicho conocimiento, o la tabla de
datos contendrı´a informacio´n redundante. Por ejemplo, si se considerara un ejemplo diferente
cada uno de los transcritos procedentes de un mismo gen, con la representacio´n proposicional
directa, se tendrı´a informacio´n del gen duplicada en varias filas.
8.5. Influencia de la Informacio´n Relacional en la Prediccio´n de
Funcio´n
Motivacio´n-Hipo´tesis: ¿Cua´nto influye la informacio´n relacional (ba´sicamente interaccio-
nes, con su informacio´n asociada) en la prediccio´n de la anotacio´n funcional?
8.5.1. Prediccio´n sin Interacciones
En esta seccio´n se analizan los resultados de extensio´n de rutas de Reactome sin incluir en
el aprendizaje las interacciones proteı´na-proteı´na (IPP) y/o interacciones en complejos.
La figura 8.13 muestra el resumen de resultados tras eliminar ambos tipos de interacciones
del aprendizaje.
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1408 0,6782 6 / 1 119 / 96,64 %
Figura 8.13: Resumen de resultados sin interacciones PP ni complejos.
En la figura 8.13 se observa que sin interacciones PP ni de complejos el rendimiento baja
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casi 3 puntos, de los 17 alcanzados (sobre 100) por el sistema ERR-PRyC que sı´ incluye ambos
tipos de interacciones. Tambie´n, consigue extender pocas rutas (so´lo 6), dentro de las cuales
adema´s existe solapamiento entre dos pares (ver gra´fico derecho de la figura 8.13), y la similitud
sema´ntica con la ruta original de las dos rutas mejor predichas es peor que la de una extensio´n
aleatoria (ver gra´fico de la izquierda en figura 8.13).
La tabla 8.8 compara los resultados de eliminacio´n de distinto tipo de informacio´n
relacional por separado, en este caso, distinto tipo de interacciones. Tambie´n se incluye
una comparacio´n con los resultados de la Representacio´n Proposicional Directa (ver seccio´n
8.4.2), que tambie´n representa los datos sin ninguna informacio´n relacional. El resumen de
resultados completo para el aprendizaje sin interacciones PP o sin interacciones de complejos,
se encuentra en la figura H.2 y H.1, respectivamente.
Tabla 8.8: Evaluacio´n nume´rica de la extensio´n de Reactome sin interacciones.
Sistema AUPRC AUROC nºrutas nºproteı´nas an˜adidas
(total/>1regla) (total/ %dif.)
ERR-PRyC 0,1695 0,7028 18 / 5 249 / 87,55 %
sin complejos 0,1559 0,7063 16 / 6 254 / 86,22 %
sin IPP 0,1331 0,6635 11 / 2 162 / 83,33 %
sin IPP ni complejos 0,1408 0,6782 6 / 1 119 / 96,64 %
repr.proposicional 0,1386 0,6775 3 / 0 42 / 100,00 %
Como era esperable, si se elimina cualquiera de los tipos de interaccio´n los resultados
empeoran, tanto en AUPRC como en rutas extendidas. Al aprender sin las interacciones de
complejos (segunda fila de la tabla 8.8) la prediccio´n empeora mucho menos que al aprender
sin las interacciones PP (tercera fila), por lo que estas u´ltimas parecen ma´s importantes. De
hecho, lo llamativo es que al eliminar so´lo las interacciones PP se pierde mucho ma´s que si
se eliminan los dos tipos de interacciones (cuarta fila). Este hecho puede ser debido a que al
quitar las interacciones de cualquier tipo del aprendizaje, haya alguna combinacio´n de atributos
que discrimine ma´s que cuando se usan complejos. De esta forma adema´s se demuestra que
aunque no exista informacio´n relacional, el sistema de representacio´n hı´brido sigue aportando
alguna ventaja frente a una representacio´n proposicional directa (comparar dos u´ltimas filas
de la tabla 8.8). La mejora en rendimiento es mı´nima, pero en cobertura el sistema ERR-
PRyC sin informacio´n relacional extiende el doble de rutas que el sistema con representacio´n
proposicional directa, y hasta una con cierta diversidad.
Conclusiones
Los resultados empeoran ligeramente sin utilizar informacio´n relacional en el aprendizaje,
tanto en rendimiento como en cantidad de rutas predichas y su diversidad. La pe´rdida es mayor
al eliminar interacciones proteı´na-proteı´na que interacciones de complejos.
A la hora de usar este conocimiento para aplicarlo a otros problemas, se puede decir que si
la informacio´n relacional no fuera muy relevante en el aprendizaje y el principal intere´s esta´ en
el rendimiento del sistema, se podrı´a simplificar el problema al uso de una representacio´n
proposicional directa, porque sobre el resto de datos la representacio´n relacional no aporta
ventajas. Sin embargo, si existe alguna limitacio´n en la cantidad de predicciones por clase o se
busca diversidad en reglas, es mejor el enfoque de aprendizaje hı´brido del sistema ERR.
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8.5.2. Prediccio´n con Anotaciones de Compan˜eros de Interaccio´n
En esta seccio´n se analizan los resultados tras an˜adir ma´s informacio´n relacional, al
contrario que en la seccio´n anterior, donde se eliminaba dicha informacio´n relacional. Lo que se
an˜aden son ma´s niveles de relaciones, en concreto, anotaciones funcionales de los compan˜eros
de interaccio´n, no de la proteı´na principal sobre la que se aplica el sistema.
Se incluyen cinco tipos diferentes de anotaciones funcionales de las proteı´nas: familias
de proteı´nas (de Pfam [Finn et al., 2010]), dominios de proteı´nas (de InterPro [Hunter et al.,
2009]), procesos biolo´gicos, componentes celulares y funciones moleculares. Las tres u´ltimas
categorı´as de anotaciones se extraen de Gene Ontology [Ashburner et al., 2000], y so´lo incluyen
resultados experimentales, que ignoran las anotaciones automa´ticas, para evitar en lo posible
sesgos inducidos por solapamientos con otras fuentes de anotacio´n. Todas estas anotaciones
se extraen de Ensembl versio´n 56 [Hubbard et al., 2009] a trave´s de BioMart [Smedley et al.,
2009].
Adicionalmente se an˜ade como anotacio´n de un compan˜ero de interaccio´n a que´ rutas de
Reactome pertenece (si pertenece a alguna); informacio´n implı´citamente incluida en el me´todo
Glaab et al. (por considerar so´lo proteı´nas interaccionando con alguna de la ruta original), pero
completamente desconocida para el sistema ERR.
Las nuevas fuentes de informacio´n se representan como predicados lo´gicos binarios, que
asocian a un identificador de proteı´na el identificador de la anotacio´n correspondiente (ver
figura 8.14). Dichos predicados se an˜aden al lenguaje de representacio´n del conocimiento de







Figura 8.14: Fragmento de lenguaje de representacio´n del conocimiento asociado a anotaciones
funcionales.
Tambie´n se incluye como parte del sesgo del lenguaje las directivas que muestra la figura
8.15, para que el aprendizaje restrinja a que las anotaciones so´lo se asocien a compan˜eros de
interaccio´n, y no a proteı´nas principales.
Tras incluir todas las anotaciones en un sistema con la misma configuracio´n que ERR-
PRyC, excepto para la frecuencia mı´nima (0,2) y la profundidad ma´xima (3), se obtienen los
resultados que muestra la figura 8.16.
La figura 8.16 presenta una gran mejora de los resultados, con un rendimiento cercano al
doble del alcanzado con el sistema de referencia ERR-PRyC. Tambie´n se extienden 8 rutas ma´s,
de las cuales 3 ma´s son con varias reglas. El solapamiento entre las predicciones de distintas
rutas se reduce un poco, habiendo menos proteı´nas an˜adidas diferentes entre clases.
Hay que destacar que la extraccio´n de patrones frecuentes esta´ limitada frente al sistema
ERR-PRyC (por razones de coste computacional) y au´n ası´ se consigue mejorar la prediccio´n
de forma tan elevada, dejando un margen de mejora adicional.
La tabla 8.9 compara los resultados de inclusio´n de anotaciones de compan˜eros de
interaccio´n, separado entre pertenencia a una ruta de Reactome, y el resto de anotaciones













Figura 8.15: Fragmento de sesgo del lenguaje para anotaciones de compan˜eros de interaccio´n.
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,3155 0,7776 23 / 8 303 / 78,22 %
Figura 8.16: Resumen de resultados con anotacio´n de compan˜eros de interaccio´n.
funcionales de bases de datos externas (Pfam, InterPro y GO). Los resultados indican que
los dos subconjuntos de anotaciones considerados permiten conseguir una gran mejora de
forma independiente al otro, aunque ligeramente inferior a la conseguida con el uso de todas
las anotaciones. Adema´s, cabe destacar que el uso de anotaciones de Pfam, InterPro y GO
incrementan la diversidad de las predicciones (con mayor cantidad de rutas extendidas por ma´s
de una regla), mientras que las anotaciones de Reactome mantienen dicha diversidad frente a
ERR-PRyC e incluso disminuye el porcentaje de proteı´nas diferentes entre rutas.
Comparando desde otra perspectiva, ante esta gran cantidad de conocimiento relacional,
una representacio´n proposicional directa (ver seccio´n 8.4.2) no puede abarcar toda esta
informacio´n sin complicar en exceso el modelo de datos. Ahora no se tratarı´a so´lo de
representar en una sola fila los posibles compan˜eros de interaccio´n de una proteı´na, sino
tambie´n todas las anotaciones de los mismos, y con anotaciones de diferentes bases de
datos. Las anotaciones an˜aden una dificultad adicional, como es transformar a representacio´n
proposicional los atributos multi-valuados, es decir, aquellos con ma´s de un posible valor
a la vez para la misma instancia. Por ejemplo, las anotaciones con varios te´rminos del
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Tabla 8.9: Evaluacio´n nume´rica de la extensio´n de Reactome con anotaciones de compan˜eros de
interaccio´n.
Sistema AUPRC AUROC nºrutas nºproteı´nas an˜adidas
(total/>1regla) (total/ %dif.)
ERR-PRyC 0,1695 0,7028 18 / 5 249 / 87,55 %
todas las anotaciones 0,3155 0,7776 23 / 8 303 / 78,22 %
so´lo Pfam, InterPro y GO 0,2881 0,7679 23 / 10 294 / 82,31 %
so´lo Reactome 0,2939 0,7943 21 / 5 260 / 76,15 %
mismo vocabulario (Pfam, InterPro, GO, etc.), o pertenencia a varios grupos del mismo tipo
(pertenencia a varias rutas metabo´licas, varios complejos, etc.). La solucio´n proposicional
podrı´a consistir en crear un atributo booleano por cada posible valor. Esto provocarı´a
muchı´simas celdas vacı´as en la tabla u´nica de datos. Adema´s, habrı´a que repetir las propiedades
ancladas al grupo (si las hubiera) para cada aparicio´n de ese grupo, provocando muchos
valores repetidos en la tabla. Sin embargo, con una representacio´n relacional, varias de estas
propiedades se podrı´an calcular con programacio´n lo´gica inductiva con agregados on-line, o
fa´cilmente con lo´gica deductiva off-line.
Conclusiones
Los resultados mejoran mucho con las anotaciones de los compan˜eros de interaccio´n, y
sin necesidad de usar informacio´n directa de la proteı´na sobre la que se quiere determinar la
funcio´n (o pertenencia a ruta), sino de otras relacionadas que sı´ pueden tener anotaciones. No
obstante, es cierto que se requiere ma´s informacio´n que la simple secuencia, aunque no sea
directa de la secuencia original, sino de las relacionadas.
Para la aplicacio´n a otros problemas, ante la presencia de tanta informacio´n relacional
no conviene aplicar una representacio´n proposicional directa, pues se perderı´a mucho
conocimiento, o la tabla de datos serı´a de gran taman˜o y con mucha informacio´n redundante.
Por otro lado, ante atributos multi-valuados con cientos o miles de valores diferentes (como son
los de las anotaciones funcionales usados en esta seccio´n) es importante limitar cautelosamente
la cantidad de patrones frecuentes a extraer, para no desbordar al sistema de aprendizaje.
Finalmente, cabe destacar que esta aproximacio´n se puede usar tambie´n para un conjunto
restringido de proteı´nas sin caracterizar, porque las anotaciones que se necesitan son de los
compan˜eros de interaccio´n.
8.6. Incremento del Conocimiento con Anotaciones de Proteı´nas
Principales
Motivacio´n-Hipo´tesis: ¿Mejora la prediccio´n de funcio´n al incluir anotaciones asociadas a
cada proteı´na principal como nuevos atributos/predicados?
En comparacio´n con la seccio´n anterior, en esta se permite acceder a la informacio´n de
anotaciones de todas las proteı´nas, no so´lo cuando una proteı´na es compan˜era de interaccio´n
de otra, lo cual restringe mucho menos el conocimiento an˜adido, por no estar asociado a la
relacio´n (ver figura 8.15), sino a la instancia principal (ver figura 8.17).
La inclusio´n de las anotaciones para cualquier proteı´na se puede interpretar como uso






Figura 8.17: Fragmento de sesgo del lenguaje para anotaciones de cualquier proteı´na.
de homologı´a, aunque de forma indirecta. Las anotaciones se pueden considerar atributos
calculados a partir de algu´n tipo de informacio´n de similitud con otros genes o proteı´nas,
ya que dichas anotaciones muchas veces proceden de experimentos en otra especie, cuyos
resultados se extrapolan automa´ticamente por homologı´a a las bases de datos de anotacio´n
del resto de especies. Una vez que se permite el uso de anotaciones de las proteı´nas
principales (denomina´ndolo homologı´a indirecta), no se restringe la inclusio´n de anotaciones
de compan˜eros de interaccio´n. Porque al permitir ya el uso de anotaciones de las proteı´nas
principales, sema´nticamente da igual usar tambie´n las anotaciones de las proteı´nas con las que
se enlaza, ya que se requiere ma´s informacio´n aparte de la secuencia de la proteı´na principal,
por lo que con menos influencia se puede usar ma´s informacio´n de las proteı´nas relacionadas.
Como se puede observar en la figura 8.17, se usan las mismas fuentes de anotacio´n que en
la seccio´n anterior (Pfam, InterPro y Gene Ontology), excepto Reactome que es el objetivo de
aprendizaje.
En esta experimentacio´n con anotaciones de cualquier proteı´na, se mantiene la misma
configuracio´n que ERR-PRyC, excepto para la frecuencia mı´nima (0,2) y la profundidad
ma´xima (3), que limitan la cantidad de patrones frecuentes extraı´dos por razones de coste
computacional, igual que al an˜adir nuevos predicados multi-valuados en la seccio´n 8.5. En
la tabla 8.10 se presenta el resumen de resultados de la extensio´n de las rutas de Reactome
permitiendo el uso de diferentes subconjuntos de anotaciones. Al observar la tabla 8.10 se
Tabla 8.10: Comparacio´n de la extensio´n de Reactome con anotaciones de proteı´nas principales
(homologı´a indirecta). Ordenacio´n por AUPRC creciente, de arriba a abajo.
Sistema AUPRC AUROC nºrutas nºproteı´nas an˜adidas
(total/>1regla) (total/ %dif.)
ERR-PRyC 0,1695 0,7028 18 / 5 249 / 87,55 %
GO-MF 0,1752 0,7325 21 / 12 278 / 83,09 %
GO-CC 0,2202 0,7721 22 / 16 185 / 80,00 %
Pfam 0,2554 0,7474 17 / 5 149 / 71,14 %
InterPro 0,2868 0,7595 22 / 9 226 / 78,76 %
InterPro y Pfam 0,2888 0,7644 23 / 8 239 / 78,24 %
GO-BP 0,3290 0,7880 15 / 7 132 / 93,94 %
GO 0,3599 0,7926 26 / 14 239 / 84,94 %
Pfam y GO 0,3973 0,7982 23 / 11 171 / 84,21 %
Pfam, InterPro y GO 0,4035 0,7914 23 / 11 195 / 82,56 %
InterPro y GO 0,4060 0,7922 23 / 14 237 / 83,97 %
puede comprobar que la inclusio´n de cualquier anotacio´n mejora los resultados frente al
sistema de referencia ERR-PRyC, a pesar de tener restringida la generacio´n de patrones. La
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combinacio´n de anotaciones que proporciona un mayor rendimiento en te´rminos de AUPRC es
cuando esta´n todas juntas, aunque con una ligera mejora si no se incluye Pfam, que quiza´ sea
redundante con InterPro (ver 2 u´ltimas filas de la tabla 8.10).
Tambie´n se incluyen las anotaciones de cada ontologı´a GO por separado, para verificar
que GO-BP es la que ma´s aporta individualmente con diferencia, tambie´n frente a InterPro
y Pfam por separado. Se trata de un resultado esperado por ser en los procesos biolo´gicos
el nivel de anotacio´n funcional ma´s cercano a las rutas de Reactome que comprenden
el objetivo de prediccio´n; estando ma´s distantes (de ma´s a menos AUPRC) los tipos de
dominios (InterPro), las familias de dominios (Pfam), los componentes celulares (GO-CC)
y finalmente las funciones moleculares (GO-MF). De hecho, es necesario recordar que se
necesita ortogonalidad entre los atributos de entrada y el objetivo de prediccio´n. Muchas veces
hay relaciones desconocidas o indirectas (procedentes de la homologı´a, o alguna anotacio´n por
homologı´a), como podrı´a suceder en este caso entre las anotaciones GO-BP y el objetivo de
prediccio´n que son el vocabulario de Reactome, de ahı´ el elevado rendimiento cuando se usan
estas anotaciones.
En cuanto a la diversidad de las proteı´nas an˜adidas por cada combinacio´n de anotaciones,
todas se mantienen en el mismo rango de valores que el sistema ERR-PRyC. Excepto las que
so´lo incluyen anotaciones de dominios (Pfam y/o InterPro), donde el porcentaje de proteı´nas
diferentes entre rutas baja del 80 %; y cuando so´lo se usan anotaciones de GO-BP, que el
porcentaje sube hasta casi un 94 % de proteı´nas distintas.
Por otro lado, a continuacio´n se analizan las diferentes representaciones relacionales
de los atributos multi-valuados, como son las anotaciones utilizadas en esta seccio´n. Co-
mo punto de partida, se decide incluir un predicado diferente para cada tipo de anotacio´n,
para diferenciar las fuentes de datos, segu´n muestra la figura 8.14. Cada predicado tiene dos
campos: el identificador de la proteı´na y el te´rmino de anotacio´n segu´n el vocabulario corres-
pondiente. El segundo atributo es multi-valuado por poder estar anotada una misma proteı´na
con ma´s de un te´rmino de un mismo vocabulario. De forma que un mismo identificador de
proteı´na puede tener muchos literales distintos de un mismo predicado (predicados instancia-
dos con valores concretos). A la hora de extraer patrones frecuentes, el te´rmino de anotacio´n
(segundo atributo de un predicado de anotacio´n) se puede equiparar: 1) como una variable
o´ 2) como una constante. En el caso de ser variable, durante la bu´squeda de patrones se ge-
nera un literal por predicado; mientras que si es constante, se genera un literal por cada va-
lor diferente del vocabulario de anotacio´n, dando lugar a muchos ma´s patrones. Ası´, en el
primer caso (equiparacio´n como variable) se podrı´a localizar otro literal con exactamente el
mismo valor, generando patrones interesantes, aunque poco frecuentes, como por ejemplo:
ppinteraction(protA,protB), interpro domain(protA,X), interpro domain(protB,X), que repre-
senta un par de proteı´nas interaccionando con un mismo tipo de dominio, sin necesidad de
especificar cua´l. Sin embargo, en el segundo caso (equiparacio´n como constante) se pueden
generar muchos ma´s patrones con suficiente frecuencia como para ser seleccionados por el
algoritmo de extraccio´n de patrones, como por ejemplo: complex interaction(A,B),not(B=A),
go annotation cellComponent(B,‘GO:0005672’). Adema´s, como constante se especifica el va-
lor concreto de la anotacio´n (en el ejemplo, el componente celular), que puede ser de utilidad
en la interpretacio´n biolo´gica. La equiparacio´n de te´rminos de anotacio´n como constante pre-
senta una gran mejora en te´rminos de rendimiento frente a so´lo equipararlo como variable.
Finalmente, para aprovechar las ventajas de las dos, se decide utilizar ambas equiparaciones al
incluir anotaciones.
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Conclusio´n
Usar informacio´n procedente de homologı´a indirecta mejora notablemente la prediccio´n.
No obstante, requiere ma´s informacio´n (y ma´s compleja) que so´lo la secuencia de aminoa´cidos
de la proteı´na nueva sobre la que predecir. Adema´s, sin anotaciones, el modelo aprendido se
puede aplicar a un conjunto ma´s estricto (restringido) de proteı´nas sobre las que no se tienen
anotaciones disponibles.
Para aplicarlo a otros problemas, si se decide usar informacio´n de homologı´a, tambie´n se
podrı´an incluir muchas ma´s fuentes de datos, con conocimiento obtenido a partir de alguna
similitud por homologı´a, indirecta o directa (ver seccio´n 8.7). Pero hay que asegurarse de si
la combinacio´n de mu´ltiples fuentes de datos con homologı´a aporta ventajas frente a buscar la
secuencia ma´s parecida y tomar la anotacio´n de la misma directamente como prediccio´n.
8.7. Prediccio´n con Homologı´a Directa
Motivacio´n-Hipo´tesis: ¿Los resultados de prediccio´n de anotacio´n mejoran an˜adiendo
datos de homologı´a directa como entrada del sistema?
En este trabajo, se denomina prediccio´n con homologı´a directa, al uso explı´cito de
relaciones de similitud entre secuencias en el aprendizaje. En vez de incluir anotaciones
funcionales, como en la homologı´a indirecta, se an˜ade directamente que´ pares de proteı´nas
son homo´logos como dato de entrada.
El sistema ERR es un me´todo va´lido en ausencia de homologı´a, al contrario que muchos
sistemas de prediccio´n de anotacio´n funcional que se basan o incluyen homologı´a como fuente
de datos (ver seccio´n B.3). Sus rendimientos son mucho mayores que los presentados en este
trabajo, incluso usando enfoques de aprendizaje parecidos [Clare et al., 2006; Vens et al., 2008],
y sin olvidar la dificultad adicional para ERR en la extensio´n de rutas por su definicio´n no
esta´ndar y subjetiva frente a otros vocabularios de anotacio´n.
Con la experimentacio´n de esta seccio´n simplemente se quiere demostrar que el me´todo
de prediccio´n ERR-PRyC permite fa´cilmente su ampliacio´n con el uso de datos de homologı´a
y que, por supuesto, el rendimiento de la prediccio´n mejora, al igual que en otros predictores
de funcio´n que usan homologı´a. No obstante, los resultados presentados aquı´ probablemente
sean peores que una bu´squeda de similitud de secuencia con BLAST cuando realmente existe
homologı´a. Pero el alcance de esta seccio´n no es superar a BLAST con la bu´squeda del mejor
sistema con homologı´a, sino comprobar que una mı´nima cantidad de informacio´n de homologı´a
directa mejora el rendimiento de la prediccio´n de ERR-PRyC.
En esta experimentacio´n, se incluyen datos de homologı´a directamente, pero de una forma
limitada en varios sentidos, por coste computacional. Al igual que en secciones previas,
la bu´squeda de patrones esta´ restringida con una frecuencia mı´nima mayor (0,2) y una
profundidad ma´xima menor (3) que en la configuracio´n del sistema ERR-PRyC. Por otro
lado, so´lo se incluyen las relaciones de homologı´a con la primera secuencia homo´loga de cada
proteı´na. Finalmente, las relaciones de homologı´a so´lo se calculan dentro de la especie humana.
Las relaciones de homologı´a se representan como una relacio´n binaria ma´s entre dos
proteı´nas, al igual que las interacciones proteı´na-proteı´na y las interacciones en complejos,
como se puede observar en la figura 8.18, incluyendo 69.452 nuevos predicados instanciados.
Adema´s, tambie´n se incluyen las anotaciones en Reactome so´lo de los homo´logos (ver figura
8.18), de forma que se tenga un predictor parecido a lo que realizarı´a un sistema de anotacio´n
por homologı´a (“mirar anotacio´n de la proteı´na que se parece ma´s”): buscar la secuencia
ma´s similar (primer homo´logo) y comprobar que´ anotacio´n tiene en el vocabulario objetivo
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(anotacio´n en Reactome del homo´logo), para asigna´rselo a la nueva proteı´na. Tambie´n se




Figura 8.18: Fragmento de sesgo del lenguaje para homo´logos y sus anotaciones en Reactome.
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,4566 0,8505 28 / 16 299 / 82,61 %
Figura 8.19: Resumen de resultados con homologı´a directa.
A pesar de las limitaciones en el uso de homologı´a directa, en la figura 8.19, se observa
que el rendimiento (en AUPRC) del sistema con homologı´a directa es mucho mejor que en
el sistema ERR-PRyC (figura C.1), y tambie´n un poco mejor que con el uso de homologı´a
indirecta (figura 8.10). Tambie´n se consiguen extender 10 rutas ma´s que en el sistema ERR-
PRyC, y ma´s del triple con variabilidad de reglas.
Conclusio´n
La extensio´n de rutas de Reactome es mejor incluyendo relaciones de homologı´a que
cuando e´stas no se usan. Aunque el sistema ERR tambie´n es va´lido si existe homologı´a,
no asegura ventajas sobre una bu´squeda BLAST. Pero gracias a no incluir informacio´n de
homo´logos, el sistema es aplicable sobre un conjunto restringido de difı´cil anotacio´n, cuando
hay ausencia de homologı´a, es decir, las proteı´nas sobre las que una bu´squeda BLAST no
produce resultados.
Para el uso de homologı´a directa en la aplicacio´n a otros problemas con una representacio´n
relacional y con la transformacio´n a proposicional previa mediante patrones frecuentes, hay
que tener muy en cuenta las limitaciones de memoria. Porque se produce un crecimiento
muy elevado de predicados, y un aumento exponencial de los patrones frecuentes generados,
requiriendo mucha potencia computacional. La cantidad de predicados crece fa´cilmente, por
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ejemplo, al combinar homologı´a directa e indirecta, o incluir todos los homo´logos y no so´lo el
primero, o considerar homo´logos tambie´n en otras especies. Por otro lado, el margen de mejora
esperado tambie´n es muy amplio, pues se ha comprobado que con la inclusio´n de informacio´n
de homologı´a limitada ya se consiguen grandes incrementos en rendimiento y cobertura. No
obstante, es cierto que el sistema de prediccio´n con homologı´a ideado deberı´a ser capaz de
superar en algu´n sentido las refinadas y sencillas bu´squedas BLAST. Por lo tanto, la decisio´n
del uso de homologı´a o no depende de las capacidades computacionales que se puedan emplear
para resolver el problema.
8.8. Ana´lisis de Relaciones Indirectas entre Genes y Proteı´nas
Motivacio´n-Hipo´tesis: ¿Co´mo influyen las relaciones de homologı´a e isoformismo entre
los conjuntos de entrenamiento y test en el aprendizaje automa´tico?
Para reducir la nomenclatura, en esta seccio´n se simplifica el significado de proteı´nas
homo´logas o isoformas a proteı´nas ‘parecidas’. Ası´, en este apartado se explican las dificultades
provocadas por estas relaciones indirectas de parecido entre las proteı´nas que conforman los
ejemplos de entrenamiento y test.
En primer lugar, hay que evitar confundir el ana´lisis de esta seccio´n con la prediccio´n
basada en homologı´a (directa o indirecta) tratada en las dos secciones previas. En te´rminos de
aprendizaje automa´tico, se podrı´a decir que en las secciones previas la homologı´a influye para
la seleccio´n de atributos o caracterı´sticas, mientras que en la seccio´n actual afecta a la eleccio´n
de ejemplos de entrenamiento y test. Ambos aspectos ligados al concepto de homologı´a no se
pueden obviar. Mientras que en los apartados anteriores se analiza la restriccio´n del me´todo
para que se pueda aplicar en ausencia de homologı´a, en este caso se analiza co´mo evitar un
sesgo en la evaluacio´n de los resultados, para no dar una visio´n de los resultados ma´s optimista
que la realidad.
Ası´, se necesita una separacio´n extremadamente cuidada de los datos de entrenamiento
y test que se usan en un proceso de aprendizaje automa´tico, sin ninguna relacio´n de alta
semejanza entre ellos, para no sobre-estimar el rendimiento de la prediccio´n, que se evalu´a
sobre el conjunto de test [Hobohm et al., 1992]. De forma que si hay ejemplos muy parecidos
con una muestra en el conjunto de entrenamiento y otra en el de test, se sesga la fiabilidad de
la prediccio´n hacia arriba por estos ejemplos de alta similitud. Mientras que ante un conjunto
de nuevos ejemplos de aplicacio´n, menos parecidos al entrenamiento que el test, la prediccio´n
posiblemente serı´a ma´s desfavorable; como sucede frecuentemente con proteı´nas no anotadas,
por falta de homologı´a con las anotadas.
Las isoformas producen un efecto similar a los homo´logos, incrementado incluso por
el mayor parecido de las secuencias isoformas frente a las homo´logas. Si las bases de
datos estuvieran construidas de forma perfecta, las isoformas so´lo se distanciarı´an por los
fragmentos de secuencia que diferencian a la isoforma principal de las dema´s, procedentes de la
fragmentacio´n alternativa, heredando pra´cticamente las mismas propiedades, o subconjuntos de
ellas. Esto serı´a equivalente a tener pra´cticamente el mismo ejemplo, o fragmentos del mismo,
en entrenamiento y en test.
Existen diferentes formas de reducir la redundancia por homologı´a, entre dos conjuntos
o sobre un mismo conjunto, como ya se ha comentado en la seccio´n 7.2.3. Para la reduccio´n
de isoformismo, basta con seleccionar un criterio para seleccionar la forma principal entre
todas las que proceden de la expresio´n del mismo gen; ya que en las bases de datos se suele
seleccionar la ma´s larga, pero se esta´ estudiando si esa deberı´a ser realmente la isoforma
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principal [Tress et al., 2008; Rodrı´guez et al., 2012].
Por otro lado, la reduccio´n de redundancia en homologı´a e isoformismo tambie´n
decrementa notablemente el conjunto de ejemplos disponibles para el aprendizaje, dificultando
au´n ma´s la tarea, pero haciendo los resultados ma´s cercanos a la realidad. Comparando el
taman˜o de los conjuntos de datos, en el sistema ERR-PRyC, tras la reduccio´n de homologı´a e
isoformismo quedan 1.108 proteı´nas para el entrenamiento y 546 para el test, muchas menos
que las respectivas 3.165 y 1.615 con redundancia entre entrenamiento y test. Au´n si se decide
eliminar so´lo la redundancia entre entrenamiento y test pero no internamente en cada conjunto,
para reducir menos el taman˜o de los datos, aplicando una modificacio´n del algoritmo propuesto
por Jensen et al. [Jensen et al., 2003a] quedan 1.105 proteı´nas en el conjunto de entrenamiento
y 693 en el de test.
Tambie´n se puede evaluar la influencia de incluir los ejemplos parecidos en el conjunto
de entrenamiento, siguiendo el me´todo de aprendizaje de ERR. Por ejemplo, patrones que no
eran frecuentes pueden pasar a ser frecuentes y an˜adirse un atributo en la induccio´n del a´rbol
de decisio´n (aunque no se sabe si ese atributo sera´ relevante tambie´n o no en otras clases). O
patrones frecuentes que se an˜adı´an al lı´mite del umbral de frecuencia originalmente, por ser una
caracterı´stica muy especı´fica, so´lo visible en algunos ejemplos de esa clase; al an˜adir nuevos
ejemplos, puede que desaparezca ese patro´n como frecuente, aunque fuera u´til como atributo
(lo cual puede ser malo o bueno, a priori no se sabe). No obstante serı´a complejo determinar
que´ ejemplos incluir y cua´les no en el conjunto de entrenamiento, debido a la naturaleza del
problema multi-clase y multi-etiqueta que no hace que una divisio´n aleatoria sea va´lida.
Conclusio´n
Cuando hay homologı´a entre conjuntos, los resultados de rendimiento sobre el test pueden
estar sobrestimados, sin mostrar la realidad en caso de que se prediga sobre ejemplos sin mucho
parecido a los datos de entrenamiento. Es decir, computacionalmente se dirı´a que no se estima
sobre el peor caso. Cuando no hay parecidos entre los conjuntos de entrenamiento y test, hay
muchos menos ejemplos para aprender y los resultados que se generan pueden presentar menor
rendimiento, aunque esta´n ma´s cercanos a la realidad, ante la ausencia de fuertes similitudes
con los datos de entrenamiento.
En la aplicacio´n a otros problemas se debe recordar siempre que el aprendizaje automa´tico
en biologı´a molecular se complica con las relaciones indirectas entre genes y proteı´nas. Se debe
eliminar la redundancia (isoformas y homo´logos) entre conjuntos de entrenamiento y de test,
ası´ como internamente. A lo sumo, se podrı´a aceptar un conjunto de entrenamiento redundante
(incrementando el taman˜o del mismo), siempre que el test se mantenga no redundante, para
evitar sobrestimar la fiabilidad de la prediccio´n dada.
8.9. Conclusiones
En este apartado final se resumen brevemente las conclusiones de cada uno de los ana´lisis
realizados en cada seccio´n de este capı´tulo.
Para la prediccio´n de asociaciones funcionales entre pares de proteı´nas tambie´n se puede
aplicar Programacio´n Gene´tica, obteniendo una tasa de aciertos en los mismos niveles
que varios algoritmos de AA por defecto, pero consiguiendo una gestio´n particular
mejorada de los valores desconocidos.
8.9. Conclusiones 165
Al aplicar un multi-clasificador u´nico el rendimiento puede ser mejor, dependiendo de lo
que se priorice en la evaluacio´n, pero lo ma´s relevante es un solapamiento muy elevado
entre las predicciones de distintas rutas biolo´gicas o clases.
Es equivalente extraer los patrones frecuentes para todas las clases a la vez o por separado
pero junta´ndolos posteriormente en un multi-clasificador, siendo ma´s similares conforme
disminuye la frecuencia y aumenta la profundidad. El rendimiento es mayor al usar los
mismos patrones para clasificar sobre todas las rutas que al dividirlos por ruta, pero esta
u´ltima opcio´n tiende a presentar un menor solapamiento y la mayor diversidad en las
predicciones.
Variando la representacio´n del conocimiento, con una representacio´n relacional directa,
no se consigue aprender, generando una clasificacio´n aleatoria, porque un solo predicado
independiente por nodo del a´rbol de decisio´n no es capaz de discriminar, necesitando
combinarse con otros. Por otro lado, con una representacio´n proposicional directa, el
rendimiento es igual o peor que con aprendizaje hı´brido, con muy pocas predicciones,
sin variabilidad en las mismas y con un modelo de clasificacio´n menos interpretable.
Sin informacio´n relacional, los resultados empeoran, tanto en rendimiento como en
cantidad de rutas predichas y su diversidad. Contrariamente, los resultados mejoran
bastante con informacio´n relacional adicional, como son las anotaciones de los
compan˜eros de interaccio´n, y sin necesidad de usar informacio´n directa de la proteı´na
sobre la que se quiere determinar la funcio´n (o pertenencia a ruta).
Usar informacio´n procedente de homologı´a indirecta o directa mejora notablemente la
prediccio´n, pero requiere ma´s informacio´n (y ma´s compleja) que so´lo la secuencia de la
proteı´na nueva. Sin anotaciones, el modelo aprendido se puede aplicar a un conjunto ma´s
estricto (restringido) de proteı´nas sobre las que no se tienen ni anotaciones disponibles
(homologı´a indirecta), ni proteı´nas similares (homologı´a directa).
Si existe homologı´a entre las proteı´nas de los conjuntos de entrenamiento y test, no se
estima sobre el peor caso, tendiendo a ser la evaluacio´n del rendimiento sobre el test
mejor que en la realidad, en caso de que se prediga sobre proteı´nas sin mucho parecido
a los datos de entrenamiento.
Adema´s, cada una de las te´cnicas y representaciones presentados en este capı´tulo se pueden
aplicar para resolver otros problemas con aprendizaje automa´tico. En la tabla 8.11 se recopila el
contenido de los pa´rrafos al final de cada seccio´n que hablan de la aplicacio´n a otros problemas
del enfoque planteado. Ası´, se obtiene un conjunto de estrategias (segunda columna), a aplicar
si las caracterı´sticas u objetivos del problema coinciden con los que se exponen (primera
columna), principalmente para dominios de clasificacio´n multi-clase y/o multi-etiqueta con
informacio´n relacional. No siempre las estrategias propuestas se limitan a su uso en problemas
bioinforma´ticos, sino que en unos casos es aplicable a cualquier otro dominio. No obstante se

















Tabla 8.11: Estrategias de aplicacio´n de enfoques de AA segu´n caracterı´sticas del problema.
Sec. Caracterı´sticas/Objetivo Estrategia Observaciones
8.1 Mantener sema´ntica biolo´gica de gran cantidad de
valores desconocidos
Disen˜o operador particular/personalizado pa-
ra gestio´n de desconocidos con Programacio´n
Gene´tica
Mejor gestio´n de desconocidos, sin pe´rdida de
rendimiento
8.2 Aprendizaje multi-clase y multi-etiqueta, con:
bajo coste computacional
simplicidad en modelo aprendido
preferencia cobertura sobre precisio´n
sin pe´rdida o con mejora del rendimiento
sin importar alto solapamiento entre clases
Multi-clasificador Si una o varias de las pre-condiciones no siguen
el objetivo buscado, la opcio´n es el uso de N
clasificadores, individuales por cada etiqueta, que
consigue predicciones ma´s diversas y precisas
8.3 En el uso de aprendizaje hı´brido: relacional (extrac-
cio´n patrones frecuentes) + proposicional (a´rbol de
decisio´n):
Buscar estrategia equilibrada en funcio´n de la
combinacio´n de condiciones planteadas que se
cumplan en el problema
Priorizar rendimiento, sin mucha capacidad
computacional (para problema biolo´gico:
con muchos ejemplos, predicados y niveles
sucesivos de relaciones)
- Extraccio´n de patrones:
conjunta (todas las clases a la vez)
frecuencia mı´nima en torno al 0,2 y
profundidad en 3 o´ 4 niveles (centenas
de patrones)
- Multi-clasificador
Se produce alto solapamiento entre distintas cla-
ses, por utilizar multi-clasificador
Priorizar rendimiento, independientemente
del coste computacional
- Extraccio´n de patrones:
conjunta (todas las clases a la vez)
frecuencia mı´nima muy baja y un nivel
de profundidad lo ma´s alto posible (mi-
les de patrones)





- Extraccio´n de patrones:
separada por clases
frecuencia mı´nima superior a 0,2 o´ 0,3
(no baja)
- Clasificadores individuales por clase
8.4 En el uso de aprendizaje simple, no hı´brido:
Sin apenas relaciones encadenadas y uso de
aprendizaje ma´s sencillo que el hı´brido
Representacio´n y aprendizaje relacional direc-
to
Si se necesitan ma´s de 2 o´ 3 relaciones encade-
nadas para alcanzar informacio´n que discrimine,
esta estrategia no es adecuada, porque so´lo con-
sulta un predicado por paso en la clasificacio´n
Preferir representacio´n y aprendizaje cla´si-
co
Sin restriccio´n en cantidad y diversidad de
predicciones
Priorizar cobertura y rendimiento
Sin intere´s en mantener la sema´ntica de las
relaciones
Representacio´n y aprendizaje proposicional
directo
Desventajas:
- Se permite redundancia de informacio´n
- Modelos de interpretacio´n ma´s complejos
8.5-8.8 En el uso de informacio´n relacional:
8.5.1
No hay informacio´n relacional
Sin restriccio´n en cantidad y diversidad de
predicciones
Representacio´n y aprendizaje proposicional
directo
Hay informacio´n relacional
Representacio´n relacional Desaconsejable usar una representacio´n proposi-

















Hay informacio´n relacional y:
• Atributos multi-valuados con cientos
o miles de valores. En Biologı´a, ano-
taciones en vocabularios amplios
• Existencia de informacio´n adicional
abundante de los elementos, relacio-
nados en varios niveles. En Biologı´a,
por ejemplo, anotaciones mu´ltiples
de proteı´nas (principales o con las
que se interacciona) en diversos vo-
cabularios
- Aconsejable aprendizaje hı´brido. Con extrac-
cio´n de patrones frecuentes (por niveles suce-
sivos de relaciones), pero con cautela, para no
desbordar el sistema de aprendizaje supervisa-
do posterior
- Usar toda la informacio´n adicional y rela-
ciones disponibles, limitando por restricciones
computacionales
- Ventaja: mejora sobre prediccio´n sin relaciones
- Desventaja: en problemas biolo´gicos, implica la
necesidad de ma´s informacio´n (y ma´s compleja)
que la simple secuencia
8.5.2
Hay informacio´n relacional y:
• Ausencia de informacio´n asociada a
instancia principal sobre la que pre-
decir. En Biologı´a, sin anotaciones
de proteı´na principal
• Existencia de informacio´n adicional
de elementos relacionados. En Bio-
logı´a, anotaciones de proteı´nas con
las que se interacciona
(I´dem celda superior) - Ventajas:
- Mejora sobre prediccio´n sin relaciones
- El modelo aprendido se podrı´a aplicar
a un conjunto restringido de proteı´nas poco
caracterizadas, sobre las que apenas se dispone de
informacio´n, a parte de la secuencia
- Desventaja: en problemas biolo´gicos, en este
escenario, no se requiere informacio´n adicional
a la secuencia de la proteı´na sobre la que se quiere
predecir, pero sı´ de las proteı´nas relacionadas
8.6
Hay informacio´n relacional y:
• Existencia de informacio´n asociada a
instancia principal sobre la que pre-
decir. En Biologı´a, con anotaciones
de proteı´na principal
(I´dem celda superior) - Ventaja: mejora sobre prediccio´n con informa-
cio´n adicional de elementos relacionados (esce-
nario anterior)
- Desventaja: en problemas biolo´gicos, este esce-
nario requiere informacio´n adicional a la secuen-
cia de la proteı´na principal, por lo que no se puede





Hay informacio´n relacional y:
• Existencia de mu´ltiples relaciones de
parecido entre elementos sobre los
que predecir. En Biologı´a, relaciones
de homologı´a entre proteı´nas princi-
pales
(I´dem celda superior) - Ventaja: mejora sobre prediccio´n con informa-
cio´n adicional de elementos principales (escena-
rio anterior).
- Desventajas:
- Igual que en el anterior, en problemas
biolo´gicos, no se puede aplicar a proteı´nas sin
caracterizar
- No se puede asegurar mejor rendimien-
to que la prediccio´n de anotacio´n funcional basa-
da en similitud de secuencia (BLAST)
8.8 Existencia de relaciones de parecido (en Biologı´a,
proteı´nas homo´logas o isoformas) entre ejemplos de
entrenamiento y test
Construir conjuntos no redundantes, o con
todos los ejemplos parecidos en un mismo
subconjunto
Riesgo de evaluacio´n ma´s optimista de la real, sin
estimar sobre el peor caso
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Capı´tulo 9
Ana´lisis y Discusio´n: Prediccio´n en
Biologı´a de Sistemas con Aprendizaje
Automa´tico
9.1. Comparacio´n
En este apartado se comparan los dos problemas afrontados en esta tesis realizando una
discusio´n conjunta.
Ambos problemas versan sobre la prediccio´n de anotacio´n funcional encuadrados en la
Biologı´a de Sistemas (marco de las redes biolo´gicas), con distintos enfoques a la hora de usar
o predecir relaciones.
El primer problema consiste en la prediccio´n de asociaciones funcionales entre pares de
proteı´nas (AFPP) en el organismo modelo E.coli (ver capı´tulo 6). El segundo es la extensio´n
de rutas biolo´gicas en humanos, basa´ndose en propiedades simples e interacciones puntuales
(ver capı´tulo 7). En un caso se extiende la red con nuevas asociaciones funcionales puntuales,
y en el otro se an˜aden elementos a un grupo de proteı´nas ya relacionadas. En un contexto de
anotacio´n, se trata de saber que´ proteı´na pertenece a esas redes.
Se eligen dos problemas diferenciados que permiten entender el a´rea de anotacio´n funcional
en Biologı´a de Sistemas, se trabaja en ellos a lo largo de la tesis y se presenta una aproximacio´n
va´lida biolo´gicamente para cada uno.
Similitudes
Se han seleccionado especı´ficamente dos problemas que comparten similitudes en el origen
relacional de los datos, y en la aproximacio´n y objetivo biolo´gico. Ambos tratan la extensio´n
de redes biolo´gicas, partiendo de unos conjuntos de proteı´nas y encontrando una que pertenece
a uno de ellos. En la siguiente lista se mencionan los puntos comunes entre ambos problemas:
Objetivo: Extender redes biolo´gicas, porque las redes de interaccio´n no esta´n completas.
O anotar proteı´nas con interacciones o asociaciones funcionales (puntuales o grupales).
Representacio´n en forma relacional del conocimiento original, puesto que en los dos
problemas elegidos las interacciones y asociaciones funcionales entre los componentes
son particularmente relevantes, adema´s de ser los datos biolo´gicos intrı´nsecamente
relacionales.
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Uso de Aprendizaje Automa´tico para plantear una solucio´n, que generalice la prediccio´n
de anotacio´n funcional en las a´reas de los dos problemas elegidos (prediccio´n de
asociacio´n funcional por pares y extensio´n de rutas).
Integracio´n de diferentes fuentes de informacio´n.
Sistemas u´tiles por heterogeneidad en la definicio´n y representacio´n de relaciones, tanto
en asociaciones funcionales por pares como en rutas. Se trata de llegar a un enfoque
unificado, generalizando en ambos casos.
Aplicables a proteı´nas poco caracterizadas (sin datos experimentales en asociaciones
funcionales por pares o sin homologı´a en rutas).
Diferencias
Una vez analizadas las semejanzas entre ambos problemas, en la tabla 9.1 se exponen
las interesantes diferencias respecto a las relaciones, las caracterı´sticas de los datos, y la
aproximacio´n computacional requerida; siendo la mayorı´a ya previsibles y comentadas en
la descripcio´n de la propuesta de tesis. Se puede observar en la tabla 9.1 en primer lugar
que, respecto a los datos, comparados en la parte superior de la tabla, los organismos esta´n
muy distantes entre sı´ en el a´rbol filogene´tico de la vida, perteneciendo E.coli al reino de las
bacterias y el ser humano al de los animales. Pero, fundamentalmente, ambos problemas esta´n
diferenciados por la informacio´n de entrada bien distinta entre sı´. En la prediccio´n de AFPP la
mayorı´a de los datos son de alto nivel, procedentes del pre-procesamiento de las secuencias a
bajo nivel por me´todos o algoritmos externos. Mientras que en la extensio´n de rutas se parte de
caracterı´sticas ba´sicas de las secuencias de aminoa´cidos, ası´ como las interacciones proteı´na-
proteı´na y de complejos, reducidas a una representacio´n por pares. En realidad se pueden ver
como dos tipos de redes conectadas entre ellas, porque parte de las asociaciones funcionales
predichas en E.coli (las interacciones proteı´na-proteı´na y de complejos), se utilizan como
entrada para extender las rutas, aunque en humanos. Partiendo ambos de una representacio´n
relacional, en el primer caso se pueden integrar varios me´todos de prediccio´n existentes y en el
segundo integrar datos base, sin apenas procesar. Tambie´n es importante tener en cuenta que en
E.coli cada gen so´lo se expresa en una proteı´na, mientras que en humanos existen N proteı´nas
asociadas a un mismo gen, lo cual implica una relacio´n ma´s en la representacio´n, ası´ como una
gestio´n de la redundancia que las proteı´nas isoformas an˜aden. Adema´s, el conjunto de datos a
alto nivel no requiere de una recopilacio´n tan detallada como los de bajo nivel, incluyendo la
bu´squeda y tratamiento por bases de datos distribuidas.
En la parte central de la tabla 9.1, dedicada al aprendizaje, se observa que ambos
problemas son diferentes en todos los sentidos, siendo mucho ma´s complicado en el caso de la
extensio´n de rutas (multi-clase, multi-etiqueta, combinacio´n de varios enfoques de aprendizaje,
creacio´n del sistema desde cero, etc.). Destaca el uso de un aprendizaje proposicional simple
frente a un enfoque hı´brido, aunque ambos conjuntos de datos son originalmente relacionales.
Sobre el nu´mero de atributos, los 9 predicados de la extensio´n de rutas tienen de 1
a 5 argumentos cada uno, dependiendo del caso. La proporcio´n de valores nume´ricos o
relaciones asociadas a cada instancia de aprendizaje tambie´n varı´a entre ambos problemas. En
la prediccio´n de AFPP hay 19 atributos nume´ricos, con las relaciones implı´citas en el ca´lculo de
caracterı´sticas derivadas, como por ejemplo la posicio´n de las proteı´nas en las listas de ranking.
Mientras que en la extensio´n de rutas, a parte de los 10 atributos nume´ricos o booleanos
asociados a cada proteı´na (simplificando entre los distintos predicados), pueden existir decenas
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Tabla 9.1: Comparativa diferenciadora entre prediccio´n de AFPP y extensio´n de rutas. En la parte
superior de la tabla se presentan las diferencias asociadas a los datos de entrada de cada problema, en
la parte central las referentes al proceso de aprendizaje y prediccio´n, y en la parte inferior aparecen
algunos valores nume´ricos referentes a los conjuntos finales de datos.
prediccio´n AFPP extensio´n rutas
DATOS DE ENTRADA
organismo E.coli (procariota) Humano (eucariota)
origen datos alto nivel bajo nivel
propiedades longitud y nºorto´logos longitud,carga,nºisoformas,
individuales cromosoma,dominios,etc.
propiedades scores y rankings interacciones PP y complejos,
relacionales (derivados de asociacio´n) 1 gen con N proteı´nas
prediccio´n basada contenido evolutivo combinacio´n propiedades simples
en: (ausencia de homologı´a)
APRENDIZAJE Y PREDICCIO´N
extensio´n red con: enlace puntual enlace con un grupo
definicio´n ejemplo par de proteı´nas 1 proteı´na
clasificacio´n binaria multi-clase
nºclases/ejemplo 1 varias (multi-etiqueta)
aprendizaje proposicional relacional + proposicional
VALORES CUANTITATIVOS
sistema prediccio´n unificar me´todos previos, crear nuevo sistema
con datos adicionales desde el principio
nºatributos 19 atributos 9 predicados, con 1-5 argumentos
nºejs. entrenamiento 55.220 pares 1.108 proteı´nas
nºejs. test 27.610 pares 546 proteı´nas
nºejs. aplicacio´n 479.582 pares 8.187 proteı´nas
de interacciones proteı´na-proteı´na y en complejos para una misma proteı´na, dado que los
argumentos de estas dos relaciones de interaccio´n son multi-valuados. Hay que hacer notar que
en los 9 predicados que indica la tabla 9.1 no esta´n incluidas las anotaciones, que se utilizan en
algunas secciones del capı´tulo 8, que incrementarı´an notablemente las propiedades asociadas a
cada ejemplo.
Sobre el nu´mero de ejemplos, las u´ltimas filas de la tabla 9.1 muestran claramente que hay
muchos ma´s ejemplos para aprender en la prediccio´n de AFPP que en la extensio´n de rutas,
y tambie´n tiene un mayor campo de aplicacio´n cuantitativamente hablando, sobre pares de
proteı´nas de E.coli. Sin embargo, el modelo de extensio´n de rutas es aplicable ma´s fa´cilmente a
muchos otros problemas diferentes de anotacio´n funcional, estando la prediccio´n de pares ma´s
restringida en este sentido.
Por u´ltimo, es importante sen˜alar que realmente el problema de extensio´n de rutas es
mucho ma´s complicado, por: usar datos a bajo nivel, necesitando recopilar informacio´n de
distintas bases de datos y manipular sus diferentes formatos hasta llegar a los conjuntos de
datos finales; gestionar el ruido, inconsistencias y redundancias, por relaciones indirectas
(homologı´a, isoformismo o sema´ntica similar); centrarse en un organismo ma´s complejo;
predecir a nivel de proceso con informacio´n a nivel de secuencia; clasificar entre ma´s de dos
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opciones (multi-clase); asignar ma´s de una clase por ejemplo (multi-etiqueta); etc. Tambie´n es
un problema ma´s amplio, y por ello se le dedican muchas ma´s secciones en esta tesis.
Estudio/Discusio´n detallada
A continuacio´n se detallan los aspectos especı´ficos aprendidos al analizar y resolver los
dos problemas, prediccio´n de asociaciones funcionales entre pares de proteı´nas y extensio´n de
rutas, desde diversas perspectivas.
¿Que´ diferencia cada enfoque de los me´todos existentes previamente?
La prediccio´n de AFPP propuesta en el capı´tulo 6 integra me´todos de prediccio´n
computacionales heteroge´neos y permite el descubrimiento de asociaciones funcionales.
Otros sistemas de prediccio´n de asociaciones funcionales por pares integran me´todos
experimentales y/o so´lo predicen interacciones fı´sicas.
Por su parte, la extensio´n de rutas descrita en el capı´tulo 7 esta´ basada en una repre-
sentacio´n relacional que permite combinar propiedades simples de la secuencia. Unos
me´todos disen˜an nuevas rutas partiendo desde cero, no extendiendo las ya existentes.
Otros me´todos comparten el enfoque de expansio´n de rutas, pero usando dominios o re-
des de interaccio´n como informacio´n de entrada. Entre las aproximaciones que anotan
funcionalmente a nivel de sistema y usando propiedades de la secuencia, dichas carac-
terı´sticas no se calculan fa´cilmente, y no usan representacio´n ni conocimiento relacio-
nal. Por u´ltimo, otro grupo de me´todos comparte un enfoque relacional (representacio´n y
aprendizaje), pero en presencia de homologı´a y se aplica sobre organismos ma´s simples
que el humano.
Precisamente, debido a la informacio´n de entrada, el primer sistema presenta una
limitacio´n a la hora de ser actualizado, necesitando tambie´n re-entrenar o actualizar los
me´todos de prediccio´n computacionales que integra, o utilizando otros nuevos. Como
prueba de concepto de la viabilidad de la idea es una buena propuesta, pero no es pra´ctico
para un mantenimiento a largo plazo. No obstante, este tipo de dependencias entre varios
me´todos de prediccio´n son comunes, integrando los resultados de unos como entrada
de otros, como en los trabajos de Brunak et al. ya comentados [Jensen et al., 2002b;
Bendtsen et al., 2004]. Por todo ello, en el segundo sistema presentado en la tesis se
evitan dichas dependencias de otros me´todos de prediccio´n, usando una informacio´n de
entrada ma´s ba´sica, como son las secuencias.
En resumen, ambas propuestas se diferencian en la informacio´n de entrada y en la
aplicabilidad de los me´todos.
Rendimiento alcanzado en el aprendizaje
El rendimiento es mucho ma´s alto en la prediccio´n de AFPP que en la extensio´n de
rutas, porque el Patro´n Oro (del ingle´s, Gold Standard) (fuentes de datos) esta´ mucho
ma´s verificado y documentado en el primer caso, y las asociaciones funcionales por pares
no tienen la influencia de la perspectiva personal del disen˜ador de rutas metabo´licas, de
sen˜al o de regulacio´n. No obstante, en la extensio´n de rutas, el rendimiento varı´a mucho




En la prediccio´n de AFPP, el algoritmo de aprendizaje seleccionado, y verificado
como mejor bajo las condiciones definidas en el capı´tulo 6, es AODE, un algoritmo
bayesiano (sub-simbo´lico) que exige una menor independencia entre los atributos,
e ignora los valores desconocidos de forma puntual. Cabe destacar que, durante la
finalizacio´n de esta tesis, se ha entrado en contacto con los autores del algoritmo AODE,
principalmente Geoff Webb, profesor de investigacio´n en la Facultad de Tecnologı´a
de la Informacio´n, de la Universidad Monash, en Melbourne, Australia. Ellos nos han
proporcionado nuevas versiones mejoradas del algoritmo, denominadas A2DE y AnDE,
au´n no finalizadas ni publicadas por completo. Con estas nuevas versiones se quiere
evaluar el enfoque consistente en ampliar ligeramente la dependencia entre atributos; en
particular, incrementa´ndola de uno (One) a 2 o n atributos, respectivamente. Al aplicar las
nuevas versiones del clasificador bayesiano elegido para predecir AFPP sobre el conjunto
de datos definido en esta tesis para E.coli, por el momento no se ha conseguido mejorar
la tasa de aciertos obtenida por AODE. Estamos trabajando con los autores para resolver
los problemas y mejorar los nuevos algoritmos, de forma que se logre su aplicacio´n sobre
conjuntos de datos reales.
En la extensio´n de rutas, segu´n las restricciones descritas en el capı´tulo 7, la combinacio´n
ma´s adecuada para resolver el problema es un aprendizaje hı´brido. E´ste esta´ formado por
una extraccio´n relacional de patrones frecuentes, seguida de la induccio´n proposicional
de a´rboles de decisio´n. Como caracterı´sticas adicionales se requiere un clasificador
independiente por ruta, poca poda, y reordenar las reglas de decisio´n si se busca
una mayor diversidad por ruta. En este problema no se ha comparado con algoritmos
alternativos al a´rbol de decisio´n porque interesa la interpretacio´n de los resultados que
aporta este enfoque simbo´lico, y el enfoque ma´s cercano, la extraccio´n de reglas de
decisio´n, es pra´cticamente igual.
Relevancia de atributos
En la prediccio´n de AFPP en E.coli el atributo asociado al me´todo de conservacio´n de
genes adyacentes (GC [Dandekar et al., 1998]) es el que presenta una tasa de acierto en
positivos ma´s cercana al me´todo unificado propuesto, a lo largo de las 5.000 primeras
predicciones.
En la extensio´n de rutas de Reactome en humanos ningu´n atributo es mejor que otro
en media, sino que depende de la ruta concreta. Cabe destacar que las interacciones no
presentan una mayor relevancia que el resto de atributos.
Comparacio´n con me´todos alternativos que resuelven una tarea semejante
En la prediccio´n de AFPP se compara con la base de datos STRING [Jensen et al.,
2009] dedicada a las asociaciones funcionales entre proteı´nas, tanto a nivel experimental
como de prediccio´n. Se determina que STRING es ma´s adecuado para asociaciones en
proteı´nas con informacio´n experimental conocida, y el enfoque propuesto en esta tesis
para proteı´nas poco caracterizadas experimentalmente.
Por su parte, la extensio´n de rutas propuesta en el capı´tulo 7 (ERR) se compara
con el me´todo de expansio´n definido por Glaab y colaboradores [Glaab et al., 2010],
basado so´lo en redes de interaccio´n. Se verifica que existen muy pocas predicciones
en comu´n entre ambos me´todos, dado que las evidencias en las que se basan difieren
claramente. ERR expande las rutas de Reactome con un mayor nu´mero de proteı´nas,
al no estar restringido a las que interaccionan explı´citamente con la ruta original. Las
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predicciones de Glaab et al. presentan una mayor similitud funcional sema´ntica con las
rutas originales; mientras que las predicciones de ERR presentan ma´s variabilidad entre
las distintas rutas. Es decir, las extensiones de ERR esta´n relativamente poco solapadas
entre sı´, en comparacio´n con el solapamiento original de las rutas. Por u´ltimo, ERR es
ma´s parecido que Glaab et al. a las rutas originales en sus propiedades moleculares ma´s
frecuentes.
El me´todo ERR tambie´n se compara con una prediccio´n basada en bu´squeda de similitud
de secuencia (resultados de la herramienta BLASTP [Altschul et al., 1997]). En este caso,
en general, no es esperable que los resultados de ambos enfoques coincidan, porque el
me´todo ERR utiliza ma´s informacio´n que la contenida en la secuencia de aminoa´cidos,
como es el nu´mero de transcritos (isoformas), la longitud del gen que codifica la
proteı´na, interacciones proteı´na-proteı´na, participacio´n en complejos de proteı´nas, e
incluso propiedades de secuencia de proteı´nas compan˜eras de interaccio´n, accesibles
gracias a la representacio´n relacional.
Uso y utilidad
En cuanto a la utilidad de la propuesta de prediccio´n de AFPP, durante esta tesis se
demuestra que el me´todo unificado es mejor que cualquiera de los me´todos individuales,
en precisio´n y sobre todo en cobertura. Esto hace que la puntuacio´n que proporciona
el sistema unificado de prediccio´n se pueda usar como criterio de confianza de las
asociaciones funcionales. Dicho criterio es usado por el servidor de predicciones EcID,
presentando una medida u´nica que permite seleccionar un conjunto de asociaciones
ma´s probable para proteı´nas pobremente caracterizadas, utilizando un solo me´todo de
prediccio´n. Adicionalmente, el predictor unificado se puede usar para asignar una medida
de confianza a las interacciones procedentes de los enfoques experimentales a gran
escala. Sin embargo, esta propuesta no es va´lida para predecir AFPP por fuentes de
datos independientes, principalmente por insuficiencia de datos en algunas de ellas.
El sistema ERR sirve para extender rutas de Reactome en humanos, proponiendo una
lista de proteı´nas para diversas rutas sobre las que resta una verificacio´n experimental.
No obstante, sı´ se confirma su utilidad biolo´gica con las anotaciones de UniProt y las
extraı´das de la literatura cientı´fica. Por ejemplo, sobre 2 proteı´nas (PIAS4 HUMAN
y DTX1 HUMAN) propuestas para extender la ruta de Mantenimiento del telo´mero,
quedando caracterizadas por las anotaciones de UniProt y por la existencia de un dominio
RING-finger conservado, relacionada en la degradacio´n de la telomerasa, la cual influye
en el envejecimiento celular. Adema´s, se pueden usar las reglas de decisio´n extraı´das
por el sistema ERR y los predicados frecuentes calculados para conocer las propiedades
moleculares de las proteı´nas que conforman cada ruta.
Adicionalmente, recordando el contexto de la Biologı´a de Sistemas, las predicciones
obtenidas para ambos problemas (es decir, las interacciones y asociaciones funcionales
puntuales o con un grupo), podrı´an utilizarse en el ana´lisis de redes complejas biolo´gicas,
teniendo en cuenta las caracterı´sticas y propiedades descritas de este tipo de redes.
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9.2. Reflexio´n sobre Aplicacio´n de Aprendizaje Automa´tico en
Biologı´a
En esta seccio´n se presenta una reflexio´n sobre la aplicacio´n del Aprendizaje Automa´tico a
problemas biolo´gicos. Se trata de una reflexio´n general, no so´lo centrada en los dos problemas
elegidos, como la comparacio´n de la seccio´n 9.1.
En el apartado Estudio/Discusio´n detallada de la seccio´n 9.1 ya se discute la relacio´n de los
sistemas propuestos en esta tesis con otros me´todos existentes, y en el capı´tulo 10 se exponen
los objetivos conseguidos y las aportaciones de la tesis. Por lo tanto, en la presente seccio´n se
exponen conclusiones de cara´cter general y personal, a las que se ha llegado tras el desarrollo
de esta tesis y el ana´lisis del proceso llevado a cabo con el AA en Biologı´a.
De forma general, se ha detectado una serie de ventajas que aporta el AA para la
anotacio´n en Biologı´a Molecular. Permite desarrollar ideas complejas, como por ejemplo,
la integracio´n de varias evidencias, de origen diverso, como caracterı´sticas extraı´das de la
secuencia, interacciones y anotaciones funcionales. Los resultados pueden no ser mejores que
un me´todo ma´s sencillo sin aprendizaje, pero e´ste aporta una prediccio´n alternativa y permite
una integracio´n estructurada de datos y representaciones flexibles. Aunque no resuelva por
completo el problema biolo´gico, el aprendizaje analiza propuestas de sistemas de prediccio´n.
Desde la perspectiva de la Biologı´a de Sistemas, los procesos o tareas que se llevan a
cabo en los organismos a cualquier nivel se deben tratar como un todo, y no analizarlos
a trave´s de cada elemento independiente que participa en el sistema, porque todos ellos
esta´n relacionados por sus interacciones y asociaciones funcionales. Esta influencia de las
relaciones en todos los sistemas biolo´gicos justifica la Representacio´n Relacional que se elige
en esta tesis para abordar los problemas de Biologı´a Molecular, en este caso centrado en la
anotacio´n funcional. Respecto a la relevancia de la informacio´n relacional en Biologı´a, hay
que decir que las mu´ltiples relaciones que existen entre las mole´culas parecı´a una ventaja
muy importante inicialmente para optar por usar Aprendizaje Relacional. Pero estas mismas
relaciones (muchas veces indirectas) se convierten frecuentemente en un inconveniente ma´s
que en una ventaja: por no sesgar los resultados, por evitar que no se solapen las predicciones
de unas clases con las de otras, por no usarlas para un proceso complejo de aprendizaje cuando
una simple bu´squeda exhaustiva entre las secuencias puede dar la solucio´n, por exigir el uso
de varias medidas de evaluacio´n continuamente, etc. Tras el desarrollo de esta tesis, aunque la
representacio´n de los datos ma´s adecuada sea de tipo relacional, que conserva la naturaleza
estructurada implı´cita de los datos biolo´gicos con muchas relaciones, esto no justifica que
el mejor sistema de aprendizaje sea uno relacional. Antes de aplicar el aprendizaje, hay que
valorar que´ transformacio´n (parcial, total o nula) conviene realizar sobre dicha representacio´n.
Las opciones son mantener la representacio´n relacional y usar AAR (como en la seccio´n
8.4.1), transformar la representacio´n a proposicional y usar AAP (como en el capı´tulo 6), o
mantener inicialmente la representacio´n relacional y usar un hı´brido que combine el AAR y
AAP (como en el capı´tulo 7). La eleccio´n depende de los datos especı´ficos que se manejen, la
cantidad de atributos nume´ricos y nominales, la diversidad de valores de los mismos, el objetivo
buscado (primar la facilidad de interpretacio´n o la precisio´n), etc. En conclusio´n, aunque el
AAR parezca la mejor opcio´n para una representacio´n relacional, no siempre es ası´.
Otro punto interesante sobre el que reflexionar en esta tesis es la generalizacio´n de
los me´todos computacionales para la aplicacio´n a otros problemas biolo´gicos. Aunque
computacionalmente se antoja viable, en te´rminos biolo´gicos carece de sentido definir un
marco comu´n de anotacio´n funcional para cualquier contexto en Biologı´a. Por ejemplo,
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pra´cticamente el mismo esquema de AA utilizado para resolver el problema de extensio´n
de rutas serı´a fa´cilmente aplicable a la prediccio´n de funcio´n de grupos [Garcı´a-Jime´nez
et al., 2009, 2010b], concluyendo que las principales dificultades no son computacionales, sino
biolo´gicas. En primer lugar, co´mo definir los grupos de genes o proteı´nas con sentido biolo´gico;
segundo, la disponibilidad de anotaciones individuales fiables, que permitan expandir este
enfoque de anotacio´n de uno a un grupo de secuencias. El planteamiento inicial puede ser
general y comu´n, pero finalmente en los detalles de disen˜o se necesita particularizar en cada
entorno de aplicacio´n concreto, porque cada problema biolo´gico tiene muchas peculiaridades
dependientes del dominio que necesitan un tratamiento diferente, concreto para ese problema.
No obstante, para algunas partes independientes del proceso de anotacio´n funcional sı´ se
pueden definir unas directrices estructuradas de recopilacio´n, representacio´n y aplicacio´n de
AA gene´ricas, para predecir funcio´n de genes, proteı´nas, pares o grupos de ellos.
Primero, respecto a la representacio´n de la informacio´n, segu´n sobre que´ bases se quiera
explicar la anotacio´n, los datos de entrada sera´n unos u otros: propiedades de la secuencia,
interacciones por pares, anotaciones, relaciones de ma´s alto nivel, etc. En este sentido, en
esta tesis se consigue una generalizacio´n en la representacio´n, con el modelo global de
representacio´n del conocimiento propuesto en el capı´tulo 5, que descompone las anotaciones
individuales y las anotaciones de grupo, y es una abstraccio´n comu´n va´lida para todos los
problemas de anotacio´n funcional a resolver con AA. Para cada aplicacio´n concreta, este
modelo gene´rico se puede instanciar fa´cilmente, segu´n las indicaciones de la seccio´n 5.4.
Tambie´n se pueden compartir datos representados relacionalmente segu´n el modelo, o incluso
los ya recopilados en la aplicacio´n del capı´tulo 7.
A parte de la representacio´n, el resto del proceso de AA requiere un disen˜o especı´fico para
cada problema biolo´gico. Sin embargo, aunque no se pueda aplicar un me´todo computacional
predefinido, sı´ se pueden seguir las estrategias descritas en el capı´tulo 8 de esta tesis,
recopiladas en la tabla 8.11, a partir de pruebas de concepto, que no pretenden definir
soluciones absolutas. No obstante, con dichas recomendaciones, segu´n las caracterı´sticas y
objetivos del problema biolo´gico a resolver, se puede decidir por usar uno de los variados
enfoques de AA planteados (multi-clasificador, extraccio´n variada de patrones, reordenacio´n de
reglas segu´n distintos criterios, uso de anotaciones de compan˜eros de interaccio´n o de proteı´nas
principales, representacio´n proposicional o hı´brida, etc.).
Con estas propuestas de representacio´n y estrategias gene´ricas, el mismo conjunto de
estrategias con el que se ha afrontado la extensio´n de rutas basada en representacio´n relacional
es reutilizable fa´cilmente, siempre que se satisfagan o adapten algunos requisitos mı´nimos del
me´todo. Ası´, se podrı´a aplicar para extender otras bases de datos de rutas, procesos celulares,
otro tipo de redes de proteı´nas o grupos a menor nivel (como los complejos). Tambie´n se
puede aplicar el enfoque para anotar funcionalmente con cualquier otro vocabulario, aunque
no implique explı´citamente una interaccio´n con los elementos del grupo; por ejemplo, en la
extensio´n de listas de genes sobre-expresados, mutados, con un mismo fenotipo, relacionados
con una misma enfermedad, con una misma anotacio´n en un vocabulario o agrupados por
alguna otra razo´n. Se tratarı´a de una anotacio´n funcional a distintos niveles (con ma´s o menos
relaciones entre sus elementos).
Por otro lado, la interpretacio´n biolo´gica de los resultados puede hacer cambiar por
completo el planteamiento, repetidas veces. Muchas soluciones que parecen adecuadas
inicialmente, e incluso buenas en te´rminos de rendimiento, no consiguen resolver los problemas
desde la perspectiva biolo´gica. Pero este hecho con frecuencia no se descubre hasta que se
llega a la interpretacio´n de resultados, la u´ltima fase del ciclo de minerı´a de datos, despue´s
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de mucho trabajo avanzado en una direccio´n concreta. Adema´s, los resultados realmente
varı´an significativamente al modificar los conjuntos de datos, no por pequen˜os cambios en
los para´metros de configuracio´n, lo cual obliga a cambios profundos, desde el principio del
proceso de aprendizaje.
Relacionado con el punto anterior, a lo largo de la tesis con frecuencia se plantea la
discusio´n de una dicotomı´a entre las soluciones preferidas computacionalmente y las
preferidas biolo´gicamente. Es muy importante destacar que en Biologı´a Computacional no
se tiende a buscar la solucio´n o´ptima, ni mejorar mı´nimamente el rendimiento de un me´todo
tras analizar una serie de configuraciones variadas. Sino que se pretende alcanzar una solucio´n
va´lida con una interpretacio´n biolo´gica con sentido, lo cual ya exige una gran dedicacio´n e
implica un alto grado de complejidad. En parte, el problema es la validez de los sistemas
para datos o problemas cambiantes en el tiempo, lo que hace ma´s necesario la bu´squeda
de me´todos robustos, frente a otros un poco mejores en condiciones muy determinadas. Sin
embargo, una solucio´n ma´s robusta que priorice principalmente una evaluacio´n puramente
computacional, puede ser muy gene´rica y no ser u´til en te´rminos biolo´gicos; mientras que
priorizando una evaluacio´n biolo´gica, la solucio´n puede estar desviada hacia el contexto de los
datos de aplicacio´n, pero ser va´lida y u´til para resolver el problema biolo´gico concreto. Por
lo tanto, suele resultar ma´s adecuado e interesante abordar un problema diferente entre todos
los existentes, que repetir la experimentacio´n para una configuracio´n distinta o un sistema de
aprendizaje alternativo, con el objetivo de mejorar ligeramente el rendimiento del sistema. Es
decir, se puede concluir que el proceso de aprendizaje debe estar guiado por el dominio, por
la biologı´a, los datos y los detalles; no por la metodologı´a ni los intereses computacionales
de evaluar uno u otro me´todo con unas caracterı´sticas concretas. Los ana´lisis computacionales
podrı´an ser innumerables, pero hay que limitarlos equilibradamente, buscando el rigor y sentido
biolo´gico, muy difı´cil de alcanzar.
Finalmente, se expone una reflexio´n de cara´cter ma´s personal sobre la resolucio´n de
problemas en Biologı´a Computacional con AA. Trabajar en Biologı´a Molecular desde una
perspectiva computacional resulta difı´cil, como cualquier otra tarea interdisciplinar, pero a
la vez es una tarea interesante e intensa, con muchas a´reas por investigar. Realmente se
necesita ma´s ana´lisis computacional automatizado, mucho ma´s que un simple almacenamiento
organizado o una extraccio´n de regularidades sencillas. Por el contrario, la aplicacio´n de
te´cnicas de Inteligencia Artificial a problemas reales en Biologı´a no es trivial, ni generalizable.
Adema´s, no es factible aplicar pra´cticamente ninguna simplificacio´n tı´pica del Aprendizaje
Automa´tico, ma´s bien al contrario: en Biologı´a todo tienden a ser excepciones.
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Capı´tulo 10
Conclusiones
La tesis de esta tesis se expone desde dos puntos de vista, el computacional y el biolo´gico.
Computacionalmente, en los problemas reales, al menos en Biologı´a Molecular, de un ciclo
cla´sico de descubrimiento del conocimiento con Aprendizaje Automa´tico, se requiere dedicar
un gran porcentaje de tiempo a la interpretacio´n y ana´lisis de resultados, ma´s que a mejorar
los para´metros de configuracio´n del modelo computacional para incrementar unas de´cimas el
rendimiento, que suelen ser irrelevantes en la evaluacio´n biolo´gica. Biolo´gicamente, se puede
decir que au´n hay muchos ana´lisis por realizar y conocimiento a extraer de todos los datos de
relaciones biolo´gicas de los que se dispone, a cualquier nivel. Por lo tanto, queda latente el
potencial que ofrece la representacio´n y el aprendizaje relacional combinado con el enfoque de
la Biologı´a de Sistemas.
10.1. Repaso de Hipo´tesis
Si se repasan los objetivos planteados en el capı´tulo 3, se puede concluir que se han logrado
todos:
Se consigue definir una representacio´n relacional gene´rica del conocimiento de Biologı´a
Molecular para cualquier tarea de anotacio´n funcional en Biologı´a de Sistemas (en
el capı´tulo 5), posteriormente reutilizable y/o adaptable a cada caso, verifica´ndose el
objetivo 1.
Se construyen los cuidados conjuntos de datos (objetivo 2) (descritos en las secciones de
6.2.1 a 6.2.3 y de 7.2.1 a 7.2.4) necesarios para aplicar aprendizaje a los dos problemas
biolo´gicos seleccionados.
Se resuelven dos problemas de anotacio´n funcional desde la perspectiva de la Biologı´a
de Sistemas (objetivo 3), como son la prediccio´n de asociaciones funcionales entre pares
de proteı´nas en E.coli (en el capı´tulo 6) y la extensio´n de rutas biolo´gicas en humanos
(en el capı´tulo 7).
Como indica el objetivo 4, se utilizan y evalu´an distintas representaciones del
conocimiento para la prediccio´n de anotacio´n funcional (codificacio´n de operadores
para Programacio´n Gene´tica, representaciones relacional y proposicional directa,
transformacio´n a proposicional o extraccio´n de patrones con diferentes criterios), cuyos
resultados se presentan en las secciones 8.1, 8.3 y 8.4.
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En las secciones de 8.5 a 8.8, se analiza desde distintas perspectivas la relevancia de
las relaciones biolo´gicas en el aprendizaje, es decir, la importancia de la Biologı´a de
Sistemas en la anotacio´n funcional, dando respuesta al objetivo 5.
Para satisfacer el objetivo 6, en los apartados ‘aplicacio´n a otros problemas’ de todas las
secciones del capı´tulo 8 y resumido en la tabla 8.11, se propone cua´ndo y co´mo aplicar
Aprendizaje Automa´tico en otros problemas de anotacio´n funcional.
Por u´ltimo, el objetivo 7 tambie´n se satisface, usando componentes esta´ndar de
la Inteligencia Artificial y la Bioinforma´tica, como: los predictores ad-hoc basados
so´lo en evidencias biolo´gicas (I2H, MT, GC, GF y PP); algoritmos y herramientas
cla´sicas de bioinforma´tica (BLAST, algoritmo de reduccio´n de homologı´a de Hobohm,
similitud sema´ntica de Jiang y Conrath, etc); sistema de aprendizaje de a´rboles de
decisio´n relacionales (TILDE); o WARMR+CLUS como combinacio´n de algoritmos
de aprendizaje hı´brido (relacional y proposicional) ya utilizada. Tambie´n se usan
repositorios de informacio´n biolo´gica, tanto de bajo nivel como preprocesado, para
construir o procesar los conjuntos propios de datos. Es decir, se reutilizan componentes
esta´ndar existentes y se combinan segu´n los requisitos de cada problema a resolver, sin
necesidad de construir para cada tarea independiente de la tesis un sistema computacional
propio, con menos potencial que los ya desarrollados y refinados a lo largo del tiempo.
10.2. Contribuciones
Esta seccio´n expone las aportaciones que realiza esta tesis en el a´mbito cientı´fico y en la
comunidad de Aprendizaje Automa´tico.
Las aportaciones en Biologı´a son:
Los dos conjuntos de predicciones a verificar en el laboratorio, de asociaciones
funcionales entre pares de proteı´nas en E.coli y de extensio´n de rutas en humanos,
estando algunas apoyadas por anotaciones de bases de datos de referencia y por la
literatura cientı´fica, como las proteı´nas relacionadas con el telo´mero y las integrinas.
La interpretacio´n de las predicciones mencionadas, que puede ayudar a comprender
mejor el funcionamiento de los sistemas biolo´gicos, principalmente a trave´s de las
relaciones.
Un me´todo para complementar la prediccio´n de asociaciones funcionales entre pares de
proteı´nas que, frente a otros enfoques populares y exitosos como STRING, es adecuado
para aportar conocimiento sobre el desconocido y exigente grupo de proteı´nas poco
caracterizadas experimentalmente.
Una medida integrada de fiabilidad de la prediccio´n automa´tica de asociaciones
funcionales entre pares de proteı´nas en E.coli, que evita consultar los resultados de cada
me´todo por separado, si no se esta´ interesado en los detalles.
Un me´todo para asignar un nivel de calidad a la prediccio´n de interacciones proteı´na-
proteı´na con te´cnicas de experimentacio´n masiva, las cuales originalmente carecen de
medida de confianza.
Un me´todo para extender rutas biolo´gicas en humanos novedoso e interesante por basarse
principalmente en caracterı´sticas de la secuencia.
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Las contribuciones cientı´ficas en el a´rea computacional son:
Un modelo de datos multi-relacional con el que representar el conocimiento de Biologı´a
Molecular para anotacio´n funcional. Este modelo se puede aplicar para representar
un subconjunto cualquiera de entidades y relaciones biolo´gicas, y realizar anotacio´n
funcional en cualquier otro vocabulario, con Aprendizaje Automa´tico o incluso otra
te´cnica. La anotacio´n funcional se define en un sentido amplio, abarcando tambie´n la
prediccio´n de pertenencia de una proteı´na a un grupo.
Las estrategias de aplicacio´n del AA segu´n las caracterı´sticas del problema biolo´gico.
Se trata del planteamiento de otras te´cnicas, representaciones y configuraciones en
Aprendizaje Automa´tico para ser aplicado a otros dominios de anotacio´n funcional
o tambie´n fuera de la Biologı´a. Segu´n los objetivos y caracterı´sticas del problema,
se sugiere el uso de una estrategia o aproximacio´n concreta. Por ejemplo, usar
una representacio´n relacional o proposicional, un multi-clasificador o clasificadores
individuales, co´mo gestionar los valores desconocidos o que´ variante de representacio´n
de relaciones multi-valuadas elegir, entre otras.
La combinacio´n de sistemas computacionales ya existentes, para la prediccio´n de
asociaciones funcionales por pares.
Una medida de probabilidad para reordenar reglas de decisio´n, priorizando un criterio
adicional, como es la diversidad molecular (en la figura 7.5).
La bu´squeda de las estrategias, algoritmos, te´cnicas de evaluacio´n, criterios de poda,
me´todo de evasio´n de homologı´a, etc. adecuadas para resolver los dos problemas
afrontados.
Las contribuciones tangibles a la comunidad de Aprendizaje Automa´tico son:
Los dos conjuntos de datos para el aprendizaje. Los conjuntos de datos biolo´gicos no
estaban definidos a priori, por lo que ha sido necesario construirlos e ir definiendo
los lı´mites para refinarlos a lo largo de la tesis. Ambos conjuntos se pueden utilizar
para evaluar otros algoritmos, de forma gene´rica o con un propo´sito especı´fico, como
la gestio´n de clases des-balanceadas. Por separado, el conjunto para la prediccio´n de
asociaciones funcionales entre pares de proteı´nas en E.coli es u´til para evaluar la gestio´n
eficiente de valores desconocidos. Por su parte, el conjunto de datos de rutas biolo´gicas
es un conjunto no redundante para tareas de clasificacio´n multi-clase y multi-etiqueta,
con pocas instancias y un gran desbalanceo de distribucio´n entre clases. Este u´ltimo
conjunto es reutilizable ma´s alla´ de una simple evaluacio´n basada en entrenamiento
y test, porque la informacio´n que contiene es ma´s rica, y estructurada en mo´dulos
relacionales, de forma que se puede simplificar o ampliar fa´cilmente para su uso en
aprendizaje relacional, o incluso proposicional.
Las diferentes opciones de extraccio´n de patrones frecuentes en el proceso de
transformacio´n de representacio´n relacional a proposicional. En trabajos previos con
aplicaciones biolo´gicas [Clare et al., 2006; Vens et al., 2008] siempre se han extraı´do los
patrones frecuentes en todas las clases a la vez. Sin embargo, en esta tesis se propone la
posibilidad de extraer los patrones frecuentes en cada clase por separado, pudiendo luego
juntarlos con los del resto de clases para realizar un aprendizaje proposicional conjunto,





Existen muchas investigaciones todavı´a pendientes en anotacio´n funcional en Biologı´a Mo-
lecular. Porque es un a´rea muy amplia, no existe ningu´n me´todo gene´rico, ni aproximaciones
particulares que resuelvan todos los problemas de anotacio´n funcional existentes, ni siquiera
en esta tesis se abarca el uso de la Biologı´a de Sistemas en todos los sentidos posibles. Por lo
tanto, se plantean algunos de los mu´ltiples trabajos futuros que se podrı´an realizar en el mismo
a´mbito de estudio de esta tesis doctoral.
A corto o medio plazo se plantean las siguientes propuestas:
Profundizar en el ana´lisis concreto de las proteı´nas predichas, su relevancia biolo´gica y
su similitud en propiedades de secuencia.
Ampliar el estudio de otros enfoques de disen˜o en la aplicacio´n de Aprendizaje
Automa´tico a otros dominios (presentado en el capı´tulo 8 de esta tesis). Se podrı´an
analizar las opciones en la bu´squeda de reglas de clasificacio´n diversas, la optimizacio´n
de la poda del a´rbol de clasificacio´n, la evaluacio´n basada en similitud sema´ntica en
conjuntos de anotaciones en varios niveles, o las opciones de establecimiento del umbral
de prediccio´n.
Usar otras representaciones hı´bridas ma´s sencillas, aparte de las conjunciones de
predicados relacionales como atributos proposicionales binarios. Por ejemplo, se podrı´an
usar so´lo los predicados simples, sin construir combinaciones complejas, y evaluar si
existe pe´rdida cuantitativa o interpretativa en los resultados.
Aplicar Aprendizaje Relacional directo al problema de prediccio´n de asociaciones
funcionales entre pares de proteı´nas, y compararlo con la solucio´n proposicional
presentada.
Actualizar el predictor de asociaciones funcionales entre pares de proteı´nas, utilizando
nuevos conjuntos de datos experimentales a pequen˜a escala (ma´s numerosos y fiables),
que han aparecido tras la construccio´n del sistema presentado en la tesis.
Usar nuevas versiones del clasificador bayesiano elegido (AODE) para predecir
asociaciones funcionales entre pares de proteı´nas, evaluando si el enfoque de ampliar
ligeramente la dependencia entre atributos puede mejora los resultados alcanzados.
Como trabajos a largo plazo, se proponen algunas lı´neas futuras:
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Incluir en el proceso de aprendizaje propiedades topolo´gicas de las redes biolo´gicas y
otro conocimiento derivado de la teorı´a de grafos. Analizar en el contexto de las redes
las predicciones de interacciones y asociaciones funcionales obtenidas.
Usar agregados como fuente adicional de informacio´n relacional, que recopilen
caracterı´sticas globales de un conjunto de proteı´nas relacionadas por algu´n criterio.
Aunque los patrones frecuentes se pueden considerar agregados, otra alternativa serı´a,
por ejemplo, incluir la moda de anotacio´n en familias de dominios de las proteı´nas
pertenecientes a una ruta biolo´gica.
Reutilizar un subconjunto de los datos relacionales recopilados para la prediccio´n de
rutas biolo´gicas, y usarlos para la anotacio´n funcional de proteı´nas humanas en otro
vocabulario de anotacio´n, como por ejemplo la implicacio´n en enfermedades.
Aplicar el modelo de representacio´n de datos biolo´gicos a un problema en Biologı´a
de Sistemas, con nuevas relaciones (procedentes de microarrays o tecnologı´as de
secuenciacio´n de nueva generacio´n, etc.), y disen˜ar su resolucio´n siguiendo las
sugerencias expuestas en el capı´tulo 8 de esta tesis.
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Anotacio´n Funcional del Genoma y
Proteoma
En los siguientes apartados se presenta de forma breve que´ es anotar funcionalmente,
que´ tipos de anotaciones existen, y co´mo anotar (me´todos).
B.1. Definicio´n de Anotacio´n
La anotacio´n funcional consiste en asignar informacio´n biolo´gica a secuencias de genes
y de productos gene´ticos, principalmente proteı´nas y ARN [Stein, 2001]. Se puede hablar
indistintamente de la anotacio´n de genoma, de proteoma o de otro producto gene´tico.
La secuenciacio´n ahora es ra´pida y barata, generando el mapa geno´mico de muchas
especies, pero sin saber cua´l es la funcio´n de cada gen y proteı´na. En algunos casos tambie´n
se conoce la estructura, pero no se sabe la funcio´n. La distancia entre el conocimiento del
genoma y la anotacio´n del mismo esta´ creciendo en gran medida [Rost et al., 2003; Friedberg,
2006; Hawkins and Kihara, 2007]. Se necesita saber en que´ tarea participa cada gen y proteı´na,
cua´les son los implicados en cada tarea del metabolismo, para conocer do´nde actuar en caso de
mal-funcio´n o enfermedad. La informacio´n biolo´gica a asignar puede ser muy diversa, segu´n
se expone en la seccio´n 2.4.1.
B.2. Vocabularios de Anotacio´n
Un vocabulario de anotacio´n es un conjunto de te´rminos definidos para describir las
funciones de los genes y productos gene´ticos dentro de un mismo a´mbito.
Los vocabularios se dividen en distintas categorı´as, que no coinciden necesariamente con
los distintos niveles de funcio´n (descritos en la seccio´n anterior), tendiendo a existir ma´s de una
categorı´a por cada nivel. Algunos ejemplos de categorı´as de anotacio´n son: funcio´n molecular,
localizacio´n celular, dominio de proteı´na, asociacio´n con una enfermedad, participacio´n en una
ruta metabo´lica, etc.
Algunos vocabularios son simples listas planas de te´rminos, otros esta´n organizados en
niveles, otros presentan alguna relacio´n padre-hijo o de inclusio´n entre te´rminos, y otros incluso
esta´n distribuidos en jerarquı´as. Existen muchos cata´logos diferentes para la misma o diferentes
categorı´as [Ouzounis et al., 2003]. Unos esta´n asociados a genes y proteı´nas individuales, otros
a conjuntos de ellos, y otros a ambos. En general, para cualquier vocabulario de anotacio´n
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existen muchas bases de datos biolo´gicas, especı´ficas y tambie´n solapadas entre ellas [Galperin
and Ferna´ndez-Sua´rez, 2011].
No siendo el objetivo de este anexo presentar una lista exhaustiva, debido a la gran cantidad
de vocabularios que existen, a continuacio´n se presentan so´lo las categorı´as de anotacio´n
a las que se hace referencia en este documento y los vocabularios correspondientes ma´s
relacionados:
Asociaciones funcionales entre pares de proteı´nas y rutas biolo´gicas: Estos dos tipos
de relaciones tambie´n se pueden considerar anotaciones funcionales, a la vez que usarlas
como entrada para predecir otras categorı´as de anotacio´n. Estas categorı´as de anotacio´n
ya se han descrito en detalle, en la seccio´n 2.4.3, junto con sus correspondientes
vocabularios.
Funcio´n molecular: Las funciones moleculares de un gen o producto gene´tico son las
tareas que hace o las habilidades que tiene. Por ejemplo, transportar, enlazar o modificar
alguna mole´cula. El primer vocabulario de funcio´n molecular desarrollado fue Enzyme
(EC) [Bairoch, 2000], disen˜ado para describir so´lo la actividad enzima´tica. FunCat
(MIPS Functional Catalogue) [Ruepp et al., 2004] extiende la idea a ma´s proteı´nas
y funciones a trave´s de su cata´logo de clasificacio´n. Gene Ontology (GO) [Ashburner
et al., 2000] es otro vocabulario de funcio´n, siendo el ma´s usado y conocido en Biologı´a
Molecular, aunque no sea completo. Esta´ estructurado en forma de ontologı´a, como grafo
acı´clico. GO tambie´n incluye otros dos vocabularios, en ontologı´as separadas, sobre
procesos biolo´gicos (asociados a grupos) y localizacio´n celular (asociada a elementos
individuales). Adema´s, existen versiones reducidas (GOSlim), una gene´rica y otras
especı´ficas para algunas especies, incluyendo menos te´rminos pero ma´s generales. Estos
vocabularios simplificados pueden ser u´tiles en tareas de clasificacio´n con Aprendizaje
Automa´tico, te´cnicas para las cuales es muy difı´cil predecir con cientos o miles de clases
diferentes.
Familias y dominios: Las familias incluyen diferentes proteı´nas relacionadas evolutiva-
mente, y pueden ser agrupaciones de dominios de proteı´na tı´picos en la naturaleza, que
proporcionan alguna evidencia sobre la funcio´n con la que esta´n asociadas. Por lo tanto,
las familias y dominios tambie´n se consideran anotaciones funcionales. Estos patrones de
secuencia se extraen de alineamientos de secuencia mu´ltiples de segmentos, patrones de
expresiones regulares o modelos ocultos de Markov (del ingle´s, Hidden Markov Models,
HMMs) [Yoon, 2009]. Los resultados se almacenan en bases de datos o vocabularios
de categorı´as de dominios y familias con distintos enfoques, como PRINTS [Attwood,
2002], PROSITE [Sigrist et al., 2010] o Pfam [Finn et al., 2010]. InterPro [Hunter et al.,
2009] es un recurso integrado de familias de proteı´nas, dominios y sitios funcionales,
que combina informacio´n de varias de las anteriores, siendo la base de datos de domi-
nios ma´s exhaustiva y potente. Pfam e InterPro son dos de los vocabularios con mayor
cobertura de anotacio´n del proteoma.
A pesar de la larga lista de vocabularios de anotacio´n existente, tambie´n se podrı´a
desarrollar un me´todo de prediccio´n de anotacio´n funcional sobre un vocabulario nuevo, creado
para unas necesidades especı´ficas no cubiertas con ninguno previo.
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Debido a la complejidad y amplitud de las funciones de genes y proteı´nas, la asignacio´n de
funcio´n a un producto gene´tico no caracterizado se podrı´a enfocar desde distintas direcciones.
Dentro de los me´todos de anotacio´n, en primer lugar, hay que diferenciar entre la anotacio´n
experimental y la prediccio´n de anotacio´n computacional. Las te´cnicas experimentales de
anotacio´n son costosas en recursos y tiempo invertido. Requieren la dedicacio´n de expertos
cientı´ficos experimentalistas para el disen˜o, preparacio´n de muestras, ejecucio´n de pruebas
y ana´lisis, utilizando quı´micos y materiales biolo´gicos en un laboratorio cla´sico; frente
a los laboratorios informa´ticos o de ordenadores, compuestos u´nicamente de elementos
de silicio, menos costosos y de ejecucio´n mucho ma´s veloz. Las te´cnicas experimentales
proporcionan una anotacio´n real del gen o producto gene´tico considerado, mientras que las
te´cnicas computacionales so´lo pueden dar una prediccio´n, con mayor o menor fiabilidad,
pero que no se puede considerar como una anotacio´n verificada. No obstante, las te´cnicas
computacionales se presentan como una alternativa u´til en los u´ltimos an˜os [Pavlidis et al.,
2002], debido a las limitaciones ya comentadas en las te´cnicas experimentales. Ası´, las te´cnicas
computacionales de prediccio´n de anotacio´n proporcionan una serie de anotaciones predichas,
las anotaciones ma´s probables, que sera´n las prioritarias para ser verificadas experimentalmente
en los laboratorios cla´sicos [Pen˜a-Castillo et al., 2008].
Para afrontar la anotacio´n funcional de genomas y proteomas existen multitud de me´todos
computacionales. Dependiendo del organismo, el nivel de funcio´n definido, el vocabulario,
la evidencia utilizada, etc. se pueden utilizar muchos me´todos ad-hoc, restringidos a un
subconjunto de elementos biolo´gicos, al igual que en otras a´reas bioinforma´ticas. Cada
me´todo se aplica con unas determinadas caracterı´sticas y sobre una determinada especie, cuyo
planteamiento especı´fico tendrı´a que modificarse en gran medida si se cambia alguna de las
limitaciones o consideraciones.
A continuacio´n se presenta una posible clasificacio´n de los distintos enfoques de prediccio´n
de anotacio´n funcional considerados en Biologı´a Computacional [Rost et al., 2003; Friedberg,
2006; Hawkins and Kihara, 2007]. Esta clasificacio´n se basa en las evidencias funcionales
(o informacio´n asociada al producto gene´tico) que utilizan los me´todos. Los vocabularios de
anotacio´n (seccio´n B.2) son tambie´n un subconjunto de los posibles tipos de informacio´n
asociada a un producto gene´tico. No obstante, a la hora de hacer prediccio´n funcional, se
necesita ortogonalidad entre los atributos de entrada (evidencias funcionales) y el objetivo de
prediccio´n (vocabulario de anotacio´n), para no sesgar la prediccio´n con datos comunes en la
entrada y la salida. Muchas veces hay relaciones indirectas y desconocidas (procedentes de la
homologı´a) que hay que evitar para no sesgar el me´todo (ver un ana´lisis ma´s detallado en el
capı´tulo 8).
B.3.1. Prediccio´n basada en Similitud de Secuencia (u Homologı´a)
La te´cnica ba´sica para anotar nuevos genomas en biologı´a computacional es el me´todo
comparativo. La geno´mica comparativa [Hardison, 2003] pretende descubrir las funciones de
un gen por comparacio´n de mu´ltiples secuencias geno´micas [Bandyopadhyay et al., 2007],
basa´ndose en el principio evolutivo que afirma que las funciones codificadas en el genoma se
conservan a trave´s de las especies.
Los principios fundamentales de la geno´mica comparativa son sencillos [Hardison,
2003]. Las caracterı´sticas comunes entre dos especies se codifican en los fragmentos de
ADN conservados. Ma´s especı´ficamente, las secuencias de ADN que codifican las proteı´nas
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responsables de las funciones conservadas desde el u´ltimo ancestro comu´n de las especies,
deben estar presentes en las secuencias geno´micas actuales. Igualmente, se deben conservar las
secuencias de ADN que controlan la expresio´n de los genes regulados de forma similar en dos
especies relacionadas. Por el contrario, las secuencias que codifican (o controlan la expresio´n
de) las proteı´nas responsables de las diferencias entre especies deben ser divergentes.
Aplicar la geno´mica comparativa a la prediccio´n de anotacio´n funcional consiste en
comparar la secuencia de un nuevo gen o proteı´na con el resto de secuencias ya anotadas,
de una misma o diferente especie, para inferir la nueva anotacio´n a partir de las secuencias
anotadas que tengan un mayor grado de similitud. Es decir, utilizar el conocimiento previo de
anotaciones de secuencias completas o fragmentos, para determinar la funcio´n biolo´gica de una
secuencia desconocida.
El concepto de homologı´a, desde un punto de vista evolutivo, indica que una misma
caracterı´stica presente en dos especies diferentes procede de un ancestro comu´n [Lankester,
1870]. En biologı´a molecular evolutiva se aplica el te´rmino homologı´a para identificar la
similitud o grado de identidad entre secuencias, de nucleo´tidos o aminoa´cidos. El grado de
identidad permite presuponer un origen evolutivo comu´n de las secuencias que se comparan
[Saladrigas, 2006]. Se dice que dos secuencias son homo´logas cuando tienen un porcentaje
de identidad de secuencia elevado, en una porcio´n relevante de la secuencia. La homologı´a se
puede separar a su vez en los conceptos de paralogı´a y ortologı´a, dependiendo si las secuencias
similares comparadas son de la misma o de distinta especie, respectivamente. Ası´, comparten
funcio´n por un proceso de duplicacio´n de la secuencia dentro del mismo organismo de una
especie (para´logos) o por un proceso de especiacio´n a partir de un ancestro comu´n (orto´logos)
a lo largo del proceso evolutivo. No obstante, no hay que confundir la identidad (absoluta) de
secuencia con la similitud (relativa) de secuencia. Esta u´ltima permite ma´s flexibilidad en la
comparacio´n y establece diferentes grados en la sustitucio´n de un nucleo´tido o aminoa´cido por
otro en la misma posicio´n de la secuencia.
Ası´, el enfoque de prediccio´n basado en similitud de secuencia consiste en buscar la
secuencia ma´s similar a una proteı´na dada desconocida, a la que se le asigna la anotacio´n
de la proteı´na similar encontrada. El algoritmo o me´todo ba´sico de bu´squeda de secuencias
similares por pares es el famoso y eficiente BLAST (del ingle´s, Basic Local Alignment
Search Tool) [Altschul et al., 1990], que encuentra regiones de similitud entre miles de
secuencias, tanto de nucleo´tidos como de aminoa´cidos, calculando la relevancia estadı´stica
de los emparejamientos. Existen mu´ltiples especializaciones de BLAST [Ye et al., 2006]
y me´todos que an˜aden informacio´n adicional a la homologı´a. Otro me´todo precursor muy
conocido es FASTA [Pearson and Lipman, 1988]. No obstante, para anotacio´n funcional en
realidad la te´cnica ma´s utilizada es la evolucio´n de las bu´squedas por pares, es decir, los
alineamientos mu´ltiples de secuencia (del ingle´s, Multiple Sequence Alignment, MSA), que
contienen informacio´n evolutiva que las comparaciones por pares no tienen. Existen mu´ltiples
algoritmos, enfoques y mejoras progresivas para calcular dichos alineamientos [Do and Katoh,
2008].
El enfoque basado en similitud es el ma´s extendido para anotar funcionalmente. Pero con el
paso del tiempo, la similitud no es suficiente para asignar anotacio´n, porque empieza a anotar
menos secuencias y muchas veces amplifica errores existentes. Porque si las proteı´nas buscadas
tienen una mala anotacio´n (por una asignacio´n equivocada), la prediccio´n por similitud tambie´n
sera´ erro´nea, propagando el error. Con el crecimiento exponencial de secuencias, tambie´n crece
su diversidad, y las secuencias conocidas anotadas no sirven porque no se parecen lo suficiente
a las nuevas [Friedberg, 2006]. Por lo tanto, surgen los enfoques descritos en los siguientes
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apartados.
B.3.2. Prediccio´n basada en Similitud Estructural
Se puede extender el concepto de similitud de secuencia a similitud estructural,
comparando estructuras tridimensionales de proteı´nas (si esta´n disponibles) en vez de
secuencias lineales, pero conservando el nu´cleo de significacio´n de similitud por evolucio´n
comu´n. La estructura se conserva ma´s que la secuencia, por lo que proteı´nas con poca o ninguna
similitud de secuencia pueden tener similitud de estructura, lo que permite aplicar este enfoque.
Estos me´todos confı´an en el contenido de PDB (del ingle´s, Protein Data Bank) [Berman et al.,
2000], donde buscan las estructuras a comparar.
B.3.3. Prediccio´n basada en Patrones de Secuencia o Estructura
Muchas veces las funciones no dependen de la secuencia o estructura completa, sino de una
pequen˜a regio´n altamente conservada. Por lo tanto, en muchos casos, basta con identificar un
patro´n caracterı´stico en la secuencia o en la estructura, que es la que se asocia con la funcio´n. En
distintas proteı´nas existen tipos de dominios similares, que han seguido un proceso evolutivo
comu´n, que se suelen agrupar en familias. Ası´, se trata de buscar dominios y familias comunes
para anotar una proteı´na. Se pueden consultar ma´s detalles sobre estas aproximaciones en
[Friedberg, 2006; Hawkins and Kihara, 2007].
B.3.4. Prediccio´n basada en Asociacio´n o Contexto Geno´mico
La filogeno´mica indica que hay que tener en cuenta la historia evolutiva de los posibles
homo´logos cuando se usa la similitud para asignar funcio´n. En la pra´ctica, significa transferir
la anotacio´n del orto´logo ma´s cercano, no de la secuencia ma´s similar. Se suelen denominar
me´todos basados en filogene´tica, y se deberı´an aplicar cuando BLAST devuelve ma´s de una
anotacio´n, discriminando la correcta con el uso de la historia evolutiva de los homo´logos en
cuestio´n. Son me´todos que usan la secuencia, pero no usan la transferencia de funcio´n por
similitud directamente.
La organizacio´n del gen es una fuente de evidencias funcionales, dentro del organismo y
entre especies. Se pueden diferenciar tres asociaciones geno´micas diferentes relacionadas con
la funcio´n: la similitud de perfiles filogene´ticos, la proximidad cromoso´mica y los eventos de
fusio´n de genes o dominios. Una de estas tres evidencias o varias se utilizan en los me´todos
de prediccio´n de funcio´n, haciendo corresponder los perfiles de proteı´nas desconocidas con los
perfiles de las que ya esta´n anotadas.
El perfil filogene´tico de un gen es un vector booleano, con un 1 si tiene homo´logo en un
genoma (especie) dado y un 0 si no lo tiene. Ası´, se considera que dos proteı´nas con el
mismo, o muy cercano perfil han evolucionado juntas, y probablemente este´n asociadas
funcionalmente [Pellegrini et al., 1999].
En genomas procariotas existen ma´s evidencias semejantes que se suelen utilizar en
prediccio´n basada en contexto geno´mico, porque los genes asociados funcionalmente
suelen estar cercanos en el cromosoma u´nico, para facilitar una transcripcio´n comu´n
[Dandekar et al., 1998].
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Si dos genes pueden fusionarse dentro de un mismo gen, aunque como dos dominios
diferentes, tambie´n se muestra una clara asociacio´n funcional [Enright et al., 1999;
Marcotte et al., 1999].
B.3.5. Prediccio´n basada en Redes de Interaccio´n
En estos me´todos, a partir de un conjunto de interacciones y asociaciones funcionales
experimentales o predichas, inicialmente se construye la red, y despue´s se necesita realizar un
ana´lisis para extraer la funcio´n de los elementos de la red, para asignar funcio´n a las proteı´nas
desconocidas de la misma, porque es razonable que compartan funcio´n con sus parejas de
interaccio´n o asociacio´n funcional.
Los principales enfoques para este ana´lisis [Sharan et al., 2007] son: 1) la asignacio´n de la
funcio´n de los vecinos ma´s cercanos de la red y 2) la agrupacio´n de elementos de la red a los que
se asigna una funcio´n comu´n. Como ejemplo avanzado del primer enfoque [Chua et al., 2006],
se puede explorar toda la red, en lugar de consultar so´lo las funciones de las dos o tres proteı´nas
ma´s pro´ximas, y asignar diferentes pesos en funcio´n de la distancia a las proteı´nas anotadas y
la frecuencia de la funcio´n en la red. Como ejemplo del segundo, Prodistin [Brun et al., 2003]
realiza una agrupacio´n jera´rquica basada en una medida de distancia ma´s elaborada que el
camino ma´s corto entre pares de proteı´nas, aplica´ndolo a varias especies, incluida la humana.
Adema´s esta´ disponible en una aplicacio´n web [Baudot et al., 2006].
Adema´s, se ha demostrado que las interacciones detectadas por te´cnicas experimentales
masivas contienen muchos falsos positivos [von Mering et al., 2002]. A la hora de predecir
funcio´n, estas interacciones (y la prediccio´n de funcio´n que derive de ellas) deberı´an
considerarse de menos calidad, cuando generalmente se tratan todas igual.
B.3.6. Prediccio´n basada en Co-expresio´n
Los microarrays examinan los patrones de expresio´n de cientos o miles de genes a la
vez. Desde su desarrollo en 1995 [Schena et al., 1995], esta tecnologı´a se ha convertido en
un me´todo experimental esta´ndar en un gran rango de a´mbitos de investigacio´n biolo´gica,
empezando actualmente a sustituirse por la secuenciacio´n de nueva generacio´n (del ingle´s,
Next Generation Sequencing, NGS) [Mardis, 2011].
De los datos de intensidad de la expresio´n de genes se pueden extraer grupos estadı´stica-
mente significativos que probablemente esta´n involucrados en un proceso biolo´gico coordina-
do [Chen, 2007]. Ası´, genes de funcio´n desconocida, que se co-expresan con genes conocidos,
pueden ser anotados con la funcio´n del segundo por esta asociacio´n. Este me´todo es u´til para
predecir funcio´n de proceso biolo´gico o celular, no funcio´n molecular o bioquı´mica.
B.3.7. Prediccio´n basada en Minerı´a de Textos
Estos me´todos tratan de extraer conocimiento del ana´lisis automa´tico de la literatura
cientı´fica biome´dica, mediante te´cnicas de procesamiento del lenguaje natural u otras diferentes
[Krallinger et al., 2010]. Con esta base, por ejemplo, cuando los identificadores de genes o
proteı´nas aparecen verbalmente asociados en un texto, en diferentes grados, se puede realizar
la transferencia de anotacio´n entre ambos [Hoffmann and Valencia, 2004].
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B.3.8. Prediccio´n basada en Propiedades Extraı´das de la Secuencia
En este caso, la entrada se limita a la secuencia de nucleo´tidos o aminoa´cidos, sobre
la que se aplican ca´lculos sencillos y algoritmos simples, para obtener diferentes atributos.
Se incluyen desde para´metros fı´sicos y quı´micos (peso molecular, longitud de la secuencia,
composicio´n de nucleo´tidos o aminoa´cidos, carga ele´ctrica, etc.), similares a los extraı´dos
de la herramienta ProtParam [Gasteiger et al., 2005], hasta modificaciones post-traduccio´n y
localizacio´n subcelular [Jensen et al., 2003b; Lee et al., 2007; Juncker et al., 2009]. Ası´, algunos
enfoques de Aprendizaje Automa´tico reducen la entrada a atributos nume´ricos [Jensen, 2002]
aplicando redes de neuronas [Jensen et al., 2003a] o ma´quinas de vector de soporte [Lee et al.,
2009], te´cnicas sub-simbo´licas con salida poco interpretable, pero muy usadas en Biologı´a
Computacional.
La prediccio´n de funcio´n basada so´lo en caracterı´sticas de la secuencia es la opcio´n ma´s
restrictiva (en datos disponibles y condiciones a comprobar) dentro de la anotacio´n funcional,
y por tanto la ma´s compleja y de las menos afrontadas. Es por ello que no hay que confundir
me´todos basados en caracterı´sticas (procedentes so´lo de la secuencia o no) con me´todos en
ausencia de homologı´a.
Para que la prediccio´n de funcio´n basada en propiedades de la secuencia pueda ser aplicable
en ausencia de homologı´a, no deberı´a contener ninguna informacio´n de similitud con otros
genes o proteı´nas, por homologı´a directa o indirecta. En la mayorı´a de me´todos hı´bridos,
aunque se trate de prediccio´n basada en caracterı´sticas, se incluyen atributos calculados a partir
de algu´n tipo de relacio´n de homologı´a (anotaciones de dominios, prediccio´n de estructura
secundaria usando datos de similitud de secuencia, etc). Al eliminar estas anotaciones, que
muchas veces proceden de experimentos en otra especie y que se extrapolan automa´ticamente
por homologı´a a las bases de datos de anotacio´n del resto de especies, se restringe notablemente
la cantidad de informacio´n a usar en la prediccio´n. Usar informacio´n procedente de esta
homologı´a indirecta (por anotaciones) mejora notablemente la prediccio´n. Sin embargo,
la prediccio´n no serı´a necesaria si a partir de dicha anotacio´n se puede deducir la clase
directamente.
B.3.9. Me´todos Hı´bridos
Estos me´todos utilizan diferentes enfoques para combinar e integrar muchos tipos de
fuentes de datos diferentes, tales como caracterı´sticas de la secuencia, prediccio´n de estructura
secundaria y estructura terciaria, anotaciones de dominios y familias, rutas metabo´licas,
patrones de expresio´n, redes de interaccio´n, etc. Algunos ejemplos son [Al-Shahrour et al.,
2006] (Babelomics), [Clare et al., 2006], [Tetko et al., 2008] y [Linghu et al., 2009]. Cabe
mencionar tambie´n el sistema DAVID [Dennis et al., 2003] en este apartado, porque usa como
entrada varias fuentes de anotaciones; aunque no es estrictamente un me´todo de prediccio´n,
sino que calcula las anotaciones enriquecidas en una lista de genes no caracterizada, comparada
con un conjunto de genes ya anotados.
Otros aspectos de la anotacio´n funcional
El resto de vocabularios distintos del objetivo de anotacio´n funcional, se pueden utilizar
como informacio´n de contexto para predecir la salida. Por ejemplo, si el objetivo es anotar
el genoma de una especie con las enfermedades en las que puede estar involucrado cada uno
de sus genes, como datos de entrada se pueden utilizar el resto de categorı´as de anotacio´n
de las que se tenga informacio´n disponible: rutas metabo´licas y redes de interaccio´n a las
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que pertenece, tipos de dominios y familias de proteı´nas en las que se clasifica, funciones
moleculares, localizacio´n celular, perfiles de expresio´n ge´nica, etc. No obstante, hay que tener
en cuenta que cualquier combinacio´n de atributos de entrada no es va´lida. La informacio´n de
contexto y el objetivo de prediccio´n deben ser ortogonales. Es decir, dado que en biologı´a
todos los elementos esta´n muy relacionados entre sı´, hay que usarlos cuidadosamente, para
evitar predecir algo evidente, como puede ser predecir una categorı´a de anotacio´n en funcio´n
de otras con las que mantiene una relacio´n de implicacio´n directa o indirecta. Por ejemplo, no
serı´a u´til predecir a que´ complejo de proteı´nas pertenece una nueva proteı´na dada, utilizando
como conocimiento de contexto las interacciones proteı´na-proteı´na, ya que los complejos se
construyen a partir de dichos pares.
Tambie´n hay que tener en cuenta que para distintas especies no hay la misma informacio´n
disponible en las bases de datos. Puede haber menos, ma´s, o tener que buscar en una base de
datos especializada en cada especie de forma independiente (por ejemplo, EcoCyc [Keseler
et al., 2005] para E.coli, SGD (del ingle´s, Saccharomyces Genome Database) [Cherry et al.,
1998] para Saccharomyces cerevisiae, o FlyBase [Tweedie et al., 2009] para Drosophila
melanogaster); o incluso especializada en un tipo de datos concreto en una especie, como
HPID (del ingle´s, Human Protein Interaction Database) [Han et al., 2004] que contiene so´lo
datos sobre asociaciones entre proteı´nas humanas.
Toda esta informacio´n asociada a los productos gene´ticos esta´ almacenada en mu´ltiples
bases de datos diferentes y distribuidas en toda la web. A principios de cada an˜o la revista
Nucleic Acids Research presenta una revisio´n de todas las bases de datos disponibles para
biologı´a molecular [Galperin and Ferna´ndez-Sua´rez, 2011]. La mayorı´a son de acceso pu´blico,
aunque existen algunas que pueden requerir un registro previo para bu´squedas ma´s detalladas
(por ejemplo, STRING [Jensen et al., 2009]). Los formatos de acceso a los datos son variados,
sobresaliendo la interfaz web como el mayoritario, aunque tambie´n se pueden encontrar
simples ficheros de texto plano o tabulados.
Aunque en general se accede directamente a cada base de datos en la que se este´ interesado,
para obtener los datos de forma ma´s fiable y actualizada, tambie´n existen algunos sistemas web
que integran varias fuentes. Por ejemplo, BioMart [Smedley et al., 2009] que integra los datos
de los genes y proteı´nas de una de las principales fuentes de secuencias como es Ensembl
[Flicek et al., 2010], o los recursos bioinforma´ticos DAVID [Dennis et al., 2003], que permiten
obtener datos variados de un grupo de genes o de uno concreto. Estos sistemas facilitan la
extraccio´n de informacio´n, evitando tener que ir a las bases de datos independientes para cada
tipo de informacio´n. Aunque si las condiciones en las cuales la herramienta recopila, almacena
y presenta la informacio´n no coinciden con el planteamiento del problema, no es adecuado
utilizarla para alcanzar el objetivo buscado.
B.4. Me´todos de Determinacio´n de Interaccio´n o Asociaciones
Funcionales por Pares
La forma tradicional de detectar interacciones sigue procedimientos experimentales
ejecutados en laboratorios biolo´gicos. Puesto que la aplicacio´n de estos me´todos es costosa
en tiempo y recursos, en los u´ltimos an˜os ha surgido un intere´s creciente en el uso de me´todos
computacionales de prediccio´n, que consiguen reducir dichos costes, permitiendo priorizar las
interacciones ma´s probables.
En esta seccio´n se revisan los me´todos de anotacio´n especı´ficos para interacciones y
asociaciones funcionales de proteı´nas por pares, tanto experimentales como computacionales.
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B.4.1. Me´todos Experimentales
Aparte de los experimentos a pequen˜a escala, disen˜ados individualmente para identificar
un conjunto pequen˜o de interacciones concretas, existen dos te´cnicas ba´sicas experimentales
de determinacio´n de interacciones que se pueden aplicar de forma masiva [Causier, 2004]: el
me´todo de los dos hı´bridos en levadura (del ingle´s, yeast two-hybrid) y la co-precipitacio´n y
espectrometrı´a de masas.
El me´todo de los dos hı´bridos [Fields and kyu Song, 1989; Ito et al., 2001] utiliza la premisa
descubierta por Fields y Song en levadura, consistente en que los factores de transcripcio´n en
eucariotas son modulares. Es decir, que la transcripcio´n se produce sin necesidad de que el
dominio de activacio´n este´ unido fı´sicamente con el dominio de enlace al ADN, sino so´lo
conectados indirectamente a trave´s de dos proteı´nas que interaccionan, unidas cada una a uno
de los dominios del factor de transcripcio´n de la levadura. El proceso de fusio´n de dominios
para formar el factor de transcripcio´n se produce in vivo, dentro del organismo de la levadura.
Posteriormente se comprueba si el producto resultante de la transcripcio´n esta´ presente en el
organismo para verificar la existencia de la interaccio´n fı´sica.
En el me´todo de espectrometrı´a de masas [Gavin et al., 2002; Ho et al., 2002], se
sigue un proceso en el que primero se etiquetan las proteı´nas problema para identificarlas
posteriormente, y se deja que formen complejos fı´sicos libremente. A continuacio´n se separan
los componentes del complejo por purificacio´n de afinidad, se obtienen pe´ptidos de cada
componente, y e´stos se identifican mediante las te´cnicas propias de espectrometrı´a de masas,
comparando su masa con los registros en bases de datos.
Ambas te´cnicas se comparan en la tabla B.1.
Tabla B.1: Comparativa entre me´todos experimentales a gran escala.
Me´todo de los hı´bridos (Y2H) Espectrometrı´a de masas (MS)
Detecta interacciones: Detecta interacciones:
- binarias - en complejos (grandes)
- de´biles y transitorias - abundantes y estables
- fı´sicas directas - fı´sicas indirectas
In vivo In vitro
Menor nº de interacciones Mayor nº de interacciones (pero indirectas)
Escaso solapamiento entre distintas te´cnicas
Muchos falsos positivos y falsos negativos
B.4.2. Me´todos Computacionales
Los me´todos computacionales de prediccio´n de interacciones y asociaciones funcionales
entre proteı´nas se suelen clasifican en cinco categorı´as, segu´n las evidencias que utilizan.
En este apartado se describe un representante de cada una de estas cinco categorı´as,
correspondientes a las te´cnicas que se utilizan en este trabajo [Valencia and Pazos, 2002],
representadas de forma gra´fica en la Figura B.1.
Perfiles filogene´ticos (PP, Phylogenetic Profiles)
Este me´todo se basa en la similitud de perfiles filogene´ticos, examinando la presencia
o ausencia de los genes en diferentes especies. De forma que si las mismas proteı´nas
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Figura B.1: Representacio´n gra´fica de los 5 me´todos computacionales de prediccio´n usados. (a) PP:
Perfiles filogene´ticos, (b) GC: Conservacio´n de genes adyacentes, (c) GF: Eventos de fusio´n de genes,
(d) MT: Similitud de a´rboles filogene´ticos, (e) I2H: Mutaciones correlacionadas. Fuente: [Valencia and
Pazos, 2002].
se mantienen constantes a lo largo de un conjunto de especies (igual o muy semejante
perfil), esto es indicativo de que ambas son necesarias para realizar alguna funcio´n
conjunta.
Presenta varios inconvenientes. Por un lado, no asegura la existencia de interaccio´n
fı´sica, sino que so´lo se trata de asociacio´n funcional; y por otro, este me´todo necesita
el genoma completo de todos los organismos implicados, para poder saber si un
determinado gen falta realmente o no.
Un esquema de este me´todo aparece en la Figura B.1(a), y una descripcio´n detallada en
[Pellegrini et al., 1999].
Conservacio´n de genes adyacentes (GC, Gene Context)
Se considera que dos proteı´nas interaccionan o se asocian funcionalmente cuando sus
genes esta´n cercanos en los genomas de varios organismos. Este me´todo se basa en que
se conoce que en los genomas bacterianos los genes adyacentes a veces se expresan a la
vez, y cuando estas relaciones de vecindad se conservan en diferentes especies, pueden
dar lugar a proteı´nas con una misma funcio´n.
El problema de este me´todo es que so´lo puede ser aplicado a organismos procariotas,
B.4. Me´todos de Determinacio´n de Interaccio´n o Asociaciones Funcionales por Pares 199
que es donde se cumple dicha propiedad.
Un esquema de este me´todo aparece en la Figura B.1(b), y una descripcio´n detallada en
[Dandekar et al., 1998].
Eventos de fusio´n de genes (GF, Gene Fusion)
En este caso, se dice que dos proteı´nas de un organismo dado interaccionan o se
asocian funcionalmente si dichas proteı´nas forman parte de una sola proteı´na en otra
especie. Se trata de buscar los mismos dominios de proteı´na en distintas especies, de
forma que en una aparezcan los dominios en distintas proteı´nas, y en otra especie
aparezcan los dos dominios fusionados dentro de la misma proteı´na. Para ello se necesita
buscar previamente secuencias semejantes en mu´ltiples especies, utilizando te´cnicas de
alineamiento mu´ltiple de secuencia.
La desventaja de este me´todo es que los eventos de fusio´n de dominios no ocurren con
frecuencia.
Un esquema de este me´todo aparece en la Figura B.1(c), y una descripcio´n detallada en
[Enright et al., 1999; Marcotte et al., 1999].
Similitud de a´rboles filogene´ticos (MT, MirrorTree)
Este me´todo (MT) y el siguiente (I2H) se basan en la co-evolucio´n de proteı´nas para
determinar la interaccio´n o asociacio´n funcional. Incluso el me´todo PP ya descrito, se
podrı´a decir que se basa en una co-evolucio´n extrema de interdependencia funcional
entre las dos proteı´nas.
En el primer caso se estudia la similitud de sus a´rboles filogene´ticos (los cuales
representan la historia evolutiva de una proteı´na), pues se conoce que las proteı´nas que
interaccionan o se asocian funcionalmente tienen a´rboles ma´s similares entre sı´ que
las que no esta´n asociadas. En primer lugar, se obtiene un alineamiento mu´ltiple de
secuencia, reducido al conjunto de especies comunes en las que aparezcan ambas
proteı´nas del par. De cada alineamiento mu´ltiple de secuencia, asociado a cada una de
las proteı´nas, se construye la correspondiente matriz de distancia entre secuencias. Estas
matrices se utilizan generalmente para construir el a´rbol filogene´tico de la proteı´na. Pero
en este me´todo se utilizan directamente las matrices (en representacio´n de los a´rboles)
para calcular la correlacio´n lineal entre las proteı´nas del par. Ası´, una correlacio´n elevada
entre las matrices se interpreta como indicativo de una alta similitud entre los a´rboles, y
por tanto se considera una asociacio´n funcional.
Este me´todo presenta el inconveniente de que necesita un alineamiento mu´ltiple de
secuencia de calidad, con secuencias de las dos proteı´nas del par en las mismas especies.
Un esquema de este me´todo aparece en la Figura B.1(d), y una descripcio´n detallada en
[Pazos and Valencia, 2001] y en su servidor web [Ochoa and Pazos, 2010].
Mutaciones correlacionadas (I2H, In Silico Two-Hybrid)
En este caso tambie´n se emplea la co-evolucio´n, pero cuantificando el grado de
covariacio´n entre los pares de aminoa´cidos de las proteı´nas (lo cual se denomina
mutaciones correlacionadas). Estas posiciones de la secuencia que cambian tanto en
una como en la otra proteı´na del par que interacciona o se asocia funcionalmente,
pueden ser debidas a modificaciones (mutaciones) compensatorias, para estabilizar
el cambio producido en una proteı´na con el de la otra. Ası´, se contabilizan por
separado las mutaciones, mediante coeficientes de correlacio´n entre cada par de residuos.
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Posteriormente se calcula la probabilidad de interaccio´n, segu´n la comparacio´n de la
distribucio´n de los valores de correlacio´n de las mutaciones intraproteı´na (de cada
proteı´na del par), con la correlacio´n de las mutaciones interproteı´na.
Este me´todo presenta el mismo inconveniente del me´todo MT, necesitando un
alineamiento mu´ltiple de secuencia de calidad.
Un esquema de este me´todo aparece en la Figura B.1(e), y una descripcio´n detallada en
[Pazos and Valencia, 2002].
Todos estos me´todos se basan en informacio´n geno´mica, y en las secuencias de
las proteı´nas. Otros me´todos computacionales de prediccio´n de interaccio´n o asociacio´n
funcional entre proteı´nas se basan en coevolucio´n de dominios [Sprinzak and Margalit, 2001],
coevolucio´n de niveles de expresio´n ge´nica [Fraser et al., 2004] u homologı´a (intero´logos) [Yu
et al., 2004].
B.5. Me´todos de Determinacio´n de Rutas Biolo´gicas
A partir de la combinacio´n de interacciones o asociaciones funcionales por pares,
determinadas segu´n los me´todos descritos en la seccio´n anterior, se pueden derivar rutas
biolo´gicas (definidas en la seccio´n 2.4.3).
La comparacio´n de rutas biolo´gicas reconstruidas para diferentes especies revela flexibili-
dad, con muchas variaciones especı´ficas de la especie. Estas desviaciones de la ruta cano´nica
se pueden usar para identificar dianas de fa´rmacos cuando ciertas enzimas alternativas son es-
pecı´ficas de un pato´geno [Gabaldo´n and Huynen, 2004]. Por lo tanto, resulta interesante la
construccio´n de redes biolo´gicas a partir del genoma.
Tradicionalmente se ha potenciado la produccio´n natural de sistemas biolo´gicos, para
posteriormente reconstruirlos. Existen tres enfoques para el disen˜o de rutas: la combinacio´n
de fragmentos de rutas existentes, la modificacio´n o extensio´n de una ruta previa, o la creacio´n
de cada paso de la ruta independientemente. Centra´ndose en la u´ltima opcio´n, existen diversos
me´todos y herramientas de definicio´n de nuevas rutas desde cero (o de novo) [Karp et al.,
2002; Adriaens et al., 2008; Prather and Martin, 2008], basados en diferentes enfoques que
combinan el uso de homologı´a para determinar la funcio´n molecular de las proteı´nas, con
datos de experimentacio´n a gran escala y te´cnicas basadas en contexto para identificar sus
patrones funcionales [Gabaldo´n and Huynen, 2004]. Se han desarrollado diversas herramientas
para la reconstruccio´n y validacio´n de rutas biolo´gicas, como PathoLogic [Karp et al., 2002],
PathMiner [McShan et al., 2003] o PathFinder [Goesmann et al., 2002], aunque muchas se
limitan a la visualizacio´n y manipulacio´n de la ruta.
Como consecuencia de las distintas definiciones de ruta biolo´gica [Bader et al., 2006], su
implementacio´n no es la misma en bases de datos diferentes, como por ejemplo Reactome
[Matthews et al., 2009], KEGG [Kanehisa and Goto, 2000] o MetaCyc [Caspi et al., 2010].
Los esfuerzos para representarlos de forma comu´n esta´n en marcha (como Pathway Commons
[Cerami et al., 2011]), pero todavı´a no se han resuelto las diferencias.
Ape´ndice C
Resumen de Resultados Extensio´n
Rutas Metabo´licas para Comparacio´n.
Sistema ERR-PRyC y ERR-PDR
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nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1695 0,7028 18 / 5 249 / 87,56 %
Figura C.1: Resumen de resultados sistema ERR-PRyC.
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1337 0,6914 28 / 15 383 / 85,90 %
Figura C.2: Resumen de resultados sistema ERR-PDR.
Ape´ndice D
Resultados Detallados de Extensio´n












Tabla D.1: Resultados de la extensio´n por ruta individual, ordenadas por AUPRC creciente. Sistema ERR-PRyC.
AUPRC AUROC
18 REACT_16888 0,0055 0,5000 12 0 4 0 0 0 0 0
9 REACT_13685 0,0236 0,5705 26 0 1 0 0 0 0 0
22 REACT_18266 0,0265 0,5875 33 0 6 0 0 0 0 0
17 REACT_1675 0,0377 0,5530 24 4 3 0 1 1 0 0,42
1 REACT_11044 0,0388 0,6366 33 4 2 0 1 1 0 0,33
36 REACT_7970 0,0508 0,6835 26 4 0 0 1 1 0,20 0,24
ALEATORIO (MEDIO) 0,0524 0,4913
13 REACT_15295 0,0527 0,6474 13 0 2 0 0 0 0 0
5 REACT_11193 0,0532 0,8606 35 0 0 0 0 0 0 0
2 REACT_11045 0,0572 0,6890 27 0 2 0 0 0 0 0
23 REACT_19331 0,0676 0,6240 12 0 0 0 0 0 0 0
4 REACT_11123 0,0688 0,6377 33 0 0 0 0 0 0 0
24 REACT_216 0,0721 0,6533 84 0 4 0 0 0 0 0
8 REACT_13552 0,0747 0,6287 23 0 1 0 0 0 0 0
3 REACT_11061 0,0871 0,6887 71 9 7 0 1 1 0 0,62
19 REACT_1698 0,0974 0,6666 62 0 1 0 0 0 0 0
26 REACT_474 0,1029 0,6924 53 0 0 0 0 0 0 0
29 REACT_602 0,1111 0,6967 126 1 1 0 1 1 0 0,52
25 REACT_383 0,1233 0,6654 61 11 2 0 1 1 0,50 0,70
6 REACT_13 0,1362 0,6716 97 8 0 0 1 1 0,25 0,51
32 REACT_6185 0,1474 0,7020 120 19 7 1 2 1 0,13 0,76
37 REACT_9417 0,1554 0,5380 16 0 4 0 0 0 0 0
MEDIA 0,1695 0,7028
7 REACT_13433 0,1728 0,8084 39 0 1 0 0 0 0 0
30 REACT_604 0,1907 0,7410 85 13 12 1 3 0,72 0,20 0,80
15 REACT_15380 0,2272 0,6856 186 32 3 0 2 1 0,25 0,65
27 REACT_498 0,2421 0,6674 18 0 3 0 0 0 0 0
34 REACT_6900 0,2428 0,7379 110 0 21 0 0 0 0 0
11 REACT_1505 0,2638 0,7583 144 16 2 0 1 1 0 0,65
28 REACT_578 0,2717 0,7958 66 13 13 5 1 1 0,75 0,64
16 REACT_15518 0,2829 0,9268 36 4 0 0 1 1 0 0,41
12 REACT_152 0,2864 0,7730 197 37 12 0 2 0,87 0,75 0,73
20 REACT_17015 0,2895 0,7290 148 16 5 0 1 1 0,63 0,72
14 REACT_1538 0,2941 0,8338 59 10 2 0 2 1 0,67 0,47
21 REACT_1788 0,3119 0,7102 101 6 6 2 1 1 0,89 0,82
33 REACT_6305 0,3528 0,9269 76 0 0 0 0 0 0 0
10 REACT_14797 0,3750 0,7706 117 0 2 0 0 0 0 0
31 REACT_6167 0,4126 0,8072 119 0 2 0 0 0 0 0


























en test de 
reglas






Procesamiento de ARNm 
























Transporte Transmembrana de Moléculas Pequeñas
Ciclo Celular, fase mitótica
Metabolismo de Proteínas






AUPRC < clasificadores Aleatorio o por Defecto (individuales)
Sin extensión <= 20% tamaño de la ruta
205
Tabla D.2: Resultados de la extensio´n por ruta individual, ordenadas por AUPRC creciente. Sistema ERR-PDR.
AUPRC AUROC
18 REACT_16888 0,0188 0,6611 12 0 4 0 0 0 0 0
13 REACT_15295 0,0203 0,6313 13 0 2 0 0 0 0 0
27 REACT_498 0,0243 0,6242 18 1 3 0 1 1 0 0,83
9 REACT_13685 0,0244 0,5765 26 1 1 0 1 1 0 0,91
1 REACT_11044 0,0395 0,6156 33 2 2 0 1 1 0 0,50
4 REACT_11123 0,0418 0,5927 33 0 0 0 0 0 0 0
5 REACT_11193 0,0472 0,6823 35 5 0 0 1 1 0 0,83
19 REACT_1698 0,0517 0,6048 62 9 1 0 2 0,84 0 0,38
ALEATORIO (MEDIO) 0,0524 0,4913
37 REACT_9417 0,0569 0,6967 16 0 4 0 0 0 0 0
22 REACT_18266 0,0572 0,7164 33 0 6 0 0 0 0 0
17 REACT_1675 0,0616 0,4899 24 3 3 0 1 1 0,50 0,57
3 REACT_11061 0,0626 0,6354 71 0 7 0 0 0 0 0
36 REACT_7970 0,0713 0,7685 26 5 0 0 1 1 0,33 0,41
7 REACT_13433 0,0729 0,6060 39 0 1 0 0 0 0 0
25 REACT_383 0,0757 0,7429 61 8 2 0 3 0,90 0 0,46
23 REACT_19331 0,0806 0,5697 12 1 0 0 1 1 0 0,91
24 REACT_216 0,0896 0,7188 84 0 4 0 0 0 0 0
26 REACT_474 0,0948 0,6276 53 8 0 0 2 0,83 0,13 0,53
6 REACT_13 0,0990 0,6268 97 18 0 0 2 0,87 0 0,55
28 REACT_578 0,1227 0,6898 66 8 13 0 1 1 0,33 0,60
30 REACT_604 0,1287 0,7624 85 11 12 0 2 1 0 0,66
MEDIA 0,1337 0,6914
29 REACT_602 0,1394 0,7254 126 25 1 0 3 0,68 0 0,71
14 REACT_1538 0,1460 0,8437 59 10 2 0 1 1 0,25 0,51
32 REACT_6185 0,1525 0,6190 120 20 7 0 2 0,57 0,50 0,64
33 REACT_6305 0,1581 0,7750 76 5 0 0 1 1 0,50 0,11
21 REACT_1788 0,1585 0,6669 101 18 6 3 2 1 0,50 0,80
8 REACT_13552 0,1602 0,7557 23 5 1 0 1 1 1 0,68
2 REACT_11045 0,1839 0,7986 27 0 2 0 0 0 0 0
34 REACT_6900 0,1885 0,7201 110 22 21 0 3 0,53 0 0,75
20 REACT_17015 0,2158 0,7024 148 26 5 0 3 0,61 0,33 0,56
15 REACT_15380 0,2499 0,6832 186 36 3 0 2 1 0,50 0,32
31 REACT_6167 0,2620 0,7726 119 24 2 0 4 0,43 0,42 0,51
11 REACT_1505 0,2723 0,7157 144 18 2 0 2 0,87 0,25 0,26
10 REACT_14797 0,2955 0,8272 117 14 2 0 2 1 0,30 0,68
12 REACT_152 0,3159 0,6983 197 23 12 0 1 1 0,63 0,72
16 REACT_15518 0,3483 0,9488 36 5 0 0 1 1 0 0,56
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Ape´ndice E
Resultados Cuantitativos Homo´logos
















Tabla E.1: Homo´logas de proteı´nas predichas por ERR-PDR y anotadas en Reactome de conjuntos de entrenamiento y test.
1 33 2 0 / 34 0 / 27 0 / 0 91 42 19 0
2 27 0 0 / 7 - - 25 11 11 -
3 71 0 0 / 141 - - 137 96 96 -
4 33 0 0 / 44 - - 17 11 11 -
5 35 3 0 / 17 0 / 0 0 / 0 11 13 0 0
6 97 4 0 / 37 0 / 1 0 / 0 64 55 3 0
7 39 0 0 / 48 - - 73 68 68 -
8 23 3 0 / 67 0 / 0 0 / 0 57 42 7 1
9 26 2 0 / 40 0 / 3 0 / 0 43 24 3 0
10 117 11 0 / 144 0 / 15 0 / 0 574 500 38 7
11 144 5 0 / 59 0 / 2 0 / 0 68 57 0 0
12 197 14 0 / 53 0 / 5 0 / 0 95 58 1 0
13 13 0 0 / 17 - - 50 39 39 -
14 59 7 0 / 7 0 / 0 0 / 0 52 18 1 0
15 186 5 0 / 158 0 / 0 0 / 0 81 64 0 0
16 36 2 0 / 21 0 / 0 0 / 0 87 79 2 0
17 24 3 0 / 1 0 / 0 0 / 0 8 1 0 0
18 12 0 0 / 14 - - 52 22 22 -
19 62 0 0 / 22 - - 25 23 0 -
20 148 23 0 / 44 0 / 5 0 / 0 52 27 1 0
21 101 16 0 / 21 0 / 1 0 / 0 30 4 0 0
22 33 0 0 / 53 - - 106 46 46 -
23 12 2 0 / 34 0 / 0 0 / 0 35 25 3 0
24 84 0 0 / 41 - - 20 7 7 -
25 61 6 0 / 3 0 / 1 0 / 0 33 17 3 0
26 53 0 0 / 40 - - 43 45 6 -
27 18 3 0 / 11 0 / 0 0 / 0 21 12 1 0
28 66 4 0 / 66 0 / 0 0 / 0 57 26 0 0
29 126 6 0 / 101 0 / 5 0 / 0 92 57 1 0
30 85 7 0 / 252 0 / 87 0 / 1 143 71 12 0
31 119 29 0 / 60 0 / 4 0 / 0 44 19 1 0
32 120 16 0 / 79 0 / 0 0 / 0 60 28 0 0
33 76 3 0 / 5 0 / 0 0 / 0 1 1 0 0
34 110 12 0 / 147 0 / 4 0 / 0 150 68 2 0
35 274 79 0 / 79 0 / 22 0 / 3 105 52 7 0
36 26 3 0 / 1 0 / 0 0 / 0 19 15 0 0
37 16 0 0 / 23 - - 31 11 11 -
Id. 
clase Nombre ruta Reactome









Homólogas de cjto.A en 
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(Aplicación(8187) / Resto 
No Anotadas(10607))
Homólogas de cjto.B en 
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No Anotadas(10607))
Homólogas de cjto.B en 
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Y predichas por ERR 
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Tabla E.2: Homo´logas de proteı´nas predichas por ERR-PDR y anotadas en Reactome redundantes a entrenamiento y test.
1 91 0 3 / 66 0 / 0 0 / 0
2 25 0 0 / 52 - -
3 137 0 6 / 232 - -
4 17 0 2 / 15 - -
5 11 0 0 / 8 0 / 0 0 / 0
6 64 0 2 / 65 0 / 0 0 / 0
7 73 0 1 / 36 - -
8 57 3 3 / 102 0 / 0 0 / 0
9 43 0 3 / 95 0 / 0 0 / 0
10 574 18 10 / 252 2 / 14 0 / 0
11 68 0 1 / 79 0 / 0 0 / 0
12 95 2 3 / 220 0 / 2 0 / 0
13 50 0 0 / 103 - -
14 52 0 1 / 111 0 / 0 0 / 0
15 81 2 5 / 262 0 / 3 0 / 0
16 87 0 0 / 23 0 / 0 0 / 0
17 8 0 0 / 25 0 / 0 0 / 0
18 52 0 3 / 165 - -
19 25 0 0 / 12 - -
20 52 0 2 / 75 0 / 0 0 / 0
21 30 2 3 / 99 0 / 2 0 / 0
22 106 0 6 / 193 - -
23 35 0 5 / 49 0 / 0 0 / 0
24 20 0 0 / 28 - -
25 33 0 0 / 82 0 / 0 0 / 0
26 43 1 2 / 53 - -
27 21 1 2 / 117 0 / 0 0 / 0
28 57 2 0 / 141 0 / 4 0 / 0
29 92 0 6 / 145 0 / 0 0 / 0
30 143 2 8 / 303 0 / 8 0 / 0
31 44 1 1 / 25 0 / 0 0 / 0
32 60 1 3 / 122 0 / 0 0 / 0
33 1 0 0 / 0 0 / 0 0 / 0
34 150 5 5 / 256 0 / 5 0 / 0
35 105 10 6 / 94 0 / 3 0 / 0
36 19 0 0 / 17 0 / 0 0 / 0
37 31 0 4 / 113 - -
Id. 
clase Nombre ruta Reactome
Cjto.A:                   
Anotadas Reactome no 
incluidas ni en 




Homólogas de cjto.A en 
no anotadas 
(Aplicación(8187) / Resto 
No Anotadas(10607))
Homólogas de cjto.B en 
no anotadas 
(Aplicación(8187) / Resto 
No Anotadas(10607))
Homólogas de cjto.B en 
no anotadas                     
Y predichas por ERR 
(Aplicación / Resto No 
Anotadas)
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Ape´ndice F
Mapas de Agrupacio´n de Proteı´nas
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Cadena de Transporte de Electrones
Figura F.1: Mapa de agrupacio´n de proteı´nas por propiedades simples. Se incluyen proteı´nas de la
ruta original y predichas por ERR (con el sufijo >> ERR << en las etiquetas de las filas). No hay
predichas por Glaab et al. Cada propiedad simple se representa con un predicado lo´gico (cada columna).
Para cada proteı´na, el amarillo representa que la propiedad es cierta (1) y el rojo que es falsa (0). Se usan































































































































































































Figura F.2: Mapa de agrupacio´n de proteı´nas por propiedades simples. Se incluyen proteı´nas de la
ruta original y predichas por ERR (con el sufijo >> ERR << en las etiquetas de las filas). No hay
predichas por Glaab et al. Cada propiedad simple se representa con un predicado lo´gico (cada columna).
Para cada proteı´na, el amarillo representa que la propiedad es cierta (1) y el rojo que es falsa (0). Se usan
los identificadores de UniProt. Ruta Mantenimiento del telo´mero.
214 F. Mapas de Agrupacio´n de Proteı´nas por Propiedades Simples
Ape´ndice G
Figuras Interpretacio´n Extensio´n
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Figura G.1: Ana´lisis de rendimiento frente a taman˜o de ruta. Sistema ERR-PRyC. Rutas ordenadas de
arriba a abajo, de menor a mayor AUPRC. Las barras verdes representan la cantidad de proteı´nas de la
ruta original, y las barras naranjas la cantidad de proteı´nas tras eliminar las redundantes entre sı´ (las que
se usan en el aprendizaje).
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216 G. Figuras Interpretacio´n con Sistema ERR-PRyC
Figura G.2: Ana´lisis de predicados relevantes en el aprendizaje. Los cı´rculos rojos (izquierda)
representan una propiedad relevante por sı´ misma. Los cı´rculos morados (derecha) representan una
propiedad relevante en combinacio´n con otras. Las rutas (filas) esta´n ordenadas, de abajo a arriba, de
mejor a peor AUPRC, segu´n el sistema. Sistema ERR-PRyC.
217
(a) Orden por similitud creciente.
(b) Orden por AUPRC creciente.
Figura G.3: Similitud de anotacio´n funcional entre proteı´nas de la ruta original y proteı´nas an˜adidas
(por prediccio´n y aleatoriamente). Sistema ERR-PRyC. Las rutas sin extensio´n no se representan. (a)
Rutas ordenadas por similitud creciente en el grupo de predicciones. Cada punto representa la similitud
absoluta de las proteı´nas an˜adidas a la ruta original. (b) Rutas ordenadas por AUPRC creciente en
el grupo de predicciones. Cada punto representa la diferencia de similitud a la ruta original entre las
proteı´nas predichas y las proteı´nas aleatorias (Sim.Predichas–Sim.Aleatorias) para esa ruta. Ası´, la lı´nea
roja representa la inexistencia de mejora de las predicciones frente a la aleatoriedad, en te´rminos de
similitud.
218 G. Figuras Interpretacio´n con Sistema ERR-PRyC
Figura G.4: Similitud de anotacio´n funcional entre proteı´nas de la ruta original y las proteı´nas an˜adidas
(ERR-PRyC y Glaab et al.) y entre ambos sistemas de extensio´n.
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Figura G.5: Comparacio´n de frecuencia de predicados simples por ruta. Sistema ERR-PRyC. Los
cı´rculos izquierdos/rojos representan la frecuencia en las proteı´nas de las rutas originales, los cı´rculos
centrales/azules la frecuencia en las proteı´nas predichas por el sistema ERR-PDR, y los cı´rculos
derechos/verdes la frecuencia en las proteı´nas expandidas por el me´todo Glaab et al.
220 G. Figuras Interpretacio´n con Sistema ERR-PRyC
Ape´ndice H
Resumen de Resultados Extensio´n
Rutas para Comparacio´n. Varios
Sistemas
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1559 0,7063 16 / 6 254 / 86,22 %
Figura H.1: Resumen de resultados so´lo con interacciones PP (sin complejos).
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222 H. Resumen de Resultados Extensio´n Rutas. Varios Sistemas
nºrutas nºproteı´nas
AUPRC AUROC (total/ an˜adidas
>1regla) (total/ %dif.)
0,1331 0,6635 11 / 2 162 / 83,33 %
Figura H.2: Resumen de resultados so´lo con complejos (sin interacciones PP).
Acro´nimos
AA Aprendizaje Automa´tico
AAP Aprendizaje Automa´tico Proposicional
AAR Aprendizaje Automa´tico Relacional
ADN Acido DesoxirriboNucleico
AFPP Asociacio´n/es Funcional/es entre Pares de Proteı´nas
AODE Promedio de estimadores con una dependencia (del ingle´s, Averaged One-
Dependence Estimators)
ARN Acido RiboNucleico
ATP Adenosı´n Trifosfato (del ingle´s, Adenosine TriPhosphate)
AUC Area bajo la curva (del ingle´s, Area Under Curve)
AUPRC Area bajo la curva PR (del ingle´s, Area Under PR Curve)
AUROC Area bajo la curva ROC (del ingle´s, Area Under ROC Curve)
BLAST Herramienta de bu´squeda de alineamientos de secuencia de forma local (del
ingle´s, Basic Local Alignment Search Tool)
CI Clasificadores Individuales por clase
E/R Entidad-Relacio´n (modelo)
EGFR Receptor del factor de crecimiento epide´rmico (del ingle´s, Epidermal Growth
Factor Receptor)
ERC Constante aleatoria efı´mera (del ingle´s, Ephemeral Random Constant)
ERR Extensio´n basada en Representacio´n Relacional
ERR-PDR Extensio´n basada en Representacio´n Relacional que Prioriza la Diversidad
de Reglas
ERR-PRyC Extensio´n basada en Representacio´n Relacional que Prioriza el Rendimiento
y la Cobertura
FN Falsos Positivos (del ingle´s, False Negatives)
FP Falsos Positivos (del ingle´s, False Positives)
GC (me´todo) Conservacio´n de genes adyacentes (del ingle´s, Gene Context)
GF (me´todo) Eventos de fusio´n de genes (del ingle´s, Gene Fusion)
GO Ontologı´a Ge´nica (del ingle´s, Gene Ontology)
GO-BP Ontologı´a Ge´nica de Proceso Biolo´gico (del ingle´s, Gene Ontology-
Biological Process)
GO-MF Ontologı´a Ge´nica de Funcio´n Molecular (del ingle´s, Gene Ontology-
Molecular Function)
GO-CC Ontologı´a Ge´nica de Componente Celular (del ingle´s, Gene Ontology-
Cellular Component)
GPCR Receptor acoplado a proteı´nas G (del ingle´s, G Protein-Coupled Receptor)
GTP Guanosı´n Trifosfato (del ingle´s, Guanosine TriPhosphate)
223
224 ACRO´NIMOS
I2H (me´todo) Mutaciones correlacionadas (del ingle´s, In Silico Two-Hybrid)
ILP Programacio´n Lo´gica Inductiva (del ingle´s, Inductive Logic Programming)
IPP Interaccio´n/es Proteı´na-Proteı´na (tambie´n aparece como interacciones PP)
MC Multi-Clasificador
MCC Coeficiente de Correlacio´n de Matthews (del ingle´s, Matthews Correlation
Coefficient)
MT (me´todo) Similitud de a´rboles filogene´ticos (del ingle´s, MirrorTree)
NGF Factor de crecimiento nervioso (del ingle´s, Nerve Growth Factor)
ORC Complejo de reconocimiento de los sitios de origen de la replicacio´n (del
ingle´s, Origin Recognition Complex)
PDGF Factor de crecimiento derivado de plaquetas (del ingle´s, Platelet-Derived
Growth Factor)
PG Programacio´n Gene´tica
PP (me´todo) Perfiles filogene´ticos (del ingle´s, Phylogenetic Profiles)
PR (curva) Precisio´n-Sensibilidad (del ingle´s, Precision-Recall)
ROC (curva) Caracterı´stica operativa del receptor (del ingle´s, Receiver Operating Charac-
teristic)
SNP Polimorfismos de nucleo´tidos aislados (del ingle´s, Single Nucleotide Poly-
morphisms)
TERC Componente ARN de la telomerasa (del ingle´s, Telomerase RNA Component)
TERT Transcriptasa inversa de la telomerasa (del ingle´s, Telomerase Reverse
Transcriptase)
TN Verdaderos Negativos (del ingle´s, True Negatives)
TP Verdaderos Positivos (del ingle´s, True Positives)
VIH Virus de Inmunodeficiencia Humana
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