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Abstract 
Smart grid is the emerging electricity network envisaged to connect the supplier and the consumer by two-way digital 
communication. One of the main attractions of the smart grid is the Wide Area Control System (WACS) with distributed 
controllers which actuate the instructions issued by the central controller. This paper focuses on the hardware implementation of 
a communication network for WACS in which ZigBee is used as the communication technology from the control station to the 
control unit. The control message sent should follow Distributed Network Protocol version 3 (DNP3), which is an IEEE standard 
for communication between central station and Intelligent Electronic Devices (IEDs). The simulation is done in network 
simulator (ns2), in which the number of packets follows the DNP3 format. Using mbed board a network topology is created for 
the WACS communication network and the control messages are communicated from the control station to the control units to 
validate a satisfactory performance. 
© 2015The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Smart grid is the future version of the legacy power grid which would overcome the problems faced in effective 
and reliable power delivery on the grid. The adoption of information and communication technology and automation 
to the conventional grid makes it smarter. [1]. As for WACS, the control message will be communicated from 
control station to the control unit and the status of the control message will be sent back which explains the need for 
the bidirectional communication [1]. 
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The communication challenges for smart grid can be addressed by using the concepts of Wireless Sensor 
Network (WSN) [1]. Control station and control units can be mapped to nodes in a sensor network and a real time 
analysis for the communication system performance can be carried out. 
There are many issues related to power system operation and power quality on the grid such as voltage sag, 
black out, instability, faults, over loading, etc. [2]. There exist different control signals with varying criticality as far 
as power system operation and control is concerned. A wide area control system is essential to deliver these 
messages to the control units that are distributed throughout the power system network. The communication 
technology to set up the network can be decided only based on some performance metrics. The important metrics for 
control message communication includes throughput, delay, packet delivery ratio, range, cost, bandwidth etc [2].The 
selection of the communication technology will be done after analyzing the simulation results in ns2. Different 
private and public players will play a key role in the operation and control of the future grid. This essentially lays 
down the need of having a large variety of sensing, processing and control nodes in the grid. So in order to maintain 
interoperability it is mandatory to have some common data standards for uniform representation of data.  
The data format adopted for sending control message from the control station to control unit is DNP3 which is an 
open and robust protocol [3] and it was developed to communicate between the data collectors and control devices 
in the network. DNP3 is more flexible than IEC 61850 which is another standard in smart grid and also DNP3 can 
be used over unreliable networks but the latter cannot be used. DNP3 allows expansion and evolution without 
compromising with strengths such as interoperability and reliability of protocol [4] as it follows object-oriented 
approach to the data. ID is used for the communication between the control stations and end station which is also 
called as outstations [5] [6]. The source and destination address to the nodes will be allotted by the user. The 
commonly used communication technology in smart grid was ZigBee [1]. The simulation results obtained from ns2 
was compared to finalise the technology that meets the requirements of the WACS. 
Communication architecture was set up for WACS in which ZigBee was employed as the communication 
technology for passing the message from control station to the control units. The topology for WACS was based on 
a 5-bus laboratory scale micro grid. From literature survey ZigBee has disadvantages like small range, low data rate, 
small memory size, lack of internet support etc. As the topology was based on a 5 bus hardware simulator, the 
control message to be communicated can afford small memory size, short range and less data rate and hence ZigBee 
can be used. The data communicated follows DNP3 format. The hardware is implemented using mbed board which 
is an ARM micro controller and an LED is turned ON upon successful reception of the control message at the 
destination. 
Some of the operational issues on the grid are voltage sag, instability, flickers, black out, brown out, overvoltage, 
etc. [7] [8]. All these issues have different criticalities and must be controlled within respective time limits. The 
critical issues will be given more priority so that they may get attended first rather than the rest but the deadline for 
the less critical task will also be taken care of by the control message routing protocol [8]. 
Section 1 gives the introduction, and is followed by section 2 which deals with related work in this area. Section 
3 gives the system details, data format implementation details, and also the simulation and the hardware 
implementation details. Section 4 concludes the paper. 
2. Implementation  
2.1 System Details 
The topology for the WACS communication system was decided to meet the requirements of a 5-bus laboratory 
scale micro grid system [9] which is shown in Fig. 1. Bus 3 is connected to a solar PV power plant and battery, bus 
4 to hydel plant and pumped hydro system, and bus 5 to wind power plant and battery.  To satisfy the operational 
and performance requirements of different entities of the grid two control units are connected to each of the buses. 
For each bus a Data Concentrator (DC) is allotted and the control station is located at the center of the micro grid 
which is almost equidistant from all the buses. 













Fig. 1. Topology for the WACS communication system 
2.2 Data Format 
Distributed network protocol is widely used for the control message passing between the central station and the 
control units. DNP3 data format mainly consists of two sections – the header and the data sections. The header 
section is further divided into 6 subsections too [6]. The data frame format and the required size of each field are 
given in Fig. 2. 
The first filed is Sync which is of 1 byte; it indicates the start of the frame. The value of this field is fixed to 
0564 and whenever a frame is received, by analyzing the position of the Sync field the mapping can be done 
effectively. The Length field gives the length of the entire frame, so that respective buffer can be allocated at the 
destination in order to accommodate the incoming frames. The next frame is Control field which defines the control 
action needed to be taken at the receiver end. As the implementation reported in this paper deals only with ON/ OFF 
control, either this field will contain hex value 41 or 42 depending on the type of action. The destination address 
field and the source address field give the addresses of the intended receiver and the sending node [5]. The need for 







Fig. 2. Data Frame format of DNP3 
 The last field is the Cyclic Redundancy Check (CRC) which helps in checking the error of the frame. A check 
value will be attached to the message at the time of sending and that value will be cross checked at the receiving 
end. If it matches, it indicates absence of error in the frame, otherwise a resend is initiated. The data section can be 





Fig. 3. DNP3 data header format for Control message 
 
 0564        0B               41              0400  0100  E42B 
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Fig. 3 shows the control message transmitted in DNP3 format from the control station to the destination side. The 
fields that will change are the control field and the destination address for the communication of different actions to 
different destinations. All other fields will remain the same for all the communications. Fig. 4 shows the tera term 




Fig. 4. Screen shot of sent and received message with data format 
 The data section will contain mainly the measurements, but it is irrelevant for the control message passing. Upon 
receiving the message the receiver will check the control field to know the control action to be executed and will act 
accordingly. The status of the control message communicated back will be an indication of either success or failure 
depending on the time taken to reach the destination from the source node. Also the sent time and received time are 




Fig. 5. Simulation of topology in ns2 
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     Packet Delivery ratio No. of 
Intermediate 
nodes 
Control center to DC 16.26 0.00299 76.12 1 
DC1 to CU1 18.63 0.00301 77.84 4 
DC2 to CU3 18.40 0.00321 76.35 4 
DC3 to CU5 19.59 0.00356 74.30 5 
DC4 to CU7 17.30 0.00297 78.28 3 
DC5 to CU9 17.47 0.00303 76.84 4 
Overall Topology 20.21 0.00362 71.93 21 
 
The performance analysis of the communication technology for creation of the network is done through a 
simulation of the topology in ns2 which is an open discrete event source simulator that helps in simulating the 
network closely to the real-world scenario. The code can be written in C++ language. Simulation scripts are written 
in an extended version of Tcl scripts, that is, OTcl. In the simulation the packet size was set to 18 bytes according to 
DNP3 format and the data rate adopted was 20 packets per second. ZigBee was the communication technology 
employed between the control station and the control unit. ZigBee communication gives a data rate of 250kbps 
which satisfies the need of the WACS. Also the time delay caused by ZigBee is within the tolerance limit. The 
simulation screen-shot is shown in Fig. 5 and the performance metrics are listed in Table 1. 
2.4 Hardware Implementation 
Mbed mimics the performance of the control station as well as control unit. Mbed board is 32-bit ARM processor 
which has online compiler. mbed microcontroller provides a lot of interfaces that includes built-in Ethernet, USB 
Host and devices, CAN, PWM, ADC and other I/O interfaces. mbed controllers provide a powerful and productive 













Fig.  6.      (a) Before sending the control message          (b) After Control message reception 
Communication was carried out by using ZigBee. ZigBee devices can communicate up to 10-100 meters in the 
line of sight and consumes only little power for the operation. The data communicated from the central node follows 
DNP3 data format and on destination side, the control to be taken is decided by interpreting the control field in the 
received message. In the experimental validation, the assigned control action was to turn on a LED upon receiving a 
message at the destination within a prescribed time limit. Fig. 6 shows the status of the LED (a) before and (b) after 
receiving the control message. 
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3. Conclusion 
The topology for WACS communication system was decided based on the 5 bus laboratory scale micro grid. ZigBee 
was selected as the communication technology from literature survey. The performance metrics like delay, 
throughput and packet delivery ratio were analyzed in ns2simulator to check whether ZigBee meets the WACS 
communication requirements. The control message was communicated between the control station and control 
message following DNP3 format, which is an IEEE standard, and by analyzing the fields, intended control action 
can be actuated at the receiver side. The status of the control message was also communicated back from the 
destination to the source. Hardware implementation of the WACS communication architecture was setup, which 
turn on a LED at the destination side on successful reception of the control message. 
This work can be extended for large scale systems by using priority based routing protocols like Sequential 
Assignment Routing (SAR), Stateless Protocol for End-to-End Delay (SPEED) that will route the control message 
based on criticality of the message. Each link can be simulated separately in ns2, for different communication 
technologies and then selection of a heterogeneous communication architecture based on comparative analysis of 
metrics will provide better results. Also DNP3 as such does not provide any security features, so adding a secured 
layer of communication for control messages is essential. 
References 
[1] Ahmad Zahedi, Smart Grid, Power and Energy Engineering Conference (APPEEC), March 2011. 
[2] Ye Yan, Yi Qian, Hamid Sharif, and David Tipper, A Survey on Smart Grid Communication Infrastructures: Motivations, Requirements and   
      Challenges, IEEE communications surveys & tutorials, vol. 15, no. 1, p. 5-20, 2013. 
[3] http://www.dnp.org/AboutUs/DNP3PrimerRevA.pdf [Accessed: 11-01-2015]. 
[4] A. Jeyamari and B.Prabakaran, Power Quality Improvement of Grid-Connected Wind Power system Using STATCOM, International  
     Journal of Engineering Research and Technology (IJERT), vol.2, Issue.6, June 2013. 
[5] http://www.racom.eu/eng/support/prot/dnp3/index.html [Accessed: 10-03-2015]. 
[6] Massoud Amin and John Stringer, The Electric Power Grid: Today and Tomorrow”, MRS Bulletin, vol.33, Issue 04, p. 399-407, April 2008. 
[7] Ataul Bari, Jin Jiang, WalidSaad,and ArunitaJaekel, Challenges in the Smart Grid Applications: An Overview, International Journal of  
      Distributed Sensor Networks, vol.4, no.6, June 2014. 
[8] Jingfang Huang, Honggang Wang, Yi Qian, and Chonggang Wang, Priority-Based Trafﬁc Scheduling and Utility Optimization for Cognitive  
      Radio Communication Infrastructure-Based Smart Grid, IEEE Transactions on Smart Grid, vol. 4, no. 1,  p.78-86, March 2013. 
[9] Nithin S, Sasi K Kottayil and T N P Nambiar, Development of a Smart Grid Simulator”, in Proc. National Conference on Power  
      Distribution, November 2012. 
[10] Carson W Taylor, Dennis C. Erickson, Kenneth E. Martin, Wilson and Vaithianathan Venkatasubramanian, WACS—Wide-Area Stability  
        and Voltage Control System: R&D and Online Demonstration”, Proceedings of the IEEE, p. 892-906 2005. 
[11] Shio Kumar Singh, M P Singh, and D K Singh, Routing Protocols in Wireless Sensor Networks -A Survey, International Journal of  
        Computer Science & Engineering Survey (IJCSES), vol.1, no.2, p. 64-83, November 2010. 
[12] NicoSaputro, KemelAkkaya and SuleymanUludag,,A survey of routing protocols for smart grid communications, Elsevier journal,  
        Computer Networks, p.2742-2771, March 2012. 
[13] Rob Toulson and Tim Wilmshurst, Fast and Effective Embedded Systems Design:  Applying the ARM mbed, Newnes-Elsevier, 2012. 
 
 
 
