Purpose -This paper describes and evaluates the tool DigiDoc MetaEdit which allows the semi-automatic indexing of HTML documents. The tool works by identifying and suggesting keywords from a thesaurus according to the embedded information in HTML documents. This enables the parameterization of keyword assignment based on how frequently the terms appear in the document, the relevance of their position, and the combination of both.
Introduction
Representing the content of a document with keywords is a long-standing practice. Information retrieval systems have traditionally resorted to this method to facilitate the access to information, since it is a compact and efficient way of representing a document. This process is known as indexing. Thus, we will refer to indexing as the task of assigning a limited number of keywords to a document, keywords which indicate concepts that are sufficiently representative of the document.
Despite the advantages of using keywords, only a minority of documents have assigned keywords because it is expensive and time-consuming. Therefore, systems are needed to facilitate the generation of keywords. Our proposal tries to identify the most important terms of HTML documents with high frequency and semantic relevance from a controlled language.
In this paper we describe the tool DigiDoc MetaEdit that allows the semi-automatic indexing of HTML documents. The tool assigns keywords from a thesaurus with the objective of representing the semantic contents of the document efficiently. To do this, it follows some of the relevance criteria used by search engines. Furthermore, it can be customizable according to how frequently the terms appear in the document, the relevance of their position and the combination of both. In order to evaluate the efficiency of the indexing system, we compare the descriptors suggested by the tool to those used in a portal of electronic journals by human experts.
The article is organised into the following sections: first, a brief overview of the literature related to indexing and automatic indexing; second, the research objectives; third, the presentation of the tool DigiDoc MetaEdit to assign keywords to HTML documents; fourth, the methodology section with information about the experimental datasets, the configuration of the tool, and the evaluation process; fifth, the results obtained in the evaluation and the analysis of them; and finally, the conclusions and future lines of research.
Literature review
Indexing theory attempts to identify the most effective indexing process, for indexing to be executed as a science rather than as an art (Borko, 1977; Hjørland, 2011) . In the academic literature, indexing process involves two main steps: one, identifying the subjects of the document, and two, representing them in a controlled language (Mai, 2001) . This process is also known as subject indexing, in which the representation of the documents is conditioned by the controlled language structure. Some authors, Lancaster (2003) and Mai (1997) among them, analyze this procedure and the problems of identifying subjects. Others, such as Willis & Losee (2013) or Anderson (2001a Anderson ( , 2001b , review the most important aspects of manual and automatic subject indexing and also the differences between both systems.
Manual indexing involves an intellectual process using a controlled language, which results in this system being difficult, slow and expensive. It also entails a high number of inconsistencies, both external, when the task is conducted by multiple indexers, and internal, when a single indexer performs the work at different times (Olson and Wolfram, 2008; White et al., 2013; Zunde and Dexter, 1969) .
Moreover, automatic indexing can be approached from two main perspectives. The first one is keyword extraction, based on the keyword's appearance in the text and in the whole of a collection (Frank et al., 1999; Zhang, 2008; Beliga, 2014) . The second technique is keyword assignment, based on the matching of terms between the text and a thesaurus (or some other controlled vocabulary) (Moens, 2002; Yang et al., 2014) .
The different approaches for the first technique -keyword extraction-can be grouped into three categories: systems based on machine learning; systems based on rules for patterns and systems supported by statistical criteria (Ercan and Cicekli, 2007; Giarlo, 2005; Kaur and Gupta, 2010) . These different approaches can also be combined.
Firstly, machine learning systems rely heavily on probabilistic calculations from training collections (Abulaish and Anwar, 2012) . They adapt well to different environments, but their drawbacks should also be mentioned: they require many examples, it is difficult to select appropriate sources for training, they consume considerable time before quality results appear, and their performance degrades when the heterogeneity of documents increases.
Secondly, systems based on rules for patterns depend on the experience of the person who develops them, therefore requiring specialists to define the extraction rules for each domain. This definition process might also include linguistic criteria in order to select the keywords (Hulth, 2003; Hu and Wu, 2006) and, as such, it involves morphological, syntactic and semantic analyses to perform the disambiguation process. These systems are complex and require devoting time to the configuration; also, it is difficult to introduce changes to them.
Finally, systems based on statistical criteria (Ganapathi Raju et al., 2011; Matsuo and Ishizuka, 2004) do not require a training phase, although in many cases they require big corpora in order to perform the calculations. Some statistical methods used are: word frequency, TF-IDF, mutual information, co-occurence, etc.
The approach to the second technique -keywords assigned from a thesaurus-has also been tackled from various perspectives (Gazendam et al., 2010) . The following are examples of this kind of approach: Kamps' proposal (2004) resorts to a thesaurus and establishes a strategy for reordering keywords obtained through semantic relations. Likewise, Medelyan & Witten (2006a) resort to the semantic relations from a thesaurus to optimize the results obtained with machine learning techniques. Lastly, Evans et al. (1991) suggest combining natural language processing techniques with the information provided by a thesaurus. This approach is very common in areas with high scientific knowledge production and indexing is important, such as in biosciences, medicine or aeronautics (Glier et al., 2013; Névéol et al., 2009 ). Thus, it can be observed that both the extraction and assignment of keywords are commonly present in hybrid systems combining the two methods (Hulth, 2004) .
In any case, both models present disadvantages. Keyword extraction might present wrong results, particularly regarding words formed by several terms (that is to say, when the systems used have to identify n-grams). Regarding keyword assignment, the main problem is the difficulty of having controlled languages that cover the thematic diversity of the documents, as well as the constant need for updates, and both aspects are essential in contexts such as repositories and digital libraries (Tejeda-Lorente et al., 2014) .
Research objectives
Automatic indexing systems have been available for several decades (Sharp and Sen, 2013; Spärck Jones, 1974) . These allow you to process a lot of information quickly and cheaply, and also ensure the inter-indexer consistency. However automatic systems also present problems because of the complexity of natural language processing (Sinkkilä et al., 2011) . Consequently the semi-automatic indexing approach is a good solution, because in addition to obviating the problems of the automatic indexing system it facilitates the the task of indexers by providing suitable term suggestions (Vasuki and Cohen, 2010) .
In this context, the main goal of this research is evaluating the results obtained with DigiDoc MetaEdit, a web-accessible tool, that allows semi-automatic indexing based on the embedded information in HTML documents. The tool identifies the highlighted terms of HTML documents and assigns descriptors from a specialized thesaurus.
The specific objectives to reach this goal are: first, analyzing the results obtained with the different configurations of the tool to carry out the indexing; second, comparing the indexing proposed by the tool with the indexing carried out by professional indexers; third, identifying the descriptors incorrectly assigned by the tool; and finally, demonstrating the viability of the proposal with the results.
DigiDoc MetaEdit
DigiDoc MetaEdit is a metadata editor (Pedraza-Jiménez et al., 2008 , Vállez et al., 2010 that allows the description of the content of HTML pages. The tool was created with the mission to help metadata assignment, focused in particular on identifying the keywords for the purpose of indexing. Describing contents with metadata aids development and optimization of internal search systems, such as search engines for digital repositories, intranets or corporate websites, where improved search tools are essential. It is worth noting that Semantic Web Case Studies from W3C show that improved search is, in terms of frequency, the second most popular application of semantic web technologies ("Improved search -Semantic Web Case Studies and Use Cases" n.d.). First place was taken by data integration.
The DigiDoc MetaEdit has an interface that lets users set the selection criteria for keywords assignment. Keywords are then proposed using a specialized controlled language, a thesaurus, to recommend synonyms, narrower terms, broader terms, and related terms to the words appearing in the document analysed. Once the keywords have been extracted, the tool produces an RDF file with the metadata and a report with the keywords scored.
DigiDoc MetaEdit has been developed as a free software application with a GLP licence. It is a dynamic application designed in Perl using MySQL for data storage. Its structure is modular, which makes it easier to add new features. The three main modules are:
• Customization module: its aim is to enable the customization of the tool in terms of the controlled language, the metaformats and the weight assignment to identify keywords. • Extraction module: its aim is to extract the keywords and metaelements from the HTML documents.
• Output module: its aim is to present the extracted meta elements and to generate fragments of code with the metadata adapted to several standards, such as RDF or Dublin Core. The tool contains the following components:
1. Data input interface: allows the user to indicate the URL of the HTML document or set of documents to be analysed. 2. Thesaurus: is the controlled language used to extract the keywords of the document. 3. Keyword weighting software: the tool presents mechanisms allowing the user the configuration of criteria and values for automatic keyword extraction, even though it already has a default configuration. The criteria which can be configured are based on some aspects considered in search engine optimization algorithms, such as:  term frequency: the number of times the term appears in the text,  location of the term (semantic markup): title, headers (h1, h2), URLs, anchors, emphasis, strong. 4. Text processing software: allows for the analysis of the textual contents of an HMTL document, and the extraction of its most significant keywords from the defined relevance criteria and the thesaurus. 5. Output interface: suggests formalized keywords as metadata of the document, in formats such as Dublin Core microformat, RDF and XHTML.
During the last years researchers and developpers from the Semantic Web and Linked Open Data community have made semantic tools for automatically editing and annotating web content. By example the applications developed by the Dbpedia community (http://wiki.dbpedia.org/Applications). Thereby, different platforms offer semantic annotation (Bukhari et al., 2013; Golbeck et al., 2002; Hu and Du, 2013) , although in most cases they require complex infrastructure because they are part of a framework. In addition, there are a range of tools that offer similar solutions related to keyword research (Vállez, 2011) , but most of them are based exclusively on statistical techniques to provide the proposed keywords, without taking into account the content structure and specific domain. Likewise, DigiDoc MetaEdit offers a range of different features from a single platform this is where our work breaks new ground.
Methodology
In order to evaluate the efficiency of the indexing proposal with the DigiDoc MetaEdit tool, this paper presents a comparison of the descriptors suggested by the system and those used by indexers in Temaria (http://temaria.net/), a portal of electronic journals on Library and Information Science. Regarding the present evaluation, we considered that the descriptors assigned by indexers were better to describe these documents. However sometimes the selection of a descriptor can be subjective (Coffman and Weaver, 2014; El-Haj et al., 2013) .
Experimental datasets
The corpus selected to conduct this evaluation consisted of a random selection of 100 articles, in HTML format and in Spanish, from BiD Textos Universitaris de Biblioteconomia i Documentación (http://bid.ub.edu/), a journal specialized in Library and Information Science indexed on the portal Temaria. This portal indexes articles from Spanish journals devoted to Library and Information Science and can be accessed online. It currently includes articles published in 14 Spanish journals.
The articles were indexed with descriptors from the Tesauro de Biblioteconomía y Documentación (Thesaurus on Library and Information Science), a controlled language developed by the Spanish Instituto de Estudios Documentales sobre Ciencia y Tecnología (IEDCYT) (Monchon and Sorli, 2002) . Table 1 shows a summary of the elements and relations established in the thesaurus. The number of descriptors assigned to each article ranges between two and eight, with 4.14 descriptors on average and a standard deviation of 1.37. Taking this information as a starting point is contrasted to the descriptors assigned to each document with the 5, 10 and 15 keywords obtained with the DigiDoc MetaEdit. This checks that the first keywords ascribed are the most appropriate.
Configuration of the tool
The tool can be configured to decide which aspects to assess when HTML documents are processed to assign keywords. The Keyword weighting software lets you define settings to test different results. The configuration of the system has been conducted in different stages. In the beginning eleven parameterizations were defined that were subsequently grouped and delimited under three parameterizations:
• Frequency: based on the number of times a term appeared in the document.
• Semantics: based on the position of the term in the document according to embedded HTML information. This parameterization considers the location of the keywords in the HTML document, such as in the title of the page, in the metadata, in the headers, in the typographic emphasis (bold type or italic), in the alternative text of the images or links, and so on. This measure was determined by the semantic relevance of the word, hence the name. • Mixed (Frequency and Semantics): the importance of the keywords was pondered by combining aspects of the two previously mentioned parameterizations, in so doing it attempts to find a balance between the frequency and the position occupied by the word in the document.
DigiDoc MetaEdit included the same thesaurus used by human indexers to compare the results obtained with the indexing tool.
Evaluation process
In order to test the robustness of the tool an evaluation system has been designed (shown in Figure 2 ). To do so, we first select a corpus of documents manually indexed using a thesaurus. Second, the metaeditor processes this corpus, and automatically suggests descriptors for each document. The output has three different indexing proposals for each document. Then, the descriptors assigned by indexers are compared to the descriptors suggested by each one of the parameterizations. An exact overloap is required. Next, the best parameterization is that which identifies a higher number of overlapping descriptors that proposed by human indexers. Finally, two indexers analyses whether the keywords assigned to each document are correct. (1)
(3)
The "# correct assigned keywords" value corresponded to the number of correctly assigned keywords in an automatic way. They were considered to be correctly assigned when the automatically identified descriptors match the descriptors suggested by human experts. The "# assigned keywords" value was the total amount of keywords describing a document; that was to say, the amount of descriptors assigned by a human expert to the document. Lastly, "# manually assigned keywords" was the total amount of automatically suggested keywords.
Thus and as previously mentioned, it was possible to estimate both the percentage of automatically assigned keywords being relevant (precision) and the percentage of matches to the manually assigned keywords (recall). Since both measures act inversely (Cleverdon, 1972) , the F-measure was used as a balanced combination of the two previous ones (Van Rijsbergen, 1977) , allowing for the harmonious average of precision and recall.
Results and analysis
First, we compared the two indexing systems, manual and automatic. Then we evaluated the results in the automatic indexing system for the three parameterizations. The next step was to study how the assigned descriptors in both indexing processes were distributed and characterized. And lastly, we analysed the quality of the descriptors automatically assigned by DigiDoc MetaEdit. Table 2 shows the keywords in common to both systems, and at the same time presents different semantic relations identified between words. The coincidental terms are identified in bold type in both indexing processes. The terms after the signs "<<" correspond to broader terms among those suggested in the manual indexing, and those headed by "**" to the related terms. This information is extracted from the semantic relations appearing in the thesaurus. Table II .
Comparative process of keywords assigned to a document (translated to English for the reader's convenience) Note: Bold type = the coincidental terms identified in both indexing processes. "<<" = broader terms of Manual indexing assigned. "**" = related terms of Manual indexing assigned.
Title: Cooperative repositories of the Digital Library of Catalonia
This example shows that the two indexing systems overlap, particularly when a cut off of ten terms is applied, as also shown in the Table 4 . Thereby Mixed parameterization with ten terms cut off offers the best results and is used as a basis for following comparisons.
It is also important to emphasize that there is a high number of documents sharing descriptors in both indexing systems. Thus, 92 % of the documents match in both systems, meaning that 92 documents on average share almost two descriptors in both indexing systems. Therefore both systems offer similar results.
The second stage of the comparison process took into consideration the semantic relationship between the first ten keywords suggested by the metaeditor under the Mixed parameterization, with those assigned by the human indexers. In this case, the broader terms and related terms of the descriptors assigned by indexers were taken into account to calculate the exact overlap (Medelyan and Witten, 2006b) . Table 3 shows how, by considering these semantic relations from the thesaurus, the automatic indexing increased recall. Thus, it shows that there is a semantic relation between the keywords used in both kinds of indexing. Although there is not an exact match, keywords assigned with the DigiDoc MetaEdit tool maintain a strong link with those used by indexers. Of the two semantic relations studied (narrower terms and related terms), recall showed the greatest increase -of 15 %with the one including related terms. This kind of relationship allowed for the identification of keywords that did not present a "parent-child" relationship, a fact which contributed to obtaining terms with a higher semantic variety. This point is interesting because search engines take into account the variety of terms instead of just the frequency of a term.
Nevertheless, if the narrower terms were included, the increase amounted to only 9 %. Also significant in this case was the fact that most of the terms included mainly referred to the concept Libraries. This fact shows that narrower terms do not contribute semantic variety to the indexing system or help identify further meaningful keywords. In order to check the evolution of recall with regard to the number of keywords suggested by the metaeditor, additional intervals for analysis were created. Figure 3 shows how recall evolved under Mixed parameterization, with an increase in the number of keywords suggested by the automatic system: as more descriptors were considered, the increase in recall was gradually diminished. Thus, the ordering of the descriptors suggested by the metaeditor was working: the first terms identified by the tool were the most relevant, since they entailed a higher increase in recall. Regarding the distribution of keywords used in the corpus of documents, 168 of the 414 keywords used by the indexers were unique. Therefore the corpus of documents maintain a strong relationship among themselves. However, the Mixed parameterization with ten terms cut off provides 90 keywords unique from the 195 descriptors overlapped with those assigned by the human experts. On the basis of the calculations made with this data, automatic indexing offers more semantic variety.
Furthermore, similarly to what happens with natural language, and as stated by Zipf's law, in manual and automatic indexing many words presented a low frequency of use (long tail), whereas a few concentrated a high frequency. This information was significant since a good description must be characterized by its level of specificity. The high number of descriptors in the thesaurus that were seldom assigned is proof of that.
To study this aspect, it is interesting to see the distribution of keywords assigned according to their frequency (Figure 4) . The logarithmic scale of the following bar chart presents the frequency of the unique terms assigned. The first row of the table accompanying the chart shows the frequency distribution of the 168 unique descriptors assigned by the human indexers to describe the corpus of documents. Thus, it can be seen that 90 descriptors were used only once, which means that 54 % of the terms were not repeated. The subsequent rows show the frequency distribution of the assigned descriptors for each of the three parameterizations when these overlapped the manually assigned descriptors. Regarding the Mixed automatic assignment, 54 out of the 90 unique terms were used only once, which amounted to 60% of the terms. Thus, it was found that the metaeditor has practically the same or even slightly superior (6%) discriminating ability as the human expert when assigning keywords. This aspect is essential, since the specificity of the keywords contributes to improving the process of information retrieval because it provides more precise results. Additionally, the graph reveals that only three keywords were commonly used in the manual assignment, that is, they were employed more than fifteen times. Their use was nonetheless reduced to one case in automatic indexing.
Lastly, the quality of the terms provided by the metaeditor for Mixed parameterization was studied when ten descriptors were suggested through the analysis of human experts. Two indexers analysed whether the keywords assigned to each document with DigiDoc MetaEdit were relevant or not, as well as detecting the cases wherein it was a mistake to have assigned a specific keyword. Table 5 shows the percentages obtained in each case for the corpus of documents. The exact terms match up in both indexing systems; the relevant ones are those that do not match up but clearly represent the contents of the document; the non relevant ones are those that, although appearing in the document, are not representative enough of its contents. On the other hand, those terms considered 'wrong' are those that cannot be used to describe the document because they are misleading. An example of this last case is the concept Bibliography, which appeared frequently because every article had a section with this epigraph, therefore being suggested by the metaeditor without being representative of the documents. From a practical point of view, the keywords presenting problems are not significant.
Conclusions
After conducting the different experiments, it is possible to conclude that the keyword assignment carried out by DigiDoc MetaEdit offers positive results and is, therefore, an efficient system. The indexing proposed by DigiDoc MetaEdit approaches a 50% match rate with manual indexing when taking into account the Mixed parameterization with ten terms cut off. Furthermore, it reaches 73% when related terms and narrower terms are considered. Besides, according to expert assessment, 89% of the words have been correctly assigned, with only 7% of misallocations and 4% of non-relevant assignments.
Nowadays in a situation of information overload, the identification of the most significant keywords in a document can serve various purposes. To a great extent, they can be focused on synthesizing the content of a document to facilitate access to it. The exponential increase of information brings about the need to automate this process to the utmost, and DigiDoc MetaEdit makes this task easier. Thus, it can be considered a useful tool for assisting and evaluating human indexing.
Besides, search optimization techniques have proved to be very effective in identifying keywords describing a collection of documents. The HTML documents described with these terms benefit from the fact that the terms are already optimized for search engine optimization.
Some short-term research lines are being considered to provide continuity to the research conducted. After studying the existing matches between manual and automatic indexing, it would be advisable to see if there is any relationship between the keywords chosen by the users of a search engine to access a document and those assigned in both manual and automatic indexing. Thus, the quality of the indexing process could be studied by testing whether the indexing terms present any links to the information needs of the users.
