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Abstract. Optimization algorithms for solving nonconvex inverse prob-
lem have attracted significant interests recently. However, existing meth-
ods require the nonconvex regularization to be smooth or simple to en-
sure convergence. In this paper, we propose a novel gradient descent
type algorithm, by leveraging the idea of residual learning and Nesterov’s
smoothing technique, to solve inverse problems consisting of general non-
convex and nonsmooth regularization with provable convergence. More-
over, we develop a neural network architecture intimating this algorithm
to learn the nonlinear sparsity transformation adaptively from training
data, which also inherits the convergence to accommondate the general
nonconvex structure of this learned transformation. Numerical results
demonstrate that the proposed network outperforms the state-of-the-art
methods on a variety of different image reconstruction problems in terms
of efficiency and accuracy.
Keywords: Inverse problem, deep learning, learnable optimization, im-
age reconstruction
1 Introduction
These years have witnessed the tremendous success of deep learning in a large
variety of real-world application fields [7,13,20,31]. At the heart of deep learning
are the deep neural networks (DNNs) which have provable approximation power
and the substantial amount of data available nowadays for training these DNNs.
Deep learning can be considered as a data-driven approach since the DNNs are
mostly trained with little or no prior information on the underlying functions
to be approximated. However, there are several major issues of generic DNNs
that have hindered the application of deep learning in many scientific fields:
(i) Generic DNNs may fail to approximate the desired functions if the training
data is scarce; (ii) The training of these DNNs are prone to overfitting, noises,
and outliers; (iii) The result DNNs are mostly “blackboxes” without rigorous
mathematical justification and can be very difficult to interpret.
Recently, learned optimization algorithm (LOA) as a promising approach
to address the aforementioned issues has received increasing attention. LOA is
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aimed at combining the best of the mathematically interpretable optimization al-
gorithms and the powerful approximation ability of DNNs, such that the desired
functions can be learned by leveraging available data effectively. In particular,
an LOA is often constructed by unrolling an iterative optimization algorithm,
such that one or multiple layers of the LOA correspond to one iteration of the
algorithm, and the parameters of these layers are then learned from data through
the training process.
In the field of computer vision and image processing, most existing opti-
mization algorithms are developed based on either smooth or convex objective
functions with relatively simple, handcrafted structures. The schemes and con-
vergence of these algorithms heavily rely on the strict assumptions on these
structures. However, the networks in the corresponding LOAs are trained to
have rather complex, nonsmooth and nonconvex structures. In this case, the
LOAs only have superficial connections to the original optimization algorithms,
and there are no convergence guarantee on these LOAs due to the learned com-
plex structures.
The goal of this paper is to develop a gradient descent type optimization
algorithm to solve general nonsmooth and nonconvex problems with provable
convergence, and then map this algorithm to a deep reconstruction network,
called ResGD-Net, that can be trained to have rather complex structures but still
inherit the convergence guarantee of the algorithm. Our method possesses the
following features: (i) We tackle the nonsmooth issue of the optimization problem
by the Nesterov’s smoothing technique [24] with rigorous, provable convergence;
(ii) We employ an iterate selection policy based on objective function value to
safeguard convergence of our method; (iii) We integrate the residual network
structure [11] into the proximal gradient scheme of our algorithm for improved
efficiency in network training.
The remainder of this paper is organized as follows. In Section 2, we re-
view the recent literature on learned optimization algorithms. In Section 3, we
present our gradient descent type algorithm for solving general nonconvex and
nonsmooth optimization problems, and map it to a deep neural network that
allows the regularization term to be learned from training data. The convergence
and complexity analysis are also provided. In Section 4, we conduct a number of
numerical experiments on natural and medical image reconstruction problems
to show the promising performance of our proposed method. We provide several
concluding remarks in Section 5.
2 Related Work
The majority of computer vision and imaging problems are formulated as regu-
larized inverse problems as follows:
min
x
f(x; z) + r(x), (1)
where f is the data fidelity term that measures the discrepancy between the
candidate solution x and the observed data z, and r is a regularization term
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that imposes prior knowledge or preference on the solution x. The regularization
term r(x) is critical to obtain high quality solution from (1), as the data fidelity
f is often underdetermined, and the data z can be incomplete and noisy in real-
world applications. In the inverse problem literature, r is often handcrafted and
has simple structure so that the problem (1) can be relatively easy to solve with
convergence guarantee. However, these simple handcrafted regularization terms
may not be able to capture the complex features of the underlying solution x,
and hence (1) produces undesired results in practice. This motivates the study
of LOAs in recent years which replace the handcrafted components with trained
ones by leveraging the large amount of data available.
Existing LOAs can be approximately categorized into two groups. The first
group of LOAs appeared in the literature are motivated by the similarity between
the iterative scheme of a traditional optimization algorithm (e.g., proximal gradi-
ent algorithm) and a feed forward neural network. Provided instances of training
data, such as ground truth solutions, an LOA replaces certain components of the
optimization algorithm with parameters to be learned from the data. The pio-
neer work [10] in this group of LOAs is based on the well-known iterative shrink-
age thresholding algorithm (ISTA) for solving the LASSO problem minx(1/2) ·
‖Φx − z‖2 + λ‖x‖1 by iterating xk+1 = shrink(xk − τΦ>(Φxk − z);λτ), where
τ ∈ (0, 1/‖Φ>Φ‖] is the step size, and [shrink(x;λ)]i = sign(xi) ·max(0, |xi| − λ)
for i = 1, . . . , n represents the component-wise soft shrinkage of x = (x1, . . . , xn).
In [10], a learned ISTA network, called LISTA, is proposed to replace Φ> by a
weight matrix to be learned from instance data to reduce iteration complexity
of the original ISTA. The asymptotic linear convergence rate for LISTA is es-
tablished in [6] and [19]. Several variants of LISTA were also developed using
low rank or group sparsity [25], `0 minimization [29] and learned approximate
message passing [4]. The idea of LISTA has been extended to solve composite
problems with linear constraints, known as the differentiable linearized alter-
nating direction method of multipliers (D-LADMM) [28]. These LOA methods,
however, still employ handcrafted regularization and require closed form solution
of the proximal operator of the regularization term.
The other group of LOAs follow a different approach to solve the inverse
problem (1) with regularization term r learned from training data. The goal
of these LOAs is to replace the handcrafted regularization r, which is often
overly simplified and not able to capture the complex features of the solution x
effectively, by employing multilayer perceptrons (MLP) adaptively trained from
data. Recall that a standard approach to solving (1) is the proximal gradient
(PG) method:
xk+1 = proxαkR(b
k) := arg min
x
1
2
‖x− bk‖2 + αkr(x), (2)
where bk = xk − αk∇f(xk; z) and αk > 0 is the step size in the kth iteration.
Learning regularization r in (1) effectively renders the proximal term proxαkr in
(2) being replaced by an MLP. Therefore, one avoids explicit formation of the
regularization g, but creates a neural network with prescribed K phases, where
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each phase mimics one iteration of the proximal gradient method (2) to compute
bk as above and xk = hk(bk). The CNN hk can also be cast as a residual
network (ResNet) [11] to represent the discrepancy between bk and the improved
xk [34]. Such a paradigm has been embedded into half quadratic splitting in
DnCNN [34], ADMM in [5,21] and primal dual methods in [2,19,21,26] to solve
the subproblems. To improve over the generic black-box CNNs above, several
LOA methods are proposed to unroll numerical optimization algorithms as deep
neural networks so as to preserve their efficient structures with proven efficiency,
such as the ADMM-Net [30] and ISTA-Net [33]. These methods also prescribe
the phase number K, and map each iteration of the corresponding numerical
algorithm to one phase of the network, and learn specific components of the
phases in the network using training data.
Despite of their promising performance in a variety of applications, the second
group of LOAs only have superficial connection with the original optimization
algorithms. These LOAs lose the convergence guarantee due to the presence of
complex nonconvex and/or nonsmooth structures learned from data. Moreover,
certain acceleration techniques proven to be useful for numerical optimization
algorithms are not effective in their LOA counterparts. For example, the ac-
celeration approach based on momentum [23] can significantly improve iteration
complexity of traditional (proximal) gradient descent methods, but does not have
noticeable improvement when deployed in the network versions. This can be ob-
served by the similar performance of ISTA-Net [33] and FISTA-Net [34]. One
possible reason is that the LOA version has learned nonconvex components, for
which a linear combination of xk and xk−1 is potentially a worse extrapolation
point in optimiztaion [18]. On the other hand, several network engineering tech-
niques are shown to be very effective to improve practical performance of LOAs.
For example, ISTA-Net+ [33] employs the residual network structure [11] and
results in substantially increased reconstruction accuracy over ISTA-Net. The
residual structure is also shown to improve network performance in a number of
recent work, such as ResNet-v2 [12], WRN [32], and ResNeXt [27].
3 A Novel Gradient Descent Type Algorithm
In this section, we present a novel gradient decent type algorithm to solve the
general nonsmooth and nonconvex optimization problem with focus application
on image reconstruction:
min
x∈<n
{F (x) := f(x) + r(x)}, (3)
where f is the data fidelity term (we omit the notation z as the data is given and
fixed), r is the regularization to be specified below, and x is the (gray-scale) image
with n pixels to be reconstructed. To instantiate our derivation below, we use the
linear least squares data fidelity term f(x) = (1/2) · ‖Φx−z‖2, where Φ ∈ <n′×n
and z ∈ <n′ are given. However, as can be seen from our derivation below,
f can be any given smooth but nonconvex function with Lipschitz continuous
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gradient ∇f . Here ‖x‖ denotes the standard 2-norm of of a vector x, and ‖Φ‖
stands for the induced 2-norm of a matrix Φ. In this paper, we would also
like to leverage the robust shrinkage threshold operator in computer vision and
image processing in the regularization r. More specifically, we parametrize the
regularization term r as the (2, 1)-norm of g(x), where g = (g1, . . . , gm) with
gi : <n → <d for i = 1, . . . ,m is a smooth nonlinear (with possibly nonconvex
components) operator to be learned later:
r(x) = ‖g(x)‖2,1 =
m∑
i=1
‖gi(x)‖, (4)
where gi(x) = ([gi(x)]1, · · · , [gi(x)]d) ∈ <d, and [gi(x)]j ∈ < is the jth compo-
nent (channel) of gi(x) for j = 1, . . . , d. Here m can be different from n if the
result g(x) changes the size of x. As we can see later, the (2, 1)-norm in r yields
the soft shrinkage operation on (g1, . . . , gm), which plays the role of a robust
nonlinear activation function in the deep network architecture later. The nonlin-
ear operator g, on the other hand, is an adaptive sparse feature extractor learned
from training data. However, it is also worth noting that the derivation and con-
vergence analysis below can also be applied to (3) with general nonsmooth and
nonconvex regularization r.
3.1 Smooth Approximation of Nonsmooth Regularization
To tackle the nonsmooth and nonconvex regularization term r(x) in (4), we
first employ Nesterov’s smoothing technique for convex function [24] to smooth
the (2,1)-norm part of r(x) (the nonlinear and nonconvex term g remains un-
touched). To this end, we first apply the dual form of (2,1)-norm in r(x) as
follows:
r(x) = max
y∈Y
〈g(x),y〉, (5)
where y ∈ Y is the dual variable, Y is the dual space defined by
Y :=
{
y = (y1, . . . ,ym) ∈ <md | yi = (yi1, . . . , yid) ∈ <d, ‖yi‖ ≤ 1,∀ i
}
.
For any η > 0, we consider the smooth version rη of r by perturbing the dual
form (5) as follows:
rη(x) = max
y∈Y
〈g(x),y〉 − η
2
‖y‖2, (6)
Then one can readily show that
rη(x) ≤ r(x) ≤ rη(x) + mη
2
, ∀x ∈ <n. (7)
Note that the perturbed dual form in (6) has closed form solution: denoting
y∗η = arg max
y∈Y
〈g(x),y〉 − η
2
‖y‖2, (8)
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then solving (8), we obtain the closed form of y∗η = ([y
∗
η]1, . . . , [y
∗
η]m) with
[y∗η]i =
 1η gi(x), if ‖gi(x)‖ ≤ η,gi(x)‖gi(x)‖ , otherwise, (9)
for i = 1, . . . ,m. Plugging (9) back into (6), we have
rη(x) =
∑
i∈I1
1
2η
‖gi(x)‖2 +
∑
i∈I2
(‖gi(x)‖ − η
2
), (10)
where I1 = {i ∈ [m] | ‖gi(x)‖ ≤ η}, I2 = [m] \ I1, and [m] := {1, . . . ,m}.
Moreover, it is easy to show from (10) that
∇rη(x) =
∑
i∈I1
1
η
gi(x)∇gi(x) +
∑
i∈I2
gi(x)
‖gi(x)‖∇gi(x), (11)
where ∇gi(x) is the Jacobian of gi at x.
The smoothing technique above allows us to approximate the nonsmooth
function with rigorous convergence and iteration complexity analysis of our novel
gradient descent algorithm for the original nonsmooth nonconvex problem (3).
3.2 A Novel Gradient Descent Type Algorithm
In this subsection, we propose a novel gradient descent type algorithm for solving
the minimization problem (3) with smoothed regularization rη in (6). To employ
the effective residual network structure [11] in its mapped network later, we need
to incorporate the corresponding feature in our algorithmic design here. To this
end, we consider the objective function Fη with rη as follows:
Fη(x) := f(x) + rη(x). (12)
Note that, unlike F in (3), Fη is nonconvex but smooth due to the existence of
gradient ∇rη in (11).
Now we are ready to present our residual gradient descent (ResGD) algo-
rithm. In the kth iteration, we first compute
bk = xk − αk∇f(xk), (13)
where αk is the step size to be specified later. We then compute two candidates,
denoted by uk+1 and vk+1, for the next iterate xk+1 as follows:
uk+1 = arg min
x
〈∇f(xk),x− xk〉+ 1
2αk
‖x− xk‖2 + 〈∇rη(bk),x− bk〉 (14a)
+
1
2βk
‖x− bk‖2,
vk+1 = arg min
x
〈∇f(xk),x− xk〉+ 〈∇rη(xk),x− xk〉+ 1
2αk
‖x− xk‖2, (14b)
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Algorithm 1 Residual Gradient Descent Algorithm (Res-GD)
Input: Initialization x0.
Output: x = xK .
for k = 1, 2, . . . ,K do
b← x− αk∇f(x).
u← b− γk∇rη(b).
v← b− αk∇rη(x).
If Fη(u) ≤ Fη(v), x← u; Otherwise, x← v.
end for
where βk is another step size along with αk. Note that both minimization prob-
lems in (14a) and (14b) have closed form solutions:
uk+1 = bk − γk∇rη(bk) (15a)
vk+1 = bk − αk∇rη(xk) (15b)
where ∇rη is defined in (11), and γk = αkβkαk+βk . Then we choose between uk+1
and vk+1 that has the smaller function value Fη to be the next iterate x
k+1:
xk+1 =
{
uk+1 if Fη(u
k+1) ≤ Fη(vk+1),
vk+1 otherwise.
(16)
This algorithm is summarized in Algorithm 1. If the u-step is disabled, then
Algorithm 1 Res-GD reduces to the standard gradient descent method for Fη
in (12). However, this u-step corresponds to a residual network structure in
the ResGD-Net we construct later, and it is critical to improving the practical
performance of ResGD-Net.
3.3 Convergence and Complexity Analysis
In this subsection, we provide a comprehensive convergence analysis with iter-
ation complexity of the proposed Algorithm 1 Res-GD. To this end, we need
several mild assumptions on the functions involved in Algorithm 1. More specif-
ically, we have Assumptions (A1) and (A2) on the smooth nonlinear operator g
in the regularization function r in (4), (A3) on the function f , and (A4) on the
objective function F in (3), as follows.
Assumption 1 (A1) The operator g(x) is continuously differentiable with Lg-
Lipschitz gradient ∇g(x), i.e., there exists a constant Lg > 0, such that ‖∇g(x1)−
∇g(x2)‖ ≤ Lg‖x1 − x2‖ for all x1, x2 ∈ <n.
Assumption 2 (A2) supx ‖∇g(x)‖ ≤M for some constant M > 0.
Assumption 3 (A3) The function f(x) is continuously differentiable with Lf -
Lipschitz gradient ∇f(x).
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Assumption 4 (A4) F (x) is coercive, i.e. F (x)→∞ as ‖x‖ → ∞.
Due to non-differentiable regularization function in (3), we cannot directly
consider stationary points in the classical sense. Therefore, we consider the fol-
lowing constrained minimization equivalent to (3):
min
x,y
f(x) +
m∑
i=1
yi (17a)
subject to y2i ≥ ‖gi(x)‖2, i = 1, ...,m, (17b)
yi ≥ 0, i = 1, ...,m. (17c)
where y = (y1, . . . , ym) ∈ <m. To see the equivalence between (3) and (17), we
observe that, for any fixed x, the optimal y ensures that y2i = ‖gi(x)‖22, and thus,
yi = ‖gi(x)‖2 (c.f., yi ≥ 0) for all i = 1, ...,m. Then (x∗,y∗) is called a Karush-
Kuhn-Tucker (KKT) point of (17) if the following conditions are satisfied:
∇f(x∗) + 2
m∑
i=1
µigi(x
∗)∇gi(x∗) = 0 (18a)
1− 2µiy∗i − λi = 0, i = 1, ...,m (18b)
µi[‖gi(x∗)‖2 − (y∗i )2] = 0, i = 1, ...,m (18c)
λiy
∗
i = 0, i = 1, ...,m (18d)
λi, µi ≥ 0, i = 1, ...,m (18e)
y2i ≥ ‖gi(x)‖2, yi ≥ 0, i = 1, ...,m. (18f)
for some λi, µi ∈ <, i = 1, ...,m. Here µi and λi are the Lagrangian multipliers
associated with the constraints (17b) and (17c), respectively. In particular, (18a)-
(18b) are stationarity, (18c)-(18d) are complementary slackness, and (18e) and
(18f) stem from dual and primal feasibility, respectively. To measure the closeness
of an approximation generated by Algorithm 1, we propose to generalize the
definition above to the -KKT point as follows.
Definition 1. For any  ≥ 0, x∗ is called an -KKT solution to (3) if there
exist (µi, λi, yi), i = 1, ...,m, such that
∥∥∇f(x∗ ) + 2 K∑
i=1
µigi(x
∗
 )∇gi(x∗ )
∥∥ ≤  (19a)
1− 2µiyi − λi = 0, i = 1, ...,m (19b)
|µi(‖gi(x∗ )‖2 − y2i )| ≤ , i = 1, ...,m; (19c)
λiyi = 0, i = 1, ...,m (19d)
λi, µi ≥ 0, i = 1, ...,m (19e)
yi ≥ ‖gi(x∗ )‖, i = 1, ...,m. (19f)
In this definition, (19a)–(19e) correspond to the -approximation to (18a)–(18e)
and (19f) is derived from the primal feasibility.
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Our goal is then to study the convergence of the proposed algorithm and its
iteration complexity to obtain an -KKT solution to (3) in the sense of Definition
1. To this end, we first need the following lemma to characterize the Lipschitz
constant for ∇rη.
Lemma 1. Under Assumptions (A1) and (A2), the gradient ∇rη of the smoothed
function rη defined in (6) is Lipschitz continuous with constant mLg +
M2
η .
Proof. We first define y1 and y2 as follows,
y1 = arg max
y∈Y
〈g(x1), y〉 − η
2
‖y‖2,
y2 = arg max
y∈Y
〈g(x2), y〉 − η
2
‖y‖2.
Due to the concavity of the problems above (in y) and the optimality conditions
of y1 and y2, we have
〈g(x1)− ηy1, y2 − y1〉 ≤ 0; (20)
〈g(x2)− ηy2, y1 − y2〉 ≤ 0. (21)
Adding the two inequalities above yields
〈g(x1)− g(x2)− η (y1 − y2) , y2 − y1〉 ≤ 0, (22)
which, together with the Cauchy-Schwarz inequality, implies
‖g(x1)− g(x2)‖ · ‖y1 − y2‖ ≥ 〈g(x1)− g(x2), y1 − y2〉 ≥ η ‖y2 − y1‖2.
Therefore, ‖g(x1) − g(x2)‖ ≥ η ‖y1 − y2‖. Following the notations in Section
3.1, we have ∇rη(x) = ∇g(x)>y∗ where y∗ = arg maxy∈Y 〈g(x), y〉 − η2‖y‖2 =
arg miny∈Y
η
2‖y − η−1g(x)‖2 and Y = {y ∈ Rmd | ‖yi‖ ≤ 1, 1 ≤ i ≤ m}.
Therefore, the optimality of y1 and y2 above implies
‖∇rη(x1)−∇rη(x2)‖ =
∥∥∥∇g(x1)>y1 −∇g(x2)>y2∥∥∥
=
∥∥∥∥(∇g(x1)>y1 −∇g(x2)>y1)+ (∇g(x2)>y1 −∇g(x2)>y2)∥∥∥∥
≤
∥∥∥(∇g(x1)−∇g(x2))> y1∥∥∥+ ‖∇g(x2)‖ ‖y1 − y2‖
≤∥∥∇g(x1)−∇g(x2)∥∥ · ‖y1‖+ 1
η
· ‖∇g(x2)‖ · ‖g(x1)− g(x2)‖.
Recalling the assumptions of (A1) and (A2), we have ‖∇g(x)‖ ≤ M for all
x ∈ <n and that ∇g(x) is Lipschitz with constant Lg. Since maxy∈Y ‖y‖ ≤
√
m,
we have ∥∥∥∇g(x1)>y1 −∇g(x2)>y2∥∥∥ ≤ (√m · Lg + M2
η
)
‖x1 − x2‖,
which completes the proof.
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Our main results on the convergence and iteration complexity of Algorithm 1
ResGD are summarized in the following theorem.
Theorem 1. Assume (A1)–(A4) hold. For any initial x0 and constants α >
β > 1, the following statements hold for the sequences {xk} and {vk} generated
by Algorithm 1 with (αLη)
−1 ≤ αk ≤ (βLη)−1 and Lη := Lf +mLg + M2η :
1. The sequence {xk} is bounded. The function Fη takes the same value, denoted
by F ∗η , at all accumulation points of {xk}. Moreover, for any accumulation
point x∗, there is
∇Fη(x∗) = 0. (23)
2. For any  > 0, there exists k ≤ b 2α
2Lη(F (x
0)−F∗η )
(β−1)2 c+ 1 such that
‖∇Fη(xk)‖ ≤ . (24)
3. For any  > 0, let η = , then there exists k ≤ b 2(Fη(x
0)−F∗η )α2(Lf+mLg+M2/)
(β−1)2 c+
1 = O(−3), such that xk is an -KKT solution to (3) in the sense of Defi-
nition 1.
Proof. 1. Due to the optimality condition of vk+1 in the algorithm, we have
〈∇Fη(xk),vk+1 − xk〉+ 1
2αk
‖vk+1 − xk‖2 ≤ 0. (25)
Due to both of (A4) and Lemma 1 (under the assumptions of (A1) and (A2)),
we know that Fη(x) has Lη-Lipschitz continuous gradient, where Lη := Lf +√
mLg +
M2
η , which implies that
Fη(v
k+1) ≤ Fη(xk) + 〈∇Fη(xk),vk+1 − xk〉+ Lη
2
‖vk+1 − xk‖2. (26)
Combining (25), (26) and αk ≤ (βLη)−1 with β > 1 yields
Fη(v
k+1)− Fη(xk) ≤ −( 1
2αk
− Lη
2
)‖vk+1 − xk‖2 ≤ − (β − 1)Lη
2
‖vk+1 − xk‖2.
(27)
If Fη(u
k+1) ≤ Fη(vk+1), then xk+1 = uk+1, and Fη(xk+1) = Fη(uk+1) ≤
Fη(v
k+1). If Fη(v
k+1) < Fη(u
k+1), then xk+1 = vk+1, and Fη(x
k+1) = Fη(v
k+1).
Therefore, in either case, (27) implies
Fη(x
k+1) ≤ Fη(vk+1) ≤ Fη(xk) ≤ . . . ≤ Fη(x0). (28)
for all k ≥ 0.
Since F (x) is coercive, from rη(x) ≤ r(x) ≤ rη(x) + mη2 , we know Fη(x) is
also coercive. Therefore, {xk} and {vk} are bounded, and hence {xk} has at
least one accumulation point. Moreover, {Fη(xk)} is non-increasing due to (28)
and bounded below, which means that {Fη(xk)} is a convergent (numerical)
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sequence. Denote the limit of {Fη(xk)} by F ∗η . Let x∗ be any accumulation
point of {xk}, i.e., there exists a subsequence {xkj} of {xk}, such that xkj → x∗
as j → ∞. Then the continuity of Fη(x) implies that Fη(xkj ) → Fη(x∗) as
j →∞. Since Fη(xkj ) is a subsequence of the convergent sequence Fη(xk) which
has limit F ∗η , we know Fη(x
∗) = F ∗η . Note that x
∗ is an arbitrary accumulation
point, therefore every accumulation point of {xk} has the same function value
F ∗η .
Summing up (27) with respect to k ≥ 0 and noting that Fη(xk) ↓ F ∗η =
Fη(x
∗), we know that, with αk ≤ (βL)−1, there is
∞∑
k=0
‖vk+1 − xk‖2 ≤ 2(Fη(x
0)− Fη(x∗))
(β − 1)Lη <∞. (29)
Hence there is
‖vk+1 − xk‖2 → 0, as k →∞. (30)
From the optimality condition of vk+1, we have
∇Fη(xk) = x
k − vk+1
αk
. (31)
Combining (30) and (31), and substituting xk by any of its convergent sub-
sequence {xkj} with limit x∗ as above (also the corresponding subsequence of
vk), we obtain ‖∇Fη(xkj )‖ → 0. Then from the continuity of ∇Fη, we obtain
∇Fη(x∗) = 0. This proves the first statement.
2. Since (αLη)
−1 ≤ αk ≤ (βLη)−1 for some α > β > 1, (30) implies that there
exists K∗ := min{k : ‖vk+1−xk‖ ≤ (αLη)−1} <∞. Note that ‖vk+1−xk‖2 ≥
(αLη)
−22 for all k < K∗. Therefore (27) implies that Fη(vk+1)−Fη(xk) ≤ −(β−
1)2/(2α2Lη) for all k < K
∗. From (28) and the fact that Fη(xk) ↓ F ∗η = Fη(x∗),
we get
0 ≤ Fη(xK∗)− Fη(x∗) = Fη(x0)− Fη(x∗) +
K∗−1∑
k=0
[
Fη(x
k+1)− Fη(xk)
]
≤ − (β − 1)
2
2α2Lη
·K∗ + Fη(x0)− F ∗η .
Therefore, K∗ ≤ 2α
2Lη(F (x
0)−F∗η )
(β−1)2 . Moreover, by the definition of K
∗, we have
that
‖vK∗+1 − xK∗‖
αK∗
≤ 
αK∗αLη
≤ .
Therefore, ‖∇Fη(xK∗)‖ = 1αK∗ ‖vK
∗+1 − xK∗‖ ≤ . Setting k = K∗ proves the
claim.
3. To prove the last statement, we first show that for η = , xˆ is an -
KKT solution to the original problem with nonsmooth F as objective function
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provided that ‖∇Fη(xˆ)‖ ≤ . To this end, we note that
∇Fη(xˆ) = ∇f(xˆ) +
∑
i∈I1
1
η
gi(xˆ)∇gi(xˆ) +
∑
i∈I2
gi(xˆ)
‖gi(xˆ)‖∇gi(xˆ), (32)
where I1 = {i | ‖gi(xˆ)‖ ≤ η} and I2 = {i | ‖gi(xˆ)‖ > η}. By setting yi =
max{η, ‖gi(xˆ)‖}, µi = 12‖gi(xˆ)‖ if ‖gi(xˆ)‖ > η and 12η otherwise, and λi = 0, for
all i = 1, ...,K, we can easily verify that all the -KKT conditions are satisfied
at xˆ provided ‖∇Fη(xˆ)‖ ≤ . Note that ‖∇Fη(xK∗)‖ ≤ , we know xK∗ is an
-KKT solution to the original problem.
Furthermore, because η = , we have Lη ≤ Lf +
√
mLg + M
2/. Then, for
(αLη)
−1 ≤ αk ≤ (βLη)−1, we have
K∗ ≤ 2α
2Lη(Fη(x
0)− F ∗η )
(β − 1)2 ≤
2α2(Fη(x
0)− F ∗η )(Lf +
√
mLg +M
2/)
(β − 1)2 = O(
−3).
Setting k = K∗ proves the claim. This completes the proof.
3.4 Residual Gradient Descent Network
In this subsection, we construct a deep neural network imitating the proposed Al-
gorithm 1 with nonlinear function g to be trained from data. We first parametrize
the function g(x) as a convolutional network as follows:
g(x) = Bσ(Ax), (33)
where A ∈ <md×n and B ∈ <md×md are the matrix representation of two convo-
lution operations. For example, to obtain a relative larger receptive field [16] for
image reconstruction, we design A to be a cascade of two convolutions, where
the first convolution is with d kernels of size 3× 3 and the second with d kernels
of size 3 × 3 × d. Besides, B corresponds to convolution with d kernels of size
3×3×d. Here, σ represents a component-wise activation function. In this paper,
we use the following smooth nonlinear activation σ ∈ C1:
σ(x) =

0, if x ≤ −δ,
1
4δx
2 + 12x+
δ
4 , if − δ < x < δ,
x, if x ≥ δ.
(34)
Here δ > 0 is a prescribed threshold (set to 0.1 in our experiment). Note that g
defined in (33) satisfies both assumptions (A1)–(A4) in Section 3.3. From (11)
and (33), we have gi(x) = (BσAx)i and hence
∇rη(x) = A>σ′(Ax)B>
(∑
i∈I1
(BσAx)i
η
+
∑
i∈I2
(BσAx)i
‖(BσAx)i‖
)
, (35)
where I1 = {i ∈ [m] | ‖(BσAx)i‖ ≤ η}, I2 = {i ∈ [m] | ‖(BσAx)i‖ > η}.
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Else: output     
Fig. 1. Illustration of the kth phase of ResGD-Net. The red and green arrows represent
the updating for uk+1 (Eq. (15a)) and vk+1 (Eq. (15b)) respectively
The detailed updating scheme of each phase of the proposed network is de-
picted in Fig. 1. Specifically, we prescribe the iteration number K, which is also
the phase number of the proposed ResGD-Net. We enable the step sizes αk and
γk to vary in different phases, moreover, all {αk, γk}Kk=1 and threshold η are
designed to be learnable parameters fitted by data. To further increase the ca-
pacity of the proposed network, we employ the learnable inverse operator. More
precisely, we replace A> and B> in (35) by learnable operators A˜ ∈ <n×md
and B˜ ∈ <md×md. To approximately achieve A˜ ≈ A> and B˜ ≈ B>, we in-
corporate the constraint term Lconstraint = ‖A˜ − A>‖2F + ‖B˜ − B>‖2F to the
loss function during training to acquire the data-driven inverse operators, where
‖ · ‖F is the Frobenius norm. In addition, A˜ is implemented as a cascade of two
transposed convolutional operators [8] and B˜ as one transposed convolutional
operator, similar to A and B.
Network Training: We denote Θ to be the set of all learnable parameters of the
proposed ResGD-Net which consists of the weights of the convolutional operators
{A,B} and transposed convolutional operators {A˜, B˜}, step sizes {αk, γk}Kk=1
and threshold η. Given N training data pairs {(z(i),x(i))}Ni=1, where each x(i) is
the ground truth data and z(i) is the measurement of x(i), the loss function L(Θ)
is defined to be the sum of the discrepancy loss Ldiscrepancy and the constraint
loss Lconstraint:
L(Θ) = 1
N
N∑
i=1
‖xK(z(i);Θ)− x(i)‖2︸ ︷︷ ︸
Ldiscrepancy
+ϑ {‖A˜−A>‖2F + ‖B˜ −B>‖2F }︸ ︷︷ ︸
Lconstraint
, (36)
where Ldiscrepancy measures the discrepancy between the ground truth x(i) and
xK(z(i);Θ) which is the output of the K-phase network by taking z(i) as the
input. Here, the constraint parameter ϑ is set to be 10−3 in our experiment.
4 Numerical Experiments
To demonstrate the performance of the proposed algorithm and inspired network,
we conduct extensive experiments on various image reconstruction problems
and compare the results with some existing state-of-the-art algorithms. Since
the CNN in our design only provides a learnable regularization functional for
the unrolled optimization algorithm, we adopt a step-by-step training strategy
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which imitates the iterating of optimization algorithm. More precisely, first we
train the network with phase number K = 3, where each phase in the network
corresponding to an iteration in optimization algorithm. After it converges, we
add 2 more phases to the end of it. Then with pretrained weights from K = 3
we continue training the 5-phase network until it converges, then 7 phases, 9
phases, etc., all the way until there is no noticeable improvement when we add
more phases.
All the experiments in this section are performed on a machine with Nvidia
GTX-1080Ti GPU of 11GB graphics card memory and implemented with the
Tensorflow toolbox [1] in Python. The learnable weights of convolutions are
initialized by Xavier Initializer [9] and the threshold η is initialized to be 0.01.
All the learnable parameters are trained by Adam Optimizer [14]. The network
is trained with learning rate 1e-4 for 500 epochs when K = 3, followed by 200
epochs when adding more phases. Considering the graphics card memory and
the cropped block size of images for training (33 × 33 for nature image and
190 × 190 for MR image), batch size 64 and 2 are decided when training the
network with nature images and MR images respectively.
4.1 Nature Image Compressive Sensing
In this section, we conduct numerical experiments on nature image compressive
sensing (CS) problems and compare the proposed ResGD-Net with some exist-
ing highly sophisticated methods. For fair comparison, we use the same datasets
among all methods, 91 Images for training and Set11 for testing [15]. The train-
ing sets are the extracted image luminance components which are then randomly
cropped into N = 88, 912 blocks of size n = h × w = 332. The experiments on
different CS ratios 10%, 25% and 50% are performed separately to compare the
generality of the algorithms. To create the data pairs {(z(i),x(i))}Ni=1 for train-
ing, where x(i) is the image block and z(i) is the CS measurement of x(i), we
first generate a random Gassuian measure matrix Φ of size 10%n×n, 25%n×n
and 50%n× n whose rows are then orthogonalized, where this follows [33]; then
we apply z(i) = Φx(i) to generate the CS measurement. When generating the
testing data pairs from Set11 [15], we follow the same criterion as training data.
All the testing results are evaluated on the average Peak Signal-to-Noise Ratio
(PSNR) of the reconstruction quality.
Comparison with some existing algorithms: In this part, we show the
comparison results with some existing state-of-the-art algorithms, the variational
methods TVAL3 [17], D-AMP [22] and deep learning models IRCNN [34], Re-
conNet [15] and ISTA-Net+ [33]. All the reconstruction results are tested on the
avarage PSNR on Set11 [15], where the results are shown in Table 1. Consid-
ering the trade-off between the network performance and complexity shown in
the ablation study (Section 4.2), we determine the phase number K = 19 of our
network when comparing with other algorithms. We observe that ResGD-Net
outperforms all aforementioned algorithms by a large margin across all 10%,
25% and 50% CS ratios. In Fig. 6 we show the reconstructed butterfly image
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Table 1. Natural image CS reconstruction on data Set11 [15] with CS ratios 10%,
25% and 50%. Table shows the average PSNR (dB) of the comparison methods against
ResGD-Net (19-phase). And the first five results of comparison algorithms are quoted
from [33]
Algorithms CS Ratio 10% CS Ratio 25% CS Ratio 50%
TVAL3 [17] 22.99 27.92 33.55
D-AMP [22] 22.64 28.46 35.92
IRCNN [34] 24.02 30.07 36.23
ReconNet [15] 24.28 25.60 31.50
ISTA-Net+ (shared weights) [33] 26.51 32.08 37.59
ISTA-Net+ [33] 26.64 32.57 38.07
ResGD-Net [Proposed] 27.36 33.01 38.42
with CS ratio 10% and Barbara image with CS ratio 25%, it’s clear that the
proposed ResGD-Net is superior in preserving small patterns and details.
(a) True (b) ISTA-Net+ (c) ResGD-Net (d) True (e) ISTA-Net+ (f) ResGD-Net
Fig. 2. Reconstruction results of a butterfly image with CS ratio 10% and Barbara
image with CS ratio 25% in Set11 [15] using the state-of-the-art ISTA-Net+ [33] and the
proposed ResGD-Net. PSNR and reconstruction time: (b) 25.91dB, 0.021s (c) 26.59dB,
0.237s (e) 29.21dB, 0.020s (f) 30.67dB, 0.225s
4.2 Ablation study:
In this part, we chiefly do the ablation study to show the effectiveness of the
residual connection, the influence of the number of phases over the results and
the parameter efficiency of the proposed ResGD-Net.
The residual connection: To show the strength of the residual connec-
tion, we compare the test result of ResGD-Net against the gradient descent
algorithm inspired network (GD-Net). The PSNR comparison is shown in Fig. 3
with various phase numbers K and training epochs. We observe that with resid-
ual connection, ResGD-Net obtains much better quality of reconstructed images
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than the GD Net at each K. As exemplified when K fixed to be 3, ResGD-
Net converges with less training epoch number, where ResGD-Net converges at
around 250 epochs versus GD Net takes about 400 epochs.
The phase number K: As shown in Fig. 3, for both ResGD-Net and GD
Net, PSNR increases with the increase of phase number K. The plot of ResGD-
Net turns flat after 19 phases while GD Net does not tend to. Considering
the trade-off between reconstruction performance and network complexity, we
determine to take K = 19 when comparing ResGD-Net with other methods.
The parameter efficiency: The total number of parameters of GD-Net is
{A+B+A˜+B˜+η+αk×K = 32×3×3×(1+32+32)+32×3×3×(1+32+32)+
1 + 19 = 37, 460} if we take K = 19. Similarly, the total number of parameters
of 19-phase ResGD-Net is {A + B + A˜ + B˜ + η + (αk + γk) × K = 37, 479}.
The number of parameters per phase of ISTA-Net+ is 37, 442 [33]. It can be
seen in Table 1 that ResGD-Net outperforms ISTA-Net+ (shared weights) by a
large margin (average 0.87 dB PSNR) with similar number of parameters. Even
compared with ISTA-Net+ with 9 phases unshared weights, ResGD-Net is still
better (average 0.50 dB PSNR), whereas apparently there are far less parameters
in ResGD-Net than unshared-weights ISTA-Net+ (37,479 v.s. 336,978).
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Fig. 3. The PSNR comparison evaluated on Set11 [15] between ResGD-Net and GD
Net with various phase numbers and training epoch when CS ratio is 25%. Here, the
evaluation on the training epoch is conducted on phase number K = 3
4.3 Medical Image Compressive Sensing
Medical image compressive sensing is an everlasting practical application in im-
age reconstruction area. In this section we test the performance of the proposed
ResGD-Net on compressive sensing reconstruction of brain MR images [3] (CS-
MRI). In CS-MRI problem, the data fidelity term is f(x; z) = ‖Φx− z‖22, where
Φ = PF , P is a binary selection matrix representating the sampling trajectory,
and F is the discrete Fourier transform. We randomly pick 150 images from the
brain MRI datasets [3], then crop and keep the central 190× 190 part with less
background. Then we at random divide the dataset to 100 images for training
and 50 for testing. Among this section, we present the comparison results be-
tween ResGD-Net and ISTA-Net+ [33], where the latter one is a state-of-the-art
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method in tackling with CS-MRI problem. For fairness, both algorithms com-
pared here are evaluated on the same dataset and metrics. Experiments are
conducted across different sampling ratios 10%, 20% and 30% of P to show the
generality. The study of ResGD-Net on different sampling ratios and various
phase numbers is shown in Fig. 4. The PSNR comparison with ISTA-Net+ is
shown in Table. 2. The result enhancement of the proposed ResGD-Net against
ISTA-Net+ is remarkable across all sampling ratios even though we only use
approximately 10% many number of parameters than ISTA-Net+ [33].
3 4 5 6 7 8 9 10 11
Phase Number K
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48
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NR
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CS ratio 10 %
CS ratio 20 %
CS ratio 30 %
Fig. 4. PSNR (dB) comparison of ResGD-Net on various phase numbers across differ-
ent CS ratios 10%, 20% and 30% on brain MR images [3]
Table 2. PSNR (dB) of reconstructions obtained by ISTA-Net+ [33] and ResGD-Net
(9 phases) on MR images using radial masks with different sampling ratios
Method Sampling ratio 10% Sampling ratio 20% Sampling ratio 30%
ISTA-Net+ 33.49 40.66 44.70
ResGD-Net 34.91 41.99 47.00
In addition, we provide the visualization results of some selected MR images
reconstructed by the state-of-the-art ISTA-Net+ [33] and our proposed ResGD-
Net on compressive sensing (CS) ratio 10%, 20% and 30%. The results are eval-
uated under metrics the Peak Signal-to-Noise Ratio (PSNR), the Structural
Similarity (SSIM) and the Mean Squared Error (MSE). For better visualization,
we rescale the pixel value by multiplying 8.0× on the error maps (the second
row of Figs. 5 - 7) when displaying.
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(a) ISTA-Net+
PSNR: 29.09dB
SSIM: 0.8919
MSE: 1.231e− 3
(b) ResGD-Net
PSNR: 32.25dB
SSIM: 0.9178
MSE: 5.946e− 4
(c) True
Fig. 5. Reconstruction results of a brain MR image [3] with radial mask of CS ratio 10%
using the state-of-the-art ISTA-Net+ [33] and the proposed ResGD-Net. The figures in
the second row are the difference images compared to the true image
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(a) ISTA-Net+
PSNR: 31.51dB
SSIM: 0.9452
MSE: 7.069e− 4
(b) ResGD-Net
PSNR: 35.68dB
SSIM: 0.9595
MSE: 2.693e− 4
(c) True
Fig. 6. Reconstruction results of a brain MR image [3] with radial mask of CS ratio 20%
using the state-of-the-art ISTA-Net+ [33] and the proposed ResGD-Net. The figures in
the second row are the difference images compared to the true image
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(a) ISTA-Net+
PSNR: 35.73dB
SSIM: 0.9564
MSE: 2.671e− 4
(b) ResGD-Net
PSNR: 41.31dB
SSIM: 0.9772
MSE: 7.385e− 5
(c) True
Fig. 7. Reconstruction results of a brain MR image [3] with radial mask of CS ratio 30%
using the state-of-the-art ISTA-Net+ [33] and the proposed ResGD-Net. The figures in
the second row are the difference images compared to the true image
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5 Concluding Remarks
In this paper, motivated by Nestrov’s smoothing technique and residual learning,
we propose a residual learning inspired learnable gradient descent type algorithm
with provable convergence. Then we present how to unroll the algorithm into a
deep neural network architecture. Furthermore, the proposed network is applied
to different real-world image reconstruction applications. The numerical results
show that our network outperforms several existing state-of-the-art methods by
a large margin.
References
1. Abadi, M., Barham, P., Chen, J., Chen, Z.e.a.: Tensorflow: A system for large-
scale machine learning. In: 12th Symposium on Operating Systems Design and
Implementation ({OSDI} 16). pp. 265–283 (2016)
2. Adler, J., O¨ktem, O.: Learned primal-dual reconstruction. IEEE transactions on
medical imaging 37(6), 1322–1332 (2018)
3. Bennett Landman, S.W.e.: 2013 diencephalon free challenge.
doi:10.7303/syn3270353
4. Borgerding, M., Schniter, P., Rangan, S.: Amp-inspired deep networks for sparse
linear inverse problems. IEEE Transactions on Signal Processing 65(16), 4293–4308
(2017)
5. Chang, J.R., Li, C.L., Poczos, B., Kumar, B.V.: One network to solve them all:
solving linear inverse problems using deep projection models. In: 2017 ICCV. pp.
5889–5898. IEEE (2017)
6. Chen, X., Liu, J., Wang, Z., Yin, W.: Theoretical linear convergence of unfolded
ista and its practical weights and thresholds. In: NIPS. pp. 9061–9071 (2018)
7. Dong, C., Loy, C.C., He, K., Tang, X.: Learning a deep convolutional network for
image super-resolution. In: ECCV (2014)
8. Dumoulin, V., Visin, F.: A guide to convolution arithmetic for deep learning. arXiv
preprint arXiv:1603.07285 (2016)
9. Glorot, X., Bengio, Y.: Understanding the difficulty of training deep feedforward
neural networks. In: In Proceedings of the International Conference on Artificial
Intelligence and Statistics. Society for Artificial Intelligence and Statistics (2010)
10. Gregor, K., LeCun, Y.: Learning fast approximations of sparse coding. In:
Fu¨rnkranz, J., Joachims, T. (eds.) ICML 2010. pp. 399–406. Haifa, Israel (Jun
2010)
11. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: CVPR. pp. 770–778 (2016)
12. He, K., Zhang, X., Ren, S., Sun, J.: Identity mappings in deep residual networks.
In: European conference on computer vision. pp. 630–645. Springer (2016)
13. Hornik, K., Stinchcombe, M., White, H.: Multilayer feedforward networks are uni-
versal approximators. Neural networks 2(5), 359–366 (1989)
14. Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980 (2014)
15. Kulkarni, K., Lohit, S., Turaga, P., Kerviche, R., Ashok, A.: Reconnet: Non-
iterative reconstruction of images from compressively sensed measurements. In:
CVPR. pp. 449–458 (2016)
22 Q. Zhang et al.
16. Le, H., Borji, A.: What are the receptive, effective receptive, and projective fields of
neurons in convolutional neural networks? CoRR abs/1705.07049 (2017), http:
//arxiv.org/abs/1705.07049
17. Li, C., Yin, W., Jiang, H., Zhang, Y.: An efficient augmented lagrangian method
with applications to total variation minimization. Computational Optimization
and Applications 56(3), 507–530 (2013)
18. Li, H., Lin, Z.: Accelerated proximal gradient methods for nonconvex programming.
In: Advances in neural information processing systems. pp. 379–387 (2015)
19. Liu, J., Chen, X., Wang, Z., Yin, W.: Alista: Analytic weights are as good as
learned weights in lista. ICLR (2019)
20. Lu, Z., Pu, H., Wang, F., Hu, Z., Wang, L.: The expressive power of neural net-
works: A view from the width. In: NIPS. pp. 6231–6239 (2017)
21. Meinhardt, T., Moller, M., Hazirbas, C., Cremers, D.: Learning proximal operators:
Using denoising networks for regularizing inverse imaging problems. In: ICCV. pp.
1781–1790 (2017)
22. Metzler, C.A., Maleki, A., Baraniuk, R.G.: From denoising to compressed sensing.
IEEE Transactions on Information Theory 62(9), 5117–5144 (2016)
23. Nesterov, Y.E.: A method for solving the convex programming problem with
convergence rate o(1/k2). Dokl. Akad. Nauk SSSR 269, 543–547 (1983), https:
//ci.nii.ac.jp/naid/10029946121/en/
24. Nesterov, Y.: Smooth minimization of non-smooth functions. Mathematical pro-
gramming 103(1), 127–152 (2005)
25. Sprechmann, P., Bronstein, A.M., Sapiro, G.: Learning efficient sparse and low rank
models. IEEE transactions on pattern analysis and machine intelligence 37(9),
1821–1833 (2015)
26. Wang, S., Fidler, S., Urtasun, R.: Proximal deep structured models. In: Advances
in Neural Information Processing Systems. pp. 865–873 (2016)
27. Xie, S., Girshick, R., Dolla´r, P., Tu, Z., He, K.: Aggregated residual transformations
for deep neural networks. In: Proceedings of the IEEE conference on computer
vision and pattern recognition. pp. 1492–1500 (2017)
28. Xie, X., Wu, J., Zhong, Z., Liu, G., Lin, Z.: Differentiable linearized admm. arXiv
preprint arXiv:1905.06179 (2019)
29. Xin, B., Wang, Y., Gao, W., Wipf, D., Wang, B.: Maximal sparsity with deep
networks? In: NIPS. pp. 4340–4348 (2016)
30. Yang, Y., Sun, J., Li, H., Xu, Z.: Deep admm-net for compressive sensing mri.
In: Lee, D.D., Sugiyama, M., Luxburg, U.V., Guyon, I., Garnett, R. (eds.) NIPS
29, pp. 10–18. Curran Associates, Inc. (2016), http://papers.nips.cc/paper/
6406-deep-admm-net-for-compressive-sensing-mri.pdf
31. Yarotsky, D.: Error bounds for approximations with deep relu networks. Neural
Networks 94, 103–114 (2017)
32. Zagoruyko, S., Komodakis, N.: Wide residual networks. arXiv preprint
arXiv:1605.07146 (2016)
33. Zhang, J., Ghanem, B.: Ista-net: Interpretable optimization-inspired deep network
for image compressive sensing. In: CVPR (2018)
34. Zhang, K., Zuo, W., Gu, S., Zhang, L.: Learning deep cnn denoiser prior for image
restoration. In: CVPR. pp. 3929–3938 (2017)
