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WLAN-based positioning is obtaining more and more attention in the research field 
nowadays. In order to create better Location Based Services (LBSs), the demand to 
achieve higher user location accuracy is increasing. This thesis aims at studying the ef-
fect of different interpolation and extrapolation methods in the WLAN-based indoor 
positioning, based on collected WLAN data. 
 
Depending on the embraced positioning method, there are various errors in WLAN-
based positioning, such as calibration error, measurement errors, shadowing, etc. The 
motivation of this work came from trying to decrease the positioning error in the ab-
sence of complete information about the indoor environment. This can be done by using 
interpolation and extrapolation methods, which are widely used in image processing 
nowadays. However, they are also an available and efficient way to deal with WLAN-
based positioning studies.  
 
Among interpolation methods, Delaunay triangulation can partly avoid introducing dis-
tortions in the measurement databases. Therefore, it makes sense to investigate triangu-
lation based methods and to study their usefulness in the WLAN context. Practically, it 
is very hard to extrapolate appropriately and the implementation of the extrapolation is 
much more complex than the one of the interpolation. Thus in this thesis, simple ex-
trapolation methods have been performed. 
 
The results here are based on measurement data. The performance of each method is 
analyzed in terms of the error between the received signal strengths (RSS) coming from 
the measurements and the RSS obtained through interpolation and extrapolation. 
WLAN data was collected from several buildings of Tampere University of Technology.  
Results show that extrapolation methods may increase the RSS estimation error some-
times because it is very hard to predict the outside range. However, with more accurate 
extrapolation, the error would decrease. The performances of natural neighbor, linear 
and cubic interpolation are similar. The highest impact on RSS estimation comes from 
the extrapolation.  
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1. INTRODUCTION 
1.1 Background and motivation 
In this information era, people require to get access to their exact location and compa-
nies are hard-pressed to figure out the exact customer location, for applications such as 
user-tailored advertising, mobile office tracking, and transport optimization. They also 
need the navigation service anywhere anytime.  
Satellite positioning, such as the Global Positioning System (GPS), offers good location 
accuracy and availability in outdoor scenarios. Indeed, the satellite signals can be re-
ceived with good power levels outdoors; however, in indoor environments, these signals 
are typically received at very low power, because of the walls and ceilings attenuations. 
The need for a better solution for indoor environment has led to the attention on 
WLAN-based positioning [1]. 
There are several advantages of WLAN-based positioning. Firstly, WLAN infrastruc-
ture is already existent. Moreover, the coverage is very high in many areas. Thirdly, 
WLAN positioning has entered the standardization already, for example, 802.11k and 
802.11v standards. Finally, in WLAN, there are a plenty of emitters or Access Points 
(AP) and the Received Signal Strength (RSS) values are easily accessible from the Ap-
plication Programming Interface (API). 
Nevertheless, depending on the embraced positioning method, there are various errors 
in WLAN-based positioning. For example, during the data collection phase, different 
devices may give different values, thus calibration is typically needed. This source of 
error is seen as a measurement error. Similarly, when path loss models are used for the 
position estimate, the different path-loss models may have modeling errors and there is 
always random shadowing or random fluctuation of RSS. There are also floor detection 
errors and calibration errors in WLAN-based positioning. These errors are issues waited 
to be solved. 
In this thesis, we focus on applying interpolation and extrapolation methods in WLAN 
training databases, in order to decrease the positioning errors. Generally, the interpola-
tion and extrapolation methods are widely used in image processing field. However, this 
time they are used in the positioning field. 
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1.2 Thesis objectives 
This thesis studies different performances of interpolation and extrapolation methods 
using RSS measurements. The objectives have been: 
1. Understanding the basic RSS-based positioning methods, such as fingerprinting and 
path-loss models. 
2. Study the popular interpolation and extrapolation methods in the context of WLAN 
RSS-based positioning. In the interpolation stage, we focused on triangulation-based 
methods. 
3. Investigate the performance for each interpolation and extrapolation method with 
the measurement data collected in 3 different campus buildings and draw compara-
tive conclusions about the best interpolation and extrapolation methods. 
 
1.3 Author contributions 
The major contributions of  this thesis are: 
1.  Literature review of  RSS-based positioning methods, interpolation and extrapolation 
methods and their applications. 
2. Implementation in Matlab of the files needed for analyzing the performance of differ-
ent interpolation and extrapolation methods based on the data collected from several 
buildings in Tampere University of Technology.   
3. Modification of the Matlab simulator initially provided by the TUT team, in order to 
decrease the measurement error. 
4. Investigating and analysis of the performance of interpolation and extrapolation 
methods with measurement data. 
1.4 Thesis organization 
The rest of this thesis is organized as below: 
Chapter 2 introduces different WLAN-based positioning methods. RSS-based finger-
printing and path-loss models are explained in details. 
Interpolation and extrapolation methods are describes in Chapter 3 and 4. In chapter 3, 
we focused on triangulation-based interpolation methods. 
Chapter 5 introduced some basic concepts about extending the two dimensional models 
to three dimensional interpolation and extrapolation models. 
3 
The measurement description and data analysis of the campus building are addressed in 
Chapter 6 and Chapter 7. 
Conclusions and future works are discussed in the final Chapter 8. 
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2. PRINCIPLES OF WLAN-BASED POSITIONING 
METHODS 
Different measurements taken from radio frequency signals between mobile station 
(MS) and the fixed stations, namely the Base Stations (BS) or Access Points (AP) are 
used on different wireless location systems. The measurements can be: angle-of-arrival 
(AOA), time-of-arrival (TOA), time-difference-of-arrival (TDOA), and received-signal-
strength (RSS). 
  
2.1 Angle-of-Arrival (AOA) 
The Angle of Arrival (AOA) technique is also called Direction of Arrival (DOA). This 
technique estimates the position by using geometric relationships, such as triangulation 
method. The user position can be calculated by intersecting two lines passing through 
the BS or AP with the measured angles. In this method, non line of sight will cause 
problem. The technique is illustrated in Figure 2.1. 
 
 
 
Figure 2.1 Two base stations and user and angles measured to find user position 
 
The points
1 1
( , )x y ,
2 2
( , )x y are the coordinates of two APs or BSs, angles
1 2
,  are the 
AOAs and they are assumed to be known. Equation 2.1 is the illustration of the relation-
ship between the user position and base station positions [2]. 
 
tan( )
i
i
i
y y
x x




,i=1,2                                                                                                 (2.1) 
By substituting two given points and angles, the value for ( , )x y  can be obtained. 
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2.2 Time-of-Arrival (TOA) 
This method measures the travel time of a radio signal from a transmitter to a remote 
receiver to locate the position. In order to achieve this goal, at least 3 transmitters are 
needed. The location can be found at the intersection of the three circles shows in Figure 
2.2 .  
 
 
Figure2.2 Time of Arrival 
 
The problem in this method is that, all the receivers and transmitters should be synchro-
nized. The difference between arrival time and departure time is a significant factor in 
TOA method, and the error of difference due to clock offset should avoided. However, 
considering the high speed the signal travels, this error is hard to avoid. 
2.3 Time-Difference-of-Arrival (TDOA) 
Time-Difference-of-Arrival (TDOA) method is similar to TOA, but it uses the time dif-
ferences instead of the absolute time. The travel time from transmitter to receiver is 
used to measure the distance. However, in TDOA, the travel time difference between 
transmitters is calculated to find the distance between those transmitters and the receiv-
ers. Therefore, hyperbolic positioning or multilateration are used in this method to lo-
cate the position. To make the measurement accurate, synchronicity is also required in 
TDOA. 
2.4 Received Signal Strength Methods 
RSS (Received Signal Strength) values represent the power of incoming signal in a re-
ceiver in decibel (dB) or decibel miliwatt (dBm). Generally, a stronger signal means a 
higher RSS value. Though different manufacturers have distinct design, each receiver 
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measures a Received Signal Strength Indicator (RSSI). This is then mapped to RSS val-
ue in dBm. 
 
RSS value can be used in range-based algorithms. For example, in a trilateration meth-
od, RSS values can be used to acquire the distance between transmitter and receiver.  
 
RSS value can also be used in database comparison algorithms, such as path-loss meth-
od and fingerprinting method. Unlike the trilateration method, no distance measure-
ments are needed. Instead, the RSS-based localization method has two stages: training 
phase and estimation phase. Next section explains how these two stages applied in path-
loss models and fingerprinting method separately. 
 
2.4.1 RSS-based fingerprinting method 
The comparison between the RSS of the receiver and the data measurements collected 
off-line is made firstly. Then the point which matches best in terms of RSS is figured as 
the location. This process is called fingerprinting. As it was mentioned above, there are 
main two stages [2] in fingerprinting method, namely the training phase and the estima-
tion phase. 
 
1. Training phase 
 
A database is collected during this phase. Typically, the database is in the form of re-
ceived signal strengths and measurements coordinates. The RSS is measured depending 
on the heard Access Points in the specific location. The coordinates of the fingerprints 
are measured according to the off-line maps made initially. In the training phase, the 
information of RSS and the coordinates of each fingerprints and each heard AP are 
stored. 
 
Figure 2.3 shows the points heard from one AP in the first floor of A university building. 
x and y axis represents the (x, y) coordinates of the measurements. z axis represents the 
RSS value which the measurement heard from the AP. In Figure 2.3, these measure-
ments are heard from the 20th ap at the second floor, nf refers to the floor of that build-
ing and ap refers to the number of the ap. 
 
2. Estimation phase 
 
During this phase, the comparison between the RSS of user point and the RSS in data-
base is made. According to the comparison, the point in database which is closest match 
with the user is determined. The point which has the smallest Euclidian distance [1] is 
returned as the estimated position. Sometimes, the result of the estimated position 
comes from single fingerprints. Sometimes, it comes from the average of several closest 
neighbors fingerprints. 
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Figure 2.3 Measurement points where one AP is heard in the first floor in A 
university building 
 
2.4.2 RSS-based path-loss models 
Path loss means the difference between the measured RSS and the transmitted signal 
power. The path loss model is the method based on maximum likelihood estimation. It 
also has training phase and estimation phase. 
 
1. Training phase 
During the training phase, the distance between the transmitter and receiver is estimat-
ed, typically through a path-loss model. The model below shows an example of the rela-
tionship between RSS and distance. It includes at least path losses and shadowing.  
 
The shadowing means the random fluctuations in signal strength.  
 
 Free space path-loss models:  
 
This model is applied when there is visible LOS path between transmitter and 
receiver. The free space received power is modeled as: 
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                                                                                      (2.2)                                                                                                                    
where,  
T
P is transmitted power, 
T
G is the transmitted antenna gain, 
R
G is the re-
ceiver antenna gain.   is the wavelength of transmitted signal.  
 
The free space path-loss model (in dB) is given as: 
 
2
10 10 10
4
10 log 32.4 20 log 20 log
km M Hz
d
L d f


 
   
 
                                  (2.3) 
 
where , 
km
d is the distance between transmitter and receiver. 
M H z
f is the carrier 
frequency.  
 
 Simplified path loss model 
 
The received power is: 
0
0
( ) ( )
n
R R
d
P d P d
d
 
  
 
                                                                                      (2.4) 
 
where,  
0
d is reference distance,  ( )
R
P d  is the received power, n represents path-
loss exponent. 
 
Table 2.1 shows the path-loss exponent in different environments according to 
[1]. However, these are only some examples and the values can vary in various 
environments from the values reported here  
 
Table2.1 Some examples on path-loss exponent in different environments, ac-
cording to [1] 
 
Environment 
 
n (Path-loss Exponent) 
Free space 
 
2 
In building LOS 
 
1.6-1.8 
Obstructed in building 
 
4-6 
Obstructed in factories 
 
2-3 
Urban area cellular  
Radio 
 
2.7-3.5 
Shadowed urban cellular 
radio 
3-5 
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The path loss (in dB) is given as equation 2.5, 
10
0
10 log
d
L n
d
 
  
 
                                                                                       (2.5) 
 
 Floor and wall factor model 
 
This model is meant for indoor propagation environment and it was introduced 
in [1]. This model characterizes indoor path losses by free space attenuation, ad-
ditional loss factors related to a number of floors and walls intersected by the 
straight-line to the receiving terminal. The model is written in the form of equa-
tion 2.6: 
 
10
1 1
20 log ( ) (w )
F W
ref
f w
L L d FAF f W AF
 
    
                                             (2.6) 
where , 
 
ref
L -Reference path loss at d=1 m distance 
 
( )FAF f -floor attenuation factor for floor f 
 
(w)WAF -wall attenuation factor for wall w 
 
 Okumura-Hata model and COST 231 model 
 
They are applied in outdoor environment. They are used for coverage prediction 
in macrocells. This empirical path-loss model is based on the measurement data 
made by Okumura in Tokyo in 1968. It is valid for frequencies between 150 
MHz and 1500 MHz. Okumura-Hata model was extended by the European co-
operative for scientific and technical research (EURO-COST) from 1500 MHz 
to 2GHz. This was called COST 231 model, the model is given by equation 2.8, 
 
10 10 10 10
log ( ) 13.82 log ( ) ( 6.55 log ( )) log ( )
MHz b b km
L A B f h c h d k           (2.7)    
 
where,        
                
b
h -base station antenna height [m] 
 
km
d
-link distance [km] 
 
M H z
f
-carrier frequency [MHz] 
 
c- tunable parameter [44-47] 
 
K -correction factor [default = 0] 
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The frequency dependent parameters A and B are given in Table 2.2: 
 
Table2.2 A and B parameters 
 150-1000MHz 1500-2000MHz 
A 69.55 46.3 
B 26.16 33.9 
 
Corresponding to different models, during the training phase, path loss parameters such 
as transmit power, path loss coefficient correction factor, frequency dependent parame-
ters, etc, are estimated. 
 
2. Estimation phase 
 
During the estimation phase, trilateration approach [30] can be used to calculate the 
user position.  
 
Suppose the location of AP or BS  is known as , , )
ap ap ap
x y z（  , (x,y,z) denotes the 
MS location, then 
 
2 2 2
( ) ( ) ( )
ap ap ap ap
d x x y y z z                                                                      (2.8) 
 
where  
ap
d  is the distance between MS and AP/BS. 
 
If the AP/BS location , , )
ap ap ap
x y z（  is not known, it also can be estimated in the 
training phase.  For example, the coordinates , , )
ap ap ap
x y z（  can be obtained by tak-
ing an average over the positions of the measurements with the highest RSSI [5]. 
 
Thus, there are three unknown parameters in Equation (2.8), to obtain the distance, 
at least three APs/BSs should be known. With three or more transmitters, the exact 
location can be estimated. Figure 2.4 shows the illustration of the trilateration prin-
ciple with 3 APs. 
 
In Figure 2.4, the small green, red, purple circles represent three APs respectively. 
The black block is the location of unknown MS. The blue points are the measure-
ments heard by APs. 
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Figure 2.4 Trilateration principle with 3 APs 
      
The major difficulty in trilateration approach is to obtain the real distance between 
SP/BS and MS. Distance, losses through walls and floors and other interference all lead 
to signal attenuation. Thus, it is not easy to obtain the distance accurately.   
 
2.4.3 Path-loss model versus fingerprinting 
Both methods collect the initial RSS data base during training phase. For fingerprinting 
method, the coordinated of the fingerprints and their RSS values are stored. In other 
words, huge database are required in this method. This is why fingerprinting is not suit-
able to global positioning. For path loss models, the size of the database is proportional 
to the number of parameters. It is available in large scales. More comparison between 
path loss model and fingerprinting are listed in Table 2.3. 
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Table 2.3 Comparison between path-loss model and fingerprinting 
 Path-loss model Fingerprinting 
Data storage needs Relatively low Relatively  high 
Accuracy Relatively low Relatively  high 
limitation Feasible for large areas In feasible for large areas 
(requiring large amount of 
data transfer from/to mobile) 
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3. INTERPOLATION METHODS 
In general, there are two categories of interpolation methods: global and local methods. 
In global interpolations, the computational cost increases with the amount of known 
data, because all the know data has to be used in this method. When there is new data 
added, a recalculation is required. In local interpolation, only the data which fall within 
a specific point’s neighborhood are used to calculate output values. Therefore, when the 
sample numbers increase, the computational cost of this method does not grow quickly. 
 
There are several interpolation methods listed, as below: 
 
1) Triangulation based (e.g., natural neighbor, nearest neighbor, linear, and cubic)[3], 
[6], [7], [9] 
 
2) Radial basis function (RBF) [19] 
 
3) Spline interpolation [9] 
 
4) Inverse-distance weighted (IDW) [8] 
 
6) Adaptive normalized convolution (ANC) [3] 
 
In this chapter, after introducing some basic concepts, the triangulation based methods: 
natural neighbor, nearest neighbor, linear, and cubic interpolation are discussed in more 
details because these four methods are applied in the Matlab simulator in this thesis. 
 
3.1 Voronoi diagrams and Delaunay triangulation 
To get connectivity from scattered data, two concepts need to be introduced, namely 
Voronoi diagrams and Delaunay Triangulation. Voronoi diagrams and Delaunay trian-
gulation in 2D space are discussed in this section. Their applications in 3D space are 
introduced in Chapter 5. 
 
Figure 3.1 shows the Voronoi diagram in 2D space. Those blue Points from 
1
x  to 
1 4
x  
are known already. Based on these points, Voronoi cells V(
i
x ) are generated. The red 
point P is one point in Voronoi cell V(
5
x ). 
We can observe that point P is closer to point 
5
x  than to any other points in Figure 3.1. 
This fact also true for any other point within V(
5
x ) . This is the principle for Voronoi 
diagram. 
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Figure 3.1 Voronoi diagram in 2D 
 
Two cells share the same edge are called adjacent cells. For example, in Figure 3.1, 
V(
4
x ) and V(
5
x ) are adjacent cells because they share the same edge. 
Delaunay triangulation is generated by connecting sites with those in adjacent cells. 
Those points are the vertices of triangulation. Figure 3.2 shows the Delaunay triangula-
tion in 2D space. 
A triangulation of scattered data points consists of vertices, edges and faces. Edges are 
the connection of two vertices. Faces are the connection of three vertices. 
 
Given a set of points 
1, ,
={x }
n
X x
. 
There are three features for the 2D Delaunay Trian-
gulation [3]: 
 
1) Three points , ,
i j k
x x x in X belong to the face from Delaunay triangulation X if and 
only if no other points lies in the circle around , ,
i j k
x x x  
 
2) Two points ,
i j
x x from an edge if and only if the circle around ,
i j
x x  does not include 
any other points from X. 
 
3) For each triangle the circumcircle does not contain another sample. 
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Figure 3.2 Delaunay triangulation in 2D 
 
The features can be explained in Figure 3.3. 
 
 
 (a) (b) 
Figure 3.3 Delaunay triangulation features explanation 
V1, V2, V3, V4 are the vertices of the Delaunay triangulation. 1 2 4V V V  is triangula-
tion X1. 1 2 3V V V  is triangle X2. In (a), the circumcircle associated with X1 is empty. 
It does not contain any point in its interior. However, in (b), the circumcircle associated 
with X1 is not empty. It contains V3 in its interior. 
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3.2 Triangulation based Interpolation methods 
In this chapter, four triangulation-based methods are presented: nearest neighbor, linear, 
natural neighbor and cubic interpolation methods. The general applications of these 
methods are showed in Table 3.1as below. 
 
Table 3.1 Genera application for triangulation based interpolation methods 
Methods Description 
Nearest neighbor  Supporting 2-D and 3-D 
linear Supporting 2-D and 3-D 
Natural neighbor Supporting 2-D and 3-D 
(efficient trade of between linear 
and cubic) 
cubic Supporting 2-D only 
 
3.2.1 Natural neighbor interpolation method 
Natural neighbors are defined as the Voronoi cells from two sites which share a com-
mon edge. The natural neighbor interpolation method is applied in two or three or even 
higher dimensions. This method was proposed by Sibson in 1981[3]. It was used for 
data smoothing and approximation.  
 
There are different form of natural neighbor interpolant according to different weighted 
averaging, such as Sibson’s interpolant and Laplace interpolant and so forth. Among 
those methods, Sibson’s interpolant is the most popular one [3].  
 
Suppose a set of points 
1, ,
={x }
n
X x are defined in 2D space. In WLAN context, the 
coordinates ( , )x y  of point ix  refers to the x axis and y axis value of each measurement.
( )
i
f x  refers to the power in which this measurement was heard by the particular AP. 
The power was represents by RSS values in dB. 
 
The Sibson’s interpolant in natural neighbor interpolation is defined as below: 
 
( )
( )
i ii
ii
a f x
f x
a




                                                                                                    (3.1)      
 
In this formula, 
i
a  represent the overlap area between Voronoi cells ( )
i
V x and ( )V x .  
 
This method is illustrated in Figure 3.4. In Figure 3.4, Voronoi cells
 
and 
1 2 3 4 5
( ), ( ), ( ), ( ), ( )V x V x V x V x V x  are adjacent cells, because they share the same edge. 
Points 
1 2 3 4 5
, , , ,x x x x x are the natural neighbors. The blue area is the overlapping area 
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corresponding to 
1
x  , which represents 
i
a  in formula (3.1).  
 
The interpolation value at x is determined by the weighted averaging of those natural 
neighbors. 
 
 
Figure 3.4 Natural neighbor interpolation 
 
Generally, based on Voronoi diagram and Delaunay triangles, in order to interpolate a 
value ( )
i
f x  at point x, three steps should be followed. Firstly, we have to determine the 
location of the point x. In order words, it means to find the Delaunay triangulation 
which contains this point. Secondly, we have to determine the triangle which is not a 
Delaunay triangle after the point x added. Thirdly, Sibson’s interpolant is obtained 
based on formula (3.1). 
Figure 3.5 shows the measurement points heard by a specific AP at fourth floor in A 
university building in TUT. The red circles showed the coordinated of each AP with 
their RSS values. nf=4 refers to the fourth floor of that building and ap=2 refers to the 
2th ap from that floor. Figure 3.6 shows the power maps after natural neighbor interpo-
lation based on the measurements showed in Figure 3.5. Different colors represent dif-
ferent RSS values. 
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Figure 3.5 Measurements points in which one AP is heard at fourth floor in A 
university building  
 
Figure 3.6 Power maps after the natural neighbor interpolation based on the 
measurements of Figure 3.5 
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3.2.2 Nearest neighbor interpolation 
Compared to other interpolation methods, nearest neighbor interpolation has rather a 
simple implementation.  
                  
1 2
( , )x y  
2 2
( , )x y  
 
 
 
 
1 1
( , )x y  
2 1
( , )x y  
Figure 3.7 Principle of Nearest neighbor interpolation 
 
As illustrated in Figure 3.7,  here  
1 1
( , )x y , 
1 2
( , )x y , 
2 1
( , )x y , 
2 2
( , )x y   are the 4 neighbor 
points to ( , )x y  , and their values are 1 1( , )f x y  , 1 2( , )f x y , 2 1
( , )f x y
, 2 2
( , )f x y
. 
 The 
distance between ( , )x y  and 1 1( , )x y , 1 2( , )x y , 2 1( , )x y , 2 2( , )x y  
were calculated, then 
the values of ( , )x y  was set as the value of the point which is nearest to ( , )x y . 
In Figure 3.8, point P is the interpolated point. A is one Voronoi cell in the whole dia-
gram. All the points inside Voronoi cell A should be considered when calculating the 
interpolated point [7]. The value of the nearest point is saved for the interpolant. 
Figure 3.9 shows the power maps after nearest neighbor interpolation based on the 
measurements showed in Figure 3.5. 
 
                     ● ( , )x y   
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Figure 3.8 Nearest neighbor interpolation in Voronoi diagram 
 
Figure 3.9 Power maps after Nearest neighbor interpolation based on the 
measurements of Figure 3.5 
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3.2.3 Linear interpolation 
Compared to the Nearest neighbor method, the linear interpolation is only slightly more 
complex.  
In one dimension space, only two points are needed to calculate the interpolated point 
value, as illustrated in Figure 3.10. 
 
Figure 3.10 Linear interpolation in one dimension 
 
In this Figure, two red points
1 1
( , )x y ,
2 2
( , )x y  are given. The point(x, y) is the interpolat-
ed point, and its coordinates are calculated via: 
1
2 2 1
2 1
( )
x x
y y y y
x x

  

                                                                                              (3.2) 
By substituting the value of two known points into this formula, the value for interpo-
lated point can be obtained. 
In 2-D spaces, four surrounding points are necessary to calculate the interpolated value. 
The general idea is applying linear interpolation in each direction separately. As showed 
in Figure 3.11. 
In Figure 3.11, four red points P21
1 1
( , )x y , P22
1 2
( , )x y , P11
2 1
( , )x y , and P12
2 2
( , )x y  
are given, the two blue points Q2, Q1 are obtained from red points by linear interpola-
tion. The green point is one to interpolate eventually.  
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Figure 3.11 Linear interpolation in two dimension 
 
Firstly, the linear interpolation was done at x direction, 
2 1
1 11 21
2 1 2 1
( ) ( ) ( )
x x x x
f Q f P f P
x x x x
 
 
 
                                                                         (3.3) 
2 1
2 12 22
2 1 2 1
( ) ( ) ( )
x x x x
f Q f P f P
x x x x
 
 
 
                                                                        (3.4) 
Next, the linear interpolation in y direction was determined, 
2 1
1 2
2 1 2 1
( ) ( ) ( )
y y y y
f P f Q f Q
y y y y
 
 
 
                                                                          
(3.5) 
Eventually, the interpolated point was calculated as below, 
11 21
2 2 1 2
2 1 2 1 2 1 2 1
12 22
2 1 1 1
2 1 2 1 2 1 2 1
( ) ( )
( , ) ( )( ) ( )( )
( )( ) ( )( )
( ) ( )
( )( ) ( )( )
( )( ) ( )( )
f P f P
f x y x x y y x x y y
x x y y x x y y
f P f P
x x y y x x y y
x x y y x x y y
      
   
    
   
         
11 2 2 21 1 2
2 1 2 1
12 2 1 22 1 1
1
= ( )( )( )+ ( )( )( )+
( )( )
   ( )( )( )+ ( )( )( )
f P x x y y f P x x y y
x x y y
f P x x y y f P x x y y
   
 
   
（
）
                             
(3.6) 
 
There is no difference if y direction calculated first. 
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Figure 3.12 explains the implementation in a triangle.  
 
Figure 3.12 Linear interpolation in triangulation 
In this figure, three vertices A, B, C are given. P is the interpolated point. The linear 
interpolation is first implemented at edge AB to obtain E. Next the same is done with 
the edge AC to obtain F. Finally, with the linear interpolation again, we have interpolat-
ed point P eventually. 
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Figure 3.13 Power maps after linear interpolation based on the measurements 
of Figure 3.5 
 
Figure 3.13 shows the power maps after nearest neighbor interpolation based on the 
measurements showed in Figure 3.5. 
 
3.2.4 Cubic interpolation 
Firstly, one dimension case in cubic interpolation is discussed. At least 2 points and 
their derivatives are required to obtain the model for this method. 
 
Figure 3.14 Cubic interpolation in one dimension 
 
In Figure 3.14, points P1, P2 are given. 
The models of cubic interpolation are: 
3 2
3 2 1 0
( ) +f x a x a x a x a  
                                                                                         (3.7)
 
2
3 2 1
( ) 3 2f x a x a x a                                                                                                 (3.8) 
Here ( )f x  refers to the derivative of ( )f x , and 3 2 1 0, , ,a a a a are four unknown parame-
ters, which need to be calculated. 
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Thus, in Figure 3.14 we have,
 
3 2
3 2 1 0
(1) +P a x a x a x a                                                                                             (3.9) 
3 2
3 2 2 2 1 2 0
2P a x a x a x a                                                                                         (3.10) 
2
3 1 2 1 1
1 3 2P a x a x a   
                                                                                            
(3.11) 
2
3 2 2 2 1
2 3 2P a x a x a   
                                                                                           
(3.12) 
There are four equations, thus, parameters 
0 , 1, 2 , 3 ,
a a a a  can be solved by these four equa-
tions. Therefore, the model for this method is obtained. 
 
Figure 3.15 shows the 2D cubic interpolation. P1, P2, P3, P4 are given. Their values are  
1 1 2 2
( , ) ( , )x y x y，
 
,
3 3 4 4
( , ), ( , )x y x y respectively. 
  
 
Figure 3.15 2D cubic interpolation 
 
The model used in 2D cubic interpolation is listed as below [33], 
 
3 3
0 0
( , )
i j
ij
i j
f x y a x y
 
                                                                                                  (3.13) 
 
3 3
1
1 0
( , )
i j
x ij
i j
f x y ia x y

 
                                                                                             (3.14) 
 
26 
3 3
1
0 1
( , )
i j
y ij
i j
f x y ja x y

 
                                                                                           (3.15) 
 
3 3
1 1
1 1
( , )
i j
xy ij
i j
f x y ija x y
 
 
                                                                                        (3.16) 
 
In this model, ( 1, 2, 3, 4, 1, 2, 3, 4)
ij
a i j  refers to 16 known parameters need to be ob-
tained. ( , )f x y  in formula (3.13) represents the interpolated surface. Based on this for-
mula, 4 equations are generated by 4 given points.  ( , )
x
f x y represent the derivatives 
in x direction,  ( , )
y
f x y  represent the derivatives in y direction, ( , )
xy
f x y represent 
the cross derivatives. Thus, in total, 16 equations are required to solve the parameters 
for these models. 
 
Figure 3.16 shows the power maps after cubic interpolation based on the measurements 
showed in Figure 3.5. 
 
 
Figure 3.16 Power maps after cubic interpolation based on the measurements of 
Figure 3.5 
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3.3 Applications based on interpolation methods 
Wireless Local Area Network (WLAN) gives the possibility of the connection between 
access point and wider internet.  The development of wireless network is quick. There-
fore, a better propagation model is required to be implemented in the networks. For ex-
ample, in paper [14], linear interpolation helps to generate an advanced power signal 
received model in the campus environment. In the end, [14] gives the error between the 
propagation model and the actual values are 4.48% in dB. Because the propagation 
models applied in paper [14] are approximations of actual values, the author believed 
that this error was reasonable.  
In the paper [34], comparison was made between various commonly used triangulation 
based interpolation methods for scattered-data interpolation over a range of sparcities, 
such as natural neighbor, nearest neighbor, linear and cubic interpolation. Other meth-
ods such as Adaptive Normalized Convolution (ANC), RBF and kriging are also tested 
in the paper. The results in [34] showed that natural neighbor and ANC have best per-
formance in terms of giving the least error among the considered approaches, such as 
RBF, kriging, nearest neighbor, linear and the cubic interpolation and so forth. Among 
these methods, nearest neighbor and linear interpolation have worst performance due to 
bigger error they generated. The error was estimated between the points reconstructed 
by interpolation and the original points. However, it also mentioned that natural-
neighbor interpolation is complex to implement. This result was similar with the result 
without extrapolation in this thesis. In the condition without extrapolation, the results of 
this thesis showed that natural neighbor has best performance while nearest neighbor 
has the worst. 
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4. EXTRAPOLATION METHODS 
As we have discussed interpolation in chapter 3, interpolation is defined within the 
range of the data set. If the input is outside the range, this is extrapolation. Both interpo-
lation and extrapolation are applied in the simulation in chapter 7. 
Basically, extrapolation is harder than interpolation because of the higher uncertainty of 
the prediction. 
In many engineering or other scientific applications, the accurate approximate limits of 
infinite sequence are required. However, in most conditions, the approximate limits 
converge slowly. Instead of computing a great number of terms to solve this problem, 
applying reasonable extrapolation methods to relatively smaller terms to achieve the 
high accuracy is a wise choice. 
In this chapter, several 2D extrapolation methods are introduced. 
 
4.1 Filling constant values 
This method is rather simple. Depend on different conditions, a reasonable constant is 
chosen to fill the unknown points. The constant values can be zeros, means, minimum 
value or maximum value of the data set and so forth. This method is illustrated in Figure 
4.2 and Figure 4.3. 
Figure 4.1 shows the measurements heard by a specific AP at second floor in A univer-
sity building. 
Figure4.2 shows the power map of one floor in a campus building without extrapola-
tion.  
Figure4.3 shows the same floor power maps with extrapolation. In this power map, 
those points outside the range are filled with the minimum value of each Access point.  
Here different colors represent different RSS values. 
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Figure 4.1 Measurements heard by a specific AP at second floor in a  university 
building 
 
Figure 4.2 Power maps without extrapolation based on the measurements heard 
by a specific AP at second floor in a university building 
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Figure 4.3 Power maps with extrapolation (fill constant value) based on the meas-
urements heard by a specific AP at second floor in a university building 
 
4.2 Linear extrapolation 
The concept of this method is similar with the linear interpolation method. However, 
this method requires a linear function to predict values beyond the known data set.  
Figure 4.4shows the power maps with linear extrapolation of the same floor with Figure 
4.2. 
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Figure 4.3 Power maps with linear extrapolation based on the measurements 
heard by a specific AP at second floor in A university building 
 
Figure 4.4 Power maps with nearest neighbor extrapolation based on the meas-
urements heard by a specific AP at second floor in A university building 
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4.3 Nearest  neighbor extrapolation 
The concept of this method is similar with the nearest neighbor interpolation method. It 
would predict values beyond the known data set.  
Figure 4.4shows the power maps with linear extrapolation of the same floor with Figure 
4.1. 
4.4 Vector Extrapolation 
The principle of vector extrapolation is to transform a sequence of vectors to a new 
form which converge faster than the initial one. 
Generally, there are two categories in vector extrapolation: the polynomial methods and 
the  algorithms. In the polynomial methods, there are minimal polynomial extrapola-
tion (MPE) method, the reduced rank extrapolation (RRE), the modified minimal poly-
nomial extrapolation (MMPE) and so forth. In the  algorithms class, there are topolog-
ical  algorithm (TEA) and scalar and vector  algorithms (SEA and VEA) [11], [12].  
Among those methods, the minimal polynomial extrapolation and the reduced rank ex-
trapolation method are very efficient in accelerating the convergence of vector se-
quence. The principle of Vector extrapolation is really complex, it can be found in [11], 
[12]. 
 
There are also many other extrapolation methods are applied in the research field. For 
example, [10] proposed fast data-extrapolation methods to locate the narrow band in 
data extrapolation. Moreover, in [13], Gaussian extrapolation was used to approximate 
the unknown spot values in a specific region. This method normally applied when the 
space is not large. When the parameter space is relatively large, New-Raphson algo-
rithm would be more effective. The principle of Gaussian extrapolation can be found in 
[13].  
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5. INTERPOLATION AND EXTRAPOLATION IN 
THREE DIMENSION SPACE 
5.1 3D Delaunay Triangulation 
Delaunay triangulation can partly avoid introducing distortions for interpolation. Also, 
this is kind of non-restrictive method while other methods may give unreasonable con-
straints on the shapes of the surface [32]. Due to the excellent adaptation to different 
geometric structures and data densities, Delaunay triangulation has advantages in 3D 
interpolation. 
Compared to 2D, Delaunay triangulation in 3D has more complex structures, such as 
Delaunay tetrahedra and Voronoi polyhedral [20]. In other words, the computational 
cost is much higher in 3D. In Figure 5.1, it shows the 3D Delaunay triangulation gener-
ated by 20 random points. 
 
Figure 5.1 3D Delaunay triangulation 
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5.2 3D Linear interpolation  
Linear interpolation in 3D is a straightforward extension from 2D linear interpolation. 
Figure 5.2 shows the linear interpolation in 3D space. 
 
 
Figure 5.2 3D linear interpolation 
 
In Figure 5.2, 8 corner vertices a, b, c, d, e, f, g, h are known. The coordinates of the 
interpolated point p is ( , , )   . 
The value for the interpolant can be calculated as: 
( , , ) a (b (e h )) (c f ) (d g )f                                                              (5.1) 
where the coordinates of a, b, c, d, e, f, g are 
1 1 1
( , , )x y z  , 
2 2 2
( , , )x y z , 
3 3 3
( , , )x y z , 
4 4 4
( , , )x y z , 
5 5 5
( , , )x y z , 
6 6 6
( , , )x y z ,
7 7 7
( , , )x y z ,
8 8 8
( , , )x y z  respectively.  
Figure 5.3 shows a set of grid points. Figure 5.4 shows the same grid points after 3D 
linear interpolation. 
Obviously, after interpolation, more points are added and the smoothness of the shape 
of  Figure 5.4 is better than Figure 5.3. 
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Figure 5.3 Sample grid before interpolation 
 
Figure 5.4 3D linear interpolation based on sample  grid 
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5.3 3D cubic interpolation 
The model of 3D cubic interpolation is similar to 2D cubic interpolation. In 2D model, 
there are 16 unknown parameters needed to be obtained. However, in 3D, the number of 
unknown parameters in the model increased to 64 as showed in Equation (5.2). 
3 3 3
0 0 0
( , , )
i j k
ijk
i j k
f x y z a x y z
  
                                                                                        (5.2) 
Figure 5.5 shows the grid after 3D cubic interpolation based on the same grid in Figure 
5.3. 
 
Figure 5.5 3D cubic interpolation based on sample grid 
 
Similarly, we have 3D nearest neighbor interpolation which has similar principle in 2D. 
Figure 5.6 shows the example of 3D nearest neighbor interpolation based on grid of 
Figure 5.3 
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Among 3D linear, nearest and cubic interpolation methods, we can observe that cubic 
interpolation has the highest smoothness while the nearest neighbor has the worst 
smoothness. 
There are also many other popular 3D interpolation methods. Natural neighbor interpo-
lation was discussed in [3] in details. The extension from 2D to 3D was based on the 
vertices of the triangles. 3D barycentric interpolation, which is also called K nearest 
neighbor method and spherical spline interpolation were introduced in [22]. [23] pro-
posed a fuzzy 3D interpolation model.  
However, most of the literatures mentioned above are image processing related work, in 
WLAN-based positioning, the application of 3D interpolation and extrapolation is not 
widely used. Therefore, we should pay more attention to do research in this field. 
 
 
Figure 5.6 3D nearest neighbor interpolation based on sample grid 
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6. MEASUREMENT DATA ANALYSIS 
The measurement data for simulation was collected with Windows tablet with HERE 
mapping tools, in 3 different building in Tampere University of Technology, Finland. 
 
The information about the buildings are listed in Table 6.1 
 
Table 6.1 Measurement data information for three buildings 
  
Building Number of 
Floor  
Number of APs Floor Height 
(constant for all 
floors) 
Number of meas-
urement points 
A university build-
ing (Building 1) 
4 309 3.7 1479 
Same university 
building with re-
newed infrastruc-
ture (Building 2)  
4 238 3.7 505 
Another university 
building (Building 
3)  
3 354 3.5 584 
 
To test the accuracy of the interpolation and extrapolation methods, a random percent-
age of grid points for each floor are extracted. The removed points are saved as refer-
ence points. Those remained points remained for interpolation. The RSS error is meas-
ured by the difference of RSS values between the reference point and interpolated point.  
Figure 6.1 (a) shows the measurement points in first floor. Figure 6.1(b) shows the 
measurements with 70% points extracted. Star symbols refer to the points selected to do 
interpolation. Red circles represent the points remained as reference point. 
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 (a) (b) 
Figure 6.1 Measurements in first floor of a university building and 70% re-
moved percentage measurements at the same floor 
 
Delaunay Triangulation, natural neighbor, nearest neighbor, linear and cubic interpola-
tion methods are applied in this simulation. For extrapolation, three methods are consid-
ered. The first is no extrapolation at all. The second is filling the NaN values with a suf-
ficiently low value, namely -95 dBm, and the third one is to fill the NaN values with the 
minimum RSS value each AP heard at that floor. 
 
Figures 6.2-6.4 shows the power maps of one building in campus generated by different 
interpolation and extrapolation methods. Figure 6.2 shows natural neighbor, linear, 
nearest neighbor and cubic interpolation in the condition without extrapolation respec-
tively. Figure 6.3was generated with the extrapolation which filled the NaN values with 
-95 dBm. Figure 6.4 shows the plot with extrapolation that filled the NaN values with 
the minimum RSS value each AP heard at that floor.  
 
In each figure, red circles represent the reference the reference point. Star symbols rep-
resent the selected points. All these figures are generated based on 10 percent removed 
from each floor. Because the measurements were extracted randomly each time, the 
positions of the interpolated points and reference points are different from Figures 6.2-
6.4. However, in each plots, the number of interpolated points are 67, while the number 
of reference points are 7. Thus, the results are still reasonable to be used for comparison.  
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 (a) (b) 
 
 (c) (d) 
Figure 6.2 Power maps without extrapolation: (a)=natural neighbor, (b)=linear, 
(c)=nearest neighbor, (d)=cubic 
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  (c) (d) 
Figure 6.3 Power maps with extrapolation (Filling with -95): (a)=natural 
neighbor, (b)=linear, (c)=nearest neighbor, (d)=cubic 
 
                            (a) (b) 
 
 (c) (d) 
Figure 6.4 Power maps with extrapolation (Filling with minimum RSS value): 
(a)=natural neighbor, (b)=linear, (c)=nearest neighbor, (d)=cubic 
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In Figure 6.2, we can observe that Figure 6.2 (a), Figure 6.2 (b) and Figure 6.2 (d) all 
have white area in the plots. This means that natural neighbor, linear and the cubic in-
terpolation all have limits where no points are heard by that AP at white area. However, 
we can observe that nearest neighbor interpolation has different performance from other 
3 methods. In Figure 6.2(c), no white area existed and this means that those points 
which are not heard by the AP are filled with RSS values, and these values are deter-
mined by the value of nearest point which heard by that AP. This is because there is no 
limit in nearest neighbor calculation. Nevertheless, there are limits in natural neighbor, 
linear and cubic interpolation. For example, for the linear interpolation, only points in-
side the triangles are used to determine the interpolant. In the nearest neighbor, no simi-
lar limits are required. This would have effect on the final results presented in the chap-
ter 7. 
In Figure 6.3, because of the extrapolation, the points which are not heard by that AP 
was filled with -95 dBm RSS values. Thus, white areas are filled with the color which 
corresponds to -95 dBm. In Figure 6.3 (a), Figure 6.3 (b), Figure 6.3 (c), Figure 6.3 (d),  
the white areas were filled with colors corresponding to -95 dBm and no white area ex-
isted any more.  
Similarly, in Figure 6.4, those points are not heard by AP was filled with the minimum 
values heard by that AP. Thus, in Figure 6.4 (a), Figure 6.4 (b), Figure 6.4 (c), Figure 
6.4 (d), the white areas are filled with the value corresponding to the minimum RSS 
heard by that AP. 
Moreover, we can notice the plots generated by cubic, linear and natural neighbor 
methods are smoother than the plot of nearest neighbor. The shape of Figure 6.4(d) is 
smoother than the shape in Figure 6.4 (c). This difference is more obvious in Figure 6.5. 
This figure was generated without extrapolation for the same floor same building. 
Figure 6.5 was generated based on 10% removed points from second floor in building1. 
From the figure, we can observe that Figure 6.5 (d) has best smoothness among other 
plots, while Figure 6.5 (c) has the worst smoothness. Thus, cubic interpolation has best 
smoothness while nearest neighbor has the worst shape. 
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(c) 
 
                                   (d) 
Figure 6.5 Surface plot of interpolation methods: (a)=natural neighbor, (b)=linear, 
(c)=nearest neighbor, (d)=cubic 
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7. RESULTS AND DISCUSSION 
In chapter7, firstly, the procedure of processing the data is explained. Then we present 
the measurement based results. Finally, the comparison and analysis between interpola-
tion and extrapolation methods are done. 
7.1 Measurement analysis procedure 
The analysis procedure of this thesis is explained in Figure 7.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1 Block Diagram of analysis procedure 
This procedure has done in 1000 times in order to obtain more accurate results. 
WLAN data collected 
Remove random points from the grid 
( 10% percent to 90% percent) 
Re-create the grid based on removed grid 
points (interpolated points) and on not re-
moved grid points (reference points) 
 
2D interpolation 
 
Natural neighbor Linear Nearest neighbor Cubic 
2D extrapolation 
 
No extrapolation Filling NaN with -95 dBm Filling NaN with minimum RSS 
per AP heard at that floor 
 
Error=RSS of Reference points-RSS of Interpolated points 
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7.2 Measurement based results 
Figure 7.2 to Figure 7.4 shows the results for building1, building2 and building3 respec-
tively. From figures 7.2-7.4, (a), (b) represent the results without extrapolation. (c), (d) 
show the condition filling NaN values with -95. (e), (f) show the results which filled 
with minimum value in each AP at that floor. The plots (a), (c), (e) show the average 
absolute error of 1000 operation times. Plots (b), (d), (f) indicates the mean absolute 
error from different removed percentage. These are generated based on taking the aver-
age value of 1000 times’ results. 
 
      
(a)                                                                  (b) 
  
(c)          (d) 
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 (e) (f) 
Figure 7.2 Results for Building 1: (a)=Mean error of 1000 points with extrapo-
lation, (b)=mean error for 4 interpolation methods without extrapolation, (c)= 
Mean error of 1000 points(filled NaN with -95dBm), (d)= mean error for 4 in-
terpolation methods(filled NaN with -95dBm),(e)= Mean error of 1000 
points(filled NaN with minimum RSS per AP), (f)= mean error for 4 interpola-
tion methods(filled NaN with minimum RSS per AP) 
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                            (e) (f) 
Figure 7.3 Results for building2: (a)=Mean error of 1000 points with extrapola-
tion, (b)=mean error for 4 interpolation methods without extrapolation, (c)= 
Mean error of 1000 points(filled NaN with -95dBm), (d)= mean error for 4 in-
terpolation methods(filled NaN with -95dBm),(e)= Mean error of 1000 
points(filled NaN with minimum RSS per AP), (f)= mean error for 4 interpola-
tion methods(filled NaN with minimum RSS per AP) 
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 (e) (f) 
Figure 7.4 Results for building 3: (a)=Mean error of 1000 points with extrapo-
lation, (b)=mean error for 4 interpolation methods without extrapolation, (c)= 
Mean error of 1000 points(filled NaN with -95dBm), (d)= mean error for 4 in-
terpolation methods(filled NaN with -95dBm),(e)= Mean error of 1000 
points(filled NaN with minimum RSS per AP), (f)= mean error for 4 interpola-
tion methods(filled NaN with minimum RSS per AP) 
 
7.3 Analysis and discussion 
Basically, during the step of removing some grid points, the points are extracted ran-
domly. Therefore, for each operation time, the error was not the same. It makes sense 
that the error fluctuated, as seen in plot (a), (c), (e) of Figures 7.2-7.4.  
Generally, without extrapolation, as the comparison between four interpolation methods 
showed in Figure 7.2-7.4 (b), the nearest neighbor interpolation has obvious higher error 
than the error of natural neighbor, linear and the cubic interpolation. The performance 
of natural neighbor, linear and the cubic interpolation are similar. However, differences 
can be seen still such as natural neighbor has better performance than linear and cubic 
interpolation. Without extrapolation, the error from low to high is given by: natural 
neighbor, linear, cubic, nearest neighbor respectively. 
With the extrapolation which fills the missing values with -95 dBm, as the comparison 
between four interpolation methods showed in Figure 7.2-7.4 (d), the green line which 
represents nearest neighbor interpolation did not change compared to the green line in 
Figure 7.2-7.4 (b). This result is consistent with the power maps presented in chapter 6, 
Figure 6.2 (c) and Figure 6.3(c). Moreover, in Figures 7.2(d), 7.3(d) and 7.4 (d), we can 
observe that: the error of blue, red, black line which represent natural neighbor, linear 
and the cubic interpolation respectively were increased compared to the error showed in 
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Figure 7.2-7.4 (b). In Figure 7.2-7.4 (d), the error from low to high is given by: the 
nearest neighbor, natural neighbor, linear, and the cubic interpolation respectively. 
With the extrapolation which fills the missing values with the minimum values from 
each AP, as the comparison between four interpolation methods showed in Figure 7.2-
7.4 (f), errors are decreased due to more accurate extrapolation compared to the error 
showed in Figure 7.2-7.4 (d) . However, in Figure 7.2-7.4 (f), the error from low to high 
is still given by: the nearest neighbor, natural neighbor, linear, and cubic interpolation, 
respectively.  
To put it more straightforward, Table 7.1 shows the mean error of each interpolation 
and extrapolation method for the three considered buildings. The lowest error in each 
case is shown in black boldfaced in numbers. 
The comparison of interpolation methods of other respect such as execution time, com-
plexity, memory occupation and smoothness are discussed in Table 7.2. 
Thus, according to Table 7.1, without extrapolation, we can see that, natural neighbor 
interpolation has best performance. The error from low to high is given by: the natural 
neighbor, linear, cubic, and the nearest neighbor respectively. However, we can observe 
that the nearest neighbor interpolation has best performance while extrapolation was 
implemented in the measurement. With extrapolation, the error from low to high is giv-
en by: nearest neighbor, natural neighbor, linear, and the cubic interpolation respective-
ly. Therefore, based on the analysis above, the nearest neighbor interpolation with ex-
trapolation which filled missing values with minimum RSS heard by AP would have 
lowest error in the measurement. 
One point that has to be mentioned is that with accurate extrapolation methods, the av-
erage error of the natural neighbor, linear and cubic interpolation can be decreased. For 
example, in the results of building1, the error of natural neighbor with extrapolation 
which filled missing values with -95dBm was 6.3725 dB, and the error with extrapola-
tion which filled missing values with minimum RSS heard by that AP was 4.6803 dB. 
Thus, we can expect that with more accurate extrapolation methods applied, the meas-
urement errors of  the natural neighbor, linear and the cubic interpolation can be de-
creased and even have better performance than the nearest neighbor interpolation. 
In practical, the measurements we collected from the building are restricted because 
there might be some area cannot be accessed. However, to obtain more accurate simula-
tion, a large number of available measurements are required. Thus, extrapolation is use-
ful in WLAN-based positioning. When low accuracy extrapolation methods are applied, 
nearest neighbor interpolation is suggested due to its easy implementation and low 
measurement error. When more accurate extrapolation can be used, the natural neighbor 
interpolation can be considered to obtain more accurate measurement results.  
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Table 7.1 Mean error for interpolation and extrapolation for average percent 
removed points 
  Error for Natu-
ral neighbor 
(dB) 
Error for 
linear inter-
polation 
(dB) 
Error for 
Nearest 
neigh-
bor(dB) 
Error for cubic 
interpola-
tion(dB) 
Building1 No extrapola-
tion 
3.5592 3.5993 4.5748 3.6519 
Fill with -95 
dBm 
6.3725 6.4035 4.5748 6.4451 
Fill with mini-
mum value 
4.6803 4.7114 4.5784 4.7529 
Building2 No extrapola-
tion 
4.6499 4.7715 5.6445 4.9420 
Fill with -95 
dBm 
6.2947 6.3959 5.6445 6.5350 
Fill with mini-
mum value  
5.7137 5.8149 5.6445 5.9540 
Building3 No extrapola-
tion 
4.1661 4.1904 4.4556 4.3862 
Fill with -95 
dBm 
6.0106 6.0287 4.4556 6.1722 
Fill with mini-
mum value 
5.1084 5.1265 4.4556 5.2700 
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Table 7.2 Comparison between interpolation methods 
 Complexity Execution time Memory occupa-
tion 
Smoothness 
Natural 
neighbor 
High Long Middle Good 
Linear Low Long Middle Good 
Nearest 
neighbor 
Lowest Quick Low Bad 
Cubic Highest Longest High Excellent 
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8. CONCLUSION AND FUTURE WORK 
8.1 Conclusion 
The main contributions of this thesis have been to analyze and to make a comparison 
between different interpolation and extrapolation methods based on WLAN-based posi-
tioning.  The author studied several popular WLAN-based positioning methods. RSS-
based fingerprinting and path-loss models were overviewed. Then, various interpolation 
and extrapolation methods were presented. Moreover, the applications of those methods 
in WLAN context were discussed. This thesis focused on triangulation-based methods, 
namely the natural neighbor, the linear, the nearest neighbor and the cubic interpolation. 
Due to the complexity and uncertainty, only two simple extrapolation methods are stud-
ied, namely padding with a constant small value and padding with variable (minimum 
per AP) values. Further, the extension of Delaunay triangulation in 3 dimension space 
was discussed. The principles of cubic and linear interpolation methods in 3D were also 
introduced. 
Regarding the measurement-based results, the nearest neighbor interpolation has the 
ability to fill unknown points with nearest values. Thus, the extrapolation has little ef-
fect on it. The implementation of this method is simple, and the execution time is quick. 
However, the smoothness of this method is the worst among the methods tested in this 
thesis. The reason for nearest neighbor interpolation to have less error than the other 
methods studied in this thesis is because the extrapolation is not exact enough. With 
more complex and accurate extrapolation, the other three methods would perform better. 
For the other three methods, the performance from low level to high is cubic, linear, 
natural neighbor.  
 
8.2 Future work 
There is still room for improving this thesis. The work will be continued by implement-
ing more complex interpolation and extrapolation methods, such as spline, ordinary 
kriging, inverse-distance weighted, adaptive normalized convolution interpolation and 
linear extrapolation methods. Also, more details of the comparison should be made. For 
example, the degree of complexity, the exact execution time, the numerical data for the 
memory occupation and so forth. Also, the impact on the positioning accuracy is still an 
open issue. 
 
Moreover, during the measurement procedure, a limitation was set that only more than 
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10 points heard by each AP has the obligation to participate in calculation. In the future, 
the number can be reduced to 5 or 6 to study more realistic occasions. 
 
Finally, the requirements to implement interpolation and extrapolation in 3-dimensional 
space are increased in the research field. The study of those models applied in 3D 
should be studied in the future. 
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