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Abstract. In this paper, we obtain the maximum principle for optimal controls of stochastic
systems with jumps by introducing a new method of variation. The control is allowed to enter both
diffusion and jump term and the control domain need not to be convex.
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1. Introduction. Stochastic optimal control problem is an important problem
in control theory. Maximum principle, the necessary condition for the optimal control,
is one of the central results. A lot of work has been done on this topic, Peng [2] proved
the general maximum principle for forward stochastic control system without jump
by using second-order variation equation to overcome the difficulty appeared along
with the non-convex control domain and control entering the diffusion term. Situ [7]
obtained the maximum principle for forward stochastic control system with jumps,
but in his system the jump coefficient doesn’t contain the control variable. Tang and
Li [8] proved the maximum principle for forward control system where the control
variable is allowed into both diffusion and jump coefficients. There are many results
for other stochastic control systems, we refer the reader for Peng [3], Wu [9], Shi and
Wu [6] for forward-backward system.
In this paper, we consider optimal control of progressive stochastic differential
systems with random jumps, where the integrand of stochastic integrals w.r.t. the
compensated Poisson point process could be progressively measurable instead of pre-
dictable as in Tang and Li [8]. In this new setting, the incorrect estimate (i.e. the
third one) in (2.10) of [8] is not required anymore by considering only those perturbed
admissible controls which admit no perturbation to the optimal control at the jumping
times of the underlying point process.
The rest of this paper is organized as follows. In section 2, we give some prelim-
inaries about the stochastic integral with respect to jumps. The difference between
our model with the model in [8] is that we need the integrand to be progressive in
order to make our variation effective. Our main results are stated in Sections 3, 4
and 5. In these sections, we employ the new spike variation and introduce second
order variation equations to get the desired maximum principle, which is the rigorous
version in strict mathematical framework. In section 6, we explain the characteristic
of our results and show our future research directions. Some results about stochastic
differential equation (SDE) with jumps are put in appendix.
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2 YUANZHUO SONG, SHANJIAN TANG, ZHEN WU
2. Preliminaries. Let (Ω,F , {Ft}t≥0, P ) be a complete probability space with
filtration, and on the probability space, there is aFt-Brownian motion {Bt}t≥0; and a
Poisson random measure N on R+×E adapted to Ft, where E is a standard measure
space with a σ-field E . The mean measure of N is a measure on (R+×E,B(R+)⊗E )
which has the form Leb × λ, where Leb denotes the Lebesgue measure on R+ and
λ is a finite measure on E. For any B ∈ E and t ∈ R+, since λ(B) < ∞, we set
N˜(ω, [0, t]×B) := N(ω, [0, t]×B)− tλ(B). It is well known that N˜(ω, [0, t]×B) is a
martingale for every B. We assume that {Ft}t≥0 is generated by B,N , that is
Ft := σ (N([0, s], A), 0 ≤ s ≤ t, A ∈ E ) ∨ σ(Bs, 0 ≤ s ≤ t) ∨N
where N denotes the totality of P -null sets. Then Ft satisfies the usual condition.
Suppose that M is a Euclid space, B(M) is the Borel σ-field on M . Given
T > 0, a process X : [0, T ] × Ω → M is called progressive (predictable) if X is
G /B(M) (P/B(M)) measurable, where G (P) is the progressive (predictable) σ-
field on [0, T ] × Ω; a process X : [0, T ] × Ω × E → M is called E-progressive (E-
predictable) if X is G ⊗ E /B(M)(P ⊗ E /B(M)) measurable. On contrast to [8],
the stochastic integral we used is more general, that is the integrand of the stochastic
integral in our paper is E-progressive rather than E-predictable.
Now we introduce some notations. Given a process Xt with càdlàg paths, X0− :=
0 and ∆Xt := Xt − Xt−, t ≥ 0. Let µ denote the measure on F ⊗ B([0, T ]) ⊗ E
generated by N that µ(A) = E
∫ T
0
∫
E
IAN(ds, de). For any F ⊗B([0, T ])⊗ E /B(R)
measurable integrable processX, we set E[X] :=
∫
Xdµ and denote by E[X|P⊗E ] the
Radon-Nikodym derivatives with respect toP⊗E . Note that E is not an expectation
(for µ is not a probability measure), though it has similar properties to expectation.
Then we introduce the definition of stochastic integral of random measure which is
more general than that in [8] based on the theory of stochastic integral of process.
We will use the theory of dual predictable projection (also called compensator) and
we will not give the definition here. The definition and other details of the theory can
be found in [1].
Suppose H = IA×B , A ∈ G , B ∈ E . We define∫ T
0
∫
E
HN˜(dt, de) :=
∫ T
0
IAN˜(dt,B)
Then for any E-progressive simple function with the form H =
∑n
i=1 aiIAi×Bi , ai ∈
R,Ai ∈ G , Bi ∈ E , we can define by linear extension.
For E-progressive process H that E
[∫ T
0
∫
E
H2N(dt, de)
]
< ∞, there exist a
sequence of E-progressive simple functions Hn which have the form above that
lim
n→∞E
[∫ T
0
∫
E
(H −Hn)2N(dt, de)
]
= 0
.
We can verify that {(Hn.N˜)T }n≥1 is a cauchy sequence in L2, so we define∫ T
0
∫
E
HN˜(dt, de) := (L2) lim
n→∞
∫ T
0
∫
E
HnN˜(dt, de)
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Proposition 2.1. If H is a positive E-progressive process that
E
[∫ T
0
∫
E
HN(dt, de)
]
<∞,
then
(2.1)
(∫ ·
0
∫
E
HN(ds, de)
)p
t
=
∫ t
0
∫
E
E [H|P ⊗ E ]λ(de)ds
where Xp is the dual predictable projection of X.
Proof. If H = IA×B , A ∈ G , B ∈ E , then(∫ ·
0
∫
E
HN(ds, de)
)p
t
=
(∫ ·
0
IAN(ds,B)
)p
t
=
∫ t
0
EB [IA|P]λ(B)ds
where EB is the measure on B([0, T ])⊗F generated by N([0, t]×B). Now we need
a claim.
Claim. ∫
E
E [IA×B |P ⊗ E ]λ(de) = λ(B)EB [IA|P]
Proof. It is obvious that both sides of the equation are predictable. Now for any
C ∈P,
E
[∫ T
0
IC
∫
E
E [IA×B |P ⊗ E ]λ(de)dt
]
= E
[∫ T
0
∫
E
E [ICIA×B |P ⊗ E ]N(dt, de)
]
= E
[∫ T
0
∫
E
IA∩CIBN(dt, de)
]
= E
[∫ T
0
∫
E
IA∩CN(dt,B)
]
.
On the other hand,
E
[∫ T
0
ICλ(B)EB [IA|P] dt
]
= E
[∫ T
0
∫
E
IBEB [IA∩C |P]λ(de)dt
]
= E
[∫ T
0
∫
E
IBEB [IA∩C |P]N(dt, de)
]
= E
[∫ T
0
∫
E
IA∩CN(dt,B)
]
.
The proof is then complete.
We come back to the proof of proposition. The claim above shows that (2.1) is
true for functions of the form IA×B , now we define
C = {H = IA×B | A ∈ G , B ∈ E }
C is a pi-system that generate G × E . Define
H =
{
H is bounded and E-progressive |
(∫ ·
0
∫
E
HN(ds, de)
)p
t
=
∫ t
0
∫
E
E [H|P ⊗ E ]λ(de)ds
}
.
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Then C ∈ H , and by the linear property of dual predictable projection we can
verify that H is a linear space. If Hn ↑ H, and H is bounded, then we have(∫ ·
0
∫
E
HnN(ds, de)
)p
t
→ (∫ ·
0
∫
E
HN(ds, de)
)p
t
for each t in L1 sense and this implies
thatH ∈H . So, by monotone class theorem, we prove that all bounded E-progressive
process satisfy the result.
For E-progressive H such that E
[∫ T
0
∫
E
HN(dt, de)
]
<∞, we set
Hn = HI{|H|≤n} ∈H
and take limit to show that H satisfies (2.1).
Proposition 2.2. If H is E-progressive and satisfies E
[∫ T
0
∫
E
H2N(dt, de)
]
<
∞, then we have∫ T
0
∫
E
HN˜(dt, de) =
∫ T
0
∫
E
HN(dt, de)−
(∫ ·
0
∫
E
HN(dt, de)
)p
T
.
Proof. If H = IA×B , A ∈ G , B ∈ E , by the definition of stochastic integral,∫ T
0
∫
E
HN˜(dt, de) =
∫ T
0
IAN˜(dt,B) =
∫ T
0
IAN(dt,B)−
(∫ ·
0
IAN(dt,B)
)p
T
=
∫ T
0
∫
E
HN(dt, de)−
(∫ ·
0
∫
E
HN(dt, de)
)p
T
So for any E-progressive simple process which has the form H =
∑n
i=1 aiIAi×Bi with
ai ∈ R,Ai ∈ G , and Bi ∈ E , the conclusion is true.
If H is positive and E
[∫ T
0
∫
E
H2N(dt, de)
]
< ∞, then E
[∫ T
0
∫
E
HN(dt, de)
]
<
∞ and there exists a sequence of positive increasing simple functions Hn with the
above form such that
E
[∫ T
0
∫
E
(H −Hn)2N(dt, de)
]
→ 0
as n goes to infinity, so∫ T
0
∫
E
HN˜(dt, de) = (L2) lim
n→∞
∫ T
0
∫
E
HnN˜(dt, de)
= (L2) lim
n→∞
(∫ T
0
∫
E
HnN(dt, de)−
(∫ ·
0
∫
E
HnN(dt, de)
)p
T
)
=
∫ T
0
∫
E
HN(dt, de)− (L1 or L2) lim
n→∞
(∫ ·
0
∫
E
HnN(dt, de)
)p
T
=
∫ T
0
∫
E
HN(dt, de)−
(∫ ·
0
∫
E
HN(dt, de)
)p
T
.
If H is not positive, we decompose H = H+ −H− and get the result.
From the last two propositions, we have
Proposition 2.3. If H is E-progressive and E
[∫ T
0
∫
E
H2N(dt, de)
]
<∞, then∫ T
0
∫
E
HN˜(dt, de) =
∫ T
0
∫
E
HN(dt, de)−
∫ T
0
∫
E
E [H|P ⊗ E ]λ(de)dt
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.
Remark. Under the condition of the proposition above, we have
E
[∫ T
0
∫
E
HN(dt, de)
]
= E
[∫ T
0
∫
E
E [H|P ⊗ E ]λ(de)dt
]
.
In particular, if H is E-predictable, we have the well-known result
E
[∫ T
0
∫
E
HN(dt, de)
]
= E
[∫ T
0
∫
E
Hλ(de)dt
]
.
Since N([0, t]×A) is quasi-left-continuous for each A ∈ E , we have the following
two propositions.
Proposition 2.4. If H is E-progressive and E
[∫ T
0
∫
E
H2N(dt, de)
]
< ∞, then
we have
∆(H.N˜)t =
∫
E
HN({t}, de)
.
Proof. If H = IA×B , A ∈ G , B ∈ E , then
∆
(∫ ·
0
∫
E
HN˜(ds, de)
)
t
=∆
(∫ ·
0
IAN˜(ds,B)
)
t
=IAN({t}, B)=
∫
E
IA×BN({t}, de)
So for any E-progressive simple functions with the form H =
∑n
i=1 aiIAi×Bi , ai ∈
R,Ai ∈ G , Bi ∈ E , the conclusion is true.
Then for any positiveH that E
[∫ T
0
∫
E
H2N(dt, de)
]
<∞, there exists a sequence
of positive increasing simple functions Hn that E
[∫ T
0
∫
E
(H −Hn)2N(dt, de)
]
→ 0 as
n goes to infinity, so
∆
(∫ ·
0
∫
E
HN˜(ds, de)
)
t
= lim
n→∞∆
(∫ ·
0
HnN˜(ds,B)
)
t
= lim
n→∞
∫
E
HnN({t}, de)
=
∫
E
HN({t}, de)
Proposition 2.5. If H is E-progressive and E
[∫ T
0
∫
E
H2N(dt, de)
]
< ∞, then
we have
[H.N˜,H.N˜ ]t =
∫ t
0
∫
E
H2N(ds, de)
Proof. The proof is the same as above.
3. Statement of the Problem. Given time duration T > 0, let {Tn}n≥1 be
the jump time of N([0, t] × E), Tn := inf {t | N([0, t]× E) ≥ n}, then {Tn}n≥1 is a
sequence of stopping times that strictly increasing. Let U be a nonempty subset of
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R. We define the admissible control set
(3.1)
Uad=
{
u |u is progressive, taking values in U , sup
0≤t≤T
E [|ut|p]<∞ for any p>1,
and E
∫ T
0
|ut|2N(dt, E) <∞
}
For any admissible control u ∈ Uad and initial state x0 ∈ R, we consider the following
progressive stochastic system with jumps:
(3.2)
Xt = x0 +
∫ t
0
b(s,Xs, us)ds+
∫ t
0
σ(s,Xs, us)dBs +
∫ t
0
∫
E
c(s,Xs−, us, e)N˜(ds, de)
along with the cost functional:
(3.3) J(u) = E
[∫ T
0
f(t,Xt, ut)dt+ g(XT )
]
where b : Ω×[0, T ]×R×R→ R, σ : Ω×[0, T ]×R×R→ R, c : Ω×[0, T ]×R×R×E →
R, f : Ω × [0, T ] × R × R → R, g : Ω × R → R. The optimal control is to find an
element u ∈ Uad such that
J(u) = inf
v∈Uad
J(v).
We aim at finding necessary conditions for an optimal control in Uad. We need the
following assumption.
Assumption H:
• b, σ, f is G⊗B(R)⊗B(R)/B(R) measurable, c is G⊗E⊗B(R)⊗B(R)/B(R)
measurable, g is FT ⊗B(R)/B(R) measurable.
• b, σ, c are twice continuously differentiable about x with bounded first and
second order derivatives and there is a constant C such that |(b, σ, c)(t, x, u)| ≤
C(1 + |x|+ |u|).
• f, g are twice continuously differentiable about x with bounded second order
derivatives and there is a constant C such that |fx(t, x, u)| ≤ C(1 + |x|+ |u|),
|f(t, x, u)| ≤ C(1 + |x|2 + |u|2) and |gx(x)| ≤ C(1 + |x|), |g(x)| ≤ C(1 + |x|2).
• E ∫ T
0
|b(t, ω, 0, 0)|2dt <∞, E ∫ T
0
|σ(t, ω, 0, 0)|2dt <∞,
E
∫ T
0
∫
E
|c(t, ω, e, 0, 0)|2N(ds, de) <∞.
Under the assumption, we know that there exists a unique solution of (3.2) for any
admissible control from Theorem A.1 in appendix.
4. Variation. Since U is not necessarily convex, we employ spike variations.
Suppose u ∈ Uad is the optimal control, for any t¯ ∈ [0, T ], the spike variation of u is
defined as follow:
(4.1) u =
 v, if (s, ω) ∈ O :=Kt¯, t¯+ K\
∞⋃
n=1
JTnK
u, other wise.
where JTnK := {(ω, t) ∈ Ω× [0, T ] | Tn(ω) = t} is the graph of Tn, v is a bounded Ft¯
measurable function that takes values in U . Since Tn is a stopping time, JTnK is a
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progressive set. Therefore, the spike variation u is progressive and it is easy to show
that u is in Uad.
bc
b
tt¯+ ǫT1t¯
u
uǫ
v
Fig. 1. Variation
The method of variation is showed in Figure 1. Fix ω, we consider one path of u
and u. The difference between the new method and the traditional method is that if
there are jumps in (t, t+ ], for example, as the figure shows that T1(ω) is in (t, t+ ],
then the value of u at T1(ω) is equal to u rather than v.
Remark. As we know, Tn is not a predictable time, so JTnK is not predictable
which means that u is not predictable, that’s the reason why we need the integrand of
the stochastic integral to be progressive. In fact, Tn are totally unpredictable times.
We denote by X the trajectory of u, and by X the trajectory of u. By the estimate
of SDE and notice that (Leb× P )(JTnK) = 0, we can get that:
E
[
sup
0≤t≤T
|Xt −Xt|p
]
≤ CE
[(∫ T
0
|b(t,Xt, ut)− b(t,Xt, ut)| dt
)p
+
(∫ T
0
|σ(t,Xt, ut)− σ(t,Xt, ut)|2 dBt
) p
2
+
(∫ T
0
∫
E
|c(t,Xt−, ut , e)− c(t,Xt−, ut, e)|2N(dt, de)
) p
2
]
≤ CE
[(∫ t+
t
|u− v| dt
)p
+
(∫ t+
t
|u− v|2 dt
) p
2
+
(∫ T
0
IO |u− v|2N(dt, E)
) p
2
]
Since there is no jump on O, we have:
(4.2) E
[
sup
0≤t≤T
|Xt −Xt|p
]
= O(p) +O(
p
2 )
That means the jump term does not influence the order of variation. In fact, if we do
not subtract the jump term in variation, E
[(∫ t+
t
|u− v|2N(dt, E)
) p
2
]
is always of
order O() no matter how large p is. Thanks to this, we can use the method in [2] to
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get the desired conclusion. Then we introduce the variation equations:
(4.3)
Xˆt =
∫ t
0
bx(s,Xs, us)Xˆs + δbds+
∫ t
0
σx(s,Xs, us)Xˆs + δσdBs
+
∫ t
0
∫
E
cx(s,Xs−, us, e)Xˆs−N˜(ds, de)
and
(4.4)
Yˆt =
∫ t
0
bx(s,Xs, us)Yˆs +
1
2
bxx(s,Xs, us)Xˆ
2
sds
+
∫ t
0
σx(s,Xs, us)Yˆs +
1
2
σxx(s,Xs, us)Xˆ
2
s + δσxXˆsdBs
+
∫ t
0
∫
E
cx(s,Xs−, us, e)Yˆs− +
1
2
cxx(s,Xs−, us, e)Xˆ2s−N˜(ds, de)
where δφ = φ(s,Xs, us)−φ(s,Xs, us), φ = b, σ. δφx = φx(s,Xs, us)−φ(s,Xs, us), φ =
b, σ.
It is easy to show that (4.3) and (4.4) have unique solution. We have some basic
estimates about Xˆ and Yˆ .
Lemma 4.1. For p ≥ 2, we have the following estimate:
(4.5)

E
[
sup
0≤t≤T
|Xˆt|p
]
≤ C p2
E
[
sup
0≤t≤T
|Yˆt|p
]
≤ Cp.
Proof. By the elementary Lp estimate, for Xˆ we have:
E
[
sup
0≤t≤T
|Xˆt|p
]
≤ CE
[(∫ T
0
|δb|dt
)p]
+ CE
[(∫ T
0
|δσ|2dt
) p
2
]
≤ CE
[(∫ T
0
|ut − ut|dt
)p]
+ CE
[(∫ T
0
|ut − ut|2dt
) p
2
]
= O(p) +O(
p
2 )
for Yˆ , notice the boundness of bxx, σxx, cxx , we have:
E
[
sup
0≤t≤T
|Yˆt|p
]
≤ CE
[(∫ T
0
|1
2
bxx(s,Xs, us)Xˆ
2
s |dt
)p]
+ CE
(∫ T
0
|1
2
σxx(s,Xs, us)Xˆ
2
s + δσxXˆs|2dt
) p
2

+ CE
(∫ T
0
∫
E
|1
2
cxx(s,Xs−, us, e)Xˆ2s−|2N(dt, de)
) p
2

≤ CE
[
sup
0≤t≤T
|Xˆt|2p
]
+ CE
 sup
0≤t≤T
|Xˆt|p
(∫ T
0
|δσx|2dt
) p
2

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+ CE
[
sup
0≤t≤T
|Xˆt|2pN([0, T ]× E)
]
= O(p)
Lemma 4.2.
(4.6) lim
→0
1
2
E
[
sup
0≤t≤T
|Xt −Xt − Xˆt − Yˆt|2
]
= 0
Proof. First find the equation that Xt + Xˆt + Yˆt satisfies.
Xt + Xˆt + Yˆt = x0 +
∫ t
0
b(s,Xs, us) + bx(s,Xs, us)Xˆs + bx(s,Xs, us)Yˆs
+ δb+
1
2
bxx(s,Xs, us)|Xˆs|2ds+
∫ t
0
σ(s,Xs, us) + σx(s,Xs, us)Xˆs
+ σx(s,Xs, us)Yˆs + δσ + δσxXˆs +
1
2
σxx(s,Xs, us)|Xˆs|2dBs
+
∫ t
0
∫
E
c(s,Xs−, us, e) + cx(s,Xs−, us, e)Xˆs− + cx(s,Xs−, us, e)Yˆs−
+
1
2
cxx(s,Xs−, us, e)Xˆ
2
s−N˜(ds, de)
Since we have for φ = b, σ, c
φ(s,Xs + Xˆs + Yˆs, u

s, e)− φ(s,Xs, us, e) = φ(s,Xs + Xˆs + Yˆs, us, e)− φ(s,Xs, us, e) + δφ
= δφ+ φx(s,Xs, u

s, e)(Xˆs + Yˆs) +
∫ 1
0
∫ 1
0
αφxx(Xs + αβ(Xˆs + Yˆs), u

s, e)dαdβ(Xˆs + Yˆs)
2
= δφ+ φx(s,Xs, u

s, e)(Xˆs + Yˆs) +Aφ(Xˆs + Yˆs)
2
we get
Xt + Xˆt + Yˆt = x0 +
∫ t
0
b(s,Xs + Xˆs + Yˆs, u

s) + Λds
+
∫ t
0
σ(s,Xs + Xˆs + Yˆs, u

s) +GdBs
+
∫ t
0
∫
E
c(s,Xs− + Xˆs− + Yˆs−, u

s, e) + FN˜(ds, de)
where
Λ =
1
2
bxx(s,Xs, us)|Xˆs|2 − (bx(s,Xs, us)− bx(s,Xs, us))(Xˆs + Yˆs)−Ab(Xˆs + Yˆs)2
G =
1
2
σxx(s,Xs, us)|Xˆs|2 − (σx(s,Xs, us)− σx(s,Xs, us))Yˆs −Aσ(Xˆs + Yˆs)2
F =
1
2
cxx(s,Xs−, us, e)|Xˆs−|2−(cx(s,Xs−, us, e)−cx(s,Xs−, us, e))Yˆs− −Ac(Xˆs− + Yˆs−)2
By Lemma 4.2, we have
E
[(∫ T
0
Λds
)2
+
∫ T
0
G2ds+
∫ T
0
∫
E
F 2N(ds, de)
]
= o(2)
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So by the basic estimate we have
E
[
sup
0≤t≤T
|Xt −Xt − Xˆt − Yˆt|2
]
≤ CE
[(∫ T
0
Λds
)2
+
∫ T
0
G2ds
]
+ CE
[∫ T
0
∫
E
F 2N(ds, de)
]
which shows the result.
Now we get the variation equation for cost functional. We have
J(u) = E
[∫ T
0
f(t,Xt, ut)dt+ g(XT )
]
define
(4.7)
Jˆ = E
[∫ T
0
fx(t,Xt, ut)(Xˆt + Yˆt) +
1
2
fxx(t,Xt, ut)Xˆ
2
t + δfdt
]
+ E
[
gx(XT )(XˆT + YˆT ) +
1
2
gxx(XT )(XˆT )
2
]
Then we have the following lemma.
Lemma 4.3.
lim
→0
1

(J(u)− J(u)− Jˆ) = 0
Proof.
J(u) + Jˆ = E
[∫ T
0
f(t,Xt, ut) + fx(t,Xt, ut)(Xˆt + Yˆt) +
1
2
fxx(t,Xt, ut)Xˆ
2
t + δfdt
]
+ E
[
g(XT ) + gx(XT )(XˆT + YˆT ) +
1
2
gxx(XT )(XˆT )
2
]
= E
[∫ T
0
f(t,Xt + Xˆt + Yˆt, u

t) +Hdt
]
+ E
[
g(XT + XˆT + YˆT ) + I
]
where
H =
1
2
fxx(s,Xs, us)Xˆ
2
s − δfx(Xˆs + Yˆs)−Af (Xˆs + Yˆs)2
I = −
∫ 1
0
∫ 1
0
αg(XT + αβ(XˆT + YˆT ))dαdβ(XˆT + YˆT )
2 +
1
2
gxx(XT )(XˆT )
2
Then
|J(u)− J(u)− Jˆ |2 ≤ CE
[∫ T
0
|f(t,Xt + Xˆt + Yˆt, ut)− f(t,Xt , ut)|2dt+
(∫ T
0
Hdt
)2]
+ E
[∣∣∣g(XT + XˆT + YˆT )− g(XT )∣∣∣2 + I2]
≤ CE
[
sup
0≤t≤T
|Xt −Xt − Xˆt − Yˆt|2
]
+ E
[(∫ T
0
Hdt
)2
+ I2
]
= o(2)
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By the same method we can show that E
[(∫ T
0
Hdt
)2
+ I2
]
= o(2), which proves
the result.
5. Adjoint Equations and the Maximum Principle. We introduce the first
order and second order adjoint equation.
First order:
(5.1)
pt = gx(XT ) +
∫ T
t
(
bxps + σxqs + fx +
∫
E
E[cx|P ⊗ E ]ksλ(de)
)
ds
−
∫ T
t
qsdBs −
∫ T
t
∫
E
ksN˜(ds, de)
And the second order:
(5.2)
Pt = gxx(XT ) +
∫ T
t
(
2bxPs + 2σxQs + fxx + bxxps + σxxqs + Psσ
2
x
+
∫
E
E[(c2x + 2cx)|P ⊗ E ]Ks + E[cxx|P ⊗ E ]ks + E[c2x|P ⊗ E ]Psλ(de)
)
ds
−
∫ T
t
QsdBs −
∫ T
t
∫
E
KsN˜(ds, de)
where φx = φx(t,Xt, ut), φxx = φxx(t,Xt, ut).
In order to get the existence and uniqueness of the two BSDE above, we refer to
Lemma 2.4 in [8]. Since φx, φxx are bounded, there exists a unique solution of (5.1)
(p, q, k) ∈ S2[0, T ] ×M2[0, T ] × F 2[0, T ] and a unique solution of (5.2) (P,Q,K) ∈
S2[0, T ]×M2[0, T ]× F 2[0, T ], where
S2[0, T ] :=
{
Y | Y has càdlàg paths, adapted and E
[
sup
0≤t≤T
|Yt|2
]
<∞
}
with norm ‖Y ‖2 = E [sup0≤t≤T |Yt|2],
M2[0, T ] =
{
Z | Z is predictable and E
[∫ T
0
|Zs|2ds
]
<∞
}
with norm ‖Z‖2 = E
[∫ T
0
|Zs|2ds
]
, and
F 2[0, T ] =
{
K | K is E-predictable and E
[∫ T
0
∫
E
|Ks|2λ(de)dt <∞
]}
with norm ‖K‖2 = E
[∫ T
0
∫
E
|Kt|2N(dt, de)
]
. Next, we need an Itô’s formula for
processes with jumps referring to Theorem 32 and Theorem 33 from [4].
Lemma 5.1. Let X1, X2, ..., Xd be semimartingales, and F be a C2 function on
Rd. Set X = (X1, X2, ..., Xd), then
F (Xt)−F (X0)=
d∑
i=1
∫ t
0
∂F
∂xi
(Xs−)dX
i
s+
1
2
d∑
i=1,j=1
∫ t
0
∂2F
∂xi∂xj
(Xs−)d[X
i, Xj ]s+
∑
s≤t
ηs(F )
where
ηs(F ) = F (Xs)− F (Xs−)−
d∑
i=1
∂F
∂xi
(Xs−)∆Xis −
1
2
d∑
i=1,j=1
∂2F
∂xi∂xj
(Xs−)∆Xis∆X
j
s
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and
∆Xis = X
i
s −Xis−
Apply Itô’s formula for ptXˆt, ptYˆt and Pt|Xˆt|2, we get
(5.3)
E
[
pT XˆT
]
= E
∫ T
0
pt−dXˆt + E
∫ T
0
Xˆt−dpt + E[p, Xˆ]T
= E
∫ T
0
(
ptδb+ qtδσ − Xˆtfx
)
dt
and
(5.4)
E
[
pT YˆT
]
= E
∫ T
0
pt−dYˆt + E
∫ T
0
Yˆt−dpt + E[p, Yˆ ]T
= E
∫ T
0
(
1
2
bxxpt|Xˆt|2 + 1
2
σxxqt|Xˆt|2 − Yˆtfx + δσxXˆtqt +
∫
E
1
2
E[cxx|P ⊗ E ]ktXˆ2t
)
dt
and
(5.5)
E
[
PT |XˆT |2
]
= E
[∫ T
0
|Xˆt−|2dPt +
∫ T
0
2Pt−Xˆt−dXˆt
]
+ E
∫ T
0
Pt−d[Xˆ, Xˆ]t +
∫ T
0
2Xˆt−d[Xˆ, P ]t +
∑
t≤T
∆Pt(∆Xˆt)
2

= E
∫ T
0
Pt(δσ)
2 − Xˆ2t
(
fxx + ptbxx + qtσxx +
∫
E
ktE[cxx|P ⊗ E ]λ(de)
)
dt
+ E
∫ T
0
(
2PtXˆtδb+ 2QtXˆtδσ + 2PtσxXˆtδσ
)
dt
In 5.5, we use the fact
∑
t≤T
∆Pt(∆Xˆt)
2 =
∑
t≤T
∫
E
KtN({t}, de)
(∫
E
cxXˆt−N({t}, de)
)2
=
∑
t≤T
∫
E
Ktc
2
xXˆ
2
t−N({t}, de)
=
∫ T
0
∫
E
Ktc
2
xXˆ
2
t−N(dt, de)
The second equality follows from the fact that for any A ∈ E , N({t}, A) = 1 or 0.
From (5.3)–(5.5), we can get the form of gx(XT )(XT +YT ) and gxx(XT )X2T . Then
we have
(5.6) Jˆ = E
[∫ T
0
(
ptδb+ qtδσ + δf +
1
2
Pt(δσ)
2
)
dt
]
+ o()
where o() represents E
[∫ T
0
(
δσxXˆtqt + PtσxXˆtδσ + PtXˆtδb+ XˆtδσQt
)
dt
]
.
We define H(t, x, u, p, q); = pb(t, x, u) + qσ(t, x, u) + f(t, x, u). Then we have
Theorem 5.2. Let Assumption H be satisfied. Assume that u is the optimal con-
trol, X is the trajectory of u, and (p, q) satisfies (5.1), and P satisfies (5.2). Then ,
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we have a.e a.s: for any v ∈ U ,
(5.7) H(t,Xt, v, pt, qt)−H(t,Xt, ut, pt, qt) + 1
2
Pt(σ(t,Xt, v)− σ(t,Xt, ut))2 ≥ 0.
Proof. Notice that
∞⋃
n=1
JTnK is negligible under P × Leb, so by (5.6) we have
Jˆ = E
[∫ T
0
I(t¯,t¯+]
(
pt(b(t,Xt, v)− b(t,Xt, u)) + qt(σ(t,Xt, v)− σ(t,Xt, u))
+ (f(t,Xt, v)− f(t,Xt, u)) + 1
2
Pt(σ(t,Xt, v)− σ(t,Xt, u))2
)
dt
]
+ o()
then both sides are divided by  and let → 0, we have for a.e t¯
E
[(
H(t¯, Xt¯, v, pt¯, qt¯)−H(t¯, Xt¯, u, pt¯, qt¯) + 12Pt¯(σ(t¯, Xt¯, v)− σ(t¯, Xt¯, u))
2
)]
≥ 0
Then for any A ∈ Ft¯ and w ∈ U , let v = wIA + uIAc , we have
E
[
IA
(
H(t¯, Xt¯, w, pt¯, qt¯)−H(t¯, Xt¯, u, pt¯, qt¯)+ 12Pt¯(σ(t¯, Xt¯, w)−σ(t¯, Xt¯, u))
2
)]
≥0
which means a.e a.s
H(t¯, Xt¯, w, pt¯, qt¯)−H(t¯, Xt¯, u, pt¯, qt¯) + 12Pt¯(σ(t¯, Xt¯, w)− σ(t¯, Xt¯, u))
2 ≥ 0
6. Conclusions. In this paper, we introduce a new method of variation. With
the help of our new variation, we overcome the difficulty that the jumps caused in Lp
estimate, in other words, (4.2) holds, and the order of this estimate grows with the
growth of p, this feature is important to make the variation equations effective.
The form of our maximum principle with jumps is the same as the form of max-
imum principle in [2] without jumps. The reason is that both maximum principles
are hold a.e a.s. In our case with jumps, since the measure of all jumps’ graphs is a
negligible set under P ×Leb, jumps does not influence our result. In other words, our
maximum principle only describe the optimal control on the area that N is continu-
ous, it has no information about the optimal control on the time N jumps. However,
this is a rigorous maximum principle obtained in a clear and concise mathematical
framework and laid a solid foundation for further related theoretical and application
research. Our future research is to find a way to characterize optimal control on the
time N jumps and explore wide applications in practice.
Appendix A. Existence and Uniqueness of SDE and Lp estimate. Given
a SDE with jump:
(A.1) Xt = x0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs +
∫ t
0
∫
E
c(s,Xs−, e)N˜(ds, de)
where x0 ∈ Rn, b : Ω× [0, T ]×Rn → Rn, σ : Ω× [0, T ]×Rn → Rn×d, c : Ω× [0, T ]×
Rn × E → Rn, d is the dimension of Brownian Motion and n is the dimension of X.
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We introduce a Banach space
S2[0, T ] :=
{
X | X has càdlàg paths and adapted and E
[
sup
0≤t≤T
|Xt|2
]
<∞
}
with norm ‖X‖2 = E [sup0≤t≤T |Xt|2]. We have the following assumptions:
Assumption H1:
• b is G ⊗B(Rn)/B(Rn) measurable, σ is G ⊗B(Rn)/B(Rn×d) measurable,
c is G ⊗ E ⊗B(Rn)/B(Rn) measurable.
• b, σ, c are uniform lipschitz continuous about x.
• E ∫ T
0
|b(t, ω, 0)|2dt <∞, E ∫ T
0
|σ(t, ω, 0)|2dt <∞,
E
∫ T
0
∫
E
|c(t, ω, 0, e)|2N(ds, de) <∞.
Theorem A.1. Under Assumption H1, (A.1) has a unique solution in S2[0, T ].
Proof. First we show that for each X in S2[0, T ],
∫ t
0
∫
E
c(s,Xs−, e)N˜(ds, de) is
well defined. Since Xs− is left continuous, it is progressive, and c(s, ω, x, e) is E-
progressive by assumption. This implies that c(s,Xs−, e) is E-progressive. And for
any t ∈ [0, T ]
E
[∫ t
0
∫
E
|c(s,Xs−, e)|2N(ds, de)
]
≤ CE
[∫ t
0
∫
E
|c(s, ω, 0, e)|2 + |Xs−|2N(ds, de)
]
≤ C + Ctλ(E)E
[
sup
0≤s≤t
|Xs|2
]
<∞
That means that the stochastic integral is well defined.
Next we show that there is a unique solution in small time duration. We construct
a map from S2[0, T ] to S2[0, T ]:
T (X)t = x0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs +
∫ t
0
∫
E
c(s,Xs−, e)N˜(ds, de)
It is easy to show that the image of T is actually in S2[0, T ], then we show it is a
contraction. For any X,Y ∈ S2[0, T ],
‖T (X)− T (Y )‖2 ≤ CE
[(∫ T
0
|b(t,Xt)− b(t, Yt)|dt
)2]
+ CE
[
sup
0≤t≤T
∣∣∣∣∫ t
0
σ(t,Xt)− σ(t, Yt)dBt
∣∣∣∣2
]
+ CE
[
sup
0≤t≤T
∣∣∣∣∫ t
0
∫
E
c(t,Xt−, e)− c(t, Yt−, e)N˜(dt, de)
∣∣∣∣2
]
≤ C‖(X − Y )‖2(T + T 2) + CE
[∫ T
0
∫
E
|Xt− − Yt−|2λ(de)dt
]
≤ C‖(X − Y )‖2(T + T 2)
C is a constant not related to T but changed every step. So we can choose T small
enough that C(T + T 2) < 1, then T is a contraction.
For arbitrary T , we can split T into finite small pieces, then we get a unique
solution on each piece and connect them together.
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Remark. The difference between our results and the results in [5] is that in our
case c is E-progressive and in [5]’s case c is E-predictable. In fact from the proof
above, the difference is slight.
The theorem below is the Lp estimate:
Theorem A.2. For p ≥ 2, suppose that Xi, i = 1, 2. is the solution of the follow
equations
Xit = x
i
0 +
∫ t
0
bi(s,Xis)ds+
∫ t
0
σi(s,Xis)dBs +
∫ t
0
∫
E
ci(s,Xis−, e)N˜(ds, de)
which satisfy assumption H1, then we have
(A.2)
E
[
sup
0≤t≤T
|X1t −X2t |p
]
≤ C|x10 − x20|p + CE
[(∫ T
0
|b1(t,X1t )− b2(t,X1t )|dt
)p]
+ CE
[(∫ T
0
|σ1(t,X1t )− σ2(t,X1t )|2dt
) p
2
]
+ CE
[(∫ T
0
∫
E
|c1(t,X1t−, e)− c2(t,X1t−, e)|2N(dt, de)
) p
2
]
C is a positive real number related to p, T and the Lipschitz constant.
Proof. By a simple calculation, we have
(A.3)
E
[
sup
0≤t≤T
|X1t −X2t |p
]
≤ C|x10 − x20|p + CT pE
[
sup
0≤t≤T
|X1t −X2t |p
]
+ CT
p
2E
[
sup
0≤t≤T
|X1t −X2t |p
]
+ CE
[(∫ T
0
|X1t− −X2t−|2N(dt, E)
) p
2
]
+ CE
[(∫ T
0
|b1(t,X1t )− b2(t,X1t )|dt
)p]
+ CE
[(∫ T
0
|σ1(t,X1t )− σ2(t,X1t )|2dt
) p
2
]
+ CE
[(∫ T
0
∫
E
|c1(t,X1t−, e)− c2(t,X1t−, e)|2N(dt, de)
) p
2
]
.
Now we set Ht := |X1t−−X2t−|2, At :=
∫ t
0
HsN(ds,E), then At is a pure jump process
and so is A
p
2
t . Notice that the jump time of A
p
2 is also a jump time of N and the
jump size of N is always equal to 1. So we have
A
p
2
T =
∑
s≤T
A
p
2
s −A
p
2
s− =
∑
s≤T
(
A
p
2
s −A
p
2
s−
)
I{N({s},E)6=0}
=
∑
s≤T
(
|As− +Hs|
p
2 −A
p
2
s−
)
N({s}, E)
=
∫ T
0
|As− +Hs|
p
2 −A
p
2
s−N(ds,E)
≤ C
∫ T
0
A
p
2
s− +H
p
2
s N(ds,E).
Since A·− and H are predictable, we have
E
[
A
p
2
T
]
≤ CE
[∫ T
0
A
p
2
s +H
p
2
s ds
]
≤ CTE
[
A
p
2
T
]
+ CTE
[
sup
0≤t≤T
|X1t −X2t |p
]
.
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So if we choose T small enough that CT < 1, then we have
E
[
A
p
2
T
]
≤ CT
1− CT E
[
sup
0≤t≤T
|X1t −X2t |p
]
.
By the calculation of (A.3), choose T smaller if necessary, we have the estimate
in small time duration by subtract
(
T p + T
p
2 + CT1−CT
)
E
[
sup0≤t≤T |X1t −X2t |p
]
on
both sides of (A.3). For any T , we can split T into small pieces and get the desired
conclusion.
Remark. Without loss of generality, we assume
(A.4) E
[
sup
0≤t≤T
|X1t −X2t |p
]
<∞
in the preceding proof. If not, we can introduce a sequence of stopping times that make
(A.4) true, then get the Lp estimate with stopping time and take limits. So we can
subtract that term on both sides of (A.3).
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