Compressed sensing (CS) demonstrates that a sparse, or compressible signal can be acquired using a low rate acquisition process below the Nyquist rate, which projects the signal onto a small set of vectors incoherent with the sparsity basis. In this paper, we propose a new framework for compressed sensing recovery problem using iterative approximation method via 0  minimization. Instead of directly solving the unconstrained 0  norm optimization problem, we use the linearization and proximal points techniques to approximate the penalty function at each iteration. The proposed algorithm is very simple, efficient, and proved to be convergent. Numerical simulation demonstrates our conclusions and indicates that the algorithm can improve the reconstruction quality.
INTRODUCTION
Compressed sensing is a technique to sample the sparse or compressible signals below the Nyquist rate, whilst still allowing perfect reconstruction of the signal [1] . CS has been attracting much attention over last few years due to its various potential applications. For example, a wide range of signal processing applications such as medical imaging [2] , quantum-state tomography [3] , radar systems [4] and communications [5] have benefited from progress made in CS.
Let N  f  be the unknown signal, which usually obtained by vectorizing two-dimensional images or higher dimensional data into one-dimensional. Suppose that f has an expansion on the 
where  A ΦΨ , may be called the compressed matrix [6] . Reconstruction of the signal f or, what is equivalent, the vector x , is an underdetermined problem, which is usually formulated as following optimization problem:
where p is usually set to 1 or 0,
is the 1  norm of x , while 0 x is the 0  norm, counting the nonzero entries of x . In this work we only consider the 0  norm optimization problem.
Unfortunately, solving the above 0  norm problem is known to be NP-hard in general [7] .
The common approaches are solving the constrained optimization problem of the form:
In words, they are looking for a vector x , which have no more than K nonzero coefficients, to minimizes the approximation error 2 2  y Ax . One type of these approaches is the greedy algorithms such as orthogonal matching pursuit (OMP) [8] and compressed sensing matching pursuit (CoSaMP) algorithm [9] . One advantage of the greedy approaches is that they can also be used to recover signals with more complex structures than sparsity, such as tree sparse signals [10] . Another type is the iterative hard thresholding (IHT) algorithms [11] such as normalized IHT [12] and accelerate IHT [13] . IHT is a simple algorithm and it has been proved that it can recover near-optimal solutions of the sparse signals under certain conditions [11] . Obviously, the reconstruction quality relies on the priori knowledge of sparsity K . In this work, we consider the unconstrained optimization problem of (4):
where  is a non-negative parameter. We proposed a new iterative algorithm to solve the above unconstrained 0  norm optimization problem, which uses the linearization and proximal points techniques to approximate the second penalty function 2 2  y Ax at each iteration. This inexact approximation method has shown its advantages in [14] - [15] . The proposed algorithm is very simple and we demonstrate its effectiveness by numerical examples.
The rest of the paper is structured as follows. In section 2, we propose the new 0  norm reconstruction algorithm. In section 3, we analyze the properties and convergence of the proposed algorithm. Section 4 presents the numerical results. In the end, we provide our conclusion in section 5.
METHOD
The main difficulty in solving    comes from the 0  norm minimization. Our approach is to approximate it with a simple function, which is easy to solve. Here, we rewrite the penalty function as:
Firstly, suppose that we have k x at the k -th iteration, then we expand the second penalty function
The equation can be derived by: 
Besides, this expansion can be obtained by the multivariate Taylor formula.
We make an approximation of
where 0 k   is a function of k x . Then substitute (7) and (9) into (6), we can obtain
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with respect to x , we rewrite it as: 
where
is the i -th column of A . Instead of directly solving the difficult minimization of (6), we focus on its approximate minimization problem (11) . And to solve this optimization problem, we further introduce a simple function:
is the non-linear operator that sets all but the larger (in magnitude) than 1 s elements of b to zero.
Compare (12) with (11), we have the solution of (11):
Then we obtain a new iterative algorithm for 
IIHT in (15) biases the small entries towards zero. Here we consider a special and additional case where A is an orthogonal matrix (implying that MN  ), which is not the main case of interest to us. In this case, there is no need to iterate, since (9) 
Convergence Analysis
In this section, we analyze the properties and convergence of the proposed IIHT.
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Proof:
Firstly, we study the function (12 
Then, we compare (11) with (12), when
Theorem 2. When Proof:
From (6) and (10), we can obtain Then we have
. By using
By using the above theorems, we have the convergence analysis as following: 
Simulation
In this section, simulation is performed to demonstrate the proposed conclusions and evaluate the performance of the IIHT algorithm.
We apply five methods to reconstruct the images: (1) algorithm [16] using the 1  norm minimization using the iteration as :
And we easily set We compare the reconstruction quality of different methods under different noise levels, as shown in Table 1 . We set  to be 350 and 170, corresponding to the 10%   and 20%
  , respectively. From Table 1 , one can find that the proposed IIHT can make a great improvement when comparing with the direct measurement, and sometimes seems better than other three algorithms. This shows the effectiveness of the IIHT. for IST, which make they convergent and provide better performance. Figure 1 shows the reconstructions of these methods, and in order to highlight the differences, Figure 2 shows the absolute differences relative to the phantom image. Comparing Fig. 1f and Fig.  2d with other reconstructed images, one can find that the proposed IIHT algorithm can achieve a high accuracy and competitive reconstruction. This once again shows the effectiveness of IIHT algorithm. 
Conclusion
In this paper, we propose a new iterative algorithm for compressed sensing recovery based on 0  minimization. Since directly solving the unconstrained 0  norm optimization problem is known to be hard, we use a new penalty function, which is easy to solve, to approximate it at each iteration. The proposed algorithm is very simple, efficient, and proved to be convergent. The simulation shows the effectiveness of this new algorithm. However, the optimal step size of the algorithm is still unsolved for us, as a better choice of step size can accelerate the algorithm, which is also our next work. In the near future, we will evaluate the algorithm with actual applications such as the few views reconstruction in computer tomography (CT), and we believe that the proposed algorithm is expected to have potential practical merits.
