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ABSTRACT. In this paper we present a new proof of the sufficiency theorem for strong local mi-
nimizers concerning C1-extremals at which the second variation is strictly positive. The results are
presented in the quasiconvex setting, in accordance with the original statement by Grabovsky and
Mengesha (2009). The strategy that we follow relies on a decomposition theorem that allows to
split a sequence of variations into its oscillating and its concentrating parts, as well as on a suffi-
ciency result according to which smooth extremals are spatially-local minimizers. Furthermore, we
prove partial regularity up to the boundary for strong local minimizers in the non-homogeneous
case and a full regularity result for Lipschitz extremals with gradient of vanishing mean oscillation.
As a consequence, we also establish a sufficiency result for this class of extremals. The regularity
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2 BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS
1. INTRODUCTION
It is well known that minimizers of variational integrals satisfy the Euler-Lagrange equations
and the nonnegativity of the second variation. On the other hand, for non-convex integrands we are
faced with the possibility of encountering local minimizers that are not globally minimizing the
functional. Hence, an underlying problem in the Calculus of Variations has been to find sufficient
conditions guaranteeing that an extremal at which the second variation is positive is in fact a strong
local minimizer.
This problem was solved by Weierstrass in the 19th century for the case in which the admis-
sible scalar functions have one single independent variable. Levi then provided a proof with a
different method, which does not use the field theory originated from Weierstrass’ work [44]. The
sufficiency result was later generalized by Hestenes for functions of several variables [34].
On the other hand, Meyers showed that the notion of quasiconvexity developed by Morrey [48]
is in a suitable sense a necessary condition for strong local minimizers [45]. Furthermore, Ball
and Marsden established the concept of quasiconvexity at the free boundary in [6], where this was
also shown to be a necessary condition for strong local minimizers satisfying mixed boundary
conditions, that is, by allowing the minimizers to take free values on part of the boundary of their
domain.
The importance of obtaining an adequate set of sufficient conditions for strong local minima
in the vectorial case was highly motivated by applications coming from materials science. Ball
foresaw that the natural way to extend Weierstrass condition to the vectorial case are the notions
of quasiconvexity at the interior and at the free boundary. Furthermore, in [5, Section 6.2] it is
conjectured that if a solution to the weak Euler-Lagrange equation is sufficiently smooth, then the
strict positivity of the second variation together with suitable versions of the quasiconvexity in the
interior and at the boundary should guarantee that the extremal furnishes a strong local minimizer.
Further generalizations regarding Weierstrass problem were obtained by Taheri in [56], where
Hestenes’ strategy is extended to the case of Lp-local minimizers.
Regarding the vectorial problem, Zhang was able to exploit the quasiconvexity of the integrand
to establish that smooth extremals are absolute minimizers in sufficiently small subsets of their
domain [58]. In contrast, Kristensen and Taheri provided an example, motivated by the work in
[50], in which it becomes clear that the Lipschitz regularity of an extremal is not enough to ensure
strong local minimality, even under the assumptions of strong quasiconvexity and strict positivity
of the second variation [41, Corollary 7.3].
It was only until the work of Grabovsky and Mengesha [31] that a sufficiency theorem for C1
extremals in the quasiconvex setting was settled in the multi-dimensional Calculus of Variations
(see also [30]). Their strategy relies, on the one hand, on a decomposition theorem and the method
presented in [25] to prove it (see also [38, 39]). In addition, a localization principle is established
to prove that the concentrating part of a sequence of variations acts on the functional in a localized
way, so that the quasiconvexity condition can come into play to show that this part of the sequence
does not decrease the functional. That the same occurs with the oscillating part of the sequence of
variations is shown using the positivity of the second variation.
In this context, after a preliminary section the first objective of this paper is developed in Sec-
tion 3. Here, we present an alternative strategy for the sufficiency theorem for C1-extremals. The
main purpose is to present the ideas behind the new proof and, hence, we restrict ourselves to the
homogeneous case. However, we work under essentially the same assumptions than in [31], the
only difference being that we remove the coercivity restriction for the case of Dirichlet boundary
conditions when the integrand has quadratic growth. The method that we introduce here consists
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in exploiting the spatially-local minimality obtained by Zhang [58] and then, via a covering ar-
gument and a version of the Decomposition Theorem based in [39, Lemma 1.7], we obtain the
conclusion using an indirect approach. The use of Zhang’s Theorem in the new proof replaces
then the localization principle used in [31] and enables us to show that both the oscillating and the
concentrating part of a sequence of variations increase the functional. We remark that the strategy
presented here can be adapted to more general functionals with lower order terms. Details on this
and further generalizations of the sufficiency result concerning non-smooth domains can be found
in [15].
On the other hand, the regularity assumed a priori on the extremal must play a crucial role in
any set of sufficient conditions for strong local minima. This becomes clear by the aforemen-
tioned Corollary 7.3 in [41] which, in turn, is a consequence of the partial regularity theorem
for strong local minimizers established in [41, Theorem 4.1]. Kristensen-Taheri’s result extends
Evans’ partial regularity theorem for global minimizers in [21] to the case of strong local minima.
The strategy of their proof is based in Evans’ blow-up argument and the assumptions on the inte-
grand are stated in great generality, motivated by the works by Acerbi and Fusco, [1, 2], Evans and
Gariepy [22], Fusco and Hutchinson [27], among others. However, Kristensen and Taheri perform
a remarkable modification to establish the strong convergence of the blown-up sequence, given
that the estimates available for global minimizers cannot be obtained in the same way for the case
of strongly-local small variations. We observe that, considering this regularity result, as well as
celebrated examples of singular minmizers (see [52, 55]), it is still an underlying question in what
way the regularity assumption on the extremal could be relaxed in the sufficiency theorem.
Furthermore, Kristensen and Taheri establish in [41, Theorem 6.1] that extremals of quasicon-
vex functionals at which the second variation is strictly positive, are BMO-local minimizers for
sets of variations uniformly bounded in W1,∞. This strengthens the well known result that such
extremals actually furnish weak local minimizers, and generalizes previous observations given by
[24] in the same direction.
Motivated by these results, Sections 4-6 of this paper aim at providing a sufficiency theorem for
which the extremal is not assumed, in principle, to be smooth, but only Lipschitz with gradient of
vanishing mean oscillation. Given that the nature of an extremal as a solution to the weak Euler-
Lagrange equation is not enough to improve its regularity, the course of action that we follow
is to generalize first Theorem 6.1 from [41] by removing the restriction on the boundedness of
the allowed variations. We devote Section 4 to this purpose, hence establishing that extremals at
which the second variation is strictly positive are BMO-local minimizers.
In addition, in Section 5 we extend up to the boundary the partial regularity results from [41]
for W1,q-local minimizers. Furthermore, we also establish that Lipschitz BMO-local minimizers
with derivative of vanishing mean oscillation are of classC1 up to the boundary. In both situations
we address the case of non-homogeneous integrands.
Boundary regularity results for absolute minimizers of quasiconvex variational integrals had
already been established in [10]. Beck also treats the case of W1,p-local minimizers for integrands
with p-growth [10, Theorem 1.3]. However, for W1,q-minimizers with q> p, the problem cannot
be reduced to that of absolute minimizers (see [41, Proposition 2.1]). Hence, a suitable adaptation
of the blown-up technique has to be introduced for the boundary regularity in this case. This is the
core problem that we address in Section 5.
Furthermore, the characterization of the regular subset of the boundary in terms of Lebesgue
points that we give in Section 5.1 can be applied to improve previous characterizations given in
the literature for minimizers or solutions to nonlinear elliptic systems, as in [10, 33, 42]. There,
the regular points are characterized in terms of the mean oscillations of the total derivative with
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respect to the normal derivative of the solution, and not in terms of Lebesgue points (see also [10,
Remark 1.2]). Other interesting developments regarding boundary regularity theory have been
carried out in [8, 19, 40].
The final section of the paper compiles the previous results to establish that, although Lipschitz
extremals may not be strong local minimizers, they are so if we assume, in addition, that their
derivative is of vanishing mean oscillation.
2. PRELIMINARIES
We consider functionals of the type
(2.1) F (u) :=
∫
Ω
F(x,∇u)dx,
where Ω is a suitably smooth bounded domain, u belongs to a given Sobolev space and F : Ω×
R
N×n → R is such that:
(H0) F(x, ·) is of class C2 in RN×n for every x ∈ Ω and Fzz is continuous in Ω×R
N×n.
(H1) There are p ∈ (1,∞) and a constant c1 > 0 such that, for every (x,z) ∈ Ω×R
N×n,
|F(x,z)| ≤ c1(1+ |z|
p).
(H2) F is strongly p-quasiconvex, meaning that there is a constant c2 > 0 such that, for every
(x0,z) ∈ Ω×R
N×n and every ϕ ∈W1,∞(Q,RN), it holds that
c2
∫
Q
|V (∇ϕ)|2 dx ≤
∫
Q
F(x0,z+∇ϕ)−F(x0,z)dx.
The function V is given by V = V p
2
, where for β > 0 arbitrary and for k ∈ N+, the auxiliary
function Vβ is defined by
Vβ (ξ ) :=
(
1+ |ξ |2
) β−1
2 ξ .
We emphasize, however, that most results in the following sections will only be stated for the
superquadratic case p ≥ 2 and, furthermore, the proof of the sufficiency theorem appearing in
Section 3 is given only for homogeneous integrands, that is, with no x-dependence on F . The rest
of the results are established in the non-homogeneous setting.
In the following lemma we compile some standard properties of the function Vβ . We remark
that we make no distinction in the notation between different dimensions of the domain in which
Vβ is defined (as in part (ii) below).
Lemma 2.1. Let β > 0, 2≤ p< ∞ and M > 0. Then, there is a constant c> 0, depending only
on β , such that for every ξ ,η ∈ Rk and every t ≥ 0,
(i) Vβ (t) is non-decreasing in [0,∞);
(ii) |Vβ (ξ )|=Vβ (|ξ |);
(iii) |Vβ (ξ +η)| ≤ c
(
|Vβ (ξ )|+ |Vβ (η)|
)
;
(iv) |V (tξ )| ≤max{t, t
p
2 }|V (ξ )|;
(v) c(p)|ξ −η | ≤ |V (ξ )−V(η)|
(1+|ξ |2+|η |2)
p−2
4
≤ c(p,k)|ξ −η |;
(vi)
(
1+ |ξ |2+ |η |2
) p
2 ≤ c
(
1+ |V (ξ )|2+ |V (η)|2
)
;
(vii) |Vp−1(ξ )| |η | ≤ |V (ξ )|
2+ |V (η)|2;
(viii) Young’s inequality is satisfied in the sense that, for every ε > 0, there exists cε > 0 such
that |Vp−1(ξ )||η | ≤ ε |V (ξ )|
2+ cε |V (η)|
2;
(ix) max{|ξ |, |ξ |
p
2 } ≤ |V (ξ )| ≤ 2
p−2
4 max{|ξ |, |ξ |
p
2 };
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1
2
(
|ξ |2+ |ξ |p
)
≤ |V (ξ )|2 ≤ 2
p−2
4
(
|ξ |2+ |ξ |p
)
;
(x) |V (ξ −η)| ≤ c(p)|V (ξ )−V (η)|;
(xi) |V (ξ )−V(η)| ≤ c(k, p,M)|V (ξ −η)|, provided |η | ≤M.
Remark 2.2. With the exception of (ix)-(xi), all the above properties also hold if we consider
1< p< 2 in the definition of Vβ . This will be used for some results in Section 4.
The proof of this lemma requires essentially elementary computations and consider separately
the cases |ξ |, |η |< 1 and |ξ |, |η | ≥ 1, with all the combinations that arise from these possibilities.
We refer the reader to [3], [17, Lemma 2.1] and [10, Lemma 2.1] for further details.
We now compile a list of symbols and conventions that will be used throughout the text.
Notation 2.3. RN×n denotes of real matrices of N×n. When N = 1, we simply write Rn.
Given x,y ∈ RN×n, xy denotes the standard matrix multiplication between x and y.
For x,y ∈RN×n the scalar product is given by 〈x,y〉 = tr(xyT ) and the Euclidean norm in RN×n is
denoted by |x| := 〈x,x〉
1
2 .
The symbol ei denotes the canonical vector in R
n whose i-th entry is 1 and the rest are 0. We use
In to denote the identity matrix in R
n×n.
For a given vector x ∈ Rn, xi := 〈x,ei〉.
For a set A ⊆ Rn, A denotes its closure in Rn, int(A) is the interior of A and L n(A) denotes its
Lebesgue measure in Rn. In addition, H k(A) denotes its Hausdorff measure of order k.
B(x0,r) represents the open ball in R
n with center x0 and radius r > 0. If x0 ∈ R
n−1×{0}, we
denote the upper half ball centred at x0 and with radius r > 0 by
B+(x0,r) := {x ∈ B(x0,r) : 〈x,en〉> 0}.
In addition, we denote B[x0,r] := B(x0,r) and B
+[x0,r] := B+(x0,r).
Given a bounded set ω ⊆ Rn with L n(ω)> 0 and f ∈ L1(ω ,RN), we write
( f )ω :=−
∫
ω
f dx =
1
L n(ω)
∫
ω
f dx.
If ω = B(x0,r), we abbreviate ( f )B(x0,r) = ( f )x0,r. This notation will also be used with one variant:
when ω = Ω∩B(x0,r) for some x0 ∈ Ω, we write Ω(x0,r) := Ω∩B(x0,r) and for p ∈ [1,∞),
f ∈ L1(Ω(x0,r),R
N) we will denote
−
∫
Ω(x0,r)
| f − ( f )x0,r|
p dx :=
1
L n(Ω(x0,r))
∫
Ω(x0,r)
∣∣∣∣∣∣ f −
1
L n(Ω(x0,r))
∫
Ω(x0,r)
f dy
∣∣∣∣∣∣
p
dx.
Concerning Ω, we assume that ΓD ⊆ ∂Ω is a subset of ∂Ω such that the (n− 1)-Hausdorff
measure of the relative interior of ΓD is positive (so, in particular, ΓD 6= /0).
We define the admissible functions as follows.
Definition 2.4. Given p ∈ (1,∞),1 we define the set of admissible functions as
A :=
{
u ∈C1(Ω,RN) : u(x) = g(x)∀x ∈ ΓD
}W1,p
,
where the closure is taken in W1,p(Ω,RN) and g is of class C1 in some open set in Rn containing
ΓD.
1The exponent p will be related, in this case, to the growth condition imposed on the integrand F .
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We henceforth assume that ΓD is the interior of ΓD, relative to ∂Ω. By defining ΓN := ∂Ω−ΓD,
it holds that ΓN is a relatively open subset of ∂Ω and ∂Ω = ΓD∪ΓN . Indeed, if x ∈ ∂Ω−ΓN , then
x has an open neighbourhood in ∂Ω that does not intersect ΓN . Therefore, this neighbourhood
must belong to the interior of ΓD, which is ΓD. Assuming further that ΓD is Lipschitz and has, in
turn, a Lipschitz boundary in ∂Ω, we can conclude that if u ∈ A ∩C1(Ω,RN), then u(x) = g(x)
for all x ∈ ΓD.
2
We emphasize that for the results in Sections 4-6 we assume ΓN = /0 and so, in that case,
A =W1,pg (Ω,RN).
Definition 2.5. We define the space of variations as the set
Var(A ) :=
{
ϕ ∈C1(Ω,RN) : ϕ(x) = 0∀x ∈ ΓD
}W1,p
.
We call Var(A ) the space of variations because, for any y1,y2 ∈A , we have y1−y2 ∈Var(A ).
More generally, given an open set ω ⊆ Rn such that ω ∩Ω 6= /0, we consider the following space
of variations defined in ω , which is naturally embedded in Var(A ).
Var(ω ,RN) := {ϕ ∈C1(ω ,RN) : ϕ(x) = 0∀x ∈ (ΓD∩ω)∪ (∂ω ∩Ω)}
W1,p.
Observe that, given ϕ ∈ Var(ω ,RN), by extending ϕ to Ω so that it takes the value of 0 in Ω\ω ,
we can assume that ϕ ∈ Var(A ). We remark that, with this notation, Var(A ) =Var(Ω,RN).
We now recall the notions of weak and strong local minimizer.
Definition 2.6. Let u ∈W1,p(Ω,RN). We say that u is a weak local F-minimizer if and only if
there is a δ > 0 such that
(2.2)
∫
Ω
F(x,∇u)dx ≤
∫
Ω
F(x,∇u+∇ϕ)dx
for every ϕ in Var(A ) with ‖∇ϕ‖L∞ < δ .
On the other hand, we say that u is a strong local F-minimizer if and only if there is a δ > 0 such
that (2.2) holds for every ϕ in Var(Ω,RN) with ‖ϕ‖L∞ < δ . For 1 < p < ∞ the notion of strong
local minimizer can be generalized by considering the Lp or the W1,p norm of the variations. In
those cases we say, respectively, that u is an Lp-local minimizer or aW1,p-local minimizer.
We also use the following terminology concerning solutions to the Weak Euler-Lagrange equa-
tion.
Definition 2.7. Let u ∈W1,p(Ω,RN). We say that u is an F-extremal if and only if∫
Ω
〈Fz(x,∇u),∇ϕ〉 dx= 0
for every ϕ ∈ Var(Ω,RN).
It is well known in the Calculus of Variations that local minimizers are F-extremals under the
assumed conditions. The last part of this section is devoted to fixing the terminology concerning
Young measures, that we will use extensively in Section 3.
2See also [4, Proposition A.2].
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Notation 2.8. Let B(E) be the Borel σ -algebra of all the Borel sets contained in the set with
finite Lebesgue measure E. We denote
M (E,Rd) := {µ : B(E)→ Rd : µ is a bounded Borel measure}
and
M
+(E) = M+(E,R) := {µ ∈M (E,R) : µ(B)≥ 0 for every Borel set B⊆ Ω}.
In addition, we use the following notation for the space of probability measures on E.
M
+
1 (E) := {µ ∈M
+(E) : µ(E) = 1}.
The following definitions finally aim at establishing the concept of Young measure.
Definition 2.9. Let ν : E →M (Rd ,R). We say that ν is weakly∗-measurable if and only if the
mapping
x ∈ E 7→ 〈ϕ ,ν(x)〉 =
∫
Rd
Φ(y)dν(x)dy
is Borel measurable for all Φ ∈C00(R
d), where C00(R
d) is the space of continuous functions that
vanish at infinity.
Definition 2.10. Let µ ∈ M+(E) and ν : E → M+1 (R
d) be weakly∗-measurable. Then the ge-
neralized product measure µ ⊗ν(x) given by
〈Φ,µ ⊗ν(x)〉 :=
∫
Ω×Rd
Φd(µ ⊗ν(x)) =
∫
Ω
∫
Rd
Φ(x,z)dν(x)(z)dµ(x)
for Φ ∈C00(E×R
d), is called a µ-Young measure on E with target Rd.
Remark 2.11. Henceforth, we write a weakly∗ measurable map ν : Ω→M+1 (R
d) as a parametrized
family of probability measures, for which we use the notation (νx)x∈Ω, with νx := ν(x). On the
other hand, we will suppress µ from the notation and we will just call the family (νx)x∈Ω a Young
measure.
We conclude this preliminary section with the following terminology regarding Young measures
generated by sequences of measurable functions.
Definition 2.12. Let ( f j) be a sequence of measurable maps defined on a Lebesgue measurable
set Ω such that L n(Ω) < ∞ and let (µx)x∈Ω ⊆ M
+
1 (R
d) be a measurable family. We say that
f j generates the Young Measure (µx)x∈Ω if and only if L
n⊗ δ f j(x)
∗
⇀ L n⊗ µx in C
0
0(Ω×R
d)∗,
where δ f j(x) stands for the Dirac measure concentrated at f j(x). We denote this by f j
Y
−→ (µx)x∈Ω.
We refer the reader to [26, 51] for nice compilations of the theory of Young measures.
3. A NEW PROOF OF GRABOVSKY-MENGESHA SUFFICIENCY THEOREM FOR STRONG LOCAL
MINIMIZERS IN THE HOMOGENEOUS CASE
In this section we provide an alternative strategy for the sufficiency theorem established by
Grabovsky and Mengesha in [31].
The proof relies mainly on two results. The first one concerns a theorem by Zhang according to
which smooth extremals minimize the functional when restricted to small subsets of Ω [58]. On
the other hand, we use Kristensen’s Decomposition Theorem [38, 39] (see also [25]) to exploit the
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positivity of the second variation and relate it to the behaviour of a shifted functional acting on a
suitable sequence of variations. This strategy is discussed in detail in Section 3.5.
We emphasize that the result presented here concerns exclusively the case of homogeneous
integrands, as it was originally developed in [16]. However, the ideas involved can be adapted to
consider more general functionals of the type
F (u) :=
∫
Ω
F(x,u,∇u)dx,
as discussed in Remark 3.3.
The assumptions that we make on the integrand in this section are the homogeneous version of
hypotheses (H0)-(H2). We restate them here as follows.
(H0) F ∈C2(RN×n);
(H1) F has p-growth, i.e., for some fixed p ∈ (1,∞) there exists a constant c1 > 0 such that, for
every z ∈ RN×n, |F(z)| ≤ c1(1+ |z|
p) and
(H2) F is strongly p-quasiconvex, meaning that there is c2 > 0 such that, for every z ∈ R
N×n
and every ϕ ∈W1,∞0 (Q,R
N), it holds that
c2
∫
Q
|V (∇ϕ)|2 dx≤
∫
Q
(
F(z+∇ϕ)−F(z)
)
dx.
3.1. Quasiconvexity at the free boundary. For a quasiconvexity-based sufficiency result com-
prising admissible functions with free boundary values, the notion of quasiconvexity at the boun-
dary becomes necessary.
This concept was defined by Ball and Marsden in [6], where it was established that, under
mixed boundary conditions allowing a minimizer u to take free values on part of the boundary, a
necessary condition related to Morrey’s notion of quasiconvexity must be satisfied.
For this reason, in addition to (H0)-(H2), we assume in this section that the integrand F is
strongly quasiconvex on the free boundary, meaning that, for a constant c2 > 0,
(H2’) c2
∫
B−
n(x0)
|V (∇ϕ) |2 dx≤
∫
B−
n(x0)
(F(∇u(x0)+∇ϕ)−F(∇u(x0)))dx
for all ϕ ∈Vn(x0), where
(3.1) Vn(x0) :=
{
ϕ ∈C∞
(
B−
n(x0)
,RN
)
: ϕ(x) = 0 on (∂B(x0,1))∩B
−
n(x0)
}
and n(x0) is the outer unit normal to ∂Ω at x0 ∈ ΓN . Here, B
−
n(x0)
is the half of the ball B(x0,1) that
lies in the half plane {z ∈Rn : 〈z− x0,n(x0)〉< 0}.
The spirit in which this condition is shown to be necessary for strong local minima is the same
in which the quasiconvexity at the interior is also proven to hold when in presence of strong
local minimizers.3 We observe, however, that the quasiconvexity at the boundary differs from
the one in the interior in the sense that it is not anymore a convexity notion. It is enough to
recall, for example, that for a convex integrand F the quasiconvexity in the interior can be seen
as a straightforward consequence of Jensen’s inequality for probability measures. However, given
x0 ∈ ΓN and ϕ ∈ Vn(x0), we can follow the same ideas if we consider the probability measure
3F is quaxiconvex at an interior point x0 ∈ Ω if
∫
B
F(∇u(x0)+∇ϕ)−F(∇u(x0))dx ≥ 0 for all ϕ ∈W
1,p
0 (B,R
N).
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defined on the space of matrices RN×n by
〈Φ,νϕ ,x0〉 := −
∫
B−
n(x0)
Φ(∇u(x0)+∇ϕ(x))dx.
We then observe that the centre of mass of this probability measure is given by
νϕ ,x0 =
∫
RN×n
zdνϕ ,x0(z) = ∇u(x0)+ −
∫
B−
n(x0)
∇ϕ(x)dx.
Here, −
∫
B−
n(x0)
∇ϕ(x)dx 6= 0 in general, as ϕ ∈ Vn(x0) and it is not necessarily 0 at the boundary. On
the other hand, Jensen’s inequality implies, for a convex integrand F , that
F(νϕ ,x0)≤
∫
RN×n
F(z)dνϕ ,x0 = −
∫
B−
n(x0)
F(∇u(x0)+∇ϕ(x))dx.
This means, in particular, that the notion of quasiconvexity at the free boundary doesn’t follow
from convexity in the same way that quasiconvexity at the interior does.
Following the spirit in which the calculations above are made, we can consider the following
specific example of a convex function that is not quasiconvex at the free boundary. Let F :R2→R
be given by
F(u,v) := v
and let Ω :=B−
n(0,1) be the half of the unit ball centred at zero that lies below the x-axis. We consider
the mixed boundary conditions according to which the admissible test functions are precisely those
in the set Vn(0) defined in (3.1). It is then clear that the function ϕ : R
2 → R defined as
ϕ(x,y) = x2+ y2−1
is such that ϕ ∈ Vn(0). However, the quasiconvexity at the boundary condition is not satisfied for
the convex function F at the point (0,0), which lies on the free boundary, since this would imply
that, for the particular ϕ that we defined above,
0= F(0,0) ≤ −
∫
B−
n(0,1)
F(∇ϕ(x,y))dxdy = −
∫
B−
n(0,1)
2ydxdy,
which is a contradiction by definition of B−
n(0,1).
Regarding how to interpret the notion of quasiconvexity at the free boundary, we observe that,
by differentiating t 7→
∫
B−
n(x0)
F(∇u(x0)+ t∇ϕ(x))dx we obtain, from the quasiconvexity at the boun-
dary condition, that it implies
0=
∫
B−
n(x0)
〈
F ′(∇u(x0)),∇ϕ(x)
〉
dx =
〈
F ′(∇u(x0)),
∫
∂B−
n(x0)
ϕ ⊗n(x)dσ(x)
〉
=
〈
F ′(∇u(x0)),
∫
∂B−
n(x0)
ϕ dσ(x)⊗n(x0)
〉
,(3.2)
where the second identity above follows from the Divergence Theorem.
This enables us to understand the quasiconvexity at the boundary as a non-linear variational
Neumann condition. Indeed, since (3.2) holds for every ϕ ∈Vn(x0), it in turn implies the Neumann
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boundary condition 〈F ′(∇u(x0)),n(x0)〉= 0 in R
N . However, as pointed out by Ball and Marsden
with an example in [6], the quasiconvexity at the boundary is still a stronger notion.
We remark here that, as it turns out, the quasiconvexity on the free boundary is one of the
sufficient conditions first established in [31] ensuring that a C1 extremal furnishes a strong local
minimizer. This was conjectured by Ball in [5, Section 6.2]. See also [15, 36, 43, 46] for further
works related to the notion of quasiconvexity at the boundary.
3.2. The sufficiency theorem for strong local minimizers. The precise statement of the suffi-
ciency theorem that we establish in this section is the following.
Theorem 3.1. Let F : RN×n → R such that it satisfies (H0)− (H2) for some p ∈ [2,∞). Let
u ∈ C1
(
Ω,RN
)
be an F-extremal and assume that the second variation at u is strictly positive,
meaning that there is a constant c3 > 0 such that
(3.3) c3
∫
Ω
|∇ϕ |2 dx≤
∫
Ω
F ′′(∇u)[∇ϕ ,∇ϕ ]dx
for all ϕ ∈Var(Ω,RN). In addition, if the free portion of the boundary is such that ΓN 6= /0, suppose
that (H2’) holds. In this case, or if p> 2, further assume that, for some constants c4,c5 > 0,
(H3) c4
∫
Ω
|∇ϕ |pdx− c5
∫
Ω
|∇ϕ |2 dx≤
∫
Ω
(F(∇u+∇ϕ)−F(∇u)) dx
for every ϕ ∈ Var(Ω,RN). Then, u is an Lp-local F-minimizer.
Remark 3.2. If p= 2 and ΓN = /0, the statement above provides a slightly stronger version of the
original sufficiency theorem in [31], since it does not impose the coercivity condition (H3) on the
integrand. However, it is not obvious whether this assumption can also be removed for the general
superquadratic case.
On the other hand, as discussed in [31, S.3.2], it can be shown that (H3) also follows if we
assume that F is pointwise coercive: c4|z|
p− c5 ≤ F(z) for all z ∈R
N×n. However, (H3) is a more
general assumption.
Remark 3.3. Under the hypotheses (H0)-(H2) and a uniform continuity assumption (more ge-
neral than (HC) from Section 5), as well as by assuming the corresponding coercivity notion,
namely
(H3) c4
∫
Ω
|∇ϕ |p dx− c5
∫
Ω
|∇ϕ |2 dx≤
∫
Ω
(F(x,∇u+∇ϕ)−F(∇u)) dx
for every ϕ ∈Var(Ω,RN), the above sufficiency result also holds for non-homogeneous integrands
of the type F(x,z) and extremals at which the second variation is positive, as in (4.1) and (4.2).
The original statement of the result, as developed in [31], holds true for L∞-local minimizers of
integrands of the type F(x,u,z), so that u-dependence is also allowed. Further generalizations
comprising integrands admitting lower order terms and non-smooth domains were recently ob-
tained in [15].
We devote the rest of this section to prove Theorem 3.1 using the aforementioned alternative
strategy. The first step will be to establish the two main ingredients of the proof, namely, a suitable
version of Kristensen’s Decomposition Theorem and of Zhang’s Theorem concerning spatially-
local minimizers.
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3.3. The Decomposition Theorem. Here we state the following result based on Kristensen’s
Decomposition Theorem [39]. In its original form, the result states that given a uniformly bounded
sequence in W1,p, it can be decomposed (up to a subsequence), into one part that carries the
oscillations and another carrying the concentrations. The decomposition that we present here
follows Kristensen’s proof and provides a subtle extension by showing that if a bounded sequence
(u j) in W
1,2 is modified by multiplying each term by a (possibly different) scalar belonging to the
unit interval (0,1) and if the resulting subsequence, say (ζ j), is bounded in W
1,p for some p≥ 2,
then the respective decompositions in the spaces W1,2 and W1,p can be obtained in such a way that
they follow the same linear relations that (u j) and (ζ j) satisfy.
We remark that Kristensen’s Decomposition Theorem is valid also for the case 1< p< 2, that
we skip here although the proof remains the same than the one we will perform for the sequence
(u j) in W
1,2. In addition, we refer the reader to [31, Theorem 8.1], in which Grabovsky and
Mengesha modify the decomposition result from [25] and on which the statement that we provide
below is motivated.
Finally, we emphasize that the reason we require the following version of the Decomposition
Theorem is to control a sequence in W1,p while normalizing it by both its W1,2 and its W1,p-norms
in the proof of Theorem 3.1.
Theorem 3.4 (Decomposition Theorem). Let Ω ⊆ Rn be a bounded Lipschitz domain and let
2 ≤ p < ∞. Let (u j) be a sequence such that u j ⇀ u in W
1,2(Ω,RN), assume that (r j) is a
sequence in (0,1) and that ζ j := r ju j is bounded in W
1,p. Then, there exist a subsequence (u jk )
and sequences (gk)⊆C
∞
c (Ω,R
N), (bk)⊆W
1,2(Ω,RN) such that
(a) gk ⇀ 0 and bk ⇀ 0 inW
1,2(Ω,RN);
(b) (|∇gk|
2) is equiintegrable;
(c) ∇bk → 0 in measure and
(d) u jk = u+gk+bk.
In addition, (gk) and (bk) can be taken so that, for a subsequence (rk j ), if sk := rk jgk and tk := r jkbk,
then
(a’) sk ⇀ 0 and tk ⇀ 0 in W
1,p(Ω,RN);
(b’) (|∇sk|
p) is equiintegrable and
(c’) ∇tk → 0 in measure.
In order to establish this result following Kristensen’s proof, we state first the Helmholtz De-
composition Theorem and an auxiliary lemma.
Theorem 3.5 (Helmholtz Decomposition Theorem). Let 1< p< ∞ and denote
◦
W 1,p :=
{
ϕ ∈W1,ploc(R
n) : ∇ϕ ∈ Lp(Rn,Rn)
}
the homogeneous Sobolev space. Let
E p :=
{
∇ϕ : ϕ ∈
◦
W 1,p
}
and
Bp := {σ ∈ Lp(Rn,Rn) : divσ = 0 in the distributional sense} .
Then, E p and Bp are closed subspaces of Lp = Lp(Rn,Rn) such that E p∩Bp = {0}. Furthermore,
there exist bounded projections E : Lp → E p, B : Lp → Bp, so that IdLp = E+B. In other words,
12 BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS
for any v ∈ Lp, there exist ϕ ∈
◦
W 1,p and σ ∈ Lp with divσ = 0, with the property that
(3.4) v= ∇ϕ +σ
and where ‖∇ϕ‖Lp ≤Cp‖v‖Lp , ‖σ‖Lp ≤Cp‖v‖Lp for some constant Cp > 0.
In addition, if v∈ L2(Rn,Rn)∩Lp(Rn,Rn), then the decomposition of v in the space L2(Rn,Rn)
coincides with the decomposition of v in the space Lp(Rn,Rn).
The following result follows easily from the definition of p-equiintegrability.
Lemma 3.6. Let Ω ⊆ Rn such that L n(Ω) < ∞, 1 ≤ p < q ≤ ∞ and let ( f j) ⊆ L
p(Ω,Rm) be
bounded in Lp. Then, ( f j) is p− equiintegrable if and only if, for each ε > 0, there exist a
sequence (g j) ⊆ L
q(Ω,Rm) and a constant cε > 0 such that, for all j ∈ N, ‖ f j− g j‖Lp < ε and
‖g j‖Lq ≤ cε .
We now proceed with the proof of the Decomposition Theorem following [39, Lemma 1.7].
Proof of Theorem 3.4. By considering suitable subsequences, that we do not relabel, we assume
without loss of generality that ∇u j
Y
→ (νx) and ∇ζ j
Y
→ (µx).
In addition, we observe that part (c’) of the Theorem follows directly from part (c) and the fact
that r j ∈ (0,1).
Furthermore, we observe (as in [31, Theorem 8.1]) that (b’) implies that the sequence (sk)
is bounded in W1,p and, since ζk = r jku+ sk+ tk, then we also have that (tk) is bounded in W
1,p,
following our initial assumption on ζk. This, together with (a), means that there exist subsequences
of sk and tk, that we do not relabel, such that they satisfy condition (a’).
Given this, we are only left with establishing parts (a)-(d) and (b’) of the theorem.
Step 1. Observe that, by working with the sequence u j − u instead of u j, we can assume that
u= 0.
Step 2. Reduction of the problem to (u j)⊆W
1,2
0 (Ω,R
N). We begin by taking a sequence of smooth
subdomains Ωk ⋐ Ωk+1 ⋐ Ω such that
⋃
k∈N Ωk = Ω. In addition, we consider cut-off functions
ρk : Ω → [0,1] with ρk ∈C
1
c (Ω), 1Ωk ≤ ρk ≤ 1Ω and |∇ρk| ≤
1
dk
, where dk := dist(Ωk,Ω).
Now, observe that for any j,k ∈ N, u j = ρku j+(1−ρk)u j. Hence, for q≥ 1,
(3.5)
∫
Ω
|∇((1−ρk)u j)|
q dx≤ cq
∫
Ω−Ωk
(
|∇u j|
q+
|u j|
q
d
q
k
)
dx.
Since u j ⇀ 0 in W
1,2(Ω,RN), in particular we know that u j→0 in L
2. Hence, we can find a
sequence k j → ∞ such that ∫
Ω−Ωk j
|u j|
2
d2k j
dx→ 0
when j→∞. Furthermore, since (∇u j) is bounded in L
2, by adjusting the sequence k j if necessary,
from (3.5) we can also ensure that (1−ρk j )u j is bounded in W
1,2. In an analogous way we can
also assume that (1−ρk j)r ju j is bounded in W
1,p.
In addition, we also infer that (1− ρk j)u j → 0 in L
2. The last two facts imply together that
(1−ρk j)u j ⇀ 0 in W
1,2(Ω,RN).
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What is more, using again that |∇((1−ρk j )u j)| ≤
(
|(1−ρk j)∇u j|+
|u j |
dk j
)
1Ω−Ωk j
, we infer that
this sequence converges to 0 in measure. Given this, we focus on decomposing (ρk ju j), as we can
then incorporate (1−ρk j)u j into the sequence (bk).
Step 3. Truncation. We now define, for each k ∈ N, the truncation Tk : R
N×n → RN×n at level
k by
Tk(z) :=
{
z if |z| ≤ k
k z|z| if |z|> k.
It is clear that Tk is continuous and |Tk(z)| ≤ k for all z ∈ R
N×n.
Observe that, by the Fundamental Theorem for Young Measures and the Monotone Convergence
Theorem,
lim
k→∞
lim
j→∞
∫
Ω
|Tk(∇u j)|
2 dx= lim
k→∞
∫
Ω
∫
RN×n
|Tk(z)|
2 dνx(z)dx
=
∫
Ω
∫
RN×n
| · |2 dνx dx.
We also have that
lim
k→∞
lim
j→∞
∫
Ω
|Tk(∇u j)−∇u j|dx ≤ lim
k→∞
sup
j∈N
∫
|∇u j |>k
2|∇u j|dx= 0.
Given these, we can now take a subsequence jk → ∞ such that
(3.6) lim
k→∞
∫
Ω
|Tk(∇u jk)|
2 dx=
∫
Ω
〈| · |2,νx〉dx
and
(3.7) lim
k→∞
∫
Ω
|Tk(∇u jk )−∇u jk |dx= 0.
Let vk := Tk ◦∇u jk . It follows from equation (3.6) and the Fundamental Theorem for Young Mea-
sures, that (vk) is 2-equiintegrable and, from (3.7), we deduce that (vk) also generates the Young
Measure (νx). Furthermore, observe that using (3.6), (3.7), Vitali’s Convergence Theorem and de
la Valle´e Poussin criterion for equiintegrability, we can also conclude that (Tk ◦∇u jk −∇u jk)→ 0
strongly in Lq(Ω,RN×n) for q< 2.
Step 4. Helmholtz decomposition. Since u jk ∈W
1,2
0 (Ω,R
N), we can extend u jk to R
n by 0 while
still having u jk ∈
◦
W 1,2(Rn,RN). We also extend vk : R
n → RN×n so that it is 0 outside of Ω.
Now, we apply row-wise Helmholtz decomposition in L2(Rn,Rn) and we obtain functions
g˜k ∈
◦
W 1,2, σ˜k ∈ L
2(Rn,RN×n) such that:
(i) E(vk) = ∇g˜k, B(vk) = σ˜k defined row-wise and, hence, vk = ∇g˜k+ σ˜k;
(ii) div σ˜k = 0 and
(iii)
∫
Ω
g˜k = 0, which we can achieve by subtracting a constant from g˜k if necessary.
We now claim that σ˜k → 0 in measure when k→ ∞. Indeed, since vk−∇u jk → 0 in L
q(Ω,RN×n)
for every q ∈ (1,2), we get that
(3.8) ‖σ˜k‖Lq = ‖B(vk)‖Lq = ‖B(vk−∇u jk)‖Lq ≤ cq‖vk−∇u jk‖Lq → 0,
where cq > 0 is a constant depending only on the continuity of B.
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We now proceed to prove that ∇g˜k is 2-equiintegrable on Ω. Observe first that, since vk is
2-equiintegrable, Lemma 3.6 implies that, for a given ε > 0, we can find a sequence (wk) ⊆
L3(Ω,RN×n) such that, for all k ∈ N, ‖vk−wk‖L2 < ε and ‖wk‖L3 ≤ cε . On the other hand, by
making vk = wk = 0 off Ω, we can also apply Helmholtz decomposition to wk to conclude that
‖∇g˜k−E(wk)‖L2 ≤ c‖vk−wk‖L2 < cε
and ‖E(wk)‖L3 ≤ cε for every k ∈ N. Since ε > 0 was arbitrary, by using Lemma 3.6 once again,
we conclude the proof of our claim.
Observe that, since ∇g˜k−∇u jk = vk−∇u jk− σ˜k = (vk−∇u jk)− σ˜k, we have that ∇g˜k−∇u jk →
0 in measure. In addition, (3.6) implies that ∇g˜k is bounded in L
2(Ω,RN×n). Hence, we can
assume that ∇g˜k−∇u jk ⇀ 0 in L
2(Ω,RN×n) and, therefore, the same holds for (∇g˜k).
On the other hand, because
∫
Ω
g˜k = 0, by Poincare´’s inequality and Rellich-Kondrachov Embe-
dding Theorem we can conclude that there is g ∈W1,2(Ω,RN) such that g˜k ⇀ g in W
1,2(Ω,RN)
and, by the observations above, we further have g˜k ⇀ 0 in W
1,2(Ω,RN).
Now, we consider again the sequence of domains (Ωl). Observe that, since g˜k→ 0 in L
2(Ω,RN),
we can find a subsequence Ωlk such that, if gk := ρlk g˜k, then
∇gk = ρlk∇g˜k+ g˜k⊗∇ρlk
is 2-equiintegrable. In addition, since ∇ρlk = 0 in Ωlk , it follows that, if bk := u jk −gk, then
∇bk = ∇u jk −∇gk = (∇u jk − vk)+ (vk−ρlkvk)+ρlk(vk−∇g˜k)− g˜k⊗∇ρlk
= (∇u jk − vk)+ (1−ρlk)vk+ρlk σ˜k− g˜k⊗∇ρlk
converges to 0 in measure. Then, gk and bk are the desired functions and, since gk ∈W
1,2
0 (Ω,R
N),
we can further assume that (gk) ∈C
∞
c (Ω,R
N), with which we complete the proof of parts (a)-(d)
of the Theorem.
We now proceed with the proof of part (b’). Arguing exactly as we did in (3.6) from Step 3
and performing, once again, a slight abuse on the notation by not relabelling the corresponding
subsequence, we can assume that
(3.9) lim
k→∞
∫
Ω
|Tk(∇ζ jk)|
p dx=
∫
Ω
〈| · |p,µx〉dx.
In addition, we observe that, for every x ∈ Ω and with vk = Tk ◦∇u jk as in Step 3, it holds that
(3.10)
∣∣r jkvk(x)∣∣ = ∣∣r jkTk ◦∇u jk(x)∣∣ = ∣∣∣Tr jk k(r jk∇u jk(x))
∣∣∣ ≤ ∣∣Tk(r jk∇u jk)∣∣= ∣∣Tk(∇ζ jk)∣∣ .
We are using here the elementary identity rTk(ξ ) = Trk(rξ ) and the facts that r jkk ≤ k and k 7→
|Tk(ξ )| is non-decreasing for every ξ ∈ R
N×n.
It follows from (3.9) and (3.10) that the sequence (r jkvk) is p-equiintegrable and, in particular,
it is also bounded in Lp.
Furthermore, if E(vk) = ∇g˜k, then clearly E(r jkvk) = r jk∇g˜k by decomposing both vk and r jkvk
in L2(Ω,RN). In addition, since r jkvk ∈ L
2(Ω,RN)∩Lp(Ω,RN), Helmholtz Decomposition The-
orem enables us to ensure that, for some constant cp > 0,
‖r jk∇g˜k‖Lp = ‖E(r jkvk)‖Lp ≤ cp‖r jkvk‖Lp .
This inequality, together with the fact that (r jkvk) is bounded in L
p(Ω,RN), enables us to conclude
that, for a subsequence that we do not relabel, r jk∇g˜k converges weakly in W
1,p(Ω,RN) and,
arguing exactly as we did with g˜k, we can further deduce that
(3.11) r jk g˜k ⇀ 0 in W
1,p(Ω,RN).
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To conclude the proof of (b’) it is enough to observe that
∇sk = r jk∇g jk = r jkρ jk∇g˜ jk + r jk g˜ jk ⊗∇ρ jk
and use the fact that (Tk(∇ζ jk)) is p-equiintegrable, together with (3.10) and (3.11), to proceed as
we did to show that ∇gk is 2-equiintegrable and construct that way a subsequence of (sk) such that
∇sk is p-equiintegrable. 
3.4. Spatially-local minimizers: Zhang’s Theorem. In this section we establish a generaliza-
tion of a theorem by K. Zhang in [58]. The original result states that smooth extremals are all
spatially-local minimizers in a strict sense under Dirichlet boundary conditions. The generaliza-
tion that we present here allows part of the boundary to take free values. We also remove the
assumption on uniform continuity of the second derivative of the integrand. However, the essence
of the proof remains the same as the the one in [58]. We state the result in this more general way
aiming at using it for the new proof of the sufficiency result.
Furthermore, we remark that the main idea behind Zhang’s Theorem is that, if an extremal is
smooth, in small subsets of its domain it is close enough to an affine function (in an uniform way).
Therefore, we can exploit the strong quasiconvexity assumption on the integrand, according to
which affine functions minimize the integrand under the corresponding affine boundary conditions,
to obtain minimality in a local sense in space.
Theorem 3.7. Let F : RN×n→R satisfy (H0)− (H2) and (H2′) for some 1< p<∞ and assume
that Ω⊆Rn is a C1 bounded domain. If u ∈C1(Ω,RN) is an F−extremal, then there exists R> 0
such that, for every x0 ∈ Ω,
(3.12)
c2
2
∫
Ω(x0,R)
|V (∇ϕ)|2 dx≤
∫
Ω(x0,R)
(F(∇u+∇ϕ)−F(∇u)) dx
whenever ϕ ∈ Var(Ω(x0,R),R
N).
Remark 3.8. Let ΩQ(x0,r) := Ω∩Q(x0,r), where Q(x0,r) is a cube with sides parallel to the
coordinate axes. It is then easy to see that, if ϕ ∈ Var
(
ΩQ
(
x0,
R
2
))
, then by assigning ϕ the
value of 0 in Ω(x0,R)\ΩQ(x0,
R
2
), we can assume that ϕ ∈Var(Ω(x0,R)). Therefore, Theorem 3.7
remains valid if we exchange Ω(x0,R) by ΩQ(x0,R) in the statement.
The proof of Theorem 3.7 relies on the following growth and continuity estimates, for which
the regularity assumed on u plays a central role.
Lemma 3.9. Let F : RN×n → R satisfy (H0)− (H1) as well as the Legendre-Hadamard condi-
tion.4 Let u ∈C1(Ω,RN) be an F-extremal and define the functional G : Ω×RN×n → R by
G(x,z) := F(∇u(x)+ z)−F(∇u(x))−
〈
F ′(∇u(x)),z
〉
=
∫ 1
0
(1− t)F ′′(∇u(x)+ tz)[z,z]dt.
Then, the following estimates remain true:
(a) |G(x,z)| ≤C0|V (z)|
2.
4F ∈ C2(RN×n) is said to satisfy the Legendre-Hadamard condition if for every ξ = (ξ iα) ∈ R
N×n, λ ∈ RN and
µ ∈ Rn, ∑N1=i, j ∑
n
1=α ,β
∂ 2F(ξ )
∂ ξ iα ∂ ξ
j
β
λ iλ jµα µβ ≥ 0. See also [18, Theorem 5.3].
16 BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS
(b) For every ε > 0 there is an R = Rε > 0 such that, for all x ∈ Ω(x0,R), J ∈ R
n×n and
z ∈ RN×n, if w= zJ and |J− In|< R, then
(3.13) E := |G(x0,w)−G(x,z)|<
ε
4
|V (z)|2.
(c) For any ε > 0 there is a δ = δε ∈ (0,min{
ε
2
,1}) such that, if J ∈Rn×n satisfies |J− In|< δ ,
then
c2
∣∣|V (zJ)|2−|V (z)|2|detJ|∣∣≤ ε
4
|V (z)|2.
Proof. We first prove part (b) of the Lemma using the truncation strategy originated in [1, Lemma
II.3]. We observe that part (a) can be shown following the same ideas and it is in fact less technical,
so we omit the proof.
Observe first that, since u ∈C1(Ω,R), ∇u is uniformly continuous and bounded in Ω.
We establish (3.13) by considering the following two cases.
Case 1. If |z| ≤ 1 and w = zJ with |J− In| < 1 then, by the local uniform continuity of F
′′, we
can find a modulus of continuity, say ω : [0,∞) → [0,1], such that it is increasing, continuous,
ω(0) = 0 and for which there is a constant c> 0 with the property that
|F ′′(∇u(x)+ tz)−F ′′(∇u(x0)+ tw)| ≤ cω(|x− x0|+ |z−w|)
for all x,x0 ∈ Ω, t ∈ [0,1], |z| ≤ 1 and w = zJ with |J− In| < 1. We can further assume that c is
such that
(3.14) 1+n+ |F ′′(∇u(x)+ tz)| ≤ c
for all x ∈ Ω, t ∈ [0,1] and |z| ≤ 1.
Using this, we fix 0< ε < 1 and observe that
|G(x0,w)−G(x,z)| ≤ |G(x0,w)−G(x0,z)|+ |G(x0,z)−G(x,z)|
≤cω(|w− z|)|w|2+
∫ 1
0
|F ′′(∇u(x0)+ tz)||w− z|(|w|+ |z|)dt+ cω(|x− x0|)|z|
2
≤cω(|J− In|)|J|
2|V (z)|2+ c |J− In|(|J||V (z)|
2+ |V (z)|2)+ cω(|x− x0|)|V (z)|
2
≤
ε
4
|V (z)|2,
where the last inequality is making use of (3.14) and it holds provided that |J− In|, ω(|J− In|)
and ω(|x− x0|) are small enough. Notice that, if that is the case, we can assume |J| < c(n) for a
constant c(n) > 0.
Thus, for |z| ≤ 1 we have that, if R ∈ (0,1) is such that cω(R)|J|2 < ε
8
, then for every x ∈
Ω(x0,R), E ≤
ε
4
|V (z)|2, provided also that |J− In|< R.
Case 2. For |z|> 1, we will need to make use of the Lipschitz bounds for F that are derived from
(H0)− (H1) and the Legendre-Hadamard condition (see [18, Proposition 2.32]). Following this,
and the fact that F ′ is also locally uniformly continuous, we have for x ∈ Ω(x0,R) that
|G(x0,w)−G(x,z)| ≤ |G(x0,w)−G(x0,z)|+ |G(x0,z)−G(x,z)|
≤|F(∇u(x0)+w)−F(∇u(x0)+ z)|+ |F
′(∇u(x0))||w− z|+ |F(∇u(x0)+ z)−F(∇u(x)+ z)|
+ |F(∇u(x0))−F(∇u(x))|+ |F
′(∇u(x0))−F
′(∇u(x))||z|
≤c(1+ |z|p)|J− In|+C(1+ |z|+ |z|
p)|∇u(x)−∇u(x0)|
≤C (|J− In|+(oscΩ(x0,R)∇u))|V (z)|
2,
where the second inequality follows after using the local Lipschitz continuity satisfied by F and
that ap−1b≤ a
p
p
+ b
p
p
for a,b> 0. The last inequality is a consequence from the fact that |z|> 1.
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Therefore, if for a given ε > 0 we take R> 0 such that
C (|J− In|+(oscΩ(x0,R)∇u))<
ε
4
,
our claim follows by choosing R= Rε > 0 suitable to make E ≤
ε
4
|V (z)|2 for any z ∈RN×n.
For the proof of (c) observe that, by continuity of the determinant, for any given C,ε > 0
there is a δ = δε ∈ (0,min{
ε
2
,1}) such that, if |J− In| < δ with J ∈ R
n×n, we can then ensure
|J− In|+ |1−|det(J)||<
ε
4C
. This technical observation enables us to estimate, for any z ∈ RN×n
and any J ∈ Rn×n with |J− In|< δ as above, that
c2
∣∣|V (zJ)|2−|V (z)|2|detJ|∣∣
≤C (|V (zJ)|+ |V (z)|) ||V (zJ|− |V (z)||+C|V (z)|2|1−|detJ||
≤C|V (z)||z||J− In|
(
1+ |zJ|2+ |z|2
) p−2
4 +C|V (z)|2|1−|detJ||(3.15)
≤C
(
|J− In||V (z)|
2+ |V (z)|2|1−|detJ||
)
≤
ε
4
|V (z)|2.(3.16)
We remark that inequality (3.15) follows after applying Lemma 2.1 (i)-(v), together with the fact
that we can assume |J| ≤C, given that |J− In|< δ < 1. 
Proof of Theorem 3.7. The main idea behind the proof will be an appropriate use of the quasicon-
vexity conditions (H2) and (H2’).
We first use Lemma 3.9 to conclude that, for every ε > 0 there are 0< δ = δε < 1 and ρ = ρε > 0
such that, for every J ∈ Rn×n, z ∈ RN×n and x0,x ∈ R
n, if |J− In|< δ and x ∈ Ω(x0,ρ), then
|G(x0,z · J)− c2|V (z · J)|
2− (G(x,z)|det J|− c2|V (z)|
2|detJ|)|
≤|G(x0,z · J)−G(x,z)|+ |G(x,z)||1−|detJ||+ c2||V (z · J)|
2−|V (z)|2|detJ||
≤
ε
2
|V (z)|2
≤ε |V (z)|2|detJ|,(3.17)
where the last inequality follows from the local uniform continuity of the determinant and from
the assumption that |J− In|< δ for 0< δ <
ε
2
.
Having obtained this preliminary estimate, we first show the theorem for the case in which
x0 ∈ ΓN .
Then, because Ω is a set of class C1, we can find an R0 > 0, which does not depend on x0,
such that for every 0 < r < R0 there is a diffeomorphism Φr : B
−
n(x0)
(0,1) →
(
Ω−x0
r
∩B(0,1)
)
.
Although Φr depends on x0, the estimates we obtain from it are uniform on x0 ∈ Ω: because ∂Ω
is smooth and compact, we can construct the diffeomorphisms Φr so that, given a δ > 0, we can
find an R1 ∈ (0,R0) such that for every 0< r ≤ R1 and for every x0 ∈ ∂Ω,
(3.18)
∥∥∥Φr− IdB−
n(x0)
(0,1)
∥∥∥
L∞(B−
n(x0)
(0,1),Rn)
+‖∇Φr− In‖L∞(B−
n(x0)
(0,1),Rn×n) < δ ,
so that ∇Φr converges to the identity matrix uniformly on B
−
n(x0)
(0,1) and uniformly for x0 ∈ ∂Ω.
5
Having established the above estimates, after fixing ε > 0 we obtain δ > 0 and ρ > 0 such that
(3.17) is satisfied and, for such δ > 0, we take R1 so that (3.18) holds. We further assume that
||ΦR1 ||L∞(B−
n(x0)
(0,1))≤ 2. We now let R :=
1
2
min{ρ ,R1} and observe that, for any y∈B
−
n(x0)
(0,1), we
5See Theorem C.1 in [31] for a careful construction of the diffeomorphisms Φr.
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have RΦR(y)+x0 ∈Ω(x0,R) and, therefore, (3.17) holds with x :=RΦR(y)+x0, z :=∇ϕ(RΦR(y)+
x0) and J :=∇ΦR(y), where ϕ is any function inW
1,p(Ω(x0,R),R
N) so that ϕ = 0 on ∂ (B(x0,R))∩
Ω.
After making this substitution in (3.17), and since the inequality holds for every y∈ B−
n(x0)
(0,1),
we denote y˜R,x0 := RΦR(y)+ x0 and integrate over B
−
n(x0)
(0,1) to obtain that
∫
B−
n(x0)
(0,1)
(F(∇u(x0)+∇ϕ(y˜R,x0) ·∇ΦR(y))−F(∇u(x0))) dy
−
∫
B−
n(x0)
(0,1)
〈
F ′(∇u(x0)),∇ϕ(y˜R,x0) ·∇ΦR(y)
〉
dy− c2
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0) ·∇ΦR(y))|
2 dy
−
∫
B−
n(x0)
(0,1)
F(∇u(y˜R,x0)+∇ϕ(y˜R,x0))|det∇ΦR(y)|dy+
∫
B−
n(x0)
(0,1)
F(∇u(y˜R,x0))|det∇ΦR(y)|dy
+
∫
B−
n(x0)
(0,1)
〈
F ′(∇u(y˜R,x0)),∇ϕ(y˜R,x0)
〉
|det∇ΦR(y)|dy
+ c2
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0)) |
2|det∇ΦR(y)|dy
=
∫
B−
n(x0)
(0,1)
G(x0,∇ϕ(y˜R,x0) ·∇ΦR(y))dy− c2
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0) ·∇ΦR(y))|
2 dy
−
∫
B−
n(x0)
(0,1)
G(y˜R,x0 ,∇ϕ(y˜R,x0))|det∇ΦR(y)|dy+ c2
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0))|
2 |det∇ΦR(y)|dy
≤ε
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0))|
2|det∇ΦR(y)|dy.
(3.19)
We are interested in using the quasiconvexity at the boundary condition in order to simplify the
above expression. With this aim, we define ϕ˜ : B−
n(x0)
(0,1)→ RN as
ϕ˜(y) :=
ϕ(RΦR(y)+ x0)
R
=
ϕ(y˜R,x0)
R
.
Observe that, since ϕ = 0 on ∂ (B(x0,R))∩Ω and the diffeomorphism Φ
−1
R “flattens” the part of
the boundary of Ω−x0
R
lying in B(0,1), then
(3.20) ϕ˜ = 0 on Φ−1R
[
∂ (B(0,1))∩
Ω− x0
R
]
= ∂ (B(0,1))∩B−
n(x0)
(0,1).
Hence, by approximation, ϕ˜ is a suitable test function for the quasiconvexity at the free boundary
condition. Since ∇ϕ˜(y) = ∇ϕ(RΦR(y)+ x0) ·∇ΦR(y), this means that
0≤
∫
B−
n(x0)
(0,1)
(F(∇u(x0)+∇ϕ(y˜R,x0) ·∇ΦR(y))−F(∇u(x0))) dy
− c2
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0) ·∇ΦR(y))|
2 dy.(3.21)
Moreover, the weak Euler-Lagrange equation associated to the above minimality condition implies
that
(3.22)
∫
B−
n(x0)
(0,1)
〈
F ′(∇u(x0)),∇ϕ(y˜R,x0) ·∇ΦR(y)
〉
dy= 0.
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From expressions (3.19), (3.21) and (3.22) we deduce that
−
∫
B−
n(x0)
(0,1)
F(∇u(y˜R,x0)+∇ϕ(y˜R,x0))|det∇ΦR(y)|dy+
∫
B−
n(x0)
(0,1)
F(∇u(y˜R,x0))|det∇ΦR(y)|dy
+
∫
B−
n(x0)
(0,1)
〈
F ′(∇u(y˜R,x0)),∇ϕ(y˜R,x0)
〉
|det∇ΦR(y)|dy
+ c2
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0)) |
2|det∇ΦR(y)|dy
≤ε
∫
B−
n(x0)
(0,1)
|V (∇ϕ(y˜R,x0))|
2|det∇ΦR(y)|dy.
Applying the change of variables x= RΦR(y)+ x0 = y˜R,x0 , this leads to
−
∫
Ω(x0,R)
(
F(∇u(x)+∇ϕ(x))−F(∇u(x))+
〈
F ′(∇u(x)),∇ϕ(x)
〉
+ c2|V (∇ϕ(x)) |
2
)
dx
≤ε
∫
Ω(x0,R)
|V (∇ϕ(x))|2 dx.
(3.23)
Since ϕ = 0 on ∂ (B(x0,R))∩Ω, in particular we have ϕ = 0 on ∂ (B(x0,R))∩B
−
n(x0)
(0,1). There-
fore, because u is an F-extremal,∫
Ω(x0,R)
〈
F ′(∇u(x)),∇ϕ(x)
〉
dx= 0.
This, together with (3.23), imply for ε = c2
2
that∫
Ω(x0,R)
(
F(∇u(x)+∇ϕ(x))−F(∇u(x))− c2|V (∇ϕ(x)) |
2
)
dx
≥ −
c2
2
∫
Ω(x0,R)
|V (∇ϕ(x)) |2 dx,(3.24)
which gives us the desired inequality after adding c2
∫
Ω(x0,R)
|V (∇ϕ(x)) |2 dx to both sides of the
above expression. This concludes the proof of for x0 ∈ ΓN .
On the other hand, for R> 0 as defined above and x0 ∈Ω∪ΓD, if there exists x1 ∈Ω(x0,
R
2
)∩ΓN ,
then a variation ϕ ∈ Var
(
Ω
(
x0,
R
2
))
can be naturally extended to a variation in Ω(x1,R), so that
inequality (3.12) also holds for such Ω
(
x0,
R
2
)
and ϕ .
Finally, if x0 ∈ Ω and Ω(x0,
R
2
)∩ΓN = /0, then a simpler version of the above proof will work,
since we can then use that the standard quasiconvexity holds in Ω. We take R= R
2
> 0, with R as
it was given for the case x0 ∈ ΓN , and replace ΦR by the identity diffeomorphism in the argument
above, given that there is no need, for this case, to flatten the boundary. All the other calculations
follow in the exact same way. This concludes the proof of the theorem. 
3.5. New proof of the sufficiency result. We now establish Theorem 3.1, related to the suffi-
ciency theorem proved by Grabovsky and Mengesha in [31]. The approach that we follow here
consists essentially in appropriately exploiting the result of K. Zhang [58], that we generalized in
the previous section, according to which smooth solutions of the weak Euler-Lagrange equation
minimize the functional in small subsets of the domain. The idea is then to partition the original
domain into sufficiently small sets where we can apply Zhang’s result and then add up the corres-
ponding local estimates. This inevitably leads to obtaining an excess. The purpose is hence to
prove that such excess converges to zero for a suitably normalized sequence of variations. The
Decomposition Theorem and the fundamental theory of Young Measures play a crucial role in this
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argument, since they enable us to compare the strong positivity of the second variation with the
behaviour of the shifted integrand G.
We remark that, in the proof of the following result, the assumption that u ∈ C1(Ω,RN) is
mainly required while using the generalized version of Zhang’s Theorem.
Proof of Theorem 3.1. Wewill prove the result arguing by contradiction. Suppose that the theorem
does not hold. Then, we can find a sequence (ϕk)⊆ Var(Ω,R
N) such that ‖ϕk‖Lp(Ω,RN) → 0 and
(3.25)
∫
Ω
F(∇u+∇ϕk)dx <
∫
Ω
F(∇u)dx
for all k ∈ N.
As in Lemma 3.9, we use Taylor’s Approximation Theorem and define
G(x,z) := F(∇u(x)+ z)−F(∇u(x))−
〈
F ′(∇u(x)),z
〉
=
∫ 1
0
(1− t)F ′′(∇u(x)+ tz)[z,z]dt.
Note that, since u is an F-extremal, for every k ∈N it holds that∫
Ω
G(x,∇ϕk)dx =
∫
Ω
∫ 1
0
(1− t)F ′′(∇u+ t∇ϕk)[∇ϕk,∇ϕk]dx
=
∫
Ω
(
F(∇u+∇ϕk)−F(∇u)−
〈
F ′(∇u),∇ϕk
〉)
dx
<0.(3.26)
This inequality suggests the underlying idea behind the proof, which is to exploit the strong
positivity of the second variation to obtain a contradiction. We split the remaining parts of the
argument into the following steps.
Step 1. Derivation of a global estimate from Zhang’s Theorem. In this step we use Theorem 3.7
and a covering argument to obtain, for R = R > 0 as given by Zhang’s Theorem and for arbitrary
r ∈ (0,R), a finite sequence of cubes satisfying
(3.27) Ω ⊆
⋃
j∈J
Q(x j,r)
such that, for every ϕ ∈ Var(A ) and every s ∈ (r,min{2r,R}),
c2
2
∫
Ω
|V (∇ϕ)|2 dx− c∑
j∈J
∫
Ω(x j ,s)−Ω(x j ,r)
(
|V (∇ϕ)|2+
∣∣∣∣V
(
ϕ
s− r
)∣∣∣∣
2
)
dx
≤
∫
Ω
(F(∇u+∇ϕ)−F(∇u))dx =
∫
Ω
G(x,∇ϕ)dx.(3.28)
Observe first that, taking Ω(x,R) = Ω∩Q(x,R), by Theorem 3.7 and Remark 3.8 we have
(3.29)
c2
2
∫
Ω(x,R)
|V (∇ϕ)|2 dx≤
∫
Ω(x,R)
(F(∇u+∇ϕ)−F(∇u))dx
for all ϕ ∈Var(Ω(x,R),RN) and all x ∈ Ω.
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Now, for a given r ∈ (0,R), we consider a cover for Ω formed of a uniform grid consisting of
non-overlapping cubes of side length 2r, so that
Ω ⊆
⋃
j∈J
Q(x j,r).
For each j ∈ J and for r < s< R, consider cut-off functions ρ j ∈C
1
c (Q(x j,s)) with the property
that 1Q(x j,r) ≤ ρ j ≤ 1Q(x j ,s) and |∇ρ j| ≤
2
s−r .
Note that the cubes Q(x j,s) have bounded overlap since, when s< 2r, Q(x j,s) will intersect at
most 3n−1 other such cubes.
In addition, if ϕ ∈ Var(Ω,RN), then ρ jϕ ∈ Var(Ω(x j,s),R
N) and so, according to (3.29),
∫
Ω(x j ,s)
(
F(∇u)+
c2
2
|V (∇(ρ jϕ))|
2
)
dx≤
∫
Ω(x j ,s)
F(∇u+∇(ρ jϕ))dx.
Since u is an F-extremal, we also have
c2
2
∫
Ω(x j ,s)
|V (∇(ρ jϕ))|
2 dx ≤
∫
Ω(x j ,s)
G(x,∇(ρ jϕ))dx.
Then, since ρ j = 1 on Q(x j,r), we obtain
c2
2
∫
Ω(x j ,r)
|V (∇ϕ)|2 dx+
c2
2
∫
Ω(x j ,s)−Ω(x j,r)
|V (∇(ρ jϕ))|
2 dx
≤
∫
Ω(x j ,r)
G(x,∇ϕ)dx+
∫
Ω(x j ,s)−Ω(x j,r)
G(x,∇(ρ jϕ))dx.
We use Lemma 3.9 (a) to obtain, after adding up the previous inequalities over j, that
c2
2
∫
Ω
|V (∇ϕ)|2 dx+
c2
2
∑
j∈J
∫
Ω(x j ,s)−Ω(x j,r)
|V (∇(ρ jϕ))|
2 dx
≤
∫
Ω
(F(∇u+∇ϕ)−F(∇u))dx+ c∑
j∈J
∫
Ω(x j ,s)−Ω(x j ,r)
|V (∇(ρ jϕ))|
2 dx,
from where (3.28) follows.
Step 2. Reduction of the problem to W1,2-local minimizers. In this step we will establish that
ϕk → 0 in W
1,p (and hence also in W1,2). We first show that (∇ϕk) is bounded, for which we need
to make use of the coercivity condition (H3) for the case ΓN 6= /0. However, if ΓN = /0, we can
obtain this via a Ga˚rding inequality.
Case 1. If ΓN = /0, assumptions (H1)− (H2) and the fact that ϕk ∈W
1,p
0 (Ω,R
N) imply that
c2
∫
Ω
|∇ϕk|
p dx ≤
∫
Ω
(F(∇ϕk)−F(0))dx
≤
∫
Ω
(F(∇u+∇ϕk)+F(∇ϕk)−F(∇u+∇ϕk)−F(0))dx
≤
∫
Ω
(F(∇u+∇ϕk)+ c˜(1+ |∇ϕk|
p−1+ |∇u+∇ϕk|
p−1)|∇u|−F(0))dx.(3.30)
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Observe here that
c2
∫
Ω
(
1
2p−1
|∇u+∇ϕk|
p−|∇u|p
)
dx ≤ c2
∫
Ω
|∇ϕk|
p dx
and, on the other hand, by Young’s inequality applied to c2cp|∇u+∇ϕk|
p−1c−1p |∇u|with an appro-
priate choice of the constant cp, we have that
c˜
∫
Ω
(1+ |∇ϕk|
p−1+ |∇u+∇ϕk|
p−1)|∇u|dx
≤c
∫
Ω
(1+ |∇u+∇ϕk|
p−1+ |∇u|p−1)|∇u|dx
≤
∫
Ω
( c2
2p
|∇u+∇ϕk|
p+ c|∇u|p+ c|∇u|
)
dx.
Therefore,
c2
2p−1
∫
Ω
|∇u+∇ϕk|
p dx≤
∫
Ω
(
F(∇u+∇ϕk)−F(0)+ c|∇u|+
(
c+ c2+
2c2
c2
)
|∇u|p
)
dx
or, equivalently, there are constants c˜3 > 0 and c˜4 > 0 such that
c˜3
∫
Ω
|∇u+∇ϕk|
p dx≤
∫
Ω
F(∇u+∇ϕk)dx+ c˜4
∫
Ω
(1+ |∇u|p)dx
for all k ∈ N.
This, together with assumption (3.25) and Poincare´ inequality, finally allows us to conclude that
(ϕk) is bounded in W
1,p.
Case 2. If Γn 6= /0, then (ϕk) is bounded in W
1,p(Ω,RN) by assumptions (H3) and (3.25). We
remark that the reason why we cannot proceed, as in Case 1, to obtain a Ga˚rding inequality with-
out this assumption, is that ϕk /∈W
1,p
0 (Ω,R
N) and, therefore, we cannot obtain (3.30) from the
quasiconvexity condition.
Having established that (ϕk) is bounded in W
1,p, we can further conclude that ϕk ⇀ 0 in
W1,p(Ω,RN).
Now, let γk := ‖V (∇ϕk)‖L2 . Then, γk > 0 for all k ∈ N and (γk) is bounded because p≥ 2. We
will now show that γk → 0 as k→ ∞. Arguing by contradiction, we assume that there are γ > 0
and a subsequence, that we do not relabel, such that γk → γ . Considering a further subsequence,
we may also assume that |V (∇ϕk)|
2L n
∗
⇀ µ inC0
(
Ω
)∗ ∼= M (Ω).
We now take r ∈ (0,R) and the grid so that µ
(⋃
j∈J(∂ (Q(x j,r))∩Ω)
)
= 0. This is possible
because, for a given x0, only a countable amount of cubes can be such that µ(∂Q(x0,r)) > 0.
Now observe that, for r< s<min{2r,R}, we get from inequality (3.28) applied to ϕ = ϕk, that
c2
2
∫
Ω
|V (∇ϕk)|
2 dx− c∑
j∈J
∫
Ω(x j ,s)−Ω(x j ,r)
(
|V (∇ϕk)|
2+
∣∣∣∣V
(
ϕk
s− r
)∣∣∣∣
2
)
dx
≤
∫
Ω
(F(∇u+∇ϕk)−F(∇u))dx.
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Recall that, by assumption, ϕk → 0 in L
p(Ω,RN) and, since p≥ 2, this implies that V (ϕk)→ 0 in
L2(Ω,RN). Hence,
c2
2
γ2− cµ
(
Ω∩
⋃
j∈J
(
Q(x j,s)−Q(x j,r)
))
≤ 0
and, letting sց r in the above expression, we get
0<
c2
2
γ2 =
c2
2
γ2− cµ
(
Ω∩
⋃
j∈J
∂ (Q(x j,r))
)
≤ 0,
which is a contradiction.
Consequently, γk = ‖V (∇ϕk)‖L2 → 0.
Let αk := ‖∇ϕk‖L2 and βk := (2|Ω|)
1
2−
1
p‖∇ϕk‖Lp . By Lemma 2.1 we also have that αk → 0 and
βk → 0. This way, we have reduced the problem to the case of W
1,2-local minimizers.
Step 3. Limit of the shifted functional at the normalized sequence. We now define ψk := α
−1
k ϕk ∈
Var(Ω,RN). Hereby,
∫
Ω
|∇ψk|
2 = 1 and hence we can assume, up to a subsequence, that ψk ⇀ ψ
in W1,2(Ω,RN), |∇ψk|
2L n
∗
⇀ µ˜ in C00(Ω)
∗ and that ∇ψk
Y
−→ (νx) for some Young measure (νx).
The purpose of this step is to show that
(3.31)
1
2
∫
Ω
∫
F ′′(∇u)[z,z]dνx(z)dx ≤ 0.
The main idea will be to use the Decomposition Theorem (Theorem 3.4) and estimate (3.28) to
prove that the concentrating part of (∇ψk) does not change the sign of the second variation at the
normalized sequence in the limit, while the oscillating part will be estimated by the left hand side
of (3.31).
We recall that, by Ho¨lder’s inequality,
αk = ‖∇ϕk‖L2 ≤ (2|Ω|)
1
2−
1
p ‖∇ϕk‖Lp = βk.
Therefore, rk :=
αk
βk
≤ 1 for every k ∈ N.
We now claim that the given sequence of variations (ϕk) is such that
(3.32) 0≤ sup
k∈N
β pk
α2k
= Λ < ∞
for some real number Λ> 0. Indeed, if p= 2 this is trivially true and, if p> 2, from the coercivity
condition (H3) applied to ϕk it follows, after dividing by α
2
k , that for every k ∈N,
c˜4
β pk
α2k
− c5 ≤ α
−2
k
∫
Ω
(F(∇u+∇ϕk)−F(∇u)) dx< 0.
Whereby, the sequence
(
β pk
α2k
)
is bounded and the claim follows.
This, together with the the fact that
∫
Ω
|rk∇ψk|
p = β−pk
∫
Ω
|∇ϕk|
p = 1 and the Decomposition
Theorem, implies that, for a subsequence of (ψk) that we do not relabel, we can find sequences
(gk)⊆W
1,2
0 (Ω,R
N) and (bk)⊆ Var(Ω,R
N) such that:
• gk ⇀ 0 and bk ⇀ 0 in W
1,2(Ω,RN);
• rkgk ⇀ 0 and rkbk ⇀ 0 in W
1,p(Ω,RN);
• (|∇gk|
2) and (|rk∇gk|
p) are both equiintegrable;
• ∇bk → 0 in measure and
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• ψk = ψ +gk+bk.
Let us call fk := α
−2
k G(x,αk∇ψk)− α
−2
k G(x,αk∇bk). Then, by using Lemma 3.9 and the
Lipschitz property of F , we get that since p ≥ 2 and G(x, ·) is quasiconvex (and, therefore, also
rank-one convex), there is a constant c = c(p) > 0 such that, for every z,w ∈ RN×n and for every
x ∈ Ω,
|G(x,z)−G(x,w)| ≤ c(|Vp−1(z)|+ |Vp−1(w)|) |z−w|.
The proof of this inequality relies also on the fact that, for some constant c> 0,
c−1(|z|+ |z|p−1)≤ |Vp−1(z)| ≤ c(|z|+ |z|
p−1).
This implies that, for any ε > 0, there exists a constant cε such that
| fk| ≤ cα
−1
k (|Vp−1(αk∇ψk)|+ |Vp−1(αk∇bk)|)|∇ψ +∇gk|
≤ c
(
|∇ψk|+ |∇bk|+α
p−2
k (|∇ψk|
p−1+ |∇bk|
p−1)
)
|∇ψ +∇gk|
≤ ε
(
|∇ψk|
2+ |∇bk|
2+α p−2k (|∇ψk|
p+ |∇bk|
p)
)
+ cε
(
|∇ψ +∇gk|
2+α p−2k |∇ψ +∇gk|
p
)
.
Consequently, we can observe that for any set A⊆ Rn,
(3.33)
∫
A
| fk|dx≤ εc1+ c˜ε
∫
A
(
|∇ψ +∇gk|
2+α p−2k |∇ψ +∇gk|
p
)
dx.
Taking into account that
(
β pk
α2k
)
is bounded and that
α p−2k |∇gk|
p =
β pk
α2k
r
p
k |∇gk|
p,
we deduce that (α p−2k |∇gk|
p) is equiintegrable and, hence, so is ( fk).
Now, let ε > 0. Since (∇ψk) is measure-tight
6 and ∇bk → 0 in measure, we can take mε > 0
large enough so that, for every m≥ mε , ∫
{|∇ψk |≥m}∪{|∇bk |≥m}
| fk|dx< ε
for all k ∈ N.
Then, for all m≥ mε , ∫
{|∇ψk|<m}∩{|∇bk |<m}
fk dx− ε <
∫
Ω
fk dx.
We will now use the Fundamental Theorem of Young measures to take the limit inferior at both
sides of the above expression and obtain that
(3.34)
1
2
∫
Ω
∫
F ′′(∇u)[z,z]1B(0,m)(z)dνx(z)dx− ε ≤ liminf
k→∞
∫
Ω
fk dx
for all m≥ mε . In order to prove this claim, consider the integrand H : Ω×R
N×n → R given by
H(x,z) := F ′′(∇u(x))[z,z]1B(0,m)(z).
6A sequence f j : Ω → R
d is measure-tight if lim
t→∞
sup
j∈N
L n({x ∈ Ω : | f j(x)| > t}) = 0, which always holds for se-
quences that generate Young measures.
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Notice that H(x, ·) is lower semicontinuous for every x ∈ Ω. By the Fundamental Theorem of
Young measures, this implies that, since ∇ψk
Y
−→ νx,
(3.35)
∫
Ω
∫
F ′′(∇u)[z,z]1B(0,m)(z)dνx(z)dx ≤ liminf
k→∞
∫
|∇ψk|<m
F ′′(∇u)[∇ψk,∇ψk]dx.
On the other hand, the sequence of functions
F ′′(∇u+ tαk∇bk)[∇bk,∇bk]1{|∇bk |<m}∩{|∇ψk |<m}
is bounded in L∞(Ω) for all t ∈ [0,1] and, therefore, it is equiintegrable. In addition, this sequence
converges to 0 in measure because ∇bk → 0 in measure and F
′′ is continuous. These two facts
imply, by Vitali’s Convergence Theorem, that
(3.36) F ′′(∇u+ tαk∇bk)[∇bk,∇bk]1{|∇bk |<m}∩{|∇ψk |<m} → 0
in L1(Ω) when k→ ∞ and for all t ∈ [0,1].
It is also clear, by the Dominated Convergence Theorem, that since αk → 0,
(3.37)
∣∣∣∣∣∣
∫
Ω
∫ 1
0
(1− t)
(
F ′′(∇u+ tαk∇ψk)−F
′′(∇u)
)
[∇ψk,∇ψk]1{|∇bk |<m}∩{|∇ψk |<m} dt dx
∣∣∣∣∣∣→ 0.
Furthermore, given that ∇bk → 0 in measure, we have that∣∣∣∣∣∣
∫
Ω
F ′′(∇u)[∇ψk,∇ψk]
(
1{|∇ψk |<m}−1{|∇bk|<m}∩{|∇ψk |<m}
)
dx
∣∣∣∣∣∣
≤cm2
∫
Ω
1{|∇ψk|<m}
(
1−1{|∇bk|<m}
)
dx→ 0.(3.38)
By combining (3.35)-(3.38), we obtain that (3.34) holds for all m≥ mε .
We now claim that
(3.39)
1
2
∫
Ω
∫
F ′′(∇u)[z,z]dνx(z)dx−2ε ≤ liminf
k→∞
∫
Ω
fk dx.
Indeed, since by the Fundamental Theorem for Young Measures (νx) has a finite second moment,
meaning that
∫
Ω
∫
RN×n
|z|2 dνx(z)dx < ∞, we can find m≥ mε large enough so that
∣∣∣∣∣∣
∫
Ω
∫
RN×n
F ′′(∇u(x))[z,z]1
RN×n\B(0,m)(z)dνx(z)dx
∣∣∣∣∣∣ < ε .
By letting ε → 0 in (3.39), we conclude that
(3.40)
1
2
∫
Ω
∫
F ′′(∇u)[z,z]dνx(z)dx ≤ liminf
k→∞
∫
Ω
fk dx.
We now show that
0≤ liminf
k→∞
∫
Ω
α−2k G(x,αk∇bk)dx.(3.41)
We take ϕ = αkbk in inequality (3.28) and recall that c
−1
p (|ξ |
2+ |ξ |p)≤ |V (ξ )|2 ≤ cp(|ξ |
2+ |ξ |p).
Using that u is an F-extremal and bk ∈Var(Ω,R
N), after dividing by α2k we get, for some constant
26 BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS
cp > 0,
c2cp
2
∫
Ω
(
|∇bk|
2+α p−2k |∇bk|
p
)
dx
− c∑
j∈J
∫
Ω(x j ,s)−Ω(x j ,r)
(
|∇bk|
2+α p−2k |∇bk|
p+
|bk|
2
(s− r)2
+α p−2k
|bk|
p
(s− r)p
)
dx
≤α−2k
∫
Ω
(G(x,αk∇bk)dx
for every s,r such that R
2
< r < s< R.
Notice that
α p−2k (|bk|
p+ |∇bk|
p) =
β pk
α2k
r
p
k (|bk|
p+ |∇bk|
p) .
Since rkbk ⇀ 0 in W
1,p(Ω,RN), we use again that
(
β pk
α2
k
)
is bounded and deduce that, for a subse-
quence that we do not relabel, it also holds that
α
p−2
p
k bk = βkα
− 2
p
k rkbk ⇀ 0 in W
1,p(Ω,RN).
We can now use this, and the fact that bk ⇀ 0 in W
1,2(Ω,RN), to proceed exactly as we did to
prove that αk → 0 and whereby conclude that
0≤
c2cp
2
liminf
k→∞
∫
Ω
|∇bk|
2+α p−2k |∇bk|
p dx
= liminf
k→∞

c2cp
2
∫
Ω
(
|∇bk|
2+α p−2k |∇bk|
p
)
dx
−c∑
j∈J
∫
Ω(x j ,s)−Ω(x j,r)
(
|∇bk|
2+α p−2k |∇bk|
p+
|bk|
2
(s− r)2
+α p−2k
|bk|
p
(s− r)p
)
dx


≤ liminf
k→∞
∫
Ω
α−2k G(x,αk∇bk)dx.
Hence, (3.41) is settled.
Using this, together with (3.26) and (3.40), we get
1
2
∫
Ω
∫
F ′′(∇u)[z,z]dνx(z)dx ≤ liminf
k→∞
∫
Ω
fk dx+ liminf
k→∞
∫
Ω
α−2k G(x,αk∇bk)dx
≤ liminf
k→∞

∫
Ω
fk dx+
∫
Ω
α−2k G(x,αk∇bk)

 dx
= liminf
k→∞
∫
Ω
α−2k G(x,αkψk)dx
≤ 0,
from which (3.31) follows.
Step 4. Final contradiction from the strong positivity of the second variation applied to the nor-
malized sequence. In this step we will show that ψk ⇀ 0 in W
1,p, from which a contradiction will
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follow after using inequality (3.28). The main idea will be to use the complementing behaviour
coming from (3.31) and the strong positivity of the second variation.
We first claim that
1
2
∫
Ω
F ′′(∇u(x))[ν x,νx]dx+ c2
∫
Ω
∫
|z−νx|
2 dνx(z)dx ≤
1
2
∫
Ω
∫
F ′′(∇u(x))[z,z]dνx(z)dx.(3.42)
Indeed, since F is strongly quasiconvex, for every x ∈ Ω the quadratic function
η 7→ F ′′(∇u(x))[η ,η ]−2c2|η −νx|
2
is quasiconvex. To verify this, it is enough to compute the second variation of the functional
G (v) :=
∫
ΩF(∇v)−F(∇u(x))− c2|V (∇v−∇u(x))|
2 dy at the affine function v(y) := ∇u(x)y and
use the minimality property associated to quasiconvexity.
Hence, by Jensen’s inequality (see [7]), we obtain (3.42) after integrating over Ω.
In addition, since νx =∇ψ(x) and the second variation is strictly positive, we obtain from (3.31)
and (3.42) that
c3
2
∫
Ω
|∇ψ |2 dx+ c2
∫
Ω
∫
|z−∇ψ |2 dνx(z)dx ≤ 0(3.43)
and thus, using Poincare´ inequality, we can conclude that ψ = 0 and νx = δ0. This implies that
∇ψk ⇀ 0 in L
2(Ω,RN) and, furthermore, that ∇ψk → 0 in measure.
On the other hand, taking ϕ = αkψk in inequality (3.28) we obtain, after dividing by α
2
k , that
c2c˜p
2
∫
Ω
|∇ψk|
2 dx
−c∑
j∈J
∫
Ω(x j ,s)−Ω(x j ,r)
(
|∇ψk|
2+α p−2k |∇ψk|
p+
|ψk|
2
(s− r)2
+α p−2k
|ψk|
p
(s− r)p
)
dx
≤
c2c˜p
2
∫
Ω
(
|∇ψk|
2+α p−2k |∇ψk|
p
)
dx
−c∑
j∈J
∫
Ω(x j ,s)−Ω(x j ,r)
(
|∇ψk|
2+α p−2k |∇ψk|
p+
|ψk|
2
(s− r)2
+α p−2k
|ψk|
p
(s− r)p
)
dx< 0
for all k ∈ N and for all r,s such that R
2
< r < s< R. Observe that
α
p−2
p
k ψk = βkα
− 2
p
k rkψk.
Hence, for a subsequence that we do not relabel, we use again (3.32) to further conclude that
α
p−2
p
k ψk ⇀ 0 in W
1,p(Ω,RN). Arguing exactly as we did to prove that γk → 0 and inequality
(3.41), we can now take the limit when k→ ∞ and use the property
∫
Ω
|∇ψk|
2 dx= 1, to obtain that
0<
c2c˜p
2
≤ 0,
which is a contradiction. This concludes the proof of the theorem. 
We recall that, as an application of this theorem, in [31, Section 6] Grabovsky & Mengesha
constructed an interesting class of strong local minimizers that are not global minimizers. Further
examples of this situation can be found in [37, 57]. We highlight the relevance that the following
sections acquire in this context, since they are concerned with regularity results for strong local
minimizers.
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4. LIPSCHITZ EXTREMALS AND BMO-LOCAL MINIMIZERS
It is well known that, by using Taylor Approximation Theorem, Lipschitz extremals at which
the second variation is positive can be shown to be weak local minimizers of the functional F .
In this section we will establish that Lipschitz solutions to the weak Euler-Lagrange equation at
which the second variation is positive, are slightly more than merely weak local minimizers. This
result is inspired by [41, Theorem 6.1], where the same is proved for the case of homogeneous
integrands and by assuming that the variations are uniformly bounded. See also [24].
We also remark that we work under the assumption of strong quasiconvexity (H2), which is not
necessary to show that Lipschitz extremals with strictly positive second variation are weak local
minimizers. More precisely, rank one convexity and p-growth are enough in that case.
We first state the following definitions.
Definition 4.1. Let ϕ ∈ L1(Ω,RN×n). We say that ϕ is of bounded mean oscillation if and only
if
sup
B(x,r)⊆Ω
−
∫
B(x,r)
|ϕ − (ϕ)x,r|dy< ∞.
In this case, we define the semi-norm
[ϕ ]BMO(Ω,RN×n) := sup
B(x,r)⊆Ω
−
∫
B(x,r)
|ϕ − (ϕ)x,r|dx < ∞
and we set
BMO(Ω,RN×n) := {ϕ ∈ L1(Ω,RN×n) : [ϕ ]BMO(Ω,RN×n) < ∞}.
We recall the following definition regarding the space that consists of the closure ofC00(Ω,R
N×n)
in BMO(Ω,RN×n).
Definition 4.2. Let ϕ ∈ BMO(Ω,RN×n). We say that ϕ is of vanishing mean oscillation if and
only if
lim
ρ→0
sup
r≤ρ
sup
B(x,r)⊆Ω
−
∫
B(x,r)
|ϕ − (ϕ)x,r|dy = 0
and we set
VMO(Ω,RN×n) := {ϕ ∈ BMO(Ω,RN×n) : ϕ is of vanishing mean oscillation}.
Furthermore, we define
VMO0(Ω,R
N×n) :=
{
ϕ ∈ VMO(Ω,RN×n) : ϕ˜ ∈VMO(Rn,RN×n), ϕ˜ = 0 in Rn−Ω, ϕ˜↾Ω= ϕ
}
.
and, for h ∈ VMO(Ω˜,RN×n), Ω˜ a neighbourhood of Ω,7 we let
VMOh(Ω,R
N×n) :=
{
ϕ ∈ VMO(Ω,RN×n) : ϕ −h ∈VMO0(Ω,R
N×n)
}
.
Remark 4.3. VMO(Ω,RN×n) is, indeed, the closure of C00(Ω,R
N×n) in BMO(Ω,RN×n). See
[11, 12] for a comprehensive discussion on this and other properties of the VMO space, including
the notion of trace in this context.
The main result in this section can now be stated as follows.
7Notice that, by [12, Lemma 5], if Ω is a smooth bounded domain, a function h∈VMO(∂Ω,RN×n) can be extended
to a function h˜ ∈ VMO(Ω˜,RN×n) as used above. The definition of BMO and VMO for maps between manifolds can
be found in [11, SI.1].
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Theorem 4.4. Let F : Ω×RN×n → R be a function satisfying (H0)− (H2) for some 1 < p < ∞
and such that F(x0, ·) is quasiconvex for every x0 ∈ Ω. Let u ∈W
1,∞(Ω,RN) be an extremal with
strictly positive second variation, i.e., for some c3 > 0 and all ϕ ∈C
∞
0 (Ω,R
N),
(4.1)
∫
Ω
〈Fz(·,∇u),∇ϕ〉 dx = 0
and
(4.2) c3
∫
Ω
|∇ϕ |2 dx≤
∫
Ω
Fzz(·,∇u)[∇ϕ ,∇ϕ ]dx.
Then, there is a δ > 0 such that∫
Ω
F(·,∇u)dx≤
∫
Ω
F(·,∇u+∇ϕ)dx
for every ϕ ∈C∞0 (Ω,R
N) with [∇ϕ ]BMO ≤ δ .
In addition to the x-dependence, we remark that our statement differs from Theorem 6.1 in [41]
in that, in their result, the parameter δ that gives the local minimality, depends on a given constant
M > 0 for which the variations ϕ are required to satisfy ‖∇ϕ‖L∞ ≤M. By adapting the truncation
technique from Acerbi & Fusco [1], we have been able to remove this additional restriction.
For the proof of Theorem 4.4 we will require the following definition and the subsequent le-
mmata, that generalize the Hardy-Littlewood-Fefferman-Stein maximal inequality to Orlicz spaces.
Definition 4.5. Let f : Rn → RN×n be an integrable map. We define the Hardy-Littlewood ma-
ximal function by
f ⋆(x) := sup
B(y,r)∋x
−
∫
B(y,r)
| f (y)|dy,
where the supremum is taken over all balls B(y,r) ⊆ Rn containing x. Similarly, the Fefferman-
Stein maximal function is given by
f #(x) := sup
B(y,r)∋x
−
∫
B(y,r)
| f (y)− ( f )y,r|dy.
A useful generalization of the Hardy-Littlewood maximal inequality is the following.
Lemma 4.6. Let Φ : [0,∞)→ [0,∞) be a continuously increasing function with Φ(0)= 0. Assume,
in addition, that Φ(t) = t pA(t) for some p > 1 and some increasing function A : [0,∞)→ [0,∞).
Then, there exists a constant γ = γ(n, p) such that
(4.3)
∫
Rn
Φ(| f |)dx ≤
∫
Rn
Φ( f ⋆)dx ≤ γ
∫
Rn
Φ(2| f |)dx
for all f ∈ L1(Rn,RN×n).
The proof of the first inequality in this lemma follows from the fact that Φ is increasing and from
Lebesgue Differentiation Theorem, which implies that | f (x)| ≤ f ⋆(x) for almost every x∈Rn. For
a proof of the second inequality we refer the reader to [32, Lemma 5.1]. We can relate both notions
of maximal functions in the following way.
30 BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS
Lemma 4.7. Let Φ : [0,∞)→ [0,∞) be a continuously increasing function with Φ(0) = 0. Let
ε > 0 and f ∈ L1(Rn,RN×n). Then,
(4.4)
∫
Rn
Φ( f ⋆)dx ≤
5n
ε
∫
Rn
Φ
(
f #
ε
)
dx+2 ·53nε
∫
Rn
Φ(5n2n+1 f ⋆)dx.
If, in addition, we have that
sup
t>0
Φ(2t)
Φ(t)
< ∞,
we can further conclude that there is a constant γ1 = γ1(n) such that
(4.5)
∫
Rn
Φ( f ⋆)dx ≤ γ1
∫
Rn
Φ( f #)dx
whenever f ∈ L1(Rn,RN×n) is such that
∫
Rn
Φ( f ⋆)dx< ∞.
The proof of (4.4) can be found, for example, in [41]. Inequality (4.5) follows easily from (4.4)
under the given extra assumptions.
We can now proceed with the proof of the theorem.
Proof of Theorem 4.4. Let ω be a modulus of continuity for Fzz on the set
Ω×{ξ ∈ RN×n : |ξ | ≤ 1+‖∇u‖∞}.
We extend ω to cover all Ω×RN×n, so that it has the following properties:
• ω : [0,∞)→ [0,∞);
• ω is continuous and increasing;
• ω(0) = 0 and ω(t) = 1 for every t ≥ 1;
• sup
t>0
ω(2t)
ω(t) < ∞ and
• |Fzz(x,ξ )−Fzz(x,η)| ≤ cω(|ξ −η |) for some constant c= c(‖∇u‖L∞)> 0, every |ξ |, |η | ≤
1+‖∇u‖∞, and every x ∈Ω.
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Now, if ϕ ∈C∞0 (Ω,R
N), then by Taylor’s formula, (4.1), and (4.2), we have∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)) dx
=
∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)−〈Fz(·,∇u),∇ϕ〉) dx
=
∫
Ω
(
F(·,∇u+∇ϕ)−F(·,∇u)−〈Fz(·,∇u),∇ϕ〉−
1
2
Fzz(·,∇u)[∇ϕ ,∇ϕ ]
)
1{‖∇ϕ |>1} dx
+
∫
Ω
∫ 1
0
(1− t)(Fzz(·,∇u+ t∇ϕ)−Fzz(·,∇u)) [∇ϕ ,∇ϕ ]1{‖∇ϕ |≤1} dt dx
+
1
2
∫
Ω
Fzz(·,∇u)[∇ϕ ,∇ϕ ]dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
((
1+ |∇u|p−1+ |∇ϕ |p−1
)
|∇ϕ |+ |∇ϕ |+ |∇ϕ |2
)
1{‖∇ϕ |>1} dx
− c
∫
Ω
ω(|∇ϕ |)|∇ϕ |21{‖∇ϕ |≤1} dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
(
|∇ϕ |2+ |∇ϕ |p
)
1{‖∇ϕ |>1} dx− c
∫
Ω
ω(|∇ϕ |)|∇ϕ |21{‖∇ϕ |≤1} dx,(4.6)
where c = c(‖∇u‖∞,n, p) and the last inequality follows from the fact that ab
p−1 ≤ ap+ bp for
a,b> 0.
We now consider two different cases.
Case 1. If 1< p≤ 2, it follows from the above chain of inequalities that∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)) dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
|∇ϕ |21{‖∇ϕ |>1} dx− c
∫
Ω
ω(|∇ϕ |)|∇ϕ |21{‖∇ϕ |≤1} dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
ω(|∇ϕ |)|∇ϕ |2 dx.(4.7)
Extending ϕ by 0 outside of Ω, we see ∇ϕ as a map defined on Rn.
Then, applying Lemmata 4.6 and 4.7 with Φ(t) = t2ω(t), we find, for a new constant c > 0,
that ∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)) dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
ω(c|(∇ϕ)#|)|(∇ϕ)#|2 dx.
It is easy to observe that
(4.8) (∇ϕ)# ≤ 2(∇ϕ)⋆.
This, and the Hardy-Littlewood-Wiener maximal inequality, imply that∫
Rn
|(∇ϕ)#|2 dx ≤ 4
∫
Rn
|(∇ϕ)⋆|2 dx ≤ c
∫
Rn
|∇ϕ |2 dx.
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Putting this and (4.7) together, we conclude that
(4.9)
∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)) dx ≥
∫
Ω
(c3 c
2
− cω(c|(∇ϕ)#|)
)
|(∇ϕ)#|2 dx.
By taking δ > 0 small enough, the right hand side of the above expression will be non-negative
when [∇ϕ ]BMO = ‖(∇ϕ)
#‖∞ ≤ δ . This concludes the proof for the case 1< p≤ 2.
Case 2. If, on the other hand, 2< p< ∞, from (4.6) we infer that∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)) dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
(
|∇ϕ |2+ |∇ϕ |p
)
dx− c
∫
Ω
ω(|∇ϕ |)|∇ϕ |2 dx
≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
ω(|∇ϕ |)
(
|∇ϕ |2+ |∇ϕ |p
)
dx.(4.10)
We extend ϕ by defining it like 0 outside of Ω and, for a δ > 0 still to be specified, we assume
that ‖(∇ϕ)#‖∞ < δ < 1. Then, by Lemmata 4.6 and 4.7 applied with Φ(t) = t
pω(c˜t) and Φ(t) =
t2ω(c˜t) in both directions, we use again (4.8) to obtain that, for different constants c˜= c˜(n),∫
Rn
|∇ϕ |pω(∇ϕ)dx≤c
∫
Rn
|(∇ϕ)⋆|pω((∇ϕ)⋆)dx ≤ c
∫
Rn
|(∇ϕ)#|pω(c˜(∇ϕ)#)dx
≤c
∫
Rn
|(∇ϕ)#|2ω(c˜(∇ϕ)#)dx ≤ c
∫
Rn
|(∇ϕ)⋆|2ω(c˜(∇ϕ)⋆)dx
≤c
∫
Rn
|∇ϕ |2ω(c˜(∇ϕ))dx.(4.11)
It is for the third inequality above that we are using the assumption ‖(∇ϕ)#‖∞ < δ < 1. The
estimates obtained in (4.10) and (4.11) lead to∫
Ω
(F(·,∇u+∇ϕ)−F(·,∇u)) dx ≥
c3
2
∫
Ω
|∇ϕ |2 dx− c
∫
Ω
ω(c˜|∇ϕ |)|∇ϕ |2 dx.
We are now in the same situation as in (4.7) and we can conclude the proof in the same way that
we did for 1< p≤ 2. 
5. REGULARITY UP TO THE BOUNDARY FOR A CLASS OF LOCAL MINIMIZERS
The main result in this section concerns regularity up to the boundary for two certain classes
of local minimizers. On the one hand, it provides a partial boundary regularity result for strong
local minimizers, extending the work of Kristensen-Taheri in [41], where interior partial regularity
for strong local minimizers was shown. Their technique, that we adapt here four our purposes,
relies on the blow-up method and on a remarkable modification to Evans’ proof on interior partial
regularity for the case of absolute minimizers [21].
On the other hand, the regularity up to the boundary that we prove here also holds for weak
local minimizers with VMO derivative. In this case, full (and not partial) regularity is achieved.
This immediately enables us to establish a connection with Weierstrass’ sufficiency problem in the
vectorial case. We discuss this in detail in Section 6.
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In addition to (H0)-(H2), from now on we also consider the following Ho¨lder continuity
assumption, which is standard in the treatment of interior and boundary regularity problems (see
[40]).
(HC) F and Fz satisfy the following Ho¨lder continuity properties: for some fixed α ∈ (0,1) and
for every x,y ∈ Ω, z ∈ RN×n,{
|F(x,z)−F(y,z)| ≤ c1|x− y|
α(1+ |z|p);
|Fz(x,z)−Fz(y,z)| ≤ c1|x− y|
α(1+ |z|p−1).
Theorem 5.1. Let Ω be a bounded domain of class C1,α and g∈C1,α(Ω,RN) for some α ∈ (0,1).
Assume that F :Ω×RN×n→R is an integrand satisfying (H0)-(H2) and (HC) for some p∈ [2,∞).
Suppose either one of the following:
(a) there is a q∈ [1,∞) such that u∈W1,pg (Ω,RN)∩W1,q(Ω,RN×n) is aW1,q-local minimizer
or
(b) u ∈W1,∞g (Ω,RN×n) is a BMO-local minimizer and ∇u ∈ VMO∇g(Ω,R
N×n).
Then, u ∈C1,β (Ω0∪Σ0,R
N×n) for every β ∈ [0,α), where
Ω0 :=

x0 ∈ Ω : limsupr→0 |(∇u)x0,r|< ∞ and liminfr→0 −
∫
Ω(x0,r)
|∇u− (∇u)x0,r|
p dx= 0

 ,
Σ0 :=

x0 ∈ ∂Ω : limsupr→0 |(∇nu)x0,r|< ∞ and liminfr→0 −
∫
Ω(x0,r)
|∇u− (∇u)x0,r|
p dx= 0

 .
In particular, under the assumptions in (b), u ∈C1,β (Ω,RN×n) for β ∈ [0,α).
Remark 5.2. We recall that not every VMO function is continuous. One of the multiple examples
that show this and appear in [11, Section I.2] is the (bounded) function f (x) = sin(log | log |x||) for
x ∈ B, which is of vanishing mean oscillation.
We note here that in [49] the author states that, if u is a Lipschitz extremal of a rank one convex
integrand of class C2 and such that ∇u ∈ VMO(Ω,RN), then u ∈ C1,α(Ω,RN) for some α > 0.
However, there is an inconsistency in the proof of [49, Lemma 3.2], that does not appear to be
easy to fix with the strategy suggested there. Nevertheless, the result holds true for quasiconvex
integrands and can be obtained as a consequence of Theorems 4.4 and 5.1. The use of the BMO-
local minimality property for this class of extremals seems to provide the necessary estimates that
lead to higher regularity via a Caccioppoli inequality.
Concerning boundary regularity, it is often convenient to work in the model situation in which
the domain is assumed to be a half ball. We introduce the following notation for that purpose.
Definition 5.3. Given x0 ∈ R
n−1×{0} and R > 0, we denote Γ := B(x0,R)∩R
n−1×{0} and
define the Sobolev space
W
1,p
Γ (B
+(x0,R),R
N) :=
{
v ∈W1,p((B+(x0,R),R
N) : v= 0 on Γ
}
.
The following lemmata are well known in the boundary regularity theory and will be often be
used in the subsequent sections.
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Proposition 5.4. Let p ∈ [1,∞) and v ∈ W1,pΓ (B
+(x0,R),R
N) for some x0 ∈ R
n−1×{0} and
R> 0. Then,
−
∫
B+(x0,R)
∣∣∣ v
R
∣∣∣p dx≤ 1
p
−
∫
B+(x0,R)
|∇nv|
p dx.
The origins of this result can be traced back to [14, Lemma 5.IV]. We refer the reader to [8,
Lemma 3.4] for a nice exposition of the proof.
Lemma 5.5. Let f : Ω → RN×n be such that f ∈ Lp(Ω,RN×n) for some p ∈ [1,∞). Then, there
is a constant c> 0, depending only on p, such that for any ω ⊆Ω and every ξ ∈RN×n,∫
ω
| f − ( f )ω |
p
dx≤ c
∫
ω
| f −ξ |p dx.
In addition, for every η ∈ RN and every ν0 ∈ R
n such that |ν0|= 1,∫
ω
| f − ( f ·ν0)ω ⊗ν0|
p
dx≤ c
∫
ω
| f −η ⊗ν0|
p dx.
Proof. The proof of these estimates relies mainly on triangle inequality. We adapt the ideas from
[53] to prove the second part of the Lemma, given that the first part is analogous and is found more
often in the literature. See also (16)-(18) in [42].
Let ν0 ∈ S
n−1 and η ∈ RN arbitrary. Then,
−
∫
ω
| f − ( f ·ν0)ω ⊗ν0|
p
dx≤ c−
∫
ω
| f −η⊗ν0|
p dx+ c−
∫
ω
|(( f ·ν0)ω −η)⊗ν0|
p
dx.
Observe that the second term in the right hand side of this inequality is the mean integral of a
constant vector. Therefore, recalling that |a⊗ b| = |a||b| and applying Jensen’s inequality, we
have that
|(( f ·ν0)ω −η)⊗ν0|
p = |( f ·ν0−η)ω |
p
≤−
∫
ω
| f ·ν0−η |
pdx.
On the other hand, since |ν0|= 1, we have η = (ν0 ·ν0)η = (η ⊗ν0) ·ν0. Therefore, by Cauchy-
Schwarz inequality,
−
∫
ω
| f ·ν0−η |
p dx=−
∫
ω
| f ·ν0− (η ⊗ν0) ·ν0|
p dx
≤−
∫
ω
| f − (η⊗ν0)|
p dx.
By bringing together the three chains of inequalities above, we obtain the desired result. 
5.1. Characterization of regular boundary points. The results in this section establish that the
average value at boundary points of the gradient of Sobolev functions vanishing on the (smooth)
boundary of their domain is essentially given by the average of the the normal derivative, i.e.,
the averages of the tangential derivatives do not play a significant role. Despite their elementary
nature, to the best of the author knowledge, they were not previously used systematically in this
context.
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For smooth functions defined on the half unit ball B+(x0,r), with x0 ∈ R
n−1×{0}, it is clear
that the partial derivatives with respect to the first n−1 variables vanish at at x0. This is precisely
what motivates the results below.
The strategy that we follow is also intuitively clear: due to the Divergence Theorem, for 1 ≤
i≤ n−1 we can express (∇iu(y))B+(x0,r) in terms of a surface integral of the function u and, since
u vanishes on Γ, by the Fundamental Theorem of Calculus we know that the pointwise values of
u on ∂B+(x0,r) depend exclusively on its derivative with respect to the n-th variable, from where
the result will follow.
We remark that, although we only state the following lemma and corollary for p > 3
2
, this
restriction comes exclusively from the curvature of the unit ball and the way in which the Jacobian
of the corresponding transformation of variables blows up as we approach Γ. Hence, considering
slightly modified domains that are still flat in the portion of their boundary normal to en could lead
to improving this exponent.
Lemma 5.6. Let p> 3
2
. There exists a constant c= c(n, p)> 0 such that, for every u∈W1,pΓ (B
+(x0,r),R
N)
with x0 ∈ R
n−1×{0} and r > 0, the following inequality remains true for 1≤ i≤ n−1
∣∣∣∣∣∣ −
∫
B+(x0,r)
∇iudx
∣∣∣∣∣∣ ≤ c

 −∫
B+(x0,r)
|∇nu|
p dx


1
p
.
Proof. Without loss of generality we assume that x0 = 0, the general case following then by a
translation argument.
By the Divergence Theorem,
∣∣∣∣∣∣
∫
B+(0,r)
∇iu(y)dy
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
∂B+(0,r)
u(x)
xi
r
dH n−1(x)
∣∣∣∣∣∣ .
We parametrize the curve ∂B+(0,r) ∩ ∂B(0,r) using the usual Cartesian coordinates and the
parametrization γ : Bn−1(0,r)→ ∂B
+(0,r)∩∂B(0,r) given by
γ(x′) = γ(x1, ...,xn−1) =
(
x′,(r2−|x′|2)
1
2
)
.
Using the Binet-Cauchy formula (see [23, Section 3.2]), it is easy to see that the corresponding
Jacobian is expressed by
Jγ(x′) =
r
(r2−|x′|2)
1
2
.
For a function u ∈W1,pΓ (B
+(0,r),RN)∩C1(B+(0,r),RN), we evaluate the parametrization into
the stated hypersurface integral and use the fact that u(x′,0) = 0 for x′ ∈ Bn−1(0,r) to deduce that,
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for 1≤ i≤ n−1,∣∣∣∣∣∣
∫
∂B+(0,r)
u(x)
xi
r
dH n−1(x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Bn−1(0,r)
u
(
x′,(r2−|x′|2)
1
2
) xi
(r2−|x′|2)
1
2
dx′
∣∣∣∣∣∣
≤
∫
Bn−1(0,r)
∣∣∣u(x′,(r2−|x′|2) 12)−u(x′,0)∣∣∣ |xi|
(r2−|x′|2)
1
2
dx′
=
∫
Bn−1(0,r)
∣∣∣∣∣
∫ (r2−|x′|2) 12
0
∇nu(x
′, t)dt
∣∣∣∣∣ |xi|(r2−|x′|2) 12 dx′
≤
∫
B+(0,r)
|∇nu(x)|
|xi|
(r2−|x′|2)
1
2
dx.
We use Jensen and Ho¨lder inequalities to conclude from above that, for p′ = p
p−1 ,
∣∣∣∣∣∣
∫
B+(0,r)
∇iu(y)dy
∣∣∣∣∣∣ ≤

 ∫
B+(0,r)
|∇nu(x)|
p
dx


1
p

 ∫
B+(0,r)
|xi|
p′
(r2−|x′|2)
p′
2
dx


1
p′
.(5.1)
We are only left with estimating the second factor above. Since we are assuming that 1≤ i≤ n−1,
such a factor does not depend on the variable xn. Therefore,
∫
B+(0,r)
|xi|
p′
(r2−|x′|2)
p′
2
dx=
∫
Bn−1(0,r)
∫ (r2−|x′|2) 12
0
|xi|
p′
(r2−|x′|2)
p′
2
dxn dx
′
=
∫
Bn−1(0,r)
|xi|
p′
(r2−|x′|2)
p′−1
2
dx′
≤
∫
Bn−1(0,r)
|x′|p
′
(r2−|x′|2)
p′−1
2
dx′.(5.2)
This is the integral of a radial function in Rn−1 and can therefore be computed, for p′ < 3, as
∫
Bn−1(0,r)
|x′|p
′
(r2−|x′|2)
p′−1
2
dx′ = nωn
∫ r
0
ρ p
′
(r2−ρ2)
p′−1
2
ρn−2 dρ = c(n, p′)rn.(5.3)
The desired inequality is obtained, for p> 3
2
, from (5.1)-(5.3) after taking averages.
The general case of a function in W
1,p
Γ (B
+(0,r),RN) follows by approximation. 
Corollary 5.7. Let p > 3
2
. There exists a constant c∗ = c∗(n, p) > 0 such that, for every u ∈
W
1,p
Γ (B
+(x,r),RN) with x ∈ Rn−1×{0},
−
∫
B+(x,r)
|∇u− (∇nu)x,r⊗ en|
p dy≤ c∗ −
∫
B+(x,r)
|∇u− (∇u)x,r|
p dy.
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Proof. Let x ∈ Rn−1×{0} and r > 0. Define the function u˜ : B+(x,r)→ RN by u˜(y) := u(y)−
(∇nu)x,ryn. Observe that u˜= 0 on Γ and, for 1≤ i≤ n−1, ∇iu˜= ∇iu. Then,
−
∫
B+(x,r)
|∇u− (∇nu)x,r⊗ en|
p
dy
≤c(p) −
∫
B+(x,r)
|∇u− (∇1u)x,r⊗ e1− (∇2u)x,r⊗ e2− ...− (∇nu)x,r⊗ en|
p dy
+ c(p)(|(∇1u)x,r|
p+ |(∇2u)x,r |
p+ ...+ |(∇n−1u)x,r|
p)
=c(p) −
∫
B+(x,r)
|∇u− (∇u)x,r|
p
dy+ c(p)(|(∇1u˜)x,r|
p+ |(∇2u˜)x,r|
p+ ...+ |(∇n−1u˜)x,r|
p) .
We now apply Lemma 5.6 to the function u˜ and conclude from above that
−
∫
B+(x,r)
|∇u− (∇nu)x,r⊗ en|
p dy
≤c(p) −
∫
B+(x,r)
|∇u− (∇u)x,r|
p
dy+ c(n, p) −
∫
B+(x,r)
|∇nu− (∇nu)x,r|
p dy
≤c(n, p) −
∫
B+(x,r)
|∇u− (∇u)x,r|
p dy.
This proves the claim. 
Remark 5.8. This inequality has as an immediate consequence the possibility of restating the
definition of the regular set for boundary regularity results already present in the literature. In what
follows we refer to two interesting examples in which Corollary 5.7 enables us to reformulate such
definition of the regular set.
I. In [33, Theorem 3.1], Grotowski shows that for Ω and g as in Theorem 5.1 and for
coefficients A : Ω×RN ×RN×n → RN×n which are smooth, with bounded derivative
|Ap(x,ξ , p)| ≤ L, uniformly strongly elliptic and satisfying a Ho¨lder continuity assumption
similar to (HC), weak solutions u ∈W1,2g (Ω,R
N) to the homogeneous system
divA(·,u,∇u) = 0
are Ho¨lder continuous on a neighbourhood in Ω of all points y ∈ ∂Ω satisfying
(5.4) liminf
r→0
−
∫
Ω(y,r)
|∇u−∇g− (∇ν(y)(u−g))y,r⊗ν(y)|
2 dx= 0,
where ν(y) is the outward-pointing unit normal vector to ∂Ω at the point y.
Using Corollary 5.7, condition (5.4) can be relaxed, after transforming ∂Ω back to its
original shape, to requiring
(5.5) liminf
r→0
−
∫
Ω(y,r)
|∇u−∇g− (∇u−∇g)y,r|
2 dx= 0.
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II. An equivalent argument can be applied for the characterization of the regular set of boun-
dary points in [10, Theorem 1.1]. We recall that Beck’s result concerns W1,p-local mini-
mizers for functionals of the type
u 7→
∫
Ω
(F(·,u,∇u)+h(x,u)) dx
over the class W
1,p
g (Ω,RN) under essentially the same assumptions over Ω and g that we
have mentioned before. In addition, F satisfies essentially the corresponding versions of
hypotheses (H0)-(H2) and (HC) that are valid for integrands of the type F(x,u,z), while
h(x,u) is assumed to be a Carathe´odory function.
Finally, we remark that characterizing the regular points as in (5.5) results interesting also in view
of the available strategies of dimension reduction (see [28, Ch. VIII], [29, Ch. 9], [47]), to establish
the existence of at least one regular boundary point. To the best of the author’s knowledge, such
existence is only known for integrands satisfying a strong convexity condition, but the required
estimates seem to be much harder to obtain in the quaxiconvex setting. See [20, 35, 40].
5.2. Proof of Theorem 5.1. This section is devoted to the proof of the regularity up to the boun-
dary result, Theorem 5.1.
We begin by establishing the following technical lemma regarding a shifted version of the in-
tegrand F defining the functional. The strategy that we follow to prove it is fully inspired in the
truncation technique from [1, Lemma 2.3], which is also used for the shifted functionals in the
partial regularity result in [41]. However, in order to tackle the problem of boundary regularity
for W1,q-local minimizers, we need to adapt Kristensen-Taheri’s strategy in such a way that the
blown-up sequence near the boundary can still be shown to satisfy a suitable Caccioppoli inequal-
ity.
Since each element of a blown-up sequence on the boundary will depend on the normal vector at
each point, the estimates for the functional have to be treated as if there was certain x-dependence,
even if the original integrand were homogeneous. A natural strategy to simplify the problem is
then to flatten the boundary before constructing the blown-up sequence. Having done this, we need
to define the shifted integrands given in Lemma 5.9 in order to exploit all our assumptions. The
Lemma is stated for the model situation Ω = B+. The integrand Fj in the statement corresponds
to the standard shifted integrand that enables us to reduce the problem to integrands with growth
of the type |F(x,z)| ≤ c
(
|z|2+ |z|p
)
. On the other hand, F˜j enables us to use the minimality
of u, essential to obtain the desired Caccioppoli inequality. This is so, thanks to the lack of x-
dependence in the term Fz that appears in the definition of F˜j. Finally, the auxiliary integrand G j
enables us to apply the strong quasiconvexity condition as defined in (H2), given that it does not
depend on x in any way. We will be able to see all these properties in action at Step 2.1 of the
proof of Proposition 5.11 below.
Lemma 5.9. Let (λ j) be a sequence in (0,∞) converging to 0, (x j) ⊆ Γ and (r j) a sequence of
radii such that B+(x j,r j)⊆ B
+ and satisfying
rαj
λ j
≤ 1. In addition, let (ξ j)⊆ R
N×n be a sequence
with |ξ j| ≤m for some given m> 0. Let F : B+ →R satisfy (H0)− (H2) and (HC) adapted to the
model situation Ω = B+. Consider the functionals Fj : B
+×RN×n → RN×n, F˜j : B
+×RN×n → R
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and G j : R
N×n → R given by
Fj(x,z) :=
F(x j+ r jx,ξ j+λ jz)−F(x j+ r jx,ξ j)−λ jFz(x j+ r jx,ξ j)[z]
λ 2j
=
∫ 1
0
(1− t)Fzz(x j+ r jx,ξ j+ tλ jz)[z,z];
F˜j(x,z) :=
F(x j+ r jx,ξ j+λ jz)−F(x j+ r jx,ξ j)−λ jFz(x j,ξ j)[z]
λ 2j
;
and
G j(z) :=
F(x j,ξ j+λ jz)−F(x j,ξ j)−λ jFz(x j,ξ j)[z]
λ 2j
=
∫ 1
0
(1− t)Fzz(x j,ξ j+ tλ jz)[z,z].
Then, the following estimates remain true for every x ∈ B+ and every z,w ∈ RN×n:
(i) |Fj(x,z)− F˜j(x,z)| ≤ c(m)
rαj
λ j
(1+ |z|2);
(ii) |F˜j(x,z)− F˜j(x,w)| ≤ c(m)(
rαj
λ j
+ |w|+ |z|+λ p−2j (|w|
p−1+ |z|p−1))|z−w|;
(iii) |Fj(x,z)−G j(z)| ≤ c(m)
rαj
λ j
(1+ |z|2+λ p−2j |z|
p);
(iv) |Fj(x,z)−Fj(x,w)| ≤ c(m)
(
|z|+ |w|+λ p−2j (|z|
p−1+ |w|p−1)
)
|z−w|.
Proof. For x ∈ B+ and z ∈ RN×n,
(i) |Fj(x,z)− F˜j(x,z)|=
1
λ j
|Fz(x j+ r jx,ξ j)−Fz(x j,ξ j)||z| ≤ c(m,Ω)
rαj
λ j
|z| ≤ c(m)
rαj
λ j
(1+ |z|2).
(ii) By the Fundamental Theorem of Calculus, we have
|F˜j(x,z)− F˜j(x,w)|
=
1
λ j
∣∣∣∣
∫ 1
0
(Fz(x j+ r jx,ξ j+λ jw+ tλ j(z−w))[z−w]−Fz(x j,ξ j)[z−w]) dt
∣∣∣∣
≤
1
λ j
∫ 1
0
∣∣(Fz(x j+ r jx,ξ j+λ jw+ tλ j(z−w))−Fz(x j,ξ j+λ jw+ tλ j(z−w))) [z−w]∣∣ dt
+
1
λ j
∫ 1
0
∣∣(Fz(x j,ξ j+λ jw+ tλ j(z−w))−Fz(x j,ξ j)) [z−w]∣∣ dt
=: I+ II.
Then, (HC)2 implies
(5.6) I≤ c(m)
rαj
λ j
(1+λ p−1j |w|
p−1+λ p−1j |z−w|
p−1)|z−w|.
Regarding II, for each t ∈ (0,1) we consider the two following cases
Case 1. |λ jw|+ |λ jt(z−w)| ≤ 1. Then, the identity
(Fz(x j,ξ j+λ jw+ tλ j(z−w))−Fz(x j,ξ j)) [z−w]
=
∫ 1
0
Fzz(x j,ξ j+λ js(w+ t(z−w)))[z−w,λ j(w+ t(z−w))]ds
implies, in this case,
II≤ c(m)(|w|+ |z−w|) |z−w|.
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Case 2. |λ jw|+ |λ jt(z−w)|> 1. Then, we use (H1)-(H2) to derive that
II≤
1
λ j
∫ 1
0
(|Fz(x j,ξ j+λ jw+ tλ j(z−w))|+ |Fz(x j,ξ j)|) |z−w|dt
≤
c(m)
λ j
(1+ |λ jw|
p−1+ |λ j(z−w)|
p−1)|z−w|
≤
c(m)
λ j
(
|λ jw|+ |λ jt(z−w)|+ |λ jw|
p−1+ |λ j(z−w)|
p−1
)
|z−w|.
The previous inequalities lead to conclude
(5.7) II≤ c(m)
(
|w|+ |z−w|+λ p−2j
(
|w|p−1+ |z−w|p−1
))
|z−w|.
Given that
rαj
λ j
≤ 1, equations (5.6) and (5.7) imply the claim, after using triangle inequality.
(iii) We have
|Fj(x,z)−G j(z)|
≤
1
λ 2j
∣∣F(x j+ r jx,ξ j+λ jz)−F(x j+ r jx,ξ j)+F(x j,ξ j+λ jz)−F(x j,ξ j)∣∣
+
1
λ j
|Fz(x j+ r jx,ξ j)−Fz(x j,ξ j)||z|
≤
1
λ j
∫ 1
0
|Fz(x j+ r jx,ξ j+ tλ jz)−Fz(x j,ξ j+ tλ jz)||z|dt
+
1
λ j
|Fz(x j+ r jx,ξ j)−Fz(x j,ξ j)||z|
≤c(m)
rαj
λ j
(1+ |λ jz|
p−1)|z|
≤c(m)
rαj
λ j
(1+ |z|2+λ p−2j |z|
p).
(iv) This part of the lemma can be established exactly as in [1, Lemma II.3].
This concludes the proof. 
The following lemma will be used to construct suitable test functions to exploit the BMO-
minimality of u in part (b) of Theorem 5.1. The idea is to obtain control on the mean oscillations
of the proposed test functions in terms of those of ∇u, whose mean oscillations will be under
control, in that particular case, because it is a VMO function.
Lemma 5.10. Let q> n, B(x0,R)⊆R
n and, for ς ∈ (0,1), let ρ : Rn→ [0,1] be a cut-off function
such that 1B(x0,ςR) ≤ ρ ≤ 1B(x0,R) and ‖∇ρ‖L∞ ≤
1
(1−ς)R . Suppose either one of the following
situations:
(i) (BMO estimates for cut-offs near the boundary). The function v ∈W1,qΓ (B
+(x0,R),R
N)
takes the form
v(y) := w(y)− yn(∇nw)x0,R
for some w ∈W1,qΓ (B
+(x0,R),R
N), x0 ∈ R
n−1×{0}. Furthermore, we assume v˜ to be the
extension of v to the whole ball B(x0,R) that assigns the value of 0 outside B
+(x0,R).
(ii) (BMO estimates for cut-offs in the interior). The function v˜∈W1,q(B(x0,R),R
N) takes the
form
v˜(y) := w(y)−b(y)
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for some w ∈W1,q(B(x0,R),R
N) and an affine function b satisfying ∇b = (∇w)x0,R and
(w−b)x0,R = 0.
Define ϕ : B(x0,R)→R
N by ϕ := ρ v˜. Then, there exists a constant c= c(n,q,ς)> 0 such that,
for any B(x,s) ⊆ B(x0,R),
−
∫
B(x,s)
|∇ϕ − (∇ϕ)x,s|dy≤ c −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy+ c

 −∫
B(x0,R)
|∇v˜− (∇v˜)x0,R|
q dy


1
q
.
Proof. We will first prove that, for both cases (i) and (ii), there exists a constant c= c(n,q,ς) > 0
such that, for any B(x,s) ⊆ B(x0,R),
−
∫
B(x,s)
|∇ϕ − (∇ϕ)x,s|dy ≤ c −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy+ c

 −∫
B(x0,R)
|∇v˜|q dy


1
q
.(5.8)
We remark that, for the proof of (5.8), we only use (by an extension argument) that v˜ can be
assumed to be in W1,q(Rn,RN) and that there must exist x ∈ B(x0,R) such that v˜(x) = 0. This
holds for both cases (i) and (ii). Hence, at this stage, we do not use the definition of v˜ as an affine
function (which changes depending on whether we are in case (i) or (ii)).
Motivated by the ideas of Stegenga [54], we first note that∣∣∣∣∣∣ −
∫
B(x,s)
|ρ∇v˜− (ρ∇v˜)x,s|dy−|(∇v˜)x,s| −
∫
B(x,s)
|ρ − (ρ)x,s|dy
∣∣∣∣∣∣
≤ −
∫
B(x,s)
|(ρ∇v˜− (ρ∇v˜)x,s)− (∇v˜)x,s(ρ − (ρ)x,s)|dy
≤ −
∫
B(x,s)
|ρ(∇v˜− (∇v˜)x,s)|dy+(ρ)x,s(∇v˜)x,s− (ρ∇v˜)x,s|
≤‖ρ‖L∞ −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy+ |(ρ)x,s(∇v˜)x,s− (ρ∇v˜)x,s|.
We estimate the second term above by
|(ρ)x,s(∇v˜)x,s− (ρ∇v˜)x,s|=
∣∣∣∣∣∣ −
∫
B(x,s)
ρ(∇v˜)x,s dy− −
∫
B(x,s)
ρ∇v˜dy
∣∣∣∣∣∣
≤ −
∫
B(x,s)
|ρ ||∇v˜− (∇v˜)x,s|dy
≤‖ρ‖L∞ −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy,
from where we deduce that∣∣∣∣∣∣ −
∫
B(x,s)
|ρ∇v˜− (ρ∇v˜)x,s|dy−|(∇v˜)x,s| −
∫
B(x,s)
|ρ − (ρ)x,s|dy
∣∣∣∣∣∣ ≤ 2 −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy.
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In addition, ∣∣∣∣∣∣(∇v˜)x,s −
∫
B(x,s)
|ρ − (ρ)x,s|dy
∣∣∣∣∣∣ = |(∇v˜)x,s|
∣∣∣∣∣∣ −
∫
B(x,s)
∣∣∣∣∣∣ρ − −
∫
B(x,s)
ρ(z)dz
∣∣∣∣∣∣ dy
∣∣∣∣∣∣
≤|(∇v˜)x,s| −
∫
B(x,s)
−
∫
B(x,s)
|ρ(y)−ρ(z)|dzdy
≤|(∇v˜)x,s| ‖∇ρ‖L∞2s.
The Divergence Theorem implies that
|(∇v˜)x,s| ‖∇ρ‖L∞2s≤
2
(1− ς)R
∣∣∣∣∣∣ −
∫
∂B(x,s)
v˜⊗
x− y
s
∣∣∣∣∣∣ dH n−1(y)
≤
2n
(1− ς)R
−
∫
∂B(x,s)
|v˜| dH n−1(y)
≤
2n
(1− ς)R
‖v˜‖L∞(B(x0,R),RN).
Furthermore, by Morrey’s Embedding Theorem8 we infer, using the property v˜(x) = 0 for some
x ∈ B(x0,R), that
(5.9) ‖v˜‖L∞(B(x0,R),RN) ≤ cR
1− n
q ‖∇v˜‖Lq(B(x0,R),RN ) = cR

 −∫
B(x0,R)
|∇v˜|q dy


1
q
for some c= c(n,q,ς) > 0.
All the previous inequalities brought together imply that
(5.10)
∣∣∣∣∣∣ −
∫
B(x,s)
|ρ∇v˜− (ρ∇v˜)x,s|dy
∣∣∣∣∣∣≤ c −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy+ c

 −∫
B(x0,R)
|∇v˜|q dy


1
q
.
On the other hand, following an analogous argument to the one above, we deduce∣∣∣∣∣∣ −
∫
B(x,s)
|∇ρ ⊗ v˜− (∇ρ⊗ v˜)x,s|dy−|(v˜)x,s| −
∫
B(x,s)
|∇ρ − (∇ρ)x,s|dy
∣∣∣∣∣∣
≤2‖∇ρ‖L∞ −
∫
B(x,s)
|v˜− (v˜)x,s|dy≤
2
(1− ς)R
−
∫
B(x,s)
|v˜− (v˜)x,s|dy
≤
4
(1− ς)R
‖v˜‖L∞(B(x,s),RN).(5.11)
It is also easily seen that
(5.12) |(v˜)x,s| −
∫
B(x,s)
|∇ρ − (∇ρ)x,s|dy≤
2
(1− ς)R
‖v˜‖L∞(B(x,s),RN ) ≤ c

 −∫
B(x0,R)
|∇v˜|q dy


1
q
,
where the last inequality is also a consequence of (5.9).
Inequality (5.8) now follows directly from inequalities (5.10)-(5.12).
8See [13, Theorem 9.12].
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To conclude the proof of the Lemma, we treat separately the two possible scenarios under
consideration.
(i) Assume first that, for some w ∈W1,qΓ (B
+(x0,R),R
N), v : B+(x0,R)→ R
N takes the form
v(y) := w(y)− yn(∇nw)x0,R.
Then, we apply the already proved inequality (5.8) to the function v˜, to conclude that
−
∫
B(x,s)
|∇ϕ − (∇ϕ)x,s|dy≤c −
∫
B(x,s)
|∇v˜− (∇v˜)x,s|dy+ c

 −∫
B(x0,R)
|∇v˜|q dy


1
q
.
Observe further that, since w = 0 on Γ, we can also consider its corresponding extension
w˜ defined on B(x0,R). We now use triangle inequality followed by applying Lemma 5.6
to w˜ and with p= q to estimate
 −∫
B(x0,R)
|∇v˜|q dy


1
q
≤c

 −∫
B(x0,R)
|∇v˜− (∇v˜)x0,R|
q dy


1
q
+ c
n
∑
i=0
|(∇iv˜)x0,R|
≤c

 −∫
B(x0,R)
|∇v˜− (∇v˜)x0,R|
q dy


1
q
+ cn

 −∫
B(x0,R)
|∇nv˜|
q dy


1
q
=c

 −∫
B(x0,R)
|∇v˜− (∇v˜)x0,R|
q dy


1
q
+ cn

 −∫
B(x0,R)
|∇nw˜− (∇nw˜)x0,R|
q dy


1
q
=c

 −∫
B(x0,R)
|∇v˜− (∇v˜)x0,R|
q dy


1
q
+ cn

 −∫
B(x0,R)
|∇nv˜− (∇nv˜)x0,R|
q dy


1
q
≤c

 −∫
B(x0,R)
|∇v˜− (∇v˜)x0,R|
q dy


1
q
.
This concludes the proof of part (i) of the Lemma.
(ii) If we now assume that v˜(y) := w(y)−b(y) with w and b as in the statement of the Lemma,
then clearly (v˜)x0,R = 0 and, therefore, the conclusion of the result follows immediately
from inequality (5.8).

We also remark that these estimates will enable us to make use of the corresponding BMO-local
minimality to prove the following decay rates, from which Theorem 5.1 (b) will be obtained.
The following propositions are well known to provide the precise decay rate needed to obtain
regularity on the set Ω0∪Σ0, once we have applied Corollary 5.7. The strategy that we follow is
largely inspired by the regularity proof in [41].
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Proposition 5.11 (Decay estimate for boundary points). Let Ω = B+ and g ∈ C1,α (Ω,RN).
Assume that F : Ω×RN×n →R and u ∈W1,pg (Ω,RN) are as in Theorem 5.1. For δ ∈ (0,1), x ∈ Γ
and r < 1−|x|, denote
(5.13) E(x,r) := −
∫
B+(x,r)
|V (∇u− (∇nu)x,r⊗ en)|
2
dy+ r2δα .
Then, for every m > 0 there exists C = C(m) > 0 with the property that, for each τ ∈ (0, 1
2
) and
δ ∈ (0,1), there exists ε = ε(m,τ ,δ )> 0 such that, if x ∈ Γ, |(∇nu)x,r| ≤ m and E(x,r)< ε , then
E(x,τr)<Cτ2δαE(x,r).
Proposition 5.12 (Decay estimate for interior points). Let Ω, g∈C1,α (Ω,RN), u∈W1,pg (Ω,RN)
and F : Ω×RN×n → R as in Theorem 5.1. For δ ∈ (0,1) and B(x,r) ⊆ Ω denote
(5.14) E(x,r) := −
∫
B(x,r)
|V (∇u− (∇u)x,r)|
2
dy+ r2δα .
Then, for every m > 0 there exists C = C(m) > 0 with the property that, for each τ ∈ (0, 1
2
) and
δ ∈ (0,1), there exists ε = ε(m,τ ,δ )> 0 such that, if B(x,r) ⊆ Ω, |(∇u)x,r| ≤ m and E(x,r) < ε ,
then
E(x,τr)<Cτ2δαE(x,r).
Proof of Proposition 5.11. By considering
u˜ := u−g
and F˜ : B+×RN×n → R given by
F˜(x,z) := F (x,z+∇g)
we can assume, without loss of generality, that g = 0, so that u := 0 on Γ. Furthermore, under
assumptions (b) of Theorem 5.1, we can suppose ∇u ∈ VMO0.
Assuming that the proposition is false, we can find m > 0 such that, for every C > 0, there are
a corresponding τ ∈ (0, 1
2
), a δ ∈ (0,1) and a sequence of half balls B+(x j,r j)⊆ B
+ with x j ∈ Γ,
such that |(∇u)x j ,r j | ≤ m and E(x j,r j)→ 0 but E(x j,τr j)>Cτ
2E(x j,r j).
We split the proof into several steps in order to obtain a contradiction for suitably large values
ofC.
Step 1. The blow up. We denote
ζ j := (∇nu)x j ,r j = −
∫
B+(x j ,r j)
|∇nudx|, ξ j := ζ j⊗ en, λ j :=
√
E(x j,r j)
and define the function u j : B
+ → RN×n by
u j(y) :=
u(x j+ r jy)− r jζ jyn
r jλ j
.
Then, u j = 0 on Γ and
∇u j(y) :=
∇u(x j+ r jy)−ξ j
λ j
.
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Additionally, it is clear that
(5.15) −
∫
B+
(
|∇u j|
2+λ p−2j |∇u j|
p
)
dx≤ 1
and
−
∫
B+(0,τ)
(
|∇u j− (∇nu j)0,τ ⊗ en|
2+λ p−2j |∇u j− (∇nu j)0,τ ⊗ en|
p
)
dx+
(τr j)
2δα
λ 2j
>Cτ2δα .(5.16)
The Euler-Lagrange equation satisfied by u implies that
(5.17)
1
λ j
∫
B+
(Fz(x j+ r jx,ξ j+λ j∇u j)−Fz(x j,ξ j)) [∇ϕ ]dx= 0
for every ϕ ∈W1,p0 (B
+,RN).
In addition, assumption (HC)2 implies that
1
λ j
∫
B+
(Fz(x j,ξ j+λ j∇u j)−Fz(x j+ r jx,ξ j+λ j∇u j)) [∇ϕ ]dx
≤c
rαj
λ j
∫
B+
(
1+ |λ j∇u j|
p−1
)
|∇ϕ |dx≤ cr
(1−δ )α
j

∫
B+
|∇ϕ |p dx


1
p
−→ 0(5.18)
as j → ∞. Here we have applied Ho¨lder inequality for the last estimate and we note that c =
c(m,‖∇u‖Lp).
Furthermore, we let B
+,∞
j := {x ∈ B
+ : λ j|∇u j| > 1} and B
+,1
j := B
+−B+,∞j . Then, (5.15)
implies that L n(B+j ) ≤ λ
2
j L
n(B+). We now use the growth estimate for Fz that follows from
(H1)− (H2), as well as |ξ j| ≤ m and (5.15) together with Ho¨lder inequality, to infer that, for
ϕ ∈C∞0 (B
+,RN),
1
λ j
∫
B
+,∞
j
(Fz(x j,ξ j+λ j∇u j)−Fz(x j,ξ j)) [∇ϕ ]dx
≤c(p)‖∇ϕ‖L∞
(
(1+mp−1)L n(B+)+L n(B+)
)
λ j.(5.19)
On the other hand,
1
λ j
∫
B
+,1
j
(Fz(x j,ξ j+λ j∇u j)−Fz(x j,ξ j)) [∇ϕ ]dx
=
∫
B
+,1
j
∫ 1
0
(Fzz(x j,ξ j+ tλ j∇u j)−Fzz(x j,ξ j)) [∇u j,∇ϕ ]dt dx+
∫
B
+,1
j
Fzz(x j,ξ j)[∇u j,∇ϕ ]dx
=: I+ II.(5.20)
Observe that 1
B
+,1
j
→ 1B+ in L
1. In addition, for subsequences that we do not relabel, we can
assume that u j ⇀ u in W
1,2(B+,RN), x j → x0 and ξ j → ξ for some u ∈W
1,2(B+,RN) x0 ∈ Γ and
ξ ∈ RN×n. Whereby,
(5.21) II−→
∫
B+
Fzz(x0,ξ )[∇u,∇ϕ ]dx
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as j → ∞. On the other hand, observe that λ 2j
∫
B+
|∇u j|
2 dx→ 0. Hence, λ j∇u j → 0 in measure.
Given that Fzz is continuous, we infer that 1B+,1j
(Fzz(x j,ξ j+ tλ j∇u j)−Fzz(x j,ξ j))→ 0 in measure
for every t ∈ [0,1]. Additionally, this sequence is uniformly bounded in B+. Therefore, Vitali’s
Convergence Theorem implies, for every ϕ ∈C∞0 (B
+,RN), that
|I|=
∣∣∣∣∣∣∣
∫
B
+,1
j
∫ 1
0
(Fzz(x j,ξ j+ tλ j∇u j)−Fzz(x j,ξ j)) [∇u j,∇ϕ ]dt dx
∣∣∣∣∣∣∣
≤
∫
B
+,1
j
∫ 1
0
∣∣(Fzz(x j,ξ j+ tλ j∇u j)−Fzz(x j,ξ j)) [∇u j,∇ϕ ]∣∣ dt dx
≤

 ∫
B
+,1
j
∫ 1
0
∣∣Fzz(x j,ξ j+ tλ j∇u j)−Fzz(x j,ξ j)∣∣2 dt dx


1
2
‖∇u j‖L2‖∇ϕ‖L∞ −→ 0.(5.22)
Inequalities (5.17)-(5.22) enable us to conclude, after an approximation argument, that for every
ϕ ∈W1,20 (B
+,RN), ∫
B+
Fzz(x0,ξ )[∇u,∇ϕ ]dx= 0.
This implies, by a classical regularity result due to Campanato,9 that u isC1 and that there exists a
constant γ0 > 0 such that, for every 0< r ≤
1
2
,
(5.23) −
∫
B+(0,r)
|∇u− (∇u)0,r|
2 dx ≤ γ0r
2.
Step 2.1. Caccioppoli inequality for boundary points.
For given x0 ∈ Γ and r > 0 satisfying B
+(x0,r)⊆ B
+ we define the affine function
a j(y) := yn(∇nu j)x0,r.
In this step we will show that there exists θ ∈ (0,1) independent of B+(x0,r) such that, for
every ς ∈ (0,1), ∫
B+(x0,ςr)
(
|∇u j− (∇nu j)x0,ςr⊗ en|
2+λ p−2j |∇u j− (∇nu j)x0,ςr⊗ en|
p
)
dx
≤θ
∫
B+(x0,r)
(
|∇u j− (∇nu j)x0,r⊗ en|
2+λ p−2j |∇u j− (∇nu j)x0,r⊗ en|
p
)
dx
+θ
∫
B+(x0,r)
(
|u j−a j|
2
(1− ς)2r2
+λ p−2j
|u j−a j|
p
(1− ς)prp
)
dx
+θrn(1− ς n)
(∣∣(∇nu j)x0,r⊗ en∣∣2+λ p−2j ∣∣(∇nu j)x0,r⊗ en∣∣p)+ r
(1−δ )α
j
1− ς
(5.24)
holds for every j ≥ J = J(ς ,r), where J(ς ,r) is allowed to depend on ς and r.
9See [14, Teorema 9.2], [33, Theorem 2.4], [41, Proposition 4.2].
BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS 47
Consider the functionals Fj, F˜j and G j as defined in Lemma 5.9 and assume that ρ is a cut-off
function satisfying 1B(x0,ςr) ≤ ρ ≤ 1B(x0,r) and |∇ρ | ≤
1
(1−ς)r .
Define
(5.25) ϕ j := ρ(u j−a j); ψ j := (1−ρ)(u j−a j).
Then, the strong quasiconvexity condition (H2) implies for G j that
∫
B+(x0,ςr)
(
|∇u j−∇a j|
2+λ p−2j |∇u j−∇a j|
p
)
dx
≤
∫
B+(x0,r)
(
|∇ϕ j|
2+λ p−2j |∇ϕ j|
p
)
dx
≤c
∫
B+(x0,r)
(G j(∇a j+∇ϕ j)−G j(∇a j)) dx
=c
∫
B+(x0,r)
(G j(∇a j+∇ϕ j)−Fj(x,∇a j+∇ϕ j)) dx
+ c
∫
B+(x0,r)
(Fj(x,∇u j−∇ψ j)−Fj(x,∇u j)) dx+ c
∫
B+(x0,r)
(
Fj(x,∇u j)− F˜j(∇x,∇u j)
)
dx
+ c
∫
B+(x0,r)
(
F˜j(x,∇u j)− F˜j(x,∇a j)
)
dx+ c
∫
B+(x0,r)
(
F˜j(x,∇a j)−Fj(x,∇a j)
)
dx
+ c
∫
B+(x0,r)
(Fj(x,∇a j)−G j(∇a j)) dx
=: I+ II+ III+ IV+V+VI.
We estimate each term separately. Since u j ⇀ u in W
1,2, ∇a j is a convergent sequence and,
therefore, bounded. Hence, by Lemma 5.9 (iii),
I+VI≤cr
α(1−δ )
j
∫
B+(x0,r)
(
1+ |∇u j|
2+ |∇ψ j|
2+λ p−2j |∇u j|
p+λ p−2j |∇ψ j|
p
)
dx
≤cr
α(1−δ )
j

1+ ∫
B+(x0,r)
(
|∇ψ j|
2+λ p−2j |∇ψ j|
p
)
dx

 ,
where the second inequality follows from (5.15).
Similarly, we have
III+V≤ cr
α(1−δ )
j
∫
B+(x0,r)
(
1+ |∇u j|
2+ |∇a j|
2
)
dx≤ cr
α(1−δ )
j .
We now estimate IV, for which the minimality of u is crucial; it implies that u j is either
(a) a W1,q-local minimizer of I j(u) :=
∫
B+
F˜j(∇u)dx, under assumptions (a) of the theorem or
(b) a BMO-local minimizer of I j.
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Hence, Lemma 5.9 (ii) enables us to conclude that
IV≤
∫
B+(x0,r)
(
F˜j(x,∇ψ j+∇a j)− F˜j(x,∇a j)
)
dx
≤c
∫
B+(x0,r)
(
r
α(1−δ )
j + |∇ψ j|+ |∇a j|+λ
p−2
j (|∇ψ j|
p−1+ |∇a j|
p−1)
)
|∇ψ j|dx,(5.26)
provided
(a) ‖∇ϕ j‖Lq(B(x0,r)) <
δ
λ jr
n
q
j
for the case of W1,q-local minimizers or, respectively,
(b) [∇ϕ j]BMO(B(x0,r),RN ) <
δ
λ j
for the case of BMO-local minimizers.
Here, ϕ j is assumed to take the value of 0 in B−B
+(x0,r). We verify this smallness property in
each case separately:
(a) It follows by triangle and Poincare´ inequalities that
‖∇ϕ j‖Lq(B(x0,r),RN×n) ≤
(
1+
c
1− ς
)
‖∇u j−∇a j‖Lq(B+(x0,r),RN×n)
for some constant c> 0 depending on n,N and q. We can then change coordinates and use
Lemma 5.5, together with the inclusion B(x j+ r jx0,rr j)⊆ B(x j,r j) and Cauchy-Schwarz
inequality to obtain that
‖∇u j−∇a j‖
q
Lq(B+(x0,r),RN×n)
≤
2q
λ
q
j r
n
j
∫
B+(x j,r j)
|∇u|q dx.
Since ∇u ∈ Lq, the previous inequalities imply that there is some J = J(ς ,r) such that, for
j ≥ J,
‖∇ϕ j‖Lq(B(x0,r),RN×n) ≤
c
λ jr
n
q
j (1− ς)

 ∫
B(x j,r j)
|∇u|q


1
q
<
δ
λ jr
n
q
j
,
as we wished to obtain.
(b) Regarding the case of BMO-local minimizers, extend first the function u j−a j by assigning
the value of 0 in B−B+. We keep the notation u j−a j to denote such extension. Then, the
definition of ϕ j enables us to apply Lemma 5.10(i) and conclude that, for any B(x,s) ⊆
B(x0,r),
−
∫
B(x,s)
|∇ϕ j− (∇ϕ j)x,s|dy
≤c −
∫
B(x,s)
|∇u j− (∇u j)x,s|dy+ c

 −∫
B(x0,r)
|∇u j− (∇u j)x0,r|
n+1 dy


1
n+1
(5.27)
for some constant c= c(n,ς)> 0. We now observe that, since |x| ≤ 1−s because B(x,s)⊆
B(0,1), then B(x j + r jx,sr j) ⊆ B(x j,r j). With this, we infer after a change of variables
that, if u still denotes the extension of u from B+ to B that takes the value of 0 off B+, then
−
∫
B(x,s)
|∇u j− (∇u j)x,s|dy≤
1
λ j
−
∫
B(x j,r j)
|∇u− (∇u)x j ,r j |dy.(5.28)
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Similarly, B(x j+ r jx0,rr j)⊆ B(x j,r j) and, hence,
 −∫
B(x0,r)
|∇u j− (∇u j)x0,r|
n+1 dy


1
n+1
≤
2
n
n+1 ‖∇u‖
n
n+1
L∞
λ j

 −∫
B(x j ,r j)
|∇u− (∇u)x j ,r j |dy


1
n+1
.(5.29)
Since ∇u ∈ VMO0(B
+,RN) and g ∈C1,α , inequalities (5.27)-(5.29) imply that
(5.30) [∇ϕ j]BMO ≤
δ
λ j
for every j ≥ J(n,ς ,‖∇u‖L∞) and, hence, estimate (5.26) remains valid for such large
values of j.
We further estimate IV by simplifying the term r
α(1−δ )
j
∫
B+
|∇ψ j|dx, for which we use the defini-
tion of ψ j, Poincare´ inequality and (5.15). We conclude that
IV≤c

rα(1−δ )j
1− ς
+
∫
B+(x0,r)
(
|∇ψ j|+ |∇a j|+λ
p−2
j (|∇ψ j|
p−1+ |∇a j|
p−1)
)
|∇ψ j|dx

 .
Finally, we use part (iv) of Lemma 5.9 to estimate
II≤c
∫
B+(x0,r)
(
|∇u j|+ |∇ψ j|+λ
p−2
j
(
|∇u j|
p−1+ |∇ψ j|
p−1
))
|∇ψ j|dx.
Bringing together the previous estimates and using Lemma 5.5, that abp−1 ≤ ap+bp as well as
triangle inequality, we obtain∫
B+(x0,ςr)
(
|∇u j− (∇nu j)x0,ςr⊗ en|
2+λ p−2j (|∇u j− (∇nu j)x0,ςr⊗ en|
p
)
dx
≤c
∫
B(x0,r)\B(x0,ςr)
(
|∇u j− (∇nu j)x0,r⊗ en|
2+λ p−2j |∇u j− (∇nu j)x0,r⊗ en|
p
)
dx
+ c
∫
B(x0,r)
(
1
(1− ς)2r2
|u j−a j|
2+
λ p−2j
(1− ς)prp
|u j−a j|
p
)
dx
+ crn(1− ς n)
(
|(∇nu j)x0,r⊗ en|
2+λ p−2j |(∇nu j)x0,r⊗ en|
p
)
+ c
r
α(1−δ )
j
1− ς
.
Then, the Caccioppoli inequality of the first kind (5.24) follows after applying Widman’s hole-
filling trick and with θ := c/(1+ c).
Step 2.2. Caccioppoli inequality for interior points. The derivation of a similar Caccioppoli
inequality for interior points follows exactly the same strategy as before, with the main difference
being that, if B(x0,r)⊆ B
+, we can define
(5.31) ϕ j := ρ(u j−b j); ψ j := (1−ρ)(u j−b j)
with b j an arbitrary affine function. Hence, we fix B(x0,r) ⊆ B
+ and let b j(y) := (u j)x0,r +
(∇u j)x0,r · (y− x0). By repeating all the steps performed to obtain (5.24), but using part (ii) (in-
stead of (i)) of Lemma 5.10 for the case of BMO-local minimizers, we also establish that, for some
50 BOUNDARY REGULARITY AND SUFFICIENT CONDITIONS FOR STRONG LOCAL MINIMIZERS
θ ∈ (0,1) independent of j,ς and B(x0,r),∫
B(x0,ςr)
(
|∇u j− (∇u j)x0,ςr|
2+λ p−2j (|∇u j− (∇u j)x0,ςr|
p
)
dx
≤θ
∫
B(x0,r)
(
|∇u j− (∇u j)x0,r|
2+λ p−2j |∇u j− (∇u j)x0,r|
p
)
dx
+θ
∫
B(x0,r)
(
1
(1− ς)2r2
|u j−b j|
2+
λ p−2j
(1− ς)prp
|u j−b j|
p
)
dx
+θrn(1− ς n)
(
|(∇u j)x0,r|
2+λ p−2j |(∇u j)x0,r|
p
)
+θ
r
α(1−δ )
j
1− ς
.(5.32)
Step 3. Strong convergence.
This stage of the proof consists in establishing the strong convergence (up to a subsequence)
of ∇u j to ∇u in B
+(0,σ). The idea is to consider the extensions of u j and u to the unit ball
B by assigning the value of 0 in B− B+. Such extensions belong to W1,2(B,RN). We shall
then see |∇u j|
2L n as a convergent sequence of measures on B and prove that the limit measure
coincides with |∇u|2L n. This strategy was developed by Kristensen and Taheri [41] to overcome
the fact that one cannot obtain a Caccioppoli inequality of the second kind, as in the case of global
minimizers, for local minimizers. We reproduce Kristensen-Taheri’s proof here while highlighting
the appropriate fine modifications in the argument to treat the boundary points.
The goal is then to show that for every σ < 1,∫
B+(0,σ)
(
|∇(u j−u)|
2+λ p−2j |∇(u j−u)|
p
)
dx→ 0 as j→ ∞.
From now on, u j and u denote the corresponding extensions in W
1,2(B,RN) of these functions.
Since (u j) is bounded in W
1,2, there is a further subsequence, that for convenience we do not
relabel, and a positive finite Borel measure µ , such that(
|∇u j|
2+λ p−2j |∇u j|
p
)
L
n ∗⇀ µ
inC0(B)∗. We note that u j ⇀ u in W
1,2(B,RN) and, for a set A⊆ B, let
ν(A) :=
(
µ −|∇u|2L n
)
(A).
It is then clear that ν is a positive, finite Borel measure on B. The main objective is now to show
that
(5.33) liminf
r→0+
ν(B[x0,r])
rn
= 0
for every x0 ∈ B.
It is to prove this statement that we will make use of the Caccioppoli inequalities obtained. We
first focus on establishing this limit for the case x0 ∈ Γ, given that if x0 ∈ B
+, the proof follows
the same argument after some simple modifications. The case x0 ∈ B
− is trivial because then
ν(B[x0,r]) = 0 for r small enough.
We define the map
a(y) :=
{
yn(∇nu)B+(x0,r) if y ∈ B
+∪Γ
0 if y ∈ B−B+.
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By weak convergence, it is clear that a j → a in L
2. Furthermore, since λ j → 0 as j→ ∞, Rellich-
Kondrachov Embedding theorem implies that
∫
B(x0,r)
(
|u j−a j|
2
(1− ς)2r2
+λ p−2j
|u j−a j|
p
(1− ς)prp
)
dx→
1
(1− ς)2r2
∫
B(x0,r)
|u−a|2 dx.
On the other hand, observe that for every ε > 0 there is a constant cε > 0 such that
(5.34) (1− ε)|∇u j|
p− cε |∇a j|
p ≤ |∇u j−∇a j|
p ≤ (1+ ε)|∇u j|
p+ cε |∇a j|
p.
In addition, by elementary properties of the convergence of Radon measures (see, for example,
[23, Section 1.9]), for any Borel set A⊆ B we have that
µ(intA)≤liminf
j→∞
∫
A
(
|∇u j|
2+λ p−2j |∇u j|
p
)
dx
≤limsup
j→∞
∫
A
(
|∇u j|
2+λ p−2j |∇u j|
p
)
dx
≤µ(A).
It then follows from (5.24) and the auxiliary inequality (5.34) that
(1− ε)µ(B(x0,ςr))+
∫
B(x0,ςr)
(
|∇a|2−2〈∇a,∇u〉
)
dx
≤(1− ε)liminf
j→∞
∫
B(x0,ςr)
(
|∇u j|
2+λ p−2j |∇u j|
p
)
dx+ lim
j→∞
∫
B(x0,ςr)
(
|∇a j|
2−2〈∇a j,∇u j〉
)
dx
≤liminf
j→∞
∫
B(x0,ςr)
(
|∇u j−∇a j|
2+λ p−2j |∇u j−∇a j|
p
)
dx
≤limsup
j→∞
∫
B(x0,ςr)
(
|∇u j−∇a j|
2+λ p−2j |∇u j−∇a j|
p
)
dx
≤θ

(1+ ε)µ(B[x0,r])+ ∫
B(x0,r)
(
|∇a|2−2〈∇a,∇u〉
)
dx


+
θ
(1− ς)2r2
∫
B(x0,r)
|u−a|2 dx+θ |(∇nu)B+(x0,r)|
2rn(1− ς n).
Since this holds for any ε > 0, it readily implies that
µ(B(x0,ςr))−
∫
B(x0,ςr)
|∇u|2 dx
≤θ

µ(B[x0,r])− ∫
B(x0,r)
|∇u|2 dx

+ θ
(1− ς)2r2
∫
B(x0,r)
|u−a|2 dx
+θ |(∇nu)B+(x0,r)|
2rn(1− ς n)+
∫
B(x0,r)
|∇u−∇a|2 dx.(5.35)
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In addition, for all but a countable number of r ∈ (0,1−|x0|) we have that ν(∂B(x0,ςr)) = 0.
Then, from (5.35) we deduce that, for such r ∈ (0,1−|x0|),
(5.36) ν(B[x0,ςr])≤ θν(B[x0,r])+
(
ε1(r)
(1− ς)2
+ ε2(r)(1− ς
n)+ ε3(r)
)
rn
for every ς ∈ (0,1), where
ε1(r) :=
θ
rn+2
∫
B+(x0,r)
|u−a|2 dx, ε2(r) := θ |(∇nu)B+(x0,r)|
2
and
ε3(r) :=
1
rn
∫
B+(x0,r)
|∇u−∇a|2 dx.
Since u is of class C1 in B+∪Γ, ε2(r)→ θ |∇nu(x0)⊗ en|
2 as r→ 0+. Furthermore, Corollary 5.7
implies that ε3(r)→ 0. Using this, the Poincare´-type estimate from Proposition 5.4 and Cauchy-
Schwarz inequality, we also obtain that ε1(r)→ 0.
In order to prove (5.33), observe first that, if limsupr→0+
ν(B[x0,r])
rn
= 0, the claim trivially fo-
llows. We therefore assume that
(5.37) limsup
r→0+
ν(B[x0,r])
rn
> 0.
This implies, in particular, that ν(B[x0,r]) > 0 for all r > 0 and, therefore, we can rewrite (5.36)
for all but a countable number of r ∈ (0,1−|x0|), so that
ν(B[x0,ςr])
ν(B[x0,r])
≤ θ +
(
ε1(r)
(1− ς)2
+ ε2(r)(1− ς
n)+ ε3(r)
)
rn
ν(B[x0,r])
.
We can now take the limit superior as r→ 0+ and deduce that, for ς ∈ (0,1),
limsup
r→0+
ν(B[x0,ςr])
ν(B[x0,r])
≤θ + limsup
r→0+
((
ε1(r)
(1− ς)2
+ ε2(r)(1− ς
n)+ ε3(r)
)
rn
ν(B[x0,r])
)
≤θ +θ |∇nu(x0)|
2(1− ς n)limsup
r→0+
rn
ν(B[x0,r])
.(5.38)
We will now show that, if (5.37) holds, then
(5.39) limsup
r→0+
ν(B[x0,ςr])
ν(B[x0,r])
≥ ς n.
We proceed by a contradiction argument and observe that, if limsup
r→0+
ν(B[x0,ςr])
ν(B[x0,r])
< ς n, then we can
take γ < 1 and rγ > 0 such that
ν(B[x0,ςr])< γς
nν(B[x0,r])
for every r ≤ rγ . We can then iterate this and obtain that, for every k ∈N
+,
ν(B[x0,ς
kr])< (γς n)kν(B[x0,r]).
We now fix a sequence (r j) such that r j → 0
+ and
lim
j→∞
ν(B[x0,r j])
rnj
= limsup
r→0+
ν(B[x0,r])
rn
.
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Since ς ∈ (0,1), we have that (0,rγ ] =
⋃∞
k=0[ς
k+1rγ ,ς
krγ ]. Hence, as j→ ∞ we have that
k j := sup
{
k : r j ∈ [ς
k+1rγ ,ς
krγ ]
}
→ ∞.
On the other hand, since r j ≤ ς
k jrγ and ς
k j+1rγ ≤ r j,
ν(B[x0,r j])
rnj
≤
ν(B[x0,ς
k jrγ ])
(ς k j+1rγ)n
<
1
ς n
γk j
ν(B[x0,rγ ])
rnγ
→ 0
as j→ ∞, which contradicts (5.37).
Thus, from (5.38) and (5.39) we conclude that
ς n ≤ θ +θ |∇nu(x0)|
2(1− ς n)limsup
r→0+
rn
ν(B[x0,r])
for every ς ∈ (0,1). We now take the limit as ς → 1− and deduce that, since 0 < θ < 1, it must
hold that
limsup
r→0+
rn
ν(B[x0,r])
= ∞.
This means that (5.33) is valid for every x0 ∈ Γ.
The proof for the interior case, x0 ∈ B
+, can be performed in the exact same way, with the main
difference being that we consider whole instead of only half balls in the derivation of (5.35), and
taking only r > 0 small enough that B(x0,r) ⊆ B
+. Additionally, we consider the affine function
b(y) := (u)x0 ,r +(∇u)x0,r · (x− x0) instead of a(y) and we use the Caccioppoli inequality (5.32)
instead of (5.24).
Furthermore, in order to prove that
ε˜3(r) :=
1
rn
∫
B(x0,r)
|∇u−∇b|2 dx→ 0
as r→ 0+, we only need to use that u is of class C1, and not Corollary 5.7. That
ε˜1(r) :=
θ
rn+2
∫
B(x0,r)
|u−b|2 dx→ 0
follows then by the standard Poincare´ inequality. The rest of the argument can be carried out in a
completely analogous way than for boundary points.
Having shown (5.33) for every x0 ∈ B, we now fix σ ∈ (0,1) and use Vitali’s covering theorem
(see [23, p.35]), as well as (5.33), to obtain for a given ε > 0 a countable family of disjoint open
balls {Bi}i∈I , such that Bi ⊆ B,
ν
(
B[0,σ ]\
⋃
i∈I
Bi
)
= 0
and
ν(Bi)< εL
n(Bi)
for every i ∈ I. Then, ν(B[0,σ ]) ≤ εL n(B) and, therefore, ν
¬
B = 0. In other words, µ
¬
B =
|∇u|2L n
¬
B, which means that∫
B+(0,σ)
(
|∇u j|
2+λ p−2j |∇u j|
p
)
dx→
∫
B+(0,σ)
|∇u|2 dx
for each σ ∈ (0,1). This implies, in turn, that ∇u j → ∇u strongly in L
2(B+(0,σ),RN×n) and,
when p> 2, λ p−2j
∫
B+(0,σ)
|∇u j|
p → 0.
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We can now take limit inferior in (5.16) and apply Corollary 5.7 to obtain that
c∗ −
∫
B+(0,τ)
|∇u− (∇u)0,τ |
2 dx+ τ2δα ≥ −
∫
B+(0,τ)
|∇u− (∇nu)0,τ ⊗ en|
2 dx+ τ2δα ≥Cτ2δα ,
which is a contradiction to (5.23) if we take C > γ0 c∗+1 and r = τ .
This proves that, given m > 0, there exists a C = C(m) > 0 with the property that, for every
δ ∈ (0,1) and for each τ ∈ (0, 1
2
), there is an ε = ε(m,τ ,δ )> 0 such that, if x ∈ Γ, B+(x0,r)⊆ B
+
and E(x,r)< ε , then
E(x,τr)<Cτ2δαE(x,r).

Proof of Proposition 5.12. The proof for the decay in the interior case in the context of W1,q-local
minimizers can be found in [41] for homogeneous integrands. For the non-homogeneous case and,
in particular for BMO-local minimizers, the main modification is the one required to obtain the
Caccioppoli inequality for interior points, as in Step 2.2. Hence, we do not elaborate any further
on this point. We refer the interested reader to [16, Chapter 3] for further details regarding the
homogeneous setting. 
The proof of the main theorem of this section is now straightforward.
Proof of Theorem 5.1. For x0 ∈Ω0, a standard iteration of Proposition 5.12 enables us to conclude
that, for δ ∈ (0,1),
(5.40) E(x,r)≤ Lr2δα
in a neighbourhood of x0 for some constant L := L(δ ,α ,m), where m and R > 0 are such that
|(∇u)x0,R|< m and 0< r ≤ R.
E(x0,r)≤ Lr
2δα .
On the other hand, if x0 ∈ Σ0, the regularity assumption made on Ω enables us to find a neigh-
bourhood B(x0,R0) and a diffeomorphism Φ : B+ → Ω(x0,R0) of class C
1,α such that Φ(Γ) =
B(x0,R0)∩∂Ω. Then, by considering F˜ : B
+ → R given by
F˜(x,z) := F(Φ(x),z(∇Φ(x))−1)|det∇Φ(x)|,
we have that u˜ := u◦Φ is a corresponding local minimizer of the functional
v 7→
∫
B+
F˜(·,∇v)dx.
Observe that F˜ satisfies all assumptions (H0)-(H2) and (HC). Hence, we can assume without loss
of generality that Ω = B+ and that x0 ∈ Γ.
Furthermore, we can use Corollary 5.7 to conclude that also
(5.41) liminf
r→0
E(x0,r)→ 0,
with E(x0,r) given as in (5.13). Whereby, we can now iterate Proposition 5.11 to obtain some
R> 0 so that
E(x0,r) ≤ Lr
2δα
for 0 < r < R. Observe that this decay estimate is only available for points in Γ and appears
exclusively in terms of half balls. Hence, in order to obtain (5.40) in a neighbourhood of x0 ∈ Γ,
we need to combine the estimates obtained for interior and half balls. We refer the interested
reader to [33, Theorem 2.3 & Section 3.6] and [9, Section 5] for details on this procedure.
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By Campanato-Meyers characterization of Ho¨lder continuity, and considering that Φ and g are
assumed to be of class C1,α , this implies that u ∈C
1,β
loc (Ω,R
N×n) for every β ∈ [0,α). 
6. A SUFFICIENCY THEOREM ON THE STRONG LOCAL MINIMALITY OF LIPSCHITZ
EXTREMALS WITH VMO DERIVATIVE
As it has been mentioned in the introduction, an outstanding question in connection with
the problem of sufficient conditions for strong local minimizers concerns the a priori regula-
rity assumptions that the extremal is required to satisfy in order to obtain the vectorial version of
Weierstrass’ sufficient conditions. The proof of the sufficiency theorem obtained by Grabovsky
and Mengesha [31] in its original version, as well as the alternative strategy that we suggest here,
make use of the C1 regularity up to the boundary that the extremal satisfies in order to reach the
conclusion.
However, given that strong local minimizers can only be shown to be partially regular [41],
having to assume full regularity is not an ideal situation. On the other hand, the example construc-
ted by Kristensen and Taheri in [41, Section 7] implies that Lipschitz regularity is not enough to
ensure the strong local minimality of an extremal at which the second variation is strictly positive.
The result that we present in this section aims at improving the regularity assumptions imposed
on the extremal to obtain strong local minimality under Dirichlet boundary conditions. Conside-
ring that Lipschitz regularity has been shown be insufficient, we prove the following result for
Lipschitz extremals whose derivative satisfies, in addition, being of vanishing mean oscillation.
This is a natural assumption in view of the available characterizations of regular points for strong
local minimizers. However, we remark that this result appears as a straightforward consequence of
Theorem 5.1 and, hence, it does not remove yet the intrinsic nature of the full regularity assump-
tion made on Theorem 3.1.
Theorem 6.1. Let Ω be a bounded domain of class C1,α and g ∈C1,α (Ω,RN) for a given α ∈
(0,1). Assume that F : Ω×RN×n → R satisfies (HC) and (H0)-(H2) for some p ∈ [2,∞). Let
u∈W1,∞g (Ω,RN×n) be an extremal at which the second variation is strictly positive, i.e., satisfying
(4.1) and (4.2), and such that ∇u ∈ VMO∇g(Ω,R
N×n). Then, u is an Lp-local minimizer.
Proof. Theorems 4.4 and 5.1 readily imply that u∈C1,β (Ω,RN) for every β ∈ [0,α). By Theorem
3.1 and Remark 3.3, it follows immediately that u is an Lp-local minimizer. 
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