Abstract. A previously obtained balancing method for nonlinear systems is investigated on similarity in variance by generalization of the observations on the similarity invariance of the linear balanced realization theory. For linear systems it is well known that the Hankel singular values are similarity invariants. It is shown that under some additional conditions a similar statement on the similarity in variance holds for nonlinear systems. To be able to do so the concepts of local zero-state observability and local strong accessibility are considered. The local strong accessibility is an additional condition, which is needed to consider a nonlinear generalization of the Kalman decomposition. In the local coordinates that correspond to this decomposition the controllability and observability functions are investigated.
INTRODUCTION
Balancing for stable linear systems has been introduced by (Moore, 1981) , and turned out to be a useful tool to analyze a linear system, and to apply it to model reduction. In the balancing method for stable linear systems the Hankel singular values play an important role, and have the nice property that they are similarity invariants, i.e., independent of the chosen state space realization, and thus only dependent of the inputoutput behavior of the system. Since its introduction, the balancing theory for linear systems has been explored further into several directions, e.g. (Jonckheere and Silverman, 1983) , (Ober and McFarlane, 1989) , (Meyer, 1990) , (Mustafa and Glover, 1991) . All of the obtained balancing methods have the same property with respect to similarity invariance.
Balancing for stable nonlinear systems has been introduced recently, see (Scherpen, 1993a) , (Scherpen, 1993b) , (Scherpen, 1994) , and deals with the past input and the future output energy functions of the system. The singular value functions of the nonlinear system are obtained from these energy functions, and they equal the squared Hankel singular values in case of a linear system.
In this paper we investigate to what extend the observations on the similarity in variance for the linear balancing theory can be generalized to the nonlinear balancing theory. To bring a stable nonlinear system in balanced form, we need the system to fulfill conditions on zero-observability and anti-stabilizability. In the linear case the condition on anti-stabilizability is equivalent to controllability, which is not true in the nonlinear case. To deal with this difference we additionally make assumptions on accessibility of the nonlinear system. Then we use the nonlinear generalization of the Kalman decomposition to investigate similarity invariance of the nonlinear balancing theory.
In Section 2 we give a review on balancing for stable nonlinear systems. Section 3 contains the analysis of the similarity invariance of this method. Finally, in Section 4 we give the conclusions.
Throughout this paper we will use a fairly standard notation. We denote by xT x or II x 112 the squared norm of a vector x ∈ Rn. We say that u : (-00,0) → Rm is in L2( -00,0) if ∫0-∞ II u(t) ||2 dt < 00. By ∂L/∂x(x) we denote the row-vector of partial derivatives of a differentiable function L : Rn → R. Furthermore we denote by X(t2) = φ(t2, tl ,XI, u) the solution on time t2 of the sys-
REVIEW ON BALANCING FOR STABLE NONLINEAR SYSTEMS
Balancing for stable nonlinear systems is dealt with in (Scherpen, 1993a) . As in the linear case, this is a method based on the input energy that is necessary to reach a state and the output energy that is generated by this state. We will give a brief review on this subject.
Consider a smooth, i.e., Coo, nonlinear system of the form
where u = 
The value of the controllability function at x0 is the minimum amount of control energy required to reach the state x0 and the value of the observability function at x0 is the amount of output energy generated by x0. We throughout assume Lc and Lo are finite. Also, for the rest of this paper we assume Lc and Lo are smooth functions of x.
Theorem 1 (Scherpen, 1993a) 
Remark 1 (Scherpen, 1993a) 
For the following definitions see e.g. (Hill and Moylan, 1976) , (van der Schaft, 1992) , (Nijmeijer and van der Schaft, 1990) .
Definition 2 The system (1) is reachable from x0 if for any x ∈ M there exists a¯t ≥ 0 and input u such that
The system is locally strongly accessible from x0 if for any neighborhood V of x0 the set RV (x0, T) (the reachable set from x0 at time T > 0, following the trajectories which remain in the neighborhood V of x0 for t ≤ T) contains a non-empty open set for any T > 0 sufficiently smail. The system (1) is zero-state observable if any trajectory where
The system (1) is locally zero-state observable at 0, if
For local zero-state observability we can give a condition in terms of Lie derivatives. This is closely related to the condition for local observability in terms of the observability codistribution, e.g. (Nijmeijer and van der Schaft, 1990) . Furthermore, we give a condition in terms of Lie brackets for local strong accessibility, which is well known, e.g. (Nijmeijer and van der Schaft, 1990) . The strong accessibility distribution Co is the distribution generated by Co, i.e., Co(x) = span {X(x) |X vector field in Co}. Consider the nonlinear system (1). The zero-observation space 00 of (1) is the linear space of functions on M containing hI, ... , hp and all repeated
The zero-observability codistribution dOo is given by
Theorem 3 Consider the system (1). If dim C(x0) = n, then de system is locally strongly accessible from 0.
If dim d 00 (0) = n, then the system is locally zero-state observable at 0.
Proof:The proof is well-known/follows well-known arguments as may be found in (Nijmeijer and van der Schaft, 1990 ).
∎
The following theorem is closely related to some results in (Hill and Moylan, 1976) and (van der Schaft, 1992) . For the proof, see (Scherpen, 1993a 
is of the following form:
Furthermore we can write La (x) in the new coordinates x = φ-1(x) in the following form:
with M(¯x) a n x n symmetric matrix with entries which are smooth functions of¯x.
0
Comparing with the linear situation we see that we are close to an input-normal form if we can bringM(¯x) into a diagonal form, while we keep the form of the controllability function as above. To be able to do so, we need the following lemma.
Lemma 2 (Kato, 1982) , (Scherpen, 1993a) The form of the controllability and observability function in (8) and (9) is not yet entirely balanced. For that we need another additional coordinate transformation. We take as smooth transformation¯zi= ηi(Zi) 
SIMILARITY INVARIANTS
For linear systems it is well known that the Hankel singular values are similarity invariants, i.e., the Hankel singular values are independent of the chosen state space realization and only depend on the input-output behavior of the system. In fact, they are the singular values of the Hankel operator of the system, e.g. (Glover, 1984) . Ifwe consider a linear state space system that is not minimal, and we study its controllability Gramian Wand observability Gramian M, then the non-zero eigenvalues of MW equal the squared Hankel singular values of its input-output map, and the number of zero eigenvalues of MW equals the difference of the state space dimension of the non-minimal system and the state space dimension of a minimal representation
Furthennore, for linear systems a balanced representation is almost unique in the following sense. Assume that there are k distinct Hankel singular values, and that the singular value σi has multiplicity ji, i = I, ... ,n.
The balanced realization is unique up to linear transformations of the form (12) where the blocks hi = I, ... ,k, are ji x ji orthogonal matrices, i.e., TiTTi = I, e.g. (Glover, 1984) .
In this section we want to extend these observations to the nonlinear case. We consider the nonlinear system (I) and we assume that it is locally asymptotically stable. However, we do not assume local zerostate observability, and hence the observability function is not necessarily positive definite. Furthermore, (15) Proof The codistribution dOD is invariant for the
Since ker dOD C ker dh, (I) takes the form (13), (14) and (15) (see Proposition 3.42 in (Nijmeijer and vall der Schaft, 1990) ).
∎
Now we also consider the part of the state space system where (16) is asymptotically stable. In the linear case this part is equal to the controllable part of the system, since then the asymptotic stability of (16) is equivalent with controllability of the system. (Recall that f is assumed to be asymptotically stable.) For nonlinear systems this is not always the case, but in order to be able to construct a decomposition as in the nonlinear generalization of the Kalman decomposition (e.g., Theorem 3.51 in (Nijmeijer and van der Schaft, 1990 )), we make an additional assumption. That is, we assume that similarly to the linear case the part of the system where (16) is asymptotically stable equals the strongly accessible part of the system (Definition 2).
Theorem 7 Assume that the distributions Co, kerdOo and Co + kerd00 all have constant dimension and that Co + ker d00 is involutive. Then we can find local coordinates X = (xI,x2,x3,x4) such that Co = span {∂/∂x1 ' ∂/∂x2 } and ker d 00 = span {∂/∂x2 ' ∂/∂x4}. The system takes the form
Proof:We may apply an extension of Frobenius' Theorem. Then as in Theorem 6 the form follows.
Let ni be the dimension of .xl, i = 1,2,3,4, and let Y be a neighborhood of 0 such that the decomposition as above can be done for X ∈ Y. Then clearly (17), (19) and (21) form the zero-state observable partyofthe system, while (17) and (18) is the strongl y accessible part of the system. To assure that for (17), (19) and (21) the observability function exists, we assume that in these local coordinates the following equation Furthermore, note that is asymptotically stable and by the fonn of (19), and
is asymptotically stable on Y. To assure that for (17) and (18) the controllability function exists, we assume that in these local coordinates the following equation (23) with^Lc ( 0, and by the form of (17) and (19) we obtain that for u ≡ 0, and for all (0,x2,0,x4) ∈ Y. Again, by the form of (17), (19), (21) we have for u ≡ 0, where Lo is the observability function of (17), (19), (21) . We assumed that (22) has a smooth solution and thus, La = Lo exists and is smooth and by Theorem 4 Lo (x l ,x2,x3 ,.0) (xl, 0,0,0) and Lc(x l ,0,0,0) may be transformed to the form of Theorem 5, if the condition of Lemma 2 is fulfilled.
In fact there exists a local xl coordinate transformation (O,o,x3,x4) is infinite. This is still in accordance with the linear theory, since here we are dealing with the 'inverse of the controllability Gramian'. Hence the part of the system that is not strongly accessible yields an 'inverse of the controllability Gramian' that is infinite, and thus a 'controllability Gramian' that is zero.
In order to study the uniqueness of balanced representations of nonlinear systems, let us consider two balanced representations of one nonlinear system, satisfying all conditions of Section 2. Clearly, both representations are linked via a coordinate transformation. Let k be the number of distinct singular value functions, and let ji be the number of times the ith singular value function appears. Then it follows directly that both systems have the same balanced form, except for a coordinate transformation of a similar form as in the linear case (transformationsof the form (12)). The singular value functions belonging to these forms are related by the same coordinate transformation. In the nonlinear case the transformations are of the form (25) where the blocks Ti(¯x), i = I, ... ,k, are ji x ji orthogonal matrices, i.e., Ti(¯x)T Ti(¯x) = I, with entries that are smooth functions of¯x. This easily follows from the form of the controllability function (8) and observability function (9) in Theorem 5.
CONCLUSIONS
We investigated the similarity invariance of the nonlinear balancing method. The analysis in this paper leads to the conclusion that under some assumptions the singular value functions are, as in the linear case, 'similarity invariants', Le., independent of the state space representation (minimal or not). From this conclusion it follows that it is natural to consider the zero-state observable and strongly accessible part, i.e., the 'minimal' part of the system for analyzing the controllability and observability functions. Furthermore, the singular value functions of the zero-state observable and strongly accessible part are invariant except for a coordinate transformation of the form (25). Thus, the singular value functions as functions of the state may change by such a (quite restricted) coordinate transformation, but it leaves the the singular value functions as functions of the time t invariant.
