Many real classification tasks are oriented to sequence (neighbor) labeling, that is, assigning a label to every sample of a signal while taking into account the sequentiality (or neighborhood) of the samples. This is normally approached by first filtering the data and then performing classification. In consequence, both processes are optimized separately, with no guarantee of global optimality. In this work we utilize Bayesian modeling and inference to jointly learn a classifier and estimate an optimal filterbank. Variational Bayesian inference is used to approximate the posterior distributions of all unknowns, resulting in an iterative procedure to estimate the classifier parameters and the filterbank coefficients. In the experimental section we show, using synthetic and real data, that the proposed method compares favorably with other classification/filtering approaches, without the need of parameter tuning.
INTRODUCTION
Many real classification tasks assign a label to every sample of a signal (or pixel of an image) while taking into account the sequentiality (or vicinity) of the samples. This task is normally approached by first filtering the data and then performing classification. For instance, a super resolution method can be applied to a multispectral image [1] followed by a classification method on the improved multispectral image [2] ; or an improved passive millimeter-wave image can be obtained [3] followed by an object detection procedure [4] .
Using filtering as a pre-processing step before learning a classifier does not guarantee optimal joint performance. To solve this problem, we propose a Bayesian framework to learn a classifier, at the same time estimate an optimal filterbank to improve the classifier performance.
Let us assume that we have access to a multichannel sequential signal or multichannel sequential features extracted from the signal. We use the term "multichannel features" to refer to both concepts for simplicity. Let Z = [z 1, . . . , zN ] be the matrix including these original input features, where each feature zi is of length B. Instead of performing classification directly on the features Z, we would like to compute new features X = [x1, . . . , xN ] so as to optimize the classification performance. Z and X can be related in two different ways. The first method, based on the analysis representation, obtains X as a linear transformation of Z, leading to X = AZ where A defines a linear filterbank whose coefficients must be estimated. The This work has been supported in part by the Comisión Nacional de Ciencia y Tecnología under contract TIN2010-15137, CEI BioTic at the University of Granada, and the Department of Energy grant DE-NA0000457.
analysis representation appears in many signal reconstruction problems. For instance, it can be used to improve the classification of EEG data in brain-computer interfaces [5] , or to discover causality interaction in functional MRI [6] .
In the second method, based on the synthesis representation, Z is represented using a dictionary D that has to be learnt from a set of samples, that is, Z = DX. The new features X are to be used to classify the samples. The synthesis representation model is related, for instance, to the use of discriminative Gaussian Process Latent Variable Models (GPLVM) [7] , where a linear discriminant prior on the latent variables is introduced and bears some connections with learning discriminative dictionaries (see, for instance, [8, 9] ). In this work we use the analysis representation.
The idea of jointly optimizing a filter and a classifier dates back to the 1990s within the field of artificial neural networks. It was, for instance, used in convolutional networks [10] or to define a neural model for temporal processing [11, 12] . Recently, the same principle is used in [13] where filters are learnt jointly with a support vector machine (SVM) to perform classification.
In this work the filtering/classification tasks are formulated as a single Bayesian inference problem. Variational inference is used to learn the classifier and the optimal filterbank coefficients as well as the model parameters. The rest of this paper is organized as follows. In Section 2 Bayesian modeling is presented to use analysis representation on images. Variational Inference is performed in Section 3. The classification rule is introduced in Section 4. In Section 5 results for both synthetic and real experiments are presented and finally Section 6 concludes the paper. 
HIERARCHICAL BAYESIAN MODELING
where each zi,j is a column vector of size k 2 containing the neighborhood of the j-th sample in the i-th band. To reduce the number of coefficients in A to be estimated, we only perform intraband filtering. Interband filtering is not performed because the classifier utilizes multiband information. 
In the second stage, to model f , we define on fi a Gaussian Process, which depends on X, and so we write
where C = γK X + σI, and
is the kernel used. In this work linear and Gaussian kernels are considered (see [14] for details).
To model X, instead of enforcing Eq.
(1), we consider a weaker constraint by defining the following pseudo-observation model
where · F is the Frobenius norm. When β → ∞ we obtain the constraint X = AZ. In Sect. 3 we explain how to configure the penalty β.
With no much prior information on the filterbank coefficients, we follow the approach in [13] and use the following prior on A,
where α = (α1, . . . , αB) T are the precision coefficients, which are modeled using Gamma distributions, that is,
The parameters ai and bi are treated as deterministic whose values are set to small values (e.g., 10 −5 ) to obtain broad hyperpriors. Finally, the joint distributions factorizes as
where Θ = {f , X, A, α, μ, γ, σ}, and Z is fixed.
BAYESIAN INFERENCE AND VARIATIONAL APPROXIMATION
In our Bayesian framework, unknown variables are estimated from the posterior distribution p(Θ|y) = p(y, Θ)/p(y). However this distribution is not tractable because p(y) can not be calculated. To alleviate this problem, variational methods are used to approximate it by a tractable distribution of the form
The variational criterion used to find q(Θ) is the minimization of the Kullback-Leibler (KL) divergence [14] , given by
which is always non negative and equal zero if and only if the distributions q(Θ) and p(Θ|y) coincide. Due to the form of the joint likelihood defined in Eq. (2), the KL divergence cannot be evaluated. To solve this problem we bound the joint likelihood in Eq. (2), using the variational lower bound [14, 15] 
where
. Thus the joint likelihood is bounded as:
where ξ = (ξ1, . . . , ξN ) T , and Λ = Diag(λ(ξ1), . . . , λ(ξN )). The inequality in Eq. (10) leads to the following lower bound for the joint probability distribution:
Finally, the KL divergence in Eq. (8) is majorized by
Although a new set of unknowns ξ has been included, now the KL divergence between q(Θ) and M(y, Θ, ξ) is mathematically tractable, and it can be used to calculate the posterior distribution q(Θ). The optimal posterior distribution approximation is the given by [14] q
where θ ∈ Θ, the set Θ θ represents the set difference Θ \ {θ} and the operator · q(Θ θ ) denotes expected value with respect to the distribution q(Θ θ ). For simplicity we use u to denote u q(u) . In this paper we assume that q(X), q(μ), q(γ) and q(σ) are degenerate distributions. No constraints are imposed on q(f ), q(ai) and q(αi).
Since log M(y, Θ, ξ) q(Θ f ) is a quadratic function on f , its posterior distribution approximation is a Gaussian distribution with parameters
The value where q(μ) is degenerate is obtained by solvinĝ
By differentiating log M(y, Θ, ξ) q(Θμ) with respect to μ and equating to zero we obtain
Following the same procedure for γ in Eq. (3) we obtain
where γ is included in C. Then we use the following fixed point algorithm (see [2] for details) to update γ
where the old value of γ is used in the right hand side to obtain an updated value in the left hand side. The same procedure is used on σ to obtain the updating rule
To estimate ξ we solve the optimization problemŝ ξi = arg min
Differentiating and equating to zero we obtain
Since log M(y, Θ, ξ) q(Θa i ) is a quadratic function on ai, q(ai) is a Gaussian distribution with parameters
where Xi, i = 1 . . . , B, represent the i-th row of X. The posterior density of αi becomes a Gamma distribution with mean
Finally, to estimate X we solvê
For a linear kernel we have
For a Gaussian kernel case with a fixed scale parameter, we obtain a update rule for each component of X. Thus, for the p-th component of xi we obtain
where s is the scale parameter of the Gaussian kernel, . Hence, Equation (24) can then be written as
Note that τ ∈ [0, 1] and when τ = 1, we obtain X = A Z in Eq. (26). For Gaussian kernels we proceed in the same manner but multiplying Eq. (22) and (23). We use the old value of the parameter in the right hand side of the estimations to obtain the new values in the left hand side. For the value for τ , we have experimentally found that using τ n+1 = min(τ n + 0.001, 1) made the iterative process to first concentrate on the estimation of the model parameters and then proceed to estimate the filter coefficients. See the experimental section to determine the initial value of τ . At convergence of the estimation procedure we obtain the classifier and the filterbank coefficients.
CLASSIFICATION OF NEW PIXELS
In order to classify a new sample z we transform it using the equation x = A z where A has been obtained at convergence of the training phase and denote by f x its associated latent variable. Then p(fx|f , X, x, μ, γ, σ) is a Gaussian distribution with mean and variance
where c = γk(x, x) and h = γ (k(x, x1), . . . , k(x, xN ) ) T and γ, σ and μ have been provided by the proposed method at convergence.
We then have
which is a Gaussian distribution with parameters
This leads to the following classification procedure
EXPERIMENTAL RESULTS
In this section synthetic and real experiments are conducted to evaluate the performance of the proposed method, named GPF. In both experiments, we used filters of size 3 × 3, 5 × 5, 7 × 7 and 9 × 9. We ran the proposed method for different values of τ 0 in the interval [0.1, 0.9] with step 0.01 and selected the one giving the best classification results. GPF was compared with the SVMF method [13] which jointly learn a SVM classifier and estimates a filterbank as well as a GP classifier which does not filter the data. To do this, SVM objective function is augmented with a regularization term on the filters. Hence, in addition to the cost parameter of the SVM (C), the regularization coefficient of the filter (λ) has to be selected. We ran SVMF on (C, λ) ∈ {0.01, 0.05, 0.1, 0.5, 1, 5, 10, 25, 50, 100} 2 and selected the values producing the best performance.
To obtain unbiased conclusions from the results, ten independent repetitions of the experiments were carried out. For each of them, a training set of 40 randomly selected samples (20 from each class) and a test set of 2000 samples were used. The Overall Accuracy (OA), the estimated Cohen's kappa statistic (κ-index) and Z-score are used as measures of accuracy and class agreement. We also report the computational cost in seconds of each algorithm, implemented using MATLAB R on a i7 at 2.80 GHz.
Synthetic data experiment
In the synthetic data experiment, we generated a 500 × 500 binary image where black and white pixels alternate in a checkerboard fashion. Observations in the class C 0 (black pixels) are generated by a Gaussian distribution of mean 0.25 and standard deviation 0.4, observations of pixels in the class C1 (white pixels) are generated by a Gaussian distribution of mean 0.75 and standard deviation 0.4. Figure 1a shows a zoom of the observation dataset. Notice that it is hard to decide the class of some pixels by considering only their values. However, in the filtered image, shown in Fig. 1b , it is easier to distinguish the class of each pixel. It is worth noting that the estimated filter, depicted in Fig. 1c , alternates positive coefficients, in the position of pixels belonging to the class of kernel central pixel, with negative coefficient, in the remainder positions. Figure 1d displays the classification map for the image in Fig. 1a , with a 100% OA.
Mean values for OA, κ-index and Z-score and the value of τ providing the best classification results are reported in Table 1 . The proposed GPF method obtained an OA above 96% for all considered filter sizes and, for sizes of 7 × 7 and 9 × 9, the estimated filter is capable to linearly separate both class and a 100% OA is obtained. In all the cases, an improvement of almost 30% is obtained over the base case where the data are not filtered (see the last row of Table 1 ). The computational cost of the algorithm is very limited needing only between 0.26 and 1.69 seconds to perform both training and classification tasks. The figures of merit for the SVMF method are very similar to those of the GPF although the proposed method scored slightly better for the kernel sizes of 3 × 3 and 5 × 5.
Real data experiment
The dataset was extracted from a 7-bands satellite image of city of Naples (Italy) captured by the Landsat TM sensor in 1995 in the Urban Expansion Monitoring project (UrbEx) [16] . A small RGB region of this image is displayed in Fig. 2a . A reference land cover map was also provided by the Italian Institute of Statistics (ISTAT). The goal is the discrimination of urban (C 1) versus non-urban (C0) land-cover classes. The reference land cover map for the image in Fig. 2a is shown in Fig. 2b . Light yellow color represents urban class, dark blue color represents non-urban and red corresponds to pixels whose class is unknown.
In this experiment we used a Gaussian kernel with parameter s = 100. This value was selected as the one giving the best results for SVMF. Table 2 shows the mean values for OA, κ-index and Zscore for GPF and SVMF method. Baseline case results, when no filtering is used, are also reported. GPF obtained over a 95% OA, values above 0.90 of κ-index and Z-score values close to 100 for all filter sizes, while the running time moved from 0.48 to 1.62 seconds as the kernel size increased. Those figures of merit indicates a small but significant improvement over the baseline case. In this real situation, GPF consistently obtained better results than SVFM for all kernel sizes. Also, the proposed GPF method ran much faster than SVMF (more than 50 times faster in some cases).
To better understand the role of filtering in the proposed method, Figures 2c and 2d depict the classification map for the image in Fig. 2a when no filtering was applied and when kernels of size 5 × 5 were estimated, respectively. The classification map when the image is not filtered is quite noisy, specially at the boundary of urban and non-urban areas, while the one for the filtered image exhibit more homogeneous regions and, although some pixels are misclassified, class boundaries are much better delimited. The figures of merit for this particular area are shown under their corresponding map. Although the OA for the filtered case is only a 1.5% better than the one for the unfiltered case, filtering allows for a significantly better class agreement reflected in a higher κ-index and Z-score.
CONCLUSIONS
In this work we have presented a new method to jointly filter and classify a signal or an image. Using Bayesian modeling and variational inference we have developed an iterative procedure to jointly estimate the classifier parameters, the filterbank and the model parameters. In the experimental section we have shown that the estimated filters helps to improve the classifier performance. The proposed method has been compared with other classification/filtering approaches, and experimental results have shown that the proposed method is more accurate and efficient.
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