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Abstract
In the present paper, we consider the demand management decisions of a manufacturer
facing stochastic demand. While in the previous literature, either the order release decisions
are fixed upon arrival or a single-stage production environment is assumed, we make on-
line order acceptance and order release decisions in a multi-stage production system. After
describing the problem formally as a stochastic dynamic program, we develop a bid-price-
based revenue management approach in which the order acceptance and order release de-
cisions are made based on previously computed bid prices and feasibility according to a
linear program describing the multi-stage production system. A numerical study shows the
good performance of the approach compared to an ex-post optimal solution in various supply
and demand settings as well as the benefits relative to existing models, which work under
simplifying assumptions.
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1 Introduction
Revenue management has emerged mainly in the service industry, and most of the literature on
the subject also involves this industry; see Talluri and Van Ryzin (2004) for an overview. Never-
theless, revenue management ideas have also been applied in make-to-stock (MTS) production
systems (Quante et al., 2009; Meyr, 2009), make-to-order (MTO) production systems (e.g., Eas-
ton and Moodie, 1999; Barut and Sridharan, 2005; Kuhn and Defregger, 2005; Spengler et al.,
2007; Watanapa and Techanitisawad, 2005; Spengler et al., 2008; Modarres and Sharifyazdi,
2009; Hintsches et al., 2010; Li et al., 2012; Volling et al., 2012; Chevalier et al., 2015), and
assemble-to-order (ATO) production systems (Harris and Pinder, 1995; Gao et al., 2012; Guh-
lich et al., 2015).
In the present paper, we consider an MTO manufacturer using a multi-stage production sys-
tem. Short-term capacity adjustments are impossible during the considered planning horizon,
and the available capacities are tightly planned. Demand is uncertain, fluctuating, and exceeds
available capacities during peak phases. Therefore, the scarce resources that are available must
be allocated to incoming demand; that is, order acceptance and order release decisions must be
made. These decisions are of crucial importance if orders are heterogeneous, i.e., when they
differ in capacity requirements and contribution margins.
This is the case, e.g., in the steel industry (Hintsches et al., 2010), where different products
are produced to order in a multi-stage no-wait flow shop, and capacity expansion is very costly.
Orders differ in their capacity consumption and contribution margins. It is possible to reject or-
ders from customers without long-term contracts because each of these customers has a relatively
low overall economic impact.
Another possible field of application is in semiconductor backend facilities in which chips are
customized in a multi-stage production system, based on customer-specific requirements (Brown
et al., 2000). In this production environment, capacities are also fixed and tightly planned due to
high capital investment costs. Again, demand is fluctuating and uncertain.
While many revenue management approaches only consider order acceptance decisions (e.g.,
Talluri and Van Ryzin, 1999; Spengler et al., 2007; Hintsches et al., 2010), there is typically more
than one possible release date for an incoming order in the described production environments.
Keeping more flexibility in the production schedule allows the company to accept and produce
more orders.
In the present paper, we consider the demand management decisions of an MTO manu-
facturer using a multi-stage production system under stochastic demand. Incoming orders are
accepted (or rejected) immediately upon arrival, while order release decisions are made period-
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ically for the pool of accepted orders. The goal is to maximize the marginal profit generated
by the accepted orders, while taking into account holding and backlog costs. To the best of our
knowledge, this problem has not been previously addressed in the literature.
The main contributions of the present paper are as follows:
• We introduce a novel revenue management problem, considering online order acceptance
and online order release planning in a multi-stage production system, and we model it as a
stochastic dynamic program (SDP).
• We develop a heuristic revenue management approach based on bid prices to solve in-
stances of realistic size.
• A numerical study shows the good performance of our approach in different production
environments in comparison to an ex-post optimal solution. The study suggests that ag-
gregating the considered multi-stage production systems into single-stage systems leads
to unsatisfactory results. In addition, making online order release decisions can lead to
significantly greater profits.
The paper is organized as follows. In the next section, an overview of the related literature is
given. The problem is formulated in Section 3. In Section 4, we model the problem as an SDP.
We develop a bid-price-based revenue management approach in Section 5. A numerical study
evaluates the performance of the presented heuristic in Section 6. Section 7 concludes the paper.
2 Literature review
In this section, we give a brief overview of bid-price approaches in the revenue management
literature. We consider applications in the service and manufacturing industries. In particular,
we concentrate on the supported decisions and the production systems considered.
Network revenue management is concerned with managing multiple resources, such as differ-
ent flight legs (see e.g., Talluri and Van Ryzin, 1998). There is no flexibility to assign customers
to different resources (flight legs) after the purchase. Therefore, it is impossible to perform online
scheduling in the previous literature, as is done in the present paper.
Revenue management of flexible products (Gallego and Phillips, 2004; Gallego et al., 2004;
Petrick et al., 2010, 2012; Go¨nsch et al., 2014) allows the company to delay the assignment of
customers to specific products (e.g., a specific flight). These decisions are made only after all
requests for the flexible products have arrived, which enables the company to use capacities more
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efficiently. In contrast, in the problem considered in the present paper, service provision and the
arrival of orders cannot be separated because these events overlap. Due to this different time
structure, these approaches are not applicable in an online order acceptance and order release
planning model. An extensive discussion of this topic can be found in Guhlich et al. (2015).
In revenue management in MTO manufacturing, bid-price approaches have been proposed in
the context of steel production. Spengler et al. (2007) consider a multi-stage production model to
compute bid prices via a multi-dimensional knapsack formulation. However, only one production
start date is available for each arriving order. Therefore, no scheduling decisions are made. In
addition, orders released in different planning periods do not share any common resources, which
is a major difference to the model used in the present paper. Spengler et al. (2008) propose an
extension to this approach that allows for shifting demand between different planning periods.
However, the scheduling decisions must be made immediately upon arrival of the order, whereas
the online scheduling approach in the present paper can change the release date of an order until
its production is actually started. Hintsches et al. (2010) consider long planning periods so that a
planning period is long enough that an order finishes production within the same planning period
in which it was started. Again, there is only one possible production start date per order.
Guhlich et al. (2015) develop a bid-price-based revenue management approach for ATO man-
ufacturing. In their setting, production capacity and intermediate materials are scarce resources.
In addition to order acceptance, they quote a firm due date on the arrival of each order and per-
form online scheduling. However, in contrast to the present paper, they consider a single-stage
production model.
To sum up, no approach from the existing literature is capable of making online order ac-
ceptance and online order release decisions in a multi-stage production environment. Either the
order release decisions are fixed upon order arrival, or a single-stage production environment is
assumed.
3 Problem formulation
In this section, we state the basic assumptions of the considered planning problem. We describe
the production system, the production capacity, the orders, the decisions, and the cost structure.
Table 1 summarizes the notation.
The planning horizon is divided into planning periods, t = 1, . . . ,T . Each planning period t
is further divided into micro-periods (t,s) (s = 1, . . . ,S) such that in each of these micro-periods,
one order arrives at most. Let d = 1, . . . ,D denote the incoming orders. We make the following
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Indices:
t = 1, . . . ,T Planning periods
s = 1, . . . ,S Micro-period s in a planning period
d = 1, . . . ,D Orders
m = 1, . . . ,M Machine groups
Parameters:
arrd Arrival period of order d
pre fd Due date for order d
leadd Lead time of order d (measured in planning periods)
capdim Capacity (relative to length of planning period) that order d requires in
the i–th period after release at machine group m
amt Number of parallel machines of machine group m available in planning
period t
capt(X) Required capacity for orders X starting production in planning period t
contrd Contribution margin of order d
cHd , c
B
d Holding/Backlog costs (per planning period) for order d
hcdt , bcdt Holding/Backlog costs for order d if released in t
pro fdt Marginal profit that order d generates if released in planning period t
pdts Probability that order d arrives in micro-period (t,s)
p0ts Probability that no order arrives in micro-period (t,s)
State variables:
A′ Remaining available production capacity of all machine groups in all
future planning periods
Y Set of orders that are accepted but not released yet
Decision variables:
xdt 1 if order d is released in planning period t; 0 otherwise
X Set of released orders in the current planning period
Table 1: Notation
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Figure 1: Example of a Gantt chart for an order d with lead time leadd = 3
assumptions:
Assumption 3.1 (Production system). We consider a no-wait, flexible flow shop production sys-
tem consisting of machine groups m = 1, . . . ,M, with amt identical parallel machines available
for machine group m in planning period t.
In a no-wait production system, orders are processed without waiting after their release. This
requirement stems either from technical factors, as in the steel industry (Wismer, 1972; Tang
et al., 2001), or from the fact that no intermediate storage is available. Hall and Sriskandarajah
(1996) give an overview of industries using this type of production system.
Assumption 3.2 (Production capacity). Each order can only be processed by one machine at a
time. The production of an order d requires capdim time units of capacity (relative to the length
of a planning period, i.e., 0 ≤ capdim ≤ 1) in the i-th planning period after starting production
at machine group m. The lead time, leadd , is measured by the number of required planning
periods. See Figure 1 for an example. Setup times are not considered, and processing times are
deterministic.
Let A′ denote the matrix of the remaining free production capacities in the remaining planning
periods at all machine groups. For a set of orders X released in planning period t, capt(X) is
defined as the matrix of required production capacities (in all future planning periods at all
machine groups). Its (i,m)-th entry describes the total capacity consumption at machine group
m in period t + i and is defined as
∑
d∈X capdim.
Assumption 3.3 (Orders). Orders arrive according to a known probability distribution. The
probability that order d arrives in micro-period (t,s) is given by pdts. The probability that no
order arrives in micro-period (t,s) is given by p0ts. Each order d has the following characteris-
tics:
• Planning period that contains the micro-period in which the order arrived (arrd)
• Due date (pre fd)
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• Capacity requirement at machine group m in the i–th period after release (capdim)
• Lead time (leadd)
• Holding and backlog cost rates (cHd ,cBd )
• Contribution margin (contrd).
Assumption 3.4 (Decisions). The company makes the following decisions:
1. Order acceptance: In each micro-period, the incoming order is immediately accepted or
rejected.
2. Order release: At the beginning of each planning period, the set of orders to be released,
X ⊆ Y , is selected.
Here, Y denotes the set of orders that are currently accepted but not yet released. Orders can
only be fully accepted and fully released to the shop floor. Orders can be released at the earliest
in the first planning period after their arrival.
Assumption 3.5 (Cost structure). If an accepted order is not fulfilled by the due date, backlog
costs are incurred for each planning period beyond this date. Holding costs are incurred for
orders finishing before the due date.
If production for order d starts in planning period t, holding costs hcdt and backlog costs bcdt
for this order are given by:
hcdt := max{0, pre fd− (t + leadd)} · cHd (1)
bcdt := max{0,(t + leadd)− pre fd} · cBd . (2)
If the production of an order d starts in planning period t, the following marginal profit is earned:
pro fdt := contrd−hcdt−bcdt . (3)
4 Stochastic dynamic program
In this section, we formalize the aforementioned problem by formulating it as an SDP. Specif-
ically, we describe the state space, the decisions and transitions, the Bellman equation, and the
feasibility check. Table 2 summarizes the additional notation.
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Z Set of all feasible states
(A′,Y ) State of the system given by remaining available capacity A′ and orders
Y that have been accepted but not yet released
Vts(A′,Y ) Maximum expected marginal profit-to-go in state (A′,Y ) in planning
period t if s = 0 and micro-period (t,s) otherwise
Table 2: Additional notation for the SDP
State space
The state of the system is given by (A′,Y ), the remaining available production capacity A′ at each
machine group in the upcoming planning periods and the set of orders Y that are accepted but
not yet released.
Let Z define the set of all feasible states. A state is feasible if all accepted orders can be
produced within the planning horizon. This can be checked using linear constraints, as defined
at the end of this section.
Decisions and transitions
In each micro-period (t,s), the decision of whether to accept the arriving order is made. If the
order is rejected (or no order arrives), the state remains unchanged. Otherwise, the accepted
order d is added to the set of orders that are accepted but not yet released, denoted by Y ∪d, and
the contribution margin of the order is earned.
At the beginning of each planning period t, the set of orders released X ⊆ Y is determined.
These orders are removed from Y (denoted by Y \X), and the available capacities are updated
(denoted by A′− capt(X)). Additionally, holding and backlog costs are determined for newly
released orders.
Profits
Let Vts(A′,Y ) be the maximum expected marginal profit-to-go in state (A′,Y ) at the beginning
of planning period t if s = 0 and in micro-period (t,s) for s = 1, . . . ,S, otherwise. Additionally,
we define Vt,S+1(A′,Y ) := Vt+1,0(A′,Y ). Then, Vts can be computed recursively via the Bellman
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equation for (A′,Y ) ∈ Z as follows:
Vts(A′,Y ) =

∑
d
pdts ·max{
accept d︷ ︸︸ ︷
Vt,s+1(A′,Y ∪d)+ contrd ,
re ject d︷ ︸︸ ︷
Vt,s+1(A′,Y )}+
no order︷ ︸︸ ︷
p0ts ·Vt,s+1(A′,Y ) if 1≤ s≤ S
max
X⊆Y
{Vt,s+1(A′− capt(X),Y \X)−
∑
d∈X(hcdt +bcdt)}︸ ︷︷ ︸
order release decision
if s = 0
(4)
with boundary conditions VT,S+1(A′,Y ) = 0 for (A′,Y ) ∈Z and Vts(A′,Y ) =−∞ for (A′,Y ) /∈Z.
We can use this SDP (4) to compare the considered problem with other models from the
literature. The main difference from models in the literature on MTO-RM (Spengler et al., 2007;
Hintsches et al., 2010) and FP-RM (Gallego et al., 2004; Petrick et al., 2010, 2012) is that in
the SDP (4), there are two different time levels at which decisions are made. Order acceptance
decisions are made immediately after order arrival, while order release decisions are only made
at the beginning of each planning period. Compared to Guhlich et al. (2015), in the present
paper, multiple machine groups are considered, while Guhlich et al. (2015) assume a single-stage
production system. However, in the present paper, no intermediate materials are considered, and
no due dates are quoted upon order arrival. Additionally, orders can only be fully released.
Feasibility check
To check the feasibility of a state, that is to check whether (A′,Y ) ∈Z in planning period t f ix, we
use a set of linear constraints. To this end, we define decision variables xdt for each order d and
planning period t with max(arrd, t f ix)+1≤ t ≤ T − leadd , which model the decision if order d
is released in planning period t. The following constraints must be satisfied: 1
∑
d∈Y
leadd−1∑
i=0
capdim · xd,t−i ≤ a′mt for m = 1, . . . ,M; t = t f ix +1, . . . ,T (5)
T−leadd∑
t=arrd+1
xdt = 1 for d ∈ Y (6)
xdt ∈ {0,1} for d ∈ Y ; t = t f ix +1, . . . ,T. (7)
Constraint (5) describes the capacity consumption. The used capacity, which is composed of
1We follow the convention that undefined variables are equal to 0.
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the different orders that may require machine group m in different planning periods after their
start, must not exceed the available capacity. Constraint (6) guarantees that orders that have been
accepted in previous planning periods will be finished within the planning horizon. Constraint
(7) ensures that orders can only be fully released.
Constraints (5)-(7) are also the basis for the revenue management approach presented in the
next section.
5 Revenue management approach
Because of the high dimensionality of the state space, it is computationally intractable to solve
the SDP described in the previous section for instances of realistic size (cf. Petrick et al., 2012).
Therefore, in this section, we develop a bid-price-based revenue management approach to solve
the problem heuristically.
The general approach is as follows:
1. At the beginning of the planning horizon, bid prices are computed using randomized linear
programming (RLP) (Talluri and Van Ryzin, 1999). Bid prices are used as a measure for
the opportunity costs of consuming resources.
2. Upon arrival, we decide whether to accept an incoming order based on the previously com-
puted bid prices and the feasibility according to the modeled production system. An order
is accepted if there is a feasible release date for which the incremental profit exceeds the
estimated opportunity costs of the required resources. The feasibility check is performed
using constraints (5) - (7).
3. At the beginning of each planning period, order release decisions are made for the current
planning period, considering all orders that are accepted but not yet released. To this end,
a suitable objective function (using bid prices) is defined for constraints (5) - (7).
In the following, we describe in detail how to derive bid prices and how to use them to make
order acceptance and order release decisions.
5.1 Bid price computation
To derive bid prices, the problem is modeled as a profit-maximizing non-integer linear program
where future demand is assumed to be known. As known from the literature (Simpson, 1989;
Williamson, 1992; Talluri and Van Ryzin, 2004), the derived primal optimal decisions can be
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discarded, and the shadow prices of the variables corresponding to the resource constraints are
used as bid prices. They are a measure for the opportunity costs of using the corresponding re-
sources. In the RLP, several demand scenarios D j are generated, and the mean over the resulting
bid prices is taken (Talluri and Van Ryzin, 1999). We update the bid prices iteratively using
new demand scenarios until the average over all computed bid prices converges, as described in
Guhlich et al. (2015). Hence, the number of scenarios is not fixed beforehand.
For scenario j, the objective function to be maximized is defined as follows:
∑
d∈Y∪D j
T−leadd∑
t=arrd+1
pro fdt · xdt . (8)
In addition to Constraints (5) and (6), for each scenario j, the following inequalities must
hold to guarantee that not more is produced than is demanded:
T−leadd∑
t=arrd+1
xdt ≤ 1 for d ∈D j. (9)
We no longer force the decision variables xdt to be integer because doing so would hinder shadow
prices from being easily derived from the linear program. Relaxing the integrality constraints is
also common practice in the classical revenue management approaches in the airline industry
(cf. Talluri and Van Ryzin (2004)). Constraints (7) are therefore relaxed to xdt ≥ 0 for all orders
d ∈ Y ∪D j, which allows for releasing fractions of an order in different planning periods.
The dual variables corresponding to the capacity constraints (5) in an optimal solution are
then used as scenario bid prices bp j(m, t) for using machine group m in planning period t in
scenario j. Production capacity that is unused in the current planning period is lost so that bid
prices concerning these resources can be set to zero. The overall bid prices bp(m, t) are then
determined as the average over all scenario bid prices bp j(m, t).
5.2 Order acceptance decision
Following the approaches of Petrick et al. (2012) and Guhlich et al. (2015), we define the oppor-
tunity costs of accepting order d and releasing it in planning period t as
oppres(d, t) :=
M∑
m=1
leadd−1∑
i=0
capdim ·bp(m, t + i). (10)
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An order d is accepted if there exists a planning period t in which it is feasible to release d
and
pro fdt ≥ oppres(d, t). (11)
At this point in time, the order release date is still subject to change. Note that this approach
underestimates the resulting backlog costs if accepting order d increases the backlog costs of one
of the already accepted orders Y .
5.3 Order release decision
At the beginning of each planning period t, we must decide which of the accepted orders to
release onto the shop floor. To take into account future arriving demand, we follow the approach
of Guhlich et al. (2015) and maximize
∑
d∈Y
T−leadd∑
t=t f ix
(pro fdt−oppres(d, t)) · xdt (12)
with respect to constraints (5) - (7) to obtain a preliminary schedule. Only the order release deci-
sions in the current planning period t f ix are implemented, while order release decisions for future
periods are discarded. At the end of each planning period, the remaining available production
capacity A′ is updated.
6 Numerical study
In this section, we numerically investigate the performance of the revenue management approach
presented in the previous section. First, we describe the experimental design. Next, we show that
the proposed revenue management approach works well. Finally, the impact of aggregating the
production systems to single-stage systems and the impact of making order release decisions
online is examined.
6.1 Experimental design
In the following, we describe the parameter settings, production systems, and algorithms used in
the experiments.
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Parameter settings
In all simulations, we consider a planning horizon of T = 40 planning periods. Three different or-
der types are available that all require the same resources but differ in their contribution margins.
The due date depends on the order type. Order types that are more valuable arrive with an earlier
due date because the willingness to pay is higher for customers with urgent orders. Therefore,
high value orders can be delayed by only one planning period before incurring backlog costs.
The due date for medium value orders is two planning periods after the earliest possible finish
date, and low value orders can be delayed by four planning periods without incurring backlog
costs. We obtain:
pre fd :=

arrd + leadd +1 for high value orders
arrd + leadd +2 for medium value orders
arrd + leadd +4 for low value orders.
(13)
Holding and backlog cost rates are 3% and 5% of the contribution margin, respectively.
The performance of the algorithm depends on the considered demand scenarios. In particu-
lar, we expect that the profit heterogeneity of the orders, the scarcity level of capacity, defined
as the ratio between demand and available capacity, and the coefficient of variation of the prob-
ability distribution for the incoming demand have a strong influence. Therefore, we vary these
parameters as summarized in Table 3.
The profit heterogeneity in a demand scenario depends on the contribution margins for the
high/medium/low-value orders. In the scenarios with low profit heterogeneity, the contribution
margin of a high-value order is twice the contribution margin of a low-value order, while in a
scenario with high profit heterogeneity, they differ by a factor of 5.
The number of arriving orders in each planning period is drawn from a negative binomial
distribution NB(µ,CV ) with mean µ and coefficient of variation CV . This distribution is com-
monly used in the literature (Ehrenberg, 1959; Agrawal and Smith, 1996; Quante et al., 2009;
Guhlich et al., 2015). The mean number of arriving orders is varied, resulting in different levels
of scarcity of the capacity. We use a CV of 0.5 and 0.75 to represent different levels of demand
uncertainty.
For each factor combination from Table 3, 30 independent demand scenarios are generated.
This leads to 540 instances for a given production system.
Note that we use a different order arrival structure than in the SDP (4) because in practice, the
number of arriving orders within a given planning period is easier to forecast, while the arrival
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Factor Level Count
Contribution margin contrd {(200/150/100), 3
dependent on order type (300/200/100)
(500/300/100)}
Scarcity of capacity {100%,110%,120%} 3
Coefficient of variation CV {0.5,0.75} 2
Table 3: Parameters used in the numerical study
M Capacity Order in which machines are visited
5Stage 5 amt = 50 ∀m 1, 2, 3, 4, 5
10Stage 10 amt = 25 ∀m 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
Bottle 5 amt = 50 ∀m 6= 3 1, 2, 3, 4, 5
a3t = 40
Reent 4 amt = 50 ∀m 6= 2 1, 2, 3, 2, 4
a2t = 100
2Prod Product 1 5 amt = 75 for m = 1,2 1, 2, 2, 3, 5
Product 2 amt = 50 for m = 3,4,5 1, 1, 2, 4, 5
Table 4: Production systems
structure in the SDP is a standard formulation from the literature.
To avoid the effects of an empty system, the production system is initially filled with a set
of orders at different stages of production. This set of orders is generated using the set of or-
ders present in a production system (work in process) after some planning periods, where the
presented revenue management approach was applied with a scarcity of capacity of 100% and a
coefficient of variation of 0.5.
Production environments
To investigate the impact of different characteristics of a production system on the performance
of the tested algorithms, we consider multiple types of production systems. Specifically, we
consider five basic systems to examine the single characteristics of production systems and one
practice-inspired production system that has a more complex structure. For the basic production
systems, Table 4 shows the number of machine groups, the available production capacities, and
the sequence in which the machine groups are visited, i.e., the routes of the orders. Each machine
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group is always required for an entire planning period. At the same time, a machine group might
be used in multiple consecutive planning periods.
We consider a
• balanced 5-stage production system (5Stage),
• a balanced 10-stage production system (10Stage),
• a 5-stage production system with a bottleneck (Bottle),
• a 4-stage production system with re-entrant flows (Reent),
• a 5-stage production system with two different product types (2Prod),
• and a more complex production system (Complex).
The complex production system is motivated by a real-world semiconductor backend facility
(Ehm et al., 2011). It consists of M = 23 machine groups. Two different product types with
different routes through the production system are considered. The required capacities and the
number of parallel machines for each machine group are given in the appendix in Tables 11,
12, and 13. We use the same machines and processing times as described in Ehm et al. (2011).
For simplicity, however, we exclude some additional characteristics of the production system,
namely splitting orders, batching, sequence-dependent setup times and random machine down
times.
In the production systems with two different product types, three different order types exist
for each product type. The order arrival rates are the same for each order type in each considered
production system.
Algorithms
All algorithms are implemented in C++ using the Gurobi 6.02 solver on a 3.20 GHz Intel Core
i7 machine with 32GB of RAM.
The presented revenue management approach (MS-RM) is implemented as described in Sec-
tion 5. Bid prices are recomputed at the beginning of planning periods 10, 20, and 30. The
convergence of the bid prices is defined as follows: We look at the set of bid prices generated by
including the 10 most recent demand scenarios. We add the new bid prices one by one and check
whether one of the mean bid prices changes by more than 5 units. If this is not the case, we say
that the bid prices have converged. To avoid premature convergence, the minimum number of
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used demand scenarios is set to 10. The maximum number of considered demand scenarios is
50.
In the numerical experiments, we compare MS-RM with the following benchmark algo-
rithms:
• First-come-first-serve (FCFS): The FCFS heuristic is wide spread and used in production
planning and control (PPC) because of its simplicity. Here, to avoid excessive backlogging,
orders are accepted as long as capacity is available to produce the arriving order without
backlogging independent of the profit margin. Orders are released to the shop floor as soon
as capacity is available.
• Revenue management approaches from the literature considering either a simplified pro-
duction system or not using online order release decisions
– SingleStage: The SingleStage approach is based on the ATO-RM approach presented
in Guhlich et al. (2015). This algorithm models only one machine group. To ap-
ply this algorithm, the production systems considered must thus be aggregated to a
single-stage production system. To this end, the capacity, which is determined by
the number of parallel machines, of this new machine group is chosen such that the
resulting maximum throughput is equal to the maximum throughput of the real sys-
tem. As in the ATO-RM approach, an order requires the capacity of the only available
machine group in each planning period during processing, the number of parallel ma-
chines is equal to the throughput multiplied by the (number of planning periods of)
lead time. If multiple product types are available, the throughput is multiplied with
the mean processing time of the product types weighted by their arrival rate. The
available capacity in each planning period in the considered production systems is
presented in Table 5.
– SchedArr: SchedArr uses the same setup as MS-RM, except that the order release
date for this order is decided upon order arrival as described by Spengler et al. (2008).
An order d is released in the planning period t so that the difference between the
marginal profit pro fdt and the opportunity costs oppres(d, t) is maximized when this
maximum is non-negative. The order release date is fixed from this point on.
Because it is computationally intractable to compute an optimal policy for problems of re-
alistic size, we use an ex-post optimal solution (PostOpt) that can be derived from solving the
Integer Program consisting of constraints (5), (7), and (9) with objective function (8) under the
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5Stage 10Stage Bottle Reent 2Prod Complex
250 250 200 250 250 248.81
Table 5: Available capacity for SingleStage in the considered production systems
assumption of known future demand. Notably, the results generated with this approach are only
an upper bound of the maximum attainable profit because this algorithm has complete demand
information, while the other approaches learn the incoming demand only when the orders arrive.
Except for the Complex production system, all algorithms operate with a planning period
length such that no time discretization defects occur. As known from the literature (Hackman
and Leachman, 1989; Stadtler, 2008), an exact model of a production system must consider
all points in time at which a processing step may finish. However, using short planning period
lengths drastically increases the size of the considered model. In the Complex production system,
the applied algorithms use a planning period length of 24 hours, although a planning period
length of 1 hour would be required to avoid time discretization defects.
Note also that no optimal ex-post solution can be obtained for the Complex production system
because of the size of the resulting IP. Nevertheless, we derive results for the continuous relax-
ation of the IP given by 0≤ xdt ≤ 1, which provides an upper bound for the maximum attainable
profit.
In the numerical tests, the production process is deterministic. However, because some of
the applied heuristics in this study suffer from modeling defects because they do not model the
available capacity exactly, they might compute infeasible schedules. That is, if capacities are
overestimated, according to the schedule, orders must wait within the production system, which
is forbidden under Assumption 3.1. Therefore, the order releases generated by these algorithms
are converted to a feasible schedule as follows: Orders are released in the planned planning
period if sufficient capacity is available to produce them without waiting; otherwise, released
orders are processed in an FCFS manner. This can lead to orders finishing after the planning
horizon. For a fair comparison, these orders should not generate positive profit because they use
capacity from periods after the planning horizon. Therefore, in this numerical study, orders that
finish after the planning horizon earn no profit. However, any costs incurred by these orders are
still taken into account.
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6.2 Numerical results
In this section, we present the results of the numerical study. In particular, we show that the
proposed revenue management approach (MS-RM) works well compared to an ex-post optimal
solution. Next, we show that aggregating the production system to a single-stage problem does
not lead to satisfactory results in production systems with a complex structure. Additionally, the
benefit of using online scheduling is described.
The main results can be seen in Figure 2, which shows the mean relative difference (in %) of
the attained marginal profit over all tested instances compared to PostOpt in all tested production
systems for all tested algorithms. Additionally, the 95% confidence intervals are indicated. The
following conclusions can be drawn:
• In the tested cases, MS-RM is very close (≤ 4.4% on average) to an ex-post optimal so-
lution in all considered basic production systems. In the Complex production system, the
average performance is still good (8.75%), despite time discretization defects. This is a
quite impressive result, considering that PostOpt has full demand information, while MS-
RM makes online decisions.
• A simple FCFS approach does not lead to satisfactory results, which suggests that exploit-
ing customer differentiation is essential in the tested cases.
• Applying a one-stage-based heuristic leads to satisfactory results in most of the considered
basic production systems. However, the results are notably worse in production systems
with a more complex structure, e.g., in those production systems with multiple product
types.
• Deciding about order releases online significantly increases the marginal profit compared
to fixing order release decisions for an order on its arrival, as seen by MS-RM outperform-
ing SchedArr.
Note that the maximum computation time for solving the IP for the order release decisions is set
to 5 minutes, which was sufficient to find a feasible, but not necessarily optimal, solution. Thus,
the results for MS-RM could lead to slightly better results if this time limit is relaxed.
In the following, we discuss the absolute performance of MS-RM, the impact of aggregating
the production system, and the impact of making online order release decisions in more detail.
To this end, we also examine order fill rates (i.e., the ratio of accepted and available orders) for all
order types and the resulting holding/backlog costs per order, which are described in Tables 6 and
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Figure 2: Relative differences in attained marginal profit of heuristics compared to an ex-post
optimal solution in various production environments
7, respectively. Structural results for PostOpt in the Complex production system are unavailable
because no integer optimal solution can be computed, as discussed above. In Table 7, the costs
that were planned by the algorithm are shown in addition to the actual holding/backlog costs
because time discretization defects occur in the Complex production system. This is abbreviated
as Complex (planned).
Performance of revenue management approach
In this section, we further investigate the performance of MS-RM compared to an ex-post optimal
solution and the FCFS heuristic.
As Figure 2 shows, MS-RM clearly outperforms the FCFS heuristic in all production systems,
showing that the considered problem cannot be solved using this simple heuristic. The poor
performance might be explained by the fact that FCFS does not differentiate between order types
as shown in Table 6, while PostOpt and MS-RM both accept significantly more high-value orders.
Additionally, although FCFS does not create backlog costs by definition, the resulting holding
costs are rather high, see Table 7.
MS-RM is very close to PostOpt (≤ 4.4% on average) in all considered production systems
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PostOpt MS-RM SingleStage SchedArr FCFS
5stage 99.9/99.0/66.0 98.0/95.6/68.7 98.1/95.9/71.3 97.8/95.0/55.3 71.6/71.5/73.2
10stage 99.5/97.5/65.4 97.4/94.1/66.4 97.6/96.0/71.1 97.8/93.1/55.6 71.6/71.5/73.2
Bottle 99.8/93.9/24.0 97.2/93.1/20.1 97.8/94.0/19.9 97.3/89.3/12.6 61.0/60.7/62.4
Reent 99.9/99.0/66.0 97.9/95.6/68.8 98.1/95.9/71.3 97.7/95.0/55.3 71.6/71.5/73.2
2Prod-P1 100.0/99.3/65.5 97.5/94.6/61.1 99.1/97.7/70.8 97.7/94.6/54.4 70.9/71.3/72.8
2Prod-P2 100.0/99.7/64.4 98.1/96.4/63.0 99.0/97.8/71.0 98.0/94.7/54.4 74.4/74.7/74.6
Compl-P1 n.a. 91.1/91.4/74.4 93.5/92.9/77.4 83.2/83.4/55.7 34.7/34.8/35.6
Compl-P2 n.a. 96.6/86.9/39.2 96.4/95.3/62.8 87.1/65.6/29.8 76.4/76.9/76.5
Table 6: Overall averages of order fill rates for high/medium/low-value order types
PostOpt MS-RM SingleStage SingleStagePlanned SchedArr FCFS
5stage 2.8/0.1 3.8/1.1 3.9/2.7 4.9/1.1 1.6/5.3 9.8/0.0
10stage 2.0/0.2 2.7/1.4 2.7/3.4 4.2/1.3 1.1/5.7 7.3/0.0
Bottle 3.0/0.4 4.1/2.2 4.3/2.8 5.2/2.0 1.5/5.6 10.1/0.0
Reent 2.8/0.1 3.9/1.2 3.9/2.8 5.0/1.1 1.6/5.4 10.0/0.0
2Prod 2.2/0.2 2.5/2.4 2.0/7.5 4.4/0.6 1.1/6.9 9.8/0.0
Complex n.a. 1.3/19.0 0.3/31.0 2.2/5.9 0.4/27.9 6.4/0.1
Complex (planned) n.a. 4.1/8.4 2.2/5.9 2.2/5.9 1.0/21.5 9.0/0.0
Table 7: Overall averages of holding/backlog costs per order
5Stage 10stage Bottle Reent 2Prod Complex
Mean 100% 2.2 2.4 3.5 2.2 3.2 7.1
110% 2.9 3.2 4.1 3.0 5.0 9.1
120% 3.3 3.8 4.0 3.5 4.9 10.1
CV 0.5 2.3 2.6 3.0 2.4 3.8 8.8
0.75 3.3 3.6 4.7 3.3 4.9 8.7
ProfitHet low 2.8 3.2 4.1 2.9 4.9 8.9
med 2.9 3.1 3.9 3.0 4.5 8.6
high 2.8 3.1 3.6 2.8 3.7 8.7
Table 8: Overall averages of performance of MS-RM in different production systems
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except for Complex. The good performance is supported by the other performance indicators.
The order fill rates for MS-RM and PostOpt are very close although PostOpt still accepts more
orders because it has full knowledge of all incoming demand upfront (cf. Table 6). In addition, it
seems that the order differentiation of MS-RM is not strict enough compared to PostOpt. Also,
the holding and backlog costs are on a similar level, as shown in Table 7. Again, PostOpt gen-
erates lower costs because order release decisions can be performed with the knowledge of all
accepted orders.
The performance of MS-RM in the Complex production system is slightly worse than for
the other production systems because discretization defects occur in modeling this production
system, as described in Section 6.1. Therefore, capacity is overestimated, leading to 4.5% of
the accepted orders finishing after the planning horizon and thus not adding to the earned profit.
Additionally, the backlog costs increase from the planned 8.4 per order to an actual 19 per order,
as shown in Table 7.
Table 8 shows the impact of the varied parameters on the performance of MS-RM. Here, the
relative difference from an ex-post optimal solution is depicted for varying loads of the system,
the coefficient of variation of the incoming demand, and the profit heterogeneity (abbreviated as
ProfHet) of the orders.
The performance of MS-RM relative to PostOpt decreases with an increasing load. One
reason for this is that there are more orders to decide about and, as a result, more mistakes to
make.
MS-RM also performs worse for a higher CV in all production system except for Complex.
This can be explained by higher fluctuations of demand. Therefore, scenarios in which the
computed bid prices are unsuitable for the actual demand arriving occur more frequently. In the
Complex production system, this factor seems to play a lesser role. One reason for this might be
that because the production system is not modeled exactly, in this case, the impact of the time
discretization defects is dominant.
It seems that a low profit heterogeneity leads to a slightly better performance. However, the
difference is rather small. On the one hand, the impact of having to reject a high-value order
is smaller if the profit heterogeneity is low, but on the other hand, it is easier to differentiate
between orders in the case of high profit heterogeneity.
Impact of aggregating the production system
In this section, we examine the impact of aggregating the production system to a single-stage
system. To this end, we compare the SingleStage approach with MS-RM and the ex-post optimal
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solution.
Figure 2 shows that this approach leads to satisfactory results if the production system is
simple. However, if, e.g., multiple product types are available, the modeling defects that stem
from the aggregation lead to poor results. Table 9 shows the percentage of accepted orders that
finish after the planning horizon. These orders do not contribute to overall profit. For the simple
production systems, this number is rather low, while for the production systems with two product
types, a significant number of accepted orders cannot be produced within the planning horizon.
The same result can be observed when comparing the planned and the actual backlog costs in
Table 7. While for the simple production systems, the planned and actual realized costs are very
similar, they drastically increase in the 2Prod and Complex production systems.
5stage 10stage Bottle Reent 2Prod Complex
1.0 1.6 0.5 1.0 3.5 13.1
Table 9: Percentage of the accepted orders finishing after the planning horizon in the SingleStage
approach
Impact of using online scheduling
In this section, the impact of making order release decisions online relative to fixing order release
decisions on order arrival is discussed. To this end, we compare SchedArr with MS-RM and
PostOpt.
Figure 2 shows that there is a significant benefit to being able to reschedule orders instead
of fixing the release dates on arrival. This can be explained by the level of knowledge on the
whole set of orders to be scheduled. While PostOpt has full knowledge of all incoming demand
and MS-RM at least has the flexibility to change planned order releases if further orders have
arrived, SchedArr must determine the order release date for an order immediately on its arrival.
In this way, especially in complex production systems, inappropriate order release decisions can
lead to resources that can no longer be used. Therefore, SchedArr cannot accept as many orders
as MS-RM or PostOpt (cf. Table 6).
Table 10 shows that most of the orders are actually rescheduled in MS-RM. Most of the orders
are preponed, which might explain why the backlog costs decrease. However, some orders are
also delayed, perhaps allowing more orders to be accepted.
As seen in Table 7, SchedArr generates high backlog costs, which may be related to the
chosen order release policy. Order release dates are chosen such that they minimize the sum
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5Stage 10Stage Bottle Reent 2Prod Complex
Percentage Preponed 59.5 69.9 58.9 60.2 68.3 48.8
Percentage Delayed 13.6 15.2 11.9 12.5 14.1 18.1
Table 10: Percentage of orders rescheduled in MS-RM
of the bid prices for the used resources and the backlog costs. Bid prices tend to be lower for
capacity in late planning periods because, for these periods, less capacity is already planned for
fixed order releases. This might be a reason why many orders are backlogged using SchedArr.
7 Conclusion and further research
In the present paper, we consider the order acceptance and order release decisions in an order-
driven multi-stage production environment. To the best of our knowledge, this problem has not
yet been studied in the literature. We describe this problem as an SDP.
To solve instances of realistic size, we develop a bid-price-based revenue management ap-
proach where bid prices are computed using an RLP approach. The bid prices are aggregated to
estimate the opportunity costs of using resources for specific orders. The order acceptance and
order release decisions are made using an LP, which captures the stochastic nature of the demand
via the previously computed opportunity costs.
In a numerical study, we show that the presented approach works well for various production
systems compared to an ex-post optimal solution. Even for the Complex production system,
which cannot be modeled exactly due to the high computational burden, the performance is only
slightly worse. The application of a simple FCFS heuristic leads to unsatisfactory results in
all tested production systems, showing that order differentiation is important in the considered
settings. Moreover, the benefit of the presented approach compared to existing approaches from
the literature, which make simplifying assumptions, is shown.
In the present paper, set-up times are neglected, and processing times are assumed to be de-
terministic. This is not always the case in real-world production facilities, and it provides a good
avenue for further research. Nevertheless, the present paper is a next step in the direction toward
enabling the application of revenue management in complex real-world production environments
as well.
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