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ABSTRACT tConAIAMe on mlele it necesary and identify by block number)
This paper describes a I00x(I-a) confidence interval for the mean of a bounded random variable which is shorter than the interval that Chebyshev's inequality induces for small a and which avoids the error of approximation that assuming normality induces. The paper also presents an analogous development for deriving a I00x(l-m) confidence interval for a proportion. where
and lim f(e,ji) = in V.
To put our results in perspective, we first re,-iew the derivation of two commonly encountered confidence intervals. Let
Then the interval (k(R
covers p with confidence coefficient > 1-a, as a consequence of Chebyshev's inequality and the observation that var Xi=E(
Moreover, as a result of the central limit theorem, the interval
(n-=) covers V with confidence coefficient a l-a, where
Although the Chebyshev interval holds for all n, the width of the resulting interval is considerably larger than that for the asymptotic normal one. For example a 2/0 (1-a/2) = 2.28 for a-.05. However, because of the nonuniform convergence of dc(p,a/2)/dp
so that dh(p,a/2)/dp > 0, implying that h is monotone increasing in i.
Therefore, the set of p's of interest is {I: O<PST1(Xn,a/2)} where Although for Bernoulli data and small n, one can compute an exact confidence inte, val for V, as in Blyth and Still (1983) , this option loses its appeal as n increases and the potential for numerical error grows. Table 1 shows the lower bounds on n for a.=.O1 and .05.
Insert Table 1 about here.
Using the dominant term (as n+-) of the Taylor series of f(x-*,ip), one can readily show that as n increases
To order n 
"'!n n n"
This establishes the basis for Theorem 2. 
