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ABSTRACT

34

Understanding the influence of environmental variability on population dynamics is a

35

fundamental goal of ecology. Theory suggests that, for populations in variable environments,

36

temporal correlations between demographic vital rates (e.g., growth, survival, reproduction) can

37

increase (if positive) or decrease (if negative) the variability of year-to-year population growth.

38

Because this variability generally decreases long-term population viability, vital rate correlations

39

may importantly affect population dynamics in stochastic environments. Despite long-standing

40

theoretical interest, it is unclear whether vital rate correlations are common in nature, whether

41

their directions are predominantly negative or positive, and whether they are of sufficient

42

magnitude to warrant broad consideration in studies of stochastic population dynamics. We used

43

long-term demographic data for three perennial plant species, hierarchical Bayesian

44

parameterization of population projection models, and stochastic simulations to address the

45

following questions: (1) What are the sign, magnitude, and uncertainty of temporal correlations

46

between vital rates? (2) How do specific pairwise correlations affect the year-to-year variability

47

of population growth? (3) Does the net effect of all vital rate correlations increase or decrease

48

year-to-year variability? (4) What is the net effect of vital rate correlations on the long-term

49

stochastic population growth rate (λ S )? We found only four moderate to strong correlations, both

50

positive and negative in sign, across all species and vital rate pairs; otherwise, correlations were

51

generally weak in magnitude and variable in sign. The net effect of vital rate correlations ranged

52

from a slight decrease to an increase in the year-to-year variability of population growth, with

53

average changes in variance ranging from -1% to +22%. However, vital rate correlations caused

54

virtually no change in the estimates of λ S (mean effects ranging from -0.01% to +0.17%).

55

Therefore, the proportional changes in the variance of population growth caused by demographic

56

correlations were too small on an absolute scale to importantly affect population growth and

57

viability. We conclude that in our three focal populations and perhaps more generally, vital rate

58

correlations have little effect on stochastic population dynamics. This may be good news for
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population ecologists, because estimating vital rate correlations and incorporating them into

60

population models can be data-intensive and technically challenging.

61

Key words: demographic correlation; environmental stochasticity; hierarchical Bayes,

Author Manuscript

62
63

generalized linear mixed models (GLMM); integral projection model (IPM); demographic

64

buffering; stochastic population growth rate.

65
66
67

INTRODUCTION

In recent years, ecologists have become increasingly aware of the effects of temporal

68

variability on population dynamics. This is a timely topic in global change ecology (e.g.,

69

Jenouvrier et al. 2012, Vasseur et al. 2014, Lawson et al. 2015) because global circulation

70

models suggest that climatic variability will increase (Easterling et al. 2000, Rahmstorf and

71

Coumou 2011). Beyond its significance in the context of global change, temporal variability is a

72

broadly important topic in ecology because its implications extend to evolutionary (Tuljapurkar

73

et al. 2009), community (Adler et al. 2006), and ecosystem (Hsu et al. 2012) levels.

74

Theory predicts that temporal variability should generally decrease the long-term

75

population growth rate (Lewontin and Cohen 1969, Tuljapurkar and Orzack 1980, Boyce et al.

76

2006). Consider that population size N grows from time t to t+1 as a factor of the temporally

77

varying geometric population growth rate λ t , such that N t+1 = N t λ t . If λ t is a random variable

78

with expected value (arithmetic mean) E[λ t ] and variance Var(λ t ), the long-term stochastic

79

population growth rate λ s is approximated by log (λ s ) ≈ log (E[λ t ]) – Var(λ t )/(2E[λ t ]2) (Lewontin

80

and Cohen 1969). Thus, an increase in variability is expected to decrease long-term population

81

growth, all else equal. This expectation holds for both unstructured (Lewontin and Cohen 1969)

82

and structured populations (Tuljapurkar and Orzack 1980, Fieberg and Ellner 2001) and is

83

supported by empirical studies (e.g. Morris et al. 2008, Buckley et al. 2010, Jongejans et al.

84

2010, Morris et al. 2011).

85

Population growth is determined by a combination of individual-level demographic rates

86

(e.g. survival, growth, and reproduction), henceforth called “vital rates”, each of which can

87

exhibit a unique pattern of temporal variation and co-variation with other vital rates. Theory

88

suggests that the sign and magnitude of correlations among vital rates is an important factor in

89

determining the effect of temporal variability on population dynamics; this can be seen by
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expanding Var(λ t ) to its lower-level variances and covariances (Tuljapurkar 1982). Positive

91

correlation of vital rates through time (e.g., years that are bad for reproduction are also bad for

92

survival) is expected to increase the variability in population growth, making the effect of

93

temporal variance on the long-term stochastic growth rate (λ s ) more negative than if vital rates

94

varied independently. Such positive temporal correlations could arise if vital rates exhibit similar

95

responses to environmental forcing or extreme years (Doak and Morris 2010). On the other hand,

96

negative correlation through time (e.g., years that are good for reproduction are bad for survival,

97

and vice versa) is expected to decrease the variability of population growth, thereby buffering the

98

negative effect of temporal variance on the long-term stochastic growth rate. Such negative

99

temporal correlations could arise from life history trade-offs, such as those between reproductive

Author Manuscript

90

100

and somatic function (Stearns 1992, Charnov 1993, Roff 2002). For example, costs of

101

reproduction in plants could make years that are favorable for flowering unfavorable for growth,

102

and vice versa (Williams et al. 2015). Negative correlation between vital rates may also reflect

103

independent but opposing responses to environmental drivers, with no underlying trade-off

104

between them (Knops et al. 2007).

105

Regardless of the underlying mechanisms, empirical understanding of vital rate

106

correlations and their influence on stochastic population dynamics lags behind theory. A handful

107

of empirical studies have suggested that vital rate correlations can be an important component of

108

demographic variability (Coulson et al. 2005, Ezard et al. 2006, Jongejans et al. 2010, Morris et

109

al. 2011, Evans et al. 2010, Jacquemyn et al. 2012, Davison et al. 2013, Elderd and Miller 2016).

110

However, several challenges limit the ability to understand whether vital rate correlations

111

deserve broader consideration in studies of stochastic population dynamics. First, demographic

112

studies rarely exceed five inter-annual transitions (e. g. Salguero-Gómez et al. 2015). Limited

113

temporal replication limits estimation because correlation coefficients are highly sensitive to

114

sample size (Schönbrodt and Perugini 2013). For example, the majority of data sets analyzed by

115

Jongenjans et al. (2010), one of the most comprehensive studies of vital rate correlations to date,

116

included between three and five transition years. These authors concluded that vital rate

117

correlations rarely affected population growth in stochastic environments, but their power to

118

estimate correlations was low. Second, even with sufficient data, accurately estimating vital rate

119

correlations poses non-trivial technical difficulties. In particular, independent estimation of

120

correlations and variances is required to model environmental stochasticity correctly (Doak et al.
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2005). Moreover, there is no consensus regarding the best approaches for estimating vital rate

122

correlations and their influence on population dynamics (e. g. Evans and Holsinger 2012).

123

Here, we use hierarchical Bayesian methods to quantify year-to-year vital rate
correlations and population projection models to evaluate their contributions to stochastic

125

population dynamics for three perennial plant populations. Our data sets span 11 to 15 years of

126

demographic observations, providing an unusually strong empirical foundation for quantifying

127

temporal variation and covariation in vital rates. We investigate the role of vital rate correlations

128

in stochastic population dynamics by parameterizing population projection models with a set of

129

generalized linear mixed models (GLMM). In this framework, year-specific vital rates are drawn

130

from a multivariate distribution, thus linking the temporal fluctuations of different vital rates. To

131

our knowledge, this is the first study to estimate vital rate correlations in this way, and the

132

distinction carries several important advantages. First, each GLMM has direct correspondence to

133

a particular life history process (growth, survival, fertility, etc.). Therefore, a linked GLMM

134

framework facilitates biological interpretation by allowing us to test for correlations between life

135

history functions per se. This approach contrasts with element-by-element parameterization of

136

matrix models, where correlations between matrix elements may lack an intuitive biological

137

interpretation. Second, the efficiency of a GLMM foundation reduces the potential for spurious

138

correlations because it requires estimation of fewer vital rate parameters than a classical matrix

139

model (Ellner and Rees 2006) and thus fewer vital rate correlations. The GLMM approach is the

140

default statistical framework of stochastic integral projection models (Rees and Ellner 2009) but

141

is similarly powerful in the context of stochastic matrix models, as demonstrated here and

142

elsewhere (e.g., Evans et al. 2010). Finally, estimating correlations in a hierarchical Bayesian

143

framework provides posterior probability distributions for correlation coefficients that reflect

144

estimation uncertainty, which can then be propagated into the outputs of population projection

145

models (Elderd and Miller 2016).

146

Author Manuscript

124

Once having estimated vital rate correlations, we then elucidate their role in stochastic

147

population dynamics. The contributions of vital rates to stochastic population dynamics are

148

typically unequal, because vital rates differ in both year-to-year variability (Pfister 1998) and

149

sensitivity (e.g. Franco and Silvertown 2004). As a result, the strength of a correlation is not

150

necessarily predictive of its effect on population growth (Doak et al. 2005). We used stochastic

151

simulations to quantify the individual effects of pairwise vital rate correlations, as well as the
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combined effect of all correlations, on long-term fitness. In particular, we used simulations to

153

quantify the contributions of vital rate correlations to the year-to-year variation in population

154

growth rate (λ t ) and the long-term stochastic population growth rate (λ s ). For each of three

155

perennial plant populations, we used long-term demographic data to address the following

156

questions: (1) What are the sign, magnitude, and uncertainty of correlations between

157

demographic vital rates? (2) What are the effects of specific pairwise vital rate correlations on

158

the year-to-year variability of population growth? (3) Does the net effect of all vital rate

159

correlations increase or decrease year-to-year variability in population growth? (4) What is the

160

net effect of vital rate correlations on the long-term stochastic population growth rate (λ s )?

161
162

Author Manuscript

152

METHODS
Focal species and demographic data sets

163

We analyzed long-term demographic data from one population each of three species of

164

iteroparous perennial plants: the aspen sunflower (Helianthella quinquenervis), the tree cholla

165

cactus (Opuntia [=Cylindropuntia] imbricata), and the lady orchid (Orchis purpurea).

166

Helianthella quinquenervis occurs in wet and boggy montane meadows of Western North

167

America (Weber 1952). Our data came from a population at the Rocky Mountain Biological

168

Laboratory in Colorado, USA (38° 57' 42.92" N, 106° 51' 57.96" W), where 3361 unique

169

individuals were censused between 1998 and 2012 (details of data collection provided in

170

Appendix S1). Opuntia imbricata is a cactus found throughout the deserts and arid grasslands of

171

Southwestern North America (Benson 1982). Our data came from a population at Sevilleta

172

National Wildlife Refuge in central New Mexico, USA (34° 20' 5.3" N, 106° 37' 53.2" W),

173

where 1001 unique individuals were censused between 2004 and 2015 (see Miller et al. 2009,

174

Ohm and Miller 2014 for details of study site and data collection). Finally, O. purpurea is an

175

orchid that occurs in forest understories throughout the Mediterranean region of southern Europe

176

(Rose 1948). Our data came from a population in eastern Belgium where 914 unique individuals

177

were censused between 2003 and 2015 (see Jacquemyn et al. 2010, Miller et al. 2012). For all

178

species, demographic data came from longitudinal studies in which individual plants were

179

marked and censused annually for survival, size, and reproduction (number of flowers). In H.

180

quinquenervis, size was quantified by the number of rosette clumps (Inouye 2008). In O.

181

imbricata, the size variable was plant volume (cm3), based on height and width measurements

182

(Miller et al. 2009). In O. purpurea, the size variable was total leaf area (cm2), approximated
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using length and width measurements of individual leaves (Jacquemyn et al. 2010). For each

184

species, we also had estimates of seedling recruitment as a function of previous seed production,

185

allowing us to close the life cycle loop (Appendix S2).

186
187
188

Author Manuscript

183

Vital rate functions and correlations

The life histories of these perennial plants shared at least four main demographic vital

189

rates for which we had data to model inter-annual variation and co-variation: probability of

190

survival, vegetative growth, probability of flowering, and fertility (number of flowers) of

191

flowering plants, all of which we modeled as functions of plant size. For H. quinquenervis and

192

O. purpurea, we additionally modeled the temporal variation in the flower-to-fruit transition. In

193

H. quinquenervis, temporal variation in this transition is strongly determined by the timing of

194

spring snowmelt, which affects the floral abortion risk (Inouye 2008). In O. purpurea, year-to-

195

year fluctuations in pollinator limitation affect the probably that initiated flowers set fruit

196

(Jacquemyn and Brys 2010). For O. imbricata, we did not explicitly consider fruit set, which is

197

very high due to efficient pollination services by specialist cactus bees (Ohm and Miller 2014).

198

In addition, for O. purpurea only, we modeled temporal variation in the probability of dormancy

199

(this species can persist in a below-ground dormant state). Thus, our study species had as few as

200

four (O. imbricata) and as many as six (O. purpurea) time-varying vital rates. Inter-annual

201

variability in these vital rates is presumably caused by climate fluctuations, though we did not

202

explicitly model climate effects. Finally, for each species there was a set of unique vital rates,

203

such as the number of seeds per fruit, the seed-to-seedling recruitment probability, and the

204

probability of seed-banking, for which we had mean estimates but no information on temporal

205

variance. Complete life cycle details for each species are provided in Appendix S2.

206

We modeled each of the time-varying vital rates by fitting generalized linear mixed-effect

207

models to the long-term demographic data. Each vital rate was modeled as a linear function of

208

plant size, with intercept α and slope β (except the flower-to-fruit transition, which had no size

209

slope). We included temporal variation by allowing the intercepts to vary randomly from year to

210

year (α t ), including the potential for correlated variation between vital rate intercepts.

211

Preliminary analyses indicated that there was not enough information in the data to model

212

temporal variation and co-variation in both the intercepts and slopes of the size-dependent vital
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213

rate functions. We therefore modeled temporal variation in the intercepts only, thus assuming

214

that individuals of different size responded similarly to inter-annual variation.

215

Details of the vital rate models differed between species because size was a continuous
variable in O. imbricata and O. purpurea (volume and leaf area, respectively) but a discrete

217

variable in H. quinquenervis (number of rosette clumps). To illustrate our approach to modeling

218

vital rate correlations, we present here statistical models for the species with continuous size

219

structure. In these species, growth was modeled with a normal distribution to populate a

220

continuous kernel of size transitions, as in a classic integral projection model (IPM). Vital rate

221

models for H. quinquenervis were very similar but growth was modeled with a negative binomial

222

distribution, thereby populating a discrete projection matrix rather than a continuous kernel

223

(Appendix S1). In the notation below, we use superscripted letters on intercepts (e.g., αG) and

224

slopes (βG) to represent different vital rates ("G" for growth); note that these are not exponents.

225

For growth, the response variable, G i,t+1 , was the log e (size) of individual i in year t+1, which we

226

modeled as normally distributed with time-independent standard deviation σ G and mean given

227

by a linear function of size in year t:

228
229

Author Manuscript

216

��,�+1 ~����������+1 , �� �,

���+1 = ��� + �� ���� (����� ).

(1a)
(1b)

230

For survival, the response S i,t+1 described whether individual i was alive (“success”) or dead

231

(“failure”) in year t+1. Accordingly, we modeled survival as a Bernoulli process with probability

232
233
234
235
236
237
238
239

of survival �̂�+1 , which was given by a linear function of size in year t:
��,�+1 ~ �����������̂�+1 �,

�������̂�+1 � = ��� + � � ���� (����� ).

(2a)
(2b)

where logit(x) gives log(x/(1-x)). Like survival, the probability of flowering in year t was
modeled as a Bernoulli process. The mean ��� of this Bernoulli process was given by a linear
function of size in year t:

��,� ~������������� �,

��������� � = ��� + �� ���� (����� ).

(3a)
(3b)

240

Finally, for flowering plants, we modeled fertility as the number of reproductive structures.

241

These were flowers in O. imbricata and O. purpurea, and flowering stems in H. quinquenervis,

242

each of which produced multiple flowers (included in the model as a constant value; Appendix
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244
245
246
247
248

S2). The number of reproductive structures produced by individual i in year t, F i,t , was modeled
as a negative binomial process with overdispersion parameter Θ F , and mean ��� given by a linear
function of size in year t:

Author Manuscript

243

��,� ~������ , �� �,

(4a)

������� � = ��� + �� ���� (����� ).

(4b)

In O. purpurea and H. quinquenervis, we also modeled an additional time-varying vital

249

rate: the flower-to-fruit transition probability. We modeled this vital rate as a beta-binomial

250

process. We used an alternative parameterization of the beta-binomial distribution that is based

251
252
253
254

�� , the number of trials, represented by the number
on a mean probability of successes (fruits), �
of reproductive structures ��,� , and an overdispersion parameter Θ M (Morris 1997):
�� , ��,� , �� �,
��,� ~�������

(5a)

�� � = ��� .
�������

(5b)

255

Lastly, in O. purpurea only, we modeled the probability of dormancy in year t+1 as a Bernoulli

256

process with mean probability given by a linear function of size in year t:

257
258
259

��+1 �,
��,�+1 ~�����������

(6a)

��+1 � = ��� + �� ���� (����� ).
�������

(6b)

The time-varying vital rates were linked via the intercepts of the size-dependent

260

functions, which were drawn from a multivariate normal (MVN) distribution with mean vector μ

261

and variance-covariance matrix Σ. For example, for O. imbricata, whose model included four

262

time-varying vital rates,

263

264

265

��
�
�� = � � � � ,
�
�� �

(7a)

�� ~ ���(�, �),
��
⎡ �⎤
�
� = ⎢⎢ � ⎥⎥,
⎢� ⎥
⎣� � ⎦

(7b)

(7c)
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����
� � � � ���
⎡ � �
� � �
� �� �
� = ⎢⎢ � � ��
� �
⎢� � ��� � � ���
⎣� � � � ��� � � � � ���

266

� � � � ���
� � � � ���
����
� � � � ���

� � � � ���
⎤
� � � � ��� ⎥
.
� � � � ��� ⎥⎥
���� ⎦

(7d)

The symmetric matrix Σ includes the vital rate variances (expressed as products of the standard

268

deviations) on the diagonal and covariances (expressed as products of the standard deviations

269

and correlation coefficients) on the sub-diagonal. We used a similar approach for H.

270

quinquenervis and O. purpurea, but these species had, respectively, one and two additional time-

271

varying vital rates and therefore dimension 5 x 5 and 6 x 6.

272
273

Author Manuscript

267

Parameter estimation

274

We estimated the parameters of the vital rate functions, including the vital rate

275

correlations ρ ij , in a hierarchical Bayesian framework. This approach allowed us to model all

276

time-varying vital rates in a single analysis rather than piece-by-piece; this means that we could

277

simultaneously estimate vital rate parameters and their temporal variances and covariances. In

278

addition, the output of a Bayesian analysis is a posterior probability distribution for each

279

parameter mean, variance, and covariance, reflecting the uncertainty in the estimates given the

280

uncertainty in the data. These posterior distributions allow us to transfer the uncertainty in vital

281

rate estimation to the uncertainty in the output of the population models.

282

We fit our models in Stan (Stan Development Team 2015), a programming language that

283

allows Bayesian inference without requiring conjugacy of priors. The central objective of our

284

statistical models was to estimate the correlations and variances of vital rates (the lower-level

285

parameters of Σ) separately. In stochastic population dynamics, the variance of vital rates and the

286

correlation among vital rates have distinct effects (Doak et al. 2005). In previous studies,

287

ecologists have estimated Σ using an inverse Wishart prior (e.g. Ibáñez et al. 2009). This is the

288

only known conjugate prior for Σ and is thus an obligate choice for the most popular packages

289

that fit Bayesian models using Gibbs sampling (e.g. Lunn et al. 2000, Plummer 2003). However,

290

using an inverse Wishart prior for Σ produces biased estimates whereby correlations and

291

variances are not independent (Gelman and Hill 2007). We therefore used Stan, which fits

292

models using No-U-Turn (Hoffman and Gelman 2014) or Hamiltonian Monte Carlo (Duane et

293

al. 1987) sampling, a powerful alternative that allowed us to estimate variances and correlations

294

independently.
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We fit the Bayesian models using uninformative priors for all parameters. We

296

decomposed the variance-covariance matrix to Σ = diag(σ) Ρ diag(σ), where diag() returns a

297

diagonal matrix, P is a matrix of pairwise correlation coefficients, and σ is a vector that contains

298

the standard deviations. We estimated the correlation matrix Ρ using an LKJ prior (the acronym

299

refers to the initials of the authors in Lewandowski et al. 2009), and the standard deviation of

300
301

Author Manuscript

295

each vital rate intercept (� � , � � , � � , � � , � � , � � ) using Cauchy priors. We used normal priors for
the α and β regression coefficients (Eq. 1-6), and an inverse gamma prior for σ G (Eq. 1a).

302

Moreover, we used uniform priors with support [0, 100] for the negative binomial overdispersion

303

parameters Θ G (Eq. S.1a) and Θ F (Eq. 4a), and a Pareto prior for the beta binomial

304

overdispersion parameter Θ M (Eq. 5a, Gelman et al. 2013). We fit models using the RStan

305

package (Stan Development Team 2015). We ran four 5000-iteration Markov Chain Monte

306

Carlo simulations, discarding the initial 1000 iterations. This number of iterations is usually

307

sufficient for model convergence when taking Hamiltonian Monte Carlo samples, and was

308

sufficient to reach convergence in H. quinquenervis and O. imbricata according to Brooks and

309

Gelman’s (1998) potential scale reduction factor (r̂). In O. purpurea, models converged after

310

30000 iterations. We evaluated model fit by carrying out posterior predictive checks (Appendix

311

S3: Figure S1-S3) and by visualizing predictions of the models against raw data (Appendix S2).

312

For each parameter, we estimate its 95% credible interval (the inner 95% density of the posterior

313

distribution).

314
315
316

Population modeling

We used the vital rate model parameters, including the vital rate correlations, to build

317

stochastic population projection models. We built IPMs for O. imbricata and O. purpurea, and a

318

matrix population model (MPM) for H. quinquenervis. Both IPMs and MPM describe the

319

dynamics of populations structured by one or more state variables. Here, our state variable was

320

the size of individuals, such that IPMs were appropriate for continuous size (O. imbricata and O.

321

purpurea) and a MPM was appropriate for discrete size (H. quinquenervis).In our models, the

322

discrete time step (t to t+1) corresponded to one year. For the IPMs, the continuous state variable

323

was log e (size) and size structure dynamics were projected as:

324

�

�(�)�+1 = ∫� �(�, �; �� )�(�)� ��.
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326

The kernel function K(y,x;�� ) is a surface that describes all possible transitions from log e (size) x

327

temporal variability in the kernel (Eq. 7). L and U are, respectively, the lower and upper limits of

328
329
330

at time t to log e (size) y at time t+1. �� is the vector of time varying parameters that govern
the log e (size) distribution.

Author Manuscript

325

For the H. quinquenervis MPM, population dynamics were projected according to:
��+1 = �(�� )�� .

(9)

331

Here, n is a vector that includes the abundance of each discrete size (clump number) and

332

A(α t ) is a projection matrix that describes all possible transitions from size x to size y. Similarly

333

to the IPM kernel (Eq. 8), the projection matrix takes the vector of year-specific vital rates, α t ,

334

which governs its temporal variability. Eq. 8 and 9 are a generic representation of our stochastic

335

population projection models: in Appendix S2 we provide detailed, species-specific versions of

336

Eq. 8 and 9, which also include discrete states of the life cycle such as below-ground tubers and

337

dormant plants in O. purpurea and seed banks in O. imbricata.

338

We ran stochastic simulations of the IPMs and MPM using fitted estimates for the vital

339

rate means, variances, and covariances (presented in Appendix S2). These simulations provided

340

baseline estimates for the variability of the year-specific geometric population growth rates

341

(Var(λ t )) and the stochastic long-term population growth rate (λ s ). For the simulations, we

342

defined a stochastic sequence of environments by drawing 50000 vectors (years) for ��

343

according to a multivariate normal distribution based on empirical estimates for mean vector μ

344

and variance-covariance matrix Σ, following Eq. 7a-d. We then simulated the population models

345

50000 times and analyzed data from the last 45000 time steps, excluding the initial transient

346

dynamics of the size distribution. We first simulated population dynamics using the mean values

347

of vital rate parameters’ joint posterior. To quantify uncertainty in our inferences for Var(λ t ) and

348

λ s , we replicated simulations by running 100 separate population projection models built using

349

100 random samples from the joint posterior distribution of all vital rate parameters, including

350

those associated with stochasticity: the coefficients of the correlation matrix Ρ and the vector of

351

standard deviations σ. We considered 100 a sensible number of posterior draws, because as few

352

as 25 draws provided a qualitatively similar range of estimate uncertainty as our final results

353

(Appendix S4).

354
355

Effects of vital rate correlations on the variance of population growth
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We first asked how individual vital rate correlations and the combination of all pairwise
correlations modified the variance of year-to-year population growth rates, motivated by the

358

predictions that negative and positive correlations should tend to decease and increase Var(λ t ).

359

To do this, we ran models projecting populations whose vital rates varied independently

360

(correlations "off") and contrasted the results with the baseline simulations described above

361

(correlations "on"), holding all else equal between the two treatments, including the same

362

random sequence of temporal variation. For the no-correlation models, we modified P matrices

363

to simulate populations where i) only one pairwise correlation was turned off, and ii) all vital rate

364

correlations were turned off. These two approaches provide complementary information, since a

365

weak combined effect of all correlations could reflect uniformly weak effects of individual

366

correlations or strong opposing effects of pairwise correlations that cancel each other out. For the

367

analysis of individual correlations, we set two elements of the P matrix equal to 0 such that ρ ij =

368

ρ ji = 0. We repeated this process for each pairwise vital rate correlation. For the analysis of all

369

correlations combined, all non-diagonal elements of the P matrix were set equal to 0, so that P

370

was an identity matrix I, and the variance-covariance matrix was given by Σ = diag(σ) I diag(σ).

371

The difference in Var(λ t ) between simulations with correlations on and off estimates the effect of

372

vital rate correlation on Var(λ t ). To compare results across species, we calculated the percentage

373

change in variance relative to the case with correlations off (%ΔVar(λ t ) = 100 x [Var(λ t,on ) -

374

Var(λ t,off )]/Var(λ t,off )). Finally, to account for uncertainty, we replicated these simulation

375

experiments for each of 100 draws from the joint posterior distribution of all vital rate

376

parameters.

377

Author Manuscript

357

We also used an alternative, analytical approach to quantify the effect of vital rate

378

correlations on the temporal variance of population growth by performing a life table response

379

experiment (LTRE). Rees and Ellner (2009) provide an LTRE approximation that decomposes

380

year-to-year variability in population growth into contributions from the variances and

381

covariances of all vital rates, weighted by their sensitivities. Importantly, this LTRE method

382

approximates only the variance of the asymptotic population growth rate associated with each

383

year (i.e., the leading eigenvalue of each year-specific kernel or matrix: λ 1,t ). The realized growth

384

rates (λ t ) deviate from these asymptotic values due to fluctuations in the population size

385

structure, which does not reach a stable distribution in a stochastic environment. The variance of

386

λ 1,t is a relevant but incomplete measure of stochastic population dynamics because at each time
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step λ t = λ 1,t x reactivity t (Ellis and Crone 2013, McDonald et al. 2016). Here, λ 1,t represents the

388

long-term effect of vital rates, while reactivity t measures the transient response of a population,

389

whereby reactivity t ≠ 1 when a population is not at its stable stage distribution (Neubert and

390

Caswell 1997). We are not aware of an LTRE approximation for the actual realized growth rates

391

λ t , which is why we focus on the simulation approach described above. We present the LTRE

392

decomposition of Var(λ 1,t ) in Appendix S5 (including additional methods) as a complement to

393

our simulation results, because this captures the influence of demographic correlations in

394

isolation from stochastic fluctuations in population structure, which can be a substantial source

395

of variability in population growth (Ellis and Crone 2013, McDonald et al. 2016).

396

Author Manuscript

387

397

The effect of vital rate correlations on the long-term stochastic population growth rate (λ s )

398

We estimated the effect of vital rate correlations on the long-term stochastic population

399

growth rate (λ s ), motivated by the predictions that negative and positive correlations should tend

400

to have positive and negative effects, respectively, on λ s via their influence on Var(λ t ). The long-

401

term stochastic population growth rate is given by the geometric mean of a long series of yearly

402
403

population growth rates: log(�� ) = � �log (

404

last 45000 values of year-to-year population growth rates (λ t ) from our simulations. As above,

405

we compared λ s between simulation treatments with all vital rate correlations “on” (λ s,on ) or “off”

406

(λ s,off ). That is, vital rates either co-varied according to empirical estimates (Σ = diag(σ) P

407

diag(σ)) or varied independently (Σ = diag(σ) I diag(σ)). To estimate the long-term fitness effect

408

of vital rate correlations, we calculated the percent difference between these two simulation

409

treatments, so that %Δλ s = 100 x [λ s,on - λ s,off ]/λ s,off . If vital rate correlations buffer population

410

growth against negative effects of variability, %Δλ s is positive; if correlations amplify the

411

negative effects of variability, %Δλ s is negative. Note that in these simulations, temporal

412

variances σ were constant across the two treatments, thus isolating demographic correlations per

413

se from demographic variability. We created a posterior distribution of %Δλ s using 100 samples

414

from the joint posterior distribution of the vital rate parameters. The distributions of %Δλ s values

415

therefore reflect all of the uncertainty in our estimates of vital rate coefficients, including

416

uncertainty in estimates of temporal variances and correlations.

��+1
��

)�, where N is total population size summed

across sizes and stages (Caswell 2001, Rees and Ellner 2009). This series was provided by the

417
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418

RESULTS

419

(1) What are the sign, magnitude, and uncertainty of correlations between demographic vital

420

rates?
Vital rate correlations varied greatly in both sign and magnitude, and uncertainty in their

Author Manuscript

421
422

estimates was high (Fig. 1). Across all species and vital rates, there were only two correlations

423

for which the posterior probability distribution indicated an unambiguous sign (their 95%

424

credible interval excluded zero): the positive correlation between the probability of flowering

425

and fertility in H. quinquenervis (mean ρ = 0.82; 95 % CI = [0.51; 0.96]) and the negative

426

correlation between growth and fertility in O. purpurea (mean ρ = -0.53; 95 % CI = [-0.85; -

427

0.05]). There were two additional correlations for which a majority of the posterior distribution

428

indicated a consistent sign (but the 95% CI included zero): the positive correlation between the

429

probability of flowering and fertility in O. purpurea (mean ρ = 0.45; 95 % CI = [-0.06; 0.80])

430

and the negative correlation between growth and flower-to-fruit transition probability in H.

431

quinquenervis (mean ρ = -0.43; 95 % CI = [-0.77; 0.03]). For the cactus O. imbricata, there were

432

no correlations for which the posterior distribution indicated a clear sign and most posterior

433

modes were weak in magnitude. The positive correlations between flowering and fertility in H.

434

quinquenervis and O. purpurea indicate that years in which flowering was more likely were also

435

years of greater seed production by flowering plants; this correlation was also positive, on

436

average, for O. imbricata, though there was greater uncertainty in its estimate (Fig. 1). On the

437

other hand, the negative correlations indicate that years of greater reproductive effort or success

438

were associated with smaller gains in size, and vice versa. In O. purpurea, the negative

439

correlation occurred between growth and the number of flowers produced, regardless of whether

440

the flowers set fruit. In H. quinquenervis, the negative correlation occurred between growth and

441

floral abortion (high floral abortion [i.e., low flower-to-fruit transition] was associated with high

442

growth, and vice versa). The remaining correlations, which were most of the correlations, did not

443

have a predominant sign within or across species, and their mean magnitude was usually small

444

(Fig. 1).

445

The uncertainty of vital rate correlations was large compared to the uncertainty of other

446

parameters (Appendix 2: Table S1-3). Because correlation estimates are constrained between -1

447

and 1, the standard deviation of their posterior is constrained as well. On the other hand, most

448

other parameters can vary between -∞ and ∞, or between 0 and ∞ (Appendix S2), so that the
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449

standard deviation of their posterior is unconstrained. Nevertheless, the standard deviation of

450

these other parameters was similar to or smaller than the standard deviation of correlation

451

estimates, suggesting relatively greater uncertainty in the correlations.
Time series for the intercepts of vital rate models (standardized to mean zero and unit

Author Manuscript

452
453

variance, for visual comparison) demonstrate how vital rate correlations played out across years

454

(Fig. 2). Using H. quinquenervis as an example (Fig. 2A), the intercepts for fertility and the

455

probability of flowering are almost completely over-lapping, reflecting their strong positive

456

correlation (Fig. 1). For example, in 2002, few plants initiated flowering stalks and those that did

457

produced few inflorescences. On the other hand, the intercepts for growth and the flower-to-fruit

458

transition vary in opposite directions, reflecting their negative temporal correlation. For example,

459

2003 and 2004 were the two worst years for flower viability and the two best years for growth,

460

and 1999 and 2008 were the opposite. Similarly, in O. purpurea (Fig. 2C), 2007 was a year of

461

unusually low fertility and unusually high growth, and 2011 and 2013 were the opposite. In O.

462

imbricata (Fig. 2B), 2011 was an exceptionally bad year for most vital rates, following an

463

unprecedented four-day deep-freeze that brought record low temperatures. However, this strong

464

forcing event was not sufficient to drive strong positive correlations because vital rate

465

fluctuations were independent across the other, more benign years of the study.

466
467
468
469

(2) What are the effects of specific pairwise vital rate correlations on the year-to-year
variability of population growth?
The proportional change in variance of year-to-year population growth rates (Var(λ t ))

470

caused by pairwise vital rate correlations varied idiosyncratically across species but was

471

generally weak and centered near zero (Fig. 3). In fact, there was not one pairwise correlation,

472

across all three species, whose effects on population growth variability were unambiguous in

473

sign based on the posterior probability distribution. The directional effects of correlations were

474

generally consistent with expectations, where negative correlations tended to reduce variability

475

and positive correlations tended to increase it. For example, the strong positive correlation

476

between flowering and fertility in H. quinquenervis tended to increase variability. However, the

477

contributions of vital rate correlations to population growth variability did not necessarily

478

correspond well to the magnitude of the correlations. This reflects the fact that the effect of a

479

correlation depends on both its absolute magnitude and the sensitivities of population growth to
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the two vital rates involved, highlighting the importance of vital rate sensitivities and their

481

absolute temporal variability in addition to correlations (Appendix S5: Eq. S.3a-b, Table S1). For

482

example, in H. quinquenervis, the negative correlation between growth and flower-to-fruit

483

transition (ρ = -0.43) decreased Var(λ t ) by just 3% on average. Similarly, in the other two

484

species, the largest effects on Var(λ t ) did not correspond to the strongest correlations. Results

485

from O. purpurea were particularly surprising in that most vital rate correlations had little effect

486

on Var(λ t ). Moreover, the strongest mean contribution to Var(λ t ) (-18%) is made by a relatively

487

weak correlation between flowering and flower-to-fruit transition (ρ = -0.16; Fig. 1). Finally, the

488

posterior distributions of the change in Var(λ t ) were extremely wide, especially in H.

489

quinquenervis and O. imbricata, reflecting uncertainty in our estimates of the vital rates and their

490

variances and correlations. These posterior distributions always included zero, and the

491

uncertainty intervals ranged from -70% to +260%.

492

Author Manuscript

480

493

(3) Does the net effect of all vital rate correlations increase or decrease year-to-year variability

494

in population growth?

495

On average, the net effect of all combined vital rate correlations increased the year-to-

496

year variability of population growth in H. quinquenervis and O. imbricata, and caused no

497

change in variability for O. purpurea (Fig. 4A). Yet, uncertainty in these effects was high,

498

posterior belief was distributed across both positive and negative values, and all credible

499

intervals included zero. According to the simulations based on the mean of the joint posterior of

500

parameter estimates (dots in Fig. 4A), in H. quinquenervis and O. imbricata the variance-

501

amplifying effects of positive correlations generally outweighed the variance-reducing effects of

502

negative correlations, but correlations had virtually no effect on variance in O. purpurea. In

503

particular, vital rate correlations changed the variability of population growth, on average, by

504

+20.8% in H. quinquenervis, +22.51% in O. imbricata, and -1% in O. purpurea. However, the

505

credible intervals of posterior estimates were extremely wide, with a range of values that span

506

from -71% to +157%.

507

In contrast to the simulation experiments, the LTRE decomposition of variability

508

(Var(λ 1,t )), excluding the influence of non-equilibrium size structure dynamics, suggested that,

509

for all three species, vital rate correlations should consistently buffer the variability of growth

510

rates, on average (Appendix 5: Fig. S1). LTREs showed an average decrease in Var(λ 1,t ) for H.
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quinquenervis (-8.59%), O. imbricata (-4.26%), and O. purpurea (-17.37%). However, just like

512

the estimates from simulation experiments, the uncertainty associated with the LTRE estimates

513

was large: posterior probabilities were distributed across positive and negative effects of

514

correlations, and credible intervals included zero (Appendix 5: Fig. S1).

515
516
517
518

Author Manuscript

511

(4) What is the net effect of vital rate correlations on the long-term stochastic population
growth rate (λ s )?

Across all three species, the effect of vital rate correlations on long-term stochastic

519

population growth rate (λ s ) was small in magnitude and virtually zero, on average (Figure 4B).

520

The credible intervals of λ s show very small effects that range from -0.49% to +0.88% in H.

521

quinquenervis, from -0.01% to +0.03% in O. imbricata, and from -0.25% to 0.25% in O.

522

purpurea. On average, vital rate correlations changed the stochastic population growth rate by

523

+0.17% in H. quinquenervis, +0.002% in O. imbricata, and -0.01% in O. purpurea.

524

Posterior distributions for the absolute values of λ s are shown in Appendix S6. Results

525

indicated that the O. imbricata population is almost certainly declining, because no posterior

526

sample produced λ s values greater than 1.0 (95 % CI = [0.93; 0.99]). H. quinquenervis is also

527

projected to decline, though the uncertainty in its stochastic population growth rate included the

528

possibility of positive growth (95 % CI = [0.91; 1.04]). On the other hand, the posterior

529

distribution of λ s in O. purpurea exceeded 1.0, so this population is expected to grow (95 % CI =

530

[1.05; 1.10]). All of these predictions for population viability were insensitive to whether

531

demographic correlations were "on" or "off" (Appendix S6). Thus, qualitatively and even

532

quantitatively, explicit accounting of vital rate correlations did not change our understanding of

533

the dynamics and viability of these populations.

534
535
536

DISCUSSION

Natural populations encounter stochastic fluctuations in demographic vital rates from

537

year to year. Theory predicts a potentially important role for correlated vital rate fluctuations in

538

long-term population viability (Tuljapurkar 1982, Doak et al. 2005). Yet, empirical

539

understanding of whether vital rate correlations are sufficiently common and of sufficient

540

magnitude to meaningfully affect population dynamics has lagged behind theory. Our work

541

provides new insight into the occurrence and consequences of vital rate correlations in natural
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populations, revealing both consistencies and idiosyncrasies across long-term data sets from

543

three perennial plant species. Our most important conclusion is that, while a few strong vital rate

544

correlations were detected from long-term data, overall, correlations had virtually no influence

545

on the stochastic population growth rate or on inferences regarding population viability. Thus, if

546

results from these three study populations are broadly representative, the non-trivial task of

547

quantifying correlations and incorporating them into demographic models may often be

548

unnecessary for drawing qualitative and even quantitative inferences regarding population

549

dynamics in stochastic environments.

550

Author Manuscript

542

Correlations may be positive or negative, with the sign reflecting different biological

551

mechanisms. Our study suggests certain correlations may be influenced by trade-offs between

552

vegetative growth and reproductive function. This is suggested by the negative correlations

553

between growth and fertility in O. purpurea, and between growth and flower-to-fruit transition in

554

H. quinquenervis. While negative correlations do not necessarily represent life history trade-offs

555

(Knops et al. 2007), detailed studies of O. purpurea (Jacquemyn et al. 2010, Miller et al. 2012)

556

provide evidence for a cost of reproduction at the level of individual plants consistent with our

557

current findings. Trade-offs between reproductive and somatic life history functions, usually

558

documented at the individual level, are common in plants (e.g. Harper 1977, Woodward et al.

559

1994, Silvertown and Dodd 1999, Obeso 2002). Our results suggest that these trade-offs can

560

generate negative temporal vital rate correlations in plant populations, such that years of high

561

reproductive effort or success are years of poor growth, and vice versa (Fig. 2). However, the

562

remaining vital rate correlations were generally weak and varied idiosycratically within and

563

across species.

564

The lack of consistent pattern in the direction and magnitude of vital rate correlations is

565

supported by some literature on plants (Evans et al. 2010, Jacquemyn et al. 2012, Davison et al.

566

2013) and animals (Doak et al. 1994, Reed and Slade 2006a, 2006b). For example, several

567

studies that linked climatic fluctuations to plant demography did not find common responses of

568

vital rates to climate drivers (Clark et al. 2011, Dalgleish et al. 2011, Adler et al. 2012, Williams

569

et al. 2015), suggesting that vital rates respond individualistically to climatic variability. On the

570

other hand, two comparative studies that focused on animals reported predominantly positive

571

temporal correlations between vital rates (Saether and Bakke 2000, Morris et al. 2011).

572

However, most of the positive correlations reported in these matrix modeling studies occurred
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between the survival of different size classes: for example between survival of juveniles and

574

adults. These positive correlations across size classes are implicit in our population projection

575

models because they are built into the random intercepts of GLMMs. In our GLMMs, a “good”

576

year for survival is assumed to be good across all sizes, which makes our estimation of

577

correlations more conservative than these previous studies.

578

Author Manuscript

573

Our estimation process revealed substantial uncertainty, particularly for correlations

579

whose posterior mode was small in magnitude, where posterior weight was distributed across

580

positive and negative values (Fig. 1). The uncertainty in the estimates of correlation was larger

581

than the uncertainty of most other parameter estimates (Table S1-3). Such high uncertainty

582

indicates that even one decade of data provide low power when estimating correlations among

583

vital rates. This is perhaps not surprising: the sample size necessary to precisely estimate a

584

correlation of 0.1 is ~250 (Schönbrodt and Perugini 2013), far longer than any complete

585

demographic data set that we know of. Thus, even our unusually long-term studies may not have

586

provided enough information to unambiguously detect real but weak correlations, highlighting

587

the importance of explicitly accounting for uncertainty. Rather than dismiss weak correlations

588

outright, our Bayesian approach exploited the full posterior distributions of all vital rate

589

correlations, even those centered near zero. This approach provides a probabilistic assessment of

590

how correlations affect stochastic population dynamics, given our confidence in the estimation

591

process. We expect that uncertainty in the correlation coefficients, particularly the weak ones,

592

will become better resolved as these ongoing demographic studies continue and more data

593

accumulate. Nevertheless, given that most of the correlation estimates and their effects on

594

stochastic population growth were centered at or near zero, we expect our conclusions to stand,

595

even with better resolved correlations. Importantly, despite the uncertainty in estimation of the

596

vital rate correlations, we are quite certain that their effects on the stochastic growth rate are

597

negligible, given the posterior distributions of %Δλ s (Fig. 4B).

598

Our simulations suggested that vital rate correlations could have potential to modify long-

599

term population growth because their combined effect, on average, increased the variability of

600

year-to-year population growth (Var(λ t )) in two species (Fig. 4A). For these species, positive

601

correlations apparently outweighed negative correlations, causing on average an increase in

602

variability, though the uncertainty in correlations contributed to wide posterior distributions for

603

their effects on variance. Taken in isolation, these results could be interpreted to reinforce the
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importance of vital rate correlations as modifiers of demographic variability (Tuljapurkar 1982,

605

Boyce et al. 2006, Tuljapurkar et al. 2009). However, our simulations of stochastic population

606

dynamics revealed consistently that vital rate correlations had virtually no effects (< 1% change)

607

on the stochastic growth rate, λ s (Fig. 4B); this was true for O. purpurea, where correlation

608

caused, on average, no change in Var(λ t ) but also, more surprisingly, in H. quinquinervis and O.

609

imrbicata, where correlations caused a mean increase in Var(λ t ) of 21 and 23%, respectively.

610

This apparent discrepancy is likely explained by the fact that a large proportional effect of

611

correlations on year-to-year variability need not translate into a large effect on λ s . We presented

612

percent changes in Var(λ t ) and λ s in order to directly compare results across species. However,

613

the stochastic population growth rate is sensitive to absolute rather than relative changes in

614

Var(λ t ) (Lewontin and Cohen 1969). If absolute variability is already small then an increase of

615

10-20% may have negligible effects on λ s . For example, Morris et al. (2011) attributed very

616

weak effects of vital rate covariation and temporal autocorrelation on stochastic population

617

growth of primates - effects comparable in magnitude to our results from perennial plants - to

618

low baseline demographic variability. We speculate that vital rate correlations may generally

619

have negligible effects for populations already buffered against temporal variability, as long-

620

lived organisms tend to be (Morris et al. 2008).

621
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Another surprising result from our simulations was the direction of correlation effects on

622

year-to-year variability (Fig. 4A) relative to the direction of effects on λ s (Fig. 4B). While none

623

of these effects were strong, the mean increase of Var(λ t ) in H. quinquinervis and O. imbricata

624

was not associated with a mean decrease in λ s , as would be predicted by classic theory. We

625

speculate that this result may have been caused by the canonical link functions that we used to

626

model temporal variability in vital rates (e.g., Eq. 2b, 3b, 4b). These link functions are standard

627

tools for the development of stochastic IPMs (Rees and Ellner 2009) but they introduce some

628

non-linear averaging. Canonical link functions implicitly assume that demographic processes

629

respond nonlinearly to random variation. As a consequence, non-linear averaging might arise

630

whereby the value of a vital rate in an average year is greater or less than the value of the vital

631

rate averaged across years. The magnitude of this difference depends on the magnitude of year-

632

to-year variability and on the concavity of the link function (Ruel and Ayres 1999). For instance,

633

the log-link function we used in our fertility models (Eq. 4b) is concave up. As a result, an

634

increase in temporal variation could potentially increase average fertility and, potentially,
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stochastic population growth rate (Barraquand and Yoccoz 2013). A deeper analysis of this issue

636

falls outside the scope of our study, but we suggest that it warrants greater attention in the

637

methodological literature on stochastic demography. Given the small magnitudes of the effects

638

we detected (Fig. 4B) any contributions of non-linear averaging in our study are unlikely to

639

affect our qualitative conclusions.

640

Author Manuscript

635

Our λ s results suggest that vital rate correlations should have negligible evolutionary

641

implications in our three species. Vital rate correlations are expected to modulate the evolution

642

of demographic buffering, whereby selection decreases the temporal variance of vital rates

643

(Pfister 1998, Morris and Doak 2004). In particular, positively correlated vital rates, by

644

increasing Var(λ t ) and decreasing λ s , should promote selection for lower temporal variance in

645

vital rates; vice-versa for negatively correlated vital rates (Doak et al. 2005). However, because

646

in our three species vital rate correlations have negligible effects on λ s , such correlations should

647

have a similarly minor effect on the evolution of demographic buffering.

648

Lastly, the contrast between our simulation experiments (Fig. 4A) and LTRE analyses

649

(Appendix 5: Fig. S1) highlight a role for stochastic fluctuations in size structure as a potentially

650

important component of demographic variability, as has been recently emphasized (Ellis and

651

Crone 2013, McDonald et al. 2016). The LTRE approach used year-specific asymptotic

652

population growth rates, λ 1,t , as a proxy for the realized year-to-year population growth rate, λ t .

653

However, the constant fluctuations in size structure that are characteristic of populations in

654

stochastic environments may cause realized growth rates (λ t ) to deviate from expectations based

655

solely on vital rates (λ 1,t ). The rationale for using λ 1,t is that these fluctuations are deviations

656

from a statistically stable size structure (Tuljapurkar 1990). Accordingly, these two approaches

657

were qualitatively consistent in that they both revealed large uncertainty in the effects of vital

658

rate correlations on year-to-year variability, with posterior distributions centered near zero.

659

However, the LTRE decomposition of the variance in λ 1,t showed that mean effect of

660

correlations tended to decrease variance for all three species, while the simulation analysis of

661

variance in λ t indicated that correlations tended to increase variance in two species with no effect

662

on the third. These differences suggest that fluctuations around the statistically stationary size

663

distribution add noise to λ t , and therefore weaken the direct effect of fluctuations in vital rates

664

represented by λ 1,t . This finding agrees with two recent comparative studies based on matrix

665

population models, which found that the variance in realized growth rates (λ t ) caused by
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fluctuations in size structure was often larger than the variance caused by fluctuations in vital

667

rates (Ellis and Crone 2013, McDonald et al. 2016). Our results suggest that the role of transient

668

dynamics in modulating the effect of vital rate correlations on stochastic population dynamics

669

deserves further empirical and theoretical study.

Author Manuscript

666

670

An important caveat of our study is that, despite the long-term nature of our data, our

671

inferences are limited because they are based on only three species with one population each.

672

The geographic limitation of our study may bias our estimates of demographic variation and

673

covariation. The literature increasingly suggests large geographic variation in vital rates across

674

populations of the same species (Schindler et al. 2010, Doak and Morris 2010, Eckhart et al

675

2011, Villellas et al. 2015). Given these limitations, it is worth considering how generally we

676

may conclude that vital rate correlations do not meaningfully affect stochastic population

677

dynamics. We intentionally focused on species with similar life histories. Our three focal species

678

share complex iteroparous perennial life histories, including over-lapping generations, extended

679

reproductive delays, long-lived reproductive stages, and demographic “storage” in the form of

680

seed banks or dormant stages. We speculate that our conclusions regarding the importance of

681

vital rate correlations may apply broadly to organisms with similarly complex life cycles, where

682

the suite of life history processes operating simultaneously may dilute the importance of any

683

single process or pair of processes. Indeed, our results reinforce previous studies of long-lived

684

plants and animals that found weak effects of vital rate covariation (Jongejans et al. 2010, Morris

685

et al. 2011). At the other, simpler extreme of life cycle complexity, vital rate correlations may be

686

more consequential. For example, in an unstructured population governed solely by birth and

687

death rates, strong correlation between these two processes may importantly affect population

688

dynamics in a variable environment. These hypotheses regarding the role of life cycle

689

complexity are well suited to theoretical study, which we suggest would be a fruitful area for

690

further work.

691
692

CONCLUSION

In this study, we show that temporal vital rate correlations in three perennial plant species

693

are usually weak but occasionally strong, and in both directions. While vital rate correlations

694

have potential to modify year-to-year variability and thus stochastic population growth, we found

695

that correlations had virtually no effect on stochastic population dynamics and did not modify

696

our inferences of population viability. Explanations for the negligible effects of vital rate

This article is protected by copyright. All rights reserved

24
Compagnoni et al.

correlations may include the predominance of weak correlations, low sensitivities and low

698

variability of the few vital rates that were strongly correlated, and fluctuations in size structure

699

over-riding fluctuations in vital rates. Our results offer potentially good news for population

700

ecologists, because the process of estimating and modeling vital rate correlations is data-

701

intensive and computationally non-trivial.

702
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Figure legends
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917

Figure 1. Posterior probability distributions of vital rate correlations. Each panel represents a

918

vital rate pair. Line types represent species.

919

Figure 2. Year specific intercepts of vital rate models (e.g., Eq. 7). Line colors represent

920

different vital rates. Panels show results for H. quinquenervis (A), O. imbricata (B), and O.

921
922
923

purpurea (C). For each species, we standardized the intercept ���� for each vital rate VR so that

��
��
��
��,������������
= (���� − �����
)/ ���
.

Figure 3. Change in the variance of year-to-year population growth rates (λ t ) caused by pairwise

924

vital rate correlations. We present the percent difference between simulations accounting for

925

vital rate correlations (“on”) and simulations where vital rates varied independently (“off”). Each

926

panel represents the percent change in variance caused by the correlation of a specific vital rate

927

pair. This percent change is 100 x [Var(λ t,on ) - Var(λ t,off )]/Var(λ t,off ). Gray levels represent

928

species. Box-and-whisker plots represent values produced by simulations run using 100 random

929

samples from the joint posterior distribution of model parameters. Lines in the middle of each

930

box are medians, box limits show the first and third quartile, whiskers extend beyond box limits

931

1.5 times the interquartile range, and open points are outliers.

932

Figure 4. The effect of vital rate correlations on the variance of year-to-year population growth

933

rate (λ t , panel A), and on long-term stochastic population growth rate (λ s , panel B). We present

934

percent changes in both quantities. In Panel A, %ΔVar(λ t ) is calculated as in Fig. 3. Similarly, in

935

Panel B %Δλ s is 100 x [λ s,on - λ s,off ]/λ s,off . Black dots refer to simulations results from population

936

models built using the mean values of the parameters’ joint posterior. Box-and-whisker plots

937

show the values calculated using 100 random samples from the joint posterior distribution of

938

vital rate parameters. Box limits, whiskers, and open dots are as in Fig. 3. Dotted lines delimit

939

the upper and lower bounds of the 95% credible intervals of posterior values.
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