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dynamics
Ricardo Puebla,1, ∗ Ramil Nigmatullin,2, † Tanja E. Mehlsta¨ubler,3, ‡ and Martin B. Plenio1, §
1Institut fu¨r Theoretische Physik and IQST, Albert-Einstein Allee 11, Universita¨t Ulm, 89069 Ulm, Germany
2Complex Systems Research Group, Faculty of Engineering and IT,
The University of Sydney, Sydney, NSW 2006, Australia
3Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany
(Dated: March 12, 2018)
We study the non-equilibrium dynamics of second-order phase transitions in a simplified Ginzburg-
Landau model using the Fokker-Planck formalism. In particular, we focus on deriving the Kibble-
Zurek scaling laws that dictate the dependence of spatial correlations on the quench rate. In the
limiting cases of overdamped and underdamped dynamics, the Fokker-Planck method confirms the
theoretical predictions of the Kibble-Zurek scaling theory. The developed framework is computation-
ally efficient, enables the prediction of finite-size scaling functions and is applicable to microscopic
models as well as their hydrodynamic approximations. We demonstrate this extended range of
applicability by analyzing the non-equilibrium linear to zigzag structural phase transition in ion
Coulomb crystals confined in a trap with periodic boundary conditions.
I. INTRODUCTION
Non-equilibrium dynamics involving critical phenom-
ena, such as phase transitions, is an important area of
statistical physics [1]. The physical phenomena that arise
when traversing a symmetry breaking second-order phase
transitions at finite rate are of particular interest. Specif-
ically, symmetry breaking at finite rate promotes the for-
mation of non-equilibrium excitations that can stabilize
forming topological defects in a process known as the
Kibble-Zurek (KZ) mechanism [2]. When the quench
is performed at finite rates the symmetry is broken lo-
cally, and spatially separated regions can select different
symmetry-broken states within the ground state man-
ifold, which results in defects forming at spatial loca-
tions where phases of different symmetries meet. A ma-
jor achievement of KZ theory is the prediction that the
average number of defects exhibits a power-law depen-
dence on the quench rate, whose scaling exponents are
determined by the equilibrium critical exponents of the
phase transition.
KZ mechanism has been studied in a number of exper-
iments (see [3] for a recent review). While the standard
KZ argument applies in spatially homogeneous systems,
in some experimental systems, such as Bose-Einstein con-
densates [4–6] and ion Coulomb crystal [7, 8] inhomo-
geneities, as well as finite-size effects need to be ac-
counted for. Thus measured scaling may not agree with
the prediction of KZ scaling exponents in the thermo-
dynamic limit. In such cases numerical simulations are
particularly valuable tools for gaining insights into the
non-equilibrium dynamics. Simulations of KZ experi-
ments typically involve the numerical evaluation of many
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stochastic trajectories to allow for the calculation of an
accurate estimate of any statistical quantity, including
the expected density of defects. The tracking of stochas-
tic trajectories of individual quench realizations, followed
by averaging over the obtained ensemble is known as
the Langevin approach of stochastic thermodynamics. In
stochastic thermodynamics, there exists the different but
equivalent approach of studying expectations of observ-
ables known as the Fokker-Planck approach [9]. Fokker-
Planck equations are deterministic partial differential
equations specifying the time-evolution of the probabil-
ity distribution of the configuration of the system that
interacts with a Markovian heat bath. Thus the Fokker-
Planck approach aims to solve the non-equilibrium dy-
namics problem at the ensemble rather than at the in-
dividual realization level, as is the case in the Langevin
approach. The aim of the current paper is to apply the
Fokker-Planck formalism to the KZ problem. We develop
the Fokker-Planck method for the KZ problem and show
that it can reproduce the known non-equilibrium scaling
laws. The advantages of this approach include a compu-
tationally fast evaluation of the scaling laws and access
to numerically exact probability distributions.
The paper is structured as follows. In Section II,
we formulate the problem by introducing the Ginzburg-
Landau model of phase transition, the equations of mo-
tion within the Langevin and Fokker-Planck formulation
and the observables relevant in the context of KZ sce-
nario. In Section III and IV, we solve the Fokker-Planck
equations in, respectively, the overdamped regime and
underdamped regime. In Section V, we apply the method
to a non-equilibrium structural phase transition between
linear and zigzag configurations in Coulomb crystals.
2II. NON-EQUILIBRIUM DYNAMICS IN
GINZBURG-LANDAU THEORY
Ginzburg-Landau (GL) theory provides a good model
of second-order phase transitions. We consider a scalar
one-dimensional order parameter φ(x, t). In the GL the-
ory of second-order phase transitions, the free energy of
the systems is given by
F = 1
2
∫
dx
[
h2(∂xφ)
2 + V (φ)
]
, (1)
where the Ginzburg-Landau potential V (φ) reads
V (φ) =
ε
2
φ2 +
g
4
φ4. (2)
The constants g and h are parameters of the model that
depend on the microscopic structure of the system. The
parameter ε quantifies the distance to the critical point
of the phase transition, located at ε = εc = 0. The model
specified by Eqs. (1) and (2) is ubiquitous in physics as it
describes a symmetry-breaking phase transition: the po-
sition of the minimum of V (φ) changes from being found
at φ = 0 for ε > 0 to two energetically equivalent choices
at φ = ±
√
−ε/g for ε < 0.
The main purpose of the present article resides in an-
alyzing the non-equilibrium dynamics resulting from the
finite-rate symmetry breaking induced by an externally
controlled time-dependent parameter ε(t). We consider
linear quenches in ε(t) with functional dependence given
by
ε(t) = ε0 +
t
τQ
(ε1 − ε0) , 0 ≤ t ≤ τQ. (3)
where ε(0) = ε0 > 0 and ε(τQ) = ε1 < 0, so that the
systems is in the symmetric phase at the start of the
quench protocol and in the symmetry broken phase at
the end of the quench protocol. The rate at which the
critical point is traversed is dε(t)/dt = (ε1 − ε0)/τQ, and
thus, it is determined by the quench time τQ once ε0 and
ε1 are fixed.
Langevin approach.— The dynamics of the one-
dimensional order parameter φ(x, t) is described by the
following general stochastic equation of motion [10–12](
∂2
∂t2
+ η
∂
∂t
)
φ(x, t) = h2
∂2
∂x2
φ(x, t) − δV (φ)
δφ
+ ζ(x, t)
(4)
where η is the friction parameter and ζ(x, t) the stochas-
tic force, which fulfills
〈ζ(x, t)〉 = 0, (5)
〈ζ(x, t)ζ(x′, t′)〉 = 2η
β
δ(x− x′)δ(t− t′), (6)
where 〈. . .〉 denotes the ensemble average, β ≡ (kBT )−1,
T is the temperature and kB is the Boltzmann constant.
For ε ≥ 0, the field φ(x), close to the ground state, has
small amplitude such that |gφ3| ≪ |εφ|. Therefore, to a
good approximation, the higher order terms of φ in V (φ)
can be neglected resulting in V (φ) ≈ εφ2/2, as depicted
in Fig. 1. Despite of this apparently naive simplification,
the linearized stochastic equations of motion still repro-
duce the dynamics of realistic models [10, 11, 13]. The
linearized version of Eq. (4) reads
(
∂2
∂t2
+ η
∂
∂t
)
φ(x, t) =
(
h2
∂2
∂x2
− ε(t)
)
φ(x, t)+ ζ(x, t).
(7)
It is convenient to express the field φ(x, t) in the Fourier
space
φ(x, t) =
∑
n
ϕn(t)e
iknx, (8)
where kn = 2πn/L. For simplicity, we consider peri-
odic boundary conditions, φ(0, t) = φ(L, t), and a real
field φ(x, t), which implies ϕn(t) = ϕ
∗
−n(t). Substitut-
ing Eq. (8) in Eq. (7) results in decoupled equations of
motion for each mode. The equation for the nth mode
reads(
∂2
∂t2
+ η
∂
∂t
)
ϕn(t) =
(−k2nh2 − ε(t))ϕn(t) + ζn(t),
(9)
with 〈ζn(t)〉 = 0 and 〈ζn(t)ζm(t′)〉 = 2ηβ−1δnmδ(t− t′).
As usual within the framework of statistical mechanics,
we are interested in the ensemble averages of observable
macroscopic quantities (e.g. correlation length) that are
functions of the microstates of the system. The ensemble
averaged value
〈
A[φ(t), φ˙(t); t]
〉
of a physical quantity
A of interest at time t may be obtained by averaging
over a number of stochastic trajectories generated by the
Langevin dynamics. Typically, the smaller the system,
the more stochastic trajectories are necessary to obtain
a reliable and meaningful average. Formally, the ensem-
ble average can be obtained by integrating over the field
distribution expressed in the Fourier space as
〈A〉 =
∏∫ +∞
−∞
dϕn
∏∫ +∞
−∞
dϕ˙nA
∏
Pn(t, ϕn, ϕ˙n),
(10)
where Pn(t, ϕn, ϕ˙n) is the time-dependent probability
distributions for nth mode in the phase space, i.e. it
defines the probability of obtaining a value ϕn, and
its velocity, ϕ˙n, at time t for a mode with momentum
kn = 2πn/L. The probability distribution is normalized
according to
∫ +∞
−∞
∫ +∞
−∞
dϕndϕ˙n Pn(t, ϕn, ϕ˙n) = 1. (11)
In the Langevin approach, ensemble averaging involves
evaluating approximations to these probabilities from the
repeated solutions of the stochastic dynamical equations.
3The Fokker-Planck approach provides an analytic expres-
sion for Pn(t, ϕm, ϕ˙n) as a solution to fully deterministic
partial differential equations, as we explain in the follow-
ing.
Fokker-Planck approach.— The Fokker-Planck formal-
ism is a well-known approach to handle stochastic dy-
namics, which, in contrast to the Langevin approach fo-
cuses from the start on the probability distributions of
the stochastic variables. The dynamical equations for
the probability distributions are deterministic partial dif-
ferential equations [9]. The Fokker-Planck counterpart of
Eq. (9) that specifies the dynamics of the nth mode, reads
∂Pn(t, ϕn, ϕ˙n)
∂t
=
[
− ∂
∂ϕn
ϕ˙n +
∂
∂ϕ˙n
(ηϕ˙n+
+
(
h2k2n + ε(t)
)
ϕn
)
+
η
β
∂2
∂ϕ˙2n
]
Pn(t, ϕn, ϕ˙n), (12)
which is known as the Kramers equation [9]. Hence the
full probabilistic dynamics is acquired solving Eq. (12).
Quantities of interest.— In the spirit of KZ mech-
anism, we characterize the dynamics by means of the
correlations induced in the system as it traverses the
second-order phase transition at εc = 0 at different rates
dε(t)/dt ∝ τ−1Q . To quantify such correlations, we intro-
duce the usual two-point correlation function
G(x1, x2, t) = 〈φ(x1, t)φ(x2, t)〉 − 〈φ(x1, t)〉 〈φ(x2, t)〉 .
(13)
As a consequence of the periodic boundary conditions
φ(0, t) = φ(L, t), the two-point correlation function de-
pends only in the distance x1 − x2, i.e. G(x1, x2, t) ≡
G(x1 − x2, t). The correlation length of the field φ(x, t)
can be defined as
ξL(t) =
√∫ L/2
0
dxx2 G(x, t)√
2
∫ L/2
0
dxG(x, t)
. (14)
We also attempt to quantify the defect density formed
during the evolution, that is, the number of domains or
regions per unit length within φ(x, t) with an equivalent
choice of the broken symmetry. In the defect region the
field interpolates rapidly but smoothly between the cho-
sen configurations and thus in those regions the field has
large spatial variations. For that reason the density of de-
fects may be quantified by the gradient of the field [14].
Hence, to quantify such spatial variations, we introduce
the density gL as
gL(t) = L
∫ L
0
dx
〈
(∂xφ(x, t))
2
〉
∫ L
0
dx
〈
(φ(x, t))
2
〉 . (15)
The quantities ξL(t) and gL(t) contain important non-
equilibrium dynamical information, allowing us to test
the emergence of universal behavior such as KZ scaling.
FIG. 1. Schematic representation of the potential V (φ) =
gφ4/4+εφ2/2 (solid black line) and its approximation V (φ) ≈
εφ2/2 (dashed red line) for three different situations, ε > 0
(left), ε = εc = 0 (middle) and ε < 0 (right).
KZ scaling laws in the thermodynamic limit.— The
equilibrium correlation length in the thermodynamic
limit diverges as ξ ∝ |ε− εc|−ν , where ν is the corre-
sponding critical exponent. Additionally, a second-order
phase transition is also characterized by a diverging re-
laxation time, τ ∝ |ε− εc|−νz, where z is the dynami-
cal critical exponent [12]. If the fourth and higher or-
der terms of φ in Eq. (2) are negligible then ν = 1/2
(mean field exponent), while depending on the dynam-
ical regime, z = 2 or z = 1, for overdamped or under-
damped dynamics [11, 15]. The former regime is found
when |η∂tφ| ≫
∣∣∂2t2φ∣∣, while the latter takes place in
the opposite limit. To derive scaling laws, we resort to
the KZ argument, which states that due to the diverg-
ing relaxation time near the critical point, there will be a
freeze-out instance, tˆ, at which the system is not able any
longer to adjust its correlation length to its equilibrium
value [2, 3] during the quench. Accordingly, traversing
the critical point at a finite rate τ−1Q provokes the for-
mation of defects or excitations, whose typical size scales
as ξˆ ∼ τν/(1+zν)Q , where ξˆ corresponds to the correlation
length at the freeze-out instant. Therefore, the density
of excitations will scale as Ld/ξˆd ∼ τ−dν/(1+zν)Q , where
d is the dimension of the system. The KZ scaling laws
can also be derived using rescaling transformations of
the equations of motion [16], which does not rely on the
physical arguments of transition between adiabatic and
impulsive dynamics [2, 3]. In this paper, we show how
these rescaling transformations can be applied to our sys-
tem, elucidating a set of non-equilibrium scaling func-
tions, where KZ scaling laws appear as a special case.
III. OVERDAMPED REGIME:
SMOLUCHOWSKI EQUATION
The general equation of motion which governs the dy-
namics is given in Eqs. (7) and (12) for Langevin and
Fokker-Planck formalism, respectively. However, when
the term η∂tφ dominates, |η∂tφ| ≫ |∂2t2φ|, the dynam-
4ics of φ(x, t) is overdamped or pure relaxational [12]. In
the overdamped regime, the Langevin equation of motion
reads
η
∂
∂t
φ(x, t) =
(
h2
∂2
∂x2
− ε(t)
)
φ(x, t) + ζ(x, t). (16)
The Fourier decomposition Eq. (8) results in decoupled
equations for each of the normal modes. The dynamical
equation for the nth mode is
η
∂
∂t
ϕn(t) =
(−h2k2n − ε(t))ϕn(t) + ζn(t), (17)
with 〈ζn(t)〉 = 0 and 〈ζn(t)ζm(t′)〉 = 2ηβ−1δnmδ(t − t′).
The Fokker-Planck equation in the overdamped regime
is known as the Smoluchowski equation. Let Po,n(t, ϕn)
denote the probability distribution for the nth mode with
kn = 2πn/L; the subscript o emphasizes the overdamped
nature of the dynamics. Since ϕn(t) is in general com-
plex, it is more convenient to express the field as
φ(x, t) =
ϕR0 (t)√
Nc
+
√
2
Nc
(Nc−1)/2∑
n=1
ϕRn (t) cos(knx) + ϕ
I
n(t) sin(knx), (18)
where we have introduced a momentum cut-off kc which
sets a maximum number of modes (Nc − 1)/2, and
ϕRn (t) ≡ Re(ϕn(t)) and ϕIn(t) ≡ Im(ϕn(t)) due to the
condition ϕ−n(t) = ϕ
∗
n(t). Note that, without loss of
generality, Nc is chosen to be odd. Then, the Smolu-
chowski equation for Po,n(t, ϕ
R,I
n ) reads [9]
η
∂Po,n(t, ϕ
R,I
n )
∂t
=
∂
∂ϕR,In
[
1
β
∂
∂ϕR,In
+
+
(
h2k2n + ε(t)
)
ϕR,In
]
Po,n(t, ϕ
R,I
n ). (19)
We will assume that the system is initially in thermal
equilibrium at ε0. In thermal equilibrium, a probability
distribution, P tho,n, must fulfill
∂tP
th
o,n = 0. (20)
Substituting Eq. (20) in (19) and solving the resulting
differential equation gives
P tho,n(ϕ
R,I
n ) =
f thn√
π
e−(f
th
n ϕ
R,I
n )
2
,
f thn =
√
β (h2k2n + ε0) /2. (21)
As expected, these probabilities correspond to the Boltz-
mann distribution at given temperature 1/β of the bath.
Note that they exist only for ε0 > εc = 0 as a consequence
of the harmonic approximation V (φ) ≈ εφ2/2. Having
determined the initial state, we now solve Eq. (19) to
find the time-dependent probability distribution Po(t).
For that, we make use of a Gaussian Ansatz
Po,n(t) =
fn(t)√
π
e−f
2
n(t)ϕ
2
n . (22)
Substituting Eq. (22) into Eq. (19) gives
∂
∂t
fn(t) = − 2
ηβ
f3n(t) +
1
η
(
h2k2n + ε(t)
)
fn(t), (23)
with the initial condition determined by the thermal equi-
librium, fn(0) = f
th
n . Thus the full knowledge of the
probabilistic dynamics is captured in a set of uncoupled
differential equations for the variance of each probability
distribution.
The knowledge of the functional form of the probability
distributions, allows us to explicitly calculate the quan-
tities of interests, namely ξL(t) and gL(t). Substituting
Eq. (22) into the expression for the two-point correlation
function given by Eq. (13), and simplifying the resulting
expression gives
G(x1, x2, t) =
1
2Ncf20 (t)
+
Nc−1∑
n=1
cos(kn(x1 − x2))
Ncf2n(t)
. (24)
The correlation length is then obtained using Eq. (14),
ξL(t) =
L
2
√
6
√√√√1 + 12f20 (t)
(Nc−1)/2∑
n=1
(−1)n
f2n(t)n
2π2
. (25)
Similarly, the expression for gL(t) evaluates to
gL(t) = L
∑(Nc−1)/2
n=1
k2n
f2n(t)
1
2f20 (t)
+
∑(Nc−1)/2
n=1
1
f2n(t)
. (26)
Thus, we have obtained analytic expressions for the cor-
relation length and the number of defects as a function
of time for non-equilibrium Kibble-Zurek dynamical sce-
nario. In the analytical expressions, we can now look for
physical meaning such as the presence of non-equilibrium
scaling laws. We break down the discussion into three
parts, each of which corresponds to a different quench
rate regime: infinitely slow or isothermal quench (the
case of thermal equilibrium), sudden quench and finite-
rate quench.
Thermal equilibrium.— In the limit τQ → ∞, ther-
mal equilibrium is achieved at any ε(t). Although this
scenario is just a limiting case of a finite-rate quench, it
allows us to gather some interesting equilibrium proper-
ties which will be helpful later on. We stress that the
derived expressions given in Eqs. (25) and (26) are valid
for either equilibrium or non-equilibrium. Equilibrium
properties are recovered simply by considering thermal
probability distributions P tho,n at any ε, that is, f
th
n , given
in Eq. (21). In the limit Nc →∞, the correlation length
at thermal equilibrium for finite L reads
ξthL (ε > 0) =
√
h2
ε
− hL
2ε1/2 sinh(ε1/2L/2h)
, (27)
while in the thermodynamic limit, L,Nc → ∞, keeping
the cut-off kc finite, is just ξ
th
L→∞(ε > 0) = h
√
1/ε. As
5we expected for Ginzburg-Landau theory, we obtain a
critical exponent ν = 1/2 for the diverging correlation
length at the critical point, i.e., ξ ∝ |ε − εc|−ν . At ε =
εc = 0, the resulting expression is particularly simple for
finite L,
ξthL (εc = 0) =
L
2
√
6
. (28)
As one expects for a finite system, the correlation length
can not exceed the system size, reaching its maximum
at the critical point ξL . L. The previous result gives
precisely its saturation value in the harmonic approxima-
tion of the Ginzburg-Landau model, as well as the scaling
ξL(εc = 0) ∝ L in agreement with finite-size scaling the-
ory [12, 17].
In a similar way, we can calculate the gthL (ε) in the
thermodynamic limit as
gthL→∞(ε > 0)/L ≈
∫ kc
0 dk
k2
β(h2k2+ε)∫ kc
0 dk
1
β(h2k2+ε)
=
ε1/2kc
h arctan(hkcε−1/2)
− ε
h2
, (29)
and hence, as ε→ εc = 0, it vanishes as
gthL→∞/L ∼
2kc
hπ
(ε− εc)1/2, (30)
revealing its critical exponent, which turns out to be 1/2.
Sudden quench limit.— We briefly comment on the
limit of sudden quenches, that is, when τQ → 0. In this
case, as the system has no time to react to external per-
turbations, the corresponding properties of the system
remain unchanged from its initial thermal state. There-
fore, the results of sudden quenches are simply given by
the thermal initial state at ε0, i.e., ξ
th
L (ε0) and g
th
L (ε0),
which for the former the expression is explicitly given in
Eq. (27).
Finite-rate quenches.— We consider now the non-
equilibrium dynamics for finite τQ in the overdamped
regime, where KZ theory predicts scaling laws as a func-
tion of the quench rate. That is, we quench linearly the
parameter ε(t) in a time τQ according to Eq. (3), and
solve the equations of motion (23), by numerical integra-
tion. Numerical solutions can be easily done by means of
standard Runge-Kutta techniques. We emphasize that
solving Eq. (23) immediately allows us to calculate pre-
cise average quantities, while the Langevin approach re-
quires evaluating many realizations, which is far more
costly from a computational point of view.
We set a momentum cut-off of kNc = 5π, which leads
to a maximum number of modes Nc for a given length L.
Initially, the system is prepared in thermal equilibrium at
ε0 = 100 and quenched in a time τQ towards ε1 = −10.
The other parameters are set to h = 5, η = 10 and
β = 1. The results for three different system sizes at
ε(t) = 0, L = 10, 20 and 40, are presented in Fig. 2,
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FIG. 2. Results for ξL and gL in the overdamped regime as a
function of the quench time τQ for three different system sizes,
L = 10, 20 and 40 with a fixed cut-off momentum kc = 5pi
right at the critical point. Note that, for a better visualiza-
tion, gL is divided by a 40. The results clearly show a power-
law scaling τ
−ν/(1+zν)
Q = τ
−1/4
Q for intermediate quench rates
as predicted by KZ mechanism. The solid black lines display
the fit to a power-law for L = 40, together with the resulting
exponent for both quantities. Dashed lines correspond to the
minimum value of 1/ξL, i.e., 2
√
6/L for the three different
system sizes. Results obtained with h = 5, β = 1, η = 10,
ε0 = 100 and ε1 = −10.
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FIG. 3. Non-equilibrium finite-size scaling functions in the
overdamped regime. The data collapse for different sys-
tem sizes and quench times for (a) 1/ξL and (b) gL con-
firm the relation 1/ξL ∼ τ−ν/(1+zν)Q yξ(τQL−1/ν−z) and gL ∼
τ
−ν/(1+zν)
Q yg(τQL
−1/ν−z), respectively, with ν = 1/2 and
z = 2.
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FIG. 4. Collapse of (a) ξL and (b) gL for L = 40 into a single
curve during the whole evolution for the overdamped regime
and for different quench times τQ.
6where gL and 1/ξL exhibit KZ scaling at intermediate
quench rates. As the system size increases, the region
of universal power-law scaling gets broader. For very
fast quenches, τQ → 0, 1/ξL and gL saturate to their
initial value, while for τQ → ∞, they tend to its value
at thermal equilibrium, gL → 0 and 1/ξL → 2
√
6/L,
as explained previously. For L = 40 we perform a fit to
obtain the power-law exponent which agrees well with the
KZ prediction, τ
−ν/(1+zν)
Q = τ
−1/4
Q for the overdamped
regime. Furthermore, we illustrate the finite-size scaling
at intermediate quench rates, which predicts that
1/ξL ∼ τ−ν/(1+zν)Q yξ(τQL−1/ν−z) (31)
gL ∼ τ−ν/(1+zν)Q yg(τQL−1/ν−z), (32)
where yξ(x) and yg(x) are non-equilibrium scaling func-
tions which fulfill y(x ≪ 1) ∼ constant (where KZ
scaling law emerges) and y(x ≫ 1) ∼ xν/(1+zν), for
nearly adiabatic quenches [10]. For that, we plot
L/ξL which is expected to follow a functional form
Lτ
−ν/(1+zν)
Q yξ(τQL
−1/ν−z) or simply x−ν/(1+zν)yξ(x)
being x = τQL
−1/ν−z. Thus, L/ξL and gLL depend only
on the scaling variable τQL
−1/ν−z. The collapse of the
data onto a single curve shown in Fig. 3 confirms this
non-equilibrium scaling hypothesis.
Additionally, we demonstrate the universality of the
phase transition dynamics by transforming physical
quantities in such a way that any τQ-dependence is re-
moved from the equations of motion, following the theory
developed in [16]. This is achieved by performing trans-
formations x → xτ−1/4Q and t → (t − tc)τ−1/2Q , where
tc = τQ
ε0
ε0−ε1
is the instance at which the critical point
is crossed. In this rescaled frame the dynamics is univer-
sal and hence the functional dependence of ξLτ
−1/4
Q and
gLτ
1/4
Q on (t − tc)τ−1/2Q is expected to be the same irre-
spective of the value of τQ. This universality during the
whole evolution is demonstrated in Fig. 4, which shows
the collapse of the results for three different values of τQ
onto two curves, one for ξL and one for gL.
IV. GENERAL AND UNDERDAMPED
REGIME: KRAMERS EQUATION
Let us recall that the Kramers equation Eq. (12) de-
scribes the general dynamical regime that includes both
dissipative and inertial terms. In our particular case,
the Fokker-Planck equation which describes the dynam-
ics reads
∂Pn(t, ϕn, ϕ˙n)
∂t
=
[
− ∂
∂ϕn
ϕ˙n +
∂
∂ϕ˙n
(ηϕ˙n+
+
(
h2k2n + ε(t)
)
ϕn
)
+
η
β
∂2
∂ϕ˙2n
]
Pn(t, ϕn, ϕ˙n), (33)
where Pn(t, ϕn(t), ϕ˙n(t)) is now a two-dimensional prob-
ability distribution at time t. The analysis of Eq. (33)
is more intricate, but nevertheless the procedure is sim-
ilar to the one presented in Sec. III for the overdamped
dynamics.
Thermal equilibrium states are obtained from ∂tP
th
n =
0, whose solution in terms of ϕRn ≡ Re(ϕn) and ϕIn ≡
Im(ϕn) reads
P thn =
√
(Athn B
th
n )
2 − (Cthn )2
2π
×
×Exp
[
−1
2
((
Athn ϕ
R,I
n
)2
+
(
Bthn ϕ˙
R,I
n
)2 − 2Cthn ϕR,In ϕ˙R,In )
]
(34)
where
Athn =
√
β (h2k2n + ε), (35)
Bthn =
√
β, (36)
Cthn = 0. (37)
The time evolution of the probability distributions Pn(t)
is given by time-dependent coefficients An(t), Bn(t) and
Cn(t). In this way, three coupled differential equations
per mode under the protocol ε(t) determine the dynam-
ics,
∂An(t)
∂t
= −Cn(t)
An(t)
(
ε(t) + h2k2n +
ηCn(t)
β
)
, (38)
∂Bn(t)
∂t
= ηBn(t)− η
β
B3n(t) +
Cn(t)
Bn(t)
, (39)
∂Cn(t)
∂t
= A2n(t) + ηCn(t)−B2n(t)
(
h2k2n+
+ε(t) +
2ηCn(t)
β
)
. (40)
The average quantities are obtained in the same way as
in the overdamped regime, but with the time-dependent
probability distributions also dependent on ϕ˙n. Indeed,
we can define the probability distribution Qn(t, ϕ
R,I
n )
once the velocity dependence is integrated out,
Qn(t, ϕ
R,I
n ) =
∫ +∞
−∞
dϕ˙R,In Pn(t, ϕ
R,I
n , ϕ˙
R,I
n )
=
Fn(t)√
π
e−F
2
n(t)(ϕ
R,I
n )
2
, (41)
where Fn(t) depends on the coefficients An(t), Bn(t) and
Cn(t) as
Fn(t) =
√
1
2B2n(t)
(A2n(t)B
2
n(t)− C2n(t)). (42)
This allows us to directly apply the same expressions
as those derived for the overdamped regime. Eqs. (25)
and (26) for correlation length ξL(t) and density gL(t) can
be directly applied by just replacing fn(t) with Fn(t).
Thermal equilibrium and sudden quenches.— Clearly,
thermal equilibrium does not depend on the considered
710-3
10-2
10-1
100
101
10-3 10-2 10-1 100 101 102 103 104 105
τQ
1/ξL
gL
∝τQ
-0.36(1)
∝τQ
-0.34(1)
L=10
L=20
L=40
FIG. 5. Results for ξL and gL in the underdamped regime
(η = 0.1) as a function of the quench time τQ for three dif-
ferent system sizes, L = 10, 20 and 40 with a fixed cut-off
momentum kc = 5pi right at the critical point. Note that gL
is divided by 40 for a better visualization. The results clearly
show a power-law scaling τ
−ν/(1+zν)
Q = τ
−1/3
Q for intermedi-
ate quench rates as predicted by the theory. The solid black
lines display the fit to a power-law for L = 40, together with
the resulting exponent. Dashed lines correspond to the mini-
mum value of 1/ξL, i.e., 2
√
6/L for the three different system
sizes. Results were obtained with h = 5, β = 1, ε0 = 100 and
ε1 = −10.
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FIG. 6. Non-equilibrium finite-size scaling functions in the
underdamped regime (η = 0.1) for different system sizes a
quench times. The data collapse for (a) 1/ξL and (b) gL
confirm the relation 1/ξL ∼ τ−ν/(1+zν)Q yξ(τQL−1/ν−z) and
gL ∼ τ−ν/(1+zν)Q yg(τQL−1/ν−z), respectively, being the criti-
cal exponents in the underdamped case ν = 1/2 and z = 1.
dynamical regime. Therefore, the same thermal equilib-
rium probability distributions are retrieved from Eq. (34)
and we refer to Sec. III for the discussion on equilibrium
features, as well as the opposite limit, τQ → 0, of sudden
quenches.
Finite-rate quenches.— As in the case of overdamped
dynamics, the KZ scaling laws are observed at finite
quench rates. We solve numerically the equations of mo-
tion Eq. (38) to obtain the time-dependent probability
distributions for different τQ. Then, from Fn(t) we cal-
culate ξL(t) and gL(t) using Eqs. (25) and (26), respec-
tively. As in the overdamped regime, we set a momen-
tum cut-off of kc = 5π. The initial thermal state at
ε0 = 100 is quenched in a time τQ towards ε1 = −10.
Additionally, we set h = 5 and β = 1. To illustrate the
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FIG. 7. Collapse of (a) ξL and (b) gL for L = 40 into a single
curve during the whole evolution for the underdamped regime
and for different quench times τQ.
KZ scaling in the underdamped regime, we select a small
friction coefficient η = 0.1. The results are presented in
Fig. 5 for three different system sizes, L = 10, 20 and
40, where the latter already exhibits a power-law scaling
∼ ταQ for wide range of quench times. The performed
fit gives an exponent α = −0.34(1) for 1/ξL, in agree-
ment with the predicted KZ scaling τ
−ν/(1+zν)
Q = τ
−1/3
Q
since ν = 1/2 and z = 1. A more pronounced devia-
tion is found for gL, with α = −0.36(1), which might
be caused by finite-size effects. Moreover, in Fig. 6 the
finite-size scaling at intermediate quench rates is veri-
fied. The data collapse onto a single curve corroborates
the relations 1/ξL ∼ τ−ν/(1+zν)Q yξ(τQL−1/ν−z) and gL ∼
τ
−ν/(1+zν)
Q yg(τQL
−1/ν−z). Recall that L/ξL and LgL are
expected to follow x−ν/(1+zν)yξ(x) and x
−ν/(1+zν)yg(x)
where x = τQL
−1/ν−z is a scaling variable and y(x) are
non-equilibrium scaling functions.
Finally, we exemplify the universality of the dynam-
ics in the underdamped regime. If |η∂tφ| ≪
∣∣∂2t2φ∣∣, one
removes the τQ dependence by performing the transfor-
mation x→ xτ−1/3Q and t→ (t− tc)τ−1/3Q [16]. Note that
the transformation is different to the overdamped case.
The quantities ξLτ
−1/3
Q and gLτ
1/3
Q are expected to col-
lapse for different quench times τQ when plotted against
the rescaled time (t − tc)τ−1/3Q . This collapse is shown
in Fig. 7, where we plot the results of the calculations
of ξL(t) and gL(t) for three different values of τQ in the
rescaled coordinates.
V. COULOMB CRYSTALS: LINEAR TO
ZIGZAG PHASE TRANSITION
The analysis in the previous sections has been done
for phase transitions described by a one-dimensional
Ginzburg-Landau field theory. However, the Fokker-
Planck approach is valid beyond the Ginzburg-Landau
theory; the knowledge of the quench function and the
dispersion relation of the system is sufficient to predict
the expected density of defects or any other statistical ob-
8servable. We will illustrate this by applying our method
to the problem of dynamic structural phase transition in
Coulomb crystals [11, 18].
Coulomb crystals are ordered structures that form
when charged particles in a global confining potential
are cooled below a critical temperature. An example
of the physical realization of Coulomb crystals are ion
crystals in Paul traps. Structural transitions in Coulomb
crystal can be induced by varying the global confining
potential [19, 20]. The KZ mechanism of defect forma-
tion was studied numerically and experimentally using
linear to zigzag non-equilibrium phase transition in ion
traps [7, 8]. The analysis in references [10, 11, 21] relied
on the mapping of the linear to zigzag transition to a
Ginzburg-Landau field theory model. In this section, we
show how to use the methods developed in this paper to
analyze the dynamic linear to zigzag transition without
resorting to Ginzburg-Landau theory.
We consider N charged particles moving in a periodic
cell of size L. The periodic boundary conditions simplify
the analysis since they result in a homogeneous Coulomb
crystal. Moreover, periodic boundary condition can be
realized with the existing technology of ring ion traps [22,
23]. The potential energy of the N particles reads
V =
1
2
N∑
j=1
mω2t z
2
j +
1
2
N∑
j=1
∑
j 6=i
Q2
|ri − rj | , (43)
where ri = (xj , zj) is the coordinate of the jth ion, m is
the mass of the ions, ωt is the transverse trapping secular
frequency and Q2 ≡ e2/4πǫ0. There exists a critical fre-
quency value ωct =
√
7ζR(3)/2ω0, where ω0 =
√
Q2/ma3
and ζR(x) is the Riemann zeta function. For ωt > ω
c
t
the lowest energy configuration is a linear chain and for
ωt < ω
c
t the lowest energy configuration is a two-row
zigzag chain.
Initially, the N ions are in thermal equilibrium in a
linear chain configuration. The transverse frequency ωt is
then quenched linearly in time through the critical point
ωct , thereby inducing a transition from a linear to zigzag
configuration at a rate proportional to 1/τQ
ωt(t) =


ωi for t < 0
ωi +
ωf−ωi
τQ
t for 0 ≤ t < τQ
ωf for t ≥ τQ,
(44)
where ωi > ω
c
t and ωf < ω
c
t . Since the quench is per-
formed at finite rate, the system is driven out of equilib-
rium and there is a non-zero probability of formation of
a number of structural defects.
Langevin approach.— The expectation of any observ-
able 〈A(t)〉 (including the number of defects) can be eval-
uated by repeatedly solving the stochastic equations of
motion that describe the dynamics of the systems, and
then estimating the expectation from the obtained sam-
ple of trajectories. The dynamics of the system is deter-
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FIG. 8. (a) Probability distribution for the transverse dis-
placement z and (b) two-point correlation function G(x, t) at
the critical point for a quench of τQ = 41.7 µs and N = 21
ions. The histogram and points correspond to the Langevin
approach, averaging over 2000 stochastic trajectories, while
solid lines to the Fokker-Planck approach. See main text for
further details regarding the used parameters.
mined by the following Langevin equations of motion
m
d2xj
dt2
+ η
dxj
dt
+
∂V
∂xj
= ζxj (t), (45)
m
d2zj
dt2
+ η
dzj
dt
+
∂V
∂zj
= ζzj (t). (46)
There, η is the friction coefficient and ζx,zj is the stochas-
tic force that satisfies the following statistical relations〈
ζαj (t)
〉
= 0, (47)〈
ζαj (t)ζ
γ
k (t
′)
〉
= 2ηβ−1δαγδjkδ(t− t′), (48)
where α, γ ∈ {x, z} and j, k ∈ {1, 2, ..., N}. We solve
equations of motion, Eqs. (45)-(46), using the Langevin
Impulse integration method with a timestep of 10 ns [24].
We consider a system of N = 21 ions, with inter-ion
spacing in the linear configuration a = 10 µm, mass
m = 172 amu, which corresponds to Yb+ ions, temper-
ature T = 5 mK and friction coefficient η = 1.5× 10−21
kg s−1 [7]. The initial and final transverse frequency is
set to ωi = 2π × 477.5 kHz and ωf = 2π × 159 kHz.
Note that ω0 = 2π× 143 kHz and hence, the critical fre-
quency is ωct = 2π×293.4 kHz. To ensure that the system
is initially in thermal equilibrium, the system is evolved
under fixed trap parameters for 100 µs before starting
the quench protocol. The quench time τQ is varied from
10 µs to 400 µs. For each value of τQ, we perform 2000
simulations in order to obtain accurate estimations of sta-
tistical observables such as two-point correlation function
G(x, t), correlation length ξ(t), number of defects at the
end of the quench 〈Nd〉, and probability distributions of
the transverse displacement z(t), which due to transla-
tional symmetry does not depend on the ion position.
Fig. 8 shows an example of the results of the calcula-
tions for a selected quench time τQ = 41.7 µs, namely
the probability distribution of the transverse displace-
ment and the two-point correlation function at the criti-
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FIG. 9. Scaling of correlation length L/ξ, mean square trans-
verse displacement
〈
z2
〉
at the critical point, using Langevin
approach, averaging over 2000 stochastic trajectories (points)
and Fokker-Planck formalism (solid lines), together with the
average number of structural defects 〈Nd〉 at the end of the
quench, which saturates to 1 for slow quenches. Note that
L/ξ ∼ 10 〈Nd〉. A fit to a ταQ gives α = −0.31(1) and −0.30(1)
in the range of τQ ∈ [40, 200] µs for L/ξ and 〈Nd〉 using
Langevin approach, respectively, while for Fokker-Planck re-
sults in −0.29(1) for L/ξ.
cal point. In Fig. 9, we plot the scaling of several quanti-
ties as a function of the quench time τQ. These quantities
are the correlation length ξ and the averaged square dis-
placement
〈
z2
〉
at ωt(tc) = ω
c
t , and the number of defects
〈Nd〉 at the end of the quench. We find that the scaling
exponent is ∼ 1/3, which is in agreement with the exist-
ing results in Refs. [10, 11], which predict this scaling by
mapping the problem to GL theory and using the KZ re-
lation τ
−ν/(1+zν)
Q with ν = 1/2 and z = 1. Furthermore,
following the theory developed in [16], we can transform
physical quantities to remove their dependence on the
quench time τQ, as explained and demonstrated in pre-
vious sections for GL theory. This entails the collapse of
the correlation length ξ into a single curve for different τQ
values when ξτ
−1/3
Q is plotted against the rescaled time
(t− tc)τ−1/3Q with ωt(tc) = ωct , as shown in Fig. 10. Note
that since ν = 1/2 and z = 1, the used transformation to
obtain the collapse is equivalent as GL theory in under-
damped regime (see Sec. IV). In addition to the results
of the Langevin dynamics simulations, Figs. 8, 9 and 10
include the results of the Fokker-Planck approach. The
results show a good agreement with the Fokker-Planck
description of the problem even when non-linear terms
are neglected, as we explain in the following.
Fokker-Planck approach.— We now apply the Fokker-
Planck approach to the problem of non-equilibrium
quenches from the linear to zigzag configuration. At the
start of the quench the system is in the symmetric lin-
ear phase. The equilibrium configuration of the ions is
given by r
(0)
j = (x
(0)
j , 0), where for convenience we take
xi > xj for i > j. Due to the periodic boundary condi-
tions, the equilibrium inter-particle distance is constant
i.e. a = x
(0)
j+1 − x(0)j . The linearized equations of motions
for small displacements around the equilibrium config-
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FIG. 10. Collapse of ξ into a single curve for N = 21 ions
evolving towards the critical point for three different quench
times τQ. Note that tc corresponds to the time at which the
critical frequency is reached, i.e., ωt(tc) = ω
c
t . The points
correspond to the Langevin approach, averaging over 2000
stochastic trajectories, while solid lines to the Fokker-Planck
approach.
urations qj = xj − x(0)j and zj are obtained by Taylor
expanding the potential. In the second-order Taylor ex-
pansion the axial and transverse motion decouple [11].
The equations of motion for the transverse displacements
in this limit are
mz¨j + ηz˙j +mω
2
t zj −
1
2
∑
i6=j
Ki,j (zj − zi) = ζzj (t) (49)
where Ki,j ≡ −∂2V/∂xj∂xi
∣∣
x
(0)
j
is given by
Ki,j = 2Q
2∣∣∣x(0)i − x(0)j ∣∣∣3
. (50)
Eq. (49) describes the motion of coupled oscillators,
which can be decoupled by rewriting it in terms of the
normal modes. The relation between the transverse co-
ordinate vector ~z and the normal mode vector ~Ψ can be
written as
zj =
1√
N
Ψ+0 +
+
√
2
N
(N−1)/2∑
n=1
(
Ψ+n cos(knja) + Ψ
−
n sin(knja)
)
, (51)
where kn = 2πn/Na and the sign + (−) indicates the
parity under kn → −kn. Substituting Eq. (51) in (49)
gives
mΨ¨±n + ηΨ˙
±
n +mω
2
n(t)Ψ
±
n = ζ
±
n (t), (52)
where ωn(t) defines the frequency of the normal modes,
ω2n(t) = ω
2
t (t)− 2
(
2Q2
ma3
) N∑
j=1
1
j3
sin2
(
knja
2
)
, (53)
and ζ±n (t) represents the stochastic force in the nor-
mal mode space, which again fulfills 〈ζpn(t)ζqm(t′)〉 =
10
2η/βδpqδnmδ(t − t′). The Fokker-Planck equations cor-
responding to the Langevin Eq. (52) are
∂Pn(t,Ψn, Ψ˙n)
∂t
=
[
− ∂
∂Ψn
Ψ˙n +
η
2βm2
∂2
∂Ψ˙2n
+
+
∂
∂Ψ˙n
( η
m
Ψ˙n + ω
2
n(t)Ψn
)]
Pn(t,Ψn, Ψ˙n). (54)
Therefore, we have reduced the problem to the solution
of N deterministic Fokker-Planck equations that deter-
mine the mode population probabilities at a chosen time
t. Using Eq. (54) and the expressions for Pn, following
the same procedure as in Sec. IV, allows the determi-
nation of any statistical observable, as well for example,
the probability distributions for zj at time t. Note that,
from Eq. (51) and since Ψ±n are statistically independent
and Gaussian distributed, P (t, zj) adopts also a Gaussian
form and independent of j,
P (t, z) =
1√
2πσ2(t)
e−z
2/(2σ2(t)), (55)
with a time-dependent variance
σ2(t) =
1
N

 1
2F 20 (t)
+
(N−1)/2∑
n=1
1
F 2n(t)

 , (56)
where Fn(t) is obtained from Eq. (54) in the same way
as explained in Sec. IV. In particular, we calculate the
non-equilibrium correlation length ξ and the mean square
transverse displacement
〈
z2
〉
for the same set of pa-
rameters as was used previously in the Langevin ap-
proach. A comparison between the two approaches is
shown in Fig. 8 and 9. We emphasize that the Fokker-
Planck results which have been obtained under a simpli-
fied description of the realistic model, where non-linear
terms and fluctuations in the longitudinal coordinates
have been neglected, still reproduce essential features of
the considered non-equilibrium scenario in a quantitative
way.
VI. CONCLUSIONS
We have studied the emergence of universal scaling
laws in non-equilibrium second-order phase transitions
using Fokker-Planck formalism. We verify that the devel-
oped approach reproduces Kibble-Zurek scaling laws in
one dimensional Ginzburg-Landau model in overdamped
and underdamped dynamical regimes. Additionally, we
use this approach to obtain the universal finite-size scal-
ing functions and demonstrate the universality of the dy-
namics.
There are several advantages of the developed method.
It allows us to determine universal scaling laws in a effi-
cient way in comparison to Langevin approach, where
ensemble averages must be computed numerically. It
provides analytic results that are easily amenable to fur-
ther analysis. Moreover, it has an extended range of ap-
plicability - it can be used to derive insights into the
non-equilibrium symmetry breaking phase transitions in
overdamped, underdamped and intermediate dynamical
regimes; finite as well as infinite systems and systems
that are not described directly by the Ginzburg-Landau
model. We have illustrated the power of the devel-
oped framework by analyzing the non-equilibrium lin-
ear to zigzag structural phase transition of an ion chain
with periodic boundary conditions. We find an excellent
agreement between the results obtained using the Fokker-
Planck approach and the non-linear Langevin dynamics
simulations.
One challenge for future theoretical work is to include
the coupling between the normal modes of the system
during quench protocol and find a way to predict the
resulting corrections to the scaling laws. Another inter-
esting direction of research would be apply this frame-
work to investigation of scaling laws of other important
quantities in stochastic thermodynamics such as entropy
production and work done.
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