with Dirichlet boundary conditions. Similar results are obtained for some other parabolic equations as well, including certain equations in divergence form.
Introduction
In this paper we study the problem of how to estimate the di erence between the (viscosity) solutions u and v of the parabolic equations u t ? (D x For a general introduction to, and de nitions of, viscosity solutions, see for example 2] or 3] and the references mentioned there.
Instead of equation (1) we can study equations of the form .) The fundamental monotonicity condition is that f and g are nondecreasing in their rst and nonincreasing in their third variable, and similarly that a and b are nonincreasing and that a + and b + are nonnegative functions.
Observe that we assume that the domain is convex, but we do not have to assume that it is bounded. The boundary condition at points at in nity are here taken to be that the solution is bounded, but it would be su cient to have a restriction on the growth rate at in nity.
In 1] the problem considered above was studied in the case of Neumann boundary conditions (and with a = b = 0) and here we shall consider the case of Dirichlet conditions imposed at the boundary points. It turns out that at least if one makes the additional assumptions that f(0; q; 0) = 0 and that g(0; q; 0) = 0 for all q 2 R d , then one can fairly easily obtain the same conclusion as in 1]. Another di erence compared to 1] is that here we state for completeness a result concerning existence as well. (2) and (3), respectively, and for each t 0, x 2 , and > 0, we have (5) Theorem 1 states that the solution is unique among all bounded solutions. This result can certainly be improved but some restrictions on the solutions are needed because it is a well known fact that, e.g., the heat equation has null solutions when = R, i.e., solutions that are zero at t = 0 but nonzero for t > 0.
Clearly, one should in Theorem 1 choose so that the right hand side of (5) is as small as possible. In general this is quite di cult, but we state a simple result that one gets when f = g and a = b = 0. Assume that u is an upper semi-continuous function on R + such that sup t2 0;T];x2 u(t; x) < 1 for all T 2 (0; 1) and u is a subsolution of (2) (so that u(t; x) 0 when t 0 and x 2 @ and u(0; x) u 0 (x) when x 2 ). Correspondingly, we assume that v is a lower semi-continuous function on R + such that inf t2 0;T];x2 v(t; x) > ?1 for all T 2 (0; 1) and v is a supersolution of (3).
We shall later need the fact that comparison holds for equation (2) (and then also for (3)). This is the same as having u(t; x) v(t; x) for all t 0 and all x 2 provided f = g, = , a = b, and u 0 v 0 . This result is proven in 3, Thm 8.3] in the case where is bounded. It is not clear that this proof easily extends to the case where is unbounded but has a boundary, so we have rst to establish a result on the behaviour of solutions close to the boundary. Let _ u 0 be the concave envelope of u 0 (x) (i.e., the in mum of all a ne functions that are greater than u 0 on ). Since u 0 (x) = 0 when x 2 @ we have _ u 0 (x) 0 and it follows from (iii) that the function (t; x) 7 ! _ u 0 (x) is a supersolution of (2). If comparison holds for (2), then we would have u(t; x) _ u 0 (x); t 0; x 2 :
(7) Next we give a direct proof of this fact, which is later used to prove that comparison in fact holds. A similar argument shows that v(t; x) v 0 (x); t 0; x 2 ;
wherev 0 is the convex envelope of v 0 .
Let be an arbitrary a ne function such that u 0 (x) (x); x 2 :
(9) Let > 0, T > 0, r 0, and let U r (t; x) = r + rt + (x) + jxj 2 + T ? t ; 0 t < T; x 2 :
Since u is upper semi-continuous and bounded from above there are by (9) positive numbers r such that u(t; x) U r (t; x) for all t 2 0; T) and x 2 . Let r 0 be the in mum of these numbers. Now r 0 and x 0 depend on and since jx 0 j 2 must be bounded by the supremum of u(t; x) on 0; T] , we conclude that lim #0 jx 0 j = 0. Using assumption (iii) and the fact that D x is constant we conclude that lim sup #0 r 0 = 0. Since was arbitrary, it follows from (10) that u(t; x) (x) when 0 t < T and x 2 . But since T and were arbitrary, and since _ u 0 is the in mum of all a ne functions satisfying (9), we conclude that we actually have (7).
Next we shall prove that Since > 0 was arbitrary, this gives the inequality in (11).
Combining (7) with (11) 
Next, note that because u is bounded from above and v is bounded from below there cannot be a sequence (t n ; x n ; y n ) 1 n=1 in 0; T) such that we would have lim n!1 (t n ; x n ; y n ) = sup Then we easily see that ?ct+u 0 (x) is a subsolution and ct+u 0 (x) is a supersolution of (31) on (0; 1) . Above we showed that the maximum of two subsolutions is a subsolution so we know that maxfû 0 (x); ?ct + u 0 (x)g is a subsolution of (31).
Similarly, minf _ u 0 (x); ct + u 0 (x)g is a supersolution. For t 0 and x 2 let u(t; x) def = sup w(t; x) w is a subsolution of (2) and if s 0 and y 2 ; then maxfû 0 (y); ?cs + u 0 (y)g w(s; y) minf _ u 0 (y); ct + u 0 (y)g : If we let u be the upper semi-continuous envelope of u, then it follows by the result above that u is a subsolution of (31) and by the de nition of u and by (11) (and the corresponding inequality forû 0 ) we conclude that the initial and boundary conditions are satis ed. Since we can use almost the same argument as in 3, proof of Thm. 4 .1] to show that u (the lower semi-continuous envelope of u) is a supersolution, we conclude from the fact that the comparison principle holds that u = u and we have found a solution.
