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ABSTRACT
A DATA-DRIVEN FRAMEWORK FOR UNDERSTANDING & MODELING RIDESOURCING TRANSPORTATION SYSTEMS
Bishoy Kelleny
Old Dominion University, 2022
Director: Dr. Sherif Ishak
Ride-sourcing transportation services offered by transportation network companies (TNCs) like
Uber and Lyft are disrupting the transportation landscape. The growing demand on these services, along
with their potential short and long-term impacts on the environment, society, and infrastructure emphasize
the need to further understand the ride-sourcing system. There were no sufficient data to fully understand
the system and integrate it within regional multimodal transportation frameworks. This can be attributed to
commercial and competition reasons, given the technology-enabled and innovative nature of the system.
Recently, in 2019, the City of Chicago the released an extensive and complete ride-sourcing trip-level data
for all trips made within the city since November 1, 2018. The data comprises the trip ends (pick-up and
drop-off locations), trip timestamps, trip length and duration, fare including tipping amounts, and whether
the trip was authorized to be shared (pooled) with another passenger or not.
Therefore, the main goal of this dissertation is to develop a comprehensive data-driven framework
to understand and model the system using this data from Chicago, in a reproducible and transferable fashion.
Using data fusion approach, sociodemographic, economic, parking supply, transit availability and
accessibility, built environment and crime data are collected from open sources to develop this framework.
The framework is predicated on three pillars of analytics: (1) explorative and descriptive analytics, (2)
diagnostic analytics, and (3) predictive analytics. The dissertation research framework also provides a guide
on the key spatial and behavioral explanatory variables shaping the utility of the mode, driving the demand,
and governing the interdependencies between the demand’s willingness to share and surge price. Thus, the
key findings can be readily challenged, verified, and utilized in different geographies.
In the explorative and descriptive analytics, the ride-sourcing system’s spatial and temporal
dimensions of the system are analyzed to achieve two objectives: (1) explore, reveal, and assess the
significance of spatial effects, i.e., spatial dependence and heterogeneity, in the system behavior, and (2)
develop a behavioral market segmentation and trend mining of the willingness to share. This is linked to
the diagnostic analytics layer, as the revealed spatial effects motivates the adoption of spatial econometric
models to analytically identify the ride-sourcing system determinants. Multiple linear regression (MLR) is
used as a benchmark model against spatial error model (SEM), spatially lagged X (SLX) model, and
geographically weighted regression (GWR) model. Two innovative modeling constructs are introduced
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deal with the ride-sourcing system’s spatial effects and multicollinearity: (1) Calibrated Spatially Lagged
X Ridge Model (CSLXR) and Calibrated Geographically Weighted Ridge Regression (CGWRR) in the
diagnostic analytics layer.
The identified determinants in the diagnostic analytics layer are then fed into the predictive
analytics one to develop an interpretable machine learning (ML) modeling framework. The system’s annual
average weekday origin-destination (AAWD OD) flow is modeled using the following state-of-the-art ML
models: (1) Multilayer Perceptron (MLP) Regression, (2) Support Vector Machines Regression (SVR), and
(3) Tree-based ensemble learning methods, i.e., Random Forest Regression (RFR) and Extreme Gradient
Boosting (XGBoost). The innovative modeling construct of CGWRR developed in the diagnostic analytics
is then validated in a predictive context and is found to outperform the state-of-the-art ML models in terms
of testing score of 0.914, in comparison to 0.906 for XGBoost, 0.84 for RFR, 0.89 for SVR, and 0.86 for
MLP. The CGWRR exhibits outperformance as well in terms of the root mean squared error (RMSE) and
mean average error (MAE).
The findings of this dissertation partially bridge the gap between the practice and the research on
ride-sourcing transportation systems understanding and integration. The empirical findings made in the
descriptive and explorative analytics can be further utilized by regional agencies to fill practice and
policymaking gaps on regulating ride-sourcing services using corridor or cordon toll, optimally allocating
standing areas to minimize deadheading, especially during off-peak periods, and promoting the ride-share
willingness in disadvantage communities. The CGWRR provides a reliable modeling and simulation tool
to researchers and practitioners to integrate the ride-sourcing system in multimodal transportation modeling
frameworks, simulation testbed for testing long-range impacts of policies on ride-sourcing, like improved
transit supply, congestions pricing, or increased parking rates, and to plan ahead for similar futuristic
transportation modes, like the shared autonomous vehicles.
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CHAPTER 1 INTRODUCTION
1.1

Problem Statement
Since the launch of Uber early in the past decade, the implications of the newly introduced shared,

on-demand and potentially automated mobility services are significant, especially on the way people make
their choices on: what activities to do, and where, and when to do such activities. The demand on ridesourcing services offered by transportation network companies (TNCs) like Uber and Lyft is growing
exponentially (see Figure 1) with evidence from Uber rides that reached one billion in approximately six
years in late 2015, and only six more months to reach the two billion rides [1]. The sharp drastic drop in
the demand witnessed in March 2020, seen in Figure 1, can be readily attributed to the pandemic hit of
COVID-19 and the stay-at-home restrictions which had implications on human mobility across the globe.
This positioned ride-sourcing as a game changer in the transportation market. However, there is a lack of
information about the impact such smart mobility services will have on the planning, operation, and
management of existing and future transportation networks. It is not yet made clear how people make their
mode choice for ride-sourcing, nor whether this demand is induced or shifted from another mode. In either
case, research reveals that it has implications on congestion and on transit ridership.

Figure 1: Ride-sourcing versus Taxi Pick-ups Trends Since 2015in New York City
Note: Taxi, Uber, and Lyft Usage in New York City. Reprinted from: Todd W. Schneider, by T. W. Schneider, 2021,
https://toddwschneider.com/posts/taxi-uber-lyft-usage-new-york-city/. Copyright © 2022 - Todd Schneider [2].
Reprinted with permission

2
The term ride-sourcing is hereinafter intended to refer to mobility services offered by TNCs and
comprises sequential as well as split or shared rides and should be distinguished from the e-hail [3] services.
The latter is an add-on supplementary tool introduced by taxi operators as a countermeasure for the
syphoned demand by TNCs, and it enables users to dial a taxi ride using an application in comparable
business model to the TNCs one. However, the taxi fixed pricing scheme is still in place [4] which makes
the e-hail radically different from the TNCs ride-sourcing services in terms of system supply and users’
perceived utility. Moreover, the disruptive business model adopted by the TNCs is embracing driverless
vehicle technology either through technology transfer to start-ups [5], or by partnering with leading
automakers already working on autonomous vehicles technology development. As of now, Lyft already
surpassed 100,000 self-driving rides [6]. This potential dimension on self-driving adds to the ride-sourcing
controversiality and uniqueness.
Findings from the literature on the potential domains of ride-sourcing impacts are summarized in
Table 1 according to their anticipated timeline of impact. Diagnostic and predictive models need to be
developed, calibrated, and validated to further understand the system behavior analytically and quantify
and mitigate the impacts. Modeling is essential as well for performing exhaustive scenario planning and
modeling at tactical and long-range levels to plan-ahead for further system advancements, e.g., adoption of
shared autonomous vehicles (SAV). Therefore, dedicating this dissertation work to understand and model
TNCs ride-sourcing services is timely and worthy. And it should be made clear at this point that the author
perceives TNCs services as neither transit nor taxi-like services, but rather as a disruptive transportation
mode that could significantly complement, or adversely impact multimodal transportation systems and the
way they operate depending on the level of understanding and preparedness at the agency and policymaking
levels. But at the agency and policymaking levels, the advancement pace is not comparable to the
advancement in TNC deployment and technology adoption, and there is an urgent need to bridge this gap
at cities level as recommended in [7] and [8].
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Table 1: Timeline of Ride-sourcing Potential Impact Domains
Short-term
Environmental and
Societal Impacts

•
•
•
•

Policy and
Economic Impacts

•
•

Medium-term

Equity - digital division
and exclusion
Underserved
communities
Air quality
Accidents

•

Individuals and
households’ direct cost
Ban/Allow/Regulate

•
•

•
•

•

Tactical and
Operational
Impacts

•
•
•
•
•

Induced demand
Congestion
Mode choice (transit
ridership)
Connectivity
Accessibility

•
•

Greenhouse Gas
Emission and
Energy
Consumption
Public health and
lifestyle
Public Safety
(professional
license)
Car ownership
Curbside
management
Congestion
management
policies
Multi and Intermodality
Trip generation
and trip
distribution

Long-term
•

•

Urban fabric and
land use (Urban
sprawl)
Urban aesthetics

•

Auxiliary business
models (e.g.,
insurance, cloud
services and online
transactions)

•
•
•

Parking supply
Infrastructure
Transportation
System resilience

Note: Adapted from “Evaluation Methods for the Impacts of Shared Mobility: Classification and Critical Review”
by A. Roukouni and G. Homem de Almeida Correia, 2020, Sustainability, 12 (24). Copyright © 2020 A. Roukouni
and G. Homem de Almeida Correia. [9]

1.2

Motivation and Research Questions
It was a non-trivial challenge when transportation scientists and practitioners were confronted with

the newly introduced mode of TNCs ride-sourcing services without sufficient data to integrate the mode in
the current multimodal transportation frameworks. They relied on state-of-the-art conceptual and
simulation-based frameworks to provide a preliminary understanding on the mode without resorting to realworld ride-sourcing trip data [10-12], or leverage trips data from presumably similar modes, e.g., carsharing
[13]. Other endeavors depend on a data fusion approach between a relatively small ride-sourcing trip dataset
or small to medium scale survey [14, 15] injected in modeling framework along with more generalized and
bigger datasets [16, 17]. Stated-preferences and household travel revealed preferences surveys contributed
also to form an initial understanding of ride-sourcing users’ perceived utility [18, 19].
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The openness of the data constitutes a challenge for transportation researchers as well as for
practitioners. This can be attributed to the obfuscation of the data made available due to privacy issues and
the confidentiality TNCs impose on some features of the data related to pricing schemes and quality of
service for competition issues. This restriction on ride-sourcing data availability had its implications in
creating a gap between the state-of-the-art and the state-of-the-practice. The ongoing research efforts aim
at answering questions as to whether TNCs’ services increase or decrease congestion and VMT, compete
or integrate with transit, induce latent demand, or if they even have an impact on a household’s car
ownership. These are all relevant key questions to develop knowledge of a disruptive mode of transport.
However, for planning, and decision-making agencies to fully integrate the system within their multimodal
transportation landscape, they need: (1) a regional level of understanding of the ride-sourcing system, (2) a
rigorous modeling and simulation framework for ride-sourcing demand and trip characteristics.
Strategic travel demand models utilized by Metropolitan Planning Organizations’ (MPO) Long
Range Transportation Plans (LRTP) mostly lack these sub-modules for ride-sourcing trip generation and
mode choice modeling [20], especially those that are still entirely relying on conventional trip-based (fourstep) TDMs [21]. Also, to address the system’s arising issues on equity, accessibility, and transportation
environmental justice (EJ) in policy and decision-making processes, calibrated and validated simulation
tools are necessary to test the implications of long-term scenarios and regulations. Therefore, the scope of
this dissertation work is to bridge this research-practice gap through this proposed analytical data-driven
framework. The goal of this framework is to study the ride-sourcing system in an end-to-end fashion and
analytically identify its determinants. In this context, calibrated and validated modeling tools will be
experimented to provide researchers and practitioners with reliable modeling and simulation modules for
ride-sourcing systems. This framework is predicated on three pillars of analytics: (1) explorative and
descriptive analytics, (2) diagnostic analytics, and (3) predictive analytics.
This end-to-end understanding refers to developing a data-driven understanding of ride-sourcing in
terms of the origin-destination (OD) demand, and the underlying willingness to share trips behavior in
relation to the dynamic pricing scheme of the system. The OD demand will be modeled in terms of the
annual average weekday flow (AAWD) as this is the key input to most regional agency-level policy and
decision-making frameworks. As for understanding the willingness to share behavior, it will be analyzed at
more granular hourly basis to conduct an accurate market segmentation and trend mining of such behavior.
To further emphasize the value of understanding and modeling ride-sourcing system in this proposed endto-end fashion, the following three examples are given:
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•

For transportation EJ purposes: The proposed end-to-end models can be used to evaluate the current
zonal demand and see whether there are a limited group of the system beneficiaries versus underserved or disadvantaged group bearing the externalities, e.g., noise, emissions, and congestion.

•

At regional planning agency level: To measure accessibility by ride-sourcing mode, the classic
cumulative opportunities method is not compatible with the system unique demand pattern and
dynamicity. The proposed end-to-end models can serve as an efficient alternative that account for
the users’ sociodemographic and economic profiles, and the zonal opportunities altogether.

•

At policymaking level: To quantify the impacts of the system, the proposed end-to-end models can
be used as inputs for simulation testbeds powered by routing engines to study long-term
implications of regulating policies like cordon or corridor congestion pricing, improved transit
supply, or parking pricing.
In the explorative and descriptive analytics layer, the following research questions will be

answered: (1) how ride-sourcing trip demand can be statistically analyzed in a spatial and temporal
context?, (2) do ride-sourcing demand patterns, trip characteristics, and willingness to share behavior
portray any forms of clusters or urban pockets, or they are complete random process?, (3) how do ridesourcing surge price and willingness to share interrelate?, and (4) how to spatiotemporally segment the
willingness to share market behavior in ride-sourcing to further understand the determinants factors?
For the diagnostic and predictive analytics layers, a direct demand modeling (DDM) framework
was adopted. Ride-sourcing, as a technology-enabled shared-use-mobility service, lend itself as a niche for
DDM due to its digital footprints of granular end-to-end spatiotemporal traces. DDM refers to this family
of models that integrates trip generation, trip distribution and mode choice in one OD flow mathematical
model. DDM positions itself as a great diagnostic and predictive tool to understand such newly emerging
transportation systems’ determinants with respect to induced demand, gravitational intra and interzonal
forces, and the utility of the mode to heterogenous user groups. In this DDM framework, the following
research questions will be answered: (1) what are the AAWD OD demand determinants?, (2) what modeling
approach can best describe the OD flow analytically?, and (3) what modeling approach can best predict the
OD flow and be used as an out-of-sample simulator?
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1.3

Research Objectives, Outcomes and Contribution
To answer the posed research questions, the objectives of this dissertation can be stated as follows:
1. Conduct a narrative literature review to benchmark the current state of ride-sourcing within the
multimodal transportation world, understand the intra-system mechanics and inter-dynamics with
other modes like taxi and transit.
2. Identify the system’s data needs and modeling protocols.
3. Explore and analyze the system spatial patterns.
4. Explore and analyze the interdependencies between the system’s surge price and willingness to
share.
5. Conduct a spatiotemporal behavioral market segmentation analysis and trend mining of willingness
to share.
6. Identify the system’s determinants of demand within a spatial econometric framework.
7. Develop a City-Wide OD flow predictive analytics framework using interpretable machine learning
framework.

1.4

Contribution Statement
The contribution of this dissertation work can be highlighted from the conceptual, empirical, and

methodological aspects of the research framework as will follow.
Conceptual Contribution:
•

Identifying the system constructs to study OD demand, willingness to share and surge mile-price
in spatial and spatiotemporal contexts, respectively, and developing the hypothetical linkage to
those constructs from the area of study.

Empirical Contribution:
•

Developing an empirical data analysis pipeline for ride-sourcing trip ends and characteristics.

•

Examining the existence of spatial effects in the system constructs.

•

Introducing a visual analytics protocol to understand the demand patterns from: trip ends, OD
demand, and trip characteristics standpoints.
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•

Developing an empirical data analysis pipeline for the spatiotemporal market segmentation of the
system willingness to share behavior, and

•

Quantitatively identifying the system determinants (testing hypothetical linkage) in pertinence to
annual average weekday OD flow.

Methodological Contribution:
•

Developing an ad-hoc spatiotemporal market segmentation of the system willingness to share
behavior.

•

Developing a direct demand spatial econometric modeling framework for the system’s annual
average weekday OD flow to provide insights on the underlying trip generation, perceived utility
and choice, and trip distribution.

•

Developing and calibrating two innovative modeling constructs to deal with the ride-sourcing
system’s spatial effects and multicollinearity, i.e., Calibrated Spatially Lagged X Ridge Model
(CSLXR), and Calibrated Geographically Weighted Ridge Regression (CGWRR) in the diagnostic
analytics layer.

•

Developing a fully interpretable predictive analytics framework using calibrated state-of-the-art
machine learning models: (1) Multilayer Perceptron (MLP), (2) Support Vector Machines (SVM),
and (3) Tree-based Ensemble Methods of Random Forest Regression (RFR) and Extreme Gradient
Boosting Regression (XGBoost), and

•

1.5

Validating the developed CGWRR against the state-of-the-art ML models.

Dissertation Outline
The outline of the remainder of this dissertation is provided in Table 2. It highlights each objective

and task by chapter.
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Table 2: Research Framework: Objective, and Tasks Breakdown

Chapter

Objectives Met and Tasks Breakdown

Chapter 2: Research Background

Objective 1 & 2 Tasks:
• Benchmark the current state of ride-sourcing within

and Literature Review
Chapter 3: Data Description,
Preparation, and Cleaning

the multimodal transportation world
•

Understand the intra-system mechanics and interdynamics with other modes like taxi and transit

•

Identify from the literature the modeling paradigms
and data needs

Chapter 4: Descriptive and
Explorative Analytics

Objective 3 Tasks:
• Describe how ride-sourcing trip demand can be
analytically analyzed in a spatial context
•

Explore whether the demand patterns portrait any
forms of clusters or urban pockets, or whether they
are a complete random process

•

Explore whether the trip characteristics constituting
this demand also exhibit a specific pattern of clusters

•

Explore and visualize the significance of spatial
effects in trip demand and characteristics
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Chapter

Objectives Met and Tasks Breakdown

Chapter 5: Spatiotemporal Analysis

Objective 4 Tasks:

of Ride-sourcing Dynamics

Explore, analyze, and visualize the surge price and
willingness to share potential driving factors, and
their interdependencies
Objective 5 Tasks:
• Explore whether the willingness to share behavior
•

portraits any forms of clusters or urban pockets
•

Develop a spatiotemporal analytical framework to
analyze the behavior

•

Synthesize a protocol for market segmentation

•

Implement a trend mining process to temporally
classify the previously separated market segments

Chapter 6: Diagnostic Analytics

Objective 6 Tasks:
•

Chapter 7: Predictive Analytics - A
Machine Learning Framework

Analytically identify the determinants governing the
ride-sourcing AAWD OD flow and their significance
using:
• First: Univariate Correlation analysis
•

Second: Multiple Linear Regression

•

Third: Spatial Econometrics

Objective 7 Tasks:
• Develop a city-wide interpretable machine learning
modeling framework on AAWD OD flow
•

Compare the performance of the developed models
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CHAPTER 2 RESEARCH BACKGROUND AND LITERATURE REVIEW
This chapter first highlights the research background and is followed by the literature review, which
is organized in four main categories: (1) the ride-sourcing disruption of the mobility landscape, (2)
benchmarking Ride-sourcing versus Taxi and Transit, (3) willingness to share behavior in ride-sourcing,
and (4) ride-sourcing demand modeling. Then, the proposed direct demand modeling (DDM) framework
will be introduced. Finally, a summary along with the research gaps identified from the literature are
highlighted.
2.1

Ride-sourcing System Background
The concept of sharing economy has witnessed adoption spikes across several domains in the past

decade. The anything x-as-a-service (XAAS) business models adopted in sharing economy is the
framework where consumers have access to short-term-use or rent a specific good or service without the
need to own it. These goods or services are offered by another owning consumer (in a peer-to-peer model)
or offered by a business/corporate to potential sharing users (in a business-to-consumer B2C model) [22].
These business models are mostly running seamlessly with online transactions and powered by smart phone
technology and web access. Transportation market is no exception as the relatively newly introduced family
of transportation services known as shared mobility has witnessed a wide acceptance and adoption among
users, especially in highly urbanized areas and metro cities [9]. Among the controversial and disruptive
modes of shared mobility is ride-sourcing [23] that enables users to have access to mobility-as-a-service
model on as-needed basis.
Ride-sourcing transportation services, provided by companies like Uber and Lyft, known also as
Transportation Network Companies (TNCs), are considered a revolutionary trend in mobility, involving
high level of real-time computations and matching algorithms, equipped with seamless payment and surge
pricing, solving a sizable number of mobility and travel problems (e.g., first and last trip mile). The service
runs on top of a set of system enablers, including smartphone application that pairs riders and community
drivers (in non-commercial vehicles) given their spatial and temporal constraints, online transactions (epayment) to guarantee seamless payment method, and cloud-based surge pricing scheme matching the
supply with the demand [23]. The service is either offered in a form of sequential trips, i.e., serving
individual riders, or concurrently to several riders in a ride- and fare-splitting fashion (e.g., Uber Pool and
Lyft Line).
In some literature, ride-sourcing is discerned from ride-splitting services (e.g., UberPool and
LyftLine) [24]. In ride-splitting, riders with comparable trip itineraries, in terms of space and time
predefined windows, are pooled together. From random utility theory standing point, ride-splitting key

11
norm is related to the rider’s authorization to share the trip with other riders to reduce their trip cost. This
authorization might impact the trip duration as it may trigger deflection in the route to destination, and have
other implications, e.g., compromised safety, security, or comfort [25]. In the data-driven approach adopted
in this dissertation, ride-sourcing system refers to both of ride-sourcing and ride-splitting. This expansion
in the ride-sourcing definition is made due to insignificant margin in the surge mile-price between both
types, as evident in the analysis conducted in Chapter 5, and the rarity of the pooled trips event in the
analyzed dataset.
2.2

Ride-sourcing Disruption of the Mobility Landscape
Despite the relief ride-sourcing offered to some accessibility and mobility chronic issues (e.g.,

impaired driving, first- and last-mile connections to public transit and late-night services), recently released
reports and studies suggest that these newly introduced services accounted for approximately 50% of
increase in congestion in San Francisco between 2010 and 2016 [26]; and added 5.7 billion vehicles miles
travelled (VMT) in the Boston, Chicago, Los Angeles, Miami, New York, Philadelphia, San Francisco,
Seattle, and the Washington DC metro areas [27]. These figures become more aggressive when considering
zero-occupied vehicles in an unmanned-autonomous-vehicles (UAV) ecosystem.
In their exploration of TNCs’ ride-sourcing impact on congestion intensity and duration, [28]
reported increases of 0.9% and 4.5%, respectively, in consistent with the findings of [29]. A decline of 8.9%
was reported as related to ride-sourcing impact on transit ridership, again in consistence with [30]’s
findings. Moreover, in the dissertation work of [31], the author worked as a driver for Uber and Lyft as part
of data collection course and concluded to similar findings in terms of increased Vehicle Miles Traveled
(VMT) and congestion. Other impacts on travel behavior and parking demand and transportation equity
were also highlighted.
Controversially, other research views Uber as a booster rather than a threat to transit [32], positively
impacting the economy, but significantly triggering digital divide and equity concerns [33]. Digital divide
concerns arise from the system technology-enabled nature, entirely operating through a smartphone
application equipped with online transactions (e-payment) [23]. While smartphone technology witnessed
wide adoption rates in the past decade, it remains inaccessible to certain social and age-specific groups.
Another system component that drives more equity concerns is the surge pricing mechanism. Market
pricing tactics typically adjust their gauges in accordance with consumers’ willingness-to-pay in a process
known as market learning, but this usually is a long-term process [34].
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An ongoing debate on dynamic pricing tactics, especially in “oligopolistic settings” [35] exists in
econometrics literature and among consumers advocacy groups. This debate is even more aggravated in the
ride-sourcing case with the TNCs operating in a relatively unregulated market, and with their surge pricing
scheme changing momentarily, and seen as “market imperfection” [36]. In ride-sourcing, surge pricing is
inherently dependent on the time and magnitude of demand. In addition to the highlighted equity oligopoly
concerns, the surge pricing scheme pertains to the supply sides in a “two-sided market” [37]. These types
of markets, where the transactions between the providers and the users are facilitated by a third-party
platform [38], need further analysis to understand the decision-making processes of both sides [39]. Thus,
surge pricing needs to be analyzed and understood within a spatiotemporal framework.
2.3

Benchmarking Ride-sourcing against Taxi and Transit
The business model by which TNCs introduced themselves to the transportation market could be

readily comparable to taxi services in terms of the door-to-door and the on-demand kind of transportation
service. Therefore, it would be pivotal to our research framework to benchmark the ride-sourcing against
the taxi to see their intrinsic differences, believed to derive remarkably unique demand patterns. [40]
suggest that TNCs “augment taxi services in many cities”. Earlier in 2015, the press had similar impression
on “Uber serves the poor by going where taxis don't” [41]. [42] made conclusions on “faster”, “cheaper”
and less waiting times for Los Angeles Uber rides than those offered by taxis, as cited in [43]. This puts
lots of pressure on the taxi market, especially when considering the loose regulations TNCs enjoyed in the
past decade [44]. For example, taxi medallion data retrieved in 2016 from San Francisco barely cap 2,000
medallions, as opposed to 45K Uber and Lyft drivers at the same time and geography [40].
From a users’ preferences perspective, ride-sourcing system has shorter and more consistent
waiting times [45], and controls over the driver moral hazard and misbehavior [46]. Increased ride-sourcing
demand in the City of Chicago was “associated with a decline in particular types of complaints about taxis,
including broken credit card machines, air conditioning and heating, rudeness, and talking on cell phones”
[47]. This can be readily attributed to the transparent post-ride rating system, working in both ways for
drivers and riders, and found to enhance the overall mode security [48]. While ride-sourcing and taxi
systems seem to be sharing several features, they categorically differ in “user characteristics”, “wait times”,
“trips served” [49], and the surge pricing mechanism used by TNCs.
For transit, TNCs were perceived as transformational players in the public transit realm at their
early market entering [50]. Ride-sourcing is seen as an opportunity rather than a threat to transit as
highlighted in. In their survey-based analysis, ride-sourcing was not found to be syphoning ridership from
transit, but rather complement, fill in gaps and provide first and last-mile solutions. [50] highlighted the
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potential for public-private partnership between transit agencies and TNCs toward fully ubiquitous
multimodal mobility framework, with integrated solutions for seamless fare collection, incentive programs
and overall enhanced accessibility and equity. The obstacle to that marriage is the nature of TNCs drivers
as contractors who are not subject to employee duties to guarantee streamlined service provision.
Several Uber inhouse and commissioned studies claim similar findings on this transformational
role in terms of: complementing public transit [51], and filling-in spatial and temporal transit gaps in US
cities [52]. An agent-based simulation study [53] explored the potential market demand for first-mile using
ride-sourcing in San Fransisco Bay Area, and identified a market share of 31% among the “drive-alone
trips” [53] who could potentially benefit from such intermodal integration. However, another emperical
evidence from San Fransisco as well suggests that a transit ridership decline of 10% is attributed to TNCs
[30], consistent with [49]’s earlier survey-based findings on higher syphoned trips from transit, especially
among captive riders, in San Fransisco too.
To conclude, it should be clear that the ride-sourcing system is “not just a taxi” [54], nor even “just
a better taxi” [49]. Even for the e-hail, it is different from the TNCs ride-sourcing services in terms of
system supply and users’ perceived utility as the taxi fixed pricing scheme is still in place [4]. It is radically
different as well from transit. While the impacts on taxis are clear due to the inherent similarities, it is not
quite clear whether ride-sourcing carries threat or opportunities to transit as can be understood from the
contradicting findings, even from one geography, i.e., San Francisco. While more granular data are needed
to draw more concrete results on the ride-sourcing impacts on the market of multimodal transportation, the
system needs to be first explored, studied, and understood analytically to help its integration in such
landscape.
No studies thus far have focused on understanding the system demand interdependencies with
multimodal transportation supply in an end-to-end manner. For example, to understand how ride-sourcing
demand is interacting with transit or parking supply, the demand should be studied in an origin-destination
framework, with consideration given to multimodal supply at the origin and the destination.
2.4

Willingness to Share Behavior in Ride-sourcing
In 2014, the big two TNCs introduced their shared-ride business lines. Uber introduced UberPool

[55], rebranded then to UberX Share [56], and Lyft introduced Lyft Line [57], rebranded to Lyft Shared
[58], so that passengers can pool their rides to reduce the cost. The business model has the potential to
qualify as a more sustainable transportation solution than the solo ride-sourcing, especially for commute
trips [43] at reasonable costs, and to alleviate the heated debate on ride-sourcing implications on excessive
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VMT and congestion. UberPool is said to save 120 tons of carbon dioxide emissions in San Francisco where
it accounts for approximately 50 percent of Uber rides in the city, and to save 7.9 million driving miles in
Los Angeles [59]. Evidence on the potential of this shared ride-sourcing model was provided by Santi et al.
(2014) [60] in a simulation-based study using the NYC taxi trips, and on the environmental benefits by
comparing the shared versus not-shared scenarios’ respective emissions using DiDi Chuxing trips in
Chengdu, China [61]. Therefore, understanding the behavior of willingness to share ride-sourcing trips is
not only pertinent to comprehending the system dynamics from the demand side, but to boosting and
operationalizing those benefits as well.
There is limited body of literature on the factors affecting ride-sourcing users’ preferences for
splitting the ride or willingness to share (WTS) [62]. The work conducted on the area of analyzing TNCs’
surge pricing scheme is limited too [63]. Thus, the interconnectedness between both system components
remains to be an unexplored area that is worth to be further studied, especially when considering their
dynamicity in the two-sided market of ride-sourcing. Questioning individuals’ WTS can be discussed in
two domains: (1) psychological domain; and (2) econometric domain, as excerpted from the available
literature and explained hereinafter. The psychology of WTS was clearly present in the analysis conducted
in [64] on the social aspects of dynamic ridesharing, and it pointed out the safety concerns among the factors
affecting WTS. Moreover, a pattern of “rider-to-rider discriminatory attitudes” existing among the
respondents’ subset of those who used the service before, and an anticipated “lower willingness” to share
their rides in the future were revealed in the self-reported survey-based analysis conducted in [65]. This
discriminatory attitude was particularly attributed to race and class norms. [66] emphasized the role of
“psycho-social latent constructs” in capturing and understanding the WTS behavior for enhanced prediction
models and operability of the system. Their survey-based analysis drew closer attention to conservative
ride-sharers groups that include women, older adults and non-Hispanic/non-Latino Whites [66].
As for the econometry of WTS, [67] implemented an ensemble learning approach integrated with
ReliefF algorithm for features selection and ranking to explore the ride splitting behavior in DiDi Chuxing
trips in Hangzhou, China. The trip-level features ranked first by the algorithm were in the following order:
“trip travel time”, “surge pricing ratio”, “trip fee”, and “trip distance”. However, in [68]’s analysis of the
WTS behavior in the City of Chicago TNC trip dataset, the distance, fare difference percentage, and
duration ranked last in significance by their proposed XGBoost. [69] analyzed the same behavior using the
same data from Chicago at the community level using three machine learning models paired with partial
dependency plot for interpretability, and highlighted that the community-level features, e.g., income,
education, and race, contribute more, or as much as the trip-level features in understanding the WTS
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behavior. [70] utilized a family of machine learning models comparable to the ones in [69] to explore the
WTS behavior in the City of Chicago TNC at finer scale of census tracts. In contrary to [69] findings, [70]
indicated that the trip-level features are more significant in terms the predictive power of the models, than
any other “spatial”, “temporal”, “sociodemographic”, “built environment” or “transit supply” [70].
[71] estimated a multinomial logit model that included Uber Pool as a viable mode in their survey
collected data and found travel time and trip cost to be significant. However, in their final conclusions and
recommendation, [71] also underscored the need to incorporate “various perception-based latent factors”,
e.g., “variation in disutility of sharing rides” [71]. Similar results on trip characteristics, i.e., length, travel
time, and pricing being governing among those who are willing to share their trips, revealed in AlonsoGonzález et al. (2020). A contextualized comparison was conducted in [72] between the U.S. and Singapore
regarding the determinants of ride-sourcing passengers’ WTS and found association between higher income
population and less WTS. The authors in this study highlighted the need for more granular exploration of
WTS rides in ride-sourcing context, taking into consideration the interdependencies with other contextrelated factors, e.g., “sociodemographics” and “current transportation infrastructure and services”, and
they emphasized the significance of clearly distinguishing between shared and not-shared ride-sourcing
services while conducting this exploration.
Another pertinent factor to this analysis is the existence of spatial effects like heterogeneity and/or
spatial dependence (autocorrelation), observed in the explored phenomenon, i.e., WTS, across the analyzed
geography’s entities. The case study data presented in this dissertation have the ride-sourcing trip ends, i.e.,
pick-up and drop-off, approximated to the census tract level for obfuscation purposes and privacy of
passengers. This is a typical case that may entail autocorrelation as described in [73] and cited in [74].
Therefore, [74] adopted a spatial regressive modeling in their investigation on the factors contributing to
WTS in ride-sourcing context using the same data we use from the City of Chicago. Soria and Stathopoulos
(2021) confirmed the “presence of spatial effects” [75] at community-level in the WTS behavior in the City
of Chicago TNC trip dataset. They also highlighted the positive correlation of socioeconomic disadvantage
with more Authorized-to-Share (ATS) trips.
To conclude, willingness to share and surge pricing parameters are among the key stochastic
features characterizing the ride-sourcing system from other transportation modes as explained in this
section, and the earlier section on ride-sourcing disruption of the mobility landscape. The impacts of the
system cannot be studied separately from those parameters. Therefore, they should be explored thoroughly
to find out whether a spatiotemporal pattern exist. Capturing the interdependencies between surge pricing
and passengers’ Willingness to Share (WTS) their rides is not adequately explored [62]. [76] tackled mode
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choice component of ride-sourcing and highlighted the insufficient resources on the “surge price of Uber”
[76]. [62] also emphasized the need to thoroughly explore the “segment” and “contexts” [62] of passengers
who are more inclined to share their rides.
2.5

Ride-sourcing Demand Modeling
Overall, ride-sourcing modeling works fall under one of two categories: (1) disaggregate models,

and (2) aggregate models. Disaggregate models include the family of discrete choice and utility-based
models, i.e., logit and probit models. This type of models is typically estimated from fine and granular
household travel surveys [77], or, at smaller scaler from pilot studies, in which, small respondents’ groups
are surveyed. The latter has many issues with representativeness, bias, and transferability of results.
Moreover, the infancy of the ride-sourcing system, and the relatively limited adoption rates among the
surveys’ respondents in comparison to other longstanding modes result in the system have a very thin share
in the overall survey modal split. Estimating discrete choice models with such bias in the data are not trivial
and would require extensive nesting to minimize the impact of the bias [78].
[79] explored such disaggregate behavior for ride-sourcing adoption as a mode, willingness to share
the trip, and other drivers’ preferences on the fuel type and vehicle ownership business model using
multinomial logistic regression. Key findings from this study were the significance of younger ages below
44 years in adopting the mode. Using a variant model from the Logit family, [76] draws an empirical
evidence from Toronto to reject the hypothesis on ride-sourcing competing with “private cars”, “public
transit”, or “non-motorized modes” [76], but rather with the urban taxi. [76] highlights the significance of
sociodemographic disparities between the taxi versus ride-sourcing users, specifically, the inclination of
seniors to choose the taxi over ride-sourcing. [80] used zero-inflated negative binomial model to explore
the determinants for two outcomes, the adoption, and the frequent use of ride-sourcing. In this latter work,
seniors who can be classified as advantaged turned to be adopters, while disadvantaged seniors were found
to be more frequent users, if they became adopters in the first place. Smartphones possession was found to
be determinant also in the adoption behavior. [81] further examined the attitudinal factors shaping the
appeal and utility of the system, among which was the transit pass subscription.
A relatively small sample from the California Millennials Dataset (n = 1975) collected in 2015 was
used in a probit modeling framework to explore the driving factors of ride-sourcing usage frequency in
[82]. Sociodemographic features were found to be significant explanatory variables in that context, but land
use and activity density features were found to be more informative in terms of explaining the spatial
disparities in ride-sourcing usage. [19] used the probit modeling approach too, namely a bivariate ordered
probit model to examine the behavioral determinants of car-sharing and ride-sourcing, using the survey
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data from the 2014-2015 Puget Sound Regional Travel Study. Again, the affluent population features, i.e.,
“young,” “well-educated,” “higher-income,” and “working individuals residing in higher-density areas”
[19] all tend to be significant among the users of those services. Cross-sectional data collected between
2015 and 2017 from the same Puget Sound Region, Washington, were analyzed using a probit model in
Dias et al. (2020) to explore the effects of such individual traits, i.e., sociodemographic, and economic
features, on ride-sourcing usage overtime. Interestingly, the impacts of such features found to be
significantly distinguishable in earlier disaggregate studies, are “softening over time” [83].
As for aggregate models developed using relatively larger datasets, i.e., Big Data, the NYC Uber
data were the first to give researchers such exposure to real-world ride-sourcing big data, which helped

to conceptualize analytical spatial and temporal methods [84, 85]. However, the NYC Uber data
limitedness to pick-ups only curbed the data potential for providing further system understanding. The

RideAustin [86] then filled this gap by publishing dataset that includes trips’ start and end location and
time, and information on the time elapsed between the trip request made and the driver arrival. [87]
used the RideAustin dataset to model the demand generation using spatially lagged multivariate count
model. [87] were motivated by the assumptions on spatial autocorrelation (spatial dependence) of the
demand which turns to be a valid assumption. The model for pick-ups counted on explanatory variables
from transit supply, population and employment density, population and households’ characteristics and
land-use. As for the drop-offs part, a fractional split model was used in the same spatial context to allocate
the trip attraction using comparable explanatory variables. This work is among the earliest endeavors of
exploratory nature on a quite large dataset of 1,494,125 trips.
The same Austin dataset was then used by [88] in a data fusion context to infer ride-sourcing trip
purposes, but due to the limitation on the data side, the proposed modeling framework was blindly estimated
without ground truth check to evaluate the model performance. [89] pursued a Geographically Weighted
Poisson Regression, a variant of GWR, to model the zonal demand, i.e., pick-ups, of RideAustin, in Austin,
Texas. Structural equation modeling, a method of linear causal analysis, was utilized by [90] to study

and remark the impact of built-environment, job accessibility by transit, and commuter rail
accessibility on the ride-sourcing demand. [91] developed a machine learning framework to predict
wait time in an autonomous mobility-on-demand context using the data component on the time elapsed
between the request is made and the actual pick-up. Another interesting analysis conducted on
RideAustin dataset is modeling the deadheading trips [92], i.e., cruising trips between one drop-off and
the next pick-up, since the dataset includes the participant active drivers unique ID.
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A more extensive and complete and updated ride-sourcing dataset used in aggregate modeling
framework, is published, and maintained by the City of Chicago [93]. The data are more reliable in terms
of its completeness regarding the trip ends (pick-up and drop-off locations), trip timestamps, trip length and
duration, fare including tipping amounts, and whether the trip was authorized to be shared (pooled) with
another rider or not. Using the Chicago data, [94] utilized a count model, i.e., random-effect negative
binomial, to identify the determinants of the pick-ups and drop-offs, during weekdays and weekends. In
addition to the previously hypothesized variables, the framework explored further built-environment
variables like parking spots, restaurants and mixed land use, commute travel behavior like carpooling and
transit usage, and crime rates [94]. Although the modeling framework is interpretable, but the isolated
studying of pick-ups and drop-offs do not provide much understanding on the effects of multimodal
transportation supply on ride-sourcing demand.
The inherent nonlinearity of the system encouraged [95] to explore the machine learning potential
in a prediction rather estimation context. [95] developed a direct demand random forest prediction model
for the total aggregated Origin-Destination (OD) flow during the study period, which outperformed the
benchmarking traditional multiplicative model. To account for the spatial heterogeneity in the Chicago ridesourcing demand profile, [96] introduced a clustering-aided protocol to their ensemble learning predictive
framework, which proved the validity of their assumption on spatial heterogeneity, translated in the
prediction power of the proposed model. However, the modeling framework did not provide insights on the
statistical significance of the explanatory variables.
From this comprehensive literature review on ride-sourcing demand modeling, and in fulfilling
Research Objective Two, we can conclude that there are three major threads in literature:(1) Conventional
trip generation (MLR) and mode-choice (utility-based), (2) Spatial (and spatiotemporal) econometric
models: spatial lag (SL), spatial error (SE), and (3) Artificial intelligence (AI) and machine learning (ML).
The first class of models are used mostly for preliminary analysis and benchmarking purposes. While the
second class of spatial econometrics provide higher levels of interpretations and account for the system’s
inherent spatial effects, the third class provides the most flexible and best predictive performance. However,
from the reviewed literature on ride-sourcing demand modeling, a fully interpretable framework that
account for the system spatial effects in an end-to-end manner, i.e., OD flow, is not yet developed.
Therefore, a direct demand modeling framework is adopted in this dissertation to fill this gap, using MLR
as a benchmarking model, spatial econometrics as diagnostic models, and machine learning as predictive
models.
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2.6

Direct Demand Modeling (DDM)
Thus far, from what is seen in the literature, the system is showing a nonlinear behavior, or at its

best, spatial heterogenous pattern at the aggregate demand side [96]. Attempting to analytically understand
the demand at one end, i.e., pick-up or drop-off locations, would only address one side of the equation.
Moreover, evaluating transportation systems related emerging issues on realistic basis would require
without fail to study the OD pattern. For example, OD level data are necessary to incorporate the impedance
component in equity and accessibility analysis [97], to load and assign volumes to networks to study the
excess in VMT [98], or to assess transit ridership in terms of its line boarding [99]. Thus, the diagnostic
analytics and modeling modules developed in the framework of this dissertation should be provided in an
OD fashion. Therefore, the direct demand modeling approach is adopted in this dissertation to attain this
end-to-end comprehensive understanding of the ride-sourcing system.
The DDM is basically conceptualized as an amalgamation of three out of the four modules of the
conventional four step model, namely, trip generation, trip distribution and mode choice. The three
respective categories of hypothesized explanatory variables then enter the DDM simultaneously, and their
corresponding parameters and significance are estimated by fitting the model mathematically. DDM was
first introduced by [100] in a generalized multiplicative format as shown in (Eq. 1). In a ride-sourcing
context, the model can be functionally described as a function of travel impedance vector, origin and
destination hypothesized explanatory variables, 𝐿𝐿𝑖𝑖𝑖𝑖 , 𝑋𝑋𝑖𝑖 , 𝑎𝑎𝑎𝑎𝑎𝑎 𝑋𝑋𝑗𝑗 , respectively, as shown in (Eq. 2). [100]

then defined three mathematical forms of the model to ease its estimation: logarithmic, linear, and mixed
log and linear. Depending on the type of the model response variable, whether it is of count or continuous
type, the analyst should select the appropriate mathematical form.

20
1

2

𝑚𝑚 𝛼𝛼𝑘𝑘𝑘𝑘
𝑚𝑚 𝛼𝛼𝑘𝑘𝑘𝑘
𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 = ∅ (𝑃𝑃𝑖𝑖 𝑃𝑃𝑗𝑗 )𝜃𝜃𝑘𝑘1 (𝐼𝐼𝑖𝑖 𝐼𝐼𝑗𝑗 )𝜃𝜃𝑘𝑘2 �[ (𝑡𝑡𝑖𝑖𝑖𝑖
)
(𝑐𝑐𝑖𝑖𝑖𝑖
)
]
𝑚𝑚

where:

Source: [101]

•

𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 : the number of trips between origin i and destination j using mode k

•

𝑃𝑃: population
I: income

•

t: travel time

•

c: cost of travel

•

∅: scale parameter

•

(Eq. 1)

1
2
𝜃𝜃𝑘𝑘1 , 𝜃𝜃𝑘𝑘2 , 𝛼𝛼𝑘𝑘𝑘𝑘
and 𝛼𝛼𝑘𝑘𝑘𝑘
: elasticity of demand, with respect to population,

•

income, time, and cost, respectively
𝑇𝑇𝑖𝑖𝑖𝑖 = 𝐹𝐹(𝐿𝐿𝑖𝑖𝑖𝑖 , 𝑋𝑋𝑖𝑖 , 𝑋𝑋𝑗𝑗 )
Where:





𝐿𝐿𝑖𝑖𝑖𝑖 : travel impedance vector,

Adapted from [95]

(Eq. 2)

𝑋𝑋𝑖𝑖 : origin explanatory variables

𝑋𝑋𝑗𝑗 : destination explanatory variables

A mode-based modular DDM cannot fully replace multimodal strategic models due to the
immersive data needs for high quality OD matrices. This could explain the limited adoption of DDM at
regional scale, where travel demand strategic models have less data needs than full modal OD-matrices.
However, DDM can play key complementary role to regional strategic models on ad-hoc basis for emerging
and infant transportation systems, as in the case for ride-sourcing. Ride-sourcing, along with other
technology-enabled shared-use-mobility services, lend themselves as a niche for DDM due to their digital
footprints of granular end-to-end spatiotemporal traces. DDM positions itself as a great exploratory tool to
understand such newly emerging transportation systems’ determinants with respect to induced demand,
gravitational intra and interzonal forces, and the utility of the mode to heterogenous user groups. Transit
smart card logs as in [102], shared-bike as in [103] and micromobility systems as in [104], and taxi as in
Duan et al. (2019) [105] and ride-sourcing pick-ups and drop-offs data as in [95], they all display the DDM
potential for exploring, analyzing, and predicting OD-patterns of such mobility niche.
2.7

Summary and Research Gaps
In meeting Research Objective 1, and to benchmark the current state of ride-sourcing within the

multimodal transportation world, and understand the intra-system mechanics and inter-dynamics with other
modes like taxi and transit, a narrative literature review was conducted on: (1) system background, (2) ride-
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sourcing disrupting of the mobility landscape, (3) benchmarking the system against taxi and transit, and (4)
intra-system components like surge pricing and willingness to share behavior. The following research gaps
were identified:
1) Limited previous work has been conducted to understand the interdependencies between the ridesourcing surge pricing and the willingness to share on spatiotemporal basis.
2) Limited previous work was pursued in segmenting the willingness to share market behavior on
spatiotemporal basis to control for spatial and temporal effects, and better understand the driving
factors for the behavior.
3) Limited previous work on modeling the demand was developed in an end-to-end framework, i.e.,
OD, and accounted for potential multicollinearity, spatial dependence, and heterogeneity, in a fully
interpretable manner.
4) Limited previous work was provided interpretable results on the impact of multimodal
transportation supply on the ride-sourcing system demand in an OD framework.
Therefore, an analytical framework will be developed to fill the first and the second research gaps,
a spatiotemporal comparative analysis on the surge pricing interdependencies with WTS, and trip
characteristics in terms of length and cost. A spatiotemporal behavioral market segmentation will be
developed too to identify the pattern of the willingness to share in the study area. This comparative analysis
establishes the basis to understand and interpret the results of the proposed behavioral market segmentation
and spatiotemporal trend mining approach for ride-sourcing trips’ WTS. In meeting Research Objective 2
on identify the system’s data needs and modeling protocols, the DDM framework was selected due to its
flexibility to a wide range of analytical and predictive models on one hand, and its compatibility with the
modeling OD framework, adopted in this dissertation to fill this gap in the research.
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CHAPTER 3 DATA DESCRIPTION, PREPARATION, AND CLEANING
3.1

Introduction
This chapter fulfills Research Objective Two on identifying the data needs and is a prerequisite for

attaining the remaining research objectives since the data cannot be exploited in their raw form without
understanding their dimensions and context. The key outcomes of this chapter can be stated as: (1)
Documenting the techniques, tools, software libraries and packages, and APIs to fulfill data needs, and (2)
Building up an integrated acquisition, cleaning, preprocessing, and wrangling and munging pipeline for
ride-sourcing data-driven modeling frameworks
3.2

City of Chicago Ride-sourcing Trip Dataset
During the early stages of this dissertation study on understanding and modeling ride-sourcing

transportation system, the City of Chicago Household Travel Survey, known as My Daily Travel Survey
[106], conducted by the Chicago Metropolitan Agency for Planning between August 2018 and April 2019,
was explored and analyzed to see if conclusive findings could be drawn on the system demand patterns. In
total, 12,660 households completed the survey, translating into an overall number of people equal to 30,683.
The survey adopted a multimode approach, in which the data collection process encompassed travel log
letters, followed by optional telephone interviews. Household members 13 years or older were given the
option to record their activity log using a smartphone app. The app users accounted for approximately 18%
of the total participants individuals.
Despite efforts to diversify the sample participants, when portraying the survey results spatially, a
remarkable bias can be observed from prevailing activity density in the CBD, visualized using Kernel
Density Estimation (KDE) 1, as shown in Figure 2. Moreover, the categorical distribution by arrival mode
types (see Figure 3) reveals a very thin margin of ride-sourcing adopters, whether solo or shared types.
Altogether, the spatial and categorical distribution biases undermine the potential of the data for conducting
a robust analysis on the demand patterns of ride-sourcing.

1

For further discussion on KDE, please refer to Appendix A: Kernel Density Estimation
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Figure 2: Chicago My Daily Travel Activity Nodes Spatial Distribution (Kernel Density) in Chicago Metro Area
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Figure 3: Chicago My Daily Travel Categorical Distribution of Arrival Modes

In continuing efforts on ride-sourcing data collection, the City of Chicago TNC trip dataset was
found to be complete in terms of trip end geo and timestamps, length, duration, and fare components.
Starting from November 2018, all TNCs operating in the City of Chicago were required by ordinance to
regularly report all their trips, and the TNC trip data have been made publicly available through the Chicago
Data Portal and updated on quarterly basis. The data downloaded in July 2020 comprised TNC trips from
November 2018 until June 2020 and contained a total trip record of 169,183,315 trips. Ultimately, the year
2019 data was chosen to avoid any potential flaws in data reporting or packaging at the start of the initiative
in 2018, and not to delve into odd travel behavior associated with the 2020 COVID-19 pandemic hit. The
2019 data have more than 97 million trip records, including airport, and external trips that either started or
ended outside the limits of the City of Chicago. Since the key interest of this dissertation is the study of the
system’s intraurban behavior, only non-airports, and internal trips shall be considered. Trips started or
ended in either of the airports census tracts; O’Hare International Airport and Chicago Midway
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International Airport (see Figure 4), as well as external trips are all eliminated due to their distinctive nature
that does not fall within the scope of this dissertation.

Figure 4: City of Chicago Census Tracts, Community Areas and Airports
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Overall, the original dataset comprised 21 variables. The variables relevant to this research are
summarized in Table 3, along with their type, and description. The cleaning or rebuilding protocols
discussed in this section are not meant to be covering all preprocessing needs for the entire analytical tiers
of the dissertation. This can be regarded as the preliminary handling of the data prior to moving forward
with the research framework workflow, where ad-hoc preprocessing on trip ends aggregation, trip
characteristics, WTS, and OD flow will be further elaborated.

Table 3: City of Chicago TNC Trip Dataset- Key Variables Glossary
Reprinted from the City of Chicago Data Portal [93]
Variable

Type and Description

Trip ID

Text; a unique identifier to the trip

Trip Start Timestamp

Date & Time; when the trip started, rounded to the nearest 15 minutes

Trip End Timestamp

Date & Time; when the trip ended, rounded to the nearest 15 minutes

Trip Seconds

Number; time of the trip in seconds

Trip Miles

Number; distance of the trip in miles

Pickup Census Tract

Text; the Census Tract where the trip began.

Dropoff Census Tract

Text; the Census Tract where the trip ended.

Pickup Community

Number; The Community Area where the trip began.

Area
Dropoff Community

Number; The Community Area where the trip ended.

Area
Fare

Number; The fare for the trip, rounded to the nearest $2.50.

Shared Trip Authorized

Binary (Yes/No); Whether the customer agreed to a shared trip with another
customer, regardless of whether the customer was actually matched for a shared
trip.

Trips Pooled

Number; If customers were matched for a shared trip, how many trips, including
this one, were pooled.

Pickup Centroid

Point (Geometry); the location of the center of the pickup census tract (longitude,

Location

latitude), or the community area if the trip record is masked.

Dropoff Centroid

Point (Geometry); the location of the center of the dropoff census tract (longitude,

Location

latitude), or the community area if the trip record is masked.
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3.3

Limitations of the City of Chicago TNC Trip Dataset
Further discussion is due on another limitation of working with this dataset, which is masking a

remarkable segment (approximately 30%) of the data at the location level of pick-up and drop-off census
tracts for privacy as described by the data provider. For those masked trips, instead of providing the pickup/drop-off census tract ID, the community area ID number or the community area centroids are given
instead. Chicago’s community areas are units introduced within the city’s historical geographic division
system to collect, analyze, and present information and data for urban and regional planning purposes and
updates, like the “Community Data Snapshots” [107]. A community area comprises several census tracts
as shown previously in Figure 4.
The masked trips included also external trips, i.e., trips that either started or ended outside the city’s
limits. Those trips were identified by their community areas’ blank ID, and they were excluded from any
further analysis. As for the within-city intentionally masked trips, they approximately represent 30% of the
total 2019-year trips. In addition to masking, the data underwent through an aggressive desensitization
protocol, in which, the trip timestamps were rounded to the nearest 15 minutes, and the fare to the nearest
$2.5. Efforts to retrieve the masked trips’ census tracts pick-up and drop-off locations by means of
categorized classifiers, ranging from Naïve Bayes to Neural Networks were exerted, with poor classification
accuracy below 25%. These referred to categorized classifiers are community area-specific classification
models trained on the individual community area available trip features, i.e., trip pick-up day of the week,
trip pick-up time of the day, and trip length, duration and fare, and their respective census tract label.
The desensitization protocol along with the extremely limited number of available trip features in
comparison to the number of training examples and the census tracts categorized classes resulted in the trip
data points being intertwined in a way that makes it difficult even for the most intelligent classifier to
discern between them in terms of the respective census tracts. Another approach that was adopted in Xu et
al. called “stratified assignment” [108], in which, the masked trips were randomly assigned to census tracts
based on their probability distribution. However, when the method was validated by learning the
distributions on an 80% portion of the unmasked trips and tested on the other 20% to evaluate its
performance, the test score was barely 0.15.
To this point, it is evident that the masked trips are non-retrievable given the desensitization
protocol implemented and the limited trip features available. This leaves us with 3 decisions: (1) to discard
the masked trips, (2) use the available location centroid to retrieve the respective census tract, and (3) adopt
the “stratified assignment” [108] random approach. Selection of one option on the expense of another is
dependent on the context of the analysis. In this dissertation, there are three tiers of analytics: (1) descriptive
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and explorative analytics, (2) diagnostic analytics, and (3) predictive analytics. In the first tier, we explore
via spatial and spatiotemporal methods the system underlying patterns, test the heterogeneity and spatial
effects and perform trend mining on certain system features, e.g., willingness to share. In this context,
except for the geolocation, no census tract-based information is pivotal to this analysis, but rather the system
demand features and trip characteristics are the key input to this analysis. Therefore, assigning the masked
trips to respective census tracts based on the location centroids would not undermine the analysis results
considering the relatively trivial margin of spatial difference between the census tracts centroids within the
community areas as can be seen in Figure 4, which is approximately below 2.5 miles.
As for the second and third tiers of analytics, adopting the same approach carries more criticality
as in this context, the system underlying patterns and behavior shall be analytically explored and modeled
against determinants from census tracts-based hypothetical set of variables. Therefore, assigning those
masked trips either deterministically as in Option 2, or probabilistically as in Option 3 without reliable
confidence in the process would have its contaminant implications on identifying the system determinants
at census tracts level. Thus, resorting to Option 1 and discarding the masked trips is indispensable to serve
the very purpose of the second tier of analytics in this dissertation. But before adopting such radical measure
in cleaning the data, one must make sure that the masking protocol has not intrinsically altered the spatial
distribution of the trips, so that the remaining data would inherit a similar distribution with comparable
variance. Therefore, the community areas’ distributions of the entire trips’ dataset and the unmasked trips
sub-dataset are hypothesized to be drawn from the same population distribution with equal variance. The
test of hypothesis is performed by means of F-test of equality of variance, with the underlying normality
assumption is not restrictive in this case of application due the enormous size of the data according to the
Central Limit theorem. The null hypothesis on equality of variance cannot be rejected with F-test returned
p-value of 0.26, and as evident from the distributions, depicted in Figure 5.
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Figure 5: Distribution of Community Areas’ Trips in the Entire Dataset and the Unmasked Trips Sub-Dataset

3.4

System Explanatory Variables: Data Collection
The trip fidelity in the City of Chicago TNC trip dataset was reduced to zonal level, i.e., census

tract centroids, to protect the privacy of the users. This aggregate level of trip data, along with the infancy
of the system motivate fusing several data sources, types, and structures into this framework to advance the
knowledge and understanding of the system dimensions. Therefore, beside the City of Chicago TNC trip
dataset, other sociodemographic, economic, built environment and transit accessibility, and crime data
sources are utilized to complement this analysis and advance it into meaningful results and conclusions. As
will be elaborated in this section, those variables were synthesized based on relevant literature and technical
judgement to further explore their determinacy to the system. It should be denoted that the hypothesis
developed here in this section on the system explanatory variables is primarily synthesized to serve the
proposed direct demand modeling (DDM) framework discussed in the previous chapter.
The rest of this section documents and describes the hypothesized explanatory variables and their
harnessed data repositories. The data residing in those repositories were accessed either directly from the
website of the hosting agency, e.g., City of Chicago Data Portal (CDP) and Chicago Metropolitan Agency
for Planning (CMAP) or using an Active Programming Interface (API) key as in the United States Census
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Bureau’s Decennial Census of Population and Housing [109], Google Places API [110], and American
Community Survey (ACS) data [111]. Third party R package “tidycensus” [112] was utilized to access the
ACS 2019 sociodemographic and economic data. Crime data for the study period were obtained from CDP.
Another repository comprised valuable and actionable data are the Environmental Protection
Agency (EPA) Smart Location Mapping [113] and Smart Location Database (SLD) version 3.0 [114]
released in June 2021. The Smart Location Mapping repository provides access to exhaustive census-block
group (CBG) level built-environment and transit accessibility variables that were found to be influencing
individual’s travel behavior from the “EPA-funded meta-analysis of the research, Travel and Built
Environment” [113]. The repository contains three geodatabases on:
•

Smart Location Database (SLD): more than 90 CBG indicators on built environment and location
efficiency

•

Access to Jobs and Workers Vis Transit Tool: transit accessibility indictors to/from CBG

•

National Walkability Index: walkability score at CBG level
To organize the efforts, the hypothesized variables are categorized under six categories: (1)

sociodemographic features; (2) economic features; (3) parking supply, transit availability, accessibility, and
commute features; (4) built-environment features; (5) crime data. This section is organized with respect to
this categorization, and in each sub-section, a discussion on the rationale behind the collected data, along
with their sources, retrieval method, and full description will be provided. At this stage of data collection,
where the system variables are still hypothesized to be influencing or determining the demand behavior,
the type of the variables remains uncertain, i.e., to report the variable in absolute categorical terms, or
locally weighted continuous variable. To clarify, a variable like the population is a key trip generation and
travel behavior modeling variable, however, at this early stage of hypothesis testing, we are not yet certain
whether the census tract population count, or the census tract specific population density would be
influencing the demand behavior. Thus, the final structure of the variables is left for the relevant chapters.
3.4.1

Sociodemographic Features
Population, population density and number of households are key variables in any trip generation

context [94]. Also, [31] observed a school-related trip pattern, while [83] and [82] found that the presence
of children in household decrease the ride-sourcing usage, thus households with children, i.e., individuals
below 18 years old, should be explored. From the extensive literature review conducted in the previous
chapter, there is clear evidence on the role played by age in driving ride-sourcing demand. In particular,
younger age-specific groups’ members are among the main adopter of ride-sourcing [19] [79] [82]. The
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adopted sociodemographic variables are summarized in Table 4, along with their modeling code and
respective source. All the sociodemographic features are collected from the ACS 2019 5-year. The ACS
2019 data were retrieved using R package “tidycensus” [112]. The age-specific groups were aggregated as
advised in [94] into the following respective groups:
•

Z and Millennial generations: below or 39 years old in 2019

•

X generation population: below or 54 years old but older than 39 years old

•

Baby boomers: older than 55 years old

Table 4: Sociodemographic Features
Variable

Source

Code

Population

ACS 2019 5-year

Pop

Population density (people/square mile)

ACS 2019 5-year

PopDensity

Number of households in census tract

ACS 2019 5-year

HhCount

Number of households with children (people under 18 years old as

ACS 2019 5-year

HhChildCount

Percentage of households with children

ACS 2019 5-year

HhChildCount%

Median age in census tract

ACS 2019 5-year

AgeMed

Percentage of population belonging to Z and Millennial generations

ACS 2019 5-year

Z_MillGen%

Percentage of population belonging to X generation

ACS 2019 5-year

XGen%

Percentage of population belonging to Baby boomers’ generation

ACS 2019 5-year

BBoomersGen%

Percentage of White alone population

ACS 2019 5-year

WtPop%

Percentage of Black or African American population

ACS 2019 5-year

BkPop%

Percentage of Asian alone population

ACS 2019 5-year

AsPop%

Percentage of Hispanic or Latino population

ACS 2019 5-year

LatPop%

in 2019)

3.4.2

Economic Features
Affluent working population is known to be a driving force in the ride-sourcing demand [115, 116].

Therefore, variables on the income, number of working adults, job opportunities in census tracts are all
relevant. Car ownership, although not evidently clear whether it positively or negatively affects the
frequency of ride-sourcing usage, as can be seen in [49] and [27], should be considered from the perspective
of households with zero-car ownership, and the overall number of vehicles in the census tract. [83] observed
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an associative pattern between the usage of ride-sourcing and the tendency to adopt other technologies, like
social media and online shopping [117]. Thus, the internet penetration rates and the connected devices
ownership are also relevant variables, as suggested too in [118]. The economic features proposed to be
explored hypothetically in the research framework are summarized in Table 5, along with their modeling
code and respective source. The number of working places in census tracts was retrieved from the U.S.
Census Bureau Longitudinal Employer-Household Dynamics (LEHD) Origin-Destination Employment
Statistics (LODES) [119].

Table 5: Economic Features
Variable

Source

Code

Number of working adults (16 years and over) in labor force living in
census tract
Percentage of working adults in labor force (to the population) in census
tracts
Median household income in the past 12 months (in 2019 inflationadjusted dollars) in census tract
Per capita income in the past 12 months
Number of households with 0-cars ownership
Percentage of households with 0-cars ownership
Number of vehicles in the census tract
Number of households who has one or more types of computing devices,
i.e., smartphone, tablet or another portable wireless computer or other
computer
Percentage of households who has one or more types of computing
devices, i.e., smartphone, tablet or another portable wireless computer
or other computer
Number of households with internet subscription (Cellular data plan)
Percentage of households with internet subscription (Cellular data plan)
Number of working places in census tract
Employment density (working place/square mile)
Percentage of low-income households (< $35k per year)
Percentage of middle-income households ($35k-$75k per year)
Percentage of high-income households (>$75k per year)

ACS 2019 5-year

WrkAdulCount

ACS 2019 5-year

WrkAdul%

ACS 2019 5-year

HhIncM

ACS 2019 5-year
ACS 2019 5-year
ACS 2019 5-year
SLD
ACS 2019 5-year

PerCapitaIncome
Hh0CarCount
Hh0Car%
Vehicles_SLD
HhDevCount

ACS 2019 5-year

HhDev%

ACS 2019 5-year
ACS 2019 5-year
LODES
LODES
ACS 2019 5-year
ACS 2019 5-year
ACS 2019 5-year

HhIntrntCount
HhIntrnt%
WrkPlacesCount
EmpDensity
LowIncHH%
MidIncHH%
HiIncHH%
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3.4.3

Parking Supply, Transit Availability and Accessibility, and Commute Features
[120] and [94] found a negative correlation between ride-sourcing demand and the availability of

off-street parking. This motivates the incorporation of parking supply features, i.e., number of parking spots
available in census tract and the average parking rate ($). Previous findings from [52] on ride-sourcing
filling transit spatial and temporal gaps, from [84] on the positive correlation with lower transit accessibility,
and [94] on general commute features by carpooling or transit associated with high ride-sourcing demand
will be validated too in this context. The proposed parking supply, transit availability and accessibility, and
commute features proposed to be explored hypothetically in the research framework are summarized in
Table 6, along with their modeling code and respective source.

Table 6: Parking Supply, Transit Availability and Accessibility, and Commute Features
Variable

Source

Code

Number of total parking spots in census tract

CMAP ABM

PrkSpotsCount

Number of total parking spots to the overall number of vehicles in
census tract

Derived from SLD +

PrkSpotPerVeh

Average hourly parking rates ($) in census tract

CMAP ABM

PrkRate

Number of bus stations in census tract

GTFS

BusCount

Number of train stations in census tract

GTFS

TrainCount

Pedestrian environment factor

CMAP- Transit

PevFactor

CMAP ABM

Availability Proxies
Average weekly transit service frequency

CMAP- Transit

TransitFreq

Availability Proxies
Average proximity to transit

CMAP- Transit

TransitProx

Availability Proxies
Connected activities by transit per acre

CMAP- Transit

ConDen

Availability Proxies
Number of individuals who use carpooling to commute

ACS 2019 5-year

Carpoolers

Number of individuals who use transit to commute

ACS 2019 5-year

Transitters

Percentage of individuals who use carpooling to commute (out of the
working population)
Percentage of individuals who use transit to commute (out of the
working population)

ACS 2019 5-year

Carpoolers%

ACS 2019 5-year

Transitters%
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The number of total parking spots in census tract and the average hourly parking rates in census
tract were retrieved from the CMAP Activity-Based Model (ABM) [121] subzones data provided by CMAP
officials via personal communication. Subzone is the alternate name of a micro analysis zone (MAZ) that
is recently adopted in CMAP ABM instead of the conventional traffic analysis zones (TAZs), by CMAP
for planning and modeling purposes. A subzone is not necessarily aligned with the census tracts boundaries,
therefore the tabulate intersection process in ArcGIS Pro [122] is utilized to obtain a weighted sum of the
subzones’ total parking spots and the average hourly parking rates in census tracts, as will be explained
further in the next section on the cleaning and preprocessing of the hypothesized explanatory variables.
CMAP developed a Transit Availability Index, the methodology described in [123] and it is the
average of the following proxies measured and it is normalized on a 0-5 scale across the entire metro region:
(1) pedestrian environment factor, (2) average weekly transit service frequency, (3) average proximity to
transit, and (4) the connected activities per acre. Those proxies are interesting to explore within the scope
of this dissertation to see how transit supply interrelates to demand on ride-sourcing services. The transit
availability index itself is excluded from the analysis since it does not directly relate to the transit supply in
the same manner as the proxies. As mentioned earlier, the indices were normalized across the entire region.
These proxies and values are reported at the subzone level; thus, the tabulate intersection process is also
used to obtain census tracts’ weighted sum scores that will be further explained in the next section as well.
3.4.4

Built-environment Features
[31] revealed a pattern of social and recreational trips associated with the usage of ride-sourcing.

[90] highlighted a strong relationship between land use mix and ride-sourcing demand. However, [82]
found that the land use mix decrease the frequency of ride-sourcing trips, while the activity density increases
it. Despite these discrepancies in the findings, built-environment features, including proxies on the overall
land use mix, i.e., entropy, employment and housing entropy, walkability of the area and points of interest,
are all regarded as legitimate hypothetical variables. The built-environment features proposed to be
explored hypothetically in the research framework are summarized in Table 7, along with their modeling
code and respective source.
The entropies and the walkability proxies, i.e., National Walkability Index and the pedestrianfriendly intersections density, were retrieved from the SLD, and the restaurants count in each census tracts
were retrieved from Google Places API [110]. For further discussion on the land use entropy, the interested
reader may refer to [124], and for the National Walkability Index, the interested reader may refer to [125].
The National Walkability Index is reported at the CBG level; thus, the tabulate intersection process is also
used to obtain census tracts’ weighted sum walkability indices, as will be explained in the next section. The
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restaurants count is selected to validate the findings in [93] on the variable as a determinant in ride-sourcing
demand.

Table 7: Built-environment Features
Variable

Source

Code

Land-use entropy in census tract

SLD

Entropy

Employment types and occupied housing mix entropy

SLD

EmpHousEntropy

Employment types entropy

SLD

EmpEntropy

SLD

PedIntrsctDen

National Walkability Index

SLD

WalkIndex

Number of restaurants in census tract

Google Places

RestCount

Pedestrian-friendly

intersections

(auto-oriented

intersections

eliminated) density

API

3.4.5

Crime Data
Crime rates in census tracts were found to be significant determinants in [93], and therefore, crime

data for 2019, particularly the assault, burglary, homicide and robbery, was retrieved from the Crimes MapCDP [126]. The crime rates data proposed to be explored hypothetically in the research framework are
summarized in Table 7, along with their modeling code and respective source.

Table 8: Crime Rates Data
Variable

Source

Code

Police reported assaults in 2019 in census tract (to total census tract population)

CDP

Assault_Den

Police reported burglaries in 2019 in census tract (to total census tract population)

CDP

Burglary_Den

Police reported robberies in 2019 in census tract (to total census tract population)

CDP

Homicide_Den

Police reported homicides in 2019 in census tract (to total census tract population)

CDP

Robbery_Den
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3.5

System Explanatory Variables: Cleaning and Preprocessing
The variables retrieved from the EPA Smart Location Mapping and the CMAP ABM had a

nonconforming reporting unit, i.e., CBG. The entity utilized in this research framework is the census tract.
Census tracts are coarser than the CBG or the subzone from the CMAP ABM. An example of the geographic
representation and the difference between a census tract and the underlying CBGs is depicted in Figure 6.
Therefore, a sound method is needed to conduct this transformation between both units in a manner that
does not compromise the accuracy and the quality of the locational indicators. Two methods are proposed
to transform the data, area weighted average and area weighted sum, based on the data type, whether
proportional or direct count data, as explained in Table 9. The area weighted average method used for
proportional data types, to expand the indicators’ proportionality across the census tract extent based on
their area weight. As for the area weighted sum used for direct count data, the accounted for weight is
calculated based on the CBG area contained in the census tract matter of question, to the total CBG area.

Figure 6: Census Block Group (CBG) versus Census Tract Example
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Table 9: EPA Smart Location Indicators Transformation Methods
Area Weighted Average

census tract indicator
n

1
= � ai ∗ CBG − indicator
A

Area Weighted Sum

census tract indicator
n

=�

i=1

where:

i=1

where:
• A: area of census tract
• a i : area of respective CBG

Indicator Types:

• Density indicators

ai−census
∗ CBG
ai

− indicator

• ai−census : area of the respective
contained in the census tract
• a i : are of the respective CBG
Indicator Types:
• Count indicators

CBG

38
CHAPTER 4 DESCRIPTIVE AND EXPLORATIVE ANALYTICS 2
4.1

Introduction and Rationale
This chapter fulfills Research Objective Three on “Explore and analyze the system spatial

patterns” and provides crucial input to Research Objective Five on identifying ride-sourcing OD demand
determinants. To explain, failing to detect, assess and account for spatial effects prior to modeling the
phenomenon could lead to mis-specified models [127]. Therefore, evaluating those effects in this chapter
and their extent would constitute the methodological diagnostic approaches adopted to attain Research
Objective Five. The implications of this research can be extended to inform policymaking, particularly for
congestion pricing and EJ. Identifying the demand hotspots and the heavily trafficked OD pairs can help
better implement measures like cordon and/or corridor-based congestion pricing mechanisms to regulate
and mitigate the impacts of TNCs on congestion.
The underlying research tasks can be broken down as follows: (1) describe how ride-sourcing trip
demand can be analytically analyzed in a spatial and temporal context, (2) explore whether the demand
patterns portray any forms of clusters or urban pockets, or they are complete random process, (3) explore
whether the trip characteristics constituting this demand exhibit also a specific pattern of clusters, and (4)
explore and visualize the significance of spatial effects in trip demand and characteristics. The rest of this
chapter is organized in the following order: (1) Spatial and Temporal Aggregation of the City of Chicago
TNC Trip Dataset, (2) Research Methods, (3) Implementation Remarks and Results, and (4) Discussion.
4.2

Spatial and Temporal Aggregation of the City of Chicago TNC Trip Dataset
The empirical spatial means (ESM) for the daily pick-ups and drop-offs, 𝜇𝜇̂ 𝑃𝑃,𝑆𝑆 (𝑆𝑆𝑖𝑖 ) and 𝜇𝜇̂ 𝐷𝐷,𝑆𝑆 (𝑆𝑆𝑖𝑖 ), are

computed as shown in (Eq. 3) and (Eq. 4), respectively. The denominator in the ESM equations, 𝑇𝑇, equals

the number of days in which the corresponding census tract has pick-ups or drop-offs more than zero. As
shown in Figure 7, daily pick-ups and drop-offs exhibit similar pattern of magnitude concentrated in and
around the central business district (CBD) census tracts and vanishing in the direction approaching the
peripheries. It should be denoted that higher ESM values would not necessarily indicate statistically

This chapter is a slightly modified version of the paper: Exploring and visualizing spatial effects and patterns
in ride-sourcing trip demand and characteristics, published in the Journal of Sustainable Development of Transport
and Logistics, and has been reproduced here with the permission of the copyright holder.
Kelleny, Bishoy; Ishak, Sherif. Exploring and visualizing spatial effects and patterns in ride-sourcing trip
demand and characteristics. Journal of Sustainable Development of Transport and Logistics, [S.l.], v. 6, n. 2, p.
6-24, Nov. 2021. ISSN 2520-2979. Available at: <https://jsdtl.sciview.net/index.php/jsdtl/article/view/158>. Date
accessed: 30 Jan. 2022. doi: http://dx.doi.org/10.14254/jsdtl.2021.6-2.1.
2
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significant hotspots, but rather the way those higher values interrelate spatially, which is an exercise that
should be worked out on its own, as will be shown in the next section.
𝑇𝑇

1
𝜇𝜇̂ 𝑃𝑃,𝑆𝑆 (𝑆𝑆𝑖𝑖 ) ≡ � 𝑃𝑃�𝑠𝑠𝑖𝑖 ; 𝑡𝑡𝑗𝑗 �
𝑇𝑇
𝑗𝑗=1
𝑇𝑇

1
𝜇𝜇̂ 𝐷𝐷,𝑆𝑆 (𝑆𝑆𝑖𝑖 ) ≡ � 𝐷𝐷�𝑠𝑠𝑖𝑖 ; 𝑡𝑡𝑗𝑗 �
𝑇𝑇

Pick-up Empirical Spatial Mean

(Eq. 3)

Drop-off Empirical Spatial Mean

(Eq. 4)

𝑗𝑗=1

Figure 7: Empirical Spatial Means for Daily Pick-ups and Drop-offs in the Year 2019

The peak hours’ distribution of the pick-ups and the drop-offs is shown in Figure 8 and Figure 9,
respectively. A clear pattern ca be observed on a more pronounced clustered demand at the pick-up side
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that fluxes into less pronounced clustered intervals with a slight time-window shift at the drop-off side in
the morning hours, and vice versa for the evening hours. The geographical context of that pattern is shown
in Figure 10 to elaborate on the distribution of the census tracts’ demand peak hours. The distributions
suggest a typical commuting travel pattern, but this needs more evidence from the spatial analysis on trip
characteristics. One remark should be made is on how the peak hour profile of the CBD census tracts is not
toggling between the pick-up and the drop-off process in the same pronounced manner as in other census
tracts. This can be explained in terms of the remarkably higher mixed land use entropies and number of
places of interests in the CBD than other census tracts with dominant residential usages. This disparity in
the land use would typically prompt a more concentrated and pronounced pick-up profile at the residential
census tracts, which are the vast majority, and a less concentrate drop-off profile distributed among the
CBD and other places of interests. To advance this empirical analysis on the system spatial and temporal
patterns, a rigorous statistical analysis will be conducted in the next sections on the trip ends as well as the
origin-destination pairs to explore and decide on the existence of spatial effects in the system.

Figure 8: Census Tracts Frequency Distribution of Peak Hours for TNC Pick-ups
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Figure 9: Census Tracts Frequency Distribution of Peak Hours for TNC Drop-offs

Figure 10: Distributions of TNC Pick-up and Drop-off Peak Hours in Chicago Census Tracts
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4.2.1

Trip Ends Cleaning and Preprocessing
The summary statistics of the 2019 trip characteristics and total OD flow before cleaning are

provided in Table 10. The maximum values before cleaning the data exhibit significant tailing effect in the
data. Two remarks can be drawn. One is the flaws in trip characteristics recording, particularly the duration
with minimum value of 1-seconds, and the length with minimum value of 0-mile. The second remark made
here is on the significant number of untraveled OD pairs, with the 50th percentile of the total year flow is
indicated as 2 trips. Any trivial margin of error in reporting the trips characteristics, i.e., length, duration or
fare, results in highly skewing the distribution of the data. To further explain, for trip length, reported in
miles, there are some trip records show lengths more than 500 miles, although the trip pick-up and dropoff locations are falling within the limits of the city. Such records should be eliminated from the trip
characteristics analysis as they result in distorting the distribution of the data.
Table 10: Summary Statistic of 2019 City of Chicago TNC Trip Characteristics and OD Flow before Cleaning
Trip Duration (Seconds)

Trip Length (Miles)

Total OD flow

count

97,084,440.00

97,084,440.00

638,401

mean

990.50

4.91

141.1

std

694.63

4.80

1658.6

min

1.00

0.00

0

25%

514.00

1.70

0

50%

813.00

3.20

2

75%

1,262.00

6.20

17

max

86,130.00

546.10

192,370

Since the scope of this process is just cleaning and eradicating potential source of bad records, not
statistical removal of outliers, 99.995th percentile of the data are kept for analysis and the extreme 0.005%
are eliminated from the analysis. This threshold on the percentile is selected as it relates to a trip length of
50 miles, which is compatible with the extent of the study area. However, the quartiles of trip characteristics
show tendency for shorter travel anyway, especially after eliminating the trips that exceed 50-miles in
length during the cleaning process. These two remarks highlight contamination and remarkable skewness
in the trip characteristics and demand profile, respectively, as will be further elaborated. The trip
characteristics distribution depicted in Figure 11 and Figure 12, as well as the trip summary statics in Table
10 show more dense likeability of short trips. However, erroneous observations appear to exist in the data,
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e.g., trips with 1-seconds of duration, as can be seen in the studied relation between trips’ lengths and
durations as shown in Figure 13. Treating these erroneous values as outliers would result in losing a
considerable portion of the data on trip characteristics.

Figure 11: Trip Length Distribution
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Figure 12: Trip Duration Distribution

Figure 13: Trip Duration versus Length

45
Moreover, intuitive scrutinizing of those outliers leads to a strong belief that they are the outcome
of errors in measurements or handling. For example, some observations have the length of several miles,
yet the duration is a fraction of the second. This is a typical case of data contamination, in which data
reduction can be a good remedy [128], especially with the low-dimensionality space dealt with in this
section. Since we are attempting to reduce the dimensions of the trip length-duration data while refraining
from distorting the variance in the pattern we are studying in the first place, the principal component
analysis (PCA) can be a good candidate. The PCA has been a key player in this application area due to its
protocol for minimizing the variance loss [129].
A key concern for applying PCA to the trip characteristics is the impact of the outliers on the quality
of the process as discussed in [130], for which robust variants of the PCA were proposed and developed.
This concern is magnified in high-dimensional applications, which is not typically the case tackled here.
Moreover, the two features reduced here can be readily assumed to be correlated, and therefore, the impact
of the outliers would be mitigated by the contribution of the common surface from correlation. Therefore,
a classic PCA is experimented to reduce the trip lengths and durations into one component, while adopting
the explained variance ratio as the determinant metric on the approach performance and validity. The trip
characteristics data were not standardized prior to implementing the PCA since the PCA workflow in the
exploited Python Machine Learning Library Scikit-learn [131] already standardizes the data before
decomposition.
The resulting component is then scaled to the unit variance as this is found to be consistent with
the downstream application of local Anselin’s index. An explained variance ratio of 0.9999 is returned from
the PCA, which indicates a minimal loss of variance in the decomposition, and the distribution of the trips’
length-duration principal component (LDPC) is shown in Figure 14. The skewness in the distribution of the
trips’ LDPC suggests a higher frequency of shorter trips. The median, therefore, is chosen to represent the
central location of the trips’ LDPC of the analyzed census tracts. The geographical context of the trips’
median LDPC is shown in Figure 15. The LDPC median range expands from negative fractional values
representing very short trips in terms of length and duration to positive values greater than 1 for relatively
longer trips.
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Figure 14: LDPC Distribution

Figure 15: Median TNC Trip LDPC at Pick-up and Drop-off Census Tracts
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4.2.2

OD Flow Data Cleaning and Preprocessing
The OD flow data must undergo some cleaning and preprocessing protocols, so that their magnitude

could be analyzed, and the underlying spatial effects could be explored and evaluated statistically. The
study area initially comprised 638,401 OD pairs, excluding the two airports census tracts. They are
visualized by means of the total year trips encoded to the respective flowline in Figure 16 and weighted by
2x10-5 to reduce the visual clutter and emphasize the heavily trafficked OD flowlines. The trip ends of the
census tracts’ internal trips, i.e., trips that started and ended within the same census tracts and ended up
having both trip ends assigned to the census tract centroid, were assigned to two random geolocations within
the respective census tract polygon (see Handling Internal Trips in Figure 16 (a)). Thus, heavily trafficked
internal OD flowlines would be captured in this analysis too. Figure 16 (b) depicts high OD intensity near
the CBD area.
In reference to Table 10, only 25% of the aggregated OD pairs accumulated more than 17 trips
during the entire analysis year. Figure 17 offers a better depiction of the skewness and the kurtosis of the
aggregated OD flow. This long-tailed thin distributional shape, along with the exponentially decaying trend
of the relation between the flow and the Euclidean length of the OD pairs depicted in Figure 18, both suggest
a remarkable less likeability of flow between distant origin and destination census tracts. Therefore, to
conduct a conclusive analysis on the magnitude of the OD flow between census tracts in the study area, an
OD flow sampling protocol is recommended in this study. We propose an arbitrary number of 2000 of
aggregated trips as the threshold for OD pairs to be further considered. After filtering the data using that
threshold, we remain only with 7,142 OD pairs.
Despite the significant portion of the pairs masked by that threshold, this approach should be
acceptable in the context of capturing and analyzing the magnitude of the OD flow between census tracts.
Following this step, a mesh of cell size of approximately 300 x 300 feet was constructed to summarize and
compute the density of the OD flow. This visual analytic method is inspired by the work proposed in [132],
and known as cell-based symbolization, in which the local number of flows is captured within each cell of
the mesh, enabling further analytics to be performed on the flow. To elaborate, the scope of the analysis is
to capture spatial heterogeneity and spatial dependence in the pattern of the OD flow; thus, any loss in the
granularity of the pairs’ flow magnitude would hinder such attainment. The OD map visual analytic method
allows for reducing the visual clutter as well as capturing the analytical component on the flow. However,
among the limitations of the method is the inability to discern the direction of the flow, yet that is not a
barrier in this spatial analysis while focusing on the heterogeneity and dependence of the flow magnitude.
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Figure 16: 2019 Ride-sourcing OD Flow
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Figure 17: The Year 2019 Aggregated OD Flow between Chicago Census Tracts

Figure 18: Relation between OD Pair Euclidean Distance and Total Year Flow

50
4.3

Research Methods
The term “spatial effects” refers to an observed pattern of dependence (or autocorrelation) in a

spatial phenomenon [133, 134]. That heterogeneous pattern is typically governed by the underlying fabric,
such as socioeconomic or demographic structure in urban phenomena. The integration of spatial effects in
transportation planning and modeling remains to be not adequately explored [135]. Even for conventional
transportation models, ecological fallacy and spatial dependence were among the key methodological issues
discussed [136]. Failing to detect, assess and account for those effects prior to modeling the phenomenon
could lead to mis-specified linear spatial regression models [127]. In a regression context, spatial
heterogeneity is comparable to “non-constant error variances (heteroskedasticity)” [134]. However, in an
explorative analytics context, as such in this chapter, it refers to agglomerations of spatial entities of
phenomenal (high or low) values of the explored system, i.e., ride-sourcing pick-ups and drop-offs [127].
Spatial effects exploration is comparable to point pattern analysis, in which, signals from spatial
entities, like census tracts, can be analyzed statistically to reveal whether the signal distribution is a
completely random process or if it follows some regular pattern [137]. The results of this analysis help to
narrow down the investigated phenomenon “causal forces” [138]. The focus is on two aspects of the
underlying pattern: (1) hotspot areas; and (2) clusters and outliers. Hotspot analysis can provide key insights
on ride-sourcing trip demand and OD flow spatial heterogeneity with rigorous statistical tests on
significance as developed by [139] and known as “Getis-Ord Gi*” [140].
[139] developed the basic statistic to test the spatial association between significantly high and low
weighted values with respect to their spatial relations. The definition of this spatial weight incorporated in
the test statistic is pivotal. An inverse Euclidean squared distance between the census tracts’ centroids is
selected to tune the association tested. The z-values, essentially the standard deviation of the Getis-Ord Gi*
(see (Eq. 5)), test the null hypothesis that the 𝑖𝑖𝑡𝑡ℎ tested spatial entity is not a significant hot or cold spot.
High z-values, i.e., above 1.65, 1.96, and 2.58, and their respective low p-values, i.e., 0.10, 0.05, and 0.01

will result in rejecting such hypothesis and identify the spatial entity as a hot or cold spot at confidence
levels of 90%, 95%, and 99%, respectively.
𝑍𝑍𝑖𝑖 =

𝐺𝐺𝑖𝑖 (𝑑𝑑) − 𝐸𝐸[𝐺𝐺𝑖𝑖 (𝑑𝑑)]
�𝑉𝑉𝑉𝑉𝑉𝑉 𝐺𝐺𝑖𝑖 (𝑑𝑑)

=

∑𝑛𝑛𝑗𝑗=1 𝑤𝑤𝑖𝑖,𝑗𝑗 𝑥𝑥𝑗𝑗 − 𝑋𝑋� ∑𝑛𝑛𝑗𝑗=1 𝑤𝑤𝑖𝑖,𝑗𝑗

𝑛𝑛 ∑𝑛𝑛𝑗𝑗=1 𝑤𝑤 2 𝑖𝑖,𝑗𝑗 − �∑𝑛𝑛𝑖𝑖′ =1 𝑤𝑤𝑖𝑖,𝑗𝑗 �
�
𝑆𝑆
𝑛𝑛 − 1

2

[139, 140]

where: 𝑑𝑑, 𝑡𝑡ℎ𝑒𝑒𝑒𝑒 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑎𝑎𝑎𝑎 𝑤𝑤𝑖𝑖,𝑗𝑗 , 𝑖𝑖𝑖𝑖 𝑎𝑎 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑; 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 ∈ {1, … 𝑛𝑛 = 799}

(Eq. 5)
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𝑋𝑋� =

∑𝑛𝑛𝑗𝑗=1 𝑥𝑥𝑗𝑗
𝑛𝑛

∑𝑛𝑛𝑗𝑗=1 𝑥𝑥𝑗𝑗2
�
𝑆𝑆 =
− (𝑋𝑋�)2
𝑛𝑛

The signal 𝑥𝑥𝑗𝑗 is the pattern value in geography 𝑗𝑗; 𝑗𝑗 ∈ {1, … 𝑛𝑛 = 799} , namely the ESM 𝜇𝜇̂ 𝑃𝑃,𝑆𝑆 (𝑆𝑆𝑖𝑖 )

for the daily pick-ups, and the ESM 𝜇𝜇̂ 𝐷𝐷,𝑆𝑆 (𝑆𝑆𝑖𝑖 ) for drop-offs. As for the 𝑤𝑤𝑖𝑖,𝑗𝑗 , it is the spatial weight; the

inverse Euclidean distance squared between the geographies’ centroids. It is noteworthy that the signal
value of the target geography 𝑥𝑥𝑖𝑖 is not included in the global format of Getis-Ord General G [139]. This

absence of the target geography from the scoring process allows for capturing the spatial effect, if any, on
the adjacent geographies in a presumably exponentially decaying weight, i.e., to evaluate the signal from
the hypothetically significant cluster against the global signal value. This should be emphasized here
because the approach adopted to analyze the pick-ups and drop-offs pattern, although local, is adapted from
a global one to reveal the existence of significant value clusters. While for the analysis that will be
conducted on the trips’ LDPC in a later section, an explicit local approach is adopted, in which the statistical
test will be performed on a signal-to-signal basis.
The cluster and outlier analysis proposed for exploring the spatial effects in the trips’ LDPC is
predicated on Anselin Local Moran’s I [141] and is proposed to reveal how the spatial pattern of trip
characteristics complements the findings from the hotspot analysis and provides a full image on the
system’s spatial pattern. This cluster and outlier analysis approach should be distinguished from the hotspot
analysis approach, though. Albeit both approaches evaluate local signals, the first one, i.e., Getis-Ord Gi*
does that against the average global signal, while the Anselin’s Local index investigates the way the signals
vary from one geography to another. This is found to be more harmonious with the tested signal, i.e., the
trip LDPC, to see how hot or cold spots, if any, constituted by urban pockets of trips, are spatially clustered
by their LDPC. The test statistic, therefore, is not calculated directly for the signal, but rather each
geography is assigned an index, that is, the Anselin Local Moran’s I, derived from the signal (see (Eq. 6)),
which is thereafter used for the z-test statistic (see (Eq. 7)). The null hypothesis in this analysis is that the
system is an outcome of a complete spatial random process.
𝑛𝑛

𝑥𝑥𝑖𝑖 − 𝑋𝑋�
𝐼𝐼𝑖𝑖 =
� 𝑤𝑤𝑖𝑖,𝑗𝑗 (𝑥𝑥𝑗𝑗 − 𝑋𝑋�)
𝑆𝑆𝑖𝑖2
𝑗𝑗=1,𝑗𝑗≠𝑖𝑖

where: 𝑖𝑖, 𝑗𝑗 ∈ {1, … 𝑛𝑛 = 799}
𝑛𝑛

∑
𝑥𝑥𝑖𝑖
𝑋𝑋� = 𝑖𝑖=1
;
𝑛𝑛

[141, 142]

(Eq. 6)
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∑𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖(𝑥𝑥𝑗𝑗 − 𝑋𝑋�)

𝑆𝑆𝑖𝑖2 =

𝑛𝑛 − 1

The z-score:

𝐼𝐼𝑖𝑖 − 𝐸𝐸[𝐼𝐼𝑖𝑖 ]

𝑧𝑧𝐼𝐼𝑖𝑖 =

(Eq. 7)

�𝑉𝑉[𝐼𝐼𝑖𝑖 ]

where: 𝐸𝐸[𝐼𝐼𝑖𝑖 ] is the mean and 𝑉𝑉[𝐼𝐼𝑖𝑖 ] is the variance, computed as:
𝐸𝐸[𝐼𝐼𝑖𝑖 ] =

∑𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 𝑤𝑤𝑖𝑖,𝑗𝑗
𝑛𝑛 − 1

𝑉𝑉[𝐼𝐼𝑖𝑖 ] = 𝐸𝐸[𝐼𝐼 2 𝑖𝑖 ] − 𝐸𝐸[𝐼𝐼𝑖𝑖 ]2

and 𝐸𝐸[𝐼𝐼 2 𝑖𝑖 ] = 𝐴𝐴 − 𝐵𝐵; where:
𝐴𝐴 =

(𝑛𝑛 − 𝑏𝑏2𝑖𝑖 ) ∑𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 𝑤𝑤 2 𝑖𝑖,𝑗𝑗

𝑛𝑛 − 1
(2𝑏𝑏2𝑖𝑖 − 𝑛𝑛) ∑𝑛𝑛𝑘𝑘=1,𝑘𝑘≠𝑖𝑖 ∑𝑛𝑛ℎ=1,ℎ≠𝑖𝑖 𝑤𝑤𝑖𝑖,𝑘𝑘 𝑤𝑤𝑖𝑖,ℎ
𝐵𝐵 =
(𝑛𝑛 − 1)(𝑛𝑛 − 2)
𝑏𝑏2𝑖𝑖 =
4.4

∑𝑛𝑛𝑖𝑖=1,𝑖𝑖≠𝑗𝑗(𝑥𝑥𝑖𝑖 − 𝑋𝑋�)4
���2 )2
(∑𝑛𝑛
(𝑥𝑥𝑖𝑖 − 𝑋𝑋)
𝑖𝑖=1,𝑖𝑖≠𝑗𝑗

Implementation Remarks and Results
The proposed methods are implemented using the Hot Spot Analysis (Getis-Ord Gi*) module in

ArcGIS Pro spatial statistics toolbox [140]. The results on TNC ESM pick-ups and drop-offs shown in
Figure 19 support the existence of a hotspot of ride-sourcing demand in the CBD area, consistent with the
early findings from the visuals in Figure 7. Nearly all census tracts outside the CBD cordon exhibit nonsignificant demand patterns comparable to the magnitude and concentration of the CBD one. The existence
of such a hotspot flags heterogeneity and spatial dependence in ride-sourcing demand.
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Figure 19: Daily Pick-ups and Drop-offs Hotspot Analysis Using Getis-Ord Gi* Statistics

The hotspot analysis on the OD flow is conducted on the OD-summarizing cells explained earlier
by means of the Hot Spot Analysis (Getis-Ord Gi*) module in ArcGIS Pro spatial statistics toolbox [140].
The spatial relationship between the OD-summarizing cells is conceptualized as an exponentially decaying
relation, i.e., inverse Euclidean distance squared, as it is elicited from the trend observed in Figure 18. The
cell-based OD mapping process shown in Figure 20 (a) shows prevailing OD flow activities in the CBD
and extended into the northwest census tracts. The OD hotspot analysis results shown in Figure 20 (b)
reveal similar findings with the hotspot cells concentrated around the CBD and dissipating into thin traces
toward the northwest.
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Figure 20: Chicago TNC Trips OD Map
Pairs’ Flow > 2000 trips: (a) Flow Density – Edges/Cell; (b) OD pairs- Flow Hot Spots

Examined visually, the trips’ LDPC pattern shown in Figure 15 supports an elicited hypothesis on
the hot demand spots in the CBD area that they are driven by longer trips from peripheral census tracts and
relatively shorter trips from the CBD and the adjacent census tracts. Yet this remains a hypothesis until
tested using the robust Anselin Local Moran’s I process on cluster and outlier analysis. The
conceptualization of the spatial relationship in this analysis is based on the inverse of the mere distance
between the census tracts, unlike the inverse squared distance adopted in the hotspot analysis on pick-ups
and drop-offs and the subsequent analysis on OD flow, for which, there was a strong belief supported by
evidence on an exponentially decaying trend with distance.
From the input signal on trips’ LDPC, the Anselin Local Moran’s I, and the respective z-scores are
calculated as explained earlier. The z-score and p-value reveal the statistical significance in the context of
the hypothesis tested. Higher z-scores and p-values indicate the presence of spatial association of high or
low signals and will lead to rejecting the null hypothesis, and the outcome on the cluster type will label the
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statistically significant geographies whether they are significant in high or low signal magnitude. This
elaborated workflow, as shown in Figure 21, highlights why this analysis should better answer the question
on the existence of spatial effects in trip characteristics than other global or semi-global approaches, e.g.,
Getis-Ord Gi*, due to the locality of the test statistic of location-by-location basis. Thus, a propagation
pattern from the CBD on trip characteristics, if existing, can be observed and highlighted.

Figure 21: Cluster and Outlier Analysis (Anselin Local Moran’s I) Workflow in ArcGIS Pro
Source: Esri Inc. (Esri Inc., 2021 #146)

The cluster and outlier analysis processes were conducted using the ArcGIS Pro module on cluster
and outlier analysis [143]. The null hypothesis presumes the complete spatial random property of the
system’s examined signal, in this case, the trips’ LDPC. Thus, the pattern of the census tracts trips’ LDPC,
and consequently the Anselin’s Local I, is rearranged permutationally around each signal location to test
the null hypothesis on complete randomness against the hypothesis on pronounced cluster pattern. In this
sequence, a pseudo p-value instead of the conventional p-value is the basis for statistical significance. A
pseudo p-value is the proportion of the random permutations in which the respective Anselin’s Local
Moran-I reflected a more pronounced clustering pattern than the real I. To elaborate, in a randomization
process that comprises N-permutations, each census tract will develop a random distribution of Local
Moran-I consisting of N-random variables computed during the permutations, and this will result in a
“conditional permutation at each location” [144]. The real I, obtained from the actual pattern, will then be
compared against each conditional permutation I, using the 𝑍𝑍𝐼𝐼𝑖𝑖 , and in every time 𝑍𝑍𝐼𝐼𝑖𝑖 from a permutation
𝑛𝑛

𝑛𝑛 ∈ 𝑁𝑁 exhibits a more significant clustering pattern than 𝑍𝑍𝐼𝐼𝑖𝑖 for the real 𝐼𝐼𝑖𝑖 , this will count toward the pseudo

p-value proportion. Lastly, at a confidence level of 95%, if pseudo p-value is less than 0.05, we reject the
null hypothesis on complete randomness.
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The precision of the experiment in accepting or rejecting the hypothesis is governed by the number
of the permutations performed. Noting that the entire dependence upon the analytical approximation of the
index (Local Moran-I) is expected to inferentially underperform [144], i.e., ill-conceived hypotheses. Thus,
an arbitrary number of 799 permutations, equal to the number of census tracts in the study area, is chosen
to conduct the analysis. However, testing multiple hypotheses raises concerns on alpha-error inflation, i.e.,
false-positive or type-I error. Therefore, a false discovery rate (FDR) correction is adopted, as developed
in [145] to control for the false positives. The cluster and outlier analysis results in five types of clusters
and outliers, as shown in Figure 22.

Figure 22: Cluster and Outlier Analysis of TNC Trips' Length-Duration Principal Component
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The results can be interpreted as follows:
•

High-High Cluster: a statistically significant cluster of pronounced high signal values, i.e., census
tracts with remarkably higher trips’ length-duration median component

•

High-Low Outlier: census tracts that have their trips’ length-duration component comparatively
low but fall within the significantly identified High-High cluster

•

Low-Low Cluster: statistically significant cluster of pronounced small signal values, i.e., census
tracts with remarkably smaller trips’ length-duration median component

•

Low-High Outlier: census tracts that have their trips’ length-duration component comparatively
high but fall within the significantly identified Low-Low cluster

•

Not Significant: census tracts with their trips’ length-duration component median statistically
neither significant high nor significant low and found to be unidentifiable in terms of signal value

4.5

Discussion
These results align exactly with the initial observation made on the short trips concentrated in and

around the CBD, and longer trips in the peripheral census tracts. There is a clear buffer of nonsignificant
census tracts separating the two extremely significant clusters, with a trivial number of outliers as the
exception that proves the rule. In fact, this also supports previous findings on the age specific profile of trip
length, highlighted in [146]. In this study, the mainstream pattern of ride-sourcing system used more
frequently by younger individuals was associated with shorter trips, while the less frequent travel pattern
by older population was associated with longer trips, and more inclination toward more expensive services
[146]. Examining the spatial distribution of median age and per capita income in the City of Chicago as
shown in Figure 23, one can observe supporting evidence on such findings, where population with higher
median age tends to be concentrated in the peripheries, and mostly drive the longer trips clusters. Similar
trip length pattern is observed in the more advantaged suburbs with higher median age and per capita
income. While for the shorter trips cluster, they are mostly identified by affluent younger population
concentrated in the CBD and its surroundings.
Another key finding can be drawn from Figure 23 on the potential ride-sourcing demand driving
factors, as those more affluent northwest census tracts and adjacent to the CBD were found earlier to exhibit
significant hotspots regions for the OD flowlines (see Figure 20). This, along with ride-sourcing demand
hotspots revealed in the CBD, should motivate policies regarding regulating the system to enhance equity,
operability, and integration. For example, this spatial pattern can advise transportation agencies on optimal
spatial allocation of electronic toll collection systems for regulating ride-sourcing services. For operability,
ride-sourcing allocated stand areas, similar to taxi ranks, can be optimally allocated to mitigate deadheading
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of ride-sourcing, especially in off-peak periods of demand. Also, curbside reconfiguration and management
policies should be activated to make sure that pick-ups and drop-offs are not triggering ghost bottlenecks
caused by such weaving maneuvers in the already congested CBDs. The determinants of those census tracts
with insignificant trip length-duration should be explored to see whether it is the quality of transit supply,
digital illiteracy, or other sociodemographic or economic features that make their trip length characteristics
insignificant.

Figure 23: Spatial Bivariate Distribution of Median Age and Per Capita Income in the City of Chicago

4.6

Summary
In this chapter, spatial pattern analysis edge methods were integrated into a visual analytics

framework to: (1) test the null hypothesis of system demand complete randomness; (2) further analyze and
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explain this demand in terms of the origin-destination (OD) flow and trips characteristics, i.e., length and
duration; and (3) develop a pattern profile of the demand and trip characteristics to provide potential
directions to modeling and predictive analytics approaches. This framework helps explain the ride-sourcing
system demand and trip characteristics spatially to achieve Research Objective Three. The ride-sourcing
trip dataset released from the City of Chicago, USA, for the year 2019 was used to showcase the proposed
methods and their novelty in capturing such effects. The ride-sourcing demand hotspots were explored and
identified in the City’s CBD. A novel method to capture and analyze the OD flowlines was developed and
implemented. Finally, a complementary trip characteristics pattern analysis was conducted to fully
comprehend the system and validate the findings from the system demand points and OD flowlines.
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CHAPTER 5 SPATIOTEMPORAL ANALYSIS OF RIDE-SOURCING DYNAMICS 3
5.1

Introduction and Rationale
This chapter help achieve Research Objective Four on: “Explore and analyze the

interdependencies between the system’s surge price and willingness to share”, and Research Objective
Five on: “Spatiotemporal Behavioral Market Segmentation Analysis and Trend Mining of Willingness
to Share”. Ride-sourcing dynamics, i.e., willingness to share (WTS) trips and surge pricing schemes,
remain to be unexplored areas in ride-sourcing research. The research endeavors conducted so far in the
literature focus on the causal forces driving both system’s features but overlook the underlying patterns and
trends that could remarkably improve our understanding of the WTS behavior. Ride-sourcing surge pricing
needs to be analyzed and understood within a spatiotemporal framework to help agencies address equity
oligopoly concerns and understand the pricing tactics and demand decision-making processes in such twosided market. As for WTS, the implications of this conducted behavioral market segmentation can be
extended to the area of long-range transportation planning to plan-ahead for technologies like the futuristic
Shared Unmanned Autonomous Vehicles (SUAV). As of now, Lyft already surpassed 100,000 self-driving
rides [6]. This potential progress in self-driving places more weight on the timely need to understand the
willingness to share ride-sourcing trips from spatiotemporal as well as market segmentation perspectives.
To fill these gaps in the research, an explorative spatiotemporal analysis is needed on both features’
interdependencies, i.e., willingness to share and surge pricing. The willingness to share behavior is
discussed with respect to its econometric and psychological aspects. Surge pricing is discussed within the
classic economic theory on supply and demand dynamics, as well as other factors such as traffic conditions
and trip length. For WTS behavior, recent behavior studies yielded inconsistent conclusions on the factors
governing the behavior [68-70], e.g., travel impedance versus sociodemographic features, although they
used the same data from the same geography and for the same period to analyze and model the behavior.
Therefore, a behavioral market segmentation analysis will be conducted to better understand the behavior
in a spatiotemporal context, and control for any uncaptured factor in the previous analysis. One can attribute
these inconsistent results to the difference in the granularity level of the analysis, i.e., community level as
opposed to census tract level. But the fact that spatial effects were already asserted to be present in the data
on one hand, and the suggestion from previous work to attempt to account for WTS varying disutility, i.e.,
heterogeneity, on the other hand [71] motivate the proposed spatiotemporal market segmentation

This chapter is a slightly modified version of the paper: Spatiotemporal Behavioral Market Segmentation
Analysis and Trend Mining of Willingness to Share in Ride-Sourcing Trips, presented in the Transportation Research
Board Annual Meeting (TRB) in January 2022, Washington, DC, and submitted to the Journal of Big Data Analytics
in Transportation On 29 October 2021, and Under Review as of March 21, 2022.
3
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framework. This framework will allow to control for the spatial as well as temporal effects and explore the
behavior determinants in a desensitized medium.
The proposed methodological protocol builds on mining spatial heterogeneity and temporal trends
to provide a comprehensive understanding of the willingness to share behavior. An innovative approach is
developed to aggregate the explored behavior in a space-time context at fine-grained scale, so that the
behavior can be captured and statistically tested by means of robust spatiotemporal test statistics. Therefore,
the empirical analysis conducted in this chapter will lead to findings in whether a pattern of segments exists,
and whether a dominant trend of that pattern can be mined. Another rationale to perform this exercise for
trend mining in a spatiotemporal setting is to provide input and guidance to: (1) regional agencies on
environmental justice and equity analysis of the ride-sourcing system with spatiotemporal key performance
indices; (2) futuristic SUAV hubs planning and allocation with spatiotemporal WTS profiling; (3) transit
agencies on spatiotemporal operational integration with TNCs; and (4) TNCs on optimizing their fleet’s
spatiotemporal allocation.
Based on this rationale behind analyzing the ride-sourcing system’s dynamics, i.e., surge pricing
and willingness to share, in a spatiotemporal context, the underlying research tasks can be broken down as
follows: (1) explore, analyze, and visualize the surge price and willingness to share potential driving factors,
and the interdependencies between both system features, (2) explore whether the willingness to share
behavior portraits any forms of clusters or urban pockets, or they are complete random process, (3) develop
a spatiotemporal analytical framework to analyze the behavior, (4) synthesize a protocol for market
segmentation, and (5) implement a trend mining process to temporally classify the previously separated
market segments. The results will be discussed within equity context too to understand the segmentation in
terms of the underlying sociodemographic differences. The rest of this chapter is organized to include:

5.2

•

Spatiotemporal aggregation of the data

•

Willingness to share and pricing interdependencies analysis

•

The methodology for behavioral market segmentation and trend mining of willingness to share

•

The discussion on implementation and results
Spatiotemporal Aggregation of Data
To maintain the continuity of the dissertation workflow, we chose to limit our analysis to data

collected in 2019, and remove airport trips, i.e., trips start or end in either of the airports’ census tracts;
O’Hare International Airport and Chicago Midway International Airport airports census tracts. Trips with
length more than 50 miles are excluded too since they are not compatible with the extent of the study area.
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An OD-level summary statistic of the data is provided in Table 11 after excluding zero-flow OD pairs, thus,
the total remaining OD pairs number becomes 416,693, and the total number of analyzed trips becomes
96,874,410 trips.

Table 11: OD Summary Statistics (OD flow >0, count = 416,693 OD pairs)
Standard
OD Signal

Sum

Mean

Deviation

Min

25%

50%

75%

Max

Total OD flow

96,874,410.0

232.33

2207.02

1.00

2.00

9.00

46.00

205,734.00

Total OD-authorized-

19,054,875.0

45.70

393.78

0.00

1.00

3.00

14.00

81,759.00

32.23

237.96

0.00

1.00

2.00

11.00

33,349.00

to-share trips
Total OD-pooled-trips

13,438,969.0

To analyze the WTS behavior with respect to trip characteristics, the year 2019 trip data were
aggregated into bins according to the pick-up census tract, and the hour of the day of the year, so that the
analysis variables are obtained for each bin and compared on the same spatiotemporal basis. This
aggregation approach is excerpted from the “Space Time Cube” (see Figure 24) concept adopted in ArcGIS
Pro [122] Space Time Pattern Mining toolbox. To elaborate, the X and Y bounding coordinates are replaced
in the bins with the pick-up census tracts boundaries. Only pick-up census tracts are chosen to complete
this analysis since no intrinsic differences were observed in the top-level pattern between the pick-up and
the drop-off locations as observed in Figure 25. Using a time slice of one hour generates a total of 8760
bins for each census tract in the one-year period selected in the study. However, since not all census tracts
had ride-sourcing trips picked-up for each hour of the year, we ended up having approximately 50% of the
bins empty. If those empty bins are analyzed collectively, without comparing Authorized-to-Share (ATS)
against Not-Authorized-to-Share (NATS) trips, as in the proposed market segmentation framework, they
are assigned zero values and included in the analysis, but if this is not the case, only spatiotemporally
matching non-empty bins are kept for further analysis, leaving approximately 3 million bins.
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Figure 24: Data Spatiotemporal Aggregation Bins
Reprinted from [147]

•
•
•
•

X, Y: Census Tracts Boundaries
Bin Signal: SAR
Time Slice: 1-Hour
Bin Time Series: starts January 1, 2019 12:00 AM – and ends December 31, 2019 11:59 PM
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Figure 25: Percentage of Authorized-to-Share Trips at Pick-up and Drop-off Census Tracts During Year 2019 in the
Study Area (City of Chicago, Illinois)

A new trip-related variable is introduced within the scope of analyzing the interdependencies of
WTS with the surge pricing, which is the mile-price in dollars. Thus, the surge pricing is normalized with
respect to a reasonable trip variable to avoid any misinterpretation. The mile-price is predicated only on the
surge pricing component of fare since other components of tipping and additional charges are subjective
and may mislead the intended behavioral market segmentation. The Sharing Authorization Rate (SAR) is
introduced as the signal to consolidate the WTS. SAR is the ratio of the total ATS trips, to the total number
of picked-up trips at bins level. Following the approach explained earlier on bin-based aggregation for trip
characteristics, a comparable approach is adopted for analyzing the WTS elasticity on pricing basis, with
one key difference that the data was split before aggregation into two subsets: ATS trips and NATS trips,
and for each subset, the aggregated bins’ median mile price in dollars was calculated. To analyze the WTS
elasticity on pricing basis, each pick-up census tract is represented by two spatiotemporal bins: one for the
ATS trips, and the other for the NATS ones.
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Further cleaning was found to be needed due to extreme short trips (<0.1 mile), as they are causing
remarkable outlying mile-price values. For example, the number of ATS trips with mile-price > $50 is more
than 8000 trips, while the median mile-price is $1.56. Therefore, medians are selected to perform the binlevel mile-price analysis to alleviate the impact of skewness on the aggregated bins, and not to lose valuable
instances. However, even after adopting the median bin-mile-price as the analyzed bin price variable, a few
bins remained exhibiting extreme values (>$50/mile): 592 of the ATS trips aggregation bins, and 26 of the
NATS trips’ bins. Those numbers are trivial in comparison to the total number of aggregation bins
(approximately 3 million bins from the treatment of empty bins illustrated above). Therefore, they are
eliminated as a further cleaning measure to maintain the sanity of the analyzed data.
5.3

Willingness to Share and Pricing Interdependencies Analysis
In this section, a visual exploration of the data is conducted, so that a preliminary understanding of

the trends, relationships and the underlying patterns can be developed. The SAR distribution for 2019 across
the analyzed census tracts (799) is displayed in Figure 26, showing a bi-modal distribution, and an average
SAR of 0.3. This bi-modal distribution can be better understood in conjunction with the spatial
representation of the SAR in Figure 25 which shows two yellow-green and dark-blue clusters of census
tracts for low and high SAR, respectively. The distribution of trip characteristics, i.e., length and duration,
shown in Figure 27 and Figure 28, respectively, shows a skewed profile. We depend on the median triprelated variables, therefore, to overcome such skewness in the data and to represent the central location of
the trip-related variables.
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Figure 26: Distribution of 2019 Census Tract-level Trips’ Sharing Authorization Rate

Figure 27: Distribution of Trip Length (Miles) during 2019
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Figure 28: Distribution of Trip Duration (Seconds) during 2019

According to the findings from the literature review, the trip length could be reasonably assumed
as a governing factor to consider in this preliminary analysis of ride-sourcing trips for SAR, as evident
from the univariate correlation between WTS and median trip length (see Figure 29), and also a factor for
sharing success rate (SSR) as shown in Figure 30. Sharing success rate is the ratio of the trips that were
authorized by passengers to be shared, and were successfully pooled with other riders, to the total ATS
trips per aggregation bin. The positive trend observed in the relationship between SAR and the median trip
length is logical, since it is reasonable to assume that longer trips’ riders would be less sensitive to time
value and more inclined to share their rides to split the high cost of long trips. The SSR also is expected to
correlate positively with trip length, given the longer trips’ route flexibility in matching riders.
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Figure 29: Sharing Authorization Rate Versus Median Trip Length (Mile) – Pearson Correlation = 0.17

Figure 30: Sharing Success Rate Versus Median Trip Length (Mile) - Pearson Correlation = 0.18
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The median price distribution, for the two aggregated subsets (ATS trips and NATS trips) is
displayed in Figure 31 after eliminating the mile price extreme values (>$50/mile) for bins with median
mile price below $20 for clarity purposes. The distribution for the median mile price displayed in Figure
31 shows an anticipated pattern of the NATS trips taking the lead in mile-price, especially within the mode
intervals. However, the distribution takes identical shape for both bin types with median mile-price more
than $5, which implies that certain type of trips under certain conditions are assigned the same mile-price
from the provider side, no matter what type of authorization to share is willed at the demand side.

Figure 31: Distribution of Bin-Level Median Mile Price
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This preliminary finding on pricing is interesting because [68], who used a segment of the same
Chicago TNC trip data from the period between November 2018 and April 2019, found a minimal, yet
positive, impact of pricing on influencing the WTS, i.e., only 0.82 percent of increase in WTS associated
with a 10 percent pricing increase as cited in [62]. However, from this finding we have from the bin-related
mile-price distribution, we see that this mile-price headway in the NATS bins diminishes with increasing
mile-price. Since the density of bins with median mile price more than $10 is minimal, the visuals provided
henceforth will be truncated to the ones with median mile price less than $20 in ATS and NATS trips for
clarity.
The interdependencies between pricing and WTS parameters are central to understanding the ridesourcing system’s complex dynamics. TNCs adopt surge pricing mechanism as a measure for “market
correction” ([148] as cited in [63]) to respond to excess in demand, i.e., requests, or shortage in supply of
active drivers [149]. As discussed earlier in the literature review, ride-sourcing is a typical two-sided
market, but operates differently in pricing. In typical third-party hosted markets, sellers’ price their product
as in e-commerce, or buyers bid for the product or the service in an auction like setting, e.g., e-financial
services markets, and the third-party host either charges a percentage off transactions or benefit from
advertisements. This is not the case for TNCs, where buyers and sellers are both subjected to the surge
pricing mechanism adopted by the intermediary. TNCs price the service to incentivize more drivers to enter
the market in case of excessive demand, or to remain in the market in case of unfavorable conditions, e.g.,
inclement weather or crashes and congestion. However, the surge pricing is not entirely dependent on
supply and demand dynamics, but also trip length, where a discounted rate is offered to incentivize the
users to take longer trips, and a base fare to penalize extremely short trips.
To verify this theory on ride-sourcing pricing, trip length the hour of day as a surrogate measure
for prevailing traffic conditions and can be reasonably assumed to be governing factors as evident from
Figure 32 and Figure 33, respectively. The relationship between the median mile price and the median trip
length abides by classic market rules on price elasticity of demand as seen in the Kernel-Density Estimated
distribution in Figure 33. To explain, the price decreases monotonically with longer trips. Kernel Density
Estimation is a non-parametric method to estimate the probability density function of a random variable
[150], and is a visually informative approach to work with multivariate density estimation and visualization
(see Appendix A: Kernel Density Estimation for further details). The median price quartiles shown in
Figure 33, especially the ones corresponding to NATS bins, can be readily explained in terms of the typical
recurrent traffic conditions during peak (07:00 AM to 9:00 AM and 4:00 PM to 6:00 PM) and off-peak
hours.
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Figure 32: Bin Median Mile Price Distribution with Respect to Median Trip Length

Figure 33: Distribution of Bin Median Mile Price with Respect to Pick-up Hour of Day
Extreme Median Price Values (> $10) Removed
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To further explore interdependencies between SAR and mile-price and reveal if unexpected pattern
exists in the bins’ mile-price distribution, we visualize, using Kernel-Density Estimate, the ATS bin-level
SAR distribution versus their respective NATS bins’ median mile-price (see Figure 34). This kind of visuals
is intended to reveal how the SAR in the bins aggregating passengers’ WTS, responds to the surge pricing
fluctuating and presumably penalizing solo riders, aggregated from the NATS bins. This trend shows an
inverse, yet not remarkable, relationship between the SAR and the NATS bin median mile-price.

Figure 34: SAR Distribution Versus Median Mile Price ($) in Not Authorized-to-Share Trips’ Bins

To further understand this striking relationship, the difference in the median mile price between the
NATS and the ATS bins is visualized against the SAR. This difference is believed to be strictly positive
since the median mile price for not authorized-to-share is believed to be always higher than the ATS one,
compared for the same pick-up location and the same hour of the day, but this turns not to be the case here
as shown in Figure 35, in which again a striking pattern is present. These negative differences, although
they are thin in magnitude, support the earlier highlighted findings from [25] on the insufficient cost savings
for shared trips resulting in the low likeability of WTS in ride-sourcing trips. In fact, there is a counter
argument here that can be drawn from these negative differences as one can attribute this insufficient cost
savings, or even higher shared mile-price for some destinations as revealed here, to the inherent less WTS
presents among some segments of the market. Moreover, some destinations with less overall adoption rates
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make it unfavorable for drivers to accept the ride, and TNCs have to compensate, even if the ride is ATS.
This underscores the significance of understanding the WTS behavior from spatiotemporal market
segmentation to accept or reject such arguments.

Figure 35: SAR Distribution Versus Difference in Mile Price between Not Authorized and Authorized-to-Share
Trips’ Bins

Lastly, to capture the trends in SAR from psychological standpoint, the houry distribution of SAR,
aggregated using the space-time bin approach discussed earlier without distinguishing between authorized
and NATS bins, is depicted in Figure 36. As previously suggested, the hour-of-day is used as a proxy for
the passengers acceptance to share rides with strangers, predicating on the hypothesis of individuals feeling
of less secure during late hours rides. Although this hypothesis may be criticized because the late-hour
passenger is still willing to take the risk of riding with a community driver, yet a stranger operating in
relatively unregulated market. But the ubiquitous environment of requesting and booking the ride, reviewbased evaluation of drivers along with the transparency that goes both ways between the passenger and
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driver can create an enhanced feeling of comfort and trust even for late hours rides. This is not the case with
sharing the ride though, with more uncertainty entailed in the process. These assumptions are supported by
the median SAR concomitant with day hours and showing the least observed SAR at 1:00 AM, and spikes
alignedly with the typical traffic AM and PM peak periods. Moreover, one can observe a thin, yet fixed
SAR around hundred percent recurrent in each hour. Those captive ride-sharers showing less of no
sensitivity to the hour-of-day, in accordance with the previous finding from [25] on the less sensitivity of
the willing to share population to the “on-board discomfort associated with ride-spooling” [25].

Figure 36: Distribution of Year 2019 Hourly Aggregated Pick-up Census Tracts’ Sharing Authorization Rate with
Respect to Pick-up Hour of Day
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Those explored trends and patterns shown through Figure 31, Figure 34, Figure 35, and Figure 36
suggest the existence of conservative ride-sharers population who is not willing to share their rides
irrespective of the mile price factor, and captive ride-sharers population irrespective of the hour of day.
Moreover, the surge pricing scheme adopted by TNCs seems to not only account for supply and demand at
pick-up location and hour of the day and prevailing traffic conditions, but there is clearly another factor that
possibly pertains to the drop-off location. This is evident from the pattern observed in Figure 35, in which,
NATS bins maintained lower median mile price than their same spatiotemporal ATS peers, which could be
explained only in terms of drop-off location disparities.
As for the conservative and the captive ride-sharers population, a behavioral market segmentation
analysis and trend mining framework is developed in the next section to reveal their respective cold and
hot spots based on the authorization-to-share behavior. For this trend mining framework, it should be
denoted that aggregation bins from the split subsets, i.e., the authorized-to-share trips and NATS trips, are
abandoned. A collective aggregation protocol is adopted instead, in which the entire trip population is
included without segregation according to the sharing authorization. The split subsets were essentially
needed for exploring the interdependencies between SAR and pricing patterns in a way that guarantees ATS
and NATS trip bins are evaluated in a spatiotemporal alignment. As for the SAR trends’ mining, the pricing
factor is controlled as the scope is to reveal whether a spatiotemporal trend on willingness to share or
unwillingness to share exists.
5.4

Methodology for Behavioral Market Segmentation and Trend Mining
To perform this exercise on ride-sourcing behavioral market segmentation and trend mining, we

use the Emerging Hot Spot Analysis module [151] in ArcGIS Pro Space Time Pattern Mining Toolbox.
The module workflow builds on two basic concepts: (1) test statistics on spatial association and (2)
timeseries trend mining and identification. In this section on the methodological protocol adopted, we will
elaborate on both concepts and their implementation mechanics and details. Hotspot analysis founded by
[139] and known as “Getis-Ord Gi*” [140] can provide insights on spatial heterogeneity with rigorous
statistical tests on significance. In this work, Getis and Ord developed the basic statistic to test the spatial
association between significantly high and low weighted values with respect to their spatial relations. A
pivotal element in this analysis is the spatial weight incorporated in the test statistic and governed by how
neighboring relations are defined among the explored geography. The z-values essentially are the standard
deviation of the Getis-Ord Gi* (see (Eq. 8)) and test the null hypothesis that the 𝑖𝑖 𝑡𝑡ℎ tested spatial entity is

not a significant hot or cold spot.
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(Eq. 8)
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For a geographic entity to be identified as hot or cold spot, it is not sufficient to be characterized

by high or low signal value, but it has to be surrounded by spatially defined neighbors exhibiting similar
signal behavior, as can be interpreted from (Eq. 8), in which the standard deviation compares the weighted
localized signal strength with the global one. High z-values, i.e., above 1.65, 1.96 and 2.58, and their
respective low p-values, i.e., 0.1, 0.05 and 0.01 will result in rejecting such hypothesis and identify the
spatial entity as hot or cold spot at confidence levels of 90%, 95% and 99%, respectively. The signal 𝑥𝑥𝑗𝑗 is
the pattern value in geography 𝑗𝑗; 𝑗𝑗 ∈ {1, … 𝑛𝑛 = 799} , namely the spatiotemporal bin’s SAR. Figure 37

depicts the SAR spatial timeseries mapped to Chicago’s census tracts. As for the 𝑤𝑤𝑖𝑖,𝑗𝑗 , it is the spatial weight,

defined binarily as 1 for neighbor bins, and 0 for non-neighbor bins. The neighboring definition will be

clarified in the next section discussing the implementation and results. This test statistic is performed at the
time slice level (see Figure 24), and thus each bin is assigned a z-value in each time slice, forming the bin
timeseries of z-values to be processed in the second step of the workflow on trend mining.
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Figure 37: Spatiotemporal Bins Mapped to Chicago's Census Tracts

The timeseries trend mining and identification is performed by means of a univariate nonparametric test called Mann-Kendall statistic, in which rank correlation analysis is conducted by (Eq. 9),
the variance in the tested timeseries obtained from (Eq. 10). The mean is hypothesized to be zero, implying
that no trend exists, and the z-score is calculated by (Eq. 11), in the sequence explained in [152]. The value
𝑋𝑋𝑗𝑗 is the SAR for each hour in the locational 8,760 hours’ timeseries. Thus, Mann-Kendall process is

performed at each location (census tract) against the respective SAR timeseries in the first place to identify
the trend type of each location and is performed then against the location respective hot or cold spot zscores timeseries (from Getis-Ord Gi*) to identify whether a trend of significant hot or cold spots exists at
that location. The entire behavioral market segmentation and trend mining protocol adopted for ride-

sourcing WTS is illustrated in Figure 38. The Emerging Hot Spot Analysis module [151] in ArcGIS Pro
identifies 17 categories of patterns that exist among statistically significant hot or cold spots. A brief
description of the categories is made in Table 12, and the interested reader may refer to [153] for further
details.
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(Eq. 10)

𝑗𝑗=1

where 𝑝𝑝 is the number of the tied groups in the data set and 𝑡𝑡𝑗𝑗 is the number of
data points in the 𝑗𝑗𝑗𝑗ℎ tied group

and the z-statistic:
𝑆𝑆 − 1
⎧
⎪ 𝜎𝜎
𝑧𝑧 = 0
⎨𝑆𝑆 + 1
⎪
⎩ 𝜎𝜎

𝑖𝑖𝑖𝑖 𝑆𝑆 > 0

𝑖𝑖𝑖𝑖 𝑆𝑆 = 0

𝑖𝑖𝑖𝑖 𝑆𝑆 > 0

(Eq. 11)
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Table 12: Pattern Glossary in ArcGIS Pro Emerging Hot Spot Analysis Module
Pattern Name

Definition

No Pattern Detected

Does not fall into any of the hot or cold spot patterns defined below

New

The most recent time-step interval is statistically significant hot/cold for the first time

Consecutive

A single uninterrupted run of statistically significant hot/cold time step intervals
comprised of less than 90% of all intervals

Intensifying

At least 90% of the time-step intervals are statistically significant hot/cold, and becoming
hotter over time

Persistent

At least 90% of the time-step intervals are statistically significant hot/cold, with no trend
up or down

Diminishing

At least 90% of the time step intervals are statistically significant hot/cold, and becoming
less hot over time

Sporadic

Some of the time-step intervals are statistically significant hot/cold.

Oscillating

Less than 90% of the time-step intervals have been statistically significant hot/cold

Historical

At least 90% of the time step intervals are statistically significant hot/cold, but the most
recent time step interval is not.

Note: How Emerging Hot Spot Analysis Works. Adapted from: ArcGIS Pro, by Esri Inc., 2021,
https://pro.arcgis.com/en/pro-app/2.8/tool-reference/space-time-pattern-mining/learnmoreemerging.htm#GUID09587AFC-F5EC-4AEB-BE8F-0E0A26AB9230 [151]
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Figure 38: Protocol for Behavioral Market Segmentation and Trend Mining Using Getis-Ord Gi* and Mann-Kendall Statistics
Excerpted from [151] and [152]
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5.5

Implementation and Results
In implementing the previously discussed protocol, a pivotal parameter needs to be determined,

which is the conceptualization of the spatial relationships. That conceptualization defines the neighboring
context, for which the locations falling within will be assigned a weight of one, and the other location falling
outside will be assigned zero value of weight and will have no influence in the process of estimating the
hot and cold spots within the time slices. In the Emerging Hot Spot Analysis module [151], there are four
potential approaches to conceptualize for such relationship: (1) fixed distance, (2) K nearest neighbors, (3)
contiguity edges only, and (4) contiguity edges and corners. Limiting the analysis to a predetermined K
number of nearest neighbors is perceived as hard coded and too supervised manner to approach such
dynamic and fine-grained pattern problem. The contiguity edges only and the contiguity edges and corners
do not guarantee the best protocol performance, especially that we are dealing with census tracts exhibiting
remarkable disparities in the shapes (edges, corners, and sizes). Although the fixed distance approach is
hard-coded as well, yet with experimentally introducing a slicing-grid to capture the relatively largest
population of census tracts (homogenous in their 2019 SAR), a fixed distance (search radius) of 2.5 miles
could be reached as shown in Figure 39 (a).
After implementing the behavioral market segmentation protocol on Chicago’s WTS ride-sourcing
services explored in terms of the hourly SAR signal, at a 90% level of significance, four patterns of
behaviors were revealed as shown in Figure 39 (b):
•

Oscillating cold spots: concentrated in the central business district and the surroundings in the
Central Side, North Side and extending to the Far North Side

•

Oscillating hot spots: concentrated in the West Side, and at the core of the four South districts

•

Sporadic cold spots: appear briefly in the Far North Side district

•

Sporadic hot spots: concentrated in the South Side district
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Figure 39: (a) Slicing-Grid 5-miles to Approximate the 2019 SAR Clusters, (b) The Identified Significant Trend
Patterns of the Hourly SAR in Chicago Districts
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5.6

Discussion
It should be very useful to link these findings from behavioral market segmentation and trend

mining analysis of the ride-sourcing passengers’ WTS to the findings of work done on investigating the
socio-spatial differences between “solo” and “pooled rides” in [75]. This analysis was conducted on the
same Chicago TNC trip data, but at the level of community areas instead of census tracts. A “Social
Disadvantage Index” [75] was developed to be explored in the socio-spatial context and mapped to
Chicago’s community areas (see Figure 40). A socio-economic disadvantage population, captured in that
index, was found to be “positively correlated” with WTS and negatively correlated with unwillingness to
share. The analysis was conducted spatially, with evidence of spatial effects in the WTS behavior. We
extended this research by building on the spatial concept, incorporating Getis-Ord Gi* approach, and adding
a temporal dimension to explore and segment the behavior in spatiotemporal context. The findings in this
dissertation share some commonalities as can be seen in the alignment of SAR hotspots with disadvantaged
areas, and cold spots with relatively more advantaged areas, yet they are sporadic in their vast majority, and
oscillating in some cases.
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Figure 40: Social Disadvantaged Index Mapped by Community Area
Note: Reprinted from “Investigating socio-spatial differences between solo ridehailing and pooled rides in diverse
communities” by Jason Soria and Amanda Stathopoulos, 2021, Journal of Transport Geography. Copyright
© 2022 Elsevier B.V. Reprinted with permission - Map Courtesy: Dr. Amanda Stathopoulos [75]

Further quantified analysis on the temporality of the WTS should be explored to better understand
the behavior and enhance the ride-sourcing sustainability. The spatiotemporal market segmentation
methodology provides a z-score on Mann-Kendall location trend (see Figure 38), which is developed from
rank correlation analysis of the previously attained Getis-Ord Gi* Z-scores on spatial hot/cold spots. The
first z-score from Mann-Kendall location trend ranges from small negative values for the significant cold
spots, i.e., less WTS trends, to large positive values for the significant hotspots, i.e., more WTS trends, and
the values in between pertain to the insignificant unrecognized patterns (see Figure 41). The z-score lends
itself as a very good proxy for gauging the WTS in quantifiable manner, with the spatial and temporal
effects controlled as they are already captured previously. Thus, we can pursue further evidence on the
association between WTS behavior and the social disadvantage index proxies. Table 13 shows the multiple
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regression analysis results for the z-score explained in three proxies from the social disadvantage index,
namely, percentage of non-white population, percentage of households with zero-cars, and the percentage
of low-income households. Except for the car ownership variable, the other two proxies show a significant
positive relationship.

Figure 41: Distribution of Mann-Kendall Location Trend z-Score

Table 13: Mann-Kendall WTS location trend z-score Regression Analysis with Social Disadvantage Index Proxies
Regression Statistics
Multiple R

0.901

R Square

0.812

Adjusted R Square

0.811

Standard Error

0.256

Observations

798
Coefficients

Standard Error

t Stat

p-value

NonWhitePop%

0.539

0.03

19.69

1.38E-70

Hh0Car%

0.003

0.04

0.08

9.36E-01

LowIncHH%

0.388

0.04

11.07

1.37E-26
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Furthermore, previous work in [79] based on 11,902 observations survey revealed tendency in older
population with higher household vehicle ownership toward NATS trips in ride-sourcing. However, this is
not the case in Chicago as inferred from the insignificance of the vehicle ownership variable as shown in
Table 13, and from the regression analysis conducted by means of the same Mann-Kendall location trend
z-score against age-specific groups indices, shown in Table 14. The analysis shows an overall poor
goodness of fit, pronouncing irrelevance of age-specific variables on the WTS behavior, and negative
impact of younger population on the WTS. This negative impact of younger population on the WTS can be
evident too from the bivariate Pearson correlation analysis shown in Figure 42.

Table 14: Mann-Kendall WTS Location Trend z-score Regression Analysis with Age-Specific Groups Indices
Regression Statistics
Multiple R

0.42

R Square

0.18

Adjusted R Square

0.17

Standard Error

22.39

Observations

798
Coefficients

Standard Error

t Stat

p-value

Z_MillGen%

-0.393

0.039

-10.132

0.000

XGen%

0.300

0.156

1.924

0.055

BBoomersGen%

0.624

0.078

8.010

0.000
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Figure 42: Mann-Kendall WTS Location Trend z-score Pearson Correlation Analysis with Age-Specific Groups Indices
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Therefore, it is evident that the captive sharers belong to disadvantage population, regardless of
their age or car ownership status. The conservative sharers are mostly concentrated in census tracts with
more affluent population in CBD and the surroundings. This should advise the policymaking to adopt
measures for promoting such sustainable travel behavior in the captive ride-sharers’ communities for more
equitable ride-sourcing service. Measures like exempting ride-sourcing vehicles with high occupancy from
toll on certain major roads, or high-occupancy vehicles dedicated lanes can encourage TNCs to cut their
ATS trips’ cost, and consequently promote the WTS behavior. However, more transparency into the pricing
mechanism should be provided by TNCs to guarantee the effectiveness of such measures.
5.7

Summary
In this chapter, an explorative spatiotemporal analysis was conducted on ride-sourcing willingness

to share and surge pricing interdependencies to fulfill objective number three. The willingness to share
behavior was discussed with respect to its econometric and psychological aspects. Surge pricing was
discussed within the classic economic theory on supply and demand dynamics, as well as proxies for other
factors such as traffic conditions and trip length. The interdependencies analysis revealed two patterns of
conservative sharers and captive sharers. Also, spatiotemporal comparison of the mile-price at pick-up
locations signals the influence of users’ destination on pricing ride-sourcing services. Within the context of
objective number four, the willingness to share pattern mined in this analysis was further analyzed in a
behavioral market segmentation context to identify the type of underlying existing spatiotemporal trends.
The adopted methodological protocol builds on mining spatial heterogeneity and temporal trends to provide
a comprehensive understanding of the willingness to share behavior. This segmentation revealed two
willingness to share hot and cold spots, but they were found to be either oscillating or sporadic, with respect
to their temporal trends. The segmentation results were then analyzed quantitatively to explore the
association of willingness to share hot and cold spots with two groups of proxies and indices: (1) social
disadvantage proxies, and (2) age-specific indices. The first group was found significantly governing the
willingness to share behavior.
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CHAPTER 6 DIAGNOSTIC ANALYTICS
6.1

Introduction and Rationale
The modeling framework proposed in this chapter contributes to Research Objectives Six on

identifying the system’s determinants of demand, i.e., OD flow, and lays the foundation for Research
Objective Seven on developing a City-Wide OD Flow Predictive Analytics Framework. The analysis
conducted earlier in Chapters 4 and 5 on descriptive and explorative analytics revealed clear empirical
evidence on the existence of spatial effects in the system’s pick-ups, drop-offs, OD flow, and willingness
to share. The analysis also revealed hotspots of pick-ups, drop-offs, and short trips in the CBD area, and
hotspots of long trips in the outskirts. In this chapter the research framework extends into the causality and
diagnostic analytics direction. An analytical direct demand modeling framework is proposed to explore,
reveal and study the causal forces of the OD demand considering the knowledge gained so far on the
demand behavior. In this proposed framework, multiple liner regression (MLR) is evaluated against three
spatial econometric models: (1) spatial error (SE) models, (2) spatial lag (SL), and (3) geographically
weighted regression (GWR). These techniques serve three objectives collectively: (1) identify the ridesourcing demand determinant variables; and (2) reveal, diagnose, and remedy collinearity, and/or
heteroscedasticity in the variables and further analyze the linear versus non-linear behavior of the system,
and finally (3) determine the type and extent of the spatial effects dominating the system and its causal
forces. The last objective will help test the hypothesis of whether there is a spatial dependence or spatial
variation, i.e., non-stationarity, dominating the system behavior, or it is completely a random spatial
phenomenon.
The ride-sourcing annual average weekday (AAWD) OD flow will be primarily analyzed at city
wide zonal level, i.e., census tracts’ level. This demand feature, i.e., the AAWD OD flow, adapted from the
concept of direct demand modeling (DDM) in transportation modeling. In regional travel demand models,
OD matrices typically carry average weekday volumes, which then provide key inputs for simulation-based
planning, operations, and policymaking testbeds. Thus, in this dissertation, the AAWD OD flow is analyzed
within a DDM framework to provide transportation analysts and planning practitioners with empirical
guidance on understanding, estimating, calibrating, and predicting this demand component of the newly
emerging ride-sourcing transportation systems. To the author’s knowledge, this is the first endeavor to
analyze and model the AAWD OD flow of ride-sourcing system within this proposed analytical framework.
The model development process will be elaborated in this chapter to develop a coherent
understanding of the system behavior with respect to the earlier referred to sociodemographic, economic,
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parking supply, transit availability, accessibility, and commute features, built environment and crime rates
as potential explanatory domains. The primary outcome of this chapter is the set of key determinant
variables driving the TNCs’ ride-sourcing AAWD OD-demand with respect to the proposed domains.
Although the determinants are derived at zonal level, their parameters and the respective significance of
variables like age, income, cellphone and car ownership and similar ones can provide very useful inputs for
disaggregate utility-based choice models [154]. Moreover, such variables are inputted into several agencylevel planning, programming, and decision- and policy-making processes to perform further analysis on
equity, accessibility, externalities, and environmental justice (EJ) of transportation systems.
6.2

Ride-sourcing Determinants Exploration
First, all trip records included in the City of Chicago TNC trip dataset were processed in the order

explained in the previous chapters: (1) remove external trips, i.e., those that started or ended outside the
City of Chicago limits, or longer than 50 miles, (2) remove airport trips, i.e., trips that start or end in either
of the airports census tracts; O’Hare International Airport and Chicago Midway International Airport
airports census tracts, and (3) remove the weekends and public holidays trips, as there is interest in studying
and modeling the typical weekday demand patterns. Then, the remaining trip records were aggregated at
the OD pairs level. Overall, there are 367,744 unique OD pairs between census tracts in the City of Chicago
TNC weekday cleaned trip dataset, as not all tracts were present in the aggregated OD pairs, i.e., some
tracts had zero flow between each other during the analysis year and were found irrelevant to this analysis.
6.2.1

OD Flow Data Preprocessing
The aggregated OD flow characteristics shown in Table 15 signal a significant presence of OD

pairs with less than one annual average weekday OD flow (AAWD OD flow) in the study year, and a
presence for contaminated trip length (miles), durations (seconds), and fare ($) of either zero values, or
outstanding values. Therefore, to conduct meaningful causal analysis on the AAWD OD flow between
census tracts in the study area, two preprocessing measures are introduced: (1) adopt the median value for
analyzing OD-impedance variables, i.e., trip characteristics, length, duration and fare, and (2) truncate the
OD flow with respect to reasonable threshold similar to the one adopted before for the preliminary and
visual analytics. Another factor to consider in truncating the data is the computational resources. The
analysis work pursued in this section is performed on the Research Computing clusters at Old Dominion
University (ODU) [155], in which a maximum of 40 cores per node are available. Modeling spatial
interactions in an OD setting is computationally expensive, especially in such a sparse data context. Also,
parallel computing cannot be pursued in every step of the workflow, specifically, in computing the spatial
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interaction weights as will be further explained later. Therefore, optimizing the available computational
resources by means of minimizing the sparsity and discarding flimsy OD flow signals was found to be
indispensable.

Table 15: OD Flow Characteristics (Including Outliers and Contaminants)
Standard
OD Signal

Mean

Deviation

Min

25%

50%

75%

Max

Total Year OD Flow

118.76

1317.06

1.00

2.00

7.00

32.00

147462.00

Median Trip Length (Miles)

8.64

5.27

0.00

4.50

7.60

11.90

80.40

Median Trip Duration (Seconds)

1599.28

810.58

4.50

1016.00

1494.50

2055.50

28696.00

Median Trip Fare ($)

14.16

6.75

0.00

10.00

12.50

17.50

217.50

AAWD OD flow

0.477

5.289

0.004

0.010

0.030

0.130

592.220

Empirically, setting a threshold of 2.0 AAWD OD flow produced a balanced dataset that could fit
within the available computational resources in every step of the research pipeline. This resulted in an
overall number of analyzed OD pairs equal to 12,896 pairs. This threshold is deliberately selected to comply
with our proposed Natural Log-transformed DDM framework so that the outcome variable is guaranteed to
be larger than 0, i.e., Log (2) =0.301. Another justification for this threshold-based truncation is the
distribution of the dependent variable, i.e., AAWD OD flow, which shows high skewness and kurtosis as
shown in Figure 43. The proposed Natural Logarithmic transformation is a recommended practice in
regression analysis framework with such type of highly skewed data [156]. The threshold of 2.0 AAWD
OD flow would thus guarantee strictly positive values after the Natural Logarithmic transformation of the
variable, which will help interpret and communicate the modeling results. Figure 44 shows the distribution
of the truncated data after the Natural Logarithmic transformation.
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Figure 43: Distribution of the Truncated OD Average Weekday Flow

Figure 44: Distribution of Natural Log-transformed Truncated OD Average Weekday Flow
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6.2.2

Pearson Correlation Bivariate Analysis and the List of Hypothesized OD Flow Explanatory
Variables
In developing the hypothesis on testing potential determinants of ride-sourcing AAWD OD flow

between census tracts of interest in the City of Chicago, the explanatory variables exhibiting possible linear
relationship with the AAWD OD flow were chosen, either analytically or visually by means of bivariate
scatter plots. The system hypothesized variables collected at the earlier stage were intrinsically elicited
from: (1) trip generation literature, e.g., population and population density, (2) the limited current body of
research on ride-sourcing, e.g., restaurants and places of interest, and (3) expert judgment of potential
factors for such emerging transportation system adoption, e.g., smart phone and internet penetration rates.
In addition to the proposed sociodemographic, economic, built environment features at the origins and
destinations, three trip-related characteristics are required, namely, median trip distance (in miles), median
trip duration (in seconds) and median trip price (in US dollars $).
Those variables remain a hypothesis until analytically challenged and asserted to be determinants
in ride-sourcing system context. One straight forward framework is regression analysis, but as one can tell
from the data description section, there exists structural multicollinearity in the variables collected, i.e.,
some variables are byproducts of others (e.g., population and population density, and number and
percentage of households with children). Such structural collinearity in the data should be avoided in an
appropriate implementation of multiple linear regression. Those variables at the first place were part of the
data collection process as their significance of impact on the system was uncertain, but at this point,
structural collinearity should be entirely removed from the data on basis of the strength of correlation with
the system regressors. As for data near multicollinearity that exists between the variables for implicit or
intuitive reasons, those will be left for the fitting algorithm to determine their significance. Therefore, a
correlation analysis using Pearson’s correlation coefficient is conducted to preliminary refine the variables
known to be structurally colinear based on their correlation with the system modeled feature.
It should be noted that correlation coefficient is just an indication of the relationship between the
investigated system and the variables, but it is by no mean evidence for causality, which is another avenue
to be explored analytically in modeling and predictive contexts. In regression analysis and modeling
literature, a strong relationship between an explanatory variable and the outcome is usually identified by a
correlation coefficient of 0.50 or more. However, this could be the case in linear stable systems, but this
particular study allows variables with correlation coefficients as low as 0.15, as in the case for the
percentage of Black or Latin population in census tract, as long as they meet two conditions: (1) the variable
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visually exhibits a strong relation, even nonlinear, with the outcome, but few outliers contaminate the
correlation coefficient, and (2) the variable was proven to be determinant in trip generation context and
there is a strong belief on its influence on the system. Meeting both conditions and given that the variable
has no structural collinearity with other variables in the analysis, the variable shall enter the model for
further verification. In fact, the system is believed to behave nonlinearly, with heterogenous evidence
obtained in the previous chapter. Yet linear regression still provides a robust medium for determinants
identification and always plays a foundational role in establishing analytically justified modeling
frameworks. The Pearson Bivariate Analysis plots are provided in Appendix B. The hypothesized variables
are summarized in Table 16.

Table 16: Hypothesized Annual Average Weekday OD Flow Determinants
Variable* Description
Population

Code
Pop

Variable Description
Percentage of high-income

Code
HiIncHH%

households
Population density (per square

PopDensity

Count of parking spots

PrkSpotsCount

HhCount

Ration of parking spots to number of

PrkSpotPerVeh

mile)
Count of households

vehicles
Percentage of households with

HhChildCount%

Parking hourly rate ($)

PrkRate

WtPop%

Connected activities by transit per

ConDen

children
Percentage of White population

acre
Percentage of Black population

BkPop%

Count of bus stops

BusCount

Percentage of Asian population

AsPop%

Count of train stops

TrainCount

Percentage of Latin population

LatPop%

Pedestrian environment factor

PevFactor

Percentage of Z and Millennial

Z_MillGen%

Average weekly transit service

TransitFreq

generation population

frequency

Percentage of baby boomers

BBoomersGen%

Average proximity to transit

TransitProx

count of working adults

WrkAdulCount

Percentage of individuals who use

Carpoolers%

carpooling to commute
Percentage of the working adults to
the population)

WrkAdul%

Percentage of individuals who use
transit to commute

Transitters%
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Table 16 (cont.)
Per capita income

PerCapitaIncome

Land-use entropy in census tract

Entropy

Count of households with zero-

Hh0CarCount

National Walkability Index

WalkIndex

Hh0Car%

Number of restaurants in census

RestCount

cars
Percentage of households with
zero-cars

tract

Count of households with devices

HhDevCount

Police reported assaults to total

Assault_Den

census tract population
Percentage of households with at

HhDev%

least one device
Count

of

Police reported burglaries to total

Burglary_Den

census tract population

households

with

HhIntrntCount

internet subscription
Percentage of households with

Homicide_Den

census tract population
HhIntrnt%

internet subscription
Employment density (per square

Police reported robberies to total
Police reported homicides to total

Robbery_Den

census tract population
EmpDensity

mile)

OD-Median Trip Length (Miles)

Med_Trip_Miles

**

Percentage

of

low-income

LowIncHH%

households
Percentage

OD-Median Trip Duration

Med_Trip_Seconds

(Seconds) **
of

middle-income

MidIncHH%

OD-Median Trip Price ($) **

Med_Trip_Price

households
* Variables are collected and inserted into the model for both trip ends, i.e., origin and destination
** Unlike other OD flow features, this variable is a unique OD flow feature

6.3

Methods
In a ride-sourcing context, the DDM can be functionally described as a function of travel impedance

vector, origin and destination hypothesized explanatory variables, 𝐿𝐿𝑖𝑖𝑖𝑖 , 𝑋𝑋𝑖𝑖 , 𝑎𝑎𝑎𝑎𝑎𝑎 𝑋𝑋𝑗𝑗 , respectively, as shown

in (Eq. 12). [100] then defined three mathematical forms of the model to ease its estimation: logarithmic,
linear, and mixed log and linear. Depending on the type of the model response variable, whether it is of
discrete or continuous type, the analyst should select the appropriate mathematical form. To formulate our
modeling framework in a regression analysis context, a Natural Logarithmic transformation is adopted at
the level of the dependent variable as explained earlier. Thus, the conceptual structural decomposition is

proposed in an interpretable fashion as shown in (Eq. 13), in which the Natural Logarithm of the AAWD
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OD flow will be parameterized statistically as a linear function of the hypothesized variables related to the
origin, the destination and the trip characteristics. This regression-based framework is chosen to analyze
the type and significance of relationships between the AAWD OD flow and its hypothesized determinants.
(Eq. 12)

𝑇𝑇𝑖𝑖𝑖𝑖 = 𝐹𝐹(𝐿𝐿𝑖𝑖𝑖𝑖 , 𝑋𝑋𝑖𝑖 , 𝑋𝑋𝑗𝑗 )
where:
•
•
•

𝐿𝐿𝑖𝑖𝑖𝑖 travel impedance vector,

Adapted from [95]

𝑋𝑋𝑖𝑖 : origin explanatory variables

𝑋𝑋𝑗𝑗 : destination explanatory variables

𝑳𝑳𝑳𝑳𝑳𝑳(𝑇𝑇𝑖𝑖𝑖𝑖 ) = 𝛼𝛼 + 𝛽𝛽𝐿𝐿𝑖𝑖𝑖𝑖 𝐿𝐿𝑖𝑖𝑖𝑖 + 𝛽𝛽𝑋𝑋𝑖𝑖 𝑋𝑋𝑖𝑖 + 𝛽𝛽𝑋𝑋𝑗𝑗 𝑋𝑋𝑗𝑗

(Eq. 13)

In a classic regression context, the model fitting protocol builds upon ordinary least square (OLS)
method, which conventionally entails four restrictive assumptions on the response variable related to: (1)
linearity; (2) independence; (3) normality; and (4) homoscedasticity or homogeneity of variance [157].
However, the case study data presented in this work have the ride-sourcing trip ends, i.e., pick-up and dropoff, aggregated at the census tract level for obfuscation purposes and privacy of passengers. This is a typical
case that may entail spatial autocorrelation as described in [73] and cited in [74]. Moreover, from our prior
analysis and results, there is clear empirical evidence on the invalidity of the second assumption of
independence at the trip ends level, and the fourth one of homoscedasticity at the OD-level due to the
existence of spatial effects.
Spatial effects refer to two structural features of empirical panel data: spatial heterogeneity and
spatial dependence [133, 134]. Failing to detect, assess and account for those effects prior to modeling the
phenomenon could lead to mis-specified regression models and remarkably impact the model prediction
power [127]. To account for those effects, and determine their extent and significance, a spatial
econometrics approach that accounts for space in the modeling problem is adopted in this regression
framework. In particular, three spatial models are proposed: (1) Spatial Error model (SEM) [158], (2)
Spatially Lagged X (SLX) [159], and (3) Geographically Weighted Regression (GWR) [160], compared
with an OLS multiple linear regression (MLR) model.
But one should note that even though this family of models provides solutions to violations of
assumptions on independence and/or homoscedasticity, they are still propelled by OLS fitting protocol,
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except for the SEM which will be estimated using Maximum Likelihood due to some inherent structural
needs. OLS method is not adequate for dealing with multicollinearity in the independent variables, i.e., data
matrix must be of full-column rank. But the OD flow phenomenon under exploration requires variables of
the same nature collected at the origin and destination locations to be plugged into the model
simultaneously. This setting can easily make the modeling framework prone to multicollinearity, which
remarkably impacts the chief purpose of the model on identifying the system’s statistically significant
determinants, as multicollinearity usually leads to type II errors in hypotheses testing at its finest. Moreover,
high multicollinearity in the data matrix can lead to failure in specifying the closed-form solution of OLS,
as we will show empirically. Therefore, regularizing the OLS fitting protocol is indispensable, as early
experiments proved the multicollinearity existence. A Ridge regulator should be introduced to the suggested
OLS-based spatial econometric models, so that they can be properly estimated and interpreted.
The validity of the spatial econometric approach is evident in capturing and remedying the spatial
effects consequences on the estimation and interpretation of transportation systems’ models [161]. More
specifically, in such a research framework dealing with ride-sourcing system and its inherent heterogeneity,
the spatial econometric approach becomes even more appealing. Yet, due the infancy of the ride-sourcing
system on one hand, and the limited adoption of spatial econometric within OD flow context on the other
hand, conventional models need to be rectified to accommodate our research point of ride-sourcing DDM.
This rectification is basically needed to deal with problems of multicollinearity in OD data, and on
rethinking the spatial interaction between OD flowlines.
6.4

Multiple Linear Regression (MLR)
It should be noted that the implementation of the MLR here is primarily meant as a benchmarking

model to highlight the problems of multicollinearity and spatial effects, and how they are dealt with in
advanced models as will be seen thereafter. In MLR, there are four restrictive assumptions on the response
variable related to: (1) linearity; (2) independence; (3) normality; and (4) homoscedasticity or homogeneity
of variance [157]. Considering the system description and determinants identification scope of this section,
the first assumption can be relaxed as we are exploring the system in linear settings. As for the second and
fourth assumptions on independence and homoscedasticity respectively, they are central to this analysis.
Conclusive findings should be made by comparing the MLR performance with respect to those two criteria
against other methods with integrated remedies to potential spatial dependence and/or heterogeneity, i.e.,
SE and SLX, and GWR, respectively. For assumption number three on normality, the OD pairs dataset
comprises approximately 13,000 observations, and therefore, as per the central limit theorem, the third
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assumption on normality can be relaxed too. But also, a Natural Logarithmic transformation is applied to
the modeled AAWD OD flow to alleviate the acute skewness witnessed in the data. Thus, the hypothesis
test on the variables’ significance can still be parametrically performed despite the data not exhibiting a
perfect normal distribution shape (see Figure 43).
A model with intercept is adopted since the phenomenon is not yet certain with respect to the
explored variables. This conservative approach copes with the analysis objective of identifying the system
determinants. Therefore, MLR will be conducted conservatively in this section on all variables in an enter
method fashion. In a conventional MLR modeling framework, the outcome variable 𝒀𝒀 is regressed on 𝒌𝒌

variables by means of 𝒏𝒏 training examples according to the following matrix-based expression in (Eq. 14).

Using OLS, the coefficient matrix 𝜷𝜷 is estimated by minimizing the cost function 𝑳𝑳 which is typically the
sum of the squared errors as given in (Eq. 15). (Eq. 15) has a closed-form unique solution if, and only if,
the data matrix 𝑿𝑿 is of full column rank, i.e., no multicollinearity exists between the independent variables.
The closed form solution is given in (Eq. 16). Our outcome variable 𝒀𝒀 is the natural logarithm of the
AAWD OD flow, and the data matrix 𝑿𝑿 comprises the hypothesized variables highlighted earlier.
𝑌𝑌 = 𝛼𝛼 + 𝑋𝑋𝑋𝑋 + 𝜖𝜖

Matrix-based MLR [157]

(Eq. 14)

where:
•

Y: outcome variable vector n*1

•

𝛼𝛼: intercept

•
•
•

X: independent variables (data) matrix n*k
𝛽𝛽: coefficients matrix n*k

𝜖𝜖: random errors vector n*1

Cost function: 𝐿𝐿 = ∑𝑛𝑛𝑖𝑖=1 𝜖𝜖𝑖𝑖2 = 𝜖𝜖′𝜖𝜖 = (𝑌𝑌 − 𝑋𝑋𝑋𝑋)′(𝑌𝑌 − 𝑋𝑋𝑋𝑋)

(Eq. 15)

Thus, �𝛽𝛽 estimated from solving the following minimization

𝜕𝜕𝜕𝜕
problem 𝜕𝜕𝜕𝜕 = 0, 𝑖𝑖. 𝑒𝑒. , �𝛽𝛽 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝛽𝛽{(𝑌𝑌 − 𝑋𝑋𝑋𝑋)′(𝑌𝑌 − 𝑋𝑋𝑋𝑋)}

�𝛽𝛽 = (𝑋𝑋′𝑋𝑋)−1 𝑋𝑋′𝑌𝑌

(Eq. 16)
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The model fit is moderate with a coefficient of determination 𝑅𝑅 2 = 0.67, and the adjusted 𝑅𝑅2 =

0.668 (see Figure 45). The Omnibus criterion is remarkably high (142.712) and the probability of Omnibus

is zero, as shown in Table 17, both indicate the relevance of the explanatory variables. However, the
following remarks on implementation are made: (1) minimum eigenvalue very close to zero, (2) covariance
type: non-robust, and (3) condition number: 190. Those remarks, altogether, suggest a near multicollinearity
in the data matrix. Moreover, the residuals density plot shown in Figure 46 implies spatial dependence in
the residuals aligned with the hotspots pattern revealed in Chapter 4.

8
7

5
4
ŷ (MLR)

3

Y

2
1
0
-1
-2

1
417
833
1249
1665
2081
2497
2913
3329
3745
4161
4577
4993
5409
5825
6241
6657
7073
7489
7905
8321
8737
9153
9569
9985
10401
10817
11233
11649
12065
12481

Log AAWD OD Flow
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OD-pairs

Figure 45: MLR Diagnostics - Actual (Y) and Predicted Values (ŷ)
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Table 17: MLR Model Diagnostics
Model type: MLR (OLS)
Number of observations:

12896

Number of covariates: 86
Residual sum of squares:

R2: 0.670
Adj. R2: 0.668

3328.199

Log-Likelihood: -9564.9

AIC: 1.930e+04

BIC: 1.994e+04

Omnibus: 142.712

Prob (Omnibus): 0.00

Durbin-Watson: 1.241

Jarque-Bera (JB): 155.105

Condition No.: 190.0

Prob (JB): 2.09e-34

Figure 46: MLR Diagnostics- Residuals Density
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Further evidence on the residuals spatial autocorrelation is obtained from Global Moran’s I, which
measures global spatial autocorrelation “based on both feature locations and feature values simultaneously”
[162]. The workflow for Global Moran’s I processes is shown in Appendix C. In these processes, the
magnitude of a value associated with a feature, i.e., the MLR residual associated with an OD pair, is
evaluated against all other feature values taking into consideration their spatial proximity, i.e., inverse of
Euclidean distance. The z-score in corresponds to a null hypothesis on the pattern under consideration is
random. This null hypothesis is rejected, and the respective Global Moran’s I results are shown in Table
18. The spatial autocorrelation effect is still existing in the MLR residuals and needs further treatment.

Table 18: MLR Diagnostics - Global Moran's I Summary
Moran's Index: 0.36

6.5

Expected Index

-0.000079

z-score

72.65

Variance

0.000025

p-value

0.000000

Maximum Likelihood Estimated Spatial Error Model (MLE-SEM)
The high significance of the Moran’s I test (p-value < 0.001) in the MLR strongly suggests moving

forward to accounting for spatial dependence explicitly in the model. The term “spatial dependence” as can
be understood from [133], and as conceived earlier within a broader context of spatial econometric in [163]
citing [164], signals “the importance of explanatory factors located in other spaces”. This importance can
be accounted for, either at the dependent variable side in an endogenous fashion, or at the independent
variables side in an exogenous fashion. A very good example of spatial dependence can be borrowed from
the house pricing market. The price at one location is not entirely dependent on the features of the unit, but
endogenously on the neighboring units a well. But also, the locations amenities, e.g., proximity to aesthetic
views or parks, affect the price of a cluster of houses together, exogenously.
The next step in this logical workflow is to control for the errors, i.e., residuals, spatial
autocorrelation endogenously by means of spatial autoregressive models. Spatial autoregressive is the first
step to account for spatial dependence within regression-based modeling framework by means of adding a
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spatially lagged error as a regressor to the process. The spatial autoregressive parameter can be defined by
lagging the dependent variable itself (WY) from neighboring locations, in a process known as spatial lag
model (SLM) or can be defined within the error or disturbance term, in a process known as spatial error
model (SEM) and referred to as “nuisance dependence” [158]. The lagging process, also known as spillover, is to borrow the weighted effect (𝑾𝑾) of the neighboring entities by means of a spatial weight matrix
(SWM) that captures that effect in the space. The SEM allows for incorporating that autocorrelation, i.e.,
spatial dependence, in the error terms within the model and remedying the underlying biases in the
parameters’ estimation [158]. Thus, the SEM is chosen to be experimented first as suggested in the spatial
econometric literature to control for the error’s spatial autocorrelation.
The model is specified mathematically as shown in (Eq. 17)

(Eq. 17)

, but one can notice that the model formulation carries a critical violation of the independently and
identically distributed errors assumption in conventional OLS. Moreover, another estimation problem is the
inherent non-sphericity of the variance matrix [133], signaling two major issues with OLS: (1) in fitting the
model we are not converging to the optimal estimator, and (2) imprecision of parameters’ significance and
overconfidence [165]. The variance-covariance matrix Σ = 𝜎𝜎 2 [(𝐼𝐼 − 𝜌𝜌𝜌𝜌)′(𝐼𝐼 − 𝜌𝜌𝜌𝜌)]−1 in the latter case

suffers from further problems of inefficiency and improper estimation as the spatial dependence is
structurally captured in its off-diagonal elements [158]. Maximum Likelihood Estimate (MLE), along with

other techniques like generalized method of moments (GMM) [166], can be efficient alternatives to OLS
in estimating SEM, with the spatial errors’ variance-covariance matrix parametrically evaluated within the
model fitting protocol. This way, the existence of spatial autocorrelation can be statistically assessed using
the test of hypotheses on the errors’ variance-covariance coefficient (𝜌𝜌) significance.
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𝒀𝒀 = 𝛼𝛼 + 𝑿𝑿𝛽𝛽 + (𝐼𝐼𝑛𝑛 − 𝜌𝜌𝜌𝜌)−1 𝜖𝜖

Matrix-based SEM [167]

(Eq. 17)

where:
•

Y: outcome variable vector n*1

•

X: independent variables (data) matrix n*k

•

𝛽𝛽: explanatory variables 𝑿𝑿 coefficients matrix n*k

•
•
•
•

𝐼𝐼𝑛𝑛 : identity matrix n*k

𝜌𝜌: spatial autoregressive nuisance parameter
𝑾𝑾: spatial weights matrix (SWM) n*n

𝜖𝜖: random errors vector n*1

The spatial weights matrix (SWM) is computed in a decaying distance-based (DDB) fashion, in
which all OD pairs are processed, and their interactions are weighted simultaneously based on their inverse
Euclidean dissimilarity, as shown in (Eq. 18), respectively. A crucial aspect in this setting is to rowstandardize the SWM to tune the weights in a manner that comply with the model’s logic in capturing the
neighbors’ error effect to account for spatial dependence.
𝑾𝑾 =

𝟏𝟏
𝑑𝑑(𝑖𝑖𝑖𝑖)(𝑖𝑖′𝑗𝑗′)

, where:

(Eq. 18)

𝑑𝑑(𝑖𝑖𝑖𝑖)(𝑖𝑖′𝑗𝑗′) = �(𝑥𝑥𝑖𝑖 − 𝑥𝑥′𝑖𝑖 )2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦′𝑖𝑖 )2 + (𝑥𝑥𝑗𝑗 − 𝑥𝑥′𝑗𝑗 )2 + (𝑦𝑦𝑗𝑗 − 𝑦𝑦′𝑗𝑗 )2

6.5.1

SEM Implementation and Results

The model is fitted, and the parameters are estimated using the Spatial Regression module (spreg)
in the Python Library PySAL Spatial Analytical Methods [168]. In comparison to MLR, the SEM goodnessof-fit shows very trivial improvement as shown in diagnostics summary in Table 19. The residuals exhibit
worsened modeling performance though, as shown in Figure 47. The key remark here is the significance of
the coefficient of the spatially correlated errors Rho (𝜌𝜌). However, controlling for the errors spatial
autocorrelation did not remarkably improve the overall modeling performance, and yet the residuals are
showing worsened pattern. This, along with the fact that the SEM model accounts only for the residuals
spatial autocorrelation, motivates the research framework to include another spatial model that accounts for
spatial dependence at the side of explanatory variables, namely, spatially lagged X (SLX) model. But first,
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a discussion on Ridge regularization technique as a remedy to multicollinearity is provided in the next
section.

Table 19: MLE-SEM Model Diagnostics
Model type: MLE-SEM
Number of observations:

12896

Number of covariates: 86
Residual sum of squares:

Pseudo R2: 0.67
Log-Likelihood: -9403.32

9607.79

BIC: 1.962e+04
Rho (𝜌𝜌): 0.99***

AIC: 1.90e+04

*** p-value < 0.01
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Figure 47: MLE SEM Diagnostics - Actual (Y) and Predicted Values (ŷ)
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6.6

Ridge Regression as a Remedy to Multicollinearity
Before exploring further structural remedies for spatial dependence and heterogeneity, we first

introduce Ridge regression technique to control the problem of multicollinearity and ill-conditioning. This
step is necessary since our proposed spatial econometric models, GWR, SLX and the benchmark MLR
model are all predicted on OLS as their fitting technique. From the Pearson correlation bivariate analysis
conducted in the previous section, and as can be inferred visually from the correlation plots provided in
Appendix B, the variables collected at pick-ups (origins) and drop-offs (destinations) both show relatively
similar trend versus the AAWD OD flow, as shown in the example provided in Figure 48.
Along with the high condition number (> 30) calculated for the data matrix in the MLR section,
this implies a near multicollinearity between the OD variables. The OLS closed-form fails to estimate the
coefficients in a highly multicollinear system, as such in this one of OD flow X-variables (OD-X). This
failure is assigned to the ill-conditioned the system becomes in such a case [169]. However, the model can
still be fitted using OLS given that the multicollinearity conditioning number is relaxed.

The

multicollinearity problem can still be evident from small eigenvalues obtained from the independent
variables’ correlation matrix [170]. Therefore, we will use OLS-MLR as our benchmark model to compare
its performance against the family of regularized spatial econometric models.
To elaborate on the ill-conditioning problem, consider the following numerical example in which
we are supposedly estimating our model of OD flow with respect to population density at origin and
destination only: 𝑦𝑦 = 𝛽𝛽1 𝑃𝑃𝑃𝑃𝑃𝑃_𝑑𝑑𝑑𝑑𝑑𝑑𝑂𝑂 + 𝛽𝛽2 𝑃𝑃𝑃𝑃𝑃𝑃_𝑑𝑑𝑑𝑑𝑑𝑑𝐷𝐷 . Consider the following two systems of arbitrary

training examples in Table 20 and Table 21, and their respective estimated solution. One can realize how

unstable the solution is to a minor input change from 20 to 20.01 in a system with high multicollinearity
existing in the independent variables. This instability is seen in the remarkable change in the parameter
estimates ( �𝛽𝛽 ).
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Figure 48: Example of OD Variables Pearson Bivariate Correlation Analysis
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Table 20: Arbitrary Example - System 1
�
𝜷𝜷

𝑷𝑷𝑷𝑷𝑷𝑷_𝒅𝒅𝒅𝒅𝒅𝒅𝑶𝑶

Y (OD flow)

1000

𝑷𝑷𝑷𝑷𝑷𝑷_𝒅𝒅𝒅𝒅𝒅𝒅𝑫𝑫
1000

20

0.02

1000

1001

20

2.64E-18

Table 21: Arbitrary Example - System 2
�
𝜷𝜷

𝑷𝑷𝑷𝑷𝑷𝑷_𝒅𝒅𝒅𝒅𝒅𝒅𝑶𝑶

Y (OD flow)

1000

𝑷𝑷𝑷𝑷𝑷𝑷_𝒅𝒅𝒅𝒅𝒅𝒅𝑫𝑫
1000

20

0.01

1000

1001

20.01

0.01

In such a case, the coefficient matrix is identified as ill-conditioned matrix when empirically
attempting to fit the model using OLS with consideration given to a condition number. This can be even
clear when visualizing an arbitrary cost function of such system with high multicollinearity as shown in
Figure 49. The centerline of hyperellipsoids forming the contours of the cost function, i.e., residual sums,
is the vector of coefficients �𝛽𝛽 to be optimally estimated. As can be seen in our arbitrary 2-d features

example, there is a long range of continuum values of �𝛽𝛽 satisfying the OLS closed-form solution. Even for

an iterative optimization technique like Gradient Descent, the domain of �𝛽𝛽 is quite wide and nearly

impossible to converge.
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Figure 49: Example of Arbitrary Nonconvex OLS Cost Function in High Multicollinear System 4

In regression analysis context, there are two widely adopted regularization forms: (1) Ridge, and
(2) Lasso regression. Methods like Ridge and Lasso are widely adopted in regression analysis context to
regularize the shape of the cost function to avoid the non-convex shape seen above and caused by
nonorthogonality (multicollinearity) and the entailed ill-conditioned system of equations. Regularization
essentially refers to the process of converting that function into constrained optimizable convex function
without distorting the contributing roles of the independent variables. Thus, the representative local
minimum can still be spotted out, either by closed-form or gradient descent protocols, while estimates and
inference can be confidently made on the independent variables using this regularized form of OLS. To
elaborate, in an OLS estimate of a multicollinear system, the coefficients can be significantly oscillating
for a trivial change in the dependent variable as seen above in the numerical example. What regularization
does typically is to restrain the amplitude of the coefficients values to bring this oscillation to minimal
effect.

4

Code adapted from Xavier Bourret Sicotte Data Blog https://xavierbourretsicotte.github.io/intro_ridge.html
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Ridge is favored over Lasso in this framework due to the regularization protocol used, as Lasso
penalizes some of the colinear variables’ coefficients to zero. In this framework, we need to estimate the
model to account for both OD variables, obtained at the origin and the destination, thus, such penalty would
prevent estimating or outweigh some of those variables of interest. In fact, Lasso can be better thought of
as a feature selection tool for prediction purposes, as this penalty applies to features of less importance.
While for Ridge, the penalty on the colinear variables’ coefficients is applied equally, so that all the
predictors are included in the model, which is the aim of our determinants’ identification, with
interpretability of the variables preserved.
Ridge regression introduced by [169] as a constrained minimization problem, that was formulated
as Lagrangian problem, in which, Lagrange multiplier is added to the cost function. In this constrained
optimization problem, the objective function is (𝐁𝐁𝐁𝐁′), where B is the estimate vector of beta coefficients
( �𝛽𝛽 ), bounded by the constraining condition (𝐵𝐵 − �𝛽𝛽 )′𝑋𝑋′𝑋𝑋(𝐵𝐵 − �𝛽𝛽 ) = 𝑡𝑡, where 𝑡𝑡 ≥ 0 is a fixed increment

in the constant of the residual sums surface. Altogether, they transform the hyperellipsoidal cost function
into a convex function with fixed residual sums values correspond to unique B in a circular contour fashion.
The objective function 𝐁𝐁𝐁𝐁′, along with the constraint forming the Lagrangian problem can be regarded as
a L2 constrained optimization problem, i.e., the squared magnitude of coefficients penalizes the objective
loss function, and can be rewritten as follows in (Eq. 19), and as excerpted from [169] and [171]:
𝑚𝑚

(Eq. 19)

𝛽𝛽̂𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝛽𝛽∈𝑅𝑅𝑛𝑛 � ( 𝑦𝑦𝑖𝑖 − 𝑥𝑥𝑖𝑖 𝑇𝑇 𝛽𝛽)2
𝑖𝑖=1

subject to ∑𝑛𝑛𝑗𝑗=1 𝛽𝛽𝑗𝑗 2 ≤ 𝑡𝑡, where 𝑡𝑡 ≥ 0

Thus, the feasible solution set for this problem is: 𝑆𝑆(𝑡𝑡) ∶= {𝛽𝛽 ∈ 𝑅𝑅 𝑛𝑛 ; ‖𝛽𝛽‖22 ≤ 𝑡𝑡}, where ‖𝛽𝛽‖22 is the

squared L2 norm of the coefficients vector 𝐁𝐁. Plugging the L2 penalized term into our Lagrangian problem,

then it becomes the following proven convex optimization problem shown in (Eq. 20) with the favored
circular behavior of the cost function.
𝑚𝑚

𝑛𝑛

𝛽𝛽̂𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝛽𝛽∈𝑅𝑅𝑛𝑛 � ( 𝑦𝑦𝑖𝑖 − 𝑥𝑥𝑖𝑖 𝛽𝛽) + λ � 𝛽𝛽𝑗𝑗 2
𝑖𝑖=1

𝑇𝑇

2

(Eq. 20)

𝑗𝑗=1

To implement this regularization-optimization protocol as a solution to the problem of
multicollinearity and ill-conditioning matrix, we start by recalling the OLS matrix format closed-form
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solution provided in (Eq. 16). In such case of multicollinearity, and the data matrix 𝑋𝑋 is not of full-rank,

the inversion term 𝑋𝑋′𝑋𝑋 in the OLS solution would have high probability of instability [169]. This instability,
i.e., ill-conditioning, of the inversion term 𝑋𝑋′𝑋𝑋 in the OLS solution can be remedied by adding L2

regularization term λ to each diagonal element in data matrix the under the hood of the inversion term as

shown in (Eq. 21), so that the eigen values are better conditioned and the data matrix’s full-rank property
is restored. The proof for that closed-form solution is provided in Appendix D - Proof 1.
𝛽𝛽̂𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = (𝑋𝑋′𝑋𝑋 + λ𝐼𝐼𝑛𝑛 )−1 𝑋𝑋′𝑌𝑌

(Eq. 21)

where 𝐼𝐼𝑛𝑛 is the diagonal identity matrix
Yet, what remains is determining the value of the regularization hyperparameter lambda (λ). To

find the optimal value, we propose a penalized generalized linear model solution to the optimization
(minimization) problem in (Eq. 22) using cyclical coordinate descent algorithm [172]. The penalty for our
Ridge application purpose is 𝑳𝑳𝟐𝟐 . Given the linear regression setting we have for the problem, the cost

objective function in such a case becomes Gaussian in nature, as shown in (Eq. 22). In the algorithm course
of action, a grid search is conducted for values of lambda between zero and one to iteratively update the
descent of the loss function, in our case the mean square errors (MSE). To tune the value of lambda, the
algorithm is implemented in Glmnet Vignette [173], a Python Package for fitting generalized linear models,
using K-folds cross-validation, in our case 5-folds. Finally, the optimal lambda value corresponding to
minimum MSE is selected to be plugged in the Ridge regression regularization routine adopted for the
proposed implementation of spatial econometric models.
𝑚𝑚

1
λ
min𝑛𝑛 � ( 𝑦𝑦𝑖𝑖 − 𝑥𝑥𝑖𝑖 𝑇𝑇 𝛽𝛽)2 + ‖𝛽𝛽‖22
𝛽𝛽∈𝑅𝑅 𝑚𝑚
2

6.7

𝑖𝑖=1

Adapted from [173]

(Eq. 22)

Calibrated Spatially Lagged X Ridge Model (CSLXR)
Controlling for the residuals’ autocorrelation in the SEM did not yield significant improvements in

the modeling performance. Another way to account for space in regression frameworks is to capture the
impact of the neighboring entities effect on the outcome variable, exogenously from explanatory variables
standing point. In the introduction of SAR models, two approaches were explained, the SLM, and the SAR.
The proposed spatially lagged X variables (SLX) can be conceptually comparable to the SLM, in terms of
capturing and assessing the spatial interaction parametrically. However, the spatial dependence in the SLX
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is captured at the level of explanatory variables, while the spatial dependence in the SLM is accounted for
endogenously at the dependent variable level. Thus, the novelty of the SLX model among other spatial
econometric models can be understood out of its accounting for spatial dependence without infringing the
exogeneity assumption in OLS.
In this adoption of the SLX model, the hypothesis is that the AAWD OD flow between two
locations is exogenously dependent on the features of adjacent census tracts, like the built-environment or
the transit supply, rather than the endogenous flow of a neighboring OD pair. This hypothesis was tested
by fitting the SLX model and exploring the statistical significance of the spatially lagged exogenous
variables. This hypothesis was developed in close considerations to the finding of Soria and Stathopoulos
(2021) on the “substantial spatial spillovers” in the determinants explaining the willingness to share
behavior in the City of Chicago TNC trip data [75]. Moreover, [174] verified the validity of this assumption
in their determinants’ identification of ride-pooling in Hamburg.
The model is estimated mathematically in its base matrix format as shown in (Eq. 23). Two new
notions are introduced here: the lagged X variables coefficient matrix 𝛾𝛾, and the spatial weight matrix

(SWM) 𝑾𝑾. One should note that the SWM 𝑾𝑾 is functionally different from the diagonal weight matrix that

will be introduced later in the geographically weighted regression context, although they are conceptually
similar. In SLX context, the SWM is row standardized pair-wise weighting scheme that is meant to capture
the spatial-lag strength for each explanatory variable in the space of instances, i.e., OD pairs, on basis of
their Euclidean space comparability. Therefore, spatially adjacent OD pairs would have their explanatory
variables spilled-over into each other more substantially than two distant OD pairs.

𝒀𝒀 = 𝛼𝛼 + 𝑿𝑿𝛽𝛽 + 𝑾𝑾𝑾𝑾𝛾𝛾 + 𝜖𝜖

Matrix-based SLX [159]

where:
•

Y: outcome variable vector n*1

•

X: independent variables (data) matrix n*k

•

𝛽𝛽: explanatory variables 𝑿𝑿 coefficients matrix n*k

•
•
•

𝛾𝛾: lagged variables 𝑾𝑾𝑾𝑾 coefficients matrix n*k
𝑾𝑾: spatial weights matrix n*n

𝜖𝜖: random errors vector n*1

(Eq. 23)
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The term 𝑾𝑾𝑾𝑾, the lagged X variables, is crucial as it represents the cornerstone in the model’s

mechanism of accounting for spatial dependence in exogenous fashion. For an arbitrary explanatory
variable 𝑥𝑥𝑘𝑘 of a single training example, i.e., OD pair 𝑖𝑖, the term 𝑤𝑤𝑤𝑤 then equals ∑𝑛𝑛𝑗𝑗=1 𝑤𝑤𝑖𝑖𝑗𝑗 𝑥𝑥𝑗𝑗𝑘𝑘 , where n is

the total number of OD pairs. The rationale here behind this model is that, if the dependent variable exhibits

spatial dependence, thus this dependence at its best can still be captured and explained by spatially lagging
or spilling-over the hypothesized independent explanatory variables. The lagged X variables coefficient
matrix 𝛾𝛾 can be regarded from the same angle as the explanatory variable’s coefficient matrix 𝛽𝛽, they both

represent the association between the independent variables and the dependent variables, directly in 𝛽𝛽 ,

and indirectly as spatially spilled over in 𝛾𝛾.

Defining the structure of the SWM is pivotal to successfully capturing the extent of spatial effects

in the model. The SWM becomes of more concern in an OD spatial lag framework as such in this proposed
SLX model due to nature of the matrix exponentially growing in size. As in this case with a moderate length
of approximately 13,000 training examples set, the SWM could easily grow into 13,000*13,000 in size.
Therefore, two SWM approaches are experimentally implemented and evaluated based on their
computational expenditure, model’s goodness-of-fit and the significance of the lagged variables.
First, a K-nearest neighbor Kernel-based (KNN-KB) spatial interaction weighting scheme, as
adapted from [175], is proposed and experimentally tested to capture the spatial dependence in our OD flow
context. This KNN-KB implementation of the SLX model’s spilling-over help ensuring that the similar
number of geographic neighbors are spilling over their X variables’ influences at each OD pair’s both ends,
no matter how sparse the entities are. This approach is computationally efficient, as it breaks down the ODSWM into two relatively small origin and destination matrices, and then merging the respective spatially
lagged variables into the model’s 𝑾𝑾𝑾𝑾 term as shown in (Eq. 24). The kernel function bandwidth is

determined to be the one that corresponds to the best fitted model’s coefficient of determination.

𝑾𝑾𝑾𝑾 = [𝑾𝑾𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐 𝑿𝑿𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐 | 𝑾𝑾𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 𝑿𝑿𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 ]

(Eq. 24)

where 𝑾𝑾𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐 and 𝑾𝑾𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 are computed using Bi-square Kernel Function as follows:
𝑑𝑑𝑖𝑖𝑖𝑖 2 2
(1
−
(
) ) : 𝑖𝑖𝑖𝑖 �𝑑𝑑𝑖𝑖𝑖𝑖 � < 𝑏𝑏
𝑤𝑤𝑖𝑖𝑖𝑖 = �
𝑏𝑏
0: 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
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where 𝑑𝑑𝑖𝑖𝑖𝑖 is the pairwise Euclidean distance between origins for 𝑾𝑾𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐, and destinations for
𝑾𝑾𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 , 𝑎𝑎nd b is the bandwidth.

The second approach is a decaying distance-based (DDB) SWM, in which all OD pairs are

processed, and their interactions are weighted simultaneously based on their inverse Euclidean
dissimilarity, as shown in (Eq. 25). Again, it is crucial to row-standardize the SWM to tune the weights in
a manner that comply with the model’s logic in capturing the neighbors’ explanatory variables effects to
account for spatial dependence. The SLX model is fitted using OLS. Thus, to fit a basic SLX model of OD
flow, the model data matrix (𝑿𝑿|𝑾𝑾𝑾𝑾) resulted from augmenting the OD-X and OD-lagged-X must be of full
column rank, i.e., no multicollinearity among the matrix columns. Given the multicollinearity problem
already existing among the OD-X, it will continue to exist in OD-lagged-X as discussed in [176]. Therefore,
the Ridge remedy of OD-X multicollinearity is introduced to SLX and it is implemented as a Calibrated
Spatially Lagged X Ridge Model (CSLXR), as shown in (Eq. 26).
(Eq. 25)

𝑾𝑾𝑾𝑾 = 𝑾𝑾𝑶𝑶𝑶𝑶 𝑿𝑿𝑶𝑶𝑶𝑶
where:

𝑤𝑤 𝑂𝑂𝑂𝑂 =

1
𝑑𝑑(𝑖𝑖𝑖𝑖)(𝑖𝑖′𝑗𝑗′)

; where 𝑑𝑑(𝑖𝑖𝑖𝑖)(𝑖𝑖′𝑗𝑗′) is computed as shown previously in

the SEM in (Eq. 18).

�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = ([𝑋𝑋: 𝑾𝑾𝑾𝑾]′[𝑋𝑋: 𝑾𝑾𝑾𝑾] + λ𝐼𝐼𝑛𝑛 )−1 [𝑋𝑋|𝑾𝑾𝑾𝑾]′𝑌𝑌
[𝛽𝛽𝛾𝛾]
where:
�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 : the vector of coefficients for the
[𝛽𝛽𝛾𝛾]
independent variables and their spatially lagged
variants
[𝑋𝑋: 𝑊𝑊𝑊𝑊]: matrix of columns X variables and their
respective spatially lagged WX variables

(Eq. 26)

𝛽𝛽1
⋮
𝛽𝛽
�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑘𝑘
[𝛽𝛽𝛾𝛾]
𝛾𝛾1
⋮
𝛾𝛾𝑘𝑘

𝑥𝑥11
[𝑋𝑋: 𝑊𝑊𝑊𝑊] = � ⋮
𝑥𝑥1𝑛𝑛

⋯ 𝑥𝑥𝑘𝑘1 𝑤𝑤𝑤𝑤11
⋱
⋮ ⋮
⋯ 𝑥𝑥𝑘𝑘𝑛𝑛 𝑤𝑤𝑤𝑤1𝑛𝑛

⋯ 𝑤𝑤𝑤𝑤𝑘𝑘1
⋱
⋮ �
⋯ 𝑤𝑤𝑤𝑤𝑘𝑘𝑛𝑛

The algorithmic workflow for implementing the KNN-KB SLXR and the DDB SLXR is shown in
Algorithm 1 and Algorithm 2, respectively. Noting that the calibrated components in the KNN-KB SLXR
are the optimal bandwidth for the KNN module, and the regularization hyperparameter lambda in the Ridge
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module. While for the DDB SLXR, the only calibrated component is the regularization hyperparameter
lambda, as the entire OD pairs space is considered in such distance-decaying protocol.
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Algorithm 1: Calibrating and Estimating SLXR Model using KNN Kernel-based (KNN-KB) SWM
Input:

OD pairs: N
Origins: O & Destinations: D - unique origins and destinations in N
Bandwidth Range: B
// minimum bandwidth = 1
Kernel Function: Bi-square
Ridge Regression penalty: lambda
// hyperparameter between 0 and 1
Loss function of generalized linear model: L
// mean square error (MSE)
Number of folds for cross-validation process: K-fold CV
//used in the coordinate
// descent optimization algorithm
foreach b in B do
foreach i & j in O do
if �𝑑𝑑𝑖𝑖𝑖𝑖 � < 𝐵𝐵 do

// 𝑑𝑑𝑖𝑖𝑖𝑖 is Euclidean distance

𝑤𝑤𝑖𝑖𝑖𝑖 = 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑑𝑑𝑖𝑖𝑖𝑖 )

else 𝑤𝑤𝑖𝑖𝑖𝑖 = 0

Get 𝑾𝑾𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐 𝑿𝑿𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐

end

foreach i' & j’ in D do
if �𝑑𝑑𝑖𝑖′𝑗𝑗′ � < 𝐵𝐵 do

𝑤𝑤𝑖𝑖′𝑗𝑗′ = 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑑𝑑𝑖𝑖′𝑗𝑗′ )

else 𝑤𝑤𝑖𝑖𝑖𝑖 = 0

Get 𝑾𝑾𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 𝑿𝑿𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅

end

foreach X-fold CV do

Cross-validated grid-search (values of lambda)
𝛽𝛽𝛾𝛾 ← coordinate descent
Get L

// using iterative loss function descent updates

// loss function (MSE)

end

Get min 𝐿𝐿

// from grid Search

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

Fit 𝑆𝑆𝑆𝑆𝑆𝑆 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝐵𝐵

end
Get

Max

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝐵𝐵

𝑅𝑅 2

// Greedy Search

Fit Calibrated 𝑆𝑆𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝐵𝐵

// using optimal bandwidth B
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Algorithm 2: Calibrating and Estimating SLXR Model using Decaying Distance-based (DDB) SWM
Input:

OD pairs: N
Distance decay parameter: alpha= -1.0
Ridge Regression penalty: lambda
// hyperparameter between 0 and 1
Loss function of generalized linear model: L
// mean square error (MSE)
Number of folds for cross-validation process: K-fold CV
//used in the coordinate
// descent optimization algorithm
foreach i & j in in N
𝑤𝑤𝑖𝑖𝑖𝑖 = 𝑑𝑑𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎

end

Build sparse matrix W

// row-standardized

foreach X-fold CV do
Cross-validated grid-search (values of lambda)
𝛽𝛽𝛾𝛾 ← coordinate descent

// using iterative loss function descent

updates
Get L

// loss function (MSE)

end
Get min 𝐿𝐿
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

Fit Calibrated 𝑆𝑆𝑆𝑆𝑆𝑆

// from grid Search
// using optimal bandwidth

lambda

6.7.1

CSLXR Implementation and Results
Both models were implemented on the computational resources of one node in the Wahab HPC

Cluster of Old Dominion University. The available memory per node is 384GB. The lagging processes of
the X variables were conducted using PySAL, a Python Library of Spatial Analytical Methods [168]. The
SWM used in DDB CSLXR accounted for all OD pairs and adopted an alpha decaying parameter of
negative one, while for the SWM in the KNN-KB CSLXR, the OD pairs respective weight was computed
using the Bi-square function (see (Eq. 24)). As shown in Table 22, the DDB CSLXR outperformed the
KNN-KB CSLXR in terms of the goodness-of-fit (R-squared), sum of squared residuals (SSR) as well as
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the log likelihood (LL) and the Akaike info criterion (AIC). The multicollinearity problem is confined in
both models as can be seen from the Multicollinearity condition number (less than 30). The DDB CSLXR
model has a strong goodness-of-fit as shown in Figure 50 with R-squared equals 0.71.

Table 22: CSLXR Diagnostics
KNN-KB CSLXR

DDB CSLXR

R-squared

0.6665

0.7077

Adjusted R-squared

0.6621

0.7039

Sum squared residual:

3360.794

2945.415

LL

-9627.749

-8777.080

AIC

19591.498

17890.159

BIC

20879.16

19182.08

Multicollinearity condition number

25

25

Computation Time

~ 2 minutes

~ 40 minutes
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Figure 50: DDB CSLXR Diagnostics - Actual (Y) and Predicted Values (ŷ)

Although the model achieves a better fit, and a confined multicollinearity problem, the
heterogeneity observed in the sign inflection between the variables and their respective lagged ones
suggests moving forward to the GWR, which explicitly accounts for spatial heterogeneity and also was
proven to significantly reduce residual spatial autocorrelation in spatially affected systems [177].
6.8

Calibrated Geographically Weighted Ridge Regression (CGWRR)
As explained earlier in the system’s descriptive and explorative analytics, and Pearson correlation

bivariate analysis, there are two potential spatial effects, namely spatial dependence, and heterogeneity, in
the relationship within and between the system’s AAWD OD flow and our hypothesized explanatory
variables, respectively. A wide range of the hypothesized variables exhibits a heteroscedastic behavior, i.e.,
stationarity or inhomogeneity of the variance, as can be observed in the cone-like shape between the AAWD
OD flow and the explanatory variables in Figure 48. The two effects are distinct, and each root to different
structural causes.
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As a preview, spatial dependence at its core refers to a system, for which, its behavior at certain
location depends on the one of the adjacent or near locations. For example, the ride-sourcing OD flow
between two locations depends on the adjacent or near OD pairs’ flow. As for spatial heterogeneity, it is
the nonuniformity of the relationship we are trying to explore between the behavior and its potential
explanatory variables. To elaborate, it is the case when a cluster of OD pairs’ flow behaves differently with
respect to the certain sociodemographic variables from another OD pairs’ cluster with respect to the same
set of variables. Analytically, we start by exploring the heterogeneity in this modeling framework by means
of the GWR model to provide better fitting and more robust test of hypothesis on significance of variables,
as the main aim of this step is system determinants’ identification, i.e., features selection.
The GWR is of particular interest due to its novelty in placing locally customized weights to the
locational features, so that the heterogeneity is accounted for in the model. Recalling Tobler’s first law of
geography: “everything is related to everything else, but near things are more related than distant things”
[178], the GWR as introduced by Fotheringham et al. (2002) fits a local sub-model at each location and the
parent GWR model becomes an “ensemble of local linear models” [160] as shown in Figure 51.
Structurally, the GWR not only account for the heterogeneity, but also the residuals autocorrelation is
remarkably reduced [177]. The closed-form estimator of the model at each OD instance i is obtained as
shown in (Eq. 27). This implementation of the GWR adheres to [177]'s recommendation on using the same
bi-square function used earlier in the KNN-KB CSLXR and shown in (Eq. 28) as the kernel function. This
recommendation was made to restrain the far observations’ weight to zero, in K nearest neighbor (KNN)
fashion, unlike to Gaussian and exponential kernel functions. This way also guarantees that every local
model is fitted to sufficiently same number of neighbors, no matter how sparse the observed data are.
𝛽𝛽̂𝑖𝑖 = (𝑋𝑋′𝑊𝑊𝑖𝑖 𝑋𝑋)−1 𝑋𝑋′𝑊𝑊𝑖𝑖 𝑌𝑌

(Eq. 27)

where 𝑊𝑊𝑖𝑖 is a diagonal matrix of the spatial weights between entity i
and every other entity j within the predetermined bandwidth, if any.
𝑤𝑤𝑖𝑖1
⎡ 0
⎢
𝑊𝑊𝑖𝑖 = ⎢ 0
⎢ 0
⎣ 0

0
𝑤𝑤𝑖𝑖2
0
0
0

0
0
𝑤𝑤𝑖𝑖3
0
0

0
0
0
..
0

0
0 ⎤
⎥
0 ⎥
0 ⎥
𝑤𝑤𝑖𝑖𝑖𝑖 ⎦
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𝑑𝑑𝑖𝑖𝑖𝑖 2 2
𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤𝑖𝑖𝑖𝑖 = �(1 − ( 𝑏𝑏 ) ) : 𝑖𝑖𝑖𝑖 �𝑑𝑑𝑖𝑖𝑖𝑖 � < 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ
0: 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

(Eq. 28)

Figure 51: GWR Localized Fitting Approach
Reprinted from “mgwr: A Python Implementation of Multiscale Geographically Weighted Regression for
Investigating Process Spatial Heterogeneity and Scale” by Taylor M. Oshan, et al., 2019, ISPRS International
Journal of Geo-Information, 8 (6), 269. Copyright © 1996-2022 MDPI (Basel, Switzerland) [177]

This GWR implementation is built on top of mgwr: A Python implementation of multiscale
geographically weighted regression for investigating process spatial heterogeneity and scale [177], while
adjusting the way the spatial interaction between the OD flow instances is accounted for in the model. In
mgwr, the entities accounted for in the model are either points or polygons, with single pair of coordinates,
thus, the 𝑑𝑑𝑖𝑖𝑖𝑖 is typically the Euclidean distance. This OD flow implementation adapts the pair-wise spatial

weighting protocol in the GWR model according to the spatial flow interaction introduced in [179] and
“associated with two geographic locations, an origin and a destination”. Thus, in this pair-wise spatial
weighting of AAWD OD flow, each entity encompasses a four-dimensional vector of coordinates
(𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖 , 𝑥𝑥′𝑖𝑖 , 𝑦𝑦′𝑖𝑖 ), and the pair-wise weight is then formulized as shown in (Eq. 29). The final hyperparameter

in the model is the bandwidth, which is crucial for the KNN implementation of the model. As there is no
prior knowledge on the extent of the spatial heterogenous behavior in the system, the model’s bandwidth is

calibrated using the default mgwr “golden search optimization routine and a corrected Akaike information
criterion AICc” [177]. This optimization routine guarantees the model’s parsimony as it searches for the
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bandwidth corresponding to minimum AICc, consequently “penalizes smaller bandwidths” [177], as can be
understood from the AICc formula shown in (Eq. 30).

𝑑𝑑(𝑖𝑖𝑖𝑖)(𝑖𝑖′𝑗𝑗′) = �(𝑥𝑥𝑖𝑖 − 𝑥𝑥′𝑖𝑖 )2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦′𝑖𝑖 )2 + (𝑥𝑥𝑗𝑗 − 𝑥𝑥′𝑗𝑗 )2 + (𝑦𝑦𝑗𝑗 − 𝑦𝑦′𝑗𝑗 )2
𝑅𝑅𝑅𝑅𝑅𝑅
𝑛𝑛 + 𝑡𝑡𝑡𝑡(𝑆𝑆)
𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐 = 2 𝑛𝑛 𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒 (
) + 𝑛𝑛 𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒 (2𝜋𝜋) + 𝑛𝑛 �
�
𝑛𝑛
𝑛𝑛 − 2 − 𝑡𝑡𝑡𝑡(𝑆𝑆)

(Eq. 29)

(Eq. 30)

where:

•

n is the number of observations within the bandwidth

•

RSS: residual sum of squares

•

S: influence or hat matrix

•

tr(.): trace of matrix

In the experiments fitting GWR to the AAWD OD flow hypothetical variables, the OLS fitting
protocol exploited in GWR alarmed ill-conditioned data matrices. Therefore, a Ridge regularization
protocol is proposed to be integrated within the GWR framework as a remedy to the multicollinearity. The
proposed model, a Calibrated Geographically Weighted Ridge Regression (CGWRR), has the following
closed-form expression for parameters estimation shown in (Eq. 31). The calibrated components in this
proposed model are the hyperparameters, i.e., the bandwidth in the GWR module, and the Ridge
regularization hyperparameter lambda. The model is implemented and calibrated in a modular structure as
described in Algorithm 3. The hyperparameters are tuned to guarantee the parsimony of the model, using
AICc-optimum bandwidth, and to prevent overfitting, using cross-validation for tuning the Ridge lambda.
𝛽𝛽̂𝑖𝑖−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = (𝑋𝑋′𝑊𝑊𝑖𝑖 𝑋𝑋 + λ𝐼𝐼𝑛𝑛 )−1 𝑋𝑋′𝑊𝑊𝑖𝑖 𝑌𝑌

(Eq. 31)
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Algorithm 3: Calibrating and Estimating GWRR Model with Optimal Bandwidth
Input:

OD pairs: N
Bandwidth Range: B
// minimum bandwidth = 86
OD pairs dimensionality vector: [𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖 , 𝑥𝑥′𝑖𝑖 , 𝑦𝑦′𝑖𝑖 ]𝑁𝑁𝑁𝑁1
Kernel Function: Bi-square
Ridge Regression penalty: lambda
// hyperparameter between 0 and 1
L: Loss function of generalized linear model
// mean square error (MSE)
K-fold CV: number of folds for cross-validation process
//used in the coordinate
// descent optimization algorithm

foreach bandwidth in B do
foreach OD pair in N do
foreach X-fold do
Cross-validated grid-search (values of lambda)
𝛽𝛽 ← coordinate descent
Get L

// using iterative loss function descent updates

// loss function

end

Get min 𝐿𝐿

end

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

Fit 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝐽𝐽
Get 𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐

// from grid Search

// using optimal lambda

end
Get

min

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝐽𝐽

𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐

// from golden Search

Fit Calibrated 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝐽𝐽

6.8.1

// using optimal bandwidth J

CGWRR Implementation and Results
The source code for the proposed CGWRR implementation is available in the GitHub repository

[180]. The CGWRR achieved an improved fit as shown in Figure 52, and remarkably outperformed all
previously explored models in terms of goodness-of-fit with an R-squared of 0.96, and RSS, LL, AIC and
BIC criteria, as shown in Table 23. In addition to its novelty in accounting for spatial heterogeneity, the
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CGWRR also eliminated the residuals spatial autocorrelation as evident from the Global Moran’s I test,
shown in Table 24.

8
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ŷ (CGWRR)
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6021
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7311
7741
8171
8601
9031
9461
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10321
10751
11181
11611
12041
12471
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Figure 52: CGWRR Diagnostics - Actual (Y) and Predicted Values (ŷ)
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Table 23: CGWRR Diagnostics
Model type: CGWRR
Number of observations:

12896

Spatial kernel: Adaptive Bi-square

Number of covariates: 86

Bandwidth used: 455

R2: 0.968

Adj. R2: 0.956

Residual sum of squares:

321.952

BIC: -10466.106

Log-Likelihood: 5496.226
AIC: -4115.752

Table 24: CGWRR Diagnostics - Global Moran's I Summary

6.9

Moran's Index

-0.000259

Expected Index

-0.000079

z-score

-0.327883

Variance

0.000000

p-value

0.743000

Comparing Models’ Performance and Interpretations
In assessing spatial models, the R2 cannot be the only goodness-of-fit metric to rely on, due the

inherent residuals spatial autocorrelation. Therefore, in this comparative analysis of the models’
performance, evaluation criteria based on likelihood estimation is necessary, namely, log likelihood (LL),
the Akaike info criterion (AIC) and Bayesian Information Criteria (BIC), beside the residual sum of squares
(RSS). The diagnostic results are shown in Table 25. They all assert the superiority of the CGWRR to the
other models in terms of highest R2 and LL, and lowest AIC, BIC and RSS. DDB CSLXR ranks second in
terms of performance and remains as a valid candidate for interpretation purposes, especially with the
asserted significance of the lagged variables as will be discussed in the interpretations of the models.

125

Table 25: Models Summarized Performance Metrics

Model

R2

AIC

BIC

LL

RSS

MLR

0.670

1.930e+04

1.994e+04

-9564.9

3328.199

MLE-SEM

0.667

1.90e+04

1.962e+04

-9403.32

9607.79

DDB CSLXR 0.708 1.79e+04

1.918e+04

-8777.080

2945.415

CGWRR

-1.047e+04

5496.226

321.952

0.968

-4.12e+04

Regression models are interpreted in a straightforward fashion using their underlying significance
test of hypothesis, as long as there is confidence in the model diagnostics and performance. Although the
MLE-SEM shows significance for the coefficient of the spatially correlated errors lambda, the model was
overall outperformed by the DDB CSLXR and the CGWRR, as shown in Table 25. Therefore, the two
models, i.e., the DDB CSLXR and the CGWRR, are used for interpretations and the discussion in the next
section. The parameter estimates for the DDB CSLXR and the CGWRR are shown in Appendix E and
Appendix F, respectively. For the DDB CSLXR, the significance of the estimated parameters for the lagged
X variables at the origin as well as the destination supports the validity of our assumption on the spillover
effects of the explanatory variables.
However, this assumption does not hold for the entire set of variables. For example, the population
density shows negative relationship with the AAWD OD flow at the origin and destination levels, but not
at the lagged levels, i.e., the population density of the neighboring tracts has no significant impact on the
AAWD OD flow. The same pattern is observed in the percentage of the households with children, the
impact of the neighboring tracts is insignificant. The infliction of the coefficient signs between the variables
and their respective lagged variables as can be seen in population density, percentage of households with
children and percentage of households with zero car ownership, for example, establishes clear evidence on
the spatial heterogeneity. SLX model can partially describe the heterogeneity, but to a limited extent as can
be understood from the model goodness-of-fit diagnostics. Therefore, the CGWRR should fill in this gap
in interpreting the ride-sourcing DDM framework.
The GWR framework, and consequently our CGWRR construct, is a modeling framework that is
fitted and estimated in an element-based local fashion, as explained earlier. For each OD pair, a local
computational model is fitted on the optimized KNN captured instances of OD pairs, in this case 455 OD
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pairs, and thus has its own set of variables’ coefficients and the respective inference diagnostics, i.e.,
standard errors estimate. It is, therefore, among the key limitations of the model to draw inferences in a
straightforward fashion comparable to conventional regression-based frameworks. To overcome this
limitation, two inferential protocols were adopted: (1) a Monte Carlo simulation-based protocol to infer the
significance of the surfaces of the parameters’ estimates, and (2) t-statistics protocol to evaluate the
significance percentile of parameters’ estimates respective p-value.
In the first inferential protocol, based on Monte Carlo (MC) simulation, the OD pairs are shuffled
randomly in the space “while holding the model specification constant” [177], i.e., the Kernel-function, the
order of the variables and the weighting scheme. In every shuffling iteration, the model is recalibrated and
estimated using the workflow explained in Algorithm 3. For each parameter’s surface, if the variability
from the MC process exceeds the surface’s original variability, this indicates the significance of the spatial
variation. The MC iterative process “is used to construct pseudo p-values for hypothesis testing” [177]
interpreted at 95% confidence level. However, this process is computationally expensive and in our case
with approximately 13,000 OD pairs it can be prohibitive to conduct an experiment with large number of
iterations. There were three experiments with number of iterations 25, 50 and 100. They all indicated the
significance of the parameters’ surfaces spatial variation, except for the trip impedance variable of the
median trip price, with p-values of 0.36, 0.34, and 0.37, in consistence with the inference made from the
DDB CSLXR.
The second inferential protocol is predicated on t-statistics to evaluate the significance percentile
of parameters’ estimates respective p-value. Although the p-values for parameters’ estimates are not
directly provided within the Python framework used to implement our workflow, i.e., mgwr Python package
[177], but can be calculated from the t-score as explained in the R-implementation of GWR [181] and
computed as shown in (Eq. 32) and (Eq. 33). Then, after evaluating the coefficients’ significance locally,
the percentile of significance is obtained globally across all the OD pairs for confidence intervals of 90%,
95% and 99%, as shown in the CGWRR results in Appendix G, along with the coefficients primary statistics
for the variables at the origin, destination, and travel impedance characteristics.
𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

local Coefficient
local Standard Error

𝑝𝑝 − value ~ 𝑡𝑡 − distribution (𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ), 𝐷𝐷𝐷𝐷)
where:

(Eq. 32)

(Eq. 33)
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•
•

𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ) is the absolute t-score of the coefficient at the respective local model
𝐷𝐷𝐷𝐷: local model degree of freedom

To complete the interpretation of both models, directly interpretive CSLXR parametrization is
necessary as well as a developed CGWRR parametric visualization technique that plots the variables
dynamics with respect to the outcome variable magnitude. The parametric visualization helps understand
the heterogenous effects of the variables addressed in the CGWRR. The parametric visualization will be
used for a select set of variables at the origin locations only for privity and to provide more insight on
interpreting the results. The parametric visualization plots for the destination locations are provided in
Appendix F.
Overall, the estimated parameters are consistent with the hypothesis. The travel impedance
variables, i.e., trip distance and duration, have significant negative effect on the AAWD OD flow. However,
the median trip price is found to be insignificant, globally, i.e., using the SLXR, and locally from the
CGWRR. This could be attributed to the fare approximation to the nearest $2.5 as part of the data
desensitization. Also, the intercept is significant only for 33% of the CGWRR instances, which is a good
indicator on the selection of the hypothesized variables. The CGWRR parametric visualization shown in
Figure 53 shows the OD pairs with lesser magnitude of flow are more sensitive to travel impedance features.
Those OD pairs are the ones longer in distance, as proved in Chapter 5.
For sociodemographic variables, the hypotheses on household count’s positive effect and the
household with children percentage’s negative effect on the ride-sourcing OD-demand hold true. The
percentage of the Asian and Black population shows positive and negative effects on the AAWD OD flow,
respectively, while the White population turns to be globally insignificant. The younger and older
population positive and negative effects, respectively, remain to be globally significant in the AAWD OD
flow. The population density shows clear significant and negative impact on the OD demand. In big metro
cities like Chicago, population density is spatially correlated with better transit supply on one hand, and
overall an enhanced multimodality, both negatively affect the ride-sourcing OD-demand as will be seen
later. The parametric visualization shown in Figure 54 shows a more pronounced pattern for the OD pairs
at the CGWRR local level with higher magnitude of OD flow.
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Figure 53: Visualizing Heterogenous Effects of Trip Impedance Variables

Figure 54: Visualizing Heterogenous Effects of Sociodemographic Variables at Origin

The economic variables as well show positive global effect of affluent population, with higher per
capita income, and global negative effect of low-income households’ percentage on the AAWD OD flow.
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Zero car ownership either in terms of counts or percentage have significant global positive effect.
Employment density and working adults count both signals the positive and significant impact of commute
trips on the AAWD OD flow. The same observation is made here on the pronounced pattern for the OD
pairs with higher magnitude of flow, especially for zero car ownership and employment density, as they
both globally show remarkable positive impact on the ride-sourcing AAWD OD flow.

Figure 55: Visualizing Heterogenous Effects of Economic Variables at Origin

For parking and transit supply, higher parking rates positively affect AAWD OD flow, and transit
supply quality negatively affect it, especially for higher OD flow, as seen in Figure 56. However, the
percentage of people who commute using transit has a positive effect on the flow. This is an interesting
pattern, as it shows despite that overall negative effect of the quality of transit supply on the ride-sourcing
AAWD OD flow, yet there is a margin of transit commuters making a modal shift to ride-sourcing to
possibly fill in transit spatial or temporal gaps. This is not the case for carpoolers which shows a slightly
significant positivity at the destination level, suggesting that the shift is happening from carpooling to ridesourcing at the destination level compensates for unmatched rides. But in the same context, the number of
available parking spots per census tracts is found to be globally significant with positive effect on the
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demand. This is inconsistent with previous works that found the variable negatively affecting the pick-ups
and drop-offs count [94]. But looking into the bivariate analysis, along with the parametrization globally
and locally, the relationship is confirmed to be positive, but, one should notice that the variable itself is an
indicator for the overall level of vibrancy in the tract, and employment density.

Figure 56: Visualizing Heterogenous Effects of Parking Supply, Transit Availability, Accessibility, and Commute
Variables at Origin

For the built environment variables, the land use entropy shows a slight, yet significant positive
impact on the OD-demand, globally, but more pronounced locally as shown in Figure 57. This suggests
that a more vibrant urban fabric at the OD-level would generate more AAWD OD flow and would explain
the suppressed effect of the number of parking spots highlighted earlier. The walkability index slightly
significant negative impact on the OD-demand. This is expected given the previous results on the negative
impact of the quality of transit supply on the ride-sourcing OD-demand. The quality of multimodality
generally has negative impact of the system OD-demand. But the restaurants count is showing unexpected
negative impacts, globally but only at the destination side. Introspecting the variable using the parametric
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visualization plots in Figure 57 and in Appendix F - Figure 80 shows that it is highly heterogenous. Thus,
it would be better explored in nonlinear context as will be shown in the next chapter. Crime density
variables show global positive effect on the AAWD OD flow, suggesting that the ride-sourcing door-todoor services provide a safe mode to move between zones with higher crime rates. However, they are highly
heterogenous too, as shown Figure 57.

Figure 57: Visualizing Heterogenous Effects of Built-environment, and Crime Rates Variables at Origin

In addition to the weak and insignificant variables that will be excluded from the next predictive
analytics layer, there are four variables showing odd results to what was expected. First, the percentage of
the working adults, although it shows a positive correlation with the AAWD OD flow as shown in the
bivariate analysis (see Appendix B – 10.2.2 Analyzing Annual Average Weekday OD flow Economic
Features), yet, it has a negative coefficients. The same pattern is observed in the count of households with
connected devices, the count and percentage of housholds with internet subscription, and the count of
restaurants in census tracts. This case was extensively discussed in [182] and structurally described as a
“suppressor effect”.
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In this observed pattern, the original relationship between the outcome and the indepenent variables
is suppressed due to one of two reasons. First, the relationship is weak, as in the case for percentage of
working adults and the percentage of housholds with internet subscription. Second, two or more predecessor
variables are suppresing the effect of the sign-inflected variable. Thinking of the variabls on the count of
housholds with internet subscription and connected devices, there are several predecessor variables that can
intuitively contain the same information, e.g., per capita income, or even more strongly, the population and
the household counts. Therefore, in the next chapter on predictive analytics, the population is controlled to
further study those four variables while eliminating any potential suppressing effect.
Finally, based on these interpretations of results, the following recommendations are made: (1)
exclude the following insignificant variables: middle-income households’ percentages, connected activities
by transit per acre, and the median trip price, (2) control for the population and household counts in census
tracts, (3) further interpretations needed regarding the restaurants count and the percentage of working
adults.
6.10 Remarks and Discussion of Results
The key remarks and the implications of this chapter’s findings are discussed in this section. This
will help better link this dissertation work to state-of-the-art as well as state-of-the-practice in ride-sourcing
system modeling and integration. However, in discussing the results and highlighting the key findings,
researchers and practitioners building on this work should take into account the truncation of the OD
instances with AAWD flow less than two trips per day. This bias in the sample was explained in Section
6.2.1 of this chapter in terms of the thin-tailed distribution of the AAWD OD flow data as shown in Table
15, with more than 75% of the instances having less than 1 trips per day. The need to transform the data
using natural logarithm transformation also limited the analysis to focus on OD instances with AAWD OD
flow of two or more trips per day. Therefore, the modeling performance and results should be understood
in conjunction to this truncation of the OD data.
•

The ride-sourcing transportation system demand is highly heterogenous, as evident by the proposed
CGWRR model construct that outperformed other spatial econometric models.

•

Overall, the system can be well-described by three key categories:
o

sociodemographic variables such as household with children percentage, population
density as well as ethnic composition and age-specific groups,
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•

o

economic variables such as household’s income-specific groups, zero car ownership,

o

quality of transit supply and propensity to commute using transit or carpooling

working adult counts and employment density, and

The system shows clear inadequacy for housholds with children. This is expected considering the
onboard needs for children, e.g., carseat.

•

Although some TNCs offer the option to dial a ride with a carseat, but at a surcharge of $10 ontop
of the original trip cost. For better system integration within multimodal transportation frameworks,
regulating policies should be revisited in this regards.

•

This also highlights another key variable on wheelchair accessibility, that was not explored in this
framework, but shoud be further explored in equity and accessibility analysis context.

•

The system is more adopted within and between tracts with higher disposable income, more dense
in employment and working adults.

•

The White and Asian population show more propensity toward using ride-sourcing, potentially for
commute to work purposes.

•

These two remarks on the economic and racial composition of system users have some implications
for policy-makers to account for:
o
o

•

The equity and accessibility of the system should be deliberately scrutinized.
The externalities of the system, e.g., congestion, emission and noise, should be regulated,
especially among the tracts with less demand.

This highlights the significnace of studying the system at OD-level, so that innovative OD flow
models can be used as simulators, along with routing engines to better quantifiy such equity and
externalities implications of the system.

•

The results shows robustness of transit toward ride-sourcing, i.e., tracts with better transit supply
show less OD demand for the system.

•

Buses show more robustness to ride-sourcing than trains. This is explained in terms of the less
flexibility in trains’ schedule, frequency, and directionality than buses.

•

But also, tracts with higher propensity to commute with transit show more demand for the system.

•

These remarks on transit interdependencies with ride-sourcing highlight the role ride-sourcing play
in filling transit spatial and/or temporal gaps.

•

Coordinating transit schedules and TNCs’ fleet allocation can be explored in simulation testbeds to
develop better multimodal regulations and policies.
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•

Parking rates are decisive also in deriving the ride-sourcing demand, especially in shorter trips
between highly demanding tracts.

•

Considering the type of OD flow explored in this dissertation, i.e., AAWD, points of interest
variables like restaurants count seem to be globally insignificant.

•

But locally, the restaurant counts have significant positive impact on the demand in some specific
tracts, especially those with trivial number of restaurants, as will be demonstrated in the next
chapter.

•

Accordingly, curbside management policies should be enforced to regulate the pick-up and dropoff processes to alleviate any potential disruptions in those expectedly traffic calm zones.

•

Ride-sourcing is also seen as an opportunity to enhance the economic prosperity of those zones
making them more accessible, and thus support policies can be thought of to capitalize such
opportunity.

•

The significant postive impact of crime densities on the ride-sourcing demand signals another
mobility and disconnectivity issue for tracts with higher crime rates.

•

Despite the relief that ride-sourcing seem to provide to tracts with higher crime rates, but maybe
enhanced law enforcement patrols at transit stops could better enhance the multimodality of those
tracts.

6.11 Summary
In this chapter, the variables hypothesized to be determinants in the context of ride-sourcing
AAWD OD flow were explored and tested within a regression-based DDM framework. In this framework,
the spatial dependence, also known as spatial autocorrelation, was evident in the MLR model residuals.
Another spatial effect, namely, spatial heterogeneity, was observed in the bivariate analysis. Along with the
spatial effects in the system, an inherent near-multicollinearity was also observed due to the nature of the
OD explanatory variables. The near-multicollinearity issue caused the coefficient matrices estimated by
OLS to be ill-conditioned when empirically attempting to fit the model in the design of experiments phase.
A conventional Maximum Likelihood Estimated Spatial Error Model (MLE-SEM) did not yield better
results than the MLR. Therefore, two innovative spatial models were developed and implemented:
Calibrated Spatially Lagged X Ridge Model (CSLXR), and the Calibrated Geographically Weighted
Regularized (Ridge) Regression (CGWRR). Both models outperformed the MLR and the SEM, and the
CGWRR exhibited outstanding goodness-of-fit, as can be seen in the models’ summarized performance
metrics, and fully eradicated the spatial autocorrelation in the residuals.
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This chapter is primarily concerned with Research Objective Five of identifying the system’s
AAWD OD flow determinants, and Research Objective Six too, as it carries the determinants as input for
the predictive analytics models in a continuing thread. Moreover, these determinants are the main inputs
for several planning, programming, and decision- and policymaking domains to perform further analysis
on: equity, accessibility, and environmental justice (EJ) of the system. The contribution of this chapter can
be first understood empirically in quantitatively identifying the system determinants in pertinence to OD
flow. Second, a pivotal methodological contribution is made too by developing a direct demand spatial
econometric modeling framework for the system’s AAWD OD flow to provide insights on the underlying
trip generation, perceived utility and choice, and trip distribution. The methodological contribution is not
limited to the mere estimation of those models, but by introducing and utilizing innovative constructs, i.e.,
Ridge and Maximum Likelihood techniques, to spatial econometric and heterogeneous models, i.e., spatial
lag x-variables and spatial autoregressive error models, and geographically weighted regression model. At
the end of this chapter, comprehensive interpretation and discussion of the model results were provided to
preserve the models’ transferability, and to communicate the implications of this research to researchers,
practitioners, and policy-makers.
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CHAPTER 7 PREDICTIVE ANALYTICS- A MACHINE LEARNING FRAMEWORK
7.1

Introduction and Rationale
The descriptive, explorative, and diagnostic analytics layers of this dissertation revealed and

asserted two key characteristics of the ride-sourcing system: (1) spatial dependence, (2) spatial
heterogeneity. The two characteristics require special handling within conventional econometric methods
as they violate two of the restrictive distributional assumptions on independence and stationarity, i.e.,
homogeneity. Therefore, structural reforms such as lagging X variables as in the CSLXR, and local
modeling as in the CGWRR, were introduced to deal with each problem individually. However, all these
reforms were pursued in linear framework, assuming the linear behavior of the system, since the key
objective was to identify the system’s determinants, i.e., interpretability.
Real-world systems, especially emerging ones, are more believed to behave nonlinearly. Failing to
account for such nonlinearity in system modeling may result in limited prediction accuracy and
generalizability. One way to explore and assert this hypothesis is to compare the performance of linear
versus nonlinear models. Although in the CGWRR, nonlinearity is introduced by means of preprocessing.
The Kernel Function (Bi-square) was mapped into the feature space X, i.e., ∅: 𝑋𝑋 → 𝐹𝐹, yet the model itself
was fit by means of a linear closed form as we showed in the previous chapter. This nonlinearity introduced

by preprocessing, along with the other structural reforms integrated within the CGWRR yielded excellent
results in terms of the model goodness-of-fit and remedying spatial autocorrelation of residuals. This

motivates further exploring the system within a full nonlinear modeling ecosystem.
Artificial intelligence (AI) and its underlying families of machine learning (ML) models make good
candidates to explore such behavior in systems with spatial effects [183]. The recent advancements in
computational resources, mathematical pattern analysis and recognition, and data availability promise for
more deployment of such models in areas of transportation planning and operations. ML models lend
themselves as cutting-edge tools in today’s world predictive analytics, especially with their relative
insensitivity to restrictive assumptions on normality, independence, or homogeneity. Thus, the accumulated
knowledge on the ride-sourcing system from the research tiers of descriptive and explorative analytics,
through the explorative analytics, will then be boosted within this predictive analytics tier powered by ML
modeling and interpretation.
The ML-based modeling framework proposed in this chapter helps achieve Research Objective
Seven on developing a City-Wide OD Flow Predictive Analytics Framework. A predictive analytics
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framework was developed and deployed in nonlinear contexts using state-of-the-art machine learning
models: (1) Neural Networks’ Multilayer Perceptron regression, (2) Support Vector Regression, and (3)
Tree-based ensemble learning methods. The proposed algorithms were found to be excellent in their
learning performance, i.e., accuracy, on the expense of interpretability. Although interpretability was
extensively addressed in the diagnostic analytics research tier, a ML-interpretable framework was also
sought in this chapter. Finally, the performance of the ML algorithms was compared with the innovative
Geographically Weighted Ridge Regression model construct.
The motivation for this chapter on predictive analytics can be understood in conjunction with the
previous chapter of the diagnostic analytics. AAWD OD flow determinants were examined to provide
inputs to predictive models for that dimension of the ride-sourcing demand. As explained previously, in
regional travel demand models (TDM), OD-matrices typically carry average weekday volumes, which then
provide key inputs for simulation-based planning, operations, and policymaking testbeds. It is therefore a
pivotal exercise to explore and identify their determinants. But TDMs play key role as well in long range
transportation planning (LRTP) efforts in regional agencies to forecast the multimodal travel demand with
respect to economic scenarios. Therefore, these proposed ML-based prediction models were implemented
and evaluated, and they predicated on robustly identified determinants to provide regional agencies with a
fully equipped toolbox to integrate the newly emerging ride-sourcing system within their ongoing policy
making and planning, as well as their LRTP efforts.
7.2

Machine Learning Three-stage Pipeline
In machine learning modeling frameworks, documenting the data pipeline in an end-to-end fashion

is crucial for transferability and reproducibility. Thus, in this section, the focus is on the adopted ML
pipeline that comprises data preprocessing, models training and testing, and interpretability. The last stage
on interpretability is relatively uncommon track in ML, and it is addressed in this chapter to complement
the previous chapter’s work on diagnostic analytics.
7.2.1

Data Preprocessing
The AAWD OD flow dataset used in the regression analysis framework in the previous chapter

that comprised 12,896 pairs will also be used in this chapter for comparability purposes. The natural
Logarithmic transformation of the dependent variable, i.e., the AAWD OD flow, still applies during the
training and testing processes. However, the models’ performance metrics, e.g., root mean squared error
(RMSE), and mean average error (MAE), were retransformed to their normal values by raising the Euler’s
number to the power of the Log value for interpretability.
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In this proposed ML-based modeling framework, the following pipeline, shown in Figure 58, was
adopted. The feature engineering stage was extensively implemented within the determinants’ identification
framework in the previous chapter using linear and nonlinear (Kernel-mapped) processes. The key
recommendation made was to exclude the median trip price from the trip impedance characteristics features
domain, and the control for the population and household counts in census tracts, as well as discarding the
percentage of the middle-income households. Also, the impact of the connected activities by transit per acre
variable was found to be insignificant. Thus, only 76 features were utilized to train and test the proposed
ML models in this framework. They are broken down as follows: 2 trip impedance variables, 37 origin’s
variables and 37 destination’s variables.

Figure 58: ML Pipeline Stage One - Data Preprocessing

The following stage in the proposed pipeline is splitting the data for training and testing purposes,
i.e., modes developing and validation. The 80/20 rule widely adopted in ML literature and applications was
used to split the dataset into a training set, and a testing set, at the size of 80% and 20% sampled without
replacement from the original data, respectively. A crucial and concomitant step is the stratification of the
data. The stratification of the data with respect to the distribution of the outcome variable, i.e., the natural
logarithm of the AAWD OD flow, guarantees the sanity of the training process of the model. The data are
segmented into bins, as shown in Figure 59, and the 80/20 sampling rule was then applied to these bins to
preserve the distribution of the data in the training and the testing processes.
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Figure 59: Stratification of the Data with Respect to the Dependent Variable

The last stage in ML data preprocessing is the feature scaling. Except for tree-based algorithms,
feature scaling is almost necessary for all other ML algorithms, especially distance-based algorithms, e.g.,
support vector machines (SVM), and gradient descent-based algorithms, e.g., multilayer perceptron and
neural networks. A min-max normalization is adopted for feature scaling of the training data, and the testing
data, individually. This should be emphasized as the training and the testing data should be completely
discernable from each other, so that the models would be tested against data that were never seen before by
the models.
7.2.2

Models Training and Testing
In training ML models, there are two key objectives to achieve: (1) a well-trained model, and (2) a

generalizable model. In the first objective, the concern is on making the sound assumptions about the
interrelations between the outcome variable and the features, and the identification of the models’
hyperparameters. For the second objective, it is more about desensitizing the trained model to features
fluctuation. In ML training literature, this is well-known as the bias-variance problem. Highly biased
models will underperform or underfit as a symptom of the models’ failing to fully capture the dependentindependent variables interrelationships. As for the variance, it is the case when the models overfit and they
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make poor predictions on the testing data. As shown in Figure 60, an optimal model complexity should be
established to gain the best performance in terms of fitting and generalization [184]. In ML, model
complexity is inferred from of the number of features and the mapping function, whether linear, nonlinear,
a Kernel-based, or other polynomial functional forms. Therefore, deliberately selecting the features in the
data preprocessing can adjust the complexity and consequently optimize the performance for the biasvariance.

Figure 60: Bias-Variance Trade-off
Note: Reprinted from “A high-bias, low-variance introduction to Machine Learning for physicists” by P. Mehta et
al., 2019, Physics Reports, 810, p. 1-124. Copyright © 2019 The Author(s). Published by Elsevier B.V. CC BY 4.0

In a broader sense, two more factors affect the model complexity, directly as in the model’s
hyperparameters, or indirectly as the number of the available training and testing examples do.
Hyperparameters refer to those tunable parameters that dictate the learning processes in ML, e.g., learning
rate in gradient descent-based algorithms. And thus, hyperparameters tuning is one way to solve the biasvariance problem. As for the number of the instances available to train and test the model, it is indirectly
adjusting the model complexity with respect to the number of features. In ML state-of-the-practice, there is
the ten times rule, which states that the number of training examples should be at least ten times the number
of selected features. In another ML domain, particularly classification, it is advisable to have the number
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of selected features to be at least the square root of the number of available training instances if there is a
priori knowledge of the features showing near multicollinearity.
Therefore, in the adopted pipeline stage-2 shown in Figure 61, the focus is on the hyperparameters
tuning, and the subsequent protocols to mitigate the variance and evaluate the performance against
overfitting. Grid-search along with K-fold cross validations (CV) techniques were used to tune the
hyperparameters with respect to the cross validated folds’ coefficient of determination. The K-fold CV
protocol guarantees the model’s insensitivity to features fluctuation during the training process, and thus
minimize the risk of overfitting. However, it is pivotal to provide the grid-search with the near optimal
range of the parameters. This can be done either experimentally, or on a domain knowledge basis. In some
ML algorithms, an exhaustive grid-search can be computationally prohibitive, and thus, a randomized
search can be adopted instead. Lastly, to evaluate the models’ generalization performance, RMSE and MAE
metrics will be used against the testing instances.

Figure 61: ML Pipeline Stage Two - Models Training and Testing

7.2.3

Machine Learning Interpretability
ML realm has been plagued for decades by ambiguity and lack of interpretation. The Blackbox

metaphor was not uncommon term among the criticism ML algorithms received since their early
conception. However, the advancement in understanding the mathematical concepts behind those
algorithms, and their proliferation to business and agency-level decision-making domains facilitate further
interpretability and transparency of their performance. In the pipeline’s stage three, two approaches for ML
interpretations were proposed before deployment: (1) features importance, e.g., impurity-based feature
importance in tree-based models, and (2) partial dependency plots (PDP), as shown in Figure 62. Impurity-
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based feature importance is computed on a zero-to-one scale as how much that feature would reduce the
total trees’ split criterion, i.e., mean squared error (MSE). As for the PDPs, referred to as “Peeking Inside
the Black Box” [185], they measure and visualize the “marginal effect of one or two features” [186] on the
ML model outcome variable [187], as shown in (Eq. 34).

Figure 62: ML Pipeline Stage Two - Models Training and Testing

f�𝑆𝑆 (𝑥𝑥𝑆𝑆 ) = 𝐸𝐸𝑋𝑋𝐶𝐶 �𝑓𝑓̂(𝑥𝑥𝑆𝑆 , 𝑋𝑋𝐶𝐶 )� = � f̂(𝑥𝑥𝑆𝑆 , 𝑋𝑋𝐶𝐶 ) 𝑑𝑑𝑑𝑑(𝑋𝑋𝐶𝐶 )

[186]

(Eq. 34)

where:
•

𝑓𝑓̂ : is the ML model outcome, treated as a
random variable

•
•

7.3

𝑥𝑥𝑆𝑆 : the feature(s) analyzed by PDP

𝑋𝑋𝐶𝐶 : the other features space

Multilayer Perceptron (MLP) Regression
The Artificial Neural Networks (ANN)-based model proposed for the regression application is the

multi-layer perceptron (MLP) regression. MLP follows a basic ANN architecture that comprises three
layers, including the input layer carrying the features, the hidden neuron layer, and the output layer
conveying the predictions. The nonlinearization component is introduced at the output layer using the
rectified linear unit function (RELU) known for its fast learning and better performance merits. In the
implementation of the MLP regression, the stochastic gradient descent optimizer (ADAM) is used instead
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of the back-propagation gradient descent used in conventional ANN architectures for parameters
estimation. This leaves two hyperparameters to be determined, namely, the number of neurons in the hidden
layer, and the learning rate for the gradient descent. A grid-search is performed to obtain the optimal
hyperparameters using the K-fold CV technique explained earlier. A hidden layer comprising 40 neurons
and a learning rate of 0.001 is found to be optimal. The MLP regression model makes predictions as shown
in (Eq. 35).

𝐿𝐿𝐿𝐿𝐿𝐿 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑂𝑂𝑂𝑂 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = 𝑓𝑓(𝑋𝑋) = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(〈𝑎𝑎, 𝑋𝑋〉)

(Eq. 35)

𝑋𝑋 = �𝐿𝐿𝑖𝑖𝑖𝑖 , 𝑋𝑋𝑖𝑖 , 𝑋𝑋𝑗𝑗 �
where:
•
•
•

7.4

𝐿𝐿𝑖𝑖𝑖𝑖 : travel impedance vector,
𝑋𝑋𝑖𝑖 : origin features

𝑋𝑋𝑗𝑗 : destination features
Support Vector Machines Regression (SVR)
Support vector machines (SVM) is a supervised ML algorithm, well known and widely adopted for

classification applications, and they are adapted to functions estimation, i.e., regression. Unlike other
classifiers’ objective function of minimizing misclassification errors, the objective of SVM’s optimizer is
to maximize the classification margin between the discernable pattern of the training instances to identify
the best separating hyperplane. This objective function makes the SVM less prone to outliers’ impact on
performance. In adapting to regression applications, this separating hyperplane is replaced by a kind of
hyper-tube that is optimally set to contain as much as possible of the training instances, with predefined
margin allowance of error, referred to henceforth as epsilon 𝜀𝜀.

SVM, and SVR were developed within “the framework of the statistical learning theory, or VC

theory” [188]. In 𝜀𝜀-SVR [189], for a given training dataset comprising m training examples, i.e., {(𝑋𝑋1 , 𝑦𝑦1 ),

. . . , (𝑋𝑋𝑚𝑚 , 𝑦𝑦𝑚𝑚 )} , where 𝑋𝑋 is the feature space, a function 𝑓𝑓(𝑋𝑋) is estimated (see (Eq. 36)) so as to minimize

the deviation from the predefined hard margin 𝜀𝜀, as well as the complexity of the function, as shown in the
optimization problem in (Eq.

37). To guarantee convexity, this optimization problem is solved in
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Lagrangian fashion by introducing Lagrangian multipliers as shown in [188]. The functional formulation
in the SVR algorithm’s optimization protocol is referred to as “𝜀𝜀 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓” [188]. To
explain, for a given training instance, it would not be penalized, i.e., insensitive, if its predicted value 𝑦𝑦�𝑖𝑖
falls within the hard margin, i.e., 𝑓𝑓(𝑋𝑋) ± 𝜀𝜀.

𝐿𝐿𝐿𝐿𝐿𝐿 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑂𝑂𝑂𝑂 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = 𝑓𝑓(𝑋𝑋) = 〈𝑤𝑤, 𝑋𝑋〉 + 𝑏𝑏

(Eq. 36)

where 〈𝑤𝑤, 𝑋𝑋〉 is the dot product, and b is a constant ∈ R
𝑚𝑚

1
∗
𝑚𝑚𝑚𝑚𝑚𝑚 ‖𝑤𝑤‖2 + 𝐶𝐶 � ξ𝑖𝑖 + ξ𝑖𝑖
2
𝑖𝑖=1

[188]

(Eq. 37)

∗

𝑦𝑦𝑖𝑖 − 〈𝑤𝑤, 𝑋𝑋𝑖𝑖 〉 − 𝑏𝑏 ≤ ξ𝑖𝑖 + ξ𝑖𝑖

∗

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡 �〈𝑤𝑤, 𝑋𝑋𝑖𝑖 〉 + 𝑏𝑏 − 𝑦𝑦𝑖𝑖 ≤ ξ𝑖𝑖 + ξ𝑖𝑖
∗

ξ𝑖𝑖 , ξ∗𝑖𝑖 ≥ 0

where ξ𝑖𝑖 and ξ𝑖𝑖 are the slack variables that correspond to the instances where 𝑦𝑦�𝑖𝑖 > 𝑓𝑓(𝑋𝑋) + 𝜀𝜀, and 𝑦𝑦�𝑖𝑖 <
𝑓𝑓(𝑋𝑋) + 𝜀𝜀, respectively.

and C is the hyperparameter penalizing the deviation from the hard margin 𝜀𝜀.

and 〈𝑤𝑤, 𝑋𝑋〉 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑡𝑡ℎ𝑒𝑒 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡ℎ𝑒𝑒 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
Thus far, there is one hyperparameter to be determined in training SVR. Another hyperparameter

is to determine the Kernel function used in the nonlinearization component of the SVR. As explained earlier,
the system is believed to behave nonlinearly. Thus, the Kernelization is necessary to obtain the highdimensional relationship between each pair of feature vectors, i.e., training instances, so that the SVR
algorithm can fit the hyper-tube optimally to contain as much as possible of instances. In practice, Kernel
(similarity) function used for the SVM algorithm should be conforming to Mercer’s theorem and allow for
obtaining similarity between two examples in multi-dimensional feature space. The Python Machine
Learning Library Scikit-learn used to train and test the SVR supports four types of Kernels: Linear,
Polynomial, Gaussian, and Sigmoid functions [131]. The Gaussian Kernel function, known also as radial
basis function (RBF), shown in (Eq. 38) is proved empirically to be the optimal Kernel for the regression
application.
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(Eq. 38)

𝟐𝟐

𝑲𝑲 (𝑿𝑿, 𝑿𝑿′) = 𝒆𝒆−𝜸𝜸 ‖𝑿𝑿−𝑿𝑿′‖

1

where: 𝛾𝛾 is the Kernel coefficient. In Scikit-learn, the default value for 𝛾𝛾 = 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ∗
is the variance between the feature vectors

𝜎𝜎2

, 𝜎𝜎 2

and ‖𝑋𝑋 − 𝑋𝑋′‖2 is the squared Euclidean distance between the two respective instances
7.5

Tree-based Ensemble Methods
The DT model is predicated on the Classification and Regression Tree (CART) algorithm [190],

and is considered a nonparametric model, because it is constructed and trained without predetermining the
number of parameters. To elaborate, in DT regression, the algorithm first selects the root feature that best
describes the outcome variable by minimizing the MSE, and then splits the training dataset into two child
nodes, each predicting a value. A greedy search is conducted again to select the best second feature that
would best describe the outcome variable in a recursive binary splitting manner until convergence. The
model converges when the MSE cannot be minimized any further, or a threshold on the depth is met. Thus,
the regression tree function in CART algorithm can be formulated in an additive fashion, as shown in (Eq.
39), and the cost function at each node split is, as shown in (Eq. 40).

𝐿𝐿𝑜𝑜𝑜𝑜 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑂𝑂𝑂𝑂 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = 𝑓𝑓(𝑋𝑋) = ∑𝑚𝑚
𝑖𝑖=1 𝐶𝐶𝑖𝑖 × 𝐼𝐼 (𝑋𝑋 ∈ 𝐷𝐷𝑖𝑖 ) [191]

(Eq. 39)

where:
•

𝐶𝐶𝑖𝑖 : is the constant score value at the respective terminal node

(leaf)
•
•

1 𝑖𝑖𝑖𝑖 𝑋𝑋 ∈ 𝐷𝐷𝑖𝑖
𝐼𝐼 = �
0 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝐷𝐷: disjoint regions of the feature vectors

𝐽𝐽(𝑥𝑥, 𝑡𝑡𝑥𝑥 ) =
where:
•
•

𝑚𝑚𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝑚𝑚

𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 +

𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡
𝑚𝑚

𝑀𝑀𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 [192]

𝑥𝑥 is a single feature, and 𝑡𝑡𝑥𝑥 is a threshold

𝑚𝑚𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 , 𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡 and 𝑚𝑚 are the respective instances

(Eq. 40)
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•
•

𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = ∑𝑖𝑖∈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑦𝑦�𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑦𝑦 (𝑖𝑖) )2
𝑦𝑦�𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑚𝑚

1

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

∑𝑖𝑖∈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑦𝑦 (𝑖𝑖)

DT regression is easy to understand, implement, and interpret, but is criticized due to two key
characteristics: (1) orthogonality, and (2) susceptibility to overfitting. To address orthogonality in DT, PCA
can be used in the pipeline upstream to provide better oriented and reduced features [192], or introduce
structural reforms to the model such as the oblique decision boundaries as proposed by [193]. As for
overfitting, several techniques were adopted within the context of ensemble learning to improve the
generalization of the tree-based ML algorithms. Particularly, bootstrap aggregating (bagging) as in random
forest, and boosting as in gradient boosting model, were developed to address this pitfall of tree-based
models. The two techniques are discussed and implemented in this section on ensemble learning.
7.5.1

Bagging: Random Forest Regression (RFR)
Random Forest Regression (RFR) is an ensemble model that comprises randomly constructed

decision trees and is used for classification as well as regression applications. The random component here
refers to the random routine of sampling from the training examples, i.e., bootstrapping, and the random
sub-setting of features during the recursive binary splitting. Thus, RFR addresses overfitting by means of
two measures: (1) limiting the tree depths, (2) bagging, i.e., averaging the predicted values from the
bootstrapped DTs. The RFR prediction function is shown in (Eq. 41).
𝐿𝐿𝐿𝐿𝐿𝐿 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑂𝑂𝑂𝑂 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = 𝑓𝑓(𝑋𝑋) =
where:
•

1
� 𝑇𝑇�𝑘𝑘
𝐾𝐾

(Eq. 41)

𝑘𝑘

𝐾𝐾: number of trees in the RFR

𝑇𝑇�𝑘𝑘 : respective tree predicted values given feature vector X
In RFR, there are two model hyperparameters to be tuned, namely, the number of estimators, i.e.,
number of trees in the forest, and the maximum depth of the tree, and another two hyperparameters related
to bootstrapping, the number of samples to draw to train each tree, and the number of features used in that
training epoch. Exhaustive grid-search in this setting is computationally prohibitive, and thus, a randomized
search is adopted instead.
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7.5.2

Boosting: Extreme Gradient Boosting (XGBoost) Regression
XGBoost is a state of the art ML model introduced in 2016 by [194], predicated on the gradient

boosting principle. The idea of gradient boosting in tree-based ML regression is basically to start with an
initiated node to make a prediction, and then successively construct decision trees to gradually correct the
error in predictions, i.e., boosting, at a predetermined learning rate. This gradient-like optimization stops
once a condition on the number of trees is met or adding more trees does not yield reduced prediction errors.
In XGBoost, the same workflow is applied within a regularization context as shown in the optimization
objective function in (Eq. 42).
.
𝑚𝑚

𝐾𝐾

𝑖𝑖=1

𝑘𝑘=1

𝑜𝑜𝑜𝑜𝑜𝑜 = � 𝑙𝑙(𝑦𝑦𝑖𝑖 , 𝑦𝑦�𝑖𝑖 ) + � Ω(𝑓𝑓𝑘𝑘 )
where:
•
•
•

(Eq. 42)

𝑙𝑙(𝑦𝑦𝑖𝑖 , 𝑦𝑦�𝑖𝑖 ): loss function, MSE
Ω: regularization term
𝑓𝑓𝑘𝑘 : respective tree

The state-of-the-art in the XGBoost is found in the regularization protocol seen in the second term
of (Eq. 42). Other tree-based ensemble methods like Adaptive Boosting or Gradient Boosting depend on
regularizing the learning rate, i.e., correction of the residual errors. As for the XGBoost, the optimization
protocol accounts for two further subroutines: (1) gamma to penalize the criterion for adding a new learner
(tree), (2) lambda to regulate the weights assigned to the terminal node (leaf) respective prediction, as seen
in (Eq. 43). Altogether, they penalize the model complexity, and mitigate the inherent tree-based models’
propensity to overfitting. The randomized search is adopted here too to tune the hyperparameters related to
the tree structure as well as the regularization of the XGBoost model.
𝑇𝑇

1
Ω(𝑓𝑓𝑘𝑘 ) = 𝛾𝛾𝛾𝛾 + λ � 𝐶𝐶𝑗𝑗 2
2

where:
•
•

𝑗𝑗=1

𝛾𝛾 and λ are regularization (penalty) terms

𝑇𝑇 is the number of leaves in the respective tree

(Eq. 43)
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𝐶𝐶𝑗𝑗 the constant score value at the respective leaf

•

7.6

Predicting with Calibrated Geographically Weighted Ridge Regression (Pred-CGWRR)
Although the chief purpose of GWR is explorative and interpretive, the developed CGWRR model

allows for out-of-sample predictive analytics as well. The prediction protocol is as simple as leave-one-out
prediction. To elaborate, the model was recalibrated on the 80% training examples to obtain the optimal
bandwidth, as previously explained in Chapter 6. To make predictions on the 20% out-of-sample testing
dataset, each testing instance is locally fitted within the determined bandwidth without its actual value used
for parameters estimation, i.e., leave-one-out. Then, the parameters estimated were used to make the
prediction given the covariates of the testing instance as shown in (Eq. 44). Pred-CGWRR has only one
global hyperparameter to tune, which is the optimal bandwidth for the training dataset. Within the model
internal workflow, there is also the Ridge regularization term lambda, tuned at each local fit using the Kfold CV protocol, as explained in the previous chapter.
𝛽𝛽̂𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑖𝑖 = (𝑋𝑋′𝐵𝐵𝐵𝐵_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑊𝑊𝑖𝑖 𝑋𝑋𝐵𝐵𝐵𝐵_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + λ𝐼𝐼𝑛𝑛 )−1 𝑋𝑋′𝐵𝐵𝐵𝐵_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑊𝑊𝑖𝑖 𝑌𝑌𝐵𝐵𝐵𝐵_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

(Eq. 44)

𝐿𝐿𝐿𝐿𝐿𝐿 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑂𝑂𝑂𝑂 − 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) = 𝑓𝑓(𝑋𝑋) = 〈𝛽𝛽̂𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑖𝑖 , 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑖𝑖 〉 + 𝛼𝛼
where:

〈𝛽𝛽̂𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑖𝑖 , 𝑋𝑋𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑖𝑖 〉 is the dot product, and 𝛼𝛼 is a constant ∈ R, i. e. , real number
7.7

Comparing Models’ Performance
In this comparative analysis context, two performance measures are utilized, the RMSE, and the

MAE, beside the predictions’ coefficient of determination. It should be denoted that the RMSE and the
MAE are not unitless, but they should be expressed in the outcome variable original units, i.e., trips per
day. Table 26 shows the testing dataset primary statistics to better understand the magnitude of the models’
performance metrics, i.e., the RMSE and the MAE, within the numerical context of the testing dataset.
Since the outcome variable reported from the models’ is the natural logarithm of the AAWD OD flow, it
should be transformed back to its original value by raising to the power of Euler’s number prior to obtaining
any performance metrics, as shown in (Eq. 45) and (Eq. 46) for the RMSE and the MAE, respectively.
Although both metrics report the model’s performance using the same unit, they measure two distinct
features of the models. While the MAE evaluates the overall model prediction accuracy, the RMSE is more
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sensitive to errors’ outliers, and thus provides what can be regarded as a confidence interval complementing
the MAE.

Table 26: Testing Dataset Primary Statistics
Testing Dataset Statistics
Min

2.0

Max

525.27

Mean

9.89

Median

4.0

𝑚𝑚

1
(𝑖𝑖)
(𝑖𝑖)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 (𝑋𝑋, ℎ) = � �(𝑒𝑒 ℎ(𝑋𝑋 ) − 𝑒𝑒 𝑦𝑦 )2
𝑚𝑚
𝑚𝑚

m: number of testing examples

•

𝑋𝑋 (𝑖𝑖) : feature vector, i.e., testing example i

•

(Eq. 46)

𝑖𝑖=1

•
•

(Eq. 45)

𝑖𝑖=1

1
(𝑖𝑖)
(𝑖𝑖)
𝑀𝑀𝑀𝑀𝑀𝑀 (𝑋𝑋, ℎ) =
� �𝑒𝑒 ℎ(𝑋𝑋 ) − 𝑒𝑒 𝑦𝑦 �
𝑚𝑚
where:

AAWD OD flow (trips per day)

ℎ: prediction function, i.e., ML model

𝑦𝑦 (𝑖𝑖) : outcome variable

Table 27 shows the ML predictive analytics results including the tuned hyperparameters of each
model. The hyperparameters tuned either by grid-search or randomized search can provide insights into the
underlying structure of the data. The small learning rate in the MLP (alpha=0.001), the relatively large
penalty term in the SVR (C = 100), and the several hundred trees in the tree-based Bagging and Boosting
models indicate the complexity of the modeled function. All models show goodness-of-fit with testing data
R2 larger than 0.8. However, the RFR suffers from a clear overfitting problem that is overcome in the
XGBoost, as evidently can be seen in terms of the training and the testing R2 in both models. The key
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highlight in this section is the Pred-CGWRR outperforming all the other models, including the state-of-theart XGBoost model, with exceptional performance on the testing data. Although the performance of the
XGBoost and the Pred-CGWRR is comparable in terms of the testing R2, the latter returns an RMSE that
is approximately 40% less than the XGBoost. This evidently shows how the prediction errors’ outliers are
more suppressed in the Pred-CGWRR. In terms of the MAE, the Pred-CGWRR returns an approximately
20% less MAE than the XGBoost.
Table 27: ML Predictive Analytics – Models’ Hyperparameters and Performance Metrics
MAE

RMSE

Model

Tuned Hyperparameters

Training R

Testing R

(trips/day)

(trips/day)

MLP

Hidden layers =1

0.93

0.86

2.46

8.99

0.97

0.89

2.3

9.3

0.983

0.84

2.8

10.5

0.995

0.906

1.93

6.95

0.965

0.914

1.57

4.35

2

2

Neurons = 40
Learning_rate = 0.001
Solver = adam
Activation function = relu
SVR

C = 100.00
Kernel = RBF
Epsilon = 0.2

RFR

N_estimators = 400
Max_features = all
Max_samples = all

XGBoost

Sub_samples = 0.5
N_estimators = 600
Learning_rate = 0.2

Pred-CGWRR

7.8

Bandwidth = 455

Interpretations of Results and Discussion
Since the heterogenous features’ significance in the CGWRR model was extensively covered in

Chapter 6, the focus is now on the interpretability and the features’ importance of a select group of the
implemented ML models in this chapter. This will allow exploration of the nonlinear behavior of some
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features, e.g., restaurants count digital literacy variables. For features’ importance in tree-based ML models,
they are based on the respective feature’s contribution to the reduction in the trees’ overall MSE. While for
MLP and SVR, exploring their features’ importance is usually pursued using a model-based method by
shuffling the respective feature, re-train the model, and re-fit and re-evaluate the model to get insight on
the feature’s importance. This is a computationally prohibitive process for MLP and SVR. Therefore, the
tree-based models for interpretations and discussion of results was selected due to their simplicity. This
selection is justified too by their relative outperformance and comparability to their peer MLP, and SVR
models, respectively.
7.8.1

Features Importance
The overall importance of features’ groups, obtained from the RFR and XGBoosts models, is

summarized in Table 28. The features’ importance for both models is further detailed and visualized in
Appendix G, where the feature importance metric in XGBoost model is reported in its original metric, the
F-score. The F-score calculated in a similar fashion as the number of splits the respective feature is
accounted. From the distribution of the features’ importance in the RFR and the XGBoost, one can readily
observe the impact of the multi regularization subroutines implemented in the latter. This impact is reflected
in a more balanced distribution of features’ importance obtained in the XGBoost. Thus, the XGBoost is
highly recommended for such complex and heterogenous system modeling, as evident from the XGBoost
outperformance to the RFR.

Table 28: Tree-based Models- Group Features Importance Summary
Feature Group

RFR Overall Group

XGBoost Overall Group

Importance

Importance

Travel Impedance Features

20.4%

10.28%

Sociodemographic Features

9.5%

31.4%

Economic Features

27.8%

26.11%

Parking Supply, Transit Availability and

38.1%

19.17%

Built Environment Features

1.7%

6.4%

Crime Density Features

2.49%

6.6%

Accessibility, and Commute Features
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The travel impedance features, i.e., trip distance and trip time, both accounts for approximately
20% and 10% of the overall feature importance in both models, respectively. This is a good indicator of the
relevance of the identified determinants and their contribution to describe the modeled pattern, since the
impedance features do not constitute the magnitude of the models’ function. A striking remark is made here
on the importance of the socioeconomic features, as they are boosted in the XGBoost to 31%, from less
than 10% in the RFR. As explained previously, apart from the clear negative effect of the percentage of
households with children on ride-sourcing OD-demand, the sociodemographic features are very contextual,
and they affect the ride-sourcing OD-demand in pertinence to other economic and multimodal
considerations. To explain, the global approach adopted in the previous chapter failed to discern the
significance of all ethnic percentage features, and only the positive and negative impact of the Asian and
Black population percentages, respectively, was revealed. RFR has the same limitations, but the XGBoost
and its weak-learners boosting component can extract these hidden patterns and reveal their significance,
and thus, we were able to mine the impact of the positive and negative impact of the White and the Latinx
population, respectively, on the ride-sourcing OD-demand.
Also, the parking supply, transit availability, commute behavioral features importance in the
XGBoost is adjusted to nearly half of its RFR’s value, addressing the exaggerated parking supply features’
importance. To elaborate, in previous research using global linear models, the number of available parking
spots in census tracts was inaccurately found to have negative significant impact on ride-sourcing demand.
However, it was evidently shown in the diagnostic analytics chapter that this relation is positive in global
context, i.e., DDB CSLXR, and oscillating between negative and positive in local context, i.e., CGWRR.
In the RFR, the model was not able to capture this oscillation due to its greedy approach in building the
forest, i.e., splitting the features’ nodes. But the XGBoost exhibits novelty in untangling the complex
heterogenous features’ importance in the ride-sourcing system, in a comparable manner to the PredCGWRR model, as seen for this particular case of the parking features, and thus its importance was adjusted
to only 2.78%, instead of more than 30% in the RFR.
To be in consistence with the diagnostic analytics findings on the system determinants, the parking
fees rates remain significant in ride-sourcing’s AAWD OD flow context. Even after the XGBoost adjusts
the importance share of the group, parking fees, along with the transit availability, and commute behavioral
features accumulate more than 15% of the overall features’ importance, exceeding the impedance features’
importance. This shows how ride-sourcing favored by transit and carpooling commuters, provides a good
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travel alternative to and within census tracts with higher parking cost, but negatively affected by good
transit supply. The economic features are interestingly maintained nearly at the same level of importance
in both models. this signals the importance of the economic activities, e.g., employment density, and the
economic attributes of the households, e.g., car and device ownership, as well as the perceived utility of the
mode interpreted from the disposable income of individuals in shaping the OD-demand of ride-sourcing.
But, as will be elaborated in the next section of the discussion using PDPs, the built environment features
do not show strong impact on the OD flow.
For the built environment features, again the XGBoost helps reveal an interesting pattern of the
impact of restaurant counts on OD-demand. In the previous chapter, the global DDB CSLXR failed to
identify the significance of this particular feature at origins, and it was indicated as negatively affecting the
demand at the destination. In fact, and as will be detailed using PDPs in the next section, the impact of
restaurant counts is positive for tracts with trivial number of restaurants and turns to be negative with
increasing number of restaurants. Recalling the findings of the CGWRR, the restaurants count has positive
impact in less traveled OD pairs, and this impact tends to be more negative with more traveled OD pairs.
Putting together both findings, along with the intuition that the increasing number of restaurants is spatially
correlated with more mixed land use, i.e., entropies, and the walkability indices of the census tracts, that is
found anyway to be negatively impacting the heavily traveled CBD’s OD pairs, helps us understand the
contextual impact of such feature. The XGBoost fostered this contextual impact and increased the
importance of restaurant counts to 1.2% from only 0.4% in the RFR, and the same for the entropy (0.7% to
2.7%) and the walkability index (0.6% to 2.5%).
Previously, crime density features were suggested to have significant positive relationship with
ride-sourcing OD-demand, explained by the door-to-door service offered by ride-sourcing that eliminates
the walk or waiting components in non-private car trips. The RFR placed less importance on those features
than the XGBoost does, as they are intuitively interrelated with population density and CBD proximity, and
other economic features. But the XGBoost captures their impact, especially in census tracts with increased
crime densities. In the next section, a brief but better visualized discussion on the interpretations of the
results will be provided to complement this discussion on the importance of the features.
7.8.2

Discussion
In attempting to get insights on the features’ dynamics and nonlinear behavior, the focus in the

interpretations is on the XGBoost nonlinear model, using the earlier referred to PDP approach will be
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exploited. As explained earlier, PDPs show the “marginal effect of one or two features” [186] on the ML
model outcome variable [187]. As a reminder, tree-based ML models are insensitive to the magnitude of
the features, i.e., they do not need standardization prior to modeling, and thus the features will be shown in
their real values in the following PDPs for better understanding.
1) Travel Impedance Features Discussion (see Figure 63): less OD flow with increased travel time
and distance

Figure 63: Partial Dependence of XGBoost against Travel Impedance Features

2) Sociodemographic Features Discussion:
•

Sociodemographic Features - Group 1 (see Figure 64): less OD flow is observed between
densely populated tracts characterized by better transit supply, and less affluent population.
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Figure 64: Partial Dependence of XGBoost Sociodemographic Features – Group 1

•

Sociodemographic Features Group 2 (see Figure 65):
o

Less OD flow with increased percentage of households with children indicates the

o

Less OD flow with increased percentage of older population and increased OD flow with

inconvenience of the mode for this sociodemographic group.
increased younger generations indicates the propensity of the latter group to use ridesourcing.
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Figure 65: Partial Dependence of XGBoost against Sociodemographic Features – Group 2

•

Sociodemographic Features - Group 3 (see Figure 66):
o

A clear trend of more OD flow with increased percentage of White population, and the
same but less clear is observed for the Asian population.

o
o

The trend becomes stronger for tracts with White majority but diminishes with increased
Asian population.
As explained earlier, ethnic features are contextual to more pronounced economic and
individuals’ utility features, e.g., disposable income.
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Figure 66: Partial Dependence of XGBoost against Sociodemographic Features – Group 3

•

Sociodemographic Features - Group 4 (see Figure 67):
o
o

A clear trend of less OD flow with increased percentage of Black and Latinx population.
The negative trend is recovering with increased Latinx population, and from our
explorative analytics, this could be explained in terms of the increased number of working
adults and households counts, as those features positively affect the OD-demand.

158

Figure 67: Partial Dependence of XGBoost against Sociodemographic Features – Group 4

3) Economic Features Discussion:
•

Economic Features - Group 1 and Group 2 (see Figure 68 and Figure 69):
o

Increased OD flow between dense employment tracts, increased number of working
adults and higher disposable income indicates utility of ride-sourcing for commute to
work trip purpose among highly paid workers.

o

The count features have more pronounced and clearer trend than the percentage ones
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Figure 68: Partial Dependence of XGBoost against Economic Features – Group 1

Figure 69: Partial Dependence of XGBoost against Economic Features – Group 2
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•

Economic Features - Group 3 and Group 4 (see Figure 70 and Figure 71):
o

Increased OD flow between tracts with less car ownership, and more digital literacy
suggests that ride-sourcing provides good alternative for households with zero car
ownership but necessarily requires connectivity and digital literacy.

Figure 70: Partial Dependence of XGBoost against Economic Features – Group 3
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Figure 71: Partial Dependence of XGBoost against Economic Features – Group 4

4) Parking Supply, Transit Availability and Accessibility, and Commute Features Discussion:
•

Parking Supply and Commute Behavioral Features - Group 1 (see Figure 72):
o

The evidence on the increased OD flow between tracts with higher parking cost and tracts
with propensity to use transit for commute trips confirms the previously made observations
on the candidacy of the system for commute to work trips.

o

However, carpoolers using private vehicles for this trip purpose show no inclination toward
the system, since the parking cost, and the overall trip cost is shared among the poolers.
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Figure 72: Partial Dependence of XGBoost against Parking Supply, Transit Availability and Accessibility, and
Commute Features– Group 1

•

Quality of Transit supply and Multimodality - Group 2 and Group 3 (see Figure 73 and Figure
74):
o

Increased number of train stations is marked with increased OD flow, asserting that the
ride-sourcing system serves as an access/egress mode for longer train trips.

o

This isn’t the case with increased number of bus stations and other quality metrics of transit

o

The quality of multimodality inferred from the pedestrian environment factor (PevFactor)

supply, e.g., frequency and proximity, they are negatively affecting the OD-demand.
is also negatively affecting the ride-sourcing OD-demand.
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Figure 73: Partial Dependence of XGBoost against Parking Supply, Transit Availability and Accessibility, and
Commute Features– Group 2
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Figure 74: Partial Dependence of XGBoost against Parking Supply, Transit Availability and Accessibility, and
Commute Features– Group 3

5) Built Environment Features Discussion (see Figure 75):
•

The increase in the census tracts entropy, indicating increased number of jobs-creating land
use, positively affect the ride-sourcing OD flow.

•

Also, the multimodality, inferred from the walkability index, negatively affects the ODdemand. As previously explained, multimodality associated with good transit supply limit the
OD flow.

•

The restaurant counts features’ heterogeneity discussed in the features’ importance section is
visually shown here. They positively affect the OD flow until a certain threshold is met, and
then the flow starts to decline dramatically, as those tracts with high number of restaurants have
more clear negative impact on the ride-sourcing OD flow.
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Figure 75: Partial Dependence of XGBoost against Built Environment Features

6) Crime Density Features Discussion (see Figure 76)
•

Increased crime rates trigger an oscillating but discernable trend of increased OD flow,
especially with remarkably increased rates of violence crimes.

•

This positive impact of crime rates on OD flow can be explained by the door-to-door service
offered by ride-sourcing that eliminates the walk or on-street waiting components in nonprivate car trips.
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Figure 76: Partial Dependence of XGBoost against Crime Density Features

7.9

Summary
In this chapter, a fully interpretable machine learning predictive analytics framework was

developed. ML models of MLP, SVR, RFR, and XGBoost were trained and tested to predict the ridesourcing system AAWD OD flow. They all showed good performance in terms of testing score, MAE and
RMSE. The previously developed CGWRR was tested in this predictive analytics context, and
outperformed all other ML models, especially in terms of the MAE and RMSE. Then, the features
importance and interpretations from the best ML model, i.e., XGBoost, were discussed using the PDPs to
explain the role of each feature group on the AAWD OD flow of ride-sourcing. A detailed discussion was
provided on travel impedance features, sociodemographic features, economic features, parking supply,
transit availability and accessibility, commute features, built environment features, and crime density
features. The policymaking implications and insights for researchers and practitioners were included
following on that discussion to highlight the key findings of this chapter.
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CHAPTER 8 CONCLUSIONS, GENERAL DISCUSSION, AND FUTURE RESEARCH
8.1

Introduction
To fill the current research-practice gap on integrating ride-sourcing transportation systems within

the multimodal transportation frameworks of regional agencies, the following research objectives were
identified:
1. Conduct a narrative literature review to benchmark the current state of ride-sourcing within the
multimodal transportation world, understand the intra-system mechanics and inter-dynamics with
other modes like taxi and transit.
2. Identify the system’s data needs and modeling protocols.
3. Explore and analyze the system spatial patterns.
4. Explore and analyze the interdependencies between the system’s surge price and willingness to
share.
5. Conduct a spatiotemporal behavioral market segmentation analysis and trend mining of willingness
to share.
6. Identify the system’s determinants of demand within a spatial econometric framework.
7. Develop a city-wide OD flow predictive analytics framework using interpretable machine learning
framework.
From the literature review, Research Objectives One and Two were achieved, and the following
modeling protocols were identified:(1) conventional multiple linear regression (MLR) models, (2) spatial
(and spatiotemporal) econometric models: spatial lag (SL), spatial error (SE), and (3) artificial intelligence
(AI) and machine learning (ML) models, and the following research gaps were identified:
•

Limited previous work conducted to understand the interdependencies between the ride-sourcing
surge pricing and the willingness to share behavior on spatiotemporal basis.

•

Limited previous work was pursued in segmenting the willingness to share market behavior on
spatiotemporal basis to control for spatial and temporal effects, and better understand the
determinants factors for the behavior.
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•

Limited previous work on modeling the demand that was developed in an end-to-end framework,
i.e., OD, and accounted for the potential multicollinearity, spatial dependence, and heterogeneity,
in a fully interpretable manner.

•

Limited previous work provided interpretable results on the impact of multimodal transportation
supply on the ride-sourcing system demand in an OD framework.
Furthermore, two datasets were preliminarily analyzed to explore their potential for achieving the

research objectives, namely, the City of Chicago Household Travel Survey, and the City of Chicago TNCs
Trip Dataset provided at census tract level. The latter was identified as more complete, comprehensive, and
compatible with the research needs and objectives. In this context, a research framework comprising three
layers of analytics were synthesized to achieve these objectives: (1) explorative and descriptive analytics
to achieve Research Objectives Three and Four, (2) diagnostic analytics to achieve Research Objectives
Five and Six, and (3) predictive analytics to achieve Research Objective Seven. Using data fusion approach,
sociodemographic, economic, parking supply, transit availability and accessibility, built environment and
crime data were collected from open sources to complement the TNCs trip dataset and achieve the research
framework objectives. The direct demand modeling framework was selected as the general modeling
framework for the diagnostic and the predictive analytics of this dissertation due its flexibility and
compatibility with the identified research gaps and objectives.
In the descriptive and explorative analytics, geostatistical and visual analytics were utilized to
explore, reveal, assert the potential spatial effects in the system behavior as referred to earlier. The
spatiotemporal definition of the system’s features was also developed within these efforts throughout
studying the patterns of the system, e.g., clusters, outliers, heterogeneity, stationarity. This developed
understanding of the system patterns was then advanced into the second layer of diagnostic analytics, in
which, the patterns’ interrelation and the determinants driving those patterns were identified analytically
from econometric standing point to statistically identify those determinants and their significance. As for
the third and last layer of this dissertation which is the predictive analytics layer, those identified system
determinants were plugged into system forecasting models to serve the overall goal of integrating the
system into multimodal transportation frameworks. In this layer, prediction models were developed in a
modular structure, so that the system can be integrated in regional models using such modules, either at
strategic scale (OD flow module), or within equity and environmental justice domains.
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In the following sections of this chapter, the key findings of each layer of the framework will be
summarized and discussed in relation to its respective research objective, and the main contribution. The
last section will highlight the research limitations, and the recommendations for future research.
8.2

Ride-sourcing Demand and Trip Characteristics Spatial Patterns
The workflow of the analysis conducted in this descriptive and explorative analytics layer adopted

two geostatistical methods to reveal the underlying spatial effects in ride-sourcing trip demand, OD flow,
and trip characteristics; (1) Getis-Ord Gi*; and (2) Local Anselin Moran’s I, in their respective domain of
implementation. The key findings from the Getis-Ord Gi* implementation on trip ends and OD flow hotspot
analysis can be summarized as follows: (1) TNC Trip Ends, i.e., pick-ups and drop-offs, both show spatial
heterogeneity of statistically significant high rates concentrated within and around the CBD area; (2) TNC
OD flow analysis shows a strong exponentially decaying trend between the OD flow and the Euclidean
distance (OD length); and (3) TNC OD pairs show spatial heterogeneity, statistically significant too, with
a larger footprint extending from the CBD toward the northwest census tracts. That agglomerations of
demand in the census tracts of Chicago’s CBD and its surroundings, represented in the significantly
identified hotspots of pick-ups and drop-offs, along with the hot OD flowlines concentrated in the CBD and
vanishing toward the peripheral areas, should be further explored in predictive analytics framework on ridesourcing spatially contextualized pick-ups and drop-offs, as well as city-wide OD flow modeling.
As for the Local Anselin Moran’s I implementation on the clusters and outliers of trip length and
duration characteristics, the results flag another key finding on the significantly shorter trips associated with
that hot demand in the CBD, and longer trips, significant too, concentrated in the less demanding peripheral
census tracts. Those findings on the system trip ends, and OD flow provide a clear image on the existence
of spatial effects in the ride-sourcing system from a demand perspective as well as trip characteristics.
Pairing those findings with the City of Chicago spatial bivariate distribution of median age and per capita
income revealed a typical alignment of younger and affluent population with the agglomerated demand
hotspots in the CBD and its surroundings, and the OD flowlines footprint extending from the CBD toward
the northwest census tracts. These two key findings helped achieve Research Objective Three and laid the
foundation for Research Objectives Six and Seven regarding the existence of spatial effects and potential
determinants of demand, i.e., income and age.
This work was presented in the Transportation Research Board (TRB) 101st annual meeting in
Washington, DC., and published in the Journal of Sustainable Development of Transport and Logistics
on November 22, 2021, and can be cited as:
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Kelleny, Bishoy; Ishak, Sherif. Exploring and visualizing spatial effects and patterns in ride-sourcing trip
demand and characteristics. Journal of Sustainable Development of Transport and Logistics, [S.l.], v. 6, n.
2, p. 6-24, Nov. 2021. ISSN 2520-2979. Available at:
<https://jsdtl.sciview.net/index.php/jsdtl/article/view/158>
8.3

Spatiotemporal Analysis of Ride-sourcing Dynamics
Ride-sourcing dynamics referred to willingness to share trips and surge pricing schemes. Within

the context of explorative and descriptive analytics, and to achieve Research Objective Four on exploring
and analyzing the interdependencies between the system’s surge price and willingness to share, the
following workflow was conducted. The interdependencies between ride-sourcing trip length, surge
pricing, and hour of day on one side, and the passengers’ willingness to share their rides on the other side,
were explored using the city of Chicago’s TNC trip data. An unexpected trend was empirically revealed for
the relationship between mile-price and willingness to share, with unwillingness to share persisting with
increasing mile-price. This suggests the existence of conservative ridesharing population that is not willing
to share their rides irrespective of the mile price factor. Also, analyzing the mile-price metric predicated on
surge pricing revealed another striking pattern on pick-ups of shared trips from the same location in the
same time window priced at rates higher than their respective spatiotemporal not-shared trips. Negative
mile-price differences were observed on pair-wise basis between spatiotemporally aligned authorized-toshare and non-authorized-to-share trip bins.
Recent research supports the finding on the increased mile-price of authorized-to-share trips which
led to more shorter trips syphoned from the authorized-to-share bins to non-authorized-to-share trip bins
throughout the year. This also supports previous research findings on the insufficient cost savings [25] for
shared trips resulting in the low likeability of willingness to share in ride-sourcing trips. But this may as
well signal an internal pricing mechanism penalizing certain drop-off locations. This suggests that the surge
pricing mechanism is not only governed by the supply and demand or the prevailing traffic conditions at
pickup locations, but also by the destination or the drop-off location. Therefore, it would be an interesting
future research direction to further explore the spatiotemporal commonalities and disparities of those dropoff locations triggering higher surge pricing. Analyzing the sharing behavior with respect to the hour of day
as a proxy for the way ride-sourcing users consider safety concerns revealed the existence of another group
of captive ride-sharers, in accordance with finding from previous research on the less sensitivity of the
willing to share population to the overall discomfort associated with authorized-to-share ride-sourcing trips.
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8.4

Spatiotemporal Behavioral Market Segmentation of Willingness to Share in Ride-sourcing
Trips
To achieve Research Objective Five, a protocol for behavioral market segmentation and

spatiotemporal trend mining was implemented to explore the spatial and temporal patterns of the two groups
of users revealed in the previous section, namely, conservative and captive ride-sharers. The protocol
revealed a profile of higher tendency to share aligned with socioeconomically less fortunate clusters of
census tracts. Less tendency of sharing was observed in more advantaged clusters of tracts. However, the
trend mined in both patterns was found to be either oscillating at most significant locations, and sporadic at
a few significant locations. The statistical interpretation of the oscillating locations indicates less than 90%
significant time-step intervals, and for the sporadic ones, it indicates some significant time-steps intervals.
No new hot or cold spots were revealed from the spatiotemporal analysis, which supports the earlier
finding on the captive ride-sharers and the conservative ride-sharers. Nor intensifying spots were revealed
too, which can be explained in terms of the overall monotonical decrease of sharing authorization rate from
27% to approximately 13% during the study year. Therefore, adopting a more in-depth quantitative analysis
approach on the temporal intensity of willingness to share, and extending the spatiotemporal analysis into
the direction of origin-destination analysis could provide a better idea on the sharing behavior across OD
pairs and could explain this revealed negative difference in mile-price across those spatiotemporally originaligned authorized-to-share and non-authorized-to-share trip bins.
Finally, the sharing authorization rate’s Mann-Kendall location trend z-score, controlled-for spatial
and temporal effects, was further utilized to gain more insights on the determinacy of two groups of proxies
and indices, namely social disadvantage proxies, and age-specific indices. For the first group of proxies,
the percentage of non-White population and the percentage of low-income households were found to be
significantly affecting the behavior, in accordance with previous research findings [75] but this was not the
case for car ownership. As for the age-specific groups indices, unlike to previous research findings
highlighted in the literature review [66], younger generations were found to be less willing to share their
rides. But overall, the analysis revealed that the age-specific groups indices are not as powerful as the social
disadvantage proxies in explaining the willingness to share behavior. Therefore, it was evident that the
captive ride-sharers belong to disadvantage population, regardless of their age or car ownership status. The
conservative ride-sharers are mostly concentrated in census tracts with more affluent population in CBD
and the surroundings.
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This work was presented in the Transportation Research Board (TRB) 101st annual meeting in
Washington, DC., and submitted to the Journal of Big Data Analytics in Transportation on 29 October
2021, and is Under Review as of March 21, 2022, under the following title: “Spatiotemporal Behavioral
Market Segmentation Analysis and Trend Mining of Willingness to Share in Ride-Sourcing Trips”.
8.5

Diagnostic Analytics and Determinants Identification
Based on the revealed spatial patterns of the ride-sourcing system, and to achieve Research

Objective Six and to lay the foundation for Research Objective Seven, an analytical modeling framework
was developed. The framework was predicted on the DDM approach, and chiefly purposed to identify the
ride-sourcing OD demand determinants in an interpretable manner. The regression-based DDM framework
accounted for spatial econometric models to address spatial effects in the demand. A Pearson correlation
bivariate analysis was first pursued to filter out the hypothesized explanatory variables. The bivariate
analysis revealed two potential violations to MLR, namely near multicollinearity and heterogeneity, in
addition to the previously highlighted problem of spatial effects. This was evident from the benchmarking
model, i.e., multiple linear regression, results, and diagnostics, where the model residuals were found to be
spatially dependent using Global Moran’s I.
First, a Maximum Likelihood Estimated Spatial Error Model (MLE-SEM) was implemented to
account for the spatial dependence in the error. The residuals’ spatial dependence coefficient was found
significant, but the model did not improve the goodness-of-fit, as the R2 remained 0.67. Then, a model
construct of spatial lagged X (SLX) and Ridge regression was developed to account for the spatial
dependence at the level of the explanatory variables, and control for the near multicollinearity problem.
The SLX and Ridge model construct improved the goodness-of-fit to 0.71, and statistically verified the
assumption on the spatial dependence at the explanatory level side. However, this model construct does not
control for heterogeneity. Therefore, another model construct of Geographically Weighted Regression and
Ridge Regression (CGWRR) was developed and calibrated to account for heterogeneity and near
multicollinearity. Since this model construct does not account for spatial dependence explicitly, therefore,
residuals’ spatial dependence was tested again using the Global Moran’s I.
The CGWRR significantly improve the goodness-of-fit to approximately 0.97 and eliminated the
residuals’ spatial dependence as evident from the Global Moran’s I results. In the comparative assessment
of the models, other goodness-of-fit metrics were used due to the insufficiency of the coefficient of
determination in systems with spatial effects. Log likelihood (LL), the Akaike info criterion (AIC) and
Bayesian Information Criteria (BIC), beside the residual sum of squares (RSS) were all used to compare
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the performance of the models. The CGWRR, followed by the SLX Ridge construct outperformed the
MLE-SEM and the benchmarking MLR models. The modeling results indicate the significance of the
spatial heterogeneity, and in a less pronounced manner, the spatial dependence at the explanatory variables
side.
The CGWRR is fitted locally and comprises an ensemble of models fitted at each instance, i.e., OD
pair, in a way that account for the heterogeneity of the AAWD OD flow. Thus, to interpret the CGWRR
model construct, two interpretations protocols were implemented: (1) a Monte Carlo simulation-based
protocol to infer the significance of the surfaces of the parameters’ estimates, and (2) t-statistics protocol to
evaluate the significance percentile of parameters’ estimates respective p-value. While for the SLX Ridge
construct, it is fitted globally, while accounting for the spatial dependence in the explanatory variables, and
therefore can be interpreted directly.
8.6

City Wide Ride-Sourcing OD Predictive Analytics
To achieve Research Objective Seven, and as an extension to the diagnostic analytics conducted in

a linear context, machine learning models were explored in the predictive analytics layer. This allowed to
further analyze the linear versus non-linear behavior of the ride-sourcing OD demand. Key OD demand
determinants were carried forward from the previous diagnostic layer into a machine learning context to
ultimately help achieve that research objective on developing a city-wide ride-sourcing OD flow predictive
analytics framework. Multilayer Perceptron (MLP) regression, Support Vector Machines Regression
(SVR), Random Forest Regression (RFR), and Extreme Gradient Boosting (XGBoost) regression models
were trained and tested to predict the ride-sourcing system AAWD OD flow. Their out-of-sample
prediction’s R2 were 0.86, 0.89, 0.84, and 0.906, respectively. The CGWRR model construct was also
examined against out-of-sample set, and slightly outperformed the state-of-the-art XGBoost, with R2 of
0.914, and in terms of root mean squared error (RMSE) and mean average error (MAE). The partial
dependence plots (PDPs) were used to interpret the XGBoost model, along with the feature importance.
8.7

Diagnostic and Predictive Analytics Key Findings and Discussion
The ride-sourcing transportation system was found to be highly heterogenous, as evident by the

introduced CGWRR model construct that outperformed other spatial econometric as well as ML models.
From the diagnostic analytics, the OD trip cost found to be insignificant from the global and the local
inferences. This can be explained in terms of the low resolution of the fare component in the City of Chicago
TNC trip dataset, approximated to the nearest $2.5, and the low census tract resolution level of the OD
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pairs. Other OD impedance variables, i.e., trip distance and duration, were found significant, and expectedly
have negative effect on the AAWD OD flow.
Overall, the system can be well-described by three key categories: sociodemographic, economic,
and multimodality and quality of transit supply. Census tracts with younger population and more
disposable income were found to have more AAWD OD flow. Census tracts with more households with
zero car ownership, employment density, higher income, and number and percentage of working adults
were found to have more AAWD OD flow. This could suggest a commute to and from work travel behavior
in the AAWD OD flow of ride-sourcing systems. The increased AAWD OD flow between tracts with more
propensity to commute to work using transit supports this inference.
The system shows clear inadequacy for housholds with children. This is expected considering the
onboard needs for children, e.g., carseat. Although some TNCs offer the option to dial a ride with a carseat,
but at a surcharge of $10 ontop of the original trip cost. For better system integration within multimodal
transportation frameworks, policies should be revisited in this regards. This also highlight another key
variable on wheelchair accessibility, that was not explored in this framework, but shoud be further explored
in future research on equity and accessibility analysis.
The ethnic composition in the census tracts showed that White and Asian population presence
increase the OD demand. The remarks made on the economic and racial composition of the system users
should have some policymaking implications to ensure equitable accessibility, and regulate and confine
ride-sourcing externalitis in zones with less demand. Solutions like electronic cordon toll systems in
overserved and multimodal areas can be thought of to incetive TNCs to fill multimodal gaps in underserved
areas, and ecofriendly route their fleets.
Census tracts with better multimodality, and higher quality of of transit supply showed less demand
on ride-sourcing. Buses show more robustness to ride-sourcing than trains. This is explained in terms of the
less flexibility in trains’ schedule, frequency and directionality than buses. But given the erlier remark made
on the tracts with higher propensity to commute with transit showing more OD demand for ride-sourcing
highlight the role ride-sourcing can play in filling transit spatial and/or temporal gaps. Coordinating transit
schedules and TNCs’ fleet allocation can be explored in simulation testbeds to develop better multimodal
regulations and policies.
An interesting observation was made on the less OD demand between tracts with higher population
density, as opposed to previous research findings on ride-sourcing demand [19]. But this can be explained
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in terms of the association between higher densities and better multimodality and quality of supply, which
turned to be more decisive in OD demand context. Parking rates were also found to be negatively affecting
the AAWD OD flow, especially in shorter trips between highly demanding tracts. The parking supply, i.e.,
number of parking spots per census tract, was found to have positive relation with the AAWD OD flow,
unlike to previous work on modeling ride-sourcing pick-ups and drop-offs [94]. This could be attributed to
the association with other variabes correlated parking supply, like employment density and mixed land use.
The built environment variables were found less significant in affecting the ride-sourcing ODflow, except for the mixed land use entropy, and to a lesser extent the walkability index. Census tracts with
higher entropies, which indicates more jobs-creating land use were found to have more OD demand. This
supports the inference made on the likeability of commute to and from work trips in ride-sourcing AAWD
OD flow. Walkability index, an indicator of multimodality and quality of transit supply, negatively affects
the OD flow. This is consistent with the previous research findings on the potential integrative role that
ride-sourcing can play in enhancing multimodality and connectivity [52] and boosting transit ridership [32].
In previous ride-sourcing research on pick-ups and drop-off modeling, the restaurants count per
census tracts was found significant and positively affecting the pick-ups and drop-offs demand [94].
However, in AAWD OD flow context, they were found to have heterogenous impact, i.e., positive in tracts
with less count of restaurants, and negative in tracts with increasing number of restaurants. This could be
attributed to the less likeability of using ride-sourcing in weekdays recreational trips to restaurants, as
opposed to the commute to and from work trips dominating the AAWD OD flow. Accordingly, curbside
management policies should be enforced to regulate the pick-up and drop-off processes to alleviate any
potential disruptions in those expectedly traffic calm zones with less number of restaurants. Ride-sourcing
is also seen as an opportunity to enhance the economic prosperity of those zones making them more
accessible, and thus support policies can be thought of to capitalize such opportunity.
Finally, the significant impact of crime densities on increased ride-sourcing OD demand signals
another mobility and disconnectivity issue for tracts with higher crime rates. This positive impact of crime
rates on OD flow can be explained by the door-to-door service offered by ride-sourcing that eliminates the
walk or on-street waiting components in non-private car trips. Despite the relief that ride-sourcing seem to
provide to tracts with higher crime rates, but maybe enhanced law enforcement patrols at transit stops could
better enhance the multimodality of those tracts.
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8.8

Key Contributions
The findings from the descriptive and explorative analytics can typically be further utilized to fill

three current practice gaps on: (1) ride-sourcing regulations: the revealed spatial pattern can advise
transportation agencies on spatial allocation of electronic toll collection systems for regulating ridesourcing services, (2) ride-sourcing operability: the revealed spatial pattern can guide the optimal allocation
of ride-sourcing stand areas, like taxi ranks, to mitigate deadheading of ride-sourcing, especially in offpeak periods of demand, and (3) land use management: curbside reconfiguration and management policies
should be activated to make sure that pick-ups and drop-offs are not triggering ghost bottlenecks caused by
such weaving maneuvers in the already congested CBDs.
The findings from the spatiotemporal analysis of willingness to share and surge pricing, and the
behavioral market segmentation of willingness to share regarding the captive and conservative ride-sharers
contribute to policymaking. Measures like exempting ride-sourcing vehicles with high occupancy from toll
on certain major roads, or high-occupancy vehicles dedicated lanes can encourage TNCs to cut their
authorized-to-share trips’ cost, and consequently promote the willingness to share behavior. However, more
transparency into the pricing mechanism should be provided by TNCs to guarantee the effectiveness of
such measures.
Along with the conceptual and empirical contributions detailed in the introduction chapter and
discussed in this conclusion, the key methodological contribution of this dissertation is the novel modeling
construct of Calibrated Geographically Weighted Ridge Regression (CGWRR), that outperformed
longstanding and state-of-the-art spatial and machine learning models, in diagnostic and predictive
contexts. The novel CGWRR can be used as out-of-sample simulator. The fully interpretable CGWRR
helps reinforcing the understanding of the system perceived utility with respect to sociodemographic and
economic features on one hand, and to transit supply and other built-environment on the other hand, given
the trip-level attributes, i.e., trip fare, length, and duration. This well-established understanding of the ridesourcing perceived utility would provide the key inputs for ride-sourcing discrete choice models
development.
The models developed in this dissertation, whether in the diagnostic or the predictive analytics
layers, can be further exploited in advanced geographic agent-based simulation testbeds. This would
provide regional planning and policy and decision-making agencies with modular tools to improve their
understanding and integration of the ride-sourcing system. Furthermore, policies, measures and regulations,
can be explored using such testbeds to solve a wide range of emerging issues related to ride-sourcing on
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equity, accessibility, EJ of transportation, and integration with transit. Also, the futuristic shared
autonomous vehicles hub planning and deployment can be tested offline using those models due to the
inherent similarities between the systems and the potential users.
8.9

Limitations and Future Research
The key limitation of this research framework is the low resolution of the City of Chicago TNC

trip dataset. The census tracts centroids were provided for trip pick-ups and drop-offs locations, trip
timestamps were rounded to the nearest 15 minutes, and the fare to the nearest $2.5, as part of the data
desensitization protocol adopted by the providers to protect the privacy of the passengers. This low
resolution restricted the granularity of the research framework. Also, the truncation of the dataset due to the
masking of a remarkable segment (approximately 30%) of the data at the location level of pick-up and dropoff census tracts, and the OD sample bias, as there were only 12,896 OD pairs with AAWD travel of 2 or
more trips per day, are all among the data limitations. Since those masked trips had large portion of the
authorized-to-share ones, the willingness to share behavior were explored only at the pick-up locations.
However, exploring the behavior in an OD context similar to the one developed in this dissertation for
AAWD OD flow should be an interesting exercise, especially with the observation made on the
heterogeneity of ride-sourcing pricing with regard to destinations.
In studying the spatial patterns of the ride-sourcing trip length characteristics, geo-statistically
significant cluster of shorter trips were concentrated in the CBD’s tracts, and longer trips clusters in the
outskirts. The determinants of those census tracts with insignificant trip length characteristics should be
explored to see whether it is the quality of transit supply, digital illiteracy, or other sociodemographic or
economic features that makes their trip length characteristics insignificant. This is an important EJ exercise
because it is proven empirically that those tracts receive less system accessibility, while bearing most of
the externalities of the trips from the outskirts toward the CBD, but it is outside the scope of this dissertation
and should be carried out in future research.
Due to the limited spatial and temporal resolution of the data, the three layers of analytics were
implemented at aggregate census tract level. Therefore, future research can be pursued to validate the
findings on the impact of the multimodality and quality of transit supply on ride-sourcing OD demand at
more granular level. If TNCs trip dataset can be provided at finer spatiotemporal scale, the quality of transit
supply at trip level could be then retrieved from General Transit Feed Specification (GTFS) data to validate
those findings made in this dissertation. This would also allow researchers to study the ride-sourcing surge
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pricing mechanism in relation to transit trip-level fare to better understand the disaggregate decision-making
and choice behavior of the users.
Also, as previous research from the literature suggest that TNCs usually adapt their pricing scheme
in a way that competes with taxi fares [195], so, future work can be pursued to assert this hypothesis in
such suggested granular spatiotemporal OD framework. Such framework can also be sought to further
understand the willingness to share in relation to the interaction between age and income specific proxies
and indices, and time-variant variables other than transit supply, like weather and temperature, and special
events, e.g., game days. These are all examples on ride-souring future research needs that can be pursued
empirically.
Methodologically, in this dissertation, the spatial dependence, and heterogeneity were handled
individually in the SLX, and the GWR, respectively. The CGWRR model construct addressed the spatial
heterogeneity, and it was proved that no spatial dependence remained in the model residuals. However, the
CGWRR model was calibrated and validated on the computational resources of the Wahab High
Performance Computing Cluster of Old Dominion University, with available memory 384GB. Calibrating
the model on approximately 10,000 OD instances using these resources took nearly 12 computation hours,
and the validation on an out-of-sample size of 2000 approximately took 2 computation hours. For future
research, it would be an interesting research direction to explore the computational performance of semiparametric spatial autoregressive geoadditive models that address dependence, heterogeneity, and
nonlinearity, simultaneously in spatial data, and compare it with the CGWRR would be pivotal to validate
the performance of the CGWRR. This exercise would advise agencies with limited computational resources
on the most efficient modeling framework and out-of-sample simulator for their ride-sourcing research and
practice. Also, to test the CGWRR and the semi-parametric spatial autoregressive geoadditive models on
the truncated OD instances to see how sensitive both models are too small AAWD OD flow (less than 2
trips per day) to make sure that the predictions results are not biased. This exercise would advise agencies
operating in regions with minimal ride-sourcing usage on how transferable the CGWRR is to their scope.
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CHAPTER 10 APPENDICES
Appendix A: Kernel Density Estimation
Kernel Density Estimation (KDE) is a non-parametric method of to estimate the probability density
function of a random variable [150] which is in this case the activity occurrence location. In brief, let the
activity occurrence in the space {x1 , x2 , … , xn } be an independent and identically distributed random

variable (IIDRV) of sample n taken from the population of the area of study. We don’t know the probability

distribution, i.e., density function of this random variable. Since this IIDRV is not comprising onedimensional feature, it rather comprises two (longitude and latitude), and due to the demand for simplicity
in modeling such spatial points density, KDE is selected to carry out this task. As shown in (Eq. 47) and

(Eq. 48), the density estimation depends primarily on the proximity of nodes’ features, i.e., coordinates.
𝑚𝑚,𝑛𝑛

𝑗𝑗

1
𝑥𝑥 − 𝑥𝑥𝑖𝑖
𝑘𝑘�𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥) = � 𝐾𝐾 �
�
ℎ
ℎ

(Eq. 47)

𝑖𝑖=1
𝑗𝑗=1

𝑘𝑘�𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥): Kernel density estimator (from symmetrical Kernel functions)
𝐾𝐾(. ): Kernel function (Gaussian)

ℎ: Smoothing parameter (or bandwidth)

𝑚𝑚, 𝑛𝑛: number of points and features respectively
𝐾𝐾(𝑡𝑡) =

1

√2𝜋𝜋

𝑒𝑒

−

𝑡𝑡 2
2

Gaussian Kernel

(Eq. 48)
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Appendix B: Pearson Correlation Bivariate Analysis
AAWD OD Flow Versus Sociodemographic Features
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192
AAWD OD Flow Versus Economic Features
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196
AAWD OD Flow Versus Parking Supply, Transit Availability, Accessibility, and Commute
Features
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Analyzing Annual Average Weekday OD Flow Built-environment Features
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AAWD OD Flow Versus Crime Density
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Appendix C: Moran’s I Test
𝐼𝐼 =

𝑛𝑛 ∑𝑛𝑛𝑖𝑖=1 ∑𝑛𝑛𝑗𝑗=1 𝑤𝑤𝑖𝑖,𝑗𝑗 𝑧𝑧𝑖𝑖 𝑧𝑧𝑗𝑗
𝑆𝑆0
∑𝑛𝑛𝑖𝑖=1 𝑧𝑧𝑖𝑖2

(Eq. 50)

where: 𝑖𝑖, 𝑗𝑗 ∈ {1, … 𝑛𝑛 = 12,896}

zi = 𝑥𝑥𝑖𝑖 − 𝑋𝑋� ; 𝑋𝑋�: 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑤𝑤𝑖𝑖,𝑗𝑗 : spatial weight between features (inverse Euclidean distance)

S0 : aggregate of all spatial weights;
𝑛𝑛

𝑛𝑛

𝑆𝑆0 = � � 𝑤𝑤𝑖𝑖,𝑗𝑗
𝑖𝑖=1 𝑗𝑗=1

The z-score:
𝑍𝑍𝑍𝑍𝐼𝐼 =

(Eq. 51)

𝐼𝐼 − 𝐸𝐸[𝐼𝐼]
�𝑉𝑉[𝐼𝐼]

where: 𝐸𝐸[𝐼𝐼] is the mean, and 𝑉𝑉[𝐼𝐼] is the variance, computed as:
𝐸𝐸[𝐼𝐼] =

−1
𝑛𝑛 − 1

𝐸𝐸[𝐼𝐼 2 ]
𝑉𝑉[𝐼𝐼] =
𝐸𝐸[𝐼𝐼]2
and 𝐸𝐸[𝐼𝐼 2 ] =

𝐴𝐴−𝐵𝐵
;
𝐶𝐶

where:

𝐴𝐴 = 𝑛𝑛[(𝑛𝑛2 − 3𝑛𝑛 + 3)𝑆𝑆1 − 𝑛𝑛𝑆𝑆2 + 3𝑆𝑆02 ]
𝐵𝐵 = 𝐷𝐷[(𝑛𝑛2 − 𝑛𝑛)𝑆𝑆1 − 2𝑛𝑛𝑆𝑆2 +6𝑆𝑆02
𝐶𝐶 = (𝑛𝑛 − 1) (𝑛𝑛 − 2) (𝑛𝑛 − 3) 𝑆𝑆02
𝐷𝐷 =
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Appendix D: Ridge Regression Proof
For cost function 𝐽𝐽(𝐁𝐁) = (𝒀𝒀 − 𝑿𝑿𝐁𝐁)′(𝒀𝒀 − 𝑿𝑿𝐁𝐁) + λ𝐁𝐁′𝐁𝐁
𝐽𝐽(𝐁𝐁) = (𝒀𝒀′ − 𝐁𝐁′ 𝐗𝐗 ′ )(𝐘𝐘 − 𝐗𝐗𝐗𝐗) + λ𝐁𝐁′ 𝐁𝐁

= 𝒀𝒀′ 𝒀𝒀 − 𝒀𝒀′ 𝑿𝑿𝐁𝐁 − 𝐁𝐁 ′ 𝐗𝐗 ′ 𝐘𝐘 + 𝐁𝐁 ′ 𝐗𝐗 ′ 𝐗𝐗𝐗𝐗 + λ𝐁𝐁′ 𝐁𝐁

𝝏𝝏𝐽𝐽(𝐁𝐁)
𝝏𝝏𝝏𝝏

= 𝒀𝒀′ 𝒀𝒀 − 𝟐𝟐𝐁𝐁′ 𝐗𝐗 ′ 𝐘𝐘 + 𝐁𝐁 ′ 𝐗𝐗 ′ 𝐗𝐗𝐗𝐗 + λ𝐁𝐁′ 𝐁𝐁

Proof 1

= −𝟐𝟐𝐗𝐗 ′ (𝐘𝐘 − 𝐁𝐁 ′ 𝐗𝐗) +2 λ𝐁𝐁 =0

𝐗𝐗 ′ 𝒀𝒀 = (𝐗𝐗 ′ 𝑿𝑿 + λ𝐼𝐼𝑛𝑛 )𝐁𝐁
Thus:

B = 𝛽𝛽̂𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = (𝑋𝑋′𝑋𝑋 + λ𝐼𝐼𝑛𝑛 )−1 𝑋𝑋′𝑌𝑌
Appendix E: DDB CSLXR Results
Variable

Coefficient

CONSTANT

1.64***

Med_Trip_Miles

-35.43***

Med_Trip_Seconds

-24.63***

Med_Trip_Price

-0.85

Origin

Destination

Origin (Lagged)

Destination (Lagged)

Pop

20.34***

18.43***

4.67*

3.87

PopDensity

-14.16***

-16.31***

1.4

3.39

HhCount

4.22

4.59*

1.66

0.7

HhChildCount%

-16.03***

-18.46***

3.03

3.99

WtPop%

2.21

2.8

-4.06

-3.94

BkPop%

-8.16***

-6.98***

11.22***

9.74***

AsPop%

3.43***

5.33***

-1.37

0.56

LatPop%

0

-1.21

-7.22***

-6.41***

Z_MillGen%

12.11***

10.14***

-3.65

-0.48

BBoomersGen%

-4.76***

-7.92***

-0.67

-4.91**

WrkAdulCount

9.92***

9.72***

5.09*

4.37

WrkAdul%

-4.43***

-6.71***

6.13**

8.09***

PerCapitaIncome

21.15***

23.45***

14.08***

13.42***

Hh0CarCount

3.58**

5.54***

-2.51

-1.66

Hh0Car%

10.1***

10.51***

-9.16***

-7.92***

HhDevCount

-4.06

-2.05

1.41

0.84
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Origin

Destination

Origin (Lagged)

Destination (Lagged)

HhDev%

3.59***

3.83***

1.74

4.86*

HhIntrntCount

-7.41***

-7.06***

1.1

0.00

HhIntrnt%

-9.49***

-9.92***

-4.66*

-7.2***

EmpDensity

16.13***

20.9***

3.94

6.48**

LowIncHH%

-7.71***

-7.28***

-3.32

-1.43

MidIncHH%

-0.55

0.8

-15.31***

-16.2***

HiIncHH%

0.86

2.8

7.64***

6.03**

PrkSpotsCount

6.38***

5.3***

3.14

5.62**

PrkSpotPerVeh

1.68***

3.53***

3.88

7.09***

PrkRate

1.87**

1.75**

6.96***

4.63**

ConDen

0.72

-0.23

-10.3***

-9.98***

BusCount

-5.65***

-5.08***

4.25*

3.4

TrainCount

-2.8***

-2.34***

-4.07***

-1.69

PevFactor

0.28

0.82

3.28

3.09

TransitFreq

-0.99

0

7.66***

5.23**

TransitProx

-1.64***

-2.13***

10.9***

15.59***

Carpoolers%

0.71

1.32**

-9.09***

-6.48***

Transitters%

2.09***

3.28***

5.74***

0.01

Entropy

1.02*

1.74***

-15.6***

-15.86***

WalkIndex

-0.58

-1.98***

-11.48***

-2.89

RestCount

-0.46

-1.54**

5.58**

0.63

Assault_Den

8.1***

7.98***

4.75*

6.11**

Burglary_Den

5.43***

4.65***

8.15***

7.5***

Homicide_Den

1.71*

2.94***

-2.91

-2.27

Robbery_Den

1.85*

2.29**

8.68***

8.56***

* p-value < 0.1; **p-value < 0.05; ***p-value < 0.01
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Appendix F: CGWRR Coefficients Primary Statistics and Percentile of Significance
CGWRR Estimation of OD-related Variables’ Coefficients
Variable (OD pair)

Coef.

Coef.

Coef.

Coef.

Coef.

%p-

Mean

STD

Min

Median

Max

value

%p<

value

%p<

value

0.1

0.05

0.01

Constant

1.118

0.558

-0.848

1.058

3.435

0.54

0.42

0.33

Med_Trip_Miles

-0.49

0.404

-2.732

-0.475

1.847

78.20

74.10

65.20

Med_Trip_Seconds

-0.13

0.279

-1.334

-0.132

1.192

48.59

42.01

30.68

Med_Trip_Price

0.052

0.137

-0.337

0.016

0.556

13.02

8.24

3.22

%p-

<

CGWRR Estimation of Sociodemographic Variables’ Coefficients
Variable*

Coef.

Coef.

Coef.

Coef.

Coef.

%p-

%p-

Mean

STD

Min

Median

Max

value <

value

0.1

0.05

0.01

<

value

HhChildCount%_D

-0.229

0.241

-1.328

-0.203

0.769

73.26

69.24

61.28

PopDensity_O

-0.216

0.261

-1.402

-0.166

0.874

72.25

69.18

63.02

PopDensity_D

-0.215

0.255

-1.589

-0.171

0.562

71.98

68.69

62.12

HhChildCount%_O

-0.209

0.244

-1.533

-0.193

0.74

70.94

67.11

59.44

LatPop%_D

-0.116

0.297

-1.485

-0.102

1.551

53.37

49.6

43.26

BBoomersGen%_D

-0.104

0.395

-2.227

-0.094

1.656

51.85

48.52

41.7

LatPop%_O

-0.09

0.307

-1.741

-0.066

1.436

46.57

43.29

37.77

BBoomersGen%_O'

-0.06

0.366

-2.001

-0.061

1.491

46.38

42.66

36.21

WtPop%_D

0.09

0.467

-1.851

0.016

3.517

34.29

31.19

25.94

BkPop%_O

0.045

0.448

-1.81

0.006

2.853

34.2

30.42

24.46

BkPop%_D

0.077

0.449

-1.906

0.025

2.451

32.87

29.56

23.77

WtPop%_O

0.081

0.433

-1.756

0.025

3.835

32.09

28.34

22.36

Z_MillGen%_D

0.135

0.299

-1.169

0.113

1.761

19.04

16.57

12.49

Z_MillGen%_O

0.145

0.275

-1.13

0.128

1.626

16.66

14.11

9.76

HhCount_O

0.104

0.555

-3.836

0.079

5.404

16.2

13.75

9.7

HhCount_D

0.109

0.503

-3.624

0.083

4.282

16.01

13.83

10.53

AsPop%_O

0.173

0.311

-0.821

0.135

2.281

13.45

11.3

7.53

AsPop%_D

0.202

0.33

-1.003

0.153

1.912

13.44

11.17

8.07

Pop_O

0.377

0.501

-1.863

0.255

3.713

12.1

10.23

7.7

Pop_D

0.362

0.493

-2.08

0.229

3.686

10.33

8.93

6.81

* Variable at origin has a successor or “_O”, and at destination has a successor of “_D”

<
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CGWRR Estimation of Economic Variables’ Coefficients
Variable*

Coef.

Coef.

Coef.

Coef.

Coef.

%p-value

%p-value

%p-value

Mean

STD

Min

Median

Max

< 0.1

< 0.05

< 0.01

LowIncHH%_O

0.044

0.132

-0.446

0.038

0.696

60.13

57.1

50.83

LowIncHH%_D

-0.095

0.17

-0.889

-0.091

0.625

60.13

57.69

52.94

WrkAdul%_D

-0.056

0.278

-1.389

-0.048

1.112

44.06

40.51

33.96

HhIntrnt%_D

-0.017

0.257

-1.27

-0.014

1.23

39.62

36.26

29.78

Hh0CarCount_O

0.196

0.284

-1.203

0.215

1.709

39.45

36.08

30.15

WrkAdul%_O

0.287

0.354

-1.154

0.293

2.323

39.1

34.92

27.69

HhIntrntCount_D

-0.069

0.61

-4.298

-0.007

5.084

38.39

34.86

28.13

HhIntrnt%_O

0.32

0.726

-2.941

0.214

5.216

37.24

34.07

28.69

HhDevCount_D

-0.087

0.531

-5.105

0.005

3.898

36.05

31.83

25.57

HhIntrntCount_O

-0.01

0.259

-1.11

-0.004

1.309

35.22

31.6

25.78

HhDevCount_O

0.068

0.217

-0.852

0.064

1.117

30.97

27.63

21.2

Hh0CarCount_D

0.054

0.506

-3.614

0.082

3.566

29.96

27.03

21.17

HiIncHH%_D

0.039

0.138

-0.539

0.039

0.519

29.72

27.16

22.45

HiIncHH%_O

-0.028

0.261

-1.303

-0.025

1.202

27.24

24.54

19.82

MidIncHH%_O

0.04

0.122

-0.451

0.039

0.522

24.09

21.2

16.11

MidIncHH%_D

0.058

0.138

-0.528

0.054

0.767

23.76

21.18

16.64

HhDev%_D

0.058

0.212

-0.899

0.058

1.005

23.56

20.85

16.45

EmpDensity_O

-0.076

0.146

-0.912

-0.078

0.54

22.98

20.94

17.39

HhDev%_O

-0.06

0.619

-5.903

0.004

5.702

22.96

20.41

15.97

EmpDensity_D

0.457

0.847

-2.836

0.291

6.672

20.67

18.75

15.82

WrkAdulCount_O

-0.028

0.261

-1.303

-0.025

1.202

17.1

14.95

11.2

WrkAdulCount_D

0.183

0.526

-3.472

0.112

4.191

15.02

12.72

9.32

Hh0Car%_D

0.196

0.285

-1.187

0.221

1.48

14.21

12.11

8.62

Hh0Car%_O

-0.025

0.563

-5.571

0.023

2.728

13

11.2

8.2

PerCapitaIncome_O

-0.045

0.578

-3.879

-0.005

3.063

11.88

10.12

7.4

PerCapitaIncome_D

0.312

0.384

-1.283

0.31

2.639

11.77

9.79

6.69

* Variable at origin has a successor or “_O”, and at destination has a successor of “_D”
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CGWRR Estimation of Parking Supply, Transit Availability, Accessibility, and Commute
Variables’ Coefficients
Variable*

Coef.

Coef.

Coef.

Coef.

Coef.

%p-value

%p-

%p-

Mean

STD

Min

Median

Max

< 0.1

value <

value <

0.05

0.01

TrainCount_D

-0.077

0.224

-1.641

-0.048

1.9

51.32

47.84

41.64

BusCount_O

-0.074

0.172

-0.986

-0.057

0.582

51.23

47.93

42.52

TrainCount_O

-0.075

0.214

-1.355

-0.041

1.564

49.25

46.14

40.78

PevFactor_O

-0.034

0.336

-1.591

-0.065

1.854

48.22

44.72

38.82

PevFactor_D

-0.034

0.342

-1.927

-0.066

1.815

47.96

44.59

38.26

BusCount_D

-0.052

0.187

-1.147

-0.043

0.928

47.84

44.28

37.9

TransitProx_D

-0.061

0.34

-1.626

-0.045

1.9

46.92

43.8

39.14

TransitFreq_O

-0.021

0.261

-1.183

-0.035

1.634

42.46

38.57

31.56

TransitFreq_D

-0.008

0.279

-1.283

-0.012

1.566

38.84

35.35

28.82

TransitProx_O

-0.019

0.28

-8.37

-0.004

1.655

38

34.83

29.71

PrkSpotsCount_D

0.185

0.623

-3.151

0.082

4.709

31.49

28.92

24.38

PrkRate_O

0.061

0.218

-1.042

0.036

1.201

28.88

25.6

20.41

PrkRate_D

0.048

0.234

-1.43

0.03

1.637

28.16

25.29

20.64

ConDen_D

0.054

0.264

-2.348

0.049

1.124

28.11

24.31

19.18

PrkSpotsCount_O

0.174

0.547

-2.96

0.099

4

27.55

24.84

21.1

Transitters%_O

0.028

0.141

-0.594

0.024

0.752

26

22.01

16.04

ConDen_O

0.065

0.245

-1.78

0.07

1.489

23.57

20.74

16.02

Transitters%_D

0.047

0.15

-0.677

0.047

0.638

21.26

18.11

13.59

PrkSpotPerVeh_D

0.183

0.516

-5.273

0.14

4.022

19.19

16.84

12.94

PrkSpotPerVeh_O

0.169

0.474

-2.865

0.125

4.611

19.1

16.51

12.76

Carpoolers%_D

0.077

0.129

-0.373

0.07

0.556

17.75

14.34

9.78

Carpoolers%_O

0.075

0.124

-0.411

0.066

0.698

16.93

13.97

9.03

* Variable at origin has a successor or “_O”, and at destination has a successor of “_D”
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CGWRR Estimation of Built-environment Variables’ Coefficients
Variable*

Coef.

Coef.

Coef.

Coef.

Coef.

%p-value

%p-value

%p-value

Mean

STD

Min

Median

Max

< 0.1

< 0.05

< 0.01

RestCount_D

-0.005

0.169

-0.91

-0.012

0.838

38.78

34.58

27.3

WalkIndex_O

-0.014

0.149

-0.889

-0.002

0.729

35.3

31.37

25.5

WalkIndex_D

-0.005

0.151

-0.795

0

0.77

35.13

31.33

25.4

RestCount_O

0.025

0.164

-0.615

0.008

1.139

31.05

26.72

19.6

Entropy_D

0.038

0.133

-0.51

0.022

0.667

27.88

24.3

18.11

Entropy_O

0.048

0.129

-0.557

0.035

0.596

22.91

19.42

13.72

* Variable at origin has a successor or “_O”, and at destination has a successor of “_D”
CGWRR Estimation of Crime Rates Variables’ Coefficients
Variable*

Coef.

Coef.

Coef.

Coef.

Coef.

%p-value

%p-value

%p-value

Mean

STD

Min

Median

Max

< 0.1

< 0.05

< 0.01

Homicide_Den_O

-0.01

0.216

-1.126

-0.013

1.25

39.07

35.44

29.13

Homicide_Den_D

0.002

0.24

-0.986

0.006

1.28

35.93

32.99

27.91

Assault_Den_D

-0.018

0.394

-2.368

0.028

2.177

35.92

32.79

26.85

Assault_Den_O

-0.01

0.353

-2.161

0.025

1.605

32.55

29.02

23.22

Robbery_Den_O

0.07

0.332

-1.406

0.037

2.492

28.26

24.53

19.01

Robbery_Den_D

0.109

0.35

-1.488

0.07

2.25

22.54

19.24

14.59

Burglary_Den_D

0.14

0.237

-0.94

0.137

1.32

16.78

14.1

9.79

Burglary_Den_O

0.143

0.23

-0.896

0.136

1.502

14.73

12.3

8.57

* Variable at origin has a successor or “_O”, and at destination has a successor of “_D”
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Figure 77: Visualizing Heterogenous Effects of Sociodemographic Variables at Destination

Figure 78: Visualizing Heterogenous Effects of Economic Variables at Destination
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Figure 79: Visualizing Heterogenous Effects of Parking Supply, Transit Availability, Accessibility, and Commute
Variables at Destination

Figure 80: Visualizing Heterogenous Effects of Built-environment, and Crime Rates Variables at Destination
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Appendix G: Features Importance in Tree-Based Regression Models
Feature Group

RFR Feature Importance

XGBoost Feature Importance

Travel Impedance Features

Med_Trip_Miles, 0.175

Med_Trip_Miles, 0.053

Med_Trip_Seconds, 0.028

Med_Trip_Seconds, 0.05

Feature Group

Detailed Feature Importance

XGBoost Feature Importance

Sociodemographic Features

HhChildCount%_O, 0.02

HhChildCount%_O,

HhChildCount%_D, 0.013

0.025

LatPop%_D, 0.008

HhChildCount%_D,

LatPop%_O, 0.006

0.021

BBoomersGen%_O, 0.006

LatPop%_D, 0.019

Z_MillGen%_O, 0.005

LatPop%_O, 0.018

AsPop%_O, 0.005

BBoomersGen%_O, 0.01

Z_MillGen%_D, 0.005

Z_MillGen%_O, 0.016

BBoomersGen%_D, 0.004

AsPop%_O, 0.017

AsPop%_D, 0.004

Z_MillGen%_D, 0.014

PopDensity_D, 0.004

BBoomersGen%_D, 0.01

PopDensity_O, 0.004

AsPop%_D, 0.016

WtPop%_O, 0.003

PopDensity_D, 0.035

WtPop%_D, 0.003

PopDensity_O, 0.048

BkPop%_D, 0.003

WtPop%_O, 0.019

BkPop%_O, 0.003

WtPop%_D, 0.018
BkPop%_D, 0.013
BkPop%_O, 0.014
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Feature Group

Detailed Feature Importance

Overall Group Importance

Economic Features

EmpDensity_O, 0.045

EmpDensity_O, 0.015

EmpDensity_D, 0.035

EmpDensity_D, 0.015

HhIntrntCount_O, 0.031

HhIntrntCount_O, 0.011

HhIntrntCount_D, 0.025

HhIntrntCount_D, 0.011

WrkAdulCount_O, 0.018

WrkAdulCount_O, 0.014

HhDevCount_O, 0.016

HhDevCount_O, 0.006

PerCapitaIncome_D, 0.013

PerCapitaIncome_D, 0.012

WrkAdulCount_D, 0.013

WrkAdulCount_D, 0.014

WrkAdul%_D, 0.012

WrkAdul%_D, 0.012

PerCapitaIncome_O, 0.01

PerCapitaIncome_O, 0.013

HhDevCount_D, 0.008

HhDevCount_D, 0.007

WrkAdul%_O, 0.006

WrkAdul%_O, 0.014

LowIncHH%_D, 0.006

LowIncHH%_D, 0.01

Hh0CarCount_D, 0.006

Hh0CarCount_D, 0.008

Hh0CarCount_O, 0.006

Hh0CarCount_O, 0.01

HhIntrnt%_O, 0.004

HhIntrnt%_O, 0.011

HhIntrnt%_D, 0.003

HhIntrnt%_D, 0.01

HhDev%_D, 0.003

HhDev%_D, 0.012

HhDev%_O, 0.003

HhDev%_O, 0.011

Hh0Car%_D, 0.003

Hh0Car%_D, 0.01

HiIncHH%_D, 0.003

HiIncHH%_D, 0.008

HiIncHH%_O, 0.003

HiIncHH%_O, 0.007

LowIncHH%_O, 0.003

LowIncHH%_O, 0.01

Hh0Car%_O, 0.003

Hh0Car%_O, 0.01
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Feature Group

Detailed Feature Importance

Overall Group Importance

Parking Supply, Transit

PrkSpotsCount_O, 0.164

PrkSpotsCount_O, 0.014

Availability and Accessibility,

PrkSpotsCount_D, 0.146

PrkSpotsCount_D, 0.013

and Commute Features

PrkSpotPerVeh_O, 0.011

PrkSpotPerVeh_O, 0.01

PrkSpotPerVeh_D, 0.008

PrkSpotPerVeh_D,

BusCount_O, 0.006

0.009

PevFactor_O, 0.005

BusCount_O, 0.01

PevFactor_D, 0.005

PevFactor_O, 0.01

Transitters%_D, 0.004

PevFactor_D, 0.009

TransitProx_D, 0.004

Transitters%_D, 0.014

BusCount_D, 0.004

TransitProx_D, 0.007

TransitProx_O, 0.003

BusCount_D, 0.009

TransitFreq_O, 0.003

TransitProx_O, 0.007

Carpoolers%_D, 0.003

TransitFreq_O, 0.01

Transitters%_O, 0.003

Carpoolers%_D, 0.011

TransitFreq_D, 0.003

Transitters%_O, 0.013

Carpoolers%_O, 0.003

TransitFreq_D, 0.008

PrkRate_O, 0.002

Carpoolers%_O, 0.014

PrkRate_D, 0.002

PrkRate_O, 0.011

TrainCount_D, 0.001

PrkRate_D, 0.01

TrainCount_O, 0

TrainCount_D, 0.001
TrainCount_O, 0.001

Feature Group

Detailed Feature Importance

Overall Group Importance

Built-environment Features

Entropy_D, 0.004

Entropy_D, 0.014

Entropy_O, 0.004

Entropy_O, 0.013

WalkIndex_O, 0.003

WalkIndex_O,

WalkIndex_D, 0.003

0.013

RestCount_D, 0.002

WalkIndex_D,

RestCount_O, 0.002

0.012
RestCount_D,
0.006
RestCount_O,
0.006
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Feature Group

Detailed
Importance

Crime Density Features

Feature

Overall

Group

Importance

Robbery_Den_D, 0.004

Robbery_Den_D, 0.004, 0.008

Homicide_Den_O, 0.004

Homicide_Den_O, 0.004, 0.006

Robbery_Den_O, 0.003

Robbery_Den_O, 0.003, 0.008

Homicide_Den_D, 0.003

Homicide_Den_D, 0.003, 0.007

Burglary_Den_D, 0.003

Burglary_Den_D, 0.003, 0.01

Assault_Den_O, 0.003

Assault_Den_O, 0.003, 0.008

Assault_Den_D, 0.003

Assault_Den_D, 0.003, 0.008

Burglary_Den_O, 0.003

Burglary_Den_O, 0.003, 0.011
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Features' Importance in Tree-based Models – RFR Model

215
Features' Importance in Tree-based Models – XGBoost Model
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