Introduction
Control processes described by differential equations linear in the control but with quadratic cost functionals are often not bang-bang (Refs. [1] [2] [3] . That is, for such processes, the optimal control does not lie on the boundary of the control region. A simple example of such a process is described in Section 2, namely, to minimize Here, Xo, x 1 , T are fixed. Whether or not a given finite-dimensional process is bang-bang can be determined from Pontryagin's maximum principle, provided the adjoint problem can be solved and has a nonzero solution. However, a maximum principle for control problems involving operator equations in a Hilbert space is not presently available except in special cases (Refs. [4] [5] .
Here, we establish, without a maximum principle, sufficient conditions for bang-bang and singular optimal control (in the sense defined in Section 3) in the case of linear operator equations with cost functionals which are the sum of linear and quadratic terms, that is, We were led to our results through consideration of the example mentioned above. Our approach to guarantee bang-bang control is the naive one: we assume that the optimal control ,2 is singular and, with simple estimates, show that there exists a )t > 0 such that J(Aff) < j(,2). In essence, our results are: if J is close to linear, an optimal control is bang-bang; but, if J is close to quadratic, the optimal control is singular. They appear to be reasonably close to best possible. Analogous results hold for other configurations of x 0 and x x . The reader should be aware that, while the example just described motivated the discovery of the theorems to follow, we have been unable to fit the example in the abstract setting of the theorems. Our difficulty is that some nonextremal points of the control set in the example are identified as extremal points when we try to describe the example in terms of the abstract setting of the theorems.
Finite-Dimensional Example

Bang-Bang Control
Let Hi, i = 1, 2, be two real Hilbert spaces with inner products and norms (., .)t and II "l]i, respectively. We assume that A is a linear operator from H 1 into//2, that is,
A: 2(A) ~ R(A)
with R(A) dense in H~. For the control region U, we choose a subset of R(A).
In all that follows, it is sufficient to assume that d has a right inverse and that R(A) is dense in a subspace of H~. We have made the stronger and simpler assumptions that A has an inverse and R(A) is dense in H~.
Let r ~ ~(A -1.) be a fixed vector in H 1 . We study controls u that minimize the functional
We assume that,an optimal control exists; namely, for all 13 >I 0, there exists at least one ~ ~ U and ~ ~ ~(A) such that
A~ = ~ and J(t~) = inf J(u) u~U
Note that ~ and ~ in general depend on ft. Also, we need not assume uniqueness of the optimal control. However, it turns out that, if U is convex, then the optimal control must be unique. In fact, let u o and u 1 be two optimal controls corresponding to x 0 and xl, with J(uo) = J(ul). Then, (1 --A) u 0 + Au x is an admissible control corresponding to (1 --A) x 0 -b AXl. A simple computation shows that
Further, it is natural to impose the condition that, even when/3 = 0, the control action affects J; namely, if/3 = 0, there exists a v 6 U such that
In what follows, v is an optimal control for/3 = 0. Note that, if U is a subset of the unit ball and
then it is an optimal control for/3 = 0, and the minimum value of J is -]1 r* It2.
In the case/3 = 0, whether or not --r*/[ I r* II ~ U, the optimal control process is bang-bang. On the other hand, if r = 0, then J(u) = fl(x, x) is least for u = x = 0. In this case, therefore, the optimal control is singular. The theorems to follow give various sufficient conditions to guarantee bang-bang control or singular control in the intermediate cases where neither r nor/3 is z ero. We next describe the kind of control sets we shall admit, and define precisely what we mean by bang-bang control. A star-shaped control set, according to Definition 3.1, may be a thin spiny set or one with "faces" containing "radial line segments". Hence, not all the boundary points of a star-shaped control set are necessarily extremal points. By a bang-bang control, we mean an extremal point of U. By a singular control, we mean one that is not bang-bang. A singular control may be a boundary point of U.
It is easy to see that extremal points are always boundary points and, if U is a convex body with the origin in its interior, then it is also star-shaped. (4) is always an extremal point of U for all nonnegative
where 8 -----minu~ v J(u) for/~ = 0. Note that A need not be bounded, nor must ~ be unique.
Proof. Suppose that ,2, an optimal control, is not an extremal point of U. Then, since U is star-shaped, there exists an % > 0 such that, if 1 ~< A < 1 + %, A~ ¢ U. Thus, we may consider 
j(aa) -J(a) = (~ -1)[(r*, a), + fl(L~a, a), + afl(L~a, a)d
=(1+,)0/(2+,)<0
The last equality holds, since the hypotheses that U is star-shaped and the control action affects J if/~ = 0 guarantee that 0 < 0. We next estimate the remaining term in ( Recall that a regular convex body is one in which every hyperplane of support intersects the body in exactly one point. An extreme point of a convex set U is one that is not a nontrivial convex combination of other points in U. 
Singular Control
For A unbounded and A -~ bounded, we have not been able to prove, as we would have liked to have done, that an optimal control for the problem (4)- (5) is never an extremal point of U if
> [8 I/2K
In the way of an only if part of Theorem 3.1 we have only been able to prove that optimal controls are singular if fl is sufficiently large. How large we do not know.
Under alternate hypotheses to those of Theorem 3.1, however, we can do better. 
then an optimal control a for the problem (4)- (5) is never an extremal point (is always singular) if
Proof. Suppose that fl satisfies (9) and ti, an optimal control, is an extremal point of U. Since U is star- 
