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Abstract 
This paper presents an indoor object recognition system based on the histogram of oriented gradient and Machine 
Learning (ML) algorithms; such as Support Vector Machines (SVMs), Random Forests (RF) and Linear Discriminant 
Analysis (LDA) algorithms, for classifying different indoor objects to improve quality of elderly people’s life. The 
proposed approach consists of three phases; namely segmentation, feature extraction, and classification phases. 
Datasets used for these experiments, are totally consisted of 347 images with different eight indoor objects used for 
both training and testing datasets. Training dataset is divided into eight classes representing the different eight indoor 
objects. Experimental results showed that RF classification algorithm outperformed both SVM and LDA algorithms, 
where RF achieved 80.12 %, SVM and LDA achieved 77.81% and 78.76% respectively. 
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1. Introduction 
       In 2010, Elderly who aged 65 or older were 524 million approximately of the world’s population and the 
number of elderly rapidly grow. So, by 2050, it is expected to be nearly triple to about 1.5 billion world’s population 
[1]. As a result of the growth in the elderly population, the attention to their complex needs will be increased. The 
elderly suffer from different problems and diseases such as, dementia, memory difficulty and low vision. Most of the 
elderly are not able to manage daily life by themselves due to these problems. 
 
For Dementia, it isn’t a specific disease. It is a degenerative condition and has no known cure. Symptoms of 
dementia disease are memory loss, cognitive weakness, communication difficulty, mood disturbances, executive 
dysfunction, aphasia, agnosia, apraxia, visuospatial impairment, behavioral and activity, these symptoms get worse 
over time an affect people’s daily life and activities [2–4]. Also, for visually impaired, low vision people (by birth or 
by an accident or due to old age), they suffer from poor vision, sometimes they distinguish differ between objects [5]. 
Elderly people also suffer from memory difficulty; as they know how to use objects, but, they don’t remember their 
names. 
 
These situations are depressing for the individual and irritating for their loved ones. Individuals, who suffer from 
these problems, are worrying about their life as well as privacy as they can’t act independently. Although there is no 
cure for these problems, they can still have a good quality of life, if the right long-term care plan was provided in a 
place. Since the cost of caring for elderly is very steep [4], so an indoor object detection and recognition system for 
elderly, visually impaired and low vision people, is required to support these people to act independently. Object 
detection and recognition is one of the most challenging problems in computer vision. Utilizing computer vision with 
machine learning techniques has recently been widely used in developing real world object recognition system based 
on the use of local features [6]. 
 
This paper is a part of the framework for designing an intelligent assistive system for indoor object detection and 
recognition for elderly people. The proposed system depends on computer vision and machine learning techniques. 
The dataset used in this paper, is downloaded from UMass Lowell University website. The rest of this paper is 
organized as follows. Section 2 introduces related research work. Section 3 describes the different phases of the 
proposed system. Section 4 discusses the tested image dataset and presented the obtained experimental results. Finally, 
section 5 presents conclusions and future work. 
 
Nomenclature 
ML Machine Learning  
SVMs  Support Vector Machines  
RFs Random Forests 
HOGs    Histogram of Gradients 
LDA      Linear Discriminant Analysis 
PCA      Principal Component Analysis 
SIFT      Scale Invariant Feature Transform  
2. Related Work 
As previously stated in the introduction section, object recognition is one of the most challenging problems in 
computer vision. In the last few years, there has been substantial work in the computer vision field, which tackling the 
problem of object recognition. This section gives a brief survey of recent work on object recognition. 
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     In [7], an object categorization approach based on a combination of efficient image representation and support 
vector machines (SVMs) has been presented. Image representation based on local descriptor such as (SIFT, JET and 
image patch). Firstly, they compute different local descriptor feature vectors, then they test their approach using 
different combinations of SVM kernel and local descriptors. Finally, they compare the performance and SIFT 
descriptor was found to be the best one. 
     While in [8], an image recognition method for Smartphone based on local features and SVM has been proposed. 
The local features used in this research are HOG and Color patch descriptor. Firstly, they extract both HOG and Color 
patch, and they reduce their dimensionality using PCA. Then, they are Fisher Vector represented. Finally, they applied 
SVM as a classification algorithm. This system has achieved 79.2% classification rate with the top five candidates. 
     Also in [9], a face recognition approach based on SIFT features has been proposed. The approach works as 
follows: SIFT features are extracted from all faces images. Then, SIFT features are extracted from a given test face 
image. Finally, the extracted features from the test face are compared against the features from each face. Face image 
with the largest number of matching points, which is greater than or equal to specific threshold, is the nearest face to 
test one. This approach was compared with two different approaches Eigenfaces and Fisherfaces. The obtained results 
show the excellence of this approach specially using smaller training sets. 
     In [10], authors proposed a robust object recognition system which, based on a new set of features. The used 
features are a set of scale and translation invariant C2 features. Firstly, they compute C2 features, and then they apply 
linear SVM as a classifier algorithm. This system exhibits excellent performance on a variety of image datasets. 
     This paper presents an intelligent assistive system for indoor objects recognition based on the histogram of 
oriented gradient in addition to SVMs, RF and LDA Machine Learning algorithms, to improve seniors quality of life. 
The objects dataset used in this paper has been downloaded from UMass Lowell University website. 
 
3. The Proposed Indoor Object Recognition System 
In particular, the proposed framework is capable of recognizing different indoor objects. The proposed system 
exploits HOG descriptor to identify different indoor objects in a multi-class scenario. The steps of it are shown at Fig. 
1. 
 
 
Fig. 1. Architecture of the proposed recognition system. 
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Segmentation, feature extraction, training and classification are the major tasks to be performed. For the indoor 
objects recognition problem, a good segmentation is required to extract a region of interest to achieve more accurate 
results. An image segmentation based on edge detection and morphological operations is used to detect only object 
part (region of interest). 
 
3.1. Segmentation 
     Image segmentation is an appropriate and efficacious method for detecting foreground objects in images with 
stable background. There are many methods for image segmentation. In our proposed system, that used images objects 
have sufficient contrast from the background, so objects can be easily detected in an image. Here, an image 
segmentation approach based on edge detection and basic morphological operations is used to detect our objects. Fig.2. 
shows some segmentation examples.  
 
 
Fig. 2.  Sample images before and after applying segmentation step. 
The segmentation approach works as shown at Algorithm (1):  
 
Algorithm 1 Segmentation Algorithm 
 
1: Convert image ୭୰୧୥୧୬ୟ୪ from RGB color space into grayscale 
୧୫୥ 
2: Compute object edges via Apply Sobel edge detection filter with a defined threshold T on 
୧୫୥. 
3: Apply image dilation using linear structuring elements(vertical one followed by horizontal one) SE 
4: Perform holes filling to fill holes in the interior of the object 
5: Smooth the object by eroding the image twice with a diamond structuring element SE, Now we 
have object binary mask ୫ୟୱ୩ 
6: Multiply ୭୰୧୥୧୬ୟ୪ by ୫ୟୱ୩ 
7: Output is segmented Object Image 
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3.2. Feature Extraction 
In this paper, HOGs are used as local descriptors. They are commonly used in computer vision and image processing 
for the purpose of object detection. The technique counts occurrences of gradient orientation in localized portions of 
an image. This method is similar to other features such as edge orientation histograms, scale invariant feature transform 
(SIFT), SURF descriptors, and shape contexts. The difference is that is computed on a dense grid of uniformly spaced 
cells and it is very simple and fast to extract [11, 12]. 
 
     HOG computation algorithm can be performed by using Algorithm (2) [12]: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3. Classification 
     The final step in object recognition using Histogram of Oriented Gradient descriptors is to feed the descriptors 
into some recognition system based on supervised learning. For classification phase, the proposed approach applied 
three different algorithms for classification of Indoor Objects SVM, RF and LDA. In this section, we will discuss the 
basics of SVM, RF and LDA. 
 
1) Support Vector Machines (SVMs): One of the machine learning (ML) algorithms that are used for classification 
and regression of high dimensional datasets with excellent results is Support Vector Machines (SVMs) [13–15]. For 
classification problem solving, SVM is trying to find an optimal separating hyperplane between classes. 
 
     It depends on support vectors, these are training cases which are placed on the edge of class descriptor, any other 
cases are discarded [14–16]. SVM algorithm seeks to maximize the margin around a hyperplane that separates a 
positive class from a negative class [13–15]. 
 
     Given a training dataset with n samples (ଵ, ଵ), (ଶ, ଶ), . . . ,(୬, ୬), where ୧ is a feature vector in a v-
dimensional feature space and with labels ୧ ג  −1, 1 belonging to either of two linearly separable classes ଵand ଶ. 
Geometrically, the SVM modeling algorithm finds an optimal hyperplane with the maximal margin to separate two 
classes, which requires to solve the optimization problem, as shown in equations (3) and (4). 
 
                                       σ Ƚ୧୬୧ୀଵ െ ଵଶσ Ƚ୧୬୧ǡ୨ୀଵ Ƚ୨୧୨Ǥ ൫୧ǡ ୨൯              (3)                
Algorithm 2 HOG Algorithm 
 
1: Compute gradient values by applying the following process: 
• first the grayscale image is filtered to obtain x and y  derivatives of pixels using those masks: 
ܦ௬ ൌ อ
ͳ
Ͳ
െͳ
อ ,     ܦ௫ ൌ ȁെͳ Ͳ ͳȁ 
• compute magnitude and orientation of the gradient using the following equations: 
ȁܩȁ ൌ ටܫ௫ଶ ൅ ܫ௬ଶ                                             (1) 
 ߠ ൌ  ூ೤ூೣ                                                   (2) 
2: Divide the image into 2×2 block with total of 4 blocks. 
3: Extract HOG regarding eight orientations for each block and perform block normalization. 
4: Combine blocks HOGs into 1D feature vector with length 32. 
5:  Normalize the final HOG vector. 
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                                     െ ǣ σ Ƚ୧୬୧ୀଵ ୧ǡ Ͳ ൑ Ƚ୧ ൑                                 (4)            
 
     Where, Ƚ୧  is the weight assigned to the training sample ୧  . If Ƚ୧> 0, ୧  is called a support vector.  is a 
regulation parameter used to trade-off the training accuracy and the model complexity so that a superior generalization 
capability can be achieved. is a kernel function, which is used to measure the similarity between two samples. 
 
2) Random Forests (RF): One of the best known classification and regression techniques, which has the ability to 
classify large datasets with great accuracy is Random Forests (RF) algorithm. It generates an ensemble of decision 
trees. The main principle of ensemble methods is to group weak learners together to build a strong learner [17], [18]. 
The input is entered at the top and as it traverses down the tree, the original data is sampled in random, but with 
replacement into smaller and smaller sets. Sample class is determined using random forests trees, which are of an 
arbitrary number. To perform RF algorithm, Use Algorithm (3) [17]: 
 
 
 
 
 
 
 
 
 
 
 
 
     The predictions of the Random Forests are taken to be the majority votes of the predictions of all trees for 
classification and for regression are taken to be the average of the predictions of the all trees as shown in equation (5) 
[17], [18]: 
 
                      ൌ ଵ୏෌ ୲୦
୏
୩ୀଵ                                                (5) 
 
     Where  is a random forests prediction, ୲୦ is a tree response, and  is the index runs over the individual trees 
in the forest. 
 
3) Linear Discriminant Analysis (LDA): Linear Discriminant Analysis (LDA) is a commonly used technique for 
data classification and dimensionality reduction. Linear Discriminant Analysis easily handles the case where the within 
class frequencies are unequal and their performances has been examined on randomly generated test data. it’s basic 
idea is to find a linear transformation that best discriminate among classes, then classification can be performed in 
transformed space based on some metrics(Euclidean distance) [19]. 
 
     Given data ୧, ୧,  =ͳ , where ୧  1, 2, ..., is the class label,  is the number of classes and ୧ is a vector of 
features or predictors, we seek to find the best direction in the predictor space in which the classes are separated as 
much as possible. 
Mathematically, LDA implementation is carried out via scatter matrix analysis. For all samples of all classes, we 
define two measures [19], [20]: 
  • Within-class scatter matrix. It is defined by: 
   ୵ ൌ σ σ ൫୧୨ െ Ɋ୨൯
୒ౠ
୧ୀଵ
୏୨ୀଵ ൫୧୨ െ Ɋ୨൯
୘
                                                                                                   (6) 
     Where ୨୧ is the ୲୦  sample of class  , Ɋ୨ is the mean of class  ,  is the number of classes, and ୨ is the number 
of samples in class  ; and 
Algorithm 3 Random Forest Algorithm  
 
1: Draw ୲୰ୣୣ bootstrap samples from the original data. 
2: For each of the bootstrap samples, grow an un-pruned classification or regression tree. 
3: At each internal node, rather than choosing the best split among all predictors, randomly select ୲୰୷   
    of the  predictors and determine the best split using only those predictors. 
4: Save tree as is, alongside those built thus far (Do not perform cost complexity pruning). 
5: Predict new data by aggregating the predictions of the ୲୰ୣୣ trees. 
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   • Between-class scatter matrix. It defined by: 
 
ୠ ൌ σ ൫Ɋ୨ െ Ɋ൯୏୨ୀଵ ൫Ɋ୨ െ Ɋ൯୘                                                                                                              (7)   
          
     Where Ɋ  represents the mean of all classes. This method maximizes the ratio of between-class measure to the 
within-class measure in any particular data set thereby guaranteeing maximal separability. The maximization of   ஔȁୗౘȁஔȁୗ౭ȁ 
. 
 
     For SVM and LDA, The inputs are training dataset feature vectors and their corresponding classes, whereas the 
outputs are the names of objects in the testing dataset. For RF, The inputs are a number of trees, training dataset feature 
vectors and their corresponding classes, whereas the outputs are the names of objects in the testing dataset. Since SVM 
is a binary class classification method and our problem is an N-class classification problem, so in this research the 
SVM algorithm is applied to Multi-class problem [21], [22]. We used one-against-one approach to do that. 
     SVM was trained and tested using (Linear and Polynomial with order = 3 kernel functions) and cross-validation. 
 
4. Experimental  Results 
     Simulation experiments in this paper used a dataset of total 347 images for different indoor objects for both 
training and testing datasets with 10-fold cross-validation. Samples of some indoor objects are shown at Fig. 3. 
 
 
 
Fig. 3. Samples of different indoor objects. 
 
Training dataset is divided into eight classes representing the different classes of indoor objects. The classes are 
Mug, Pen, Monitor, Mouse, Keyboard, Backpack, Laptop, and Mobile. Some samples of both training and testing 
datasets Fig. 4. 
 
The proposed approach has been implemented considering the One-against-One multi-class SVM system, LDA 
and RF using 10-fold cross validation and a total of 347 images of different indoor objects for both of training and 
testing datasets. The used features for classification are HOGs. Moreover, SVM algorithm was employed with different 
kernel functions that are: Linear kernel and Polynomial kernel for object classification. 
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Fig. 4. Examples of training and testing samples. 
      
Figure 5 shows classification accuracy for object recognition obtained via applying each kernel function of SVM, 
LDA and RF. 
The accuracy is computed using equation (8): 
ܣܿܿݑݎܽܿݕ =ே௨௠௕௘௥௢௙௖௢௥௥௘௖௧௟௬௖௟௔௦௦௜௙௜௘ௗ௜௠௔௚௘௦்௢௧௔௟௡௨௠௕௘௥௢௙௧௘௦௧௜௡௚௜௠௔௚௘௦ כ ͳͲͲ                                                                                 (8) 
 
 
Fig. 5. Object recognition System Accuracy. 
     In this paper, we tested SVM, RF and LDA classifiers for the problem of object recognition. The results showed 
that RF classifier is better than SVM and LDA and achieved good accuracy 80.12 %. 
        This is because of the working method of RF described above. RF achieves high accuracy with huge amount of 
dataset which has high number of variables. RF has one particular strength point, it is really doing feature selection, 
because it will build trees on good features by chance, and favor these over trees that were built on noise features. 
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5. Conclusions and Future Work 
     In this paper, an object recognition system based on Histogram of Oriented Gradients along with Support Vector 
Machines (SVMs), Random Forests (RF) and Linear Discriminant Analysis (LDA) classifiers has been presented. The 
proposed classification approach was implemented by applying a segmentation approach based on edge detection and 
morphological operations. Then, feature extraction was applied to each pre-processed image, HOG for each image is 
obtained as a feature vector. Finally, SVM, RF and LDA models are developed for object recognition. The proposed 
approach has been implemented via applying One-against-One multi-class SVM system, RF and LDA system using 
10-fold cross-validation.  
     Based on the obtained the experimental results, RF outperformed both SVM and LDA classification algorithms. 
Paper’s weakness is the selection of objects in the dataset collection, look far from the everyday life of elderly. So, 
more related objects to elderly will be included in our future work. 
 
     For future work, other features as well as other machine learning classifiers could be applied in order to achieve 
better recognition accuracy. Also, other objects, which elderly faced it daily will be included, as the currently available 
datasets didn’t include them .In addition to other datasets; such as faces, could be used in order to extend the 
applicability of the proposed system.  
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