T his paper presents and extends Latent Growth Modeling (LGM) as a complementary method for analyzing longitudinal data, modeling the process of change over time, testing time-centric hypotheses, and building longitudinal theories. We first describe the basic tenets of LGM and offer guidelines for applying LGM to Information Systems (IS) research, specifically how to pose research questions that focus on change over time and how to implement LGM models to test time-centric hypotheses. Second and more important, we theoretically extend LGM by proposing a model validation criterion, namely "d-separation," to evaluate why and when LGM works and test its fundamental properties and assumptions. Our d-separation criterion does not rely on any distributional assumptions of the data; it is grounded in the fundamental assumption of the theory of conditional independence. Third, we conduct extensive simulations to examine a multitude of factors that affect LGM performance. Finally, as a practical application, we apply LGM to model the relationship between word-of-mouth communication (online product reviews) and book sales over time with longitudinal 26-week data from Amazon. The paper concludes by discussing the implications of LGM for helping IS researchers develop and test longitudinal theories.
Introduction
Despite the need to go beyond cross-sectional models to capture longitudinal relationships in Information Systems (IS) research, empirical studies are still dominated by cross-sectional data analyses. For example, of almost 300 published empirical studies in ISR and MISQ over the last decade (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) , 89% used cross-sectional data.
1 Even when the data are longitudinal, hypotheses are often presented in a static manner without specifying how the relationship may change over time; the longitudinal aspect of the data is mainly used to support a static relationship, such as "X is associated with Y at different times." Hypotheses stated in a static manner are generally difficult to falsify, and may lead to overestimation of the degree of support for a hypothesis (Mitchell and James 2001) . This is evident, for example, in the fixed-effects model in panel data analysis that controls for individual variation and common time variation, but it assumes that the underlying relationship between the dependent and 1 These statistics are based on the two leading IS journals (Information Systems Research and MIS Quarterly) between 2000-2010, and they were manually verified by the authors. the independent variables is time invariant (i.e., static). Such approaches do not capture the dynamic forces that affect a variable's longitudinal trajectory and how the relationship between two variables changes over time (Diggle et al. 2013 ). Massey and Montoya-Weiss (2006, p. 111) stated: "merely establishing that time matters or that the relationship possesses a temporal process is not sufficient to advance our understanding [of longitudinal relationships] ." Besides, structural models that use structural equation modeling (SEM) tools (e.g., LISREL, PLS) do not substantively account for longitudinal relationships either; virtually all SEMbased studies in IS research are based on cross-sectional analyses. Specifically, among the 181 papers that have used various SEM tools in the two top IS journals (ISR and MISQ) over the last decade (representing 63% of all IS empirical papers in the two journals), to our knowledge only eight papers (≈ 4%) used any form of longitudinal SEM analyses. Taken together, these findings suggest the lack of adequate treatment of longitudinal effects in IS research, stressing the need to go beyond cross-sectional models and advance sophisticated data analysis methods that explore longitudinal IS phenomena and test time-centric IS theories.
Information Systems Research 25(3), pp. 547-568, © 2014 INFORMS Time plays an important role in theory building (e.g., George and Jones 2000, Pitariu and Ployhart 2010) , and the notions of time lag, duration, and rate of change are key parameters when integrating time into research hypotheses (Mitchell and James 2001) . Most important, while IS theories may conceptually theorize elements of time, time is often not formally incorporated into the development of hypotheses, probably because existing data analysis methods have not caught up with the need for testing various forms of longitudinal hypotheses. Therefore, it is paramount to enhance the toolset of IS researchers with appropriate sophisticated data analysis methods that explicitly model changes both within variables and across variables in a dynamic fashion over time. This is the primary objective of this research note.
From a theoretical perspective, the proper analysis of change patterns over time is quintessential for understanding the longitudinal relationship among variables. In fact, many IS theories are intrinsically rooted in the change of variables over time and their longitudinal relationships. For instance, technology diffusion theories (e.g., Fichman and Kemerer 1999) explain how technology penetrates over time. Also, Information Technology (IT) adoption theories (e.g., Venkatesh and Davis 2000) focus on how users and firms adopt IT over time. Moreover, information processing theory posits that firms must continually shape their information processing capabilities to match their information processing needs over time (e.g., Daft and Lengel 1986) . Trust building theories (e.g., Pavlou and Gefen 2004) examine the longitudinal development of trust, although the empirical literature has mostly viewed trust as a static concept, largely due to methodological limitations (Lewicki et al. 2006) . Organizational theories on learning (e.g., Levinthal and March 1993) study how firms react to environmental changes, such as how knowledge exploitation drives performance in stable environments while knowledge exploration facilitates performance in more turbulent environments (e.g., Rai et al. 2012, Pavlou and El Sawy 2010) . In sum, many social phenomena and theories are not static and the relationships among variables are intrinsically longitudinal; still, hypotheses are often developed in static terms.
There are several methods in the longitudinal data analysis toolkit that help address changes over time, such as repeated-measures analysis of variance (ANOVA), two-way fixed-effects models, time-varying random coefficient models, time series data analysis models, and Functional Data Analysis (FDA). However, as we review in §2, these methods have their own limitations in fully disentangling the dynamic relationships among variables, such as how the rate of change of one variable affects the rate of change of others. Latent Growth Modeling (LGM), a relatively nascent method, offers a new lens through which researchers can study such dynamic relationships.
To offer guidelines for establishing longitudinal hypotheses, modeling dynamic relationships, and testing IS theories over time, this paper extends LGM as a data analysis method for analyzing longitudinal data, particularly for IS theories that focus on modeling how relationships among variables change over time and making longitudinal inferences about IS phenomena.
LGM models relationships both within a single variable over time and between variables by focusing on the pattern of changes over time (e.g., Curran et al. 2004 , Duncan et al. 2006 . LGM can contribute to the rigorous empirical testing of longitudinal hypotheses that explicitly model changes in individual variables and relationships among variables over time, and to the development of IS theories that explicitly incorporate time, duration, and change over time. A unique feature of LGM is that it breaks down the change of a variable into an initial value and a slope value to capture the rate of change. This allows LGM to address three types of research questions on the longitudinal relationships of IS phenomena: (1) How does the initial value of a time varying variable affect the initial value of another time varying variable? (2) How does the initial value of a variable affect the rate of change of another variable; and (3) How does the rate of change of one variable affect the rate of change of another variable?
While LGM is an elegant model capable of disentangling several interesting longitudinal patterns hidden in data, as a relatively new technique (Serva et al. 2011, Bala and Venkatesh 2013) , its theoretical properties, especially those on why and when LGM works remain unanswered. We extend the methodological literature by proposing and testing a novel model validation criterion that is fundamental for LGM. While IS literature has played a major role in validating individual constructs and measurement instruments (e.g., Straub 1989 , Boudreau et al. 2001 , MacKenzie et al. 2011 , few studies focused on model validation. Model validation refers to the process of evaluating whether a model is appropriate to describe the data (Geweke 2007) . Model validation differs from model fitness in that its goal is to assess whether a model adequately captures the underlying relationship among variables whereas model fitness is to assess the degree to which a model explains variations in existing data. A model with a high fitness score may not be valid and may have little practical and research value, as we commonly observe in over-fitted models. Building on the causality literature (e.g., Pearl 2009), we herein introduce and operationalize d-separation 2 as a fundamental validation criterion to govern the performance of LGM. We also conduct extensive simulation experiments to investigate the performance and fundamental properties of LGM, specifically its sensitivity to sample size, nonnormality, nonlinearity, data heterogeneity, and model mis-specification. These simulations shed light on the performance of LGM when underlying model assumptions are violated, and the capability of the d-separation criterion and common fitness criteria in detecting these violations. We further illustrate the application of LGM and the value of our proposed d-separation criterion in the context of modeling the longitudinal relationship between online WOM and product sales. Despite the importance of understanding the role of online WOM and social media in driving product sales, few studies have focused on the longitudinal effects of online social media. As opposed to offline settings, information about online WOM (e.g., online product reviews) is permanently archived and viewable by future customers. Therefore, online WOM and social media not only affect product sales in the near future but their effect may persist over time. Traditional data analysis methods face several challenges in modeling such longitudinal relationships over time (as we explain in detail in §5). To overcome such challenges, we describe how LGM can model novel longitudinal effects of online WOM on product sales over time.
The paper makes four key contributions. The first and primary contribution is to theoretically extend LGM by proposing a new d-separation measure as a fundamental model validation criterion to capture why and when LGM works. Second, we conduct extensive simulations to illustrate the salient properties of LGM. Third, we empirically compare LGM with other data analysis methods commonly used in IS research for longitudinal data to identify its advantages and limitations. Finally, we apply LGM to model the longitudinal relationship between online WOM communication and product sales in a practical application of LGM that makes new empirical inferences to advance the online WOM literature with the aid of LGM.
The rest of the paper is organized as follows: §2 reviews the approaches commonly used in longitudinal IS studies. Section 3 discusses the basic tenets of LGM and explains how LGM can examine new forms of research questions. Section 4 develops and operationalizes the proposed d-separation criterion and conducts extensive simulation experiments to evaluate LGM. Section 5 offers a practical application of LGM to examine the longitudinal relationship between online WOM and product sales. Finally, §6 discusses the study's contributions and implications for longitudinal studies in IS research using LGM.
Literature Review
The prime advantage of a longitudinal study is its ability to distinguish the degree of variation in Y over time for an individual from the variation in Y across individuals (Diggle et al. 2013) . We review several commonly used longitudinal approaches, including (1) repeated-measures ANOVA, (2) fixed (random) effects, (3) time-series methods, (4) Functional Data Analysis (FDA) and (5) SEM-based methods.
2.1. Repeated-Measures ANOVA In a longitudinal setting, a repeated measure occurs when the same subject is measured multiple times and the repeated measure is referred to as withinsubject effect. Longitudinal data analysis always starts with repeated-measures ANOVA to understand how much of the variation in Y comes from cross sectional (between-subjects) or longitudinal (within-subjects) variation (Jackman 2009, p. 317) . In this approach, time is treated as a categorical variable, and repeatedmeasures ANOVA merely tell whether time explains a significant portion of the variance in Y . Gottfried et al. (2009, p. 734) pointed out that repeated-measures ANOVA is essentially indifferent to time in the sense that it produces the same statistical results even if one were to "reshuffle the order of the assessment occasions" (i.e., if a researcher were to analyze the data by letting time run backward). Time only serves as a label to indicate repeated measures. Repeated-measures ANOVA does not account for time lag, duration, or rate of change between X and Y over time. Thus, the longitudinal insights accrued are limited. Furthermore, it makes restrictive assumptions such as homogeneity of variance across levels of between-subject variables and sphericity of intercorrelations among repeated measures. This further limits its value in studying longitudinal phenomena. For example, patients naturally become more prone to chronic diseases (e.g., heart failure) as they age and the variance becomes larger among older patients (Bardhan et al. 2014 ); books at Amazon typically receive fewer reviews over time and the variance (of the number of reviews) among books varies over time. Last, the focus of repeated-measures ANOVA is on the aggregated level of time effects, although sometimes the individual-level time effects are also of interest.
Fixed-Effects Models
Another popular treatment of time is two-way fixedeffects models where time is treated as a fixed effect, and variation over time is absorbed by the time fixed effects as incidental fluctuation (Wooldridge 2010) . Hypotheses are tested using distinct cross-sectional data at different points in time (i.e., panel data); such fixed-effects models (of time) essentially test whether the "X is associated with Y " hypothesis holds consistently across different (cross-sectional) points in time. However, the possible change effects, such as the inherent growth of a variable, are overlooked in Information Systems Research 25(3), pp. 547-568, © 2014 INFORMS a time-specific fixed-effects model. This is because this approach codes time as a label and overlooks the order or continuity of time.
3 As such it is subject to the same criticism of the repeated-measures ANOVA (Gottfried et al. 2009 ). The fixed-effects model is one of the widely used methods in longitudinal IS studies. Jabr and Zheng's (2014) analysis of the relationship between WOM and book sales at Amazon provides a good example by estimating a model with book and time fixed effects. A similar approach was used by Duan et al. (2008) in their analysis of the relationship between WOM and movie box office sales where both movie and time fixed effects were included. A variant of the fixed-effects model directly treats time as a continuous variable. This only tests whether time, as an independent variable, is a significant determinant of the dependent variable. It neither captures the dynamic relationship within the dependent variable over time, nor the relationship between dependent and independent variables over time.
Random Coefficient Models
While fixed-effects models allow the intercept to differ by individuals or time, random coefficient models allow coefficients to differ across individuals or time. Each coefficient is assumed to be a random realization of a stochastic process or a function of exogenous variables (Cooley and Prescott 1976, Hsiao and Pesaran 2008) . For instance, Cogley and Sargent (2005) deployed a random coefficient model to address the question of whether it was changes in the variance of shocks, or changes in coefficients (of economic policies), that gave rise to the period of economic growth in the 1990's and early 2000's. Because a random coefficient can be assumed to be a function of exogenous variables, or another level of regression, such models are also referred to as multilevel modeling (MLM) in other fields, such as sociology and education (Goldstein 1995) . The linear version of MLM is also known as hierarchical linear models (HLM); it has been widely used in IS to model hierarchically nested data, such as firms nested within an industry (Mithas et al. 2007) or departments nested within a division (Boh et al. 2007 ).
LGM can be viewed as a unique case of random coefficient models developed specifically to capture the varying coefficient for each individual over time, with individuals being nested within a time hierarchy, as we elaborate in §3. 
Time Series Data Analysis Based Approaches
Another stream of models that analyze data over time is time series data analysis models. A common time series model is the Autoregressive Integrated Moving Average (ARIMA) model (Box and Pierce 1970) (Spliid 1983) . However, as pointed out by Bollen and Curran (2006, p. 2) , the mechanism governing changes in time-series approaches is the past value of the variable of interest and the covariates in the underlying trajectory of change is still not adequately expounded.
LGM provides a useful alternative to allow direct modeling of this underlying trajectory.
Time series data are typically characterized by relatively long time series and thin panels, while panel data are characterized by a wide panel (cross-sectional data) and relatively short time periods. In fact, panel data are referred to as cross-sectional time series data. While panel data analyses (e.g., fixed and random effects, random coefficient models) are common in IS, the ideas behind time series models are frequent in IS research. For example, studies have used Difference in Difference (DID) and autoregressive methods. Duan et al. (2009) studied free software adoption using a dependent variable that denotes incremental adoption (i.e., differences in cumulative adoption). Oh and Lucas (2006) studied price adjustment in online computer markets using a DID model to show that sellers' price adjustments are responses to competitors' price adjustments. Among IS studies that used autoregressive models, Wang (2010) studied the relationship between firms' current and past investments in IT fashions and firm outcomes; Jabr and Zheng (2014) used an autoregressive model with one time lag (i.e., AR(1) process) to study the impact of online reviews on book sales at Amazon.
Functional Data Analysis
FDA is a nonparametric approach that can model an individual's growth curve. FDA uses a curve as its basic unit of analysis since data often arise as curves over time (Ramsay and Silverman 2005) . Hall et al. (2006) made an interesting observation when comparing panel models with FDA: When measurements are recorded relatively sparsely, classical panel models are applicable; however, when measurements are available on a dense grid of time points (e.g., continuous time), FDA is a more natural choice. These two approaches are similar, although it is rare for users to observe the entire curve. A key difference between the two methods is that functional data are observed in a continuum, without noise, while longitudinal data are observed at sparsely distributed time points that are often subject to error. FDA extended classic linear models to functional linear models with varying coefficients (Guo 2004) . Functional linear models rely on nonparametric (or semiparametric) specifications using smoothing splines, regression splines, or kernel methods to estimate functional coefficients. The signature first step of FDA is to recover the underlying function (or curve) that governs the data (Ramsey and Silverman 2005, p. 11) , often by means of smoothing, such as roughness penalty smoothing methods (Bapna et al. 2008, p. 157) . For example, a popular roughness penalty (which we implement later) is the second derivative in a cubic smooth function for
2 e where i = 1 n. The cubic smoothing spline f · is estimated by minimizing the following penalized equation:
where the first term represents the fitness in terms of least square error and the second term is the roughness penalty with the smoothing parameter controlling the trade-off between least square error and smoothness. A large leads to a smoother estimate but with a larger least square error. When functional data are repeatedly measured over time, the functional curve represents a growth curve. Ramsay and Silverman (p. 88) made the connection between FDA and random coefficient models that, for both approaches, information on within-level regression coefficients is borrowed across levels. In this sense, functional regression can be regarded as a nonparametric extension to random coefficient models (p. 258), where the coefficients are treated as functional (rather than scalar). Ramsey and Silverman concluded that methods such as longitudinal data analysis, analysis of repeated measurements, and growth curve analysis are cognate to FDA, contending that future research will show that the tools developed in these collateral disciplines can be put to good use in FDA.
LGM has much in common with FDA. For example, the signature treatment of a latent growth curve (i.e., level and slope decomposition), can also be used explicitly in FDA to measure the impact of the initial state and rates of change on functional objects. Jank and Shmulei (2006, p. 164 ) summarized three trends in using FDA to dynamic IS phenomena; (1) concurrency of events; (2) incorporate change into the object over time; (3) individual micro-level analysis. All three are also LGM modeling objectives that we summarize in §3 along with the research questions that LGM enables.
LGM can help address some of the limitations of FDA such as the lack of interpretability of FDA results due to the nonparametric nature of FDA. As Jank and Shmueli (2006) pointed out, a major challenge in FDA analysis is to find a theoretical foundation for concepts, such as functional coefficients. This is due to the nature of functional statistics: It is difficult to derive a theoretical null distribution for any given test statistic since one then needs to account for selecting a smoothing parameter and the smoothing method itself (Ramsey and Silverman 2005) . The advantage of FDA is that it does not rely on distributional assumptions. The disadvantage, however, is that it cannot test for the significance of an individual covariate, which is often the goal of most statistical analyses. In contrast,
LGM's level-slope concepts embody straightforward theoretical implications (as the initial state and the rate of change).
SEM Based Longitudinal Models
Many IS studies use SEM to test longitudinal relationships. Some collect multiple-period data and examine how structural models vary across time. For example, Kim et al. (2009) proposed a longitudinal theory of planned behavior at different stages of technology adoption (pre-purchase, purchase, and post-purchase) and used SEM to show that trust has a differential impact on consumer e-loyalty at different stages. IS studies also use SEM to test longitudinal relationships or feedback relationships where the past values of a variable directly or indirectly affect the current value of that variable. For example, Bhattacherjee and Premkumar (2004) studied the change between preusage and usage stages using SEM to show that prior usefulness and attitude and current period disconfirmation and satisfaction affect current period usefulness and attitude. Table 1 summarizes data requirements, sample research questions, and example studies for each method.
While there has been an increasing focus on the longitudinal relationship in IS, many of these IS studies sought to determine that the IS phenomena change over time without systematically studying the effect of initial conditions, duration of effect, or shape of change. Massey and Montoya-Weiss (2006, p. 111) argued that "merely establishing that time matters or that the relationship possesses a temporal process is not sufficient to advance our understanding. We need to grasp a deep understanding on the structure and Table 1 Review Summary of the Common Longitudinal Data Analysis Methods This study, Serva et al. (2011) , Bala and Venkatesh (2013) a Note that FDA can be configured in flexible ways to address a broad set of functional relationships and the corresponding research questions enabled by LGM, such as how the initial value of X impacts the slope of Y , or whether there is a linear or nonlinear relationship between X and Y (Wang et al. 2008) .
Methods
how it relates to other factors." The LGM approach that we present next can help disentangle structural changes over time. Mitchell and James (2001) note that three facets of time must be accounted for to adequately describe a longitudinal relationship (between X and Y ). These facets are time lag, duration, and rate of change. And they translate into how long Y occurs after X, how long the relationship lasts, and the rate of change. Pitariu and Ployhart (2010) further argue that understanding the shape 5 (e.g., linear or nonlinear) of the longitudinal relationship is very important because it is unlikely that any two variables would have an identical relationship over time. Accordingly, hypotheses stated in a longitudinal form using these parameters are more falsifiable and offer a more rigorous and informative test of theories than the simple "X is associated with Y " hypothesis, which implicitly assumes that the two variables have the same association all the time (Mitchell and James 2001) .
Latent Growth Modeling

The Need of Latent Growth Models
These limitations for modeling change over time can be overcome with an alternative method, i.e., LGM.
6
LGM examines: (1) change within a single variable, (2) change of a variable conditional on covariates, 5 Shape refers to the specific functional form (temporal trajectory) of a relationship over time (Bollen and Curran 2006) . 6 For a tutorial primer on LGM, please see Serva et al. (2011) .
(3) cross effects of changes among multiple time-varying variables, and (4) shape (e.g., nonlinear) of growth patterns. In LGM, a latent variable is modeled as a random variable with individual realizations in a sample (or population) that are unobservable.
LGM models are typically developed in terms of latent variables, which can be designed to reflect important aspects of longitudinal processes (Bala and Venkatesh 2013 , Qureshi and Fang 2011 , Serva et al. 2011 ). The pattern (or shape) of change renders information on latent trajectories because the underlying longitudinal processes are not directly observed (Bollen and Curran 2006) .
LGM requires data with repeated measures. Similar to SEM approaches, LGM uses latent variables (random coefficients) that allow measurements to be generated by these latent variables with errors, thereby addressing the limitation of imperfectly measured covariates (e.g., repeated-measures ANOVA).
Additionally, many longitudinal data analysis methods aim to capture change at the aggregate level (e.g., repeated-measures ANOVA and regression based methods), while the recognition of individual difference in change is a core strength of LGM (Whiteman and Mroczek 2007) . This is different from variablecentric methods, such as linear regression, where the main focus is inferring the relationship among variables (through regression coefficients). Curran and Willoughby (2003, p. 603 ) made an important observation that " latent growth models might be viewed as residing at an intersection between variable-centered and individual-centered analysis." Growth in LGM, including nonlinear growth, can be captured by the shape of the functional form of a relationship among two or more variables over time.
New Research Questions on "Change Over
Time" Enabled by LGM In general, LGM break down the variance into two major components: within-individual and betweenindividual variation (Whiteman and Mroczek 2007) . Within-individual variation, also referred to as Level 1 model, is the degree of change within individual variables over time, such as variance within the individual variables. A between-individual (random coefficient) model, referred to as Level 2 model, is the degree of change between individual variables. There are in general four types of hypotheses that are testable using LGM: (1) change within a single variable without covariates (unconditional model), (2) change of a variable conditional on time-invariant covariates (conditional model), (3) cross effects of changes among multiple time-varying variables (multivariate LGM), and (4) nonlinear growth patterns (nonlinear LGM). Additional technical details and applications of LGM are provided in Online Appendix A (available as supplemental material at http://dx.doi.org/10.1287/ isre.2014.0528).
In a basic LGM, two variables are specified to represent aspects of change (Preacher et al. 2008) . First, an intercept factor represents the level of variable y at an initial time (at which time variable t equals 1).
7
Second, a slope factor represents the linear rate at which Y changes. Specifically, let y it represent the series of repeated measurements of an individual i over different time periods t.
8 A simple longitudinal model equation for an individual i change over repeated measures (Level 1 model) can be written for each individual i as
where i is the initial status of an individual i, and i is the slope or the shape of the change trajectory (change in y it between consecutive measurements); t codes the measured time points and a common coding is to have 1 = 0 2 = 1 (Bollen and Curran 2006, p. 20) ; it represents the model residual; i and i are modeled as random variables (coefficients). These model parameters are thus represented by an overall group mean intercept ( ) and mean slope ( ), plus the component of individual intercept variation ( i ) and slope variation ( i ) respectively, as indicated by the following Level 2 model equation:
The addition of variables that could be used to predict the intercept and/or slope of LGM models requires the examination of a so-called conditional model (Bollen and Curran 2006) . Generally, the covariates considered in this manner are time invariant. 9 The general form is
where x 1i and x 2i are the two predictors of the Level and Shape (LS) factors, and 1i , 2i , 1i , and 2i are the coefficients for the predictors of the LS factors. When there are multiple time-varying variables, each following a latent growth process, a multivariate LGM needs to be introduced to examine the interplay of all of the latent growth processes. Without loss of generality, suppose we are interested in two such variables, Y and Z, both of which are observed over all time periods. Moreover, suppose Y is estimated with a conditional LGM with several time-invariant covariates X, as shown in the upper part of Figure 1 ; Z is estimated with an unconditional LGM, as shown in the lower part of Figure 1 . 10 The mathematical model for the structure depicted in Figure 1 follows a similar formulation to Equations (1)-(3) (omitted for brevity). Accordingly, a number of potential associations between two latent variables can be investigated, such as:
RQ1: How does the initial level of Z affect the initial level of Y ?
9 For including time-variant covariates, please refer to Bollen and Curran (2006, pp. 192-197) for a detailed discussion. The main idea is to add a time-variant covariate Z it to the Level 1 equation, which is: y it = i + i t + t Z it + it . 10 Figure 1 represents the scenario wherein the intercept of Y is affected by the initial level of Z, and the slope of Y is affected by both the level and the slope of Z.
RQ2: How does the initial level of Z affect the slope of Y ? RQ3: How are the slopes of these two variables, Y and Z, associated?
Specific to the example in Figure 1 , RQ1 and RQ2 test whether the path coefficients 1 and 2 are significant for the level and slope of Y , respectively; RQ3 seeks to determine whether 3 is significant. RQ3, in particular, studies a relationship that is new to the IS literature. Online Appendix A describes other research questions enabled by LGM.
Validating (Prescreening) LGM-The Proposed d-Separation Criterion
Despite the attractive properties of LGM that offer several advantages for modeling longitudinal data, a more basic question as to why and when LGM works has not, to our knowledge, been adequately addressed in the literature. We first address the why question by proposing and operationalizing d-separation as a fundamental criterion to validate LGM models. We further examine the properties of LGM, including its sensitivity to deviations from normality, linearity, and the independently and identically distributed (i.i.d.) assumption. Through extensive simulation experiments, we offer guidelines on when LGM works and how to select appropriate fitness measures for LGM and the role of d-separation when such deviations occur.
Why LGM Works: d-Separation as a Model Validation Criterion
The defining feature of LGM is in its special treatment of two latent variables: level ( ) and slope ( ). The performance of LGM hinges on how well the information carried by a time-varying variable, Y , can be summarized by these two latent variables. Graphically, if level and slope serve as two ideal latent variables, they should block all direct paths between Y and all other variables X. This is formally referred to as the axiom of conditional (or local) independence in the literature on latent variables (Heinen 1996) . Conditional independence is "the defining attribute of any latent structure analysis" (Heinen 1996, p. 4) . Therefore, in the context of LGM, given and , Y and X should become independent for LGM to work well.
The notion of conditional independence is closely related to d-separation, a classic concept proposed by Pearl (2009) . A set of variables Z is said to d-separate variable X from variable Y , if and only if, Z blocks every path from X to Y . Here Z can be a latent variable or an observed variable. Graphically, d-separation typically exhibits itself in one of four cases:
The intuition is: X and Y become independent of each other once they are conditioned on variable Z; or equivalently, if and only if, at least one of the above four scenarios holds. d-separation ensures that X and Y do not have any direct relationship; they only indirectly affect each other through Z.
11 Pearl (2012) linked dseparation to the mediation test popularized by Baron and Kenny (1986) . The mediation test decomposes the relationship (between X and Y ) into direct and indirect effects and examines whether the direct effect diminishes through a mediator z, as represented by cases (1) and (2). Cases (3) and (4) represent common cause or common effect of X and Y , which are not the focus of the mediation test. Furthermore, the mediation test only applies to linear relationships, and as Pearl (p. 23) pointed out "(when relationships) involving categorical variables and nonlinear interactions, researchers could no longer define direct and indirect effects in terms of structural or regression coefficients, and all attempts to extend the linear paradigms of effect decomposition to nonlinear systems produced distorted results." d-separation embodies the notion of conditional independence, is not restricted to linear relationships, and thus can be thought of a generalization of the mediation test.
Zheng and Pavlou (2010) operationalized dseparation as a single-index criterion R XY Z , the conditional correlation between Y and X given variable Z. The three-way conditional correlation R XY Z is computed as
where R XY is the correlation between X and Y , and R XZ and R Y Z are similarly defined for other pairs of variables. If the d-separation condition holds, R XY Z should approach zero. The common t-test t = r/ √ 1 − r 2 / n − 2 for correlation coefficient r of a sample size n was used in Zheng and Pavlou (2010) to determine whether R XY Z is significantly different from zero. If t > 1 96 for sufficiently large n, the correlation is nonzero (p < 0 05). In LGM, this criterion is modeled as 11 Spirtes et al. (2000) illustrated the implication of d-separation in a model in which blood sugar causes hunger, but only indirectly, that is: blood sugar → stomach acidity → hunger. The model asserts that blood sugar causes stomach acidity directly, and that stomach acidity causes hunger directly. The model implies that blood sugar and hunger are correlated, but that the partial correlation of blood sugar and hunger controlling for stomach acidity does vanish. It means that if we could measure blood sugar, stomach acidity, and hunger, then we could also test the causal claims of this theory without doing a controlled experiment. We could invite people at random to come into our office, take measurements of their blood sugar, stomach acidity, and hunger levels, and examine the data to see if blood sugar and hunger are significantly correlated, and not significantly correlated when we control for stomach acidity. If these predictions do not hold, then the causal claims of our model are suspected. See http://www.andrew.cmu.edu/user/scheines/tutor/d-sep.html.
R XY
, i.e., the conditional correlation between Y and X given latent variable and
In Equation (5), all of the three-way conditional correlations of the rhs can be further expanded according to Equation (4). We propose R XY as a single-index criterion to evaluate the validity of LGM by measuring how well and together block all direct paths between Y and X. This criterion establishes a necessary condition: if R XY is significantly nonzero, LGM is not a valid model of the underlying relationship, and we formally propose: LGM is typically evaluated with a number of model fitness indices similar to SEM models (e.g., Raykov and Marcoulides 2008, Bollen and Curran 2006) . Common fit indices include overall 2 , overall goodness-of-fit (GFI), adjusted goodness-of-fit (AGFI), standardized root mean squared residual (SRMR), root mean square error of approximation (RMSEA), comparative fit index (CFI), and normal fitness index (NFI). Detailed criteria for evaluation of model fitness based on these indices can be found in Hu and Bentler (1999) , Marcoulides and Hershberger (1997) , and Raykov and Marcoulides (2008) . While there is no consensus on which criterion is best or which set of criteria to use, the most commonly used fitness indices include AGFI > 0 95, CFI > 0 95, SRMR < 0 08, and RMSEA < 0 06 (Hu and Bentler 1999) .
Our proposed d-separation criterion differs from these fitness measures by providing a validation test, rather than a fitness test for LGM.
12 A validation test assesses whether the underlying assumptions of a model are met, while a fitness test assesses the degree to which the model describes the data well. The validation test must be conducted before any fitness tests. In LGM, the main value of a validation test is in testing the decomposition of a (longitudinal) variable 12 One way to think of the relationship between our d-separation criterion and the fitness measures is in the context of the relationship among tests in a random effects model in a panel data analysis. It is a prerequisite for the random effects to be uncorrelated with the other covariates. The Hausman test examines whether this condition holds. This test is not just one of the fitness measures. Rather it precedes the other fitness measures such as the R 2 test in a panel data analysis.
into two factors: level and slope. If the information in the original variable cannot be summarized by the level and slope, LGM will not be valid in the first place. For these two factors to be valid, they must block all paths between other covariates and the (longitudinal) variable of interest. In addition, unlike many fitness measures that rely on specific distributional assumptions (e.g., the 2 test usually assumes normality), the proposed d-separation test is distribution free.
When
LGM Works-Validating LGM with d-Separation Criterion via Simulation Below we use simulation to examine how the performance of LGM is related to d-separation and other factors, including sample size, nonnormality, nonlinearity of growth trajectory, and non-i.i.d. data.
4.2.1. The Data Generating Process. We first describe the data generating process (DGP) for our simulation that meets the assumptions of a standard conditional LGM. The graph structure of the DGP (Figure 2 ) depicts one time-varying variable in Y with four periods of data and one time-invariant variable in X. This represents a simple but generic conditional LGM model. We intentionally adopted the simplest form of conditional LGM as the blueprint to better control the effects of these factors of interest in our simulation and partial out other confounding factors arising from more complex models (e.g., one with many time-varying variables). We follow the commonly used DGP procedure to simulate LGM (Kline 2011 , Silva et al. 2006 . The DGP consists of three steps:
1. The (time-invariant) exogenous variable X was independently generated following a normal distribution.
2. Values of the latent variables ( and were then generated as a linear function of X with normally distributed noise terms and , which are independently generated based on Equation (3).
3. Values of the time-varying variable Y were generated directly from each of their corresponding latent variables, adjusted by a normally distributed noise term according to Equations (1) and (2). Sample size We experimented with three sample sizes, i.e., 100, 250, and 1,000, to represent small, medium, and large sample sizes, respectively. As a rule of thumb, sample sizes below 100 are considered small, between 200-300 are considered moderate, and > 500 are considered large (Gefen and Straub 2000) . Nonnormality The current practice of LGM assumes data normality, as is evident from Equations (1) and (2). To examine how violation of this assumption affects model performance, we simulated Y from a noise term that is uniformly distributed as U −20 20 . We chose this distribution so that the mean is 0 and the spread is 40 to maintain the same mean and standard deviation as in the case of a normal error term. We kept all other DGP specifications exactly the same (as specified in §4.2.1) to single out the effect of nonnormality. Nonlinearity Figure 2 specifies one of the most common growth trajectories, i.e., linear growth in t . We examined a nonlinear growth trajectory where t = exp t , an exponential function of t. Heterogeneity LGM assumes i.i.d. data. We considered a non-i.i.d sample with unobserved heterogeneity. We generated our sample from two different DGPs:
Half of the sample was generated as specified in §3.2 with a noise term N 500 225 ; and the other half was generated from a different with a noise term N 550 225 . We intentionally maintained a small difference (in the mean of the noise term) across the two sample halves. As we report later, even this minimal difference dramatically alters the performance of LGM. Nongrowth This is instantiated as (1) fixing t = 1 for t = 1, 2, 3, 4; and (2) adding a quadratic term of x 2 in generating where
Specifically, we first generated X with a normal distribution N 100 25 . We then simulated and using path coefficients and (Equation (3)) and noise terms N 500 225 and N 10 4 , respectively. We fixed the values for these two path coefficients as 0.05 and 0.01 for and , respectively. Y was generated as a linear function of , , and t , plus a noise term as y t = + t + t , where , are specified above. Coding of time, t , follows the classic intercept-slope approach as shown in Figure 2 , and t is normally distributed as N 0 1 600 . The SAS simulation code is presented in Online Appendix C.
Factors Deviating from Blueprint Model.
We fixed the parameters for the above blueprint in our simulation, but we vary our experiments along five dimensions: sample size, nonnormality, noise, nonlinearity, and heterogeneity (Table 2 ). These five dimensions enable us to examine the conditions at which LGM works (or not) and the role of d-separation when the DGP is compounded with these five dimensions. 13 We also consider a scenario wherein the underlying model is not a linear growth model, as commonly assumed by a typical LGM (Equation (3)). We simultaneously assess the scenario of no real growth over time and the scenario of a nonlinear relationship. This is achieved by (1) fixing t = 1 for t = 1, 2, 3, 4; and (2) adding a quadratic term of x 2 when generating where = 15 + 0 01x + 0 005x 2 + and ∼ N 0 9 . 13 Note that the specific values we chose for the set of parameters in Figure 2 are typical. The noise terms were chosen such that (1) there is sufficient noise (the variance is not negligible compared to the mean) and (2) there is no overdispersion (variance is not overly large compared to the mean). For example, X ∼ N 100 25 means that 99.7% of its values are generated within a reasonable range 85 115 . The same applies for generating , , and . The path coefficient needs to be chosen to be sufficiently large to ensure the DGP embodies growth (i.e., there is true growth over time). Other than these very general rules, the specific instantiation of these parameter values is largely inconsequential for the purpose of this simulative study.
The first condition ensures that there is no underlying growth over time, while the second condition ensures that is not a simple linear function of x (or vice versa).
In sum, there are five scenarios of interest: (1) a baseline scenario that reflects a true growth model ( §4.2.1), (2) a nonnormal scenario, (3) a nonlinear scenario, (4) a non-i.i.d. scenario, and (5) a nongrowth model scenario. Each is varied with three levels of different sample sizes that altogether yield 15 combinations. We run 5,000 iterations to smooth out the randomness for each combination. Hence in total we evaluate 75,000 instances of LGMs.
Experimental Results
The results are presented in Table 3 . For the dseparation criterion, we report the worst-case scenario Max R XY t among t = 1, 2, 3, 4, because and would fail to d-separate X, and Y if any (one of four) y t is not d-separated. This d-separation value is reported under the column heading "d-sep" and its significance is reported in the next column heading "d-sep significant?" For example, in the case of N = 250, the critical values for p = 0 05 and 0.1 are 0.125 and 0.105, respectively. Each iteration yields a d-separation value. Each of the 15 combinations is then split into two scenarios based on this d-separation value. If this value is not significant at p < 0 1 level, we group it under the nonsignificant category that is denoted as "no" and indexed by odd scenario (row) numbers. Conversely, if it is significant at p < 0 05 level, we group it under the significant category denoted as "yes" and indexed by even scenario (row) numbers. Because the marginal values that fall between p-value 0.05 and 0.1 can be treated as significant or not, depending on the researcher's subjective interpretation, we do not include such cases for comparison in our simulation study. Thus the next column with heading "% of 5,000 iterations," which calculates the percentage of 5,000 iterations (for each of the 15 combinations) that fall Table   3 Simulation Results into each of the two categories, does not necessarily add up to 100%.
Because we seek to evaluate a comprehensive set of commonly used fitness measures, besides five common model fit measures (AGFI, SRMR, RMSEA, CFI, NFI) reported for the LGM models, we also report four additional measures: GFI, the Akaike Information Criterion (AIC), overall 2 , and p-value. All values for the various fitness measures are averages over multiple runs under each scenario.
First, Table 3 shows that as sample size increases, the performance of LGM improves. For example, in the baseline scenario (scenario 1-6) when normality, linearity, and homogeneity conditions are met, the AGFI for n = 100, n = 250, and n = 1 000 for the insignificant d-separation cases (scenarios 1, 3, and 5) are 0.847, 0.940, and 0.970, respectively. Second, across all fitness measures, LGM performs consistently better when the d-separation criterion is met (rows labeled as "no" under column heading "d-separation significant?"). However, when this criterion is not met (i.e., R XY is significantly different from zero), LGM consistently fails to perform satisfactorily. This is most evident when the performance is evaluated with the RMSEA metric: None of the 15 scenarios with a significant d-separation yield a RMSEA less than 0.05.
Scenarios 7-24 represent the case wherein one of the three assumptions (normality, linearity, homogeneity) is violated. The percentage of significant d-separation values does not appear to be very sensitive to these deviations: The percentage of (n = 5 000) iterations with a significant d-separation consistently ranges from 17% to 20%. These simulations also show the sources of deviation (to LGM assumptions), and how they influence various fitness measures. For example, when normality, linearity, or homogeneity is violated (scenarios 7-24), model performance deteriorates dramatically (all AGFI < 0 8 and RMSEA > 0 1). However, we found that four commonly used fitness metrics, i.e., GFI, SRMR, CFI, and NFI, are almost invariant regardless of whether normality and heterogeneity holds. In contrast, RMSEA and AIC vary more as these dimensions change, making them more appropriate candidate measures in detecting such deviations. CFI and NFI prove to be very sensitive to the deviation of the linearity assumption; while 2 and p-value tend to reject the model when size is large (e.g., n = 1 000) even when no model assumption is violated. Taken together, these results shed light on how to best use various fitness measures in LGM under different circumstances.
Finally, scenarios 25-30 represent the case wherein the underlying DGP is not from LGM, and we should expect poor fitness when LGM is applied to fit the data. Our d-separation criterion detects poor fitness; with a large sample size (n = 1 000), it rejects LGM all the time (i.e., with zero type II error); at size n = 250, it rejects LGM 93.1% of the time; when sample size is small (n = 100), the power of d-separation is still 82% (better than the rule of thumb of 80%). However, common fitness measures (e.g., GFI, AGFI, SRMR, CFI, and NFI) fail to detect this, with most of them still yielding high fitness scores. The contrast between d-separation and fitness scores stresses the fundamental difference between validation and fitness measures. Fitness measures only capture how well a model fits (or force-fits) the data without informing whether the data capture the underlying structure among variables. This limits the value of fitness measures when the true DGP does not embody growth, stressing the need for validation measures (such as d-separation) in LGM. Taken together, these findings support Proposition 1 that d-separation establishes a necessary condition to govern LGM. 14 In sum, d-separation works best in detecting the fundamental violation of the assumed DGP of a LGM (scenarios 25-30), but it is more tolerant on other secondary deviations of the three LGM assumptions. In the latter case, there is a need to combine with conventional fitness metrics, as we elaborate above.
Applications of LGM to Information Systems Phenomena
As an application of LGM to IS phenomena, we use
LGM to examine the relationship between online WOM communication and product sales over time. Specifically, we focus on the effect of WOM volume. Online WOM plays an increasingly important role in today's online markets. Statistics show that 70% of consumers consult online reviews before making purchase decisions and that consumers trust online reviews 12 times more than manufacturer statements (Lecinski 2011) . Given the importance of online WOM, its effects on product sales have been studied extensively in the literature (e.g., Jabr and Zheng 2014) . A variety of research methods have been used in these studies, ranging from cross-sectional regression (Chatterjee 2001) to panel data analysis (e.g., Duan et al. 2008) . One limitation of these studies is their focus on the effect of the level of online WOM on the level of product sales. This focus implicitly assumes a static relationship between WOM and product sales as the hypotheses center on how a certain level of change in WOM leads to a certain level 14 We did not examine Type I error of d-separation as it is not appropriate here because d-separation is meant to be a necessary (but not sufficient) condition. Scenarios 1-6 represent the case wherein the DGP is from LGM. Type I errors (i.e., percentage of iterations exhibiting significant d-sep) are relatively high (around 17-18%) mainly because we use the most restrictive d-separation criterion, Max R XY t . If we relax the condition to the average of R XY t across different time periods, the Type I error reduces considerably to less than 5%.
of change in product sales at certain periods. However, the relationship between online WOM and product sales is nonstatic. First, this relationship changes over time. WOM is most helpful to consumers when they lack information on product quality or future performance. Over time, some consumers become more informed about products from other channels and the effect of WOM is likely to vary. Second, WOM is endogenous. Existing WOM leads to product sales and subsequently, future WOM. Thus, WOM affects product sales not only in the current term but also over time. Third, changes in the level of WOM not only affect the level but also the growth of sales. A high level of WOM not only creates product awareness but also more interest in the product, thus accelerating product sales. Hence, we expect a nonstatic relationship between online WOM and sales. However, it is difficult to model this longitudinal relationship as traditional approaches typically focus on the level or the growth of a variable, but seldom both. We illustrate how LGM can be used to model the relationship between online WOM and product sales over time.
Data
We use a data set on online WOM and product sales from Amazon.com. The data were collected using Web crawler for a total of 954 books between September 2005 and March 2006 for a period of 26 weeks. For each book, the following information was collected: book release date, Amazon retail price, competitor's retail price, Amazon sales rank (as a proxy for sales), Amazon's average review rating, and Amazon's review volume (Table 4) . Table 4 shows that the data contain: (1) both popular and obscure books with number of reviews ranging from 1 to 3,227, (2) cheap and expensive books with retail price ranging from $1.99 to $299, and (3) new and old books with age since release date ranges from 1 to 359 days.
The LGM Model
For our LGM illustration, we focus on the relationship between WOM volume and Amazon's sales rank. We treat all other variables, such as WOM rating, as fixed at their mean value as they show little variation over time. 15 Our approach is motivated by findings in prior WOM studies that suggest that the WOM rating has a limited impact on product sales, while WOM volume is a key driver (Liu 2006 , Duan et al. 2008 . We focus on the longitudinal relationship between the weekly WOM volume and the weekly Amazon sales rank. Specifically, we apply a bivariate LGM model to examine the relationship of the latent growth processes between WOM volume and sales rank. The LGM model Before we discuss these three research questions, we first consider the effect of control variables on the initial level and slope of Amazon sales rank. Bear in mind that sales rank has a negative relationship with sales, i.e., a higher sales rank value implies a lower level of sales. Figure 3 suggests that WOM rating is insignificant for sales rank; this is consistent with the literature (Liu 2006 , Duan et al. 2008 . Also, Amazon's price drives up sales rank (i.e., lower product sales) while the competitors' price decreases Amazon sales rank (i.e., higher product sales). Product age is positively associated with the initial level of Amazon sales rank, indicating that older products tend to have lower sales. The effect of the control variables on the slope of Amazon sales rank is largely the reverse of their effect on the initial level because of the negative relationship between the initial level and the slope of Amazon sales rank. As all product sales ultimately drop to virtually zero, a product with higher initial sales (i.e., initial level of lower sales rank) experiences a deeper drop in sales (i.e., a steeper slope in sales rank).
We now turn to our three research questions and how LGM enabled us to address them:
RQ1. How does the initial level of WOM volume affect the initial level of Amazon sales rank? Figure 3 shows a significant and negative relationship between the initial level of WOM volume and the initial level of Amazon sales rank. The negative relationship implies that products with a low initial level of WOM volume have a high initial level of Amazon sales rank (i.e., low product sales). This is consistent with prior literature on the relationship between level of WOM volume and level of product sales (e.g., Liu 2006 , Duan et al. 2008 .
RQ2. How does the initial level of WOM volume affect the slope change of Amazon sales rank? Figure 3 also shows a significant and negative relationship between the initial level of WOM volume and the slope of Amazon sales rank. The negative relationship suggests that products with a lower initial level of WOM volume tend to yield a steeper slope of Amazon sales rank (i.e., a faster decrease in sales). This is due to the self-sustaining effect of WOM that leads to a longer carryover effect than traditional marketing tools (Trusov et al. 2009 ). Without effective WOM, products experience faster drops from their initial sales levels. Together with the first research question, the findings suggest a double jeopardy phenomenon, where products with a low initial level of WOM volume not only incur a low level of sales to begin with but also experience a faster drop in their sales over time. RQ3. How does the slope change of WOM volume affect the slope change of Amazon rank? Figure 3 also shows a significant and negative relationship between the slope of WOM volume and the slope of Amazon sales rank. The negative relationship suggests that products with a slower growth of WOM volume tend to yield a steeper slope in terms of Amazon sales rank (i.e., a faster decrease in sales). This finding suggests that the self-sustaining effect of WOM not only relates to the initial level of WOM volume but also to the growth of WOM volume. For those products with a low growth in WOM, online WOM has a limited self-sustaining marketing effect that leads to a faster drop in sales.
The combination of these findings implies that the relationship between WOM volume and product sales goes beyond the existing static relationship between the level of WOM volume and level of product sales. Both the initial level and the growth of WOM volume have a significant effect on both the initial product sales and the growth of product sales. Products with low initial level of WOM volume and low growth rate of WOM volume benefit little from self-sustaining marketing effects of WOM communication, thereby experiencing both a low level of initial product sales and also a faster decrease in product sales over time.
Another important characteristic of LGM is its flexibility in modeling time effects. In our example, we have a total of 26 weeks of observations, during which the growth of Amazon sales rank and WOM volume varied significantly over time. Figure 4 plots the loadings of these two time-varying variables over the 26-week period (the detailed loading values are reported in Table D2 of Online Appendix D). Figure 4 shows that the loadings are not necessarily linear in nature. While the slope loading on Amazon sales rank approximates a linear trend, the slope loading for WOM volume shows a pattern of fast increase in early periods but a much slower increase in later periods. This implies that consumers are more likely to spread WOM in the early periods than the later periods of the product's life cycle.
d-Separation Analysis
The fitness indices for the above LGM model (Figure 3 ) are: 2 = 7 302 2 with a df = 1 466, GFI = 0 96, AGFI = 0 96, SRMR = 0 07, RMSEA = 0 06, CFI = 0 92, NFI = 0 91. Collectively these fitness measures indicate a satisfactory fit. However, these measures only reflect overall fitness; they do not ensure the validity of the LGM model, nor do they determine where misfit, if any, comes from. In contrast, our proposed d-separation metric enables us to conduct an in-depth search for the source of the misfit. In Table 5 , we report the detailed d-separation results for each path between the dependent (Rank) and the independent variables. We divide Table 5 into two blocks based on the variables we use to d-separate Rank from other variables. The left block represents the case wherein Rank (RK01 ∼ RK26) is d-separated from its own level and slope from other covariates, including level and slope of Volume (Level_Vol and Slope_Vol, respectively) and the four control variables. If the level and slope factors (of rank) can adequately represent longitudinal variable rank, Table 5 d Notes. Values in bold are significant at p < 0 05 level; average and maximum are computed from the absolute d-separation values; critical value is 0.065 with N = 954 (Equation (5)). Price_C indicates competitor price; Price_A is Amazon's price.
we would expect all 156 (26 × 6) d-separation values to be insignificant (according to Proposition 1). The right block of Table 5 represents the validity of decomposing the time-varying variable Volume into Level and Slope. A priori, conditional on the level and slope of volume, Volume (Vol 1 ∼ Vol 26) should be independent of other variables (including level and slope of rank, as well as the four controls).
With a sample size of 954 (books), the critical value for d-separation to be significant at the p < 0 05 level is 0.065 (Equation (5)). Overall, the results show that the averages of d-separation values are insignificant for all cases (columns), and the majority of d-separation values across all 26 periods are insignificant except those from weeks 5-12, which indicates the presence of possible anomaly not captured by LGM for these time periods. If the researcher is unsatisfied with the performance of LGM, this result points to a direction to improve the model, e.g., by considering nonlinear growth during these periods. This demonstrates a key advantage of our d-separation validation criterion over conventional fitness measures by offering a theoretically-grounded method to reveal the source of misfit in the model and directions for improvement.
While modification indices also allow for examination of alternative models to a certain degree (Bagozzi and Yi 2012) , they operate in a trial-and-error fashion based on fitness criteria. As such, modification indices focus on increasing the model fitness and not their underlying validity; this raises concerns of data over-fitting despite a possibly poorly specified model. For example, modification indices based on 2 only help examine which alternative models improve 2 . However, the researcher is still uncertain about what specifically causes the model misfit because it can be due to the violation of the normality assumption of the 2 measure or due to an incorrectly specified model (e.g., missing link or reverse directionality of the path between two constructs). Our d-separation criterion does not rely on any distributional assumptions of the data (by testing conditional independence). Rather it is rooted in the fundamental assumption of the theory of conditional independence.
To improve the model further, especially for week 5∼12, we examine an alternative nonlinear LGM model that is elaborated in Bollen and Curran (2006, Chapter 4) . Besides level and slope, this model adds a quadratic term to capture a potential quadratic growth trajectory in rank and volume. Mathematically, this is done by adding a new random coefficient t to the level one model as
where the coding of time is as t = t 2 for t ∈ 5 12 and 0 otherwise. This model yields a better fitted model (GFI = 0.97, AGFI = 0.97, 2 = 6 604, df = 1 451, SRMR = 0.07, RMSEA = 0.06, AIC = 7022, CFI = 0.93, NFI = 0.91) and much fewer d-separation values remain as shown in Table D1 of Online Appendix D.
Comparing LGM with Other Common
Longitudinal Data Analysis Approaches To further demonstrate the value of the LGM model relative to other longitudinal data analysis approaches, we compare its performance versus commonly used alternative approaches reviewed in §2. (Table 6) show that both volume and week have a significant impact on sales rank, but they do not provide the sign or magnitude of the treatment effects. Therefore, the ability of repeated-measures ANOVA in teasing out the time effect is very limited.
5.4.2. Two-Way Fixed-Effects Models. We then ran a two-way fixed-effects model that controls both the book-specific and time-specific fixed effects, along with other time-varying covariates ( Table 7 ). The overall model is significant (F = 649.11, p < 0 001) with a relatively small R 2 = 0 054. Compared with LGM, the fixed-effects model only examines the impact of level; it essentially prescribes how the relationship (between dependent and independent variables) varies at different time periods without regard to the trajectory or the latent growth of the relationship. Additionally, the coefficient of rating exhibits a counterintuitive sign (path coefficient = 0.093, implying that a better rating leads to worse ranking). This raises questions about the validity and fitness of the model.
With regard to the three research questions in §5.2, repeated-measures ANOVA and two-way fixed-effects model can only address RQ1; they are unable to test RQ2 and RQ3 since these two research questions need the slope factor to be extracted, a factor that neither approach can extract.
Random Coefficients Model.
We implemented a time-varying random coefficient model with respect to Volume. This model assumes that the Note. The dependent variable rank is log transformed, F = 649 11, P < 0 001, R 2 = 0 054. coefficient of volume varies across time and is stochastic, sampled from a normally distributed population of effects. In addition, we controlled book-specific and time-specific fixed effects, effectively rendering a mixed model. This model improves R 2 to 0.135, compared with 0.054 of the two-way fixed model. Table 8 shows the random-effects estimation for volume at each week (the coefficients for the other variables are qualitatively the same as those of the fixed-effects model). Similar to LGM, this model captures the change of coefficients. The results show that volume improves sales rank in general (all significant coefficients are negative), but this effect differs considerably over time. This model is less parsimonious as it estimates more parameters (e.g., ordinary least squares (OLS)). The model also lacks interpretability as it is harder to see a trend over time. In contrast, LGM provides an intuitive interpretation through level and slope. LGM can be perceived as an aggregate version of random coefficient model where time-varying coefficients are aggregated through its level and slope components. Random coefficient models, when properly specified, can address all three proposed research questions.
Time Series Models.
Before we estimate an ARIMA model, we first examine its two components, differencing and auto-regressing, which are also widely used as stand-alone methods for longitudinal data analysis.
Difference in Difference Approaches. We built a difference-in-difference (DID) model that takes the first difference for both the dependent variable (Rank) and the main independent variable (Volume), while keeping control variables as is. Table 9 shows that the overall model is still significant (F = 50 79, p < 0 001), but the R 2 explained by DID alone is rather low in this case (0.004). DID essentially captures the relationship between the changes in variables, i.e., how the change Table 9 Results of the Difference-in-Difference Model The Auto-Regressive (AR) Model. Longitudinal patterns often exhibit an auto-correlation structure. For example, it is reasonable to expect a serial correlation among book sales, i.e., latter periods of book sales will be highly correlated with future periods of sales. Auto-regressive models explicitly consider such auto-correlation effects. We implemented the AR(1) model, i.e., one period of auto-regression, on top of the two-way fixed-effects model specified earlier. Results (Table 10) indicate the presence of auto-correlation (Durbin-Watson autocorrelation statistic is 2.53). A noticeable difference from the two-way fixed-effects model is that model fitness increased significantly with a new R 2 = 0 742. This implies that the auto-correlation factor has high explanatory power in the model. Note that LGM also captures this factor by considering both the initial status and the growth trajectory of a time-varying variable (because any lag variable can be expressed as a function of initial value and slope). The AR(1) approach by itself does not help address any of the Note. Durbin-Watson Statistic = 2 53, R 2 = 0 742. three research questions because its aim is to capture the auto-correlation relationships, not the impact of initial values or the overall change. The ARIMA Model. We implement ARIMAX 1 1 that estimates the change of Rank (first difference) as a function of an average change (moving average component), the previous change (auto-regressive component), plus a random error and some fraction of the random error from the preceding period. Table 11 presents the results showing that both the moving average component (MA1,1) and the auto-regressive component (AR1,1) are significant. The signs and significance are all consistent with those of the LGM model. However, compared to the LGM model, the overall fitness of ARIMAX is poorer: Its AIC is 14,752, while that of LGM is 7,022. The ARIMA model can address the three research questions partially because it is flexible in capturing the effects of initial values (e.g., through the unit root) and changes (e.g., through differencing). Still the existing ARIMA models do not measure changes in terms of slopes and thus do not fully address RQ2 and RQ3.
Functional Data Analysis
We implemented a functional linear model (Ramsay and Silverman 2005, Yao et al. 2005 ) using the popular cubic smoothing as the roughness penalty, which minimizes
where Rank it denotes sales rank of book i at week t, and f x it represents the linear function of the covariates with coefficients to be estimated. The second component, the roughness penalty, uses the second derivative of the linear function, with as the roughness penalty parameter. Conventionally, the value of / 1 + is used as the smoothing parameter. When is large, the parameter is close to 1, producing a smoother curve; conversely, when is small, the parameter is near 0, producing a rougher curve, or closer to interpolating the data. We use the generalized cross validation (GCV) approach to determine the optimal smoothing parameter (Ramday and Silverman 2005) . Furthermore, our implemented functional linear model is semiparametric. To be consistent with our LGM model, we applied spline smoothing for Volume and Week because we are interested in the functional coefficient of Volume over Week. We estimate the coefficients for other covariates, i.e., Price_c, Price_a, Age, and Rating, parametrically.
The estimation results are presented in Table 12 . The results of the covariates are qualitatively consistent with LGM results in terms of sign and significance. In Figure 5 , we plot the functional coefficient for Volume over time (week), together with the 95% confidence intervals. This shows that as time progresses, the impact of Volume on sale rank turns bigger (coefficient becomes more negative), but the variance of this impact amplifies (wider confidence interval).
The above illustration demonstrates FDA as a powerful tool for analyzing changes due to the nature of FDA in treating relationships as functional. However, as a nonparametric method, a concomitant limitation is that it is hard to interpret the result and quantify the magnitude. Often researchers are interested in point estimation on the magnitude of a coefficient, something lacking in the functional coefficients of FDA. Furthermore, because of the lack of a theoretical null distribution, FDA does not provide the significance of the functional coefficients, making it hard for a decision maker to evaluate the importance of such coefficients. LGM can be perceived as a method between conventional parametric regression models and FDA. Like FDA, LGM treats data as arriving in the form of the (functional) curve over time; but it inherits the parametric regression approach to characterize the curve through level and slope. This makes LGM parameters more readily interpretable. Therefore, by its nature of modeling functional data, FDA does not study RQ1 or RQ2 which need to isolate the effects of initial values; FDA is equipped to examine the change of relationships, but not in the form of an explicit slope as required by RQ3. Furthermore, the lack of interpretability of functional coefficients renders it difficult, if not impossible, to conduct traditional significance tests for RQ3.
5.4.6. The Standard SEM Model. Finally, we implemented a simple SEM model with Rank and Volume as the two latent constructs governing the repeated measures over the 26-week period. The main estimated model is plotted in Figure D1 To summarize, all five methods enable a different set of research questions, although LGM has its own unique advantages relative to these five alternative methods.
6. Discussion 6.1. Key Contributions This study methodologically extends LGM by (1) developing a new evaluation criterion (d-separation) for validating LGM and improving LGM by conducting extensive simulations to assess the key properties of LGM under various conditions (sample size, normality, linearity, heterogeneity, nongrowth), (2) comparing LGM with other data analysis methods used in IS research for longitudinal analysis to identify its advantages and disadvantages, and (3) illustrating the practical application of LGM to IS research by examining the longitudinal relationship between online WOM communication and product sales with data from Amazon.
Comparative Advantages and
Disadvantages of LGM As with all data analysis methods, LGM has advantages and disadvantages relative to other methods. The first advantage of LGM is to explicitly model changes over time. While traditional panel data analysis identifies time effects across periods, it does not explicitly model changes in relationships among variables over time. Besides, while the current practice of SEM focuses on cross-sectional analysis, LGM explicitly models a longitudinal time dimension. Second, LGM models longitudinal variation within individual variables. Unlike all other data analysis methods, LGM breaks down the growth trajectory of an individual variable into its initial level and slope, thus enhancing our understanding of how a variable changes over time in terms of both its initial value and its growth trajectory. Third, multivariate LGM models directly model how change of one (longitudinal) variable results in change in other (longitudinal) variables, a useful feature which, to our knowledge, is notably missing from other methods. Finally, compared to nonparametric approaches (e.g., FDA) LGM maintains interpretability by characterizing a curve through a level and a slope factor. These advantages open new avenues for IS research by exploring complex and nonlinear relationships among IS variables over time.
LGM also has several limitations. First, given the modeling of each (time-varying) variable as a level and slope, it easily results in a complex model that may be difficult to graphically illustrate (unlike SEM). Second, it is hard to prescribe when LGM works properly. Therefore, we developed the d-separation criterion to test the validity of LGM models. Third, given the relative nascence of LGM, there are few studies on its performance when underlying assumptions are violated, making simulation experiments in our study necessary to determine under which conditions (e.g., sample size, linearity, normality) LGM works. Fourth, LGM is still difficult to run in practice given that there is no specialized software to implement it. Thus, we make our software code for LGM publicly available to help researchers readily use LGM (Online Appendix C). Finally, as a relatively complex method, LGM requires a large amount of data, especially in terms of the number of time periods for model identification. There is no general consensus in the LGM literature on the optimal number of time periods. This is largely determined by model identification, i.e., whether unique values of the model parameters can be identified given the chosen model structure, including the structural specification and coding of time t in LGM and data (Bollen and Curran 2006) . In the simplest interceptslope coding (Figure 1 ), LGM requires a minimum of three time periods (Serva et al. 2011) . Nonetheless, for nonlinear models, such as the quadratic model (Bollen and Curran 2006) , at least four time periods may be needed. The proposed LS coding used in this study can accommodate both linear and nonlinear models with a minimum requirement of three time periods. For example, our estimated mediated model (shown in Figure 3 ) is over-identified with 26 periods of data, but it would have been under-identified with only three periods.
Information Systems Research 25(3), pp. 547-568, © 2014 INFORMS 6.3. Suggestions for Future Work Despite describing the basic methodological tenets of LGM and offering guidelines to use LGM models, there is still a need to better understand the value of LGM for IS research. In particular, LGM not only offers methodological advancements in IS research but also theoretical advancements.
LGM allows researchers to propose research questions about IS phenomena that evolve over time to test longitudinal relationships. Hence, there is a need to expand prior theories to explicitly develop testable hypotheses. Much IS literature research shows that relationships among variables are often longitudinal. Therefore, future research could offer better guidance on developing longitudinal hypotheses, including theorizing longitudinal change within individual variables and how the change in one variable affects the linear or nonlinear change in another variable.
Future research may also explore how existing longitudinal tools (regression, SEM, panel data analysis, FDA) could be informed by LGM, and how existing models could be extended to model longitudinal effects. From a methodological perspective, the use of LGM in IS research requires methodological advancements to treat data issues such as unbalanced data, missing data, and measurement errors. While techniques for treating these data issues (such as imputation and measurement error correction) are known in some commonly used data analysis models, little is known about whether the same method can be applied to LGM. Also, LGM is often evaluated with the same set of SEM fitness criteria. Our simulation results show that common SEM fit indices (e.g., CFI, NFI) may not be applicable to LGM. Refined LGM fitness criteria, such as RMSEA and AIC, must be developed when certain model assumptions (e.g., linearity, homogeneity) are violated. For example, recent LGM literature has proposed Growth Mixture Model (GMM) to address individual heterogeneity when (latent) subgroups exist and each may follow a different growth trajectory (e.g., Qureshi and Fang 2011) . GMM integrates the classical latent class modeling techniques into LGM. Furthermore, to our knowledge, current LGM literature only addresses nonlinearities in terms of growth trajectory over time. Potential nonlinear relationships among time-varying variables must be developed in future variables. With 26 periods of data, we have 377 added degrees of freedom (351 degrees of freedom coming from the variancecovariance, computed as 26 · 26 + 1 /2, and another 26 from the means). In total, this LGM is over-identified, as recommended by Bollen and Curran (2006) . The Level 1 parameters and parameters for the time-invariant control variables are mainly determined by sample size (similar to OLS), for which we have many degrees of freedom (our sample contains 954 books). However three periods of data would only yield six additional degrees of freedom, leading to an under-identified LGM to estimate 12 parameters. research by extending existing LGM models. Last, our comparative analyses in §5.3 focused on examining how different longitudinal methods could be used to enable different longitudinal research questions. An interesting avenue for future research would be to examine the properties of these methods in terms of their predictive ability and the conditions under which these methods outperform or underperform each other.
Concluding Remarks
This study's ultimate purpose is to promote longitudinal considerations in IS research and expand our toolkit for longitudinal data analysis methods by extending existing longitudinal methods (i.e., LGM) to explicitly model and test longitudinal relationships within and between variables. We theoretically extend LGM by proposing a validation criterion, d-separation, to assess the validity of LGM models. By providing a sophisticated data analysis tool for longitudinal analysis, we hope to entice IS researchers to more carefully examine longitudinal aspects of IS phenomena and explicitly incorporate the notion of time in IS theories.
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