The classical nucleation theory (CNT) is tested systematically by computer simulations of the 2D and 3D Ising models. While previous studies suggested potential problems with CNT, our numerical results show that the fundamental assumption of CNT is correct. In particular, the Becker-Döring theory accurately predicts the nucleation rate if the correct droplet free energy function is provided as input. This validates the coarse graining of the system into a 1D Markov chain with the largest droplet size as the reaction coordinate. Furthermore, in the 2D Ising model, the droplet free energy predicted by CNT matches numerical results very well, after a logarithmic correction term from Langer's field theory and a constant correction term are added. But significant discrepancies are found between the numerical results and existing theories on the magnitude of the logarithmic correction term in the 3D Ising model. Our analysis underscores the importance of correctly accounting for the temperature dependence of surface energy when comparing numerical results and nucleation theories.
I. INTRODUCTION
Nucleations are ubiquitously observed in many different systems including supercooled fluids [1] [2] [3] , nano-materials [4] , polymerization processes [5] and electro-weak phase transitions [6] . The standard theory used to describe the nucleation phenomena is the classical nucleation theory (CNT) [7] [8] [9] [10] . CNT considers the droplets of the stable phase spontaneously formed in the background of the meta-stable phase. The maximum in the droplet free energy as a function of droplet size is the free energy barrier of nucleation, and is the dominant factor in the determination of the nucleation rate. A widely used form of CNT is the Becker-Döring theory [7] that predicts the nucleation rate from a steady-state solution of a one-dimensional Markov chain model.
While CNT successfully captures many qualitative features of nucleation events, the prediction of the nucleation rate based on CNT cannot be compared quantitatively with experiments, given the gross approximations made in the theory. During the past 50 years, many modifications and extensions of CNT have been developed. For example, Lothe and Pound [11] considered the contributions from extra degrees of freedom of a cluster (in addition to its size) to its Gibbs free energy of formation. Langer [12, 13] developed a field theory to extend the Becker-Döring steady-state solution to include the effect of other microscopic degrees of freedom of a cluster. Zeng and Oxtoby [14] improved the temperature dependence of the nucleation rate predicted by CNT by expressing the droplet free energy as a functional of the radial density profile ρ(r). To date, many nucleation theories have been developed, but it is very difficult to verify them experimentally, due to the difficulties in measuring nucleation rates accurately. While for a theory it is more convenient to study homogeneous nucleations in a single-component system, such conditions are difficult to achieve in experiments [15] . Instead, experimental measurements are usually influenced by surface structures and impurities that are difficult to control.
Computer simulations have the opportunity to probe nucleation processes in great detail and to quantitatively check the individual components of the nucleation theories. The increase of computational power and the development of advanced sampling algorithms allow the calculation of nucleation rates for model systems over a wide range of conditions [16] [17] [18] [19] .
A prototypical nucleation problem is the decay of the magnetization in the 2D or 3D Ising model, which has been studied by computer simulations for several decades [20] [21] [22] [23] [24] [25] [26] [27] . Both agreement [22, 28, 29] and disagreement [20, 21, 25, 30] between numerical results and CNT predictions have been reported.
When the CNT predictions of nucleation rate do not agree with numerical results, several potential problems of CNT were usually discussed. For example, a suspect is the application of surface tension of macroscopic, flat, interfaces to a small droplet [21] . The validity of coarse-graining the many-spin system into a one-dimensional Markov chain was also questioned [21, 25] . Nucleation theories usually express the rate in the Arrhenius form, with a free energy barrier and a pre-exponential factor. Usually both terms are not computed in the same study. Hence, we often cannot conclude which one causes the discrepancy between CNT and numerical simulations, and how the theory should be improved. Only rarely did numerical results lead to clear conclusions on the validity of the fundamental assumptions made in CNT [27] .
In a recent communication [31] , we presented numerical results that systematically test the different parts of the Becker-Döring theory, as applied to 2D and 3D Ising models. The purpose of this paper is to provide a more in-depth discussion of these tests, and to present results that were omitted due to space constraints. We compute the nucleation rate by the forward flux sampling (FFS) method [32] , which allows the rate to be calculated over a much wider range of external field and temperature conditions than that possible by brute force Monte Carlo simulations. To test the individual components of CNT (Becker-Döring theory), the free energy F (n) of the droplet as a function of droplet size n is computed using the umbrella sampling method [18] . The kinetic prefactor of the critical cluster, f + c , which is part of the Becker-Döring theory, is computed independently from Monte Carlo simulations starting from the ensemble of critical clusters. The nucleation rate predicted by the Becker-Döring theory, using the so computed F (n) and f result. The logarithmic correction term was first derived from Langer's field theory, but was customarily put as a correction to the kinetic prefactor. Our analysis shows that this correction term should be placed in the free energy function F (n) in order to correctly predict the size of the critical nucleus. In 2D both the logarithmic correction term and the constant term can be determined from existing analytic expressions and hence contain no fitting parameters. On the other hand, in 3D both the coefficient of the logarithmic correction term and the constant term need to be treated as fitting parameters in this work.
Our analysis resolved some of the previously reported discrepancies between numerical simulations and CNT. For the 2D Ising model, the logarithmic correction term to the droplet free energy was often neglected [21, 24] . Because the logarithmic correction term is positive and substantial in 2D, the omission of this term would cause CNT to grossly overestimate the nucleation rate. For the 3D Ising model, the logarithmic correction term is much smaller relative to the other terms. However, the temperature dependence of the surface free energy was sometimes ignored [25, 30] . While the surface free energy can be approximated as a constant at very low temperatures [28] , it decreases appreciably with temperature above a quarter of the critical temperature. Overestimating the surface free energy would lead to an overestimate of the nucleation barrier and an underestimate of the nucleation rate.
The paper is organized as follows. Section II summarizes a number of nucleation theories and their applications to the 2D and 3D Ising model. Section III presents the numerical methods we employ to test these theories. The numerical results are compared with the nucleation theories in Section IV. A brief summary is given in Section V.
II. NUCLEATION THEORIES

A. Brief Review of Nucleation Theories
In 1926, Volmer and Weber [33] first introduced the concept of critical droplet and estimated the nucleation rate in a supersaturated vapor by the following equation,
where F c is the formation free energy of the critical droplet, and f + c is the attachment rate of molecules to the critical droplet. F c is the maximum of the droplet free energy as a function of droplet size n. The Volmer-Weber theory also gives the droplet free energy function in the following form,
where σ is the effective surface tension and S is surface area. δµ is the bulk chemical potential difference per molecule between the liquid and the vapor phases. n is the total number of molecules in the droplet. The concepts of critical droplet, its free energy, and the attachment rate of molecules, still remain important to date for our understanding of the nucleation process. Other dynamical factors, such as multiple recrossing of the free energy barrier, originally ignored in the Volmer-Weber theory, was recognized later.
In 1935, Becker and Döring [7] modelled the time evolution of the droplet population using a one-dimensional Markov chain model [10] , and obtained a steady-state solution for the nucleation rate. This solution finally pinpoints the kinetic prefactor [50] in the nucleation rate, which is expressed as
where Γ is known as the Zeldovich factor [8, 9] defined by
The flatter is the free energy curve near the critical size n c , the smaller is the Zeldovich factor.
Hence the Zeldovich factor captures the multiple recrossing of the free energy barrier, which lowers the nucleation rate.
There are two fundamental assumptions in CNT that are independent of each other.
First, the time evolution of the droplet population can be described by a 1D Markov chain model. Second, the free energy of a droplet can be written as Eq. (2), where σ is the surface tension of macroscopic interfaces. We can test the first assumption if we can compute the nucleation rate using a numerical method that does not rely on the Markovian assumption.
We can test the second assumption by computing the free energy function by umbrella sampling.
In 1967, Langer [13] developed a field theoretical approach to take into account all degrees of freedom of a droplet when calculating the steady-state solution for the nucleation rate.
This is a generalization of the Becker-Döring theory to incorporate microscopic (fluctuation) degrees of freedom of the droplet. Langer's field theory was later used to derive a correction term to the nucleation rate in the droplet model [34] [35] [36] [37] . In the literature, the field theory correction is usually expressed as an extra term in the pre-exponential factor in Eq. (3). But it can also be expressed as a modification to the free energy function in Eq. (2), changing it to
While both approaches can give rise to similar predictions to the nucleation rate, we will show later that it is more self-consistent to include the correction term in the free energy.
The field theory predicts that, for an isotropic medium, the coefficient of logarithmic correction term is τ = 5 4 in 2D [38] and τ = − 1 9 in 3D [39] . However, it was later predicted that the shape fluctuation of a 3D droplet should be suppressed below the roughening temperature [37] , which leads to τ = − . Our numerical results confirm the τ = prediction for the 2D Ising model, under a wide range of temperatures. This contradicts an earlier numerical study [21] which suggests that τ is close to zero at low temperatures and only rise to 5 4 at high temperatures. On the other hand, our numerical results are not consistent with any of the above theoretical predictions of τ for the 3D Ising model. This problem may be related to the finding by Zia and Wallace [40] , that the excitation spectrum around a 3D droplet is affected by the anisotropy of the medium, but that around a 2D droplet is not affected by anisotropy. Because the Ising model is fundamentally anisotropic (e.g. with cubic symmetry), the field theoretic prediction based on isotropic medium may not apply to the 3D Ising model.
All the nucleation theories mentioned above share several fundamental assumptions: (1) only isolated droplets are considered and the interaction between droplets is neglected; (2) a droplet is assumed to be compact with a well-defined surface; (3) the surface energy expression derived from a macroscopically planar surface can be applied to the surface of a very small droplet. The first two assumptions are valid at temperatures much lower than the critical temperature and at small magnetic field. Under these conditions, the density of droplets is very small and each droplet tends to be compact. We will not test these two assumptions in this study. In other words, our numerical simulations will be limited to the low temperature and small field conditions where these assumptions should be valid. Models that account for droplet interactions exist in the literature [41] but will not be discussed in this paper.
Even with the logarithmic correction term, Eq. (5) still deviates from the numerically computed droplet free energy (from umbrella sampling) by a constant. This constant term is likely to be caused by the third assumption listed above. We found that in the 2D Ising model this discrepancy can be removed by adding a constant term to the droplet free energy
In 2D, the constant term d can be determined without any fitting to the numerical results. At each temperature T , d can be obtained by matching F (n) with analytic expressions of droplet free energy that are available for very small droplets [21] (Appendix D). Unfortunately, in 3D even Eq. (6) does not describe the free energy well enough for small droplets. This prevents the use of the analytic expressions of small droplet free energies to determine d.
Hence in 3D we need to treat d as a fitting parameter.
B. Nucleation Theories Applied to the Ising Model
The Ising model is described by the following Hamiltonian
where J > 0 is the coupling constant and h is the external magnetic field. The spin variable s i at site i can be either +1 (up) or −1 (down), and the sum i,j is over nearest neighbors of the spin lattice. For convenience, we set J = 1 in the following discussions. In our simulations, we study the relaxation of the magnetization starting from an initial state magnetized opposite to the applied field h. To be specific, we let h > 0 and the initial state 
Becker-Döring Theory
To compute the nucleation rate using Eq. (2) and Eq. (3), the surface free energy σ and bulk chemical potential difference δµ must be known for the Ising model. The chemical potential difference is simply δµ = 2h, which is a good approximation not only at low temperature but also near the critical temperature [42] . On the other hand, the surface free energy σ is more difficult to obtain. This is because the Ising model is anisotropic at the microscopic scale and the free energy of a surface depends on its orientation. Therefore, the input to the Becker-Döring theory should be an effective surface free energy σ eff , which is an average over all possible orientations given the equilibrium shape of the droplet. σ eff is a function of temperature T not only because the surface free energy of a given orientation depends on temperature, but also because the equilibrium shape of the droplet changes with temperature [43] . Ising model from analytic expression [21] . The free energy of the surface parallel to the sides of the squares, σ (10) , is also plotted for comparison.
We follow the definition of Shneidman [21] , which gives the analytic expression of σ eff (T )
for the 2D Ising model, as shown in Fig. 1 . The free energy of a droplet can be written
where n is the total number of up-spins in the droplet. From the maximum of F 2D (n), we obtain the critical droplet size of the 2D Ising model,
as well as the free energy barrier
We also obtain the Zeldovich factor defined in Eq. (4)
Assuming the critical droplet has a circular shape, the attachment rate can be written as
where β 0 (T ) is the average spin-flip frequency at the boundary of the droplet. As an approximation,
In the temperature and field conditions considered in this paper, the attachment rate predicted by Eqs. (12) and (13) is within a factor of 2 of the value computed by Monte Carlo simulations as shown in Appendix A. Combining all, we obtain the nucleation rate predicted by the Becker-Döring theory
Given the analytic expressions for σ eff (T ) in 2D, the predictions of the Becker-Döring theory can be computed explicitly. For example, at k B T = 1.5 and h = 0.05, we have For the 3D Ising model in a simple cubic lattice, there is no analytic expression for surface free energy for arbitrary surface orientations. A parametric expression exists only for the (100) surface [44] . Therefore, the equilibrium shape and the equivalent surface free energy of the 3D droplet is not known. Similar to Eq. (8), the free energy of a 3D droplet can be written as,
where α = (36π) 1/3 is a geometric factor expressing the surface area of a sphere with unit volume. Contrary to the case of 2D Ising model, the analytic expression of σ eff (T ) is not known in the 3D Ising model, and it will be used as a fitting parameter in our study.
Following the same procedures as above, we obtain the critical nucleus, free energy barrier and Zeldovich factor for the 3D Ising model,
Finally, the nucleation rate predicted by the Becker-Döring theory is
Given that σ eff (T ) is yet unknown and has to be treated as a fitting parameter, it is more difficult to test Eq. (20) quantitatively.
Langer's Field Theory
Langer's field theory predicts a logarithmic correction term to the droplet free energy, as in Eq. (5) . In 2D Ising model, τ = 5 4 , and this correction term not only increases the free energy barrier, but also increases the size of the critical droplet. The critical droplet size predicted by the field theory is,
This equation is to be compared with Eq. below T R [37] . But our numerical results do not support these predictions.
III. NUMERICAL METHODS
A. Forward Flux Sampling
Here we give a brief overview of the forward flux sampling (FFS) method used in this study. The full mathematical details can be found in the literature [32] . To compute the transition rate from the initial state A to the final state B, FFS uses a series of interfaces in the phase space defined through an order parameter λ. State A is defined as the phase space region in which λ < λ A , while state B corresponds to λ > λ n . The interfaces between A and B are defined as hyperplanes in the phase space where λ = λ i , i = 0, 1, 2, · · · , n − 1,
In principle, the choice of the order parameter λ should not affect the calculated rate constant, which means λ need not be the true reaction coordinate.
In the FFS method, the nucleation rate I from A to B is expressed as a multiplication of two terms
where I 0 is the average flux across the interface λ = λ 0 (i.e. leaving state A), and P (λ n |λ 0 )
is the probability that a trajectory leaving state A will reach state B before returning to state A again. Because it is impossible to reach interface λ = λ i+1 without reaching interface λ = λ i first, the probability P (λ n |λ 0 ) can be decomposed into a series multiplication,
where P (λ i+1 |λ i ) is the probability that a trajectory reaching λ i , having come from A, will reach λ i+1 before returning to A again.
In this work, we set λ to the size of the largest droplet n in the simulation cell. The rate I 0 is obtained by running a brute force Monte Carlo simulation, during which we count how frequently droplets with size larger than λ 0 are formed. An ensemble of configurations at interface λ = λ 0 (for trajectories coming from A) is stored from this MC simulation.
The next step is to run MC simulations with initial configurations taken from the ensemble at interface λ = λ 0 . A fraction of the trajectories reaches interface λ = λ 1 before returning to state A. From these simulations the probability P (λ 1 |λ 0 ) is computed and an ensemble of configurations at interface λ = λ 1 is created. The process is repeated to compute the probability P (λ i+1 |λ i ) for each i = 1, · · · , n − 1.
As an example, Fig. 2 plots the probability
for the 2D Ising model at k B T = 1.5 and h = 0.05. In this test case, we find I 0 = 1.45×10 −8 MCSS −1 with λ 0 = 24 from a brute force Monte Carlo simulation with 10 7 MCSS. 15, 000 configurations are then collected at each interface, which allows the nucleation rate to be determined within 5%. The probability of reaching interface λ = λ n from interface λ = λ 0 is P (λ n |λ 0 ) = 1.92 × 10 −11 with λ n = 1200. Following Eq. (22) It is important to note that FFS does not require the transitions between different interfaces to be Markovian. Neither does it require the transitions to satisfy detailed balance, unlike other sampling methods [19, 45, 46] . Therefore, it can be used to test the fundamental assumption of the Becker-Döring theory, which states that the nucleation process can be coarse-grained into a one-dimensional Markov chain. 
B. Computing Rate from Becker-Döring Theory
Having computed the nucleation rate from FFS, we will use it as a benchmark and compare it with the nucleation rate predicted by the Becker-Döring theory. To gain more insight from this comparison, we will split the Becker-Döring theory into two parts and test them separately. Part I is summarized in Eq. (3), which expresses the nucleation rate in terms of the attachment rate f + c , Zeldovich factor Γ, and the free energy barrier F c . Part II is the prediction of the droplet free energy F (n), which was discussed in Section II.B.
We will compute the droplet free energy F (n) numerically by umbrella sampling (US) [18] .
The result then allows us to specifically test Part II of the Becker-Döring theory. To test Part I of the Becker-Döring theory, we will compute F c and Γ from the free energy function F (n) obtained by US, and plug them into Eq. (3). The attachment rate f + c can also be computed separately, as explained below. As an example, Fig. 3 (a) shows the droplet free energy F (n) computed from US at k B T = 1.5 and h = 0.05. The order parameter is the size of the largest droplet, n. A parabolic bias function 0.1k B T (n − n) 2 is used, where n is the center of each sampling window, following Auer and Frenkel [18] . The maximum of this curve indicates that the critical droplet size is n c = 496 and the free energy barrier is F c = 61.3. The Zeldovich factor can be calculated from the second derivative of this curve at n c , which gives Γ = 0.0033.
We then collect many configurations from the US simulation, when the bias potential is centered at the critical droplet size. Using each configuration as an initial condition, we run Monte Carlo simulations and obtain the effective attachment rate from the following equation,
where ∆n 2 (t) is the mean square fluctuation of the droplet size. ∆n(t) ≡ n(t) − n(t = 0), calculation takes a similar amount of time as an FFS calculation.
As shown in Fig. 4 , the nucleation rate over these conditions spans more than 20 orders of magnitude. Yet, most of the rates predicted by the two methods are within 50% of each other. This is a strong confirmation of Part I of the Becker-Döring theory, i.e. Eq. (3). It confirms that for the purpose of computing nucleation rate, it is valid to coarse grain the Ising model to a one-dimensional Markov chain, with the size of the largest droplet being the reaction coordinate. Detailed balance [27] between neighboring states along the Markov chain, as is assumed by the Becker-Döring theory, is also confirmed [52] . This means that the Becker-Döring theory can predict the nucleation rate of the 2D and 3D Ising models accurately, provided that the correct free energy function F (n) is used. This is consistent with an earlier report by Brendel et al. [24] .
B. Critical Droplet Size
There are two common definitions of the critical droplets. In the first definition, a droplet is of critical size if its probability to grow and cover the entire system is 50%. In other words, a critical droplet has a committor probability of 50%. In the second definition, a droplet is of critical size if it corresponds to the maximum of the free energy curve F (n). It is of interest to verify whether these two definitions are equivalent. After each FFS simulation under a given (T, h) condition, an ensemble of 15,000 spin configurations are saved at each interface λ i . It is straightforward to compute the committor probability for each of the saved spin configurations and the average committor probability P B (n) for each n = λ i . By fitting the data of P B (n) to a smooth curve, we can extract the The droplet sizes that correspond to the maximum of the free energy curve obtained by US are listed in Fig. 5 as open symbols. For both 2D and 3D Ising models, critical size from two different methods agree with each other within 2%. This confirms that the two definitions for the critical nucleus are equivalent, provided that the correct free energy curves F (n) are used. It also proves that the size of the largest droplet is a good reaction coordinate. Fig. 6(a) plots the histogram of the committor probability for an ensemble of spin configurations with n = 496 for the 2D Ising model at k B T = 1.5 and h = 0.05. The average committor probability of this ensemble is 49.4%. About 94% of the spin configurations in this ensemble have committor probabilities within the range of 49 ± 5%. This further confirms that the size of the largest cluster, n, is a very good reaction coordinate of the nucleation process. Fig. 6(b) plots the histogram of the committor probability within an ensemble of spin configurations with n = 524 for the 3D Ising model at k B T = 2.20 and h = 0.40. The average committor probability of this ensemble is 50%. About 80% of the spin configurations in this ensemble have committor probabilities within the range of 50 ± 5%. The spread of the committor probability distribution is wider than the 2D case, and is consistent with an earlier report [25] .
C. Droplet Free Energy of 2D Ising Model
The previous sections show that the Becker-Döring theory performs well as long as the correct droplet free energy F (n) is provided. We now compare the theoretical predictions of F (n) with numerical results by US. We will focus on 2D Ising model in this section and will discuss F (n) in the 3D Ising model in the next section. Obviously, if this free energy curve is used, the Becker-Döring theory will overestimate the nucleation rate by several orders of magnitude. Our result also shows that, the field theory predictions, though derived under the assumption of infinitesimal h, are still valid at finite h in the range of field considered in this study.
Our results shows that the macroscopic surface free energy (at zero h) can be safely applied to a droplet (at finite h) [29] , provided that the constant correction term is added (see Appendix D). Brendel et al. [24] reported that the effective surface free energy exceeds that of the macroscopic surface free energy by 20%. But this was caused by the neglect of the logarithmic correction term in that study.
Our results contradict the previous report [21] that τ is close to zero at low temperatures (T = 0.59 T c and 0.71 T c ) and only goes to 5 4 near T = 0.84 T c . In the previous study [21] , only small clusters (n < 60) are sampled, but not using the umbrella sampling technique.
We suspect this approach is susceptible to the error caused by the lack of statistics at low temperatures (especially for clusters with n > 30). Because the field theoretic correction term τ k B T ln n becomes smaller at low T , it could be masked by the statistical error. To support our finding, the free energy curves for cluster sizes up to n = 1950 at a wide temperature range (from 0.53 T c to 0.84 T c ) are attached in a supplementary document [47] .
is necessary in the entire temperature range to accurately describe the droplet free energy.
In the literature, the field theory correction is usually expressed as an extra preexponential factor inserted into the Becker-Döring formula of the nucleation rate. Both a pre-exponential factor and a change to the free energy curve can modify the nucleation rate. So it may appear impossible (or irrelevant) to decide which approach is more "correct".
However, a closer inspection shows that it is indeed possible to tell whether the correction should be interpreted as a free energy change, or a kinetic pre-factor. This is because selfconsistency requires that the maximum of the free energy curve F (n) should match the droplet size n c whose committor probability is 50%, as discussed in Section IV.B. They are significantly smaller than the critical droplet sizes n comm c (filled symbols) that corresponds to a 50% committor probability. With the field theory correction term in the free energy, the critical droplet sizes n . This result clearly shows that the field theory correction should be placed in the free energy function F (n), instead of being a kinetic prefactor.
It is of interest to compare the various free energy expressions discussed so far with the analytic (exact) expressions [48] for F (n) that are available for 0 ≤ n ≤ 17. It is somewhat surprising that the field theory prediction of F (n) (after corrected by a constant term, see Appendix D) agrees very well with both the numerical data from US and the analytic expressions, for such small values of n. This is another confirmation for the field theory prediction of the free energy curve, Eq. (6).
Shneidman et al. [21] also observed the effect of the logarithmic correction term, but expressed it in terms of "size-dependent prefactor", and suspected that it is caused by coagulation of droplets. Our results show that this is not a coagulation (many-droplet) effect, because the logarithmic correction term is derived by considering the shape fluctuation of a single droplet.
In summary, the free energy expression from CNT must be modified by two terms, i.e. a logarithmic correction term τ k B T ln n from field theory and a constant term to match the free energy of very small droplets. In 2D, both terms can be determined completely from existing theories and contain no fitting parameters.
D. Droplet Free Energy of 3D Ising model
In the following, we will examine the functional form of the droplet free energy F (n) in the 3D Ising model. Because there is no analytic solution to the effective surface free energy in 3D, σ eff (T ) must be treated as a fitting parameter in our analysis, which creates more uncertainty in our conclusions. For example, we cannot unambiguously determine the coefficient τ in the logarithmic correction term (in Eq. (6)) from the numerical results.
Another difficulty in determining τ is that in 3D the logarithmic correction term is much smaller compared with the first two terms in Eq. (6).
To reduce the complexity from finite h, we computed droplet free energy at zero field for a range of temperature k B T = 2.0, ..., 2.8 by US. Fig. 8 plots the results at k B T = 2.40 and h = 0. We have examined a number of functional forms to see which one best describes the numerical data of the droplet free energy (see Appendix E). We find that the data at all T and in the entire range of 0 < n < 750 consider in this study can be well fitted by the following function,
where A and C are constants independent of T , and B(T ), σ eff (T ), and τ (T ) are functions of T . The fitted parameters are: A = 0.06 and C = 0.59. It turns out that B(T ) can be well described by a linear function: B(T ) = 9.12 k B T −16.08. The contribution of the exponential term is plotted in Fig. 8(b) . In the range of T and h considered in this study, the size of the critical nucleus is larger than 100. Hence the nucleation rate predicted by CNT under these conditions is only affected by F (n) in the range of n > 100. When Eq. (25) is used, the numerical values of the logarithmic term is in the range of −5 to 0, for 2.0 ≤ k B T ≤ 2.8 and 100 < n < 750. It is the major correction term to the classical expression of the droplet free energy, Eq. (15), for n > 100. In comparison, the constant term is A = 0.06 and the magnitude of the exponential term is less than 10 −7 for n > 100. Fig. 9(a) shows the fitted values of σ eff in the temperature range of 0.4-0.65 T c . σ eff decreases with T , as expected. In the limit of large T , the difference between the free energies of (100) and (110) surfaces diminishes, the droplet becomes spherical, and σ eff converges to the free energy of (100) surfaces. In the limit of T → 0, we expect σ eff to converge to (6/π) 1/3 times the surface tension of the (100) surface. This is because as T → 0, the shape of the droplet becomes cubical [28] , and (6/π) 1/3 is the surface area ratio between a sphere and a cube, both having unit volume. The expected shape of σ eff (T ) over this temperature range is plotted as a dashed line, which is similar to the case of 2D Ising model shown in Fig. 1 . In summary, we expect σ eff to decrease from 2.481 to 0 as temperature increases.
For example, at k B T = 2.71, σ eff = 1.6. This may explain the discrepancy reported by Pan et al. [25] , in which σ eff = 2 is assumed at k B T = 2.71. In Vehkamaki et al. [30] , the nucleation rate predicted by CNT was reported to have a weaker temperature dependence than the numerical results. This is probably caused by the use of the same surface free energy (at T = 0.59 T c ) in the entire temperature range (0.54 T c to 0.70 T c ). The decrease of surface energy with temperature leads to a significant reduction of nucleation free energy barrier with temperature. This corresponds to an anomalously large "effective entropy" of nucleation (see Appendix B), which would be difficult to explain if the variation of surface energy were ignored. τ is found to decrease with temperature, and no discontinuity at the roughening temperature is observed. This is consistent with the observation that no significant change of droplet shape occurs near the roughening temperature (see Appendix C). This is contrary to the theoretical predictions of τ = − 2 3
at T < T R and τ = − 1 9 at T > T R . The change of τ with T may be the consequence of a gradual change of anisotropy effects as temperature changes [40] . More investigation is needed to resolve the controversy of τ in the 3D Ising model. The difference between 2D (where τ = 5/4 remains a constant) and 3D Ising models on the behavior of τ remains intriguing.
V. SUMMARY
In this paper, we have used two independent methods to calculate the nucleation rate of Ising model in 2D and 3D, in order to check independently the different assumptions of the nucleation theories. The Markov chain assumption with the largest droplet size as the reaction coordinate is found to be accurate enough to predict nucleation rate spanning more than 20 orders of magnitude, provided that the correct droplet free energy function is used.
The logarithmic correction term is found to be essential to droplet free energy in 2D. Our numerical results verified the field theory prediction that τ = 5/4 in 2D. However, for the 3D
Ising model, our numerical results are not consistent with existing theories on the coefficient τ of the logarithmic correction term, suggesting that some important physics may still be missing in the existing theories, such as the anistropy effect on the droplet free energy. An exponential function seems to be necessary to describe the free energy of small 3D droplets, but it is not needed for the 2D droplets. A promising direction for future research is to numerically compute the surface free energy of different orientations in 3D and to build the effective surface free energy σ eff from the Wulff construction. This would eliminate σ eff as a fitting parameter and would enable a more stringent test of CNT for the 3D Ising model.
In addition, 3D simulations at smaller h values will allow a more direct comparison with existing nucleation theories, most of which assume an infinitesimal h. Fig. 10(a) and (c) . Eq. (4) defines the Zeldovich factor Γ in terms of the second derivative of the droplet free energy function F (n) which is discussed in more detail in the following appendices. Here we focus on the attachment rate f + c and evaluate the quality of the approximations in Eqs. (12), (13) and (19) . Fig. 10 The purpose of this appendix is to examine the temperature dependence of droplet free energy at a given h, for both 2D and 3D Ising models. Fig. 11(a) plots the droplet free energy as a function of droplet size n for the 2D Ising model at h = 0.1 and different temperatures.
The maxima of these curves, i.e. the free energy barrier F c , are plotted in Fig. 11(b) . The data can be fitted to a straight line, whose slope gives an effective entropy of S = 43.5 k B .
An entropy of this magnitude seems anomalously large and will be difficult to attribute to the shape fluctuation of the critical droplet. We believe that this entropy is a consequence of the temperature dependence of the effective surface free energy σ eff (T ). In CNT, the free energy barrier is linked to σ eff (T ) through Eq. (10). As a comparison, Fig. 11 Fig. 11(d) . The data can be fitted to a straight line, whose slope gives an effective entropy of S = 143 k B . As a comparison, Fig. 11 
Appendix C: Droplet shapes
The purpose of this appendix is to examine the shape change of the droplets as temperature changes. As temperature increases, we reduce the magnitude of the field h, so that the size of the critical nucleus stays roughly the same. The droplets plotted here are close to the critical size and are randomly chosen from FFS simulations. (near the roughening temperature), the droplet shape does not seem to be substantially different from that at k B T = 2.0. At k B T = 2.71 (above the roughening temperature), the surface shape becomes more irregular. The droplet shape seems to change gradually with increasing temperature, without any sharp transition (resembling a phase transition) at the roughening temperature T R . This may be caused by the small size the critical droplet in this study, which prevents a true roughening transition of its surface morphology due to its small area.
Appendix D: The constant term in droplet free energy
In this appendix, we discuss how to obtain the constant correction term in the droplet free energy function, Eq. (6), for the 2D Ising model by considering the exact free energy expressions of small clusters. Shneidman et al. [21] used a similar approach to improve the predictions of droplet distributions. A related problem was discussed by Wilemski [49] . We will also list the free energy expressions of small 3D clusters. Even though they cannot be used to determine the constant correction term, they are useful for comparison purposes, as in Fig. 8(b) .
Because the free energy expression, Eq. (5), is based on a continuum droplet model, we expect it to be inaccurate for very small droplets, where the discreteness of the lattice becomes appreciable. On the other hand, the continuum approximation should work better for large clusters, i.e. in the continuum limit. Therefore, we expect that Eq. (5) can be used to accurately predict the free energy difference between two large droplets, F (m) − F (n), if both m ≫ 1 and n ≫ 1. This justifies the addition of a constant term in Eq. (6) . The value of the constant term can be determined by matching Eq. (6) with the exact values of F (n) for small n.
Fortunately, for small enough n, the exact expression of the droplet free energy can be written down by enumerating all possible shapes of the droplet with size n and summing up their contributions to the partition function. For simplicity, we will consider the case of h = 0. For example, a droplet of n = 1 is simply an isolated spin +1 surrounded by spins (D4)
The number in front of the exponential term corresponds to the multiplicity of clusters of a given shape. Analytic expressions for the partition functions of 2D droplets have been obtained up to n = 17 with computer assistance [48] .
We have obtained similar expressions for the droplet partition functions in the 3D Ising model for n from 1 to 7. 
Given the droplet partition functions, the droplet free energy F (n) defined in this paper can be obtained from the following equation,
Numerically, the summation in the denominator converges very quickly after summing over 2 to 3 terms. As an approximation, we may write F (n) ≈ −k B T ln Ω n . But this approximation is not invoked in Section IV.
The droplet free energy computed from Eq. (D12) is used to determine the constant term d in Eq. (6), by requiring that F (n) from the two equations matches at a given n = n 0 . In Here we will examine a number of functional forms to see which one best describes the numerical data of the droplet free energy F (n) in the 3D Ising model. First, we fit the data to the original Becker-Döring form, Eq. (15), plus a constant correction term, i.e.,
where σ eff (T ) is a free fitting parameter at each temperature. We find that Eq. (E1) cannot describe the droplet free energy well in the entire range of n. Since we expect it to be more accurate in the continuum limit of large n, we fit the US data to Eq. is the numerical data from US, and F fit (i) is the value given by Eq. (E1). The resulting R is in the range of 0.01-0.13 and increases with increasing temperature. Significant discrepancy between the US data and the fit is observed in the range of n < 50, which will be further discussed below.
The next function to be considered for the fit includes the logarithmic correction term,
in which τ is a free parameter for each temperature T . The error of the fit is now reduced to about R ≈ 0.01 for all temperatures and is now independent of temperature. This means that the logarithmic term improves the description of the temperature dependence of the free energy of large droplets (n > 50). But the discrepancy in the range of n < 50 still remains. This is different from the 2D Ising model, where Eq. (6) describes the droplet free energy very well even without any fitting parameters.
Perini et al [39] used the following functional form to fit their free energy data,
where τ = − is constrained to be a constant [53] . The parameter K corresponds to the extra energy of "ledges" that appear on 3D droplets. We find that the quality of the fit using Eq. (E3) is similar to that using Eq. (E2).
[54] However, the resulting K(T ) is an increasing function of temperature. This is counter-intuitive because the continuum droplet
