Abstract. We provide a framework for distributed systems that impose timing constraints on their executions. We propose a timed model of communicating finite-state machines, which communicate by exchanging messages through channels and use event clocks to generate collections of timed message sequence charts (T-MSCs). As a specification language, we propose a monadic secondorder logic equipped with timing predicates and interpreted over T-MSCs. We establish expressive equivalence of our automata and logic. Moreover, we prove that, for (existentially) bounded channels, emptiness and satisfiability are decidable for our automata and logic.
Introduction
One of the most famous connections between automata theory and classical logic, established in the early sixties by Büchi and Elgot [7] , is the equivalence of finite-state machines and monadic second-order logic (MSO) over words. This study of relations between logical formalisms and automata has had many generalizations including extensions and abstractions of the definition of words themselves.
A natural extension, for instance, are timed words which are very important in the context of verification of safety critical timed systems. For this, we have automata models such as timed automata [1] and event-clock automata (ECA) [2] . The latter have implicit clocks allowing them to record or predict time lapses. This is well-suited for real-time specifications (such as bounded response time) and allows for a suitable logical characterization by a timed MSO over timed words as shown in [9] .
On the other hand, in a distributed setting, we might have several agents interacting to generate a global behavior. This interaction can be specified using message sequence charts (MSCs) which generalize words and reflect the causality of events in a system execution. MSCs have been known for a long time independently, as they serve as documentation of design requirements that are referred throughout the design process and even in the final system integration and acceptance testing. MSCs are used for describing the behavior of communicating finite-state machines (CFMs) [6] , which are a fundamental model for concurrent systems and communicating protocols. These CFMs have communicating channels between the constituent finite-state automata and a single MSC diagram subsumes a whole set of sequential runs of the CFM.
Our goal is to merge the timed and distributed approaches mentioned above. For this, we first consider timed MSCs (T-MSCs) which are just MSCs with time stamps at events (as in timed words). These are ideal to describe real-time system executions, keeping explicitly the causal relation between events. Next, we consider MSCs with timing constraints (TC-MSCs) where we associate lower and upper bounds on the time interval between certain pairs of events. This is more suitable for a specifier and also useful to describe a (possibly infinite) family of T-MSCs in a finite way.
We introduce event clock communicating finite-state machines (EC-CFM) recognizing timed MSCs. These are CFMs equipped with implicit event clocks allowing us to record or predict time lapses as in the ECA. For the logical framework, we use a timed version of monadic second-order logic (TMSO) with additional timing predicates to specify necessary timing constraints. We interpret both EC-CFMs and TMSO over T-MSCs and prove a constructive equivalence between them, with and without bounds on channels. This is done by lifting the corresponding results from the untimed case [12, 11, 5] by using TC-MSCs, since they can be seen as MSCs whose labelings are extended by timing information and also as a representation of infinite sets of T-MSCs.
Further, we prove that, over "existentially bounded" channels, the emptiness checking of our automaton model and, thus, the satisfiability problem of our logic are decidable. Our approach consists of constructing a global finite timed automaton that can simulate the runs of the EC-CFM (which is a distributed machine) and so, reduce the problem to emptiness checking on a timed automaton. The hard part of the construction lies in "cleverly" maintaining the partial-order information (of the T-MSC) along the sequential runs of the global timed automaton, while using only finitely many clocks.
Related Work Past approaches to timing in MSCs with a formal semantics and analysis have been looked at in [3, 4, 8, 13] . While [3] and [4] only consider single MSCs or high-level MSCs, one of the first attempts to study channel automata in the timed setting goes back to Krcal and Yi [13] , who provide local timed automata with the means to communicate via FIFO channels. They do not consider MSCs as a semantics of their automata but rather look at restricted channel architectures (e.g., one-channel systems) to transfer decidability of reachability problems from the untimed to the timed setting. A similar automaton model was independently introduced by Chandrasekaran and Mukund in [8] , who even define its semantics in terms of timed MSCs. They propose a practical solution to a very specific matching problem using the tool UPPAAL.
Outline We define MSCs in Section 2, together with their timed extensions. Our logic and the automaton model are introduced in Section 3. We describe the equivalence results between our automata and logic over timed MSCs in Section 4. In Section 5, it is shown that emptiness of automata is decidable for existentially bounded channels.
Timed Message Sequence Charts
We fix a finite set Ag of at least two agents or processes. The set of communication actions on process p is Act p = {p!q | q ∈ Ag \ {p}} ∪ {p?q | q ∈ Ag \ {p}}, where p!q means that process p sends a message to process q and p?q means that process p receives a message from process q. Furthermore, we let Act = p∈Ag Act p .
An Act-labeled partial order is a triple M = (E, , λ) where (E, ) is a finite partial order (elements from E are called events) and λ : E → Act is a labeling function. For e ∈ E, ↓e denotes {e
We define a message relation Msg M ⊆ E × E matching send events with their corresponding receives, assuming a FIFO architecture on the channels. That is, (e, e ′ ) ∈ Msg M if λ(e) = p!q and λ(e ′ ) = q?p for some p, q ∈ Ag, and |↓e ∩ λ
A message sequence chart (MSC) is an Act-labeled partial order M = (E, , λ) such that (i) for any p ∈ Ag, the restriction of to process p (denoted p ) is a total order, (ii) the partial order is the transitive closure of Msg M ∪ p∈Ag p , and (iii) for any distinct p, q ∈ Ag, the number of send events is equal to the number of receive events, i.e, |λ −1 (p!q)| = |λ −1 (q?p)|. M and e 1 e 3 . The linearizations of an MSC form a word language over Act under λ. E.g., (p!q)(q?p)(q!r)(p!r)(r?q)(r?p) is one linearization of the MSC in Fig. 1 . An MSC is uniquely determined by one of its linearizations.
The first natural attempt while trying to add timing information to MSCs would be to add time stamps to the events of the MSCs. This is motivated from timed words where we have words with time stamps added at each action. This approach is quite realistic when we want to model the real-time execution of concurrent systems. A timed linearization of a T-MSC is a possible execution in terms of a word from (Act × R ≥0 ) * , which thus respects both the causal order and the order imposed by the time stamping. A T-MSC is shown in 2(a). Note that it has several timed linearizations as the concurrent events e 4 and f 3 occur at the same time. A possible timed linearization is (p!q, 2)(q?p, 2.1)(p!r, 3)(r?p, 3)(p!q, 4)(q?p, 4.5)(p!r, 6)(q!r, 6)(r?q, 6)(r?p, 7) . Now a family of T-MSCs with the same induced MSC can be specified by timing constraints on pairs of events of the MSC. This approach is better suited to a specifier who can then decide and enforce constraints between occurrences of events. As an example consider Fig. 2(b) . The label (0, 1] on message from e 1 to f 1 specifies the lower bound and upper bound on the delay of message delivery. The label [1, 5] from f 1 to e ′ 3 represents the bounds on the delay between f 1 and e ′ 3 and so on. The question here is how flexible do we want this timing to be, i.e, between which pairs of events do we allow constraints. For an MSC M = (E, , λ), one obvious set of pairs is given by Msg M which allows us to time messages. A more flexible approach is to allow timing between the next (or previous) event of any action and an event in the MSC. For this, we define the relations Next M σ , Prev M σ for every σ ∈ Act as follows: M can also been seen as a partial function E E mapping a send event to its corresponding receive in the MSC M . Further, we remark that these relations can all be defined for a T-MSC T as well. Since they depend only on the underlying partial order, we write Msg T , Next (a) (b) Fig. 2 . A T-MSC and a TC-MSC Let us denote the set of symbols {Msg} ∪ {Prev σ | σ ∈ Act} ∪ {Next σ | σ ∈ Act} by TC (for timing constraints). For an MSC (or T-MSC) M , we let TC M = α∈TC (α M ) be our set of allowed timing pairs. This is flexible enough to specify what we need. It also generalizes the approach of D'Souza [9] in the timed words case. Further, this is similar to the approach adopted by Alur et al. [3] to time MSCs and so we can use their analysis tool to check consistency of the timing constraints in an MSC.
Definition 1. A timed MSC (T-MSC) is a tuple
To specify timing constraints we will use rational bounded intervals over the real line. These can be open or closed intervals but we require them to be nonempty and the bounds to be rational. The set of all such intervals is denoted by I. 
Definition 2. An MSC with timing constraints (TC-MSC) is a tuple (E,
,
With this definition, TC-MSCs can be considered as abstractions of T-MSCs and timed words. Let
Thus for instance, the T-MSC in Fig. 2(a) is a realization of the TC-MSC in Fig. 2(b) .
Logic and Automata for Timed MSCs
Monadic Second-Order Logic We will define several monadic second-order logics as a means to describe sets of T-MSCs. Their syntax depends on a set R of (binary) relation symbols, which settles the access to the partial-order relation of an MSC or T-MSC. One example is R = { , Msg} containing symbols for the partial order and the message relation. The formal syntax of our logic TMSO(R) is given by:
where σ ∈ Act, R ∈ R, α ∈ TC, I ∈ I, x, y are individual (or first-order) variables, and X is a set (or second-order) variable (each from an infinite supply of variables).
Let T = (E, , λ, t) be a T-MSC and let I be an interpretation that maps first-order variables to elements in E and second-order variables to subsets of E. Let us define when T, I |= ϕ for ϕ ∈ TMSO(R). As usual, P σ (x) expresses that x is labeled with σ, i.e., λ(I(x)) = σ. The novelty is the timing predicate δ(x, α(x)) ∈ I by which we mean that the time difference between x and α T (x) is contained in I, i.e., T, I |= δ(x, α(x)) ∈ I if I(x) ∈ dom(α T ) and |t(I(x)) − t(α T (I(x)))| ∈ I. For the set R of binary relation symbols we will use R = { , Msg} or R ≺ · = {≺· p | p ∈ Ag} ∪ {Msg}. The interpretation of ≺· p is the immediate successor relation on process p:
The interpretation of Msg is indeed Msg T . The rest of the semantics is classical for MSO logics. For sentences ϕ in this logic, we define L time (ϕ) = {T ∈ TMSC | T |= ϕ}. The existential fragment of TMSO(R), which is denoted by ETMSO(R), comprises all formulas ∃X 1 . . . ∃X n ϕ such that ϕ does not contain any set quantifier.
We will give TMSO formulas a natural semantics in terms of TC-MSCs, too. The only noteworthy difference is in the atomic predicate δ(x, α(x)) ∈ I. For a TC-MSC M = (E, , λ, τ ), we define M, I |= δ(x, α(x)) ∈ I if τ (I(x), α M (I(x))) ⊆ I, which implicitly implies I(x) ∈ dom(α M ) and (I(x), α M (I(x))) ∈ dom(τ ). The set of TC-MSCs that satisfy a TMSO sentence ϕ is denoted by L T C (ϕ). The following implication is easy to see. Its converse holds in a restricted case, as we will see later.
Lemma 3. Let a T-MSC T be a realization of some TC-MSC M and let
ϕ be a TMSO formula. Then, M ∈ L TC (ϕ) implies T ∈ L time (ϕ).
Event-Clock Communicating Finite-State Machines (EC-CFMs)
A natural model of communication protocols are communicating finite-state machines [6] , which consist of finite-state machines with message channels between any pair of them. To introduce the timed model we attach recording and predicting clocks (as in [2] ) to these machines. The input of an EC-CFM A is a T-MSC T = (E, , λ, t). Consider a map r : E → p∈Ag Q p labeling each event of process p with a state from Q p . Define r − : E → p∈Ag Q p as follows: For event e in process p, if there is an event e ′ in process p such that e ′ ≺· p e, then we set r − (e) = r(e ′ ). Otherwise, we set r − (e) = ι p . Then r is said to be a run of A on T if, for all (e, e ′ ) ∈ Msg T with e in process p and e ′ in process q, there are guards g, g ′ ∈ [TC I] and a control message c ∈ C such that (1) (r − (e), λ(e), g, c, r(e)) ∈ → p and (r − (e ′ ), λ(e ′ ), g ′ , c, r(e ′ )) ∈ → q , (2) for all α ∈ dom(g), we have e ∈ dom(α T ) and |t(e) − t(α T (e))| ∈ g(α), and (3) for all α ∈ dom(g ′ ), we have e ′ ∈ dom(α T ) and |t(e
Definition 4. An EC-CFM is a tuple
Let r be a run of A on T . We define s p = r(e p ), where e p is the maximal event in process p. If there are no events on process p, we set s p = ι p . Then run r is successful if the tuple (s p ) p∈Ag belongs to F . A T-MSC is accepted by an EC-CFM A if it admits a successful run. We denote by L time (A) the set of T-MSCs that are accepted by A.
As in the logic, we can give EC-CFMs a semantics in terms of TC-MSCs as well. For defining a run on TC-MSC M = (E, , λ, τ ) we just replace condition (2) above by saying that, for all α ∈ dom(g), we must have e ∈ dom(α M ) and τ (e, α M (e)) ⊆ g(α). We do the same for condition (3) . Then, with the same notion of acceptance as above, we can denote the set of all TC-MSCs accepted by a given EC-CFM A as L T C (A).
Lemma 5. Let T be a realization of some TC-MSC M and let
A be an EC-CFM. Then, M ∈ L TC (A) implies T ∈ L time (A).
Equivalence of EC-CFMs and MSO Logic
In [5] , the equivalence between EMSO formulas (with restricted signature) and CFMs over MSCs has been established. In [11] , the equivalence between full MSO formulas and CFMs over MSCs has been described in the context of bounded channels. We will lift these theorems to the timed setting, using the concepts from the previous sections.
Theorem 6. Let L be a set of T-MSCs. The following are equivalent: 1. There is an EC-CFM
The construction of an ETMSO formula from an EC-CFM follows the similar constructions applied, for example, to finite and asynchronous automata. In addition, we have to cope with guards occurring on local transitions of the given EC-CFM. Assume that g : TC I is such a guard. To ensure that the timing constraints that come along with g are satisfied we use the formula α∈dom(g) δ(x, α(x)) ∈ g(α).
The rest of this section is devoted to the construction of an EC-CFM from an ETMSO formula, whose size is elementary in the size of the formula. The basic idea is to reduce this to an analogous untimed result, which has also been applied in the settings of words and traces [9, 10] . For this, we establish a connection between TMSO and ordinary MSO logic without timing predicate, and between EC-CFMs and their untimed variant. Usually, these untimed formalisms are parametrized by a finite alphabet Σ to speak about structures whose labelings are provided by Σ. Hence, in our framework, we need to find a finite abstraction of the infinite set of possible time stamps. Applying this finite abstraction, we move from T-MSCs to TC-MSCs and establish the converse of Lemmas 3 and 5 in Lemmas 8 and 9, resp. This finally allows us to translate ETMSO formulas into EC-CFMs. We provide more details below.
First, we define proper interval sets. We call a set of intervals S ⊆ I proper if it forms a finite partition of R ≥0 . We say that an interval set refines another interval set if every interval of the latter is the union of some collection of intervals of the former. For any finite interval set, we can easily obtain a proper interval set refining it.
Let T = (E, , λ, t) be a T-MSC and S be a proper interval set. We introduce the TC-MSC M S T := (E, , λ, τ ) where, for any (e, e ′ ) ∈ TC T , τ (e, e ′ ) is defined to be the unique interval of S containing |t(e) − t(e ′ )|.
Lemma 7. Let T be a T-MSC and let S be a proper interval set. Then, M S T is the unique maximally defined TC-MSC that uses intervals from S and admits T as realization.
Given a TMSO formula ϕ, we let Int(ϕ) denote the finite set of intervals I for which ϕ has a sub-formula of the form δ(x, α(x)) ∈ I. Similarly, for any EC-CFM A, we have a finite set, denoted Int(A), of intervals occurring in A as guards. Now look at any proper interval set S that refines Int(ϕ). We can translate the TMSO formula ϕ to another TMSO formula ϕ S by replacing each sub-formula of the form δ(x, α(x)) ∈ I by the formula J∈S:J⊆I δ(x, α(x)) ∈ J. Using Lemma 7, we can show the following Lemmas, which then enable us to prove the reverse direction of Theorem 6.
Lemma 8. Given a T-MSC T , a TMSO formula ϕ, and a proper interval set S that refines Int(ϕ), we have
T |= ϕ iff M S T |= ϕ iff M S T |= ϕ S .
Lemma 9. Let A be an EC-CFM and let S be a proper interval set that refines Int(A). For a T-MSC T , we have
T ∈ L time (A) iff M S T ∈ L TC (A).
Proof (of Theorem 6, (2) → (1)).
Observe that any TC-MSC can be viewed as an MSC with an additional labeling by removing the intervals from pairs of events and attaching them to the corresponding events. More precisely, a TC-MSC M = (E, , λ, τ ) can be represented as an MSC M = (E, , λ, γ) with additional labeling γ : E → (TC I) describing the timing constraints, i.e., γ(e)(α) = τ (e, α M (e)) if e ∈ dom(α M ) and (e, α M (e)) ∈ dom(τ ); otherwise, γ(e)(α) is undefined. This view will allow us to apply equivalences between logic and automata in the untimed case. So far, however, the additional labeling γ is over an infinite alphabet, as there are infinitely many intervals that might act as constraints. So, for any proper interval set S, we define TCMSC(S) as the set of TC-MSCs M = (E, , λ, τ ) such that τ (e, e ′ ) ∈ S for any (e, e ′ ) ∈ dom(τ ). Note that, if M ∈ TCMSC(S) and I ∈ S then M, I |= δ(x, α(x)) ∈ I iff τ (I(x), α M (I(x))) = I iff γ(I(x))(α) = I. Hence a timing predicate can be transformed into a labeling predicate: for any ϕ ∈ TMSO such that Int(ϕ) ⊆ S, there is an untimed MSO formula ϕ such that M, I |= ϕ iff M , I |= ϕ for all M ∈ TCMSC(S). In the following, we denote by L u (ϕ) the set of MSCs with additional labeling γ that satisfy an untimed MSO sentence ϕ. We can build an untimed
is the set of maximally defined MSCs M = (E, , λ, γ) with additional labeling γ using intervals from S, i.e., for all e ∈ E, we have α ∈ dom(γ(e)) iff e ∈ dom(α M ) and in this case γ(e)(α) ∈ S. Similarly, an EC-CFM A can be interpreted over MSCs with the additional labeling γ by replacing conditions (2) and (3) of runs by γ(e) = g and γ(e ′ ) = g ′ , resp. We denote by L u (A) the untimed MSCs with additional labeling γ that are accepted by A. Here, for a TC-MSC M ∈ TCMSC(S) and an automaton A with guards in
The converse does not hold in general.
Let ϕ ∈ ETMSO(R ≺ · ) be the given formula and let S be a proper interval set that refines Int(ϕ). Consider the untimed MSO(R ≺ · )-formula ψ = ϕ S ∧ µ S ≺ · . By [5] , there is an EC-CFM A with guards from
Let T be a T-MSC. By Lemma 8 we have
and
′ is maximally defined and we obtain
, and we conclude with Lemma 9 that this is equivalent to T ∈ L time (A).
⊓ ⊔
To characterize EC-CFMs in terms of full TMSO, we need to define restrictions on the channel size. For an integer B > 0, a word w ∈ Act * is B-bounded if, for any p, q ∈ Ag and any prefix u of w, the number of occurrences of p!q in u exceeds that of q?p by at most B. An MSC M is said to be existentially B-bounded (∃-B-bounded) if it has some B-bounded linearization. A T-MSC (E, , λ, t) is said to be untimed-∃-Bbounded if (E, , λ) is ∃-B-bounded. Note that, directly lifting the definition of bounds from MSCs to T-MSCs is not completely intuitive: there are untimed-∃-1-bounded TMSCs whose minimal channel capacity for a timed linearization exceeds 1.
Following the same lines as in the proof of Theorem 6 but using the equivalence result from [11] , we can show the following theorem. 
Deciding Emptiness of EC-CFMs
In this section, we investigate emptiness checking for EC-CFMs. While the problem is of course undecidable in its full generality, we give a partial solution to it. Here, a timed linearization of T is B-bounded if the channel size never exceeds B during its execution.
We fix an EC-CFM A = (C, (A p ) p∈Ag , F ), with A p = (Q p , → p , ι p ), and B > 0. From A, we build a (finite) timed automaton that accepts a timed word w ∈ (Act × R ≥0 ) * iff w is a B-bounded timed linearization of some T-MSC in L time (A). As emptiness is decidable for finite timed automata [1] , we have shown Theorem 11.
Let us first recall the basic notion of a timed automaton. For a set Z of clocks, the set Form(Z) of clock formulas over Z is given by the grammar ϕ ::
where x, y ∈ Z, ∼ ∈ {<, ≤, >, ≥, =}, and c ranges over R ≥0 . A timed automaton (with ε-transitions) over Σ is a tuple B = (Q, Z, δ, ι, F ) where Q is a set of states, Z is a set of clocks, ι ∈ Q is the initial state, F ⊆ Q is the set of final states, and δ ⊆ Q × (Σ · ∪ {ε}) × Form(Z) × 2 Z × Q is the transition relation. The definition of a run of B and its language L(B) ⊆ (Σ × R ≥0 ) * are as usual. To keep track of the clock constraints used in A, we need to recover a partial order from a word. Firstly, the partial order of an MSC can be recovered from any of its linearizations. If w is a linearization of MSC M , then M is isomorphic to the unique MSC (E, , λ) such that E = {u ∈ Act * | u = ε and w = uv for some v} (i.e., E is the set of nonempty prefixes of w), λ(uσ) = σ for u ∈ Act * and σ ∈ Act, and p = {(u, v) ∈ E × E | u is a prefix of v and λ(u), λ(v) ∈ Act p }. Thus, we might consider the partial-order relation of M to be a relation over prefixes of a given linearization of M . We go further to describe deterministic finite automata (DFA) that actually run on words that are linearizations of an MSC and accept if the first and last letter of it are related under , Prev M σ , or Next M σ . More precisely, our finite automata will run on linearizations of MSCs with additional labelings in {0, . . . , B − 1}. We say that such an MSC (E, , λ, ρ) (with ρ : E → {0, . . . , B − 1}) is B-well-stamped if, for any e ∈ E, ρ(e) = |↓e ∩ λ −1 (λ(e))| mod B.
Lemma 12.
There are DFA
from the above lemma to be fixed. We moreover suppose that the previous automaton C ⊳ has a unique sink state s ⊳ sink , from which there is no final state reachable anymore.
The Timed Automaton Let us describe a timed automaton B that simulates the EC-CFM A. To simplify the presentation, we allow infinitely many clocks and infinitely many states, though on any run only finitely many states and clocks will be seen. Later, we will modify this automaton in order to get down to finitely many states and clocks.
We use Ind = Act × N as (an infinite) index set. A state of the timed automaton B = (Q B , Z, δ, ι B , F B ) will be a tuple st = (s, χ, η, ξ ⊳ , ξ ⊲ , γ ⊲ , γ m ) where 
where χ 0 and η 0 map any argument to the empty word and 0, resp., and the partial maps ξ • if τ = p!q, then χ ′ (p, q) = c · χ(p, q) and χ ′ (r, s) = χ(r, s) for (r, s) = (p, q).
• if τ = p?q, then χ(q, p) = χ ′ (q, p) · c and χ ′ (r, s) = χ(r, s) for (r, s) = (q, p).
• η ′ (τ ) = (η(τ ) + 1) mod B and η, η ′ coincide on all other actions.
• The states of the previous automata are updated. We initialize a new copy starting on the current position in order to be able to determine which latter positions are related with the current one by Prev T τ . We also reset a corresponding new clock z ⊳ τ,i (see below). Indeed, all existing copies of C ⊳ are updated except those that would reach the s ⊳ sink state which are released since they will not be needed anymore.
• The states of the next automata are updated similarly, starting a new copy of C ⊲ for each action σ such that there is a Next σ constraint on the local transition. We also reset corresponding new clocks z ⊲ σ,i (see below).
undefined otherwise.
• The next guards are updated. Each guard generating a new copy of C ⊲ is recorded with the same new index. Guards that were registered before and are matched by the current action are released. All other recorded guards are kept unchanged.
otherwise.
• The guards attached to message constraints are updated similarly.
if Msg ∈ dom(g) ∧ τ = r!s ∧ i = η(τ ) undefined if τ = s?r ∧ i = η(τ ) γ m (r, s, i) otherwise.
• The guard ϕ makes sure that all constraints that get matched at the current event are satisfied. E.g., if the local transition contains a Prev σ constraint, then we have to check z
