A computer program is described for the rapid calculation of least squares solutions for data fitted to different functions normally used in reassociation and hybridization kinetic measurements. The equations for the fraction not reacted as a function of Cot follow: First order, exp(-kCot); second order, (1+kCot) ; variable order, (1+kCot)~n; approximate fraction of DNA sequence remaining single stranded, (1+kCot)~-; and a function describing the pairing of tracer when the rate constant for the tracer (k)
INTRODUCTION
The quantitative examination of reassociation and hybridization kinetic measurements has become increasingly important as the sophistication of the measurements has grown. In this paper we describe a general computer program which can conveniently apply the variety of functions now used to interpret kinetic measurements. We have chosen to use a non-linear least squares method so that the solutions give equal weight to all of the individual measurements and no preliminary assumptions need be made about the initial or terminal values of the reaction.
Least squares computer programs have been applied to the problem of resolving repetitive and single copy kinetic components in DNA renaturation experiments carried out on many organisms (e.g. 1,2,3). They are also used to determine rate constants in RNA excess hybridization reactions (e.g. 4, 5) . The use of cDNA probes to determine the complexity of RNA populations by kinetic rather than saturation measurements (e.g. 6,7) also relies heavily on the resolution of abundance classes by accurate determination of their rate constants.
The five functions listed in Table 1 are used for the examination of the following kinds of measurements. The second order equation (FINGER) describes accurately the form of DNA reassociation kinetics assayed by hydroxyapatite chromatography (8, 9) though for fairly comDlex reasons (10, 11) . The pseudo-first-order equation (EXCESS) applies when the nucleic acid driving the reaction remains unpaired as in RNA driven reactions. The third function (WHATOR) has a form which can be varied by changing the value of the exponent, and is useful when the aDparent order of the reaction is not known or there is a need to test the heterogeneity of the reacting comDonents. When the exponent n=1, it reduces to second order form. When high quality single cottiDonent hydroxyapatite measurements are analyzed, the least squares solution yields n=1.0 (11) . As a becomes large this equation approaches first order and values of n as high as 10 yield a form which is indistinguishable from first order. The next functional form (WHTCMP) is applicable to DNA reassociation when the reaction is assayed by S-1 nuclease (11, 12) and expresses the fraction of the length of the DNA sequence present which remains single stranded. The last equation (NUFORM) applies when the rate of reassociation of tracer with the driver and the rate of driver renaturation itself differ. The amount of driver available is assumed to follow the equation (1+kCot)~n.
A value of n=.44 is usually used and gives a good approximation to the actual capacity of the remaining single stranded regions to reassociate with tracer molecules (13) .
The non-linear least squares program described in this paper is in use on a PDP-10 timesharing computer. The program provides for interactive input but has been designed for ease of conversion to a batch processing system. The parameter standard deviation and correlation coefficient calculation is similar to standard deviation and correlation coefficient calculations in linear regression analysis. To obtain the standard deviations and correlation coefficients the data covariance matrix is inverted. The calculation assumes that the Taylor's series linear approximation is accurate in the neighborhood of the solution (indicated by a low DELMX at convergence). To examine the usefulness of the parameter standard deviations and correlation coefficients, artificial test data were generated. Some examples of solutions using the second order (FINGER) function are shown in Table 2 .
The data set for each of these analyses was calculated using a Gaussian random number generator for the final unreacted quantity as follows:
C/Co"= GAUS(F.FSD) + £ f^U^CoU" 1 (GAUS is a computer subroutine'which generates a series of values following a Gaussian distribution with average E and standard deviation FSJ).) This method of generating variation in the "data" is a good analogue of actual fluctuations from measurement to measurement, such as the binding of DNA to hydroxyapatite. The fluctuations observed in Table 2 for the various solutions and the standard deviations shown are probably representative of what would happen in repetitions of actual measurements which showed a comparable RMS. It is clear that the standard deviations of the rate constants are much larger than those of the component quantities. When analyses of this sort are carried out with components only a factor of ten apart in rate constant (instead of the factor of 100 for the example illustrated in Table 2 ) the rate constant fluctations are very large. It can be seen from Table 2 that there is a reasonable quantitative relationship between the fluctuations from set to set and the calculated standard deviations.
This table exhibits one of the characteristic Droblems of fitting reassociation kinetic data and indicates the insight into the accuracy of individual parameter estimates provided by the standard deviation calculations. It is clear that where two kinetic components are present, even a factor of one hundred apart, very accurate data are needed to obtain estimates of rate constants with moderate accuracy. DISCUSSION We have described a powerful and flexible program for the least squares analysis of the kinetics of reassociation. This program has been used for the analysis of an extensive series of measurements (3, 4, 5, 10, 11, 13) . Least squares analysis is necessary for reproducible and clear interpretation of such measurements. We refer to these oaoers for examples of use and interpretation, while in this discussion we focus on problems of over-interpretation or misinterpretation of the solutions. As powerful analytical tools of this sort are developed it becomes very easy to simply accept the "output" and lose touch with its meaning.
It is important to remember that any successful least squares strategy provides parameter values which "fit the data better" in the "least squares sense". The solution does not guarantee either physical or biological reality. Components may be used to fit small peculiarities in the data and have little physical meaning. This is usually evident from a plot of the fit. Parameter values may also be the fluke of a particular set of data and have little absolute importance. The parameter standard deviations calculated by the program provide confidence limits for the parameter values given the data.
Where it is known from other measurements that a DNA fraction is homogeneous or where a single copy fraction has been purified the least squares analysis provides an excellent means for evaluating its rate constant and permits a more accurate calculation of its complexity. In general it is not known that components are homogeneous and often the values of parameters derived from the least squares solutions may be averages of a set of In summary, once a fully convergent least squares solution has been established for a set of data we must consider four issues of interpretation:
1. There may be systematic errors in the measurement such as DNA degradation or unknown fragment size. 
