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ABSTRACT: Data transmission at the upgraded Large Hadron Collider experiments, foreseen for
mid 2020s will be in the multi Gbit/s range per connection for the innermost detector layers. This
paper reports on first tests on the possible use of carbon cables for electrical data transmission close
to the interaction point. Carbon cables have the potential advantage of being light, having a low
activation and easy integration into the detector components close to the interaction point. In these
tests commercially available carbon cables were used, in which the filaments had a very thin nickel
coating. For these cables data rates beyond 1Gbit/s over more than 1m with an error rate of less
than 10−12 could be transmitted. The characteristics of the cables have been measured in terms
of S-parameters and could be reproduced with a Spice model. Some outlook on potential further
improvements is presented.
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1. Introduction
The upgraded Large Hadron Collider (LHC) [1], planned for mid 2020s will deliver unprecedented
high data rates. By colliding protons with highest energy and intensity the LHC will allow the
experiments to explore in depth building blocks of matter in distances smaller than 10−19 m . The
upgraded LHC will explore and possibly reach beyond the limits of the Standard Model of particle
physics. Whereas, on the one hand, data will be collected in a much harsher environment of high
particle flux than before, on the other hand the extremely high precision of the measurement with
current experiments has to be retained, if not improved. These goals impose challenges for both
the LHC accelerator and its detectors.
Especially, the innermost parts of the LHC detectors, which are used to detect the tracks of
charged particles, have to meet new levels of performance requirements, demanding new techno-
logical solutions. They will be based on radiation hard, finely granular silicon sensors. While these
detectors have to be ultralight but stable to retain the very high internal precision, they also have to
be radiation hard and still be able to transmit a total of several Pbit/s of data. Furthermore, to allow
for replacements and eventual removal, the activation due to the high radiation level has to be kept
as low as possible.
One of the critical elements of such new detectors will be a highly reliable system to read
out the collected data and to provide steering commands to the detector. While most of some 80m
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between the silicon sensors and the data processing at computer farms will use optical transmission,
data on the first some 5m between sensors and opto-electrical-converters (opto-transceivers) will
be transmitted electrically. In this paper the potentials of carbon cables for high bandwidth data
transmission for pixel detectors at the detector centre will be discussed.
To define the environment: as part of the ATLAS detector [2] at the LHC, the new pixel
detector will, similar to the current one, will consist of electronically autonomous compartments,
the modules, which comprise the silicon sensors and custom made front-end (FE) electronic chips
to read out the signal and provide a first processing. These modules are glued on staves, ultralight
mechanical carbon structures, which serve to both hold these modules in place and remove the heat
generated by electronics and sensors. Data collected in the FE electronics is transmitted electrically
along the staves and beyond where it is converted into optical signals. Similarly, steering signals
have to be electrically transmitted into the modules. The services to provide electrical connections
for supply and read-out to the modules are shown in Figure 1.
These detectors have to withstand radiation levels of up to 7.7MGy during some 10 years of
operation but have to measure the point of a particle transition to a precision of some 5µm. Detailed
requirements are still under discussion, but it is currently planned that each module will to be read
out with up to 5Gbit/s on a single transmission line and the data should be electrically transmitted
over a distance of a few meters before converted into optical signals [3]. The signal is DC-balanced
on-detector
electronics
opto-
converter
towards 
off-detector
readout
electronics
towards off-detector 
power supplies
half stave with 22 FE-chips
each connected with data in 
and data out lines
~5m electrical
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optical
link
Towards off-detector side
Towards detector
Figure 1. Sketch of read-out and service connections for each half stave of the current ATLAS pixel de-
tector. Per read-out chip there are several data lines needed to transmit data to and from the detector. The
innermost part of the cabling is foreseen to be electrically connected to the electrical-to-optical converters.
The zoomed-in picture shows a service panel carrying cables and cooling pipes for a quarter of one detector
half.
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and the bit error rate (BER) should be less than 10−12.
Current solutions, which have to cope with much lower radiation doses and bandwidths of
only 160Mbit/s, use copper bands embedded in kapton foils. It is, at this stage, an active R&D
field to arrive at solutions for significantly higher data rates. On the one hand copper cables can at
least in principle transport electrical signals with high bandwidth, but on the other hand they have
disadvantages as to their radiation length and the mismatch of its thermal expansion coefficient
(CTE) with respect to the mechanical support. Alternative materials for high frequency electrical
transmission would therefore be desirable.
While the potentials of using carbon fibres for electrical data transmission for a high gran-
ularity pixel tracker have to be investigated, carbon materials have several potential advantages
compared to copper and other metallic materials used for cables:
• Carbon is some factor 3.5 lighter than copper, important to achieve an optimal tracking pre-
cision,
• Carbon has little activation,
• Fibres made from carbon have the same CTE as the stave itself, thereby avoiding any addi-
tional stress on the stave, even offering the chance to integrate them into the structure.
The key question is if a high data transmission is achievable. In this paper we will discuss
first results on the performance of carbon cables, for up to 1.25Gbit/s. The scope of this paper
is to show that Gbit transmission can be reliably achieved with carbon cables. At this stage no
optimization has been attempted which will be subject to future R&D. Although, the development
focuses on the application in an LHC pixel detector, the advantages of carbon could also be used
for other kinds of detectors or even outside high energy physics.
Overall we follow in the project the design flow shown in Figure 2 which starts with the pro-
duction process followed by the measurement and verification of the cable properties. Afterwards,
Spice parameters are extracted based on the measured S-parameters allowing simulations of the
cable in time and frequency domain. Together with the results of the final real-time BER-test we
receive a characterization of the carbon cable transmission line properties in the Gbit range.
The paper follows this flow and will start by describing the fabrication of carbon cables (Sec-
tion 2), report on first performance (Section 3) test and then discuss a model of the cables using
mathematical tools and descriptions (Section 4). Finally, in Section 5 FPGA-based real-time tests
realizing Gbit/s data transmission will be presented. The paper ends with some conclusions and
further directions of work (Section 6).
2. Fabrication of Carbon Cables
As a starting point of this project, several potential geometries of carbon cables were briefly studied,
i.e. coaxial and twisted pair carbon cables. Based of these first results as well as to account for
fabrication simplicity and performance the following studies were made with single cables for data
transmission. However, to reduce noise a second passive carbon cable was twisted around the
signal cable.
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Figure 2. Proposed cable characterization process
Poly-Acryl-Nitril type fibres were preferred over pitch based fibres to arrive at more reliable
cables. Pitch based fibres have lower resistivity and higher tensile strength, but are extremely brittle
and difficult to bend. In a first step, without optimising for thickness, HTS40 1 fibres were used
consisting of 12000 filaments of 7µm thickness each. Each of these filaments was coated with
250nm of nickel. In total this leads for an individual carbon fibre to a thickness of about 0.9mm.
The carbon cables were inserted into a 0.3mm thick sleeve of PVC thermoplastic for isolation. In
total this leads to a twisted cable of about 2mm in diameter.
To fabricate the cable, carbon fibres of some lengths were cut from a spool and were inserted
into a sleeve, with the help of a nylon cable that is steered through the tube and crimped to the
fibre bundle (see Figure 3(a)). This allowed pulling the bundle through the sleeve (see Figure 3(b)).
Care has to be taken to not bend the fibres too strongly to avoid broken or disabled filaments. In a
final step the sleeve is shrunk to a third of its original diameter using a hot air gun.
To check if the cable is unbroken and functioning, its resistance is measured. Once correct
operation is shown, the cable is cut to the desired length and both ends are crimped (see Figure 3(c))
allowing an exact connection of the cable by soldering it to an SMA connector (see Figure 3(d)).
Two of such fibres were twisted around each other and the signal cable was soldered directly to the
SMA connectors, whereas the other is grounded.
With this fabrication procedure some 20 cables have been produced with various lengths up
to 3m. The procedure leads to a high efficiency and reproducibility, as will be shown in the next
section.
3. First Cable Performance Tests
The principle functionality of the carbon cables was confirmed with some initial tests without the
goal to find the maximal transmission frequency. The cable was inserted into a setup to read-
out an actual front end module as used in the recently installed IBL2 pixel detector [4],[5], signal
1The A23 MC 12K 1420tex MC fibre from Toho Tenax R© Europe GmbH [6] was used
2IBL: Insertable B-Layer
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(a) (b)
(c) (d)
Figure 3. Major steps of cable fabrication process with crimped terminations soldered to an SMA connector.
First the fibres need to be pulled through an PVC sleeve for isolation. For this a pull-wire is connected to the
fibres (a), with this the fibres can be pulled into the sleeve (b). A crimp connection terminates the fibres (c)
which is then soldered to a connector (d).
shape and propagation delay have been measured, and Bit-Error-Rate tests were performed using
a commercial tester up to 200MHz. Furthermore, it was tested if the production of different cables
leads to reproducible results. These tests will be shortly described in the next subsections.
3.1 Controlling a Detector Module using a Carbon Cable
A system, according to the one used in the actual detector, has been set up with all components
used in the ATLAS pixel detector for testing and developing its read-out system [7]. It contained
the whole read-out chain from an up-to-date detector module to a read-out unit comprised of an
FPGA-based steering board (IBL BOC-card). The BOC-card was connected optically to the opto-
transceiver, which then connected the module via three electrical twisted pair cables. Clock and
data to the module as well as data from the module were sent via these lines. Differential transmis-
sion was used on these cables, normally made from aluminium or copper. To test the transmission
via a carbon cable, one of the three twisted pair wires was replaced by a carbon twisted pair cable
at a time.
First, the clock and steering data transmission running at 40Mbit/s was tested and the detector
module could be operated with these signals running over carbon cables without any problem. The
transmission speed via the carbon cable was finally increased up to 160Mbit/s by using the carbon
cable on the data line from the module to the opto-transceiver. Also this configuration worked
without problems.
For this setup a series of operational tests have been performed. Normally the module contin-
uously sends IDLE words, a bit series being transmitted when there is no data to be sent. These
IDLE words are checked on the read-out unit side to synchronize the system. This worked without
any issues and no de-synchronization was observed. Furthermore, the front-end module data path
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Figure 4. Setup using carbon cables to connect a FE-chip to an opto-transceiver.
needs to be initiated via a trigger. To check for a normal operation a series of triggers were sent to
the detector module, which returned an acknowledge signal via the carbon cable. All this data has
been detected and checked in the readout unit without finding any errors.
This first test indicated that the carbon cable could be used for detector operation at low band-
width, so the next steps were to check for a higher data rate and the reliability of transmission.
3.2 Pulse shape and signal transmission delay
To get an idea of the cable characteristics (i.e. pulse shaping, attenuation and delay) a pulse genera-
tor and an oscilloscope have been used. Since the pulse generator features two outputs (inverted and
non-inverted) we can compare two transmission paths (carbon cable + copper cable and copper ca-
ble only) simultaneously. We measured a 1m carbon cable with a signal being sent with an original
amplitude of 2.5V. Figure 5 shows a pulse delay of approximately 5ns and the smoothed result-
ing pulse shape with a reduced maximal pulse amplitude of 1.9V (or an attenuation of −2.4dB).
Starting at 115ns we can observe a weak reflected signal component indicating a mismatch of the
characteristic impedance of the carbon cable and the input impedance of the oscilloscope (i.e. 50Ω)
3.3 Bit Error Rate Measurements
In a second test a standardized transmission test was performed using a commercial Bit Error
Rate Tester (BERT). The device, Anritsu R© M1630B, is capable of testing links with an internally
or externally sent reference clock up to 200MHz. The BERT device sends pseudo random bit
sequences (PRBS) based on variable lengths of the used shift register (7 to 31 bits)3 to deliver a
3A shift register length of n results in a PRBS pattern length of 2n−1
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Figure 5. Pulse delay and pulse shape for a 1m carbon cable
signal with an equal number of ones and zeros and providing every possible combination of bits
for the given pattern lengths. At the receiving end the device registers incoming data and compares
it to the pattern sequence sent out. The signal amplitude can be chosen from several logic level
standards or manually set. For the carbon fibre tests a LV-TTL4 signal with an amplitude of 3.3V
has been chosen at a duty cycle of 50%.
For the measurement different shift register lengths for the PRBS generation have been tested
without a visible difference, so it was decided to use a pseudo random bit sequence based on register
length of 11 bits for the measurements.
To measure the error rate for a given cable, first it is mandatory to determine the phase shift
and the sampling threshold for the receiving part. This ensures that the signal is synchronized
correctly and the sampling threshold fits the incoming signal. Within 24 hours some 17Tbit were
transmitted. No error was observed, which implies that the theoretically achievable bit error rate
would be better than BER=5.8×10−13 The bit error rate in this paper is simply derived by:
BER=
1
transmitted bits
(3.1)
To state the bit error rate to a confidence level of 95%, about three times as many bits had to be
sent.
3.4 Reproducibility of Cables
To verify if the fabrication process of the carbon cables is reproducible, four identical CF cables of
one meter length were produced with the procedure described above. All of the cables passed the
first tests for fractures or short circuits.
In a next step the bit errors were tested over a period of at least 24 hours using the Anritsu R©
BERT. No errors were observed in the some 17Tbit sent for either of these cables.
4Low Voltage Transistor-Transistor Logic, a standard logic level with 3.3V amplitude.
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In a final step the S-parameters of the cables were measured and compared using a Rohde &
Schwarz R© ZND 2-port network analyser [8]. S-parameters offer an easy to measure characteristics
of electronic devices with a certain number of ports (in our case we have two ports corresponding
to the input and output port of the cable). The S-parameters characterize the frequency dependent
behaviour of the cable while the signal input and the measurement output are interchanged. There-
fore, the S-parameter S11 describes the output measured at port 1 while an input signal is applied
also to port 1. This can be interpreted as the reflection factor of the cable. The parameter S21
describes the output observed at port 2 while an input signal is applied to port 1. Therefore, this
parameter gives us some information about the signal transmission properties or filter characteristic
of the cable. S-parameters measured with a network analyser are in general complex and thus give
additional information about the phase shift of the signal applied to the cable. This information
will be used later to calculate the time delay and the propagation speed on the carbon cable.
All S-parameters were found to be consistent for the four cables. The absolute values of the
S21 parameters are shown together with the mean value in Figure 6. The mean value S21,mean of the
parameter S21 is determined using
S21,mean =
1
4
4
∑
n=1
|Sn21| (3.2)
(where Sn21 corresponds to the S21-parameter of cable n) and shown in Figure 6. Parameters of
the manufactured cables are in good agreement up to 800MHz with increasing difference for higher
frequencies up to 2GHz. In our measurement cable 4 shows the lowest performance compared to
the other three cables. If we assume that we have homogeneous carbon cables any deviations
result from slight differences during soldering and crimping of the connectors. In general, it can
be observed that the attenuation of all cables increases for higher frequencies but stays well below
−20dB up to 2GHz. The strong oscillation of the absolute values of Sn21 as well as of S21,mean results
from standing waves which exist because of the mismatching of the characteristic impedance of the
carbon cable and the 50 Ω impedance of the network analyser.
To quantify the reproducibility of the cable manufacturing process all Sn21 parameters are com-
pared to S21,mean and the maximal difference S21,maxErr is determined using
S21,maxErr = 20 · log10( maxn=1···4(|S
n
21|−S21,mean)) (3.3)
This difference can be seen in Figure 7. S21,maxErr starts with a very small difference between
the cables of approximately −55dB for frequencies in the kHz-range. For higher frequencies in
the GHz-range the difference increases but stays below -20 dB. Nevertheless, it is assumed that this
value can be further reduced using some automated based production process.
All measurements so far show that the transmission parameter S21 for 1 m carbon cable is
strongly frequency dependent. To receive a first impression of the effect of various cable lengths
Figure 8 compares 20log10(|S21|) for cables of 0.5m, 1m, 2m and 3m.
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Figure 6. S-parameter Sn21 for the four cables to test reproducibility of production process.
Figure 7. Maximal difference of the measured S-parameter S21 compared to mean value.
Two important effects can be observed:
• The maximal attenuation observed at 1.2GHz increases with the cable length from 7dB
(0.5m cable length) up to ≈ 25dB (for 3m cable length).
• The period of the oscillation observed for S21 which results from the standing wave on the
transmission line, depends on the length of the cable.
4. Carbon Cable Characterization
After describing the production of carbon cables and first measurements this section deals with
the theoretical analysis of carbon fibres used as high speed data transmission line. We use simi-
lar approaches already known from transmission line theory for two wire twisted pair or coaxial
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Figure 8. Measured S-parameter S21 for different cable length.
transmission lines [9]. After a short introduction of the lumped element model we show how S-
parameters, can be used to generate a model of the carbon fibre cable. Afterwards, this model can
be used to perform simulations in time and frequency domain as well as investigate matching issues
of the carbon cable using the standard circuit simulator Spice [10]. Here we show that a model can
be devised which agrees well with the data and can serve for future optimization.
4.1 Transmission line model
As for standard copper cables (e.g. coaxial or twisted-pair) the classical transmission line model [9]
is used as starting point. Figure 9 shows the general transmission line model consisting of lumped
elements (R′,L′,G′,C′) which describe resistance, inductance, admittance and capacitance of a short
piece of transmission line normalized to the length dz of this line. It has to be considered that
these elements are frequency dependent. A qualitative summary of these dependencies is shown
in Table 1. The final goal of our research is to quantify the frequency dependent values of the
lumped elements in the transmission line model. Nevertheless, in this paper the primary goal is to
develop a consistent flow to characterize the manufactured cables. Thus, we show the consistency
of S-parameter measurements, time domain Spice simulations and real-time BER-tests.
As a first important parameter the group delay τgd of the carbon fibre cable can be determined
based on the S-parameter measurements as
Table 1. Frequency dependency of the transmission line parameters
Parameter Frequency dependency Physical reason
R′ strongly increasing Skin Effect
L′ slightly reducing Skin Effect
C′ nearly constant –
G′ strongly increasing Dielectrical Losses
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Figure 9. Transmission line model
τgd =−dφ/dω with φ = arctan(ℜ(S21)/ℑ(S21)) (4.1)
(here ω = 2pi f ). Figure 10 shows the frequency dependent τgd in blue and the mean value
for frequencies f =100kHz ... 2GHz (red). In this plot the frequency dependency of the group
delay can be clearly identified. Nevertheless, the mean value gives a group velocity of vg ≈ 5ns/m,
consistent with the result of Figure 5. Based on the group velocity vg the so called velocity factor
(VF) can be determined using
VF =
vg
c
. (4.2)
For the twisted-pair carbon fibre cable discussed in this paper we receive VF= 0.6867 (here,
it is assumed that the VF is frequency independent).
Figure 10. Frequency dependent group delay τgd (blue) and mean value (red) of the carbon fiber, derived
from measured S21-parameter.
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Figure 11. Measured S-parameters of (1m carbon fibre; Cable 1 in Figure 6)
4.2 S-parameter measurements and broadband cable model
In a next step the goal is to find the elements of an equivalent circuit which models the carbon fibre
cable in a best possible way to receive a so called broadband model of the transmission line (i.e. a
series connection of properly dimensioned short transmission line elements as shown in Figure 9).
The four S-parameters (i.e. S11, S12, S21, S22) are shown for the 1m cable in Figure 11. It
can be seen that the two transmission parameters (i.e. S12, S21) are nearly symmetric and feature a
maximum attenuation of approximately −17dB at 2GHz. From a theoretical perspective the only
difference between S12 and S21 is the direction in which the cable is used. From a practical perspec-
tive the slightly different crimping and soldering of the SMA-connectors lead to slightly different
measurement results. For these first investigations we will neglect these differences. Additionally,
strong reflections leading to periodic dips for parameters S11 and S22 are observed, which point
to a mismatching of the twisted-pair and the coaxial cables. These reflecting components and the
associated matching issues will be subject of future investigations.
The S-parameters are converted to a broadband Spice model using a commercial tool [11]
to perform circuit simulations in Spice and assess the characteristics of the transmission line and
additional external components (i.e. load and inner impedance) during simulation in detail. This
step is also required during optimization of the cable and possible impedance matching. The sim-
ulation setup with a pulse generator featuring a 50Ω inner impedance and a 50Ω load is shown in
Figure 12. Moreover, simulations can help to find optimal cable properties and thus help to find
optimal cable materials and structures.
As already mentioned, the first investigations concerning broadband model generation out of
S-parameters were based on the commercial tool. Additionally, we compare the results of this tool
[11] and a freely available software (s2spice [12]). Both tools show comparable results.
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Figure 12. S-Parameter simulation setup
4.3 Spice simulation
This subsection describes setting up a simulation environment for the carbon fibre cables. Spice
simulations will allow us to study the time-domain behaviour of the transmission line. Here, the
two aspects pulse shape and pulse delay are of major interest.
In this section we show the consistency of the measured results and the predicted results using
the simulation and the transmission line model to prove our approach. We use a Spice simulation
tool freely available (e.g. LTSpice [13]). A pulse train with adjustable pulse length (i.e. different
data rates) is used as input signal during simulation. The results are shown in Figure 13 for an input
signal with a data rate of 1GHz. The input pulse has an arbitrary peak voltage of 1V. The upper
part of the figure shows the start of the transmission while the lower part shows the stable state of
transmission with an expected offset value of 0.5 V.
Again, the delay (visible in the lower part of the figure) of approximately 5ns/m equals the
measurements. It can be seen in the upper part of the figure that the output signal’s amplitude is
reduced to approximately one third of the input amplitude. This corresponds to 10dB attenuation
determined during S-parameter measurement at 1 GHz. Additionally, a filter effect can be observed
(i.e. the cable causes a smooth shape of the output signal). This is caused mainly by the fact that
the transmission line model acts as a low-pass filter (i.e. high frequencies of the input signal are
significantly attenuated while low frequencies pass without attenuation). This effect can also be
seen in the time domain Spice simulation and the time domain measurements using the oscilloscope
described earlier. The low pass characteristic of the transmission line can be already seen in the
equivalent circuit (see Figure 9).
5. FPGA based Bit Error Rate Test
Measurements using the commercial BER-tester were limited to 200MHz. Nevertheless, investi-
gations of the S-parameters and simulations suggest that higher transmission rates beyond 1GHz
should be possible considering the observed attenuation. Therefore, as a final step the cable was
verified using a BER-tester realized using a FPGA development board [14]. Figure 14 shows the
development board with the carbon fibre cable attached using differential signal transmission. The
– 13 –
Figure 13. Spice based broadband simulation of a 1 m carbon-cable. Input signal v(1) (black) output signal
v(3) (blue). Upper part shows the beginning of the transmission while the lower part shows the steady state
BER-tester software comes as VHDL-core alongside the FPGA integrated development environ-
ment [15]. With the current FPGA-board setup we are restricted to certain frequencies commonly
used by serial interface protocols.
Various carbon fibre cables with different lengths have been tested at different transmission
rates. Results and associated BER values are shown in Table 2. During the FPGA-based BER-
tests we used RX-equalization supported by the transceivers (parameter RxEq). This feature allows
one to amplify higher frequencies in the transmitter which is required to compensate for the low
pass characteristic of the cables, which have been identified during S-parameter measurements.
Based on the current analysis flow these problems can be identified directly after the manufacturing
process of the cables. The parameters TxEmp controls the transmit voltage swing of the input signal
(i.e. the peak-to-peak voltage of the input pulse).
Table 2 shows that 1.25Gbit/s can be transmitted over a carbon cable of up to 2m with an
error rate of less than the required 10−12 mentioned in the introduction. However, first errors occur
at theattenuatorse lengths and in general, as expected, the number of errors increases with length
and transmission rate. As a cross check we measured BER-values for a short (30 cm) copper-
twisted-pair cable manufactured in the same way like the carbon fibre cables. During the BER-
tests we receive no errors for 10Tbit of data transmitted at 1.25Gbit/s. Afterwards, we connect
some attenuators in series to the copper-twisted-pair cables and receive comparable BER-values
– 14 –
Figure 14. FPGA-based cable BER-tester (cable is coiled up just for the photograph)
Table 2. Cable length vs. BER (transmission of 10Tbit)
Cable Tx Rate BER TxEmp RxEq
0.5m 0.625Gbit/s 1×10−13 0dB 0dB
1.0m 0.625Gbit/s 1×10−13 0dB 0dB
2.0m 0.625Gbit/s 1×10−13 0dB 0dB
3.0m 0.625Gbit/s 1×10−13 0dB 0dB
0.5m 0.781Gbit/s 1×10−13 0dB 0dB
1.0m 0.781Gbit/s 1×10−13 0dB 0dB
2.0m 0.781Gbit/s 1×10−13 0dB 0dB
3.0m 0.781Gbit/s 3×10−13 0dB 2.6dB
0.5m 1.25Gbit/s 1×10−13 0dB 0dB
1.0m 1.25Gbit/s 1×10−13 0dB 0dB
2.0m 1.25Gbit/s 4×10−13 7.6dB 2.6dB
3.0m 1.25Gbit/s 4.6×10−12 7.6dB 2.6dB
for values of approximately 15dB. This shows that the BER-values determined with the FPGA-
based BERT are in good agreement with the S-parameter measurements (i.e. measured attenuation
for S21)
6. Conclusions and Outlook
In this paper we have discussed first studies if high bandwidths signals can be transmitted via
carbon cables. Single wire cables made of 12000 nickel coated filaments were read out. To reduce
noise a second cable was twisted around the signal cable. Although rather delicate, the fabrication
process leads to reproducible results. Extraction of the Spice model and simulations in time and
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frequency domain are consistent with measurements. This proves the validity of the whole design
process (see Figure 2).
Our first attempts lead to encouraging results. Without detailed optimization of the termination
and choice of the fibre we already observe that 1.25Gbit/s can be transmitted over a length of about
more than meter with an error rate of less than 10−12. As expected from the transmission line
model, increasing the cable length and the frequencies leads to an increase in the BER.
Whereas this paper reports on first studies to establish a proof of principle, further improve-
ments and more systematic studies are planned. Given the good agreement of data and simulation,
the model based on a frequency dependent lumped element description of carbon fibre and connec-
tor can be used for further optimization. This model should also include any mismatching issues.
Based on this model it will be possible to specify clear guidelines for the transmission line (i.e. fibre
and sleeve material, number of filaments, thickness, connectors) as well as for the manufacturing
process.
Several measurements should be performed to systematically improve the performance and
identify the potentials. E.g. different types of filaments with and without coating and varying
thickness will be systematically studied and characterized. One of the aims is also to reduce the
thickness, respectively radiation length of the cables and to optimize the connection. Because of
the large difference between the characteristic impedance of twisted-pair (balanced) realization of
the carbon fibre cables and classical coaxial 50Ω equipment (unbalanced) used in the presented
test-setup and also in the final application, some broadband transformation from unbalanced to
balanced and vice versa have to be investigated. These investigations should be based on the rather
good description of the transmission line with a Spice model.
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