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”There is no use trying,” said Alice; ”one can’t
believe impossible things.” ”I dare say you haven’t
had much practice,” said the Queen. ”When I was
your age, I always did it for half an our a day.
Why, sometimes I’ve believed as many as six
impossible things before breakfast.”
Lewis Carroll
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Historical background and
introduction
One of the first appearances of quantum groups, both algebraically and
analytically, is in the work of G.I. Kac [50, 51] on ring groups. The problem
to be solved was the extension of Pontryagin duality to non-Abelian groups.
Because in general the dual of a non-Abelian group is no longer a group, the
quest was for a larger category which included both locally compact groups
and their duals.
Pioneering work on this topic had been done by T. Tannaka in 1938 [112]
who obtained a duality theorem for compact groups. Roughly speaking,
T. Tannaka was able to recover a compact group from the set of its irre-
ducible representations. Nevertheless, one can not put a group structure
on this set of irreducible representation (in particular, the tensor product
of two irreducible representations, which is the obvious candidate for the
product, need not be irreducible anymore). In 1949 M.G. Krein [56] gave
an intrinsic axiomatic definition of the dual of a compact group, building a
matrix block algebra with the set of irreducible representations.
In 1959 W.F. Stinespring [102] gave a duality theorem for unimodular locally
compact groups. He showed how to recover a unimodular locally compact
group from the group von Neumann algebra with a Hopf structure. He
probably was the first to emphasize the role played by the fundamental
unitary of the group, which we will meet again later on in Section 1.3.
Then, finally, in 1961 G.I. Kac [50, 51] brought us back to the symmetric
situation of Pontryagin, by defining the structure of a ring group. The cat-
egory of ring groups has a duality and contains both unimodular locally
compact groups and their duals. An important example of an infinite ring
group was constructed by G.I. Kac & V.G. Paljutkin in [54], and this prob-
ably was the first example of an infinite locally compact quantum group
which did not come from a group (i.e., which is non-commutative and non-
cocommutative). G.I. Kac and V.G. Paljutkin also studied finite ring groups
2 Historical background and introduction
in [53]. Their dimension 8 example (the dimension of a ring group should be
considered as the quantum version of the order of a group) and the exam-
ple of M.E. Sweedler (see [105], pp. 89–90), probably were the first examples
of non-commutative and non-cocommutative Hopf algebras. A systematic
approach to construct examples of ring groups was discovered by G.I. Kac
in [52] and we will come back extensively to this work, later in the introduc-
tion, and in Chapter 3.
A duality theorem for arbitrary, non-unimodular locally compact groups
was first given by P. Eymard [40] in 1964, and in 1965 also by N. Tatsuuma
[113] following a different strategy, closer to the work of T. Tannaka. But
again, one had to leave the symmetric framework of G.I. Kac and the dual
object could not be described intrinsically.
After important works of M. Takesaki [109, 110] G.I. Kac’ program was
achieved in 1973, independently by L. Vainerman and G.I. Kac [122, 123]
and by M. Enock and J.-M. Schwartz [33, 34]; see [32] for an overview. Fi-
nally, one was able to define in an elegant way one category with duality,
containing all locally compact groups, and the object they defined is nowa-
days called a Kac algebra.
Since then important examples of Kac algebras have been found. We want
to mention the work of M. Enock and L. Vainerman [38], L. Vainerman [121],
M.A. Rieffel [95], J. De Cannie`re [24], A. Van Daele [130] and S. Majid [72].
We will come back to these examples later on, because they will fit in the
framework that we will develop in Chapter 3. We should also mention that
the theory of Kac algebras is formulated in the language of von Neumann
algebras and a C∗-algebraic reformulation has been given by J.-M. Vallin and
M. Enock [39, 124].
Around 1980 quantum groups appeared in a completely different setting.
The Leningrad school discovered how quantizations of Lie algebras appear
in the depths of the quantum inverse scattering method. These quantum
deformations of universal enveloping algebras of Lie algebras are examples
of Hopf algebras, and since V.G. Drinfel’d gave his lecture at the ICM-86
[25] quantum groups are usually understood as being Hopf algebras, or
sometimes special types of Hopf algebras.
The theory of Hopf algebras is completely algebraic, and hence, technically
much less involved then the analytic frameworks of Kac algebras and locally
compact quantum groups. In our opinion Hopf algebras do not completely
deserve the name of quantum group. First of all, one has thrown away all
topology. Further, commutative Hopf algebras need not come from ordi-
nary groups. Next, in the non-compact case, one can not study invariant
measures on a Hopf algebra. Finally, we can not get a full duality theory,
or a nicely working representation theory for Hopf algebras. We will see
that, on an analytic level, these problems disappear. It should not be too
3surprising that the passage from the algebraic level to the analytic level is
highly non-trivial. This can be illustrated as follows. The Hopf algebra as-
sociated with the locally compact group R is the algebra of polynomials in
one variable. If one wants to pass from this algebra of polynomials to the
C∗-algebra of bounded continuous functions on R, one has to extract the
topology of the real line out of the algebra of polynomials, and this is a
non-trivial matter.
Nevertheless, the examples of Hopf algebras considered by V.G. Drinfel’d
and M. Jimbo in 1985 [26, 48] were an important motivation for the fur-
ther development of the analytic theory of quantum groups. Together with
the analytic example of the quantum SU(2)-group, constructed in 1987
by S.L. Woronowicz [143] as an example of his theory of compact matrix
pseudo-groups [142], the examples of V.G. Drinfel’d and M. Jimbo showed
that the theory of Kac algebras was too narrow to include all quantum
groups: one axiom of Kac algebras is the fact that the antipode (which
is the quantum analogue of the inverse operation in a group) has square
equal to 1, but the examples of V.G. Drinfel’d, M. Jimbo and S.L. Woronowicz
showed that this need not always be the case. Technically more frighten-
ing, the example of S.L. Woronowicz showed that the antipode did not need
to be a bounded map as in a Kac algebra, but could be a densely defined,
unbounded transformation. For these reasons people wanted to develop a
larger category of quantum groups on an analytic level, including Kac alge-
bras and the compact matrix pseudo-groups of S.L. Woronowicz.
Later on, new examples of quantum groups on an analytic level, obtained
by P. Podles´ and S.L. Woronowicz [90] and S. Majid [72], motivated further
the necessity of a new theory of locally compact quantum groups.
The first success in this direction was obtained by S.L. Woronowicz who
defined compact quantum groups in 1992, published later in [137]. One of
the most important features of his theory is the proof of the existence and
uniqueness of a Haar measure on these compact quantum groups. Classi-
cally S.L. Woronowicz’ theory agrees with the theory of compact groups, and
so, it could not be the final step. Nevertheless, the theory of S.L. Woronow-
icz was an enormous breakthrough in the axiomatization of quantum
groups. Apart from S.L. Woronowicz’ compact matrix pseudo-groups [142],
other examples of compact quantum groups were considered, among oth-
ers, by M.A. Rieffel [93] and T. Banica [10]. An alternative existence proof
for the Haar measure on a compact quantum group can be found in [128]
and a nice overview of the theory of compact quantum groups appeared in
[70].
A dual approach, defining discrete quantum groups, was developed by E. Ef-
fros and Z.-J. Ruan [28] and A. Van Daele [127].
Around the same time as compact quantum groups were developed, S. Baaj
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and G. Skandalis provided us with another approach to quantum groups
on an analytic level. In their beautiful paper [8], S. Baaj and G. Skandalis
made a systematic study of multiplicative unitaries. We already mentioned
above that W.F. Stinespring was the first to emphasize, in the framework of
group duality, the role played by the fundamental unitary of a locally com-
pact group. In the theory of Kac algebras, this fundamental unitary plays a
crucial role and in [132], also L. Van Heeswijck made a study of multiplica-
tive unitaries. Roughly speaking, a multiplicative unitary is a unitary acting
on the tensor square of a Hilbert space and encoding the duality between a
quantum group (acting on the first ‘leg’ of the tensor square) and its dual
quantum group (acting on the second ’leg’). The defining relation of a multi-
plicative unitary is the so-called pentagonal equation and this equation was
written down for the first time by G.I. Kac [51]. S. Baaj and G. Skandalis
introduced the notions of a regular and irreducible multiplicative unitary
and of a Kac system and their theory unified Kac algebras, compact quan-
tum groups and the examples of [90] and [72]. Also their framework allows
a perfectly working duality theory, and they treat actions of Kac systems
on C∗-algebras, generalizing this way the Takesaki-Takai biduality theorem
[107] to the quantum world. Finally, they treat the bicrossed product con-
struction for Kac systems, but we will come back to this topic later. Alto-
gether, one could say that 20 years after the appearance of Kac algebras,
the work of S. Baaj and G. Skandalis provided a new and broader theory of
locally compact quantum groups.
Nevertheless, the theory of S. Baaj and G. Skandalis is not the end of the
story. S. Baaj discovered [4, 5] that the multiplicative unitary of the quantum
E(2)-group constructed by S.L. Woronowicz [139] is not regular. The same
holds for the most general bicrossed product of two locally compact groups,
as S. Baaj and G. Skandalis explained [9].
In 1996 S.L. Woronowicz [138] proposed an alternative axiom for multiplica-
tive unitaries calledmanageability. Kac algebras, compact quantum groups,
and all the known examples seemed to fit into the framework of manage-
able multiplicative unitaries. Indeed, we will prove that the multiplicative
unitary of any locally compact quantum group is indeed manageable; see
Proposition 1.8.3. Although the example of the quantum E(2)-group might
suggest so, the axiom of manageability is not a weaker condition than regu-
larity and irreducibility considered by S. Baaj and G. Skandalis. In a certain
sense, it is quite a strong condition (i.e., difficult to verify), but well adapted
to quantum groups.
Still, manageable multiplicative unitaries do not provide the final theory of
locally compact quantum groups. Because a usual group is defined by a
space and a multiplication, one wants to define quantum groups by a quan-
tum space and a comultiplication. In more mathematical terms, one wants
5to define locally compact quantum groups by an operator algebra (either a
C∗-algebra or a von Neumann algebra) and a comultiplication, exactly as in
Kac algebra theory, where the starting point is a von Neumann algebra with
comultiplication. We already saw that the axioms of Kac algebras are too
strict to include all examples of locally compact quantum groups, and an
essential idea how to loosen these axioms (especially the boundedness of
the antipode and its square being 1), was put forward by E. Kirchberg [55].
He proposed to allow a deformation of the antipode by a so-called scaling
group. Using this idea, T. Masuda and Y. Nakagami formulated the defini-
tion of a Woronowicz algebra [76], generalizing Kac algebras by introducing
this scaling group. They were able to construct the dual within the same
category, and their theory included the known examples, the Kac algebras
and the compact quantum groups. However there is an objection to their
theory and that is the complexity of the axioms. While a group is a pair of a
space and a multiplication satisfying certain axioms, a Woronowicz algebra
is a quintuple consisting of a von Neumann algebra, a comultiplication, a
Haar measure, a unitary antipode and a scaling group, satisfying a lot of
relations. So, a lot of nice properties that one would like to have as theo-
rems are included as axioms. One of these axioms, which is also an axiom
of Kac algebras, is the strong left invariance. This gives a link between the
antipode and the Haar measure (although its name suggests a link between
the comultiplication and the Haar measure). Classically however, in Hopf al-
gebras and locally compact groups, the axioms of the antipode do not refer
to invariant functionals or measures, and we think this is more natural. We
will see later on that in our framework of locally compact quantum groups,
the antipode can be characterized solely in terms of the comultiplication,
and this way we are closer to the classical situation.
There is another, less serious, objection to the theory of T. Masuda and
Y. Nakagami. Because the most general example of a commutative C∗-
algebra is the algebra of continuous functions vanishing at infinity on a
locally compact space, S.L. Woronowicz, among others, introduced [144] the
paradigm that C∗-algebras should be considered as locally compact quan-
tum spaces. On the other hand, von Neumann algebras are rather quantum
measure spaces. So, a genuine theory of locally compact quantum groups
should be developed in the language of C∗-algebras. In this sense, a C∗-
version of the theory of T. Masuda and Y. Nakagami was announced by
T. Masuda, Y. Nakagami and S.L. Woronowicz in some lectures at the Fields
Institute and at the Banach Centre in Warsaw in 1995 [77]. They proposed
the same complex definition, but their paper still did not appear.
Finally, T. Masuda and Y. Nakagami assumed that the Haar measure is in-
variant under the scaling group. The recent examples of quantum (ax+b)-
group and quantum (az + b)-group, constructed by S.L. Woronowicz and
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S. Zakrzewski [135, 136] and A. Van Daele [125], show that the Haar mea-
sure is only relatively invariant under the scaling group, and hence, these
examples do not fit into the framework of T. Masuda and Y. Nakagami.
In 1996, A. Van Daele [126] defined in an algebraic way a special class
of quantum groups, called algebraic quantum groups, including all com-
pact and discrete quantum groups. His elegant and short definition was
built on his work on multiplier Hopf algebras [129], generalizing Hopf alge-
bras. Roughly speaking, an algebraic quantum group is a multiplier Hopf
∗-algebra with a positive invariant functional (Haar measure). Contrary to
the work of T. Masuda and Y. Nakagami, the list of axioms is quite short,
and a lot of expected results can be proved as theorems. Also, the category
of algebraic quantum groups has a duality, and it allows the so-called quan-
tum double construction. Of course, the theory of A. Van Daele was too
algebraic to include all locally compact quantum groups.
By now, we arrived more or less where the work of this thesis starts. We
give an overview of what we will do in the next chapters.
In Chapter 1 of this thesis, we present the definition of a reduced C∗-
algebraic quantum group as a new definition for locally compact quan-
tum groups. The theory laid out in Chapter 1 arose in collaboration with
J. Kustermans [62, 63, 64, 65]. Of course, there are a lot of sources of in-
spiration for the work in Chapter 1. We already referred to the algebraic
work of A. Van Daele [126]. Formally, the starting point of A. Van Daele
looks very much like ours then and a lot of the nice properties of his theory
were a motivation for our theory. The work of A. Van Daele also provides
an important source of formulas that should be true. In [67], J. Kustermans
and A. Van Daele constructed a C∗-algebraic quantum group out of an al-
gebraic quantum group, and this is a source of techniques adapted to the
C∗-framework. Of course, the theory of weights is important to us and we
rely on the work of J. Verding [133] and J. Kustermans [59]. While construct-
ing the dual, we used a lot of ideas of S. Baaj and G. Skandalis [8], T. Ma-
suda and Y. Nakagami [76] and most importantly S.L. Woronowicz [138]
and M. Enock and J.-M. Schwartz [32]. The importance of S.L. Woronowicz’
work for us can not be overestimated: he learned us to use C∗-algebras to
tackle the quantum groups [144] and he provided us with many examples
[90, 131, 139, 140, 141, 143]. He also provided a lot of techniques in his
work (e.g. [140]). While proving unicity results, we were inspired a lot by
M. Enock and J.-M. Schwartz [32].
Roughly speaking, a reduced C∗-algebraic quantum group is a pair consist-
ing of a C∗-algebra (a locally compact quantum space) and a comultipli-
cation (the quantum analogue of the multiplication in a group), satisfying
co-associativity (the quantum analogue of associativity) and such that there
exist left and right invariant Haar measures. From this definition, we will
7be able to construct the antipode (the quantum analogue of the inverse
operation) and the scaling group, the fundamental multiplicative unitary
(remember the work of S. Baaj and G. Skandalis), the modular element (the
quantum analogue of the modular function), and we prove the uniqueness
of the left and the right Haar measures. We also show how the antipode
of a reduced C∗-algebraic quantum group can be characterized purely in
terms of the comultiplication, very much in the spirit of Hopf C∗-algebras
[119, 120] that we developed in collaboration with A. Van Daele. This way,
we are closer to the situation of ordinary groups than in Kac algebra theory,
where the antipode is characterized in terms of both the comultiplication
and the Haar measure. We also prove that all the axioms of T. Masuda
and Y. Nakagami follow from our definition, except from the fact that we
only prove relative invariance of the Haar measure under the scaling group.
This is of course perfectly natural, because now the examples of quantum
(ax + b)-groups and quantum (az + b)-groups fit into the framework of
reduced C∗-algebraic quantum groups. We finally construct a dual reduced
C∗-algebraic quantum group and prove a generalization of the Pontryagin
duality theorem.
The category of reduced C∗-algebraic quantum groups unifies Kac alge-
bras, compact quantum groups, Woronowicz algebras, algebraic quantum
groups, and it includes all the known examples of locally compact quantum
groups. In a sense, our theory can be considered as a topological version of
the theory of A. Van Daele on algebraic quantum groups [126].
In the last section of Chapter 1, we will present a von Neumann algebraic
version of the theory of reduced C∗-algebraic quantum groups, called von
Neumann algebraic quantum groups, which will be useful in applications in
Chapters 2 and 3. We prove that there is a one-to-one correspondence be-
tween reduced C∗-algebraic and von Neumann algebraic quantum groups.
Recalling that C∗-algebras are locally compact quantum spaces and von
Neumann algebras are quantummeasure spaces, this one-to-one correspon-
dence is a quantum version of the famous Weil theorem [134].
We are well aware of the fact that a definition of locally compact quantum
groups without postulating the existence of the Haar measure, would still
be a better definition. Together with a lot of specialists, we believe that such
an existence theorem is still far out of reach (if possible at all), and hence,
our definition seems to be the simplest one can hope for at the moment.
The proofs and theorems appearing in Chapter 1 are almost all taken from
[63, 64]. Nevertheless, we have tried to give a more pedagogical, and hence
more extended exposition of the theory, so that it is our hope that Chap-
ter 1 can serve as an introduction to the theory of locally compact quantum
groups for people familiar with operator algebras.
More motivation for the work in Chapter 1, from a mathematical rather
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than a historical point of view, and a gentle introduction to the definition
of a reduced C∗-algebraic quantum group will be given in Section 1.2.
From Chapter 2 onwards, we will leave the C∗-algebraic framework and
start working with the language of von Neumann algebras, using the termi-
nology locally compact quantum group to denote a von Neumann algebraic
quantum group. We already remarked that there is a one-to-one correspon-
dence between von Neumann algebraic and reduced C∗-algebraic quantum
groups. So, this shift of language is not restrictive.
In Chapter 2, we will make locally compact quantum groups act on quantum
spaces, exactly as usual groups can act on spaces: we study actions of lo-
cally compact quantum groups on von Neumann algebras. Again, we have a
lot of sources of inspiration. First of all, we want to mention the important
work on actions of Kac algebras on von Neumann algebras by M. Enock and
J.-M. Schwartz [30, 31], and the works on subfactors by M. Enock and R. Nest
[35, 36], about which we will tell more later. Next, we want to stress the im-
portance of the results of S. Baaj and G. Skandalis on the Takesaki-Takai
duality [8]. Finally, we relied on the ideas of J.-L. Sauvageot [97], which we
will discuss in Chapter 2, and on the work of Y. Nakagami and M. Takesaki
[83].
In this chapter, we show how locally compact quantum groups can be con-
sidered as quantum symmetry groups of quantum spaces. Having an action
of a locally compact quantum group on a von Neumann algebra, we con-
struct the crossed product, and the canonical unitary implementation, im-
plementing the action by a (co)representation of the locally compact quan-
tum group, paralleling classical results of U. Haagerup [41] on actions of
locally compact groups on von Neumann algebras. On the one hand, these
results serve as a tool in further work on locally compact quantum groups.
This will already be clear in Section 2.7, and also in Chapter 3. Further,
J. Kustermans gives an important application of the canonical implementa-
tion in the definition of induced corepresentations of locally compact quan-
tum groups [58]. On the other hand, the results of Chapter 2 show that our
theory of locally compact quantum groups runs smoothly and hence, moti-
vates the definition of locally compact quantum groups given in Chapter 1.
Towards the end of Chapter 2, we will deal with the important results of
M. Enock and R. Nest [35, 36] on the relation between locally compact quan-
tum groups and subfactors. In a sense, M. Enock and R. Nest have shown
that locally compact quantum groups appear very naturally as quantum
symmetry groups. They showed that with every inclusion of two factors
(i.e., of two special types of quantum spaces), which has depth 2, is irre-
ducible, and satisfies the technical regularity condition, one can associate a
locally compact quantum group, acting on the largest factor such that the
first factor precisely consists of all the elements kept fixed by the action. It
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vation for our theory of locally compact quantum groups. In Section 2.7, we
show, conversely, how certain actions of locally compact quantum groups
give rise to an inclusion of factors satisfying the conditions of M. Enock and
R. Nest.
We remark that Chapter 2 is an almost literal account of our paper [116].
More motivation for the work on actions can be found in the introduction
to Chapter 2.
In Chapter 3, we deal with our most recent results, obtained in collabora-
tion with L. Vainerman [115], and Chapter 3 is an almost literal account
of this paper. We already mentioned above that G.I. Kac [52] developed a
systematic way to construct examples of finite, non-commutative and non-
cocommutative ring groups, using the so-called cocycle bicrossed product
construction. These examples are extensions of finite groups by finite group
duals, which means that there is a short exact sequence starting with a fi-
nite group, going then to the finite ring group and ending at a finite group
dual. More generally, G.I. Kac studied extensions of finite ring groups by
finite ring groups and proved that there is a one-to-one correspondence be-
tween such extensions (or short exact sequences) and the cocycle bicrossed
products.
After G.I. Kac’ work, the bicrossed product construction has been studied
intensively. We learned a lot from the work of S. Majid. He studied the
bicrossed product of locally compact groups (with trivial cocycles) in both
analytic [72] and algebraic [71] aspects. S. Majid also studied the cocycle
bicrossed product construction of Hopf algebras [71, 73, 74], and he gave
many interesting examples. Equally important work on the bicrossed prod-
uct construction has been done by S. Baaj and G. Skandalis. They studied
the bicrossed product of Kac systems [8] and of locally compact groups [9],
and their work provided us with important techniques adapted to the op-
erator algebra framework. They also gave important examples of bicrossed
products [8, 101].
In Chapter 3, we generalize the results of G.I. Kac to the setting of locally
compact quantum groups. First of all, we study the cocycle bicrossed prod-
uct construction of locally compact quantum groups and we prove that
there is a one-to-one correspondence between cleft extensions of locally
compact quantum groups and cocycle bicrossed products. Again, this one-
to-one correspondence proves that the theory of locally compact quantum
groups runs smoothly and motivates the definition of locally compact quan-
tum groups given in Chapter 1.
Next, we give a new example of a cocycle bicrossed product of locally com-
pact groups, obtaining in this way a new example of a locally compact quan-
tum group. We also show that a large amount of known examples of locally
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compact quantum groups and Kac algebras can be obtained by this cocycle
bicrossed product construction.
In the introduction to Chapter 3, we will further explain and motivate the
theory of extensions.
Finally, in Chapter 4, we collect results on weight theory, which is in fact
non-commutative integration theory. Most of the results of this chapter are
taken from the literature, although their presentation is sometimes new.
The most important own results that we deal with in Chapter 4 are the
Radon-Nikodym theorem, taken from [118], the KSGNS-construction for the
slice weight (Proposition 4.6.11), obtained in collaboration with J. Kuster-
mans [63, 66], and the GNS-construction for the tensor product of two
weights on C∗-algebras (Proposition 4.9.4).
Chapter 1
Locally compact quantum
groups
In this chapter, we want to explain the theory of locally compact quan-
tum groups as we introduced it together with J. Kustermans in the papers
[62, 63, 64, 65]. The setup of these papers is as follows. The major paper is
[63] in which we introduce the notion of a locally compact quantum group
in a C∗-algebraic language. We are well aware of the fact that this 98-pages
paper of the Ann. Sc. Ec. Norm. Sup. is quite hard to read, especially for
those who did not learn the motivation and typical techniques of quantum
groups elsewhere. So, the major aim of this chapter will be to explain, in a
more clear (and hence more extended) way, the theory laid out in [63]. To-
wards the end of the chapter, we will also incorporate the results from [64],
in which J. Kustermans and I have given a von Neumann algebraic version
of the theory of locally compact quantum groups. Those who would be in-
terested to read about locally compact quantum groups in a more leisurely
way, we would like to point towards [65].
The exposition of this chapter is mostly based on a short graduate course
on locally compact quantum groups which I gave in the fall of 2000 at the
K.U.Leuven, and I would like to thank all those who took part in this course,
especially Pieter and Arnoud who pointed out the difficult points in the
theory. Of course, the proofs appearing in this chapter are almost all the
same as in [63] and [64].
While reading through the next sections, one will observe that some of the
most technical parts of the theory are put together in some technical sec-
tions at the end of the chapter. These technical sections are marked with a
T before the section number. So, 1.T1 refers to the first technical section.
As it is the case very often, the most pedagogical order to present theorems
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and lemmas is not equal to the mathematically correct order of present-
ing these results. The mathematical order in which the different sections
should be read, is explained in Figure 1.1.
Although we will give quite often, as a motivation, an informal argument for
a proposition, and defer the rigorous proof to a technical section, we want
to stress that every statement marked as Lemma, Proposition, Corollary or
Theorem is proved rigorously in this thesis.
We will refer very often to the weight theoretic results from Chapter 4, and
this is clear from the scheme in Figure 1.1.
Chapter 4
↓
Section 1.T1
↓
Section 1.T2
↓
Section 1.T3
↙ ↓ ↘
Section 1.2 Section 1.T4 Section 1.T5
↘ ↓ ↙
Section 1.3
↓
Section 1.4
↓
...
↓
Section 1.12
Figure 1.1: Mathematical dependence between the sections on reduced C∗-
algebraic quantum groups
1.1 Definitions and notations
For any subset X of a Banach space E, we denote the linear span of X by
〈X〉, its norm closed linear span by [X]. If I is a set, F(I) will denote the set
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of finite subsets of I. We turn it into a directed set by inclusion.
We will make extensive use of operator algebra theory. Basis references are
[88, 104, 108].
All tensor products in this paper are minimal ones. This implies that the
tensor product functionals separate points of the tensor product (and also
of its multiplier algebra). The completed tensor products will be denoted
by ⊗, the algebraic ones by 	. For the tensor product of von Neumann
algebras, we use the notation ⊗¯ . The flip operator on the tensor product of
an algebra with itself will be denoted by σ .
The multiplier algebra of a C∗-algebra A will be denoted by M(A).
Consider two C∗-algebras A and B and a linear map ρ : A→ M(B). We call ρ
strict if it is norm bounded and strictly continuous on bounded sets. Recall
that the strict topology on M(A) is defined by the semi-norms x → ‖xa‖
and x → ‖ax‖, where a runs through A. If ρ is strict, ρ has a unique linear
extension ρ¯ : M(A) → M(B) which is strictly continuous on bounded sets;
see Proposition 7.2 of [60]. The resulting ρ¯ is norm bounded and has the
same norm as ρ. For a ∈ M(A), we put ρ(a) = ρ¯(a).
Given two strict linear mappings ρ : A→ M(B) and η : B → M(C), we define a
new strict linear map ηρ : A→ M(C) by ηρ = η¯◦ρ. The two basic examples
of strict linear mappings are:
• continuous linear functionals on a C∗-algebra;
• non-degenerate ∗-homomorphisms. Recall that a ∗-homomorphism
π : A → M(B) is called non-degenerate if and only if B = [π(a)b | a ∈
A,b ∈ B ].
All strict linear mappings in this paper will arise as the tensor product of
continuous functionals and/or non-degenerate ∗-homomorphisms.
For ω ∈ A∗ and a ∈ M(A), we define new elements aω and ωa belonging
to A∗ such that (aω)(x) = ω(xa) and (ωa)(x) = ω(ax) for x ∈ A. We
also define a functional ω ∈ A∗ such thatω(x) =ω(x∗) for all x ∈ A.
If A and B are C∗-algebras, then the tensor product M(A)⊗M(B) is naturally
embedded in M(A⊗ B).
We will make extensive use of the leg numbering notation and give an ex-
ample to illustrate it. Consider three C∗-algebras A, B and C. Then there
exists a unique non-degenerate ∗-homomorphism θ : A⊗C → M(A⊗B⊗C)
such that θ(a ⊗ c) = a ⊗ 1 ⊗ c for all a ∈ A and c ∈ C. For any element
x ∈ M(A ⊗ C), we define x13 = θ(x) ∈ M(A ⊗ B ⊗ C). It will be clear from
the context which C∗-algebra B is under consideration. If we have another
C∗-algebra D and a non-degenerate ∗-homomorphism ∆ : D → M(A⊗C), we
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define the non-degenerate ∗-homomorphism ∆13 : D → M(A ⊗ B ⊗ C) such
that ∆13(d) = ∆(d)13 for all d ∈ D.
In this chapter, we will also use the notion of a Hilbert C∗-module over a C∗-
algebra A, but this will not happen very often. For an excellent treatment
of Hilbert C∗-modules, we refer to [68]. If E and F are Hilbert C∗-modules
over the same C∗-algebra, L(E, F) denotes the set of adjointable operators
from E into F . When A is a C∗-algebra and H is a Hilbert space, A⊗H will
denote the Hilbert space over A, which is a Hilbert C∗-module over A.
For the notion of elements affiliated with a C∗-algebra A, we refer to [6,
68, 140] (these affiliated elements are a generalization of closed densely
defined operators on a Hilbert space). For these affiliated elements, there
exist notions of self-adjointness, positivity and a functional calculus sim-
ilar to the notions for closed operators in a Hilbert space. J. Kustermans
collected some extra results concerning the functional calculus in [61]. Self-
adjointness will be considered as a part of the definition of positivity. If δ
is a positive element affiliated with a C∗-algebra A, δ is called strictly pos-
itive if and only if it has a dense range. For such an element δ, functional
calculus allows us to define, for every z ∈ C, the power δz, which is again
affiliated with A; see Definition 7.5 of [61].
Let H be a Hilbert space. The space of bounded operators on H will be
denoted by B(H), the space of compact operators on H by B0(H). Note
that M(B0(H)) = B(H). We also remark that the predual B(H)∗ can be
identified with B0(H)∗. Whenever ξ ∈ H , we use the notation θξ to denote
the operator in B(C,H) given by θξ(λ) = λξ for all λ ∈ C.
Let A and B be C∗-algebras and π a non-degenerate representation of A
on H . Consider also ω ∈ B(H)∗. For a ∈ M(A), we will use the notation
ω(a) :=ω(π(a)) ∈ C. For x ∈ M(A⊗ B), we use the notation
(ω⊗ ι)(x) := (ω⊗ ι)((π ⊗ ι)(x)) ∈ M(B) .
Consider a Banach space E and denote the set of all isometric vector space
isomorphisms on E by Isom(E). Consider a mapping α : R → Isom(E) such
that
1. αs αt = αs+t for all t ∈ R;
2. for all x ∈ E, we have that the function R → E : t → αt(x) is norm
continuous.
Then we call α a norm continuous one-parameter representation on E.
There is a standard way to define, for every z ∈ C, a closed densely defined
linear operator αz on E. Denote by S(z) the strip of all complex numbers
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y ∈ C satisfying Im(y) ∈ [0, Im(z)]. The domain of αz is by definition the
set of elements x ∈ E such that there exists a function f from S(z) into E
satisfying
1. f is continuous on S(z);
2. f is analytic on the interior S(z)0 of S(z);
3. we have that αt(x) = f (t) for every t ∈ R.
If such a function f exists, it is unique and we define αz(x) := f (z).
If A is a C∗-algebra, a norm continuous one-parameter group α on A is
a norm continuous one-parameter representation on A such that αt is a
∗-automorphism on A for every t ∈ R. It is then easy to prove that the
mapping R → M(A) : t → αt(a) is strictly continuous, whenever a ∈ M(A).
The mapping αz is closable for the strict topology on M(A) and we define
the strict closure of αz on M(A) by α¯z. For a ∈ D(α¯z), we put αz(a) :=
α¯z(a). Using the strict topology on M(A), α¯z can be constructed from the
mapping R → Aut(M(A)) : t → α¯t in a similar way as αz is constructed
from α. (See [60] or [22], where they used the results in [17] to prove more
general results.)
If M is a von Neumann algebra, then a strongly continuous one-parameter
group (and its extension to the complex plane) is defined in a similar way
as a norm continuous one-parameter group on a C∗-algebra, but you have
to replace the norm topology by the strong topology.
The domain of an unbounded linear map T will be denoted by D(T). We
say that T is closed when the graph of T is closed. We say that D0 ⊂ D(T)
is a core for T when the graph of the restriction of T to D0 is dense in the
graph of T .
Throughout this chapter, the theory of weights on C∗-algebras and von Neu-
mann algebras will be around; see Chapter 4. We will now refer to the main
results and notations of Chapter 4, and with these notations at hand, one
should be able to read through this chapter.
The most important definitions and notations are introduced in Sections 4.1
and 4.2.
Often, we will implicitly use the extension of a weight on a C∗-algebra to
the multiplier algebra. Then we put a bar, e.g.,
Nϕ = {a ∈ A | ϕ(a∗a) < ∞} ,
N¯ϕ = {a ∈ M(A) |ϕ(a∗a) < ∞} .
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The modular apparatus for n.s.f. weights on von Neumann algebras is intro-
duced in Terminology 4.2.5 and Theorem 4.2.6. On the other hand, KMS-
weights and their modular apparatus, are dealt with in Definition 4.4.1,
Proposition 4.4.3 and the comments following this proposition. Approxi-
mate KMS-weights are defined in Definition 4.7.4 and Proposition 4.7.5.
Slice weights will be around all the time and we refer to Definition 4.6.1 –
Lemma 4.6.5 for basic results and notations. Finally, we will use the tensor
product of weights on von Neumann algebras and C∗-algebras and we refer
to Definition 4.8.1, Proposition 4.8.4, Definition 4.9.1 and Proposition 4.9.4.
1.2 Towards the definition of locally compact
quantum groups
In this section, we want to arrive at the definition of a locally compact quan-
tum group in the C∗-algebra language. Before stating this definition, we
want to give some motivation for the theory of locally compact quantum
groups. This motivation is mainly based on the following two topics: Pon-
tryagin duality for Abelian locally compact groups, and the (algebraic) the-
ory of Hopf algebras.
1.2.1 Pontryagin duality
Let G be a locally compact Abelian group. Then we define
Gˆ = {χ | χ is a continuous character on G} .
Recall that χ is called a character on a group G when χ is a homomorphism
from G to the unit circle in C. It is clear that we can turn Gˆ into an Abelian
group by pointwise multiplication of characters. Next, we put a topology on
Gˆ, and this will be the weakest topology such that all the maps
χ → χ(g) (g ∈ G)
are continuous. Then Gˆ is again a locally compact Abelian group. Hence,
it will be possible to define the bidual group Gˆ ˆ by applying the same
construction to Gˆ. Whenever g ∈ G, we can define an obvious character
i(g) on Gˆ by the formula i(g)(χ) = χ(g) for all χ ∈ Gˆ. A deep result in the
theory of locally compact Abelian groups is the following biduality theorem
due to Pontryagin, Van Kampen, Cartan & Godement, and Rajkov.
Theorem 1.2.1. The map i : G → Gˆ ˆ is an isomorphism of groups and a
homeomorphism.
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Then a natural question arises: what should we do when G is no longer
Abelian? First of all, there is no use to define Gˆ in the same way as above.
It is obvious that such a Gˆ is always Abelian and hence, a biduality theorem
G  Gˆ ˆ can not hold when G is not Abelian. In the Introduction, we al-
ready explained extensively the work that has been done to find a self-dual
category containing all locally compact groups and such that the duality
functor extends the Pontryagin duality for Abelian groups, arriving finally
at the theory of Kac algebras. Instead of explaining precisely what is a Kac
algebra, we try to provide a feeling how such a self-dual category should
look like.
Suppose that G is a locally compact group, possibly non-Abelian. Let C0(G)
be the C∗-algebra of continuous functions on G vanishing at infinity. Then
define
∆ : C0(G)→ Cb(G ×G) : (∆(f ))(r , s) = f (rs) for all r , s ∈ G .
Here, Cb(G×G) denotes the C∗-algebra of all bounded continuous functions
on G×G. It is easy to see that we can identify Cb(G×G) with the multiplier
algebra M(C0(G) ⊗ C0(G)). Then the associativity of the group law can be
expressed by the formula
(∆⊗ ι)∆ = (ι⊗∆)∆
called coassociativity. This formula can be verified easily as follows. Let
f ∈ C0(G). Then
((∆⊗ ι)∆(f ))(r , s, t) = (∆(f ))(rs, t) = f ((rs)t)
while on the other hand ((ι ⊗ ∆)∆(f ))(r , s, t) = f (r(st)). The map ∆ will
be called a comultiplication.
The starting point to define locally compact quantum groups will then be
the following definition.
Definition 1.2.2. Consider a C∗-algebra A and a non-degenerate ∗-homo-
morphism ∆ : A → M(A ⊗ A) such that (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆. Then we call
(A,∆) a bi-C∗-algebra. We call ∆ a comultiplication on the C∗-algebra A.
Observe that ∆ has its image in M(A ⊗ A) rather then A ⊗ A. At first ∆ ⊗ ι
and ι ⊗∆ are only defined on A⊗ A, but because they are non-degenerate,
they can be extended uniquely to ∗-homomorphisms on M(A⊗A).
It is very natural that ∆ takes values in M(A ⊗ A), rather than in A ⊗ A: if
G is a non-compact group and (∆(f ))(r , s) = f (rs), then, generally, ∆(f )
does not go to zero at infinity.
What has all this to do with the duality of groups? We are in the following
situation. When G is an Abelian locally compact group, we defined its dual
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group Gˆ. Now, we want to find a larger category within which we can find
a dual object for any locally compact group, not only the Abelian ones.
We saw that the multiplication on G can be translated to the bi-C∗-algebra
structure (C0(G),∆). Now, we will describe how to find the dual object of
any locally compact group G again as a bi-C∗-algebra, and we will show that
this dual object agrees with (C0(Gˆ), ∆ˆ) whenever G is Abelian.
Define H = L2(G), the Hilbert space of square integrable functions on G
with respect to some fixed left Haar measure on G. For any s ∈ G, we define
the unitary λs on L2(G) by the formula
(λsξ)(t) = ξ(s−1t) for all ξ ∈ L2(G), t ∈ G .
For all f ∈ K(G), the algebra of continuous, compactly supported functions
on G, we define
λ(f ) =
∫
f (s)λs ds . (1.2.1)
Then λ(f ) ∈ B(H) and we define
C∗r (G) = [λ(f ) | f ∈ K(G)] .
We call this C∗-algebra the reduced group C∗-algebra of G. Observe that
λs ∈ M(C∗r (G)) for all s ∈ G. Next, one can show that there exists a
unique non-degenerate ∗-homomorphism ∆ˆ : C∗r (G) → M(C∗r (G) ⊗ C∗r (G)),
satisfying ∆ˆ(λs) = λs ⊗ λs for all s ∈ G. One verifies immediately that
(∆ˆ⊗ ι)∆ˆ = (ι⊗ ∆ˆ)∆ˆ.
We will consider (C∗r (G), ∆ˆ) as the dual object of (C0(G),∆) and both are
bi-C∗-algebras in the sense of Definition 1.2.2. Why is this a good notion
of duality? Suppose that G is an Abelian locally compact group. Then
we should show that (C∗r (G), ∆ˆ) is isomorphic to (C0(Gˆ), ∆ˆ), where now
(∆ˆ(f ))(χ1, χ2) = f (χ1χ2) for all χ1, χ2 ∈ Gˆ and f ∈ C0(Gˆ). Recall that
we have a unitary transformation F : L2(G) → L2(Gˆ), called the Fourier
transform. It is well known that the Fourier transform sends translation
operators to multiplication operators. This means that
FλsF∗ =Mi(s) for all s ∈ G ,
where Mi(s) denotes the multiplication operator with the function i(s) de-
termined by i(s)(χ) = χ(s). Then we see that F C∗r (G)F∗ = C0(Gˆ), where
we consider C0(Gˆ) acting on L2(Gˆ) as multiplication operators. We also get
(F ⊗F)∆ˆ(λs)(F∗ ⊗F∗) =Mi(s) ⊗Mi(s) .
Observing that, for all χ1, χ2 ∈ Gˆ, we have
(i(s)⊗ i(s))(χ1, χ2) = χ1(s)χ2(s) = (χ1χ2)(s) = i(s)(χ1χ2) ,
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we can conclude that (C∗r (G), ∆ˆ) and (C0(Gˆ), ∆ˆ) are isomorphic.
So far, there is a good motivation to study the category of all bi-C∗-algebras
as this larger self-dual category containing all locally compact groups. But
some reflection will reveal immediately that this category is much too big.
When G is a locally compact semi-group, we can define ∆ on C0(G) with
the same formula as above, and then (C0(G),∆) will be a bi-C∗-algebra.
So, bi-C∗-algebras should be considered rather as locally compact quantum
semi-groups then as locally compact quantum groups. Although we showed
that every locally compact group G has a dual object (C∗r (G), ∆ˆ) which is a
bi-C∗-algebra, it is not possible in general to define a dual bi-C∗-algebra of
an arbitrary bi-C∗-algebra. This shows that the category of bi-C∗-algebras
is too large to have a nice duality theory. Nevertheless, the notion of a bi-
C∗-algebra will be the starting point of our study and we will look for extra
axioms which allow us to speak about quantum groups.
Up to now, the problem of finding a dual object for every locally compact
group was used as a motivation for the theory of quantum groups. Never-
theless, this is certainly not the most important motivation, it is rather a
good starting point to introduce the language of quantum groups, namely
the language of C∗-algebras and comultiplication.
1.2.2 Hopf algebras
Probably the most important motivation for the definition of locally com-
pact quantum groups is the theory of Hopf algebras. Because the theory of
Hopf algebras is purely algebraic, the tensor products ⊗ in this subsection
will all be algebraic. Recall the following definition. Standard references for
Hopf algebras are [1, 105].
Definition 1.2.3. A pair (A,∆) is called a Hopf algebra (over C), when A is
an algebra over C with identity and
∆ : A→ A⊗A
is a unital homomorphism satisfying coassociativity: (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆,
such that there exist a linear map S : A → A and a linear map ε : A → C,
satisfying
(ε ⊗ ι)∆(x) = x = (ι⊗ ε)∆(x) ,
m(S ⊗ ι)∆(x) = ε(x)1 =m(ι⊗ S)∆(x) ,
where m : A⊗A→ A denotes the multiplication map defined by m(a⊗b) =
ab for all a,b ∈ A.
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Whenever (A,∆) is a Hopf algebra, such maps S and ε are uniquely deter-
mined. We call S the antipode and ε the co-unit of (A,∆). We have that S is
an anti-homomorphism and that ε is a homomorphism.
To illustrate the link with the previous subsection, consider a finite group
G. First of all, consider the finite-dimensional algebra A = C(G) of complex-
valued functions on G. Define the comultiplication (∆(f ))(r , s) = f (rs), as
before. Then we get that (C(G),∆) is a Hopf algebra by defining (S(f ))(r) =
f (r−1) and ε(f ) = f (e), where e denotes the unit element of G.
On the other hand, we can define the group algebra CG, which has the ele-
ments {λr | r ∈ G} as a linear space basis, and which has a multiplication
determined by λrλs = λrs . On this algebra, we can define the comultiplica-
tion ∆ˆ determined by ∆ˆ(λr ) = λr ⊗ λr for all r ∈ G. Then (CG, ∆ˆ) is a Hopf
algebra by defining S(λr ) = λr−1 and ε(λr ) = 1 for all r ∈ G.
In the Introduction, we already mentioned that, in the literature, Hopf al-
gebras are sometimes called quantum groups. Nevertheless, the theory of
Hopf algebras has some drawbacks. First of all, we have thrown away all
topology. In a certain sense, we only look at ‘polynomials’ on the quantum
group, and not at continuous functions. Next, because polynomials grow to
infinity on a non-compact group, we can not integrate them. So, in the lan-
guage of Hopf algebras, we can not look at Haar measures. It goes without
saying that the role of the Haar measure in the whole of harmonic analysis
on groups can not be underestimated. Further, we do not have a notion of
positivity in a Hopf algebra, although, for functions on a group, it is clear
what will be a positive function. If one wants to give physical interpretations
of certain Hopf algebra results, this is quite inconvenient. Next, because the
matrix elements of infinite-dimensional group representations often are not
polynomials, it is a problem how to define (co)representations of Hopf alge-
bras. Finally, when a Hopf algebra is no longer finite-dimensional, it is not
possible in general to construct a dual Hopf algebra. All these problems can
be solved in the theory of locally compact quantum groups.
In this thesis, we will mainly use Hopf algebras as a source of motivation
and as a source of formulas. When we look at Definition 1.2.3 and at the
examples (C(G),∆) and (CG, ∆ˆ) following this definition, we see that the
antipode of a Hopf algebra is in fact the counterpart of the inverse operation
in a group, while the co-unit of a Hopf algebra is the analogue of the unit
element. Recall that at the end of the previous subsection, we were faced
with the following question: what should be the extra axioms we have to
impose on a bi-C∗-algebra (A,∆) in order to call (A,∆) a locally compact
quantum group? Comparing with the definition of a Hopf algebra, the most
obvious guess is to assume the existence of some kind of antipode and
some kind of co-unit.
Several mathematicians have tried for several years to define locally com-
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pact quantum groups by giving an appropriate definition for antipode and
co-unit on a bi-C∗-algebra (A,∆), but this failed, for several reasons. Sup-
pose that (A,∆) is a bi-C∗-algebra and suppose that (A,∆) is in fact a locally
compact quantum group, whatever this may mean. Then we would like to
say what is an antipode S and a co-unit ε on the C∗-algebra A. From exam-
ples, such as the quantum E(2)-group or quantum SU(2)-group, developed
by S.L. Woronowicz in [143] and [139], we know that S and ε can be un-
bounded mappings. Then it is not so clear how to give a meaning to ε⊗ ι or
S ⊗ ι, both appearing in Definition 1.2.3. Because the C∗-algebra A can be
infinite-dimensional, also the multiplication map m, which can be defined
in an obvious way on the algebraic tensor product A	A, can be unbounded.
Hence, we are not able to define S ⊗ ι and we are not able to define m on
large enough domains. Hence, it will be clear that it is far from obvious to
give a meaning to an axiom like m(S ⊗ ι)∆(x) = ε(x)1 for all x ∈ A.
So, we will have to look for other axioms to characterize locally compact
quantum groups among bi-C∗-algebras and this will be done in the next
subsection.
1.2.3 The definition of a locally compact quantum group
In this chapter, we are presenting the axioms for locally compact quantum
groups that we formulated together with J. Kustermans in [63]. Our strategy
will come down to replacing the existence of antipode and co-unit by the
existence of a left and a right invariant weight, which are the counterparts
of the left and the right invariant Haar measures on a locally compact group.
Of course, our work has been inspired by a lot of previous successes in the
theory of quantum groups. We already gave some historical overview in the
Introduction and will not repeat this. Nevertheless, we want to stress once
again that this work is very much influenced by the work of S.L. Woronowicz
on compact quantum groups [137] and on manageable multiplicative uni-
taries [138]. An equal amount of inspiration came from the fundamental
and beautiful work of S. Baaj & G. Skandalis on multiplicative unitaries [8].
Because their approach is closest to ours, most of the inspiration came from
the theory of Kac algebras, and we used [32] as a reference. Finally, on an
algebraic level, our theory runs parallel with the work of A. Van Daele on al-
gebraic quantum groups [126] and hence, his elegant approach to a certain
class of quantum groups is probably our major source of formulas and this
way the work of A. Van Daele has been indispensable for the development
of locally compact quantum groups.
As we explained already above, we will define a locally compact quantum
group as a bi-C∗-algebra having a left and a right invariant Haar weight. So,
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we will start off by explaining this notion of left invariance. Suppose first
that G is a locally compact group and fix some left invariant Haar measure
on G. Consider as before the bi-C∗-algebra (C0(G),∆) where (∆(f ))(r , s) =
f (rs). Then we define a weight on the C∗-algebra C0(G) by the formula
ϕ(f) =
∫
f (r) dr ,
where we integrated with respect to the left Haar measure that we fixed
above.
Suppose thatω ∈ C0(G)∗+. Then there is a finite Borel measure µ on G such
that ω is given by
ω(f) =
∫
f (r) dµ(r) .
Using the Fubini theorem, we see that for all f ∈ C0(G)+, we have
ϕ
(
(ω⊗ ι)∆(f )) = ∫ ((ω⊗ ι)∆(f ))(s) ds = ∫ ∫ (∆(f ))(r , s) dµ(r) ds
=
∫ ∫
f (rs) ds dµ(r) =
∫ ∫
f (s) ds dµ(r) =ω(1) ϕ(f ) .
Hence, the left invariance of the Haar measure can be expressed by the
formula ϕ
(
(ω⊗ ι)∆(f )) =ω(1) ϕ(f ). This motivates the next definition.
From now on, we will start our real mathematical work, and so, we will
use all the time the results of Chapter 4. Recall that a weight was called
proper when it is lower semi-continuous, densely defined and non-zero; see
Terminology 4.1.8.
Definition 1.2.4. Consider a bi-C∗-algebra (A,∆) and a proper weight ϕ on
A.
• We call ϕ left invariant when for all a ∈ M+ϕ and ω ∈ A∗+, we have
ϕ
(
(ω⊗ ι)∆(a)) =ω(1)ϕ(a).
• We call ϕ right invariant when for all a ∈ M+ϕ and ω ∈ A∗+, we have
ϕ
(
(ι⊗ω)∆(a)) =ω(1)ϕ(a).
Note that we use the extension of ϕ to M(A)+ in the previous definition
because we only know that (ω ⊗ ι)∆(a) ∈ M(A)+. In a locally compact
quantum group, (ω ⊗ ι)∆(a) will belong to A+ but we do not assume this
right now.
Also observe that, in the definition of left invariance, we only assume the
formula to hold for integrable elements x ∈ M+ϕ. In a locally compact
quantum group, we will be able to prove that the same formula then au-
tomatically holds for all x ∈ A+, but this will be highly non-trivial; see
Theorem 1.14.8.
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Then we are ready to give the main definition, which will be around in the
rest of this thesis. The notion of approximate KMS-weights is introduced in
Definition 4.7.4.
Definition 1.2.5. Consider a C∗-algebra A and a non-degenerate ∗-homo-
morphism ∆ : A→ M(A⊗A) such that
• (∆⊗ ι)∆ = (ι⊗∆)∆;
• A = [ (ω⊗ ι)∆(a) |ω ∈ A∗, a ∈ A] = [ (ι⊗ω)∆(a) |ω ∈ A∗, a ∈ A].
Assume, moreover, the existence of
• a faithful left invariant approximate KMS-weight ϕ on (A,∆);
• a right invariant approximate KMS-weight ψ on (A,∆).
Then we call (A,∆) a reduced C∗-algebraic quantum group.
The main reason why we use the strange terminology reduced C∗-algebraic
quantum group, instead of the simpler and more appealing terminology lo-
cally compact quantum group, is the following. The same locally compact
quantum group will have different appearances. The most easy way to il-
lustrate this is with the example of the dual object of a locally compact
group. Let G be a locally compact group. Then we already looked at the
reduced group C∗-algebra C∗r (G) and we showed that this can be given the
structure of a bi-C∗-algebra. But one can also look at the universal group
C∗-algebra C∗(G) or the group von Neumann algebra L(G). All these three
operator algebras will be an appearance of the same locally compact quan-
tum group. We will reserve the term reduced C∗-algebraic quantum group
for the appearance C∗r (G). J. Kustermans studied the universal variant in
[57] (which, in this example, appears as C∗(G)), and used the term universal
C∗-algebraic quantum group. Later on in this chapter, we will look also at
the von Neumann algebraic version of quantum groups (which appears in
this example as L(G)), and then we will use the term von Neumann alge-
braic quantum group.
1.2.4 How to go on?
In the next sections, we will develop the theory of reduced C∗-algebraic
quantum groups. The major topics to deal with are the construction of
a multiplicative unitary, an antipode with polar decomposition, a dual re-
duced C∗-algebraic quantum group and the uniqueness of the Haar weights
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up to a positive scalar. We will also deal with the construction of the mod-
ular element, which is the analogue of the modular function of a locally
compact group, relating left and right Haar weights.
We want to illustrate the development of the theory by returning quite of-
ten to the case of a locally compact group G, or to the algebraic situation of
a Hopf algebra (A,∆) with a left invariant and a right invariant functional.
When doing the last thing, we will make use of the Sweedler notation, writ-
ing ∆(x) =∑x(1) ⊗ x(2)
whenever x belongs to the Hopf algebra.
It should be stressed that the Hopf algebraic motivation we often give, al-
ways is purely intuitive and this kind of motivation should be considered
as an illustration rather than a proof.
1.3 The multiplicative unitary
We start off by motivating the necessity to consider a so-called multiplica-
tive unitary.
Motivation
Let G be a locally compact group. On the Hilbert space L2(G × G), we can
define the unitary W by the formula
(Wξ)(r , s) = ξ(r , r−1s) for all ξ ∈ L2(G ×G), r , s ∈ G .
When ξ, η, µ ∈ K(G), an easy computation yields
((ι⊗ωξ,η)(W)µ)(r) =
∫
η¯(s)ξ(r−1s) ds µ(r) .
From this, we can conclude that (ι⊗ωξ,η)(W) is the multiplication operator
with the function
r →
∫
η¯(s)ξ(r−1s) ds .
On the other hand, using the notation λ(f ) introduced in Equation (1.2.1) on
page 18, we see that (ωξ,η ⊗ ι)(W) = λ(η¯ξ). From all this, we can conclude
that
C0(G) = [(ι⊗ω)(W) |ω ∈ B(L2(G))∗] and
C∗r (G) = [(ω⊗ ι)(W) |ω ∈ B(L2(G))∗] .
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From these formulas, it will be clear that, in order to find a duality for C∗-
algebraic quantum groups, it is useful to define W for a general reduced
C∗-algebraic quantum group.
As an inspiration how to define W , we look closer at the W defined above.
On (C0(G),∆), we have as a left invariant weight, the weight ϕ given by
ϕ(f) =
∫
f (r) dr .
We can give a concrete GNS-construction for this weight ϕ by putting H =
L2(G), by representing f as the multiplication operator with the function f
and by putting Λ(f ) = f whenever f ∈ C0(G)∩ L2(G). Now, we see that
(W∗(ξ ⊗ η))(r , s) = ξ(r)η(rs) = (∆(η)(ξ ⊗ 1))(r , s) .
So, in terms of the GNS-map Λ, we can write
W∗(Λ(f )⊗Λ(g)) = (Λ⊗Λ)(∆(g)(f ⊗ 1)) .
We will use this formula as an inspiration how to proceed in the quantum
case.
The multiplicative unitary
Fix a reduced C∗-algebraic quantum group (A,∆). Also fix a faithful left
invariant approximate KMS-weight ϕ on (A,∆). Fix a GNS-construction
(H,π,Λ) for ϕ. Also fix a right invariant approximate KMS-weight ψ on
(A,∆).
The following result is crucial. Observe the analogy with the formula men-
tioned above. Also recall that the GNS-map Λ ⊗ Λ for the tensor product
weight ϕ ⊗ϕ is introduced in Proposition 4.9.4.
Theorem 1.3.1. There exists a unitary operator W ∈ B(H ⊗H) such that
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) for all a,b ∈Nϕ .
The unitary W is multiplicative, i.e., it satisfies the pentagonal equation:
W12W13W23 = W23W12 .
We callW themultiplicative unitary of (A,∆) givenϕ and the GNS-construc-
tion (H,π,Λ).
The proof of this theorem is quite involved and is given in Sections 1.T1,
1.T2 and 1.T3. More specifically, the first part of the theorem follows from
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Theorem 1.T3.3, while the pentagonal equation is proved at the end of this
section. Nevertheless, we will now sketch informally how things can be
handled. The only rigorous mathematical arguments in this section appear
at the end, from the proof of the pentagonal equation on page 28 onwards.
For the rest of this section, we only give an informal account of the results
of Sections 1.T1, 1.T2 and 1.T3.
Before we can define the operator W∗ with the formula above, we have to
show that ∆(b)(a ⊗ 1) ∈ N¯ϕ⊗ϕ, but this follows from Proposition 1.T1.3
and Lemma 4.9.5.
Then one can check easily that W∗ is a well-defined isometry. We only have
to observe that
〈(Λ⊗Λ)(∆(b)(a⊗ 1)), (Λ⊗Λ)(∆(b)(a⊗ 1))〉
= (ϕ ⊗ϕ)((a∗ ⊗ 1)∆(b∗b)(a⊗ 1))
=ϕ((aϕa∗ ⊗ 1)∆(b∗b)) = ϕ(b∗b)ϕ(a∗a)
= 〈Λ(a)⊗Λ(b),Λ(a)⊗Λ(b)〉
and then the isometric character of W∗ follows by polarization.
The most difficult point will be to prove that W∗ is a unitary, which means
that we have to prove that W∗ is surjective. We will do this by proving a
concrete formula giving elements in the image of W∗. The formula that we
prove in Proposition 1.T2.6 is the following.
Proposition 1.3.2. Let a,b ∈Nψ, c ∈Nϕ,d ∈Nϕ and put
x = (ψ⊗ ι⊗ ι)(∆13(a∗c)∆12(b)) .
Then x(d⊗ 1) belongs to N¯ϕ⊗ϕ and
W∗(Λ⊗Λ)(x(d⊗ 1)) = Λ(d)⊗Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) .
This result will be proved in Section 1.T2, Proposition 1.T2.6, but we can
give a good motivation for it, when working with a Hopf algebra (A,∆) and
invariant functionals ϕ and ψ. We use the Sweedler notation. Put y = a∗c,
and observe that
x =
∑
ψ(y(1)b(1)) b(2) ⊗y(2) .
Then we get
W∗(Λ⊗Λ)(x(d⊗ 1)) =∑ψ(y(1)b(1)) W∗(Λ(b(2)d)⊗Λ(y(2)))
=
∑
ψ(y(1)b(1)) Λ(y(2)b(2)d)⊗Λ(y(3))
=
∑Λ(ψ((y(1)b)(1)) (y(1)b)(2) d)⊗Λ(y(2))
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=
∑
ψ(y(1)b) Λ(d)⊗Λ(y(2))
= Λ(d)⊗Λ((ψ⊗ ι)(∆(y)(b ⊗ 1))) ,
where we used the right invariance of ψ.
It is also not completely trivial to get that x(d⊗ 1) belongs to N¯ϕ⊗ϕ. With
such a kind of results will be dealt in Section 1.T1. To give already some
explanation, consider a,b ∈ Nψ and c ∈ Nϕ. We want to prove that the
element y defined by
y := (ψ⊗ ι)(∆(a∗c)(b ⊗ 1))
belongs to N¯ϕ. By the left invariance ofϕ, we know that, in a certain sense,∆(c) has its second leg in N¯ϕ. Now, we see that this second leg of ∆(c) will
also be, in a certain sense, the second leg of ∆(a∗c)(b ⊗ 1). If we now
integrate out the first leg of ∆(a∗c)(b ⊗ 1), we will arrive in N¯ϕ.
To prove the unitarity of W , it suffices to show that
H = [Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) | a,b ∈Nψ, c ∈Nϕ] . (1.3.1)
This will be proved in Proposition 1.T3.2, and the proof consists of two
points. First of all, we fix some GNS-construction (Hψ,πψ,Λψ) for ψ. If we
define
K = [Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) | a,b ∈Nψ, c ∈Nϕ] ,
we first show that
K = [Λ((ω⊗ ι)∆(x)) | x ∈Nϕ,ω ∈ B(Hψ)∗] . (1.3.2)
This comes down to an application of the approximate KMS-property of ψ.
When we would already know that ψ is KMS, then the following informal
computation shows why Equation (1.3.2) is true. A rigorous proof of Equa-
tion (1.3.2) can be found in the proof of Proposition 1.T3.2.
We use the notation Tψ for the Tomita ∗-algebra of ψ, consisting of ele-
ments a ∈ A, analytic with respect to the modular group σψ of ψ and such
that σψz (a) ∈Nψ ∩N∗ψ for all z ∈ C. Then we get
K = [Λ((ψ⊗ ι)(∆(a∗c)(bd⊗ 1))) | a,b ∈Nψ, c ∈Nϕ,d ∈ Tψ]
= [Λ((ψ⊗ ι)((σψi (d)⊗ 1)∆(a∗c)(b ⊗ 1))) | a,b ∈Nψ, c ∈Nϕ,d ∈ Tψ]
= [Λ((ωΛψ(b),Λψ(σψ−i(d∗)) ⊗ ι)∆(c)) | c ∈Nϕ,b ∈Nψ,d ∈ Tψ]
= [Λ((ω⊗ ι)∆(x)) | x ∈Nϕ,ω ∈ B(Hψ)∗] .
This gives at least a good motivation for the proof of Equation (1.3.2). To
give a proof using the approximate KMS-property of ψ rather than the still
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to be proven KMS-property, we should lift everything to the von Neumann
algebraic level. There, we have to be careful, because at this moment, we are
not yet able to extend ∆ to the von Neumann algebra level, because to do
this, we need the unitaryW . But there is a way to go around these problems;
see Section 1.T3.
Having at hand this first result, one can prove Equation (1.3.1) by the fol-
lowing slightly delicate but beautiful argument. We will have to define an
isometry, which looks very much like W∗, but whose first leg is acting on
Hψ rather thanH . Looking at the argument to prove the isometric character
of W∗, it is clear that it is not important to have the GNS-map Λ in the first
leg. So, we can define as well an isometry V ∈ B(Hψ ⊗H) such that
V(Λψ(a)⊗Λ(b)) = (Λψ ⊗Λ)(∆(b)(a⊗ 1)) for all a ∈Nψ,b ∈Nϕ .
Then Proposition 1.3.2 will remain true in an analogous form; see Proposi-
tion 1.T2.6. Working with V has the advantage that we can see immediately
that
V(Hψ ⊗H) ⊆ Hψ ⊗ K .
To prove this, take a, c ∈Nψ and b ∈Nϕ. Then
(θ∗Λψ(c) ⊗ 1)V(Λψ(a)⊗Λ(b)) = Λ((ωΛψ(a),Λψ(c) ⊗ ι)∆(b))
and this belongs to K by Equation (1.3.2). Looking carefully at Proposi-
tion 1.3.2 (see Proposition 1.T2.5 for details), one will see that the element
(Λψ ⊗Λ)(x(d⊗ 1))
belongs to Hψ ⊗K and then Proposition 1.3.2 gives
Hψ ⊗K ⊆ V(Hψ ⊗K) .
Because we already observed that V(Hψ ⊗ H) ⊆ Hψ ⊗ K, we arrive at the
conclusion that V(Hψ⊗H) ⊆ V(Hψ⊗K). Because V is an isometry, and Hψ
is non-trivial, we get that H = K. This is precisely Equation (1.3.1).
We give a precise proof of the pentagonal equation
W12W13W23 = W23W12 .
Proof of the pentagonal equation. From the definition of W∗, it follows im-
mediately that, for all a,b, c ∈Nϕ, the following holds:
(ωΛ(a),Λ(c) ⊗ ι)(W∗)Λ(b) = Λ((ωΛ(a),Λ(c) ⊗ ι)∆(b)) .
A more elaborate proof of this crucial formula can be found in Proposi-
tion 1.T2.3. Then we may conclude, by the closedness of Λ, that for all
b ∈Nϕ and ω ∈ B(H)∗:
(ω⊗ ι)(W∗)Λ(b) = Λ((ω⊗ ι)∆(b)) .
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We also observe that the definition of W∗ implies immediately that
(π ⊗π)∆(x)W∗ = W∗(1⊗π(x)) ,
for all x ∈ A. Hence, we get
(π ⊗π)∆(x) = W∗(1⊗π(x))W ,
for all x ∈ A.
Choose thenω,µ ∈ B(H)∗. Then we get, for all b ∈Nϕ:
(ω⊗ ι)(W∗) (µ ⊗ ι)(W∗)Λ(b) = (ω⊗ ι)(W∗)Λ((µ ⊗ ι)∆(b))
= Λ((µ ⊗ω⊗ ι)(ι⊗∆)∆(b))
= Λ(((µ ⊗ω)∆⊗ ι)∆(b)) = Λ((θ ⊗ ι)∆(b))
= (θ ⊗ ι)(W∗)Λ(b) = (µ ⊗ω⊗ ι)(W∗12W∗23W12)Λ(b) ,
where θ(x) = (µ⊗ω)(W∗(1⊗x)W) for all x ∈ B(H). Then wemay conclude
that
W∗23W
∗
13 = W∗12W∗23W12 .
From this, the pentagonal equation immediately follows. 
Having at hand the unitary W , it is possible to extend the comultiplica-
tion to the von Neumann algebra π(A)′′. Because weight theory runs much
smoother on von Neumann algebras than on C∗-algebras, we will often need
help from the von Neumann algebra world in the course of this chapter.
Therefore, we introduce the following definition.
Definition 1.3.3. Define A˜ to be the von Neumann algebra π(A)′′, and de-
fine ∆˜ : A˜→ A˜⊗¯A˜ : ∆˜(x) = W∗(1⊗ x)W .
Then we have
∆˜π = (π ⊗π)∆ and (∆˜ ⊗¯ ι)∆˜ = (ι ⊗¯ ∆˜)∆˜ .
Half of the motivation to introduce a multiplicative unitary was the fact that
slices of it should be dense in the C∗-algebra A. This is proved easily in the
next proposition.
Proposition 1.3.4. The following holds:
π(A) = [(ι⊗ω)(W) |ω ∈ B(H)∗] .
Proof. From Proposition 1.T2.3, it follows that
(ι⊗ωΛ(a),Λ(b))(W) = π((ι⊗ϕ)(∆(b∗)(1⊗ a))) ,
for all a,b ∈ Nϕ. Then the proposition follows from the more general
result following this proof. 
30 Chapter 1. Locally compact quantum groups
For later use, we prove the following slightly more general result.
Proposition 1.3.5. Let η be a faithful left invariant proper weight on (A,∆).
Then the elements (ι⊗ η)(∆(a∗)(1 ⊗ b)) with a,b ∈ Nη, span a dense sub-
set of A. An analogous statement holds for faithful right invariant proper
weights.
Proof. First of all, it follows from Proposition 1.T1.4 that the stated ele-
ments indeed belong to A. Next, suppose that ω ∈ A∗ and
ω
(
(ι⊗ η)(∆(a∗)(1⊗ b))) = 0 ,
for all a,b ∈Nη. By the Hahn-Banach theorem, it is sufficient to prove that
ω = 0. It follows that η((ω ⊗ ι)(∆(a∗))b) = 0 for all a,b ∈ Nη. By the
faithfulness of η, we get that (ω ⊗ ι)∆(a∗) = 0 for all a ∈ Nη. Hence, it
follows that ω
(
(ι ⊗ µ)∆(a)) = 0 for all µ ∈ A∗ and a ∈ A. By the density
condition in the definition of a reduced C∗-algebraic quantum group, we get
that ω = 0 
1.4 The antipode
In this section, we want to construct the antipode of (A,∆). This antipode
should be considered as the analogue of the inverse operation in a group,
and it should be considered as the counterpart of the antipode of a Hopf
algebra in an operator algebra setting. Again, we start with some motivation
for our working strategy.
Motivation
In our definition of a reduced C∗-algebraic quantum group, we did not as-
sume the existence of the analogue of the inverse operation in a group,
called the antipode. In Subsection 1.2.2, we explained the difficulties to
give axioms for the antipode in the operator algebra setting for quantum
groups. In a sense, we replaced the existence of antipode and co-unit by the
existence of invariant measures. Nevertheless, we will be able to prove that
our reduced C∗-algebraic quantum group (A,∆) has an antipode.
Again, we will use both the case A = C0(G) for some locally compact group
G, and the case of a Hopf algebra with invariant functionals, as a motivation
for our construction.
Let G be a locally compact group and consider (C0(G),∆) as before, where
(∆f )(r , s) = f (rs). Then we would define the antipode S by (S(f ))(r) =
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f (r−1) for all f ∈ C0(G) and r ∈ G. Keeping in mind that we want to get
some inspiration to define S for an arbitrary reduced C∗-algebraic quantum
group, we want to write S in terms of ∆ and the Haar measure. We fix a
left Haar measure on G and denote integration with respect to the left Haar
measure by dr . Then we can define a right invariant weightψ on (C0(G),∆)
by the formula
ψ(f) =
∫
f (r−1) dr .
We claim now that
S(ψ⊗ ι)((f ⊗ 1)∆(g)) = (ψ⊗ ι)(∆(f )(g ⊗ 1)) .
We can prove this by a direct computation:(
S(ψ⊗ ι)((f ⊗ 1)∆(g)))(r) = (ψ⊗ ι)((f ⊗ 1)∆(g))(r−1)
=
∫ (
(f ⊗ 1)∆(g))(s−1, r−1) ds
=
∫
f (s−1) g(s−1r−1) ds
=
∫
f (s−1r) g(s−1) ds
= (ψ⊗ ι)(∆(f )(g ⊗ 1))(r) .
This computation already motivates the formula
S
(
(ψ⊗ ι)((a⊗ 1)∆(b))) = (ψ⊗ ι)(∆(a)(b ⊗ 1)) (1.4.1)
which gives a concrete formula for S in terms of ∆ and ψ.
We verify Equation (1.4.1) in the situation of a Hopf algebra with invariant
functionals. Then we get, using the Sweedler notation,
S
(
(ψ⊗ ι)((a⊗ 1)∆(b))) =∑ψ(ab(1)) S(b(2))
=
∑
ψ(a(1)b(1)) a(2)b(2) S(b(3))
=
∑
ψ(a(1)b(1)) a(2) ε(b(2))
=
∑
ψ(a(1)b) a(2)
= (ψ⊗ ι)(∆(a)(b ⊗ 1)) .
From the theory of Hopf algebras, we also expect that S will be an anti-
homomorphism. As we already explained before, we can not expect that S
is everywhere defined and bounded on the C∗-algebra. Hence, our starting
point will be the following.
We hope to construct the antipode S of (A,∆) such that
32 Chapter 1. Locally compact quantum groups
• S is densely defined, the domain is a subalgebra of A and S is a anti-
homomorphism;
• for every a,b ∈ Nψ, we have that (ψ ⊗ ι)((a∗ ⊗ 1)∆(b)) belongs to
the domain of S and
S
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b))) = (ψ⊗ ι)(∆(a∗)(b ⊗ 1)) . (1.4.2)
With this motivation in mind, we try to construct S. Our strategy will be
to define S first on the level of the Hilbert space H . So, we would like to
construct an (unbounded) anti-linear operator G on H such that
GΛ(x) = Λ(S(x∗)) , (1.4.3)
where S is the still to be constructed antipode.
If it would be possible to define such an operator G, it is clear that
Gπ(y)∗Λ(x) = GΛ(y∗x) = Λ(S(x∗y))
= π(S(y))Λ(S(x∗)) = π(S(y))GΛ(x) .
So, we would define S such that, intuitively (G is unbounded!),
π(S(y)) = Gπ(y)∗G−1 . (1.4.4)
Of course, we will not be using the formula above to define G, because we
do not know yet S, but we will define an operator G on H such that
GΛ((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) = Λ((ψ⊗ ι)(∆(b∗)(a⊗ 1))) . (1.4.5)
This is precisely what we expect, looking at Equation (1.4.2). We want to
remark that we will prove a precise mathematical version of Equation (1.4.3)
in Corrollary 1.13.13.
The antipode
We still have fixed a reduced C∗-algebraic quantum group (A,∆) with a
faithful left invariant approximate KMS-weight ϕ with GNS-construction
(H,π,Λ). We also fix a right invariant approximate KMS-weightψ on (A,∆).
In the following results, we will construct the antipode S of the reduced
C∗-algebraic quantum group (A,∆). In this section, it will look as if the
antipode S depends on the particular choice of ϕ and ψ. Only in Theo-
rem 1.6.18, we will establish the independence of ϕ and ψ and then we will
talk about the antipode of (A,∆); see Terminology 1.6.19.
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With the motivation given above at hand, we will now develop the story of
the antipode in a more mathematical way. The first step will be to use the
informal Equation (1.4.5) as inspiration how to define an unbounded, closed,
densely defined and anti-linear operator G on H . We have the following
important result.
Proposition 1.4.1. There exists a closed, densely defined, anti-linear operator
G on H such that the space
〈Λ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) | x,y ∈N∗ϕNψ〉
is a core for G and
GΛ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) = Λ((ψ⊗ ι)(∆(y∗)(x ⊗ 1))) ,
for x,y ∈N∗ϕNψ. Moreover, we have that G is involutive.
The proof of this proposition will be given in Section 1.T5, Proposition
1.T5.1. We will use two things. First of all, one has to use the inversion
formula given in Proposition 1.3.2. Next, we have to use that ϕ is an ap-
proximate KMS-weight. We give the following informal sketch of proof.
Consider again the unitary W defined by
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) ,
for a,b ∈Nϕ. Then we know from Proposition 1.3.2 that
W∗(Λ⊗Λ)((1⊗ d∗) (ψ⊗ ι⊗ ι)(∆13(x∗)∆12(y)) (c ⊗ 1))
= (π ⊗π)(∆(d∗)) (Λ(c) ⊗Λ((ψ⊗ ι)(∆(x∗)(y ⊗ 1)))) . (1.4.6)
Becauseϕ is an approximate KMS-weight on A, alsoϕ⊗ϕ will be an approx-
imate KMS-weight, and hence, there will be a closed, anti-linear operator T
on H ⊗H such that (Λ⊗Λ)(Nϕ⊗ϕ ∩N∗ϕ⊗ϕ) is a core for T and
T(Λ⊗Λ)(x) = (Λ⊗Λ)(x∗) ,
for all x ∈Nϕ⊗ϕ∩N∗ϕ⊗ϕ. Denote by Σ the flip operator on H⊗H . Applying
twice Equation (1.4.6), we get
W∗TΣW (π ⊗π)(∆(d∗)) (Λ(c)⊗Λ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))))
= (π ⊗π)(∆(c∗)) (Λ(d)⊗Λ((ψ⊗ ι)(∆(y∗)(x ⊗ 1)))) .
From this, we get
W∗TΣW (π ⊗π)(∆(d∗)) (Λ(c) ⊗ ξ) = (π ⊗π)(∆(c∗)) (Λ(d)⊗Gξ)
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and then it will not be too difficult to construct G as a well-defined, closed,
anti-linear and densely defined operator on H . More details can be found in
Section 1.T5.
Recall the motivating and informal Equation (1.4.4). Having at hand the
operator G, we want to construct the antipode S in such a way that, loosely
speaking,
π(S(y)) = Gπ(y)∗G−1 . (1.4.7)
We already observed that S will be unbounded, and in order to keep S still
somehow under control, we will define S through its polar decomposition.
This means that we will look for an anti-automorphism R of A, and a one-
parameter group of automorphisms (τt) of A such that we can define S =
Rτ− i2 . The previous formula for G already suggests more or less how we
should define R and (τt). We first introduce the following notation, which
gives the polar decomposition of the operator G.
Notation 1.4.2. 1. We define N = G∗G. So, N is a strictly positive opera-
tor on H .
2. We define the anti-unitary operator I on H such that G = I N 12 .
Because G is involutive, we have the following easily proved result.
Proposition 1.4.3. The following formulas hold:
• I = I∗,
• I2 = 1,
• I N I = N−1.
Then we can rewrite the motivating Equation (1.4.7) in the following infor-
mal way:
π(S(y)) = I(N− 12π(y)N 12 )∗I .
This suggests that we should define R and (τt) in such a way that, rigor-
ously,
π(R(y)) = Iπ(y)∗I and π(τt(y)) = N−itπ(y)Nit .
Before we can do so, we have to show that Iπ(A)I = π(A) and that
N−itπ(A)Nit = π(A)
for all t ∈ R. Further, we have to show that, for all x ∈ A, the map
t → N−itπ(x)Nit
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is norm continuous. This will be done in several steps.
First of all, combining the motivating and informal Equations (1.4.2) and
(1.4.7), it should not be too surprising that the following proposition holds.
Moreover, as we will explain after the proposition and a sketch of its proof,
the result plays a crucial role in the construction of the antipode.
Proposition 1.4.4. Consider a,b ∈Nψ. Then
π
(
(ψ⊗ ι)(∆(b∗)(a⊗ 1)))G ⊆ Gπ((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) .
This proposition will be proved in Section 1.T5, Proposition 1.T5.4. We give
an idea of this proof.
In a sense, the previous proposition proves, loosely speaking, that we have
Gπ(A)G−1 = π(A). Further on, we will use polar decomposition techniques
to conclude that, rigorously, Iπ(A)I = π(A) and N−itπ(A)Nit = π(A).
Let x,y ∈N∗ϕNψ. Put
z := (ψ⊗ ι)(∆(y∗)(x ⊗ 1)) .
Then Λ(z) is a typical vector in the domain of G. We now have to prove that
also the vector
ξ := π((ψ⊗ ι)(∆(a∗)(b ⊗ 1)))Λ(z)
belongs to the domain of G. So, we should write this vector ξ as a limit of
these typical elements in the domain of G. We first work very intuitively in
the framework of a Hopf algebra with invariant functionals. Observe that∑∆(ψ(y∗(1)x(1)) y∗(2))(x(2) ⊗ 1) =∑ψ(y∗(1)x(1)) y∗(2)x(2) ⊗ y∗(3)
=
∑
ψ(y∗(1)x) 1⊗y∗(2) = 1⊗ z . (1.4.8)
Then it follows that
ξ = π((ψ⊗ ι)(∆(a∗)(b ⊗ 1)))Λ(z) = Λ((ψ⊗ ι)(∆(a∗) (1⊗ z) (b ⊗ 1)))
=
∑Λ( (ψ⊗ ι)(∆(a∗ ψ(y∗(1)x(1)) y∗(2)) (x(2)b ⊗ 1)) ) .
From this, we see that we have written ξ as a linear combination of elements
in the domain of ξ. Making an analogous computation as in Equation (1.4.8),
we obtain
Gξ =
∑Λ( (ψ⊗ ι)(∆(b∗x∗(2)) (ψ(x∗(1)y(1)) y(2)a⊗ 1)) )
= π((ψ⊗ ι)(∆(b∗)(a⊗ 1))) GΛ(z) .
This will complete, on an informal level, the proof of the proposition.
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How can we turn such an intuitive argument into a precise mathematical
proof? It is clear that everything relies on Equation (1.4.8), where we have
written 1⊗z as a linear combination of elements ∆(u)(v⊗1). Before there is
any hope to make the above argument precise, we will need such a rewriting
of 1⊗ z on the operator algebra level. On the Hopf algebra level, we have
1⊗ z =
∑∆(ψ(y∗(1)x(1)) y∗(2))(x(2) ⊗ 1) . (1.4.9)
Now, consider the sum ∑
ψ(y∗(1)x(1)) y
∗
(2) ⊗ x(2) .
This sum equals the element w defined by
w := (ψ⊗ ι⊗ ι)(∆12(y∗) ∆13(x)) .
To obtain a result as Equation (1.4.9) on the operator algebra level, we
should write the element w as a converging sum of elementary tensors.
Looking closer at the definition of w, we observe that in a certain sense
the first and second leg of w are already separated from each other. In
the proof of Proposition 1.T5.4, we will show carefully how to decompose
w with elementary tensors, and then how to make the above computations
correct.
How can we use Proposition 1.4.4 to define the antipode S through its polar
decomposition S = Rτ− i2 ? First of all, we take the adjoint of the inclusion
in Proposition 1.4.4 to arrive at the following corollary.
Corollary 1.4.5. Consider a,b ∈Nψ. Then
π
(
(ψ⊗ ι)((b∗ ⊗ 1)∆(a)))G∗ ⊆ G∗π((ψ⊗ ι)((a∗ ⊗ 1)∆(b))) .
Next, rewrite Proposition 1.4.4 and its Corollary 1.4.5 in terms of a unitary
operator. Fix a GNS-construction (Hψ,πψ,Λψ) for ψ. Define the unitary
operator U on Hψ ⊗H by
U(Λψ(a)⊗Λ(b)) = (Λψ ⊗Λ)(∆(a)(1⊗ b)) for all a ∈Nψ,b ∈Nϕ .
It follows from the right invariant version of Theorem 1.T3.3 that U is in-
deed unitary.
The right invariant version of Proposition 1.T2.3 implies, for every a,b ∈
Nψ:
(ωΛψ(a),Λψ(b) ⊗ ι)(U) = π((ψ⊗ ι)((b∗ ⊗ 1)∆(a))) . (1.4.10)
Then we can rewrite Proposition 1.4.4 and Corollary 1.4.5 in terms of U .
This gives us the following result.
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Proposition 1.4.6. For every ω ∈ B(Hψ)∗, we have
(ω⊗ ι)(U∗)G ⊆ G(ω¯⊗ ι)(U∗) and (ω⊗ ι)(U)G∗ ⊆ G∗ (ω¯⊗ ι)(U) .
Proof. If ω has the form ω = ωΛψ(a),Λψ(b), the result follows immediately
from Equation (1.4.10), Proposition 1.4.4 and Corollary 1.4.5. Then we have
to observe that these ωΛψ(a),Λψ(b) span a norm dense subspace of B(Hψ)∗.
Using the closedness of G and G∗, the result follows. 
Before we continue the construction of the scaling group (τt), we explain,
as a motivation, how to proceed if we would know that ψ is a KMS-weight
on A. We want to stress that the rigorous mathematical development of
the theory goes on at Theorem 1.4.7, and that we will not be using the next
motivating and informal reasoning.
So, suppose that we have elements a,b ∈ A, such that a and b are analytic
with respect to the modular group (σψt ) ofψ and such that σ
ψ
z (a),σ
ψ
z (b) ∈
Nψ ∩N∗ψ for all z ∈ C.
We can make the following computation:
π
(
(ψ⊗ ι)((b∗ ⊗ 1)∆(a)))G∗G
⊆ G∗π((ψ⊗ ι)((a∗ ⊗ 1)∆(b)))G (1.4.11)
= G∗π((ψ⊗ ι)(∆(b)(σψ−i(a∗)⊗ 1)))G
⊆ G∗G π((ψ⊗ ι)(∆(σψi (a))(b∗ ⊗ 1)))
= G∗G π((ψ⊗ ι)((σψi (b∗)⊗ 1)∆(σψi (a)))) .
Combining this with Equation (1.4.10), we arrive at the following inclusion.
(ωΛψ(a),Λψ(b) ⊗ ι)(U)N ⊆ N(ωΛψ(σψi (a)),Λψ(σψ−i(b)) ⊗ ι)(U) .
Using the modular operator ∇ψ of the weight ψ, and replacing Λψ(a) by ξ
and Λψ(b) by η, we get
(ωξ,η ⊗ ι)(U)N ⊆ N(ω∇−1ψ ξ,∇ψη ⊗ ι)(U) .
From this, it will follow that (see Proposition 1.4.13)
U(∇ψ ⊗N) = (∇ψ ⊗N)U .
This implies that, for allω ∈ B(Hψ)∗:
N−it (ω⊗ ι)(U) Nit = (∇−itψ ω∇itψ ⊗ ι)(U) .
Combining Equation (1.4.10) and Proposition 1.3.5, we get that the slices
(ω ⊗ ι)(U) form a dense subspace of π(A). Then the previous formula
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immediately allows us to define the scaling group (τt) as a norm continuous
one-parameter group of automorphisms of A, in such a way that
π(τt(x)) = N−itπ(x)Nit .
So far for our motivation.
The whole reasoning explained up to now holds if we would already know
that ψ is a KMS-weight. This, we do not know yet at the moment. Never-
theless, we assumed ψ to be approximately KMS. This means that we get
an n.s.f. weight on the von Neumann algebra level. So, we will have to lift
everything to the von Neumann algebra level in order to be able to use
the modular group of ψ. We already observed in Definition 1.3.3 that it
is possible to extend the comultiplication ∆ to the von Neumann algebra
A˜. Looking at the computation in Equation (1.4.11), we would also like to
extend ψ to an n.s.f. weight on this von Neumann algebra A˜. Then there
appears a little subtlety. Because ψ is approximately KMS, we can lift ψ to
an n.s.f. weight on the von Neumann algebra πψ(A)′′, generated in its own
GNS-construction. Nevertheless, we seem to need a lift to the von Neumann
algebra A˜. So, we will first deal with this problem of lifting ψ to A˜.
Also later on, when we want to prove that ψ is in fact a KMS-weight on A,
we will need the modular automorphism group (σψ˜t ) of the extension ψ˜ on
A˜ rather than on πψ(A)′′.
Finally, when we will be introducing the modular element of our reduced
C∗-algebraic quantum group (A,∆), which is the analogue of the modular
function of a locally compact group, we will need the Radon-Nikodym the-
orem to obtain this modular element as the Radon-Nikodym derivative of
the extensions ϕ˜ and ψ˜. Before we will be able to do so, we need to know
that ϕ˜ and ψ˜ can act on the same von Neumann algebra.
So, we have given enough motivation for the next crucial result. For its
proof, we entirely refer to Theorem 1.T4.3. We will also use the next theo-
rem when we will be proving the uniqueness of invariant weights on (A,∆).
That is the reason to prove the result for arbitrary invariant weights η and
ρ.
Theorem 1.4.7. Consider a bi-C∗-algebra (A,∆) possessing a left invariant
approximate KMS-weight and a right invariant approximate KMS-weight. Let
ρ and η be proper weights on A such that ρ is left or right invariant and such
that η is left or right invariant. Then the following holds:
• there exists a unique ∗-isomorphism π : πρ(A) → πη(A) such that
π(πρ(a)) = πη(a) for a ∈ A;
• there exists a unique ∗-isomorphism θ : πρ(A)′′ → πη(A)′′ such that
θ(πρ(a)) = πη(a) for a ∈ A.
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There is an interesting corollary of the previous theorem which should be
mentioned now. Up to now, the definition of a reduced C∗-algebraic quan-
tum group seemed to be asymmetric: we assume faithfulness of the left
invariant weight ϕ and not of the right invariant weight ψ. Hence, it is not
immediately clear that, for a given reduced C∗-algebraic quantum group
(A,∆), the pair (A,σ∆), where σ denotes the flip map, is again a reduced
C∗-algebraic quantum group. As a corollary of the previous theorem, we
prove that this is nevertheless the case.
Recall that we introduced the notations A˜ and ∆˜ in Definition 1.3.3.
Corollary 1.4.8. The weight ψ on A is faithful. In particular, we get that the
pair (A,σ∆) is a reduced C∗-algebraic quantum group.
Proof. Let (Hψ,πψ,Λψ) be a GNS-construction for ψ. Because ψ is approx-
imately KMS, we can extend ψ to an n.s.f. weight ψ˜ on πψ(A)′′. By the
previous theorem, there exists a ∗-isomorphism θ from A˜ onto πψ(A)′′ sat-
isfying θπ = πψ. Because ϕ is faithful, we know that π is faithful. Hence,
also πψ is faithful. Because ψ = ψ˜πψ and because ψ˜ is faithful, we con-
clude that ψ is faithful. 
We already motivated why it is interesting to lift ψ to an n.s.f. weight on the
von Neumann algebra A˜. We also introduce the necessary terminology and
results, which can be deduced immediately from Proposition 4.7.2.
Proposition 1.4.9. Consider a proper weight ψ on (A,∆) which is left or
right invariant. Let (Hψ,πψ,Λψ) be a GNS-construction for ψ. Let ψ˜1 be
the W∗-lift of ψ in its own GNS-construction (Hψ,πψ,Λψ), in the sense of
Definition 4.7.1, with GNS-construction (Hψ, ι, Λ˜1ψ), in the sense of Propo-
sition 4.7.2. Let θ : A˜ → πψ(A)′′ be the unique ∗-isomorphism satisfying
θπ = πψ. Then we define
• ψ˜ = ψ˜1 θ,
• Λ˜ψ = Λ˜1ψ θ.
Then ψ˜ is a normal semi-finite weight on A˜ and (Hψ,θ, Λ˜ψ) is a GNS-con-
struction for ψ˜. We call ψ˜ the W∗-lift of ψ, and we call (Hψ,θ, Λ˜ψ) the
W∗-lift of (Hψ,πψ,Λψ), both in the GNS-construction (H,π,Λ) for ϕ.
Whenever x ∈Nψ˜, there exists a net (xi)i∈I inNψ such that ‖xi‖ ≤ ‖x‖ for
all i ∈ I, such that (π(xi))i∈I converges in the σ -strong∗ topology to x and
such that (Λψ(xi))i∈I converges in norm to Λ˜ψ(x).
When ψ is approximately KMS, then ψ˜ is an n.s.f. weight on A˜.
40 Chapter 1. Locally compact quantum groups
Proof. The result immediately follows from Proposition 4.7.2, by transport-
ing everything with the ∗-isomorphism θ. 
Now, we are able to reconsider the reasoning explained above, using the lift
of ψ to the von Neumann algebra A˜. Recall that we fixed a GNS-construction
(Hψ,πψ,Λψ) for ψ. In accordance with the previous proposition, we intro-
duce the following notation.
Notation 1.4.10. We denote by ψ˜ the W∗-lift of ψ in the GNS-construction
(H,π,Λ) for ϕ, as in Proposition 1.4.9. We denote by (Hψ, π˜ψ, Λ˜ψ) the
W∗-lift of (Hψ,πψ,Λψ).
Since ψ is approximately KMS, we know that ψ˜ is an n.s.f. weight on A˜. We
denote by (σψ˜t ) the modular automorphism group of ψ˜. We denote by Jψ
and ∇ψ, respectively, the modular conjugation and modular operator of the
weight ψ˜ in the GNS-construction (Hψ, π˜ψ, Λ˜ψ).
Denote by ϕ˜ the W∗-lift of ϕ in the GNS-construction (H,π,Λ). To make
these lifted weights useful, we want to prove that ϕ˜ is left invariant on
(A˜, ∆˜) in a von Neumann algebraic sense. So, we prove the following propo-
sition. It goes without saying that the following result also has an obvious
right invariant counterpart, i.e., ψ˜ is right invariant on (A˜, ∆˜).
Proposition 1.4.11. The lifted weight ϕ˜ is left invariant, which means that
ϕ˜
(
(ω ⊗¯ ι)∆˜(x)) =ω(1) ϕ˜(x) ,
for all x ∈M+ϕ˜ and ω ∈ A˜+∗.
Proof. From the left invariance of ϕ, it immediately follows that
ϕ˜
(
(ω ⊗¯ ι)∆˜(x∗x)) =ω(1) ϕ˜(x∗x) , (1.4.12)
for all x ∈ π(Nϕ) andω ∈ A˜+∗.
Fix ω ∈ A˜+∗. Define the sesquilinear mapping T :Nϕ˜ ×Nϕ˜ → A˜ such that
T(x,y) = (ω ⊗¯ ι)∆˜(y∗x). We apply Lemma A.7 with V =Nϕ˜,W = π(Nϕ),
X = H , Λ = Λ˜ and K = ω(1). This is possible thanks to Proposition 1.4.9
and Equation (1.4.12). So, Lemma A.7 implies, for every x ∈Nϕ˜:
ϕ˜
(
(ω ⊗¯ ι)∆˜(x∗x)) = ϕ˜(T(x,x)) =ω(1)‖Λ˜(x)‖2 .
This is precisely what we wanted to prove. 
Also recall that we can introduce the unitary operator U on Hψ ⊗ H given
by
U(Λψ(a)⊗Λ(b)) = (Λψ ⊗Λ)(∆(a)(1⊗ b)) for all a ∈Nψ,b ∈Nϕ
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and then Equation (1.4.10) holds.
Using a computation as in Equation (1.4.11) and using Equation (1.4.10), one
can easily understand that the following lemma is not so surprising.
We will use the Tomita ∗-algebra Tψ˜ of ψ˜ consisting of all elements x ∈ A˜
such that x is analytic with respect to (σ ψ˜t ) and σ
ψ˜
z (x) ∈Nψ˜ ∩N∗ψ˜ for all
z ∈ C.
Lemma 1.4.12. Consider a ∈Nψ˜ ∩N∗ψ˜ and b ∈ Tψ˜. Then
(ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)(U)∗ = (ωΛ˜ψ(a∗),Λ˜ψ(σψ˜−i(b∗)) ⊗ ι)(U) .
Proof. Denote by ϕ˜ the W∗-lift of ϕ in the GNS-construction (H,π,Λ), and
use the notation (H, ι, Λ˜) to denote the lifted GNS-construction. Because
π(Nψ) and π(Nϕ) are σ -strong∗–norm cores for Λ˜ψ and Λ˜ respectively,
we get
U(Λ˜ψ(a)⊗ Λ˜(b)) = (Λ˜ψ ⊗¯ Λ˜)(∆˜(a)(1⊗ b)) ,
for all a ∈ Nψ˜ and b ∈ Nϕ˜. Arguing as in Proposition 1.T2.3, we get, for
a,b ∈Nψ˜:
(ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)(U) = (ψ˜ ⊗¯ ι)((b∗ ⊗ 1)∆˜(a)) .
Hence, we get for all a ∈Nψ˜ ∩N∗ψ˜ and b ∈ Tψ˜:
(ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)(U)∗ = (ψ˜ ⊗¯ ι)(∆˜(a∗)(b ⊗ 1))
= (ψ˜ ⊗¯ ι)((σψ˜i (b)⊗ 1)∆˜(a∗))
= (ωΛ˜ψ(a∗),Λ˜ψ(σψ˜−i(b∗)) ⊗ ι)(U) .
This concludes the proof of the lemma. 
Then we can prove the following crucial commutation relation. Our argu-
ment will be a rigorous version of the computation in Equation (1.4.11).
Proposition 1.4.13. The following commutation relation holds:
U (∇ψ ⊗N) = (∇ψ ⊗N)U.
Proof. Choose a,b ∈ Tψ˜. Using twice Lemma 1.4.12 and once Proposi-
tion 1.4.6, we get
(ωΛ˜ψ(b),Λ˜ψ(a) ⊗ ι)(U)G = (ωΛ˜ψ(b∗),Λ˜ψ(σψ˜−i(a∗)) ⊗ ι)(U)∗G
⊆ G(ωΛ˜ψ(σψ˜−i(a∗)),Λ˜ψ(b∗) ⊗ ι)(U)∗
= G(ωΛ˜ψ(σψ˜i (a)),Λ˜ψ(σψ˜−i(b)) ⊗ ι)(U) .
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Using Proposition 1.4.6 once more, the chain of inclusions above gives
(ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)(U)N = (ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)(U)G∗G
⊆ G∗ (ωΛ˜ψ(b),Λ˜ψ(a) ⊗ ι)(U)G
⊆ G∗G(ωΛ˜ψ(σψ˜i (a)),Λ˜ψ(σψ˜−i(b)) ⊗ ι)(U)
= N (ω∇−1ψ Λ˜ψ(a),∇ψΛ˜ψ(b) ⊗ ι)(U) .
Since Λ˜ψ(Tψ˜) is a core for both ∇−1ψ and ∇ψ, the previous inclusion implies
(ωv,w ⊗ ι)(U)N ⊆ N (ω∇−1ψ v,∇ψw ⊗ ι)(U) ,
for all v ∈ D(∇−1ψ ) and w ∈ D(∇ψ).
Hence, Lemma A.8 implies that U (∇ψ ⊗N) = (∇ψ ⊗N)U . 
Then we have gathered enough material to introduce the scaling group (τt)
of our reduced C∗-algebraic quantum group (A,∆). We do not introduce
yet the terminology the scaling group of (A,∆) because, up to now, it is not
clear that the following definition of (τt) is independent of the choices of
ϕ and ψ.
Proposition 1.4.14. • There exists a unique strongly continuous one-pa-
rameter group τ˜ of automorphisms of A˜ such that τ˜t(x) = N−it x Nit
for all t ∈ R and x ∈ A˜.
• There exists a unique norm continuous one-parameter group τ of au-
tomorphisms of A such that τ˜t π = π τt for all t ∈ R.
• We have that (σ ψ˜t ⊗¯ τ˜−t)∆˜ = ∆˜σψ˜t for all t ∈ R.
Proof. Combining Equation (1.4.10) and Proposition 1.3.5, we get
π(A) = [ (ω⊗ ι)(U) |ω ∈ B(Hψ)∗ ] . (1.4.13)
By the commutation relation (∇ψ ⊗N)U = U (∇ψ ⊗N), we have
N−it (ω⊗ ι)(U) Nit = (∇−itψ ω∇itψ ⊗ ι)(U) ,
for all t ∈ R. Therefore, Equation (1.4.13) implies that
1. N−it π(A)Nit = π(A) for all t ∈ R;
2. N−it A˜Nit = A˜ for all t ∈ R;
3. for every a ∈ A, the function R → π(A) : t → N−it π(a)Nit is norm
continuous.
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The equality in 2. above implies immediately that we can define a strongly
continuous one-parameter group τ˜ of automorphisms of A˜ such that, for all
t ∈ R and x ∈ A˜, τ˜t(x) = N−it x Nit . The equality in 1. and the injectivity
of π allows us to define a one-parameter group τ of automorphisms of A
such that τ˜t π = π τt for all t ∈ R. The third property implies that τ is
norm continuous.
It is easy to see that (πψ ⊗π)(∆(a)) = U(πψ(a)⊗ 1)U∗ for all a ∈ A. This
implies that (π˜ψ ⊗¯ ι)(∆˜(x)) = U(π˜ψ(x)⊗ 1)U∗ for x ∈ A˜. So, we have, for
x ∈ A˜ and t ∈ R:
(π˜ψ ⊗ ι)
(
(σψ˜t ⊗¯ τ˜−t)∆˜(x)) = (∇itψ ⊗Nit) ((π˜ψ ⊗¯ ι)∆˜(x)) (∇−itψ ⊗N−it)
= (∇itψ ⊗Nit)U(π˜ψ(x)⊗ 1)U∗ (∇−itψ ⊗N−it)
= U (∇itψ π˜ψ(x)∇−itψ ⊗ 1)U∗
= (π˜ψ ⊗¯ ι)∆˜(σ ψ˜t (x)).
Because π˜ψ is faithful, (σ
ψ˜
t ⊗¯ τ˜−t)∆˜(x) = ∆˜(σ ψ˜t (x)). 
The next commutation rule is now more or less obvious.
Proposition 1.4.15. We have ∆τt = (τt ⊗ τt)∆ for all t ∈ R.
Proof. Let t ∈ R. From ∆˜σψ˜t = (σψ˜t ⊗¯ τ˜−t)∆˜, we can conclude that
(σψ˜t ⊗¯ ∆˜ τ˜−t)∆˜ = (ι ⊗¯ ∆˜)∆˜σψ˜t = (∆˜ ⊗¯ ι)∆˜σψ˜t = (∆˜σψ˜t ⊗¯ τ˜−t) ∆˜
= (σψ˜t ⊗¯ τ˜−t ⊗¯ τ˜−t)(∆˜ ⊗¯ ι)∆˜ = (σ ψ˜t ⊗¯ (τ˜−t ⊗¯ τ˜−t)∆˜ )∆˜ ,
implying that (ι ⊗¯ ∆˜ τ˜−t)∆˜ = (ι ⊗¯ (τ˜−t ⊗¯ τ˜−t)∆˜ )∆˜. By composing this equal-
ity with π (from the right of course), this gives
(π ⊗π ⊗π)(ι⊗∆τ−t)∆ = (π ⊗π ⊗π)(ι⊗ (τ−t ⊗ τ−t)∆ )∆
so that the injectivity of π implies that
(ι⊗∆τ−t)∆ = (ι⊗ (τ−t ⊗ τ−t)∆ )∆ .
Then we get
∆(τ−t((ω⊗ ι)∆(a))) = (τ−t ⊗ τ−t)∆((ω⊗ ι)∆(a)) ,
for allω ∈ A∗ and a ∈ A. Density gives the conclusion. 
As we explained previously, we want to introduce the antipode S through its
polar decomposition S = Rτ− i2 . So, we want to define the unitary antipode
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R such that π(R(x)) = Iπ(x)∗I. Before such a definition for R can be
given, we need to know that Iπ(A)I = π(A). We already know that the
slices (ω⊗ ι)(U) give a dense subspace of π(A). Hence, it is clear why the
following result is useful.
Proposition 1.4.16. For all ξ, η ∈ Hψ, we have
I(ωη,ξ ⊗ ι)(U)∗I = (ωJψξ,Jψη ⊗ ι)(U) .
In other words, we have
(Jψ ⊗ I)U(Jψ ⊗ I) = U∗ .
Proof. Using Proposition 1.4.6, we know that, for all ξ, η ∈ Hψ:
(ωξ,η ⊗ ι)(U∗)GN−
1
2 ⊆ G(ωη,ξ ⊗ ι)(U∗)N−
1
2 . (1.4.14)
From Proposition 1.4.13, it follows that
U∗(∇−
1
2
ψ ⊗N−
1
2 ) = (∇−
1
2
ψ ⊗N−
1
2 )U∗ .
Looking at the proof of Lemma A.8, we may conclude that, for all η ∈ D(∇
1
2
ψ)
and ξ ∈ D(∇−
1
2
ψ ):
(ωη,ξ ⊗ ι)(U∗)N−
1
2 ⊆ N− 12 (ω
∇
1
2
ψ η,∇
− 12
ψ ξ
⊗ ι)(U∗) .
Combining this with Equation (1.4.14), we arrive at
(ωξ,η ⊗ ι)(U∗)GN−
1
2 ⊆ GN− 12 (ω
∇−
1
2
ψ ξ,∇
1
2
ψ η
⊗ ι)(U)∗ , (1.4.15)
for all η ∈ D(∇
1
2
ψ) and ξ ∈ D(∇−
1
2
ψ ).
From Lemma 1.4.12, we get that for all a,b ∈ Tψ˜:
(ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)(U)∗ = (ωJψ∇ 12ψ Λ˜ψ(a),Jψ∇− 12ψ Λ˜ψ(b) ⊗ ι)(U) .
Because Λ˜ψ(Tψ˜) is a core for both ∇ 12ψ and ∇− 12ψ , we obtain that for all η ∈
D(∇
1
2
ψ) and ξ ∈ D(∇−
1
2
ψ ):
(ω
∇−
1
2
ψ ξ,∇
1
2
ψ η
⊗ ι)(U)∗ = (ωJψξ,Jψη ⊗ ι)(U) .
Combining this with Equation (1.4.15), we arrive at
(ωξ,η ⊗ ι)(U∗)GN−
1
2 ⊆ GN− 12 (ωJψξ,Jψη ⊗ ι)(U) .
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Because GN−
1
2 ⊆ I, the first statement of the proposition follows from this
final inclusion. To conclude the second statement, we just apply the first
statement to a vector ρ ∈ H and take the scalar product of the result with
a vector µ ∈ H . Then we compute the result of left- and right-hand side.
Such a computation is done in full detail in the last two paragraphs of the
proof of Proposition 1.6.14. 
From the previous proposition, the following result follows in the obvious
way. Again, we do not introduce yet the terminology the unitary antipode
of (A,∆) because it is not clear at the moment that the following definition
of R is independent of the choice of ϕ and ψ.
Proposition 1.4.17. • There exists a unique *-anti-automorphism R˜ of A˜
such that R˜(x) = I x∗ I for all x ∈ A˜.
• There exists a unique *-anti-automorphism R of A such that π R = R˜ π .
Moreover, we have
R˜
(
(ωξ,η ⊗ ι)(U)
) = (ωJψη,Jψξ ⊗ ι)(U) .
Proof. We already know that the slices (ω⊗ ι)(U) give a dense subspace of
π(A), and hence, also a σ -strong∗ dense subspace of A˜. Then the previous
proposition shows that we can define a *-anti-automorphism R˜ of A˜ by the
formula R˜(x) = Ix∗I for all x ∈ A˜. The same proposition implies that
R˜(π(A)) = π(A), and so we can also define R.
The stated formula for R˜ is an immediate consequence of the previous
proposition. 
We immediately state the following useful corollary.
Corollary 1.4.18. We have
σ(R ⊗ R)∆ = ∆R .
Proof. By the right invariant version of Proposition 1.T2.3, it follows that,
for allω ∈ B(H)∗ and all a ∈Nψ:
(ι⊗ω)(U)Λψ(a) = Λψ((ι⊗ω)∆(a)) .
Because the slices (ω⊗ ι)(U) belong to π(A), we may conclude that
U ∈ B(Hψ) ⊗¯ A˜
and, arguing in the same way as in the proof of the pentagonal equation for
W at the end of Section 1.3, we get
(ι ⊗¯ ∆˜)(U) = U12U13 .
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Then we get, for all ξ, η ∈ Hψ:
(R˜ ⊗¯ R˜)∆˜((ωξ,η ⊗ ι)(U)) = (I ⊗ I)(ωξ,η ⊗ ι⊗ ι)(U12U13)∗(I ⊗ I)
= (I ⊗ I)(ωη,ξ ⊗ ι⊗ ι)(U∗13U∗12)(I ⊗ I)
= (ωJψη,Jψξ ⊗ ι⊗ ι)
(
(Jψ ⊗ I ⊗ I)U∗13U∗12(Jψ ⊗ I ⊗ I)
)
= (ωJψη,Jψξ ⊗ ι⊗ ι)(U13U12) .
So, it follows that
σ(R˜ ⊗¯ R˜)∆˜((ωξ,η ⊗ ι)(U)) = (ωJψη,Jψξ ⊗ ι⊗ ι)(U12U13)
= ∆˜((ωJψη,Jψξ ⊗ ι)(U))
= ∆˜(R˜((ωξ,η ⊗ ι)(U))) .
Because the elements (ωξ,η ⊗ ι)(U) are σ -strong∗ dense in A˜, we may con-
clude that
σ(R˜ ⊗¯ R˜)∆˜ = ∆˜R˜ .
From this, our proposition follows immediately. 
We finally introduce the antipode of (A,∆).
Definition 1.4.19. We define
S = Rτ− i2 and S˜ = R˜ τ˜− i2 .
We collect the most basic properties of S in the following proposition. They
follow easily from the corresponding results for τ− i2 .
Note that τt R = R τt for all t ∈ R since I N I = N−1.
Proposition 1.4.20. The linear map S has the following properties:
1. S is densely defined and has dense range;
2. S is injective and S−1 = R τ i
2
= τ i
2
R;
3. S is anti-multiplicative: for all x,y ∈ D(S), we have xy ∈ D(S) and
S(xy) = S(y)S(x);
4. for all x ∈ D(S), we have S(x)∗ ∈ D(S) and S(S(x)∗)∗ = x;
5. S2 = τ−i.
Proposition 1.4.21. We have the following commutation relations:
• R S = S R;
• τt S = S τt for t ∈ R.
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1.5 The KMS-property for invariant weights
We still keep fixed our reduced C∗-algebraic quantum group (A,∆), a faith-
ful left invariant approximate KMS-weight ϕ with GNS-construction (H,π,Λ) and a right invariant approximate KMS-weight ψ with GNS-construction
(Hψ,πψ,Λψ). From Corollary 1.4.8, we know that ψ is faithful.
In this section, we want to prove the following crucial theorem.
Theorem 1.5.1. If η is a left or right invariant approximate KMS-weight on
(A,∆), then η is a KMS-weight.
Because also (A,σ∆) is a reduced C∗-algebraic quantum group (see Corol-
lary 1.4.8) and because in the beginning of the story ψ is chosen to be an
arbitrary right invariant approximate KMS-weight on A, we only have to
prove the following proposition.
Proposition 1.5.2. The weight ψ is a KMS-weight on A.
In the course of the proof of this proposition, we will need an important
result, which we prove afterwards.
Recall that we already introduced the W∗-lift ψ˜ ofψ in the GNS-construction
(H,π,Λ) in Notation 1.4.10. This ψ˜ is an n.s.f. weight on A˜ with GNS-
construction (Hψ, π˜ψ, Λ˜ψ). We denoted the modular automorphism group
of ψ˜ by (σ ψ˜t ). Now, we also introduce the W∗-lift ϕ˜ of ϕ in its own GNS-
construction (H,π,Λ), as in Proposition 4.7.2. Then ϕ˜ is an n.s.f. weight
on A˜ with GNS-construction (H, ι, Λ˜) and we use the notation (σ˜t) to denote
the modular automorphism group of ϕ˜.
Having fixed ϕ and ψ, we can introduce the one-parameter group (τ˜t) of
automorphisms of A˜ as in Proposition 1.4.14. We also recall that we can
introduce the multiplicative unitary W on H ⊗H as in Theorem 1.3.1. From
Proposition 1.T2.3, it follows that
(ι⊗ωΛ(a),Λ(b))(W) = π((ι⊗ϕ)(∆(b∗)(1⊗ a))) ,
for all a,b ∈Nϕ. Further, it follows from Proposition 1.3.4 that
π(A) = [(ι⊗ω)(W) |ω ∈ B(H)∗] . (1.5.1)
Proof of Proposition 1.5.2. Take t ∈ R. Define κt = τ˜t σ ψ˜t . So, κt is a ∗-
automorphism on A˜. We want to prove that ϕ˜κt = ϕ˜. Once we have this
at our disposal, we will be able to define, for every t ∈ R, a unitary Ut on
H such that UtΛ˜(x) = Λ˜(κt(x)) for all x ∈ Nϕ˜. Then it will not be too
hard to show that κt((ι⊗ω)(W)) = (ι⊗ωU∗t )(W) for allω ∈ B(H)∗. From
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this, it will follow that κt(π(A)) = π(A) and that t → κt(π(x)) is norm
continuous for all x ∈ A. Because we already know that we can define τt
on A, the previous statement will also be true for σψ˜t instead of κt and that
will be enough to prove our theorem.
We now give the details of the reasoning above. Propositions 1.4.14 and
1.4.15 give
(κt ⊗¯ ι)∆˜ = (τ˜t σ ψ˜t ⊗¯ τ˜t τ˜−t)∆˜ = (τ˜t ⊗¯ τ˜t)∆˜σψ˜t = ∆˜ τ˜t σ ψ˜t = ∆˜κt .
Take y ∈M+ϕ˜ and chooseω ∈ A˜+∗. Then (ω ⊗¯ ι)∆˜(κt(y)) = (ωκt ⊗¯ ι)∆˜(y).
From the left invariant version of Proposition 1.4.11, it follows that ϕ˜ is
left invariant. Hence, (ω ⊗¯ ι)∆˜(κt(y)) belongs toM+ϕ˜. Next, using Proposi-
tion 1.5.3, which we prove further, we may conclude that κt(y) ∈M+ϕ˜.
Take ω ∈ A˜+∗ such that ω(1) = 1. The left invariance of ϕ˜ implies that
ϕ˜(κt(y)) = ϕ˜
(
(ω ⊗¯ ι)∆˜(κt(y))) = ϕ˜((ωκt ⊗¯ ι)∆˜(y))
= (ωκt)(1) ϕ˜(y) = ϕ˜(y) .
The relation (κ−1t ⊗¯ ι)∆˜ = ∆˜κ−1t gives in a similar way that κ−1t (M+ϕ˜) ⊆M+ϕ˜.
So, we have proven that ϕ˜ is invariant under κt . Define the unitary operator
Ut ∈ B(H) such that UtΛ˜(a) = Λ˜(κt(a)) for all a ∈Nϕ˜.
Arguing as in the proof of Lemma 1.4.12, one checks easily that
(ι⊗ωΛ˜(a),Λ˜(b))(W) = (ι ⊗¯ ϕ˜)(∆˜(b∗)(1⊗ a)) ,
for all a,b ∈Nϕ˜. This implies
κt(ι⊗ωΛ˜(a),Λ˜(b))(W) = (ι ⊗¯ ϕ˜)(∆˜(κt(b)∗)(1⊗ a)) = (ι⊗ωΛ˜(a),UtΛ˜(b))(W) ,
for all a,b ∈Nϕ˜ and t ∈ R.
So, we get
κt((ι⊗ω)(W)) = (ι⊗ωU∗t )(W) , (1.5.2)
for all ω ∈ B(H)∗. From Equation (1.5.1), it now follows immediately that
κt(π(A)) = π(A) for all t ∈ R.
Choose c,d ∈Nϕ˜ andω ∈ Gϕ. Using Notation 4.1.3 and Proposition 4.1.4,
we have
〈Ut Λ˜(c), TωΛ˜(d)〉 = 〈κt(c) ξω,dξω〉 = 〈c∇−it Nitξω,∇−it Nitdξω〉 ,
implying that the function R → C : t → 〈Ut Λ˜(c), TωΛ˜(d)〉 is continuous.
Since (Tω)ω∈Gϕ converges weakly to 1 and Λ˜(Nϕ˜) is dense in H , this im-
plies that the function R → C : t → 〈Ut v,w〉 is continuous for all v,w ∈ H .
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So, we see that the function R → B(H) : t → Ut is weakly continuous and
therefore, strongly∗ continuous (because both topologies agree on the set
of unitaries). Combining this with Equation (1.5.2), we get that the function
R → π(A) : t → κt(x) is norm continuous for every x ∈ π(A).
Since σψ˜t = τ˜−t κt for all t ∈ R (and τ˜ satisfies similar properties as κ), we
conclude that
• σ˜ ψ˜t (π(A)) = π(A) for t ∈ R;
• for x ∈ π(A), the function R → π(A) : t → σ˜ ψ˜t (x) is norm continuous.
Therefore, the injectivity of π implies the existence of a norm continuous
one-parameter group σψ on A such that π σψt = σψ˜t π for t ∈ R. It is now
easy to check that ψ is a KMS-weight on A with modular group σψ. 
In order to make the proof of Proposition 1.5.2 complete, we have to fill in a
gap. We will prove the following strengthening of the left invariance of the
weight ϕ˜.
Proposition 1.5.3. Consider x ∈ A˜+ such that (ω ⊗¯ ι)∆˜(x) belongs to M+ϕ˜
for every ω ∈ A˜+∗. Then x belongs toM+ϕ˜.
Of course, also the right invariant version of the previous proposition will
hold, and by symmetry it is enough to prove this right invariant version.
Proposition 1.5.4. Consider x ∈ A˜+ such that (ι ⊗¯ω)∆˜(x) belongs to M+ψ˜
for every ω ∈ A˜+∗. Then x belongs toM+ψ˜.
Proof. Take y ∈ A˜+ such that (ι ⊗¯ω)∆˜(y) ∈ M+ψ˜ for all ω ∈ A˜+∗. Put
yµ = (µ˜ ⊗¯ ι)∆˜(y) for µ ∈ Gψ (µ˜ is defined right before Definition 4.7.1).
Let v ∈ H . We have, for every µ ∈ Gψ:
‖y
1
2
µ v‖2 = 〈yµ v,v〉 = µ˜((ι ⊗¯ωv,v)∆˜(y)) ≤ ψ˜((ι ⊗¯ωv,v)∆˜(y)) .
So, the net (y
1
2
µ v )µ∈Gψ is bounded. Therefore, the uniform boundedness
principle implies that the net (y
1
2
µ )µ∈Gψ is bounded. Hence, we have a
bounded increasing net (yµ)µ∈Gψ in A˜+. Denote its strong limit by z ∈ A˜+.
Since 〈yµ v,v〉 = µ˜((ι ⊗¯ωv,v)∆˜(y)) for µ ∈ Gψ, Definition 4.7.1 implies
that 〈zv,v〉 = ψ˜((ι ⊗¯ωv,v)∆˜(y)) for all v ∈ H . Because any element in A˜+∗
can be written as a norm convergent sum of vector functionals, the lower
semi-continuity of ψ˜ now implies that µ(z) = ψ˜((ι ⊗¯µ)∆˜(y)) for every
µ ∈ A˜+∗.
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Take ω,µ ∈ A˜+∗. Because (ι ⊗¯µ)∆˜(y) ∈M+ψ˜, the right invariance of ψ˜ gives
(ω ⊗¯µ)∆˜(z) = ψ˜((ι ⊗¯ (ω ⊗¯µ)∆˜)∆˜(y)) = ψ˜((ι ⊗¯ω)∆˜((ι ⊗¯µ)∆˜(y)))
= ω(1) ψ˜((ι ⊗¯µ)∆˜(y)) =ω(1)µ(z) .
Consequently, ∆˜(z) = 1 ⊗ z. Therefore, Proposition 1.5.5 following this
proof implies the existence of λ ∈ R+ such that z = λ1 and hence,
ψ˜((ι ⊗¯ω)∆˜(y)) =ω(z) = λω(1) ,
for allω ∈ A˜+∗.
Now, define the mapping θ : A˜+ → [0,+∞] in the following way. Let y ∈ A˜+.
• If (ι ⊗¯ω)∆˜(y) ∈ M+ψ˜ for all ω ∈ A˜+∗, we define θ(y) ∈ R+ such that
ψ˜((ι ⊗¯ω)∆˜(y)) =ω(1)θ(y) for allω ∈ A˜+∗.
• If there exists an ω ∈ A˜+∗ such that (ι ⊗¯ω)∆˜(y) $∈ M+ψ˜, we define
θ(y) = +∞.
It is easy to see that θ is a weight. Since
θ(y) = sup{ ψ˜((ι ⊗¯ω)∆˜(y)) |ω ∈ A˜+∗,ω(1) = 1 } , (1.5.3)
for all y ∈ A˜+, the weight θ is normal (as a supremum of σ -weakly lower
semi-continuous functions).
Take t ∈ R and y ∈ A˜+. Using Proposition 1.4.14, we have for allω ∈ A˜+∗:
ψ˜
(
(ι ⊗¯ω)∆˜(σψ˜t (y))) = ψ˜(σψ˜t ((ι ⊗¯ωτ˜−t)∆˜(y))) = ψ˜((ι ⊗¯ωτ˜−t)∆˜(y)) .
Therefore, Equation (1.5.3) implies that θ(σψ˜t (y)) = θ(y).
Because ψ˜ is right invariant, the definition of θ implies immediately that θ
is an extension of ψ˜. Combining this with the fact that θ is invariant under
σψ˜, the W∗-version of Proposition 4.4.5 implies that θ = ψ˜ and the result
follows. 
Finally, we prove the following result, which was needed in the proof of
Proposition 1.5.4.
Proposition 1.5.5. Consider x ∈ A˜. If ∆˜(x) = 1 ⊗ x or ∆˜(x) = x ⊗ 1, then
x ∈ C1.
Proof. First, we suppose that ∆˜(x) = 1⊗x. For n ∈ N, we define xn,yn ∈ A˜
such that (the integrals are in the strong topology)
xn = n√π
∫
exp(−n2t2)σψ˜t (x)dt
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and
yn = n√π
∫
exp(−n2t2) τ˜−t(x)dt .
Then xn is analytic with respect to σψ˜. Because (σ
ψ˜
t ⊗ τ˜−t)∆˜ = ∆˜σψ˜t for
t ∈ R (see Proposition 1.4.14), it is, moreover, clear that ∆˜(xn) = 1⊗yn.
Now, we take d ∈ M+ψ˜ such that ψ˜(d) = 1. Because xn ∈ D(σψ˜i
2
), we know
that dxn ∈Mψ˜. Take ω ∈ A˜∗. Then we have
(ι ⊗¯ω)∆˜(dxn) = (ι ⊗¯ynω)∆˜(d) .
By right invariance of ψ˜, we know that
(ι ⊗¯ω)∆˜(dxn) ∈ Mψ˜ , (ι ⊗¯ynω)∆˜(d) ∈Mψ˜
and
ψ˜(dxn)ω(1) = ψ˜
(
(ι ⊗¯ω)∆˜(dxn)) = ψ˜((ι ⊗¯ynω)∆˜(d))
= (ynω)(1) ψ˜(d) =ω(yn) .
So, we get that yn = ψ˜(dxn)1.
Because (yn)∞n=1 converges strongly to x, (ψ˜(dxn))
∞
n=1 is a Cauchy se-
quence and so, it converges to a number λ ∈ C. Then x = λ1.
If ∆˜(x) = x ⊗ 1, we can use the opposite comultiplication to get that x is a
scalar. 
1.6 Characterizations of the antipode
In this section, we want to give several characterizations of the antipode
S and its polar decomposition S = Rτ− i2 . In particular, in Theorems 1.6.10
and 1.6.12, the antipode S is characterized solely in terms of the comultipli-
cation, very much in the spirit of Hopf C∗-algebras [119, 120] that we devel-
oped with A. Van Daele. One of the consequences will be that S, R and (τt)
do not depend on the choice of ϕ and ψ. Because we still did not establish
this last result, we state clearly that we fixed a reduced C∗-algebraic quan-
tum group (A,∆), a faithful left invariant approximate KMS-weight ϕ with
GNS-construction (H,π,Λ) and a right invariant approximate KMS-weight
ψ with GNS-construction (Hψ,πψ,Λψ).
Having fixedϕ and ψ, we defined the automorphism group (τt) in Proposi-
tion 1.4.14 and the anti-automorphism R in Proposition 1.4.17. Finally, we
defined the antipode S in Definition 1.4.19. We also recall that the operators
I and N were introduced in Notation 1.4.2.
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From Theorem 1.5.1, we know that both ϕ and ψ are faithful KMS-weights
on A. The (unique) modular automorphism groups of ϕ and ψ will be
denoted by (σt) and (σ
ψ
t ) respectively.
As an immediate corollary of Proposition 1.4.14, we get the following result.
Proposition 1.6.1. For all t ∈ R, we have (σψt ⊗ τ−t)∆ = ∆σψt .
Using as before the notation Tψ to denote the set of elements x ∈ A which
are analytic with respect to (σψt ) and satisfy σ
ψ
z (x) ∈ Nψ ∩ N∗ψ for all
z ∈ C, we arrive at the following interesting formula.
Proposition 1.6.2. For all a,b ∈ Tψ, we have
R
(
(ψ⊗ ι)((b∗ ⊗ 1)∆(a))) = (ψ⊗ ι)(∆(σψ− i2 (b∗))(σψ− i2 (a)⊗ 1)) .
Proof. Using again the unitary operator U on Hψ ⊗H defined by
U(Λψ(a)⊗Λ(b)) = (Λψ ⊗Λ)(∆(a)(1⊗ b)) for all a ∈Nψ,b ∈Nϕ
and using Proposition 1.4.17, we get for all a,b ∈ Tψ:
R˜
(
(ωΛψ(a),Λψ(b) ⊗ ι)(U)) = (ωJψΛψ(b),JψΛψ(a) ⊗ ι)(U)
= (ωΛψ(σψ− i2 (b∗)),Λψ(σψi2 (a)∗) ⊗ ι)(U) .
Using Equation (1.4.10) on page 36, we get
R
(
(ψ⊗ ι)((b∗ ⊗ 1)∆(a))) = (ψ⊗ ι)((σψi
2
(a)⊗ 1)∆(σψ− i2 (b∗)))
= (ψ⊗ ι)(∆(σψ− i2 (b∗))(σψ− i2 (a)⊗ 1)) .
This concludes the proof of the proposition. 
Now, we can prove already that S, R and (τt) do not depend on the choice
of ϕ.
Corollary 1.6.3. S, R and τ do not depend on the choice of ϕ.
Proof. From Proposition 1.6.1, it follows that for all ω ∈ A∗ and x ∈ A, we
have
τt((ω⊗ ι)∆(x)) = (ωσψt ⊗ ι)∆(σψ−t(x)) .
Combining this with the density condition in the definition of the reduced
C∗-algebraic quantum group (A,∆), we get that τt does not depend on ϕ.
Looking at Proposition 1.6.2 and using the fact that these elements
(ψ⊗ ι)((b∗ ⊗ 1)∆(a)) ,
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with a,b ∈ Tψ, are dense in A, we clearly get that R does not depend on ϕ.
Because S is defined as S = Rτ− i2 , we also get that S does not depend on
ϕ. 
Recall that, originally, we used Equation (1.4.2) on page 32 as a motivation
for the construction of the antipode. We will now show carefully how Equa-
tion (1.4.2) determines the antipode S completely. In the terminology of
Kac algebras, one would refer to the formula in the next proposition as the
strong right invariance.
Proposition 1.6.4. For all a,b ∈Nψ, we have (ψ⊗ ι)((a∗⊗1)∆(b)) ∈ D(S)
and
S
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b))) = (ψ⊗ ι)(∆(a∗)(b ⊗ 1)) .
Moreover, we have that
〈 (ψ⊗ ι)((a∗ ⊗ 1)∆(b)) | a,b ∈ Nψ〉
is a core for S.
Proof. Choose a,b ∈ Nψ. Remembering that G∗ = N 12 I, Corollary 1.4.5
implies
π
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b)))N 12 ⊆ N 12 I π((ψ⊗ ι)((b∗ ⊗ 1)∆(a))) I .
Because τ˜ is implemented by N−1, this implies thatπ
(
(ψ⊗ι)((a∗⊗1)∆(b)))
belongs to D(τ˜− i2 ) and
τ˜− i2
(
π
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b))) ) = I π((ψ⊗ ι)((b∗ ⊗ 1)∆(a))) I
= π(R((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) ) .
Because this last element belongs to π(A), we get (see e.g. Proposition 1.24
of [60]) that (ψ⊗ ι)((a∗ ⊗ 1)∆(b)) ∈ D(τ− i2 ) and
τ− i2
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b))) = R((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) .
Since S = R τ− i2 , the first statement of the proposition follows.
The second one follows by observing that the stated subspace of A is dense,
invariant under τ by the commutation rule (σψt ⊗ τ−t)∆ = ∆σψt , and is a
subspace of D(τ− i2 ); see e.g. Corollary 1.22 of [60]. 
In the next results, we want to prove analogous results as above for the left
invariant weight ϕ. So, we want to prove the formulas
∆σt = (τt ⊗ σt)∆ (1.6.1)
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and
S
(
(ι⊗ϕ)(∆(a∗)(1⊗b))) = (ι⊗ϕ)((1⊗a∗)∆(b)) for all a,b ∈Nϕ . (1.6.2)
This time, we can not simply use the opposite comultiplication as we al-
ready did sometimes before, because we do not know yet how S behaves
when we look at (A,σ∆) rather than (A,∆).
So, we will have to follow a different strategy to prove the previous formu-
las. In a sense, we will first prove a characterization of the antipode which
is really in terms of ∆ and nothing else. Using this characterization, we can
arrive at Equation (1.6.2) and then Equation (1.6.1) will be a corollary.
We start off with an informal motivation for this characterization of the
antipode. The precise mathematical development of the theory starts again
with Definition 1.6.5.
Whenever
1⊗ a =
∑
i∈I
(pi ⊗ 1)∆(qi) , (1.6.3)
then
1⊗ S(a) =
∑
i∈I
∆(pi)(qi ⊗ 1)
and such elements a will provide a core for S.
Those who are familiar with the work of A. Van Daele on multiplier Hopf
algebras [129] or with our joint work with A. Van Daele on Hopf C∗-algebras
[119, 120], will observe that the previous statement was used more or less to
define the antipode in these frameworks. We explain the previous statement
in the case of a Hopf algebra (A,∆) and a finite sum (i.e., I is finite).
Changing slightly the notation, and using the Sweedler notation (now, we
are really on a very informal level!), our assumption is that
1⊗ a =
∑
(pi ⊗ 1)∆(qi) =∑piqi(1) ⊗ qi(2) .
Applying ∆ to the first leg, we get
1⊗ 1⊗ a =
∑
pi(1)q
i
(1) ⊗ pi(2)qi(2) ⊗ qi(3) .
Now, we apply S to the third leg and then we multiply the second and third
leg to get
1⊗ S(a) =
∑
pi(1)q
i
(1) ⊗ pi(2)qi(2)S(qi(3))
=
∑
pi(1)q
i ⊗ pi(2) =
∑∆(pi)(qi ⊗ 1) .
This motivates the statement above. It is also not so difficult to understand
that a lot of elements a ∈ A can be written as in Equation (1.6.3). In fact,
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we already did such a thing (up to an application of the adjoint) in Equa-
tion (1.4.8) on page 35, using the right invariant weight ψ.
We now give a precise account of this characterization of the antipode S.
First of all, we will have to work with infinite sums (i.e., I an infinite set).
So, we will have to ensure that the sum is convergent. For this reason, we
introduce some new terminology. In fact, we define which families (pi) and
(qi) may be used to obtain a (strictly) convergent sum in Equation (1.6.3).
Those who are willing to accept that, in a proper framework, everything
always converges, can take a quick glance at the next definition and then
immediately go to Theorem 1.6.10.
Definition 1.6.5. Consider a C∗-algebra B and an index set I. Then we define
the following sets
1. MCI(B) = {x an I-tuple in M(B) | (x∗i xi)i∈I is strictly
summable in M(B) } ;
2. MRI(B) = {x an I-tuple in M(B) | (xix∗i )i∈I is strictly
summable in M(B) } .
Elements of MCI(B) can be thought of as bounded infinite columns, ele-
ments of MRI(B) as bounded infinite rows. Note that the ∗-operation gives
a bijection between MCI(B) and MRI(B).
As we already explained before this definition, we introduce the sets MCI(B)
and MRI(B) to obtain strictly converging sums in Equation (1.6.3). Hence,
the following lemma is crucial.
Lemma 1.6.6. Consider a C∗-algebra B and an index set I. Let x,y be ele-
ments of MCI(B). Then (x∗i yi)i∈I is strictly summable and the net
(
∑
i∈J
x∗i yi )J∈F(I)
is bounded.
Proof. Define c,d ∈ M(B)+ such that c = ∑i∈I x∗i xi and d = ∑i∈I y∗i yi.
Choose b ∈ A. Take a finite subset J of I. Look at the Hilbert C∗-module
E over M(A) given by E = ⊕i∈JM(A) and such that the inner product is
defined in such a way that 〈v,w〉 =∑i∈J w∗i vi for v,w ∈ E.
Then we have, by the Cauchy-Schwarz inequality for Hilbert C∗-modules,∑
i∈J
x∗i yib
∗ ∑
i∈J
x∗i yib
 = 〈(yib)i∈J, (xi)i∈J〉∗ 〈(yib)i∈J, (xi)i∈J〉
≤ ‖〈(xi)i∈J, (xi)i∈J〉‖ 〈(yib)i∈J, (yib)i∈J〉
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= ‖
∑
i∈J
x∗i xi ‖
∑
i∈J
b∗y∗i yib ≤ ‖c‖
∑
i∈J
b∗y∗i yib ,
implying that
‖
∑
i∈J
x∗i yib‖2 ≤ ‖c‖‖
∑
i∈J
b∗y∗i yib‖ ≤ ‖c‖‖b∗db‖ . (1.6.4)
So, we get, for finite subsets J,K of I such that J ⊆ K:
‖
∑
i∈K
x∗i yib −
∑
i∈J
x∗i yib ‖2 ≤ ‖c‖‖
∑
i∈K
b∗y∗i yib −
∑
i∈J
b∗y∗i yib‖ .
By assumption, we have that (
∑
i∈J b∗y∗i yib )J∈F(I) is convergent. So, the
above inequality implies that (
∑
i∈J x∗i yib )J∈F(I) is a Cauchy net and hence,
convergent in B.
We have then of course also that the net (
∑
i∈J y∗i xib
∗ )J∈F(I) is conver-
gent in B. So, by using the ∗-operation, we see that (
∑
i∈J bx∗i yi )J∈F(I)
is convergent in B. Note that the boundedness statement follows from In-
equality (1.6.4). 
This lemma implies easily the following algebraic properties.
Proposition 1.6.7. Consider a C∗-algebra B and an index set I. Then the sets
MRI(B) and MCI(B) are vector spaces for the componentwise addition and
scalar multiplication.
Restating Lemma 1.6.6 in terms of rows and columns, we get the following
result:
Proposition 1.6.8. Consider a C∗-algebra B and an index set I. Let x ∈
MRI(B) and y ∈ MCI(B). Then (xi yi)i∈I is strictly summable and the net
(
∑
i∈J
xi yi )J∈F(I)
is bounded.
In Equation (1.6.3), we are not summing directly
∑
piqi, but we are looking
at pi ⊗ 1 and ∆(qi). Therefore, the following result is needed.
Proposition 1.6.9. Consider C∗-algebras B and C, a non-degenerate ∗-ho-
momorphism θ from B into M(C) and an index set I.
1. If x ∈ MRI(B), then (θ(xi))i∈I belongs to MRI(C).
2. If y ∈ MCI(B), then (θ(yi))i∈I belongs to MCI(C).
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So, we are ready to give the promised characterization of the antipode S,
solely in terms of ∆.
Theorem 1.6.10. Consider a,b ∈ A such that there exist an index set I,
p ∈ MRI(A) and q ∈ MCI(A) satisfying
1⊗ a =
∑
i∈I
(pi ⊗ 1)∆(qi) and 1⊗ b =∑
i∈I
∆(pi)(qi ⊗ 1) .
Then a ∈ D(S) and S(a) = b.
Moreover, such elements a ∈ A form a core for S.
Note that by Propositions 1.6.8 and 1.6.9, the families
( (pi ⊗ 1)∆(qi) )i∈I and (∆(pi)(qi ⊗ 1) )i∈I
are strictly summable.
Proof. Choose c,d ∈Nψ. Because of Remark 1.T5.3, we have that the net∑
i∈J
(ψ⊗ ι)((c∗pi ⊗ 1)∆(qid))

J∈F(I)
converges strictly to the element a (ψ⊗ ι)((c∗ ⊗ 1)∆(d)) ∈ A. By Proposi-
tion 1.6.4, all the elements of the net belong to D(S) and
S
∑
i∈J
(ψ⊗ ι)((c∗pi ⊗ 1)∆(qid))
 = ∑
i∈J
(ψ⊗ ι)(∆(c∗pi)(qid⊗ 1)) ,
for J ∈ F(I). This net converges strictly to (ψ ⊗ ι)(∆(c∗)(d ⊗ 1)) b ∈ A.
Because S is closed with respect to the strict topology on A (see the lemma
following this proposition), we get
a (ψ⊗ ι)((c∗ ⊗ 1)∆(d)) ∈ D(S)
and
S
(
a (ψ⊗ ι)((c∗ ⊗ 1)∆(d))) = (ψ⊗ ι)(∆(c∗)(d⊗ 1)) b.
Because of Proposition 1.6.4 and the closedness of S, we get for all x ∈ D(S)
that ax ∈ D(S) and S(ax) = S(x)b. The lemma following this proposition
gives the first part of the result.
If now c,d ∈ Nψ, we can find, using an argument which is completely
analogous to the beginning of the proof of Corollary 1.6.13, an index set I
and p ∈ MRI(A), q ∈ MCI(A) such that
1⊗ (ψ⊗ ι)((a∗ ⊗ 1)∆(b)) =∑
i∈I
(pi ⊗ 1)∆(qi)
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and
1⊗ (ψ⊗ ι)(∆(a∗)(b ⊗ 1)) =∑
i∈I
∆(pi)(qi ⊗ 1) .
From Proposition 1.6.4, we get that the elements (ψ⊗ι)((a∗⊗1)∆(b)) span
a core for S; so, the second statement of the proposition is also proved. 
We still have to deal with the following small lemma.
Lemma 1.6.11. Let a,b ∈ A such that, for all x ∈ D(S), we have ax ∈ D(S)
and S(ax) = S(x)b. Then a ∈ D(S) and S(a) = b.
In particular, this gives that S, as a map on A, is strictly closed on A.
Proof. Take a bounded net (uj)j∈J in A such that (uj)j∈J converges strictly
to 1. For j ∈ J , we define the element ej ∈ A by
ej = 1√π
∫
exp(−t2)τt(ej)dt .
Then (ej)j∈J is a net in D(τ− i2 ) such that
• (ej)j∈J is bounded and converges strictly to 1;
• (τ− i2 (ej) )j∈J is bounded and converges strictly to 1.
So, (ej)j∈J is a net in D(S) such that (S(ej))j∈J converges strictly to 1. Due
to the (norm) closedness of S, the first part of the lemma follows.
To prove the second part, suppose that (aα) is a net in D(S) and that a,b
are elements in A such that (aα) converges strictly to a and (S(aα)) con-
verges strictly to b. Whenever x ∈ D(S), we get that (aαx) converges in
norm to ax and that (S(aαx)) converges in norm to S(x)b. Because S is
norm closed, we get that ax ∈ D(S) and S(ax) = S(x)b. Using the first
part of the proof, we get that a ∈ D(S) and S(a) = b. 
So, we see that the antipode S does not depend onϕ orψ. Because S2 = τ−i,
we see that also τ−i does not depend onϕ orψ. Arguing as in Definition 4.1
– Lemma 4.4 of [42], we may conclude that also (τt) does not depend on
ϕ or ψ, because (τt) is entirely determined by τ−i. Because S = Rτ− i2 , it
then also follows that R does not depend on ϕ and ψ. Nevertheless, once
we have established Equation (1.6.1), we can prove that (τt) is independent
of ψ directly, without referring to the results of [42].
As an immediate corollary of Theorem 1.6.10, we can prove the following
left-handed version.
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Theorem 1.6.12. Consider a,b ∈ A such that there exist an index set I,
p ∈ MRI(A) and q ∈ MCI(A) such that
a⊗ 1 =
∑
i∈I
∆(pi)(1⊗ qi) and b ⊗ 1 =∑
i∈I
(1⊗ pi)∆(qi).
Then a ∈ D(S) and S(a) = b.
Moreover, these elements a ∈ A form a core for S.
Proof. Apply σ(R ⊗ R) to both of the given equations and use Corollary
1.4.18. Then the observation that (R(pi))i∈I ∈ MCI(A) and (R(qi))i∈I ∈
MRI(A) (remember that R is anti-multiplicative) and Theorem 1.6.10 imply
that R(a) ∈ D(S) and S(R(a)) = R(b). Since S R = RS, this gives that
a ∈ D(S) and S(a) = b.
So, we have proven also that the elements a under consideration in this
corollary are precisely the images under R of the elements a considered in
Theorem 1.6.10. So, because S R = R S and because we indeed have a core
in Theorem 1.6.10, we also get a core now. 
Now, we can use the previous result to prove Equation (1.6.2). Because this
equation will also play a role in the proof of the uniqueness of left invariant
weights, we formulate it for an arbitrary left invariant weight η. In the
terminology of Kac algebras, one would refer to the formula in the next
proposition as the strong left invariance.
Corollary 1.6.13. Consider a left invariant proper weight η on (A,∆). Then
for all a,b ∈Nη, we have (ι⊗ η)(∆(a∗)(1⊗ b)) ∈ D(S) and
S
(
(ι⊗ η)(∆(a∗)(1⊗ b))) = (ι⊗ η)((1⊗ a∗)∆(b)) .
Proof. Let (Hη,πη,Λη) be a GNS-construction for η. Take an orthonormal
basis (ei)i∈I for Hη.
Take i ∈ I and define the operator θi ∈ B(C,Hη) given by θi(λ) = λei for
λ ∈ C. Recall that the KSGNS-map ι⊗Λη is introduced in Proposition 4.6.11.
Then we can put
pi = [(1⊗ θ∗i )(ι⊗Λη)(∆(a))]∗ and qi = (1⊗ θ∗i )(ι⊗Λη)(∆(b)).
Then we have∑
i∈J
pip∗i =
∑
i∈J
(ι⊗Λη)(∆(a))∗(1⊗ θiθ∗i )(ι⊗Λη)(∆(a)) ,
for all J ∈ F(I) and this net converges strictly to
(ι⊗Λη)(∆(a))∗(ι⊗Λη)(∆(a)).
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So, (pi)i∈I ∈ MRI(A). Analogously, (qi)i∈I ∈ MCI(A). With the same kind of
argument as in the proof of Proposition 1.T5.4, we get, using the notation∆(2) = (ι⊗∆)∆ = (∆⊗ ι)∆:∑
i∈I
∆(pi)(1⊗ qi) = (ι⊗ ι⊗Λη)(∆(2)(a))∗(ι⊗ ι⊗Λη)(∆23(b))
= (ι⊗ ι⊗ η)(∆(2)(a∗)∆23(b))
= (ι⊗ η)(∆(a∗)(1⊗ b))⊗ 1
and ∑
i∈I
(1⊗ pi)∆(qi) = (ι⊗ η)((1⊗ a∗)∆(b))⊗ 1 ,
analogously. Now, the result follows from the previous corollary. 
Next, we will turn towards the proof of Equation (1.6.1).
Recall that in Proposition 1.4.14, we proved the relation (σψ˜t ⊗¯ τ˜−t)∆˜ = ∆˜σψ˜t
by using Proposition 1.4.13. Further, Proposition 1.4.13 arose from the com-
mutation relation in Proposition 1.4.4, by using some kind of polar decom-
position argument. In Proposition 1.6.4, we saw that the commutation rela-
tion in Proposition 1.4.4 is in fact equivalent with the strong right invariance
proved in Proposition 1.6.4. So, now we will follow a very analogous way to
show Equation (1.6.1). Because we know already the strong left invariance
from Corollary 1.6.13, we will be able to deduce an analogous commutation
relation as in Proposition 1.4.4 and then obtain a result which is analogous
to Proposition 1.4.13. This finally will lead towards Equation (1.6.1).
So, we are able to prove the following result. We state it for an arbitrary left
invariant KMS-weight η on (A,∆) because the result will also play a role in
the proof of the uniqueness of left invariant weights. In the course of the
proof, we will need a lemma which we prove afterwards.
Proposition 1.6.14. Consider a left invariant KMS-weight η on (A,∆) with
modular group κ. Let (Hη,πη,Λη) be a GNS-construction for η and define
the unitary element V ∈ B(H ⊗ Hη) such that V(Λ ⊗ Λη)(∆(b)(a ⊗ 1)) =Λ(a)⊗Λη(b) for a ∈Nϕ and b ∈Nη.
• Denote by J the modular conjugation of η in the GNS-construction
(Hη,πη,Λη).
• Denote by M the modular operator of η in the GNS-construction
(Hη,πη,Λη).
Then
1. (I ⊗ J)V = V∗ (I ⊗ J);
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2. (N−1 ⊗M)V = V (N−1 ⊗M);
3. (τt ⊗ κt)∆ = ∆κt for t ∈ R.
Proof. Define X to be the closed operator on Hη such that Λη(Nη∩N∗η ) is a
core for X and XΛη(x) = Λη(x∗) for every x ∈Nη∩N∗η . By definition,M =
X∗X and X = JM 12 . Moreover, we have that πη(κt(x)) = Mit πη(x)M−it for
t ∈ R and x ∈ A.
Choose v,w ∈ H . Take y ∈ Nη ∩N∗η . By the left invariance of η, we have
(ωv,w ⊗ ι)∆(y) ∈Nη ∩N∗η . Because Proposition 1.T2.3 gives
(ωv,w ⊗ ι)(V∗)Λη(y) = Λη((ωv,w ⊗ ι)∆(y)) ,
we get that (ωv,w ⊗ ι)(V∗)Λη(y) belongs to D(X) and
X (ωv,w ⊗ ι)(V∗)Λη(y) = X Λη((ωv,w ⊗ ι)∆(y))
= Λη((ωv,w ⊗ ι)(∆(y))∗) = Λη((ωw,v ⊗ ι)∆(y∗))
= (ωw,v ⊗ ι)(V∗)Λη(y∗) = (ωw,v ⊗ ι)(V∗)XΛη(y) .
Because Λη(Nη ∩N∗η ) is a core for X, this implies easily that
(ωw,v ⊗ ι)(V∗)X ⊆ X (ωv,w ⊗ ι)(V∗) . (1.6.5)
By taking the adjoint of this inclusion, we get
(ωw,v ⊗ ι)(V)X∗ ⊆ X∗ (ωv,w ⊗ ι)(V) . (1.6.6)
To prove the second formula, choose v ∈ D(N) and w ∈ D(N−1). Using
inclusion (1.6.6) and Lemma 1.6.15 following this proposition, we infer that
(ωv,w ⊗ ι)(V)M = (ωv,w ⊗ ι)(V)X∗X
⊆ X∗ (ωw,v ⊗ ι)(V)X = X∗ (ωIN− 12w,IN 12 v ⊗ ι)(V)
∗X .
By using inclusion (1.6.5) and Lemma 1.6.15 once more, we get
(ωv,w ⊗ ι)(V)M ⊆ X∗X (ωIN 12 v,IN− 12w ⊗ ι)(V)
∗
= M (ω
N
1
2 IIN
1
2 v,N−
1
2 IIN−
1
2w
⊗ ι)(V) = M (ωNv,N−1w ⊗ ι)(V) .
So, we have proven that
(ωv,w ⊗ ι)(V)M ⊆ M (ωNv,N−1w ⊗ ι)(V)
for v ∈ D(N) and w ∈ D(N−1). Therefore, Lemma A.8 implies that
V(N−1 ⊗M) = (N−1 ⊗M)V .
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To prove the first formula in the proposition, choose v ∈ D(N− 12 ) and w ∈
D(N
1
2 ).
Using inclusion (1.6.5), we see that
J (ωw,v ⊗ ι)(V∗)JM
1
2 = J (ωw,v ⊗ ι)(V∗)X
⊆ J X (ωv,w ⊗ ι)(V∗) =M
1
2 (ωv,w ⊗ ι)(V∗) . (1.6.7)
From the already proven formula 2, we get
V∗ (N−
1
2 ⊗M 12 ) = (N− 12 ⊗M 12 )V∗ .
From the proof of Lemma A.8 it follows that, for v ∈ D(N− 12 ) and w ∈
D(N
1
2 ),
(ω
N−
1
2 v,N
1
2w
⊗ ι)(V∗)M 12 ⊆ M 12 (ωv,w ⊗ ι)(V∗) .
Using Lemma 1.6.15, we also have
(ω
N−
1
2 v,N
1
2w
⊗ ι)(V∗) = (ω
N
1
2w,N−
1
2 v
⊗ ι)(V)∗
= (ω
IN−
1
2 N
1
2w,IN
1
2 N−
1
2 v
⊗ ι)(V) = (ωIw,Iv ⊗ ι)(V) .
Therefore,
(ωIw,Iv ⊗ ι)(V)M
1
2 ⊆ M 12 (ωv,w ⊗ ι)(V∗) .
Because M
1
2 has dense range, this inclusion together with inclusion (1.6.7)
implies that
(ωIw,Iv ⊗ ι)(V) = J (ωw,v ⊗ ι)(V∗)J .
This implies, for all v,w ∈ H and p,q ∈ Hη:
〈(I ⊗ J)V∗ (I ⊗ J) (v ⊗ p),w ⊗ q〉 = 〈Iw ⊗ Jq,V∗ (Iv ⊗ Jp)〉
= 〈V(Iw ⊗ Jq), Iv ⊗ Jp〉 = 〈(ωIw,Iv ⊗ ι)(V)Jq,Jp〉
= 〈J (ωw,v ⊗ ι)(V∗)q,Jp〉 = 〈p, (ωw,v ⊗ ι)(V∗)q〉
= 〈(ωv,w ⊗ ι)(V)p, q〉 = 〈V (v ⊗ p),w ⊗ q〉 .
Hence, (I ⊗ J)V∗ (I ⊗ J) = V .
Finally, we prove the third formula. It is easy to see that (π ⊗πη)(∆(a)) =
V∗(1 ⊗ πη(a))V for a ∈ A. Recall also that πη(κt(a)) = Mit πη(a)M−it
and π(τt(a)) = N−it π(a)Nit for all a ∈ A and t ∈ R. Theorem 1.4.7
and the injectivity of π imply that πη is injective. Hence, arguing as in
Proposition 1.4.14, the commutation V(N−1 ⊗ M) = (N−1 ⊗ M)V implies
that (τt ⊗ κt)∆ = ∆κt for t ∈ R. 
So, we still have to prove the following lemma.
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Lemma 1.6.15. Consider a left invariant proper weight η on (A,∆) and let
(Hη,πη,Λη) be a GNS-construction for η. Define the unitary V ∈ B(H ⊗Hη)
such that V(Λ⊗Λη)(∆(b)(a⊗ 1)) = Λ(a)⊗Λη(b) for a ∈Nϕ and b ∈Nη.
Then we have, for v ∈ D(N− 12 ) and w ∈ D(N 12 ):
(ωv,w ⊗ ι)(V)∗ = (ωIN− 12 v,IN 12w ⊗ ι)(V) .
Proof. Choose a,b ∈Nη. We have
(ι⊗ωΛη(b),Λη(a))(V) = π((ι⊗ η)(∆(a∗)(1⊗ b))) .
By Corollary 1.6.13, we know that (ι⊗ η)(∆(a∗)(1 ⊗ b)) belongs to D(S) =
D(τ− i2 ). Since τ˜ is implemented by N
−1, we get
(ι⊗ωΛη(b),Λη(a))(V) N 12 ⊆ N 12 π(τ− i2 ((ι⊗ η)(∆(a∗)(1⊗ b))))
= N 12 π(R(S((ι⊗ η)(∆(a∗)(1⊗ b)))) )
= N 12 I π((ι⊗ η)((1⊗ a∗)∆(b)))∗ I
= N 12 I π((ι⊗ η)(∆(b∗)(1⊗ a))) I
= N 12 I (ι⊗ωΛη(a),Λη(b))(V) I.
Then we get, for v ∈ D(N− 12 ), w ∈ D(N 12 ) and all a,b ∈Nη:
〈(ω
IN−
1
2 v,I N
1
2 w
⊗ ι)(V)Λη(b),Λη(a)〉
= 〈(ι⊗ωΛη(b),Λη(a))(V)N 12 I v,N− 12 I w〉
= 〈N 12 I (ι⊗ωΛη(a),Λη(b))(V)v,N− 12 I w〉
= 〈w, (ι⊗ωΛη(a),Λη(b))(V)v〉
= 〈(ωw,v ⊗ ι)(V∗)Λη(b),Λη(a)〉.
Because this is valid for all a,b ∈Nη, we get our result. 
For completeness, we explicitly state Proposition 1.6.14 and Lemma 1.6.15
in the case η = ϕ. Then the unitary V appearing in Proposition 1.6.14
and Lemma 1.6.15 will be the multiplicative unitary W as it is defined in
Theorem 1.3.1.
We denote by J and ∇ the modular conjugation and modular operator of
the KMS-weight ϕ in the GNS-construction (H,π,Λ). Then we have the
following result.
Proposition 1.6.16. We have the following commutation relations:
• (I ⊗ J)W = W∗ (I ⊗ J),
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• (N−1 ⊗∇)W = W (N−1 ⊗∇),
• (τt ⊗ σt)∆ = ∆σt for t ∈ R.
Further, we have for all v ∈ D(N− 12 ) and w ∈ D(N 12 ):
(ωv,w ⊗ ι)(W)∗ = (ωIN− 12 v,IN 12w ⊗ ι)(W) .
With this result at hand, we can prove that the elements in D(S) considered
in Corollary 1.6.13 give a core for S, at least when working with the weight
ϕ.
Proposition 1.6.17. For all a,b ∈Nϕ, we have that (ι⊗ϕ)(∆(a∗)(1⊗b)) ∈
D(S) and
S
(
(ι⊗ϕ)(∆(a∗)(1⊗ b))) = (ι⊗ϕ)((1⊗ a∗)∆(b)) .
Moreover, we have that the set
〈 (ι⊗ϕ)(∆(a∗)(1⊗ b)) | a,b ∈Nϕ 〉
is a core for S.
Proof. The first statement was already proven in Corollary 1.6.13. By Propo-
sition 1.6.16, the considered subspace of A is invariant under τ. It also
clearly is a dense subspace of D(S). Now, the conclusion follows. 
We now present the theorem which finally says that R, τ and S do not
depend on the choice of ϕ and ψ. This theorem follows immediately from
Proposition 1.6.16.
Theorem 1.6.18. S, R and (τt) do not depend on the choice of ψ.
Combining this result with Corollary 1.6.3, we get that R, (τt) and S do not
depend on the choice of ϕ and ψ.
This theorem allows us to introduce officially the following terminology.
Terminology 1.6.19. We will use the following more or less standard ter-
minology:
• S is called the antipode of (A,∆),
• τ is called the scaling group of (A,∆),
• R is called the unitary antipode of (A,∆).
The triple (S,R, τ) will be referred to as the antipodal triple of (A,∆).
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We close this section by proving an interesting corollary of Theorem 1.6.12.
First, we make a remark on the extension of the antipode S to the multiplier
algebra M(A).
Remark 1.6.20. We extend the antipode S to the multiplier algebra M(A),
as follows. First, we extend every automorphism τt to an automorphism τ¯t
of M(A). Then we can define the analytic continuation τ¯− i2 in the usual way.
We put S¯ = R¯τ¯− i2 , where R¯ is the extension of R to M(A). Using the net (ej)
as in the proof of Lemma 1.6.11, we can easily see that S¯ is the strict closure
of S. We can also conclude that the following holds. If a,b are elements in
M(A) such that for all x ∈ D(S), we have ax ∈ D(S) and S(ax) = S(x)b,
then a ∈ D(S¯) and S¯(a) = b.
From now on, we will leave out the bar and write S(x) instead of S¯(x)
whenever x ∈ D(S¯). One can check easily that Theorems 1.6.10 and 1.6.12
remain true if a,b ∈ M(A) and if we replace S by S¯.
With this remark at hand, we can prove the following result on ∗-homomor-
phisms commuting with the comultiplication.
Proposition 1.6.21. Let (A1,∆1) and (A2,∆2) be two reduced C∗-algebraic
quantum groups with antipodal triples (S1, R1, τ1) and (S2, R2, τ2) respec-
tively. Let α : A1 → M(A2) be a non-degenerate ∗-homomorphism such that
(α⊗α)∆1 = ∆2α. Then
αS1 ⊆ S2α , R2α = αR1 , α (τ1)t = (τ2)t α for all t ∈ R,
where we use the usual convention that S2α := S¯2α, R2α := R¯2α and
(τ2)t α := (τ¯2)t α.
Proof. Define C to be the set consisting of all elements a ∈ A1 such that
there exist an element b ∈ A1, an index set I and p ∈ MRI(A1), q ∈ MCI(A1)
satisfying
a⊗ 1 =
∑
i∈I
∆1(pi)(1⊗ qi) and b ⊗ 1 =∑
i∈I
(1⊗ pi)∆1(qi) .
Using Theorem 1.6.12 (and its extension to the multiplier algebra as ex-
plained in the previous remark), it is not so difficult to see that the com-
mutation relation (α ⊗ α)∆1 = ∆2α implies that α(C) ⊆ D(S¯2) and that
S2(α(a)) = α(S1(a)) for a ∈ C. Since C is a core for S1 (see Theorem
1.6.12), we get that αS1 ⊆ S2α. Using the fact that C is a strict ‘bounded’
core for S¯1 (see the previous remark), the strict closedness of S¯2 implies
that α¯ S¯1 ⊆ S¯2 α¯.
This implies immediately that
α¯ (τ¯1)−i = α¯ S¯ 21 ⊆ S¯ 22 α¯ = (τ¯2)−i α¯ .
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Arguing as in Definition 4.1 – Lemma 4.4 of [42], one concludes that
α¯ (τ¯1)t = (τ¯2)t α¯ (1.6.8)
for t ∈ R.
Choose a ∈ D((τ1)− i2 ) = D(S1). Since α(τ1)− i2 ⊆ (τ2)− i2 α (which follows
from Equation (1.6.8)), we get that α(a) ∈ D((τ¯2)− i2 ) = D(S¯2) and
R2
(
α((τ1)− i2 (a))
) = R2((τ2)− i2 (α(a))) = S2(α(a))
= α(S1(a)) = α
(
R1((τ1)− i2 (a))
)
.
Because (τ1)− i2 has dense range, this implies that R2(α(x)) = α(R1(x)) for
all x ∈ A. 
1.7 A first uniqueness theorem for left invariant
weights
In this section, we want to prove a first uniqueness result for left invariant
weights. We still have fixed a reduced C∗-algebraic quantum group (A,∆)
and a faithful left invariant approximate KMS-weightϕ on (A,∆) with GNS-
construction (H,π,Λ). We know that ϕ is in fact a KMS-weight and we
denote its modular group by (σt). Also recall that there is the multiplicative
unitary W around, defined in Theorem 1.3.1.
We will prove that, whenever η is a proper left invariant weight on (A,∆)
such that there exists a number λ > 0 satisfying ησt = λtη for all t ∈ R,
then η = rϕ for some number r > 0; see Theorem 1.7.4. Later on, when
we have the modular element of the reduced C∗-algebraic quantum group
(A,∆) at our disposal, we will be able to prove easily that every proper left
invariant weight on (A,∆) satisfies this extra requirement and hence, will
be proportional to ϕ.
The reason to prove already now this weaker uniqueness result is the fol-
lowing. In the next section, we will need this weaker form of uniqueness
to prove the so-called relative invariance properties. By this, we mean that
there exists a number ν > 0 such that, among others, the following formula
hold:
ψσt = ν−tψ for all t ∈ R ,
where ψ denotes the right invariant weight defined by ψ := ϕR.
Precisely this relative invariance property will make it possible to apply the
Radon-Nikodym theorem to obtain the modular element of (A,∆) as the
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Radon-Nikodym derivative of ψ with respect to ϕ. So, we see that we need
first the weaker uniqueness result, before we can prove the stronger one.
We start off by explaining informally the core of the uniqueness proof. The
precise mathematical development of the theory starts again with Proposi-
tion 1.7.1.
Denote the modular conjugation of the weight ϕ by J . Suppose that η
is some proper left invariant weight on (A,∆) and fix a GNS-construction
(Hη,πη,Λη) for η. At least intuitively, we can define an operator T from H
to Hη such that
TΛ(a) = Λη(a) .
Then we see that πη(x)T = Tπ(x) and so, T∗T ∈ π(A)′. We also get
〈W(1⊗ T∗T)W∗(Λ(a)⊗Λ(b)),Λ(c)⊗Λ(d)〉
= 〈(1⊗ T)(Λ⊗Λ)(∆(b)(a⊗ 1)), (1⊗ T)(Λ⊗Λ)(∆(d)(c ⊗ 1))〉
= 〈(Λ⊗Λη)(∆(b)(a⊗ 1)), (Λ⊗Λη)(∆(d)(c ⊗ 1))〉
= 〈Λ(a)⊗Λη(b),Λ(c)⊗Λη(d)〉
= 〈(1⊗ T∗T)(Λ(a)⊗Λ(b)), (Λ(c)⊗Λ(d))〉 .
From this, we get that 1⊗ T∗T = W(1⊗ T∗T)W∗. From Proposition 1.6.16
and because JT∗TJ belongs to A˜, we get ∆˜(JT∗TJ) = 1⊗JT∗TJ . By Propo-
sition 1.5.5, T∗T is a scalar and η and ϕ will be proportional.
It is clear that the main problem to make the previous argument precise is
the definition of the operator T . If we would know that η ≤ ϕ, then we can
define T as a bounded operator and everything works. In general, we will
proceed as follows. If η is a proper left invariant weight on (A,∆), then also
η+ϕ is left invariant, and η ≤ η+ϕ. In order to use the previous argument,
we need two things. First of all, we need to know that η+ϕ is still densely
defined. To obtain this, we will impose the extra condition ησt = λt η for
all t ∈ R. Next, we need η + ϕ to be a KMS-weight, because we use the
modular conjugation J for ϕ in an essential way in the above argument. So,
we will first prove the general result that any proper left invariant weight
on (A,∆) is in fact a KMS-weight.
We now give a more precise version of the previous argument. In the course
of the proof of the next result, we will need a small lemma that we prove
afterwards.
Proposition 1.7.1. Consider a left invariant proper weight η on (A,∆). Then
η is a faithful KMS-weight on A.
Proof. Let η˜ denote the W∗-lift of η in the GNS-construction (H,π,Λ) (as
described in Proposition 1.4.9). By Proposition 1.4.11, we know that η˜ is left
invariant.
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Put N = {x ∈ A˜ | η˜(x∗x) = 0 }. Then N is a σ -weakly closed left ideal in A˜.
So, there exists a projection P ∈ A˜ such that N = A˜ P (1 − P is, of course,
nothing else but the support projection of η˜).
We have, in particular, that P ∈ N , which by the left invariance of η˜, gives,
for everyω ∈ A˜+∗:
η˜([(ω ⊗¯ ι)∆˜(P)]∗[(ω ⊗¯ ι)∆˜(P)]) ≤ ‖ω‖ η˜((ω ⊗¯ ι)∆˜(P∗P))
= ‖ω‖2 η˜(P∗P) = 0 ,
implying that (ω ⊗¯ ι)(∆˜(P)) P = (ω ⊗¯ ι)(∆˜(P)). So, ∆˜(P)(1 ⊗ P) = ∆˜(P).
Therefore, the lemma following this proof implies that P = 0 or P = 1.
Because η˜ $= 0, we must have P = 0. So, we have proven that η˜ faithful.
From Proposition 1.4.9, it follows now that also the W∗-lift of η in its own
GNS-construction is faithful. So, η is approximately KMS and the result
follows now from Theorem 1.5.1. 
To complete the proof of the previous result, we need the following lemma.
Recall that we can fix a right invariant approximate KMS-weightψ on (A,∆)
and then introduce the operators I and N as before; see Notation 1.4.2.
We will use I and N in the proof of the next lemma and in the proof of
Proposition 1.7.3 following the lemma.
Lemma 1.7.2. Consider a projection P in A˜ such that ∆˜(P) ≤ P⊗1 or ∆˜(P) ≤
1⊗ P . Then P = 0 or P = 1.
Proof. Suppose that ∆˜(P) ≤ 1⊗P . Then ∆˜(P)(1⊗P) = ∆˜(P), which in terms
of W becomes W∗(1⊗ P)W(1⊗ P) = W∗(1⊗ P)W . So, we get
(1⊗ P)W(1⊗ P) = (1⊗ P)W . (1.7.1)
Choose v ∈ D(N− 12 ), w ∈ D(N 12 ) and apply ω
IN−
1
2 v,IN
1
2w
⊗ ι to the above
equation. Hence,
P (ω
IN−
1
2 v,IN
1
2w
⊗ ι)(W)P = P (ω
IN−
1
2 v,IN
1
2w
⊗ ι)(W) . (1.7.2)
Using Proposition 1.6.16, we see that
(ω
IN−
1
2 v,IN
1
2w
⊗ ι)(W)∗ = (ωv,w ⊗ ι)(W) .
So, if we take the adjoint of Equation (1.7.2), we get
P (ωv,w ⊗ ι)(W)P = (ωv,w ⊗ ι)(W)P .
Therefore, we conclude that (1 ⊗ P)W(1 ⊗ P) = W(1 ⊗ P). Combining this
with Equation (1.7.1), this gives us thatW(1⊗P) = (1⊗P)W . Hence, ∆˜(P) =
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W∗(1⊗ P)W = 1⊗ P . So, Proposition 1.5.5 implies that P ∈ C1, and hence,
P = 0 or P = 1.
If ∆˜(P) ≤ P ⊗ 1, we use the unitary antipode R˜. Then Corollary 1.4.18
implies that ∆˜(R˜(P)) ≤ 1⊗ R˜(P) and the previous part of the proof implies
that R˜(P) = 0 or R˜(P) = 1. Therefore, P = 0 or P = 1. 
Knowing by now that every proper left invariant weight is in fact a KMS-
weight, we can prove the first uniqueness result for left invariant weights.
As an immediate corollary of the following result, we will prove the weak
uniqueness theorem for left invariant weights that we announced in the
beginning of this section.
Proposition 1.7.3. Consider left invariant, proper weights η1 and η2 on
(A,∆) such that η1 ≤ η2. Then there exists a number r ∈]0,1] such that
η1(x) = r η2(x) for x ∈M+η2 .
Proof. Take GNS-constructions (Hi,πi,Λi) for ηi where i = 1,2. Using The-
orem 1.T3.3, we define a unitary operator U on H ⊗H2 such that
U(Λ(a)⊗Λ2(b)) = (Λ⊗Λ2)(∆(b)(a⊗ 1)) ,
for a ∈Nϕ and b ∈Nη2 .
By Theorem 1.4.7, there exists an isomorphism π˜2 : A˜ → π2(A)′′ such that
π˜2(π(a)) = π2(a) for all a ∈ A.
From the definition of U , it follows easily that
(π ⊗π2)(∆(a)) = U(1⊗π2(a))U∗
for all a ∈ A. Therefore, (ι⊗ π˜2)(∆˜(x)) = U(1⊗ π˜2(x))U∗ for all x ∈ A˜.
Proposition 1.7.1 implies that η2 is a KMS-weight. Denote by J the mod-
ular conjugation of η2 in the GNS-construction (H2, π2,Λ2). The Tomita-
Takesaki theory tells us that J π˜2(A˜)J = J π2(A)′′ J = π2(A)′.
Since η1 ≤ η2, there exists a bounded operator F ∈ B(H2,H1) such that
FΛ2(a) = Λ1(a) for all a ∈ Nη2 . Put T = F∗F ; then T is a positive oper-
ator in B(H2) such that η1(b∗a) = 〈TΛ2(a),Λ2(b)〉 for all a,b ∈ η2. This
equality implies easily that T ∈ π2(A)′. So, J T J belongs to π˜2(A˜).
Choose a ∈ Nϕ and b ∈ Nη2 . Take an orthonormal basis (ei)i∈I for H . By
Proposition 1.T2.2, we know that
∑
i∈I ‖Λ2((ωΛ(a),ei⊗ι)(∆(b)))‖2 < ∞ and
U(Λ(a)⊗Λ2(b)) =∑
i∈I
ei ⊗Λ2((ωΛ(a),ei ⊗ ι)(∆(b))) .
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Consequently,
〈(1⊗ T)U(Λ(a)⊗Λ2(b)),U(Λ(a)⊗Λ2(b))〉
=
∑
i∈I
〈TΛ2((ωΛ(a),ei ⊗ ι)(∆(b))),Λ2((ωΛ(a),ei ⊗ ι)(∆(b)))〉
=
∑
i∈I
η1
(
(ωΛ(a),ei ⊗ ι)(∆(b))∗ (ωΛ(a),ei ⊗ ι)(∆(b)) ) .
Therefore, Lemma 4.6.13 implies that
〈(1⊗ T)U(Λ(a)⊗Λ2(b)),U(Λ(a)⊗Λ2(b))〉
= η1
(
(ωΛ(a),Λ(a) ⊗ ι)(∆(b∗b)) ) = 〈Λ(a),Λ(a)〉η1(b∗b),
where we used the left invariance of η1. So, we get
〈(1⊗ T)U(Λ(a)⊗Λ2(b)),U(Λ(a)⊗Λ2(b))〉
= 〈Λ(a),Λ(a)〉 〈TΛ2(b),Λ2(b)〉
= 〈(1⊗ T)(Λ(a)⊗Λ2(b)),Λ(a)⊗Λ2(b)〉 .
By polarization, we get
〈(1⊗ T)U(Λ(a)⊗Λ2(b)),U(Λ(c)⊗Λ2(d))〉
= 〈(1⊗ T)(Λ(a)⊗Λ2(b)),Λ(c)⊗Λ2(d)〉 ,
for all a, c ∈Nϕ and b,d ∈Nη2 .
So, we have proven that U∗(1⊗ T)U = 1⊗ T . Because U∗(I ⊗J) = (I ⊗J)U
(see Proposition 1.6.14), we get
U(1⊗ J T J)U∗ = 1⊗ J T J .
Remembering that J T J ∈ π˜2(A˜), we see that
(ι ⊗¯ π˜2)
(∆˜(π˜−12 (J T J))) = U(1⊗ J T J)U∗ = 1⊗ J T J
= (ι ⊗¯ π˜2)(1⊗ π˜−12 (J T J)) .
Consequently, the injectivity of ι ⊗¯ π˜2 implies
∆˜(π˜−12 (J T J)) = 1⊗ π˜−12 (J T J) .
Therefore, Proposition 1.5.5 implies that π˜−12 (J T J) is a scalar. So, we find
a number r ≥ 0 such that T = r 1 and thus η1(x) = r η2(x) for all x ∈M+η2 .
Because η1 $= 0, we have r ≠ 0 (remember that {x ∈ A+ | η1(x) = 0 } is
closed). Since η2 $= 0 and η1 ≤ η2, we get r ≤ 1. 
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Theorem 1.7.4. Consider a left invariant proper weight η on (A,∆) such
that there exists a number λ > 0 satisfying ησt = λt η for all t ∈ R. Then
there exists a number r > 0 such that η = r ϕ.
Proof. Put η+ = η + ϕ. We claim that η+ is a proper weight on A. The
only non-trivial point to note is that η+ is densely defined. But it follows
immediately from Proposition 4.4.4 thatNη∩Nϕ is dense in A, and hence,
η+ is densely defined. It is also easy to check that η+ is left invariant (note
thatM+η+ =M+η∩M+ϕ). Becauseϕ ≤ η+, we conclude from Proposition 1.7.3
that there exists a number s ∈]0,1] such that ϕ(x) = s η+(x) for x ∈M+η+ .
So, we have ϕ(x) = s η(x)+ s ϕ(x), for x ∈ M+η ∩M+ϕ. Put r = 1−ss ∈ R+.
Then we have η(x) = r ϕ(x), for x ∈M+η ∩M+ϕ. Since η $= 0, r $= 0.
This implies that η is invariant under σ and thus η = r ϕ by Proposition
4.4.5. 
By using the unitary antipode R of (A,∆), it is clear that a similar result
holds for right invariant weights.
We repeat that, once we have the modular element of (A,∆) at our disposal,
it will be easy to prove that any left invariant proper weight η is automati-
cally relatively invariant under (σt).
1.8 Relative invariance properties
We still keep fixed a reduced C∗-algebraic quantum group (A,∆) and a faith-
ful left invariant approximate KMS-weight ϕ on (A,∆) with GNS-construc-
tion (H,π,Λ). We know that ϕ is in fact a KMS-weight and we denote its
modular group by (σt).
Let R denote the unitary antipode of (A,∆). Then we make a particular
choice of right invariant weight, namely ψ = ϕR. It follows immediately
from Corollary 1.4.18 that ψ is right invariant. Also, ψ is a faithful KMS-
weight, with modular group (σ ′t ) given by σ
′
t = Rσ−tR. Finally, recall that
we use τ to denote the scaling group of (A,∆) and S to denote the antipode.
First of all, we prove several relative invariance properties in Theorem 1.8.1.
As an application, we will prove that the multiplicative unitary W of (A,∆)
(introduced in Theorem 1.3.1) is manageable in the sense of S.L. Woronow-
icz; see [138]. Knowing the manageability of W , we can use the results of
[138] to get some interesting information concerning W .
The number ν > 0 that we obtain in the next proposition will be called the
scaling constant of (A,∆); see Terminology 1.10.3. We do not introduce this
terminology right now, because it is not clear that ν is independent of the
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choice of ϕ. So, we will postpone introducing this terminology after we
have established the uniqueness of left invariant weights on (A,∆). Over
there, we will comment further on the nature of this number ν.
Theorem 1.8.1. 1. The automorphism groups σ,σ ′ and τ commute pair-
wise.
2. We have the following commutation relations, for all t ∈ R:
∆σt = (τt ⊗ σt)∆ , ∆σ ′t = (σ ′t ⊗ τ−t)∆ ,∆τt = (τt ⊗ τt)∆ , ∆τt = (σt ⊗ σ ′−t)∆ .
3. There exists a number ν > 0 such that, for all t ∈ R:
ϕσ ′t = νt ϕ , ψσt = ν−tψ ,
ψτt = ν−t ψ , ϕτt = ν−t ϕ .
Before we start to prove this proposition, we observe that, from Proposi-
tion 1.5.4, we immediately get the following result. If x ∈ A+ and ∆(x) ∈
M¯+ψ⊗ι, then x ∈M+ψ.
Proof. Note that the first three commutation relations in 2. were already
proven in Propositions 1.6.1, 1.4.15 and 1.6.16. We will proceed to the proof
of the other results.
First of all, choose t ∈ R and define κ = σt τ−t . Then
(ι⊗ κ)∆ = (τt τ−t ⊗ σt τ−t)∆ = ∆σtτ−t = ∆κ .
Let a ∈M+ψ. Then ∆(a) ∈ M¯+ψ⊗ι, by right invariance of ψ. Hence,
∆(κ(a)) = (ι⊗ κ)∆(a) ∈ M¯+ψ⊗ι .
By the observation preceding the proof of the proposition, we get that
κ(a) ∈M+ψ and so,
ψ(κ(a))1 = (ψ⊗ ι)(∆(κ(a))) = (ψ⊗ ι)((ι⊗ κ)∆(a))
= κ((ψ⊗ ι)∆(a)) = ψ(a)1 .
Working with κ−1, we get completely analogously that κ−1(M+ψ) ⊆ M+ψ.
Hence, ψσt τ−t = ψκ = ψ.
From this, we get that σ ′s σt τ−t = σt τ−t σ ′s for all s, t ∈ R. Thus, we have
(ι⊗ σ−tτt)∆ = (τ−tτt ⊗ σ−tτt)∆ = ∆σ−tτt = ∆σ ′−sσ−tτtσ ′s
= (σ ′−s ⊗ τs)∆σ−tτtσ ′s = (σ ′−s ⊗ τsσ−tτt)∆σ ′s = (ι⊗ τsσ−tτtτ−s)∆ .
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So, for all a ∈ A andω ∈ A∗, we have
(σ−tτt)((ω⊗ ι)∆(a)) = (τsσ−tτtτ−s)((ω⊗ ι)∆(a)).
Hence,
σ−tτt = τsσ−tτtτ−s = τsσ−tτ−sτt.
Thus, we have σ−t = τsσ−tτ−s for all s, t ∈ R, so that σ and τ commute.
Next, fix t ∈ R. If a ∈M+ϕτt , we have τt(a) ∈M+ϕ and thus,
(τt ⊗ τt)∆(a) = ∆(τt(a)) ∈ M¯+ι⊗ϕ.
So, (ι⊗ τt)∆(a) ∈ M¯+ι⊗ϕ, and thus, ∆(a) ∈ M¯+ι⊗ϕτt . Moreover,
(ι⊗ϕτt)∆(a) = τ−t((ι⊗ϕ)∆(τt(a))) =ϕ(τt(a))1.
So, ϕτt is a left invariant KMS-weight on (A,∆). Because σ and τ commute,
ϕτt is invariant under σ . By Theorem 1.7.4, we get the existence of a num-
ber λt > 0 such that ϕτt = λtϕ. This implies the existence of a number
ν > 0 such that ϕτt = ν−tϕ for all t ∈ R (see e.g. Result 2.15 of [59]). By
applying R, we obtain ψτt = ν−tψ for all t ∈ R. So, also σ ′ and τ commute.
Then we get
ψσt = ν−tψτ−tσt = ν−tψσtτ−t = ν−tψ ,
where the last equality follows from the first part of this proof. From this,
we get that σ ′ and σ commute. Also,
ϕσ ′t =ϕRσ−tR = ψσ−tR = νt ψR = νt ϕ .
This ends the proof of the first and the third statement.
Finally, we prove the last statement of 2. Fix t ∈ R. Observe that Sσ ′t = σ−tS
because Rσ ′t = σ−tR and because τ and σ commute. Then we get, for all
a,b ∈Nϕ:
σ ′t
(
(ι⊗ϕ)(∆(a∗)(1⊗ b))) = (ι⊗ϕ)[(σ ′t ⊗ ι)(∆(a∗))(1⊗ b)]
= ν−t(ι⊗ϕ)[(σ ′t ⊗ τ−t)(∆(a∗))(1⊗ τ−t(b))]
= ν−t(ι⊗ϕ)[∆(σ ′t (a∗))(1⊗ τ−t(b))].
So, we get that σ ′t
(
(ι⊗ϕ)(∆(a∗)(1⊗ b))) belongs to D(S) and
S
(
σ ′t
(
(ι⊗ϕ)(∆(a∗)(1⊗ b)))) = ν−t(ι⊗ϕ)[(1⊗ σ ′t (a∗))∆(τ−t(b))]
= (ι⊗ϕ)[(1⊗ a∗)(ι⊗ σ ′−t)∆(τ−t(b))] .
On the other hand, (ι⊗ϕ)(∆(a∗)(1⊗ b)) belongs to D(S) and
σ−t
(
S
(
(ι⊗ϕ)(∆(a∗)(1⊗ b)))) = σ−t((ι⊗ϕ)((1⊗ a∗)∆(b)))
= (ι⊗ϕ)((1⊗ a∗)(σ−t ⊗ ι)∆(b)) .
74 Chapter 1. Locally compact quantum groups
Therefore,
(ι⊗ϕ)[(1⊗ a∗)(ι⊗ σ ′−t)∆(τ−t(b))] = (ι⊗ϕ)((1⊗ a∗)(σ−t ⊗ ι)∆(b)) .
Because ϕ is faithful, we get
(ι⊗ σ ′−t)∆(τ−t(b)) = (σ−t ⊗ ι)∆(b) ,
for all b ∈Nϕ, so that ∆τ−t = (σ−t ⊗ σ ′t )∆. 
As an application of the previous result, we can prove that the multiplicative
unitary W is manageable in the sense of S.L. Woronowicz; see Definition 1.2
in [138]. Because we know by now that ϕτt = ν−tϕ, we can introduce the
manager of W by the following definition.
Definition 1.8.2. Define the strictly positive operator P on H such that
PitΛ(a) = ν t2 Λ(τt(a)) ,
for all t ∈ R and a ∈Nϕ.
Then we get immediately that PitxP−it = τ˜t(x) for all x ∈ A˜.
We prove that P indeed managesW . Recall that we introduced the operators
I and N in Notation 1.4.2.
Proposition 1.8.3. The multiplicative unitary W is manageable.
Proof. From Proposition 1.6.16, we get that, for all v ∈ D(N 12 ), w ∈ D(N− 12 )
and p,q ∈ H :
〈I(ι⊗ωq,p)(W)Iv,w〉 = 〈(ι⊗ωp,q)(W)N
1
2v,N−
1
2w〉.
Because (ι⊗ωp,q)(W) ∈ A˜ and τ˜ is implemented by N−1, we can conclude
that (ι⊗ωp,q)(W) ∈ D(τ˜− i2 ) and
τ˜− i2 ((ι⊗ωp,q)(W)) = I(ι⊗ωq,p)(W)I.
Since τ˜ is also implemented by P , this implies that
〈I(ι⊗ωq,p)(W)Iv,w〉 = 〈(ι⊗ωp,q)(W)P−
1
2v, P
1
2w〉 ,
for all v ∈ D(P− 12 ), w ∈ D(P 12 ) and p,q ∈ H . Because of Proposition 1.6.16,
we can rewrite this as
〈ΣW∗Σ(q ⊗ v),p ⊗w〉 = 〈ΣWΣ(Jp⊗ P− 12v), Jq ⊗ P 12w〉 .
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If we can prove now that ΣW∗Σ and P ⊗ P commute, we arrive at the man-
ageability of ΣW∗Σ, which implies the manageability of W by Proposition
1.4 of [138]. It is clear that we have to prove that W∗ and P ⊗ P commute.
But, for a,b ∈Nϕ and t ∈ R, we have
W∗(Pit ⊗ Pit)(Λ(a)⊗Λ(b)) = νt W∗(Λ(τt(a))⊗Λ(τt(b)))
= νt (Λ⊗Λ)(∆(τt(b))(τt(a)⊗ 1)) = νt (Λ⊗Λ)((τt ⊗ τt)(∆(b)(a⊗ 1)))
= (Pit ⊗ Pit)W∗(Λ(a)⊗Λ(b)).
This concludes the proof of the proposition. 
Corollary 1.8.4. The linear spaces ∆(A)(1 ⊗A) and ∆(A)(A⊗ 1) are dense
subsets of A⊗A.
Proof. This follows immediately from Proposition 5.1 of [138]. 
Because π(A) = [(ι⊗ω)(W) |ω ∈ B(H)∗] (see Proposition 1.3.4), it follows
from Theorem 1.5 of [138] that W ∈ M(π(A) ⊗ B0(H)). Then we can give
the following definition. It should be stressed that in [63] the notation V
is used instead of W . In this thesis, V will be used to denote a different
unitary, and, therefore, we changed the notation.
Definition 1.8.5. We define W to be the unique unitary in M(A ⊗ B0(H))
satisfying (π ⊗ ι)(W ) = W .
So, in fact,W is just a copy of W , but now with its first leg standing firmly
in the C∗-algebra A.
We immediately get
(ι⊗ωΛ(a),Λ(b))(W ) = (ι⊗ϕ)(∆(b∗)(1⊗ a)) (1.8.1)
for a,b ∈Nϕ.
Then we can give the following characterization of the antipode S in terms
of W . This also shows that our antipode essentially coincides with the
antipode defined in [138] for manageable multiplicative unitaries (cf. Theo-
rem 1.4.5 in [138]).
Proposition 1.8.6. For all ω ∈ B(H)∗, we have that (ι ⊗ω)(W ) belongs to
D(S) and
S
(
(ι⊗ω)(W )) = (ι⊗ω)(W∗) .
Moreover, the set
{ (ι⊗ω)(W ) |ω ∈ B(H)∗ }
is a core for S.
76 Chapter 1. Locally compact quantum groups
Proof. Take a,b ∈Nϕ. Equation (1.8.1) implies that
(ι⊗ωΛ(a),Λ(b))(W∗) = (ι⊗ϕ)((1⊗ b∗)∆(a)) .
So, Proposition 1.6.17 and Equation (1.8.1) imply that (ι ⊗ωΛ(a),Λ(b))(W )
belongs to D(S) and
S
(
(ι⊗ωΛ(a),Λ(b))(W )) = (ι⊗ωΛ(a),Λ(b))(W∗) .
Therefore, the closedness of S implies easily that (ι ⊗ωv,w)(W ) belongs
to D(S), for all v,w ∈ H , and S((ι ⊗ωv,w)(W )) = (ι ⊗ωv,w)(W∗). Since
any element of B(H)∗ can be written as a norm convergent sum of vector
functionals, the closedness of S implies that (ι ⊗ω)(W ) belongs to D(S),
for everyω ∈ B(H)∗, and S((ι⊗ω)(W )) = (ι⊗ω)(W∗).
The statement concerning the core follows immediately from Proposition
1.6.17. 
1.9 The modular element
In this section, we want to introduce the modular element of the reduced
C∗-algebraic quantum group (A,∆), as the analogue of the modular func-
tion of a locally compact group.
Suppose that G is a locally compact group with some fixed left Haar mea-
sure denoted by dr . Then we know that there exists a strictly positive
continuous function δG on G such that∫
f (r) dr =
∫
f (r−1)δG(r−1) dr ,
for all positive measurable functions f . The function δG is called the mod-
ular function of the group G. Also recall that we can define a left invariant
weight ϕ on (C0(G),∆) by the formula
ϕ(f) =
∫
f (r) dr .
The right Haar weight ψ =ϕR is then given by
ψ(f) =
∫
f (r−1) dr .
So, we see that
ψ(f) =
∫
f (r−1) dr =
∫
f (r)δG(r−1) dr =ϕ(fδ−1G ) .
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In this section, we will construct an analogous δ relating the left and right
Haar weight, and we will prove that also in the quantum case the modular
element is in a sense a continuous multiplicative function. This will come
down to the formula ∆(δ) = δ⊗ δ and the fact that δ is affiliated with A in
the C∗-algebra sense.
Before giving further motivation, we introduce in a precise way the modular
element of (A,∆).
So, we still have fixed a reduced C∗-algebraic quantum group (A,∆) and
a faithful left invariant approximate KMS-weight ϕ with GNS-construction
(H,π,Λ). Then we know that ϕ is in fact a KMS-weight and we denote its
modular group by (σt). We denote by R the unitary antipode of (A,∆) and
then define the faithful right invariant KMS-weight ψ = ϕR. The modular
group of ψ is given by σ ′t = Rσ−tR. From Theorem 1.8.1, we know that
there exists a number ν > 0 such that ϕσ ′t = νtϕ. Denote by ϕ˜ and ψ˜ the
W∗-lifts of ϕ and ψ in the GNS-construction (H,π,Λ); see Definition 4.7.1
and Proposition 1.4.9. Then ϕ˜ and ψ˜ are n.s.f. weights on A˜. Recall that A˜
is the von Neumann algebra π(A)′′ and that ∆ can be extended to a normal
∗-homomorphism ∆˜ : A˜→ A˜ ⊗¯ A˜; see Definition 1.3.3.
If we denote by (σ˜t) and (σ˜ ′t ) the modular automorphism groups of the
n.s.f. weights ϕ˜ and ψ˜, we get immediately that ϕ˜σ˜ ′t = νtϕ˜. Hence, the
Radon-Nikodym Theorem 4.5.3 gives us the existence of a strictly positive
operator δ˜ affiliated with A˜ such that σ˜t(δ˜) = νtδ˜ for all t ∈ R and ψ˜ = ϕ˜δ˜.
So, we explicitly state the following definition and introduce a special no-
tation for the canonical GNS-construction for ϕ˜δ˜ as introduced in Proposi-
tion 4.5.2.
Definition 1.9.1. We define δ˜ as the strictly positive, self-adjoint operator
affiliated with the von Neumann algebra A˜ such that σ˜t(δ˜) = νt δ˜ for all
t ∈ R and ψ˜ = ϕ˜δ˜.
Notation 1.9.2. We denote by (H, ι, Γ˜) the canonical GNS-construction for
ψ˜ = ϕ˜δ˜ constructed from (H, ι, Λ˜) via δ˜, as in Proposition 4.5.2.
Loosely speaking, we have Γ˜ (x) = Λ˜(xδ˜ 12 ).
Recall that the modular groups σ˜ and σ˜ ′ are related via the equality σ˜ ′t (x) =
δ˜itσ˜t(x)δ˜−it for t ∈ R; see the remark after Proposition 4.5.2. So, we have
for t ∈ R that σ˜ ′t (δ˜) = νt δ˜.
We should keep in mind that, on an informal level, one has
ψ˜( · ) = ϕ˜(δ˜ 12 · δ˜ 12 ) .
So, to make the link again with the modular function of a locally compact
group, we observe that there is a small difference in conventions. By this,
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we mean that the modular element δ of the reduced C∗-algebraic quantum
group (C0(G),∆) is given by the function r → δG(r)−1 rather than the func-
tion r → δG(r), where δG denotes the modular function of G.
Now, we would like to prove that the modular element δ˜ is in a sense a
multiplicative function. Recall that the modular function δG of a locally
compact group G satisfies
δG(rs) = δG(r)δG(s) for all r , s ∈ G .
In Theorem 1.9.8, we will prove that
∆˜(δ˜) = δ˜⊗ δ˜ . (1.9.1)
Before turning to the proof of this theorem, which is quite technical, we
explain where the formula comes from. The mathematical development of
the theory starts again with Lemma 1.9.3.
We will make some very informal algebraic computations. We will leave out
all the tildes because our computations are only for motivation. Then we
observe that, for all x ∈ A:
ϕ(x) = ψ(δ− 12xδ− 12 ) = ν i2ψ(xδ−1) .
Using Theorem 1.8.1, we also see that
ϕ(S(x)) = ψ(τ− i2 (x)) = ν
i
2ψ(x) .
Next, from Proposition 1.6.4, it follows that
S
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b))) = (ψ⊗ ι)(∆(a∗)(b ⊗ 1)) .
If we apply ϕ to both sides of the equation, and use the left invariance of
ϕ, we get
ϕ
(
S
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b)))) = ϕ(a∗)ψ(b) .
Because we know that ϕS = ν i2ψ and becauseϕ(a∗) = ν i2ψ(a∗δ−1), as we
computed above, it follows that
ψ
(
a∗(ι⊗ψ)∆(b)) = ψ(a∗δ−1ψ(b))
Because this will be valid for enough elements a, the faithfulness of ψ im-
plies that
(ι⊗ψ)∆(b) = ψ(b) δ−1 . (1.9.2)
A precise version of this formula will be proven in Proposition 1.9.5.
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If we apply now ∆ to both sides of Equation (1.9.2), and if ω is a functional
on A, we get
(ω⊗ ι)(ψ(b) ∆(δ−1)) = (ω⊗ ι)(ι⊗ ι⊗ψ)(∆⊗ ι)∆(b)
= (ι⊗ψ)∆((ω⊗ ι)∆(b))
= ψ((ω⊗ ι)∆(b)) δ−1
= ψ(b) ω(δ−1) δ−1 .
Then we can conclude that ∆(δ−1) = δ−1 ⊗ δ−1, which gives, at least on an
informal level, the desired result.
The above reasoning will be made precise in several steps. We explain
the strategy that we use in the following technical results. With the help
of Lemma 1.9.4, we prove in Proposition 1.9.5 a precise version of Equa-
tion (1.9.2). The way to do this will be to work with the (bounded) unitary
antipode R rather then with the unbounded antipode S that we used in the
intuitive reasoning above, and to use Proposition 1.6.2 rather than Proposi-
tion 1.6.4.
The point in the reasoning above where we apply ∆ to both sides of Equa-
tion (1.9.2) will be made precise in Lemmas 1.9.6 and 1.9.7. This will give us
the desired equation ∆˜(δ˜) = δ˜⊗ δ˜
on the intersection of the domains of left- and right-hand side. Then we
will need Lemma 1.9.3 to conclude that we actually have the equality every-
where.
One should keep this explanation in mind when reading through till Theo-
rem 1.9.8. After Theorem 1.9.8, we will consider further properties of the
modular element δ˜. We will prove that the modular element is in a sense a
continuous function, which can be expressed in more precise terms by the
statement that δ˜ is affiliated with the C∗-algebra π(A).
Lemma 1.9.3. The operators ∆˜(δ˜) and δ˜⊗ δ˜ commute.
Proof. Fix t ∈ R. Using Theorem 1.8.1, we get
(σ˜−t σ˜ ′t ⊗¯ σ˜−t σ˜ ′t )∆˜ = (σ˜−t ⊗¯ σ˜−t σ˜ ′t τ˜t)∆˜σ˜ ′t
= (σ˜−tτ˜t ⊗¯ σ˜ ′t τ˜t)∆˜σ˜−t σ˜ ′t = (σ˜−t ⊗¯ σ˜ ′t )∆˜τ˜tσ˜−t σ˜ ′t = ∆˜ σ˜−t σ˜ ′t .
For all x ∈ A˜, we have that (σ˜−t σ˜ ′t )(x) = δ˜it x δ˜−it . Therefore, we get
(δ˜it ⊗ δ˜it)∆˜(x)(δ˜−it ⊗ δ˜−it) = ∆˜(δ˜it x δ˜−it) ,
for all x ∈ A˜. This implies, in particular, for every s ∈ R:
(δ˜it ⊗ δ˜it)∆˜(δ˜is)(δ˜−it ⊗ δ˜−it) = ∆˜(δ˜it δ˜is δ˜−it) = ∆˜(δ˜is) .
Hence, ∆˜(δ˜) and δ˜⊗ δ˜ commute. 
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Recall the following notation:
Tψ˜ = {x ∈Nψ˜ ∩N∗ψ˜ | x is analytic with respect to σ˜ ′
and σ˜ ′z(x) ∈Nψ˜ ∩N∗ψ˜ for z ∈ C } .
Lemma 1.9.4. Consider a,b ∈ Tψ˜. Then we have
R˜
(
(a ψ˜a∗ ⊗¯ ι)∆˜(b∗b)) = (σ˜ ′i
2
(b)∗ ψ˜ σ˜ ′i
2
(b) ⊗¯ ι)∆˜(σ˜ ′i
2
(a) σ˜ ′i
2
(a)∗) .
Proof. Using the operator valued weight ψ˜ ⊗¯ ι, one checks easily that Propo-
sition 1.6.2 still holds on the von Neumann algebraic level. This means that,
for all a,b ∈ Tψ˜, we have
R˜
(
(ψ˜ ⊗¯ ι)((b∗ ⊗ 1)∆˜(a))) = (ψ˜ ⊗¯ ι)(∆˜(σ˜ ′− i2 (b∗))(σ˜ ′− i2 (a)⊗ 1)) .
Then we can compute, for all a,b ∈ Tψ˜:
R˜
(
(aψ˜a∗ ⊗¯ ι)∆˜(b∗b)) = R˜((ψ˜ ⊗¯ ι)((a∗ ⊗ 1)∆˜(b∗b)(a⊗ 1)))
= R˜((ψ˜ ⊗¯ ι)((σ˜ ′i (a)a∗ ⊗ 1)∆˜(b∗b)))
= (ψ˜ ⊗ ι)(∆˜(σ˜ ′− i2 (σ˜ ′i (a)a∗)) (σ˜ ′− i2 (b∗b)⊗ 1))
= (ψ˜ ⊗¯ ι)((σ˜ ′i
2
(b)⊗ 1)∆˜(σ˜ ′i
2
(a) σ˜ ′i
2
(a)∗)(σ˜ ′i
2
(b)∗ ⊗ 1))
= (σ˜ ′i
2
(b)∗ ψ˜ σ˜ ′i
2
(b) ⊗¯ ι)∆˜(σ˜ ′i
2
(a) σ˜ ′i
2
(a)∗) .
This concludes the proof of the lemma. 
Then we can prove a correct version of Equation (1.9.2).
Proposition 1.9.5. Consider a ∈M+ψ˜ and v ∈ D(δ˜−
1
2 ). Then
ψ˜
(
(ωv,v ⊗¯ ι)∆˜(a)) = ψ˜(a) 〈δ˜− 12v, δ˜− 12v〉 .
Proof. Let n ∈ N. Then we define the element en ∈ A˜ by the following
integral in the strong topology:
en = n√π
∫
exp(−n2t2) δ˜it dt .
Using the fact that σ˜ ′s (δit) = νist δit for s, t ∈ R, it is then a standard
exercise to check that:
1. en is analytic with respect to σ˜ ′;
2. δ˜−
1
2 en is bounded and δ˜−
1
2 en is analytic with respect to σ˜ ′;
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3. δ˜−
1
2 σ˜ ′i
2
(en) is bounded and δ˜−
1
2 σ˜ ′i
2
(en) is analytic with respect to σ˜ ′;
4. σ˜ ′i
2
(δ˜−
1
2 en) = ν− i4 δ˜− 12 σ˜ ′i
2
(en).
Define C = 〈 en x | x ∈ Tψ˜, n ∈ N 〉. Using the above properties of the
elements en (n ∈ N), it is not difficult to see that any element c ∈ C satisfies
the following properties:
1. c ∈ Tψ˜;
2. δ˜−
1
2 c is bounded and δ˜−
1
2 c belongs to D(σ˜ ′i
2
)∩Nψ˜;
3. δ˜−
1
2 σ˜ ′i
2
(c) is bounded and δ˜−
1
2 σ˜ ′i
2
(c) belongs toN∗ψ˜ ;
4. σ˜ ′i
2
(δ˜−
1
2 c) = ν− i4 δ˜− 12 σ˜ ′i
2
(c).
Choose c ∈ C and d ∈ Tψ˜. Since δ˜−
1
2 σ˜ ′i
2
(c) is bounded and δ˜−
1
2 σ˜ ′i
2
(c)
belongs toN∗ψ˜ , we get that σ˜ ′i
2
(c)∗ δ˜−
1
2 is bounded and
σ˜ ′i
2
(c)∗ δ˜−
1
2 = (δ˜− 12 σ˜ ′i
2
(c)
)∗ ∈ Nψ˜ ,
where the bar denotes the closure of a bounded densely defined operator.
Because ϕ˜ = ψ˜δ˜−1 , this implies that σ˜ ′i
2
(c)∗ belongs toNϕ˜ and
ϕ˜
(
σ˜ ′i
2
(c) σ˜ ′i
2
(c)∗
) = ψ˜( σ˜ ′i
2
(c)∗ δ˜−
1
2
∗
σ˜ ′i
2
(c)∗ δ˜−
1
2
)
= ψ˜( (δ˜− 12 σ˜ ′i
2
(c)) (δ˜−
1
2 σ˜ ′i
2
(c))∗
)
.
We know, moreover, that δ˜−
1
2 c belongs to D(σ˜ ′i
2
)∩Nψ˜ and that σ˜ ′i
2
(δ˜−
1
2 c) =
ν−
i
4 δ˜−
1
2 σ˜ ′i
2
(c). Plugging this in into the above equation, we find
ϕ˜
(
σ˜ ′i
2
(c) σ˜ ′i
2
(c)∗
) = ψ˜( σ˜ ′i
2
(δ˜−
1
2 c) σ˜ ′i
2
(δ˜−
1
2 c)∗
) = ψ˜( (δ˜− 12 c)∗ (δ˜− 12 c) ) .
(1.9.3)
By the previous lemma, we know that
R˜
(
(cψ˜c∗ ⊗¯ ι)∆˜(d∗d)) = (σ˜ ′i
2
(d)∗ψ˜σ˜ ′i
2
(d) ⊗¯ ι)∆˜(σ˜ ′i
2
(c)σ˜ ′i
2
(c)∗) .
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Therefore, the left invariance of ϕ˜ implies
ψ˜
(
(cψ˜c∗ ⊗¯ ι)∆˜(d∗d) ) = ϕ˜( R˜((cψ˜c∗ ⊗¯ ι)∆˜(d∗d)) )
= ϕ˜( (σ˜ ′i
2
(d)∗ψ˜σ˜ ′i
2
(d) ⊗¯ ι)∆˜(σ˜ ′i
2
(c)σ˜ ′i
2
(c)∗)
)
= ψ˜(σ˜ ′i
2
(d) σ˜ ′i
2
(d)∗) ϕ˜(σ˜ ′i
2
(c)σ˜ ′i
2
(c)∗)
= ψ˜(d∗d) ψ˜( (δ˜− 12 c)∗ (δ˜− 12 c) ) ,
where we used Equation (1.9.3) in the last equality.
Since c ∈ Nψ˜ and δ˜−
1
2 c ∈ Nψ˜, we have that Γ˜ (c) belongs to D(δ˜− 12 ) and
δ˜−
1
2 Γ˜ (c) = Γ˜ (δ˜− 12 c). So, the above equation becomes
ψ˜
(
(ωΓ˜(c),Γ˜(c) ⊗¯ ι)∆˜(d∗d) ) = ψ˜(d∗d) 〈δ˜− 12 Γ˜(c), δ˜− 12 Γ˜ (c)〉 . (1.9.4)
For every n ∈ N and x ∈ Tψ˜, we have
Γ˜ (en x) = en Γ˜ (x).
Because Γ˜ (Tψ˜) is dense in H , we infer from this that Γ˜ (C) is a core for δ˜− 12 .
Appealing to Lemma A.7, Equation (1.9.4) now implies
ψ˜
(
(ωv,v ⊗¯ ι)∆˜(d∗d) ) = ψ˜(d∗d) 〈δ˜− 12v, δ˜− 12v〉 ,
for all v ∈ D(δ˜− 12 ) and d ∈ Tψ˜.
Since Tψ˜ is a ‘bounded’ σ -strong∗ core for Γ˜ , we can again use Lemma A.7
to conclude that
ψ˜
(
(ωv,v ⊗¯ ι)∆˜(b∗b) ) = ψ˜(b∗b) 〈δ˜− 12v, δ˜− 12v〉 ,
for all v ∈ D(δ˜− 12 ) and b ∈Nψ˜. 
In the next results, we will use the normal ∗-homomorphism ∆˜(2) : A˜ →
A˜ ⊗¯ A˜ ⊗¯ A˜ given by ∆˜(2) = (∆˜ ⊗¯ ι)∆˜ = (ι ⊗¯ ∆˜)∆˜.
Lemma 1.9.6. Consider a ∈M+ψ˜, v ∈ D(δ˜−
1
2 ⊗ δ˜− 12 ). Then
ψ˜
(
(ωv,v ⊗¯ ι)∆˜(2)(a)) = ψ˜(a) 〈(δ˜− 12 ⊗ δ˜− 12 )v, (δ˜− 12 ⊗ δ˜− 12 )v〉 .
Proof. Choose p1, p2, q1, q2 ∈ D(δ˜− 12 ). By Proposition 1.9.5 (and polariza-
tion), we have that (ωp1,q1 ⊗¯ ι)∆˜(a) belongs toMψ˜ and
ψ˜((ωp1,q1 ⊗¯ ι)∆˜(a)) = ψ˜(a) 〈δ˜− 12p1, δ˜− 12q1〉 .
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Applying Proposition 1.9.5 once more, we see that
(ωp2,q2 ⊗¯ ι)∆˜( (ωp1,q1 ⊗¯ ι)∆˜(a) )
belongs toMψ˜ and
ψ˜
(
(ωp2,q2 ⊗¯ ι)∆˜( (ωp1,q1 ⊗¯ ι)∆˜(a) ) )
= ψ˜((ωp1,q1 ⊗¯ ι)∆˜(a)) 〈δ˜− 12 p2, δ˜− 12 q2〉
= ψ˜(a) 〈δ˜− 12 p1, δ˜−
1
2 q1〉 〈δ˜−
1
2 p2, δ˜−
1
2 q2〉
= ψ˜(a) 〈(δ˜− 12 ⊗ δ˜− 12 )(p1 ⊗ p2), (δ˜−
1
2 ⊗ δ˜− 12 )(q1 ⊗ q2)〉 .
Because (ωp2,q2 ⊗¯ ι)∆˜( (ωp1,q1 ⊗¯ ι)∆˜(a) ) = (ωp1⊗p2,q1⊗q2 ⊗¯ ι)∆˜(2)(a), we see
that (ωp1⊗p2,q1⊗q2 ⊗¯ ι)∆˜(2)(a) belongs toMψ˜ and
ψ˜
(
(ωp1⊗p2,q1⊗q2 ⊗¯ ι)∆˜(2)(a) )
= ψ˜(a) 〈(δ˜− 12 ⊗ δ˜− 12 )(p1 ⊗ p2), (δ˜−
1
2 ⊗ δ˜− 12 )(q1 ⊗ q2)〉 .
Therefore, we get for all w ∈ D(δ˜− 12 )	D(δ˜− 12 ):
ψ˜
(
(ωw,w ⊗¯ ι)∆˜(2)(a) ) = ψ˜(a) 〈(δ˜− 12 ⊗ δ˜− 12 )w, (δ˜− 12 ⊗ δ˜− 12 )w〉 .
Because D(δ˜−
1
2 ) 	 D(δ˜− 12 ) is a core for δ˜− 12 ⊗ δ˜− 12 , the lemma follows now
by using Lemma A.7. 
Lemma 1.9.7. Consider a ∈M+ψ˜, v ∈ D(∆˜(δ˜− 12 )). Then
ψ˜
(
(ωv,v ⊗¯ ι)∆˜(2)(a)) = ψ˜(a) 〈∆˜(δ˜− 12 )v, ∆˜(δ˜− 12 )v〉 .
Proof. Let (ei)i∈I be an orthonormal basis for H . Recall that we denoted by
W the multiplicative unitary of (A,∆) defined in Theorem 1.3.1. Fix i ∈ I
for the moment and define θi ∈ B(C,H) by θi(λ) = λei for all λ ∈ C. Put
wi = (θ∗i ⊗ 1)Wv. It is easy to see that (θ∗i ⊗ 1)(1 ⊗ δ˜−
1
2 ) ⊆ δ˜− 12 (θ∗i ⊗ 1).
Since ∆˜(δ˜− 12 ) = W∗(1⊗ δ˜− 12 )W , we have Wv ∈ D(1⊗ δ˜− 12 ). So, the previous
inclusion implies that wi ∈ D(δ˜− 12 ) and
(θ∗i ⊗ 1)(1⊗ δ˜−
1
2 )Wv = δ˜− 12 (θ∗i ⊗ 1)Wv = δ˜−
1
2wi.
Now, observe that for every x ∈ A˜, we have
ωv,v(∆˜(x)) = 〈(1⊗ x)Wv,Wv〉 =∑
i∈I
〈(θiθ∗i ⊗ 1) (1⊗ x)Wv,Wv〉
=
∑
i∈I
〈xwi,wi〉 =
∑
i∈I
ωwi,wi(x).
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Because ψ˜ is normal, we have
ψ˜((ωv,v ⊗¯ ι)∆˜(2)(a)) = ψ˜((ωv,v∆˜ ⊗¯ ι)∆˜(a))
=
∑
i∈I
ψ˜((ωwi,wi ⊗¯ ι)∆˜(a))
(∗)=
∑
i∈I
ψ˜(a) ‖δ˜− 12wi‖2
=
∑
i∈I
ψ˜(a) ‖(θ∗i ⊗ 1)(1⊗ δ˜−
1
2 )Wv‖2
= ψ˜(a) ‖(1⊗ δ˜− 12 )Wv‖2
= ψ˜(a) 〈∆˜(δ˜− 12 )v, ∆˜(δ˜− 12 )v〉
where we used Proposition 1.9.5 in equality (∗). 
These last lemmas allow us to prove easily that δ˜ is a multiplicative ‘quan-
tum function’.
Theorem 1.9.8. We have ∆˜(δ˜) = δ˜⊗ δ˜.
Proof. Take an element a ∈ M+ψ˜ such that ψ˜(a) = 1. Then Lemmas 1.9.6
and 1.9.7 imply, for all v ∈ D(δ˜− 12 ⊗ δ˜− 12 )∩D(∆˜(δ˜− 12 )):
〈(δ˜− 12 ⊗ δ˜− 12 )v, (δ˜− 12 ⊗ δ˜− 12 )v〉 = ψ˜((ωv,v ⊗¯ ι)∆˜(2)(a))
= 〈∆˜(δ˜− 12 )v, ∆˜(δ˜− 12 )v〉 . (1.9.5)
By Lemma 1.9.3, we know that ∆˜(δ˜) and δ˜ ⊗ δ˜ commute. This implies the
existence of a subspace C of H ⊗H such that C is a core for both δ˜− 12 ⊗ δ˜− 12
and ∆˜(δ˜− 12 ). If we combine this with Equation (1.9.5), it is not difficult to
see that D(δ˜−
1
2 ⊗ δ˜− 12 ) = D(∆˜(δ˜− 12 )) and
‖(δ˜− 12 ⊗ δ˜− 12 )v‖ = ‖∆˜(δ˜− 12 )v‖ ,
for v ∈ D(δ˜− 12 ⊗ δ˜− 12 ). Consequently, ∆˜(δ˜) = δ˜⊗ δ˜. 
Observe that the modular function of a locally compact group is always
continuous. In the quantum world, this is expressed by the fact that the
unbounded operator δ˜ is affiliated with the C∗-algebra π(A). This can be
proved by using a standard trick.
Proposition 1.9.9. The operator δ˜ is affiliated with π(A) in the C∗-algebra
sense.
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Proof. The previous proposition implies thatW∗(1⊗δ˜)W = δ˜⊗δ˜. Therefore,
for every t ∈ R, we have (1⊗ δ˜it)W(1⊗ δ˜−it) = W(δ˜it⊗1). This implies, for
every t ∈ R andω ∈ B(H)∗:
(ι⊗ω)(W) δ˜it = (ι⊗ δ˜−itωδ˜it)(W) .
So, for everyω ∈ B(H)∗, we find that
1. (ι⊗ω)(W) δ˜it ∈ π(A) for every t ∈ R;
2. the mapping R → π(A) : t → (ι⊗ω)(W) δ˜it is norm continuous.
Because such elements (ι⊗ω)(W) are dense in π(A) (see Proposition 1.3.4),
we get, for any a ∈ π(A):
1. a δ˜it ∈ π(A) for every t ∈ R;
2. the mapping R → π(A) : t → a δ˜it is norm continuous.
This implies that (see e.g. Proposition 3.12 of [60]) δ˜ is affiliated with π(A)
in the C∗-algebra sense. 
Now, we use the faithful ∗-isomorphism π : A→ π(A) to pull δ˜ down to A.
Definition 1.9.10. We define the strictly positive element δ affiliated with A
such that π(δ) = δ˜.
We want to stress that we do not introduce the terminology the modular
element of (A,∆) right now, because it is not clear yet that δ is independent
of the choice of ϕ. In fact, in the next section, we will prove a general
uniqueness theorem for left invariant weights on (A,∆) and then we will be
able to conclude that δ is uniquely determined by the pair (A,∆). Only then,
we will talk about the modular element of (A,∆); see Terminology 1.10.3.
In the next proposition, we collect all the basic properties concerning δ.
In the formulation of the next proposition, we use the extension S¯ of the
antipode to the multiplier algebra M(A) as introduced in Remark 1.6.20.
Proposition 1.9.11. We have the following properties:
1. ∆(δ) = δ⊗ δ;
2. τt(δ) = δ for t ∈ R and R(δ) = δ−1;
3. if t ∈ R, then δit belongs to D(S¯) and S(δit) = δ−it;
4. σt(δ) = σ ′t (δ) = νt δ for all t ∈ R;
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5. σ ′t (a) = δit σt(a)δ−it for all t ∈ R and a ∈ A;
6. ψ =ϕδ.
Proof. The results concerning σ and σ ′ follow from the corresponding re-
sults on the W∗-level. We only have to consider the statements concerning
S,R and τ.
Choose s, t ∈ R. Then we have
τt(δis)⊗ σt(δis) = (τt ⊗ σt)∆(δis) = ∆(σt(δis)) = νist ∆(δis)
= νist δis ⊗ δis = δis ⊗ σt(δis) .
Thus, τt(δis) = δis .
Because 1 ⊗ δit = (δ−it ⊗ 1)∆(δit) and 1 ⊗ δ−it = ∆(δ−it)(δit ⊗ 1), Re-
mark 1.6.20 and Theorem 1.6.10 imply that δit ∈ D(S¯) and S(δit) = δ−it.
Since τs(δit) = δit for s, t ∈ R, we get that δit ∈ D(τ¯− i2 ) and τ− i2 (δ
it) = δit.
Combining this with the fact that S = R τ− i2 , we get that R(δ
it) = δ−it. 
We also fix a particular GNS-construction forψ as introduced in Proposition
4.5.1. Loosely speaking, we get Γ (x) = Λ(xδ 12 ).
Notation 1.9.12. We define (H,π, Γ ) to be the GNS-construction for ψ = ϕδ
constructed from (H,π,Λ) via δ.
Having at hand the GNS-construction (H,π, Γ ), we can introduce a new mul-
tiplicative unitary. Define the operator V on H ⊗H by the formula
V(Γ (x)⊗ Γ (y)) = (Γ ⊗ Γ )(∆(x)(1⊗y)) for all x,y ∈Nψ .
It follows from the right invariant version of Theorem 1.T3.3 that V is a
well-defined unitary on H ⊗H . From Proposition 1.T2.3, it follows that
(ι⊗ω)(V)Γ (x) = Γ ((ι⊗ω)∆(x)) for all x ∈Nψ,ω ∈ B(H)∗ .
With this result at hand, it follows easily that V is a multiplicative unitary.
One can also refer to Proposition 1.13.18 to obtain that V satisfies the pen-
tagonal equation.
Then we can prove the following nice result, which will be used in Chapter 2.
Proposition 1.9.13. For every a ∈ Nϕ, ξ ∈ D(δ˜1/2) and η ∈ H , we have
(ι⊗ωξ,η)∆(a) ∈Nϕ and
Λ((ι⊗ωξ,η)∆(a)) = (ι⊗ωδ˜1/2ξ,η)(V)Λ(a).
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Proof. Let (en) be the sequence of elements in M(A) defined in the proof of
Proposition 1.9.5. Because ∆(δ) = δ⊗δ, it is clear that (ι⊗ωξ,η)∆(aen) is a
left multiplier (this notion is defined right before Proposition 4.5.1) of δ−
1
2
and (
(ι⊗ωξ,η)∆(aen))δ− 12 = (ι⊗ωδ˜1/2ξ,η)∆(a(δ−1/2en)).
Because a(δ−1/2en) ∈ Nψ, we have (ι ⊗ωδ˜1/2ξ,η)∆(a(δ−1/2en)) ∈ Nψ. We
know that ϕ = ψδ−1 , so that (ι⊗ωξ,η)∆(aen) ∈Nϕ and
Λ((ι⊗ωξ,η)∆(aen)) = Γ ((ι⊗ωδ˜1/2ξ,η)∆(a(δ−1/2en)))
= (ι⊗ωδ˜1/2ξ,η)(V)Γ (a(δ−1/2en))
= (ι⊗ωδ˜1/2ξ,η)(V)Λ(aen).
Because Λ is closed, the conclusion follows. 
1.10 Uniqueness of invariant weights
In this section, we will finally establish the uniqueness of invariant weights
on (A,∆). In fact, we will prove that the extra condition stated in Theo-
rem 1.7.4, namely the relative invariance of the left invariant weight η under
the modular group (σt), is automatically satisfied.
So, we still have fixed a reduced C∗-algebraic quantum group (A,∆) with
a faithful left invariant approximate KMS-weight ϕ with GNS-construction
(H,π,Λ). We let R denote the unitary antipode of (A,∆) and put ψ = ϕR.
We know that ϕ and ψ are faithful KMS-weights and we denote by (σt)
and (σ ′t ) the modular groups of ϕ and ψ. We denote by δ the strictly
positive operator affiliated with A satisfying σt(δ) = νtδ and ψ = ϕδ, as in
Definition 1.9.10.
Then we can prove the following important theorem.
Theorem 1.10.1. Consider a left invariant proper weight η on (A,∆). Then
there exists a number r > 0 such that η = r ϕ.
Proof. Proposition 1.7.1 implies that η is a KMS-weight. Denote its modular
group by κ. Proposition 1.6.14 implies that
(τt ⊗ κt)∆ = ∆κt , (1.10.1)
for t ∈ R.
Fix s ∈ R for the moment. Using Theorem 1.8.1 and the above commutation,
we get
(ι⊗ σ−s κs )∆ = ∆σ−s κs .
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Arguing as in the beginning of the proof of Theorem 1.8.1, we get that ψ
is invariant under σ−s κs . So, σ−sκs commutes with σ ′. Since σs commutes
with σ ′, we get that κs commutes with σ ′.
Choose s, t ∈ R. Using Equation (1.10.1), the fact that τt(δ) = δ and ∆(δ) =
δ⊗ δ, we find
∆(κt(δis)) = (τt ⊗ κt)∆(δis) = τt(δis)⊗ κt(δis) = δis ⊗ κt(δis) .
Hence, ∆(κt(δis) δ−is) = 1⊗ κt(δis) δ−is .
Consequently, Proposition 1.5.5 implies the existence of a complex number
u ∈ C with |u| = 1 such that κt(δis) = uδis .
Take s ∈ R. Because σt(x) = δ−it σ ′t (x)δit for all t ∈ R and x ∈ A and
because we have already proven that σ ′ and κs commute, we conclude that
σ and κs commute. So, ϕκs is a KMS-weight which is invariant under σ .
Equation (1.10.1) above implies that ϕκs is left invariant. Therefore, Theo-
rem 1.7.4 implies the existence of a number λs > 0 such that ϕκs = λs ϕ.
As usual, this implies the existence of a number λ > 0 such that λs = λs for
all s ∈ R.
The theorem follows now from Theorem 1.7.4: it is clear that we can reverse
the roles of η and ϕ in this theorem, because η is a faithful left invariant
KMS-weight on (A,∆). 
Combining this theorem with the equality σ(R⊗R)∆ = ∆R, uniqueness for
right invariant weights is an immediate consequence.
Theorem 1.10.2. Consider a right invariant proper weight η on (A,∆). Then
there exists a number r > 0 such that η = r ψ.
Since we have established the uniqueness of left invariant proper weights
up to a scalar, we can introduce some new terminology.
Terminology 1.10.3. • The number ν, determined by either one of the
four conditions in item 3 of Theorem 1.8.1, is called the scaling con-
stant of (A,∆).
• The element δ, determined by item 6 of Proposition 1.9.11, is called
the modular element of (A,∆).
This is a good point to compare our notion of a reduced C∗-algebraic quan-
tum group with the notion of a Woronowicz algebra introduced by T. Ma-
suda and Y. Nakagami [76]. By now, we have proved that a reduced C∗-
algebraic quantum group indeed satisfies the long list of axioms proposed
by T. Masuda and Y. Nakagami, except from the fact that, in [76], one of
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the axioms is that ϕτt = ϕ. So, one can say that a reduced C∗-algebraic
quantum group is a Woronowicz algebra if and only if the scaling constant
ν = 1. Only very recently, S.L. Woronowicz and A. Van Daele have discov-
ered an example of a reduced C∗-algebraic quantum group in which ν ≠ 1:
the quantum (ax +b)-group and the quantum (az+b)-group. For this, we
refer to [125, 135, 136].
1.11 The dual quantum group
In this section, we will introduce the dual reduced C∗-algebraic quantum
group of a reduced C∗-algebraic quantum group (A,∆). We start off again
with some motivation and explanation how to proceed.
Motivation
Let G be a locally compact group. In Subsection 1.2.1, we already explained
that the dual object of G (or (C0(G),∆)) should be (C∗r (G), ∆ˆ). We repeat
the construction of C∗r (G).
If K(G) denotes the space of continuous, compactly supported functions
on G, we define for every f ∈ K(G) an operator λ(f ) ∈ B(L2(G)) by the
formula
(λ(f )ξ)(r) =
∫
f (s)ξ(s−1r) ds for all ξ ∈ L2(G), r , s ∈ G .
Also recall that one can turn K(G) into an algebra by the so-called convolu-
tion product:
(f ∗ g)(r) =
∫
f (s)g(s−1r) ds for all f , g ∈ K(G), r ∈ G .
Then the map λ will be a homomorphism. Moreover, C∗r (G) is defined as
the closure of the range of λ:
C∗r (G) = [λ(f ) | f ∈ K(G)] .
In fact, it is clear that we can replace everywhere K(G) by the space L1(G) of
integrable functions. Now, this space L1(G) can be identified with a closed
subspace of C0(G)∗. We identify f ∈ L1(G) with ωf ∈ C0(G)∗ by
ωf(g) =
∫
f (r)g(r) dr for all g ∈ C0(G) .
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Denoting by ∆ the comultiplication on C0(G) given as before by the formula
(∆(f ))(r , s) = f (rs), a small computation shows that
ωf∗g = (ωf ⊗ωg)∆ .
Also the map λ can be translated to this setting. Denoting again by W the
unitary on L2(G × G) defined by (Wξ)(r , s) = ξ(r , r−1s), we see that in
fact W ∈ M(C0(G) ⊗ B0(L2(G))), because we can consider W as a bounded,
strongly continuous function on G with values in the unitary operators on
L2(G), given by r → λr , and (λr ξ)(s) = ξ(r−1s) for ξ ∈ L2(G) and r , s ∈ G.
Then we can write
λ(f ) = (ωf ⊗ ι)(W) for all f ∈ L1(G) .
Finally, we have to observe that we can characterize the closed subspace
L1(G) of C0(G)∗, by observing that L1(G)  L∞(G)∗.
By now, it will be more or less clear how to proceed in the general quantum
case. The von Neumann algebra L∞(G) will be replaced by A˜. Then we will
define the closed subspace L1(A) of A∗ by L1(A) = {ωπ | ω ∈ A˜∗}. We
will turn L1(A) into an algebra by the product ωµ = (ω ⊗ µ)∆ and we will
introduce the representation λ by the formula λ(ωπ) = (ω ⊗ ι)(W) when
ω ∈ A˜∗.
Then we will define the dual Aˆ as the closure of the range of λ. So, we see
that
Aˆ = [(ω⊗ ι)(W) |ω ∈ A˜∗] = [(ω⊗ ι)(W) |ω ∈ B(H)∗] .
Next, we want to define a comultiplication on Aˆ. We first explain in a very
intuitive way how to do this.
In a sense, we defined Aˆ by embedding a dense subalgebra L1(A) into Aˆ.
On L1(A), we have the product ωµ = (ω ⊗ µ)∆. So, loosely speaking, the
product on Aˆ is dual to the comultiplication ∆. So, it will be no surprise that
the comultiplication ∆ˆ on Aˆ will be somehow dual to the product on A. The
space L1(A) is a closed subspace of A∗. So, loosely speaking, Aˆ consists of
functionals on A. Then Aˆ ⊗ Aˆ will consist of functionals on A ⊗ A. On an
informal level, the comultiplication ∆ˆ on Aˆ will be given by
∆ˆ(ω)(a⊗ b) =ω(ba) ω ∈ L1(A),a, b ∈ A . (1.11.1)
Before we go on, we remark that we have written indeed ω(ba) and not
ω(ab) which would be more natural. The reason to do this is somehow
conventional. In fact, we follow the conventions of [32], where the duality
of Kac algebras is treated. The advantage of taking this convention will be
that the natural invariant weight that we construct on (Aˆ, ∆ˆ) is left invariant
rather than right invariant.
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How can we give a precise meaning to this comultiplication ∆ˆ on Aˆ? Let
a,b ∈ A and ξ, η ∈ H . Let (ei)i∈I be an orthonormal basis in H . Then we
get
ωξ,η(ba) =
∑
i∈I
ωei,η(b) ωξ,ei(a) =
∑
i∈I
(ωξ,ei ⊗ωei,η)(a⊗ b) .
Using our motivating Equation (1.11.1) and the fact that we identify ω ∈
L1(A) with (ω⊗ ι)(W) ∈ Aˆ, we see that we would like to define ∆ˆ in such a
way that
∆ˆ((ωξ,η ⊗ ι)(W)) =∑
i∈I
(ωξ,ei ⊗ ι)(W)⊗ (ωei,η ⊗ ι)(W) .
But this last sum equals (ωξ,η ⊗ ι ⊗ ι)(W13W12). Hence, we would like to
define ∆ˆ in such a way that (use the pentagonal equation for W and the flip
map Σ)
∆ˆ((ωξ,η ⊗ ι)(W)) = (ωξ,η ⊗ ι⊗ ι)(W13W12)
= Σ(ωξ,η ⊗ ι⊗ ι)(W23W12W∗23)Σ
= ΣW((ωξ,η ⊗ ι)(W)⊗ 1)W∗Σ .
From all this, it will not be surprising that we will define ∆ˆ on the C∗-algebra
Aˆ by the formula ∆ˆ(x) = ΣW(x ⊗ 1)W∗Σ.
What does this mean in the case of (C∗r (G), ∆ˆ)? Although the functional
εs ∈ C0(G)∗, which evaluates a function in the point s, does not agree with
a function in L1(G), because we would need a Dirac function in s, we can
nevertheless write informally
∆ˆ(εs)(f ⊗ g) = εs(gf ) = g(s)f (s) = (εs ⊗ εs)(f ⊗ g)
and using the formula
(εs ⊗ ι)(W) = λs ,
we get ∆ˆ(λs) = λs ⊗ λs . This formula can be easily verified directly by
proving that
W(λs ⊗ 1)W∗ = λs ⊗ λs .
This precisely agrees with what we got in Subsection 1.2.1.
We end this motivating subsection by explaining how to find a left invariant
weight on (Aˆ, ∆ˆ). In fact, we will find the left invariant weight ϕˆ on (Aˆ, ∆ˆ)
by constructing first a GNS-construction for ϕˆ.
We start off by looking at the case of (C∗r (G), ∆ˆ). Without turning to the
details how to define in a precise way a weight on C∗r (G), we put
ϕˆ(λ(f )) = f (e) for all f ∈ K(G) .
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Then it is not so difficult to accept that
ϕˆ
(
(ω⊗ ι)∆ˆ(λ(f ))) = ϕˆ((ω⊗ ι)(∫ f (r) λr ⊗ λr dr))
= ϕˆ
(∫
f (r)ω(λr )λr dr
)
= f (e) ω(λe) =ω(1) ϕˆ(λ(f )) .
From this, we informally get the left invariance of ϕˆ. We describe a GNS-
map Λˆ for this weight ϕˆ. So, we have to compute ϕˆ(λ(g)∗λ(h)). If f ∈
K(G), a small computation will reveal that λ(f )∗ = λ(f∗) where
f∗(r) = δG(r−1)f (r−1) for all r ∈ G
and δG denotes the modular function of G. Then we get, for all f , g ∈ K(G):
λ(g)∗λ(f ) = λ(g∗ ∗ f ) ,
and hence,
ϕˆ(λ(g)∗λ(f )) = (g∗ ∗ f )(e) =
∫
δ(s−1)g(s−1)f (s−1) ds
=
∫
g(s)f (s) ds = 〈Λ(f ),Λ(g)〉 ,
where we used the embedding Λ of K(G) into L2(G), which is in fact the
GNS-map of the weight ϕ on C0(G).
So, we can define a GNS-map Λˆ for ϕˆ by the formula
Λˆ(λ(f )) = Λ(f ) .
Before we can translate this expression to the general locally compact quan-
tum setting (Aˆ, ∆ˆ), we should rewrite the expression in terms of ωf . To
obtain this, we have to observe that, for all g ∈ K(G):
〈Λ(f ),Λ(g)〉 = ∫ f (s)g(s) ds =ωf(g∗) .
Also recall that λ(f ) = (ωf ⊗ ι)(W). So, in the general case of (Aˆ, ∆ˆ), we
will first define a GNS-map Λˆ in such a way that
Λˆ((ω⊗ ι)(W)) = ξ(ω) ,
where ξ(ω) is the unique vector in H satisfying
〈ξ(ω),Λ(b)〉 =ω(b∗) ,
for all b ∈Nϕ.
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Of course, not for everyω ∈ L1(A), there will exist such a vector ξ(ω). This
is not so surprising, because in the case (C∗r (G), ∆ˆ), not every f ∈ L1(G)
will belong to L2(G). Nevertheless, we will be able to prove that the space
of ω ∈ L1(A) for which ξ(ω) exists, is dense in L1(A).
All this should give enough motivation for the precise mathematical con-
struction of (Aˆ, ∆ˆ) and the invariant weight ϕˆ with GNS-map Λˆ.
The dual quantum group
To construct the dual reduced C∗-algebraic quantum group, we will follow
Chapter 3 of [32] (see also [8] and [76]) and we will rely on [138], in which
most of the hard work has already been done. We model the definition
of the dual weight on Definition 3.5.2 of [32] (and even more on Proposi-
tion 3.5.4 of [32]). We will however follow a different route (not using left
Hilbert algebras and the somehow tricky ∗-operation) to define it, but this
is not very essential. We give however a more elementary proof of the left
invariance of the dual weight.
In the rest of this section, Σ denotes the flip map on H ⊗ H . We have still
fixed a reduced C∗-algebraic quantum group (A,∆) and a faithful left invari-
ant approximate KMS-weightϕ with GNS-construction (H,π,Λ). We denote
byW the multiplicative unitary of (A,∆) as defined in Theorem 1.3.1. Recall
that in factϕ is a faithful KMS-weight on A and we denote its modular group
by (σt). We also use again the notation J and ∇ to denote the modular con-
jugation and modular operator of ϕ in the GNS-construction (H,π,Λ). We
use freely the notation (S,R, τ) to denote the antipodal triple of (A,∆) and
δ to denote the modular element. Finally, ν is again the scaling constant of
(A,∆) and ψ := ϕR is the right invariant weight on (A,∆) accompanying
ϕ.
One should always keep in mind the motivation and working strategy that
was explained above. This immediately leads to the following definition and
theorem.
Definition 1.11.1. We define
• the set Aˆ = [ (ω⊗ ι)(W) |ω ∈ B(H)∗ ];
• the injective linear map ∆ˆ : Aˆ→ B(H ⊗H) such that
∆ˆ(x) = ΣW(x ⊗ 1)W∗ Σ ,
for all x ∈ Aˆ.
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The flip map Σ is introduced to guarantee that the dual weight, constructed
from the left invariant weight ϕ in the next part of this section, is again left
invariant and not right invariant.
Thanks to Theorem 1.5 and Proposition 5.1 of [138], we can sit back and
relax for a moment, allowing someone else to do the hard work for us.
Theorem 1.11.2. The set Aˆ is a non-degenerate C∗-subalgebra of B(H) and
the mapping ∆ˆ is a non-degenerate ∗-homomorphism from Aˆ into M(Aˆ⊗ Aˆ)
such that
• (∆ˆ⊗ ι)∆ˆ = (ι⊗ ∆ˆ)∆ˆ;
• ∆ˆ(Aˆ)(Aˆ⊗ 1) and ∆ˆ(Aˆ)(1⊗ Aˆ) are dense subsets of Aˆ⊗ Aˆ.
Recall that we introduced the unitaryW ∈ M(A⊗B0(H)) in Definition 1.8.5.
Theorem 1.5 of [138] implies that W ∈ M(A ⊗ Aˆ). Since W12W13W23 =
W23W12, we have, moreover, that (∆⊗ ι)(W ) = W13W23 and (ι ⊗ ∆ˆ)(W ) =
W13W12.
We now introduce L1(A) as a dense subalgebra of Aˆ, in the spirit of the
motivation above where we embedded the convolution algebra L1(G) into
C∗r (G). So, we define L1(A) as the following subspace of A∗:
L1(A) = [aϕb∗ | a,b ∈Nϕ ] .
Note that the linear mapping π∗ : A˜∗ → L1(A) : ω → ωπ is an isometric
isomorphism. So, we also get
L1(A) = {ωπ |ω ∈ A˜∗ } .
Note that
Aˆ = [ (ω⊗ ι)(W ) |ω ∈ L1(A) ] .
Define the contractive linear mapping λ : L1(A)→ Aˆ such that
λ(ω) = (ω⊗ ι)(W ) , (1.11.2)
for ω ∈ L1(A). From Proposition 1.3.4, it follows that λ is an injection.
Proposition 1.T2.3 tells us that
(ω⊗ ι)(W∗)Λ(x) = Λ((ω⊗ ι)∆(x)) , (1.11.3)
for all x ∈Nϕ andω ∈ L1(A).
The topological dual A∗ is a Banach algebra under the multiplication given
by (ωθ)(x) = (ω⊗ θ)∆(x) for allω, θ in A∗ and x ∈ A.
In the group case, this corresponds to the convolution product. It should
be pointed out that, since the antipode can be unbounded, A∗ carries no
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appropriate ∗-structure. It is however possible to define a ∗-operation on a
large subalgebra of A∗. We will not go further into this right now, but we
will deal with it in Section 1.13.
We want to prove that L1(A) is a subalgebra of A∗ and that λ is a homo-
morphism. In this way, we will have shown that λ(L1(A)) is indeed a dense
subalgebra of Aˆ. We will even show now that L1(A) is a two-sided ideal
in A∗. To prove this, take ω ∈ A∗+ and ξ, η ∈ H . Fix also a cyclic GNS-
construction (K, θ,u) for ω. Then we have, for all x ∈ A:
(ωωξ,η)(x) = (ω⊗ωξ,η)(∆(x)) = (ω⊗ωξ,η)(W∗(1⊗π(x))W )
= 〈(1⊗π(x))(θ ⊗ ι)(W )(u⊗ ξ), (θ ⊗ ι)(W )(u⊗ η)〉 ,
which implies that ωωξ,η ∈ L1(A). We conclude that L1(A) is a left ideal
in A∗. Because R˜ is implemented by I, we see that ωR ∈ L1(A) whenever
ω ∈ L1(A). By using Corollary 1.4.18, we get that L1(A) is a two-sided ideal
in A∗; so, it is certainly a subalgebra of A∗. It is also clear that for every
ω ∈ L1(A) and every a ∈ M(A), the elementsωa and aω belong to L1(A).
The equality (∆⊗ ι)(W ) = W13W23 implies that λ : L1(A) → B(H) is multi-
plicative.
In a next natural step, we want to turn (Aˆ, ∆ˆ) into a reduced C∗-algebraic
quantum group by constructing a left and a right invariant weight on (Aˆ, ∆ˆ).
Copying Definition 2.1.6 of [32], we introduce the following subset of L1(A).
Notation 1.11.3. We define the subset I of L1(A) as follows:
I = {ω ∈ L1(A) | There exists a number M ≥ 0 s.t. |ω(x∗)| ≤ M ‖Λ(x)‖
for all x ∈Nϕ } .
It is clear that I is a subspace of L1(A). By Riesz’ theorem for Hilbert spaces,
there exists for everyω ∈ I a unique element ξ(ω) ∈ H such thatω(x∗) =
〈ξ(ω),Λ(x)〉 for x ∈Nϕ.
From the motivating subsection above, we know that we would like to define
a GNS-map Λˆ for the still to be constructed weight ϕˆ in such a way that
Λˆ(λ(ω)) = ξ(ω) for all ω ∈ I .
Hence, our task will be to show that the map λ(ω) → ξ(ω) is closable, and
that its closure is indeed the GNS-map of some KMS-weight ϕˆ on Aˆ. We
will do this by applying Proposition 5.14 of [59]. Our strategy will be the
following. We first construct a one-parameter representation (ρt) of R on
L1(A); see Notation 1.11.6. One should think of (ρt) as the modular group
of the still to be constructed weight ϕˆ. We will show that there exists an
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anti-unitary operator U on H such that, for all ω ∈ I and µ ∈ D(ρ i
2
), we
have ωµ ∈ I and (see Proposition 1.11.10)
ξ(ωµ) = U∗λ(ρ i
2
(µ))∗Uξ(ω) .
It will not be too difficult to conclude from this formula that the map
λ(ω) → ξ(ω) is closable; see Proposition 1.11.12. We will denote its closure
by Λˆ. In the meantime, we will observe that there exists a strictly positive
operator ∇ˆ such that
∇ˆitξ(ω) = ξ(ρt(ω)) .
We will also show that ∇ˆit implements a norm continuous one-parameter
group (σˆt) on Aˆ satisfying σˆt(λ(ω)) = λ(ρt(ω)); see Proposition 1.11.8.
Then it will follow that
∇ˆitΛˆ(z) = Λˆ(σˆt(z)) ,
for all z ∈ D(Λˆ). Finally, we will not need a lot of work to conclude that Λˆ is
indeed the GNS-map of some KMS-weight ϕˆ on Aˆ with modular group (σˆt);
see Theorem 1.11.13.
Once we will have at hand the weight ϕˆ (Theorem 1.11.13), we will be able to
prove easily that ϕˆ is left invariant, and then we can proceed to prove that
(Aˆ, ∆ˆ) is again a reduced C∗-algebraic quantum group; see Theorem 1.11.19.
It is easy to construct a lot of elements belonging to I (Proposition 2.1.7(i)
of [32]).
Lemma 1.11.4. Let a,b ∈ Tϕ. Then aϕb∗ belongs to I and
ξ(aϕb∗) = Λ(aσi(b)∗) .
Proof. For all x ∈Nϕ, we have
(aϕb∗)(x∗) =ϕ(b∗x∗a) =ϕ(x∗aσi(b)∗) = 〈Λ(aσi(b)∗),Λ(x)〉 ,
implying that aϕb∗ belongs to I and ξ(aϕb∗) = Λ(aσi(b)∗). 
This implies immediately that {ξ(ω) | ω ∈ I } is dense in H and that I is
dense in L1(A).
We collect two basic properties in the next result (Proposition 2.1.7(iii) and
Proposition 3.5.1(iii) of [32]).
Proposition 1.11.5. The following holds:
• the set I is a left ideal in L1(A) such that ξ(ωµ) = λ(ω)ξ(µ) for
ω ∈ L1(A) and µ ∈ I ;
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• for a ∈ M(A) and ω ∈ I , we have that aω belongs to I and ξ(aω) =
π(a)ξ(ω).
Proof. We start off by proving the first statement. We have, for x ∈Nϕ:
(ωµ)(x∗) = (ω⊗ µ)∆(x∗) = µ((ω⊗ ι)∆(x∗)) = µ((ω⊗ ι)(∆(x))∗)
= 〈ξ(µ),Λ((ω⊗ ι)∆(x))〉 = 〈ξ(µ), (ω⊗ ι)(W∗)Λ(x)〉
= 〈(ω⊗ ι)(W ) ξ(µ),Λ(x) 〉 .
This implies that ωµ ∈ I and ξ(ωµ) = λ(ω)ξ(µ). This gives the first
statement of the result.
Next, to prove the second statement, take x ∈Nϕ. Then
(aω)(x∗) =ω(x∗a) =ω((a∗x)∗) = 〈ξ(ω),Λ(a∗x)〉
= 〈ξ(ω),π(a∗)Λ(x)〉 = 〈π(a)ξ(ω),Λ(x)〉 .
This implies that aω ∈ I and ξ(aω) = π(a)ξ(ω) and this concludes the
proof of the result. 
In a next step, we introduce the one-parameter representation on L1(A)
which will become the modular group of the dual weight.
Notation 1.11.6. Define the norm continuous one-parameter representation
ρ of R on L1(A) such that ρt(ω)(x) =ω(δ−itτ−t(x)) forω ∈ L1(A), x ∈ A
and t ∈ R.
The fact that ρ is a representation follows immediately from the fact that
τt(δ) = δ for t ∈ R. Since any element of L1(A) arises from an element
in B(H)∗ and since τ is implemented by P (see Definition 1.8.2), the norm
continuity is easily verified.
Proposition 1.4.15 and the first item of Proposition 1.9.11 imply immedi-
ately that ρt is an algebra automorphism of L1(A) for every t ∈ R.
We start to change our route a little bit in comparison with the route fol-
lowed in [32]. We will not use left or right Hilbert algebra theory. Recall
that we introduced the strictly positive operator P in Definition 1.8.2. So,
PitΛ(a) = ν t2 Λ(τt(a)) and Jπ(δ)itJΛ(a) = ν− t2 Λ(aδ−it) for all t ∈ R and
a ∈Nϕ. Since τt(δ) = δ for all t ∈ R, we get immediately that Jπ(δ)J and
P commute strongly.
Lemma 1.11.7. For all t ∈ R andω ∈ I , we have ρt(ω) ∈ I and ξ(ρt(ω)) =
Pit Jπ(δ)itJ ξ(ω).
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Proof. Choose x ∈Nϕ. The remarks before this lemma imply
ρt(ω)(x∗) =ω(δ−itτ−t(x∗)) =ω((τ−t(x)δit)∗) = 〈ξ(ω),Λ(τ−t(x)δit)〉
= ν− t2 〈ξ(ω), Jπ(δ)−itJΛ(τ−t(x))〉 = 〈ξ(ω), Jπ(δ)−itJ P−itΛ(x)〉
= 〈Pit Jπ(δ)itJ ξ(ω),Λ(x)〉 .
This implies that ρt(ω) ∈ I and ξ(ρt(ω)) = Pit Jπ(δ)itJ ξ(ω). 
The next proposition is a simple consequence of Lemma 1.11.7 and the
multiplicativity of ρt for every t ∈ R.
Proposition 1.11.8. There exists a unique norm continuous one-parameter
group σˆ on Aˆ such that σˆt(λ(ω)) = λ(ρt(ω)) for all t ∈ R and ω ∈ L1(A).
Moreover, we have
σˆt(x) = Pit Jπ(δ)itJ x Jπ(δ)−itJ P−it ,
for t ∈ R and x ∈ Aˆ.
The main step to prove the closability of the map λ(ω) → ξ(ω) will be
Proposition 1.11.10, as we explained above. Before we arrive at the proof of
this proposition, we need a lemma and some extra terminology.
We will need the following two norm continuous one-parameter representa-
tions δ∗ and τ∗ of R on L1(A) defined in such a way that:
• δ∗t (ω)(x) =ω(δit x) ,
• τ∗t (ω)(x) =ω(τt(x)) ,
for all t ∈ R, ω ∈ L1(A) and x ∈ A. So, δ∗ and τ∗ commute and ρt =
τ∗−t δ
∗
−t for t ∈ R. This implies that τ∗− i2 δ
∗
− i2
is closable and that its closure
is equal to ρ i
2
; see e.g. Proposition 4.9 of [60].
Consider z ∈ C, x ∈ D(τz) andω ∈ D(τ∗z ). Since the two functions defined
on the strip S(z) of complex numbers y ∈ C satisfying Im(y) ∈ [0, Im(z)]
by
S(z)→ C : y → τ∗y (ω)(x) and S(z)→ C : y →ω(τz(x)) ,
are continuous on S(z), analytic on the interior S(z)◦ of S(z) and agree on
the real line, they are equal on S(z). Hence, τ∗z (ω)(x) =ω(τz(x)).
Lemma 1.11.9. For all ω ∈ D(τ∗− i2 ), we have
(ωR ⊗ ι)(W∗) = (τ∗− i2 (ω)⊗ ι)(W ) .
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Proof. Choose µ ∈ B(H)∗. Proposition 1.8.6 gives that (ι ⊗ µ)(W ) belongs
to D(S) and
S
(
(ι⊗ µ)(W )) = (ι⊗ µ)(W∗) .
So, (ι⊗ µ)(W ) belongs to D(τ− i2 ) and
τ− i2
(
(ι⊗ µ)(W )) = R((ι⊗ µ)(W∗)) .
Applying ω to this equation, using the remark before this proposition and
rearranging things, we get
µ
(
(τ∗− i2
(ω)⊗ ι)(W )) = µ((ωR ⊗ ι)(W∗)) .
This concludes the proof of the lemma. 
In Notation 1.9.12, we introduced the GNS-construction (H,π, Γ ) for ψ.
Since ψ = ϕR, there exists an anti-unitary U : H → H such that UΓ (x) =Λ(R(x∗)) for x ∈Nψ.
Proposition 1.11.10. Consider ω ∈ I and µ ∈ D(ρ i
2
). Then ωµ ∈ I and
ξ(ωµ) = U∗λ(ρ i
2
(µ))∗U ξ(ω).
Proof. Since the mapping I → H : η → ξ(η) is closed and D(τ∗− i2 δ
∗
− i2
) is a
core for ρ i
2
, it is sufficient to prove the result under the extra assumption
that µ ∈ D(τ∗− i2 δ
∗
− i2
).
For n ∈ N, we define the element en ∈ M(A) as
en = n√π
∫
exp(−n2 t2)δit dt .
Then en is analytic with respect to σ , implying thatNϕ en ⊆Nϕ.
Take x ∈ Nϕ. Since ψ = ϕδ and Γ = Λδ, we get that x (δ− 12 en) belongs to
Nψ and Γ (x (δ− 12 en)) = Λ(x en). Therefore, the right invariance of ψ im-
plies that (ι⊗δ∗− i2 (µ) )∆(x (δ− 12 en)) belongs toNψ, where the bar denotes
the adjoint functional. Using the remarks before this proposition, we get
Γ ( (ι⊗ δ∗− i2 (µ) )∆(x (δ− 12 en)) ) = U∗Λ(R((ι⊗ δ∗− i2 (µ) )(∆(x (δ− 12 en)))∗) )
= U∗Λ(R((ι⊗ δ∗− i2 (µ))(∆(x (δ− 12 en))∗)) ) .
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Using the equality σ(R ⊗ R)∆ = ∆R, this implies
Γ ( (ι⊗ δ∗− i2 (µ) )∆(x (δ− 12 en)) ) = U∗Λ((δ∗− i2 (µ)R ⊗ ι)∆(R((x (δ− 12 en))∗)))
= U∗(δ∗− i2 (µ)R ⊗ ι)(W
∗)Λ(R((x (δ− 12 en))∗))
= U∗(δ∗− i2 (µ)R ⊗ ι)(W
∗)U Γ (x (δ− 12 en)) .
Using the previous lemma, this gives
Γ ( (ι⊗ δ∗− i2 (µ) )∆(x (δ− 12 en)) )
= U∗(τ∗− i2 (δ
∗
− i2
(µ))⊗ ι)(W )U Λ(x (δ− 12 en)δ 12 )
= U∗(ρ i
2
(µ)⊗ ι)(W )U Λ(xen) . (1.11.4)
Define the function f : S( i2) → A : z → (ι⊗ δ∗¯z (µ) )∆(x (δiz en)). Then f is
continuous on S( i2), analytic on the interior S(
i
2)
◦ and
f (t) = (ι⊗ δ∗t (µ) )∆(x (δit en)) = (ι⊗ µ)(∆(xen δit)(1⊗ δ−it))
= (ι⊗ µ)(∆(xen)) δit ,
for all t ∈ R. This implies (see e.g. Corollary 6.8 of [60]) that (ι⊗µ)(∆(xen))
is a left multiplier (this notion is defined right before Proposition 4.5.1) of
δ−
1
2 and
(ι⊗ µ)(∆(xen)) δ− 12 = (ι⊗ δ∗− i2 (µ) )∆(x (δ− 12 en)) ∈Nψ .
Because ϕ = ψδ−1 and Λ = Γδ−1 , this implies that (ι ⊗ µ)(∆(xen)) belongs
toNϕ and
Λ((ι⊗ µ)(∆(xen))) = Γ ((ι⊗ δ∗− i2 (µ) )∆(x (δ− 12 en))) ,
so that Equation (1.11.4) implies
Λ((ι⊗ µ)(∆(xen))) = U∗λ(ρ i
2
(µ))U Λ(xen) .
Now,
(ωµ)((xen)∗) = (ω⊗ µ)∆((xen)∗) =ω((ι⊗ µ)∆((xen)∗))
= 〈ξ(ω),Λ((ι⊗ µ)∆(xen))〉
= 〈ξ(ω),U∗λ(ρ i
2
(µ))U Λ(xen)〉
= 〈U∗λ(ρ i
2
(µ))∗ U ξ(ω),Λ(xen)〉 .
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Since (xen)∞n=1 converges to x and (Λ(xen))∞n=1 converges to Λ(x), we get
(ωµ)(x∗) = 〈U∗λ(ρ i
2
(µ))∗ U ξ(ω),Λ(x)〉 .
This implies, by definition, thatωµ belongs to I and
ξ(ωµ) = U∗λ(ρ i
2
(µ))∗ U ξ(ω) .

We now use the previous proposition to prove a crucial result, but we first
make a remark.
Remark 1.11.11. Since the mapping I → H : ω → ξ(ω) is closed, Lemma
1.11.7 implies (see e.g. Lemma 1.1 of [59]), for every ω ∈ I , that
n√
π
∫
exp(−n2(t + i
2
)2)ρt(ω)dt
belongs to I and
ξ
( n√
π
∫
exp(−n2(t + i
2
)2)ρt(ω)dt
)
= n√
π
∫
exp(−n2(t + i
2
)2) Pit J π(δ)it J ξ(ω)dt .
Also note that
ρ i
2
( n√
π
∫
exp(−n2(t + i
2
)2)ρt(ω)dt
) = n√
π
∫
exp(−n2t2)ρt(ω)dt .
So, we see that ρ i
2
(D(ρ i
2
)∩ I) is dense in L1(A).
Proposition 1.11.12. There exists a unique closed, densely defined linear
map Λˆ from D(Λˆ) ⊆ Aˆ into H such that λ(I) is a core for Λˆ and Λˆ(λ(ω)) =
ξ(ω) for ω ∈ I .
Proof. Take a sequence (ωn)∞n=1 in I , w ∈ H such that (λ(ωn))∞n=1 con-
verges to 0 and (ξ(ωn))∞n=1 converges to w.
Choose µ ∈ D(ρ i
2
)∩ I . Then we have, by Proposition 1.11.10,
λ(ωn)ξ(µ) = U∗λ(ρ i
2
(µ))∗ U ξ(ωn) ,
for all n ∈ N. Letting n tend to∞, this equality gives 0 = U∗λ(ρ i
2
(µ))∗ U w.
By Remark 1.11.11, this implies that w = 0. 
Then it is easy to apply the results of [59] to obtain a KMS-weight ϕˆ on Aˆ.
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Theorem 1.11.13. There exists a (necessarily unique) KMS-weight ϕˆ on Aˆ
such that (H, ι, Λˆ) is a GNS-construction for ϕˆ. Moreover, we have that ϕˆ is
faithful and that σˆ is the modular group for ϕˆ.
Proof. 1. Since I is dense in L1(A), the boundedness of λ implies that λ(I)
is dense in Aˆ. By Proposition 1.11.5, we have for all x ∈ λ(L1(A)) and y ∈
λ(I), that xy ∈ λ(I) and Λˆ(x y) = x Λˆ(y). Using this and the closedness
of Λˆ, it is easy to check that D(Λˆ) is a left ideal in Aˆ and that Λˆ(x y) =
x Λˆ(y) for all x ∈ Aˆ and y ∈ D(Λˆ).
2. Take t ∈ R. By Proposition 1.11.8 and Lemma 1.11.7, we have for all
x ∈ λ(I) that σˆt(x) ∈ D(Λˆ) and Λˆ(σˆt(x)) = PitJπ(δ)itJΛˆ(x). The closed-
ness of Λˆ now implies easily, for every x ∈ D(Λˆ), that σˆt(x) ∈ D(Λˆ) andΛˆ(σˆt(x)) = PitJπ(δ)itJΛˆ(x).
3. Choose ω ∈ D(ρ i
2
). Clearly, λ(ω) ∈ D(σˆ i
2
) and σˆ i
2
(λ(ω)) = λ(ρ i
2
(ω)).
By Proposition 1.11.10, this implies for every x ∈ λ(I), that x λ(ω) ∈ D(Λˆ)
and Λˆ(x λ(ω)) = U∗ σˆ i
2
(λ(ω))∗UΛˆ(x). Again, the closedness of Λˆ gives,
for every x ∈ D(Λˆ), that x λ(ω) ∈ D(Λˆ) and
Λˆ(x λ(ω)) = U∗ σˆ i
2
(λ(ω))∗UΛˆ(x) . (1.11.5)
Because λ(D(ρ i
2
)) is dense in D(σˆ i
2
) and invariant under σˆ , we get that
λ(D(ρ i
2
)) is a core for σˆ i
2
. Combining this with Equation (1.11.5) and the
closedness of Λˆ, we get, for x ∈ D(Λˆ) and y ∈ D(σˆ i
2
), that xy ∈ D(Λˆ) and
Λˆ(x y) = U∗ σˆ i
2
(y)∗UΛˆ(x) . (1.11.6)
Items 1,2 and 3, together with Definition 5.12 and Proposition 5.14 of [59],
imply the existence of a KMS-weight ϕˆ on Aˆ such that (H, ι, Λˆ) is a GNS-
construction for ϕˆ and σˆ is a modular group for ϕˆ. By Equation (1.11.6),
we have x Λˆ(y) = U∗ σˆ i
2
(y)∗UΛˆ(x) for x ∈ Nϕˆ and y ∈ D(σˆ i
2
) ∩Nϕˆ.
Faithfulness follows easily from this. 
It turns out to be not so difficult to establish the left invariance of our dual
weight.
Theorem 1.11.14. The weight ϕˆ is left invariant.
Proof. By the remarks after Theorem 1.11.2, we get thatW ∈ M(A⊗ Aˆ) and
(ι⊗ ∆ˆ)(W ) =W13W12.
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Choose ω ∈ I and µ ∈ Aˆ∗. Then (ι⊗ µ)(W ) belongs to M(A). Moreover,
(µ ⊗ ι)∆ˆ(λ(ω)) = (µ ⊗ ι)∆ˆ((ω⊗ ι)(W )) = (ω⊗ µ ⊗ ι)((ι⊗ ∆ˆ)(W ))
= (ω⊗ µ ⊗ ι)(W13W12) = (ω⊗ ι)
(W ( (ι⊗ µ)(W )⊗ 1))
= λ([(ι⊗ µ)(W )]ω) .
Hence, Proposition 1.11.5 implies that (µ ⊗ ι)∆ˆ(λ(ω)) ∈Nϕˆ and
Λˆ((µ ⊗ ι)∆ˆ(λ(ω))) = π((ι⊗ µ)(W )) Λˆ(λ(ω)) .
Therefore, the closedness of Λˆ implies, for every x ∈Nϕˆ, that (µ⊗ι)∆ˆ(x) ∈
Nϕˆ and Λˆ((µ ⊗ ι)∆ˆ(x)) = π((ι⊗ µ)(W )) Λˆ(x) . (1.11.7)
Now take η ∈ Aˆ∗+ and x ∈ Nϕˆ. Fix a cyclic GNS-construction (Hη,πη, vη)
for η and an orthonormal basis (ei)i∈I for Hη. From Lemma A.3 and the
lower semi-continuity of ϕˆ, we know that
ϕˆ((η⊗ ι)∆ˆ(x∗x)) = ϕˆ((ωvη,vη ⊗ ι)∆ˆ(x∗x))
=
∑
i∈I
ϕˆ
(
(ωvη,ei ⊗ ι)(∆ˆ(x))∗(ωvη,ei ⊗ ι)(∆ˆ(x))) .
Hence, using Equation (1.11.7) above,
ϕˆ((η⊗ ι)∆ˆ(x∗x)) =∑
i∈I
〈Λˆ((ωvη,ei ⊗ ι)∆ˆ(x)), Λˆ((ωvη,ei ⊗ ι)∆ˆ(x))〉
=
∑
i∈I
〈π((ι⊗ωvη,ei)(W )) Λˆ(x),π((ι⊗ωvη,ei)(W )) Λˆ(x)〉
=
∑
i∈I
〈π((ι⊗ωvη,ei)(W )∗(ι⊗ωvη,ei)(W )) Λˆ(x), Λˆ(x)〉 .
Using Lemma A.3 once again, the unitarity ofW gives
ϕˆ((η⊗ ι)∆ˆ(x∗x)) = 〈π((ι⊗ωvη,vη)(W∗W )) Λˆ(x), Λˆ(x)〉 = η(1) ϕˆ(x∗x) .
This gives precisely the left invariance of ϕˆ on (Aˆ, ∆ˆ). 
It is also easy to get an expression for W in terms of ϕˆ.
Proposition 1.11.15. For all x,y ∈Nϕˆ, we have
(ΣWΣ)(Λˆ(x)⊗ Λˆ(y)) = (Λˆ⊗ Λˆ)(∆ˆ(y)(x ⊗ 1)) .
Proof. Define the isometry W ′ on H ⊗H such that
W ′(Λˆ(x)⊗ Λˆ(y)) = (Λˆ⊗ Λˆ)(∆ˆ(y)(x ⊗ 1)) ,
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for all x,y ∈Nϕˆ. Take ω ∈ B(H)∗ and x ∈Nϕˆ. Then
(ω⊗ ι)(W ′) Λˆ(x) = Λˆ((ω⊗ ι)∆ˆ(x)) (∗)= π((ι⊗ω)(W )) Λˆ(x)
= (ω⊗ ι)(ΣWΣ) Λˆ(x) ,
where in equality (∗), we used Equation (1.11.7) from the proof of the pre-
vious proposition. So, W ′ = ΣWΣ. 
We now prove that (Aˆ, ∆ˆ) is indeed a reduced C∗-algebraic quantum group.
So, we have to prove the existence of a right invariant KMS-weight on (Aˆ, ∆ˆ).
This can be done easily by introducing the unitary antipode in the usual
way; see Proposition 3.3.1 of [32]. For the sake of completeness (and be-
cause it is easy to do so), we include a proof.
Proposition 1.11.16. There exists a unique ∗-anti-automorphism Rˆ on Aˆ
satisfying Rˆ(λ(ω)) = λ(ωR) for all ω ∈ L1(A). Moreover, we have that
Rˆ(x) = Jx∗J for x ∈ Aˆ.
Proof. Choose ω ∈ L1(A). Take µ ∈ B(H)∗ such that µπ = ω. So,
µ(Iπ(a)∗I) = (ωR)(a) for a ∈ A. Using the commutation relation
(I ⊗ J)W∗(I ⊗ J) = W (see Proposition 1.6.16), we get that
J λ(ωR)∗ J = J (ωR ⊗ ι)(W )∗ J = (µ ⊗ ι)((I ⊗ J)W∗(I ⊗ J))
= (µ ⊗ ι)(W) = λ(ω) .
So, λ(ωR) = Jλ(ω)∗J and the rest of the proof is now obvious. 
Since (I ⊗ J)W∗(I ⊗ J) = W and R is implemented by I, we get that
(R ⊗ Rˆ)(W ) =W .
Proposition 1.11.17. We have σ(Rˆ ⊗ Rˆ)∆ˆ = ∆ˆ Rˆ.
Proof. Choose ω ∈ L1(A). The remark before this proposition and the fact
that (ι⊗ ∆ˆ)(W ) =W13W12 imply
∆ˆ(Rˆ((ω⊗ ι)(W ))) = ∆ˆ((ωR ⊗ ι)(W )) = (ωR ⊗ ι⊗ ι)((ι⊗ ∆ˆ)(W ))
= (ωR ⊗ ι⊗ ι)(W13W12) .
So, the anti-multiplicativity of R and Rˆ and the remark before this proposi-
tion imply that
(σ(Rˆ ⊗ Rˆ)∆ˆ)(Rˆ((ω⊗ ι)(W ))) = σ(ω⊗ ι⊗ ι)((R ⊗ Rˆ ⊗ Rˆ)(W13W12))
= σ(ω⊗ ι⊗ ι)((R ⊗ Rˆ)(W )12 (R ⊗ Rˆ)(W )13) = σ(ω⊗ ι⊗ ι)(W12W13)
= (ω⊗ ι⊗ ι)(W13W12) = (ω⊗ ι⊗ ι)((ι⊗ ∆ˆ)(W )) = ∆ˆ((ω⊗ ι)(W ))
and the proposition follows. 
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Corollary 1.11.18. The weight ϕˆ Rˆ is a faithful right invariant KMS-weight
on (Aˆ, ∆ˆ).
Therefore, we can conclude that the following holds:
Theorem 1.11.19. (Aˆ, ∆ˆ) is a reduced C∗-algebraic quantum group. It is
called the reduced dual of (A,∆).
Note that Proposition 1.11.15 implies that ΣW∗Σ is the multiplicative uni-
tary of the dual (Aˆ, ∆ˆ) in the GNS-construction (H, ι, Λˆ) for ϕˆ.
It does not take much extra work to identify the antipodal triple of (Aˆ, ∆ˆ).
We first introduce a symbol for the antipode of the dual.
Notation 1.11.20. We denote the antipode of (Aˆ, ∆ˆ) by Sˆ.
Since ΣW∗Σ is the multiplicative unitary for (Aˆ, ∆ˆ), Proposition 1.8.6 gets
the following form in the dual setting.
Proposition 1.11.21. For all ω ∈ L1(A), we have that (ω⊗ ι)(W∗) belongs
to D(Sˆ) and
Sˆ
(
(ω⊗ ι)(W∗)) = (ω⊗ ι)(W ) .
Moreover, the set
{ (ω⊗ ι)(W∗) |ω ∈ L1(A) }
is a core for Sˆ.
Now, it is time to introduce the scaling group. Arguing as in Lemma 1.11.7
and recalling the notation τ∗t introduced after Proposition 1.11.8, one gets
for every t ∈ R andω ∈ I , that τ∗t (ω) ∈ I and
ξ(τ∗t (ω)) = ν−
t
2 P−it ξ(ω) . (1.11.8)
The equality (τt ⊗ τt)∆ = ∆τt implies that τ∗t : L1(A) → L1(A) is multi-
plicative. As in the case of Proposition 1.11.8, this implies the following
result.
Proposition 1.11.22. There exists a unique norm continuous one-parameter
group τˆ on Aˆ such that τˆt(λ(ω)) = λ(ωτ−t) for t ∈ R. Moreover, we have
that τˆt(x) = Pit x P−it for t ∈ R and x ∈ Aˆ.
Using Equation (1.11.8) and arguing as in the second part of the proof of
Theorem 1.11.13, we arrive at the following conclusion (first check the sec-
ond statement).
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Proposition 1.11.23. We have ϕˆ τˆt = νt ϕˆ. Moreover,
Λˆ(τˆt(x)) = ν t2 Pit Λˆ(x)
for t ∈ R and x ∈Nϕˆ.
From the proof of Proposition 1.8.3, we know that (Pit⊗Pit)W(P−it⊗P−it) =
W for all t ∈ R. In other words, (τt ⊗ τˆt)(W ) =W for all t ∈ R.
Proposition 1.11.24. The following holds:
1. Rˆ is the unitary antipode of (Aˆ, ∆ˆ);
2. τˆ is the scaling group of (Aˆ, ∆ˆ);
3. ν−1 is the scaling constant of (Aˆ, ∆ˆ).
Proof. We start off with the second statement. Call τ′ the scaling group of
(Aˆ, ∆ˆ). Take t ∈ R and x ∈ Aˆ. Then Proposition 1.11.8 and the remarks
before this proposition imply that
∆ˆ(σˆt(x)) = ΣW(σˆt(x)⊗ 1)W∗ Σ
= ΣW(Pit Jπ(δ)itJ x Jπ(δ)−itJ P−it ⊗ 1)W∗ Σ
= ΣW(Pit Jπ(δ)itJ x Jπ(δ)−itJ P−it ⊗ Pit P−it)W∗ Σ
= (Pit ⊗ Pit)ΣW(Jπ(δ)itJ x Jπ(δ)−itJ ⊗ 1)W∗ Σ (P−it ⊗ P−it) .
The Tomita-Takesaki theory tells us that Jπ(δ)itJ belongs to π(A)′. Since
W belongs to M(π(A)⊗ B0(H)), we conclude that
∆ˆ(σˆt(x)) = (Pit ⊗ Pit Jπ(δ)itJ)ΣW(x ⊗ 1)W∗ Σ (P−it ⊗ Jπ(δ)−itJ P−it)
= (τˆt ⊗ σˆt)∆ˆ(x) .
Combining this with the third item of Proposition 1.6.16, we see that
(τˆt ⊗ ι)∆ˆ(x) = (τ′t ⊗ ι)∆ˆ(x) .
Arguing in the usual way, the density conditions imply that τˆ = τ′.
Let R′ denote the unitary antipode of (Aˆ, ∆ˆ). Choose ω ∈ D(τ∗− i2 ). Lemma
1.11.9 and the remark before Proposition 1.11.17 imply that
Rˆ
(
(ω⊗ ι)(W∗)) = (ωR ⊗ ι)(W∗) = (τ∗− i2 (ω)⊗ ι)(W ) .
On the other hand, Proposition 1.11.21 and the fact that Sˆ = τˆ− i2 R
′ imply
that (ω⊗ ι)(W ) ∈ D(τˆ i
2
) and
R′
(
(ω⊗ ι)(W∗)) = τˆ i
2
(
(ω⊗ ι)(W )) .
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The two functions, defined on the strip S( i2) of complex numbers y ∈ C
with Im(y) ∈ [0, 12] by
S(
i
2
)→ Aˆ : y → (τ∗−y(ω)⊗ ι)(W ) and S(
i
2
)→ Aˆ : y → τˆy((ω⊗ ι)(W )) ,
are continuous on S( i2), analytic on the interior S(
i
2)
◦ of S( i2) and agree on
the real line by the remark before this proposition. Hence, they are equal.
In particular,
(τ∗− i2
(ω)⊗ ι)(W ) = τˆ i
2
(
(ω⊗ ι)(W ))
and we get that Rˆ
(
(ω ⊗ ι)(W∗)) = R′((ω ⊗ ι)(W∗)). We conclude that
Rˆ = R′. So, Rˆ is the unitary antipode of (Aˆ, ∆ˆ).
Finally, note that the second statement of this proposition and Proposition
1.11.23 imply that ν−1 is the scaling constant of (Aˆ, ∆ˆ). 
From Lemma 1.11.4, it follows that λ(aϕb∗) belongs to Nϕˆ for all a,b ∈
Tϕ. We will now prove that these elements span in fact a core for Λˆ. This
result will be needed in Chapters 2 and 3.
Proposition 1.11.25. For every ξ ∈ H and b ∈ Tϕ, we have
λ(ωξ,Λ(b)) ∈Nϕˆ and Λˆ(λ(ωξ,Λ(b))) = Jπ(σi/2(b))Jξ.
Moreover, 〈λ(ωξ,Λ(b)) | ξ ∈ H,b ∈ Tϕ〉 is a core for Λˆ.
Proof. The first statement follows easily from the definition of ϕˆ. Let x ∈
Nϕ, then
ωξ,Λ(b)(x∗) = 〈x∗ξ,Λ(b)〉 = 〈Jπ(σi/2(b))Jξ,Λ(x)〉.
So, we get the first statement. To prove the second one, we define
L = {a ∈Nϕ | there existsω ∈ L1(A) such thatω(x) = ϕ(xa)
for all x ∈N∗ϕ}.
It is clear that, for a ∈ L, such an ω ∈ L1(A) is necessarily unique. We
denote it by aϕ. Then, for every a ∈ L, we have λ(aϕ) ∈ Nϕˆ andΛˆ(λ(aϕ)) = Λ(a). Define D0 = {λ(aϕ) | a ∈ L}. We claim that D0 is
a core for Λˆ.
Denote by D the domain of the closure of the restriction of Λˆ to D0. Let
a ∈ L and t ∈ R. Define b = τt(a)δ−it . Then b ∈ Nϕ and, for all x ∈ N∗ϕ ,
we have
ϕ(xb) = ϕ(xτt(a)δ−it) = νtϕ(δ−itxτt(a)) =ϕ(δ−itτ−t(x)a)
= (aϕ)(δ−itτ−t(x)) = (ρt(aϕ))(x) ,
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where we used the one-parameter representation ρ, defined in Notation
1.11.6. So, b ∈ L and bϕ = ρt(aϕ). Hence,
σˆt(λ(aϕ)) = λ(ρt(aϕ)) = λ(bϕ) ∈ D0.
So, we get that D0 is invariant under σˆt . Then it is easy to conclude that D
is invariant under σˆt for all t ∈ R.
Let now ω ∈ L1(A) and suppose that there exists a µ ∈ L1(A) such that
µ(x) = ω(S−1(x)) for all x ∈ D(S−1). Let a ∈ L. Define b = (µ ⊗ ι)∆(a).
Then b ∈Nϕ and, for all x ∈N∗ϕ , we have
ϕ(xb) = ϕ(x(µ ⊗ ι)∆(a)) = µ((ι⊗ϕ)((1⊗ x)∆(a)))
=ω((ι⊗ϕ)(∆(x)(1⊗ a)))
= ϕ((ω⊗ ι)∆(x)a) = (ω⊗ aϕ)∆(x).
So, we see that b ∈ L and bϕ = (ω⊗ aϕ)∆. Then we may conclude that
λ(ω)λ(aϕ) = λ(bϕ) ∈ D0.
Because such elements λ(ω) form a dense subset of Aˆ (this follows in par-
ticular from Lemma 1.13.8), it is easy to conclude that D is a left ideal in
Aˆ.
Because D is a dense left ideal of Aˆ, invariant under σˆ and because D ⊂
Nϕˆ, we may conclude that D is a core for Λˆ. But then, D = Nϕˆ and we
have proven our claim.
Then it follows easily that also
〈λ(abϕ) | a ∈ L, b ∈ Tϕ〉
is a core for Λˆ. This last space equals
〈λ(ωΛ(a),Λ(b)) | a ∈ L, b ∈ Tϕ〉
and so, the proposition is proven. 
We conclude this section by proving a small technical result which will be
needed in Chapter 2.
Proposition 1.11.26. Let x ∈ A. Suppose that there exists a vector η ∈ H
such that
ω(x∗) = 〈ξ(ω),η〉
for all ω ∈ I . Then x ∈Nϕ and Λ(x) = η.
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Proof. Letω ∈ I and y ∈ Tϕ. Then we have, for all a ∈Nϕ:
(ωy)(a∗) = 〈ξ(ω),Λ(ay∗)〉 = 〈Jπ(σi/2(y∗))Jξ(ω),Λ(a)〉 .
So, we get that ωy ∈ I and ξ(ωy) = Jπ(σi/2(y∗))Jξ(ω). Take now a net
(eα) in Tϕ such that σz(eα)→ 1 strictly, for all z ∈ C. Then we have, for all
ω ∈ I :
〈ξ(ω),Λ(xeα)〉 =ω(e∗αx∗) = (ωe∗α)(x∗) = 〈ξ(ωe∗α), η〉
= 〈ξ(ω), Jπ(σi/2(eα)∗)Jη〉 .
Hence, Λ(xeα) = Jπ(σi/2(eα)∗)Jη for all α. Because Λ is closed, we get
x ∈Nϕ and Λ(x) = η. 
1.12 The biduality theorem
In this short section, we prove the generalization of the Pontryagin dual-
ity theorem (see Theorem 1.2.1) to the setting of locally compact quantum
groups.
Because (Aˆ, ∆ˆ) is a reduced C∗-algebraic quantum group, we can apply the
results of the previous section to it and construct the dual reduced C∗-
algebraic quantum group of (Aˆ, ∆ˆ) with respect to the GNS-construction
(H, ι, Λˆ) for ϕˆ. Denote the resulting reduced C∗-algebraic quantum group
by (Aˆ, ∆ˆ).
From the remark after Theorem 1.11.19, we know that ΣW∗Σ is the multi-
plicative unitary of (Aˆ, ∆ˆ) in the GNS-construction (H, ι, Λˆ) for ϕˆ. There-
fore, Definition 1.11.1 and Proposition 1.3.4 imply easily the following the-
orem.
Theorem 1.12.1. The reduced C∗-algebraic quantum groups (A,∆) and
(Aˆ, ∆ˆ) are isomorphic. More specific, the mapping π : A → Aˆ is a ∗-iso-
morphism such that (π ⊗π)∆ = ∆ˆπ .
Denote the dual weight of ϕˆ, as defined in Theorem 1.11.13, by ϕˆˆ. Let Iˆ be
the left ideal in L1(Aˆ) constructed from ϕˆ as in Notation 1.11.3 and let Λˆ
be the corresponding closed linear map as defined in Proposition 1.11.12.
By definition of ϕˆˆ, the triple (H, ι, Λˆ) is a GNS-construction for ϕˆˆ.
By uniqueness of the left invariant weight on (A,∆), we get that ϕˆˆ π is
proportional to ϕ. But we can easily prove that actually, the equality holds.
Proposition 1.12.2. The weights ϕˆˆ π and ϕ are equal. Moreover, Λˆπ = Λ.
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Proof. Let λˆ denote the canonical representation of L1(Aˆ) into Aˆ = π(A) (as
defined in Equation (1.11.2) on page 94). Since ΣW∗ Σ is the multiplicative
unitary of (Aˆ, ∆ˆ), we get that λˆ(ω) = (ι⊗ω)(W∗) for ω ∈ L1(Aˆ).
Note that, since ϕˆˆ π and ϕ are proportional, π−1(Nϕˆ) = Nϕ. Choose
ω ∈ Iˆ and put a = π−1(λˆ(ω)) = (ι ⊗ω)(W∗) ∈ Nϕ. Then we have, for
θ ∈ I :
ω(λ(θ)∗) = ω((θ ⊗ ι)(W )∗) =ω((θ ⊗ ι)(W∗)) = θ((ι⊗ω)(W∗))
= θ(a∗) = 〈ξ(θ),Λ(a)〉 = 〈Λ(a), Λˆ(λ(θ))〉 .
Since λ(I) is a core for Λˆ, this implies that
ω(x∗) = 〈Λ(a), Λˆ(x)〉 , (1.12.1)
for all x ∈Nϕˆ.
Hence, Proposition 1.11.12 implies that Λˆ(λˆ(ω)) = Λ(a) = Λ(π−1(λˆ(ω))).
Because λˆ(Iˆ) is a core for Λˆ and Λ is closed, this implies that Λˆ(y) =Λ(π−1(y)) for all y ∈Nϕˆ. Remembering that π−1(Nϕˆ) =Nϕ, the propo-
sition follows. 
Remark 1.12.3. Consider θ ∈ L1(A) such that λ(θ) ∈ Nϕˆ. Choose ω ∈ Iˆ .
From Equation (1.12.1) in the proof of the previous proposition, we know
that 〈Λ(π−1(λˆ(ω))), Λˆ(x)〉 =ω(x∗) for all x ∈Nϕˆ.
In particular, 〈Λ(π−1(λˆ(ω))), Λˆ(λ(θ))〉 =ω(λ(θ)∗). We can rewrite this as
〈Λˆ(λ(θ)),Λ(π−1(λˆ(ω)))〉 = θ(π−1(λˆ(ω))∗). Because π−1(λˆ(Iˆ)) is a core
for Λ, this implies that 〈Λˆ(λ(θ)),Λ(a)〉 = θ(a∗) for all a ∈ Nϕ. Conse-
quently, θ belongs to I .
So, we arrive at the conclusion that I = {θ ∈ L1(A) | λ(θ) ∈Nϕˆ }.
1.13 Relations between a quantum group and its
dual
We work on in the same framework as in the previous two sections, but from
now on, we will identify A with its image π(A) in order to get a completely
symmetric picture between (A,∆) and (Aˆ, ∆ˆ).
In this section, we will present several relations between (A,∆) and (Aˆ, ∆ˆ).
We start by recalling some notations. On (A,∆), we have a left invariant
faithful KMS-weight ϕ with GNS-construction (H, ι,Λ) (now, we have the
GNS-representation ι because we identified A with its image π(A)). We de-
note by (S,R, τ) the antipodal triple of (A,∆). We denote by ψ the right
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invariant weight on (A,∆) given by ψ = ϕR, and we have a natural GNS-
construction (H, ι, Γ ) for ψ in Notation 1.9.12. We denote by δ the modular
element of (A,∆). We denote by J and∇ the modular conjugation and mod-
ular operator of the weight ϕ in the GNS-construction (H, ι,Λ) and we use
the notations (σt) (respectively, (σ ′t )) for the modular group of the weight
ϕ (respectively, ψ) and ν for the scaling constant of (A,∆). We use the
symbol P for the operator implementing the antipode; see Definition 1.8.2.
Finally, we denote by W the multiplicative unitary of (A,∆) as defined in
Theorem 1.3.1.
Associated with (Aˆ, ∆ˆ), we introduce exactly the same notation, but now
with a hat everywhere. So, we start with the left invariant weight ϕˆ as de-
fined in Theorem 1.11.13, with GNS-construction (H, ι, Λˆ). Then we intro-
duce (Sˆ, Rˆ, τˆ) and ψˆ := ϕˆRˆ. We also introduce the notation δˆ for the mod-
ular element of (Aˆ, ∆ˆ), and denote by (H, ι, Γˆ) the natural GNS-construction
for ψˆ. We introduce the notations Jˆ, ∇ˆ, (σˆt), νˆ, Pˆ and Wˆ in the same way
as for (A,∆).
We start off with the first result linking objects related to (Aˆ, ∆ˆ) with objects
related to (A,∆).
Proposition 1.13.1. We have the following equalities:
Wˆ = ΣW∗Σ , Pˆ = P and νˆ = ν−1 ,
∇ˆ = the closure of PJδ−1J .
Proof. The first line of equalities follows immediately from Propositions
1.11.15, 1.11.23 and 1.11.24
To obtain the final equality, observe that it follows from the remarks before
Lemma 1.11.7 that P and Jδ−1J are strongly commuting. So, we can define
the closure of their product. Combining Lemma 1.11.7, Proposition 1.11.8
and Theorem 1.11.13, we get that ∇ˆit = PitJδitJ . Then the conclusion
follows. 
Next, we get the following nice formulas.
Proposition 1.13.2. The following properties hold:
τt(x) = ∇ˆitx ∇ˆ−it and R(x) = Jˆx∗Jˆ for all t ∈ R, x ∈ A ;
τˆt(x) = ∇itx∇−it and Rˆ(x) = Jx∗J for all t ∈ R, x ∈ Aˆ .
Proof. By Propositions 1.11.16 and 1.11.24, we know that Rˆ(x) = Jx∗J for
all x ∈ Aˆ. Therefore, the biduality Theorem 1.12.1 guarantees that also
R(x) = Jˆx∗Jˆ for all x ∈ A.
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Choose x ∈ A. By the previous proposition, we know that ∇ˆit = PitJδitJ ,
and so, we get that ∇ˆitx ∇ˆ−it = PitJδitJ x Jδ−itJP−it. But the Tomita-
Takesaki theory tells us that JδitJ belongs to A′, implying that ∇ˆitx ∇ˆ−it =
Pitx P−it = τt(x).
Biduality allows us to conclude that τˆit(x) = ∇itx∇−it for all t ∈ R and
x ∈ Aˆ. 
Combining the remarks before Propositions 1.11.17 and 1.11.24 with Propo-
sition 1.11.24, we get that (R ⊗ Rˆ)(W) = W and (τt ⊗ τˆt)(W) = W for all
t ∈ R. Hence, we immediately get the following corollary.
Corollary 1.13.3. We have the following commutation relations:
W(∇ˆ ⊗∇) = (∇ˆ ⊗ ∇)W and W(Jˆ ⊗ J) = (Jˆ ⊗ J)W∗ .
Note that for the same reasons, W(P ⊗ ∇) = (P ⊗ ∇)W and W(∇ˆ ⊗ P) =
(∇ˆ ⊗ P)W .
In the next part, we complete the picture of the dual. The main results are
contained in Propositions 1.13.11 – 1.13.18.
We introduce a ∗-algebra inside L1(A). This is a very natural thing to do.
Recall that λ embeds L1(A) into Aˆ as a dense subalgebra. Now, Aˆ has a ∗-
structure and hence, it is natural to consider the set of all ω ∈ L1(A) such
that λ(ω)∗ ∈ λ(L1(A)). On this set, we can put a unique ∗-structure such
that it becomes a ∗-algebra, and λ becomes a ∗-homomorphism. We give
a slightly different definition, but we prove in Proposition 1.13.7 that this
definition agrees with the characterization given here.
Further algebraic motivation for the formulas appearing in the next results
can be found right before Proposition 1.13.14.
Definition 1.13.4. Define the subspace L1∗(A) of L1(A) as
L1∗(A) = {ω ∈ L1(A) | ∃θ ∈ L1(A) : θ(x) =ω(S(x)) for all x ∈ D(S) } .
We define the anti-linear mapping .∗ : L1∗(A) → L1∗(A) such that ω∗(x) =
ω(S(x)) for allω ∈ L1∗(A) and x ∈ D(S).
We have the following result.
Proposition 1.13.5. The space L1∗(A) is a subalgebra of L1(A) and becomes
a ∗-algebra under the operation .∗ .
Proof. If x ∈ D(S), then S(x)∗ ∈ D(S) and S(S(x)∗)∗ = x, which follows
from the corresponding property for τ− i2 . This implies that .
∗ is an involu-
tion on L1∗(A).
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Suppose that ω,η ∈ L1∗(A). Then it follows from the lemma after this
proposition that (ω¯ ⊗ η¯)∆S is bounded and that its unique continuous
extension is given by (η∗ ⊗ ω∗)∆ = η∗ω∗. Then we get that (ωη)∗ =
η∗ω∗. 
We still have to deal with the following lemma.
Lemma 1.13.6. Consider ω,θ ∈ A∗ such that ωS and θS are bounded and
let ω˜S and θ˜S denote their respective continuous extensions to A. Then for
all x ∈ D(S), we have (θ ⊗ω)∆(S(x)) = (ω˜S ⊗ θ˜S)∆(x).
Proof. Choose a,b ∈Nψ and put y = (ψ⊗ ι)((a∗ ⊗ 1)∆(b)).
Then we have
(ω˜S ⊗ θ˜S)∆(y) = (ω˜S ⊗ θ˜S)∆((ψ⊗ ι)((a∗ ⊗ 1)∆(b)))
= ω˜S( (ι⊗ θ˜S)( (ψ⊗ ι⊗ ι)((a∗ ⊗ 1⊗ 1)∆(2)(b)) ) )
= ω˜S( (ψ⊗ ι)( (a∗ ⊗ 1)∆((ι⊗ θ˜S)∆(b)) ) ) .
The last equality is justified by Proposition 4.6.6. Bring first ω˜S in together
with θ˜S. Then pull ω˜S back out.
By Proposition 1.6.4, we get that (ψ⊗ ι)( (a∗ ⊗ 1)∆((ι⊗ θ˜S)∆(b)) ) belongs
to D(S) and
S
(
(ψ⊗ι)( (a∗⊗1)∆((ι⊗θ˜S)∆(b)) ) ) = (ψ⊗ι)(∆(a∗)( (ι⊗θ˜S)(∆(b))⊗1)) .
Therefore,
(ω˜S ⊗ θ˜S)∆(y) = ω((ψ⊗ ι)(∆(a∗)( (ι⊗ θ˜S)(∆(b))⊗ 1)))
= ψ((ι⊗ω)(∆(a∗)) (ι⊗ θ˜S)(∆(b)))
= θ˜S((ψ⊗ ι)(( (ι⊗ω)(∆(a∗))⊗ 1)∆(b)))
= θ((ψ⊗ ι)(∆((ι⊗ω)∆(a∗)) (b ⊗ 1))) ,
where we used Proposition 1.6.4 once again.
On the other hand,
(θ ⊗ω)∆(S(y)) = (θ ⊗ω)∆(S((ψ⊗ ι)((a∗ ⊗ 1)∆(b))))
= (θ ⊗ω)∆((ψ⊗ ι)(∆(a∗)(b ⊗ 1)))
= (θ ⊗ω)((ψ⊗ ι⊗ ι)(∆(2)(a∗)(b ⊗ 1⊗ 1)))
= θ((ψ⊗ ι)(∆((ι⊗ω)∆(a∗)) (b ⊗ 1))) .
So, we see that (ω˜S ⊗ θ˜S)∆(y) = (θ ⊗ω)∆(S(y)).
Because such elements y form a core for S, the lemma follows. 
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Note that, since S can be unbounded, L1∗(A) can be strictly smaller than
L1(A).
Recalling Proposition 1.8.6 and keeping in mind that we made the identifi-
cation π = ι, we get that the element (ι ⊗ω)(W) belongs to D(S) for all
ω ∈ B(H)∗, and S((ι ⊗ω)(W)) = (ι ⊗ω)(W∗). The space { (ι ⊗ω)(W) |
ω ∈ B(H)∗ } is, moreover, a core for S. We use this characterization of S
to prove the next result, which shows that L1∗(A) is the right space to work
with and that we defined the ∗-operation on L1∗(A) in the right way.
Proposition 1.13.7. The following holds:
1. L1∗(A) = {ω ∈ L1(A) | ∃θ ∈ L1(A) : λ(ω)∗ = λ(θ) };
2. λ(ω)∗ = λ(ω∗) for allω ∈ L1∗(A).
Proof. Take ω ∈ L1(A). Then we have, for all η ∈ B(H)∗:
ω
(
S((ι⊗ η)(W))) =ω((ι⊗ η)(W∗)) = η((ω⊗ ι)(W)∗) = η(λ(ω)∗) .
(1.13.1)
If ω ∈ L1∗(A), then the formula above implies, for all η ∈ B(H)∗:
η(λ(ω∗)) = η((ω∗ ⊗ ι)(W)) =ω∗((ι⊗ η)(W)) = η(λ(ω)∗) ,
and hence, λ(ω∗) = λ(ω)∗.
Now, suppose that there exists a θ ∈ L1(A) such that λ(ω)∗ = λ(θ). By
Equation (1.13.1) above, we get for all η ∈ B(H)∗:
ω
(
S((ι⊗ η)(W))) = η((θ ⊗ ι)(W)) = θ((ι⊗ η)(W)) .
Because such elements (ι⊗η)(W) form a core for S, we getω(S(x)) = θ(x)
for all x ∈ D(S). So, ω belongs to L1∗(A). 
It is easy to prove that L1∗(A) is dense in L1(A), implying that the ∗-algebra
λ(L1∗(A)) is dense in Aˆ. For later purposes, we will need a result which gives
a little bit more information.
Lemma 1.13.8. The spaces I ∩ L1∗(A) and (I ∩ L1∗(A))∗ are dense in L1(A)
and λ(I ∩ L1∗(A)) is a core for Λˆ.
Proof. Consider ω ∈ I . For every n ∈ N and z ∈ C, we define ω(n,z) ∈
L1(A) as
ω(n,z) = n√
π
∫
exp(−n2(t + z)2)ωτt dt .
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For x ∈ D(S), we have x ∈ D(τ− i2 ) and so,
ω(n,z)(S(x)) = n√
π
∫
exp(−n2(t + z¯)2)ω(τt(S(x)))dt
= n√
π
∫
exp(−n2(t + z¯)2)ω(R(τt− i2 (x)))dt
= n√
π
∫
exp(−n2(t + i
2
+ z¯)2)ω(R(τt(x)))dt ,
from which we conclude that ω(n,z) ∈ L1∗(A) and
ω(n,z)∗ = n√
π
∫
exp(−n2(t + i
2
+ z¯)2)ωRτt dt . (1.13.2)
From Equation (1.11.8) on page 105, it follows that ωτt ∈ I for every t ∈ R
and ξ(ωτt) = ν− t2 P−itξ(ω). Therefore, the closedness of the mapping
η → ξ(η) implies thatω(n,z) ∈ I and
ξ(ω(n, z)) = n√
π
∫
exp(−n2(t + z)2) ν− t2 P−itξ(ω)dt . (1.13.3)
(1) Let ω ∈ I . Then we have, for every n ∈ N that ω(n,0) ∈ I ∩ L1∗(A).
Clearly, (ω(n,0))∞n=1 converges to ω. Equation (1.13.3) implies that the
sequence
(
ξ(ω(n,0))
)∞
n=1 converges to ξ(ω). In other words, the sequence(Λˆ(λ(ω(n,0))))∞n=1 converges to Λˆ(λ(ω)). Since I is dense in L1(A) and
λ(I) is a core for Λˆ, we conclude that I ∩ L1∗(A) is dense in L1(A) and that
λ(I ∩ L1∗(A)) is a core for Λˆ. (2) Let ω ∈ I . Then we have, for every n ∈ N
that ω(n, i2) ∈ I ∩ L1∗(A) and
ω(n,
i
2
)∗ = n√
π
∫
exp(−n2t2)ωRτt dt ,
by Equation (1.13.2). So, (ω(n, i2)
∗)∞n=1 converges to ωR. From all this, we
conclude that (I ∩ L1∗(A))∗ is dense in L1(A). 
Proposition 1.13.9. Define IH = {ω ∈ I ∩ L1∗(A) | ω∗ ∈ I }. Then IH is a
∗-subalgebra of L1∗(A) such that IH is dense in L1(A) and λ(IH) is a core forΛˆ.
Proof. It is clear that IH is a ∗-subalgebra of L1∗(A). Because I is a left
ideal in L1(A), we get that (I ∩ L1∗(A))∗(I ∩ L1∗(A)) ⊆ IH. Thus, in order to
prove that IH is dense in L1(A), it is by the previous lemma enough to prove
that (L1(A))2 is dense in L1(A). But we have, for all v ∈ H with ‖v‖ = 1,
w1,w2 ∈ H and x ∈ A, that
〈∆(x)W∗(v ⊗w1),W∗(v ⊗w2)〉 = 〈xw1,w2〉 ,
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which easily implies that (L1(A))2 is dense in L1(A). Hence, IH is dense in
L1(A).
Since I ∩ L1∗(A) is dense in L1(A), 1 belongs to the strict closure of
λ(I ∩ L1∗(A))∗ in M(Aˆ). Combining this with the fact that λ(I ∩ L1∗(A))
is a core for Λˆ and the inclusion λ(I ∩ L1∗(A))∗λ(I ∩ L1∗(A)) ⊆ λ(IH), we
conclude that λ(IH) is a core for Λˆ. 
We now connect the modular objects of ϕˆ to objects already constructed
on the level of (A,∆).
Put Tˆ = Jˆ ∇ˆ 12 . So, Λˆ(Nϕˆ ∩N∗ϕˆ ) is a core for Tˆ and Tˆ Λˆ(x) = Λˆ(x∗) for all
x ∈Nϕˆ ∩N∗ϕˆ .
Lemma 1.13.10. The set Λˆ(λ(IH)) is a core for Tˆ .
Proof. Since Tˆ = Jˆ∇ˆ 12 , the definition of Tˆ gives clearly that Λˆ(λ(IH)) ⊆
D(∇ˆ 12 ). From Proposition 1.13.9, we know that Λˆ(λ(IH)) is a dense subspace
in H .
Recall that we introduced the one-parameter representation (ρt) in Notation
1.11.6. Using Lemma 1.11.7 and Proposition 1.13.1, we get that ρt(I) = I
and ∇ˆitξ(ω) = ξ(ρt(ω)) for every t ∈ R and ω ∈ I .
If ω ∈ L1∗(A) and t ∈ R, it is not so difficult to check that ρt(ω) ∈ L1∗(A)
and ρt(ω)∗ = ρt(ω∗). It follows that ρt(IH) = IH for all t ∈ R. Hence,
σˆt(λ(IH)) = λ(ρt(IH)) = λ(IH) for all t ∈ R.
Therefore, ∇ˆitΛˆ(λ(IH)) = Λˆ(λ(IH)) for all t ∈ R. We conclude from all this
that Λˆ(λ(IH)) is a core for ∇ˆ 12 (see e.g. Corollary 1.21 of [60]) and the lemma
follows. 
Recall that we are using the notation Tˆ = Jˆ∇ˆ 12 . A motivation for the formula
in the next proposition will be given right before Proposition 1.13.14.
Proposition 1.13.11. Consider x ∈ Nϕ ∩ D(S−1) such that S−1(x)∗ ∈ Nϕ.
Then Λ(x) ∈ D(Tˆ∗) and Tˆ∗Λ(x) = Λ(S−1(x)∗).
Proof. Choose θ ∈ IH. Then
〈Tˆ Λˆ(λ(θ)),Λ(x)〉 = 〈Λˆ(λ(θ)∗),Λ(x)〉 = 〈Λˆ(λ(θ∗)),Λ(x)〉 = 〈ξ(θ∗),Λ(x)〉.
Therefore, the definition of ξ(θ∗) and θ∗ imply that
〈Tˆ Λˆ(λ(θ)),Λ(x)〉 = θ∗(x∗) = θ¯(S(x∗)) = θ(S−1(x)) = 〈ξ(θ),Λ(S−1(x)∗)〉
= 〈Λ(S−1(x)∗), ξ(θ)〉 = 〈Λ(S−1(x)∗), Λˆ(λ(θ))〉 .
Thus, the previous lemma implies that Λ(x) ∈ D(Tˆ∗) and Tˆ∗Λ(x) =Λ(S−1(x)∗). 
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Recall that, using the left invariant weightϕ with GNS-construction (H, ι,Λ)
and the right invariant weight ψ, we can introduce the operators G, N and
I as in Proposition 1.4.1 and Notation 1.4.2.
Using the previous lemma, we can now easily establish the relation between
G and Tˆ .
Corollary 1.13.12. We have that Tˆ∗ = G, ∇ˆ = N−1 and Jˆ = I.
Proof. Using Proposition 1.4.1 and the strong left invariance of ψ (see Pro-
position 1.6.4), the previous result implies easily that G ⊆ Tˆ∗.
Define the subspace C of D(G) as
C = 〈Λ((ψ⊗ ι)(∆(y∗)(x ⊗ 1))) | x,y ∈N∗ϕNψ 〉 .
Let t ∈ R. From Proposition 1.13.1, it follows that ∇ˆitΛ(a) = Λ(τt(a)δ−it)
for all a ∈Nϕ. Choose x,y ∈N∗ϕNψ. Then δit τt(x) and δit τt(y) belong
toN∗ϕNψ and
τt
(
(ψ⊗ ι)(∆(y∗)(x⊗1)))δ−it = νt (ψ⊗ ι)(∆((δit τt(y))∗)(δit τt(x)⊗1)) .
Therefore, the element
∇ˆitΛ((ψ⊗ ι)(∆(y∗)(x ⊗ 1))) = Λ(τt((ψ⊗ ι)(∆(y∗)(x ⊗ 1)))δ−it )
belongs to C.
We conclude that C is a dense subspace of D(∇ˆ− 12 ), invariant under the
family of operators ∇ˆit (t ∈ R). It follows that C is a core for ∇ˆ− 12 and
thus a core for Tˆ∗ = Jˆ∇ˆ− 12 . Combining this with the fact that G ⊆ Tˆ∗, we
conclude that G = Tˆ∗. Now, the uniqueness of the polar decomposition
implies that ∇ˆ = N−1 and Jˆ = I. 
Combining the previous corollary and Proposition 1.13.11 with Proposition
1.4.1, we get the following. The second statement is a precise version of our
motivating Equation (1.4.3) on page 32.
Corollary 1.13.13. The set
{Λ(x) | x ∈Nϕ ∩ D(S−1) such that S(x∗) ∈Nϕ }
is a core for Tˆ∗.
Further, if x ∈Nϕ ∩D(S−1) and if S(x∗) ∈Nϕ, then Λ(x) ∈ D(G) and
GΛ(x) = Λ(S(x∗)) .
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Recall that we introduced the GNS-construction (H, ι, Γ ) for ψ by consider-
ing ψ as ϕδ and setting Γ = Λδ; see Notation 1.9.12. But ψ is, by definition,
equal toϕR. It turns out that Jˆ connects both pictures of ψ. Before turning
to the technical proof of the next proposition, we can give some informal
algebraic argument. The rigorous mathematics starts again with Proposi-
tion 1.13.14.
Consider a ∈ A and define (aϕ)(x) = ϕ(xa). Then aϕ ∈ I for a ∈ A nice
enough, and ξ(aϕ) = Λ(a). So, we see that, loosely speaking,
Jˆ∇ˆ 12Λ(a) = Jˆ∇ˆ 12 Λˆ(λ(aϕ)) = Λˆ(λ(aϕ)∗)
= Λˆ(λ((aϕ)∗)) .
Now,
(aϕ)∗(x) = aϕ(S(x)) = ϕ(S(x)∗a) = ϕ(a∗S(x))
= ν i2ϕ(τ i
2
(a∗)R(x)) = ν i2ψ(xS−1(a∗))
=ϕ(xS−1(a∗)δ) = (S−1(a∗)δϕ)(x) .
Hence, we can conclude that Jˆ∇ˆ 12Λ(a) = Λ(S−1(a∗)δ). Using the notation
Tˆ = Jˆ∇ˆ 12 , we get
〈TˆΛ(a),Λ(b)〉 = 〈Λ(S−1(a∗)δ),Λ(b)〉 =ϕ(b∗S−1(a∗)δ)
= ν− i2ϕ(τ− i2 (b
∗)R(a∗)δ) = ν− i2ψ(δ−1a∗S(b∗))
= ϕ(a∗S(b∗)) = 〈Λ(S(b∗)),Λ(a)〉 .
Hence, we get that Jˆ∇ˆ− 12Λ(b) = Tˆ∗Λ(b) = Λ(S(b∗)), which motivates
Proposition 1.13.11. It also follows that
∇ˆΛ(a) = Tˆ∗TˆΛ(a) = Tˆ∗Λ(S−1(a∗)δ)
= Λ(S2(a)δ−1) = Λ(τ−i(a)δ−1) ,
where we used that S(δ) = δ−1. So, it will not be surprising that
∇ˆ 12Λ(a) = Λ(τ− i2 (a)δ− 12 )
and so,
JˆΛ(a) = Tˆ∗∇ˆ 12Λ(a) = Tˆ∗Λ(τ− i2 (a)δ− 12 )
= Λ(R(a∗)δ 12 ) = Γ (R(a∗)) ,
where we used again S(δ) = δ−1. This motivates the next proposition.
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Proposition 1.13.14. For all x ∈Nψ, we have Jˆ Γ (x) = Λ(R(x)∗).
Proof. Define the anti-unitary U : H → H such that UΓ (x) = Λ(R(x)∗) for
x ∈Nψ. Choose a ∈Nϕ such that a ∈ D(S−1) and S−1(a)∗ ∈Nϕ.
For n ∈ N, we define en ∈ M(A) such that en = n√π
∫
exp(−n2t2)δit dt . Re-
member that en is analytic with respect to σ and σ ′, implying thatNϕ en ⊆
Nϕ andNψ en ⊆Nψ
Since τs(δ) = δ, we see that τs(en) = en for s ∈ R; hence, en ∈ D(τ i
2
) and
τ i
2
(en) = en. By assumption, a ∈ D(τ i
2
). So, aen ∈ D(τ i
2
) and τ i
2
(a en) =
τ i
2
(a) en. Hence, τ i
2
(a en) is a left multiplier (this notion is defined right
before Proposition 4.5.1) of δ
1
2 and
τ i
2
(a en)δ
1
2 = τ i
2
(a) (δ
1
2 en) .
Define the norm continuous one-parameter group κ of isometries of A such
that κt(x) = τt(x)δ−it for x ∈ A and t ∈ R. The discussion above im-
plies (see e.g. Proposition 4.9 of [60]) that aen ∈ D(κ i
2
) and κ i
2
(a en) =
τ i
2
(a) (δ
1
2 en).
By assumption R(τ i
2
(a))∗ = S−1(a)∗ ∈ Nϕ, implying that τ i
2
(a) belongs
toNψ. So, we see that κ i
2
(a en) is a left multiplier of δ−
1
2 and
κ i
2
(a en)δ−
1
2 = τ i
2
(a) en .
This last element belongs toNψ. Since Λ = Γδ−1 , this implies that κ i
2
(a en)
belongs toNϕ and
Λ(κ i
2
(a en)) = Γ (κ i
2
(a en)δ−
1
2 ) = Γ (τ i
2
(a) en) .
We know that for every x ∈ Nϕ, κt(x) ∈ Nϕ and Λ(κt(x)) = ∇ˆitΛ(x).
Since aen ∈ Nϕ and κ i
2
(a en) ∈ Nϕ, we conclude (see e.g. Proposition 4.4
of [59]) that Λ(a en) ∈ D(∇ˆ− 12 ) and
∇ˆ− 12Λ(a en) = Λ(κ i
2
(a en)) = Γ (τ i
2
(a) en) .
Since (Λ(a en))∞n=1 converges to Λ(a) and because, on the other hand,
(Γ (τ i
2
(a) en))∞n=1 converges to Γ (τ i
2
(a)), the closedness of ∇ˆ− 12 implies that
Λ(a) ∈ D(∇ˆ− 12 ) and
∇ˆ− 12Λ(a) = Γ (τ i
2
(a)) .
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Consequently,
U ∇ˆ− 12Λ(a) = UΓ (τ i
2
(a)) = Λ(R(τ i
2
(a))∗) = Λ(S−1(a)∗)
= Tˆ∗Λ(a) = Jˆ ∇ˆ− 12Λ(a) .
Since such elements Λ(a) form a core for ∇ˆ− 12 = Jˆ Tˆ∗, such elements
∇ˆ− 12Λ(a) form a dense subspace of H . Therefore, Jˆ = U and we are
done. 
The equality in the next corollary is a slight adaptation of Corollary 3.6.2.(iv)
of [76].
Corollary 1.13.15. We have Jˆ J = ν i4 J Jˆ.
Proof. Denote by J′ the modular conjugation of the weight ψ in the GNS-
construction (H, ι, Γ ). From the remarks after Proposition 4.5.1, we know
that J′ := ν i4 J . Choose x ∈Nψ∩D(σ ′i
2
). Since σ−t R = Rσ ′t for all t ∈ R, we
get that R(x) ∈ D(σ− i2 ) and σ− i2 (R(x)) = R(σ
′
i
2
(x)). Hence, R(x)∗ ∈ Nϕ∩
D(σ i
2
) and σ i
2
(R(x)∗) = R(σ ′i
2
(x))∗. Combining this with the previous
proposition and the definition of the modular conjugation, we get
Jˆ J Γ (x) = ν i4 Jˆ J′ Γ (x) = ν i4 Jˆ Γ (σ ′i
2
(x)∗) = ν i4 Λ(R(σ ′i
2
(x)∗)∗)
= ν i4 Λ(σ i
2
(R(x)∗)∗) = ν i4 J Λ(R(x)∗) = ν i4 J Jˆ Γ (x) .
Therefore, Jˆ J = ν i4 J Jˆ . 
Introduce the notation ∇ for the modular operator of ψ in the GNS-con-
struction (H, ι, Γ ) and the notation ∇ˆ for the modular operator of ψˆ in the
GNS-construction (H, ι, Γˆ).
Proposition 1.13.16. For all s, t ∈ R, we have the following commutation
relations:
∇ˆit∇is = νist∇is ∇ˆit and ∇ˆ it∇ is = νist∇ is ∇ˆ it , (1.13.4)
∇ˆit∇ is = νist∇ is ∇ˆit and ∇is∇ it = ∇ it∇is , (1.13.5)
Jˆ∇Jˆ = ∇ , J∇J = ∇−1 and J∇J = ∇−1 , (1.13.6)
JˆP Jˆ = P−1 and JˆδJˆ = δ−1 , (1.13.7)
Pis∇it = ∇it Pis and Pis∇ it = ∇ it Pis , (1.13.8)
Pis δit = δit Pis , (1.13.9)
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∇is δit = νist δit∇is and ∇ is δit = νist δit∇ is , (1.13.10)
∇ˆis δit = δit ∇ˆis and ∇ˆ isδit = δit ∇ˆ is . (1.13.11)
All commutation relations remain true if we remove the ˆ of ∇,∇ and J if
there is one, add a ˆ to ∇,∇ and J if there is not one, replace ν by ν−1,
replace δ by δˆ and leave P unchanged.
Proof. It is easy to check that ∇ itΛ(x) = ν− t2Λ(σ ′t (x)) for all x ∈ Nϕ. We
already mentioned that ∇ˆitΛ(x) = Λ(τt(x)δ−it) for all x ∈ Nϕ and, by
definition, we have ∇itΛ(x) = Λ(σt(x)) and PitΛ(x) = ν t2Λ(τt(x)) for all
x ∈ Nϕ. Because τt(δ) = δ for all t ∈ R, it is easy to verify that PitΓ (x) =
ν
t
2 Γ (τt(x)) for all x ∈ Nψ and, by definition, we have ∇ itΓ (x) = Γ (σ ′t (x))
for all x ∈Nψ.
Using that all three one-parameter groups σ , σ ′ and τ commute and us-
ing that σt(δis) = σ ′t (δis) = νistδis and τt(δis) = δis for all s, t ∈ R,
it is straightforward to check the first equality in Equation (1.13.4), Equa-
tion (1.13.5) and Equation (1.13.8) by applying the operators to an elementΛ(x) with x ∈Nϕ. Using Proposition 1.13.14 and the fact that σtR = Rσ ′−t,
we can check the equalities Jˆ∇itJˆ = ∇−it and JˆPitJˆ = Pit on a vector Γ (x)
when x ∈ Nψ. This gives the first equalities of Equations (1.13.6) and
(1.13.7), and the rest of Equation (1.13.6) follows from modular theory, be-
cause ν
i
4 J is the modular conjugation ofψ in the GNS-construction (H, ι, Γ ).
By the biduality theorem, we also get J∇ˆJ = ∇ˆ and JPJ = P−1. Because for
all t ∈ R, we have ∇ˆit = PitJδitJ , we get ∇ˆ it = P−itδ−it . This implies that
∇ˆ itΛ(x) = ν− t2Λ(δ−itτ−t(x)) for all x ∈ Nϕ and we can check then the
second equality in Equation (1.13.4) on a vector Λ(x) with x ∈Nϕ.
Because R(x) = Jˆx∗Jˆ for all x ∈ A and R(δ) = δ−1, we get the second
equality of Equation (1.13.7). Equations (1.13.9) and (1.13.10) follow be-
cause Pis,∇is and∇ is implement, respectively, τs,σs and σ ′s on A. Also ∇ˆis
implements τs on A and this gives the first equality of Equation (1.13.11).
Because we already saw that ∇ˆ is = P−isδ−is , the second equality of Equa-
tion (1.13.11) follows immediately from Equation (1.13.9).
By the biduality theorem, we can indeed perform the operation stated in the
proposition, because Pˆ = P and νˆ = ν−1 by Proposition 1.13.1. 
Finally, introduce a new multiplicative unitary on H .
Definition 1.13.17. We already introduced the multiplicative unitariesW , V
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and Wˆ by the formulas
W∗(Λ(x)⊗Λ(y)) = (Λ⊗Λ)(∆(y)(x ⊗ 1)) for all x,y ∈Nϕ ,
V(Γ (x)⊗ Γ (y)) = (Γ ⊗ Γ )(∆(x)(1⊗y)) for all x,y ∈Nψ ,
Wˆ∗(Λˆ(x)⊗ Λˆ(y)) = (Λˆ⊗ Λˆ)(∆ˆ(y)(x ⊗ 1)) for all x,y ∈Nϕˆ .
Now, we also introduce the right invariant counterpart of V by the formula
Vˆ (Γˆ (x)⊗ Γˆ(y)) = (Γˆ ⊗ Γˆ )(∆ˆ(x)(1⊗y)) for all x,y ∈Nψˆ .
Observe that it follows from the right invariant version of Theorem 1.T3.3
that Vˆ is a well-defined unitary on H ⊗H .
Also observe that all the unitaries W , V , Wˆ and Vˆ satisfy the pentagonal
equation:
W12W13W23 = W23W12.
This could be checked directly, but it also follows from the pentagonal equa-
tion for W and the formulas appearing in Proposition 1.13.18.
Almost by definition, we have the following:
∆(x) = W∗(1⊗ x)W = V(x ⊗ 1)V∗ for all x ∈ A and
∆ˆ(y) = Wˆ∗(1⊗y)Wˆ = Vˆ (y ⊗ 1)Vˆ∗ for all y ∈ Aˆ.
The relation between all these multiplicative unitaries is given in the next
proposition.
Proposition 1.13.18. We have the following formulas:
Wˆ = ΣW∗Σ ,
V = (Jˆ ⊗ Jˆ)ΣW∗Σ(Jˆ ⊗ Jˆ) ,
Vˆ = (J ⊗ J)W(J ⊗ J).
Proof. The first equality was already proved in Proposition 1.13.1.
To prove the second formula, we can make the following computation. Let
x,y ∈Nψ. Using Proposition 1.13.14 and Corollary 1.4.18, we get
(Jˆ ⊗ Jˆ)ΣW∗Σ(Jˆ ⊗ Jˆ)(Γ (x)⊗ Γ (y)) = (Jˆ ⊗ Jˆ)ΣW∗(Λ(R(y∗))⊗Λ(R(x∗)))
= (Jˆ ⊗ Jˆ)(Λ⊗Λ)(σ∆(R(x∗))(1⊗ R(y∗)))
= (Jˆ ⊗ Jˆ)(Λ⊗Λ)((R ⊗ R)(∆(x)(1⊗y))∗)
= (Γ ⊗ Γ )(∆(x)(1⊗y)) = V(Γ (x)⊗ Γ (y)) .
So, the second formula follows. Using biduality and the first formula, we
can conclude the third formula from the second one. 
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1.14 Von Neumann algebraic quantum groups
In Definition 1.2.5 above, we defined a reduced C∗-algebraic quantum group
(A,∆). In the previous sections, we have developed the theory of locally
compact quantum groups in a C∗-algebraic language. Nevertheless, we
made use quite often of von Neumann algebraic techniques. We introduced
the notation (A˜, ∆˜) where A˜ denotes the von Neumann algebra generated
by A (in the GNS-construction of a left invariant weight) and where ∆˜ is the
normal extension of ∆ to A˜.
In the motivating example (C0(G),∆) with G a locally compact group, this
von Neumann algebra agrees with L∞(G).
In this section, we want to give an intrinsic definition of von Neumann alge-
braic quantum groups, as J. Kustermans and I did it in our paper [64]. In-
side such a von Neumann algebraic quantum group, we will find a strongly
dense C∗-algebra, which, equipped with the restriction of the comultiplica-
tion, will be a reduced C∗-algebraic quantum group. This way, we will find
a bijective correspondence between von Neumann algebraic and reduced
C∗-algebraic quantum groups.
Classically, this amounts to the Weil theorem [134], stating that every mea-
surable group with an invariant measure has a unique topology turning the
group into a locally compact group.
After having established this correspondence between von Neumann alge-
braic and reduced C∗-algebraic quantum groups, we will prove an important
theorem providing a stronger form of left invariance of the Haar weight of
a quantum group. We will prove that
(ι⊗ϕ)∆(x) =ϕ(x)1 ,
for all positive x, and not only for integrable x. We will even prove the
stronger result
(ι⊗ ι⊗ϕ)(ι⊗∆)(y) = (ι⊗ϕ)(y)⊗ 1 ,
for all positive y with first leg in an arbitrary von Neumann algebra. This
will be an essential result when dealing with actions of locally compact
quantum groups; see the proof of Proposition 2.3.3.
The major difference between the next definition of a von Neumann alge-
braic quantum group and Definition 1.2.5 is the absence of density con-
ditions. In the von Neumann algebraic world, they will follow automati-
cally! This can be partially explained as follows. In fact, the role of the
density conditions in the C∗-algebraic Definition 1.2.5 is to ensure that we
are dealing with the correct dense C∗-subalgebra in the accompanying von
Neumann algebraic quantum group.
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Because we will be working with von Neumann algebras in this section, we
change the conventions of the tensor product. By now, the tensor product
of von Neumann algebras will be denoted by ⊗.
Definition 1.14.1. Consider a von Neumann algebraM together with a unital
normal ∗-homomorphism ∆ : M → M ⊗M such that (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆.
Assume, moreover, the existence of
1. an n.s.f. weight ϕ on M that is left invariant: ϕ((ω ⊗ ι)∆(x)) =
ϕ(x)ω(1) for allω ∈ M+∗ and x ∈M+ϕ;
2. an n.s.f. weight ψ on M that is right invariant: ψ((ι ⊗ ω)∆(x)) =
ψ(x)ω(1) for allω ∈ M+∗ and x ∈M+ψ.
Then we call the pair (M,∆) a von Neumann algebraic quantum group.
In the next subsections, we will list the essential properties of von Neumann
algebraic quantum groups. In fact, we can develop the theory in a very anal-
ogous way as we did it in the other sections of this chapter for C∗-algebraic
quantum groups. Almost all the proofs can be easily translated to the von
Neumann algebraic setting by replacing the norm and strict topology by the
σ -strong∗ topology.
However, some care has to be taken to prove the density conditions and we
will discuss this in detail. Having at hand the density conditions, we can
obtain easily a von Neumann algebraic version of the C∗-algebraic results
of the previous sections. For completeness, we will nevertheless state ex-
plicitly some results, arriving finally at Theorem 1.14.7, which is a kind of
quantum Weil theorem, and at Theorem 1.14.8 which gives the promised
strengthening of the left invariance of the Haar weight.
For the rest of this section, we fix a von Neumann algebraic quantum group
(M,∆). Without loss of generality, we may and will assume that M is in
standard form with respect to a Hilbert space H .
At the same time, we fix an n.s.f. left invariant weight ϕ on (M,∆) together
with a GNS-construction (H, ι,Λ) (which is possible because M is in stan-
dard form). We let ∇ denote the modular operator and J the modular con-
jugation of ϕ with respect to this GNS-construction (H, ι,Λ).
We also choose an n.s.f. right invariant weight ψ on (M,∆) together with a
GNS-construction (H, ι, Γ ) (later on, we will introduce some canonical choice
for ψ and Γ ).
By left invariance of ϕ, we get that (ω⊗ ι)∆(x) ∈Nϕ and
‖Λ((ω⊗ ι)∆(x))‖ ≤ ‖ω‖‖Λ(x)‖ ,
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for all x ∈ Nϕ and ω ∈ M∗; see Proposition 1.T1.2. Arguing as in Proposi-
tion 1.T1.5, we also get that (ψ⊗ι)(∆(b∗x)(a⊗1)) ∈Nϕ, for all a,b ∈Nψ
and x ∈Nϕ, and
‖Λ((ψ⊗ ι)(∆(b∗x)(a⊗ 1)))‖ ≤ ‖Γ (a)‖‖Γ (b)‖‖Λ(x)‖ .
Along the way to the proof of Theorem 1.14.2, one also translates Proposi-
tion 1.T3.2, giving rise to the important equalities
H = [Λ((ω⊗ ι)∆(x)) | x ∈Nϕ,ω ∈M∗ ] (1.14.1)
= [Λ((ψ⊗ ι)(∆(b∗x)(a⊗ 1))) | x ∈Nϕ,a, b ∈Nψ ] . (1.14.2)
The left invariance ofϕ implies that ∆(y)(x⊗1) ∈Nϕ⊗ϕ for all x,y ∈Nϕ
and
〈(Λ⊗Λ)(∆(y1)(x1 ⊗ 1)), (Λ⊗Λ)(∆(y2)(x2 ⊗ 1))〉
= 〈Λ(x1)⊗Λ(y1),Λ(x2)⊗Λ(y2)〉 ,
for all x1, x2, y1, y2 ∈ Nϕ. The proof of the next result is an easy transla-
tion of the proof of Theorem 1.3.1.
Theorem 1.14.2. There exists a unique unitary element W ∈ B(H ⊗H) such
that W∗(Λ(x)⊗Λ(y)) = (Λ⊗Λ)(∆(y)(x ⊗ 1)) for all x,y ∈Nϕ.
Here, Λ⊗Λ is the canonical GNS-map for the tensor product weight ϕ⊗ϕ;
see Proposition 4.8.4.
It should be noted that (ω⊗ ι)(W∗)Λ(x) = Λ((ω⊗ ι)∆(x)) for all x ∈Nϕ
and ω ∈ B(H)∗; see e.g. Proposition 1.T2.3. Using the commutant theorem
for the tensor product of von Neumann algebras, this implies that W is a
unitary element in M ⊗ B(H).
Using the formula for W∗ above, one sees that ∆(x) = W∗(1 ⊗ x)W for all
x ∈ M . In the same way as we did it at the end of Section 1.3, one checks
that W satisfies the pentagonal equation: W12W13W23 = W23W12. We call
W the multiplicative unitary of (M,∆) with respect to the GNS-construction
(H, ι,Λ).
It goes without saying that all these results also have their right invariant
counterparts. For later purposes, we introduce the unitary element V ∈
B(H)⊗M such that V(Γ (x)⊗Γ (y)) = (Γ⊗Γ )(∆(x)(1⊗y)) for all x,y ∈Nψ.
As in Proposition 1.T2.3, one proves that
(ωΓ(a),Γ(b) ⊗ ι)(V∗) = (ψ⊗ ι)(∆(b∗)(a⊗ 1)) for all a,b ∈Nψ. (1.14.3)
The proof of Proposition 1.T5.1 survives the translation to the von Neu-
mann algebra setting. Combining this with Equation (1.14.2), we arrive at
the following conclusion.
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Proposition 1.14.3. There exists a unique densely defined, closed, anti-linear
operator G on H such that
〈Λ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) | x,y ∈N∗ϕNψ 〉
is a core for G and
GΛ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) = Λ((ψ⊗ ι)(∆(y∗)(x ⊗ 1))) ,
for x,y ∈N∗ϕNψ. Moreover, we have that G is involutive.
By taking the polar decomposition of G, we get the following essential op-
erators on H .
Notation 1.14.4. We define N = G∗G. So, N is a strictly positive operator
on H . We also define the anti-unitary operator I on H such that G = I N 12 .
Because G is involutive, we have that I = I∗, I2 = 1 and I N I = N−1.
A careful analysis of the proof of Proposition 1.T5.4 reveals that this result
remains true in the present setting. As in Proposition 1.4.6, this is equiva-
lent to saying that
(ω⊗ ι)(V∗)G ⊆ G(ω¯⊗ ι)(V∗) and (ω⊗ ι)(V)G∗ ⊆ G∗ (ω¯⊗ ι)(V) ,
for all ω ∈ B(H)∗. Hence, appealing to the proof of Proposition 1.4.13, we
arrive at the following vital commutation relation:
V(∇ψ ⊗N) = (∇ψ ⊗N)V , (1.14.4)
where ∇ψ denotes the modular operator of ψ with respect to the GNS-
construction (H, ι, Γ ).
Up to now, we did not need the density conditions that are present in the
definition of reduced C∗-algebraic quantum groups; see Definition 1.2.5.
This is the case because we were only working on the Hilbert space level
for which the relevant density conditions are already established in Equa-
tions (1.14.1) and (1.14.2). In order to develop further the theory along the
lines of the C∗-algebraic story, we will now prove similar density conditions
on the level of the von Neumann algebra M . The idea of the proof is taken
from Proposition 2.7.6 in [32].
Proposition 1.14.5. Denoting by − the σ -strong∗ closure, we have
M = 〈(ω⊗ ι)∆(x) | x ∈ M,ω ∈M∗〉−
= 〈(ι⊗ω)∆(x) | x ∈ M,ω ∈M∗〉−
= {(ω⊗ ι)(V) |ω ∈ B(H)∗}− .
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Proof. Define Tψ to be the Tomita ∗-algebra of ψ. From Equation (1.14.3),
it follows that{
(ω⊗ ι)(V) |ω ∈ B(H)∗
}−
= 〈(ψ⊗ ι)((ca∗ ⊗ 1)∆(b)) | a,b ∈Nψ, c ∈ Tψ〉−
= 〈(ψ⊗ ι)((a∗ ⊗ 1)∆(b)(σψ−i(c)⊗ 1)) | a,b ∈Nψ, c ∈ Tψ〉−
= 〈(ω⊗ ι)∆(x) | x ∈ M,ω ∈ M∗〉− .
Now, we define
Mr = 〈(ω⊗ ι)∆(x) | x ∈ M,ω ∈M∗〉− .
Because V is a multiplicative unitary, the linear space
{
(ω ⊗ ι)(V) | ω ∈
B(H)∗
}
is an algebra that acts non-degenerately on H . Because Mr is clearly
self-adjoint, we get that Mr is a von Neumann subalgebra of M . Working
with the von Neumann algebraic quantum group (M,σ∆) instead of (M,∆),
we obtain that also
Ml = 〈(ι⊗ω)∆(x) | x ∈ M,ω ∈ M∗〉−
is a von Neumann subalgebra of M . Observe that it follows from the com-
mutant theorem for the tensor product of von Neumann algebras that, for
all x ∈ M , ∆(x) ∈ Ml ⊗Mr.
Then we conclude from Equation (1.14.4) that it is possible to define a one-
parameter group (τt)t∈R of automorphisms of Mr by τt(x) = N−itxNit for
all x ∈ Mr and t ∈ R. It also follows from Equation (1.14.4) and the fact∆(x) = V(x⊗1)V∗ for all x ∈ M , that we have ∆(σψt (x)) = (σψt ⊗τ−t)∆(x)
for all x ∈ M and t ∈ R, which makes sense because ∆(x) ∈ M ⊗Mr. For
the same reason, we can write
Ml =
{
(ι⊗ω)∆(x) | x ∈ M,ω ∈ (Mr)∗}−
and because σψt
(
(ι⊗ω)∆(x)) = (ι⊗ωτt)∆(σψt (x)) for allω ∈ (Mr)∗ and
x ∈ M , we get σψt (Ml) = Ml for all t ∈ R. By the right invariance of ψ,
it follows that the restriction ψl of ψ to Ml is semi-finite. By M. Takesaki’s
theorem (see e.g. Section 10.1 in [103]), there exists a unique normal faithful
conditional expectation E from M to Ml, satisfying ψ(x) = ψl(E(x)) for
all x ∈ M+. From Section 10.2 in [103], it follows that E(x)P = PxP for
all x ∈ M , where P denotes the orthogonal projection onto the closure ofΓ (Nψ ∩ Ml). So, the range of P contains Γ ((ι ⊗ω)∆(x)) for all ω ∈ M∗
and x ∈Nψ. By the right invariant version of Equation (1.14.1), we get that
P = 1. So, E is the identity map and Ml = M .
Working with the von Neumann algebraic quantum group (M,σ∆), we ob-
tain M = Mr. We already proved that Mr is the σ -strong∗ closure of
{(ω⊗ ι)(V) | ω ∈ B(H)∗} and so, this concludes the proof of the proposi-
tion. 
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Because we have proved that (M,∆) satisfies the above density conditions,
it is straightforward to translate the rest of the proofs in the C∗-algebraic
setting to the von Neumann algebraic setting. In the following part of this
section, we collect the most important results (we will not stick to the order
as they appear in the C∗-algebraic story).
Uniqueness of invariant weights
An essential result is the uniqueness of left and right invariant weights. If
θ is a normal semi-finite left invariant weight on (M,∆), then there exists a
non-negative number r such that θ = r ϕ. A similar result holds for right
invariant weights.
The antipode and its polar decomposition
The antipode of our quantum group is defined through its polar decom-
position. There exists a strongly continuous one-parameter group τ on M
such that τt(x) = N−itxNit for all x ∈ M and t ∈ R. At the same time, we
have a ∗-anti-automorphism R on M such that R(x) = Ix∗I for all x ∈M .
Then R2 = ι, R and τ commute and we define S = Rτ− i2 = τ− i2R. Note
that these three properties determine the pair R, τ completely in terms of
the map S. The map S : D(S) ⊆ M → M is a σ -strongly∗ closed map with
σ -strong∗ dense domain and range that is determined by (M,∆) through
the following so-called strong left invariance properties.
For all a,b ∈Nϕ, we have (ι⊗ϕ)(∆(a∗)(1⊗ b)) ∈ D(S) and
S
(
(ι⊗ϕ)(∆(a∗)(1⊗ b))) = (ι⊗ϕ)((1⊗ a∗)∆(b)) . (1.14.5)
The space 〈 (ι ⊗ϕ)(∆(a∗)(1 ⊗ b)) | a,b ∈ Nϕ 〉 is a core for S. A similar
result holds for right invariant weights; see Proposition 1.6.4. For other
characterizations of S, we refer to Section 1.6.
We refer to S as the antipode of the quantum group (M,∆). The one-
parameter group τ is called the scaling group of (M,∆), the map R is called
the unitary antipode of (M,∆).
There also exists a unique strictly positive number ν such thatϕτt = ν−t ϕ
for all t ∈ R. We call ν the scaling constant of (M,∆). In connection with
this relative invariance, it is useful to define the strictly positive operator
P on H such that Pit Λ(x) = ν t2 Λ(τt(x)) for all t ∈ R and x ∈ Nϕ. We
observe that τt(x) = PitxP−it for all t ∈ R and x ∈ M .
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The right Haar weight and the modular element
Because we have the equation σ(R ⊗ R)∆ = ∆R, we get that ϕR is a right
invariant n.s.f. weight on (M,∆). From now on, we suppose that ψ = ϕR.
Let σ ′ denote the modular group of ψ. Remember that σ ′t = Rσ−tR for all
t ∈ R. We have that ϕσ ′t = νt ϕ, ψσt = ν−t ψ and ψτt = ν−t ψ for all
t ∈ R.
By the Radon Nikodym Theorem 4.5.3, we get the existence of a unique
strictly positive element δ affiliated with M such that σt(δ) = νt δ for all
t ∈ R and ψ = ϕδ. Loosely speaking, we have ψ(x) = ϕ(δ1/2xδ1/2). The
element δ is called the modular element of (M,∆).
We have that ∆(δ) = δ⊗ δ, R(δ) = δ−1 and τt(δ) = δ for all t ∈ R.
Now, we choose the GNS-construction (H, ι, Γ ) for ψ such that Γ = Λδ; see
Proposition 4.5.2. Loosely speaking, we have Γ (x) = Λ(xδ 12 ). We denote
the modular operator of ψ in this GNS-construction by ∇ .
The fundamental commutation relations
A full-fledged theory of quantum groups would be impossible without the
following list of commutation relations:
1. The one-parameter groups τ, σ and σ ′ commute pairwise.
2. For all t ∈ R, we have
∆σt = (τt ⊗ σt)∆ , ∆σ ′t = (σ ′t ⊗ τ−t)∆ ,∆τt = (τt ⊗ τt)∆ , ∆τt = (σt ⊗ σ ′−t)∆ . (1.14.6)
3. On the Hilbert space level, we get
(I ⊗ J)W = W∗(I ⊗ J) , (1.14.7)
(N−1 ⊗∇)W = W(N−1 ⊗∇) . (1.14.8)
The dual von Neumann algebraic quantum group
The multiplicative unitary W is manageable in the sense of [138] with P as
the managing positive operator; see Proposition 1.8.3. We follow more or
less Chapter 3 of [32] to obtain the Haar weight on the dual von Neumann
algebraic quantum group (see Section 1.11 for an idea how to prove the next
results).
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Definition 1.14.6. Define Mˆ to be the σ -strong∗ closure of the algebra
{ (ω⊗ ι)(W) |ω ∈ B(H)∗ } .
Then Mˆ is a von Neumann algebra and there exists a unique unital normal
∗-homomorphism ∆ˆ : Mˆ → Mˆ ⊗ Mˆ such that
∆ˆ(x) = ΣW(x ⊗ 1)W∗Σ ,
for all x ∈ Mˆ . The pair (Mˆ, ∆ˆ) is again a von Neumann algebraic quantum
group, referred to as the dual of (M,∆).
The predualM∗ is a Banach algebra if we define the product such thatωθ =
(ω⊗θ)∆ for allω,θ ∈ M∗ (of course,M∗ should be thought of as the space
of L1-functions of M). Moreover, the map λ : M∗ → Mˆ : ω → (ω ⊗ ι)(W) is
an injective homomorphism.
We recall the construction of the dual weight ϕˆ. First of all, we define
I = {ω ∈M∗ | ∃M ∈ R+ : |ω(x∗)| ≤ M ‖Λ(x)‖ for all x ∈Nϕ } .
By Riesz’ theorem for Hilbert spaces, there exists for every ω ∈ I , a unique
element ξ(ω) ∈ H such that ω(x∗) = 〈ξ(ω),Λ(x)〉 for all x ∈ Nϕ. Then
I is a left ideal in M∗, the map I → H :ω → ξ(ω) is linear and λ(η)ξ(ω) =
ξ(ηω) for all η ∈ M∗ and ω ∈ I .
There exists a unique σ -strong∗–norm closed linear map Λˆ, with σ -strong∗
dense domain D(Λˆ) ⊆ Mˆ , into H such that λ(I) is a σ -strong∗–norm core
for Λˆ and Λˆ(λ(ω)) = ξ(ω) for all ω ∈ I . The dual weight ϕˆ is the unique
n.s.f. weight on Mˆ having the triple (H, ι, Λˆ) as a GNS-construction. It turns
out that ϕˆ is left invariant with respect to (Mˆ, ∆ˆ). We denote the modular
group of ϕˆ by σˆ .
We denote the antipode, unitary antipode and scaling group of (Mˆ, ∆ˆ) by Sˆ,
Rˆ and τˆ, respectively. As in Proposition 1.11.16, we have Rˆ(z) = Jz∗J for
all z ∈ Mˆ . The scaling constant of (Mˆ, ∆ˆ) is equal to ν−1. It is also worth
mentioning that PitΛˆ(x) = ν− t2 Λˆ(τˆt(x)) for all t ∈ R and x ∈ Nϕˆ, which
means that Pˆ = P .
We already introduced the multiplicative unitariesW and V of (M,∆). Now,
we can define analogously Wˆ and Vˆ by the formulas
Wˆ∗(Λˆ(x)⊗ Λˆ(y)) = (Λˆ⊗ Λˆ)(∆ˆ(y)(x ⊗ 1)) for all x,y ∈Nϕˆ ,
Vˆ (Γˆ (x)⊗ Γˆ (y)) = (Γˆ ⊗ Γˆ )(∆ˆ(x)(1⊗ y)) for all x,y ∈Nψˆ , (1.14.9)
where Γˆ is the canonical GNS-map for the right invariant weight ψˆ := ϕˆRˆ,
given by Γˆ = Λˆδˆ with δˆ the modular element of (Mˆ, ∆ˆ).
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If we denote by Jˆ and ∇ˆ the modular conjugation and modular operator of
the weight ϕˆ, we know from Proposition 1.13.18 and Corollary 1.13.3 that
Vˆ = (J ⊗ J)W(J ⊗ J) = (JJˆ ⊗ 1)W∗(JˆJ ⊗ 1) . (1.14.10)
We also recall from Corollary 1.13.15 that JˆJ = ν i4 JJˆ and finally, from
Proposition 1.13.2 that R(x) = Jˆx∗Jˆ for all x ∈M .
Finally, we mention that M ∩ Mˆ = C. This is not so difficult to prove. Sup-
pose that z ∈ M ∩ Mˆ . Because Rˆ(z) = Jz∗J , we get that Jz∗J ∈ Mˆ . Putting
y = Jz∗J , we get that y ∈M ′ ∩ Mˆ . Then we see that
∆ˆ(y) = ΣW(y ⊗ 1)W∗Σ = 1⊗y .
Applying now the von Neumann algebraic counterpart of Proposition 1.5.5,
we obtain that y ∈ C, and hence, z ∈ C.
Pontryagin duality
As in the previous paragraph, we can also construct the dual (Mˆ, ∆ˆ) of
(Mˆ, ∆ˆ). Note that the construction of the dual depends on the choice of the
GNS-construction of the left Haar weight. If we use the GNS-construction
(H, ι, Λˆ) for the construction of the dual (Mˆ, ∆ˆ), the Pontryagin duality the-
orem tells us that (Mˆ, ∆ˆ) = (M,∆). We even have that ϕˆˆ = ϕ and Λˆ = Λ.
From von Neumann to C∗-algebraic quantum groups
Taking together Definition 1.3.3 and Propositions 1.4.9 and 1.4.11, we see
that, with any reduced C∗-algebraic quantum group, we can associate a
von Neumann algebraic quantum group by taking the σ -strong∗ closure
of the underlying C∗-algebra in the GNS-space of a left Haar weight. In
this subsection, we go the other way around by introducing a C∗-algebraic
quantum group in our von Neumann algebraic quantum group.
To distinguish between von Neumann algebraic and C∗-algebraic tensor
products, we will denote the minimal C∗-tensor product by ⊗c.
Theorem 1.14.7. Define Mc to be the norm closure of the space
{ (ι⊗ω)(W) |ω ∈ B(H)∗ }
and ∆c to be the restriction of ∆ to Mc. Then the pair (Mc,∆c) is a reduced
C∗-algebraic quantum group.
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Proof. Because W is manageable and ∆c(x) = W∗(1 ⊗ x)W for all x ∈ Mc,
Propositions 1.5 and 5.1 of [138] imply that Mc is a C∗-algebra, ∆c is a
non-degenerate ∗-homomorphism from Mc into the multiplier algebra of
Mc ⊗c Mc, such that (∆c ⊗c ι)∆c = (ι ⊗c ∆c)∆c and both ∆c(Mc)(Mc ⊗ 1) and∆c(Mc)(1⊗Mc) are dense in Mc ⊗c Mc.
Now, defineϕc and ψc to be the restrictions of ϕ and ψ to M+c respectively,
giving two faithful lower semi-continuous weights on Mc.
By Equation (1.14.7), we know that (I ⊗ J)W(I ⊗ J) = W∗, implying
R((ι⊗ωv,w)(W)) = (ι⊗ωJw,Jv)(W) ,
for all v,w ∈ H . It follows that R(Mc) = Mc. Define Rc to be the restriction of
R to Mc. Then Rc is a ∗-anti-automorphism of Mc satisfying σ(Rc ⊗c Rc)∆c =∆cRc. It is also clear that ψc = ϕcRc.
For a,b ∈Nψ and c ∈Nϕ, we have
(ψ⊗ ι)(∆(b∗c)(a⊗ 1)) = R((ι⊗ϕ)((1⊗ R(a))∆(R(c)R(b)∗)))
= R((ι⊗ωΛ(R(c)R(b)∗),Λ(R(a)∗))(W∗)) ,
which implies that Mc = [ (ψ⊗ ι)(∆(b∗c)(a⊗ 1)) | a,b ∈Nψ, c ∈Nϕ ].
We know that (ψ ⊗ ι)(∆(b∗c)(a ⊗ 1)) ∈ Nϕ and thus, for all a,b ∈ Nψ
and c ∈ Nϕ, we have (ψ ⊗ ι)(∆(b∗c)(a ⊗ 1)) ∈ Nϕc . It follows that ϕc is
densely defined.
Define Λc to be the restriction of Λ to Nϕc . Equation (1.14.2) guarantees
that Λc(Nϕc) is dense in H . Therefore, (H, ι,Λc) is a GNS-construction for
ϕc.
Equation (1.14.8) tells us that (N−1 ⊗∇)W = W(N−1 ⊗∇), implying that
τt((ι⊗ωv,w)(W)) = (ι⊗ω∇itv,∇itw)(W) , (1.14.11)
for all v,w ∈ H and t ∈ R. Hence, τt(Mc) = Mc for all t ∈ R. Define the
one-parameter group τc on Mc by setting τct = τt|Mc for all t ∈ R. Note that
Equation (1.14.11) implies that τc is norm continuous.
Since ∆c(Mc)(1⊗Mc) is a dense subset of Mc ⊗c Mc, we get
Mc = [ (ι⊗ω)∆(x) |ω ∈ B(H)∗, x ∈ Mc ] .
Equation (1.14.6) implies, for all t ∈ R, ω ∈ M∗ and x ∈Mc:
σt((ι⊗ω)∆(x)) = (ι⊗ωσ ′t )∆(τct(x)). (1.14.12)
Therefore, σt(Mc) = Mc for all t ∈ R and we can define a one-parameter
group σ c on Mc by setting σ ct = σt|Mc for all t ∈ R. Equation (1.14.12)
implies that σ c is norm continuous.
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By now, it is clear that ϕc is a KMS-weight on Mc (in the C∗-algebraic sense)
with σ c as its modular group. Because ψc = ϕcRc , we also get that ψc is a
KMS-weight on Mc.
Take ω ∈ (Mc)∗+ and x ∈ M+ϕc . Choose η ∈ B(H)+∗. On the C∗-algebra Mc,
we can make a GNS-construction for the positive functionalω. This way, we
obtain a Hilbert space K, a non-degenerate representation π of Mc on K and
a (cyclic) vector v ∈ K such that ω = ωv,vπ . By Theorem 1.5 of [138], we
know that W belongs to the multiplier algebra of Mc ⊗ B0(H), where B0(H)
denotes the C∗-algebra of compact operators on H . Hence, the unitary U
defined by U := (π ⊗c ι)(W) belongs to B(K) ⊗ B(H). Define θ ∈ B(H)+∗ by
setting θ(x) = (ωv,v ⊗ η)(U∗(1⊗ x)U) for all x ∈ B(H). Then
(η⊗ ι)∆((ω⊗c ι)(∆c(x))) = (η⊗ ι)((ω⊗c ι⊗c ι)((∆c ⊗c ι)∆c(x)))
= (η⊗ ι)((ωv,v ⊗ ι⊗ ι)(U∗12∆(x)23U12))
= (θ ⊗ ι)∆(x) .
Therefore, the left invariance of ϕ implies that (η ⊗ ι)∆((ω ⊗c ι)(∆c(x)))
belongs toM+ϕ and
ϕ
(
(η⊗ ι)∆((ω⊗c ι)(∆c(x)))) = θ(1)ϕ(x) =ω(1)η(1)ϕc(x) . (1.14.13)
Translating Proposition 1.5.3 to the von Neumann algebra setting, we now
conclude that (ω⊗c ι)(∆c(x)) belongs toM+ϕ and, therefore, toM+ϕc .
Taking η ∈ B(H)∗ such that η(1) = 1, Equation (1.14.13) and the left invari-
ance of ϕ imply that
ϕc
(
(ω⊗c ι)(∆c(x))) =ϕ((ω⊗c ι)(∆c(x))) = ϕ((η⊗ ι)∆((ω⊗c ι)(∆c(x))))
=ω(1)ϕc(x) .
So, we have proven that ϕc is left invariant in the sense of Definition 1.2.4.
Because σ(Rc ⊗c Rc)∆ = ∆Rc and ψc = ϕcRc, we also get that ψc is right
invariant. From all this, we conclude that (Mc,∆c) is a reduced C∗-algebraic
quantum group. 
The GNS-construction (H, ι,Λc) for ϕc was obtained by letting Λc be the
restriction of Λ toNϕc . From Theorem 1.3.1, it is clear that this implies that
W is the multiplicative unitary of (Mc,∆c) in this GNS-construction (H, ι,Λc).
Since σ ct and τ
c
t are restrictions of σt and τt respectively, it is clear that
(τct ⊗ σ ct )∆ = ∆σ ct ,
for all t ∈ R, and so, the density conditions imply that τc is the scaling
group of (Mc,∆c). It follows that ν also is the scaling constant of (Mc,∆c).
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Letting Sc denote the antipode of (Mc,∆c), Theorem 1.6.10 and its von Neu-
mann algebraic counterpart imply that Sc ⊆ S. Since τc is the scaling group
of (Mc,∆c) and Rc was obtained by restricting R to Mc, this implies that Rc
is the unitary antipode of (Mc,∆c).
As we explained before this proposition, we can associate with the reduced
C∗-algebraic quantum group (Mc,∆c) the von Neumman algebraic quantum
group (M˜c, ∆˜c) by letting M˜c be the σ -strong∗ closure of Mc and defining ∆˜c
to be the unique normal ∗-homomorphism from M˜c to M˜c ⊗ M˜c extending∆c. It follows from Proposition 1.14.5 that (M˜c, ∆˜c) = (M,∆). We get similar
results for the extensions of the Haar weights, their modular groups, the
scaling group, the unitary antipode and the antipode itself.
So, we have proven that there exists a bijective correspondence between
C∗-algebraic and von Neumann algebraic quantum groups.
A stronger form of left invariance.
In this subsection, we want to prove some stronger form of left invariance of
the Haar weightϕ. We want to show that (ι⊗ι⊗ϕ)(ι⊗∆)(X) = (ι⊗ϕ)(X)⊗1
for any positive element X ∈ N ⊗M and any von Neumann algebra N . The
same formula is stated in [31] for Kac algebras, but not proved. The first
proof for this formula in the Kac algebra case was given by L. Zsido´ in
[147]; see also remark 18.23 in [103]. Unfortunately, the proof of L. Zsido´
does not work in the case of an arbitrary von Neumann algebraic quantum
group, where possibly τt ≠ ι.
In our definition of a von Neumann algebraic quantum group, we assumed
the existence of invariant weights. The notion of left invariance we use,
is in fact the weakest form of left invariance that one can assume, namely
ϕ
(
(ω⊗ι)∆(x)) =ϕ(x)ω(1) for allω ∈M+∗ and x ∈M+ϕ. As a special case
of the next proposition, we will get the strongest form of left invariance,
namely (ι ⊗ϕ)∆(x) = ϕ(x)1 for all x ∈ M+. Some result in between was
already proved in Proposition 1.5.3, and will be used in the proof of the
theorem.
When N is a von Neumann algebra, we denote by N+ext the extended positive
part of N . In the proof of the next proposition, we denote by 〈·, ·〉 the
composition of elements in N+ext and N+∗ .
Theorem 1.14.8. Let N be a von Neumann algebra and X ∈ (N⊗M)+. Then
we have
(ι⊗ ι⊗ϕ)(ι⊗∆)(X) = (ι⊗ϕ)(X)⊗ 1.
Here, both sides of the equation make sense in (N ⊗M)+ext. In particular, we
get
(ι⊗ϕ)∆(x) = ϕ(x)1 ,
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for all x ∈M+.
Proof. We will prove the proposition for the dual von Neumann algebraic
quantum group (Mˆ, ∆ˆ). Because of the biduality theorem, this proves the
stated result. We also representN on a Hilbert space K and then it is enough
to prove the proposition in case N = B(K).
Recall that we introduced the multiplicative unitary Vˆ in Equation (1.14.9).
Then define, for every z ∈ B(K⊗H)+, the element T(z) ∈ B(K⊗H)+ext by the
following formula, which makes sense because Vˆ ∈ B(H)⊗ Mˆ :
T(z) = (ι⊗ ι⊗ ϕˆ)((1⊗ Vˆ )(z ⊗ 1)(1⊗ Vˆ∗)).
When η ∈ K ⊗ H , we denote by Pη the positive rank one operator defined
by Pη(ξ) = 〈ξ, η〉η. Let now η ∈ K ⊗ H and suppose ‖η‖ = 1. Choose an
orthonormal basis (ei)i∈I of K ⊗H such that η = ei for some i ∈ I.
Choose ρ ∈ K ⊗H . Then we have
〈T(Pη),ωρ〉 = ϕˆ
(
(ωρ ⊗ ι)
(
(1⊗ Vˆ )(Pη ⊗ 1)(1⊗ Vˆ∗)
))
=
∑
i∈I
ϕˆ
((
(ωρ,ei ⊗ ι)((Pη ⊗ 1)(1⊗ Vˆ∗))
)∗(ωρ,ei ⊗ ι)((Pη ⊗ 1)(1⊗ Vˆ∗)))
= ϕˆ
((
(ωρ,η ⊗ ι)(1⊗ Vˆ∗)
)∗(ωρ,η ⊗ ι)(1⊗ Vˆ∗)).
From Equation (1.14.10), we get that Vˆ∗ = (w∗⊗1)W(w⊗1) wherew = JˆJ .
So, it follows that
〈T(Pη),ωρ〉 = ϕˆ
((
(ω(1⊗w)ρ,(1⊗w)η⊗ι)(1⊗W)
)∗(ω(1⊗w)ρ,(1⊗w)η⊗ι)(1⊗W)).
In Remark 1.12.3, we saw that forω ∈ M∗, one has (ω⊗ ι)(W) ∈Nϕˆ if and
only if ω ∈ I . So, it follows that 〈T(Pη),ωρ〉 <∞ if and only if
ω(1⊗w)ρ,(1⊗w)η(1⊗ ·) ∈ I (1.14.14)
and in that case
〈T(Pη),ωρ〉 = ‖ξ(ω(1⊗w)ρ,(1⊗w)η(1⊗ ·))‖2.
Suppose that u ∈ M is a unitary, and suppose that Equation (1.14.14) is
valid. We claim that
ω(1⊗w)(1⊗JuJ)ρ,(1⊗w)η(1⊗ ·) ∈ I
and
ξ
(
ω(1⊗w)(1⊗JuJ)ρ,(1⊗w)η(1⊗ ·)
) = R(u∗)ξ(ω(1⊗w)ρ,(1⊗w)η(1⊗ ·)).
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For this, choose x ∈Nϕ and make the following computation:
ω(1⊗w)(1⊗JuJ)ρ,(1⊗w)η(1⊗ x∗)
= 〈(1⊗ x∗)(1⊗ JˆuJ)ρ, (1⊗w)η〉
= 〈(1⊗ x∗)(1⊗ R(u∗))(1⊗w)ρ, (1⊗w)η〉
= 〈ξ(ω(1⊗w)ρ,(1⊗w)η(1⊗ ·)), R(u)Λ(x)〉
= 〈R(u∗)ξ(ω(1⊗w)ρ,(1⊗w)η(1⊗ ·)),Λ(x)〉 .
From this, our claim follows.
But then we get for every ρ ∈ K ⊗H and every unitary u ∈M :
〈T(Pη),ωρ〉 = 〈T(Pη),ω(1⊗JuJ)ρ〉.
From this, we may conclude that T(Pη) ∈ (B(K) ⊗M)+ext, for all η ∈ K ⊗H .
Let now z ∈ B(K⊗H)+. Let (ei)i∈I again be an orthonormal basis for K⊗H .
Then
z =
∑
i∈I
z1/2Peiz
1/2 =
∑
i∈I
Pz1/2ei .
By lower semi-continuity of T , we can conclude that T(z) ∈ (B(K) ⊗M)+ext.
Let now X ∈ (B(K)⊗ Mˆ)+. Then
T(X) = (ι⊗ ι⊗ ϕˆ)(ι⊗ ∆ˆ)(X)
and this clearly belongs to (B(K)⊗ Mˆ)+ext. But it also belongs to (B(K)⊗M)+ext
by the result in the previous paragraph. Let
T(X) = ∞ · (1− e)+
∫∞
0
λdeλ
be the unique spectral decomposition of T(X), considered as an element of
B(K ⊗H)+ext. Then
e, eλ ∈
(
B(K) ⊗M)∩ (B(K)⊗ Mˆ) = B(K)⊗C
becauseM∩Mˆ = C. So, take f , fλ ∈ B(K) such that e = f⊗1 and eλ = fλ⊗1.
Then define the element S ∈ B(K)+ext by
S = ∞ · (1− f )+
∫∞
0
λdfλ.
We get
(ι⊗ ι⊗ ϕˆ)(ι⊗ ∆ˆ)(X) = S ⊗ 1. (1.14.15)
We now suppose first that K = C. This will prove the special case stated
in the proposition. Then X ∈ Mˆ+ and S will be a scalar. So, we get a
λ ∈ [0,+∞] such that
(ι⊗ ϕˆ)∆ˆ(X) = λ1.
Now, there are two possibilities.
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• Either there exists an ω ∈ Mˆ+∗ with ω ≠ 0 such that (ω ⊗ ι)∆ˆ(X) ∈
M+ϕˆ. Then λ < +∞ because
λω(1) = ϕˆ((ω⊗ ι)∆ˆ(X)) < ∞.
But then also
ϕˆ
(
(µ ⊗ ι)∆ˆ(X)) = λµ(1) <∞
for all µ ∈ Mˆ+∗ , and so, (µ ⊗ ι)∆ˆ(X) ∈ M+ϕˆ for all µ ∈ Mˆ+∗ . Then
it follows from Proposition 1.5.3 that X ∈ M+ϕˆ and so, λ = ϕˆ(X)
because of left invariance.
• Either we have ϕˆ((ω⊗ι)∆ˆ(X)) = +∞ for allω ∈ Mˆ+∗ \{0}. This means
that λ = +∞. Because of left invariance, we can not have X ∈M+ϕˆ and
so, ϕˆ(X) = +∞. Again λ = ϕˆ(X).
In both cases, we arrive at (ι⊗ ϕˆ)∆ˆ(X) = ϕˆ(X)1.
Now, we return to the general case. Let ω ∈ B(K)+∗ and µ ∈ Mˆ+∗ . Then we
applyω⊗ µ to Equation (1.14.15). This gives
〈S,ω〉 µ(1) = ϕˆ((ω⊗ µ ⊗ ι)(ι⊗ ∆ˆ)(X)) = ϕˆ((µ ⊗ ι)∆ˆ((ω⊗ ι)(X)))
= µ(1)ϕˆ((ω⊗ ι)(X))
= µ(1) 〈(ι⊗ ϕˆ)(X),ω〉.
In this computation, we used the special case of the proposition proved
above. So, it follows that S = (ι ⊗ ϕˆ)(X) and this gives what we wanted to
prove. 
The opposite and commutant von Neumann algebraic quan-
tum groups
Given a von Neumann algebraic quantum group (M,∆), represented stan-
dardly such that (H, ι,Λ) is a GNS-construction for the left Haar weight ϕ,
we can define two new von Neumann algebraic quantum groups, called the
opposite von Neumann algebraic quantum group (M,∆)op and the commu-
tant von Neumann algebraic quantum group (M,∆)′, respectively. With the
notations introduced before, we give the following definition.
Definition 1.14.9. The underlying von Neumann algebra of the opposite von
Neumann algebraic quantum group (M,∆)op is again M and the comultipli-
cation ∆op is given by ∆op(x) = σ∆(x) for all x ∈M .
The underlying von Neumann algebra of the commutant von Neumann al-
gebraic quantum group (M,∆)′ is given by M ′ and the comultiplication ∆′
is defined by ∆′(x) = (J ⊗ J)∆(JxJ)(J ⊗ J) for all x ∈M ′.
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It is easy to see that (M,∆)op and (M,∆)′ are again von Neumann algebraic
quantum groups. We will now give canonical choices for the left invariant
weights and their GNS-construction. As a left invariant weight on (M,∆)op ,
we take ψ, with GNS-construction (H, ι, Γ ). On M ′, we define the weight ϕ′
by ϕ′(x) = ϕ(JxJ) for all x ∈ (M ′)+. Then ϕ′ is a left invariant weight
on (M,∆)′, with GNS-construction (H, ι,Λ′), where Λ′(x) = JΛ(JxJ) for all
x ∈Nϕ′ .
Given these GNS-constructions, we can define the multiplicative unitaries
W op and W ′ associated with (M,∆)op and (M,∆)′ and it is clear that, using
Definition 1.13.17 and Proposition 1.13.18, they are given by
W op = ΣV∗Σ and W ′ = (J ⊗ J)W(J ⊗ J) = Vˆ .
It is also clear that the unitary antipode Rop of (M,∆)op equals R and the
unitary antipode R′ of (M,∆)′ is given by R′(x) = JR(JxJ)J for all x ∈ M ′.
So, the canonical right invariant weights on (M,∆)op and (M,∆)′ are ϕ and
ψ′, respectively. Then the modular elements δop and δ′ are given by
δop = δ−1 and δ′ = JδJ.
One also checks easily that τtop equals τ−t and τ′t(x) = Jτ−t(JxJ)J for all
t ∈ R and x ∈ M ′.
Defining the unitary w = JˆJ = νi/4JJˆ, it is easy to see that Φ : M → M ′ :Φ(x) = wxw∗ gives an isomorphism between the von Neumann algebraic
quantum groups (M,∆) and (M,∆)′op . To prove this, we only have to ob-
serve that R(x) = Jˆx∗Jˆ for all x ∈ M and (R ⊗ R)∆(x) = ∆op(R(x)) for all
x ∈ M .
We conclude this section with the following formulas.
Proposition 1.14.10. With the notations introduced above, we have:
(M,∆)opˆ = (M,∆)ˆ ′ ,
(M,∆)′ˆ = (M,∆)ˆ op ,
(M,∆)′op = (M,∆)op ′.
Proof. Because W op = ΣV∗Σ, the von Neumann algebra which underlies
(M,∆)opˆ, is given by{
(ω⊗ ι)(W op ) |ω ∈ B(H)∗
}′′ = {(ι⊗ω)(V∗) |ω ∈ B(H)∗}′′ = Mˆ ′.
The last equality follows from Proposition 1.13.18. Further, we have for
every x ∈ Mˆ ′:
∆opˆ(x) = ΣW op (x ⊗ 1)(W op )∗Σ = V∗(1⊗ x)V.
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By Proposition 1.13.18, we know that V = (Jˆ ⊗ Jˆ)ΣW∗Σ(Jˆ ⊗ Jˆ). This gives
∆opˆ(x) = Σ(Jˆ ⊗ Jˆ)W(JˆxJˆ ⊗ 1)W∗(Jˆ ⊗ Jˆ)Σ = (Jˆ ⊗ Jˆ)∆ˆ(JˆxJˆ)(Jˆ ⊗ Jˆ) = ∆ˆ′(x).
This yields (M,∆)opˆ = (M,∆)ˆ ′.
Applying this last formula to (M,∆)ˆ and using the biduality theorem, we
get (M,∆)ˆ opˆ = (M,∆)′. Taking the dual and using once again the biduality
theorem, this gives our second result (M,∆)ˆ op = (M,∆)′ˆ .
To compute (M,∆)op ′, we have to observe that the modular conjugation J′
of the left invariant weight ψ on (M,∆)op is given by J′ = νi/4J . Then it is
clear that (M,∆)op ′ = (M,∆)′op . 
1.T1 Invariant weights
This section and the two following sections accompany Section 1.3. We will
give a precise account of all the results needed in Section 1.3.
We start off by recalling Definition 1.2.4.
Definition 1.T1.1. Consider a bi-C∗-algebra (A,∆) and a proper weight ϕ
on A.
• We call ϕ left invariant when, for all a ∈ M+ϕ and ω ∈ A∗+, we have
ϕ
(
(ω⊗ ι)∆(a)) =ω(1)ϕ(a).
• We call ϕ right invariant when, for all a ∈ M+ϕ and ω ∈ A∗+, we have
ϕ
(
(ι⊗ω)∆(a)) =ω(1)ϕ(a).
Suppose that (A,∆) is a bi-C∗-algebra with a left invariant weight ϕ. By
approximating an element x ∈ M¯+ϕ strictly from below by elements inM+ϕ,
we get
ϕ
(
(ω⊗ ι)∆(x)) =ω(1)ϕ(x) for all x ∈ M¯+ϕ,ω ∈ A∗+ .
Consider the following easy consequences of Definition 1.T1.1.
Proposition 1.T1.2. Consider a bi-C∗-algebra (A,∆) and a left invariant
proper weight ϕ on A with GNS-construction (H,π,Λ). Then,
1. for all a ∈ M¯ϕ and all ω ∈ A∗, we have (ω ⊗ ι)∆(a) ∈ M¯ϕ and
ϕ
(
(ω⊗ ι)∆(a)) =ω(1)ϕ(a);
2. for all a ∈ N¯ϕ and all ω ∈ A∗, we have (ω ⊗ ι)∆(a) ∈ N¯ϕ and
‖Λ((ω⊗ ι)∆(a))‖ ≤ ‖ω‖‖Λ(a)‖.
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The first statement is immediate. For the second one, use Proposition 4.6.9.
We also want to work with the slice map ι ⊗ ϕ. Therefore, we state the
following result. We introduced the necessary terminology in Section 4.6.
With the following result at hand, and using Lemma 4.9.5, we get that for
all a,b ∈ Nϕ, the element ∆(b)(a ⊗ 1) belongs to N¯ϕ⊗ϕ. This we need
to know in order to define the operator W∗ as an isometry on H ⊗ H ; see
Theorem 1.3.1.
Proposition 1.T1.3. Consider a bi-C∗-algebra (A,∆) and a left invariant
proper weight ϕ on A with GNS-construction (H,π,Λ).
1. Consider a ∈ M¯ϕ. Then ∆(a) ∈ M¯ι⊗ϕ and (ι⊗ϕ)∆(a) =ϕ(a)1.
2. Consider a ∈ N¯ϕ. Then ∆(a) belongs to N¯ι⊗ϕ and
(ι⊗Λϕ)(∆(a))∗(ι⊗Λϕ)(∆(a)) = ϕ(a∗a)1 .
The first statement follows from Proposition 4.6.7. The second one is an im-
mediate consequence of the first one. The KSGNS-map ι⊗Λϕ is introduced
in Proposition 4.6.11.
Although all properties are stated in terms of left invariant weights, there
are of course also similar properties for right invariant weights.
Recall that, in Section 1.3, we needed the inversion formula for the isom-
etry W∗; see Proposition 1.3.2. Before this formula even makes sense, we
have to prove that certain elements belong to N¯ϕ or N¯ϕ⊗ϕ. Therefore, the
following results are interesting; see e.g. Proposition 1.T1.5.
Let (A,∆) be a bi-C∗-algebra and ψ a right invariant proper weight on A.
Consider a,b ∈ N¯ψ. Then the previous result implies, for all x ∈ M(A⊗A),
that ∆(a∗)x (b ⊗ 1) ∈ M¯ψ⊗ι and Proposition 4.6.8 implies that
(ψ⊗ ι)(∆(a∗)x (b ⊗ 1))∗ (ψ⊗ ι)(∆(a∗)x (b ⊗ 1))
≤ ψ(a∗a) (ψ ⊗ ι)((b∗ ⊗ 1)x∗x (b ⊗ 1)) . (1.T1.1)
This is a simple observation which is used throughout this chapter.
Proposition 1.T1.4. Consider a bi-C∗-algebra (A,∆) such that (ω⊗ι)∆(x) ∈
A for all x ∈ A and ω ∈ A∗. Let ψ be a right invariant proper weight on
(A,∆) and a,b ∈Nψ. Then (ψ⊗ι)(∆(a∗)(b⊗1)) and (ψ⊗ι)((a∗⊗1)∆(b))
belong to A.
Proof. We have, for ω ∈ Gψ:
‖(ω⊗ ι)(∆(a∗)(b ⊗ 1))‖2 ≤ ‖(ω⊗ ι)(∆(a∗a))‖ω(b∗b)
≤ ‖(ψ⊗ ι)(∆(a∗a))‖ω(b∗b) = ψ(a∗a)ω(b∗b) .
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Hence, we get for allω,µ ∈ Gψ with µ ≤ω:
‖(ω⊗ ι)(∆(a∗)(b⊗1))− (µ⊗ ι)(∆(a∗)(b⊗1))‖2 ≤ ψ(a∗a) (ω−µ)(b∗b) .
This implies that
(
(ω⊗ ι)(∆(a∗)(b ⊗ 1)) )ω∈Gψ is a Cauchy net and, there-
fore, norm convergent. So, we conclude that this net converges in norm to
(ψ⊗ ι)(∆(a∗)(b ⊗ 1)).
Since, by assumption, all elements (ω⊗ ι)(∆(a∗)(b⊗1)) (ω ∈ Gψ) belong
to A, we get that (ψ⊗ ι)(∆(a∗)(b ⊗ 1)) belongs to A. 
In the next result, we use inequality (1.T1.1) once more and combine it with
the left invariance of ϕ. We get a basic result which is used throughout this
chapter.
Proposition 1.T1.5. Consider a bi-C∗-algebra (A,∆), a left invariant proper
weight ϕ on A and a right invariant proper weight ψ on A. Let a,b ∈ N¯ψ
and c ∈ N¯ϕ. Then (ψ⊗ ι)(∆(a∗c)(b ⊗ 1)) belongs to N¯ϕ and
‖Λϕ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1)))‖ ≤ ‖Λψ(a)‖‖Λψ(b)‖‖Λϕ(c)‖ .
This implies easily the following technical result.
Proposition 1.T1.6. Consider a bi-C∗-algebra (A,∆), a left invariant proper
weight ϕ on A and a right invariant proper weight ψ on A. Let a,b ∈ N¯ψ
and c ∈ N¯ϕ.
Suppose that θ is a non-degenerate representation of A on a Hilbert space K
and consider v ∈ K together with an orthonormal basis (ei)i∈I for K. Then∑
i∈I
‖Λϕ((ψ⊗ ι)(∆(a∗c)( (ι⊗ωv,ei)(∆(b))⊗ 1)))‖2
≤ ‖Λψ(a)‖2 ‖Λψ(b)‖2 ‖Λϕ(c)‖2 ‖v‖2 < ∞ .
Proof. By the previous result, we know that∑
i∈I
‖Λϕ((ψ⊗ ι)(∆(a∗c)( (ι⊗ωv,ei)(∆(b))⊗ 1)))‖2
≤
∑
i∈I
‖Λψ(a)‖2 ‖Λψ((ι⊗ωv,ei)∆(b))‖2 ‖Λϕ(c)‖2
=
∑
i∈I
‖Λψ(a)‖2 ‖Λϕ(c)‖2 ψ( (ι⊗ωv,ei)(∆(b))∗(ι⊗ωv,ei)(∆(b)) ) .
Lemma 4.6.13 implies∑
i∈I
‖Λψ(a)‖2 ‖Λϕ(c)‖2 ψ( (ι⊗ωv,ei)(∆(b))∗(ι⊗ωv,ei)(∆(b)) )
= ‖Λψ(a)‖2 ‖Λϕ(c)‖2 ψ((ι⊗ωv,v)(∆(b∗b)))
= ‖Λψ(a)‖2 ‖Λϕ(c)‖2 ‖v‖2 ψ(b∗b) ,
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where we used the right invariance of ψ in the last equality. Now, the result
follows. 
1.T2 The inversion formula
In Section 1.3, we already saw why to construct a unitary given a bi-C∗-
algebra and an invariant weight. We also observed that, in order to prove
the unitarity of the operator W , we also need an isometry whose first leg is
acting on the GNS-space of the right invariant weight ψ, rather than on the
GNS-space H of the left invariant weight ϕ.
In Sections 1.4 and 1.6, we need such an isometry whose first leg is acting on
the GNS-space of yet another weight. So, we introduce at once these isome-
tries with their first legs acting on the GNS-space of an arbitrary weight.
Hence, for the rest of this section, we will fix a bi-C∗-algebra (A,∆) together
with a left invariant proper weight ϕ on it. Let (H,π,Λ) denote a GNS-
construction for ϕ.
At the same time, we fix a proper weight η on A with GNS-construction
(K, θ, Γ ) (Note that we do not assume any form of left or right invariance).
In Section 4.9, we introduce the tensor product weight η ⊗ϕ and its GNS-
construction (K ⊗H,θ ⊗π, Γ ⊗Λ).
Combining Propositions 1.T1.3 and 4.9.3, we get, for a ∈ N¯η and b ∈ N¯ϕ:
(η⊗ϕ)((a∗ ⊗ 1)∆(b∗b)(a⊗ 1)) = η(a∗(ι⊗ϕ)∆(b∗b)a)
= η(a∗a)ϕ(b∗b) .
In particular, ∆(b)(a⊗ 1) ∈ N¯η⊗ϕ.
By polarization, we get
〈(Γ ⊗Λ)(∆(b)(a⊗ 1)), (Γ ⊗Λ)(∆(d)(c ⊗ 1))〉 = 〈Γ (a), Γ (c)〉 〈Λ(b),Λ(d)〉 ,
for all a, c ∈ N¯η and b,d ∈ N¯ϕ. This justifies the following definition.
Definition 1.T2.1. We define the isometry U : K⊗H → K⊗H by the formula
U(Γ (a)⊗Λ(b)) = (Γ ⊗Λ)(∆(b)(a⊗ 1)) ,
for a ∈Nη and b ∈Nϕ.
Now, U∗ could be called a multiplicative partial isometry associated with
(A,∆). Using the fact that Nη and Nϕ are bounded strict cores for Γ and
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Λ, respectively (see the remarks after Proposition 4.3.2) and using the strict
closedness of Γ ⊗Λ, we get easily
U(Γ (a)⊗Λ(b)) = (Γ ⊗Λ)(∆(b)(a⊗ 1)) ,
for a ∈ N¯η and b ∈ N¯ϕ.
We also need the following formula for U .
Proposition 1.T2.2. Consider an orthonormal basis (ei)i∈I for K, a ∈ N¯ϕ
and v ∈ K. Then we have that ∑i∈I ‖Λ((ωv,ei ⊗ ι)∆(a))‖2 < ∞ and
U(v ⊗Λ(a)) =∑
i∈I
ei ⊗Λ((ωv,ei ⊗ ι)∆(a)) .
Proof. For every w ∈ H , we have∑
i∈I
‖Λ((ωw,ei ⊗ 1)∆(a))‖2 =∑
i∈I
ϕ
(
[(ωw,ei ⊗ 1)∆(a)]∗[(ωw,ei ⊗ 1)∆(a)]) .
So, Lemma 4.6.13 implies∑
i∈I
‖Λ((ωw,ei ⊗ 1)∆(a))‖2 = ϕ((ωw,w ⊗ 1)∆(a∗a)) = ‖w‖2ϕ(a∗a) ,
where we used the left invariance in the last equality.
Also note that we get that both expressions in the statement of the lemma
depend continuously on v. So, it is enough to prove the equality for a dense
set of elements v in K.
Therefore, choose b ∈ Nη. Because ∆(a) belongs to N¯ι⊗ϕ, we can apply
Lemma 4.9.5. This lemma gives us immediately that
U(Γ (b)⊗Λ(a)) = (Γ ⊗Λ)(∆(a)(b ⊗ 1)) =∑
i∈I
ei ⊗Λ((ωΓ(b),ei ⊗ ι)∆(a)) .

For the sake of completeness, we also include the standard formulas for the
slice of U with a functional (left and right).
Proposition 1.T2.3. The following properties hold:
• for all a,b ∈ N¯ϕ, we have
(ι⊗ωΛ(a),Λ(b))(U) = θ((ι⊗ϕ)((1⊗ b∗)∆(a))) ;
• for all ω ∈ B(Hη)∗ and a ∈ N¯ϕ, we have
(ω⊗ ι)(U)Λ(a) = Λ((ω⊗ ι)∆(a)) .
144 Chapter 1. Locally compact quantum groups
Proof. First, choose c,d ∈Nη. Then
〈 (ι⊗ωΛ(a),Λ(b))(U) Γ (c), Γ (d)〉 = 〈U(Γ (c) ⊗Λ(a)), Γ (d)⊗Λ(b)〉
= 〈(Γ ⊗Λ)(∆(a)(c ⊗ 1)), (Γ ⊗Λ)(d⊗ b)〉
= (η⊗ϕ)((d∗ ⊗ b∗)∆(a)(c ⊗ 1))
= η(d∗ (ι⊗ϕ)((1⊗ b∗)∆(a)) c)
= 〈θ((ι⊗ϕ)((1⊗ b∗)∆(a))) Γ (c), Γ (d)〉 ,
and the stated formula follows.
Next, take c,d ∈Nη. Choose b ∈Nϕ. Then
〈 (ωΓ(c),Γ(d) ⊗ ι)(U)Λ(a),Λ(b)〉 = 〈U(Γ (c)⊗Λ(a)), Γ (d)⊗Λ(b)〉
= 〈(Γ ⊗Λ)(∆(a)(c ⊗ 1)), (Γ ⊗Λ)(d⊗ b)〉 = (η⊗ϕ)((d∗ ⊗ b∗)∆(a)(c ⊗ 1))
= ϕ(b∗ (η⊗ ι)((d∗ ⊗ 1)∆(a)(c ⊗ 1)) ) = 〈Λ((ωΓ(c),Γ(d) ⊗ ι)∆(a)),Λ(b)〉 .
So, we get that (ωΓ(c),Γ(d)⊗ι)(U)Λ(a) = Λ((ωΓ(c),Γ(d)⊗ι)∆(a)) for all c,d ∈
Nη.
Because B(Hη)∗ = [ωΓ(c),Γ(d) | c,d ∈Nη ], the result follows by Proposition
1.T1.2 and the closedness of Λ. 
As we already observed in Section 1.3 (see Proposition 1.3.2), a crucial step
in the construction of the multiplicative unitary is a formula for the inverse
of the isometry U . We will provide one in the following results.
In order to deal with the unboundedness of the weight ϕ, we will use the
following simple lemma to make things bounded. For the definition of Fϕ,
Tω and ξω used in the next lemma, we refer to Notation 4.1.3 and Proposi-
tion 4.1.4.
Lemma 1.T2.4. Considerω ∈ Fϕ, u,v ∈ K, w ∈ H and a ∈ N¯ϕ. Then
〈(1⊗ T
1
2
ω)U(u⊗Λ(a)), v ⊗w〉 = (ωu,v ⊗ωξω,w)∆(a) .
Proof. It is clear that we only need to prove the lemma for elementsu which
are dense in K. Therefore, choose b ∈Nη. Also take ρ ∈ Fη.
When x ∈Nη and y ∈Nϕ, we have
(θ ⊗π)(x ⊗ y)(ξρ ⊗ ξω) = (T
1
2
ρ ⊗ T
1
2
ω)(Γ ⊗Λ)(x ⊗y) .
Then it follows from Proposition 4.9.4 that
(θ ⊗π)(x)(ξρ ⊗ ξω) = (T
1
2
ρ ⊗ T
1
2
ω)(Γ ⊗Λ)(x) ,
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for all x ∈ N¯η⊗ϕ. Hence,
(T
1
2
ρ ⊗ T
1
2
ω)U(Γ (b)⊗Λ(a)) = (θ ⊗π)(∆(a)(b ⊗ 1))(ξρ ⊗ ξω) .
Consequently,
〈(T
1
2
ρ ⊗ T
1
2
ω)U(Γ (b)⊗Λ(a)), v ⊗w〉
= 〈(θ ⊗π)(∆(a)(b ⊗ 1))(ξρ ⊗ ξω), v ⊗w〉
= 〈(θ ⊗π)(∆(a))(θ(b)ξρ ⊗ ξω), v ⊗w〉
= 〈(θ ⊗π)(∆(a))(T 12ρ Γ (b)⊗ ξω), v ⊗w〉 .
Because (T
1
2
ρ )ρ∈Gη converges strongly to 1, this implies
〈(1⊗ T
1
2
ω)U(Γ (b)⊗Λ(a)), v ⊗w〉 = 〈(θ ⊗π)(∆(a))(Γ (b)⊗ ξω), v ⊗w〉 .

Now, we arrive at the first version of Proposition 1.3.2. A more appealing
version will follow after this proposition.
Proposition 1.T2.5. Consider a right invariant proper weight ψ on (A,∆),
a,b ∈ N¯ψ, c ∈ N¯ϕ, v ∈ K and an orthonormal basis (ei)i∈I for K. Then∑
i∈I ‖Λ((ψ⊗ ι)(∆(a∗c)( (ι⊗ωv,ei)(∆(b))⊗ 1)))‖2 < ∞ and
U
(∑
i∈I
ei⊗Λ( (ψ⊗ ι)(∆(a∗c)( (ι ⊗ωv,ei)(∆(b))⊗ 1)) ) )
= v ⊗Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) .
Proof. The first inequality was already proven in Proposition 1.T1.6. We
now prove the last equality. Choose ω ∈ Fϕ, u ∈ K and w ∈ H .
Using Lemma 1.T2.4, we get
〈(1⊗ T
1
2
ω)U
(∑
i∈I
ei ⊗Λ( (ψ⊗ ι)(∆(a∗c)( (ι ⊗ωv,ei)(∆(b))⊗ 1)) ) ), u⊗w〉
=
∑
i∈I
〈(1⊗ T
1
2
ω)U
(
ei ⊗Λ((ψ⊗ ι)(∆(a∗c)((ι⊗ωv,ei)(∆(b))⊗ 1)))), u⊗w〉
=
∑
i∈I
(ωei,u ⊗ωξω,w)∆((ψ⊗ ι)(∆(a∗c)( (ι ⊗ωv,ei)(∆(b))⊗ 1)))
=
∑
i∈I
ψ
(
(ι⊗ (ωei,u ⊗ωξω,w)∆)(∆(a∗c)) (ι⊗ωv,ei)(∆(b)) )
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=
∑
i∈I
ψ
(
(ι⊗ωei,u ⊗ωξω,w)((∆⊗ ι)∆(a∗c)) (ι⊗ωv,ei)(∆(b)) )
=
∑
i∈I
ψ
(
(ι⊗ωei,u)
(∆((ι⊗ωξω,w)∆(a∗c))) (ι⊗ωv,ei)(∆(b)) ) .
But Lemma 4.6.13 implies that the last sum is equal to
ψ
(
(ι⊗ωv,u)(∆((ι⊗ωξω,w)∆(a∗c))∆(b) ) ).
Using now the right invariance of ψ, we get
〈(1⊗ T
1
2
ω)U
(∑
i∈I
ei ⊗Λ( (ψ⊗ ι)(∆(a∗c)( (ι ⊗ωv,ei)(∆(b))⊗ 1)) ) ), u⊗w〉
= ψ( (ι⊗ωv,u)∆( (ι⊗ωξω,w)(∆(a∗c))b ) )
= 〈v,u〉ψ((ι⊗ωξω,w)(∆(a∗c)) b )
= 〈v,u〉ωξω,w
(
(ψ⊗ ι)(∆(a∗c)(b ⊗ 1)))
= 〈v,u〉 〈π((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) ξω,w〉
= 〈v,u〉 〈T
1
2
ωΛ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))),w〉 .
Because (T
1
2
ω)ω∈Gϕ converges strongly to 1, we get, for all u ∈ K andw ∈ H :
〈U(∑
i∈I
ei⊗Λ( (ψ⊗ ι)(∆(a∗c)( (ι ⊗ωv,ei)(∆(b))⊗ 1)) ) ), u⊗w〉
= 〈v,u〉 〈Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))),w〉 .

We put this inversion formula in a form which is more transparent.
Proposition 1.T2.6. Consider a right invariant proper weight ψ on (A,∆),
a,b ∈ N¯ψ, c ∈ N¯ϕ, d ∈Nη and put x = (ψ⊗ ι⊗ ι)(∆13(a∗c)∆12(b)). Then
x belongs to N¯ι⊗ϕ, x(d⊗ 1) belongs to N¯η⊗ϕ and
U(Γ ⊗Λ)(x(d⊗ 1)) = Γ (d)⊗Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) .
Proof. Using Inequality (1.T1.1), we get
x∗x = (ψ⊗ ι⊗ ι)(∆13(a∗c)∆12(b))∗(ψ⊗ ι⊗ ι)(∆13(a∗c)∆12(b))
≤ ‖(ψ⊗ ι⊗ ι)(∆13(a∗a))‖ (ψ⊗ ι⊗ ι)(∆12(b∗)∆13(c∗c)∆12(b))
= ψ(a∗a) (ψ⊗ ι⊗ ι)(∆12(b∗)∆13(c∗c)∆12(b)) .
For everyω ∈ Gϕ, we have
(ι⊗ω)((ψ⊗ ι⊗ ι)(∆12(b∗)∆13(c∗c)∆12(b)))
= (ψ⊗ ι)(∆(b∗)( (ι⊗ω)(∆(c∗c))⊗ 1 )∆(b))
= (Λψ ⊗ ι)(∆(b))∗(πψ((ι⊗ω)(∆(c∗c)))⊗ 1)(Λψ ⊗ ι)(∆(b)) .
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Here, we used the KSGNS-map Λψ ⊗ ι introduced in Proposition 4.6.11.
Therefore, the left invariance of ϕ implies that the net(
(ι⊗ω)((ψ⊗ ι⊗ ι)(∆12(b∗)∆13(c∗c)∆12(b))) )ω∈Gϕ
converges strictly to ϕ(c∗c) (ψ ⊗ ι)(∆(b∗b)). Hence, we get
(ψ⊗ ι⊗ ι)(∆12(b∗)∆13(c∗c)∆12(b)) ∈ M¯+ι⊗ϕ.
By Proposition 4.6.3 and the inequality above, we have x∗x ∈ M¯+ι⊗ϕ. There-
fore, x belongs to N¯ι⊗ϕ and we can apply Lemma 4.9.5. This lemma says
that x(d⊗ 1) belongs to N¯η⊗ϕ and
(Γ ⊗Λ)(x(d⊗ 1)) =∑
i∈I
ei ⊗Λ((ωΓ(d),ei ⊗ ι)(x))
=
∑
i∈I
ei ⊗Λ((ψ⊗ ι)(∆(a∗c)( (ι⊗ωΓ(d),ei)(∆(b))⊗ 1))) .
Therefore, the previous proposition implies that
U(Γ ⊗Λ)(x(d⊗ 1)) = Γ (d)⊗Λ((ψ⊗ ι)(∆(a∗c)(b ⊗ 1))) .

1.T3 Unitarity of the partial isometries
We will use the previous section to prove under fairly weak conditions the
unitarity of the partial isometries defined in Definition 1.T2.1.
In Section 1.3, we saw that a rigorous proof of Equation (1.3.2) on page 27
is the crucial step to obtain the unitarity of the isometries defined in Defi-
nition 1.T2.1. We already sketched in a slightly intuitive way how to prove
Equation (1.3.2) whenψ is a KMS-weight. Now, we will work with an approx-
imate KMS-weight ψ and we will have to be more careful.
Hence, we will work in the following setting. Let (A,∆) be a bi-C∗-algebra.
Let ϕ be a proper left invariant weight on (A,∆) with GNS-construction
(H,π,Λ). Also assume the existence of a right invariant proper weight ψ
on (A,∆) such that ψ is approximately KMS. Let (Hψ,πψ,Λψ) be a GNS-
construction for ψ. Using Definition 4.7.1 and Proposition 4.7.2, we define
the following objects:
• ψ˜ denotes the W∗-lift of ψ in the GNS-construction (Hψ,πψ,Λψ);
• (Hψ, ι, Λ˜ψ) denotes the W∗-lift of (Hψ,πψ,Λψ).
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Since ψ is approximately KMS, ψ˜ is an n.s.f. weight on πψ(A)′′. We will
denote its modular group by σψ˜.
For technical reasons, we will need to use a Tomita ∗-algebra:
Tψ˜ = {x ∈Nψ˜ ∩N∗ψ˜ | x is analytic with respect to σψ˜ and
σψ˜z (x) ∈Nψ˜ ∩N∗ψ˜ for z ∈ C } .
Using the right invariant version of Definition 1.T2.1, we define the isometry
U : Hψ ⊗H → Hψ ⊗H such that U(Λψ(p)⊗Λ(q)) = (Λψ ⊗Λ)(∆(p)(1⊗ q))
for p ∈Nψ and q ∈Nϕ.
The right invariant version of Proposition 1.T2.3 implies, for every a,b ∈
Nψ:
(ωΛψ(a),Λψ(b) ⊗ ι)(U∗) = π((ψ⊗ ι)(∆(b∗)(a⊗ 1))) . (1.T3.1)
This implies that (ωv,w ⊗ ι)(U∗) belongs to M(π(A)) for all v,w ∈ Hψ.
Lemma 1.T3.1. Consider a ∈Nψ˜, b ∈ Tψ˜ , c ∈Nψ. Then
π
(
(ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)∆(c∗)) = (ωΛ˜ψ(aσψ˜−i(b∗)),Λψ(c) ⊗ ι)(U∗) .
Proof. Choose ω ∈ B(H)∗. Using Equation (1.T3.1) above, we get for all
p ∈Nψ:
ω
(
(ωΛψ(p),Λψ(c) ⊗ ι)(U∗)) = ψ((ι⊗ω)(∆(c∗))p)
= 〈Λψ(p),Λψ((ι⊗ω)∆(c))〉 = 〈Λ˜ψ(π(p)), Λ˜ψ(π((ι⊗ω)∆(c))) 〉.
Therefore, Proposition 4.7.2 implies, for every y ∈Nψ˜:
ω
(
(ωΛ˜ψ(y),Λψ(c) ⊗ ι)(U∗)) = 〈Λ˜ψ(y), Λ˜ψ(π((ι⊗ω)∆(c)))〉
= ψ˜(π((ι⊗ω)∆(c∗))y ) .
So, we get
ω
(
(ωΛ˜ψ(aσψ˜−i(b∗)),Λψ(c) ⊗ ι)(U∗)
) = ψ˜(π((ι⊗ω)∆(c∗))aσψ˜−i(b∗) )
= ψ˜(b∗π((ι⊗ω)∆(c∗))a) =ωΛ˜ψ(a),Λ˜ψ(b)(π((ι⊗ω)∆(c∗)))
=ω(π((ωΛ˜ψ(a),Λ˜ψ(b) ⊗ ι)∆(c∗))) .

Proposition 1.T3.2. We have
H = [Λ((ψ⊗ ι)(∆(b∗c)(a⊗ 1))) | a,b ∈Nψ, c ∈Nϕ ]
= [Λ((ωv,w ⊗ ι)∆(c)) | v,w ∈ Hψ, c ∈Nϕ ] .
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Proof. Denote by ϕ˜ the W∗-lift of ϕ in the GNS-construction (H,π,Λ), with
canonical GNS-construction (H, ι, Λ˜). Define the closed subspace K of H as
K = [Λ((ψ⊗ ι)(∆(b∗c)(a⊗ 1))) | a,b ∈Nψ, c ∈Nϕ ]
= [Λ((ψ⊗ ι)(∆(b∗c)(a⊗ 1))) | b ∈Nψ,a ∈ N¯ψ, c ∈Nϕ ] , (1.T3.2)
where we used Proposition 1.T1.5 to get the last equality.
We first show quickly that
K = [Λ((ωv,w ⊗ ι)∆(c)) | v,w ∈ Hψ, c ∈Nϕ ] .
From Proposition 1.T1.5 and Equation (1.T3.1) in the discussion before the
previous lemma, we know, for all a,b ∈Nψ and c ∈Nϕ, that
(ωΛψ(a),Λψ(c∗b) ⊗ ι)(U∗) = π((ψ⊗ ι)(∆(b∗c)(a⊗ 1)))
belongs toNϕ˜ and
‖Λ˜((ωΛψ(a),Λψ(c∗b) ⊗ ι)(U∗))‖ ≤ ‖Λψ(a)‖‖Λψ(b)‖‖Λ(c)‖ .
Hence, the closedness of Λ˜ implies, for every v ∈ Hψ, every b ∈ Nψ and
every c ∈Nϕ, that (ωv,Λψ(c∗b) ⊗ ι)(U∗) belongs toNϕ˜ and
‖Λ˜((ωv,Λψ(c∗b) ⊗ ι)(U∗))‖ ≤ ‖v‖‖Λψ(b)‖‖Λ(c)‖ . (1.T3.3)
We know that Tψ˜ is strongly∗ dense in πψ(A)′′ and that Λ˜ψ(Tψ˜) is dense
in Hψ. Combining this with the fact that σ
ψ˜
−i(Tψ˜) = Tψ˜, we get that Hψ =
[ Λ˜ψ(x σψ˜−i(y∗)) | x,y ∈ Tψ˜ ]. Hence, Inequality (1.T3.3) implies that
K = [ Λ˜(π((ψ⊗ ι)(∆(b∗c)(a⊗ 1)))) | a,b ∈Nψ, c ∈Nϕ ]
= [ Λ˜((ωΛψ(a),Λψ(c∗b) ⊗ ι)(U∗)) | a,b ∈Nψ, c ∈Nϕ ]
= [ Λ˜((ωΛ˜ψ(x σψ˜−i(y∗)),Λψ(c∗b) ⊗ ι)(U∗)) | x,y ∈ Tψ˜, b ∈Nψ, c ∈Nϕ ] .
Using Lemma 1.T3.1, this gives
K = [Λ((ωΛ˜ψ(x),Λ˜ψ(y) ⊗ ι)∆(b∗c)) | x,y ∈ Tψ˜, b ∈Nψ, c ∈Nϕ ] .
Since Λ˜ψ(Tψ˜) is dense in Hψ andNψ is dense in A, Proposition 1.T1.2 now
implies
K = [Λ((ωv,w ⊗ ι)∆(c)) | v,w ∈ Hψ, c ∈Nϕ ] . (1.T3.4)
Now, we can finish the proof rather smoothly. Using Notation 1.T2.1, we
define an isometry V : Hψ ⊗H → Hψ ⊗H such that
V(Λψ(p)⊗Λ(q)) = (Λψ ⊗Λ)(∆(q)(p ⊗ 1)) ,
for p ∈Nψ and q ∈Nϕ. Now, we observe that
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• the expression for K in Equation (1.T3.4) and Proposition 1.T2.2 imply
immediately that V(Hψ ⊗H) ⊆ Hψ ⊗K;
• on the other hand, the expression for K in Equation (1.T3.2) and Propo-
sition 1.T2.5 imply that Hψ ⊗ K ⊆ V(Hψ ⊗ K).
So, we see that V(Hψ ⊗H) = V(Hψ ⊗K). Hence, the injectivity of V implies
that Hψ ⊗H = Hψ ⊗K. Because Hψ $= 0, this implies that K = H . 
If we combine this result with Proposition 1.T2.5, we get immediately the
following crucial result.
Theorem 1.T3.3. Let η be a proper weight on A and let (Hη,πη,Λη) be a
GNS-construction for η. Define the isometry U : Hη ⊗ H → Hη ⊗ H by the
formula
U(Λη(a)⊗Λ(b)) = (Λη ⊗Λ)(∆(b)(a⊗ 1)) ,
for a ∈Nη and b ∈Nϕ. Then U is a unitary element in B(Hη ⊗H).
1.T4 Uniqueness of von Neumann algebras
This technical section is entirely devoted to the proof of Theorem 1.4.7. So,
we will work in the following setting: (A,∆) is a bi-C∗-algebra possessing
a left invariant approximate KMS-weight and a right invariant approximate
KMS-weight. For the rest of this section, we fix such an (A,∆).
Next, suppose thatϕ is a proper left or right invariant weight on (A,∆) with
GNS-construction (Hϕ,πϕ,Λϕ) and suppose that ψ is a proper left or right
invariant weight on (A,∆) with GNS-construction (Hψ,πψ,Λψ). Then, we
want to construct a ∗-isomorphism π : πϕ(A) → πψ(A) satisfying ππϕ =
πψ, and we want to construct a ∗-isomorphism θ : πϕ(A)′′ → πψ(A)′′
satisfying θπϕ = πψ.
This result will be established by first proving a weak absolute continuity
property between proper left or right invariant weights ϕ and ψ in Propo-
sition 1.T4.2. First, we need the following lemma.
Lemma 1.T4.1. Let ϕ be a left invariant proper weight on (A,∆) and ψ a
right invariant proper weight on (A,∆). Let b,d ∈ N¯ψ, c ∈ N¯ϕ and put
a = (ψ ⊗ ι)(∆(b∗c)(d ⊗ 1)) ∈ N¯ϕ. Suppose that θ is a non-degenerate
representation of A on a Hilbert space H . Let v ∈ H .
Then there exists a family of elements (ai)i∈I in the set
{ (ψ⊗ ι)(∆(b∗c)(e ⊗ 1)) | e ∈ N¯ψ } ⊆ N¯ϕ
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such that
∑
i∈I ϕ(a∗i ai) < ∞ and
(ωv,v ⊗ aϕa∗)∆(x) =∑
i∈I
ϕ(a∗i xai) ,
for all x ∈ A+.
Proof. Define ω ∈ A∗+ by ω(x) = 〈θ(x)v,v〉 for x ∈ A. Then we have a
natural GNS-construction (Hω,πω,Λω) for ω:
• Hω = [θ(a)v | a ∈ A];
• πω(a)w = θ(a)w for all a ∈ A and w ∈ Hω;
• Λω(a) = θ(a)v for all a ∈ A.
Take an orthonormal basis (ei)i∈I for Hω and define
ai = (ψ⊗ ι)(∆(b∗c)( (ι⊗ωv,ei)(∆(d))⊗ 1)) ∈ N¯ϕ ,
for i ∈ I. By Proposition 1.T1.6, we already know that ∑i∈I ϕ(a∗i ai) < ∞.
Now, we want to apply the results of Section 1.T2 (the η in that section will
be our ω). As in Definition 1.T2.1, we define an isometry U : Hω ⊗ Hϕ →
Hω⊗Hϕ such that U(Λω(p)⊗Λϕ(q)) = (Λω⊗Λϕ)(∆(q)(p⊗1)) for p ∈ A
and q ∈Nϕ.
Then Proposition 1.T2.5 implies
U
(∑
i∈I
ei ⊗Λϕ(ai)) = v ⊗Λϕ(a) .
It is not so difficult to see that U(1 ⊗ πϕ(x)) = (πω ⊗ πϕ)(∆(x))U for
x ∈ A. This implies, for x ∈ A+:
(ωv,v ⊗ aϕa∗)∆(x) = 〈(πω ⊗πϕ)(∆(x))(v ⊗Λϕ(a)), (v ⊗Λϕ(a))〉
= 〈(πω ⊗πϕ)(∆(x))U(∑
i∈I
ei ⊗Λϕ(ai) ), U(∑
i∈I
ei ⊗Λϕ(ai) )〉
= 〈U(1⊗πϕ(x))
(∑
i∈I
ei ⊗Λϕ(ai) ), U(∑
i∈I
ei ⊗Λϕ(ai))〉
= 〈U(∑
i∈I
ei ⊗Λϕ(xai) ), U(∑
i∈I
ei ⊗Λϕ(ai) )〉
= 〈
∑
i∈I
ei ⊗Λϕ(xai),∑
i∈I
ei ⊗Λϕ(ai)〉
=
∑
i∈I
〈Λϕ(xai),Λϕ(ai)〉 =∑
i∈I
ϕ(a∗i xai) .

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Then we can prove the announced weak absolute continuity property be-
tween proper left or right invariant weights.
Proposition 1.T4.2. Let ϕ and ψ be proper weights on A such that ϕ is left
or right invariant and such that ψ is also left or right invariant. Then there
exists a family of elements (ai)i∈I in N¯ϕ such that ψ(x) =
∑
i∈I ϕ(a∗i xai)
for x ∈M+ψ.
Proof. Suppose first thatϕ is left invariant and thatψ is right invariant. Let
(H,π,Λ) be a GNS-construction forψ. We know that there exists a family of
vectors (vk)k∈K in H such thatψ(x) =
∑
k∈K ωvk,vk(x) for x ∈ A+ (combine
Definition 4.7.1 and the results in [43]). Now, we want to apply Lemma
1.T4.1. In this case, A will act on H via π .
By assumption, there exists a right invariant approximate KMS-weight η on
(A,∆). Putting
N = { (η⊗ ι)(∆(b∗c)(d⊗ 1)) | b,d ∈Nη, c ∈Nϕ } ,
it follows from Proposition 1.T3.2 that there exists an element a ∈ N with
ϕ(a∗a) = 1. We can safely apply Proposition 1.T3.2 because there we
worked indeed in the setting of a right invariant approximate KMS-weight
and a proper left invariant weight.
Now, take b,d ∈Nη and c ∈Nϕ such that a = (η⊗ ι)(∆(b∗c)(d⊗ 1)). Let
k ∈ K. By Lemma 1.T4.1, we know that there exists a set J(k) and a family of
elements (a(k, j) )j∈J(k) in the set { (η⊗ ι)(∆(b∗c)(e⊗1)) | e ∈ N¯η } ⊆ N¯ϕ
such that
(ωvk,vk ⊗ aϕa∗)∆(x) = ∑
j∈J(k)
ϕ(a(k, j)∗ xa(k, j) ) ,
for x ∈ A+.
Using the right invariance of ψ, we get now, for x ∈M+ψ:
ψ(x) = ψ(x) (aϕa∗)(1) = ψ((ι⊗ aϕa∗)∆(x) )
=
∑
k∈K
(ωvk,vk ⊗ aϕa∗)∆(x) = ∑
k∈K
∑
j∈J(k)
ϕ(a(k, j)∗ xa(k, j) ) .
So, we have proven the proposition in the case that ϕ is left invariant and
ψ is right invariant. Ifϕ is right invariant andψ is left invariant, the propo-
sition is proven in the same way.
If ϕ and ψ are both left invariant, we use the right invariant weight η as
an intermediator. The case where ϕ and ψ are both right invariant is dealt
with in the same way. 
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Then we can finally prove Theorem 1.4.7.
Theorem 1.T4.3. Let ϕ and ψ be proper weights on A such that ϕ is left or
right invariant and such that ψ is left or right invariant. Then
• there exists a unique ∗-isomorphism π : πϕ(A) → πψ(A) such that
π(πϕ(a)) = πψ(a) for a ∈ A;
• there exists a unique ∗-isomorphism θ : πϕ(A)′′ → πψ(A)′′ such that
θ(πϕ(a)) = πψ(a) for a ∈ A.
Proof. By Proposition 1.T4.2, there exists a family of elements (ai)i∈I in N¯ϕ
such that ψ(x) = ∑i∈I ϕ(a∗i xai) for x ∈ M+ψ. Then for all x ∈ Nψ, we
get that
∑
i∈I ‖Λϕ(xai)‖2 = ‖Λψ(x)‖2 < ∞. Let (ei)i∈I be the orthonormal
basis for l2(I).
So, we can define the isometry U : Hψ → l2(I) ⊗ Hϕ such that UΛψ(x) =∑
i∈I ei ⊗Λϕ(xai) for x ∈Nψ.
It is then easy to see that (1 ⊗ πϕ(a))U = Uπψ(a) for a ∈ A. So, we
get for every a ∈ A that πψ(a) = U∗(1 ⊗ πϕ(a))U . This implies that
πψ(A) = U∗(1⊗πϕ(A))U and πψ(A)′′ = U∗(1⊗πϕ(A)′′)U .
Now, define linear mappings π : πϕ(A) → πψ(A) : y → U∗(1 ⊗ y)U and
θ : πϕ(A)′′ → πψ(A)′′ : y → U∗(1 ⊗ y)U . So, we have for every a ∈ A,
that π(πϕ(a)) = θ(πϕ(a)) = πψ(a). This implies that π and θ are ∗-
homomorphisms.
We get in a similar way ∗-homomorphisms π0 : πψ(A) → πϕ(A) and θ0 :
πψ(A)′′ → πϕ(A)′′ such that π0(πψ(a)) = θ0(πψ(a)) = πϕ(a) for a ∈ A.
It is then clear that π0 ◦ π = ι, π ◦π0 = ι, θ0 ◦ θ = ι and θ ◦ θ0 = ι. Hence,
π and θ are ∗-isomorphisms. 
1.T5 Towards the antipode with the operator G
In this section, we give the proofs of two crucial results that we needed in
Section 1.4, namely Propositions 1.4.1 and 1.4.4. In Section 1.4, we already
motivated why these results are important and we used them in a crucial
way. Also, we already gave a sketch of proof. So, now we just give the
rigorous proofs.
Recall that we have a reduced C∗-algebraic quantum group (A,∆) with a
faithful left invariant approximate KMS-weight ϕ and a right invariant ap-
proximate KMS-weight ψ. We also fixed a GNS-construction (H,π,Λ) for
ϕ.
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Using Theorem 1.T3.3, we introduce the unitary operator W defined by
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) for all a,b ∈Nϕ .
Then we can prove the following proposition (Proposition 1.4.1 in Section
1.4).
Proposition 1.T5.1. There exists a closed densely defined anti-linear opera-
tor G in H such that the space
〈Λ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) | x,y ∈N∗ϕNψ〉
is a core for G and
GΛ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) = Λ((ψ⊗ ι)(∆(y∗)(x ⊗ 1))) ,
for x,y ∈N∗ϕNψ. Moreover, we have that G is involutive.
Proof. By Proposition 4.9.4, we know that ϕ⊗ϕ is approximately KMS and
that (H ⊗H,π ⊗π,Λ⊗Λ) is a GNS-construction for ϕ⊗ϕ.
Because ϕ ⊗ϕ is approximately KMS, we get by the remarks after Proposi-
tion 4.7.5 the existence of a closed operator T on H ⊗ H such that
T(Λ⊗Λ)(x) = (Λ⊗Λ)(x∗) for x ∈ N¯ϕ⊗ϕ ∩ N¯ ∗ϕ⊗ϕ.
Let Σ denote the flip operator on H ⊗ H . Choose v ∈ H , choose for every
n ∈ N an element kn ∈ N and elements x(n,1), . . . , x(n, kn), y(n,1), . . . ,
y(n, kn) inN∗ϕNψ such that
1.
( ∑kn
i=1Λ((ψ⊗ ι)(∆(x(n, i)∗)(y(n, i)⊗ 1))) )∞n=1 → 0 ,
2.
( ∑kn
i=1Λ((ψ⊗ ι)(∆(y(n, i)∗)(x(n, i)⊗ 1))) )∞n=1 → v .
We have to prove that v = 0.
Choose c,d ∈Nϕ. Proposition 1.T2.6 implies, for n ∈ N:
W∗
( kn∑
i=1
(Λ⊗Λ)( (1⊗ d∗) (ψ⊗ ι⊗ ι)(∆13(x(n, i)∗)∆12(y(n, i)) ) (c ⊗ 1) ) )
= (π ⊗π)(∆(d∗)) (Λ(c)⊗ kn∑
i=1
Λ( (ψ⊗ ι)(∆(x(n, i)∗)(y(n, i)⊗ 1)) ) ) .
Therefore, the convergence in 1. implies that the net
( kn∑
i=1
(Λ⊗Λ)( (1⊗ d∗) (ψ⊗ ι⊗ ι)(∆13(x(n, i)∗)∆12(y(n, i)) ) (c ⊗ 1) ) )∞n=1
(1.T5.1)
1.T5 Towards the antipode with the operator G 155
converges to 0.
Using the convergence in 2., we get in the same way that the net
( kn∑
i=1
(Λ⊗Λ)( (1⊗ c∗) (ψ⊗ ι⊗ ι)(∆13(y(n, i)∗)∆12(x(n, i)) ) (d⊗ 1) ) )∞n=1
(1.T5.2)
converges to W(π ⊗π)(∆(c∗)) (Λ(d)⊗ v).
Fix n ∈ N and 1 ≤ i ≤ kn for the moment. By Proposition 1.T2.6, we know
that
(1⊗ d∗) (ψ⊗ ι⊗ ι)(∆13(x(n, i)∗)∆12(y(n, i)) )(c ⊗ 1) ∈ N¯ϕ⊗ϕ .
By using the flip maps on A⊗A and H ⊗H , we get
(d∗ ⊗ 1) (ψ⊗ ι⊗ ι)(∆12(x(n, i)∗)∆13(y(n, i)) ) (1⊗ c) ∈ N¯ϕ⊗ϕ
and
(Λ⊗Λ)( (d∗ ⊗ 1) (ψ⊗ ι⊗ ι)(∆12(x(n, i)∗)∆13(y(n, i)) ) (1 ⊗ c) )
= Σ(Λ⊗Λ)( (1⊗ d∗) (ψ⊗ ι⊗ ι)(∆13(x(n, i)∗)∆12(y(n, i)) ) (c ⊗ 1) ) .
(1.T5.3)
Furthermore, we have
[ (d∗ ⊗ 1) (ψ⊗ ι⊗ ι)(∆12(x(n, i)∗)∆13(y(n, i)) ) (1⊗ c) ]∗
= (1⊗ c∗) (ψ⊗ ι⊗ ι)(∆13(y(n, i)∗)∆12(x(n, i)) ) (d⊗ 1) ,
(1.T5.4)
which by Proposition 1.T2.6 also belongs to N¯ϕ⊗ϕ.
Hence, we see that (d∗ ⊗ 1) (ψ ⊗ ι ⊗ ι)(∆12(x(n, i)∗)∆13(y(n, i)) ) (1 ⊗ c)
belongs to N¯ϕ⊗ϕ ∩ N¯ ∗ϕ⊗ϕ .
Combining the convergence of expression (1.T5.1) and Equation (1.T5.3), we
see that the net
( kn∑
i=1
(Λ⊗Λ)( (d∗ ⊗ 1) (ψ⊗ ι⊗ ι)(∆12(x(n, i)∗)∆13(y(n, i)) ) (1 ⊗ c) ) )∞n=1
converges to 0.
From the convergence of expression (1.T5.2) and Equation (1.T5.4), we con-
clude that the net
(
T(
kn∑
i=1
(Λ⊗Λ)( (d∗⊗1) (ψ⊗ι⊗ι)(∆12(x(n, i)∗)∆13(y(n, i)) ) (1⊗c) ) ) )∞n=1
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converges to W (π ⊗π)(∆(c∗)) (Λ(d)⊗ v).
So, the closedness of T implies thatW(π⊗π)(∆(c∗)) (Λ(d)⊗v) = 0. Then it
follows that (π⊗π)(∆(c∗)) (Λ(d)⊗v). Because this holds for all c,d ∈Nϕ,
we get that v = 0.
From all this, it follows that we can define a closed operator G on H as
stated in the proposition. The operator G is densely defined because of
Proposition 1.T3.2. It is clear that G is involutive. 
Next, we have to prove the crucial commutation relation for G as stated in
Proposition 1.4.4. We first need the following technical lemma.
Consider a Hilbert space K and v ∈ K. Recall that we denoted by θv the
operator in B(C, K) given by θv(λ) = λv for all λ ∈ C. Also recall that the
KSGNS-maps (Λψ⊗Λψ)⊗ι and Λψ⊗ι were introduced in Proposition 4.6.11.
Lemma 1.T5.2. Let a, c ∈Nψ. Then the following properties hold:
1. ∆(2)(c)∆23(a) belongs to N¯(ψ⊗ψ)⊗ι and
‖((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a))‖2 = ψ(c∗c)ψ(a∗a) ;
2. ∆(c)(1⊗ a) belongs to N¯ψ⊗ψ;
3. if v ∈ Hψ and if we put p = (θ∗v ⊗ 1)(Λψ ⊗ ι)(∆(c)), then p belongs to
M(A) and
• (Λψ ⊗ ι)(∆(p a)) = (θ∗v ⊗ 1⊗ 1)((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a)) ,
• Λψ(p a) = (θ∗v ⊗ 1)(Λψ ⊗Λψ)(∆(c)(1 ⊗ a)) .
Proof. To prove statement 1., choose θ ∈ A∗+. Then we have, by the defini-
tion of ψ ⊗ψ,
(ψ⊗ψ)( (ι⊗ ι⊗ θ)(∆23(a∗)∆(2)(c∗c)∆23(a) ) )
= sup
ω1∈Gψ,ω2∈Gψ
(ω1 ⊗ω2)
(
(ι⊗ ι⊗ θ)(∆23(a∗)∆(2)(c∗c)∆23(a) ) )
= sup
ω2∈Gψ
(
sup
ω1∈Gψ
(ω1 ⊗ω2)
(
(ι⊗ ι⊗ θ)(∆23(a∗)∆(2)(c∗c)∆23(a) ) ) )
= sup
ω2∈Gψ
(
sup
ω1∈Gψ
(ω2 ⊗ θ)
(∆(a∗ (ω1 ⊗ ι)(∆(c∗c))a) ) ) .
Since
(
(ω1 ⊗ ι)∆(c∗c))ω1∈Gϕ is an increasing net which converges strictly
to ψ(c∗c)1, the previous chain of equalities implies that
(ψ⊗ψ)( (ι⊗ ι⊗ θ)(∆23(a∗)∆(2)(c∗c)∆23(a) ) )
= ψ(c∗c) sup
ω2∈Gψ
(
(ω2 ⊗ θ)(∆(a∗a)) )
= ψ(c∗c) ψ((ι⊗ θ)∆(a∗a)) = ψ(c∗c)ψ(a∗a)θ(1) .
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Therefore, Proposition 4.6.7 implies that ∆23(a∗)∆(2)(c∗c)∆23(a) belongs
to M¯+(ψ⊗ψ)⊗ι and
((ψ⊗ψ)⊗ ι)(∆23(a∗)∆(2)(c∗c)∆23(a) ) = ψ(c∗c)ψ(a∗a)1 .
We already know statement 2. by the right invariant version of the remarks
before Definition 1.T2.1.
To prove statement 3., note that by its definition p belongs to L(A) = M(A).
We proceed with the proof of the first equality. Choose ω1 ∈ Fψ, ω2 ∈ Fψ
and w ∈ Hψ. Then Proposition 4.6.15 implies that
(θ∗v T
1
2
ω1 ⊗ θ∗w T
1
2
ω2 ⊗ 1)((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a))
= (ωξω1 ,v ⊗ωξω2 ,w ⊗ ι)(∆(2)(c)∆23(a))
= (ωξω2 ,w ⊗ ι)
(∆( (ωξω1 ,v ⊗ ι)(∆(c))a ))
= (ωξω2 ,w ⊗ ι)
(∆( (θ∗v T 12ω1 ⊗ 1)(Λψ ⊗ ι)(∆(c))a )) .
Because (T
1
2
ω1)ω1∈Gψ converges strongly to 1, the above equality yields that
(θ∗v ⊗ θ∗w T
1
2
ω2 ⊗ 1)((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a))
= (ωξω2 ,w ⊗ ι)
(∆((θ∗v ⊗ 1)(Λψ ⊗ ι)(∆(c))a ))
= (θ∗w T
1
2
ω2 ⊗ 1)(Λψ ⊗ ι)(∆(p a)) .
Since (T
1
2
ω2)ω2∈Gψ converges strongly to 1, we get
(θ∗v ⊗ θ∗w ⊗ 1)((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a)) = (θ∗w ⊗ 1)(Λψ ⊗ ι)(∆(p a)) ,
for all w ∈ Hψ. So, we conclude that
(Λψ ⊗ ι)(∆(p a)) = (θ∗v ⊗ 1⊗ 1)((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a)) .
Now, we quickly prove the second equality. Takeω1,ω2 ∈ Fψ andw ∈ Hψ.
Then
〈(T
1
2
ω1 ⊗ T
1
2
ω2)(Λψ ⊗Λψ)(∆(c)(1 ⊗ a)), v ⊗w〉
= (ωξω1 ,v ⊗ωξω2 ,w)(∆(c)(1 ⊗ a))
=ωξω2 ,w
(
(ωξω1 ,v ⊗ ι)(∆(c))a)
=ωξω2 ,w
(
(θ∗v T
1
2
ω1 ⊗ 1)(Λψ ⊗ ι)(∆(c))a) .
As above, a two step procedure yields that
〈(Λψ ⊗Λψ)(∆(c)(1⊗ a)), v ⊗w〉 = 〈Λψ(p a),w〉 ,
for all w ∈ Hψ. So, Λψ(pa) = (θ∗v ⊗ 1)(Λψ ⊗Λψ)(∆(c)(1⊗ a)). 
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Remark 1.T5.3. Consider x,y ∈ N¯ψ⊗ι. Recall the KSGNS-map Λψ⊗ ι intro-
duced in Proposition 4.6.11. Then we have, for all a ∈ M(A⊗A):
(ψ⊗ ι)(y∗ ax) = (Λψ ⊗ ι)(y)∗(πψ ⊗ ι)(a) (Λψ ⊗ ι)(x) .
This implies that the mapping
M(A⊗A) → M(A) : a → (ψ⊗ ι)(y∗ ax)
is strictly continuous on bounded subsets of M(A⊗A).
Then we are able to give a precise proof of the commutation relation in
Proposition 1.4.4. So, we get the following:
Proposition 1.T5.4. Consider a,b ∈Nψ. Then
π
(
(ψ⊗ ι)(∆(b∗)(a⊗ 1)))G ⊆ Gπ((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) .
Proof. Choose c,d ∈ N∗ϕNψ. Let (ei)i∈I be an orthonormal basis for Hψ.
For every i ∈ I, we put θi = θei ∈ B(C,Hψ). For i ∈ I, define the elements
vi = (θ∗i ⊗ 1)(Λψ ⊗ ι)(∆(d)) and ui = (θ∗i ⊗ 1)(Λψ ⊗ ι)(∆(c)).
It is then clear that both vi and ui belong to M(A).
Since ∆(c) and ∆(d) belong to N¯ψ⊗ι, it is not very difficult to see (using
the definition) that ∆(2)(c) and ∆12(d) belong to N¯ψ⊗ι⊗ι. Using Proposition
4.6.6 and the right invariance of ψ, we moreover get, for allω,θ ∈ A∗:
(ω⊗ θ)( (ψ⊗ ι⊗ ι)(∆(2)(c∗)∆12(d)) ) = ψ( (ι⊗ω⊗ θ)(∆(2)(c∗)∆12(d)) )
= ψ( (ι⊗ω)(∆( (ι⊗ θ)(∆(c∗)(d⊗ 1)) ) ) )
=ω(1) ψ((ι⊗ θ)(∆(c∗)(d⊗ 1))) =ω(1) θ((ψ⊗ ι)(∆(c∗)(d⊗ 1))) .
Hence, (ψ⊗ ι⊗ ι)(∆(2)(c∗)∆12(d)) = 1⊗ (ψ⊗ ι)(∆(c∗)(d⊗ 1)).
It is easy to check that ∆(ui) = (θ∗i ⊗ ι⊗ ι)(Λψ⊗ ι⊗ ι)(∆(2)(c)) and vi⊗1 =
(θ∗i ⊗ ι⊗ ι)(Λψ ⊗ ι⊗ ι)(∆12(d)). So, we have, for J ∈ F(I):∑
i∈J
∆(u∗i )(vi ⊗ 1)
=
∑
i∈J
(Λψ ⊗ ι⊗ ι)(∆(2)(c))∗ (θiθ∗i ⊗ 1⊗ 1) (Λψ ⊗ ι⊗ ι)(∆12(d))
= (Λψ ⊗ ι⊗ ι)(∆(2)(c))∗(PJ ⊗ 1⊗ 1)(Λψ ⊗ ι⊗ ι)(∆12(d)) ,
where PJ denotes the orthogonal projection onto the subspace 〈 ei | i ∈ J 〉.
So, we get that the net ∑
i∈J
∆(u∗i )(vi ⊗ 1)

J∈F(I)
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is bounded and converges strictly to
(ψ⊗ ι⊗ ι)(∆(2)(c∗)∆12(d)) = 1⊗ (ψ⊗ ι)(∆(c∗)(d⊗ 1)) .
Because of the remark before this proposition, we have
(ψ⊗ ι)(∆(a∗)(b ⊗ 1)) (ψ⊗ ι)(∆(c∗)(d⊗ 1))
= (ψ⊗ ι)(∆(a∗) (1⊗ (ψ⊗ ι)(∆(c∗)(d⊗ 1)) ) (b ⊗ 1) )
=
∑
i∈I
(ψ⊗ ι)(∆(a∗u∗i )(vib ⊗ 1))
in the strict topology.
We claim that for all i ∈ I, ui, vi ∈ N∗ϕ . Choose i ∈ I. Take a sequence
xn ∈Nψ such that Λψ(xn)→ ei. For every n ∈ N, we have
(ψ⊗ ι)((x∗n ⊗ 1)∆(d)) = (θ∗Λ(xn) ⊗ 1)(Λψ ⊗ ι)(∆(d)) .
So, it is clear that (ψ ⊗ ι)((x∗n ⊗ 1)∆(d)) → vi in norm. By Proposition
1.T1.4, we know that (ψ ⊗ ι)((x∗n ⊗ 1)∆(d)) belongs to A for every n ∈ N.
Hence, vi belongs to A. Moreover, Proposition 1.T1.5 implies that (ψ ⊗
ι)((x∗n ⊗ 1)∆(d)) ∈ N∗ϕ (because d ∈ N∗ϕNψ), and that Λ((ψ ⊗ ι)((x∗n ⊗
1)∆(d))∗) is a Cauchy sequence in H . Since Λ is closed, we get that vi ∈
N∗ϕ . Analogously, ui ∈N∗ϕ . This proves our claim.
Now, we claim that the net∑
i∈J
Λ((ψ⊗ ι)(∆(a∗u∗i )(vib ⊗ 1)))

J∈F(I)
is norm convergent in H . It suffices to look at the case c = u∗v with
u ∈Nϕ and v ∈Nψ.
Put ξ = (Λψ ⊗Λψ)(∆(d)(1⊗ b)) ∈ Hψ ⊗Hψ.
Let i ∈ I. From the lemma before this proposition, we may conclude that
(Λψ ⊗ ι)(∆(ui a)) = (θ∗i ⊗ 1⊗ 1)((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a))
and Λψ(vi b) = (θ∗i ⊗ 1)(Λψ ⊗Λψ)(∆(d)(1⊗ b)) = (θ∗i ⊗ 1) ξ .
So, we get, for J ∈ F(I):
wJ :=
∑
i∈J
(ψ⊗ ι)(∆(a∗u∗i )(vib ⊗ 1))
=
∑
i∈J
(Λψ ⊗ ι)(∆(uia))∗(Λψ ⊗ ι)(vib ⊗ 1)
= ((Λψ ⊗Λψ)⊗ ι)(∆(2)(c)∆23(a))∗ (PJ ⊗ 1⊗ 1) (θξ ⊗ 1)
= T∗ (πψ ⊗πψ ⊗ ι)(∆(2)(u)) (θ(PJ⊗1) ξ ⊗ 1) ,
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where T = ((Λψ ⊗Λψ)⊗ ι)(∆(2)(v)∆23(a)). Therefore,
w∗J wJ = (θ∗(PJ⊗1) ξ ⊗ 1) (πψ ⊗πψ ⊗ ι)(∆(2)(u∗)) T T∗
(πψ ⊗πψ ⊗ ι)(∆(2)(u)) (θ(PJ⊗1) ξ ⊗ 1) ,
≤ ‖T‖2 (θ∗(PJ⊗1) ξ ⊗ 1) (πψ ⊗πψ ⊗ ι)(∆(2)(u∗u)) (θ(PJ⊗1) ξ ⊗ 1) ,
= ψ(v∗v)ψ(a∗a) (ω(PJ⊗1)ξ,(PJ⊗1)ξ ⊗ ι)(∆(2)(u∗u)).
So, we get, by left invariance of ϕ:∥∥∥∑
i∈J
Λ((ψ⊗ ι)(∆(a∗u∗i )(vib ⊗ 1)))∥∥∥2 = ϕ(w∗J wJ)
≤ ψ(v∗v)ψ(a∗a)ϕ(u∗u)‖(PJ ⊗ 1)ξ‖2 .
Because (PJ ⊗ 1)J∈F(I) increases to 1 in the strong topology, our claim has
been proved (use the Cauchy criterion).
Since the map Λ is closed with respect to the strict topology on A and the
norm topology on H , we get( ∑
i∈J
Λ((ψ⊗ ι)(∆(a∗u∗i )(vib ⊗ 1))) )J∈F(I)
−→ π((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) Λ((ψ⊗ ι)(∆(c∗)(d⊗ 1))) .
By symmetry, we get( ∑
i∈J
Λ((ψ⊗ ι)(∆(b∗v∗i )(uia⊗ 1))) )J∈F(I)
−→ π((ψ⊗ ι)(∆(b∗)(a⊗ 1))) Λ((ψ⊗ ι)(∆(d∗)(c ⊗ 1))) .
By definition of G, we have, for every J ∈ F(I), that∑
i∈J
Λ((ψ⊗ ι)(∆(a∗u∗i )(vib ⊗ 1)))
belongs to D(G) and
G
( ∑
i∈J
Λ((ψ⊗ ι)(∆(a∗u∗i )(vib⊗1))) ) = ∑
i∈J
Λ((ψ⊗ ι)(∆(b∗v∗i )(uia⊗1))) .
Because the map G is closed, we obtain
π
(
(ψ⊗ ι)(∆(a∗)(b ⊗ 1))) Λ((ψ⊗ ι)(∆(c∗)(d⊗ 1))) ∈ D(G)
and
Gπ
(
(ψ⊗ ι)(∆(a∗)(b ⊗ 1))) Λ((ψ⊗ ι)(∆(c∗)(d⊗ 1)))
= π((ψ⊗ ι)(∆(b∗)(a⊗ 1)))GΛ((ψ⊗ ι)(∆(c∗)(d⊗ 1))) .
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Because G is closed and because, by definition, the linear span of such ele-
ments Λ((ψ⊗ ι)(∆(c∗)(d⊗1))) forms a core for G, we can finally conclude
that
π
(
(ψ⊗ ι)(∆(b∗)(a⊗ 1)))G ⊆ Gπ((ψ⊗ ι)(∆(a∗)(b ⊗ 1))) .


Chapter 2
Actions of locally compact
quantum groups
This chapter is almost a literal version of the paper [116] that we have writ-
ten for J. Funct. Anal. For this reason, the exposition in this chapter will be
much more condensed.
In this chapter, we study actions of locally compact quantum groups on
von Neumann algebras and prove that every action has a canonical unitary
implementation, paralleling U. Haagerup’s classical result on the unitary im-
plementation of a locally compact group action. This result is an important
tool in the study of quantum groups in action. We will use it in this chapter
to study subfactors and inclusions of von Neumann algebras. When α is an
action of the locally compact quantum group (M,∆) on the von Neumann
algebra N , we can give necessary and sufficient conditions under which the
inclusion Nα ⊂ N ↪→ M αLN is a basic construction. Here, Nα denotes the
fixed point algebra and M αLN is the crossed product. When α is an outer
and integrable action on a factor N , we prove that the inclusion Nα ⊂ N
is irreducible, of depth 2 and regular, giving a converse of the results of
M. Enock and R. Nest [35, 36]. Finally, we prove the equivalence of minimal
and outer actions and we generalize the main theorem of T. Yamanouchi
[145]: every integrable outer action with infinite fixed point algebra is a
dual action.
In Chapter 3, we will use the results of this chapter in the study of cocycle
actions and the cocycle bicrossed product construction.
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2.1 Introduction
Because classical groups are usually defined to act on a space, it is very
natural to let a quantum group act on a quantum space, which will be an
algebra. In an algebraic framework, the study of Hopf algebras acting on
algebras has been very useful.
On the other hand, actions of locally compact groups on von Neumann al-
gebras have always been an important topic in operator algebra theory; see
e.g. [21] and [83]. In these works, the importance of U. Haagerup’s results
on the canonical implementation of locally compact group actions and his
results on the dual weight construction, can not be overestimated. It is
simply used all the time, without noting it; see [41].
Hence, it seems natural to study more generally actions of locally compact
quantum groups on von Neumann algebras and to try to develop the same
machinery of canonical implementation and dual weight construction. This
is what is done in the first half of this chapter. We strongly believe that this
will serve as an important tool in several applications of locally compact
quantum groups. We already give some applications in the second half of
this chapter and also in the next chapter, when dealing with extensions of
locally compact quantum groups and the bicrossed product construction.
Other applications are given by J. Kustermans in [58].
The special case of Kac algebra actions has been studied by M. Enock and
J.-M. Schwartz in [30] and [31]. They obtained important results on crossed
products, with the biduality theorem as a major achievement. But they
never obtained a unitary implementation for an arbitrary action and also
U. Haagerup’s theory of dual weights on the crossed product could not be
completely generalized. For instance, it remained an open problem whether
the crossed product with a Kac algebra action on a von Neumann algebra
is in standard position on its natural Hilbert space. We want to mention
that in [8], also S. Baaj & G. Skandalis obtain a biduality theorem for crossed
products with multiplicative unitaries.
A first attempt to obtain the unitary implementation of a Kac algebra action
was made by J.-L. Sauvageot in [97]. Unfortunately, his proof is wrong, and
for this, we refer to the discussion in the beginning of Section 2.5.
So, in this chapter, we will define actions of a locally compact quantum
group on a von Neumann algebra and we will construct their unitary im-
plementation. We will also give a construction for the dual weight on the
crossed product and prove analogous results as those about group actions
obtained by U. Haagerup in [41]. In particular, we prove that the crossed
product is in standard position on its natural Hilbert space and we identify
the associated modular objects. Hence, we do not only give a right proof
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for the results of J.-L. Sauvageot, but also we prove new results on the dual
weights which make of them a workable and applicable tool, and we work
in the more general setting of locally compact quantum groups.
In the second half of the chapter, we will give some applications of these
results in the theory of subfactors and inclusions of von Neumann algebras.
It has been proved by M. Enock and R. Nest in their beautiful papers [35]
and [36] that every irreducible, depth 2 inclusion of factors satisfying the
regularity condition, can be obtained as Nα ⊂ N where α is an outer action
of a locally compact quantum group on the factor N and Nα is the fixed
point algebra. We show in this chapter that the action α is always integrable
and that, conversely, for every outer and integrable action α on a factor N ,
the inclusion Nα ⊂ N is irreducible, of depth 2 and regular. So, we obtain a
converse of the results of M. Enock and R. Nest. The same result is stated
for the special case of a dual Kac algebra action in Corollary 11.14 of [35],
but not proved. While doing this, we study more generally the problem
when the inclusion Nα ⊂ N ↪→ M αLN is a basic construction, whereM αLN
denotes the crossed product.
As a final application of our results, we prove the equivalence of outerness
and minimality of a locally compact quantum group action, under the inte-
grability condition. We also generalize the main theorem of T. Yamanouchi
[145] to actions of arbitrary locally compact quantum groups: when work-
ing on separable Hilbert spaces, we prove that every integrable outer action
with infinite fixed point algebra is a dual action.
We also want to mention that our results on the unitary implementation
of a locally compact quantum group action are already applied in a recent
paper by J. Kustermans (see [58]) in which he constructs induced corep-
resentations of locally compact quantum groups. Taking into account the
importance of induced representations of locally compact groups, it is clear
that the results of J. Kustermans serve as a major motivation for our work.
Finally, in Chapter 3, we will apply (a generalization of) the results of this
chapter to obtain the Haar weight on cocycle bicrossed products.
2.2 Definitions and notations
The whole of this chapter will rely heavily on the modular theory of von
Neumann algebras. Throughout this chapter, we will not make efforts to
give references to the original papers, but we will use [103] as a general
reference.
For the basic definitions and notations concerning n.s.f. weights on von
Neumann algebras, we refer to Section 4.2. Let θ be an n.s.f. weight on a
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von Neumann algebra N and let σθ be its modular automorphism group.
We denote by Tθ the Tomita ∗-algebra defined by
Tθ = {x ∈ N | x is analytic with respect to (σθ)
and σθz (x) ∈Nθ ∩N∗θ for all z ∈ C} .
Given a GNS-construction (Kθ,πθ,Λθ) for θ, we define as usual the modular
conjugation Jθ and the modular operator ∇θ . Recall that
Jθ∇1/2θ Λθ(x) = Λθ(x∗) ,
for all x ∈Nθ∩N∗θ and Λθ(Nθ∩N∗θ ) is a core for∇1/2θ . We also recall that
the GNS-map Λθ is σ -strong∗– norm closed and by this statement, we mean
that Λθ is closed for the σ -strong∗ topology on N and the norm topology
on H .
When θ1 and θ2 are n.s.f. weights on N , we denote by ([Dθ1 : Dθ2]t)t∈R the
Connes cocycle as defined in e.g. Section 3.1 of [103].
Often, we will make use of operator valued weights. When N is a von Neu-
mann algebra, we denote by N+ext the extended positive part of N as intro-
duced by U. Haagerup in [42]; see e.g. Section 11.1 in [103]. For the notion
of operator valued weights, we refer to [42] or Section 11.5 of [103]. We will
denote by 〈·, ·〉 the composition of elements of N+ext and N+∗ . When T is an
operator valued weight, we denote byNT the left ideal of elements x such
that T(x∗x) is bounded.
All tensor products in this chapter are either von Neumann algebra tensor
products or tensor products of Hilbert spaces. This will always be clear
from the context. We will use σ to denote the flip map on a tensor product
A ⊗ B of von Neumann algebras and Σ to denote the flip map on a tensor
product H ⊗ K of Hilbert spaces. When K is a Hilbert space and ξ ∈ K,
we denote by θξ the operator in B(C, K) given by θ(λ) = λξ for all λ ∈ C.
When H is a Hilbert space and ξ, η ∈ H , we denote byωξ,η the usual vector
functional in B(H)∗ given by ωξ,η(x) = 〈xξ,η〉. We use ωξ as a shorter
notation for ωξ,ξ. We will denote by D(T) the domain of a (usually densely
defined) map T .
As in the previous chapter, the linear span of a subset X of a linear space Y
will be denoted by 〈X〉.
Throughout this chapter, the pair (M,∆) will denote a (von Neumann al-
gebraic) locally compact quantum group in the sense of Definition 1.14.1,
and we will use the results of the previous chapter all the time. We want
to stress that the theory of von Neumann algebraic quantum groups runs
parallel with the theory of C∗-algebraic quantum groups, as we have seen in
Section 1.14. All the results proven on the C∗-algebraic level in Sections 1.2
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– 1.13 have their obvious von Neumann algebraic counterparts, and we will
use them without explicitly mentioning the passage to the von Neumann
algebraic level.
We recall the main topics of the theory of locally compact quantum groups.
There always exists a σ -strong∗ closed map S on M , called the antipode,
such that for all a,b ∈Nϕ, we have
(ι⊗ϕ)(∆(a∗)(1⊗ b)) ∈ D(S) and
S
(
(ι⊗ϕ)(∆(a∗)(1⊗ b))) = (ι⊗ϕ)((1⊗ a∗)∆(b)) .
Moreover, such elements (ι ⊗ϕ)(∆(a∗)(1 ⊗ b)) span a σ -strong∗ core for
S. Then there exists a unique strongly continuous one-parameter group
(τt)t∈R of automorphisms of M and a unique ∗-anti-automorphism R of M
such that
S = Rτ−i/2 , R2 = ι , Rτt = τtR for all t ∈ R .
We call τ the scaling group of (M,∆) and R the unitary antipode. One refers
to the expression S = Rτ−i/2 as the polar decomposition of the antipode.
Next, we proved that ∆R = σ(R ⊗ R)∆, where σ denotes the flip map
on M ⊗ M . We also proved that the left and right invariant weights on
(M,∆) are unique up to a positive scalar. So, ψ and ϕR are proportional
and we can suppose from the beginning that ψ = ϕR. We denote by
(σt)t∈R the modular group of ϕ. Then there exists a unique self-adjoint,
strictly positive operator δ affiliated with M and satisfying σt(δ) = νtδ and
ψ = ϕδ, where ν > 0 is a real number. Loosely speaking, this means that
ψ(x) = ϕ(δ1/2xδ1/2) and for an exact definition of ϕδ, we refer to Propo-
sition 4.5.2. We call δ the modular element of (M,∆). The number ν > 0 is
called the scaling constant of (M,∆).
Represent M on the GNS-space H of ϕ such that (H, ι,Λ) is a GNS-con-
struction for ϕ. Let (H, ι, Γ ) be the canonical GNS-construction for ψ = ϕδ
as defined in Proposition 4.5.2. Then one can define unitaries W and V in
B(H ⊗H) such that
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) for all a,b ∈Nϕ ,
V(Γ (a)⊗ Γ (b)) = (Γ ⊗ Γ )(∆(a)(1⊗ b)) for all a,b ∈Nψ .
Here, Λ⊗Λ and Γ ⊗ Γ denote the canonical GNS-maps for the tensor product
weights ϕ⊗ϕ and ψ⊗ψ, as in Proposition 4.8.2. Then W and V are multi-
plicative unitaries, which means that they satisfy the pentagonal equation
W12W13W23 = W23W12 .
Denoting by − the σ -strong∗ closure, we have
M = {(ι⊗ω)(W) |ω ∈ B(H)∗}− and ∆(x) = W∗(1⊗ x)W for all x ∈ M .
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We will denote by J and ∇ the modular conjugation and modular operator
of ϕ in the GNS-construction (H, ι,Λ).
Finally, we describe how to define the dual locally compact quantum group
(Mˆ, ∆ˆ). Define the von Neumann algebra Mˆ as follows, where again − de-
notes the σ -strong∗ closure:
Mˆ = {(ω⊗ ι)(W) |ω ∈M∗}− .
Then one can define a comultiplication ∆ˆ on Mˆ by
∆ˆ(y) = ΣW(y ⊗ 1)W∗Σ for all y ∈ Mˆ ,
where Σ denotes the flip map on H ⊗H . When ω ∈ M∗, we define
λ(ω) = (ω⊗ ι)(W) .
Of course, M∗ should be thought of as the L1-functions on the quantum
group (M,∆), and then λ is the left regular representation; see Section 1.11
for details. We also defined
I = {ω ∈M∗ | there exists an η ∈ H such thatω(x∗) = 〈η,Λ(x)〉
for all x ∈Nϕ} .
Such an η ∈ H is necessarily uniquely determined and is denoted by ξ(ω).
Then there exists a unique n.s.f. weight ϕˆ on Mˆ with GNS-construction
(H, ι, Λˆ) such that λ(I) ⊂ Nϕˆ, λ(I) is a σ -strong∗–norm core for Λˆ andΛˆ(λ(ω)) = ξ(ω) for all ω ∈ I .
Then (Mˆ, ∆ˆ) will be a locally compact quantum group, and having fixed the
GNS-construction (H, ι, Λˆ) for ϕˆ, we can now repeat the story about (M,∆)
and obtain (σˆt)t∈R,δˆ,Wˆ ,Vˆ ,Jˆ and ∇ˆ. For all kinds of formulas relating these
objects, we refer to Section 1.13. We only recall that
JˆJ = νi/4JJˆ ,
∇ˆitx∇ˆ−it = τt(x) and Jˆx∗Jˆ = R(x) for all x ∈ M, t ∈ R .
Finally, we denote by (M,∆)op the opposite locally compact quantum group
(M,∆op) where ∆op = σ∆. Further, we define (M,∆)′ = (M ′,∆′) where
∆′(x) = (J ⊗ J)∆(JxJ)(J ⊗ J) ,
for all x ∈ M ′ and we call (M,∆)′ the commutant locally compact quantum
group; see Definition 1.14.9. Then we proved in Proposition 1.14.10 that
(M,∆)opˆ = (M,∆)ˆ ′ .
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2.3 Actions of locally compact quantum groups
In this section, we define actions of locally compact quantum groups on
von Neumann algebras and we construct an important tool: the canonical
operator valued weight from the von Neumann algebra on which we act to
the fixed point algebra, obtained by integrating out the action.
Definition 2.3.1. Let N be a von Neumann algebra. A normal, injective and
unital ∗-homomorphism α : N → M ⊗N will be called a left action of (M,∆)
on N when (ι⊗α)α = (∆⊗ ι)α.
A normal, injective and unital ∗-homomorphism α : N → N ⊗ M will be
called a right action of (M,∆) on N when (α⊗ ι)α = (ι⊗∆)α.
In this chapter, we will only work with left actions and so, we drop the
predicate left. When α is a right action, σα will be a left action of (M,∆op)
on N , where σ denotes the flip map from N ⊗M to M ⊗N and ∆op denotes
the opposite comultiplication. So, it is not a real restriction to work only
with left actions. It should be observed that, in [30] and [31], they work
with right actions.
Definition 2.3.2. When α : N → M⊗N is an action of (M,∆) on N , we define
the fixed point algebra Nα as
Nα = {x ∈ N | α(x) = 1⊗ x} .
It is clear that Nα is a von Neumann subalgebra of N .
Recall that N+ext denotes the extended positive part of N .
Proposition 2.3.3. Let N be a von Neumann algebra and let α be an action
of (M,∆) on N . For every x ∈ N+, the element Tα(x) = (ψ ⊗ ι)α(x) of N+ext
belongs to (Nα)+ext. Further, Tα is a normal, faithful operator valued weight
from N to Nα.
Proof. Let x ∈ N+ and ω ∈ (M ⊗ N)+∗. Denote by 〈·, ·〉 the composition
of an element in N+ext and an element in N+∗ . Then by the definition of the
operator valued weight ψ ⊗ ι, we get
〈Tα(x),ωα〉 = 〈(ψ⊗ ι)α(x),ωα〉 = ψ
(
(ι⊗ωα)α(x))
= ψ((ι⊗ω)(∆⊗ ι)α(x))
= 〈(ψ⊗ ι⊗ ι)((∆⊗ ι)α(x)),ω〉 .
By the right invariant version of Theorem 1.14.8, we get
〈Tα(x),ωα〉 = 〈1⊗ (ψ⊗ ι)α(x),ω〉
= 〈1⊗ Tα(x),ω〉 .
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From this, it follows that α(Tα(x)) = 1 ⊗ Tα(x). So, we get that Tα(x) ∈
(Nα)+ext.
If x ∈ N+ and a ∈ Nα, we have
〈Tα(axa∗),ω〉 = 〈(ψ⊗ ι)
(
(1⊗ a)α(x)(1⊗ a∗)),ω〉
= ψ((ι⊗ a∗ωa)α(x)) = 〈Tα(x),a∗ωa〉 .
So, we get that Tα is indeed an operator valued weight. Because both α and
ψ ⊗ ι are faithful and normal, also Tα is faithful and normal. 
One should observe that the same result is stated and used in [31] for Kac
algebra actions. Their proof contains a gap because they do not have an
invariance formula as we proved in Theorem 1.14.8, which is indispensable.
For Kac algebra actions, this was repaired by L. Zsido´; see [147], see also
Sections 18.18 and 18.23 in [103]. Also in the case of a group action, this
was a non-trivial problem; see [41]. The simpler proof of L. Zsido´ for this
invariance formula only works in the Kac algebra setting, where the scaling
group is trivial. I would like to thank prof. M. Enock for the discussion on
this topic.
Definition 2.3.4. An action α of (M,∆) on a von Neumann algebra N is
called integrable when the operator valued weight Tα defined in Proposi-
tion 2.3.3 is semi-finite.
We will now introduce the well known concept of cocycle equivalent actions
(cf. [30], Definition I.6).
Definition 2.3.5. Let α be an action of (M,∆) on the von Neumann algebra
N . A unitary U ∈ M ⊗N is called an α-cocycle if
(∆⊗ ι)(U) = U23(ι⊗α)(U) .
It is clear that, in this case, the formula
β(x) = Uα(x)U∗ for all x ∈ N
defines an action β of (M,∆) on N .
Two actions α and β of (M,∆) on N are called cocycle equivalent if there
exists an α-cocycle U such that β is given by the formula above.
It is easy to see that U∗ is a β-cocycle when U is an α-cocycle and when
β(x) = Uα(x)U∗ for all x ∈ N .
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2.4 Crossed products, dual action and duality the-
orem
In this section, we fix an action α of a locally compact quantum group
(M,∆) on a von Neumann algebra N . We will define the crossed product
M αLN in a similar way as in [30]. We will also state some classical theo-
rems concerning crossed products, the biduality theorem being the major
one, but we will omit proofs because they are completely analogous to the
proofs of [30] and [31]; see also [37], where the results of [30] and [31] are
generalized to actions of Woronowicz algebras.
Definition 2.4.1. We define the crossed product of N with respect to the
action α of (M,∆) on N as the von Neumann subalgebra of B(H) ⊗N gen-
erated by α(N) and Mˆ ⊗ C. We denote this crossed product by M αLN . So,
we have
M αLN = (α(N)∪ Mˆ ⊗ C)′′ .
We will now define in the usual way the dual action, which will be an action
of (Mˆ, ∆ˆop) on M αLN .
Proposition 2.4.2. There exists a unique action αˆ of (Mˆ, ∆ˆop) onM αLN such
that
αˆ(α(x)) = 1⊗α(x) for all x ∈ N ,
αˆ(a⊗ 1) = ∆ˆop(a)⊗ 1 for all a ∈ Mˆ .
Moreover, when we denote by W˜ the unitary (J ⊗ J)ΣWΣ(J ⊗ J), we have
αˆ(z) = (W˜ ⊗ 1)(1⊗ z)(W˜∗ ⊗ 1) for all z ∈M αLN .
As we already mentioned, M. Enock and J.-M. Schwartz deal with right ac-
tions in [30] and [31]. Hence, they also give a slightly different definition for
the crossed product, but in fact our definition agrees with theirs. When α
is a right action of (M,∆) on N , they define NOαM to be (α(N)∪C⊗ Mˆ ′)′′.
This is in accordance with our definition, because σα is a left action of
(M,∆op) on N . The dual of (M,∆op) is (Mˆ ′, ∆ˆ′), which gives
M σαLN = (σα(N)∪ Mˆ ′ ⊗C)′′ .
So, we have N Oα M = σ(M σαLN), which shows that both definitions in
fact agree.
We introduce the following concept, which will be needed later on; see also
Definition III.1 in [31].
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Definition 2.4.3. Let ρ be a self-adjoint, strictly positive operator affiliated
with M . Then an n.s.f. weight θ on N is called ρ-invariant if
θ
(
(ωξ,ξ ⊗ ι)α(x)
) = ‖ρ1/2ξ‖2θ(x) ,
for all x ∈M+θ and ξ ∈ D(ρ1/2).
We will always work with δ−1-invariant weights, where δ is the modular
element of the locally compact quantum group in action.
Then the following result can be proved as in Proposition 2.9 of [37]. For
the last statement of the next proposition, observe that τt(δ) = δ and so,
the self-adjoint operators δ and ∇ˆ commute strongly. Hence, their product
δ∇ˆ is closable.
Proposition 2.4.4. When θ is an n.s.f. δ−1-invariant weight on N with GNS-
construction (Hθ,πθ,Λθ), then there exists a unique unitary Vθ ∈ M⊗B(Hθ)
such that for all ξ ∈ D(δ1/2), η ∈ H and x ∈Nθ, we have
(ωξ,η ⊗ ι)(Vθ)Λθ(x) = Λθ((ωδ1/2ξ,η ⊗ ι)α(x)) .
Denote by Jθ and ∇θ the modular conjugation and modular operator of θ.
Then Vθ satisfies
(∆⊗ ι)(Vθ) = Vθ 23Vθ 13 ,
(ι⊗πθ)α(x) = Vθ(1⊗πθ(x))V∗θ for all x ∈ N ,
Vθ(Jˆ ⊗ Jθ) = (Jˆ ⊗ Jθ)V∗θ ,
Vθ(Q⊗∇θ) = (Q⊗∇θ)Vθ where Q is the closure of δ∇ˆ .
The following result is crucial; see Proposition 2.8 in [37].
Proposition 2.4.5. • Let α be an integrable action of (M,∆) on N and
denote by Tα the operator valued weight defined in Proposition 2.3.3.
Let µ be an n.s.f. weight on Nα. Then µ ◦Tα is a δ−1-invariant weight
on N .
• Every dual action is integrable.
With these results at hand, one can copy the proofs of [31] to obtain the well
known biduality theorem. Before we state this theorem, we have to clarify
some terminology. The dual action αˆ is an action of (M,∆)ˆ op on M αLN .
So, we can make the double crossed product Mˆ αˆL (M αLN) in B(H⊗H)⊗N
and on this double crossed product there is an action αˆˆ of (M,∆)ˆ opˆop .
Now, (M,∆)ˆ opˆop = (M,∆)′op and we can define an isomorphism of locally
compact quantum groups
J : (M,∆)→ (M,∆)′op
given by J(x) = JˆJxJJˆ for all x ∈ M .
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Theorem 2.4.6 (Biduality theorem). 1. We have
B(H)⊗N = (B(H)⊗C∪α(N))′′ .
2. The map Φ from B(H)⊗N to B(H ⊗H)⊗N defined by
Φ(z) = (W ⊗ 1)(ι⊗ α)(z)(W∗ ⊗ 1) ,
defines a ∗-isomorphism from B(H)⊗N onto Mˆ αˆL (M αLN), satisfying
Φ(α(x)) = 1⊗α(x) for all x ∈ N ,Φ(b⊗ 1) = ∆ˆop(b)⊗ 1 for all b ∈ Mˆ ,Φ(y ⊗ 1) = y ⊗ 1⊗ 1 for all y ∈ M ′ .
In particular, Φ(M αLN) = αˆ(M αLN).
3. When we define
µ = (σ ⊗ ι)(ι⊗α) : B(H)⊗N → M ⊗ B(H)⊗N ,
then µ is an action of (M,∆) on B(H)⊗N . The unitary ΣV∗Σ⊗1 is a µ-cocycle
and the action γ of (M,∆) on B(H)⊗N defined by
γ(z) = (ΣV∗Σ⊗ 1)µ(z)(ΣVΣ ⊗ 1) for all z ∈ B(H)⊗N ,
is isomorphic to the bidual action αˆˆ of (M,∆)ˆ opˆop on Mˆ αˆL (M αLN) in the
following way:
αˆˆ(Φ(z)) = (J ⊗ Φ)γ(z) for all z ∈ B(H)⊗N .
With the help of the biduality theorem, M. Enock and J.-M. Schwartz were
able to prove the following crucial results, which remain true for actions of
locally compact quantum groups.
Theorem 2.4.7. We have
(M αLN)αˆ = α(N) ,
α(N) = {z ∈ M ⊗N | (ι⊗α)(z) = (∆⊗ ι)(z)} .
2.5 The unitary implementation of a locally
compact quantum group action
In this section, we will define in a canonical way the unitary implementation
of a locally compact quantum group action. This will be a unitary corep-
resentation of the quantum group, implementing the action and satisfying
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some other properties. The same kind of result was obtained for Kac alge-
bra actions by J.-L. Sauvageot in [97], but the proof of the fact that the imple-
mentation is a corepresentation, is wrong. More precisely, J.-L. Sauvageot’s
crucial Lemma 4.1 is false. I would like to thank prof. J.-L. Sauvageot for the
discussions on this topic.
We will use a different technique to prove that the implementation is a
corepresentation. In the same time, we will obtain some interesting results
concerning the dual weight on the crossed product M αLN , given a weight
on N . We will also settle a problem which was left open in [97].
For integrable actions – and in particular for dual actions – we already ob-
tained an implementation in Proposition 2.4.4, as it was done by M. Enock
and J.-M. Schwartz. Nevertheless, it is desirable to have an implementa-
tion without the integrability condition, first of all for reasons of elegance.
But, more importantly, one will need this general implementation result in
several applications. We refer to the introduction for a discussion.
Fix an action α of a locally compact quantum group (M,∆) on a von Neu-
mann algebra N . In Definition 2.4.1 and Proposition 2.4.2, we defined the
crossed product M αLN and the dual action αˆ : M αLN → Mˆ ⊗ (M αLN).
We already observed in Proposition 2.4.5 that αˆ is integrable. So, we can
define the n.s.f. operator valued weight T from M αLN to (M αLN)αˆ by
T(z) = (ϕˆ ⊗ ι⊗ ι)αˆ(z) for all z ∈ (M αLN)+ .
For this, observe that αˆ is an action of (Mˆ, ∆ˆop) and that ϕˆ is the right
invariant weight on (Mˆ, ∆ˆop). By Theorem 2.4.7, we know that (M αLN)αˆ =
α(N). So, T is an operator valued weight from M αLN to α(N).
With this operator valued weight at hand, we can easily define the dual
weights on M αLN . Nevertheless, to make of dual weights a workable tool,
we need a concrete GNS-construction for them. The structure of this sec-
tion is then as follows. First, we will restrict the dual weight to a weight
for which we can give a GNS-construction (Definition 2.5.4). Then, we use
the restricted weight to obtain the unitary implementation for the action
(Definition 2.5.6 and Proposition 2.5.7) and finally, we prove that the re-
stricted weight is in fact not a restriction, but equal to the original dual
weight (Proposition 2.5.10).
Definition 2.5.1. Let α be an action of (M,∆) on N . Denote by T the n.s.f.
operator valued weight from M αLN to α(N) given by the formula above.
For every n.s.f. weight θ on N , we define the dual weight θ˜ on M αLN by
the formula
θ˜ = θ ◦α−1 ◦T .
For the rest of this section, we fix an n.s.f. weight θ on N . One can prove
easily the following lemma.
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Lemma 2.5.2. For all a ∈Nϕˆ and x ∈ N , we have
θ˜
(
α(x∗)(a∗a⊗ 1)α(x)) = θ(x∗x)ϕˆ(a∗a) .
Proof. We have
αˆ
(
α(x∗)(a∗a⊗ 1)α(x)) = (1⊗α(x∗))(∆ˆop(a∗a)⊗ 1)(1⊗α(x)) .
Choose ω ∈ (M αLN)+∗. Define µ ∈ Mˆ+∗ by µ(b) = ω
(
α(x∗)(b ⊗ 1)α(x))
for all b ∈ Mˆ . Then
〈T(α(x∗)(a∗a⊗ 1)α(x)),ω〉 = ϕˆ((ι⊗ µ)∆ˆop(a∗a))
= ϕˆ(a∗a)µ(1) = ϕˆ(a∗a)ω(α(x∗x)) ,
by invariance of ϕˆ. So, we may conclude that
T
(
α(x∗)(a∗a⊗ 1)α(x)) = ϕˆ(a∗a)α(x∗x) .
Then the result of the lemma follows immediately. 
From now on, we will suppose that N acts on the GNS-space of the n.s.f.
weight θ, such that (K, ι,Λθ) is a GNS-construction for θ. We will restrict
the weight θ˜ in the sense of Proposition A.9 of the Appendix in order to
obtain a concrete GNS-construction. Fix a GNS-construction (K1, π1,Λ1) for
θ˜. Because of the previous lemma, we can define a unique isometry
V : H ⊗ K → K1 such that V (Λˆ(a)⊗Λθ(x)) = Λ1((a⊗ 1)α(x)) ,
for all a ∈Nϕˆ and x ∈Nθ .
Further, we define
D0 = 〈(a⊗ 1)α(x) | a ∈Nϕˆ, x ∈Nθ〉 .
Because we have the isometry V at our disposal, there is a well-defined
linear map
Λ˜0 :D0 → H⊗K : Λ˜0((a⊗1)α(x)) = Λˆ(a)⊗Λθ(x) for all a ∈Nϕˆ, x ∈Nθ .
Because Λ1 is σ -strong∗–norm closed, we can close Λ˜0 for the σ -strong∗–
norm topology, and then we obtain a linear map Λ˜ : D → H ⊗ K satisfying
D ⊂Nθ˜ and V Λ˜(z) = Λ1(z) for all z ∈ D.
In order to apply Proposition A.9, we need the following lemma.
Lemma 2.5.3. 1. D is a weakly dense left ideal in M αLN .
2. For all z ∈ M αLN and y ∈ D, we have Λ˜(zy) = zΛ˜(y).
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Proof. Choose ξ ∈ H and b ∈ Tϕ. Let (ei)i∈I be an orthonormal basis for
H . Choose x ∈ N . Because (∆⊗ ι)α(x) = (ι⊗α)α(x), we have
(1⊗ α(x))(W ⊗ 1) = (W ⊗ 1)(ι⊗α)α(x) .
Hence, applyingωξ,Λ(b) ⊗ ι⊗ ι, we obtain
α(x)(λ(ωξ,Λ(b))⊗ 1) =∑
i∈I
(λ(ωei,Λ(b))⊗ 1)α((ωξ,ei ⊗ ι)α(x))
in the σ -strong∗ topology.
Choose now y ∈ Nθ . For every finite subset I0 ⊂ I, we have by Proposi-
tion 1.11.25 that the element
zI0 :=
∑
i∈I0
(λ(ωei,Λ(b))⊗ 1)α((ωξ,ei ⊗ ι)α(x)y)
belongs to D0. We also get
Λ˜0(zI0) = ∑
i∈I0
Λˆ(λ(ωei,Λ(b)))⊗ (ωξ,ei ⊗ ι)α(x)Λθ(y)
=
∑
i∈I0
Jσi/2(b)Jei ⊗ (ωξ,ei ⊗ ι)α(x)Λθ(y)
= (Jσi/2(b)J ⊗ 1)(PI0 ⊗ 1)α(x)(ξ ⊗Λθ(y)) ,
where PI0 is the projection on 〈ei | i ∈ I0〉. So, we obtain that the net (zI0)
converges, in the σ -strong∗ topology, to the element
z := α(x)(λ(ωξ,Λ(b))⊗ 1)α(y)
and the net (Λ˜(zI0)) converges in norm to
(Jσi/2(b)J ⊗ 1)α(x)(ξ ⊗Λθ(y)) = α(x)(Jσi/2(b)Jξ ⊗Λθ(y))
= α(x)(Λˆ(λ(ωξ,Λ(b)))⊗Λθ(y))
= α(x)Λ˜((λ(ωξ,Λ(b))⊗ 1)α(y)) .
Then, we may conclude that z ∈ D and
Λ˜(z) = α(x)Λ˜((λ(ωξ,Λ(b))⊗ 1)α(y)) .
Because the considered elements λ(ωξ,Λ(b)) form a σ -strong∗–norm core
for Λˆ, we conclude that for every x ∈ N and z ∈ D, we have α(x)z ∈ D
and Λ˜(α(x)z) = α(x)Λ˜(z).
It is easy to prove that, for every a ∈ Mˆ and z ∈ D, we have (a ⊗ 1)z ∈ D
and Λ˜((a⊗ 1)z) = (a⊗ 1)Λ˜(z). From this, the lemma follows. 
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We can now apply Proposition A.9.
Definition 2.5.4. There is a unique n.s.f. weight θ˜0 on M αLN such that
Nθ˜0 = D and such that (H ⊗ K, ι, Λ˜) is a GNS-construction for θ˜0.
Later on, we will prove that in fact θ˜0 = θ˜. This question was left open
in the Kac algebra case considered by J.-L. Sauvageot. In applications the
equality θ˜0 = θ˜ is indispensable, e.g. Proposition 2.7.7 can not be proved
without knowing the GNS-construction for θ˜, which amounts to the equality
θ˜0 = θ˜. Also in the next chapter, when we will deal with the cocycle bi-
crossed product, it will be crucial to know this concrete GNS-construction,
for the following reason. In the cocycle bicrossed product construction, we
will obtain a locally compact quantum group as a cocycle crossed product.
The Haar weight will be given by a dual weight. In order to compute the
associated multiplicative unitary, we need a concrete GNS-construction for
this Haar weight.
We fix some modular notations.
Definition 2.5.5. We denote by J˜ and ∇˜ the modular conjugation and mod-
ular operator of θ˜0 in the GNS-construction (H ⊗ K, ι, Λ˜). We denote by σ˜
the modular automorphism group of θ˜0 and we put T˜ = J˜∇˜1/2.
We denote by Jθ and ∇θ the modular conjugation and modular operator of
θ in the GNS-construction (K, ι,Λθ), and by σθ the modular automorphism
group of θ.
With these notations at hand, we will now define the unitary implementation
of the action α. Of course, this terminology will only be justified after the
proofs of 2.5.7, 2.5.12 and 2.6.5.
Definition 2.5.6. Define U = J˜(Jˆ ⊗ Jθ). Then U is a unitary in B(H ⊗K) and
it is called the unitary implementation of α.
We will first prove the next result.
Proposition 2.5.7. We have the following formulas:
1. α(x) = U(1⊗ x)U∗ for all x ∈ N ,
2. σ˜t ◦α = α ◦σθt for all t ∈ R,
3. U(Jˆ ⊗ Jθ) = (Jˆ ⊗ Jθ)U∗ .
Before we can prove this proposition, we need the following lemma.
Lemma 2.5.8. For all y ∈ D(σθi/2), we have α(y) ∈ D(σ˜i/2) and
J˜σ˜i/2(α(y))∗J˜ = 1⊗ Jθσθi/2(y)∗Jθ .
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Proof. Choose a ∈ Nϕˆ and x ∈ Nθ . Then xy ∈ Nθ and hence,
(a⊗ 1)α(x)α(y) ∈Nθ˜0 with
Λ˜((a⊗1)α(x)α(y)) = Λˆ(a)⊗Λθ(xy) = (1⊗Jθσθi/2(y)∗Jθ)Λ˜((a⊗1)α(x)) .
BecauseD0 is a σ -strong∗–norm core for Λ˜, we may conclude that, for every
z ∈Nθ˜0 , we have zα(y) ∈Nθ˜0 and
Λ˜(zα(y)) = (1⊗ Jθσθi/2(y)∗Jθ)Λ˜(z) .
Then the lemma follows immediately. 
Proof of Proposition 2.5.7. Because σθi/2(y)
∗ = σθ−i/2(y∗), it follows from
the previous lemma that, for every y ∈ D(σθ−i/2), we have α(y) ∈ D(σ˜−i/2)
and
σ˜−i/2(α(y)) = U(1⊗ σθ−i/2(y))U∗ .
Taking the adjoint, we may replace −i/2 by i/2 in the previous formula.
Let now y ∈ D(σθ−i). Then we have α(y) ∈ D(σ˜−i/2) and
σ˜−i/2(α(y)) = U(1⊗ σθ−i/2(y))U∗ .
Because σθ−i(y) ∈ D(σθi/2), we also have α(σθ−i(y)) ∈ D(σ˜i/2) and
σ˜i/2
(
α(σθ−i(y))
) = U(1⊗ σθi/2(σθ−i(y)))U∗ = U(1⊗ σθ−i/2(y))U∗ .
So, we get σ˜−i/2(α(y)) = σ˜i/2
(
α(σθ−i(y))
)
. This implies that α(y) ∈ D(σ˜−i)
with σ˜−i(α(y)) = α(σθ−i(y)). It now follows from Propositions 4.3 and 4.4
in [42], that σ˜t ◦α = α ◦σθt for every t ∈ R.
But then it follows that, for all y ∈ D(σθ−i/2), we have σ˜−i/2(α(y)) =
α(σθ−i/2(y)). Combining this with the formula above, we get
α(σθ−i/2(y)) = σ˜−i/2(α(y)) = U(1⊗ σθ−i/2(y))U∗ .
By the density of such elements σθ−i/2(y), we get that α(x) = U(1 ⊗ x)U∗
for all x ∈ N .
From the definition of U , the final formula which we had to prove, follows
immediately. 
Now, we have gathered enough material to prove that θ˜0 = θ˜. For this, we
need the following lemma (cf. Proposition VI.4 in [31]).
Lemma 2.5.9. Let α be an action of (M,∆) on N . Let θ1 and θ2 be two
δ−1-invariant n.s.f. weights on N . Then [Dθ2 : Dθ1]t ∈ Nα for all t ∈ R.
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Proof. Denote by M2 the von Neumann algebra of 2 × 2-matrices over C.
Denote by eij the matrix units. Define
γ : N ⊗M2 → M ⊗N ⊗M2 : γ = α⊗ ι .
Then γ is an action of (M,∆) on N ⊗M2. Denote by θ the balanced weight
on N ⊗M2 (see e.g. Section 3.1 in [103]) given by
θ
(
x11 x12
x21 x22
)
= θ1(x11)+ θ2(x22) .
It is immediately clear that θ is δ−1-invariant for the action γ.
Let t ∈ R. Denote by µt the automorphism ofM defined by µt = σ ′t ◦σ−t ◦τt .
Here, (σ ′t )t∈R denotes the modular automorphism group of ψ. Then µt
is implemented by Qit = δit∇ˆit . It follows from Proposition 2.4.4 that
γ ◦σθt = (µt ⊗ σθt ) ◦γ for all t ∈ R. In particular, we have
α([Dθ2 : Dθ1]t)⊗ e21 = γ([Dθ2 : Dθ1]t ⊗ e21) = γ
(
σθt (1⊗ e21)
)
= (µt ⊗ σθt )γ(1⊗ e21) = (µt ⊗ σθt )(1⊗ 1⊗ e21)
= 1⊗ [Dθ2 : Dθ1]t ⊗ e21 .
So, we get [Dθ2 : Dθ1]t ∈ Nα for all t ∈ R. 
Now, we can prove the following interesting result. It is important for tech-
nical reasons and we will need it in Section 2.7.
Proposition 2.5.10. Let θ be an n.s.f. weight on N . Then the weights θ˜ and
θ˜0 on M αLN , defined in 2.5.1 and 2.5.4, are equal.
Proof. Recall that the dual action αˆ is an action of (Mˆ, ∆ˆop) on M αLN . We
claim that the weight θ˜0 is δˆ-invariant. Observe that δˆ−1 is the modular
element of (Mˆ, ∆ˆop) and that is the reason to have δˆ-invariance rather than
δˆ−1-invariance.
To prove our claim, choose a ∈ Nϕˆ, x ∈Nθ , ξ ∈ D(δˆ1/2) and η ∈ H . Then
define
z := (ωξ,η ⊗ ι⊗ ι)αˆ
(
(a⊗ 1)α(x)) = ((ωξ,η ⊗ ι)∆ˆop(a)⊗ 1)α(x) .
It follows from Proposition 1.9.13 that
(ωξ,η ⊗ ι)∆ˆop(a) = (ι⊗ωξ,η)∆ˆ(a) ∈Nϕˆ andΛˆ((ωξ,η ⊗ ι)∆ˆop(a)) = (ι⊗ωδˆ1/2ξ,η)(Vˆ )Λˆ(a) .
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So, we may conclude that z ∈Nθ˜0 and
Λ˜(z) = ((ι⊗ωδˆ1/2ξ,η)(Vˆ )⊗ 1)(Λˆ(a)⊗Λθ(x))
= ((ι⊗ωδˆ1/2ξ,η)(Vˆ )⊗ 1)Λ˜((a⊗ 1)α(x)) .
Because D0 is a σ -strong∗–norm core for Λ˜, we conclude that, for all y ∈
Nθ˜0 , (ωξ,η ⊗ ι⊗ ι)αˆ(y) ∈Nθ˜0 and
Λ˜((ωξ,η ⊗ ι⊗ ι)αˆ(y)) = ((ι⊗ωδˆ1/2ξ,η)(Vˆ )⊗ 1)Λ˜(y) .
Because Vˆ is unitary, we immediately get that θ˜0 is δˆ-invariant.
From Proposition 2.4.5, it follows that θ˜ is δˆ-invariant. Then we conclude
from Lemma 2.5.9 that [Dθ˜0 : Dθ˜]t ∈ (M αLN)αˆ for all t ∈ R. So, by
Theorem 2.4.7, we can take unitaries ut ∈ N such that [Dθ˜0 : Dθ˜]t = α(ut)
for all t ∈ R. From the theory of operator valued weights, we know that
σθ˜t ◦α = α ◦σθt . Because ([Dθ˜0 : Dθ˜]t) is a σθ˜-cocycle, we get that (ut) is
a σθ-cocycle. By Section 5.1 in [103], we can take a (uniquely determined)
n.s.f. weight ρ on N such that [Dρ : Dθ]t = ut for all t ∈ R. With ρ, we can
define the n.s.f. weight ρ˜ on M αLN in the sense of Definition 2.5.1. Then it
follows from the theory of operator valued weights that
[Dρ˜ : Dθ˜]t = α([Dρ : Dθ]t) = α(ut) = [Dθ˜0 : Dθ˜]t ,
for all t ∈ R. So, ρ˜ = θ˜0. Because θ˜0 is a restriction of θ˜, we get that ρ˜ is a
restriction of θ˜.
Fix a ∈ M+ϕˆ with ϕˆ(a) = 1. Choose x ∈ Nρ. Then it follows from
Lemma 2.5.2 that α(x∗)(a⊗ 1)α(x) ∈M+ρ˜ and
ρ˜
(
α(x∗)(a⊗ 1)α(x)) = ρ(x∗x) .
Because ρ˜ is a restriction of θ˜, we get that α(x∗)(a⊗ 1)α(x) ∈M+θ˜ and
θ˜
(
α(x∗)(a⊗ 1)α(x)) = ρ(x∗x) .
Then it follows from Lemma 2.5.2 that θ(x∗x) = ρ(x∗x). This means that
ρ is a restriction of θ.
Further, using the theory of operator valued weights in the first equality
and Proposition 2.5.7 in the last one, we have
α ◦σρt = σρ˜t ◦α = σθ˜0t ◦α = α ◦σθt .
So, σρt = σθt for all t ∈ R. Because ρ is a restriction of θ, we may conclude
that ρ = θ and then θ˜ = ρ˜ = θ˜0. 
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We want to conclude this section by proving that U belongs to M ⊗ B(K).
First, we state the following lemma, which is easily proved because Λ˜ is the
closure of Λ˜0. Recall that T˜ = J˜∇˜1/2.
Lemma 2.5.11. Defining Tˆ = Jˆ∇ˆ1/2, we have that the linear space
〈α(x∗)(η⊗Λθ(y)) | x,y ∈Nθ, η ∈ D(Tˆ )〉
is a core for T˜ and
T˜α(x∗)(η⊗Λθ(y)) = α(y∗)(Tˆη⊗Λθ(x)) ,
for all x,y ∈Nθ and η ∈ D(Tˆ ).
Proposition 2.5.12. We have U ∈ M ⊗ B(K).
Proof. Let t ∈ R. Because ∇ˆit implements the automorphism τt on M , we
get that Ad ∇ˆit will also leave M ′ invariant. So, we can define the automor-
phism group (µt) on M by
µt(x) = J∇ˆitJxJ∇ˆ−itJ for all x ∈ M, t ∈ R .
Hence, for every a ∈ D(µ−i/2), we have JaJ∇ˆ1/2 ⊂ ∇ˆ1/2Jµ−i/2(a)J . Further,
we have
µt(R(a)) = J∇ˆitJJˆa∗JˆJ∇ˆ−itJ = J∇ˆitJˆJa∗JJˆ∇ˆ−itJ
= Jˆµt(a∗)Jˆ = R(µt(a)) ,
for all t ∈ R and a ∈ M . Here, we used the formula JˆJ = νi/4JJˆ; see
Corollary 1.13.15.
Let now a ∈ D(µi/2), x,y ∈Nθ and η ∈ D(Tˆ ), where Tˆ = Jˆ∇ˆ1/2. Then
(JaJ ⊗ 1)T˜α(x∗)(η⊗Λθ(y)) = (JaJ ⊗ 1)α(y∗)(Tˆη⊗Λθ(x))
= α(y∗)(JaJJˆ∇ˆ1/2η⊗Λθ(x))
= α(y∗)(JˆJR(a∗)J∇ˆ1/2η⊗Λθ(x)) .
Now, a∗ ∈ D(µ−i/2) and R and µt commute. So, R(a∗) ∈ D(µ−i/2) and
µ−i/2(R(a∗)) = R(µi/2(a)∗) .
Then we get
JR(a∗)J∇ˆ1/2 ⊂ ∇ˆ1/2JR(µi/2(a)∗)J .
Hence, we may conclude that JR(µi/2(a)∗)Jη ∈ D(Tˆ 1/2) and
(JaJ ⊗ 1)T˜α(x∗)(η⊗Λθ(y)) = α(y∗)(Tˆ JR(µi/2(a)∗)Jη⊗Λθ(x))
= T˜α(x∗)(JR(µi/2(a)∗)Jη⊗Λθ(y))
= T˜ (JR(µi/2(a)∗)J ⊗ 1)α(x∗)(η⊗Λθ(y)) .
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Because of the previous lemma, we get
(JaJ ⊗ 1)T˜ ⊂ T˜ (JR(µi/2(a)∗)J ⊗ 1) , (2.5.1)
for all a ∈ D(µi/2). By taking the adjoint, we get
(JR(µi/2(a))J ⊗ 1)T˜∗ ⊂ T˜∗(Ja∗J ⊗ 1) ,
for all a ∈ D(µi/2). So, for all a ∈ D(µ−i), we have
(JaJ⊗1)∇˜ = (JaJ⊗1)T˜∗T˜ ⊂ T˜∗(JR(µ−i/2(a)∗)J⊗1)T˜ ⊂ ∇˜(Jµ−i(a)J⊗1) .
Denoting by γt the automorphism Ad ∇˜it of B(H ⊗K), we get that for every
a ∈ D(µ−i), we have JaJ ⊗ 1 ∈ D(γi) and γi(JaJ ⊗ 1) = Jµ−i(a)J ⊗ 1. Then
Propositions 4.3 and 4.4 in [42] allow us to conclude that γt(JaJ ⊗ 1) =
Jµt(a)J ⊗ 1 for every t ∈ R and a ∈ M . This gives
(JaJ ⊗ 1)∇˜−1/2 ⊂ ∇˜−1/2(Jµi/2(a)J ⊗ 1) ,
for all a ∈ D(µi/2). Combining this with Equation (2.5.1), we get for every
a ∈ D(µi/2):
(JaJ ⊗ 1)T˜ ∇˜−1/2 ⊂ T˜ (JR(µi/2(a)∗)J ⊗ 1)∇˜−1/2
⊂ T˜ ∇˜−1/2(JR(a∗)J ⊗ 1) ⊂ J˜(JJˆaJˆJ ⊗ 1) .
So, we get
(JaJ ⊗ 1)J˜ = J˜(JJˆaJˆJ ⊗ 1) = J˜(JˆJaJJˆ ⊗ 1)
for every a ∈ D(µi/2), and hence, for every a ∈ M . Rewriting this, we get
(JaJ ⊗ 1)U = U(JaJ ⊗ 1) for every a ∈ M . This gives U ∈ M ⊗ B(K). 
Finally, we want to prove that U is a unitary corepresentation of (M,∆),
namely (∆⊗ ι)(U) = U23U13. This will be done in an indirect way in the next
section. Nevertheless, the results we use to prove that U is a corepresenta-
tion are interesting in themselves.
2.6 The unitary implementation is a corepresenta-
tion
The main aim of this section is to prove that the unitary implementation
U is a corepresentation (Theorem 2.6.5). On our way towards the proof
of Theorem 2.6.5, we will solve three problems which appear naturally in
applications; see Section 2.7 and [58]. First, we will see what happens to
the implementation U when we choose a different weight θ on N . Next, we
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will show how U changes when the action α is deformed with an α-cocycle
and finally, we will show that in the presence of a δ−1-invariant weight our
implementation agrees with the one of M. Enock and J.-M. Schwartz given in
Proposition 2.4.4.
In the proof of the first proposition, we will make use of A. Connes’ relative
modular theory; see e.g. Sections 3.11, 3.12 and 3.16 in [103]. When θi are
n.s.f. weights on N with GNS-constructions (Ki,πi,Λi) (i = 1,2), we denote
by J2,1 the relative modular conjugation, which is an anti-unitary from H1
to H2. Recall that J1,2 = J∗2,1. If we denote by Ji the modular conjugation of
the weight θi, we have J2,1J1 = J2J2,1 and we denote this unitary by u. Then
u is the unique unitary from K1 to K2 which satisfies uπ1(x)u∗ = π2(x)
for all x ∈ N and which maps the positive cone of K1 (determined by the
GNS-construction (K1, π1,Λ1)) onto the positive cone of K2. We will say that
u intertwines the two standard representations of N .
Finally, we introduce the one-parameter group σ 2,1 of isometries of N given
by
σ 2,1t (x) = [Dθ2 : Dθ1]tσθ1t (x) ,
for all x ∈ N and t ∈ R.
Proposition 2.6.1. Let θi (i = 1,2) be n.s.f. weights on N with GNS-con-
structions (Ki,πi,Λi). Let u be the unitary from K1 to K2 intertwining the
two standard representations of N . Denote for every i = 1,2 by θ˜i the dual
weight of θi on M αLN , with GNS-construction (H⊗Ki, ι⊗πi, Λ˜i). Denote by
Ui ∈ M ⊗B(Ki) the unitary implementation of α obtained with θi, as defined
in Definition 2.5.6.
Then 1 ⊗ u is the unitary intertwining the two standard representations of
M αLN . In particular,
U2 = (1⊗u)U1(1⊗u∗) .
Proof. Let a ∈Nϕˆ and x ∈Nθ1 . Let y ∈ D(σ 2,1−i/2). Then, by Section 3.12 in
[103], xy∗ ∈Nθ2 and
Λ2(xy∗) = J2,1π1(σ 2,1−i/2(y))J1Λ1(x) .
So, (a⊗ 1)α(x)α(y)∗ = (a⊗ 1)α(xy∗) ∈Nθ˜2 and
Λ˜2((a⊗ 1)α(x)α(y)∗) = Λˆ(a)⊗Λ2(xy∗)
= (1⊗ J2,1π1(σ 2,1−i/2(y))J1)(Λˆ(a)⊗Λ1(x))
= (1⊗ J2,1π1(σ 2,1−i/2(y))J1)Λ˜1((a⊗ 1)α(x)) .
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Because the elements (a ⊗ 1)α(x) span a core for Λ˜1 and because Λ˜2 is
closed (both in the σ -strong∗–norm topology), we have for all z ∈Nθ˜1 , that
zα(y)∗ ∈Nθ˜2 and
Λ˜2(zα(y)∗) = (1⊗ J2,1π1(σ 2,1−i/2(y))J1)Λ˜1(z) .
Denoting by J˜2,1 and (σ˜
2,1
t ) the relative modular apparatus of the weights
θ˜2 and θ˜1, it follows from Section 3.12 in [103] that α(y) ∈ D(σ˜ 2,1−i/2) and
J˜2,1(ι⊗π1)
(
σ˜ 2,1−i/2(α(y))
)
J˜1 = 1⊗ J2,1π1(σ 2,1−i/2(y))J1 .
Because [Dθ˜2 : Dθ˜1]t = α([Dθ2 : Dθ1]t) for every t ∈ R, we see that
σ˜ 2,1t ◦α = α ◦σ 2,1t . So, we have σ˜ 2,1−i/2(α(y)) = α(σ 2,1−i/2(y)). Combining this
with the equation above, we get
(ι⊗π1)α
(
σ 2,1−i/2(y)
) = J˜∗2,1(Jˆ ⊗ J2,1)(1⊗π1(σ 2,1−i/2(y)))U∗1 .
The last formula is valid for all y ∈ D(σ 2,1−i/2). Because U1 implements α, we
may then conclude that U1 = J˜∗2,1(Jˆ ⊗ J2,1).
Then we get
1 = U1U∗1 = J˜∗2,1(Jˆ ⊗ J2,1)(Jˆ ⊗ J1)J˜1
and so, J˜2,1J˜1 = 1 ⊗ J2,1J1. Now, u = J2,1J1 and J˜2,1J˜1 is the unitary inter-
twining the two standard representations of M αLN . This proves the first
claim of the proposition. In particular, we get
(1⊗u)U1(1⊗u∗) = (1⊗u)J˜1(Jˆ ⊗ J1)(1⊗u∗)
= J˜2(1⊗u)(Jˆ ⊗ J1)(1⊗u∗) = J˜2(Jˆ ⊗ J2) = U2 .
This proves the proposition. 
In the next proposition, we will show how the unitary implementation of an
action α changes when α is deformed with an α-cocycle.
Proposition 2.6.2. Let α be an action of (M,∆) on N and let V ∈ M ⊗N be
an α-cocycle in the sense of Definition 2.3.5. Define the action β of (M,∆)
on N by β(x) = Vα(x)V∗ for all x ∈ N . If θ is an n.s.f. weight on N with
GNS-construction (K, ι,Λθ), the unitary implementations Uα and Uβ of α and
β obtained with θ, satisfy
Uβ = V Uα (Jˆ ⊗ Jθ)V∗(Jˆ ⊗ Jθ) .
In particular, Uβ is a corepresentation if and only if Uα is a corepresentation.
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Proof. Because (∆⊗ ι)(V ) = (1⊗V )(ι⊗α)(V ), we have
(1⊗V∗)(W ⊗ 1)(1⊗V ) = (W ⊗ 1)(ι⊗α)(V∗) .
So, for every ξ, η ∈ H and with (ei)i∈I an orthonormal basis of H , we have,
by applyingωξ,η ⊗ ι⊗ ι,
V∗(λ(ωξ,η)⊗ 1)V =
∑
i∈I
(λ(ωei,η)⊗ 1)α
(
(ωξ,ei ⊗ ι)(V∗)
)
in the σ -strong∗ topology. From this, it follows that V∗(a⊗1)V ∈ M αLN
for all a ∈ Mˆ . But V∗β(x)V = α(x) for all x ∈ N . So,
ρ : M βLN → M αLN : z → V∗zV
is a well-defined ∗-homomorphism. By symmetry, ρ will be surjective and
hence, it is a ∗-isomorphism.
Consider now the dual weights θ˜α and θ˜β on M αLN and M βLN , with
canonical GNS-constructions (H ⊗ K, ι, Λ˜α) and (H ⊗ K, ι, Λ˜β). Take ξ ∈ H ,
b ∈ Tϕ and x ∈Nθ . Then
V∗(λ(ωξ,Λ(b))⊗ 1)β(x)V =∑
i∈I
(λ(ωei,Λ(b))⊗ 1)α((ωξ,ei ⊗ ι)(V∗)x)
in the σ -strong∗ topology. For every finite subset I0 of I, we define
zI0 :=
∑
i∈I0
(λ(ωei,Λ(b))⊗ 1)α((ωξ,ei ⊗ ι)(V∗)x) .
By Proposition 1.11.25, we get that zI0 belongs toNθ˜α and
Λ˜α(zI0) = ∑
i∈I0
Λˆ(λ(ωei,Λ(b)))⊗ (ωξ,ei ⊗ ι)(V∗)Λθ(x)
=
∑
i∈I0
Jσi/2(b)Jei ⊗ (ωξ,ei ⊗ ι)(V∗)Λθ(x)
= (Jσi/2(b)J ⊗ 1)(PI0 ⊗ 1)V∗(ξ ⊗Λθ(x)) ,
where PI0 denotes the projection onto 〈ei | i ∈ I0〉. Now define
z := V∗(λ(ωξ,Λ(b))⊗ 1)β(x)V .
Then we see that zI0 → z σ -strong∗ and
Λ˜α(zI0)→ (Jσi/2(b)J ⊗ 1)V∗(ξ ⊗Λθ(x)) in norm .
So, we get that z ∈Nθ˜α and
Λ˜α(z) = (Jσi/2(b)J ⊗ 1)V∗(ξ ⊗Λθ(x))
= V∗(Jσi/2(b)Jξ ⊗Λθ(x)) = V∗Λ˜β((λ(ωξ,Λ(b))⊗ 1)β(x)) .
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Because the elements (λ(ωξ,Λ(b)) ⊗ 1)β(x) span a core for Λ˜β, we have
ρ(y) ∈Nθ˜α for every y ∈Nθ˜β and Λ˜α(ρ(y)) = V∗Λ˜β(y) in that case.
By symmetry, ρ(y) ∈ Nθ˜α if and only if y ∈ Nθ˜β . But then it is clear that
J˜β = V J˜αV∗ and so,
Uβ = J˜β(Jˆ ⊗ Jθ) = V J˜αV∗(Jˆ ⊗ Jθ) = VUα(Jˆ ⊗ Jθ)V∗(Jˆ ⊗ Jθ) .
Now suppose that Uα is a corepresentation, meaning that
(∆⊗ ι)(Uα) = Uα23Uα 13 .
Then
(∆⊗ ι)(Uβ) = (∆⊗ ι)(V ) Uα 23Uα13 (∆⊗ ι)(R ⊗ Lθ)(V ) ,
where Lθ is the ∗-anti-isomorphism from N to N′, defined by Lθ(x) =
Jθx∗Jθ for all x ∈ N . Then we can compute
(∆⊗ ι)(Uβ)
= V23(ι⊗α)(V ) Uα23Uα 13 (R ⊗ R ⊗ Lθ)(∆op⊗ ι)(V )
= V23 Uα 23V13U∗α 23 Uα23Uα13 (R ⊗ R ⊗ Lθ)(V13(ι⊗α)(V )213)
= V23Uα 23V13Uα 13 (Jˆ ⊗ Jˆ ⊗ Jθ)Uα13V∗23U∗α13V∗13(Jˆ ⊗ Jˆ ⊗ Jθ)
= V23Uα 23V13 (Jˆ ⊗ Jˆ ⊗ Jθ)V∗23(Jˆ ⊗ Jˆ ⊗ Jθ)
(Jˆ ⊗ Jˆ ⊗ Jθ)U∗α13V∗13(Jˆ ⊗ Jˆ ⊗ Jθ)
= V23Uα 23
(
(Jˆ ⊗ Jθ)V∗(Jˆ ⊗ Jθ)
)
23 V13Uα 13
(
(Jˆ ⊗ Jθ)V∗(Jˆ ⊗ Jθ)
)
13
= Uβ23Uβ13 .
So, when Uα is a corepresentation, then Uβ is a corepresentation. By sym-
metry also the converse implication holds. 
Corollary 2.6.3. Let (M,∆) be a locally compact quantum group and let N
be a von Neumann algebra. If X ∈ M⊗N and (∆⊗ι)(X) = X23X13, we define
the inner action
α : N → M ⊗N : α(x) = X(1⊗ x)X∗ .
If θ is an n.s.f. weight on N with GNS-construction (K,πθ,Λθ) and modular
conjugation Jθ, then the unitary implementation U of α is given by
U = (ι⊗πθ)(X) (Jˆ ⊗ Jθ)(ι⊗πθ)(X∗)(Jˆ ⊗ Jθ) .
In particular, we can apply this result when L is a Hilbert space, X ∈M⊗B(L)
and (∆⊗ ι)(X) = X23X13.
Proof. It suffices to observe that, denoting the trivial action by β, X is a
β-cocycle. Then we apply the previous proposition. 
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In Proposition 2.4.4, we saw how to construct, with the methods of M. Enock
and J.-M. Schwartz, an implementation of an action α in the presence of a
δ−1-invariant weight. We will show now that this implementation coincides
with the unitary implementation given in Definition 2.5.6.
Proposition 2.6.4. Let α be an action of (M,∆) on N . Let θ be an n.s.f. and
δ−1-invariant weight on N with GNS-construction (K, ι,Λθ). When Vθ is the
unitary defined in Proposition 2.4.4 and when U is the unitary implementa-
tion of α defined in Definition 2.5.6, then U = Vθ .
Proof. Recall that
(ωξ,η ⊗ ι)(Vθ)Λθ(x) = Λθ((ωδ1/2ξ,η ⊗ ι)α(x)) ,
for all ξ ∈ D(δ1/2) and η ∈ H . Because the positive operators δ and ∇ˆ
strongly commute, we can define the closure Q of the product δ∇ˆ. Denot-
ing by χU the characteristic function of a subset U ⊂ R, we consider the
following subspace of H :
D0 =
⋃
n,m∈N
χ
] 1n ,n[
(δ)χ] 1m ,m[(∇ˆ)H .
Let now ξ ∈ H , η ∈ D0, x ∈ Tθ and y ∈ Nθ ∩N∗θ . Put again Tˆ = Jˆ∇ˆ1/2
and T˜ = J˜∇˜1/2. Then
(θ∗ξ ⊗ 1)T˜α(x∗)(η⊗Λθ(y)) = (θ∗ξ ⊗ 1)α(y∗)(Tˆη⊗Λθ(x))
= Λθ((ωTˆη,ξ ⊗ ι)α(y∗)x)
= Jθσθi/2(x)∗Jθ Λθ((ωTˆη,ξ ⊗ ι)α(y∗))
= Jθσθi/2(x)∗Jθ (ωδ−1/2Tˆη,ξ ⊗ ι)(Vθ) Λθ(y∗)
= (θ∗ξ ⊗ 1)(1⊗ Jθσθi/2(x)∗Jθ) Vθ (δ−1/2Tˆη⊗Λθ(y∗)) .
Now,
δ−1/2Tˆη = δ−1/2Jˆ∇ˆ1/2η = Jˆδ1/2∇ˆ1/2η = JˆQ1/2η .
So, we may conclude that
T˜α(x∗)(η⊗Λθ(y)) = (1⊗Jθσθi/2(x)∗Jθ)Vθ(Jˆ⊗Jθ)(Q1/2⊗∇1/2θ )(η⊗Λθ(y)) ,
for all η ∈ D0, x ∈ Tθ and y ∈ Nθ ∩N∗θ . Because T˜ is closed, we can
conclude that η⊗Λθ(y) ∈ D(T˜ ) and
T˜ (η⊗Λθ(y)) = Vθ(Jˆ ⊗ Jθ)(Q1/2 ⊗∇1/2θ )(η⊗Λθ(y)) ,
for all η ∈ D0 and y ∈ Nθ ∩ N∗θ . Because D0 is a core for Q1/2 andΛθ(Nθ ∩N∗θ ) for ∇1/2θ , we get
Vθ(Jˆ ⊗ Jθ)(Q1/2 ⊗∇1/2θ ) ⊂ T˜ . (2.6.1)
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We now claim that (Qit ⊗ ∇itθ )T˜ = T˜ (Qit ⊗∇itθ ) for every t ∈ R. Together
with the fact that D(Q1/2 ⊗∇1/2θ ) ⊂ D(T˜ ), this leads to the conclusion that
D(Q1/2 ⊗ ∇1/2θ ) is a core for T˜ . Then we get that the inclusion in Equa-
tion (2.6.1) is in fact an equality. Uniqueness of the polar decomposition
gives us Vθ(Jˆ ⊗ Jθ) = J˜ and so, Vθ = U .
Hence, we only have to prove our claim. For this, choose x,y ∈ Nθ and
ξ ∈ D(Tˆ ). Then, using Proposition 2.4.4, we get
(Qit ⊗∇itθ )T˜α(x∗)(ξ ⊗Λθ(y)) = (Qit ⊗∇itθ )α(y∗)(Tˆξ ⊗Λθ(x))
= (Qit ⊗∇itθ )Vθ(1⊗y∗)V∗θ (Tˆξ ⊗Λθ(x))
= Vθ(1⊗ σθt (y∗))V∗θ (QitTˆ ξ ⊗∇itθ Λθ(x))
because Qit ⊗∇itθ and Vθ commute. Now, observe that Qit and Tˆ commute,
so that Qitξ ∈ D(Tˆ ) and
(Qit ⊗∇itθ )T˜α(x∗)(ξ ⊗Λθ(y)) = α(σθt (y)∗)(TˆQitξ ⊗Λθ(σθt (x)))
= T˜α(σθt (x∗))(Qitξ ⊗Λθ(σθt (y)))
= T˜ (Qit ⊗∇itθ )α(x∗)(ξ ⊗Λθ(y)) .
From this, our claim follows immediately, and then the proof of the propo-
sition is complete. 
With all these results at hand, we can now prove the following theorem.
Theorem 2.6.5. The unitary implementation U of an action α of (M,∆) on
N is a corepresentation in the sense that (∆⊗ ι)(U) = U23U13.
Proof. Consider the bidual action αˆˆ of (M,∆)ˆ opˆop on Mˆ αˆL (M αLN). Let
θ be an n.s.f. weight on N . Denote by θ˜ the bidual weight on Mˆ αˆL (M αLN).
It follows from Proposition 2.4.5 that θ˜˜ is a JδJ-invariant weight for the ac-
tion αˆˆ. With the notation of Theorem 2.4.6, we define ρ = θ˜ ◦Φ. Then ρ will
be an n.s.f. and δ−1-invariant weight on B(H)⊗N for the action γ of (M,∆)
on B(H)⊗N . Combining Proposition 2.6.4 and Proposition 2.4.4, the unitary
implementation of γ, constructed with the weight ρ, is a corepresentation.
By Proposition 2.6.2, the unitary implementation of µ := (σ ⊗ ι)(ι ⊗ α),
constructed with ρ, is a corepresentation as well. Then it follows from
Proposition 2.6.1 that the unitary implementation Uµ of µ constructed with
the n.s.f. weight Tr ⊗ θ on B(H) ⊗ N will be a corepresentation. Here, Tr
denotes the usual trace on B(H).
Represent N on the GNS-space of θ such that (K, ι,Λθ) is a GNS-construc-
tion for θ. Let (HTr, πTr,ΛTr) be a GNS-construction for Tr. Then we have
a canonical GNS-construction (HTr ⊗K,πTr ⊗ ι,ΛTr⊗θ) for Tr⊗ θ. With this,
2.7 Subfactors and inclusions of von Neumann algebras 189
we construct the GNS-construction (H ⊗HTr ⊗ K, ι ⊗ πTr ⊗ ι, Λ˜Tr⊗θ) for the
dual weight (Tr⊗θ)˜ onM µL(B(H)⊗N). Denote by T˜Tr⊗θ = J˜Tr⊗θ∇˜1/2Tr⊗θ the
modular operator of this dual weight. As before, we denote by T˜ = J˜∇˜1/2
the modular operator of the weight θ˜ on M αLN with GNS-construction
(H ⊗K, ι, Λ˜). It is an easy exercise to check that
Σ12T˜Tr⊗θΣ12 = JTr ⊗ T˜ ,
where Σ12 flips the first two legs of H ⊗HTr⊗K. By uniqueness of the polar
decomposition, we get Σ12J˜Tr⊗θΣ12 = JTr ⊗ J˜
and hence, Σ12UµΣ12 = 1⊗ U . Because Uµ is a corepresentation, also U will
be a corepresentation. 
2.7 Subfactors and inclusions of von Neumann al-
gebras
It is well known that there is an important link between irreducible, depth 2
inclusions of factors and quantum groups. After a conjecture of A. Oc-
neanu, the first result in this direction was proved by M.-C. David in [23],
R. Longo in [69] and W. Szymanski in [106]. They were able to prove that
every irreducible, depth 2 inclusion of II1-factors with finite index has the
form Nα ⊂ N , where N is a II1-factor and α is an action of a finite Kac al-
gebra (i.e., a finite-dimensional locally compact quantum group, or a finite-
dimensional Hopf ∗-algebra with positive invariant integral). The restriction
on type and index has been removed by M. Enock and R. Nest in [35] and
[36]. There does not appear a finite quantum group but an arbitrary locally
compact quantum group.
The theory of M. Enock and R. Nest is quite technical, but the results are
deep and beautiful. They are important in themselves and serve as a moti-
vation for the concept of a locally compact quantum group.
Before we describe their result, we have to explain a little bit the basic theory
of infinite-index inclusions of factors or von Neumann algebras. So, we look
at an inclusion N0 ⊂ N1 of von Neumann algebras. In this most general
setting, one can perform the well known basic construction of V. Jones.
For this, we have to choose an n.s.f. weight θ on N1 and represent N1 on
the GNS-space of θ. Denote by Jθ the modular conjugation of θ. Then we
define N2 = JθN′0Jθ. Because N′1 = JθN1Jθ , we have N0 ⊂ N1 ⊂ N2 and this
inclusion of three von Neumann algebras is called the basic construction.
One can continue in the same way and represent N2 on the GNS-space of
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some n.s.f. weight. Then we obtain the von Neumann algebra N3. Going on,
we get a tower of von Neumann algebras
N0 ⊂ N1 ⊂ N2 ⊂ N3 ⊂ · · ·
which is called the Jones tower.
But there is more. In the theory of inclusions of II1-factors, an important
role is played by conditional expectations. In the more general theory be-
ing described now, this role will be taken over by operator valued weights.
Before we can explain this, and also because we need it in the proof of The-
orem 2.7.3, we have to explain A. Connes’ spatial modular theory. For this,
we refer to, e.g., Chapter 7 in [103] and Chapter III in [114].
Suppose that N is a von Neumann algebra acting on a Hilbert space K. Let
ϕ be an n.s.f. weight on N and ψ an n.s.f. weight on N′. Let (Kψ,πψ,Λψ)
be a GNS-construction for ψ. For every ξ ∈ K, we define the densely
defined operator Rψ(ξ) with domain Λψ(Nψ) ⊂ Kψ and range in K by
Rψ(ξ)Λψ(x) = xξ for all x ∈ Nψ. When ξ ∈ K, we can define an oper-
ator Θψ(ξ) in the extended positive part of B(K) by
〈ωη,Θψ(ξ)〉 =
‖Rψ(ξ)∗η‖2 if η ∈ D(Rψ(ξ)∗)+∞ otherwise .
In fact, Θψ(ξ) = Rψ(ξ)Rψ(ξ)∗ + ∞P , where P is the projection onto the
orthogonal complement of D(Rψ(ξ)∗). Then one can prove that Θψ(ξ)
belongs to N+ext and it is possible to define a strictly positive, self-adjoint
operator
dϕ
dψ
on K such that
〈ωξ, dϕdψ 〉 = 〈ϕ,Θψ(ξ)〉 ,
for all ξ ∈ K. Here, we used the extension of the weight ϕ to the extended
positive part of N . The operator
dϕ
dψ
is called the spatial derivative of ϕ
with respect to ψ.
So, let N0 ⊂ N1 be an inclusion of von Neumann algebras and T1 an n.s.f.
operator valued weight from N1 to N0. Represent again N1 on the GNS-
space of an n.s.f. weight θ. Let N0 ⊂ N1 ⊂ N2 be the basic construction.
Then there exists a unique n.s.f. operator valued weight T2 from N2 to N1
such that
d(µ ◦T2)
dν′
= dµ
d
(
(ν ◦T1)′
) ,
for all n.s.f. weights µ on N1 and ν on N0. Here, we denote by η′ the n.s.f.
weight on either N′2 = JθN0Jθ or N′1 = JθN1Jθ , given by the formula η′(x) =
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η(JθxJθ) for all positive x, whenever η is an n.s.f. weight on either N0 orN1.
The existence of T2 follows from Section 12.11 in [103]. One can continue
in the same way and construct n.s.f. operator valued weights Ti from Ni to
Ni−1 anywhere in the Jones tower.
Next, recall that an inclusion of von Neumann algebras N0 ⊂ N1 is said to
be
• irreducible, when N1 ∩N′0 = C;
• of depth 2, when N1∩N′0 ⊂ N2∩N′0 ⊂ N3∩N′0 is the basic construction.
Finally, we describe the notion of regularity as it was introduced by M. Enock
and R. Nest in Definition 11.12 of [35]. Let N0 ⊂ N1 be an inclusion of von
Neumann algebras. Suppose that T1 is an n.s.f. operator valued weight from
N1 to N0. Let N0 ⊂ N1 ⊂ N2 ⊂ N3 ⊂ · · · be the Jones tower and construct
as above the operator valued weights T2 from N2 to N1 and T3 from N3 to
N2. Then T1 is called regular when the restrictions of T2 to N2 ∩N′0 and of
T3 to N3 ∩N′1 are both semi-finite.
Then we can give the main result of M. Enock and R. Nest. Recall that
for a locally compact quantum group (M,∆), we denoted by (M,∆)′ the
commutant locally compact quantum group, as described above.
Theorem 2.7.1 (M. Enock and R. Nest). Let N0 ⊂ N1 be an irreducible inclu-
sion of depth 2 of factors and let T1 be a regular n.s.f. operator valued weight
from N1 to N0. Then the von Neumann algebra M = N3 ∩N′1 can be given
the structure of a locally compact quantum group (M,∆), such that there ex-
ists an outer action α of (M,∆)′ on N1 satisfying N0 = Nα1 and such that the
inclusions N0 ⊂ N1 ⊂ N2 and C⊗Nα1 ⊂ α(N1) ⊂ M ′ αLN1 are isomorphic.
The definition of an outer action is given in Definition 2.7.5. Further, we
want to mention that, in [36], it is proved that (M,∆), together with invari-
ant weights and antipode, is in fact a Woronowicz algebra. But it should be
stressed that there is a small mistake in the proof that the Haar weight is in-
variant under the scaling group, so that in fact (M,∆) is an arbitrary locally
compact quantum group, possibly with scaling constant different from 1.
The main aim of this section is to clarify the conditions of M. Enock and
R. Nest’s theorem (in particular the regularity condition) and to prove a
converse result: when α is an integrable and outer action of (M,∆) on N ,
then the inclusion Nα ⊂ N is irreducible, of depth 2 and the operator valued
weight (ψ ⊗ ι)α from N to Nα is regular. The same result is stated in
Corollary 11.14 of [35], for the special case of dual Kac algebra actions, but
the proof is incomplete. The crucial point, our Proposition 2.7.7 identifying
two operator valued weights, is not proved in [35]. We also remark that it
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will follow from Corollary 2.7.6 that the actions appearing in M. Enock and
R. Nest’s theorem are integrable. Further, we refer to Section 2.8 for the link
between outer and minimal actions.
First of all, we study the following problem. Let α be an action of (M,∆)
on N . Let Nα ⊂ N ⊂ N2 be the basic construction. When (M,∆) is finite-
dimensional, it is known thatN2 is a quotient of the crossed productM αLN
(a proof can be found in Proposition 4.1.3 of [84], but the result was un-
doubtedly known before). More precisely, there exists a surjective ∗-homo-
morphism ρ from M αLN to N2 sending α(x) to x for all x ∈ N . So, when
M αLN is a factor, the inclusion C⊗Nα ⊂ α(N) ⊂ M αLN is the basic con-
struction. More specifically, when N is a II1-factor and α is an outer action
(or, equivalently, a free action) of a finite group G on N , it is well known
that the crossed product GαLN can be identified with (N ∪ {ut | t ∈ G})′′,
where N is represented standardly and (ut)t∈G is the canonical implemen-
tation of α. This can be found in e.g. [49].
More generally, we look at the following problem. Suppose that a locally
compact group G acts on a von Neumann algebra N with action α. Then we
can construct the crossed product GαLN as follows. We represent N on a
Hilbert space K and define operators on L2(G)⊗K  L2(G,K) by putting
(α(x)ξ)(g) = αg−1(x)ξ(g) for all g ∈ G and x ∈ N,ξ ∈ L2(G,K) ,
(λgξ)(h) = ξ(g−1h) for all g,h ∈ G and ξ ∈ L2(G,K) .
Then we define GαLN =
(
α(N) ∪ {λg | g ∈ G}
)′′. But, when we represent
N standardly on K and denote by (ug)g∈G the canonical unitary implemen-
tation of α, we can also define
N2 =
(
N ∪ {ug | g ∈ G}
)′′ .
Purely algebraically, one would expect to be able to define a ∗-homomor-
phism ρ : GαLN → N2 satisfying ρ(α(x)) = x for all x ∈ N and ρ(λg) = ug
for all g ∈ G. When the group G is finite, this can be done easily. In
Theorem 2.7.3, we will prove that the construction of such a ρ is possible
if and only if the action is integrable, and this will be proved for arbitrary
locally compact quantum group actions. To see the link with the group case,
recall that now the role of the regular representation (λg) is taken over by
λ(ω) = (ω ⊗ ι)(W) for all ω ∈ M∗. So, we work in fact with the regular
representation of the L1-functions.
Before we come to the proof of our main Theorem 2.7.3, we characterize the
basic construction N2 = Jθ(Nα)′Jθ in terms of the unitary implementation
of α.
Proposition 2.7.2. Let α be an action of (M,∆) onN . Fix an n.s.f. weight θ on
N and let N act on the GNS-space of θ. Let U be the unitary implementation
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of α obtained with θ. Let N2 = Jθ(Nα)′Jθ be the basic construction from
Nα ⊂ N . Then
N2 = (N ∪ {(ω⊗ ι)(U) |ω ∈ M∗})′′ .
Proof. Because N2 = Jθ(Nα)′Jθ, we get easily
N′2 = N′ ∩ Jθ{(ω⊗ ι)(U∗) |ω ∈M∗}′Jθ .
But (Jˆ ⊗ Jθ)U∗(Jˆ ⊗ Jθ) = U , so that we have
N′2 = N′ ∩ {(ω⊗ ι)(U) |ω ∈M∗}′ .
Because U is a corepresentation the σ -strong∗ closure of {(ω⊗ ι)(U) |ω ∈
M∗} is self-adjoint and then the result follows. 
Now, we prove the following result.
Theorem 2.7.3. Let α be an action of (M,∆) on N . Fix an n.s.f. weight θ on
N and let N act on the GNS-space of θ. Let U be the unitary implementation
of α obtained with θ. Let N2 = Jθ(Nα)′Jθ be the basic construction from
Nα ⊂ N . Then the following statements are equivalent:
• there exists a normal and surjective ∗-homomorphism ρ : M αLN → N2
satisfying
ρ(α(x)) = x for all x ∈ N and
ρ
(
(ω⊗ ι)(W)⊗ 1) = (ω⊗ ι)(U∗) for allω ∈ M∗ ;
• the action α is integrable.
Proof of the first implication. We first suppose that the first statement is
valid. Because Kerρ is a σ -strong∗ closed, two-sided ideal of M αLN , we
can take a central projection P ∈ M αLN such that Kerρ = (M αLN)(1−P).
Let ρP be the restriction of ρ to (M αLN)P . Then ρP is a ∗-isomorphism
onto N2. When η is an n.s.f. weight on M αLN , we have σ
η
t (P) = P for all
t ∈ R, because P is central. So, the restriction ηP of η to (M αLN)P is an
n.s.f. weight and σηPt is the restriction of σ
η
t to (M αLN)P for all t ∈ R.
For every n.s.f. weight µ on N , we define the n.s.f. weight µˇ on N2 by µˇ =
(µ˜)P ◦ρ−1P . Here, µ˜ denotes, as before, the dual weight on M αLN . For every
x ∈ N , we have
σµˇt (x) = ρP
(
σ(µ˜)Pt (ρ
−1
P (x))
) = ρP (σ(µ˜)Pt (α(x)P)) = ρP(σµ˜t (α(x))P)
= ρP
(
α(σµt (x))P
) = σµt (x) .
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When µ and ν are both n.s.f. weights on N , we have
[Dµˇ : Dνˇ]t = ρP([D(µ˜)P : D(ν˜)P]t) = ρP([Dµ˜ : Dν˜]tP)
= ρP(α([Dµ : Dν]t)P) = [Dµ : Dν]t ,
for all t ∈ R. So, by Section 12.7 of [103], there exists a unique n.s.f. opera-
tor valued weight T2 from N2 to N such that µˇ = µ ◦T2 for all n.s.f. weights
µ on N . So, µ ◦T2 ◦ρP = (µ˜)P for all n.s.f. weights µ on N .
When ν is an n.s.f. weight on either Nα or N , we denote again by ν′ the n.s.f.
weight on either JθNαJθ = N′2 or JθNJθ = N′, given by ν′(x) = ν(JθxJθ)
for all positive x in either N′2 or N′. By Section 12.11 in [103], there exists a
unique n.s.f. operator valued weight T1 from N to Nα such that
d(µ ◦T2)
dν′
= dµ
d
(
(ν ◦T1)′
) , (2.7.1)
for all n.s.f. weights µ on N and ν on Nα.
Choose now an n.s.f. weight θ0 on Nα. Put θ1 = θ0 ◦T1 and θ2 = θ1 ◦T2.
When we change the weight θ which was chosen on N in the beginning of
the story, the tower Nα ⊂ N ⊂ N2 will be transformed into a unitarily equiv-
alent tower. The unitary implementing this transformation is the unique
unitary intertwining the two standard representations of N . This unitary
also intertwines the two implementations of α by Proposition 2.6.1. Hence,
also ρ can be transformed and so, we may suppose that θ = θ1.
From Equation (2.7.1), it follows that
dθ2
dθ′0
= dθ1
dθ′1
.
So, we also have
dθ′0
dθ2
= dθ
′
1
dθ1
. But
dθ′1
dθ1
= ∇−1θ because K is the GNS-space
of θ = θ1. To compute dθ
′
0
dθ2
, we need a GNS-construction for the weight θ2.
But θ2 ◦ρP = θ ◦T2 ◦ρP = (θ˜)P . So, we put L = P(H ⊗ K) and, as before, we
denote by (H ⊗ K, ι, Λ˜) the GNS-construction for θ˜. For every x ∈ Nθ2 , we
define Λθ2(x) = Λ˜(ρ−1P (x)). Then Λθ2(x) ∈ L and it is easy to check that
(L, ρ−1P ,Λθ2) is a GNS-construction for θ2. Also observe that, for all a ∈Nϕˆ
and x ∈Nθ , we have ρ(a⊗ 1)x ∈Nθ2 and
Λθ2(ρ(a⊗ 1)x) = P(Λˆ(a)⊗Λθ(x)) .
Now, choose z ∈ Tθ. Then
+∞ > θ(z∗z) = 〈ωΛθ(σθ−i/2(z)),∇−1θ 〉 = 〈ωΛθ(σθ−i/2(z)),
dθ′0
dθ2
〉
= 〈θ′0,Θθ2(Λθ(σθ−i/2(z)))〉 . (2.7.2)
2.7 Subfactors and inclusions of von Neumann algebras 195
Choose now a family (ξi)i∈I of vectors in K such that
θ′0(z) =
∑
i∈I
ωξi(z) ,
for all z ∈ (JθNαJθ)+. Fix i ∈ I. Then
〈ωξi,Θθ2(Λθ(σθ−i/2(z)))〉 < +∞
and so, ξi ∈ D
(
Rθ2
(Λθ(σθ−i/2(z)))∗). Further,
〈ωξi,Θθ2(Λθ(σθ−i/2(z)))〉 = ‖Rθ2(Λθ(σθ−i/2(z)))∗ξi‖2 . (2.7.3)
We will compute the final expression. For this, we choose ω ∈ I and x ∈
Nθ . Recall that the subset I ⊂M∗ was introduced above. Observe that
Rθ2
(Λθ(σθ−i/2(z)))∗ξi ∈ L .
So, we have
〈Rθ2(Λθ(σθ−i/2(z)))∗ξi, Λˆ((ω⊗ ι)(W))⊗Λθ(x)〉
= 〈Rθ2(Λθ(σθ−i/2(z)))∗ξi, P(Λˆ((ω⊗ ι)(W))⊗Λθ(x))〉
= 〈Rθ2(Λθ(σθ−i/2(z)))∗ξi,Λθ2(ρ((ω⊗ ι)(W)⊗ 1)x)〉
= 〈ξi, Rθ2
(Λθ(σθ−i/2(z)))Λθ2((ω⊗ ι)(U∗)x)〉
= 〈ξi, (ω⊗ ι)(U∗)xΛθ(σθ−i/2(z))〉
= 〈ξi, (ω⊗ ι)(U∗)Jθz∗JθΛθ(x)〉
= ω¯((ι⊗ωξi,Λθ(x))((1⊗ JθzJθ)U)) .
By continuity, we get
〈Rθ2(Λθ(σθ−i/2(z)))∗ξi, Λˆ((ω⊗ ι)(W))⊗η〉 = ω¯((ι⊗ωξi,η)((1⊗JθzJθ)U)) ,
for allω ∈ I , η ∈ K and z ∈ Tθ . From Proposition 1.11.26, it follows that
(ι⊗ωξi,η)
(
(1⊗ JθzJθ)U
) ∈Nϕ
and
Λ((ι⊗ωξi,η)((1⊗ JθzJθ)U)) = (1⊗ θ∗η )Rθ2(Λθ(σθ−i/2(z)))∗ξi ,
for all η ∈ K and z ∈ Tθ . Fix an orthonormal basis (ej)j∈J for K. Then, we
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may conclude that
‖Rθ2(Λθ(σθ−i/2(z)))∗ξi‖2 = ∑
j∈J
‖(1⊗ θ∗ej )Rθ2
(Λθ(σθ−i/2(z)))∗ξi‖2
=
∑
j∈J
ϕ
(
(ι⊗ωξi,ej )((1⊗ JθzJθ)U)∗(ι⊗ωξi,ej )((1⊗ JθzJθ)U)
)
= ϕ((ι⊗ωξi)(U∗(1⊗ Jθz∗zJθ)U))
= ϕ(Jˆ(ι⊗ωJθξi)α(z∗z)Jˆ)
= ψ((ι⊗ωJθξi)α(z∗z))
= 〈ωJθξi , (ψ⊗ ι)α(z∗z)〉 .
Combining this with Equation (2.7.3), we get
〈ωξi,Θθ2(Λθ(σθ−i/2(z)))〉 = 〈ωJθξi , (ψ⊗ ι)α(z∗z)〉 ,
for all z ∈ Tθ and i ∈ I. Summing over i, we get
〈θ′0,Θθ2(Λθ(σθ−i/2(z)))〉 = 〈θ0, (ψ⊗ ι)α(z∗z)〉 ,
for all z ∈ Tθ . Using Equation (2.7.2), we get
θ(z∗z) = 〈θ0, (ψ⊗ ι)α(z∗z)〉 ,
for all z ∈ Tθ . Hence, the normal faithful weight θ0 ◦ (ψ⊗ ι)α is semi-finite.
From Section 11.7 in [103], it follows that (ψ ⊗ ι)α is semi-finite. So, α is
integrable.
Proof of the second implication. The second implication can be proved along
the same lines as in the case of an Abelian group action; see [87]. So,
suppose that α is integrable. Choose an n.s.f. weight θ0 on Nα and put
θ = θ0 ◦ (ψ ⊗ ι)α. Then θ is an n.s.f. weight on N . Represent N on the
GNS-space K of θ such that (K, ι,Λθ) is a GNS-construction for θ. Choose a
family of vectors (ξi)i∈I in K such that
θ0(x) =
∑
i∈I
ωξi(x) for all x ∈ (Nα)+ .
Define L = ⊕i∈I H ⊗ K and let π be the I-fold direct sum of the identical
representation ι of M αLN on H ⊗ K. Recall that, for any operator valued
weight T , we define NT as the left ideal of elements x for which T(x∗x)
is bounded. Also recall that we introduced the canonical GNS-construction
(H, ι, Γ ) for ψ above. When z ∈Nψ⊗ι, we define (Γ ⊗ ι)(z) ∈ B(K,H ⊗K) by
(Γ⊗ι)(z)Λθ(x) = (Γ⊗Λθ)(z(1⊗x)) for all x ∈Nθ, where Γ⊗Λθ denotes the
canonical GNS-map ofψ⊗θ. One can easily check that (Γ⊗ι)(z)∗(Γ⊗ι)(z) =
(ψ ⊗ ι)(z∗z). For this, see e.g. Theorem 10.6 in [35]. Put T = (ψ⊗ ι)α. For
all x ∈NT ∩Nθ , we define
VΛθ(x) =⊕
i∈I
(Γ ⊗ ι)α(x)ξi .
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Observe that V is well-defined:∑
i∈I
‖(Γ ⊗ ι)α(x)ξi‖2 =∑
i∈I
ωξi
(
(ψ⊗ ι)α(x∗x))
= 〈θ0, (ψ⊗ ι)α(x∗x)〉 = θ(x∗x) <∞ .
BecauseNT∩Nθ is a σ -strong∗–norm core forΛθ , we get thatΛθ(NT∩Nθ)
is dense in K. So, V can be extended uniquely to an isometry from K to L.
We now want to prove that the range of V is invariant under π(M αLN).
So, we first choose y ∈ N . Then, for every x ∈NT ∩Nθ , we have
π(α(y))VΛθ(x) =⊕
i∈I
α(y)(Γ ⊗ ι)α(x)ξi
=
⊕
i∈I
(Γ ⊗ ι)α(yx)ξi = VΛθ(yx) = VyΛθ(x) .
Next, we will look at the invariance under π(Mˆ ⊗ C). Analogously as in
Proposition 1.9.13, we have that for every x ∈ Nψ, ξ ∈ D(δ1/2) and η ∈ H ,
the element (ωδ1/2ξ,η ⊗ ι)∆(x) belongs toNψ and
Γ ((ωδ1/2ξ,η ⊗ ι)∆(x)) = (ωξ,η ⊗ ι)(W∗)Γ (x) .
Then it follows easily that, for all z ∈Nψ⊗ι:
x := (ωδ1/2ξ,η ⊗ ι⊗ ι)(∆⊗ ι)(z) ∈Nψ⊗ι and
(Γ ⊗ ι)(x) = ((ωξ,η ⊗ ι)(W∗)⊗ 1)(Γ ⊗ ι)(z) .
So, for all ξ ∈ D(δ1/2), η ∈ H and x ∈NT ∩Nθ :
π
(
(ωξ,η ⊗ ι)(W∗)⊗ 1
)VΛθ(x) =⊕
i∈I
(
(ωξ,η ⊗ ι)(W∗)⊗ 1
)
(Γ ⊗ ι)α(x)ξi
=
⊕
i∈I
(Γ ⊗ ι)((ωδ1/2ξ,η ⊗ ι⊗ ι)(∆⊗ ι)α(x))ξi
=
⊕
i∈I
(Γ ⊗ ι)(α((ωδ1/2ξ,η ⊗ ι)α(x)))ξi
= VΛθ((ωδ1/2ξ,η ⊗ ι)α(x)) = V (ωξ,η ⊗ ι)(U)Λθ(x)
by Propositions 2.4.4 and 2.6.4. So, the range of V is invariant under
π(M αLN). Then we can define a ∗-homomorphism
ρ : M αLN → B(K) : ρ(z) = V∗π(z)V .
By the computations above, we get that ρ(α(x)) = x for all x ∈ N , and also
(ι⊗ρ)(W⊗1) = U∗. Then it follows from Proposition 2.7.2 that ρ(M αLN) =
N2 and so, the theorem is proved. 
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One can also prove the following more general kind of result, where we do
not specify what ρ should be.
Proposition 2.7.4. Let α be an action of (M,∆) on N . Fix an n.s.f. weight θ
on N and let N act on the GNS-space K of θ. Consider the inclusions
C⊗Nα ⊂ α(N) ⊂ M αLN and Nα ⊂ N ⊂ N2 = Jθ(Nα)′Jθ .
Then the following statements are equivalent:
• there exists a surjective ∗-homomorphism ρ from M αLN to N2 such
that ρ is an isomorphism of α(N) onto N and of C⊗Nα onto Nα;
• the action α is cocycle-equivalent with an integrable action β satisfying
Nβ = Nα.
Proof of the first implication. Suppose the first statement is true. Because
N is represented on the GNS-space of θ, there exists a unitary u on K such
that ρ(α(x)) = uxu∗ for all x ∈ N and uJθ = Jθu. Define ρ˜ from M αLN
to B(K) by ρ˜(z) = u∗ρ(z)u for all z ∈ M αLN . Then ρ˜(α(x)) = x for all
x ∈ N . Further,
u∗Nαu = u∗ρ(C⊗Nα)u = u∗ρ(α(Nα))u = Nα .
Because uJθ = Jθu, we get u∗N2u = N2, which leads to ρ˜(M αLN) = N2.
So, we may suppose from the beginning that ρ(α(x)) = x for all x ∈ N .
Define the unitary X ∈ M ⊗ B(K) by
X = (Jˆ ⊗ Jθ)(ι⊗ ρ)(W ⊗ 1)(Jˆ ⊗ Jθ) .
Put V = XU∗. Clearly, V ∈ M ⊗ B(K) and
(Jˆ ⊗ Jθ)V (Jˆ ⊗ Jθ) = (ι⊗ ρ)(W ⊗ 1)U .
For every x ∈ N , we have
(ι⊗ ρ)(W ⊗ 1)U(1⊗ x) = (ι⊗ ρ)(W ⊗ 1)α(x)U
= (ι⊗ ρ)((W ⊗ 1)(ι⊗α)α(x))U
= (ι⊗ ρ)((1⊗ α(x))(W ⊗ 1))U
= (1⊗ x)(ι⊗ ρ)(W ⊗ 1)U .
So, we get (ι ⊗ ρ)(W ⊗ 1)U ∈ M ⊗ N′ and hence, V ∈ M ⊗ N . In the next
computation, we denote again by Lθ the ∗-anti-automorphism of B(K) given
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by Lθ(x) = Jθx∗Jθ for all x ∈ B(K). Then we have
(∆⊗ ι)(V ) = (∆⊗ ι)(R ⊗ Lθ)(ι⊗ ρ)(W∗ ⊗ 1) (∆⊗ ι)(U∗)
= (R ⊗ R ⊗ Lθ)(∆op⊗ ρ)(W∗ ⊗ 1) U∗13U∗23
= (R ⊗ R ⊗ Lθ)(ι⊗ ι⊗ ρ)(W∗13W∗23) U∗13U∗23
= ((R ⊗ Lθ)(ι⊗ ρ)(W∗ ⊗ 1))23U∗23 U23((R ⊗ Lθ)(ι⊗ ρ)(W∗ ⊗ 1)U∗)13U∗23
= V23(ι⊗α)(V ) .
So, V is a α-cocycle. Define the action β of (M,∆) on N given by β(x) =
Vα(x)V∗ for all x ∈ N . Then β(x) = X(1 ⊗ x)X∗ for all x ∈ N . Because
the σ -strong∗ closure of {(ω ⊗ ι)(X) | ω ∈ M∗} equals Jθρ(Mˆ ⊗ C)Jθ , we
get that Nβ = Jθρ(M αLN)′Jθ = Nα.
To conclude the proof of the first implication, we have to show that β is in-
tegrable. For this, we will use the previous theorem. From Proposition 2.6.2,
it follows that the unitary implementation Uβ of β is given by
Uβ = V U (Jˆ ⊗ Jθ)V∗(Jˆ ⊗ Jθ) = V (ι⊗ ρ)(W∗ ⊗ 1) .
From the proof of Proposition 2.6.2, we also get that z → V∗zV gives an
isomorphism from M βLN onto M αLN . So, we can define
ρ˜ : M βLN → N2 : ρ˜(z) = ρ(V∗zV ) .
Then ρ˜ is a surjective ∗-homomorphism onto N2 = Jθ(Nα)′Jθ = Jθ(Nβ)′Jθ
and clearly, ρ˜(β(x)) = x for all x ∈ N . Because V is an α-cocycle, we get
(1⊗V∗)(W∗ ⊗ 1)(1⊗V ) = (ι⊗α)(V )(W∗ ⊗ 1) .
From this, it follows that
(ι⊗ρ˜)(W∗⊗1) = (ι⊗ρ)((1⊗V∗)(W∗⊗1)(1⊗V )) = V (ι⊗ρ)(W∗⊗1) = Uβ .
By the previous theorem, we get that β is integrable.
Proof of the second implication. Conversely, suppose that the second state-
ment is valid and take such an action β. Let V be an α-cocycle such that
β(x) = Vα(x)V∗ for all x ∈ N . It follows from the proof of Proposi-
tion 2.6.2 that Φ : M αLN → M βLN : Φ(z) = VzV∗
is an isomorphism and Φ(α(x)) = β(x) for all x ∈ N . By the previous
theorem, we can find a surjective ∗-homomorphism ρ˜ from M βLN onto
Jθ(Nβ)′Jθ satisfying ρ˜(β(x)) = x for all x ∈ N . Putting ρ = ρ˜ ◦Φ and
observing that Nα = Nβ, we get the first statement. 
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We do not know an example of a non-integrable action α which is cocycle-
equivalent with an integrable action β satisfying Nα = Nβ, but it seems to
be natural that this kind of actions will exist. We will now specify a case in
which it can not exist. This should be compared with the example of a finite
group acting outerly on a factor as described above.
Definition 2.7.5. An action α of a locally compact quantum group (M,∆)
on N is called outer when
M αLN ∩α(N)′ = C .
Corollary 2.7.6. Let α be an outer action of (M,∆) on N . Choose again
an n.s.f. weight θ on N and represent N on the GNS-space of θ. Let N2 =
Jθ(Nα)′Jθ be the basic construction. Then the inclusions
C⊗Nα ⊂ α(N) ⊂ M αLN and Nα ⊂ N ⊂ N2
are isomorphic if and only if α is integrable.
Proof. When α is integrable, one can use Theorem 2.7.3 and then observe
that the ∗-homomorphism ρ is faithful because M αLN is a factor.
Next, suppose that the inclusions stated above are isomorphic. By Propo-
sition 2.7.4 there exists an integrable action β which is cocycle equivalent
with α and satisfies Nβ = Nα. Let V ∈ M ⊗ N be an α-cocycle such that
β(x) = Vα(x)V∗ for all x ∈ N . Then for all x ∈ Nα = Nβ, we have
1⊗ x = β(x) = Vα(x)V∗ = V (1⊗ x)V∗ .
Hence, we get V ∈ M ⊗ (N∩ (Nα)′). From our assumption and the fact that
α is outer, it follows that N2 ∩N′ = C. But then also
(Nα)′ ∩N = Jθ(N2 ∩N′)Jθ = C .
So, we can take u ∈ M such that V = u ⊗ 1. Because V is an α-cocycle,
we get that ∆(u) = u ⊗ u. By the uniqueness of right invariant weights on
(M,∆), there exists a number λ > 0 such thatψ(u∗au) = λψ(a) for all a ∈
M+. Then we get that, for all x ∈ N+, we have (ψ⊗ ι)α(x) = λ(ψ ⊗ ι)β(x).
Because β is integrable, it follows that α is integrable. 
There exist outer actions which are not integrable: see 2.8.3. Combining the
previous result with Theorem 2.7.1, we get that all actions coming out of
M. Enock and R. Nest’s construction are integrable.
Next, we turn towards the notion of a regular operator valued weight. Sup-
pose α is an integrable action of (M,∆) on N and suppose that the ∗-
homomorphism ρ given by Theorem 2.7.3 is faithful. This will of course
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be the case whenever M αLN is a factor, but also when α is a dual action
or a semi-dual action. The latter follows from Proposition 2.7.12. Then we
can prove that the operator valued weight (ψ⊗ ι)α from N to Nα is regular.
More precisely, we will do the following. By our assumption, the basic con-
struction Nα ⊂ N ⊂ N2 is isomorphic to C⊗Nα ⊂ α(N) ⊂ M αLN through
the isomorphism ρ. Denote by T1 the operator valued weight (ψ⊗ ι)α from
N to Nα. Then we can construct the operator valued weight T2 from N2
to N by modular theory and the basic construction, as described above.
Through the isomorphism ρ the operator valued weight T2 is transformed
to an operator valued weight from M αLN to α(N). In the next proposition,
we prove that this operator valued weight is equal to the canonical operator
valued weight T = (ϕˆ ⊗ ι⊗ ι)αˆ from M αLN to α(N).
Proposition 2.7.7. Let α be an integrable action of (M,∆) on N . Suppose
that the ∗-homomorphism ρ constructed in Theorem 2.7.3 is faithful. Denote
by T2 and T the operator valued weights defined above. Then ρ ◦T = T2 ◦ρ.
Proof. For clarity, we stress that T1 is the operator valued weight (ψ ⊗ ι)α
from N to Nα, that T2 is obtained out of T1 by modular theory and the basic
construction, and it goes from N2 to N . Finally, T is the canonical operator
valued weight (ϕˆ⊗ ι⊗ ι)αˆ from M αLN to α(N), giving the dual weights by
the formula θ˜ = θ ◦α−1 ◦T for all n.s.f. weights θ on N .
Choose an n.s.f. weight θ0 on Nα. Put θ = θ0 ◦T1 and let θ2 = θ˜ ◦ρ−1.
We will prove that θ2 = θ ◦T2. As in the proof of Theorem 2.7.3, we may
suppose thatN is represented on the GNS-space of θ such that (K, ι,Λθ) is a
GNS-construction for θ. Let (H ⊗K, ι, Λ˜) be the canonical GNS-construction
for θ˜ and put Λθ2 = Λ˜ ◦ρ−1. We now make a kind of converse reasoning
of the proof of Theorem 2.7.3. Denote again by θ′0 the n.s.f. weight on
JθNαJθ = N′2 given by θ′0(x) = θ0(JθxJθ) for all positive x. We claim that,
for all z ∈ Tθ ,
〈ωΛθ(σθ−i/2(z)),
dθ′0
dθ2
〉 = 〈θ0, (ψ⊗ ι)α(z∗z)〉 . (2.7.4)
So, choose z ∈ Tθ. Take a family of vectors (ξi)i∈I in K such that
θ0(x) =
∑
i∈I
〈xJθξi, Jθξi〉
for all x ∈ (Nα)+. Because 〈θ0, (ψ⊗ ι)α(z∗z)〉 = θ(z∗z) <∞, we have
〈ωJθξi , (ψ⊗ ι)α(z∗z)〉 < ∞ ,
for all i ∈ I. Fix i ∈ I. Then we conclude from the previous formula that
ϕ
(
(ι⊗ωξi)(U∗(1⊗ Jθz∗zJθ)U)
)
< ∞ .
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So, when (ej)j∈J is an orthonormal basis for K, we can define the element
η ∈ H ⊗ K by
η :=
∑
j∈J
Λ((ι⊗ωξi,ej )((1⊗ JθzJθ)U))⊗ ej .
It is easy to check that, for all µ ∈ K, we have (ι⊗ωξi,µ)((1⊗JθzJθ)U) ∈Nϕ
and Λ((ι⊗ωξi,µ)((1⊗ JθzJθ)U)) = (1⊗ θ∗µ )η .
Using the notation I ⊂ M∗ introduced above, we get for all ω ∈ I and
x ∈Nθ ,
〈ξi, Rθ2
(Λθ(σθ−i/2(z)))Λθ2((ω⊗ ι)(U∗)x)〉
= 〈ξi, (ω⊗ ι)(U∗)Jθz∗JθΛθ(x)〉
= ω¯((ι⊗ωξi,Λθ(x))((1⊗ JθzJθ)U))
= 〈η, Λˆ((ω⊗ ι)(W))⊗Λθ(x)〉
= 〈η,Λθ2((ω⊗ ι)(U∗)x)〉 .
From this, we get
〈ξi, Rθ2
(Λθ(σθ−i/2(z)))Λθ2(y)〉 = 〈η,Λθ2(y)〉 ,
for all y ∈Nθ2 . Hence, ξi ∈ D
(
Rθ2
(Λθ(σθ−i/2(z)))∗) and
‖Rθ2(Λθ(σθ−i/2(z)))∗ξi‖2 = ‖η‖2 = 〈ωJθξi , (ψ⊗ ι)α(z∗z)〉 .
This means that
〈ωξi,Θθ2(Λθ(σθ−i/2(z)))〉 = 〈ωJθξi , (ψ⊗ ι)α(z∗z)〉 .
Summing over i, we get our claim stated in Equation (2.7.4). But now
〈θ0, (ψ⊗ ι)α(z∗z)〉 = θ(z∗z) = 〈ωΛθ(σθ−i/2(z)),∇−1θ 〉,
and so,
〈ωΛθ(σθ−i/2(z)),∇−1θ 〉 = 〈ωΛθ(σθ−i/2(z)),
dθ′0
dθ2
〉 ,
for all z ∈ Tθ . Next, we claim that dθ
′
0
dθ2
and ∇−1θ commute strongly. Then
we will be able to conclude that
dθ′0
dθ2
= ∇−1θ . But then
dθ2
dθ′0
= ∇θ , and we
will get
d(θ ◦T2)
dθ′0
= dθ
d
(
(θ0 ◦T1)′
) = dθ
dθ′
= ∇θ = dθ2dθ′0
.
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So, we may conclude that θ2 = θ ◦T2. By definition of θ˜, we have θ˜ = θ ◦ρ ◦T
and then θ ◦ρ ◦T = θ˜ = θ2 ◦ρ = θ ◦T2 ◦ρ. By Section 11.13 in [103], we get
that ρ ◦T = T2 ◦ρ.
Thus, we only have to prove our claim and hence, we want to prove that
dθ′0
dθ2
and ∇itθ commute for every t ∈ R. For this, it is sufficient to prove that
Ad∇itθ leaves both JθNαJθ and N2 invariant and
θ′0 ◦ Ad∇itθ = θ′0 and θ2 ◦ Ad∇itθ = θ2 ,
for all t ∈ R. When x ∈ Nα, we have
∇itθ JθxJθ∇−itθ = Jθσθt (x)Jθ = Jθσθ0t (x)Jθ ∈ JθNαJθ .
Then it is immediately clear that θ′0 ◦ Ad∇itθ = θ′0.
Because N2 = (JθNαJθ)′, we have that Ad∇itθ leaves N2 invariant. Recall
that we denoted by (σ˜t) the modular group of θ˜ on M αLN . Then we have,
for all x ∈ N :
∇itθ ρ(α(x))∇−itθ = ∇itθ x∇−itθ = σθt (x) = ρ
(
α(σθt (x))
) = ρ(σ˜t(α(x))) .
(2.7.5)
Finally, by Proposition 2.6.4 and 2.4.4, we have, for allω ∈ B(H)∗:
∇itθ ρ
(
(ω⊗ ι)(W)⊗ 1)∇−itθ = ∇itθ (ω⊗ ι)(U∗)∇−itθ = (QitωQ−it ⊗ ι)(U∗)
= ρ((QitωQ−it ⊗ ι)(W)⊗ 1)
= ρ((Qit ⊗∇itθ )((ω⊗ ι)(W)⊗ 1)(Q−it ⊗∇−itθ )) ,
where we used that W(Qit ⊗Qit) = (Qit ⊗Qit)W . From the proof of Propo-
sition 2.6.4, it follows that ∇˜it = Qit ⊗∇itθ and so, we see that
∇itθ ρ(a⊗ 1)∇−itθ = ρ(σ˜t(a⊗ 1)) ,
for all a ∈ Mˆ and t ∈ R. Combining this with Equation (2.7.5), we get
that ∇itθ ρ(z)∇−itθ = ρ(σ˜t(z)) for all z ∈ M αLN and t ∈ R. Then we get
immediately that θ2 ◦ Ad∇itθ = θ2 for all t ∈ R.
This proves our claim and ends the proof of the proposition. 
Corollary 2.7.8. Under the same assumptions as in Proposition 2.7.7, the
operator valued weight (ψ⊗ ι)α from N to Nα is regular.
Proof. Using the notations introduced above, we will identify the inclusions
Nα ⊂ N ⊂ N2 and C ⊗ Nα ⊂ α(N) ⊂ M αLN . Then we get that T2 =
(ϕˆ ⊗ ι ⊗ ι)αˆ. Now, it is obvious that Mˆ ⊗ C ⊂ M αLN ∩ (C ⊗ Nα)′ and
Nϕˆ ⊗C ⊂NT2 . So, the restriction of T2 to N2 ∩ (Nα)′ is semi-finite.
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Next, observe that α(N) = (M αLN)αˆ. Applying the first part of the proof to
the dual action αˆ, which is integrable and for which the ∗-homomorphism ρ
is faithful by Proposition 2.7.12, we get that the restriction of T3 to N3∩N′1
is semi-finite. 
As a final ingredient for the converse of M. Enock and R. Nest’s theorem,
we look at depth 2 inclusions. The assumption of the following proposition
may seem strange, but one can immediately look at the corollary for a more
clear result.
Proposition 2.7.9. Let α be an action of (M,∆) on N such that C ⊗ Nα ⊂
α(N) ⊂ M αLN is the basic construction. Then the inclusion Nα ⊂ N has
depth 2.
Proof. Choose an n.s.f. weight θ on N and let θ˜ be the dual weight on
M αLN . Represent N on the GNS-space of θ such that (K, ι,Λθ) is a GNS-
construction for θ. Let (H⊗K, ι, Λ˜) be the canonical GNS-construction for θ˜
and denote by J˜ the modular conjugation of θ˜. Then it follows from Defini-
tion 2.5.6 that U = J˜(Jˆ ⊗ Jθ) is the unitary implementation of α. The basic
construction from α(N) ⊂ M αLN is then given by
J˜α(N)′J˜ = J˜U(B(H)⊗N′)U∗J˜ = B(H)⊗N .
To prove that Nα ⊂ N has depth 2, we have to show that
α(N ∩ (Nα)′) ⊂ (M αLN)∩ (C⊗Nα)′ ⊂ B(H)⊗ (N ∩ (Nα)′)
is the basic construction. But it is immediately clear that the restriction of
α to N ∩ (Nα)′ is an action β of (M,∆) on N ∩ (Nα)′. So, by the first part of
the proof, it is sufficient to prove that
M βL(N ∩ (Nα)′) = (M αLN)∩ (C⊗Nα)′ . (2.7.6)
Now, it follows from Theorems 2.4.6 and 2.4.7 that
M βL(N ∩ (Nα)′) = {z ∈ B(H)⊗ (N ∩ (Nα)′) | (ι⊗ β)(z) = V12z13V∗12}
and
M αLN = {z ∈ B(H)⊗N | (ι⊗α)(z) = V12z13V∗12} .
From this, we can immediately deduce Equation (2.7.6), and that concludes
the proof. 
Although the following result is an immediate corollary of the previous one,
we include it for completeness. The first statement is clear and the next two
statements follow from the first, using Proposition 2.7.12 for the last one.
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Corollary 2.7.10. Let α be an action of (M,∆) on N .
• If α is integrable and the ∗-homomorphism in Theorem 2.7.3 is faithful,
then the inclusion Nα ⊂ N has depth 2.
• If α is integrable and M αLN is a factor, then the inclusion Nα ⊂ N has
depth 2.
• The inclusion α(N) ⊂M αLN has depth 2.
We now prove the announced result giving a converse of the theorem of
M. Enock and R. Nest.
Proposition 2.7.11. Let α be an integrable outer action of (M,∆) on N . Then
the operator valued weight (ψ ⊗ ι)α from N to Nα is regular. Further, the
inclusion Nα ⊂ N is irreducible and has depth 2.
Proof. Because M αLN is a factor, the ∗-homomorphism ρ from Theorem
2.7.3 is faithful. Then we apply Corollary 2.7.8 to obtain the regularity of
(ψ ⊗ ι)α and Corollary 2.7.10 to get that Nα ⊂ N has depth 2. It is clear
that Nα ⊂ N is irreducible, because
N ∩ (Nα)′ = Jθ(N2 ∩N′)Jθ = C .

As a complement to Theorem 2.7.3, we prove the following easy result. The
terminology is taken from [83].
Proposition 2.7.12. Let α be an action of (M,∆) on N . Then we call α semi-
dual when there exists a unitary v ∈ B(H)⊗N satisfying (ι⊗α)(v) = v13V∗12.
We have:
• every dual action is semi-dual;
• every semi-dual action is integrable and the ∗-homomorphism ρ from
Theorem 2.7.3 is faithful.
Proof. We first prove the first statement. Denote by αˆ the dual action, which
is an action of (Mˆ, ∆ˆop) on M αLN . Because ϕˆ is the right Haar weight of
(Mˆ, ∆ˆop), the role of V is played by ΣWˆ∗Σ = W . So, we have to find a unitary
v ∈ B(H) ⊗ (M αLN) satisfying (ι ⊗ αˆ)(v) = v13W∗12. Then it is clear that
we can take v = W∗ ⊗ 1 and so, αˆ is semi-dual.
To prove the second part, suppose that v ∈ B(H) ⊗ N is a unitary and
(ι ⊗ α)(v) = v13V∗12. Define the isomorphism Ψ : B(H)⊗N → B(H)⊗N byΨ(z) = vzv∗. Using the notation of Theorem 2.4.6, we get that µ(Ψ(z)) =
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(ι ⊗ Ψ)γ(z) for all z ∈ B(H)⊗N . So, the action µ of (M,∆) on B(H)⊗N is
isomorphic to the action γ, which is integrable because it is isomorphic to
the bidual action αˆˆ. Hence, µ is integrable, and so, α is integrable.
Fix now an n.s.f. weight θ on N and representN on the GNS-space of θ such
that (K, ι,Λθ) is a GNS-construction. Let N2 = Jθ(Nα)′Jθ be the basic con-
struction from Nα ⊂ N and let ρ : M αLN → N2 be the ∗-homomorphism
from Theorem 2.7.3. Then define w = (Jˆ ⊗ Jθ)v(Jˆ ⊗ Jθ) and define
η : N2 → B(H ⊗K) : η(z) = Uw∗(1⊗ z)wU∗ for all z ∈ N2 .
Because w ∈ B(H)⊗N′, we have
η(x) = U(1⊗ x)U∗ = α(x) ,
for all x ∈ N . Further, we have (ι ⊗ α)(v) = v13V∗12 and so, U23v13U∗23 =
v13V∗12. Putting Jˆ ⊗ Jˆ ⊗ Jθ around this equation and using the fact that
V = (Jˆ ⊗ Jˆ)ΣW∗Σ(Jˆ ⊗ Jˆ) (see Proposition 1.13.18), we get
U∗23w13U23 = w13(ΣWΣ)12 .
Flipping the first two legs of this equation and rewriting it, we get
w∗23U
∗
13w23 = W12U∗13 .
From this, it follows that
U23w∗23U
∗
13w23U
∗
23 = U23W12U∗13U∗23 = U23W12(∆⊗ ι)(U∗)
= U23U∗23W12 = W12 .
Then we get, for all ω ∈ M∗:
η
(
(ω⊗ ι)(U∗)) = (ω⊗ ι⊗ ι)(U23w∗23U∗13w23U∗23) = (ω⊗ ι)(W)⊗ 1 .
Hence, we may conclude that η ◦ρ = ι and so, ρ is faithful. 
2.8 Minimal actions and outer actions
In Definition 2.7.5, we already defined the notion of an outer action. In the
literature, one usually encounters the notion of an outer action when deal-
ing with discrete group actions and one encounters the notion of a minimal
action when dealing with compact group actions. In this section, we will
prove how both notions can be linked in a locally compact quantum group
setting. We will also prove a generalization of the main theorem of T. Ya-
manouchi [145]: when working on separable Hilbert spaces, we prove that
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every integrable outer action with infinite fixed point algebra is a dual ac-
tion.
The following definition appears in Definition 4.3 of [47], when dealing with
actions of compact Kac algebras.
Definition 2.8.1. An action α of (M,∆) on N is called minimal when
N ∩ (Nα)′ = C and {(ι⊗ω)α(x) |ω ∈ N∗, x ∈ N}′′ = M .
We will prove the following result.
Proposition 2.8.2. Let α be an action of (M,∆) on N .
• If α is minimal, then α is outer.
• If α is outer and integrable, then α is minimal.
Proof. Let α be minimal. Let z ∈ (M αLN) ∩ α(N)′. Then certainly z ∈
(B(H) ⊗ N) ∩ (C ⊗ Nα)′ and hence, z ∈ B(H) ⊗ C by minimality. We now
claim that, for x ∈ B(H), we have x ⊗ 1 ∈ M αLN if and only if x ∈ Mˆ .
Suppose x ⊗ 1 ∈ M αLN . It is clear that, for every z ∈ M αLN , we have
(ι ⊗ α)(z) = V12z13V∗12. So, we get (x ⊗ 1)V = V(x ⊗ 1). From this, it
follows that x ∈ Mˆ . So, we may conclude that z = x ⊗ 1, where x ∈ Mˆ .
Because z ∈ α(N)′, we get that (x⊗1)α(y) = α(y)(x⊗1) for all y ∈ N . By
minimality, we get x ∈ M ′. But then x ∈ M ′ ∩ Mˆ = C and so, z ∈ C. Hence,
α is outer.
Let now α be outer and integrable. Choose an n.s.f. weight θ on N and
represent N on the GNS-space of θ. Let Jθ denote the modular conjugation
of θ and let N2 = Jθ(Nα)′Jθ be the basic construction from Nα ⊂ N . Let ρ
be the ∗-homomorphism given in Theorem 2.7.3. Then ρ is faithful because
M αLN is a factor. Because ρ is an isomorphism, we get N2 ∩ N′ = C and
so,
N ∩ (Nα)′ = Jθ(N2 ∩N′)Jθ = C .
Next, we claim that
(
α(N) ∪ C ⊗ N′)′′ = M ⊗ B(K). Because, by Theorem
2.4.6, B(H)⊗N = (M αLN ∪M ⊗C)′′, we get
B(H)⊗ (α(N)∪C⊗N′)′′ = ((ι⊗ α)(B(H)⊗N)∪ C⊗ C⊗N′)′′
= ((ι⊗ α)(M αLN)∪M ⊗C⊗N′)′′
= V12
(
(M αLN)13 ∪ V∗(M ⊗C)V ⊗N′
)′′V∗12 .
When J˜ denotes the modular conjugation of the dual weight θ˜, we already
observed in the proof of Proposition 2.7.9 that B(H)⊗N = J˜α(N)′J˜. Then
the outerness of α implies that B(H)⊗N ∩ (M αLN)′ = C and so,(
C⊗N′ ∪M αLN
)′′ = B(H)⊗ B(K) .
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Then we may conclude from the previous computation that
B(H)⊗ (α(N)∪C⊗N′)′′ = V12(B(H)⊗ C⊗ B(K)∪ V∗(M ⊗ C)V ⊗C)′′V∗12
= (V(B(H)⊗C)V∗ ⊗ B(K) ∪M ⊗C⊗C)′′
= (∆(M)⊗ B(K) ∪ (Mˆ ∪M)⊗C⊗C)′′
= B(H)⊗M ⊗ B(K) ,
where we have used that V ∈ Mˆ ′ ⊗M , (Mˆ ∪M)′′ = B(H) and that(∆(M)∪ B(H)⊗ C)′′ = B(H)⊗M .
Then our claim follows and hence, it is clear that
{(ι⊗ω)α(x) |ω ∈ N∗, x ∈ N}′′ = M .
So, α is minimal. 
We will now give an example of an outer action which is not minimal.
Counterexample 2.8.3. There exists an action α of Z on a II1-factor N such
that α is outer and Nα = C. Then α is clearly not minimal, and neither can
C⊗Nα ⊂ α(N) ⊂ M αLN be the basic construction.
Proof. Let G be the free group with a countably infinite number of gener-
ators {an | n ∈ Z}. It is well known that the free group factor N = L(G)
is a II1-factor. Let β be the automorphism of G satisfying β(an) = an+1
for all n ∈ Z. Let α be the automorphism of N satisfying α(λg) = λβ(g)
for all g ∈ G. Define the automorphism group (αn)n∈Z in the usual way by
αn = αn for all n ∈ Z. It is easy to verify that α is a free action and hence,
α is outer; see Definition 1.4.2 and Proposition 1.4.4 in [49]. Further, it is
easy to check that Nα = C. 
We conclude this section with a generalization of the main theorem of T. Ya-
manouchi [145]. It is remarkable that the proof of our result is much easier
than T. Yamanouchi’s proof. In [145], the following result is proved for min-
imal actions of compact Kac algebras, which are automatically integrable
because the Haar weight is finite.
Proposition 2.8.4. Let α be an action of (M,∆) on N . Suppose that both M
and N are σ -finite von Neumann algebras (i.e., with separable preduals). If
the action α is minimal and integrable and if Nα is infinite, then α is a dual
action.
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Proof. Consider the action β of (M,∆) on N˜ = B(H)⊗N ⊗M2(C) given by
β
(
x y
z r
)
=
(
µ(x) µ(y)V˜∗
V˜µ(z) γ(r)
)
,
for x,y, z, r ∈ B(H)⊗N . Here, we used the notations of Theorem 2.4.6:
µ(x) = (σ ⊗ ι)(ι⊗α)(x) , γ(r) = V˜µ(r)V˜∗ and V˜ = ΣV∗Σ⊗ 1 .
We now define
J = {x ∈ B(H)⊗N | (ι⊗ α)(x) = x13V∗12} .
Using matrix notation and referring to Theorem 2.4.6 and 2.4.7, it is then
clear that x ∈ N˜β if and only if x11 ∈ B(H) ⊗ Nα, x22 ∈ M αLN and
x12, x∗21 ∈ J.
Choose an n.s.f. weight θ on N and represent N on the GNS-space of θ such
that (K, ι,Λθ) is a GNS-construction. Then we fix z ∈ N(ψ⊗ι)α and ξ ∈ H
and we claim that the element x ∈ B(H ⊗K) defined by
x := (Γ ⊗ ι)α(z)(θ∗ξ ⊗ 1) ,
belongs to J∗. Here, we used the notation Γ ⊗ ι introduced in the proof of
Theorem 2.7.3. To prove our claim, we observe that for all b ∈Nψ, y ∈Nθ
and η ∈ H , we have
(θ∗Γ(b) ⊗ 1)x(η⊗Λθ(y)) = 〈η, ξ〉(θ∗Γ(b) ⊗ 1)(Γ ⊗Λθ)(α(z)(1 ⊗y))
= 〈η, ξ〉(ψ⊗ ι)((b∗ ⊗ 1)α(z))Λθ(y) .
We can conclude that
(ωη,Γ(b) ⊗ ι)(x) = 〈η, ξ〉(ψ⊗ ι)((b∗ ⊗ 1)α(z)) .
So, x ∈ B(H)⊗N and, for all η ∈ H,b ∈Nψ andω ∈ N∗:
(ωη,Γ(b) ⊗ ι⊗ω)(ι⊗α)(x) = (ι⊗ω)α(〈η, ξ〉(ψ⊗ ι)((b∗ ⊗ 1)α(z)))
= 〈η, ξ〉(ψ⊗ ι)((b∗ ⊗ 1)∆((ι⊗ω)α(z)))
= 〈η, ξ〉(ωΓ((ι⊗ω)α(z)),Γ(b) ⊗ ι)(V) .
Next, we observe that for all y ∈Nψ:
〈〈η, ξ〉Γ ((ι⊗ω)α(z)), Γ (y)〉 = 〈η, ξ〉ω(ψ⊗ ι)((y∗ ⊗ 1)α(z))
=ω((ωη,Γ(y) ⊗ ι)(x)) = 〈(ι⊗ω)(x)η, Γ (y)〉 .
Inserting this in the computation above, we get
(ωη,Γ(b) ⊗ ι⊗ω)(ι⊗α)(x) = (ω(ι⊗ω)(x)η,Γ(b) ⊗ ι)(V)
= (ωη,Γ(b) ⊗ ι⊗ω)(V12x13) .
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Then it follows that x ∈ J∗.
So, we see that J ≠ {0}. Because α is minimal, we also have that α is outer
by Proposition 2.8.2. In particular, M αLN is a factor. Also Nα is a factor.
Because J ≠ {0}, we then get immediately that N˜β is a factor. Because M
is supposed to be σ -finite, the Hilbert space H is separable. So, N˜β is σ -
finite. Denoting by eij the matrix units inM2(C), we see that the projections
1 ⊗ e11 and 1 ⊗ e22 both belong to N˜β. Because C ⊗ Nα ⊂ M αLN , both
projections are infinite. Hence, they are equivalent in the σ -finite factor N˜β.
Take w ∈ N˜β such that w∗w = 1 ⊗ e22 and ww∗ = 1 ⊗ e11. Then there
exists a unitary v ∈ J such that w = v ⊗ e12.
Now, we can consider the isomorphism
Ψ : B(H)⊗N → B(H)⊗N : Ψ(z) = v∗zv .
It is easy to check that (ι ⊗ Ψ)µ(z) = γ(Ψ(z)) for all z ∈ B(H) ⊗ N . So,
the actions µ and γ are isomorphic. Because γ is isomorphic to the bidual
action αˆˆ by Theorem 2.4.6, we get that µ is a dual action. Because Nα is
properly infinite and because H is a separable Hilbert space, we get that the
action α on N is isomorphic to the action µ on B(H) ⊗ N . So, α is a dual
action. 
Chapter 3
Extensions of locally compact
quantum groups and the
bicrossed product
construction
In this chapter, we develop the cocycle bicrossed product construction in
the framework of locally compact quantum groups and establish the con-
nection of this construction with extension theory. In this way, we obtain
new examples of locally compact quantum groups.
This chapter arose in collaboration with L. Vainerman and is an almost lit-
eral version of the paper [115].
3.1 Introduction
The major motivation for this chapter is the fundamental work [52] of
G.I. Kac on extensions of finite groups which are, in modern terms, finite-
dimensional Kac algebras (or Hopf ∗-algebras). Being invented in the early
sixties (see [51] and the introduction to this thesis) in order to explain in
a symmetric way the duality for locally compact groups, Kac algebras gave
historically the first wide class of quantum groups that included besides
usual groups and their duals also non-trivial (i.e., non-commutative and
non-cocommutative) objects [53, 54]. In fact, one of the goals of [52] was to
give a systematic approach to the construction of such objects.
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It is natural to expect that the main ideas of [52] still work in the much more
general framework of locally compact quantum groups. Indeed, generaliz-
ing the classical group extension theory, G.I. Kac explained there that, in
order to construct an extension of finite groups G1 and G2, it is necessary
and sufficient: 1) to define a pair of compatible actions of G1 and G2 on
each other (as on sets) or, equivalently, G1 and G2 must be subgroups of a
certain group G such that G1 ∩ G2 = {e} and any g ∈ G can be written as
g = g1g2 (g1 ∈ G1, g2 ∈ G2); so, G1 and G2 must form a matched pair (this
term was introduced later by W.M. Singer [100] and M. Takeuchi [111]); 2) to
define a pair of compatible 2-cocycles for these actions; so, G1 and G2 must
form a cocycle matched pair. Then an arbitrary extension has the structure
of their cocycle bicrossed product.
This last construction was studied intensively by S. Majid, both in algebraic
and in analytic aspects [71, 72, 73, 74, 75]. In particular, in [71], he defines a
matched pair of Hopf algebras and studies their bicrossed product. Later, in
[73, 75] and in Section 6.3 of [74], he considers cocycle bicrossed products
of Hopf algebras. In [72], S. Majid defines a matched pair of locally compact
groups with continuous mutual actions and constructs the corresponding
bicrossed product Hopf-von Neumann algebra, which is a Kac algebra un-
der some additional assumption (modularity). Later, T. Yamanouchi proved
[146] that one always gets a quasi-Woronowicz algebra. Our analysis, in-
volving measurable and almost everywhere defined actions, shows that in
general this bicrossed product is a locally compact quantum group. S. Majid
also gave very interesting concrete examples of bicrossed products (without
cocycles).
S. Baaj and G. Skandalis defined in [8] a matched pair of Kac systems and
studied their bicrossed product. In particular, they considered matched
pairs of locally compact groups G1 and G2, and to keep themselves in the
framework of regular multiplicative unitaries, they assumed that G1 and
G2 are closed subgroups of a locally compact group G such that the map
(g1, g2) → g1g2 is a homeomorphism of G1 × G2 onto G. In [9], they ex-
tended this notion requiring the above map to be a homeomorphism of
G1 × G2 only onto an open subset of G with complement of measure zero.
We will use the same setting in Subsection 3.6.2 and Section 3.7. In [8, 101],
S. Baaj and G. Skandalis gave important concrete examples of bicrossed
products.
We also want to mention the algebraic papers [2, 3, 11, 12, 46, 78, 98, 100,
111] on extensions of Hopf algebras and especially [79], where A. Masuoka
established interesting connections with extensions of Lie bialgebras. All
this, as well as the recent paper [86], served as a motivation for our work
aiming at the construction of new examples of locally compact quantum
groups. We explain now the structure of our work.
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In Section 3.2, we establish notations and briefly summarize the main defi-
nitions and results of the theory of locally compact quantum groups in the
von Neumann algebraic setting.
Section 3.3 is to some extent preparatory, although we believe its results
are of independent interest. Here, we define and study cocycle actions of
locally compact quantum groups on von Neumann algebras generalizing
twisted group actions [81, 16, 85] and ordinary (without cocycles) locally
compact quantum group actions studied in Chapter 2. We construct the
von Neumann cocycle crossed product algebra which is an operator alge-
bra version of the Hopf algebraic cocycle crossed product (see Chapter 7 in
[80]). We perform the dual weight construction and obtain a canonical uni-
tary implementation for these cocycle actions. Finally, we explain relations
between cocycle crossed products and cleft extensions of von Neumann al-
gebras, which is also motivated by the Hopf algebraic results of Chapter 7
in [80]. Some facts concerning operator spaces [13, 14, 15, 29] are needed
for this discussion.
Section 3.4 starts with the most general (and inevitably quite complicated)
definition of a cocycle matched pair of locally compact quantum groups.
Then we construct the corresponding cocycle bicrossed product (which is
an operator algebra version of the Hopf algebraic construction described in
Section 6.3 of [74]), we show that it is a locally compact quantum group and
compute its invariant weights, fundamental unitary and the dual locally
compact quantum group. Finally, we investigate when the above cocycle
bicrossed product is compact and discrete.
In Section 3.5, the notions of extensions and cleft extensions of locally com-
pact quantum groups are introduced and a one-to-one correspondence be-
tween cleft extensions and cocycle bicrossed products is established. We
also define isomorphic extensions and give necessary and sufficient condi-
tions for two cleft extensions to be isomorphic. These results are similar to
Hopf algebraic results obtained in [3].
Section 3.6 is devoted to the study of the special, but the most important,
case when the cocycle matched pair is formed by usual locally compact
groups. When both groups are discrete, we extend the result obtained by
G.I. Kac [52] for finite groups and show that every extension is cleft and
so, has a cocycle bicrossed product structure. Then, for a matched pair of
locally compact groups, we describe the corresponding bicrossed product
and compute all the ingredients of this locally compact quantum group. The
same formulas were given by S. Baaj and G. Skandalis [9] in the absence of
cocycles. We also characterize the Kac algebra case and here we extend The-
orem 2.12 of [72]. Finally, we introduce the group of extensions related to a
matched pair of locally compact groups and discuss relations with cocycles
in the sense of S. Baaj and G. Skandalis.
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Discussing examples of matched pairs of locally compact groups and cor-
responding extensions in Section 3.7, we start with a brief survey of known
examples distinguishing the cases when all extensions are or are not Kac
algebras. Then we discuss the relation between locally compact quantum
groups obtained from matched pairs of Lie groups and the corresponding
infinitesimal objects: Hopf algebras and Lie bialgebras. Next, in Subsec-
tion 3.7.3, we discuss an example which was already presented by S. Baaj
and G. Skandalis in a talk in Oberwolfach [101], but we include it here be-
cause it seems worthwhile to compute explicitly the associated infinitesi-
mal Hopf algebra and to show how this example is a deformation of the
(ax + b)-group. Finally, we construct a new example of a matched pair of
Lie groups and compute the corresponding extension getting in this way a
new example of a locally compact quantum group. The description of this
example was announced in our paper [117]. In Subsection 3.7.5, we present,
up to our knowledge, the first series of extensions with non-trivial cocycles
which are not Kac algebras. For this, we compute explicitly a family of cor-
responding 2-cocycles.
3.2 Preliminaries
We denote by ⊗ the tensor product of Hilbert spaces (respectively, von Neu-
mann algebras) and by Σ (respectively, σ ) the flip map on it. We also use
the leg-numbering notation. For example, if H,K and L are Hilbert spaces
and X ∈ B(H ⊗ L), we denote by X13 (respectively, X12, X23) the operator
(1⊗Σ∗)(X⊗1)(1⊗Σ) (respectively, X⊗1, 1⊗X) defined on H⊗K⊗L. If now
H = H1 ⊗H2 is itself a tensor product of two Hilbert spaces, then we some-
times switch from the leg-numbering notation with respect to H ⊗ K ⊗ L to
the one with respect to the finer tensor product H1⊗H2⊗K⊗L, for example,
from X13 to X124. There is no confusion here, because the number of legs
changes.
We denote the σ -strong∗ closure of a subset A of a von Neumann algebra
N by A−σ -strong
∗
. We also use the notation 〈X〉 to denote the linear span
of a subset X of some linear space.
We use [103] as a general reference to the modular theory of normal semi-
finite faithful (n.s.f.) weights on von Neumann algebras. If θ is a weight on
a von Neumann algebra N , we use the notations
M+θ = {x ∈ N+ | θ(x) < +∞}, Nθ = {x ∈ N | x∗x ∈M+θ}
and we putMθ = 〈M+θ 〉.
If N0 is a von Neumann subalgebra of N and if T is an operator valued
weight from N to N0 (see Section 11.5 in [103]), we denote by NT the set
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of elements x ∈ N such that T(x∗x) is a bounded operator. Recall that if
T is an n.s.f. operator valued weight and θ0 is an n.s.f. weight on N0, then
θ := θ0 ◦T defines an n.s.f. weight on N . The modular automorphism group
of θ0 is the restriction of the modular automorphism group of θ to the von
Neumann algebra N0; see Section 11.9 in [103].
If θ is an n.s.f. weight on a von Neumann algebra N and if (Hθ,πθ,Λθ) is a
GNS-construction for θ, we recall that the GNS-map Λθ is σ -strong∗– norm
closed. This expression means that the map Λθ is closed for the σ -strong∗
topology on N and the norm topology onHθ . We denote byTθ the Tomita ∗-
algebra, consisting of elements x ∈ N analytic with respect to the modular
group σθ of θ and such that σθz (x) ∈Nθ ∩N∗θ for all z ∈ C.
In this chapter, we use systematically locally compact quantum groups
in the von Neumann algebraic setting (see Section 1.14), including special
types of morphisms in the definition of extensions in Section 3.5. However,
it should be mentioned that a comprehensive definition of morphisms and
then of a category of locally compact quantum groups can be done only
in the universal C∗-algebraic setting [57]; this was known already for Kac
algebras (see Chapter 5 of [32]).
Recall Definition 1.14.1: a pair (M,∆) is called a (von Neumann algebraic)
locally compact quantum group when
• M is a von Neumann algebra and ∆ :M → M⊗M is a normal and unital
∗-homomorphism satisfying the coassociativity relation : (∆ ⊗ ι)∆ =
(ι⊗∆)∆;
• there exist n.s.f. weights ϕ and ψ on M such that
– ϕ is left invariant in the sense that ϕ
(
(ω⊗ ι)∆(x)) =ϕ(x)ω(1)
for all x ∈M+ϕ andω ∈ M+∗ ,
– ψ is right invariant in the sense thatψ
(
(ι⊗ω)∆(x)) = ψ(x)ω(1)
for all x ∈M+ψ andω ∈M+∗ .
We want to stress once again that the theory of von Neumann algebraic
quantum groups runs parallel with the theory of C∗-algebraic quantum
groups, as we have seen in Section 1.14. All results proven on the C∗-
algebraic level in Sections 1.2 – 1.13 have their obvious von Neumann alge-
braic counterparts, and we will use them without explicitly mentioning the
passage to the von Neumann algebraic level.
From Theorem 1.10.1, we know that left invariant weights on (M,∆) are
unique up to a positive scalar and, of course, the same holds for right in-
variant weights.
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Fix a left invariant n.s.f. weight ϕ on (M,∆) and represent M on the GNS-
space of ϕ such that (H, ι,Λ) is a GNS-construction for ϕ. Then we can
define a unitary W on H ⊗H by
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) for all a,b ∈Nϕ .
Here, Λ ⊗ Λ denotes the canonical GNS-map for the tensor product weight
ϕ ⊗ϕ. One proves that W satisfies the pentagonal equation: W12W13W23 =
W23W12. We say that W is a multiplicative unitary. The comultiplication can
be given in terms of W by the formula ∆(x) = W∗(1 ⊗ x)W for all x ∈ M .
Also the von Neumann algebra M can be written in terms of W as
M = {(ι⊗ω)(W) |ω ∈ B(H)∗}−σ -strong
∗
.
Next, the locally compact quantum group (M,∆) has an antipode S, which is
the unique σ -strong∗ closed linear map from M to M satisfying
(ι ⊗ω)(W) ∈ D(S) for all ω ∈ B(H)∗, S(ι ⊗ω)(W) = (ι ⊗ω)(W∗) and
such that the elements (ι ⊗ω)(W) form a σ -strong∗ core for S. S has a
polar decomposition S = Rτ−i/2, where R is an anti-automorphism of M
and (τt) is a strongly continuous one-parameter group of automorphisms
of M . We call R the unitary antipode and (τt) the scaling group of (M,∆).
From Corollary 1.4.18, we know that σ(R ⊗ R)∆ = ∆R. So, ϕR is a right
invariant weight on (M,∆) and we take ψ :=ϕR. Denote by (σt) the modu-
lar automorphism group of ϕ. From Theorem 1.8.1, we get the existence of
a number ν > 0, called the scaling constant, such that ψσt = ν−t ψ for all
t ∈ R. Hence, we get the existence of a unique positive, self-adjoint operator
δM affiliated with M , such that σt(δM) = νt δM for all t ∈ R and ψ = ϕδM ;
see Definition 1.9.1. Formally, this means that ψ(x) = ϕ(δ1/2M xδ1/2M ), and
for a precise definition of ϕδM , we refer to Proposition 4.5.2. The opera-
tor δM is called the modular element of (M,∆). If δM = 1, we call (M,∆)
unimodular.
We use the notation ∆op to denote the opposite comultiplication defined by∆op := σ∆.
From Notation 1.9.12, we get the canonical GNS-construction (H, ι, Γ ) for
the n.s.f. weight ψ, formally given by Γ (x) = Λ(xδ1/2M ). Then we can define
another multiplicative unitary V by
V(Γ (a)⊗ Γ (b)) = (Γ ⊗ Γ )(∆(a)(1⊗ b)) for all a,b ∈Nψ .
The comultiplication can be expressed by ∆(x) = V(x⊗1)V∗ for all x ∈ M .
The dual locally compact quantum group (Mˆ, ∆ˆ) is defined in Definitions
1.11.1 and 1.14.6. Its von Neumann algebra Mˆ is
Mˆ = {(ω⊗ ι)(W) |ω ∈ B(H)∗}−σ -strong
∗
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and the comultiplication is given by ∆ˆ(x) = ΣW(x⊗1)W∗Σ for all x ∈ Mˆ . If
we turn the predualM∗ into a Banach algebra with productωµ = (ω⊗µ)∆
and define
λ : M∗ → Mˆ : λ(ω) = (ω⊗ ι)(W),
then λ is a homomorphism and λ(M∗) is a σ -strong∗ dense subalgebra
of Mˆ . To construct explicitly a left invariant n.s.f. weight ϕˆ with GNS-
construction (H, ι, Λˆ), first introduce the space
I = {ω ∈M∗ | there exists a vector ξ(ω) ∈ H such that
ω(x∗) = 〈ξ(ω),Λ(x)〉 for all x ∈Nϕ} .
If ω ∈ I , then such a vector ξ(ω) clearly is uniquely determined. Next, it
follows from Theorem 1.11.13 that there exists a unique n.s.f. weight ϕˆ on
Mˆ with GNS-construction (H, ι, Λˆ) such that λ(I) is a σ -strong∗– norm core
for Λˆ and Λˆ(λ(ω)) = ξ(ω) for allω ∈ I .
From Theorem 1.11.14, we get that the weight ϕˆ is left invariant, and the
associated multiplicative unitary is denoted by Wˆ . From Proposition 1.13.1,
it follows that Wˆ = ΣW∗Σ.
Since (Mˆ, ∆ˆ) is again a locally compact quantum group, we can introduce
the antipode Sˆ, the unitary antipode Rˆ and the scaling group (τˆt) exactly as
we did it for (M,∆). Also, we can again construct the dual of (Mˆ, ∆ˆ), starting
from the left invariant weight ϕˆ with GNS-construction (H, ι, Λˆ). From The-
orem 1.12.1, we get that the bidual locally compact quantum group (Mˆ, ∆ˆ)
is isomorphic to (M,∆). Also, defining Iˆ and ξˆ similarly to the definition of
I and ξ, it follows from Proposition 1.12.2 that, for all ω ∈ Iˆ :
Λ((ι⊗ω)(W∗)) = ξˆ(ω) .
We denote by (σˆt) the modular automorphism groups of the weight ϕˆ. The
modular conjugations of the weights ϕ and ϕˆ will be denoted by J and Jˆ,
respectively. Then it is worthwhile to mention that
R(x) = Jˆx∗Jˆ for all x ∈ M and Rˆ(y) = Jy∗J for all y ∈ Mˆ .
From Proposition 1.13.18, we know that
V = (Jˆ ⊗ Jˆ)ΣW∗Σ(Jˆ ⊗ Jˆ)
and in particular, V ∈ Mˆ ′ ⊗M .
We mention the following important special cases of locally compact quan-
tum groups:
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a) If (τt) is trivial and the modular element δM is affiliated with the center of
M , (M,∆) becomes a Kac algebra [32]. We explain this in more detail. From
[32], we know that (M,∆) is a Kac algebra if and only if (τt) is trivial and
σt R = Rσ−t for all t ∈ R. Now, denote by (σ ′t ) the modular automorphism
group of ψ. Because ψ = ϕR, we get that σ ′t R = Rσ−t for all t ∈ R. Hence,
(M,∆) is a Kac algebra if and only if (τt) is trivial and σ ′ = σ . From the
remark after Proposition 4.5.2, we know that σ ′t (x) = δitMσt(x)δ−itM for all
x ∈ M and t ∈ R. Hence, σ ′ = σ if and only if δM is affiliated with the
center of M .
In particular, (M,∆) is a Kac algebra if M is commutative. Then (M,∆) is
generated by a usual locally compact group G : M = L∞(G), (∆f )(g,h) =
f (gh), (Sf )(g) = f (g−1), ϕ(f ) = ∫ f (g) dg, where f ∈ L∞(G), g,h ∈ G
and we integrate with respect to the left Haar measure dg on G. The right
invariant weight ψ is given by ψ(f) = ∫ f (g−1) dg. The modular element
δM is given by the strictly positive function g → δG(g)−1, where δG denotes
the modular function of the locally compact group G.
The von Neumann algebra M acts on H = L2(G) by multiplication and
(Wξ)(g,h) = ξ(g,g−1h) ,
for all ξ ∈ H⊗H = L2(G×G). Then Mˆ = L(G) is the group von Neumann al-
gebra generated by the operators (λg)g∈G of the left regular representation
of G and ∆ˆ(λg) = λg ⊗ λg . Clearly, ∆ˆop := σ ∆ˆ = ∆ˆ; so, ∆ˆ is cocommutative.
b) A locally compact quantum group is called compact if its Haar measure is
finite: ϕ(1) < +∞, which is equivalent to the fact that the norm closure of
{(ι⊗ω)(W)|ω ∈ B(H)∗} is a unital C∗-algebra. A locally compact quantum
group (M,∆) is called discrete if (Mˆ, ∆ˆ) is compact.
Sometimes, we refer to Hopf algebra theory, and then we use the Sweedler
notation for ∆: ∆(a) =∑a(1) ⊗ a(2) .
3.3 Cocycle crossed products and dual weight con-
struction
3.3.1 Cocycle actions, crossed products and the dual action
Definition 3.3.1. We call a pair (α,U) a cocycle action of a locally compact
quantum group (M,∆) on a von Neumann algebra N if
α : N → M ⊗N
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is a normal, injective and unital ∗-homomorphism,
U ∈ M ⊗M ⊗N
is a unitary, and if α and U satisfy
(ι⊗α)α(x) = U (∆⊗ ι)α(x)U∗ for all x ∈ N ,
(ι⊗ ι⊗α)(U) (∆⊗ ι⊗ ι)(U) = (1⊗U) (ι⊗∆⊗ ι)(U) .
We consider some special cases. First, let (α,u) be a twisted action of a
(separable) locally compact group G on a (σ -finite) von Neumann algebra N .
This means that G → AutN : s → αs and u : G×G → N are Borel maps, such
that u takes values in the set of unitaries of N and
αs αt = Adu(s, t) αst ,
αr (u(s, t)) u(r , st) = u(r , s) u(rs, t) ,
nearly everywhere. PuttingM = L∞(G), one can identifyM⊗N and L∞(G,N).
Hence, one can define α : N → L∞(G)⊗N by (α(x))(s) = αs−1(x) for x ∈ N
and s ∈ G. We also identify M ⊗ M ⊗ N with L∞(G × G,N) and define
U ∈ L∞(G) ⊗ L∞(G) ⊗N by U(s, t) = u(t−1, s−1). Then (α,U) is a cocycle
action of the commutative locally compact quantum group (L∞(G),∆G) on
N .
Secondly, if U = 1, we obtain the definition of an ordinary action α of
(M,∆) on N ; see Definition 2.3.1.
Thirdly, we explain the link with Hopf algebra theory (see Definition 4.1.1
and Lemma 7.1.2 in [80]). Let (H,∆, S, ε) be a Hopf algebra and let A be a
unital algebra equipped with a linear map H ⊗ A → A : h ⊗ a → h · a such
that
h · (ab) =
∑
(h(1) · a) (h(2) · b) and h · 1 = ε(h)1
and equipped with a convolution invertible linear map σ : H ⊗H → A such
that
h · (k · a) =
∑
σ(h(1), k(1))
(
(h(2)k(2)) · a
)
σ−1(h(3), k(3)) ,∑(
h(1) · σ(k(1),m(1))
)
σ(h(2), k(2)m(2)) =
∑
σ(h(1), k(1)) σ(h(2)k(2),m) .
Here, the convolution invertibility of σ means that there exists a linear map
σ−1 from H ⊗H to A such that∑
σ(h(1), k(1)) σ−1(h(2), k(2)) = ε(h)ε(k)1
=
∑
σ−1(h(1), k(1)) σ(h(2), k(2)) .
If now H is finite-dimensional, the linear dual Hˆ becomes a Hopf algebra by
defining (ωµ)(h) = ∑ω(h(1))µ(h(2)) and ∑ω(1)(h)ω(2)(k) = ω(kh) for
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all ω,µ ∈ Hˆ and h,k ∈ H . Observe that we use the opposite comultiplica-
tion on Hˆ . Identifying Hˆ ⊗ A with the space of linear maps from H to A,
one defines α : A→ Hˆ ⊗A by α(a)(h) = h ·a. Then α is a unital homomor-
phism. Further, identifying Hˆ ⊗ Hˆ ⊗ A with the space of linear maps from
H ⊗ H to A, we define U ∈ Hˆ ⊗ Hˆ ⊗ A by U(h, k) = σ(k,h). Then U is
invertible and
(ι⊗ α)α(a) = U (∆⊗ ι)α(a)U−1 ,
(ι⊗ ι⊗α)(U) (∆⊗ ι⊗ ι)(U) = (1⊗U) (ι⊗∆⊗ ι)(U) .
In this setting without involution, it is natural to replaceU∗ byU−1; so, the
Hopf algebraic definition of a cocycle action agrees with our definition.
We now start with the operator algebraic theory of cocycle actions and their
crossed products.
Notation 3.3.2. If (α,U) is a cocycle action of (M,∆) on a von Neumann
algebra N , we introduce the notation
W˜ = (W ⊗ 1)U∗
and then, W˜ is a unitary in M ⊗ B(H)⊗N .
Definition 3.3.3. Given a cocycle action (α,U) of a locally compact quan-
tum group (M,∆) on a von Neumann algebra N , the cocycle crossed product
M α,ULN is the von Neumann subalgebra of B(H)⊗N generated by
α(N) and {(ω⊗ ι⊗ ι)(W˜ ) |ω ∈M∗} .
As in the case of ordinary actions (Proposition 2.4.2), we can define a dual
action αˆ of (Mˆ, ∆ˆop) on M α,ULN with trivial cocycle.
Proposition 3.3.4. There exists a unique action αˆ of (Mˆ, ∆ˆop) on M α,ULN
such that
αˆ(α(x)) = 1⊗α(x) for all x ∈ N ,
(ι⊗ αˆ)(W˜ ) = W12W˜134 .
Moreover, denoting by V˜ the unitary (J ⊗ J)ΣWΣ(J ⊗ J), we have
αˆ(z) = (V˜ ⊗ 1)(1⊗ z)(V˜∗ ⊗ 1) for all z ∈ M α,ULN.
Proof. Observe that V˜ ∈ Mˆ⊗M ′ and V˜ (1⊗x)V˜∗ = ∆ˆop(x) for all x ∈ Mˆ . So,
one gets for every x ∈ N :
(V˜ ⊗ 1)(1⊗α(x))(V˜∗ ⊗ 1) = 1⊗α(x) .
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Next, we have
V˜23W˜134V˜∗23 = V˜23W13U∗134V˜∗23 = V˜23W13V˜∗23 U∗134
= (ι⊗ ∆ˆop)(W)123 U∗134 = W12W13U∗134 = W12W˜134 .
So, it is clear that we can define a normal, unital and injective ∗-homomor-
phism
αˆ : M α,ULN → Mˆ ⊗ (M α,ULN)
by αˆ(z) = (V˜ ⊗ 1)(1⊗ z)(V˜∗ ⊗ 1) for all z ∈ M α,ULN , and then αˆ satisfies
αˆ(α(x)) = 1⊗α(x) for x ∈ N and (ι⊗ αˆ)(W˜ ) = W12W˜134. It is obvious that
(ι⊗ αˆ)αˆ(α(x)) = (∆ˆop⊗ ι)αˆ(α(x)) ,
for all x ∈ N . Further, we have
(ι⊗ ι⊗ αˆ)(ι⊗ αˆ)(W˜) = (ι⊗ ι⊗ αˆ)(W12W˜134)
= W12W13W˜145 = (ι⊗ ∆ˆop)(W)123W˜145
= (ι⊗ ∆ˆop⊗ ι)(W12W˜134) = (ι⊗ ∆ˆop⊗ ι)(ι⊗ αˆ)(W˜) .
Both statements together give (ι ⊗ αˆ)αˆ(z) = (∆ˆop ⊗ ι)αˆ(z) for all z ∈
M α,ULN . Hence, αˆ is indeed an action of (Mˆ, ∆ˆop) on the von Neumann
algebra M α,ULN . The uniqueness statement is obvious. 
We also get another formula for αˆ. SinceM α,ULN ⊂ B(H)⊗N , the following
proposition makes sense.
Proposition 3.3.5. For all z ∈M α,ULN , we have
αˆ(z) = W˜ (ι⊗α)(z)W˜∗ .
Proof. By definition, (ι⊗ α)α(x) = W˜∗(1⊗α(x))W˜ and so,
W˜ (ι⊗α)α(x)W˜∗ = 1⊗α(x) = αˆ(α(x)) .
Next, we have
W˜234(ι⊗ι⊗α)(W˜)W˜∗234 = W˜234W12(ι⊗ ι⊗α)(U∗)W˜∗234
= W˜234W12 (∆⊗ ι⊗ ι)(U)(ι⊗∆⊗ ι)(U∗)(1⊗U∗) W˜∗234
= W23W12W∗23U∗134 = W12W13U∗134
= W12W˜134 = (ι⊗ αˆ)(W˜) .
Both computations together give the formula stated in the proposition. 
The following result will be needed in Section 3.7.
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Proposition 3.3.6. Let x ∈ N . Then α(x) commutes with all the elements
{(ω⊗ ι⊗ ι)(W˜ ) |ω ∈ B(H)∗} if and only if α(x) = 1⊗ x.
Proof. Since (ι ⊗ α)α(x) = W˜∗(1 ⊗ α(x))W˜ , α(x) commutes with the ele-
ments {(ω⊗ ι⊗ ι)(W˜ ) | ω ∈ B(H)∗} if and only if (ι⊗ α)α(x) = 1⊗ α(x).
Since ι⊗ α is faithful, this equality is valid if and only if α(x) = 1⊗ x. 
3.3.2 Stabilization of cocycle actions
Definition 3.3.7. A cocycle action (α,U) of (M,∆) on a von Neumann alge-
bra N is said to be stabilizable with a unitary X ∈ M ⊗N if
(1⊗X)(ι⊗ α)(X) = (∆⊗ ι)(X)U∗ .
Proposition 3.3.8. Let (α,U) be a cocycle action of (M,∆) on N which is
stabilizable with a unitary X ∈M ⊗N . Then the formulas
β : N → M ⊗N : β(x) = Xα(x)X∗ and Φ : z → X∗zX
define, respectively, an action of (M,∆) on N and a ∗-isomorphism from
M βLN onto M α,ULN satisfying
αˆΦ = (ι⊗ Φ)βˆ .
Proof. Define β as above. Then one has, for all x ∈ N :
(ι⊗ β)β(x) = (1⊗X)(ι⊗α)(X) (ι⊗ α)α(x) (ι⊗α)(X∗)(1⊗ X∗)
= (∆⊗ ι)(X)U∗ U(∆⊗ ι)α(x)U∗ U(∆⊗ ι)(X∗) = (∆⊗ ι)β(x) .
Hence, β is an action of (M,∆) on N . Considering Φ as an isomorphism of
B(H)⊗N , we clearly have Φ(β(x)) = α(x) for all x ∈ N and
(ι⊗ Φ)(W ⊗ 1) = (1⊗ X∗)(W ⊗ 1)(1⊗ X) = (W ⊗ 1)(∆⊗ ι)(X∗)(1⊗X)
= (W ⊗ 1)U∗(ι⊗α)(X∗) = W˜ (ι⊗α)(X∗) .
So, Φ(M βLN) ⊂ M α,ULN . Similarly, one proves the converse inclusion.
Hence, Φ is an isomorphism of M βLN onto M α,ULN .
Recalling the definition of the dual actions αˆ and βˆ and the unitary V˜ im-
plementing them, we only have to observe that 1⊗X and V˜ ⊗1 commute to
get the formula (ι⊗ Φ)βˆ = αˆΦ. 
The next proposition shows that many cocycle actions are stabilizable.
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Proposition 3.3.9. Let (α,U) be a cocycle action of (M,∆) on N . Then
(α ⊗ ι,U ⊗ 1) is a cocycle action of (M,∆) on N ⊗ B(H) which is stabiliz-
able with the unitary
X = V∗31U∗312 .
Proof. It is easy to check that X ∈ M ⊗ N ⊗ B(H). Next, we have to prove
that
(1⊗X)(ι⊗α⊗ ι)(X) = (∆⊗ ι⊗ ι)(X)(U∗ ⊗ 1) .
So, we have to prove that
X341(ι⊗ ι⊗α)(X231) = (ι⊗∆⊗ ι)(X231)U∗234 .
Starting the computation on the left-hand side, we get
X341(ι⊗ ι⊗α)(X231) = V∗13U∗134 V∗12(ι⊗ ι⊗α)(U∗)
= V∗13U∗134 V∗12 (∆⊗ ι⊗ ι)(U)(ι⊗∆⊗ ι)(U∗)U∗234
= V∗13U∗134 U134V∗12 (ι⊗∆⊗ ι)(U∗)U∗234
= (ι⊗∆)(V∗)123(ι⊗∆⊗ ι)(U∗)U∗234
= (ι⊗∆⊗ ι)(X231)U∗234 .
This computation proves our result. 
Now we give a definition of the fixed point algebra of a cocycle action.
Definition 3.3.10. Let (α,U) be a cocycle action of (M,∆) on N . Then
Nα = {x ∈ N | α(x) = 1⊗ x}
is called the fixed point algebra of (α,U). It is clear that Nα is a von Neu-
mann subalgebra of N .
Theorem 3.3.11. Let (α,U) be a cocycle action of a locally compact quantum
group (M,∆) on a von Neumann algebra N and let αˆ be the dual action of
(Mˆ, ∆ˆop) on the cocycle crossed product M α,ULN . Then,
1. (M α,ULN)αˆ = α(N) ,
2. (M α,ULN ∪M ′ ⊗ C)′′ = B(H)⊗N ,
3. M α,ULN = 〈(ω⊗ ι⊗ ι)(W˜)α(x) | x ∈ N,ω ∈M∗〉−σ -strong∗ .
Proof. First, let (α,U) be stabilizable with a unitary X. Using the action β
and the isomorphism Φ of Proposition 3.3.8, we get the first two statements,
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because they are valid for ordinary actions; see Theorems 2.4.6 and 2.4.7.
Recalling that (ι⊗ Φ)(W ⊗ 1) = W˜ (ι⊗α)(X∗) and using that
M βLN = 〈
(
(ω⊗ ι)(W)⊗ 1) β(x) | x ∈ N,ω ∈ M∗〉−σ -strong∗ ,
we get
M α,ULN = 〈(ω⊗ ι⊗ ι)
(
W˜ (ι⊗α)(X∗)) α(x) | x ∈ N,ω ∈ M∗〉−σ -strong∗ .
Now, we define the following linear subspace of M α,ULN :
O := 〈(ω⊗ ι⊗ ι)(W˜ )α(x) | x ∈ N,ω ∈ M∗〉−σ -strong
∗
.
Choose ξ, η ∈ H , x ∈ N and an orthonormal basis (ei)i∈I for H . Then we
have, with σ -strong∗ convergence:
(ωξ,η⊗ι⊗ι)(W˜(ι⊗α)(X∗))α(x) =
∑
i∈I
(ωei,η⊗ι⊗ι)(W˜)α
(
(ωξ,ei⊗ι)(X∗)x
)
,
and this belongs to O. So, M α,ULN ⊂ O and hence, O = M α,ULN . This
proves the result for stabilizable actions. From Proposition 3.3.9, the gen-
eral result now follows. 
3.3.3 The dual weight construction
Theorem 3.3.11 shows that α(N) is the fixed point algebra of the dual ac-
tion αˆ of (Mˆ, ∆ˆop) on M α,ULN ; so, the formula T := (ϕˆ ⊗ ι ⊗ ι)αˆ defines a
normal faithful operator valued weight from M α,ULN to α(N); see Propo-
sition 2.3.3. To define then the dual weight θ˜ for a given weight θ on N by
the formula θ˜ = θ ◦α−1 ◦T , we have to prove first that T is semi-finite.
Lemma 3.3.12. We still write T := (ϕˆ ⊗ ι⊗ ι)αˆ. For everyω ∈ I and x ∈ N ,
we have
(ω⊗ ι⊗ ι)(W˜ )α(x) ∈NT
and
T
(
α(x∗)(ω⊗ ι⊗ ι)(W˜)∗(ω⊗ ι⊗ ι)(W˜ )α(x)) = ‖ξ(ω)‖2α(x∗x) .
Proof. Let N act on K. Choose ω ∈ I , x ∈ N , a vector ξ ∈ H ⊗ K and an
orthonormal basis (ei)i∈I for H ⊗K. Define
z := α(x∗)(ω⊗ ι⊗ ι)(W˜ )∗(ω⊗ ι⊗ ι)(W˜ )α(x) .
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Then we get
(ι⊗ωξ,ξ)αˆ(z)
= (ι⊗ωα(x)ξ,α(x)ξ)
(
(ω⊗ ι⊗ ι⊗ ι)(W12W˜134)∗(ω⊗ ι⊗ ι⊗ ι)(W12W˜134)
)
=
∑
i∈I
(
(ι⊗ωα(x)ξ,ei)(W˜ )ω⊗ ι
)
(W)∗
(
(ι⊗ωα(x)ξ,ei)(W˜ )ω⊗ ι
)
(W) .
Because ϕˆ is normal, we get
ϕˆ(ι⊗ωξ,ξ)αˆ(z) =
∑
i∈I
∥∥ξ((ι⊗ωα(x)ξ,ei)(W˜ )ω)∥∥2
=
∑
i∈I
‖(ι⊗ωα(x)ξ,ei)(W˜ )ξ(ω)‖2
= ‖ξ(ω)⊗α(x)ξ‖2 = ‖ξ(ω)‖2ωξ,ξ(α(x∗x)) .
This final computation proves the lemma. 
Combining this lemma with Theorem 3.3.11, one gets that the operator val-
ued weight T is semi-finite. So, one can use the theory of operator valued
weights [103] to give the following definition.
Definition 3.3.13. Let (α,U) be a cocycle action of (M,∆) on N . Given an
n.s.f. weight θ on N , we can define the dual n.s.f. weight θ˜ on M α,ULN by
the formula
θ˜ = θ ◦α−1 ◦ (ϕˆ ⊗ ι⊗ ι)αˆ .
Fix an n.s.f. weight θ on N with GNS-construction (K,πθ,Λθ). Let θ˜ be
the dual weight of θ. Lemma 3.3.12 implies by polarization the following
formula for θ˜ on a dense subset of M α,ULN .
Corollary 3.3.14. For all ω,µ ∈ I and x,y ∈ Nθ , (ω ⊗ ι ⊗ ι)(W˜ )α(x) and
(µ ⊗ ι⊗ ι)(W˜ )α(y) belong toNθ˜ and
θ˜
(
α(y∗)(µ⊗ι⊗ι)(W˜ )∗(ω⊗ι⊗ι)(W˜ )α(x)) = 〈ξ(ω)⊗Λθ(x), ξ(µ)⊗Λθ(y)〉.
In order to apply the dual weight θ˜ further in this chapter, we need a con-
crete GNS-construction for it. The corollary above suggests to define a GNS-
map Λ˜ for θ˜ by the formula
Λ˜((ω⊗ ι⊗ ι)(W˜ )α(x)) = ξ(ω)⊗Λθ(x) .
To do this, it is not enough to know that the elements (ω ⊗ ι⊗ ι)(W˜ )α(x)
span a dense set of M α,ULN , we also need to prove that they form a core
for a GNS-map for θ˜.
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Proposition 3.3.15. Let (α,U) be a cocycle action of (M,∆) on N and let θ
be an n.s.f. weight on N with GNS-construction (K,πθ,Λθ). Then there exists
a unique GNS-construction (H⊗K, ι⊗πθ, Λ˜) for the dual weight θ˜ satisfying
1. 〈(ωη,Λ(b) ⊗ ι ⊗ ι)(W˜ )α(x) | η ∈ H,b ∈ Tϕ,x ∈ Nθ〉 is a σ -strong∗–
norm core for Λ˜;
2. Λ˜((ω⊗ ι⊗ ι)(W˜)α(x)) = ξ(ω)⊗Λθ(x) for all ω ∈ I and x ∈Nθ .
Proof. Let N act on K by πθ . Hence, we may assume that πθ = ι. Suppose
first that (α,U) is stabilizable with the unitaryX. Then we can construct the
action β and the isomorphism Φ as in Proposition 3.3.8. Because (ι⊗Φ)βˆ =
αˆΦ, we get immediately that θ˜Φ = θ˜β, where θ˜β is the dual weight of θ
on M βLN . Let (H ⊗ K, ι, Λ˜β) be the canonical GNS-construction for θ˜β as
defined in Definition 2.5.4. For z ∈Nθ˜ , we define
Λ˜(z) = X∗Λ˜β(Φ−1(z)).
Then (H ⊗ K, ι, Λ˜) is a GNS-construction for θ˜. The isomorphism Φ and
Propositions 2.5.10 and 1.11.25 give that
〈(ωη,Λ(b) ⊗ ι⊗ ι)(W˜(ι⊗α)(X∗)) α(x) | η ∈ H,b ∈ Tϕ,x ∈Nθ〉
is a σ -strong∗– norm core for Λ˜ and
Λ˜((ω⊗ ι⊗ ι)(W˜ (ι⊗α)(X∗)) α(x)) = X∗(ξ(ω)⊗Λθ(x)) , (3.3.1)
for all ω ∈ I and x ∈ Nθ . By Corollary 3.3.14, we can define a unique
isometry V : H ⊗K → H ⊗ K such that
V (ξ(ω)⊗Λθ(x)) = Λ˜((ω⊗ ι⊗ ι)(W˜ )α(x)) ,
for allω ∈ I and x ∈Nθ . Later, we will show that V = 1 to get the second
statement of the proposition. Define
D0 := 〈(ωη,Λ(b) ⊗ ι⊗ ι)(W˜)α(x) | η ∈ H,b ∈ Tϕ,x ∈Nθ〉
and let D be the domain of the σ -strong∗– norm closure of the restriction
of Λ˜ to D0. Choose η ∈ H , b ∈ Tϕ, x ∈ Nθ and an orthonormal basis
(ei)i∈I in H . Define
z := (ωη,Λ(b) ⊗ ι⊗ ι)(W˜ (ι⊗α)(X∗)) α(x)
and, for every finite subset I0 ⊂ I,
zI0 :=
∑
i∈I0
(ωei,Λ(b) ⊗ ι⊗ ι)(W˜ ) α((ωη,ei ⊗ ι)(X∗)x) .
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Then, every zI0 belongs to D0 and from Proposition 1.11.25, we get
Λ˜(zI0) = V(∑
i∈I0
ξ(ωei,Λ(b))⊗ (ωη,ei ⊗ ι)(X∗)Λθ(x))
= V
(∑
i∈I0
Jσi/2(b)Jei ⊗ (ωη,ei ⊗ ι)(X∗)Λθ(x)) .
So, we observe that
(Λ˜(zI0))I0⊂I converges in norm to
V (Jσi/2(b)J ⊗ 1) X∗ (η⊗Λθ(x)) = V X∗ (Jσi/2(b)Jη⊗Λθ(x))
= V X∗ (ξ(ωη,Λ(b))⊗Λθ(x)) .
Further, (zI0)I0⊂I converges in the σ -strong∗ topology to z. So, we may
conclude that z ∈ D and
Λ˜(z) = V X∗ (ξ(ωη,Λ(b))⊗Λθ(x)) .
In the beginning of the proof, we saw that the elements z span a σ -strong∗–
norm core for Λ˜. So, D0 is a σ -strong∗– norm core for Λ˜ and we get, by
Equation (3.3.1), Λ˜(z) = X∗(ξ(ωη,Λ(b))⊗Λθ(x)) .
So, V = 1. Hence, we have also proved the second statement of the propo-
sition for stabilizable cocycle actions.
Consider now the general case. Choose an n.s.f. trace Tr on B(H). Then
θ ⊗ Tr is an n.s.f. weight on N ⊗ B(H), and (α ⊗ ι,U⊗ 1) is a stabilizable
cocycle action of (M,∆) on N ⊗ B(H). Writing β := α⊗ ι, it is clear that
M β,U⊗1L
(
N ⊗ B(H)) = (M α,ULN)⊗ B(H)
and βˆ = αˆ ⊗ ι. Then it is clear that the dual weight of θ ⊗ Tr equals the
tensor product weight θ˜ ⊗ Tr.
Choose now a GNS-construction (L,πTr,ΛTr) for Tr and let (K ⊗ L, ι ⊗ πTr,Λθ ⊗ΛTr) be the canonical GNS-construction for the tensor product weight
θ⊗Tr. By the previous part of the proof, we construct then a GNS-construc-
tion (H ⊗K ⊗ L, ι⊗ ι⊗πTr, Λ˜1) for the dual weight θ˜ ⊗ Tr, such that
1. Λ˜1((ω ⊗ ι ⊗ ι)(W˜)α(x) ⊗ y) = ξ(ω)⊗ Λθ(x) ⊗ ΛTr(y) for all ω ∈ I ,
x ∈Nθ and y ∈NTr;
2. 〈(ωη,Λ(b) ⊗ ι⊗ ι)(W˜ )α(x)⊗ y | η ∈ H,b ∈ Tϕ,x ∈Nθ,y ∈NTr〉 is a
σ -strong∗– norm core for Λ˜1.
To deduce the second statement above from the first part of the proof, ob-
serve that the elements x⊗y with x ∈Nθ and y ∈NTr span a σ -strong∗–
norm core for Λθ ⊗ΛTr.
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Choose now an arbitrary GNS-construction (K2, π, Λ˜2) for the weight θ˜. The
lemma following this proposition shows that
〈(ωη,Λ(b) ⊗ ι⊗ ι)(W˜)α(x) | η ∈ H,b ∈ Tϕ,x ∈Nθ〉
is a σ -strong∗– norm core for Λ˜2. By Corollary 3.3.14, there is a unique
isometry V : H ⊗K → K2 such that
V (ξ(ω)⊗Λθ(x)) = Λ˜2((ω⊗ ι⊗ ι)(W˜ )α(x)) ,
for all ω ∈ I and x ∈ Nθ. Because the elements (ω ⊗ ι ⊗ ι)(W˜ )α(x)
span a core for Λ˜2, V is unitary and we can define a new GNS-construction
(H ⊗ K,ρ, Λ˜) for θ˜ by ρ(z) = V∗π(z)V and Λ˜(z) = V∗Λ˜2(z). Of course,
the elements (ωη,Λ(b) ⊗ ι⊗ ι)(W˜)α(x) still span a core of Λ˜ and
Λ˜((ω⊗ ι⊗ ι)(W˜ )α(x)) = ξ(ω)⊗Λθ(x) ,
for all ω ∈ I and x ∈ Nθ. Let (H ⊗ K ⊗ L,ρ ⊗ πTr, Λ˜ ⊗ ΛTr) be the tensor
product GNS-construction for the weight θ˜⊗Tr. Then Λ˜⊗ΛTr and Λ˜1 agree
on a core for both Λ˜⊗ΛTr and Λ˜1. Hence, Λ˜⊗ΛTr = Λ˜1, from where ρ⊗πTr =
ι⊗ ι⊗πTr. Then we finally get ρ = ι, which concludes the proof. 
Now, we still have to prove the following lemma.
Lemma 3.3.16. Let N1 and N2 be von Neumann algebras and let ϕi be an
n.s.f. weight on Ni (i = 1,2). Suppose that (K1, π1,Λ1) is a GNS-construction
forϕ1 and that (K,π,Λ) is a GNS-construction for the tensor product weight
ϕ1 ⊗ϕ2. Suppose further that D is a linear subspace of Nϕ1 such that the
algebraic tensor product D	Nϕ2 is a σ -strong∗– norm core for Λ. Then D
is a σ -strong∗– norm core for Λ1.
Proof. Choose a GNS-construction (K2, π2,Λ2) for ϕ2. Because all GNS-con-
structions for ϕ1 ⊗ϕ2 are isomorphic, we may assume that
(K,π,Λ) = (K1 ⊗ K2, π1 ⊗π2,Λ1 ⊗Λ2) .
Choose now a ∈ Nϕ1 . Fix an element b ∈ Nϕ2 , b ≠ 0 and fix elements
c,d ∈ Tϕ2 such that ϕ2(d∗bc) = 1. Choose a net (xα)α in D	Nϕ2 such
that
xα → a⊗ b σ -strong∗ and (Λ1 ⊗Λ2)(xα)→ Λ1(a)⊗Λ2(b) in norm .
Then,
(
(ι ⊗ ωΛ2(c),Λ2(d))(xα))α will be a net in D which converges in the
σ -strong∗ topology to a. Further, it is easy to verify that
Λ1((ι⊗ωΛ2(c),Λ2(d))(xα)) = (1⊗ θ∗Λ2(dσ 2i (c)∗))(Λ1 ⊗Λ2)(xα)
3.3 Cocycle crossed products and dual weight construction 229
and this converges in norm to
(1⊗ θ∗Λ2(dσ 2i (c)∗))(Λ1(a)⊗Λ2(b)) = Λ1(a) .
So, indeed,D is a σ -strong∗– norm core for Λ1. 
Terminology 3.3.17. If (α,U) is a cocycle action of (M,∆) on N and θ is
an n.s.f. weight on N with GNS-construction (K,πθ,Λθ), then the GNS-con-
struction (H⊗K, ι⊗πθ, Λ˜) for θ˜ obtained in Proposition 3.3.15 is called the
canonical GNS-construction for θ˜.
3.3.4 The unitary implementation of a cocycle action and the
biduality theorem
The results of this subsection follow from Propositions 3.3.8 and 3.3.9 and
from similar results for ordinary actions proved in Chapter 2. So, we omit
their proofs.
Definition 3.3.18. Let (α,U) be a cocycle action of (M,∆) on N and let θ be
an n.s.f. weight on N with GNS-construction (K,πθ,Λθ). Let (H⊗K, ι⊗πθ, Λ˜)
be the canonical GNS-construction for the dual weight θ˜. Denote by Jθ and
J˜ the modular conjugations of θ and θ˜ in these GNS-constructions. Then
Uα = J˜(Jˆ ⊗ Jθ)
is called the unitary implementation of (α,U) obtained by θ.
To justify this terminology, we state the following proposition.
Proposition 3.3.19. With the notation of the previous definition, we have
1. (ι⊗πθ)α(x) = Uα(1⊗πθ(x))U∗α for all x ∈ N ;
2. Uα ∈M ⊗ B(K) ;
3. (∆⊗ ι)(Uα)
= (ι⊗ ι⊗πθ)(U∗) Uα23Uα13 (Jˆ⊗ Jˆ⊗Jθ)(ι⊗ ι⊗πθ)(U213)(Jˆ⊗ Jˆ⊗Jθ) ;
4. (Jˆ ⊗ Jθ)Uα = U∗α (Jˆ ⊗ Jθ) .
In fact, the unitary implementation Uα of (α,U) does not depend on the
choice of the weight θ on N . If θ and θ′ are both n.s.f. weights on N with
GNS-constructions (K,πθ,Λθ) and (K′, π ′θ,Λ′θ) and if u is the unitary from
K onto K′ intertwining πθ and π ′θ and mapping the positive cone of K onto
the one of K′, then
U ′α = (1⊗u)Uα(1⊗u∗) .
Finally, we state the biduality theorem.
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Proposition 3.3.20. Let (α,U) be a cocycle action of (M,∆) on N . Then the
formula Φ : z → W˜(ι⊗α)(z)W˜∗
defines a ∗-isomorphism of B(H)⊗N onto Mˆ αˆL(M α,ULN) satisfying
Φ(z) = αˆ(z) for all z ∈ M α,ULN ,Φ(x ⊗ 1) = x ⊗ 1⊗ 1 for all x ∈ M ′ .
Defining
µ : B(H)⊗N → M ⊗ B(H)⊗N : µ(z) = (ΣV∗ ⊗ 1)U∗(ι⊗α)(z)U(VΣ⊗ 1) ,
we have (J ⊗ Φ)µ = αˆˆΦ, where J(x) = JJˆxJˆJ for all x ∈ M .
We mention that, up to the flip map between B(H) ⊗ N and N ⊗ B(H), the
action µ precisely agrees with the stabilized action of (M,∆) on N ⊗ B(H)
given by combining Propositions 3.3.8 and 3.3.9. Combining the previous
proposition with the formula
αˆ(M α,ULN) =
(
Mˆ αˆL (M α,ULN)
)αˆˆ ,
we get the following corollary.
Corollary 3.3.21. Let (α,U) be a cocycle action of (M,∆) on N . Then we
have
M α,ULN = {z ∈ B(H)⊗N | (V∗ ⊗ 1)U∗(ι⊗α)(z)U(V ⊗ 1) = z13} .
3.3.5 Cocycle crossed products and cleft extensions of von
Neumann algebras
Here, we answer the following question. Let (M,∆) be a locally compact
quantum group and let θ : N → Mˆ ⊗N be an action of (Mˆ, ∆ˆop) on the von
Neumann algebra N . When does N have the structure of a cocycle bicrossed
product such that θ agrees with the dual action?
Proposition 3.3.22. Let N be a von Neumann algebra and let (M,∆) be a
locally compact quantum group. Suppose that θ : N → Mˆ ⊗N is an action of
(Mˆ, ∆ˆop) on N . Then the following assertions are equivalent:
1. there exists a cocycle action (α,U) of (M,∆) on Nθ such that
(N, θ)  (M α,ULNθ, αˆ) ;
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2. there exists a unitary X ∈ M ⊗N such that
(ι⊗ θ)(X) = W12X13 .
If the second condition is satisfied, the formulas
α(z) = X∗(1⊗ z)X for all z ∈ Nθ and U = X∗23X∗13(∆⊗ ι)(X)
define a cocycle action (α,U) of (M,∆) on Nθ. The formula
π : N → M α,ULNθ : π(z) = X∗θ(z)X
defines a ∗-isomorphism satisfying
(ι⊗π)(X) = W12U∗, π(x) = α(x) for all x ∈ Nθ and αˆπ = (ι⊗π)θ .
Proof. We first suppose that the second statement is true and take such a
unitary X. Define
α : Nθ → M ⊗N : α(z) = X∗(1⊗ z)X .
Then we get, for all z ∈ Nθ :
(ι⊗ θ)α(z) = (ι⊗ θ)(X∗)(1⊗ θ(z))(ι⊗ θ)(X)
= X∗13W∗12(1⊗ 1⊗ z)W12X13 = α(z)13 .
So, α(Nθ) ⊂ M ⊗Nθ. Next, we define the unitary U in M ⊗M ⊗N by
U := X∗23X∗13(∆⊗ ι)(X) ,
from where
(ι⊗ ι⊗ θ)(U) = (ι⊗ θ)(X∗)234 (ι⊗ θ)(X∗)134 (∆⊗ θ)(X)
= X∗24W∗23 X∗14W∗13 (∆⊗ ι⊗ ι)(W12X13)
= X∗24X∗14(∆⊗ ι)(X)124 = U124 .
Hence, U ∈ M ⊗M ⊗Nθ . To show that (α,U) is a cocycle action of (M,∆)
on Nθ, we compute for all z ∈ Nθ:
(∆⊗ ι)α(z) = (∆⊗ ι)(X∗)(1⊗ 1⊗ z)(∆⊗ ι)(X)
= U∗X∗23X∗13(1⊗ 1⊗ z)X13X23U =U∗ (ι⊗α)α(z)U .
Further, we have
(ι⊗ ι⊗ α)(U) (∆⊗ ι⊗ ι)(U)
= X∗34 X∗24X∗14(∆⊗ ι)(X)124 X34 X∗34(∆⊗ ι)(X∗)124((∆⊗ ι)∆⊗ ι)(X)
= X∗34X∗24X∗14((∆⊗ ι)∆⊗ ι)(X) .
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On the other hand,
(1⊗U) (ι⊗∆⊗ ι)(U)
= X∗34X∗24(∆⊗ ι)(X)234 (∆⊗ ι)(X∗)234X∗14((ι⊗∆)∆⊗ ι)(X)
= X∗34X∗24X∗14((∆⊗ ι)∆⊗ ι)(X) .
Hence, we obtain the equality
(ι⊗ ι⊗α)(U) (∆⊗ ι⊗ ι)(U) = (1⊗U) (ι⊗∆⊗ ι)(U) .
So, (α,U) is a cocycle action of (M,∆) on N . We claim that the map
π : N → B(H)⊗N : π(z) = X∗θ(z)X
satisfies π(N) ⊂ M α,ULNθ. To show this, we use Corollary 3.3.21. First,
we check that π(N) ⊂ B(H)⊗Nθ. We have for all z ∈ N :
(ι⊗ θ)π(z) = (ι⊗ θ)(X∗) (ι⊗ θ)θ(z) (ι⊗ θ)(X)
= X∗13W∗12 (∆ˆop⊗ ι)θ(z) W12X13
= X∗13 θ(z)13 X13 = π(z)13 .
Hence, we get π(N) ⊂ B(H) ⊗ Nθ . To prove our claim, it now suffices to
observe that
(V∗ ⊗ 1)U∗ (ι⊗ α)π(z)U(V ⊗ 1)
= (V∗ ⊗ 1)U∗ X∗23X∗13 θ(z)13 X13X23 U(V ⊗ 1)
= (V∗ ⊗ 1) (∆⊗ ι)(X∗) θ(z)13 (∆⊗ ι)(X) (V ⊗ 1)
= X∗13V∗12 θ(z)13 V12X13 = X∗13θ(z)13X13 = π(z)13 ,
for all z ∈ N , where we used the fact that V ∈ Mˆ ′ ⊗M in the last line of the
computation.
Next, for z ∈ Nθ, we clearly have
π(z) = X∗θ(z)X = X∗(1⊗ z)X = α(z)
and further,
(ι⊗π)(X) = X∗23(ι⊗ θ)(X)X23 = X∗23W12X13X23 = W12U∗ .
So, we may conclude that M α,ULNθ ⊂ π(N). Thus, we have proved that
π(N) =M α,ULNθ .
To finish the first part of the proof, we only have to verify the formula
αˆπ = (ι⊗π)θ, but, for z ∈ N , we get
(ι⊗π)θ(z) = X∗23 (ι⊗ θ)θ(z) X23 = X∗23 (∆ˆop⊗ ι)θ(z) X23
= X∗23(V˜ ⊗ 1)θ(z)23(V˜∗ ⊗ 1)X23
= (V˜ ⊗ 1)(1⊗π(z))(V˜∗ ⊗ 1) = αˆ(π(z)) .
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Here, we used the notation V˜ = (J ⊗ J)ΣWΣ(J ⊗ J) and we observe that
V˜ (1⊗z)V˜∗ = ∆ˆop(z) for all z ∈ Mˆ and V˜ ∈ Mˆ ⊗M ′. So, we have proved that
the second statement of the proposition implies the first one.
To prove the converse statement, we have to show that, for every cocycle
action (α,U) of (M,∆) on N , there exists a unitary X ∈ M ⊗ (M α,ULN)
such that
(ι⊗ αˆ)(X) = W12X13 .
Taking X = W12U∗, an easy computation proves the result. 
From an algebraic point of view, this proposition is related to the notion of
a cleft extension (see Definition 7.2.1 in [80]); the definition below is given
for the case of Hopf ∗-algebra actions.
If (Mˆ, ∆ˆ, Sˆ, εˆ) is a Hopf ∗-algebra and if θ : N → Mˆ ⊗ N is an action of
(Mˆ, ∆ˆop, Sˆ−1, εˆ) on a unital ∗-algebra N , then the extension Nθ ⊂ N is called
a cleft extension if there exists a linear map γ : Mˆ → N such that
• γ is a comodule map, which means that (ι⊗ γ)∆ˆop = θγ ;
• γ is convolution unitary, i.e., for all z ∈ Mˆ :
m(γ∗ ⊗ γ)∆ˆop(z) = εˆ(z)1 =m(γ ⊗ γ∗)∆ˆop(z) ,
where m is the multiplication map and γ∗(z) = γ(Sˆ(z∗))∗.
In order to give a similar definition in the framework of locally compact
quantum groups, we use the predual spaceM∗ of M . When we turnM∗ into
an operator space (see e.g. [13]), the map λ : M∗ → Mˆ : λ(ω) = (ω ⊗ ι)(W)
will be completely contractive. Next, it is possible to define the comultipli-
cation ∆ˆ on the level of M∗ using the extended Haagerup tensor product ⊗eh
[29]. Loosely speaking, one can give a meaning in M∗⊗ehM∗ to expressions
like ∑
i∈I
ωi ⊗ µi ,
where I is an index set, (ωi) (respectively, (µi)) is a bounded infinite row (re-
spectively, column) over M∗. Then one can show that there exists a unique
complete contraction from M∗ toM∗⊗ehM∗, also denoted by ∆ˆop, such that
(λ⊗eh λ)∆ˆop = ∆ˆopλ ,
where λ⊗ehλ is the obvious completely contractive embedding ofM∗⊗ehM∗
into Mˆ ⊗ Mˆ . We then have
∆ˆop(ωξ,η) =∑
i∈I
ωei,η ⊗ωξ,ei ,
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for all ξ, η ∈ H and for an orthonormal basis (ei)i∈I in H . The following
definition looks very much like the Hopf algebraic definition above, but has
an exact operator algebraic meaning.
Definition 3.3.23. Let N be a von Neumann algebra, let (M,∆) be a locally
compact quantum group and let θ : N → Mˆ ⊗N be an action of (Mˆ, ∆ˆop) on
N . Then the extension Nθ ⊂ N is called a cleft extension of von Neumann
algebras if there exists a complete contraction
γ : M∗ → N
such that
• γ is a comodule map, which means that
(λ⊗eh γ)∆ˆop(ω) = θ(γ(ω)) for allω ∈ M∗ ,
where λ⊗eh γ is the natural complete contraction from M∗ ⊗eh M∗ to
Mˆ ⊗N ;
• γ is convolution unitary, which means that
m(γ∗ ⊗eh γ)∆ˆop(ω) =ω(1)1 =m(γ ⊗eh γ∗)∆ˆop(ω) for allω ∈ M∗ ,
where γ∗(ω) = γ(ω¯)∗ for allω ∈ M∗, γ∗ ⊗eh γ maps M∗ ⊗ehM∗ into
N ⊗eh N completely contractively and where m : N ⊗eh N → N is the
completely contractive multiplication map.
The following result sheds some light on Proposition 3.3.22 from an alge-
braic point of view.
Proposition 3.3.24. Let N be a von Neumann algebra, let (M,∆) be a locally
compact quantum group and let θ : N → Mˆ⊗N be an action of (Mˆ, ∆ˆop) on N .
Then the extension Nθ ⊂ N is a cleft extension of von Neumann algebras if
and only if one of the equivalent statements of Proposition 3.3.22 is satisfied.
Proof. Denoting by ⊗max the maximal operator space tensor product, it fol-
lows from Proposition 5.4 in [15], that the completely bounded maps from
M∗ to N can be identified with (M∗ ⊗max N∗)∗. Combining this with Theo-
rem 2.5 in [14], it follows that the completely bounded maps γ from M∗ to
N are in (completely isometric) one-to-one correspondence with elements
X ∈M ⊗N by the formula
γ(ω) = (ω⊗ ι)(X) for allω ∈ M∗ .
First, let one of the statements of Proposition 3.3.22 be satisfied. Then
take such a unitary X ∈ M ⊗ N satisfying (ι ⊗ θ)(X) = W12X13. Define
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γ(ω) = (ω ⊗ ι)(X) for all ω ∈ M∗. Let (ei)i∈I be an orthonormal basis for
H and ξ, η ∈ H . Then
(λ⊗eh γ)∆ˆop(ωξ,η) =∑
i∈I
λ(ωei,η)⊗ γ(ωξ,ei)
=
∑
i∈I
(ωei,η ⊗ ι)(W)⊗ (ωξ,ei ⊗ ι)(X)
= (ωξ,η ⊗ ι⊗ ι)(W12X13) = θ
(
(ωξ,η ⊗ ι)(X)
)
= θ(γ(ωξ,η)) ,
and so,
(λ⊗eh γ)∆ˆop(ω) = θ(γ(ω)) for allω ∈M∗ .
Further, we have
m(γ∗ ⊗eh γ)∆ˆop(ωξ,η) =∑
i∈I
γ∗(ωei,η)γ(ωξ,ei)
=
∑
i∈I
(ωei,η ⊗ ι)(X∗)(ωξ,ei ⊗ ι)(X)
= (ωξ,η ⊗ ι)(X∗X) =ωξ,η(1)1 .
Thus,
m(γ∗ ⊗eh γ)∆ˆop(ω) =ω(1)1 for allω ∈ M∗,
which concludes the first part of the proof, because the remaining equality
can be obtained in a similar way.
Vice versa, suppose that we have a map γ. Then there exists an element X ∈
M⊗N such that γ(ω) = (ω⊗ ι)(X) for allω ∈ M∗. The same computations
as above prove that (ι⊗ θ)(X) = W12X13, and that X is a unitary. 
3.4 Cocycle bicrossed products of locally compact
quantum groups
We introduce cocycle matched pairs of locally compact quantum groups,
give the cocycle bicrossed product construction for them and show that the
result is again a locally compact quantum group.
3.4.1 Cocycle matched pairs of locally compact quantum
groups
Definition 3.4.1. A pair (M1,∆1), (M2,∆2) is said to be a matched pair of
locally compact quantum groups if a triple (τ,U,V ) (called a cocycle match-
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ing) satisfies the following conditions:
U ∈ M1 ⊗M1 ⊗M2 and V ∈ M1 ⊗M2 ⊗M2 are both unitaries and
τ : M1 ⊗M2 → M1 ⊗M2 is a faithful ∗-homomorphism;
denoting by σ the flip map and defining
α : M2 → M1 ⊗M2 : α(y) = τ(1⊗y) , β : M1 → M1 ⊗M2 : β(x) = τ(x ⊗ 1) ,
we have
• (α,U) is a cocycle action of (M1,∆1) on M2:
(ι⊗α)α(y) = U(∆1 ⊗ ι)α(y)U∗
(ι⊗ ι⊗ α)(U)(∆1 ⊗ ι⊗ ι)(U) = (1⊗U)(ι⊗∆1 ⊗ ι)(U) ;
• (σβ,V321) is a cocycle action of (M2,∆2) on M1:
(β⊗ ι)β(x) = V (ι⊗∆2op)β(x)V∗ ,
(β⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(V ) = (V ⊗ 1)(ι⊗∆2op⊗ ι)(V ) ;
• (α,U) and (β,V ) are matched in the following sense:
τ13(α⊗ ι)∆2(y) = V132(ι⊗∆2)α(y)V∗132 ,
τ23σ23(β⊗ ι)∆1(x) = U(∆1 ⊗ ι)β(x)U∗ ,
(∆1 ⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(U∗) =
(U∗ ⊗ 1)(ι⊗ τσ ⊗ ι)((β⊗ ι⊗ ι)(U∗)(ι⊗ ι⊗α)(V ))(1⊗V ) .
If both (M1,∆1) and (M2,∆2) are commutative, i.e., are generated by locally
compact groups, the above conditions split into two parts: 1) we have two
ordinary actions α and β which are matched:
(ι⊗ α)α(y) = (∆1 ⊗ ι)α(y) ,
(β⊗ ι)β(x) = (ι⊗∆2op)β(x) ,
τ13(α⊗ ι)∆2(y) = (ι⊗∆2)α(y) ,
τ23σ23(β⊗ ι)∆1(x) = (∆1 ⊗ ι)β(x) ;
2) we have two cocycles U and V which are matched:
(ι⊗ ι⊗α)(U)(∆1 ⊗ ι⊗ ι)(U) = (1⊗U)(ι⊗∆1 ⊗ ι)(U) ,
(β⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(V ) = (V ⊗ 1)(ι⊗∆2op⊗ ι)(V ) ,
(∆1 ⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(U∗) =
(U∗ ⊗ 1)(ι⊗ τσ ⊗ ι)((β⊗ ι⊗ ι)(U∗)(ι⊗ ι⊗α)(V ))(1⊗V ) .
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So, in order to construct examples of cocycle matched pairs of locally com-
pact groups, we first have to construct matched pairs without cocycles, and
then to solve the above cocycle equations. Sections 3.6 and 3.7 are devoted
to the analysis of this special case. We also want to stress that Defini-
tion 3.4.1 is an operator algebraic version of the Hopf algebraic definition
in Chapter 6 of [74].
Suppose that (M1,∆1) and (M2,∆2) are locally compact quantum groups
and that τ : M1⊗M2 → M1⊗M2 is a faithful ∗-homomorphism. Then we put
τ′ = τσ . It is easy to check that (τ,1,1) is a cocycle matching of (M1,∆1)
and (M2,∆2) (with trivial cocycles) if and only if
(τ′⊗ι)(ι⊗τ′)(∆2op⊗ι) = (ι⊗∆2op)τ′ and (ι⊗τ′)(τ′⊗ι)(ι⊗∆1) = (∆1⊗ι)τ′ .
So, a matching τ of (M1,∆1) and (M2,∆2) with trivial cocycles is a von
Neumann algebraic version of the notion of an inversion of (M2,∆2op) and
(M1,∆1), introduced in De´finition 8.1 of [8]. Moreover, in the notation of
[8], (M2,∆2op) is the von Neumann algebraic counterpart of (SWˆ2 , δWˆ2) and
(M1,∆1) is the von Neumann algebraic counterpart of (SˆW1 , δˆW1), and hence,
the multiplicative unitary T of Proposition 8.7 in [8], agrees with the multi-
plicative unitary Wˆ that we will define in Definition 3.4.2. Observe that our
framework is wider than the one of [8]; so, we do not need to impose extra
conditions on τ as it was done in [8].
3.4.2 Cocycle bicrossed products
Let (τ,U,V ) be a cocycle matching of (M1,∆1) and (M2,∆2), and let α and
β be as in Definition 3.4.1. Let W1, (H1, ι,Λ1) and W2, (H2, ι,Λ2) denote
the multiplicative unitaries and GNS-constructions of (M1,∆1) and (M2,∆2)
respectively. We write H = H1 ⊗H2 and denote by Σ the flip map on H ⊗H .
As in Notation 3.3.2, we also write W˜ = (W1 ⊗ 1)U∗ . We define the major
ingredients of the cocycle bicrossed product (M,∆).
Definition 3.4.2. Define unitaries W and Wˆ on H ⊗H by
Wˆ = (β⊗ ι⊗ ι)((W1 ⊗ 1)U∗) (ι⊗ ι⊗α)(V (1⊗ Wˆ2)) and W = ΣWˆ∗Σ .
Let M = M1 α,ULM2 be the von Neumann subalgebra of B(H1) ⊗M2 gener-
ated by
α(M2) and {(ω⊗ ι⊗ ι)
(
(W1 ⊗ 1)U∗
) |ω ∈M1∗}.
Further, we define the faithful ∗-homomorphism
∆ : M → B(H ⊗H) : ∆(z) = W∗(1⊗ z)W .
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In the following propositions, we will gradually prove that (M,∆) is a locally
compact quantum group, that W is the associated multiplicative unitary
and furthermore, we will describe the dual locally compact quantum group
(Mˆ, ∆ˆ).
The proof of the following formula is obvious.
Lemma 3.4.3. We have M ⊂ B(H1)⊗M2 and for all z ∈M , we have
∆op(z) = (β⊗ ι⊗ ι)(W˜) (ι⊗ ι⊗ α)(V (ι⊗∆2op)(z)V∗) (β⊗ ι⊗ ι)(W˜∗) .
The definition of M makes it natural to prove formulas for ∆(α(x)) and
(ι⊗∆)(W˜ ).
Proposition 3.4.4. For all x ∈M2, we have
∆(α(x)) = (α⊗α)∆2(x) .
Proof. Choose x ∈ M2. We will prove that ∆op(α(x)) = (α ⊗ α)∆2op(x).
Observe that
(ι⊗ ι⊗α)(V (ι⊗∆2op)α(x) V∗) = (ι⊗ ι⊗α)σ23τ13(α⊗ ι)∆2(x)
= (τ ⊗ ι⊗ ι)((ι⊗α⊗ ι)(α⊗ ι)∆2(x)1342)
= (τ ⊗ ι⊗ ι)( ((W˜∗ ⊗ 1) (1⊗ (α⊗ ι)∆2(x)) (W˜ ⊗ 1))1342 )
= (β⊗ ι⊗ ι)(W˜∗) (α⊗α)∆2op(x) (β⊗ ι⊗ ι)(W˜ ) .
Using the previous lemma, we get that ∆op(α(x)) = (α⊗α)∆2op(x). 
Proposition 3.4.5. We have
(ι⊗∆op)(W˜) = (W˜ ⊗ 1⊗ 1) ((ι⊗α)β⊗ ι⊗ ι)(W˜) (ι⊗α⊗α)(V ) .
Proof. Using the lemma, we get
(ι⊗∆op)(W˜)
= (1⊗ (β⊗ ι⊗ ι)(W˜))
× (ι⊗ ι⊗ ι⊗α)((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗)) (1⊗ (β⊗ ι⊗ ι)(W˜∗)) .
The definition of W˜ and the fact thatU and V are matched, imply
(1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗)
= (1⊗V )(W1 ⊗ 1⊗ 1)(ι⊗ ι⊗∆2op)(U∗)(1⊗V∗)
= (W1 ⊗ 1⊗ 1)(∆1 ⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(U∗)(1⊗V∗)
= (W1 ⊗ 1⊗ 1)(U∗ ⊗ 1) (ι⊗ τσ ⊗ ι)
(
(β⊗ ι⊗ ι)(U∗)(ι⊗ ι⊗α)(V )) .
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From this, we may conclude that
(ι ⊗ ι⊗ ι⊗α)((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗))
= (W˜ ⊗ 1⊗ 1) τ23σ23
(
(β⊗ ι⊗ α)(U∗)(ι⊗ ι⊗ (ι⊗α)α)(V ))
= (W˜ ⊗ 1⊗ 1) τ23σ23
(
(β⊗ ι⊗ α)(U∗)(1⊗ 1⊗ W˜∗)(ι⊗ ι⊗α)(V )1245
× (1⊗ 1⊗ W˜ ))
= (W˜ ⊗ 1⊗ 1) τ23σ23(β⊗ ι⊗ ι⊗ ι)
(
(ι⊗ ι⊗α)(U∗)(1⊗ W˜∗))
× (ι⊗α⊗α)(V ) (1⊗ (β⊗ ι⊗ ι)(W˜)) .
Using the first formula of the proof, we get
(ι⊗∆op)(W˜) = (1⊗ (β⊗ ι⊗ ι)(W˜)) (W˜ ⊗ 1⊗ 1)
× τ23σ23(β⊗ ι⊗ ι⊗ ι)
(
(ι⊗ ι⊗α)(U∗)(1⊗ W˜∗))
× (ι⊗α⊗α)(V ) . (3.4.1)
Because for all x ∈M1, we have
W˜∗(1⊗ β(x))W˜ = τ23σ23(β⊗ ι)∆1(x),
we get
(1⊗(β⊗ι⊗ι)(W˜)) (W˜⊗1⊗1) = (W˜⊗1⊗1) τ23σ23(β⊗ι⊗ι⊗ι)(∆1⊗ι⊗ι)(W˜) .
Combining this with Equation (3.4.1), we get
(ι⊗∆op)(W˜ ) = (W˜ ⊗ 1⊗ 1) τ23σ23(β⊗ ι⊗ ι⊗ ι)((∆1 ⊗ ι⊗ ι)(W˜)
× (ι⊗ ι⊗ α)(U∗)(1⊗ W˜∗)) (ι⊗α⊗α)(V ) .
Finally,
(∆1 ⊗ ι⊗ ι)(W˜)(ι⊗ ι⊗ α)(U∗)(1⊗ W˜∗)
= W1,13W1,23(∆1 ⊗ ι⊗ ι)(U∗)(ι⊗ ι⊗α)(U∗)(1⊗ W˜∗)
= W1,13W1,23(ι⊗∆1 ⊗ ι)(U∗)(1⊗U∗W˜∗)
= W1,13W1,23(ι⊗∆1 ⊗ ι)(U∗)W∗1,23
= W1,13U∗134 = W˜134
and hence, we get
(ι⊗∆op)(W˜) = (W˜ ⊗ 1⊗ 1) ((ι⊗α)β⊗ ι⊗ ι)(W˜) (ι⊗α⊗α)(V ) .

Corollary 3.4.6. We have
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• ∆(M) ⊂ M ⊗M ,
• (∆⊗ ι)(W) = W13W23,
• (ι⊗∆)∆ = (∆⊗ ι)∆,
• the unitaries W and Wˆ defined on H ⊗H are multiplicative.
Proof. The first inclusion follows from Propositions 3.4.4, 3.4.5 and the def-
inition of M .
The second equality is equivalent to (ι ⊗ ∆op)(Wˆ ) = Wˆ12Wˆ13. Propositions
3.4.4 and 3.4.5 imply
(ι⊗ ι⊗∆op)(Wˆ) = (β⊗∆op)(W˜ ) (ι⊗ ι⊗ α⊗α)(ι⊗ ι⊗∆2op)(V (1⊗ Wˆ2))
= (β⊗ ι⊗ ι)(W˜)1234
(
(β⊗ α)β⊗ ι⊗ ι)(W˜ ) (β⊗α⊗α)(V )
× (ι⊗ ι⊗α⊗α)((ι⊗ ι⊗∆2op)(V )Wˆ2,23Wˆ2,24) .
But, we know that
(β⊗ ι⊗ ι)(V ) (ι⊗ ι⊗∆2op)(V ) Wˆ2,23 Wˆ2,24
= (V ⊗ 1) (ι⊗∆2op⊗ ι)(V ) Wˆ2,23 Wˆ2,24
= (V ⊗ 1) Wˆ2,23 V124 Wˆ2,24 .
So,
(ι⊗ ι⊗∆op)(Wˆ)
= (β⊗ ι⊗ ι)(W˜ )1234
(
(β⊗α)β⊗ ι⊗ ι)(W˜) (ι⊗ ι⊗ α)(V (1⊗ Wˆ2))1234
× (ι⊗ ι⊗α)(V (1⊗ Wˆ2))1256 . (3.4.2)
Finally, we use the equality(
(β⊗ ι)β⊗ ι⊗ ι)(W˜ ) = (V ⊗ 1⊗ 1)Wˆ2,23(β⊗ ι⊗ ι)(W˜ )1245Wˆ∗2,23(V∗ ⊗ 1⊗ 1)
to conclude that
(
(β⊗α)β⊗ ι⊗ ι)(W˜ )
= (ι⊗ ι⊗α)(V (1 ⊗ Wˆ2))1234(β⊗ ι⊗ ι)(W˜ )1256(ι⊗ ι⊗α)(V (1 ⊗ Wˆ2))∗1234 .
Combining this with Equation (3.4.2), we get
(ι⊗∆op)(Wˆ ) = Wˆ12Wˆ13 .
The third and fourth statement of the corollary immediately follow from
the second one. 
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So, at the moment, we have at our disposal a von Neumann algebra M , a
coassociative comultiplication ∆ : M → M ⊗M and a multiplicative unitary
W . Next, we define a left invariant weight ϕ on M and show that W is the
associated multiplicative unitary (the left regular representation).
Notation 3.4.7. We denote by ϕ the dual weight on the cocycle crossed
product M = M1 α,ULM2 of the weight ϕ2 on M2, as defined in Defini-
tion 3.3.13 and by (H, ι,Λ) the canonical GNS-construction for ϕ as defined
in Terminology 3.3.17, given the GNS-construction (H2, ι,Λ2) for ϕ2. This
means that
• 〈(ωη,Λ1(b)⊗ι⊗ι)(W˜)α(x) | η ∈ H1, b ∈ Tϕ1 , x ∈Nϕ2〉 is a σ -strong∗–
norm core for Λ;
• Λ((ω⊗ ι⊗ ι)(W˜)α(x)) = ξ1(ω)⊗Λ2(x) for allω ∈ I1 and x ∈Nϕ2 .
The following result is important.
Proposition 3.4.8. The weight ϕ is left invariant, which means that
(ι⊗ϕ)∆(z) =ϕ(z) 1 for all z ∈M+ϕ .
Furthermore, for all z ∈Nϕ andω ∈M∗, we have
Λ((ω⊗ ι)∆(z)) = (ω⊗ ι)(W∗)Λ(z).
Proof. It suffices to prove the second equality; then the first one follows as
usual. Choose µ ∈ H1, b ∈ Tϕ1 and x ∈ Nϕ2 . Let (ei)i∈I be an orthonor-
mal basis for H1. It follows from Propositions 3.4.4 and 3.4.5 that, with
σ -strong∗ convergence,
∆op((ωµ,Λ1(b) ⊗ ι⊗ ι)(W˜ )α(x)) =∑
i∈I
(
(ωei,Λ1(b) ⊗ ι⊗ ι)(W˜ )⊗ 1⊗ 1) ×
(α⊗ ι⊗ ι)((ωµ,ei ⊗ ι⊗ ι⊗ ι)((β⊗ ι⊗ ι)(W˜ )(ι⊗ ι⊗α)(V ))(ι⊗ α)∆2op(x)) .
Next, choose η,ρ ∈ H and an orthonormal basis (fj)j∈J for H . Then, with
σ -strong∗ convergence, we have
(ι⊗ ι⊗ωη,ρ)∆op((ωµ,Λ1(b) ⊗ ι⊗ ι)(W˜)α(x)) = ∑
(i,j)∈I×J
(ωei,Λ1(b) ⊗ ι⊗ ι)(W˜ )
×α((ωµ,ei ⊗ ι⊗ωfj,ρ)((β⊗ ι⊗ ι)(W˜)(ι⊗ ι⊗ α)(V ))(ι⊗ωη,fjα)∆2op(x)) .
Denote by zI0×J0 the above expression summed over I0 × J0, where I0 ⊂ I
and J0 ⊂ J are finite subsets. Then it follows from Notation 3.4.7 and
Proposition 1.11.25 that all zI0×J0 belong toNϕ and
Λ(zI0×J0) = ∑
(i,j)∈I0×J0
J1σ 1i/2(b)J1ei ⊗ (ωµ,ei ⊗ ι⊗ωfj,ρ)
(
(β⊗ ι⊗ ι)(W˜)
× (ι⊗ ι⊗α)(V )) (ι⊗ωη,fjα)(Wˆ2)Λ2(x) .
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Taking the limit over J0 ⊂ J and using the fact that Λ is σ -strong∗– norm
closed, we get that, for all finite subsets I0 ⊂ I, the element zI0 , defined by
zI0 :=
∑
i∈I0
(ωei,Λ1(b) ⊗ ι⊗ ι)(W˜) α((ωµ,ei ⊗ ι⊗ωη,ρ)((β⊗ ι⊗ ι)(W˜ )
× (ι⊗ ι⊗α)(V ) (1⊗ (ι⊗α)∆2op(x)))) ,
belongs toNϕ and
Λ(zI0) = ∑
i∈I0
J1σ 1i/2(b)J1ei ⊗ (ωµ,ei ⊗ ι⊗ωη,ρ)(Wˆ )Λ2(x) .
Taking the limit over I0 ⊂ I, we get that the element z, defined by
z := (ι⊗ ι⊗ωη,ρ)∆op((ωµ,Λ1(b) ⊗ ι⊗ ι)(W˜ )α(x)) ,
belongs toNϕ and
Λ(z) = (J1σ 1i/2(b)J1 ⊗ 1)(ι⊗ ι⊗ωη,ρ)(Wˆ )(µ ⊗Λ2(x)) .
Because Wˆ ∈ M1 ⊗ B(H2 ⊗H), we get
Λ(z) = (ι⊗ ι⊗ωη,ρ)(Wˆ )(ξ1(ωµ,Λ1(b))⊗Λ2(x))
= (ι⊗ ι⊗ωη,ρ)(Wˆ )Λ((ωµ,Λ1(b) ⊗ ι⊗ ι)(W˜ )α(x)) .
By Notation 3.4.7, the elements (ωµ,Λ1(b) ⊗ ι ⊗ ι)(W˜ )α(x) span a core forΛ. So, we can conclude that for all η,ρ ∈ H and all z ∈ Nϕ, the element
(ι⊗ωη,ρ)∆op(z) belongs toNϕ and
Λ((ι⊗ωη,ρ)∆op(z)) = (ι⊗ωη,ρ)(Wˆ )Λ(z) .
From this, it follows that for all z ∈Nϕ andω ∈M∗, we have (ω⊗ι)∆(z) ∈
Nϕ and Λ((ω⊗ ι)∆(z)) = (ω⊗ ι)(W∗)Λ(z) .

If we would already know that (M,∆) is a locally compact quantum group,
there would exist a ∗-anti-automorphism R : z → Jˆz∗Jˆ of M (where Jˆ is the
modular conjugation of the left invariant weight on the dual locally compact
quantum group (Mˆ, ∆ˆ)) satisfying
∆R = σ(R ⊗ R)∆ . (3.4.3)
So, because ϕ is left invariant, we get that ϕR is right invariant. Thus,
we will construct first this dual locally compact quantum group and its
modular conjugation Jˆ and then prove Equation (3.4.3).
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For a cocycle matching (τ,U,V ) of (M1,∆1) and (M2,∆2), define τ˜ = στσ ,
U˜ = V321 and V˜ = U321. Then one can check that (τ˜, U˜, V˜ ) is a cocycle
matching of (M2,∆2) and (M1,∆1). As above, we can then define a von Neu-
mann algebra with comultiplication, a multiplicative unitary (both acting on
H2 ⊗ H1) and a left invariant weight with GNS-construction. Using the flip
map from H2 ⊗H1 onto H = H1 ⊗H2, one has the following result.
Proposition 3.4.9. Define Mˆ as the von Neumann subalgebra of M1 ⊗ B(H2)
generated by
β(M1) and {(ι⊗ ι⊗ω)(V (1⊗ Wˆ2)) |ω ∈M2∗} .
For all z ∈ Mˆ , define ∆ˆ(z) = Wˆ∗(1⊗ z)Wˆ .
Then, ∆ˆ is a normal and faithful ∗-homomorphism of Mˆ into Mˆ⊗Mˆ satisfying
(ι⊗ ∆ˆ)∆ˆ = (∆ˆ⊗ ι)∆ˆ .
There exists on Mˆ an n.s.f. weight ϕˆ with GNS-construction (H, ι, Λˆ) such
that
• 〈(ι⊗ ι⊗ωµ,Λ2(b))((1⊗ Wˆ∗2 )V∗) β(x) | µ ∈ H2, b ∈ Tϕ2 , x ∈Nϕ1〉 is a
σ -strong∗– norm core for Λˆ;
• Λˆ((ι⊗ ι⊗ω)((1⊗ Wˆ∗2 )V∗) β(x)) = Λ1(x)⊗ ξ2(ω) for allω ∈ I2 and
x ∈Nϕ1 ;
• ϕˆ is left invariant on (Mˆ, ∆ˆ) and we have, for all z ∈Nϕˆ andω ∈ Mˆ∗:
Λˆ((ω⊗ ι)∆ˆ(z)) = (ι⊗ω)(W)Λˆ(z).
Later on, we will prove that (Mˆ, ∆ˆ) is the dual of (M,∆). The following
two lemmas are known to be valid when (M,∆) is indeed a locally compact
quantum group with dual (Mˆ, ∆ˆ); see Corollary 1.13.3 and Proposition 1.3.4.
Lemma 3.4.10. Let J and Jˆ be the modular conjugations of the weights ϕ
and ϕˆ in the GNS-constructions (H, ι,Λ) and (H, ι, Λˆ). Then
(Jˆ ⊗ J)W = W∗(Jˆ ⊗ J) .
Proof. Introduce the notations ∇ and ∇ˆ for the modular operators of the
weights ϕ and ϕˆ. We first claim that, for all ω ∈ B(H)∗:
(ω⊗ ι)(W∗)J∇1/2 ⊂ J∇1/2(ω¯⊗ ι)(W∗) . (3.4.4)
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To prove this claim, choose ω ∈ B(H)∗ and z ∈ Nϕ ∩N∗ϕ . Then, using
Proposition 3.4.8, one gets
(ω¯⊗ ι)(W∗)Λ(z) = Λ((ω¯⊗ ι)∆(z)) .
Because (ω¯⊗ ι)∆(z) belongs toNϕ ∩N∗ϕ , we have that (ω¯ ⊗ ι)(W∗)Λ(z)
belongs to the domain of ∇1/2 and
J∇1/2(ω¯⊗ ι)(W∗)Λ(z) = Λ((ω⊗ ι)∆(z∗)) = (ω⊗ ι)(W∗)Λ(z∗)
= (ω⊗ ι)(W∗)J∇1/2Λ(z) .
Because Λ(Nϕ ∩N∗ϕ) is a core for ∇1/2, we get the first claim.
Using Proposition 3.4.9 rather than 3.4.8, one has, for allω ∈ B(H)∗,
(ι⊗ω)(W)Jˆ∇ˆ1/2 ⊂ Jˆ∇ˆ1/2(ι⊗ ω¯)(W). (3.4.5)
Rewriting Equation (3.4.4), we get for all ξ, η ∈ H , µ ∈ D(∇1/2) and ρ ∈
D(∇−1/2):
〈W∗(ξ ⊗ J∇1/2µ), η⊗ ρ〉 = 〈W(ξ ⊗∇1/2Jρ), η⊗ µ〉. (3.4.6)
Rewriting Equation (3.4.5), we get for all µ,ρ ∈ H , ξ ∈ D(∇ˆ1/2) and η ∈
D(∇ˆ−1/2):
〈W(Jˆ∇ˆ1/2ξ ⊗ µ), η⊗ ρ〉 = 〈W∗(∇ˆ1/2Jˆη⊗ µ), ξ ⊗ ρ〉. (3.4.7)
Next, we claim thatW(∇ˆ⊗∇) = (∇ˆ⊗∇)W . To prove this, choose ξ, η ∈ D(∇ˆ)
and µ,ρ ∈ D(∇). Using the two previous equations, one has
〈W(ξ ⊗ µ), ∇ˆη⊗∇ρ〉 = 〈W∗(Jˆ∇ˆ1/2η⊗ µ), Jˆ∇ˆ1/2ξ ⊗∇ρ〉
= 〈W(Jˆ∇ˆ1/2η⊗ J∇1/2ρ), Jˆ∇ˆ1/2ξ ⊗ J∇1/2µ〉
= 〈W∗(∇ˆξ ⊗ J∇1/2ρ), η⊗ J∇1/2µ〉
= 〈W(∇ˆξ ⊗∇µ), η⊗ ρ〉 .
From this chain of equalities, the second claim follows; so,W(∇ˆ1/2⊗∇1/2) =
(∇ˆ1/2 ⊗∇1/2)W . Using this and Equations (3.4.6) and (3.4.7), we get
〈W(ξ ⊗ µ), η⊗ ρ〉 = 〈W∗(∇ˆ1/2Jˆη⊗ µ), ∇ˆ−1/2Jˆξ ⊗ ρ〉
= 〈W∗(∇ˆ1/2 ⊗∇1/2)(Jˆη⊗∇−1/2µ), ∇ˆ−1/2Jˆξ ⊗ ρ〉
= 〈W∗(Jˆη⊗∇−1/2µ), Jˆξ ⊗∇1/2ρ〉
= 〈W(Jˆη⊗ Jρ), Jˆξ ⊗ Jµ〉
= 〈(Jˆ ⊗ J)W∗(Jˆ ⊗ J)(ξ ⊗ µ), η⊗ ρ〉 ,
for every ξ ∈ D(∇ˆ1/2), η ∈ D(∇ˆ−1/2), µ ∈ D(∇−1/2) and ρ ∈ D(∇1/2). This
means that
(Jˆ ⊗ J)W∗(Jˆ ⊗ J) = W .

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Lemma 3.4.11. We have
{(ι⊗ω)(W) |ω ∈ B(H)∗}−σ -strong
∗ =M .
Proof. Define the following subspaces of M :
O1 = 〈(ι⊗ω)∆(z) |ω ∈ M∗, z ∈ M〉−σ -strong∗ ,
O2 = {(ι⊗ω)(W∗) |ω ∈ B(H)∗}−σ -strong
∗
.
Using the results of Sections 1.T1 and 1.T2, we get
O1 = 〈(ι⊗ωΛ(a),Λ(b))∆(x) | a,b ∈ Tϕ,x ∈Nϕ〉−σ -strong∗
= 〈(ι⊗ϕ)((1⊗ σi(a)b∗)∆(x)) | a,b ∈ Tϕ,x ∈Nϕ〉−σ -strong∗
= 〈(ι⊗ωΛ(x),Λ(bσ−i(a∗)))(W∗) | a,b ∈ Tϕ,x ∈Nϕ〉−σ -strong∗ = O2 .
It is clear that O1 is self-adjoint. Because W is a multiplicative unitary,
we get that O2 is an algebra. Using the previous computation, we get that
O1 = O2 := O is a ∗-algebra, closed in the σ -strong∗ topology. We have
(ι⊗ω)∆(α(x)) = α((ι⊗ωα)∆2(x)) for all x ∈M2 andω ∈M∗
and because α is faithful, we may conclude that α(M2) ⊂ O. In particular,
1 ∈ M and hence, O is a von Neumann subalgebra of M . Then the bicom-
mutant theorem gives, for all z ∈ M1 ⊗M :
(ι⊗∆op)(z) ∈ M1 ⊗M ⊗O.
In particular, we get that (ι ⊗ ∆op)(W˜ ) belongs to M1 ⊗ M ⊗ O. Proposi-
tion 3.4.5 implies
(W˜ ⊗ 1⊗ 1) ((ι⊗α)β⊗ ι⊗ ι)(W˜ ) (ι⊗α⊗α)(V ) ∈M1 ⊗M ⊗O .
Because α(M2) ⊂ O, it follows that(
(ι⊗α)β⊗ ι⊗ ι)(W˜) ∈ M1 ⊗M ⊗O .
Because (ι⊗α)β is faithful, we may conclude that (ω⊗ ι⊗ ι)(W˜) belongs to
O for all ω ∈ M1∗. Together with α(M2) ⊂ O, we get that O = M . But then
also O∗ =M which concludes the proof. 
Then we can finally prove the needed formula.
Proposition 3.4.12. The map R(z) = Jˆz∗Jˆ (z ∈ M) is a ∗-anti-automor-
phism of M satisfying ∆R = σ(R ⊗ R)∆ .
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Proof. R is a ∗-anti-homomorphism from M into B(H). Lemma 3.4.10 gives
R
(
(ι⊗ωξ,η)(W)
) = (ι⊗ωJη,Jξ)(W) ,
for all ξ, η ∈ H . Because R is continuous in the σ -strong∗ topology, it
follows from Lemma 3.4.11 that R(M) ⊂ M . But clearly, R(R(M)) = M and
so, R(M) = M . Hence, R is a ∗-anti-automorphism of M .
Let (ei)i∈I be an orthonormal basis for H . Because W is a multiplicative
unitary, we get for all ξ, η ∈ H , with σ -strong∗ convergence:
∆((ι⊗ωξ,η)(W)) = (ι⊗ι⊗ωξ,η)(W13W23) =∑
i∈I
(ι⊗ωei,η)(W)⊗(ι⊗ωξ,ei)(W) .
So, we also get for all ξ, η ∈ H :
σ(R ⊗ R)∆((ι⊗ωξ,η)(W)) =∑
i∈I
(ι⊗ωJei,Jξ)(W)⊗ (ι⊗ωJη,Jei)(W)
= (ι⊗ ι⊗ωJη,Jξ)(W13W23)
= ∆((ι⊗ωJη,Jξ)(W)) = ∆R((ι⊗ωξ,η)(W)) .
Because both ∆R and σ(R⊗R)∆ are continuous in the σ -strong∗ topology,
it follows from Lemma 3.4.11 that
∆R = σ(R ⊗ R)∆ .

We have now gathered enough results to prove the main result of this sec-
tion.
Theorem 3.4.13. (M,∆) is a locally compact quantum group. The weight ϕ
is left invariant and (H, ι,Λ) is a GNS-construction for ϕ. The multiplicative
unitary of (M,∆) in this GNS-construction is W . The associated dual locally
compact quantum group is (Mˆ, ∆ˆ).
Terminology 3.4.14. We call (M,∆) the cocycle bicrossed product of the
locally compact quantum groups (M1,∆1) and (M2,∆2).
Proof of Theorem 3.4.13. Let R be as above. Then ϕR is an n.s.f. weight on
M which is right invariant. So, (M,∆) is a locally compact quantum group,
and Proposition 3.4.8 gives that W is its multiplicative unitary. It follows
from Definition 1.14.6 that the underlying von Neumann algebra of the dual
locally compact quantum group is
{(ω⊗ ι)(W) |ω ∈ M∗}−σ -strong
∗
.
Apply Lemma 3.4.11 to the cocycle matching (τ˜, U˜, V˜ ) of (M2,∆2) and
(M1,∆1), to get that the dual locally compact quantum group is precisely
(Mˆ, ∆ˆ). 
3.4 Cocycle bicrossed products 247
Now, we have at our disposal the locally compact quantum group (M,∆)
and the GNS-construction (H, ι,Λ) for the left invariant weight ϕ. From
Theorems 1.11.13 and 1.11.14, we get in a canonical way a left invariant
weight ϕˆ0 on (Mˆ, ∆ˆ) with GNS-construction (H, ι, Λˆ0). In the remaining part
of this subsection, we prove that ϕˆ0 = ϕˆ and Λˆ0 = Λˆ.
Whenever K is a Hilbert space and ρ ∈ K, we denote by θρ the rank-one
operator in B(C, K) given by θρ(λ) = λρ for all λ ∈ C.
Lemma 3.4.15. For all ξ ∈ H1 ⊗ H2, ρ ∈ H2, b ∈ Tϕ1 and x ∈ Nϕ2 , the
element z ∈M defined by
z := (ωξ,Uβ(Λ1(b)⊗ρ) ⊗ ι⊗ ι)(Wˆ) α(x),
where Uβ = Jˆ(J1 ⊗ Jˆ2) is the canonical implementation of β as in Proposi-
tion 3.3.19, belongs toNϕ and
Λ(z) = ((J1σ 1i/2(b)J1 ⊗ θ∗ρ )U∗β ⊗ 1)V (1⊗ Wˆ2)(ξ ⊗Λ2(x)) .
Here, (σ 1t ) denotes the modular group of the weight ϕ1 on M1.
Proof. Let (ei)i∈I be an orthonormal basis for H1 ⊗H2. Then we have, with
σ -strong∗ convergence
z =
∑
i∈I
(ωei,Uβ(Λ1(b)⊗ρ)β⊗ ι⊗ ι)(W˜) α((ωξ,ei ⊗ ι)(V (1⊗ Wˆ2)) x) .
Denote by zI0 the same expression summed over a finite subset I0 ⊂ I. We
claim that, for all η ∈ H1 ⊗ H2, the normal functional µ := ωη,Uβ(Λ1(b)⊗ρ)β
belongs to I1 and
ξ1(µ) = (J1σ 1i/2(b)J1 ⊗ θ∗ρ )U∗β η .
To prove this claim, we choose y ∈Nϕ1 . Then
µ(y∗) = 〈β(y∗)η,Uβ(Λ1(b)⊗ ξ)〉 = 〈(y∗ ⊗ 1)U∗β η,Λ1(b)⊗ ρ〉
= 〈(J1σ 1i/2(b)J1 ⊗ θ∗ρ )U∗β η,Λ1(y)〉 .
But then, for all finite subsets I0 ⊂ I, we have zI0 ∈Nϕ and
Λ(zI0) = ∑
i∈I0
(J1σ 1i/2(b)J1 ⊗ θ∗ρ )U∗β ei ⊗ (ωξ,ei ⊗ ι)(V (1⊗ Wˆ2))Λ2(x) .
Because Λ is σ -strong∗– norm closed, the claim of the lemma follows. 
Before we can prove the announced result, we need a general lemma on
locally compact quantum groups.
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Lemma 3.4.16. Let (M,∆) be a locally compact quantum group with left in-
variant weightϕ with GNS-construction (H, ι,Λ), let (Mˆ, ∆ˆ) be the associated
dual locally compact quantum group with canonical left invariant weight ϕˆ
with GNS-construction (H, ι, Λˆ) and let (σˆt) be the modular group of the
weight ϕˆ on Mˆ .
Suppose that y ∈ D(σˆi/2) and that there exist elements (pi)i∈I and (qi)i∈I
in Mˆ such that
∑
pip∗i and
∑
q∗i qi are bounded and
1⊗y =
∑
i∈I
∆ˆ(pi)(qi ⊗ 1) .
Then there exists a unique linear map P : M → M which is continuous in
the σ -strong∗ topology and such that for every x ∈ Nϕ, the element P(x)
belongs toNϕ and Λ(P(x)) = Jˆσˆi/2(y)JˆΛ(x) .
Moreover, whenever ω ∈ M∗ and (ω ⊗ ι)(W)y ∈ Nϕˆ, we have for all
x ∈Nϕ:
〈Λˆ((ω⊗ ι)(W)y),Λ(x)〉 =ω(P(x)∗).
Proof. Define, for all i ∈ I, ai = Rˆ(qi) and bi = Rˆ(pi). Then
∑
aia∗i and∑
b∗i bi are bounded and
1⊗ Rˆ(y) =
∑
i∈I
(ai ⊗ 1)∆ˆop(bi) .
So, we can define for every x ∈M , an operator P(x) ∈ B(H) by the formula
P(x) =
∑
i∈I
JˆaiJˆxJˆbiJˆ .
Considering A = (JˆaiJˆ)i∈I as an operator in B(H ⊗ T2(I),H) and B =
(JˆbiJˆ)i∈I as an operator in B(H,H ⊗ T2(I)), we get P(x) = A(x⊗ 1)B for all
x ∈ M . So, P is continuous in the σ -strong∗ topology. We claim that
P
(
(ι⊗ µ)(W∗)) = (ι⊗ µy∗)(W∗) ,
for all µ ∈ Mˆ∗. Indeed, using the formula (Jˆ ⊗ J)W = W∗(Jˆ ⊗ J), proved in
Corollary 1.13.3, we have∑
i∈I
(JˆaiJˆ ⊗ 1)W∗(JˆbiJˆ ⊗ 1) =
∑
i∈I
(Jˆ ⊗ J)(ai ⊗ 1)∆ˆop(bi)(Jˆ ⊗ J)W∗
= (Jˆ ⊗ J)(1⊗ Rˆ(y))(Jˆ ⊗ J)W∗ = (1⊗y∗)W∗ ,
from where the claim follows. For all µ ∈ Iˆ , we have µy∗ ∈ Iˆ and hence, we
get P
(
(ι⊗ µ)(W∗)) ∈Nϕ and
Λ(P((ι⊗ µ)(W∗))) = Λ((ι⊗ µy∗)(W∗)) = Jˆσˆi/2(y)JˆΛ((ι⊗ µ)(W∗)) .
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If now x ∈ Nϕ, there is a net (µα) in Iˆ such that (ι ⊗ µα)(W∗) → x in the
σ -strong∗ topology and Λ((ι ⊗ µα)(W∗)) → Λ(x) in norm. Because P is
continuous in the σ -strong∗ topology and Λ is σ -strong∗– norm closed, we
get P(x) ∈Nϕ and Λ(P(x)) = Jˆσˆi/2(y)JˆΛ(x) .
This concludes the first part of the proof. Now, suppose that we also have
ω ∈M∗ such that (ω⊗ ι)(W)y ∈Nϕˆ. Then we get, for all µ ∈ Iˆ :
〈Λˆ((ω⊗ι)(W)y),Λ((ι⊗µ)(W∗))〉 = µ¯((ω⊗ι)(W)y) =ω(P((ι⊗µ)(W∗))∗).
If x ∈Nϕ, we take the same net (µα) in Iˆ as above and obtain
〈Λˆ((ω⊗ ι)(W)y),Λ(x)〉 =ω(P(x)∗) .

Now, we are ready to prove the following nice result.
Proposition 3.4.17. We have ϕˆ0 = ϕˆ and Λˆ0 = Λˆ. Hence, the left invariant
weight with GNS-construction obtained by considering (Mˆ, ∆ˆ) as a cocycle
bicrossed product, as in Proposition 3.4.9, is the same as the left invariant
weight with GNS-construction obtained by considering (Mˆ, ∆ˆ) as the dual of
(M,∆), as in Theorem 1.11.13.
Proof. Consider the locally compact quantum group (Mˆ, ∆ˆ) with left invari-
ant weight ϕˆ, GNS-construction (H, ι, Λˆ) for ϕˆ and multiplicative unitary
Wˆ . Applying Theorems 1.11.13 and 1.11.14 to the locally compact quan-
tum group (Mˆ, ∆ˆ), we obtain a canonical left invariant weight ϕˆˆ on the
dual (M,∆) of (Mˆ, ∆ˆ), with canonical GNS-construction (H, ι, Λˆ). In view of
Proposition 1.12.2, it suffices to prove that ϕˆˆ = ϕ and Λˆ = Λ.
By the uniqueness of left invariant weights, there exists a positive number
ν > 0 such that ϕˆˆ = νϕ. So, Nϕˆ = Nϕ. Then we can define a unitary
operator u on H such that uΛˆ(x) = ν1/2Λ(x) for all x ∈ Nϕ. Because
both GNS-representations involved are the identical representations, we get
u ∈ M ′. From the dual version of Proposition 1.11.15, we get for all x ∈Nϕˆ
and ω ∈ M∗: Λˆ((ω⊗ ι)∆(x)) = (ω⊗ ι)(W∗)Λˆ(x).
But from Proposition 3.4.8, it follows for all x ∈Nϕ and ω ∈ M∗:
Λ((ω⊗ ι)∆(x)) = (ω⊗ ι)(W∗)Λ(x).
Both formulas together imply u ∈ Mˆ ′. Because we already have u ∈ M ′, it
follows that u ∈ C1. Hence, we can take λ ∈ C \ {0} such that Λˆ = λΛ. We
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have to prove that λ = 1. We can already conclude that the modular group
(σˆˆ t) of ϕˆˆ equals the modular group (σt) of ϕ and that Jˆ = λ/λ¯ J .
Choose now ξ ∈ H1 ⊗ H2, ρ ∈ H2, b ∈ Tϕ1 and y ∈ Nϕ2 ∩ D(σ 2i/2) such
that there exist elements (pi)i∈I and (qi)i∈I in M2 with
∑
pip∗i and
∑
q∗i qi
bounded and
1⊗ y =
∑
i∈I
∆2(pi)(qi ⊗ 1) . (3.4.8)
Remark that such elementsy form a dense subspace ofM2 in the σ -strong∗
topology. Because ψ2σ 2t = νt2ψ2 and ψ2τ2t = ν−t2 ψ2, we can take elements
a,b ∈ M2 such that a is analytic with respect to (σ 2t ), b is analytic w.r.t. (τ2t )
and σ 2z (a) ∈ N∗ψ2Nϕ2 , τ2z (b) ∈ Nψ2 for all z ∈ C. Now, Proposition 1.T1.5
shows that
y := (ψ2 ⊗ ι)(∆(a)(b ⊗ 1)) ∈Nϕ2 .
Using the relation (τ2t ⊗σ 2t )∆2 = ∆2σ 2t , we get that y is analytic with respect
to (σ 2t ) and
σ 2z (y) = νz2 (ψ2 ⊗ ι)(∆(σ 2z (a))(τ2z(b)⊗ 1)) .
Finally, observe that y = (ωΓ2(b),Γ2(a∗) ⊗ ι)(V∗2 ). So, defining
pi = (ωei,Γ2(a∗) ⊗ ι)(V∗2 ) and qi = (ωΓ2(b),ei ⊗ ι)(V2) ,
where (ei) is an orthonormal basis for H , we have (3.4.8).
Because y ∈ Nϕ2 , it follows from Lemma 3.4.15 that the element z ∈ M ,
defined by
z := (ω⊗ ι⊗ ι)(Wˆ ) α(y) , withω =ωξ,Uβ(Λ1(b)⊗ρ) ,
belongs toNϕ and
Λ(z) = ((J1σ 1i/2(b)J1 ⊗ θ∗ρ )U∗β ⊗ 1)V (1⊗ Wˆ2)(ξ ⊗Λ2(y)) .
Choose now µ ∈ I2 and x ∈Nϕ1 . Then
〈Λ(z), Λˆ((ι⊗ ι⊗ µ)((1⊗ Wˆ∗2 )V∗) β(x))〉
= 〈((J1σ 1i/2(b)J1 ⊗ θ∗ρ )U∗β ⊗ 1)V (1⊗ Wˆ2)(ξ ⊗Λ2(y)),Λ1(x)⊗ ξ2(µ)〉
= 〈(ωβ(x∗)⊗ ι)(V (1⊗ Wˆ2))Λ2(y), ξ2(µ)〉
= µ¯((ω⊗ ι)((β(x∗)⊗ 1)V (1⊗ Wˆ2))y)
=ω(((ι⊗ ι⊗ µy∗)((1⊗ Wˆ∗2 )V∗)β(x))∗) . (3.4.9)
Now apply Lemma 3.4.16 to the locally compact quantum group (Mˆ, ∆ˆ).
Because σˆˆ tα = σtα = ασ 2t for all t ∈ R, and because ∆α = (α ⊗ α)∆2, we
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get that α(y) satisfies the conditions of this lemma. Hence, there exists a
σ -strong∗ continuous map P from Mˆ to Mˆ , such that for all v ∈ Nϕˆ, we
get P(v) ∈Nϕˆ and
Λˆ(P(v)) = Jˆσˆˆ i/2(α(y))JˆΛˆ(v) .
Because Jˆ = λ/λ¯J, σˆˆ tα = ασ 2t and α is implemented by J(Jˆ1 ⊗ J2), we get
for all v ∈Nϕˆ: Λˆ(P(v)) = (1⊗ J2σ 2i/2(y)J2)Λˆ(v).
Since z = (ω ⊗ ι ⊗ ι)(Wˆ )α(y) ∈ Nϕ = Nϕˆ, it follows from Lemma 3.4.16
that
〈Λˆ(z), Λˆ(v)〉 =ω(P(v)∗) for all v ∈Nϕˆ. (3.4.10)
If we now take v = (ι⊗ ι⊗ µ)((1⊗ Wˆ∗2 )V∗) β(x), then
(1⊗ J2σ 2i/2(y)J2)Λˆ(v) = Λ1(x)⊗ J2σ 2i/2(y)J2ξ2(µ) = Λ1(x)⊗ ξ2(µy∗)
= Λˆ((ι⊗ ι⊗ µy∗)((1⊗ Wˆ∗2 )V∗) β(x)) .
So, P(v) = (ι⊗ ι⊗µy∗)((1⊗Wˆ∗2 )V∗) β(x). Now, combine Equations (3.4.9)
and (3.4.10) to get
ω(P(v)∗) = 〈Λˆ(z), Λˆ(v)〉 = λ〈Λ(z), Λˆ(v)〉 = λ ω(P(v)∗) .
Because this is valid for enough elements v andω, we get that λ = 1 which
concludes the proof. 
We characterize compact and discrete cocycle bicrossed products as fol-
lows.
Proposition 3.4.18. The locally compact quantum group (M,∆) is compact
if and only if (M2,∆2) is compact and (M1,∆1) is discrete. (M,∆) is discrete
if and only if (M2,∆2) is discrete and (M1,∆1) is compact.
Proof. From Definition 3.3.13, it follows that ϕ(1) = ϕˆ1(1) ϕ2(1), from
where the first statement follows. The second statement follows from the
first one and from the observation that (Mˆ, ∆ˆ) is a cocycle bicrossed product
of (M2,∆2) and (M1,∆1). 
3.5 Extensions and cocycle bicrossed products
We define and study extensions of locally compact quantum groups and
prove that there is a one-to-one correspondence between cleft extensions
and cocycle bicrossed products.
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3.5.1 Extensions and cleft extensions of locally compact
quantum groups
We start with the following result which can also be deduced from [57], but
we prefer to give a direct proof.
Proposition 3.5.1. Suppose that (M1,∆1) and (M,∆) are locally compact
quantum groups and suppose that β : M1 → Mˆ is a normal ∗-homomorphism
satisfying ∆ˆβ = (β⊗ β)∆1. Define the unitaries Z1 and Z2 on H1 ⊗H by
Z1 = (ι⊗ β)(Wˆ∗1 ) , Z2 = (J1 ⊗ Jˆ) (ι⊗ β)(Wˆ∗1 ) (J1 ⊗ Jˆ)
and the maps µ and θ on M by
µ(z) = Z1(1⊗ z)Z∗1 and θ(z) = Z2(1⊗ z)Z∗2 .
Then µ is an action of (Mˆ1, ∆ˆ1) on M and θ is an action of (Mˆ1, ∆ˆ1op) on M
such that
θ(z) = (Rˆ1 ⊗ R)µ(R(z)) for all z ∈ M ,
(µ ⊗ ι)(W) = (ι⊗ β)(Wˆ1)13W23 ,
(θ ⊗ ι)(W) = W23(ι⊗ β)(Wˆ1)13 ,
(ι⊗∆)µ = (µ ⊗ ι)∆ and (ι⊗∆op)θ = (θ ⊗ ι)∆op .
Finally, for all z ∈Nϕ andω ∈ Mˆ1∗, we have (ω⊗ ι)µ(z) ∈Nϕ and
Λ((ω⊗ ι)µ(z)) = β((ι⊗ω)(W1)) Λ(z) .
Proof. Observe that
(ι⊗ β)(Wˆ∗1 )12 W23 (ι⊗ β)(Wˆ1)12 = (ι⊗ β)(Wˆ∗1 )12 (ι⊗ ∆ˆopβ)(Wˆ1) W23
= (ι⊗ β)(Wˆ∗1 )12 (ι⊗ β⊗ β)(ι⊗∆1op)(Wˆ1) W23
= (ι⊗ β)(Wˆ1)13 W23 .
Then one can conclude that µ(M) ⊂ Mˆ1 ⊗M and
(µ ⊗ ι)(W) = (ι⊗ β)(Wˆ1)13 W23 .
Now, one can check that (∆ˆ1 ⊗ ι)µ = (ι⊗ µ)µ, i.e., µ is an action of (Mˆ1, ∆ˆ1)
on M , and (ι⊗∆)µ = (µ ⊗ ι)∆. We get similar formulas for θ from
θ(z) = (Rˆ1 ⊗ R)µ(R(z)) for all z ∈ M
and Rˆβ = βR1 (this follows from Proposition 1.6.21). So, it remains to prove
the final statement. Choose ω ∈ Mˆ1∗ and η ∈ Iˆ . Then
(ω⊗ ι)µ((ι⊗ η)(W∗)) = (ι⊗ ρ)(W∗) , (3.5.1)
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where
ρ(z) = (ω⊗ η)((1⊗ z)(ι⊗ β)(Wˆ∗1 )) for all z ∈ Mˆ .
We claim that ρ ∈ Iˆ . For this, we choose z ∈Nϕˆ and compute
ρ(z∗) = (ω⊗ η)((1⊗ z∗)(ι⊗ β)(Wˆ∗1 )) = η(z∗β((ι⊗ω)(W1)))
= 〈Λ((ι⊗ η)(W∗)), β((ι⊗ω)(W1)∗)Λˆ(z)〉
= 〈β((ι⊗ω)(W1))Λ((ι⊗ η)(W∗)), Λˆ(z)〉 .
From this, the claim follows; so, (ι⊗ ρ)(W∗) ∈Nϕ and
Λ((ι⊗ ρ)(W∗)) = β((ι⊗ω)(W1)) Λ((ι⊗ η)(W∗)) .
Combining this with Equation (3.5.1) and the fact that the elements
(ι ⊗ η)(W∗) form a σ -strong∗– norm core for Λ, we get the final state-
ment. 
The starting point of Proposition 3.5.1 is the von Neumann algebraic mor-
phism β. If all algebras are finite-dimensional, we can dualize β to a mor-
phism β˜ : M → Mˆ1 such that
(β˜⊗ ι)(W) = (ι⊗ β)(Wˆ1) .
The link between β˜ and the action µ is now given by the formula
µ(z) = (β˜⊗ ι)∆(z) for all z ∈ M ,
and the action µ also makes sense in the general case. The action µ satisfies
(ι ⊗ ∆)µ = (µ ⊗ ι)∆, and in [57] there is established a natural one-to-one
correspondence between actions of this special type and morphisms.
Turning now to the definition of extensions of locally compact quantum
groups, note that we use the notation β first of all for a morphism M1 → Mˆ ,
but also symbolically on the arrow pointing from (M,∆) to (Mˆ1, ∆ˆ1) for, in
a sense, the dual morphism which does not necessarily exist on the von
Neumann algebra level.
Definition 3.5.2. Let (M1,∆1), (M2,∆2) and (M,∆) be locally compact quan-
tum groups. We call
(M2,∆2) α−→ (M,∆) β−→ (Mˆ1, ∆ˆ1)
a short exact sequence, if
α : M2 → M and β : M1 → Mˆ
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are normal, faithful ∗-homomorphisms satisfying
∆α = (α⊗α)∆2 and ∆ˆβ = (β⊗ β)∆1
and if α(M2) = Mθ, where θ is the action of (Mˆ1, ∆ˆ1op) on M defined in
Proposition 3.5.1 starting with the morphism β. In this situation, we call
(M,∆) an extension of (M2,∆2) by (Mˆ1, ∆ˆ1).
The faithfulness of the morphisms α and β reflects the exactness of the
sequence in the first and third place. The formula α(M2) = Mθ reflects its
exactness in the second place. In terms of the above morphism β˜ : M → Mˆ1
the exactness of the sequence in the second place is informally expressed
by
α(M2) = {z ∈ M | (ι⊗ β˜)∆(z) = z ⊗ 1} .
This formula is precisely the one used in Hopf algebra theory; see [3].
If α and β give rise to a short exact sequence as in the previous definition,
then the dual exact sequence
(M1,∆1) β−→ (Mˆ, ∆ˆ) α−→ (Mˆ2, ∆ˆ2)
is also a short exact sequence. This follows from the argument in part 1.a)
of the proof of Theorem 3.5.5.
Definition 3.5.3. An extension (M,∆) of locally compact quantum groups is
said to be a cleft extension of (M2,∆2) by (Mˆ1, ∆ˆ1) if the extension α(M2) =
Mθ ⊂ M is a cleft extension of von Neumann algebras.
From part 1.b) of the proof of Theorem 3.5.5, it follows that the dual exten-
sion of a cleft extension is again cleft.
3.5.2 From cocycle bicrossed products to cleft extensions
Proposition 3.5.4. Let (M,∆) be a cocycle bicrossed product of locally com-
pact quantum groups (M1,∆1) and (M2,∆2), which is also a locally compact
quantum group by Theorem 3.4.13. Let α and β be as in Definition 3.4.1.
Then
α :M2 → M , β : M1 → Mˆ
and (M,∆) is a cleft extension of (M2,∆2) by (Mˆ1, ∆ˆ1).
Proof. Theorem 3.4.13 shows that (Mˆ, ∆ˆ), defined in Proposition 3.4.9, is
the dual locally compact quantum group of (M,∆). So, β maps M1 faith-
fully into Mˆ . Definition 3.4.2 implies that α maps M2 faithfully into M and
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Proposition 3.4.4 shows that ∆α = (α ⊗ α)∆2. Because the construction of
(Mˆ, ∆ˆ) corresponds to the cocycle matching (τ˜, U˜, V˜ ), it also follows from
Proposition 3.4.4 that ∆ˆβ = (β ⊗ β)∆1. Let J and Jˆ be the modular conju-
gations of ϕ and ϕˆ in the GNS-constructions (H, ι,Λ) and (H, ι, Λˆ), respec-
tively; see Notation 3.4.7 and Proposition 3.4.9. From Proposition 3.4.17, we
know that ϕˆ is the canonical left invariant weight on the dual (Mˆ, ∆ˆ) with
canonical dual GNS-construction (H, ι, Λˆ). So, the action θ of (Mˆ1, ∆ˆ1op) on
M constructed in Proposition 3.5.1 satisfies θ(z) = Z(1⊗z)Z∗ for all z ∈ M
where
Z = (J1 ⊗ Jˆ) (ι⊗ β)(Wˆ∗1 ) (J1 ⊗ Jˆ) .
Up to a flip map, Mˆ is the cocycle crossed product M2 σβ,V321LM1 and ϕˆ
is the dual weight of ϕ1 with accompanying dual weight GNS-construction
(H, ι, Λˆ). Hence, it follows from Proposition 3.3.19 that β is implemented
by Jˆ(J1 ⊗ Jˆ2). Then we get
Z = (J1 ⊗ J1)ΣW1Σ(J1 ⊗ J1)⊗ 1 .
So, it follows from Proposition 3.3.4 that θ = αˆ and therefore, Theorem
3.3.11 gives
Mθ = (M1 α,ULM2)αˆ = α(M2) .
Since θ = αˆ, Propositions 3.3.22 and 3.3.24 show that Mθ ⊂ M is a cleft
extension. 
3.5.3 From cleft extensions to cocycle bicrossed products
Theorem 3.5.5. Let (M1,∆1), (M2,∆2) and (N, Γ ) be locally compact quan-
tum groups, let ρ : M2 → N and γ : M1 → Nˆ be normal faithful ∗-homomor-
phisms turning (N, Γ ) into a cleft extension of (M2,∆2) by (Mˆ1, ∆ˆ1).
Then there exists a cocycle matching (τ,U,V ) of (M1,∆1) and (M2,∆2) and
an isomorphism Φ : (N, Γ )→ (M,∆)
of (N, Γ ) onto the cocycle bicrossed product (M,∆), satisfying
Φρ = α and Φˆγ = β ,
where α and β are as in Definition 3.4.1 and where Φˆ : (Nˆ, Γˆ )→ (Mˆ, ∆ˆ) is the
isomorphism canonically associated with Φ and characterized by
(Φ ⊗ Φˆ)(W ) = W ,
whereW is the multiplicative unitary of (N, Γ ) and W is the one of (M,∆).
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Proof. 1. The definition of α,U, β,V and Φ.
a) Represent (M1,∆1), (M2,∆2) and (N, Γ ) on the GNS-space of a left Haar
weight and denote by K the Hilbert space on which (N, Γ ) acts, by W the
multiplicative unitary of (N, Γ ) and by JN and JˆN the modular conjugations
of the invariant weights on N and Nˆ .
If θ : N → Mˆ1 ⊗N is the action of (Mˆ1, ∆ˆ1op) on N constructed with γ, as in
Proposition 3.5.1, then
θ(z) = Z(1⊗ z)Z∗ for all z ∈ N and Z = (J1 ⊗ JˆN)(ι⊗γ)(Wˆ∗1 )(J1 ⊗ JˆN) .
One also has
(ι⊗ θ)(Wˆ ) = (γ ⊗ ι)(W1)12Wˆ13 .
Applying now Proposition 3.5.1 to ρ : M2 → N , we get an action η : Nˆ →
Mˆ2 ⊗ Nˆ of (Mˆ2, ∆ˆ2op) on Nˆ defined by
η(z) = Z˜(1⊗ z)Z˜∗ for all z ∈ Nˆ , (3.5.2)
where
Z˜ = (J2 ⊗ JN)(ι⊗ ρ)(Wˆ∗2 )(J2 ⊗ JN) .
The action η satisfies
(η⊗ ι)(Wˆ) = Wˆ23(ι⊗ ρ)(Wˆ2)13 .
Because γ and ρ turn (N, Γ ) into an extension, one has Nθ = ρ(M2). We
claim that also Nˆη = γ(M1). Indeed, Equation (3.5.2) gives
Nˆη = Nˆ ∩ JNρ(M2)′JN .
Similarly, we have
Nθ = N ∩ JˆNγ(M1)′JˆN .
So,
ρ(M2) = N ∩ JˆNγ(M1)′JˆN .
But for all x ∈ M2, we have JˆNρ(x)JˆN = R(ρ(x)∗) = ρ(R2(x∗)) and so, we
may conclude that JˆNρ(M2)JˆN = ρ(M2). Therefore,
ρ(M2) = N ∩ γ(M1)′ .
Since Γˆγ = (γ ⊗ γ)∆1, we get that γ(M1) is a two-sided coideal in (Nˆ, Γˆ) in
the sense of De´finition 3.1 in [37]. Then it follows from The´ore`me 3.3 in
[37] that
γ(M1) = Nˆ ∩ (N ∩ γ(M1)′)′ = Nˆ ∩ ρ(M2)′ .
Because JNγ(M1)JN = γ(M1), one has
γ(M1) = Nˆ ∩ JNρ(M2)′JN = Nˆη ,
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which proves the claim.
Since γ and ρ turn (N, Γ ) into a cleft extension, there exists a unitary X ∈
M1 ⊗N satisfying
(ι⊗ θ)(X) = W1,12X13 .
From Proposition 3.3.22, it follows that (α˜, U˜) is a cocycle action of (M1,∆1)
on Nθ, where
α˜(z) = X∗(1⊗ z)X for all z ∈ Nθ and U˜ = X∗23X∗13(∆1 ⊗ ι)(X).
Because Nθ = ρ(M2), we can define
α = (ι⊗ ρ−1)α˜ρ , U = (ι⊗ ι⊗ ρ−1)(U) ,
and then α : M2 → M1 ⊗ M2 is a faithful and normal ∗-homomorphism,
U ∈M1 ⊗M1 ⊗M2 is a unitary and
(ι⊗α)α(x) = U (∆1 ⊗ ι)α(x)U∗ for all x ∈ M2 ,
(ι⊗ ι⊗α)(U) (∆1 ⊗ ι⊗ ι)(U) = (1⊗U) (ι⊗∆1 ⊗ ι)(U) .
Still using Proposition 3.3.22, we can define a ∗-isomorphism
Φ : N → M1 α,ULM2
satisfying
Φ(ρ(x)) = α(x) for all x ∈ M2 and (ι⊗ Φ)(X) = W1,12U∗ .
From now on, we write M =M1 α,ULM2.
b) To show that also Nˆ has a cocycle crossed product structure, we will find
a cocycle action of (M2,∆2) on M1. Define a unitary Y˜ in Nˆ ⊗N by
Y˜ = (γ ⊗ ι)(X∗)Wˆ . (3.5.3)
Then we have
(ι⊗ θ)(Y˜ ) = (γ ⊗ θ)(X∗)(ι⊗ θ)(Wˆ )
= (γ ⊗ ι)(X∗)13 (γ ⊗ ι)(W∗1 )12 (γ ⊗ ι)(W1)12 Wˆ13 = Y˜13 .
So, Y˜ ∈ Nˆ ⊗Nθ and we define Y = (ι⊗ρ−1)(Y˜ ) ∈ Nˆ⊗M2. Observe now that
(η⊗ ι)(Y˜ ) = (γ ⊗ ι)(X∗)23 (η⊗ ι)(Wˆ) = (γ ⊗ ι)(X∗)23 Wˆ23 (ι⊗ ρ)(Wˆ2)13
= Y˜23(ι⊗ ρ)(Wˆ2)13 .
From this, we may conclude that
(ι⊗ η)(ΣY∗Σ) = W2,12(ΣY∗Σ)13 .
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Hence, Proposition 3.3.22 shows that Nˆ has a cocycle crossed product struc-
ture and we can define
β˜ : Nˆη → Nˆη ⊗M2 : β˜(z) = Y(z ⊗ 1)Y∗ ,
V˜ = Y12Y13(ι⊗∆2op)(Y∗) ∈ Nˆη ⊗M2 ⊗M2 .
Then β = (γ−1 ⊗ ι)β˜γ : M1 → M1 ⊗M2 is a faithful and normal ∗-homomor-
phism, V = (γ−1 ⊗ ι⊗ ι)(V˜ ) is a unitary in M1 ⊗M2 ⊗M2 and
(β⊗ ι)β(x) = V (ι⊗∆2op)β(x)V∗ for all x ∈ M1 ,
(β⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(V ) = (V ⊗ 1)(ι⊗∆2op⊗ ι)(V ) .
If M˜ is the von Neumann algebra acting on H1⊗H2 generated by β(M1) and
the elements (ι⊗ ι⊗ω)(V (1⊗ Wˆ2)), it also follows from Proposition 3.3.22
that there is a unique ∗-isomorphism Φ˜ : Nˆ → M˜ satisfying
Φ˜(γ(x)) = β(x) for all x ∈ M1 and (Φ˜ ⊗ ι)(Y) = V (1⊗ Wˆ2) .
2. The definition of τ.
a) The comultiplication ∆ = (Φ ⊗ Φ)ΓΦ−1 on M makes of (M,∆) a locally
compact quantum group and then Φ : (N, Γ ) → (M,∆) is an isomorphism.
We claim that, writing W˜ = W1,12U∗, one has
(ι⊗∆op)(W˜ ) = (W˜ ⊗ 1⊗ 1) ((ι⊗α)β⊗ ι⊗ ι)(W˜ ) (ι⊗α⊗α)(V ) .
Indeed, observe that by definition of Y and because of Equation (3.5.3), we
have
Wˆ = (γ ⊗ ι)(X)(ι⊗ ρ)(Y) .
From this, it follows that
(ι⊗ Γ op )(Wˆ ) = (γ ⊗ Γ op )(X) (ι⊗ ρ ⊗ ρ)(ι⊗∆2op)(Y)
= (γ ⊗ Γ op )(X) (ι⊗ ρ ⊗ ρ)(V˜∗Y12Y13)
= (γ ⊗ Γ op )(X) (γ ⊗ ρ ⊗ ρ)(V∗) (ι⊗ ρ)(Y)12 (ι⊗ ρ)(Y)13 .
On the other hand,
(ι⊗Γ op )(Wˆ ) = Wˆ12Wˆ13 = (γ⊗ι)(X)12(ι⊗ρ)(Y)12 (γ⊗ι)(X)13(ι⊗ρ)(Y)13 .
Both computations together yield
(γ ⊗ Γ op )(X) (3.5.4)
= (γ ⊗ ι)(X)12(ι⊗ ρ)(Y)12(γ ⊗ ι)(X)13(ι⊗ ρ)(Y∗)12(γ ⊗ ρ ⊗ ρ)(V ) .
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But
(ι⊗ ρ)(Y)12(γ ⊗ ι)(X)13(ι⊗ ρ)(Y∗)12 = (ι⊗ ρ ⊗ ι)
(
Y12(γ ⊗ ι)(X)13Y∗12
)
= (ι⊗ ρ ⊗ ι)(β˜γ ⊗ ι)(X)
= (γ ⊗ ρ ⊗ ι)(β⊗ ι)(X) .
Applying γ−1 ⊗ ι⊗ ι to Equation (3.5.4), one can conclude that
(ι⊗ Γ op )(X) = X12 (ι⊗ ρ ⊗ ι)(β⊗ ι)(X) (ι⊗ ρ ⊗ ρ)(V ) .
Apply ι⊗ Φ ⊗ Φ to this expression. Then
(ι⊗∆op)(W˜ ) = (W˜ ⊗ 1⊗ 1) ((ι⊗α)β⊗ ι⊗ ι)(W˜ ) (ι⊗α⊗α)(V ) (3.5.5)
and that is precisely the claim. The formula Γρ = (ρ ⊗ ρ)∆2 implies
∆α = (α⊗α)∆2 , (3.5.6)
which together with the previous formula determines completely the co-
multiplication ∆ on M .
b) Repeating the proof of Proposition 3.4.8 and using Equations (3.5.5) and
(3.5.6), we prove that the dual weight ϕ on M = M1 α,ULM2 of the weight
ϕ2 on M2, with canonical GNS-construction (H1 ⊗ H2, ι,Λ) in the sense of
Terminology 3.3.17, is left invariant on the locally compact quantum group
(M,∆). Defining
Wˆ = (β⊗ ι⊗ ι)((W1 ⊗ 1)U∗) (ι⊗ ι⊗α)(V (1⊗ Wˆ2)) and W = ΣWˆ∗Σ,
where Σ flips H ⊗H and H = H1 ⊗H2, we get
Λ((ω⊗ ι)∆(z)) = (ω⊗ ι)(W∗)Λ(z) for all z ∈Nϕ,ω ∈ M∗ .
So,W is the multiplicative unitary associated with the locally compact quan-
tum group (M,∆) and the GNS-construction (H1⊗H2, ι,Λ) for its left invari-
ant weight ϕ.
c) The comultiplication ∆˜ = (Φ˜ ⊗ Φ˜)Γˆ Φ˜−1 makes of (M˜, ∆˜) a locally compact
quantum group and Φ˜ : (Nˆ, Γˆ )→ (M˜, ∆˜) is an isomorphism. Exactly as above
for ∆, but now starting from
Wˆ = (γ ⊗ ι)(X)(ι⊗ ρ)(Y) and (Γˆ ⊗ ι)(Wˆ ) = Wˆ13Wˆ23 ,
one can prove that
(∆˜⊗ ι)(Wˇ ) = (1⊗ 1⊗ Wˇ) (ι⊗ ι⊗ (β⊗ ι)α)(Wˇ ) (β⊗ β⊗ ι)(U) and∆˜β = (β⊗ β)∆1 ,
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where Wˇ = (1 ⊗ Wˆ∗2 )V∗. Analogously as above, we get that the dual
weight ϕ˜ on M˜ of the weight ϕ1 on M1, with canonically associated GNS-
construction (H1 ⊗H2, ι, Λ˜), is left invariant on (M˜, ∆˜), and
Λ˜((ω⊗ ι)∆˜(z)) = (ι⊗ω)(W)Λ˜(z) for all z ∈Nϕ˜,ω ∈ M˜∗ .
Then we may conclude that (M˜, ∆˜) is precisely the dual of (M,∆).
d) Apply Theorems 1.11.13 and 1.11.14 to the locally compact quantum
group (M,∆) to get a canonical left invariant weight ϕˆ on (Mˆ, ∆ˆ) with
canonical GNS-construction (H1⊗H2, ι, Λˆ). We already have (Mˆ, ∆ˆ) = (M˜, ∆˜)
and we have the left invariant weight ϕ˜ on (M˜, ∆˜) with GNS-construction
(H1 ⊗H2, ι, Λ˜). Just as in the beginning of the proof of Proposition 3.4.17,
we get λ ∈ C \ {0} such that Λˆ = λΛ˜. Denote by Jˆ the modular conjugation
of ϕˆ in the GNS-construction (H1 ⊗H2, ι, Λˆ). Putting u = λ¯/λ, we get that
uJˆ is the modular conjugation of ϕ˜ in the GNS-construction (H1⊗H2, ι, Λ˜).
Combining this with Proposition 3.3.19, we have
β(x) = uJˆ(J1 ⊗ Jˆ2)(x ⊗ 1)(J1 ⊗ Jˆ2)Jˆu¯ = Jˆ(J1 ⊗ Jˆ2)(x ⊗ 1)(J1 ⊗ Jˆ2)Jˆ ,
for all x ∈ M1. Further, we get Jˆ(J1 ⊗ Jˆ2) ∈ B(H1)⊗M2. If J is the modular
conjugation of ϕ in the GNS-construction (H1 ⊗ H2, ι,Λ), it follows from
Proposition 3.3.19 that
α(x) = J(Jˆ1 ⊗ J2)(1⊗ x)(Jˆ1 ⊗ J2)J ,
for all x ∈ M2. Further, we get J(Jˆ1 ⊗ J2) ∈ M1 ⊗ B(H2). Define a unitary R
on H1 ⊗H2 by
R = JJˆ(J1Jˆ1 ⊗ Jˆ2J2) .
For all x ∈M2, one has, using that Jˆ(J1 ⊗ Jˆ2) ∈ B(H1)⊗M2,
R(1⊗ x)R∗ = J Jˆ(J1 ⊗ Jˆ2) (1⊗ J2xJ2) (J1 ⊗ Jˆ2)Jˆ J
= J(1⊗ J2xJ2)J = α(x) .
From Corollary 1.13.15, we get the existence of a complex number ν such
that
R = ν JˆJ(Jˆ1J1 ⊗ J2Jˆ2) .
Using this and the fact that J(Jˆ1 ⊗ J2) ∈M1 ⊗ B(H2), we get, for all x ∈ M1,
R(x ⊗ 1)R∗ = Jˆ J(Jˆ1 ⊗ J2) (J1xJ1 ⊗ 1) (Jˆ1 ⊗ J2)J Jˆ
= Jˆ(J1xJ1 ⊗ 1)Jˆ = β(x) .
Taking both computations together, we can define a faithful ∗-homomor-
phism τ
τ : M1 ⊗M2 → M1 ⊗M2 : τ(z) = RzR∗
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satisfying α(x) = τ(1 ⊗ x) for all x ∈ M2, and β(x) = τ(x ⊗ 1) for all
x ∈ M1.
3. The proof of the compatibility relations.
a) First, we prove the relation
V132 (ι⊗∆2)α(x) V∗132 = τ13(α⊗ ι)∆2(x) ,
for all x ∈ M2. Recall that
Wˆ = (β⊗ι⊗ι)(W˜) (ι⊗ι⊗α)(Wˇ∗) where W˜ = (W1⊗1)U∗, Wˇ = (1⊗Wˆ∗2 )V∗ .
Hence, we obtain for all z ∈M :
∆op(z) = Wˆ (z ⊗ 1)Wˆ∗
= (β⊗ ι⊗ ι)(W˜) (ι⊗ ι⊗ α)(V (ι⊗∆2op)(z)V∗) (β⊗ ι⊗ ι)(W˜∗) .
Using that ∆(α(x)) = (α⊗ α)∆2(x) for all x ∈ M2, and using the previous
formula, we get for all x ∈M2
(ι⊗ ι⊗α)(V (ι⊗∆2op)(α(x))V∗)
= (β⊗ ι⊗ ι)(W˜∗) ∆op(α(x)) (β⊗ ι⊗ ι)(W˜ )
= (β⊗ ι⊗ ι)(W˜∗) (α⊗α)∆2op(x) (β⊗ ι⊗ ι)(W˜)
= (τ ⊗ ι⊗ ι)(W˜∗134 ((ι⊗α)∆2op(x))234 W˜134) .
Because (α,U) is a cocycle action of (M1,∆1) on M2, we have
W˜∗(1⊗α(y))W˜ = (ι⊗ α)α(y) for all y ∈M2 .
Using this, we can continue the previous computation as follows:
(ι⊗ ι⊗ α)(V (ι⊗∆2op)(α(x))V∗) = (τ ⊗ ι⊗ ι)((ι⊗ (ι⊗α)α)∆2op(x)2134)
= (ι⊗ ι⊗α)τ12σ12(ι⊗α)∆2op(x) .
Because α is faithful, we may conclude that
V (ι⊗∆2op)α(x) V∗ = τ12σ12(ι⊗α)∆2op(x) ,
for all x ∈ M2, from where the needed relation follows.
Using now the formula ∆ˆ(β(x)) = (β⊗ β)∆1(x) for all x ∈ M1 and the fact
that (σβ,V321) is a cocycle action of (M2,∆2) on M1, we obtain similarly,
for all x ∈ M1,
U (∆1 ⊗ ι)β(x)U∗ = τ23σ23(β⊗ ι)∆1(x).
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b) We prove the relation
(∆1 ⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(U∗)
= (U∗ ⊗ 1)(ι⊗ τσ ⊗ ι)((β⊗ ι⊗ ι)(U∗)(ι⊗ ι⊗α)(V ))(1⊗V ) .
From Equation (3.5.5), one has
(W˜ ⊗ 1⊗ 1) ((ι⊗ α)β⊗ ι⊗ ι)(W˜) (ι⊗α⊗α)(V ) = (ι⊗∆op)(W˜ )
= (1⊗ (β⊗ ι⊗ ι)(W˜)) (ι⊗ ι⊗ ι⊗α)((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗))
× (1⊗ (β⊗ ι⊗ ι)(W˜∗))
and so,
(ι⊗ ι⊗ ι⊗α)((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗))
= (1⊗ (β⊗ ι⊗ ι)(W˜∗)) (W˜ ⊗ 1⊗ 1) ((ι⊗α)β⊗ ι⊗ ι)(W˜) (ι⊗α⊗α)(V )
× (1⊗ (β⊗ ι⊗ ι)(W˜ )) .
Using now that, for all x ∈ M1, we have
W˜∗(1⊗ β(x))W˜ = U (∆1 ⊗ ι)β(x)U∗ = τ23σ23(β⊗ ι)∆1(x) ,
we obtain
(ι⊗ ι⊗ ι⊗ α) ((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗))
= (W˜ ⊗ 1⊗ 1)τ23σ23
(
(β⊗ ι⊗ ι⊗ ι)(∆1 ⊗ ι⊗ ι)(W˜∗))((ι⊗ α)β⊗ ι⊗ ι)(W˜)
× (ι⊗α⊗α)(V ) (1⊗ (β⊗ ι⊗ ι)(W˜))
= (W˜ ⊗ 1⊗ 1) τ23σ23
(
(β⊗ ι⊗ ι⊗ ι)(∆1 ⊗ ι⊗ ι)(W˜∗) (β⊗ ι⊗ ι)(W˜)1245
× (ι⊗ ι⊗α)(V )1245 W˜345
)
.
Using now that
W˜∗(1⊗α(x))W˜ = (ι⊗α)α(x) ,
for all x ∈ M1, we get
(ι⊗ ι⊗ ι⊗α) ((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗))
= (W˜ ⊗ 1⊗ 1) τ23σ23
(
(β⊗ ι⊗ ι⊗ ι)(∆1 ⊗ ι⊗ ι)(W˜∗) (β⊗ ι⊗ ι)(W˜ )1245
× W˜345 (ι⊗ ι⊗ (ι⊗α)α)(V )
)
= (W˜ ⊗ 1⊗ 1) τ23σ23
(
(β⊗ ι⊗ ι⊗ ι)((∆1 ⊗ ι⊗ ι)(W˜∗) W˜134W˜234)
× (ι⊗ ι⊗ (ι⊗α)α)(V )) .
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Before we continue this computation, we use the cocycle property of U to
obtain
(∆1 ⊗ ι⊗ ι)(W˜∗) W˜134 W˜234
= (∆1 ⊗ ι⊗ ι)(U)W∗1,23W∗1,13 W1,13U∗134 W1,23U∗234
= (∆1 ⊗ ι⊗ ι)(U) (ι⊗∆1 ⊗ ι)(U∗)U∗234
= (ι⊗ ι⊗ α)(U∗) .
Then we can continue the computation above and obtain
(ι⊗ ι⊗ ι⊗α) ((1⊗V )(ι⊗ ι⊗∆2op)(W˜ )(1⊗V∗))
= (W˜ ⊗ 1⊗ 1) τ23σ23
(
(β⊗ ι⊗α)(U∗) (ι⊗ ι⊗ (ι⊗α)α)(V ))
= (ι⊗ ι⊗ ι⊗ α)((W˜ ⊗ 1) τ23σ23((β⊗ ι⊗ ι)(U∗) (ι⊗ ι⊗ α)(V ))) .
Because α is faithful, it now follows that
(1⊗V )(ι⊗ι⊗∆2op)(W˜ )(1⊗V∗) = (W˜⊗1)τ23σ23((β⊗ι⊗ι)(U∗)(ι⊗ι⊗α)(V )).
Because W˜ = (W1 ⊗ 1)U∗, this gives
(1⊗V )W1,12 (ι⊗ ι⊗∆2op)(U∗) (1⊗V∗)
= W1,12(U∗ ⊗ 1) τ23σ23
(
(β⊗ ι⊗ ι)(U∗) (ι⊗ ι⊗α)(V ))
so that, finally,
(∆1 ⊗ ι⊗ ι)(V ) (ι⊗ ι⊗∆2op)(U∗) (1⊗V∗)
= (U∗ ⊗ 1) (ι⊗ τσ ⊗ ι)((β⊗ ι⊗ ι)(U∗) (ι⊗ ι⊗ α)(V )) .
c) It follows from Equations (3.5.5) and (3.5.6) that (M,∆) is indeed the
cocycle bicrossed product of (M1,∆1) and (M2,∆2). We also have the iso-
morphism Φ : (N, Γ ) → (M,∆) satisfying Φρ = α. Let Φˆ be the canonically
associated isomorphism Φˆ : (Nˆ, Γˆ )→ (Mˆ, ∆ˆ) characterized by
(Φ ⊗ Φˆ)(W ) = W .
Since Wˆ = (γ ⊗ ι)(X)(ι⊗ ρ)(Y), one has
(Φ ⊗ Φ˜)(W ) = W .
So, we obtain Φ˜ = Φˆ and Φˆγ = β, which concludes the proof. 
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3.5.4 Isomorphisms of cleft extensions
Definition 3.5.6. Let (M1,∆1), (M2,∆2), (Ma,∆a) and (Mb,∆b) be locally
compact quantum groups. Extensions
(M2,∆2) αa−→ (Ma,∆a) βa−→ (Mˆ1, ∆ˆ1) and
(M2,∆2) αb−→ (Mb,∆b) βb−→ (Mˆ1, ∆ˆ1)
are said to be isomorphic, if there exists an isomorphism of locally compact
quantum groups
π : (Ma,∆a)→ (Mb,∆b)
satisfying παa = αb and πˆβa = βb , where πˆ is the canonical isomorphism
of (Mˆa, ∆ˆa) onto (Mˆb, ∆ˆb) associated with π .
Then we can prove the following result.
Proposition 3.5.7. Let (M1,∆1) and (M2,∆2) be locally compact quantum
groups, let (τa,Ua,Va) and (τb,Ub,Vb) be cocycle matchings of (M1,∆1)
and (M2,∆2) with corresponding actions αa,αb, βa and βb , and let (Ma,∆a)
and (Mb,∆b) be the respective cocycle bicrossed products. If the extensions
(M2,∆2) αa−→ (Ma,∆a) βa−→ (Mˆ1, ∆ˆ1) and
(M2,∆2) αb−→ (Mb,∆b) βb−→ (Mˆ1, ∆ˆ1)
are isomorphic through the isomorphism π , then there exists a unitary R in
M1 ⊗M2 satisfying
τb(z) = R τa(z)R∗ for all z ∈ M1 ⊗M2 ,
Ub = (1⊗R) (ι⊗αa)(R)Ua (∆1 ⊗ ι)(R∗) ,
Vb = (R⊗ 1) (βa ⊗ ι)(R) Va (ι⊗∆2op)(R∗) ,
π(z) = R z R∗ for all z ∈ Ma ,
πˆ(z) = R z R∗ for all z ∈ Mˆa .
If, conversely, (τa,Ua,Va) is a cocycle matching of (M1,∆1) and (M2,∆2),
and if R is a unitary in M1 ⊗M2, then the formulas above define a cocycle
matching (τb,Ub,Vb) of (M1,∆1) and (M2,∆2). If (Ma,∆a) and (Mb,∆b)
are the corresponding cocycle bicrossed products, then one can define an
isomorphism
π : (Ma,∆a)→ (Mb,∆b) : π(z) = R z R∗
of locally compact quantum groups such that παa = αb and πˆβa = βb.
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Observe that when both M1 and M2 are commutative, the extensions given
by cocycle matchings (τa,Ua,Va) and (τb,Ub,Vb) are isomorphic if and
only if τa = τb and there exists a unitary R in M1 ⊗M2 satisfying
Ub = (1⊗R) (ι⊗αa)(R)Ua (∆1 ⊗ ι)(R∗) ,
Vb = (R⊗ 1) (βa ⊗ ι)(R)Va (ι⊗∆2op)(R∗) .
We will come back to this situation in Subsection 3.6.3.
Proof. First, let π be an isomorphism of (Ma,∆a) onto (Mb,∆b) satisfying
παa = αb and πˆβa = βb . Recall that πˆ satisfies (π ⊗ πˆ)(Wa) = Wb where
Wa and Wb denote the multiplicative unitaries of (Ma,∆a) and (Mb,∆b),
respectively. Concerning the dual actions αˆa and αˆb of (Mˆ1, ∆ˆ1op) on Ma
and Mb, respectively, it follows from Proposition 3.3.4 and Definition 3.4.2
that
(ι⊗ ι⊗ αˆa)(Wˆa) = (βa ⊗ ι)(W1)123 Wˆa,1245 and
(ι⊗ ι⊗ αˆb)(Wˆb) = (βb ⊗ ι)(W1)123 Wˆb,1245 .
Hence, we get
(ι⊗ ι⊗ (ι⊗π)αˆa)(Wˆa) = (βa ⊗ ι)(W1)123 (ι⊗ ι⊗π)(Wˆa)1245
= (πˆ−1 ⊗ ι⊗ ι⊗ ι)((βb ⊗ ι)(W1)123 Wˆb,1245)
= (πˆ−1 ⊗ αˆb)(Wˆb) = (ι⊗ ι⊗ αˆbπ)(Wˆa) .
So, αˆbπ = (ι⊗π)αˆa.
As before, we define the unitaries W˜a and W˜b by the formulas
W˜a = (W1 ⊗ 1)U∗a , W˜b = (W1 ⊗ 1)U∗b .
Then we define a unitary Y := W˜∗b (ι⊗π)(W˜a) ∈ M1 ⊗Mb. Proposition 3.3.4
and the formula above imply
(ι⊗ αˆb)(Y) = W˜∗b,134W∗1,12 (ι⊗ ι⊗π)(W1,12W˜a,134) = Y134 .
Therefore, Y ∈ M1 ⊗ Mαˆbb . Theorem 3.3.11 shows that there is a unitary
R ∈M1 ⊗M2 such that Y = (ι⊗ αb)(R) and hence,
(ι⊗π)(W˜a) = W˜b(ι⊗αb)(R) . (3.5.7)
Let ϕa and ϕb be the canonical left invariant weights on (Ma,∆a) and
(Mb,∆b) with GNS-constructions (H1 ⊗ H2, ι,Λa) and (H1 ⊗ H2, ι,Λb). We
claim that, for all z ∈Nϕa , we have π(z) ∈Nϕb and
Λb(π(z)) = RΛa(z) .
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To prove this, choose ξ ∈ H1, b ∈ Tϕ1 , x ∈ Nϕ2 , choose an orthonormal
basis (ei)i∈I in H1, and define the element
z := (ωξ,Λ1(b) ⊗ ι⊗ ι)(W˜a) αa(x) ∈Nϕa .
So, with σ -strong∗ convergence, π(z) is given by
π(z) =
∑
i∈I
(ωei,Λ1(b) ⊗ ι⊗ ι)(W˜b) αb((ωξ,ei ⊗ ι)(R)x) .
If we denote by yI0 the sum over a finite subset I0 ⊂ I, we get that yI0 ∈Nϕb
and Λb(yI0) = ∑
i∈I0
J1σ 1i/2(b)J1ei ⊗ (ωξ,ei ⊗ ι)(R)Λ2(x) .
Since Λb is σ -strong∗– norm closed, we get that π(z) ∈Nϕb and
Λb(π(z)) = (J1σ 1i/2(b)J1 ⊗ 1)R(ξ ⊗Λ2(x)) = RΛa(z) .
Because such elements z form a σ -strong∗– norm core for Λa, the claim is
proved. Similarly, z ∈ Nϕa if and only if π(z) ∈ Nϕb . From the formulaΛb(π(z)) = RΛa(z) for all z ∈Nϕa , one can conclude that
π(z) = R z R∗ for all z ∈Ma and πˆ(z) = R z R∗ for all z ∈ Mˆa .
Then also αb(x) = π(αa(x)) = R αa(x) R∗ for all x ∈ M2 and βb(y) =
πˆ(βa(x)) = R βa(x) R∗ for all x ∈ M1. Therefore, τb(z) = R τa(z) R∗
for all z ∈ M1 ⊗M2. So, it follows from Equation (3.5.7) that
Ub(W∗1 ⊗ 1) = W˜∗b = (ι⊗ αb)(R) (ι⊗π)(W˜∗a )
= (1⊗R) (ι⊗αa)(R)Ua (W∗1 ⊗ 1) (1⊗R∗)
and hence,
Ub = (1⊗R) (ι⊗αa)(R)Ua (∆1 ⊗ ι)(R∗) .
It remains to prove the formula for Vb . We have
Wˆa = (βa ⊗ ι⊗ ι)(W˜a) (ι⊗ ι⊗ αa)(Va(1⊗ Wˆ2)) and
Wˆb = (βb ⊗ ι⊗ ι)(W˜b) (ι⊗ ι⊗αb)(Vb(1⊗ Wˆ2)) .
Because Wˆb = (πˆ ⊗π)(Wˆa) and because of Equation (3.5.7), we get
(βb ⊗ ι⊗ ι)(W˜b) (ι⊗ ι⊗αb)(Vb(1⊗ Wˆ2)) = (πˆ ⊗π)(Wˆa)
= (βb ⊗ ι⊗ ι)
(
W˜b(ι⊗ αb)(R)
)
(ι⊗ ι⊗ αb)(πˆ ⊗ ι)(Va(1⊗ Wˆ2)) .
From the faithfulness of αb, it follows that
Vb(1⊗ Wˆ2) = (βb ⊗ ι)(R) (πˆ ⊗ ι)(Va(1⊗ Wˆ2))
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and so,
Vb = (R⊗ 1) (βa ⊗ ι)(R) Va (1⊗ Wˆ2)(R∗ ⊗ 1)(1⊗ Wˆ∗2 )
= (R⊗ 1) (βa ⊗ ι)(R) Va (ι⊗∆2op)(R∗) .
This concludes the proof of the first statement. Vice versa, let (τa,Ua,Va)
be a cocycle matching of (M1,∆1) and (M2,∆2), letR be a unitary inM1⊗M2
and define (τb,Ub,Vb) by the formulas mentioned in the proposition. Then
it is straightforward to check that (τb,Ub,Vb) is a cocycle matching of
(M1,∆1) and (M2,∆2). Let (Ma,∆a) and (Mb,∆b) be the corresponding co-
cycle bicrossed products and let Wˆa and Wˆb be the corresponding multi-
plicative unitaries. Then one can check that
(R⊗R)Wˆa(R∗ ⊗R∗) = Wˆb .
So, defining π(z) = R z R∗ (z ∈ Ma), we get an isomorphism of the
locally compact quantum groups (Ma,∆a) and (Mb,∆b), such that πˆ(z) =
R z R∗ (z ∈ Mˆa). Hence, we get that παa = αb and πˆβa = βb , which
concludes the proof. 
3.6 Extensions of locally compact groups
In this section, we study extensions of locally compact groups, i.e., short
exact sequences of the form
(L∞(G2),∆2) α−→ (M,∆) β−→ (L(G1), ∆ˆ1),
where G1 and G2 are usual locally compact groups.
3.6.1 Extensions of discrete groups
If both G1 and G2 are finite, G.I. Kac showed in Theorem 3 of [52] that every
extension has a cocycle bicrossed product structure (later, it was shown
in [2] that it follows from H.-J. Schneider’s work [98] that every extension
of finite-dimensional Hopf algebras is cleft). We generalize the result of
G.I. Kac as follows.
Theorem 3.6.1. Any extension
(L∞(G2),∆2) α−→ (M,∆) β−→ (L(G1), ∆ˆ1),
where G1 and G2 are discrete groups, is automatically cleft. Applying Theo-
rem 3.5.5, we get that (M,∆) is a cocycle bicrossed product of (L∞(G1),∆1)
and (L∞(G2),∆2).
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The proof of this theorem will consist of several lemmas, very much in-
spired by [52].
Define, as in the section of Preliminaries, the commutative quantum groups
(M1,∆1) and (M2,∆2), their duals and all their ingredients related to G1 and
G2. For g ∈ Gi, denote by δg the element in Mi (i = 1,2) defined by
δg(h) = δg,h,
where δg,h is the Kronecker symbol. The elements δg form an orthonormal
basis in Hi (i = 1,2). Next, define for all g ∈ G1, the functional ωg ∈ Mˆ1∗
by
ωg(x) = 〈xδe, δg〉 for all x ∈ Mˆ1
and observe that
(ι⊗ωg)(W1) = δg and ωg(λh) = δg,h ,
for all g,h ∈ G1. Further,ωg =ωg−1 and
(ι⊗ωg)∆ˆ1(x) =ωg(x)λg for all x ∈ Mˆ1 .
Let α : M2 → M and β : M1 → Mˆ be normal and faithful ∗-homomorphisms
satisfying ∆α = (α⊗α)∆2 and ∆ˆβ = (β⊗β)∆1, respectively. Denote by µ the
action defined in Proposition 3.5.1 such that µ = (Rˆ1 ⊗ R)θR, Mµ = α(M2)
and (ι ⊗ ∆)µ = (µ ⊗ ι)∆. We fix a left invariant weight ϕ on (M,∆) with
GNS-construction (H, ι,Λ).
Lemma 3.6.2. For all g ∈ G1 and s ∈ G2, there exists a z ∈M such that
(ωg ⊗ ι)µ(z) α(δs) ≠ 0 .
Proof. We first claim that there exist elements z ∈ Nϕ and k ∈ G2 such
that α(δk) (ωg ⊗ ι)µ(z) ≠ 0. If this is not the case, then, for every z ∈Nϕ
and k ∈ G2, we have α(δk) (ωg⊗ ι)µ(z) = 0. Hence, using Proposition 3.5.1
0 = Λ(α(δk) (ωg ⊗ ι)µ(z)) = α(δk) β((ι⊗ωg)(W1)) Λ(z)
= α(δk)β(δg)Λ(z) .
Summing over k ∈ G2, it then follows that β(δg) = 0 which contradicts the
faithfulness of β. So, one can take k ∈ G2 and z ∈Nϕ such that
Z := α(δk) (ωg ⊗ ι)µ(z) ≠ 0 .
Since Z ∈Nϕ, we have 0 < ϕ(Z∗Z) <∞. Fix g ∈ G1 and define
Ig = {s ∈ G2 | There exists a z ∈ M with (ωg ⊗ ι)µ(z) α(δs) ≠ 0} .
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Suppose s ∈ G2 \ Ig . One has (ωg ⊗ ι)µ(y) α(δs) = 0 for all y ∈ M . We
claim that ∆(Z)(α(δs)⊗ 1) = 0. Indeed,
∆(Z) = (α⊗α)∆2(δk) ∆((ωg⊗ι)µ(z)) = (α⊗α)∆2(δk) ((ωg⊗ι)µ⊗ι)∆(z) .
For all η ∈M∗, we have
(ι⊗ η)(((ωg ⊗ ι)µ ⊗ ι)∆(z)) α(δs) = (ωg ⊗ ι)µ((ι⊗ η)∆(z)) α(δs) = 0
and so,
((ωg ⊗ ι)µ ⊗ ι)∆(z) (α(δs)⊗ 1) = 0 .
From this, the claim follows. But then
(α(δs)⊗ 1)∆(Z∗Z)(α(δs)⊗ 1) = 0 .
Applying ι⊗ϕ, we obtain
ϕ(Z∗Z) α(δs) = 0
i.e., a contradiction with the faithfulness of α. Therefore, G2 = Ig , which
concludes the proof. 
Lemma 3.6.3. Let g ∈ G1. Then
{(ωg ⊗ ι)µ(z) | z ∈M} = {z ∈M | µ(z) = λg ⊗ z} .
Proof. Let z ∈ M . Then
µ
(
(ωg ⊗ ι)µ(z)
) = ((ωg ⊗ ι)∆ˆ1 ⊗ ι)µ(z) = λg ⊗ (ωg ⊗ ι)µ(z) .
This proves the inclusion ⊂. Vice versa, let z ∈ M and suppose µ(z) =
λg ⊗ z. Then z = (ωg ⊗ ι)µ(z), which gives the other inclusion. 
Lemma 3.6.4. Let g ∈ G1, s, k ∈ G2 and z ∈ M . If the element u ∈M defined
by
u := α(δk) (ωg ⊗ ι)µ(z) α(δs)
is different from 0, then u‖u‖ is a partial isometry with initial projection α(δs)
and final projection α(δk).
Proof. Define
v := (ωg−1 ⊗ ι)µ(z∗) α(δk) (ωg ⊗ ι)µ(z) .
Then u∗u = α(δs) v α(δs) and further, using the previous lemma,
µ(v) = (λg−1 ⊗ (ωg−1 ⊗ ι)µ(z∗)) (1⊗α(δk)) (λg ⊗ (ωg ⊗ ι)µ(z)) = 1⊗ v .
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Hence, v ∈Mµ = α(M2) and one can take x ∈M2 such that v = α(x). Then
u∗u = α(δsxδs) = x(s)α(δs) .
From this, we have u∗u = ‖u‖2α(δs) and similarly uu∗ = ‖u‖2α(δk),
which concludes the proof. 
Lemma 3.6.5. Let g ∈ G1 and s ∈ G2. Then there exists at most one k ∈ G2
such that
{α(δk) (ωg ⊗ ι)µ(z) α(δs) | z ∈M} ≠ {0} .
Proof. If there are k, l ∈ G2, both satisfying the condition above, one can
take y,z ∈ M such that
u := α(δk)(ωg ⊗ ι)µ(y)α(δs) ≠ 0 and v := α(δl)(ωg ⊗ ι)µ(z)α(δs) ≠ 0.
We may suppose that ‖u‖ = ‖v‖ = 1. By Lemma 3.6.4, u (respectively, v)
is a partial isometry with initial projection α(δs) and final projection α(δk)
(respectively, α(δl)). Hence, uv∗ is a partial isometry with initial projection
α(δl) and final projection α(δk). On the other hand, Lemma 3.6.3 gives
µ(u) = λg ⊗u and µ(v) = λg ⊗ v ,
and so, uv∗ ∈Mµ = α(M2). Choose x ∈M2 with α(x) = uv∗. Then
α(δl) = (uv∗)∗uv∗ = α(x∗x) = α(xx∗) = uv∗(uv∗)∗ = α(δk) .
So, l = k. 
The following proposition is the main ingredient to prove Theorem 3.6.1.
Proposition 3.6.6. Let g ∈ G1 and s ∈ G2. Then the subspace of M
Eg,s = {(ωg ⊗ ι)µ(z) α(δs) | z ∈M}
is one-dimensional and spanned by a partial isometry ug,s with initial pro-
jection α(δs) and final projection α(δPg(s)), where Pg(s) ∈ G2. For every
g ∈ G1, the map s → Pg(s) is a bijection of G2. Further,
µ(ug,s) = λg ⊗ug,s .
Proof. By the previous lemma, we know that there is at most one k ∈ G2
such that α(δk)Eg,s ≠ {0}. On the other hand, if such a k does not exist,
then α(δk)Eg,s = {0} for all k ∈ G2 and summing over k, we get Eg,s = {0},
which contradicts Lemma 3.6.2. So, let Pg(s) be the unique element in G2
satisfying
α(δPg(s))Eg,s ≠ {0} .
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Then y = α(δPg(s))y for all y ∈ Eg,s . Suppose now that u,v ∈ Eg,s and
‖u‖ = ‖v‖ = 1. By Lemma 3.6.4, both u and v are partial isometries
with initial projection α(δs) and final projection α(δPg(s)). Lemma 3.6.3
shows that all elements y ∈ Eg,s satisfy µ(y) = λg ⊗ y , and hence, v∗u ∈
Mµ = α(M2). But v∗u is a partial isometry with initial and final projection
equal to α(δs). Hence, v∗u = ±α(δs) and so, u = ±v. Hence, Eg,s is one-
dimensional and generated by a partial isometry ug,s with initial projection
α(δs) and final projection α(δPg(s)). Also, we get µ(ug,s) = λg ⊗ug,s .
Fix now g ∈ G1 and consider the map s → Pg(s). First of all, this map is
injective. Take s ≠ t and suppose that Pg(s) = Pg(t). Writing Pg(s) = k, we
can take y,z ∈M such that
α(δk) (ωg ⊗ ι)µ(y) α(δs) ≠ 0 and α(δk) (ωg ⊗ ι)µ(z) α(δt) ≠ 0 .
Taking the adjoint, we get
α(δs) (ωg−1 ⊗ ι)µ(y∗) α(δk) ≠ 0 and α(δt) (ωg−1 ⊗ ι)µ(z∗) α(δk) ≠ 0 .
This contradicts Lemma 3.6.5. Therefore, the map s → Pg(s) is injective. To
prove its surjectivity, choose t ∈ G2. By the above reasoning, we can take
s ∈ G2 and y ∈ N such that
α(δs) (ωg−1 ⊗ ι)µ(y) α(δt) ≠ 0 .
Taking the adjoint, we get
α(δt) (ωg ⊗ ι)µ(y∗) α(δs) ≠ 0
and this implies that Pg(s) = t. 
Proof of Theorem 3.6.1. Recall that the action θ introduced in Proposition
3.5.1 satisfies θ(z) = (Rˆ1 ⊗ R)µ(R(z)) for all z ∈ M . In order to prove
that (M,∆) is a cleft extension, it suffices, by Proposition 3.3.24, to show
the existence of a unitary X ∈ M1 ⊗ M satisfying (ι ⊗ θ)(X) = W1,12X13.
Applying R1 ⊗ Rˆ1 ⊗ R, we have to prove the existence of a unitary Y in
M1 ⊗M satisfying (ι⊗ µ)(Y) = Y13W1,12.
Choose partial isometries ug,s as in the previous proposition. Fix g ∈ G1.
Then (ug,s)s∈G2 is a family of partial isometries inM with initial projections
(α(δs))s∈G2 and final projections (α(δPg(s)))s∈G2 . Because the map s →
Pg(s) is a bijection of G2, we can define a unitary Yg in M by the sum
Yg =
∑
s∈G2
ug,s
272 Chapter 3. Extensions of locally compact quantum groups
converging in the σ -strong∗ topology. Since µ(ug,s) = λg ⊗ ug,s for all
s ∈ G2, we get µ(Yg) = λg ⊗ Yg . Identifying M1 ⊗M with T∞(G1,M), we can
define Y ∈M1 ⊗M by Y(g) = Yg . Then Y is unitary and
(ι⊗ µ)(Y) = Y13W1,12 .
This concludes the proof. 
3.6.2 Extensions of locally compact groups
In this subsection, we discuss the particular situation of a (cocycle) matched
pair of locally compact groups. Our starting point, Definition 3.6.7, is the
same as in [9]. Also, but in the absence of cocycles, S. Baaj and G. Skandalis
[9] state the same formulas for the ingredients of the bicrossed product as
we do in Propositions 3.6.14 and 3.6.15.
In this subsection, we consider regular Borel measures on locally compact
spaces. By the product measure we mean the regular Borel product; see e.g.
Section 7.6 in [18]. We say that a statement is valid almost everywhere if
it is valid everywhere except on a set whose intersection with an arbitrary
compact set is a Borel set of measure zero; see e.g. Section 3.3 in [18],
where they use the terminology locally almost everywhere. A function is
called measurable when it is Borel measurable on every compact set. Given
a locally compact space X with a regular Borel measure µ, we denote by
K(X) the space of continuous compactly supported C-valued functions on
X and by L∞(X) the space of measurable functions from X to C such that
there exist a number M > 0 satisfying |f (x)| ≤ M for almost all x ∈ X.
Denote by L2(X) the usual Hilbert space of (equivalence classes of) square
integrable functions. For every f ∈ L∞(X), one can define a multiplication
operator Mf on L2(X) in the usual way, and then we have a von Neumann
algebra (this follows e.g. from Theorem 7.5.3 in [18])
L∞(X) = {Mf | f ∈ L∞(X)}.
Definition 3.6.7. Let G,G1 and G2 be locally compact groups with fixed left
invariant Haar measures and let a homomorphism i : G1 → G and an anti-
homomorphism j : G2 → G have closed images and be homeomorphisms
onto these images. Let finally
θ : G1 ×G2 → Ω ⊂ G : (g, s) → i(g)j(s)
be a homeomorphism of G1 × G2 onto an open subset Ω of G having a
complement of measure zero. Then we call G1 and G2 a matched pair of
locally compact groups.
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From this data, we will construct actions α and β and a map τ to obtain a
cocycle matching of (L∞(G1),∆1) and (L∞(G2),∆2), with trivial cocycles, in
the sense of Definition 3.4.1.
Denote by δ,δ1 and δ2 the modular functions of G,G1 and G2 and define
the homeomorphism
ρ : G1 ×G2 → Ω−1 : (g, s) → j(s)i(g) .
We put
O = θ−1(Ω∩Ω−1) and O′ = ρ−1(Ω∩Ω−1) .
So, O and O′ are open subsets of G1 ×G2 and ρ−1 ◦θ is a homeomorphism
of O onto O′. For all (g, s) ∈ O, we define βs(g) ∈ G1 and αg(s) ∈ G2 such
that
ρ−1(θ(g, s)) = (βs(g),αg(s)) .
Hence, we get j
(
αg(s)
)
i
(
βs(g)
) = i(g)j(s) for all (g, s) ∈ O.
We first prove an easy lemma.
Lemma 3.6.8. Let (g, s) ∈ O and h ∈ G1. Then (hg, s) ∈ O if and only if
(h,αg(s)) ∈ O, and in that case
αhg(s) = αh
(
αg(s)
)
and βs(hg) = βαg(s)(h) βs(g) .
Let (g, s) ∈ O and t ∈ G2. Then (g, ts) ∈ O if and only if (βs(g), t) ∈ O and
in that case
βts(g) = βt
(
βs(g)
)
and αg(ts) = αβs(g)(t) αg(s) .
Finally, for all g ∈ G1 and s ∈ G2, we have (g, e) ∈ O, (e, s) ∈ O, and
αg(e) = e, αe(s) = s, βs(e) = e and βe(g) = g .
Proof. Let (g, s) ∈ O and (h,αg(s)) ∈ O. Then we know that
j
(
αh(αg(s))
)
i
(
βαg(s)(h)
) = i(h) j(αg(s)) .
So, we get
j
(
αh(αg(s))
)
i
(
βαg(s)(h)
)
i
(
βs(g)
) = i(h) j(αg(s)) i(βs(g)) = i(hg) j(s) .
From this, we may conclude that (hg, s) ∈ O and βs(hg) = βαg(s)(h) βs(g),
αhg(s) = αh
(
αg(s)
)
. The other statements of the lemma are proved analo-
gously. 
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Lemma 3.6.9. The Haar measures on G,G1 and G2 can be normalized in
such a way that, for all positive Borel functions f on G, we have∫
f
(
i(g)j(s)
)
δ(j(s)) dg × ds =
∫
f (x) dx
=
∫
f
(
j(s)i(g)
)
δ(i(g)) δ1(g−1) δ2(s−1) dg × ds .
Proof. For any f ∈ K(G1 × G2), we define f˜ ∈ K(G1 × G2) by f˜ (g, s) =
f (g, s)δ(j(s)−1) and
I(f ) =
∫
Ω f˜ (θ−1(x)) dx .
We claim that I is a left invariant integral on K(G1 × G2). To prove this,
choose (h, t) ∈ G1 ×G2. Choose f ∈ K(G1 ×G2) and define F ∈ K(G1 ×G2)
by F(g, s) = f (hg, ts). We have to prove that I(F) = I(f ).
Choose x ∈ Ω and let x = i(g)j(s). Then
F˜(θ−1(x)) = F˜(g, s) = f (hg, ts)δ(j(s)−1) = f˜ (hg, ts)δ(j(t)) .
Because θ(hg, ts) = i(h)xj(t), we get that
F˜(θ−1(x)) = f˜ (θ−1(i(h)xj(t)))δ(j(t))
for all x ∈ Ω. Hence,
I(F) =
∫
Ω F˜(θ−1(x)) dx =
∫
Ω f˜
(
θ−1(i(h)xj(t))
)
δ(j(t)) dx
=
∫
Ω f˜ (θ−1(x)) dx = I(f ) .
Hence, it follows that I is a left invariant integral on K(G1 × G2). Then we
can normalize the Haar measure on G in such a way that the first equality of
the lemma holds for all continuous functions on G with compact support inΩ. The same equality then follows for all positive Borel functions as usual.
The second equality follows from the first and the formula∫
f (x) dx =
∫
f (x−1)δ(x−1) dx .

This lemma implies in particular that a Borel set A ⊂ G1 ×G2 has measure
zero if and only if θ(A) has measure zero in G. Because Ω∩Ω−1 has com-
plement of measure zero in G, O andO′ have complements of measure zero
in G1 ×G2. Hence, we can define a ∗-isomorphism τ by
τ : L∞(G1)⊗ L∞(G2)→ L∞(G1)⊗ L∞(G2) : τ(f )(g, s) = f (βs(g),αg(s)) .
(3.6.1)
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Lemma 3.6.8 guarantees that, defining
α : L∞(G2)→ L∞(G1)⊗ L∞(G2) : α(f) = τ(1⊗ f ) and
β : L∞(G1)→ L∞(G1)⊗ L∞(G2) : β(f ) = τ(f ⊗ 1) ,
we have
(ι⊗α)α(f ) = (∆1 ⊗ ι)α(f ) , (β⊗ ι)β(f ) = (ι⊗∆2op)β(f ) ,
τ13(α⊗ ι)∆2(f ) = (ι⊗∆2)α(f ) , τ23σ23(β⊗ ι)∆1(f ) = (∆1 ⊗ ι)β(f ) .
Therefore, τ gives a cocycle matching with trivial cocycles of (L∞(G1),∆1)
and (L∞(G2),∆2) in the sense of Definition 3.4.1. Then we can introduce
cocycles by the following obvious lemma.
Lemma 3.6.10. Suppose that
U : G1 ×G1 ×G2 → C and V : G1 ×G2 ×G2 → C
are measurable maps with values in the unit circle U(1) ⊂ C, satisfying
U(g,h,αk(s))U(gh, k, s) = U(h, k, s)U(g,hk, s), (3.6.2)
V (βs(g), t, r) V (g, s, rt) = V (g, s, t) V (g, ts, r), (3.6.3)
V (gh, s, t) U¯(g,h, ts) = U¯(g,h, s) U¯(βαh(s)(g), βs(h), t) (3.6.4)
×V (g,αh(s),αβs(h)(t)) V (h, s, t)
nearly everywhere. Then (τ,U,V ) is a cocycle matching of (L∞(G1),∆1)
and (L∞(G2),∆2).
Fixing cocycles U and V as above and using Definition 3.4.2 and Theo-
rem 3.4.13, we get the cocycle bicrossed product (M,∆), which is a locally
compact quantum group.
Let ϕ2 be the n.s.f. weight on L∞(G2) coming from the Haar measure on G2
and letϕ be the left invariant weight on (M,∆) according to Notation 3.4.7.
With the obvious GNS-construction for ϕ2, we also construct the canonical
GNS-construction (L2(G1 × G2), ι,Λ) for ϕ. Let W1 be the multiplicative
unitary of G1 and W˜ = (W1⊗1)U∗. Recall thatM is generated by α(L∞(G2))
and the elements (ω⊗ ι⊗ ι)(W˜ ), ω ∈ L∞(G1)∗.
For every function F ∈ K(G1), we define the functional ωF ∈ L∞(G1)∗ by
ωF(g) =
∫
F(x)g(x) dx for all g ∈ L∞(G1). It follows from Notation 3.4.7
that
〈(ωF ⊗ ι⊗ ι)(W˜)α(G) | F ∈ K(G1),G ∈ K(G2)〉 (3.6.5)
is a σ -strong∗– norm core for Λ and
Λ((ωF ⊗ ι⊗ ι)(W˜)α(G)) = F ⊗G .
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Lemma 3.6.11. Let k ∈ G1. Define
Ok = {s ∈ G2 | (k, s) ∈ O} .
Then Ok is an open subset of G2 with complement of measure zero and αk is
a homeomorphism of Ok onto Ok−1 satisfying, for all positive Borel functions
h on G2: ∫
Ok
h
(
αk(s)
)
ds =
∫
Ok−1
h(s)F(k−1, s) ds .
Here, F is the strictly positive continuous function on O defined by
F(k, s) = δ(i(βs(k)−1)) δ1(βs(k)) δ2(αk(s)s−1) .
Proof. Lemma 3.6.9 shows that ρ−1 preserves Borel sets of measure zero.
Now, i(k−1)Ω−1 ∩Ω−1 has complement of measure zero in G and its image
under ρ−1 is G1 ×Ok. Hence, Ok is an open subset of G2 with complement
of measure zero. Using twice Lemma 3.6.9, we get, for every continuous
function h on G with compact support in Ω−1 ∩ i(k)Ω−1:∫
h
(
j(s)i(g)
)
δ(i(g)) δ1(g−1) δ2(s−1) dg × ds
=
∫
h(x) dx =
∫
h(i(k)x) dx
=
∫
G1×Ok
h
(
i(k)j(s)i(g)
)
δ(i(g)) δ1(g−1) δ2(s−1) dg × ds
=
∫
G1×Ok
h
(
j(αk(s))i(βs(k)g)
)
δ(i(g)) δ1(g−1) δ2(s−1) dg × ds
=
∫
G1×Ok
h
(
j(αk(s))i(g)
)
δ
(
i(βs(k)−1g)
)
δ1
(
g−1βs(k)
)
δ2(s−1) dg × ds ,
where we have used twice the Fubini theorem and the invariance of the
Haar measure on G2 to obtain the last equality. The Fubini theorem can be
applied because the integrand has compact support in G1 ×Ok.
Then the same equality is valid for all positive Borel functions h on G. Tak-
ing h of the form (h1 ⊗ h2)ρ−1, we get the result. 
Lemma 3.6.12. Suppose that f is a bounded Borel function on G1×G2 whose
support has compact closure. Suppose that ξ ∈ K(G1×G2). Define, for nearly
all (k, s) ∈ G1 ×G2,
(π(f )ξ)(k, s) =
∫
U¯(g, g−1k, s) f (g,αg−1k(s)) ξ(g−1k, s) dg .
Then π(f) defines a bounded operator on L2(G1×G2) belonging toNϕ ⊂ M
and such that Λ(π(f )) = f .
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Observe that π(f)ξ is a bounded Borel function having a support with com-
pact closure.
Proof. If |f (g, s)| ≤M for all g and s and if, furthermore, f has its support
in L1 × L2 for certain compact sets L1 and L2, then π(f)ξ ∈ L2(G1 × G2)
and ‖π(f)ξ‖ ≤ Mµ1(L1)‖ξ‖, where µ1 is the Haar measure on G1. Hence,
π(f) defines a bounded operator. If now f = F ⊗ G with F ∈ K(G1) and
G ∈ K(G2), then
π(f) = (ωF ⊗ ι⊗ ι)(W˜ )α(G)
and the result follows in this special case. When f is continuous on L1 × L2
and equals 0 elsewhere, we can find a sequence fn of linear combinations
of functions F ⊗ G where F is continuous on L1 and G is continuous on
L2, converging uniformly to f . It is clear from the inequality above that
π(fn) converges in norm to π(f) and that fn converges in L2(G1 ×G2) to
f . Hence, π(f) ∈ Nϕ and Λ(π(f )) = f , because Λ is closed. Finally, if f
is Borel, if its support is contained in L1 × L2 and if |f (g, s)| ≤ M for all g
and s, we can use the Lusin theorem to obtain a sequence fn of functions,
continuous on L1 × L2 and equal to 0 elsewhere, satisfying |fn(g, s)| ≤ M
for all g, s and n, and such that
(µ1 × µ2)
({(g, s) | fn(g, s) ≠ f (g, s)})→ 0,
where µi is the Haar measure on Gi (i = 1,2). Using Lemma 3.6.11, one
can check that π(fn) → π(f) in the σ -strong∗ topology and fn → f in
L2(G1 ×G2). Because Λ is σ -strong∗– norm closed, the result follows. 
Lemma 3.6.13. There exist unique elements U˜, V˜ ∈ L∞(G1) ⊗ L∞(G2) such
that, for almost all (g, k, s) ∈ G1 ×G1 ×G2,
(ι⊗α)(U˜)(g, k, s) = U(g, g−1k, s)U(g−1, k, s)
and such that, for almost all (g, s, t) ∈ G1 ×G2 ×G2,
(β⊗ ι)(V˜ )(g, s, t) = V (g, s, t−1) V (g, t−1s, t).
Also, we have U˜(g,αg(s)) = U˜(g−1, s) and V˜ (βs(g), s) = V˜ (g, s−1) for
almost all (g, s) ∈ G1 ×G2.
Proof. Define a unitary Z ∈ L∞(G1 ×G1 ×G2) by
Z(g, k, s) = U(g, g−1k, s)U(g−1, k, s) for almost all (g, k, s) ∈ G1×G1×G2 .
We claim that Z ∈ L∞(G1) ⊗ α(L∞(G2)). In view of Corollary 3.3.21 and
Theorem 3.3.11, it suffices to prove that
(1⊗ V∗1 ⊗ 1) (ι⊗ ι⊗α)(Z) (1⊗ V1 ⊗ 1) = Z124 ,
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which amounts to prove, for almost all (g,h, k, s), the equality
Z(g,h,αk(s)) = Z(g,hk, s).
But applying Equation (3.6.2) to (g, g−1h,k, s) and to (g−1, h, k, s), we ob-
tain this last formula.
Now, we can take U˜ = (ι ⊗ α−1)(Z). The second statement can be proved
similarly. Finally, to prove that U˜(g,αg(s)) = U˜(g−1, s) for almost all
(g, s), it suffices to check that U˜(g,αgh(s)) = U˜(g−1, αh(s)) for almost
all (g,h, s), which is clear. Similarly, we get V˜ (βs(g), s) = V˜ (g, s−1) for
almost all (g, s). 
Then we can finally prove the main result.
Proposition 3.6.14. Denote by X = J∇1/2 the modular operator of the left
invariant weight ϕ on the locally compact quantum group (M,∆) with GNS-
construction (L2(G1 × G2), ι,Λ) and by Xˆ = Jˆ∇ˆ1/2 the modular operator
of the left invariant weight ϕˆ on the dual locally compact quantum group
(Mˆ, ∆ˆ) with GNS-construction (L2(G1 × G2), ι, Λˆ). Then, for every bounded
measurable function ξ on G whose support is contained in a compact subset
of O, we get that ξ ∈ D(X), ξ ∈ D(Xˆ), and
(Xξ)(g, s) = U˜(g−1, s) δ1(g−1) ξ¯(g−1, αg(s)) ,
(Xˆξ)(g, s) = V˜ (g, s−1) δ2(s−1) ξ¯(βs(g), s−1) ,
(Jξ)(g, s) = δ(i(βs(g)))−1/2 δ1(βs(g)g−1)1/2 δ2(αg(s)s−1)1/2 U˜(g−1, s)
× ξ¯(g−1, αg(s)) ,
(Jˆξ)(g, s) = δ(j(αg(s)))1/2 δ1(βs(g)g−1)1/2 δ2(αg(s)s−1)1/2 V˜ (g, s−1)
× ξ¯(βs(g), s−1) .
Moreover, these elements ξ form a core for both X and Xˆ.
The operators ∇ and ∇ˆ are strictly positive multiplication operators with the
functions
∇(g, s) = δ(i(βs(g)))−1 δ1(βs(g)g) δ2(αg(s)s−1) ,
∇ˆ(g, s) = δ(j(αg(s))) δ1(βs(g)g−1) δ2(αg(s)s) .
The scaling constant of (M,∆) equals 1.
Proof. Let F be the set of bounded Borel functions on G1 × G2 whose sup-
port is contained in a compact subset of O and let f ∈ F . Using Lem-
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mas 3.6.12 and 3.6.13, one can check that, for all ξ ∈ K(G1 ×G2):
(π(f )∗ξ)(k, s) =
∫
U(g, k, s) f¯ (g,αk(s)) ξ(gk, s) dg
=
∫
U¯(g, g−1k, s) δ1(g−1)U(g, g−1k, s)U(g−1, k, s)
× f¯ (g−1, αk(s)) ξ(g−1k, s) dg
= (π(h)ξ)(k, s) ,
where h(g, s) = δ1(g−1) U˜(g−1, s) f¯ (g−1, αg(s)). Because the map (g, s) →
(g−1, αg(s)) is a homeomorphism of O, we get h ∈ F . Then it follows that
f ∈ D(X) and Xf = h. When both f1 and f2 belong to F , one can check
that π(f1)π(f2) = π(f3) where
f3(h, s) =
∫
U¯(g, g−1h, s) f1(g,αg−1h(s)) f2(g−1h, s) dg .
We see that f3 ∈ F . From Notation 3.4.7 and Lemma 3.6.12, it follows that
{π(f) | f ∈ F} is a σ -strong∗– norm core for Λ. The computations above
show that it is also a ∗-algebra and so, F ⊂ L2(G1 ×G2) is a core for X. Let
now f and h be in F . Then we get, using Lemma 3.6.11 and the notation F
introduced there,
〈Xf ,h〉 =
∫
δ1(g−1) U˜(g−1, s) f¯ (g−1, αg(s)) h¯(g, s) dg × ds
=
∫ (∫
δ1(g−1) U˜(g−1, s) f¯ (g−1, αg(s)) h¯(g, s) ds
)
dg
=
∫ (∫
F(g−1, s) δ1(g−1) U˜(g−1, αg−1(s)) f¯ (g−1, s) h¯(g,αg−1(s)) ds
)
dg
=
∫
F(g, s) U˜(g−1, s) f¯ (g, s) h¯(g−1, αg(s)) dg × ds .
In this computation, we used twice the Fubini theorem on a bounded Borel
function whose support has compact closure. Since the functions f form a
core for X, the computation above shows that h ∈ D(X∗) and
(X∗h)(g, s) = U˜(g−1, s) F(g, s) h¯(g−1, αg(s)) .
Then, for all f ∈ F , we get f ∈ D(X∗X) and, with ∇(g, s) as in the state-
ment of the proposition,
(X∗Xf)(g, s) = ∇(g, s) f (g, s).
Denote by A the strictly positive multiplication operator with the function
(g, s) → ∇(g, s). Because X∗X = ∇, we see that Af = ∇f for all f ∈ F .
Because the subspace F of L2(G1 ×G2) is invariant under Ait for all t ∈ R,
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it is a core for A. Hence, it follows that A ⊂ ∇ and so, A = ∇ because both
are self-adjoint. From the formulas for X and ∇, we get the formula for J .
Next, Proposition 3.4.9 and Proposition 3.4.17 give that (Mˆ, ∆ˆ) is also a
cocycle bicrossed product. If we define
i˜ : G2 → G : i˜(s) = j(s)−1 and j˜ : G1 → G : j˜(g) = i(g)−1 ,
then G2 and G1 become a matched pair of groups and the maps α˜ and β˜ are
given by
α˜s(g) = βs(g) and β˜g(s) = αg(s) .
The maps (s, t, g) → V (g, t, s) and (s, g,h) → U(h, g, s) satisfy Equations
(3.6.2)–(3.6.4). Hence, we can make the cocycle bicrossed product, and
Proposition 3.4.9 shows that this equals, up to a flip map, (Mˆ, ∆ˆ). Then
the formulas for Xˆ, Jˆ and ∇ˆ follow from the formulas for X, J and ∇.
Finally, we get immediately that ∇ and ∇ˆ commute strongly. Hence, it fol-
lows from Equation (1.13.4) in Proposition 1.13.16 that the scaling constant
equals 1. 
Now, one could write explicit formulas for τt(π(f )) and R(π(f )) where
f is a bounded Borel function whose support has compact closure. We
give concrete formulas for the remaining operators related to (M,∆) and
its dual.
Proposition 3.6.15. Let P be the unitary implementation of τ (see Defini-
tion 1.8.2), let δM be the modular element of (M,∆) and let δMˆ be the modu-
lar element of (Mˆ, ∆ˆ). Then P is the multiplication operator with the function
P(g, s) = δ(i(gβs(g)−1)) δ1(g−1βs(g)) δ2(s−1αg(s)) ,
δM is the multiplication operator with the function
δM(g, s) = δ
(
j(αg(s))
)−1 δ2(αg(s))−2
and δMˆ is the multiplication operator with the function
δMˆ(g, s) = δ
(
i(βs(g))
)
δ1
(
βs(g)
)−2 .
Proof. Using the remark after Definition 1.8.2 and Proposition 1.13.1, we
get that τt(x) = PitxP−it and τˆt(y) = PityP−it for all t ∈ R, x ∈ M
and y ∈ Mˆ . From Proposition 1.13.16, it follows that JPJ = P−1. If A is
the multiplication operator with the function (g, s) → P(g, s) defined in the
proposition, one can compute that the closure of A∇−1 is the multiplication
operator with the function
(g, s) → δ(i(g)) δ1(g)−2
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which commutes with Mˆ . Hence, AityA−it = τˆt(y) for all t ∈ R and y ∈ Mˆ .
Similarly, we prove that Ait implements τt for all t ∈ R. Because M and Mˆ
generate B(L2(G1 × G2)), the operators A and P are proportional. Because
JAJ = A−1, it follows that A = P .
From Proposition 1.13.1, it follows that ∇ˆ is the closure of PJδ−1M J , from
where the formula for δM follows. The formula for δMˆ can be obtained in
the same way. 
Lemma 3.6.11 shows that the transformation αg of G2 preserves Borel sets
of measure zero, and we get the following concrete formula for the Radon-
Nikodym derivative:
dαg(s)
ds
= δ(i(βs(g)−1)) δ1(βs(g)) δ2(αg(s)s−1) .
Following [72], we use the notation
χ(g, s) := dαg(s)
ds
and Ψ(s, g) := dβs(g)
dg
.
Then we see that
χ(g, s)
χ(g, e)
= δ(i(gβs(g)−1)) δ1(g−1βs(g)) δ2(αg(s)s−1) . (3.6.6)
By symmetry, we obtain
Ψ(s, g)Ψ(s, e) = δ(j(s−1αg(s))) δ1(g−1βs(g)) δ2(αg(s)s−1) . (3.6.7)
Because i(g)j(s) = j(αg(s)) i(βs(g)), we get
δ
(
i(gβs(g)−1)
) = δ(j(s−1αg(s))) .
From this, it follows that
χ(g, s)
χ(g, e)
= Ψ(s, g)Ψ(s, e)
and using the notation of S. Majid, we put
ξ(g, s) := χ(g, s)χ(g, e) .
The following proposition characterizes all cocycle bicrossed products of
locally compact groups which are Kac algebras. Its final statement general-
izes Theorem 2.12 of [72].
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Proposition 3.6.16. The scaling group τ of the locally compact quantum
group (M,∆) is trivial if and only if
ξ(g, s) = 1 for all (g, s) ∈ O .
The modular element δM is affiliated with the centre of M if and only if
δ
(
j(s−1αg(s))
)
δ2
(
s−1αg(s)
)2 = 1 for all (g, s) ∈ O .
The locally compact quantum group (M,∆) is a Kac algebra if and only if
ξ(g, s) = 1 and δ1
(
βs(g)
)
δ1(g)
= δ2
(
αg(s)
)
δ2(s)
.
Proof. τ is trivial if and only if P = 1 or if and only if ξ(g, s) = 1 almost
everywhere. The continuity of ξ on O gives the first statement.
Proposition 3.6.15 shows that δM = α(H), where the function H on G2 is
defined byH(s) = δ(j(s))−1 δ2(s)−2. Then δM is affiliated with the center of
M if and only if α(H) = 1⊗H (Proposition 3.3.6), and the second statement
follows.
To prove the final statement, observe that (M,∆) is a Kac algebra if and
only if τ is trivial and δM is affiliated with the center of M . If (M,∆) is a Kac
algebra, then, by the previous statements, ξ(g, s) = 1 for all (g, s) ∈ O and
δ
(
j(s−1αg(s))
)
δ2
(
s−1αg(s)
)2 = 1 for all (g, s) ∈ O .
Dividing this equation by the formula for ξ = 1 (3.6.7), we get
δ1
(
gβs(g)−1
)
δ2
(
s−1αg(s)
) = 1 for all (g, s) ∈ O .
Rewriting this, we get the equality
δ1
(
βs(g)
)
δ1(g)
= δ2
(
αg(s)
)
δ2(s)
.
Clearly, we can also go the other way around to complete the proof. 
Corollary 3.6.17. If α or β is trivial, (M,∆) and (Mˆ, ∆ˆ) are Kac algebras.
Proof. Suppose that α is trivial. Then, for all (g, s) ∈ O, we have
j(s)i(βs(g)) = i(g)j(s) .
Hence, we get that δ
(
i(g−1βs(g))
) = 1 for all (g, s) ∈ O. Because α is trivial,
we also have
dαg(s)
ds
= 1 for all (g, s) ∈ O .
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Applying this equation to (g, s) and (g, e), we get ξ(g, s) = 1 for all (g, s) ∈
O. Combining Equation (3.6.6) with the equality δ(i(g−1βs(g))) = 1, we get
that δ1
(
g−1βs(g)
) = 1 for all (g, s) ∈ O. Because α is trivial, this gives the
equation
δ1
(
βs(g)
)
δ1(g)
= δ2
(
αg(s)
)
δ2(s)
.
Using the previous proposition, we obtain that (M,∆) is a Kac algebra. 
Corollary 3.6.18. If both α and β preserve modular functions and Haar
measures, then (M,∆) and (Mˆ, ∆ˆ) are Kac algebras.
Proof. Because α preserves the Haar measure of G2, we get ξ(g, s) = 1 for
all (g, s) ∈ O. Because α and β preserve the modular functions, we get
δ1
(
βs(g)
)
δ1(g)
= 1 = δ2
(
αg(s)
)
δ2(s)
for all (g, s) ∈ O. Then we can apply Proposition 3.6.16. 
Remark that the conditions of this corollary are fulfilled if both groups are
discrete. Indeed, any discrete group is unimodular and the Haar measure is
constant at an arbitrary point of such a group.
Corollary 3.6.19. If (G1, G2) is a fixed matched pair of groups and if cocycles
U and V satisfy Equations (3.6.2)–(3.6.4), we get a cocycle bicrossed product
(M,∆). If one of these cocycle bicrossed products is a Kac algebra, then all of
them are Kac algebras.
Proof. The necessary and sufficient conditions for (M,∆) to be a Kac alge-
bra, given in Proposition 3.6.16, are independent of U and V . 
3.6.3 The group of extensions
If (G1, G2) is a fixed matched pair of locally compact groups, and if U and
V are measurable functions satisfying Equations (3.6.2)–(3.6.4), we get by
the previous subsection a cocycle matching (τ,U,V ) of (L∞(G1),∆1) and
(L∞(G2),∆2), and hence, by Proposition 3.5.4, an extension
(L∞(G2),∆2) α−→ (M,∆) β−→ (L(G1), ∆ˆ1).
We will say that such an extension (M,∆) is associated with the matched
pair (G1, G2). Proposition 3.5.7 and the remark following its statement
show that the extensions given by two cocycle matchings (τ,Ua,Va) and
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(τ,Ub,Vb), are isomorphic if and only if there exists a measurable map R
from G1 ×G2 to the unit circle in C, satisfying
Ub(g,h, s) = Ua(g,h, s)R(h, s)R(g,αh(s)) R¯(gh, s) ,
Vb(g, s, t) = Va(g, s, t)R(g, s)R(βs(g), t) R¯(g, ts)
almost everywhere. If this is the case, the pairs (Ua,Va) and (Ub,Vb) will
be called cohomologous. Then the set of equivalence classes of cohomol-
ogous pairs of cocycles (U,V ) satisfying Equations (3.6.2)–(3.6.4), exactly
corresponds to the set Γ of classes of isomorphic extensions associated with
(G1, G2).
The set Γ can be given the structure of an Abelian group by defining
π(Ua,Va) · π(Ub,Vb) = π(UaUb,VaVb) ,
where π(U,V ) denotes the equivalence class containing the pair (U,V ).
Terminology 3.6.20. We call Γ the group of extensions of (L∞(G2),∆2) by
(L(G1), ∆ˆ1) associated with the matched pair of locally compact groups
G1, G2. The unit of this group corresponds to the equivalence class of co-
cycles cohomologous to the trivial cocycles. The corresponding extension
is called the split extension; all other extensions are called non-trivial exten-
sions.
3.6.4 Cocycles in the sense of S. Baaj and G. Skandalis
Consider the split extension (M0,∆0) of (L∞(G2),∆2) by (L(G1), ∆ˆ1) associ-
ated with the matched pair of locally compact groups (G1, G2). The associ-
ated (dual) multiplicative unitary, acting on L2(G1 ×G2 ×G1 ×G2), is given
by
Wˆ0 = ((β⊗ ι)(W1)⊗ 1) (1⊗ (ι⊗α)(Wˆ2)) .
Similarly to De´finition 8.24 in [8], we call a function Θ : G1×G2×G1×G2 →
U(1) a Wˆ0-cocycle if Θ is measurable and the unitary ΘWˆ0 is multiplicative.
Here, we consider Θ as a unitary in L∞(G1 ×G2 ×G1 ×G2).
We now discuss the link between Wˆ0-cocycles Θ and cocycles U and V .
First, letU andV be cocycles in the sense of Lemma 3.6.10. Then (τ,U,V )
is a cocycle matching of (L∞(G1),∆1) and (L∞(G2),∆2) and hence, we obtain
the multiplicative unitary
Wˆ = (α⊗ ι⊗ ι)((W1 ⊗ 1)U∗) (ι⊗ ι⊗ β)(V (1 ⊗ Wˆ2)) .
One can check that, for ξ ∈ L2(G1 ×G2 ×G1 ×G2), we have
(Wˆ0ξ)(g, s, h, t) = ξ(g,αβs(g)−1h(t)s, βs(g)−1h, t) ,
(Wˆξ)(g, s, h, t) = U¯(βs(g), βs(g)−1h, t) V (g, s,αβs(g)−1h(t))
× ξ(g,αβs(g)−1h(t)s, βs(g)−1h, t)
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nearly everywhere. Hence, defining
Θ(g, s, h, t) = U¯(βs(g), βs(g)−1h, t) V (g, s,αβs(g)−1h(t)) , (3.6.8)
we get that Θ is a Wˆ0-cocycle.
Vice versa, if Θ is a Wˆ0-cocycle, the multiplicativity of ΘWˆ0 amounts, almost
everywhere, to the equation
Θ(g, s, h, t)Θ(g,αg−1(αh(t)αg(s)), k, r)Θ(βs(g)−1h, t, βαh(t)αg(s)(g−1)k, r)
= Θ(h, t, k, r) Θ(g, s, h,αβt(h)−1k(r)t). (3.6.9)
If we know that the previous equality holds whenever its arguments make
sense (by this we mean whenever (h, t), (g, s), (g−1, αh(t)αg(s)), . . . ∈ O),
then we can define
U(g,h, t) = Θ¯(g, e, gh, t) Θ(g, e, g, e) and
V (g, s, t) = Θ(g, s, βs(g), t) Θ¯(e, e, e, t) .
Some computations reveal thatU andV are cocycles, i.e., they satisfy Equa-
tions (3.6.2)–(3.6.4), and Θ is given by Equation (3.6.8). We can not prove
the same result when we only know that Equation (3.6.9) holds almost ev-
erywhere. Nevertheless, the formulas for the cocyclesU and V given above
are sufficient to find these cocycles starting from a Wˆ0-cocycle Θ. If both G1
and G2 are discrete, the extra assumption is redundant because then ’nearly
everywhere’ means everywhere.
3.7 Examples of cocycle bicrossed products
3.7.1 A brief survey of known examples
1. The Kac algebra case: applications of Corollary 3.6.17
Let locally compact quantum groups G1, G2 form a matched pair and let,
say, the action β be trivial. Then G2 is a normal subgroup of G (see the proof
of Corollary 3.6.17) and G1 acts on G2 by (inner in G) automorphisms (this is
seen from Lemma 3.6.8). Now, as it was explained in [72], the corresponding
split extension is nothing but a semi-direct product of the commutative Kac
algebra L∞(G2) with the group G1 acting on it (the construction of a semi-
direct product of a Kac algebra with a locally compact group is due to J. De
Cannie`re [24]). In the above situation, there is also the induced action of G1
on L(G2), and the dual Kac algebra of the above split extension can again
be computed following J. De Cannie`re; for a detailed explanation see [72].
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Turning now to cocycles, Equation (3.6.3) shows that V (g, t, s) can be con-
sidered as a function ηg(t, s) on G1 with values in the group Z2(G2;U(1))
of U(1)-valued 2-cocycles on G2. We try to find a non-trivial solution for
Equations (3.6.2)–(3.6.4) under the hypothesis thatU(·) = 1. Then Equation
(3.6.4) gives
ηgh(t, s) = h · ηg(t, s) ηh(t, s),
where h ·ηg(t, s) := ηg(αh(t),αh(s)), which means, by definition, that g →
ηg is an equivariant map from Gop1 to Z2(G2;U(1)).
Such an equivariant map can be found, at least in some special cases, when
both G1 and G2 are either finite Abelian groups or finite-dimensional real
vector spaces. Indeed, in Section 8.26 of [8], the Kac-Paljutkin example [53],
where G1 = Z/2Z acts on G2 = Z/2Z × Z/2Z by permutations, has been
treated this way. It turns out that in this way, we find the unique non-
trivial extension. So, the group of extensions here is Z/2Z ([52, 78]). More
generally, if G1 = Z/2Z acts on G2 = Z/mZ × Z/mZ (m ≥ 2 is natural) by
permutations, the group of extensions is Z/mZ ([52, 78]). Concrete exam-
ples of non-trivial extensions can be found in [78, 99, 121]. We mention
some other matched pairs of finite groups that fit into this framework and
for which the group of extensions is non-trivial: a) G1 = Z/mZ (m ≥ 2 is
natural) acts on G2 = Z/mZ×Z/mZ as follows: x ·aibj = ai+jbj (x,a, b are
the corresponding generators, i, j = 0,1, ...,m − 1) (see [78]); b) G1 = Z/2Z
acts on G2 = Z/2mZ (m ≥ 2 is natural) by inversion, then G is the dihedral
group; see [82, 121].
In Section 8.26 of [8], concerning the other Kac-Paljutkin example [54] with
G1 = R acting on R2 by αg(x) = exp(gK)(x) (where K is a real 2×2 matrix),
the above equivariant map g → ηg was computed, as well as for the example
of M.A. Rieffel [95], where G1 = R2 acts on G2 = R3 by (a, b) · (x,y, z) =
(x +ay +bz,y, z). So, in both cases the group of extensions is non-trivial.
The same is true for some other matched pairs where both G1 and G2 are
finite-dimensional real vector spaces: a) G1 = Rn acting on G2 = Rn+1 by
αa(b, t) = (b, t + 〈a,b〉), where a,b ∈ Rn, t ∈ R, n ≥ 2 is natural (see
[38, 121]); b) G1 = Rn acting on G2 = Rm by a certain family of linear
operators [130].
Another situation where non-trivial solutions of Equations (3.6.2)–(3.6.4)
can be easily found, is the one with both actions trivial. Then U(·) can be
chosen as a multiplicative function ζ : G2 → Z2(G1;U(1)) (i.e., ζts = ζtζs)
and V (·) as a multiplicative function η : G1 → Z2(G2;U(1)) (i.e., ηgh =
ηgηh). If both G1 and G2 are finite, the whole group of extensions has been
computed in Section 3.5 of [52].
2. The Kac algebra case: application of Corollary 3.6.18
a) LetG = Sn be the symmetric group of order n ≥ 4, G1 = Sn−1 its subgroup
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which fixes the point n and G2 = Z/nZ the subgroup generated by the
cyclic permutation. Then it is shown in Section 8.23b of [8] that G1, G2
form a matched pair with two nontrivial actions (for instance, the action
of s ∈ G1 on ai ∈ G2 is given by αs(ai) = as(i), i = 0,1, ..., n − 1). The
corresponding group of extensions is trivial (see Theorem 4.1 in [78]), and
the split extension is clearly a Kac algebra.
b) Following Example 6.2.16 in [74], consider the pair G1 = T+(n,R),G2 =
T−(n,R), formed by the groups of upper- (respectively, lower-) triangular
matrices over R with 1 on the diagonal and equipped with the actions
αg(s) = 1+ (s − 1)gT, βs(g) = (1+ θ(s)(g−1 − 1))−1,
where θ is the composition of inversion and matrix transposition and T is
matrix transposition. These formulas slightly differ from Example 6.2.16 in
[74] because there, another convention on a matched pair is adopted. Be-
ing connected nilpotent groups, both G1, G2 are unimodular; see [45], I.1.6
(moreover, one can check that their Haar measures are in fact the product
measures of the Lebesgue measures of all non-diagonal entries gij). So, the
actions preserve modular functions. Then one can check that, for i > j, we
have
(αg(s))ij = sij +
∑
j<k<i
sik θ(g)kj ,
from where it is clear that the transformation αg preserves the Haar mea-
sure of G2. So, the corresponding split extension is a Kac algebra because of
Corollary 3.6.18. We do not know if other extensions exist in this situation,
but if they exist, they are all Kac algebras; see Corollary 3.6.19.
3. The example of S. Majid [71]
Using the Iwasawa decomposition of a complex semi-simple Lie group G =
KAN (see [45], I.5.1), one can take G1 = K,G2 = AN , where G1 and G2
are respectively the maximal compact and the maximal solvable subgroups
of G. For instance, for SL(2,C) viewed as a real Lie group, we have G1 =
SU(2,C) (g ∈ G1 is defined by a pair x,y ∈ C such that |x|2 + |y|2 = 1)
and G2 = {s ∈ R3|s3 > −1} with the operation st = s + (s3 + 1)t; see
Example 8.3.13 in [74]. Here and in what follows, si and ei denote the i− th
coordinate of the vector s and the i-th coordinate vector in R3, i = 1,2,3.
Then the mutual actions of G1, G2 are
αg(s) = Rotg(s − |s|
2
2(s3 + 1)e3)+
|s|2
2(s3 + 1)e3,
βs(x,y) = ((s3 + 1)x + (s1 + is2)y¯, y)√|(s3 + 1)x + (s1 + is2)y¯|2 + |y|2 ,
where Rot is the usual 3-vector rotation associated with an element of
SU(2,C) (see Example 8.3.18 in [74]). Now, we are able to construct the
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corresponding split extension, and to decide if it is a Kac algebra, using
Proposition 3.6.16. One can compute (see [71]) that the function ξ(g, s)
from this Proposition differs from 1. So, the split extension is not a Kac
algebra. Again, we do not know if there exist other extensions, but if they
exist, they are all not Kac algebras; see Corollary 3.6.19.
3.7.2 On associated infinitesimal Hopf algebras
In order to give concrete examples of cocycle bicrossed products, we have to
take concrete matched pairs of groups (G1, G2) and to solve the Equations
(3.6.2)–(3.6.4) to find cocycles U and V . Then one can perform the cocycle
bicrossed product construction to get a locally compact quantum group.
If G1 and G2 are Lie groups, we also want to describe, at least informally,
a Hopf algebra consisting of generators of the locally compact quantum
group coming from a matched pair (G1, G2) with cocycles U and V . This
infinitesimal Hopf algebra is in fact an algebraic cocycle bicrossed product
Hopf algebra.
We want to stress that the discussion in this subsection is quite informal.
Nevertheless, turning towards concrete examples, we will really get Hopf
algebraic cocycle bicrossed products underlying our operator algebraic con-
structions.
We assume that the cocycles U and V satisfy Equations (3.6.2)–(3.6.4) and
we require additionally that U(g, e, s),U(e, g, s) and V (e, s, r) are well-
defined measurable functions in s ∈ G2 for all g ∈ G1 (respectively, in
s, r ∈ G2). These extra requirements will always be fulfilled in the con-
crete examples that we study below. Then one can choose in the class of
cohomologous cocycles such representatives so thatU(e, e, s) = 1 and, tak-
ing in Equation (3.6.2) subsequently h = k = e and g = h = e, we get
U(g, e, s) = U(e, g, s) = 1. Now, taking in Equation (3.6.4) g = h = e, we get
V (e, s, r) = 1.
Let ∆1 be the comultiplication on L∞(G1), ∆2 the comultiplication on L∞(G2)
and (M,∆) the cocycle bicrossed product. Let g1 be the Lie algebra of G1
and H its universal enveloping algebra which is a Hopf algebra with the
usual symmetric comultiplication
∆H (X) = X ⊗ 1+ 1⊗X (∀X ∈ g1).
We consider H as acting on smooth functions on G1 by left invariant dif-
ferential operators (see [45], II.4), i.e.,
Hg[A] = He[A(g·)] ,
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for all g ∈ G1, H ∈ H and all smooth functions A on G1. Using Sweedler
notation, it is clear that, for H,G ∈ H and A a smooth function on G1, we
have ∑
H(1) e[A] H(2) e[B] = He[AB]
and
(HG)e[A] = He[g → Gg[A]] = He[g → Ge[∆1(A)(g, ·)]]
= (He ⊗Ge)[∆1(A)] .
To make the link with the von Neumann algebra setting, we define infor-
mally, for H ∈H , the unbounded functional ωH on L∞(G1) by
ωH(A) = He[A] .
By the previous computation, we get for all H,G ∈H and a,b ∈ L∞(G1):
(ωH ⊗ωG)∆1 =ωHG and ωH(ab) =∑ωH(1)(a) ωH(2)(b).
Next, suppose that we have some natural algebraA of functions on G2 such
that (A,∆2) is a Hopf algebra. We compute how to match the Hopf algebras
H and A, in the sense of Section 6.3 in [74]. Then we will construct their
algebraic cocycle bicrossed product in the sense of S. Majid.
An arbitrary element H ⊗ A of the algebraic tensor product H ⊗ A can
be considered formally as an unbounded operator affiliated with the von
Neumann algebra M by the identification
H ⊗A ←→ (ωH ⊗ ι⊗ ι)(W˜) α(A) ,
where, as before, W˜ = (W1 ⊗ 1)U∗.
In order to compute the algebra structure that M brings into the vector
spaceH ⊗A, observe that
(∆1 ⊗ ι⊗ ι)(W˜ ) (ι⊗ ι⊗α)(U∗) = W˜134 W˜234 . (3.7.1)
This can be verified by the following computation:
(∆1 ⊗ ι⊗ ι)(W˜ ) (ι⊗ ι⊗α)(U∗) = (∆1 ⊗ ι⊗ ι)(W1,12U∗) (ι⊗ ι⊗α)(U∗)
= W1,13W1,23 (ι⊗∆1 ⊗ ι)(U∗)U∗234
= W1,13U∗134 W1,23U∗234 = W˜134 W˜234 ,
where we used the cocycle equation for U. Taking H,G ∈H and A,B ∈ A,
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we get
(ωH ⊗ ι⊗ ι)(W˜) α(A) (ωG ⊗ ι⊗ ι)(W˜) α(B)
= (ωH ⊗ωG ⊗ ι⊗ ι)(W˜134 α(A)34 W˜234) α(B)
= (ωH ⊗ωG ⊗ ι⊗ ι)(W˜134 W˜234 (ι⊗α)α(A)234) α(B)
= (ωH ⊗ωG ⊗ ι⊗ ι)
(
(∆1 ⊗ ι⊗ ι)(W˜) (ι⊗ ι⊗α)(U∗α(A)23)) α(B)
=
∑
((ωH(1) ⊗ωG(1))∆1 ⊗ ι⊗ ι)(W˜ ) α((ωH(2) ⊗ωG(2) ⊗ ι)(U∗)
× (ωG(3) ⊗ ι)α(A) B
)
,
where we used Equation (3.7.1) and that α is an action. Identifying again
withH ⊗A, we get
(H ⊗A)(G ⊗ B) =
∑
H(1)G(1) ⊗ χ(H(2) ⊗G(2)) (G(3) W A) B , (3.7.2)
where
W :H ⊗A→A : H WA = (ωH ⊗ ι)α(A) ,
χ :H ⊗H →A : χ(H ⊗G) = (ωH ⊗ωG ⊗ ι)(U∗) .
More specifically, we get that (HWA)(r) = He[A(α · (r))] and χ(H⊗G)(r) =
(He⊗Ge)[U∗(·, ·, r )] for all r ∈ G2. We see that, up to some left/right con-
ventions, the algebra A becomes in this way a cocycle H -module algebra,
and that H ⊗ A is the cocycle cross product algebra (compare Equation
(3.7.2) with the formulas appearing in Proposition 6.3.7 of [74]). We can go
further and describe generators and relations for the algebraH ⊗A.
One can check that, for X,Y ∈ g1, we have
(X ⊗ 1)(Y ⊗ 1) = XY ⊗ 1+ 1⊗ χ(X ⊗ Y)
and, for X ∈ g1 and A ∈ A, we have
(X ⊗ 1)(1⊗A) = X ⊗A and (1⊗A)(X ⊗ 1) = X ⊗A+ 1⊗ (X WA) .
For this, we use the relations χ(X ⊗ 1) = χ(1 ⊗ X) = 0 for all X ∈ g1 and
χ(1 ⊗ 1) = 1 which follow from U(g, e, s) = U(e, g, s) = 1 for all g ∈ G1
and s ∈ G2. So, the algebraH ⊗A is the algebra generated by
{A | A ∈ A} and {X | X ∈ g1}
with commutation relations
[A, B] = 0 when A,B ∈ A , (3.7.3)
[A,X] = X WA when X ∈ g1, A ∈ A ,
[X, Y] = [X, Y]g1 + χ(X ⊗ Y − Y ⊗ X) when X,Y ∈ g1 ,
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where [X, Y]g1 denotes the Lie bracket of the Lie algebra g1.
Next, we want to compute the coproduct on the algebra H ⊗A inherited
from the quantum group (M,∆). Using Propositions 3.4.4 and 3.4.5, we get
for all H ∈H and A ∈A:
∆op((ωH ⊗ ι⊗ ι)(W˜ ) α(A))
= (ωH ⊗ ι⊗ ι⊗ ι⊗ ι)
(
(W˜ ⊗ 1⊗ 1) ((ι⊗ α)β⊗ ι⊗ ι)(W˜) (ι⊗α⊗α)(V ))
× (α⊗ α)∆2op(A)
=
∑(
(ωH(1) ⊗ ι⊗ ι)(W˜ )⊗ 1⊗ 1) (α⊗ ι⊗ ι)((ωH(2) ⊗ ι)β⊗ ι⊗ ι)(W˜)
× (α⊗ α)(ωH(3) ⊗ ι⊗ ι)(V )
(
α(A(2))⊗α(A(1))
)
.
Using the chain rule, one sees that it is possible to define a linear map
βˆ :H →H ⊗A : βˆ(H) =
∑
H(1¯) ⊗H(2¯)
such that, for all smooth functions B on G1, r ∈ G2 and H ∈H , we have(
(ωH ⊗ ι)β(B)
)
(r) = He[B(βr (·))] =
∑
H(1¯)e [B] H
(2¯)(r) .
Fix some coordinates in the neighbourhood of the unit element e of G1 and
let Xi be the vector field in this neighbourhood which takes the derivative
to the i-th coordinate. Let Yi ∈ g1 be such that Yi and Xi agree at e. If now
X ∈ g1, then
βˆ(X) =
∑
i
Y i ⊗ βˆi(X) where βˆi(X)(r) = Xe[βir (·)] ,
where βir (g) denotes the i-th coordinate of βr (g). Also define
Ψ :H →A⊗A : Ψ(H) = σ(ωH ⊗ ι⊗ ι)(V ) ,
where σ is the flip. Observe that Ψ(H)(r , s) = He[V (·, s, r )] for all r , s ∈
G2. Using the notation
Ψ(H) =∑Ψ(H)(1) ⊗ Ψ(H)(2)
and using Sweedler notation for ∆2(A), we get
∆(H ⊗A) =∑(H(2)(1¯) ⊗ Ψ(H(3))(1)A(1))⊗ (H(1) ⊗H(2)(2¯)Ψ(H(3))(2)A(2)) .
Comparing this formula with the formula in Proposition 6.3.8 of [74], we
get that this comultiplication makes of H ⊗A a cocycle cross coproduct
coalgebra (again, up to some left/right conventions).
In terms of the generators A ∈ A and X ∈ g1 for the algebraH ⊗A, we get
more specifically
∆(A) = ∆2(A) for all A ∈A , (3.7.4)∆(X) = 1⊗X + βˆ(X)+ Ψ(X) for all X ∈ g1 .
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To obtain these formulas, we use that Ψ(1) = 1 ⊗ 1 which follows from
V (e, r , s) = 1 for all r , s ∈ G2.
Remark 3.7.1. When (G1, G2) is a matched pair of Lie groups, it is helpful
to look also at the corresponding matched pair of Lie algebras g1, g2 (two
Lie algebras form a matched pair if the direct sum of their linear spaces
is again a Lie algebra; see Section 8.3 in [74]). On the other hand, a Lie
algebra (respectively, dual vector space to a Lie algebra) can be viewed as
a Lie bialgebra with zero cobracket (respectively, bracket). Recall that the
notion of a Lie bialgebra is due to V.G. Drinfel’d [27]. Now, for any pair
of Lie bialgebras of the form g1, g∗2 (where g1, g2 is a matched pair of Lie
algebras), all the Lie bialgebra extensions, i.e., exact sequences 0 → g∗2 →
h → g1 → 0 of Lie bialgebras, are described in Proposition 1.12 of [79], in
terms of compatible actions of g1 and g2 on each other, as on vector spaces,
and a pair of compatible 2-cocycles for these actions. Here, 2-cocycles are
defined as linear maps g1
∧
g1 → g∗2 (resp., g2
∧
g2 → g∗1 ) verifying certain
cocycle identities (see Section 2.3 in [74]).
We consider this theory of Lie bialgebra extensions as an infinitesimal ver-
sion of our theory and, even if there is not any strict claim in this direction,
we believe it helps to understand better some concrete situations. For in-
stance, if one of the Lie groups forming the matched pair is R, the corre-
sponding cocycle on the Lie bialgebra level must be cohomologous to zero,
according to the above definition. From Theorem 4.11 in [79], it follows that
the same picture holds for Hopf algebras. This suggests that the situation
is similar for locally compact quantum groups. If both G1 = G2 = R, only
the split extension should exist.
3.7.3 The example of S. Baaj and G. Skandalis
In this subsection, we will discuss an example which was already presented
by S. Baaj and G. Skandalis in a talk in Oberwolfach [101]. Nevertheless, we
include this example explicitly, because we want to compute the associated
infinitesimal Hopf algebra and show how this example is a deformation of
the (ax + b)-group.
Consider the group
G = {(a, b) | a ∈ R \ {0}, b ∈ R} with (a, b)(c, d) = (ac,d+ cb) .
Define G1 = G2 = R \ {0}, with multiplication as group operation. Then
define
i : G1 → G : i(g) = (g, g − 1) , j : G2 → G : j(s) = (s,0) .
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In this way, (G1, G2) is a matched pair of groups in the sense of Defini-
tion 3.6.7. A direct computation then gives, for s(g − 1)+ 1 ≠ 0:
αg(s) = gss(g − 1)+ 1 and βs(g) = s(g − 1)+ 1.
Taking U = V = 1, we can construct the bicrossed product locally compact
quantum group (M,∆) having the following nice property.
Proposition 3.7.2. The locally compact quantum group (M,∆) is self-dual,
i.e., (Mˆ, ∆ˆ)  (M,∆).
Proof. Proposition 3.4.9 and Theorem 3.4.13 show that the dual (Mˆ, ∆ˆ) is
again a bicrossed product, obtained by interchanging α and β. Now, defin-
ing the isomorphism u : G1 → G2 : u(g) = g−1, one verifies that
u(βs(g)) = αu−1(s)(u(g))
for all g, s ∈ R \ {0}. Hence, interchanging α and β, we get an isomorphic
matched pair and so, an isomorphic locally compact quantum group. 
Proposition 3.7.3. The locally compact quantum group (M,∆) is not a Kac
algebra and it is non-compact, non-discrete and non-unimodular. The scaling
group is non-trivial and the left and right Haar weights are not traces.
Proof. Proposition 3.4.18 shows that (M,∆) is non-compact and non-dis-
crete. The modular functions of G1 and G2 are trivial and δ(a, b) = |a|.
Using the notation introduced in Propositions 3.6.14 and 3.6.15, we get
P(g, s) =
∣∣∣ g
s(g − 1)+ 1
∣∣∣ and ∇(g, s) = ∣∣∣ 1
s(g − 1)+ 1
∣∣∣ .
Because P is non-trivial, the scaling group of (M,∆) is non-trivial and so,
(M,∆) is not a Kac algebra. Because ∇ is non-trivial, the modular automor-
phism group of the left Haar weightϕ is non-trivial. Hence,ϕ is not a trace.
Because the right Haar weight ψ on (M,∆) is given by ψ = ϕR, also ψ is
not a trace. Finally, Proposition 3.6.15 gives
δM(g, s) =
∣∣∣s(g − 1)+ 1
gs
∣∣∣
and hence, (M,∆) is non-unimodular. 
Now, we describe, following the scheme of the previous subsection, the
infinitesimal Hopf algebra of the locally compact quantum group (M,∆).
LetA be the algebra of rational functions on G2 in the variable s, generated
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by A(s) = s for all s ∈ G2 and its inverse A−1. Then ∆2(A) = A⊗ A. Let X
denote the generator of the Lie algebra g1 of G1 given by
Xx[B] = ddyB(xy)
∣∣
y=1 .
From Equations (3.7.3) and (3.7.4), we get that this infinitesimal Hopf alge-
bra is generated by elements A and X, where A is invertible and
[A,X] = X WA , ∆(A) = A⊗A , ∆(X) = 1⊗X + βˆ(X) .
Now, we get
(X W A)(r) = d
dx
αx(r)
∣∣
x=1 = r(1− r) and
βˆ(X) = X ⊗ (r → d
dx
βr(x)
∣∣
x=1
) = X ⊗A .
Hence, this infinitesimal Hopf algebra is generated by elements A and X,
where A is invertible and
[A,X] = A(1−A) , ∆(A) = A⊗A , ∆(X) = X ⊗A+ 1⊗X .
Remark 3.7.4. a) From Remark 3.7.1, it follows that, in the situation above,
on the level of Lie bialgebras, there is no non-trivial extension. The same is
true on the level of Hopf algebras (see Theorem 4.11 in [79]).
b) The above example is closely related to Example 6.2.17 in [74], where
G1 = G2 = (R,+) and the mutual actions are only defined in the neigh-
bourhood of the origin (0,0). This suffices to compute the corresponding
infinitesimal Hopf algebra (see Example 6.2.18 in [74]); the last one coin-
cides with our infinitesimal Hopf algebra.
c) In [135], S.L. Woronowicz constructs, on the operator algebra level, an-
other deformation of the (ax + b)-group. Let q ∈ U(1). The underlying
Hopf algebra of S.L. Woronowicz’ example is generated by elements A and
B, where A is invertible and
AB = qBA , ∆(A) = A⊗A , ∆(B) = B ⊗A+ 1⊗ B .
Let now r ∈ R and define B˜ = B + r(1 − A). Then the Hopf algebra of
S.L. Woronowicz is generated by A and B˜, where A is invertible and
AB˜ = qB˜A+ r(1− q)A(1−A) , ∆(A) = A⊗A , ∆(B˜) = B˜ ⊗A+ 1⊗ B˜ .
If we now take q = exp(iλ) and r = 1λ and let λ→ 0, we formally obtain the
Hopf algebra generated by A and B˜, where A is invertible and
AB˜ = B˜A− iA(1−A) , ∆(A) = A⊗A , ∆(B˜) = B˜ ⊗A+ 1⊗ B˜ .
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Identifying X with iB˜, this Hopf algebra is the infinitesimal Hopf algebra of
(M,∆).
It should be remarked that S.L. Woronowicz’ example can not be obtained
as the cocycle bicrossed product of two locally compact groups, because
it follows from the work of A. Van Daele [125] that the scaling constant
of S.L. Woronowicz’ example is different from 1, contradicting Proposi-
tion 3.6.14.
We explain now in which precise sense the locally compact quantum group
(M,∆) is a deformation of the usual (ax + b)-group.
Remark 3.7.5. Let q > 0. Define the automorphism µq of G1 given by
µq(g) = gq, where gq = −(−g)q by definition whenever g < 0. Putting
iq = i µq and keeping j as above, we get an isomorphic matched pair of
groups, with mutual actions αq and βq given by
αqg(s) = g
qs
s(gq − 1)+ 1 and β
q
s (g) =
(
s(gq − 1)+ 1) 1q .
For every q > 0, we get a bicrossed product locally compact quantum group,
isomorphic to (M,∆) and acting on L2(G1 × G2). Denote by Wq the associ-
ated multiplicative unitary. From Definition 3.4.2, we get
(Wqξ)(g, s, h, t) = ξ(βqαqg(s)−1t(h)g, s, h,α
q
g(s)−1t) ,
for ξ ∈ L2(G1 ×G2 ×G1 ×G2) and g,h ∈ G1, s, t ∈ G2.
Let g > 0 and let q → 0. Then αqg(s) → s for all s ∈ G2 and βqs (g) → gs
uniformly on compact subsets of G2. Let qn > 0 be a sequence such that
qn → 0. If then ξ, η ∈ K(R+0 × G2 × R+0 × G2), we may conclude that the
sequence of functions
(g, s, h, t) → (Wqnξ)(g, s, h, t) η¯(g, s, h, t)
remains bounded, with support in some fixed compact subset of R+0 ×G2 ×
R+0 ×G2 and converges pointwise, almost everywhere, to the function
(g, s, h, t) → (Vξ)(g, s, h, t) η¯(g, s, h, t) ,
where V is the unitary on L2(R+0 ×G2 ×R+0 ×G2) defined by
(Vξ)(g, s, h, t) = ξ(hs−1tg, s, h, s−1t) .
Using the dominated convergence theorem, we may conclude that
〈Wqnξ, η〉 → 〈Vξ,η〉 .
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Denoting by P the orthogonal projection of L2(G1×G2) onto L2(R+0 ×G2), we
get that (P ⊗ P)Wq(P ⊗ P) → V weakly when q → 0. Using Lemma A.10, we
get that the convergence takes place in the σ -strong∗ topology. Denoting
by u the unitary operator defined by
u : L2(R+0 ,
1
x
dx)→ L2(R, dx) : (uξ)(x) = ξ(exp(x))
and denoting byF the Fourier transformation, which is the unitary operator
defined by
F : L2(R, dx)→ L2(R, dx) : (Fξ)(x) = 1√
2π
∫
exp(ixy)ξ(y)dy ,
whenever ξ ∈ K(R), an easy computation yields that
(Fu⊗ 1⊗Fu⊗ 1)V(u∗F∗ ⊗ 1⊗u∗F∗ ⊗ 1) = V˜ ,
where
(V˜ξ)(x, s,y, t) = ξ(x, s,y − s−1tx, s−1t) .
Now, define a non-connected version of the (ax + b)-group as follows:
H = {(x, s) | x ∈ R, s ≠ 0} and (x, s) · (y, t) = (y + tx, st) .
Then we can identify L2(H ) with L2(R ×G2) and we see that V˜ is the mul-
tiplicative unitary associated with the groupH .
So, we can conclude that, up to an isomorphism, (P ⊗ P)Wq(P ⊗ P) con-
verges in the σ -strong∗ topology to the multiplicative unitary of the group
H . Because all Wq are multiplicative unitaries of locally compact quantum
groups isomorphic to (M,∆), we can consider (M,∆) as a deformation of
the groupH .
This can also be seen on the Hopf algebraic level. Writing X˜ = qX, we
see that the infinitesimal Hopf algebra of our example is the Hopf algebra
generated by elements A and X˜, where A is invertible and
[A, X˜] = qA(1−A) , ∆(A) = A⊗A , ∆(X˜) = X˜ ⊗A+ 1⊗ X˜ .
If we now formally take the limit q → 0, we get the Hopf algebra of polyno-
mials on the (ax + b)-group.
3.7.4 Example: split extension
Define H = SL2(R). Consider Z/2Z as a normal subgroup K of H by identi-
fying it with {1,−1} and define G = H/K. Then we define
G1 = {(a, b) | a > 0, b ∈ R} with (a, b)(c, d) = (ac,ad+ bc ) ,
G2 = (R,+)
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and
i(a, b) =
(
a b
0 1a
)
modK , j(x) =
(
1 0
x 1
)
modK .
In this way, (G1, G2) is a matched pair of groups. A direct computation
gives that, whenever a+ bx ≠ 0,
α(a,b)(x) = xa(a+ bx) , βx(a, b) =
(a+ bx,b) if a+ bx > 0(−a− bx,−b) if a+ bx < 0 .
Taking U = V = 1, we can construct the bicrossed product locally compact
quantum group (M,∆) and its dual (Mˆ, ∆ˆ). The following result is similar
to Proposition 3.7.3.
Proposition 3.7.6. The locally compact quantum groups (M,∆) and (Mˆ, ∆ˆ)
are not Kac algebras; they are non-compact, and non-discrete. The scaling
groups are non-trivial. The left and right Haar weights of (M,∆) and (Mˆ, ∆ˆ)
are not traces. Finally, (M,∆) is unimodular, but (Mˆ, ∆ˆ) is non-unimodular.
Proof. The proof is completely similar to the one of Proposition 3.7.3 and
uses again Propositions 3.6.14 and 3.6.15. We only mention that the groups
G and G2 are unimodular and that δ1(a, b) = 1a2 ; then, we get
∇ˆ(a, b, s) = P(a, b, s) = a
2
(a+ bs)2 , ∇(a, b, s) =
1
a2(a+ bs)2 ,
δM = 1 and δMˆ(a, b, s) = (a+ bs)4 .

Now, we describe the infinitesimal Hopf algebras of (M,∆) and (Mˆ, ∆ˆ), fol-
lowing again the strategy of Subsection 3.7.2. LetA be the algebra of poly-
nomials on G2 in the variable x generated by A(x) = x. Take generators
X,Y for the Lie algebra g1 of G1 given by
X(a,b)[B] = ddxB((a, b)(x,0))
∣∣
x=1 , Y(a,b)[B] =
d
dx
B((a, b)(1, x))
∣∣
x=0 ,
whenever (a, b) ∈ G1 and when B is a smooth function on G1. So, we
observe that [X, Y]g1 = 2Y . To determine the infinitesimal Hopf algebra of
(M,∆), we compute
(XWA)(x) = d
da
α(a,0)(x)
∣∣a=1 = −2x, (Y WA)(x) = ddbα(1,b)(x)∣∣b=0 = −x2
and taking the obvious coordinates on G1, we see that
βˆ1(X)(x) = ddaβ
1
x(a,0)
∣∣
a=1 = 1 , βˆ2(X)(x) =
d
da
β2x(a,0)
∣∣
a=1 = 0 ,
βˆ1(Y)(x) = ddbβ
1
x(1, b)
∣∣
b=0 = x , βˆ2(Y)(x) =
d
db
β2x(1, b)
∣∣
b=0 = 1 .
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So, we get
XWA = −2A , Y WA = −A2 , βˆ(X) = X⊗1 and βˆ(Y) = X⊗A+Y ⊗1 .
Hence, this Hopf algebra has generators A,X and Y with relations
[X,A] = 2A , [Y ,A] = A2 and [X, Y] = 2Y ,∆(A) = A⊗ 1+ 1⊗A ,∆(X) = X ⊗ 1+ 1⊗X ,∆(Y) = Y ⊗ 1+X ⊗A+ 1⊗ Y .
To obtain the infinitesimal Hopf algebra of the dual locally compact quan-
tum group (Mˆ, ∆ˆ), interchange α and β. AsA, we take the algebra of func-
tions on G1 in the variables a and b generated by A(a,b) = a, its inverse
A−1 and B(a, b) = b. We denote by X the generator of the Lie algebra g2 of
G2 given by
Xx[B] = ddyB(x +y)
∣∣
y=0 ,
whenever x ∈ G1 and when B is a smooth function on G1. Similar compu-
tations as above yield
X WA = B , X W B = 0 and βˆ(X) = X ⊗A−2 .
So, this Hopf algebra is generated by elements X,A and B, with A invertible
and
[A,X] = B , [A, B] = 0 , [B,X] = 0 ,∆(A) = A⊗A∆(B) = A⊗ B + B ⊗A−1 ,∆(X) = X ⊗A−2 + 1⊗X .
In the same spirit as in Remark 3.7.5, we show that (M,∆) and (Mˆ, ∆ˆ) are
deformations of usual groups.
Remark 3.7.7. Again, let q > 0, and define the locally compact group Gq1 on
the same space as G1, but with multiplication given by (a, b) ·q (c, d) =
(ac,aqd + bcq ). Then we have a natural isomorphism µq : G
q
1 → G1 given
by µq(a, b) = (aq, qb). Defining iq = i µq and putting j as above, we get a
matched pair Gq1 , G2 of locally compact groups which is isomorphic to our
original matched pair. Performing the bicrossed product construction, we
get a locally compact quantum group which is isomorphic to (M,∆) and we
denote by Wq the associated multiplicative unitary.
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The mutual actions are given by
αq(a,b)(x) =
x
aq(aq + qbx) ,
βqx(a, b) =

(
(aq + qbx) 1q , b) if aq + qbx > 0(
(−aq − qbx) 1q ,−b) if aq + qbx < 0 .
So, we observe that, for (a, b) ∈ G1 and q → 0, we get αq(a,b)(x) → x for all
x ∈ G2 and βqx(a, b)→
(
a exp(bx), b
)
uniformly on compact subsets of G2.
The Haar measure on Gq1 is given by
1
a1+q dadb, while the Haar measure on
G1 is given by 1a2 dadb. So, we can define a natural unitary operator
uq : L2(G
q
1)→ L2(G1) : (uqξ)(a, b) = a
1−q
2 ξ(a, b) .
Then we define the multiplicative unitary Vq by
Vq = (uq ⊗ 1⊗uq ⊗ 1)Wq(u∗q ⊗ 1⊗u∗q ⊗ 1) .
So, the multiplicative unitaries Vq are isomorphic to Wq, but they all act
on the same Hilbert space. Now, we will proceed in the same way as in
Remark 3.7.5. We denote again by F the Fourier transformation, and we
define the unitary operator
v : L2(R+0 ,
1
a2
da)→ L2(R, dx) : (vξ)(x) = exp(−1
2
x)ξ(exp(x)) .
If now q → 0 and if we use an analogous reasoning as in Remark 3.7.5, we
may conclude that
(Fv ⊗F ⊗ 1⊗Fv ⊗F ⊗ 1)Vq(v∗F∗ ⊗F∗ ⊗ 1⊗ v∗F∗ ⊗F∗ ⊗ 1)→ V
in the σ -strong∗ topology, where V is the unitary on L2(R3×R3) defined by
(Vξ)(a, b, c, x,y, z) = ξ(a, b, c, x − a,y − b − az + ac, z − c) .
If we define the Heisenberg groupH as
H = R3 and (a, b, c) · (x,y, z) = (a+ x,b +y + az, c + z) ,
we observe that V is precisely the multiplicative unitary of the groupH . In
this sense, (M,∆) is a deformation of the Heisenberg group.
This can be seen again on the Hopf algebra level by putting X˜ = qX and Y˜ =
qY in the description of the infinitesimal Hopf algebra of (M,∆). Taking
formally the limit q → 0, we get the Hopf algebra of polynomials on the
Heisenberg group.
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But there is more. Also the dual locally compact quantum group (Mˆ, ∆ˆ) is a
deformation of a usual group. Let again q > 0. Consider the automorphism
νq of G2 given by νq(x) = qx. Keeping i as above and putting jq = j νq, we
get an isomorphic matched pair of groups, with mutual actions given by
αq(a,b)(x) =
x
a(a+ qbx) , β
q
x(a, b) =
(a+ qbx,b) if a+ qbx > 0(−a− qbx,−b) if a+ qbx < 0 .
Performing the dual bicrossed product construction, we obtain a locally
compact quantum group which is isomorphic to (Mˆ, ∆ˆ). We denote the
associated dual multiplicative unitary by Wˆq. As before, we can easily get
that Wˆq → V in the σ -strong∗ topology when q → 0, where V is the unitary
given by
(Vξ)(a, b,x, c, d,y) = ξ(a, b,x + a
2y
c2
,
c
a
,
d
a
− b
c
,y) .
Denoting again by F the Fourier transformation, one can compute that
(1⊗ 1⊗F ⊗ 1⊗ 1⊗F)V(1⊗ 1⊗F∗ ⊗ 1⊗ 1⊗F∗) = V˜ ,
where
(V˜ξ)(a, b,x, c, d,y) = ξ(a, b,x, c
a
,
d
a
− b
c
,y − xa
2
c2
) .
Then defineH as the following kind of two-dimensional (ax + b)-group:
H = R+0 ×R2 and (a, b,x) · (c, d,y) = (ac,ad+
b
c
,y + x
c2
) .
Identifying L2(H ) with L2(G1 × R), we observe that V˜ is the multiplicative
unitary of the group H . In this sense, (Mˆ, ∆ˆ) is a deformation of the two-
dimensional (ax + b)-groupH .
Hopf algebraically, we obtain the same result by putting X˜ = qX in the
description of the infinitesimal Hopf algebra for (Mˆ, ∆ˆ) and then taking
q → 0.
3.7.5 Example: non-trivial extensions
Let (G1, G2) and α,β be as in the previous subsection. We look for a cocycle
U and Remark 3.7.1 suggests to take V = 1. Referring to Lemma 3.6.10, we
look for a measurable function U on G1 ×G1 ×G2 such that
U(g,h,αk(s))U(gh, k, s) = U(h, k, s)U(g,hk, s),
U(g,h, s)U(βαh(s)(g), βs(h), t) = U(g,h, t + s)
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almost everywhere. Define a function A(·) by
U(g,h, s) = exp(iA(g,h, s)) .
So, A(·) should satisfy
A(g,h,αk(s))+A(gh,k, s) = A(h, k, s)+A(g,hk, s) (mod2π), (3.7.5)
A(g,h, s)+A(βαh(s)(g), βs(h), t) = A(g,h, t + s) (mod2π) (3.7.6)
almost everywhere. For s ∈ G2 and g,h ∈ G1, we define
φs(g,h) = (βαh(s)(g), βs(h)) .
Then φt+s = φtφs almost everywhere, and Equation (3.7.6) becomes
A(g,h, s)+A(φs(g,h), t) = A(g,h, t + s) (mod2π) . (3.7.7)
It is natural to look for a solution of this equation of the form
A(g,h, s) = P
∫ s
0
f (φr(g,h)) dr (3.7.8)
with a function f on G1×G1 such that, for almost all g,h ∈ G1, the function
r → f (φr(g,h))
has a principal value integral over any interval in R. So, in order to fulfill
Equation (3.7.5), our function f should satisfy, for almost all g,h, k ∈ G1
and s ∈ G2,
P
∫ αk(s)
0
f (φr(g,h)) dr + P
∫ s
0
f (φr(gh, k)) dr
= P
∫ s
0
f (φr(h, k)) dr + P
∫ s
0
f (φr(g,hk)) dr (mod2π) . (3.7.9)
Differentiating with respect to s, we should look for a function f satisfying
d
ds
αk(s) f (g˜, h˜)+ f (g˜h˜, k˜) = f (h˜, k˜)+ f (g˜, h˜k˜) ,
where g˜ = βαhk(s)(g), h˜ = βαk(s)(h), k˜ = βs(k). Observing that
αβs(k)(t)+αk(s) = αk(t + s)
and differentiating with respect to t at t = 0, we get
d
ds
αk(s) = ddtαk˜(t)
∣∣
t=0 .
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Hence, f should satisfy
d
dt
αk(t)
∣∣
t=0 f (g,h)+ f (gh, k) = f (h, k)+ f (g,hk)
for almost all g,h, k ∈ G1. Putting g = (a, b), h = (c, d) and k = (l,m), we
see that f should satisfy
1
l2
f (a, b, c, d)+ f (ac,ad+ b
c
, l,m) = f (c, d, l,m)+ f (a, b, cl, cm+ d
l
) ,
(3.7.10)
where f is defined on R+0 ×R×R+0 ×R.
Proposition 3.7.8. A general, sufficiently smooth solution f (a, b, c, d) of
Equation (3.7.10) is given by
f (a, b, c, d) = λb log c
ac2
+ 1
c2
B(a, b)+ B(c,d)− B(ac,ad+ b
c
) ,
where λ ∈ R and B is a smooth function on G1.
Proof. First, one can compute directly that
f (a, b, c, d) = 1
c2
B(a, b)+ B(c,d)− B(ac,ad+ b
c
) , (3.7.11)
where B is an arbitrary function on G1, is a solution of Equation (3.7.10).
We will call such a solution trivial. Because the solutions of (3.7.10) form a
linear space, we will only determine a general solution of (3.7.10) modulo a
trivial solution.
In the course of the proof, we use the subscript notations f2, f13, . . . to
denote the partial derivative of f with respect to the first variable and with
respect to the first and third variable, respectively. Take the derivative with
respect to b of a sufficiently smooth solution f of Equation (3.7.10) and
evaluate it in a = 1 and b = 0. Then we get
f2(c, d, l,m) = c h(cl, cm + dl )−
c
l2
h(c,d) ,
where h(c,d) = f2(1,0, c, d). If now H(·) is a smooth function such that
H2(c, d) = h(c,d), this gives
f (c, d, l,m) = clH(cl, cm + d
l
)− c
l2
H(c,d)+ k(c, l,m) ,
where k is some smooth function. Hence, modulo a trivial solution,
f (c, d, l,m) = lH(l,m)+ k(c, l,m),
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i.e., f does not depend on its second variable:
f (a, b, c, d) = g(a, c, d) .
Now, Equation (3.7.10) gives
1
l2
g(a, c, d)+ g(ac, l,m) = g(c, l,m)+ g(a, cl, cm + d
l
) .
Taking the derivative with respect to a and evaluating it in a = 1, we get
g1(c, l,m) = 1c g1(1, cl, cm +
d
l
)− 1
cl2
g1(1, c, d) . (3.7.12)
Taking the derivative with respect to d, it follows that
1
cl
g13(1, cl, cm + dl ) =
1
cl2
g13(1, c, d) . (3.7.13)
With l = 1, we get g13(1, c, cm + d) = g13(1, c, d) and hence, g13(1, c, d) =
q(c) for some smooth function q(·). Plugging this into Equation (3.7.13),
we get
1
cl
q(cl) = 1
cl2
q(c)
and so, there exists a number λ ∈ R such that q(c) = λc . Then it follows
that
g1(1, c, d) = λdc + r(c)
for some smooth function r(·). Using Equation (3.7.12), we have
g1(c, l,m) = λmcl +
1
c
r(cl) − 1
cl2
r(c) .
If R(·) is a primitive for the function 1xr(x), we get
g(c, l,m) = λm
l
log c + R(cl)− 1
l2
R(c)+ t(l,m)
for some smooth function t(·). Since f (a, b, c, d) = g(a, c, d), we have,
modulo a trivial solution,
f (c, d, l,m) = λm
l
log c + t(l,m)+ R(l)
or
f (c, d, l,m) = λm
l
log c + v(l,m)
for some smooth function v(·). Plugging this into Equation (3.7.10), we get
1
l2
v(c,d) = v(cl, cm + d
l
) .
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With l = 1, it follows that v does not depend on its second variable. Then
there is a number ν ∈ R such that v(c,d) = νc2 . But also f (a, b, c, d) = νc2
is a trivial solution with B(a, b) = ν. Hence, we may conclude that
f (a, b, c, d) = λd
c
loga
modulo a trivial solution, where λ ∈ R. One can check directly that this is
indeed a solution.
It will be more convenient, taking B0(a, b) = λba loga, to get a general suffi-
ciently smooth solution of Equation (3.7.10) of the form
f (a, b, c, d) = λb log c
ac2
+ 1
c2
B(a, b)+ B(c,d)− B(ac,ad+ b
c
) ,
where λ ∈ R and B(·) is an arbitrary smooth function. 
Since two solutions differing with a trivial solution, give rise to cohomolo-
gous cocycles, we can work on with the solution
fλ(a, b, c, d) = λb log cac2 ,
where λ ∈ R is some parameter. Making an easy computation, one observes
that
fλ(φr (a, b, c, d)) = λb
(c + dr)(ac + (ad+ bc )r)
log |c + dr | .
As a function of r , we indeed have a principal value integral over any inter-
val in R, for almost all a,b, c, d. One verifies that
P
∫ +∞
−∞
fλ(φr (a, b, c, d)) dr =

λ
2π
2 if db (ad+ bc ) > 0
−λ2π2 if db (ad+ bc ) < 0
.
Define Aλ(·) with fλ(·) by Equation (3.7.8) and check Equation (3.7.9). When
s = 0, this equation is trivially true. When s grows, the equation remains
true, because the differentiated equation is fulfilled. Also, passing a pole is
not a problem because the substitution rule can be applied to this principal
value integrals. The only problem arises when s passes the pole whereαk(s)
grows to infinity. Then the principal value integral
P
∫ αk(s)
0
fλ(φr (g,h)) dr
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changes to
P
∫
0→+∞,−∞→αk(s)
fλ(φr (g,h)) dr
= P
∫ αk(s)
0
fλ(φr (g,h)) dr + P
∫ +∞
−∞
fλ(φr(g,h)) dr
= P
∫ αk(s)
0
fλ(φr (g,h)) dr ± λ2π
2 .
Hence, Equation (3.7.9) remains true if and only if λ has the form
λ = 4n
π
with n ∈ Z .
Thus, for any n ∈ Z, the functions
Un(g,h, s) = exp(iA 4n
π
(g,h, s))
and V = 1 satisfy Equations (3.6.2)–(3.6.4) and so, they give the necessary
data to perform the cocycle bicrossed product construction. We describe
the corresponding locally compact quantum group (Mn,∆n) and its dual
(Mˆn, ∆ˆn).
Clearly, (M0,∆0) and (Mˆ0, ∆ˆ0) are precisely the examples studied in the
previous subsection, because U0 = 1. Thanks to Propositions 3.6.14 and
3.6.15, Proposition 3.7.6 remains valid for (Mn,∆n) and (Mˆn, ∆ˆn), also when
n ≠ 0. We now mention some relations between (Mn,∆n) and (M0,∆0),
and between (Mˆn, ∆ˆn) and (Mˆ0, ∆ˆ0). Represent Mˆn on L2(G1 × G2) as in
Proposition 3.4.9. Because V = 1, we get Mˆn = Mˆ0 for all n ∈ Z. Further,
we have
Wˆ∗n = CnWˆ∗0 where Cn = (1⊗(ι⊗α)(Wˆ∗2 )) (β⊗ι⊗ι)(Un) (1⊗(ι⊗α)(Wˆ2)) .
An easy computation shows that Cn is the multiplication operator with the
function
Cn(g, s, h, t) = Un(βαh(t)s(g),h, t) .
It is also clear that
∆ˆn(z) = Cn∆ˆ0(z)C∗n for all z ∈ Mˆn = Mˆ0 .
From Proposition 3.4.9, it follows that the left Haar weight ϕˆn equals ϕˆ0.
Propositions 3.6.14 and 3.6.15 imply that Jˆn = Jˆ0 for all n ∈ Z and they
also give that the operators ∇n, ∇ˆn, Pn, δMn and δMˆn do not depend on n.
In particular, it follows that τˆn = τˆ0, but we see that Jn ≠ J0 and then also
Rˆn ≠ Rˆ0 for n ≠ 0.
As in the previous examples, we want to compute the infinitesimal Hopf
algebras of (Mn,∆n) and (Mˆn, ∆ˆn). We start with (Mn,∆n) and we follow the
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strategy of Subsection 3.7.2. In the previous subsection, we already defined
the algebraA of polynomials on G2, with generator A, and we defined the
generators X and Y for the Lie algebra g1 of G1. IfH denotes the universal
enveloping algebra of g1, we have to look at the map
χn :H ⊗H → A : χn(H ⊗G)(r) = (He ⊗Ge)[U∗n(·, ·, r )] . (3.7.14)
An easy computation yields that, for all λ ∈ R and r ∈ G2, we have
(Xe ⊗ Ye)[fλ(φr (·, ·))] = 0 and (Ye ⊗Xe)[fλ(φr (·, ·))] = λ
and then it follows that
χn(X ⊗ Y − Y ⊗X) = −i4nπ A .
So, the infinitesimal Hopf algebra of (Mn,∆n) has generators X,Y and A
and relations
[X,A] = 2A , [Y ,A] = A2 , [X, Y] = 2Y − i4n
π
A ,
∆(A) = A⊗ 1+ 1⊗A ,∆(X) = X ⊗ 1+ 1⊗X ,∆(Y) = Y ⊗ 1+ X ⊗A+ 1⊗ Y .
To obtain the infinitesimal Hopf algebra of (Mˆn, ∆ˆn), we have to interchange
α and β and we have to use the cocycle Vn(s, g,h) = Un(h,g, s) and take
U = 1. Now, we take for A the algebra of functions on G1 generated by
A(a,b) = a, its inverse A−1, (logA)(a, b) = loga and B(a, b) = b. As
before, we denote by X the generator of the Lie algebra g2 of G2. If H
denotes the universal enveloping algebra of g2, we have to look at the map
Ψn :H →A⊗A : Ψn(H)(g,h) = He[Vn(·, h, g)] . (3.7.15)
So, we immediately get
Ψn(X)(g,h) = ddsUn(g,h, s)∣∣s=0 = if 4nπ (g,h)
and hence, Ψn(X) = i4nπ A−1B ⊗A−2 logA .
The infinitesimal Hopf algebra (Mˆn, ∆ˆn) has generators A, logA,B and X
with A invertible and with relations
B is central , [A, logA] = 0 , [A,X] = B , [logA,X] = A−1B ,∆(A) = A⊗A , ∆(logA) = logA⊗ 1+ 1⊗ logA ,∆(B) = A⊗ B + B ⊗A−1 ,
∆(X) = X ⊗A−2 + 1⊗X + i4n
π
A−1B ⊗A−2 logA .
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Remark 3.7.9. One can show, using the Lie bialgebra version of the G.I. Kac’
exact sequence (see [52], Equation (3.14)) obtained by A. Masuoka (see Theo-
rem 2.10 in [79]), that the group of extensions for the above example, on the
level of Lie bialgebras or Hopf algebras, is exactly R. In Equations (3.7.14)
and (3.7.15) above, we see that the maps χ and Ψ can be defined for an arbi-
trary real parameter λ, and also the infinitesimal Hopf algebras make sense
for an arbitrary real parameter λ instead of 4nπ . But, as we have seen, on
the level of locally compact quantum groups, only for the extensions with
λ = 4nπ (n ∈ Z), the cocycles make sense on the operator algebra level.

Chapter 4
Weight theory on C∗-algebras
and von Neumann algebras
In this chapter, we will collect several results on the theory of weights,
both on C∗-algebras and on von Neumann algebras. This chapter should
be considered as a technical reference for the rest of this thesis. We com-
piled this chapter out of Section 1 and Section 9 in [63] and the electronic
preprint [66].
The theory of weights on C∗-algebras is sometimes considered as non-
commutative integration theory, the reason being the following. Suppose
that X is a locally compact space. Then the ∗-algebra C0(X) of continuous
functions on X vanishing at infinity, equipped with the supremum norm, is
a typical example of a commutative C∗-algebra. The Riesz representation
theorem says that there is a one-to-one correspondence between regular
Borel measures µ on X and positive functionals ϕ on K(X), the continuous
functions on X with compact support. Then we can extend ϕ to all positive
functions f in C0(X) by
ϕ(f) =
∫
f dµ .
The philosophy of weight theory is to study such positive functionals ϕ
on arbitrary C∗-algebras, instead of commutative C∗-algebras C0(X); see
Definition 4.1.1. As can be expected, a lot of measure theoretic results will
have their counterpart in weight theory, but often the techniques to prove
them are more difficult and completely different.
When we extend ϕ to all positive measurable functions f by the same for-
mula as above, we arrive at a weight on the von Neumann algebra L∞(X, µ)
of essentially bounded measurable functions on X. Weights on C∗-algebras
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and von Neumann algebras are closely related and we will take our advan-
tage of this close relationship.
It is our advice not to read this chapter from the beginning to the end, but
to consult it when definitions or results are needed elsewhere in this thesis.
We use the same notations as explained in Section 1.1.
4.1 Weights on C∗-algebras
In this first section, we give some information about weights. The standard
reference for lower semi-continuous weights is [20]. A substantial number
of results is collected in [59]. First of all, we define what kind of positive
‘functionals’ on an arbitrary C∗-algebra will be called weights. Sometimes,
we will return to the classical picture, and explain what happens when A =
C0(X), µ is a regular Borel measure on X and
ϕ(f) =
∫
f dµ ,
for all positive functions f in C0(X).
Definition 4.1.1. Consider a C∗-algebra A and a function ϕ : A+ → [0,∞]
such that
1. ϕ(x + y) =ϕ(x)+ϕ(y) for all x,y ∈ A+;
2. ϕ(rx) = rϕ(x) for all r ∈ R+ and x ∈ A+.
Then we call ϕ a weight on A.
Let ϕ be a weight on a C∗-algebra A. We will use the following standard
notations:
• M+ϕ = {a ∈ A+ |ϕ(a) < ∞},
• Nϕ = {a ∈ A |ϕ(a∗a) < ∞},
• Mϕ = spanM+ϕ =N∗ϕNϕ ,
where N∗ϕNϕ = span {y∗x | x,y ∈ Nϕ }. In the classical situation, M+ϕ
consists of positive integrable functions in C0(X), Nϕ consists of square
integrable functions in C0(X) and Mϕ consists of integrable functions in
C0(X). Classically, every integrable function is a linear combination of pos-
itive integrable functions. So, let us explain why this is still the case in our
general situation.
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Condition 1. in Definition 4.1.1 implies that ϕ(x) ≤ ϕ(y) for all x,y ∈ A+
with x ≤ y . Therefore,M+ϕ is a hereditary cone in A+ andNϕ is a left ideal
in M(A). So, we see thatMϕ ⊆Nϕ. We also have thatMϕ is a ∗-subalgebra
of A andM+ϕ =Mϕ ∩A+.
It is not so difficult to see that there exists a unique linear map ψ :Mϕ → C
such that ψ(x) = ϕ(x) for all x ∈M+ϕ. For every x ∈Mϕ, we put ϕ(x) =
ψ(x). Classically, this extension comes down to defining the integral on all
integrable functions, instead of defining it only on positive functions.
Also the following terminology is standard:
• We say that ϕ is densely defined when one of the following equivalent
conditions is satisfied:
– M+ϕ is dense in A+,
– Mϕ is dense in A,
– Nϕ is dense in A.
• The weight ϕ is called faithful when the following implication holds:
if a ∈ A+ and ϕ(a) = 0, then a = 0.
We now introduce the GNS-construction for an arbitrary weight. Note that
the expression GNS refers to the mathematicians Gelfan’d, Naimark and Se-
gal. In the classical situation, we can define the Hilbert spaceHϕ = L2(X, µ),
and then C0(X) will act on Hϕ as multiplication operators. In a more ab-
stract way, we can consider Hϕ as well as the completion of the set of
square integrable functions in C0(X), with the scalar product
〈f , g〉 =
∫
f g¯ dµ .
Now, the role of the square integrable functions in C0(X) will be taken over
byNϕ and the inproduct will be given by
〈a,b〉 =ϕ(b∗a) ,
whenever a,b ∈ Nϕ. Then Hϕ will be the completion of Nϕ with respect
to this scalar product, and Λϕ will denote the embedding of Nϕ in this
completion. Finally, we will represent A again as multiplication operators
by the formula πϕ(a)Λϕ(b) = Λϕ(ab) for all a ∈ A and b ∈Nϕ.
Definition 4.1.2. Consider a weight ϕ on a C∗-algebra A. A GNS-construc-
tion for ϕ is by definition a triple (Hϕ,πϕ,Λϕ) such that
• Hϕ is a Hilbert space;
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• Λϕ is a linear map fromNϕ into Hϕ such that
1. Λϕ(Nϕ) is dense in Hϕ,
2. we have for every a,b ∈Nϕ, that 〈Λϕ(a),Λϕ(b)〉 = ϕ(b∗a);
• πϕ is a representation of A on Hϕ such that πϕ(a)Λϕ(b) = Λϕ(ab)
for every a ∈ A and b ∈Nϕ.
The discussion before this definition shows that every weight has a GNS-
construction, and it is easy to see that this GNS-construction is unique up
to a unitary transformation.
When we use one of the notations Hϕ, πϕ or Λϕ without further comment,
we implicitly fixed a GNS-construction for ϕ.
Almost all technical difficulties in the theory of weights arise from the un-
boundedness of ϕ. So, we will use several techniques to deal with this
unboundedness. One of them will be to approximate ϕ from below with
positive bounded functionals. Hence, the following sets play a central role
in the theory of weights.
Notation 4.1.3. Consider a weight ϕ on a C∗-algebra A. Then we define the
sets
Fϕ = {ω ∈ A∗+ |ω(x) ≤ ϕ(x) for x ∈ A+ }
and
Gϕ = {αω |ω ∈ Fϕ , α ∈ ]0,1[ } ⊆ Fϕ .
On Fϕ, we use the order inherited from the natural order on A∗+. The advan-
tage of Gϕ over Fϕ lies in the fact that Gϕ is a directed subset of Fϕ: for
every ω1,ω2 ∈ Gϕ, there exists an element ω ∈ Gϕ such that ω1,ω2 ≤ω.
This implies that Gϕ can be used as the index set of a net.
A proof of this fact can be found in [91] or [133]. J. Kustermans also gives
a proof in Section 3 of [59].
Also the GNS-map Λϕ is unbounded. To deal with the unboundedness ofΛϕ, we will introduce operators Tω on Hϕ which cut off Λϕ and make it
bounded (see the second formula in the following proposition). These op-
erators can be introduced easily; see e.g. Lemma 2.3 and Proposition 2.4 in
[20].
Proposition 4.1.4. Consider a weight ϕ on a C∗-algebra A and a GNS-con-
struction (Hϕ,πϕ,Λϕ) for ϕ. Let ω ∈ Fϕ.
• We define Tω as the element in B(Hϕ)∩πϕ(A)′ such that
〈TωΛϕ(a),Λϕ(b)〉 =ω(b∗a) ,
for a,b ∈Nϕ. We have that 0 ≤ Tω ≤ 1.
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• There exists a unique element ξω ∈ Hϕ such that T
1
2
ωΛϕ(a) = πϕ(a)ξω
for a ∈Nϕ.
In order to make weights manageable, we have to impose a continuity con-
dition on them. This is very natural. A weight on C0(X) will only come from
a regular Borel measure on X when it is lower semi-continuous. This lower
semi-continuity is essentially equivalent with the classical Fatou lemma, as
we see below.
Definition 4.1.5. Consider a weight ϕ on a C∗-algebra A. Then ϕ is called
lower semi-continuous when one of the following equivalent conditions is
satisfied:
• for every λ ∈ R+, the set {a ∈ A+ | ϕ(a) ≤ λ } is closed;
• if (xi)i∈I is a net in A+ and x ∈ A+ such that (xi)i∈I → x, then
ϕ(x) ≤ lim inf(ϕ(xi))i∈I .
Note that the last condition resembles the result in the classical lemma
of Fatou. It implies also easily the next dominated convergence property:
if x ∈ A+ and if (xi)i∈I is a net in A+ such that xi ≤ x for i ∈ I and
(xi)i∈I → x, then the net
(
ϕ(xi)
)
i∈I converges to ϕ(x).
The most important result concerning lower semi-continuous weights is the
following one (proven in [20] by F. Combes). Recall that we introduced the
set Gϕ of positive functionals to approximate ϕ from below. The next
theorem explains that it is really a good approximation.
Theorem 4.1.6. Consider a lower semi-continuous weightϕ on a C∗-algebra
A. Then we have, for every x ∈ A+:
ϕ(x) = sup{ω(x) |ω ∈ Fϕ } .
By writing any element ofMϕ as a sum of elements inM+ϕ, we get immedi-
ately that the net
(
ω(x)
)
ω∈Gϕ converges to ϕ(x) for every x ∈Mϕ.
Using this theorem, it is not hard to prove the following properties about
a GNS-construction for a lower semi-continuous weight. To have an idea
of the proof of the next proposition, one can look at the proof of Propo-
sition 4.2.4 where we treat the von Neumann algebraic counterpart of the
next result.
Proposition 4.1.7. Suppose that ϕ is a lower semi-continuous weight on a
C∗-algebra A and let (Hϕ,πϕ,Λϕ) be a GNS-construction for ϕ. Then
• the mapping Λϕ :Nϕ → Hϕ is closed;
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• the ∗-homomorphism πϕ : A→ B(Hϕ) is non-degenerate;
• the net (Tω)ω∈Gϕ converges strongly to 1.
Terminology 4.1.8. A weight on a C∗-algebra will be called proper when it
is non-zero, densely defined and lower semi-continuous. In this thesis, we
will only work with proper weights.
4.2 Weights on von Neumann algebras
In this section, we go through the same kind of results as in the previous
section, but this time, we will work in the framework of von Neumann al-
gebras rather than C∗-algebras. When X is a (σ -finite) measure space with
measure µ, we can define the von Neumann algebra L∞(X, µ) of essentially
bounded measurable functions on X. We can define, for every positive func-
tion f ∈ L∞(X, µ), the number ϕ(f) ∈ [0,+∞] as follows:
ϕ(f) =
∫
f dµ .
Such a ϕ will be a typical example of a (normal, semi-finite) weight on the
commutative von Neumann algebra L∞(X, µ).
As every von Neumann algebra is in fact a C∗-algebra, we can simply refer
to Definition 4.1.1 to give the definition of a weight ϕ on a von Neumann
algebra M . We also introduce the same notationsM+ϕ,Nϕ andMϕ.
In the classical picture above, M+ϕ will consist of all essentially bounded
positive integrable functions,Nϕ consists of all essentially bounded square
integrable functions andMϕ consists of all essentially bounded integrable
functions.
Let ϕ be a weight on the von Neumann algebra M . Because we are working
now with von Neumann algebras, the norm topology will be replaced by
some weaker topology, and so, we introduce the following terminology:
• We say that ϕ is semi-finite when one of the following equivalent con-
ditions is satisfied:
– M+ϕ is dense in M+ in any of the weak topologies;
– Mϕ is dense in M in any of the weak topologies;
– Nϕ is dense in M in any of the weak topologies.
• The weight ϕ is called faithful when the following implication holds:
if x ∈M+ and ϕ(x) = 0, then x = 0.
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Recall that the weak topologies onM are the weak, σ -weak, strong, strong∗,
σ -strong and σ -strong∗ topologies.
Also in this case of weights on von Neumann algebras, we will introduce
some continuity condition for a weight ϕ. The equivalence of the different
statements in the next definition can be found in [43] and the proofs are
quite delicate.
Definition 4.2.1. Letϕ be a weight on a von Neumann algebraM . Thenϕ is
called normal when one of the following equivalent conditions is satisfied:
• for every λ ∈ R+, the set {a ∈ M+ |ϕ(a) ≤ λ} is σ -weakly closed;
• whenever (xi)i∈I is an increasing net in M+, strongly converging to
x ∈M+, we have
ϕ(x) = lim
i∈I
ϕ(xi) ;
• there exists a family (ωi)i∈I in M+∗ such that
ϕ(x) =
∑
i∈I
ωi(x) for all x ∈ M+ ;
• if (xi)i∈I is a net in M+, converging σ -weakly to x ∈M , then
ϕ(x) ≤ lim inf(ϕ(xi))i∈I .
Precisely as in the case of weights on a C∗-algebra, we can look at the GNS-
construction, and this will be a very important tool. Classically L∞(X, µ)
can act as multiplication operators on the Hilbert space L2(X, µ) of square
integrable functions. Further, the essentially bounded, square integrable
functions on X can be trivially embedded in L2(X, µ). So, we can just repeat
Definition 4.1.2 to define the GNS-construction (Hϕ,πϕ,Λϕ) of a weight ϕ
on a von Neumann algebraM . Again, such a GNS-construction always exists
and is unique up to some unitary transformation.
To approximate a weight ϕ on a von Neumann algebra M from below, we
introduce again the notations Fϕ and Gϕ. The only difference comparing
with Notation 4.1.3 is the fact that we look at normal functionals, rather
then norm continuous functionals.
Notation 4.2.2. Consider a normal weight ϕ on a von Neumann algebra M .
Then we define the sets
Fϕ = {ω ∈M+∗ |ω(x) ≤ ϕ(x) for x ∈ M+ }
and
Gϕ = {αω |ω ∈ Fϕ , α ∈ ]0,1[ } ⊆ Fϕ .
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Exactly as with lower semi-continuous weights on C∗-algebras, the set of
normal functionals Fϕ will provide a good approximation for the normal
weight ϕ. We get the following theorem, due to F. Combes; see [20], see
also Sections 2.6 and 2.9 in [103] for a proof.
Theorem 4.2.3. Let ϕ be a normal semi-finite weight on the von Neumann
algebra M . Then Gϕ is an upwardly directed subset of M+∗ and
ϕ(x) = sup
ω∈Fϕ
ω(x) = lim
ω∈Gϕ
ω(x) for all x ∈ M+ .
Having the previous theorem at hand, we can look at the von Neumann
algebraic counterpart of Proposition 4.1.7. For completeness, we will give a
full proof of the next result.
Proposition 4.2.4. Let ϕ be a normal semi-finite weight on the von Neu-
mann algebra M and let (Hϕ,πϕ,Λϕ) be a GNS-construction for ϕ. Then
the following holds:
• the map Λϕ :Nϕ → Hϕ is σ -weak – weak closed;
• the representation πϕ is normal and unital.
Proof. For the fact that πϕ is normal, we refer to Section 2.2 in [103].
For everyω ∈ Fϕ, we introduce an operator Tω on Hϕ, exactly as in Propo-
sition 4.1.4, such that
〈TωΛϕ(a),Λϕ(b)〉 =ω(b∗a) for all a,b ∈Nϕ .
Then 0 ≤ Tω ≤ 1 and the increasing net (Tω)ω∈Gϕ converges strongly to 1.
Suppose now that (xα)α∈I is a net in Nϕ such that xα → x ∈ M σ -weakly
and Λϕ(xα)→ ξ weakly. For everyω ∈ Gϕ and α,β ∈ I, we get
ω(x∗βxα) = 〈TωΛϕ(xα),Λϕ(xβ)〉 .
First taking the limit over α, and afterwards taking the limit over β, we get
ω(x∗x) = 〈Tωξ, ξ〉 ,
for all ω ∈ Gϕ. Taking the limit over ω, it follows that ϕ(x∗x) = 〈ξ, ξ〉.
Hence, we get that x ∈ Nϕ. We still have to prove that Λϕ(x) = ξ. To do
this, choose y ∈Nϕ. For everyω ∈ Gϕ and α ∈ I, we have
ω(y∗xα) = 〈TωΛϕ(xα),Λϕ(y)〉 .
First taking the limit over α and then over ω, we obtain that ϕ(y∗x) =
〈ξ,Λϕ(y)〉, and from this, it follows immediately that Λϕ(x) = ξ. 
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In the theory of weights on von Neumann algebras, a very important role
is played by the faithful weights. The tool that makes everything work is
Theorem 4.2.6, which is one of the deepest results in von Neumann algebra
theory, due to M. Tomita and M. Takesaki. One could refer to the whole
book [103] to get an impression of the consequences of that theorem. We
first introduce the following terminology.
Terminology 4.2.5. We will use the abbreviated expression n.s.f. weight to
denote a normal semi-finite faithful weight on a von Neumann algebra.
Theorem 4.2.6. Let ϕ be an n.s.f. weight on a von Neumann algebra M .
Then there exists a unique strongly continuous one-parameter group of au-
tomorphisms (σt) of M satisfying
1. ϕσt =ϕ for all t ∈ R;
2. for every x ∈ D(σ i
2
), we have ϕ(x∗x) =ϕ(σ i
2
(x)σ i
2
(x)∗).
We call (σt) the modular automorphism group of ϕ.
When (Hϕ,πϕ,Λϕ) is a GNS-construction for ϕ, there exists a unique closed,
anti-linear operator T on Hϕ satisfying
1. TΛϕ(x) = Λϕ(x∗) for all x ∈Nϕ ∩N∗ϕ ;
2. Λϕ(Nϕ ∩N∗ϕ) is a core for T .
Let T = J∇1/2 be the polar decomposition of T . Then J is an anti-unitary
on Hϕ and ∇ is a strictly positive operator on Hϕ. We call J the modular
conjugation of ϕ and ∇ the modular operator of ϕ.
The following relations hold:
1. for all x ∈Nϕ and t ∈ R, we have Λϕ(σt(x)) = ∇itΛϕ(x);
2. for all x ∈Nϕ ∩ D(σ i
2
), we have JΛϕ(x) = Λϕ(σ i
2
(x)∗);
3. if x ∈Nϕ and y ∈ D(σ i
2
), then xy ∈Nϕ and
Λϕ(xy) = Jπϕ(σ i
2
(x))∗JΛϕ(x) ;
4. if a ∈ D(σ−i) and x ∈ Mϕ, then ax and xσ−i(a) belong to Mϕ and
ϕ(ax) =ϕ(xσ−i(a));
5. if x ∈ Nϕ ∩N∗ϕ and a ∈ N∗ϕ ∩ D(σ−i) such that σ−i(a) ∈ Nϕ, then
ϕ(ax) =ϕ(xσ−i(a)).
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Finally, to make the link with the classical characterization of σ , we state that
(σt) is the unique strongly continuous automorphism group on M satisfying
the following property. For all a,b ∈ Nϕ ∩ N∗ϕ , there exists a function
f : S(i)→ C such that
• f is strongly continuous and bounded on S(i);
• f is analytic on the interior S(i)◦ of S(i);
• f (t) = ϕ(σt(b)a) and f (t + i) =ϕ(aσt(b)) for t ∈ R.
Recall that we denoted by S(i) the strip of all z ∈ C with Im(z) ∈ [0,1].
4.3 Extensions of lower semi-continuous weights
to the multiplier algebra
In the classical picture, a weight is defined on the positive functions of
C0(X). Having the measure µ, we can extend this easily to all positive con-
tinuous functions. In our general framework, we will use an extension to the
bounded continuous functions Cb(X), which means the multiplier algebra
M(A) of A.
Consider a C∗-algebra A. Recall that every ω ∈ A∗ has a unique extension
ω˜ to M(A) which is strictly continuous and we put ω(x) = ω˜(x) for every
x ∈ M(A).
This implies immediately that any proper weight has a natural extension to
a weight on M(A).
Definition 4.3.1. Consider a proper weight ϕ on a C∗-algebra A. We define
the weight ϕ¯ on M(A) such that
ϕ¯(x) = sup{ω(x) |ω ∈ Fϕ } ,
for every x ∈ M(A)+. Then ϕ¯ is an extension ofϕ and we putϕ(x) = ϕ¯(x)
for all x ∈ M(A)+.
We will use the following notations: M¯+ϕ = M+¯ϕ, M¯ϕ = Mϕ¯ and N¯ϕ =
Nϕ¯. For any x ∈ M¯ϕ, we put ϕ(x) = ϕ¯(x). It is then clear that the net(
ω(x)
)
ω∈Gϕ converges to ϕ(x) for all x ∈ M¯ϕ.
The GNS-construction for a proper weight has a natural extension to a GNS-
construction for its extension to the multiplier algebra; see e.g. Definition
2.5 and Proposition 2.6 of [59]. This is not so surprising. Classically, also
the bounded continuous functions which are square integrable can be em-
bedded in L2(X, µ).
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Proposition 4.3.2. Consider a proper weight ϕ on a C∗-algebra A and a
GNS-construction (Hϕ,πϕ,Λϕ) for ϕ. Then the mapping Λϕ :Nϕ → Hϕ is
closable for the strict topology on M(A) and the norm topology on Hϕ. We
denote this closure by Λ¯ϕ. Then (Hϕ, Λ¯ϕ, π¯ϕ) is a GNS-construction for ϕ¯.
In particular, we have that D(Λ¯ϕ) = N¯ϕ and we put Λϕ(a) = Λ¯ϕ(a) for
every a ∈ N¯ϕ.
Consider a ∈ N¯ϕ. Then there exists a net (ai)i∈I inNϕ such that
• ‖ai‖ ≤ ‖a‖ for i ∈ I;
• (ai)i∈I converges strictly to a;
• (Λϕ(ai))i∈I converges to Λϕ(a).
This follows immediately by taking an approximate unit in A and multiply-
ing each element of the approximate unit by a from the right.
Let ω be a functional in Fϕ. Then it is easy to check, using the definitions
of Proposition 4.1.4, that the following holds:
• 〈TωΛϕ(a),Λϕ(b)〉 =ω(b∗a) for a,b ∈ N¯ϕ;
• T
1
2
ωΛϕ(a) = πϕ(a)ξω for a ∈ N¯ϕ.
Using this, one can easily verify that Λϕ, as a map from N¯ϕ to Hϕ, is in fact
strict–weak closed.
4.4 KMS-weights on a C∗-algebra
Because the C∗-algebra C0(X) is commutative, we will a fortiori get that
ϕ(fg) = ϕ(gf) whenever f and g are square integrable. In the general
case, the situation will be much more subtle. We will introduce a special
class of weights, called KMS-weights, for which the previous formula will be
replaced by a formula like
ϕ(ab) =ϕ(bσ−i(a)) (4.4.1)
for a and b sufficiently regular. Note that the expression KMS refers to
the mathematicians Kubo, Martin and Schwinger. Here, (σt)t∈R will be a
one-parameter group of automorphisms of A and σ−i is the analytic con-
tinuation of σ in the point −i. So, when working with KMS-weights, Equa-
tion (4.4.1) makes it possible to master the non-commutativity of the C∗-
algebra A. Also observe that in Theorem 4.2.6, we saw that every n.s.f.
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weight on a von Neumann algebra satisfies this KMS-property. The appear-
ance of σ can be explained in a slightly trivial situation. Let A = Mn(C), the
C∗-algebra of n by n matrices. Suppose that δ is a positive definite matrix
(i.e., an Hermitian matrix with all eigenvalues strictly positive). Denote by
Tr the usual trace on A. Then
ϕ(A) = Tr(δA)
will define a weight (in fact a bounded positive functional) on A. It is clear
that we can define a one-parameter group σ of automorphisms of A by
σt(A) = δitAδ−it .
It is now easy to verify that Equation (4.4.1) holds.
So, we will introduce the class of KMS-weights. For full details, we refer to
the paper [59] of J. Kustermans.
Definition 4.4.1. Consider a C∗-algebra A and a weight ϕ on A. We say
that ϕ is a KMS-weight on A when ϕ is a proper weight on A and when
there exists a norm continuous one-parameter group σ on A satisfying the
following properties:
1. ϕ is invariant under σ : ϕσt =ϕ for every t ∈ R;
2. for every a ∈ D(σ i
2
), we have ϕ(a∗a) =ϕ(σ i
2
(a)σ i
2
(a)∗).
The one-parameter group σ is called amodular automorphism group forϕ.
If the weight ϕ is faithful, then the one-parameter group σ is uniquely
determined and is called the modular automorphism group of ϕ.
This is not the usual definition of a KMS-weight on a C∗-algebra [19], but
J. Kustermans proved in [59] that this definition is equivalent with the usual
one. More precisely, we have the following result.
Recall that whenever z ∈ C, we use the notation S(z) to denote the strip
S(z) := {y ∈ C | Im(y) ∈ [0, Im(z)]} .
Proposition 4.4.2. Consider a proper weightϕ on a C∗-algebra A with GNS-
construction (Hϕ,πϕ,Λϕ) and let σ be a norm continuous one-parameter
group on A such that ϕσt = ϕ for all t ∈ R. Then the following conditions
are equivalent:
1. we have that ϕ(a∗a) =ϕ(σ i
2
(a)σ i
2
(a)∗) for all a ∈ D(σ i
2
);
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2. there exists a non-degenerate ∗-anti-homomorphism θ : A → B(Hϕ)
such that, for all x ∈ Nϕ and a ∈ D(σ i
2
), we have that xa belongs to
Nϕ and Λϕ(xa) = θ(σ i
2
(a))Λϕ(x);
3. for all a,b ∈Nϕ ∩N∗ϕ , there exists a function f : S(i)→ C such that
• f is continuous and bounded on S(i);
• f is analytic on the interior S(i)◦ of S(i);
• f (t) =ϕ(σt(b)a) and f (t + i) = ϕ(aσt(b)) for t ∈ R.
The main reason why it is technically convenient to work with KMS-weights
lies in the following proposition. As we already mentioned, items 3. and 4.
in the next proposition enable us to master the non-commutativity of our
C∗-algebra A. In computations, the second formula from the next propo-
sition will be used regularly. Also observe that the next proposition is
completely analogous to the von Neumann algebraic results stated in Theo-
rem 4.2.6.
Proposition 4.4.3. Let ϕ be a KMS-weight on a C∗-algebra A, with GNS-
construction (Hϕ,πϕ,Λϕ). Then the following properties hold:
1. there exists a unique anti-unitary operator J onHϕ such that JΛϕ(x) =Λϕ(σ i
2
(x)∗) for every x ∈Nϕ ∩D(σ i
2
);
2. if a ∈ D(σ i
2
) and x ∈Nϕ, then xa belongs toNϕ and
Λϕ(xa) = Jπϕ(σ i
2
(a))∗J Λϕ(x) ;
3. if a ∈ D(σ−i) and x ∈ Mϕ, then ax and xσ−i(a) belong to Mϕ and
ϕ(ax) =ϕ(xσ−i(a));
4. if x ∈ Nϕ ∩N∗ϕ and a ∈ N∗ϕ ∩ D(σ−i) such that σ−i(a) ∈ Nϕ, then
ϕ(ax) =ϕ(xσ−i(a)).
The anti-unitary operator J will be called the modular conjugation of ϕ in
the GNS-construction (Hϕ,πϕ,Λϕ). We also have a strictly positive opera-
tor ∇ on Hϕ such that ∇itΛϕ(a) = Λϕ(σt(a)) for t ∈ R and a ∈ Nϕ. The
operator∇will be called themodular operator ofϕ in the GNS-construction
(Hϕ,πϕ,Λϕ).
Although the definition of the modular conjugation and the modular opera-
tor depend on σ , they only depend on the weight ϕ, because of the follow-
ing result. There exists a densely defined closed operator T on Hϕ such thatΛϕ(Nϕ ∩N∗ϕ) is a core for T and TΛϕ(a) = Λϕ(a∗) for a ∈ Nϕ ∩N∗ϕ .
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Then ∇ = T∗T and T = J∇ 12 = ∇− 12 J . Also note that J∇tJ = ∇−t and
J∇itJ = ∇it for t ∈ R.
The above proposition can be easily extended to elements in the multiplier
algebra by using the extensions ϕ¯ and σ¯ . We will not hesitate to use this
extension.
In the next proposition, we will study the following problem. Suppose that
ϕ and η are weights which coincide on some dense subspace of A+. Can we
conclude thatϕ and η are equal? The answer is no. Becauseϕ and η are not
continuous, one can give counterexamples. Nevertheless, we will be able to
conclude the equality of ϕ and η under stronger assumptions. If we have
a proper weight η which agrees with a KMS-weight ϕ on the intersection
M+ϕ ∩M+η and such that the proper weight η is invariant under a modular
group of ϕ, then ϕ = η. This will follow easily once we have proved the
following proposition.
Proposition 4.4.4. Consider a KMS-weight ϕ on a C∗-algebra A with modu-
lar group σ and GNS-construction (Hϕ,πϕ,Λϕ). Consider a proper weight η
on A with GNS-construction (Hη,πη,Λη) and such that there exists a strictly
positive number λ > 0 such that ησt = λt η for t ∈ R. Then Nϕ ∩Nη is a
core for both Λϕ and Λη.
Proof. We define the strictly positive operator T onHη such that T itΛη(a) =
λ−
t
2 Λη(σt(a)) for t ∈ R.
First, choose x ∈Nη. For every n ∈ N, we define xn ∈ A such that
xn = n√π
∫
exp(−n2t2)σt(x)dt .
Then xn belongs toNη ∩D(σ i
2
) and
Λη(xn) = n√π
∫
exp(−n2t2)λ t2 T itΛη(x)dt .
So, we get that (xn)∞n=1 converges to x and that (Λη(xn))∞n=1 converges toΛη(x).
Next, take a bounded net (ek)k∈K inNϕ such that (ek)k∈K converges strictly
to 1. For every n ∈ N and k ∈ K, we have that ek xn belongs to Nϕ ∩Nη,
because xn belongs to D(σ i
2
, and ek belongs toNϕ.
Clearly, (ek xn)(n,k)∈N×K converges to x. Since Λη(ek xn) = πη(ek)Λη(xn)
for all k ∈ K and n ∈ N, we also see that the net (Λη(ek xn))(n,k)∈N×K
converges to Λη(x). So, we have proven thatNϕ ∩Nη is a core for Λη.
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Secondly, choose x ∈Nϕ. There exists a bounded net (ul)l∈L inNη which
converges strictly to 1. For every l ∈ L, we define the element vl ∈ A such
that
vl = 1√π
∫
exp(−t2)σt(ul)dt
which is, as above, an element inNη ∩D(σ i
2
) such that
σ i
2
(vl) = 1√π
∫
exp(−(t − i
2
)2 )σt(ul)dt .
These two formulas imply that the nets (vl)l∈L and (σ i
2
(vl))l∈L are bounded
and converge strictly to 1.
For all l ∈ L, x vl ∈ Nϕ ∩Nη and Λϕ(x vl) = Jπϕ(σ i
2
(vl))∗JΛϕ(x). So,
we get that (x vl)l∈L converges to x and that (Λϕ(x vl))l∈L converges toΛϕ(x). Hence, we have proven thatNϕ ∩Nη is a core for Λϕ. 
This implies easily the following desired result.
Proposition 4.4.5. Consider a KMS-weight ϕ on a C∗-algebra A with modu-
lar group σ . Let η be a proper weight on A such that ησt = η for t ∈ R and
η(x) = ϕ(x) for all x ∈M+ϕ ∩M+η . Then η = ϕ.
Proof. Take a GNS-construction (Hη,πη,Λη) for η and a GNS-construction
(Hϕ,πϕ,Λϕ) for ϕ. Then we clearly have, for all x ∈Nϕ ∩Nη:
‖Λϕ(x)‖2 = ϕ(x∗x) = η(x∗x) = ‖Λη(x)‖2 .
This implies, for every net (xi)i∈I inNϕ∩Nη, that (Λϕ(xi))i∈I is a Cauchy
net if and only if (Λη(xi))i∈I is a Cauchy net, and hence, that (Λϕ(xi))i∈I is
convergent if and only if the net (Λη(xi))i∈I is convergent.
Combining this with the fact that Nϕ ∩Nη is a core for both Λϕ and Λη
and with the closedness of Λϕ and Λη, we get that Nϕ = Nη and that
‖Λϕ(x)‖2 = ‖Λη(x)‖2 for all x ∈Nϕ. 
4.5 Absolutely continuous KMS-weights
In this section, we will look at the C∗-algebraic counterpart of Radon-Niko-
dym derivatives. Suppose that µ1 and µ2 are regular Borel measures on a
locally compact space, and suppose that µ1 and µ2 have the same Borel sets
of measure zero. Then there will exist a strictly positive Borel function δ on
X such that
µ2(O) =
∫
O
δ dµ1 .
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Conversely, given µ1 and δ, the previous formula defines a new regular Borel
measure µ2 on X which has the same Borel sets of measure zero as µ1.
This section will consist of two parts. In the first part, we stick to the
C∗-algebra level, and we will construct a new weight ϕδ on A, given a KMS-
weight ϕ on A and a strictly positive element δ affiliated with A and satis-
fying the right assumptions. Loosely speaking, we will have
ϕδ(x) = ϕ(δ1/2xδ1/2) .
The positive elements affiliated with A can be considered as the C∗-alge-
braic analogue of the continuous functions on X. Hence, this construction
agrees with the construction of µ2 given µ1 and a continuous δ.
So, on this C∗-algebra level, we can not hope to get a converse result, going
from absolutely continuous weights µ2 and µ1 to a Radon-Nikodym deriva-
tive δ, because the Radon-Nikodym derivative need not be continuous in
general.
In the second part of this section, we will switch to the von Neumann algebra
level. Classically this means that we shift our attention to L∞(X, µ), the von
Neumann algebra of essentially bounded measurable functions. Then we
will be able to get a full Radon-Nikodym theorem (see Theorem 4.5.3).
As we announced, we first deal with the C∗-algebraic level. So, we fix a C∗-
algebra A and a KMS-weight ϕ on A with modular group σ . Let (H,π,Λ)
be a GNS-construction for ϕ.
We will also consider a strictly positive element δ affiliated with A (in the
C∗-algebra sense) such that there exists a strictly positive number λ > 0
satisfying σt(δ) = λt δ for all t ∈ R.
Then it is natural to look for a good definition of a weight which is infor-
mally equal to ϕ(δ
1
2 · δ 12 ). If λ ≠ 1, the method of defining this weight in
[89] is not applicable anymore. Instead, we will work with an inverse GNS-
construction. This was done in full detail by J. Kustermans in section 8 of
[59] and we give a short overview of the main results of it in the first part
of this section.
We need some extra terminology. Let T be an element affiliated with A and
a ∈ M(A).
1. We say that a is a left multiplier of T if and only if there exists an
element b ∈ M(A) such that aT(c) = b c for c ∈ D(T). In this case,
we put aT = b.
2. We say that a is a right multiplier of T if and only if aA ⊆ D(T). In this
case, there exists a unique element b ∈ M(A) such that T(ac) = b c
for c ∈ A and we put T a = b.
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It is not so difficult to show that a is a left multiplier of T if and only if a∗
is a right multiplier of T∗. If this is the case, then (aT)∗ = T∗a∗.
Define the following subspace of A:
N = {a ∈ A | a is a left multiplier of δ 12 and aδ 12 belongs toNϕ } .
Then N is a dense left ideal of A and the mapping N → H : a → Λ(aδ 12 ) is
closable. We define Λδ to be the closure of this mapping.
Proposition 4.5.1. There exists a unique KMS-weight ϕδ on A such that the
triple (H,π,Λδ) is a GNS-construction for ϕδ.
It should be noted that ϕδ is faithful if and only if ϕ is faithful. Define
the norm continuous one-parameter group σ ′ on A such that σ ′t (a) =
δit σt(a)δ−it for t ∈ R and a ∈ A. Then σ ′ is a modular group for ϕδ.
Also note that σ ′t (δ) = λt δ for t ∈ R. We have, moreover, for every t ∈ R,
that ϕσ ′t = λt ϕ and ϕδ σt = λ−t ϕδ.
Finally, we mention the following result. If J and ∇, respectively, denote
the modular conjugation and modular operator of the weightϕ in the GNS-
construction (H,π,Λ), then the modular conjugation J′ and modular op-
erator ∇ of ϕδ in the GNS-construction (H,π,Λδ) are given, respectively,
by
∇ it = Jπ(δ)itJπ(δ)it∇it and J′ = λ i4 J .
In the first part of this section, we concentrated on KMS-weights on C∗-
algebras (which was covered by J. Kustermans in [59]). The same discussion
can be easily translated to the level of faithful semi-finite normal weights
on von Neumann algebras by replacing the norm topology by the σ -strong∗
topology. A slightly different route can be followed by using the theory
of left Hilbert algebras. We developed this approach in [118], where the
construction is even further generalized by allowing λ to be a certain well-
behaving strictly positive operator.
For the sake of completeness, we will also repeat the definitions in this
framework. This time, we consider a von Neumann algebra M acting on
a Hilbert space K and a faithful semi-finite normal weight ϕ on M with
modular group σ . Let (H,π,Λ) be a GNS-construction for ϕ.
Again, we will also consider a strictly positive element δ affiliated withM (in
the von Neumann algebra sense, this time) such that there exists a strictly
positive number λ > 0 satisfying σt(δ) = λt δ for all t ∈ R.
Before getting to the definition, we want to make the following remarks.
Consider an element T affiliated withM (in the von Neumann algebra sense)
and a ∈ M . Using unitary elements in the commutant of M , we get easily
the following results:
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• if aT is bounded, then its closure aT belongs to M ;
• if aK ⊆ D(T), then T a belongs to M .
Now, we define the following subspace of M :
N = {a ∈M | aδ 12 is bounded and its closure aδ 12 ∈Nϕ }
Then N is a σ -strongly∗ dense left ideal in M .
This time, the mapping N → H : a → Λ(aδ 12 ) is σ -strong∗ – norm closable
and we denote the σ -strong∗ – norm closure by Λδ.
Proposition 4.5.2. There exists a unique n.s.f. weight ϕδ on M such that
(H,π,Λδ) is a GNS-construction for ϕδ.
Define the strongly continuous one-parameter group σ ′ on M such that
σ ′t (x) = δit σt(x)δ−it for t ∈ R and x ∈ A. Then σ ′ is the modular group
for ϕδ. Note that σ ′t (δ) = λt δ for t ∈ R. We have, moreover, for every
t ∈ R, that ϕσ ′t = λt ϕ and ϕδ σt = λ−t ϕδ.
Finally, we mention the following result. If J and ∇, respectively, denote
the modular conjugation and modular operator of the weightϕ in the GNS-
construction (H,π,Λ), then the modular conjugation J′ and modular op-
erator ∇ of ϕδ in the GNS-construction (H,π,Λδ) are given, respectively,
by
∇ it = Jπ(δ)itJπ(δ)it∇it and J′ = λ i4 J .
In [118], we generalized considerably the usual Radon-Nikodym theorem for
n.s.f. weights on von Neumann algebras due to G.K. Pedersen and M. Take-
saki [89]. We shall only need the following special case (Proposition 5.5 of
[118]). This theorem is one of the major advantages of n.s.f. weights on von
Neumann algebras over KMS-weights on C∗-algebras.
Theorem 4.5.3. Consider a von Neumann algebra M and two n.s.f. weights
ϕ and ψ on M with modular groups σ and σ ′, respectively. Consider also a
number λ > 0. Then the following statements are equivalent:
1. ϕσ ′t = λt ϕ for all t ∈ R;
2. ψσt = λ−t ψ for all t ∈ R;
3. there exists a strictly positive, self-adjoint operator δ affiliated with M
satisfying σt(δ) = λt δ for t ∈ R and ψ =ϕδ.
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4.6 Slicing with weights
In this section, we study so-called slice maps with weights. Suppose that
A is a C∗-algebra, X is a locally compact space and µ is a regular Borel
measure on X. We can identify A ⊗ C0(X) with C0(X,A), the space of con-
tinuous functions on X with values in A and vanishing at infinity. When a
function f ∈ C0(X,A) takes values in A+ and is ‘integrable’, we can define
the positive element
∫
f dµ in A. Through the identification of A ⊗ C0(X)
and C0(X,A), this comes down to (ι ⊗ϕ)(f ). In this section, we will de-
fine clearly this set of integrable elements to which we can apply ι ⊗ ϕ.
In the even more classical picture, where A = C0(X), B = C0(Y) and µ is
a regular Borel measure on Y , we can define, for every positive function
f ∈ C0(X × Y), the function (ι⊗ϕ)(f ) on X as
(ι⊗ϕ)(f )(x) =
∫
f (x,y) dµ(y) .
Our task will be to define ι⊗ϕ in a rigorous way for arbitrary C∗-algebras A
and B, and a proper weightϕ on B. This slice map ι⊗ϕ will be an important
tool in the theory of C∗-algebraic quantum groups.
Fix two C∗-algebras A and B together with a proper weight ϕ on B. We will
now define the set of elements in M(A⊗B)+ to which we can apply the slice
map ι ⊗ ϕ. These elements should be thought of as elements which are
integrable in the second factor.
Definition 4.6.1. We will use the following notations:
• We define the set
M¯+ι⊗ϕ = {x ∈ M(A⊗ B)+ | the net
(
(ι⊗ω)(x) )ω∈Gϕ
is strictly convergent in M(A) } .
• For x ∈ M¯+ι⊗ϕ, we define (ι ⊗ϕ)(x) to be the element in M(A) such
that the net
(
(ι⊗ω)(x) )ω∈Gϕ converges strictly to (ι⊗ϕ)(x).
Using Proposition A.4, a slightly different characterization of M¯+ι⊗ϕ can be
given immediately.
Proposition 4.6.2. Consider x ∈ M(A⊗ B)+. Then x belongs to M¯+ι⊗ϕ if and
only if the net
(
a∗(ι⊗ω)(x)a )ω∈Gϕ is convergent in A for all a ∈ A.
It will not be surprising that ι⊗ϕ satisfies some obvious algebraic proper-
ties.
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Combining the previous proposition with the Cauchy property, it becomes
easy to prove the third property of ι⊗ϕ in the next result. Just note that
a∗(ι⊗ θ)(x)a− a∗(ι⊗ω)(x)a ≤ a∗(ι⊗ θ)(y)a− a∗(ι⊗ω)(y)a ,
for all a ∈ A and ω,θ ∈ Gϕ such that ω ≤ θ. The proofs of the other
properties are straightforward.
Proposition 4.6.3. The slice ι⊗ϕ satisfies the following algebraic properties:
1. for x,y ∈ M¯+ι⊗ϕ, we have x + y ∈ M¯+ι⊗ϕ and (ι ⊗ ϕ)(x + y) =
(ι⊗ϕ)(x)+ (ι⊗ϕ)(y);
2. for x ∈ M¯+ι⊗ϕ and λ ∈ R+, we have λx ∈ M¯+ι⊗ϕ and (ι ⊗ϕ)(λx) =
λ(ι⊗ϕ)(x);
3. if y ∈ M¯+ι⊗ϕ and x ∈ M(A⊗ B)+ such that x ≤ y , then x ∈ M¯+ι⊗ϕ and
(ι⊗ϕ)(x) ≤ (ι⊗ϕ)(y);
4. if a ∈ M(A)+ and b ∈ M¯+ϕ, we have a⊗b ∈ M¯+ι⊗ϕ and (ι⊗ϕ)(a⊗b) =
aϕ(b).
As for ordinary weights, this allows us to extend ι ⊗ϕ to a linear mapping
defined on a subalgebra of M(A⊗B). It is quite natural to consider the linear
span of M¯+ι⊗ϕ as the set of elements which are integrable in the second
factor.
Notation 4.6.4. The following notations will be used.
• We define M¯ι⊗ϕ as the linear span of M¯+ι⊗ϕ in M(A ⊗ B). Then M¯ι⊗ϕ
is a ∗-subalgebra of M(A⊗ B) such that M¯+ι⊗ϕ = M¯ι⊗ϕ ∩M(A⊗ B)+.
• There exists a unique linear map F : M¯ι⊗ϕ → M(A) such that F(x) =
(ι ⊗ϕ)(x) for x ∈ M¯+ι⊗ϕ. For every x ∈ M¯ι⊗ϕ, we put (ι ⊗ϕ)(x) =
F(x).
• We define N¯ι⊗ϕ = {x ∈ M(A⊗ B) | x∗x ∈ M¯+ι⊗ϕ}. Then N¯ι⊗ϕ is a left
ideal in M(A⊗ B) such that M¯ι⊗ϕ = N¯ ∗ι⊗ϕ N¯ι⊗ϕ.
The space N¯ι⊗ϕ should be thought of as the space of elements which are
square integrable in the second factor.
Then we have immediately the following natural properties of M¯ι⊗ϕ.
Lemma 4.6.5. The following properties hold:
• if x ∈ M¯ι⊗ϕ, then the net
(
(ι ⊗ ω)(x) )ω∈Gϕ converges strictly to
(ι⊗ϕ)(x).
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• for a ∈ M(A) and b ∈ M¯ϕ, we have a⊗b ∈ M¯ι⊗ϕ and (ι⊗ϕ)(a⊗b) =
aϕ(b).
• for a ∈ M(A) and b ∈ N¯ϕ, we have a⊗ b ∈ N¯ι⊗ϕ.
Next, we will look at some kind of Fubini theorem. If X and Y are locally
compact spaces with regular Borel measures µ1 and µ2, we define weights
ϕ1 and ϕ2 on C0(X) and C0(Y). Then the slice map ι ⊗ ϕ2 goes from a
subspace of Cb(X⊗Y) to Cb(X) and integrates out the second variable. The
Fubini theorem guarantees that
ϕ1
(
(ι⊗ϕ2)(f )
) = ∫ (∫ f (x,y) dµ2(y)) dµ1(x)
=
∫ (∫
f (x,y) dµ1(x)
)
dµ2(y) =ϕ2
(
(ϕ1 ⊗ ι)(f )
)
.
In the next result, we prove the Fubini theorem for C∗-algebras in the case
where ϕ1 is a finite measure, and hence, corresponds to a continuous func-
tional on A. Later on, we will consider the case where both ϕ1 and ϕ2 are
infinite; see Proposition 4.9.3.
Proposition 4.6.6. Consider x ∈ M¯ι⊗ϕ and θ ∈ A∗. Then (θ⊗ ι)(x) belongs
to M¯ϕ and
ϕ
(
(θ ⊗ ι)(x)) = θ((ι⊗ϕ)(x)) .
Proof. Because any element in A∗ can be written as a linear combination
of positive linear functionals and any element of M¯ι⊗ϕ can be written as a
linear combination of elements in M¯+ι⊗ϕ, it is enough to prove the result for
x ∈ M¯+ι⊗ϕ and θ ∈ A∗+.
But we have for every ω ∈ Gϕ that ω
(
(θ ⊗ ι)(x)) = θ((ι ⊗ω)(x)). There-
fore, Definition 4.6.1 implies that the net
(
ω
(
(θ ⊗ ι)(x)) )ω∈Gϕ converges
to θ((ι⊗ϕ)(x)). Hence, Definition 4.3.1 implies that (θ ⊗ ι)(x) belongs to
M¯ϕ and ϕ
(
(θ ⊗ ι)(x)) = θ((ι⊗ϕ)(x)). 
Using Dini’s theorem, it is possible to prove the following converse. It fol-
lows immediately from Lemma A.2 (a result we borrowed from [94]).
Proposition 4.6.7. Consider x ∈ M(A ⊗ B)+ and a ∈ M(A)+ such that
(θ ⊗ ι)(x) belongs to M¯+ϕ and ϕ
(
(θ ⊗ ι)(x)) = θ(a) for all θ ∈ A∗+. Then x
belongs to M¯+ι⊗ϕ and (ι⊗ϕ)(x) = a.
We will now present two inequalities which will be used several times in this
thesis. Both rely on the classical Cauchy-Schwarz inequality.
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Proposition 4.6.8. Let x,y ∈ N¯ι⊗ϕ. Then(
(ι⊗ϕ)(y∗x))∗ ((ι⊗ϕ)(y∗x)) ≤ ‖(ι⊗ϕ)(y∗y)‖ (ι⊗ϕ)(x∗x) .
Proof. Letω ∈ Gϕ. Let (H,π,v) be a cyclic GNS-construction forω. Repre-
sent A on a Hilbert space K. Choose ξ, η ∈ K. Then
|〈(ι⊗ω)(y∗x)η, ξ〉|2 = |〈(ι⊗π)(x)(η⊗ v), (ι⊗π)(y)(ξ ⊗ v)〉|2
≤ 〈(ι⊗π)(x∗x)(η⊗ v), (η⊗ v)〉 〈(ι⊗π)(y∗y)(ξ ⊗ v, ξ ⊗ v)〉
≤ ‖(ι⊗ω)(y∗y)‖ ‖ξ‖2 〈(ι⊗ω)(x∗x)η,η〉 .
So, we get
‖(ι⊗ω)(y∗x)η‖2 ≤ ‖(ι⊗ω)(y∗y)‖ 〈(ι⊗ω)(x∗x)η,η〉 .
Hence, we may conclude that(
(ι⊗ω)(y∗x))∗ ((ι⊗ω)(y∗x)) ≤ ‖(ι⊗ω)(y∗y)‖ (ι⊗ω)(x∗x) .
Because
(
(ι ⊗ω)(b∗a))ω∈Gϕ is a bounded net which converges strictly to
(ι⊗ϕ)(b∗a) for every a,b ∈ N¯ι⊗ϕ, the proposition follows immediately. 
Let θ be a continuous linear functional on a C∗-algebraA. Proposition III.4.6
of [108] implies the existence of a unique positive linear functional |θ| on
A such that ‖ |θ| ‖ = ‖θ‖ and |θ(a)|2 ≤ ‖θ‖ |θ|(a∗a) for a ∈ A.
We then mention the following quite obvious result.
Proposition 4.6.9. Consider x ∈ N¯ι⊗ϕ and θ ∈ A∗. Then (θ⊗ ι)(x) belongs
to N¯ϕ and
ϕ
(
(θ ⊗ ι)(x)∗(θ ⊗ ι)(x)) ≤ ‖θ‖ |θ|((ι⊗ϕ)(x∗x)) .
The proof of this proposition immediately follows from the next lemma.
Lemma 4.6.10. Let θ ∈ A∗ and x ∈ M(A⊗ B). Then
(θ ⊗ ι)(x)∗(θ ⊗ ι)(x) ≤ ‖θ‖ (|θ| ⊗ ι)(x∗x) .
Proof. We may assume that ‖θ‖ = 1. Then we can take a representation π
of A on a Hilbert space K, and vectors ξ, η ∈ K such that θ = ωξ,η and
‖ξ‖ = ‖η‖ = 1. Then it is easy to verify that |θ| = ωξ,ξ. Let (ei)i∈I be an
orthonormal basis for K such that there exists an i0 ∈ I satisfying ei0 = η.
It follows from Lemma A.3 that
(θ ⊗ ι)(x)∗(θ ⊗ ι)(x) = (ωξ,η ⊗ ι)(x)∗(ωξ,η ⊗ ι)(x)
≤
∑
i∈I
(ωξ,ei ⊗ ι)(x)∗(ωξ,ei ⊗ ι)(x)
= (ωξ,ξ ⊗ ι)(x∗x) = ‖θ‖ (|θ| ⊗ ι)(x∗x) .
This concludes the proof of our lemma. 
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In the next part of this section, we provide a KSGNS-construction for
ι ⊗ ϕ on A ⊗ Hϕ as a generalization of a GNS-construction for weights
(cf. Definition 4.1.2). The letters KSGNS refer to Kasparov, Stinespring,
Gelfan’d, Naimark and Segal. From now on, we will fix a GNS-construction
(Hϕ,πϕ,Λϕ) for ϕ. We already explained that N¯ι⊗ϕ should be considered
as the space of elements which are square integrable in the second factor.
So, it is natural to embed N¯ι⊗ϕ into something like A ⊗Hϕ, whatever this
means. To make this exact, we have to work with the Hilbert C∗-module
A⊗Hϕ. Then we will define the map ι⊗Λϕ from N¯ι⊗ϕ into L(A,A⊗Hϕ),
the space of adjointable maps from A to A⊗Hϕ. An excellent introduction
to the theory of Hilbert C∗-modules can be found in [68].
When a ∈ M(A) and b ∈ N¯ϕ, one will of course have(
(ι⊗Λϕ)(a⊗ b)) c = ac ⊗Λϕ(b) ,
for all c ∈ A. From this formula, it is already clear that in general ι ⊗ Λϕ
can not have its image simply in A ⊗ Hϕ, because we see that a need not
be an element of A. In fact, the previous formula gives the (slightly trivial)
essence of the map ι ⊗ Λϕ, and the only problem we have to solve is the
technical problem of extending ι⊗Λϕ to the whole of N¯ι⊗ϕ.
Also observe that in case A = C, the map ι⊗ Λϕ reduces to the usual GNS-
map Λϕ.
Another special case which might be interesting to look at, is A = Mn(C),
the C∗-algebra of n by nmatrices. Then one can identify easily L(A,A⊗Hϕ)
with Mn(Hϕ) and A⊗ B with Mn(B). In this case, ι⊗Λϕ will be the obvious
extension of Λϕ to a map from Mn(N¯ϕ) to Mn(Hϕ).
In the next proposition, we will carefully introduce ι⊗Λϕ in the most gen-
eral case, and prove some GNS-like properties for ι ⊗ Λϕ. The first and
third formula in the next proposition have very much the same spirit as the
corresponding formulas in the usual GNS-construction; see Definition 4.1.2.
They are also easy to verify when both x and y are in the algebraic tensor
products A	Nϕ or A	 B.
Proposition 4.6.11. There exists a unique linear map
Λ : N¯ι⊗ϕ → L(A,A⊗Hϕ)
such that Λ(x)∗(a⊗Λϕ(b)) = (ι⊗ϕ)(x∗(a⊗ b)) ,
for a ∈ A, b ∈Nϕ and x ∈ N¯ι⊗ϕ.
For x ∈ N¯ι⊗ϕ, we put (ι ⊗ Λϕ)(x) = Λ(x). Then we have the following
properties:
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• for all x,y ∈ N¯ι⊗ϕ, we have (ι⊗Λϕ)(y)∗(ι⊗Λϕ)(x) = (ι⊗ϕ)(y∗x);
• if a ∈ M(A) and b ∈ N¯ϕ, then (ι⊗Λϕ)(a⊗ b) = a⊗Λϕ(b);
• for x ∈ M(A⊗ B) and y ∈ N¯ι⊗ϕ, we have
(ι⊗Λϕ)(x y) = (ι⊗πϕ)(x)(ι⊗Λϕ)(y) .
Before we arrive at the proof of this proposition, we need two results, the
second one being an easy corollary of Lemma A.3.
Proposition 4.6.12. Consider x ∈ N¯ι⊗ϕ and v ∈ Hϕ. Then there exists a
unique element q ∈ M(A) such that θ(q) = 〈Λϕ((θ ⊗ ι)(x)), v〉 for θ ∈ A∗.
Proof. For a ∈ Nϕ, we put q(a) = (ι ⊗ ϕ)((1 ⊗ a∗)x) ∈ M(A). Using
Proposition 4.6.8, we see, for all a,b ∈Nϕ, that
‖q(a)− q(b)‖2 = ‖q(a− b)∗q(a− b)‖
= ‖(ι⊗ϕ)((1⊗ (a− b)∗)x)∗ (ι⊗ϕ)((1⊗ (a− b)∗)x)‖
≤ ‖(ι⊗ϕ)([1⊗ (a− b)]∗[1⊗ (a− b)])‖‖(ι⊗ϕ)(x∗x)‖
= ‖Λϕ(a)−Λϕ(b)‖2 ‖(ι⊗ϕ)(x∗x)‖ .
Now take a sequence (an)∞n=1 inNϕ such that (Λϕ(an))∞n=1 converges to v.
Then the previous inequality implies that (q(an))∞n=1 is a Cauchy sequence
and hence, convergent in M(A). So, there exists an element q ∈ M(A) such
that (q(an))∞n=1 converges in norm to q.
We have, for every θ ∈ A∗ and n ∈ N:
θ(q(an)) = ϕ(a∗n(θ ⊗ ι)(x)) = 〈Λϕ((θ ⊗ ι)(x)),Λϕ(an)〉 ,
which implies that (θ(q(an)) )∞n=1 converges to 〈Λϕ((θ ⊗ ι)(x)), v〉. So,
θ(q) must be equal to 〈Λϕ((θ ⊗ ι)(x)), v〉. 
Next, we prove an easy corollary of Lemma A.3.
Lemma 4.6.13. Consider a non-degenerate ∗-representation θ of A on a Hil-
bert space K and an orthonormal basis (ei)i∈I for K. Let v,w ∈ K and
x,y ∈ N¯ι⊗ϕ. Then the net( ∑
i∈J
ϕ
(
(ωw,ei ⊗ ι)(y)∗ (ωv,ei ⊗ ι)(x)
) )
J∈F(I)
converges to ϕ
(
(ωv,w ⊗ ι)(y∗x)).
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Proof. By polarization, it is enough to prove this lemma for x = y and
v =w. We have, for every J ∈ F(I):∑
i∈J
ϕ
(
(ωv,ei ⊗ ι)(x)∗ (ωv,ei ⊗ ι)(x)
)=ϕ( ∑
i∈J
(ωv,ei ⊗ ι)(x)∗ (ωv,ei⊗ ι)(x)
)
.
By Lemma A.3, we know that
(∑
i∈J(ωv,ei ⊗ ι)(x)∗ (ωv,ei ⊗ ι)(x)
)
J∈F(I) is
an increasing net which converges strictly to (ωv,v ⊗ ι)(x∗x). Hence, the
strict lower semi-continuity of ϕ implies that the net( ∑
i∈J
ϕ
(
(ωv,ei ⊗ ι)(x)∗ (ωv,ei ⊗ ι)(x)
) )
J∈F(I)
converges to ϕ
(
(ωv,v ⊗ ι)(x∗x)). 
Then we finally arrive at the proof of Proposition 4.6.11.
Proof of Proposition 4.6.11. Fix an orthonormal basis (ei)i∈I for Hϕ. Take
x ∈ N¯ι⊗ϕ. Using Proposition 4.6.12, we define for every i ∈ I the element
qi ∈ M(A) such that η(qi) = 〈Λϕ((η⊗ ι)(x)), ei〉 for η ∈ A∗.
Choose µ ∈ A∗+ and a cyclic GNS-construction (K, θ, v) for µ. Fix also an
orthonormal basis (fl)l∈L for K. Then we have∑
i∈I
µ(q∗i qi) =
∑
i∈I
〈θ(qi)v, θ(qi)v〉 =
∑
i∈I
∑
l∈L
〈θ(qi)v, fl〉 〈fl, θ(qi)v〉
=
∑
i∈I
∑
l∈L
|ωv,fl(qi)|2 =
∑
l∈L
∑
i∈I
|〈Λϕ((ωv,fl ⊗ ι)(x)), ei〉|2
=
∑
l∈L
ϕ((ωv,fl ⊗ ι)(x)∗(ωv,fl ⊗ ι)(x)) .
Therefore, Lemma 4.6.13 implies∑
i∈I
µ(q∗i qi) =ϕ((µ ⊗ ι)(x∗x)) = µ((ι⊗ϕ)(x∗x)) .
Hence, Lemma A.2 implies that the net (
∑
i∈J q∗i qi )J∈F(I) converges strictly
to (ι⊗ϕ)(x∗x).
Take finite subsets J and K of I such that J ⊆ K and take a ∈ A. Then we
have
‖
∑
i∈K
qia⊗ ei −
∑
i∈J
qia⊗ ei ‖2 = ‖
∑
i∈K\J
a∗q∗i qia‖ ,
implying that the net
(
∑
i∈J
qia⊗ ei )J∈F(I)
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is a Cauchy net and hence, convergent in A⊗Hϕ. So, we can define a linear
operator Fx : A→ A⊗Hϕ such that
Fx(a) =
∑
i∈I
qia⊗ ei
for a ∈ A.
Because
∑
i∈I q∗i qi = (ι⊗ϕ)(x∗x) in the strict topology, it follows that
〈Fx(a), Fx(a)〉 = a∗(ι⊗ϕ)(x∗x)a (4.6.1)
for a ∈ A.
Choose a ∈ A, b ∈ A and c ∈Nϕ. Then we have for ω ∈ A∗:
ω(〈Fx(a), b ⊗Λϕ(c)〉) =∑
i∈I
ω(〈qia⊗ ei, b ⊗Λϕ(c)〉)
=
∑
i∈I
ω(b∗qia)〈ei,Λϕ(c)〉
=
∑
i∈I
〈Λϕ((aωb∗ ⊗ ι)(x)), ei〉 〈ei,Λϕ(c)〉
= 〈Λϕ((aωb∗ ⊗ ι)(x)),Λϕ(c)〉
= ϕ(c∗(aωb∗ ⊗ ι)(x)) = (aωb∗)((ι⊗ϕ)((1⊗ c∗)x))
=ω((ι⊗ϕ)((b∗ ⊗ c∗)x)a) .
So, we see that
〈Fx(a), b ⊗Λϕ(c)〉 = (ι⊗ϕ)((b∗ ⊗ c∗)x)a . (4.6.2)
The Cauchy-Schwarz inequality in Proposition 4.6.8 implies, for y ∈ A	Nϕ:
‖(ι⊗ϕ)(x∗y)‖2 ≤ ‖(ι⊗ϕ)(x∗x)‖‖(ι⊗ϕ)(y∗y)‖
= ‖(ι⊗ϕ)(x∗x)‖‖(ι	Λϕ)(y)‖2 .
This implies that there exists a unique bounded linear map Gx : A⊗Hϕ → A
such that Gx(b ⊗ Λϕ(c)) = (ι ⊗ ϕ)(x∗(b ⊗ c)) for b ∈ A and c ∈ Nϕ.
Equation (4.6.2) then implies that 〈Fx(a), v〉 = Gx(v)∗a for a ∈ A and
v ∈ A⊗Hϕ. So, Fx belongs to L(A,A⊗Hϕ) and Fx = G∗x .
Now, define the map Λ : N¯ι⊗ϕ → L(A,A ⊗ Hϕ) such that Λ(x) = Fx for
x ∈ N¯ι⊗ϕ. So, we have that Λ(x)∗(b ⊗ Λϕ(c)) = (ι ⊗ ϕ)(x∗(b ⊗ c)) for
b ∈ A, c ∈Nϕ and x ∈ N¯ι⊗ϕ.
This implies immediately that Λ is linear and that Λ(a⊗b) = a⊗Λϕ(b) for
a ∈ M(A) and b ∈ N¯ϕ.
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Equation (4.6.1) implies that Λ(x)∗Λ(x) = (ι ⊗ϕ)(x∗x) for x ∈ N¯ι⊗ϕ; so,
polarization yields that Λ(y)∗Λ(x) = (ι⊗ϕ)(y∗x) for x,y ∈ N¯ι⊗ϕ.
Choose b ∈ A and c ∈Nϕ. Then we have, for z ∈ A⊗ B:
‖(ι⊗Λϕ)(z(b ⊗ c))‖2 = ‖(ι⊗Λϕ)(z(b ⊗ c))∗(ι⊗Λϕ)(z(b ⊗ c))‖
= ‖(ι⊗ϕ)((b ⊗ c)∗z∗z(b ⊗ c))‖
≤ ‖z∗z‖‖(ι⊗ϕ)((b ⊗ c)∗(b ⊗ c))‖
= ‖z‖2 ‖b‖2ϕ(c∗c) .
So, the linear mapping A ⊗ B → L(A,A ⊗ Hϕ) : z → (ι ⊗ Λϕ)(z(b ⊗ c))
is bounded. This is of course also true for the linear mapping A ⊗ B →
L(A,A ⊗ Hϕ) : z → (ι ⊗ πϕ)(z)(b ⊗ Λϕ(c)). It is easy to see that both
mappings agree on A	 B; so, they agree on A⊗ B, i.e.,
(ι⊗Λϕ)(z(b ⊗ c)) = (ι⊗πϕ)(z)(b ⊗Λϕ(c))
for z ∈ A⊗B. Now choose x ∈ N¯ι⊗ϕ and z ∈ M(A⊗B). Take an approximate
unit (uj)j∈J for A⊗ B. Then we have, for j ∈ J and b ∈ A, c ∈Nϕ:
[(ι⊗πϕ)(uj)(ι⊗πϕ)(z)(ι⊗Λϕ)(x)]∗(b ⊗Λϕ(c))
= [(ι⊗πϕ)(ujz)(ι⊗Λϕ)(x)]∗(b ⊗Λϕ(c))
= (ι⊗Λϕ)(x)∗(ι⊗πϕ)(z∗u∗j )(b ⊗Λϕ(c))
= (ι⊗Λϕ)(x)∗(ι⊗Λϕ)(z∗u∗j (b ⊗ c))
= (ι⊗ϕ)(x∗z∗u∗j (b ⊗ c)) = (ι⊗Λϕ)(zx)∗(ι⊗Λϕ)(u∗j (b ⊗ c))
= (ι⊗Λϕ)(zx)∗(ι⊗πϕ)(u∗j )(b ⊗Λϕ(c))
= [(ι⊗πϕ)(uj)(ι⊗Λϕ)(zx)]∗(b ⊗Λϕ(c)) .
Hence, (ι⊗πϕ)(uj)(ι⊗πϕ)(z)(ι⊗Λϕ)(x) = (ι⊗πϕ)(uj)(ι⊗Λϕ)(zx) for
all j ∈ J ; so, (ι⊗πϕ)(z)(ι⊗Λϕ)(x) = (ι⊗Λϕ)(zx). 
In Proposition 4.1.4, we introduced the operators Tω ∈ B(Hϕ) which where
used to cut off Λϕ and get a continuous linear mapping in this way. We can
also use them to cut off ι⊗Λϕ.
First, we formulate a simple lemma.
Lemma 4.6.14. For all a,b ∈ A, v ∈ Hϕ, ω ∈ A∗ and x ∈ N¯ι⊗ϕ, we have
ω(〈(ι⊗Λϕ)(x)a, b ⊗ v〉) = 〈Λϕ((aωb∗ ⊗ ι)(x)), v〉 .
Proof. It is enough to prove the lemma for a dense set of elements v. So,
take c ∈Nϕ. Then we have
ω(〈(ι⊗Λϕ)(x)a, b ⊗Λϕ(c)〉) =ω( (ι⊗ϕ)((b∗ ⊗ c∗)x)a )
=ϕ( (aω⊗ ι)((b∗ ⊗ c∗)x) ) = ϕ( c∗(aωb∗ ⊗ ι)(x) )
= 〈Λϕ((aωb∗ ⊗ ι)(x)),Λϕ(c)〉 .
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This concludes the proof of the lemma. 
For every v ∈ Hϕ, we define θv ∈ B(C,Hϕ) such that θv(λ) = λv for all
λ ∈ C.
Proposition 4.6.15. Considerω ∈ Fϕ . Then for all x ∈ N¯ι⊗ϕ, we have
(1⊗ T
1
2
ω)(ι⊗Λϕ)(x) = (ι⊗πϕ)(x)(1⊗ θξω).
Proof. Take v ∈ Hϕ , b ∈ A and ω ∈ A∗. Then the previous lemma implies
ω(〈(1⊗ T
1
2
ω)(ι⊗Λϕ)(x)a, b ⊗ v〉) =ω(〈(ι⊗Λϕ)(x)a, b ⊗ T 12ωv〉)
= 〈Λϕ((aωb∗ ⊗ ι)(x)), T 12ωv〉 = 〈T 12ωΛϕ((aωb∗ ⊗ ι)(x)), v〉
= 〈πϕ((aωb∗ ⊗ ι)(x)) ξω,v〉 =ω(〈(ι⊗πϕ)(x)(a⊗ ξω), b ⊗ v〉) .
So, we see that (1⊗ T
1
2
ω)(ι⊗Λϕ)(x)a = (ι⊗πϕ)(x)(a⊗ ξω) for a ∈ A. 
4.7 W∗-lifts of proper weights and approximate
KMS-weights
Suppose that X is a locally compact space with a regular Borel measure µ.
Then we can look, just as before, at the weight ϕ on C0(X) given by inte-
gration with respect to µ. The GNS-space of this weight ϕ will be L2(X, µ),
the space of square integrable functions, and the GNS-representation will
represent every f ∈ C0(X) as a multiplication operator on L2(X, µ). These
multiplication operators generate the von Neumann algebra L∞(X, µ) of es-
sentially bounded measurable functions on X, also acting as multiplication
operators. Now, ϕ has a canonical extension to a weight ϕ˜ on L∞(X, µ) also
given by integration with respect to µ, and this extension still has L2(X, µ)
as a GNS-space, because every measurable, essentially bounded and square
integrable function can be obviously embedded in L2(X, µ).
In this section, we will do the same thing in the non-commutative case. So,
we fix a proper weight ϕ on a C∗-algebra A, and we fix a GNS-construction
(Hϕ,πϕ,Λϕ) for ϕ. Now, we will extend ϕ to a normal semi-finite weight
ϕ˜ on the von Neumann algebra πϕ(A)′′ generated by πϕ(A). We will
also show that Hϕ remains the GNS-space of ϕ˜ by giving a natural GNS-
construction (Hϕ, ι, Λ˜ϕ) for ϕ˜ in Proposition 4.7.2.
By Proposition 4.1.4, we have for all ω ∈ Fϕ that ω(a) = 〈πϕ(a)ξω, ξω〉
for a ∈ A. So, there exists a unique element ω˜ ∈ (πϕ(A)′′)+∗ such that
ω˜πϕ =ω, i.e., ω˜(x) = 〈x ξω, ξω〉 for x ∈ πϕ(A)′′.
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Because Gϕ is upwardly directed, the same is true for the set { ω˜ |ω ∈ Gϕ }.
This will imply that we really get a weight in the next definition.
Definition 4.7.1. We define the function ϕ˜ : (πϕ(A)′′)+ → [0,∞] such that
ϕ˜(x) = sup{ ω˜(x) | ω ∈ Fϕ } for x ∈ (πϕ(A)′′)+. Then ϕ˜ is a normal
semi-finite weight on πϕ(A)′′ such that ϕ˜ πϕ = ϕ.
Note that the last statement follows from Theorem 4.1.6. We call ϕ˜ the
W∗-lift of ϕ in the GNS-construction (Hϕ,πϕ,Λϕ).
Although this definition is conceptually appealing, it is not that practical
in some applications. It will turn out that it is more useful to get a GNS-
construction for ϕ˜ by closing Λϕ with respect to the σ -strong∗ topology.
Using a result of U. Haagerup [43], S. Baaj [7] provided the necessary ammu-
nition to prove the next proposition. Full details can be found in section 2
of [66].
Proposition 4.7.2. There exists a unique linear map Λ˜ϕ : Nϕ˜ → Hϕ such
that
• (Hϕ, ι, Λ˜ϕ) is a GNS-construction for ϕ˜;
• Λ˜ϕ(πϕ(a)) = Λϕ(a) for all a ∈Nϕ.
Moreover, we have the following property: for every x ∈ Nϕ˜, there exists a
net (ai)i∈I inNϕ such that
1. ‖ai‖ ≤ ‖x‖ for every i ∈ I;
2.
(
πϕ(ai)
)
i∈I converges strongly∗ to x;
3.
(Λϕ(ai))i∈I converges to Λ˜ϕ(x).
We call (Hϕ, ι, Λ˜ϕ) the W∗-lift of (Hϕ,πϕ,Λϕ). It is not difficult to see that
the following holds (see Proposition 2.18 of [66]):
• ϕ˜(πϕ(x)) = ϕ(x) for all x ∈ M(A)+;
• Λ˜ϕ(πϕ(x)) = Λϕ(x) for all x ∈ N¯ϕ.
We will now introduce the notion of approximate KMS-weights. In Sec-
tion 4.4, we introduced the class of KMS-weights. In this theory of KMS-
weights the non-commutativity of the C∗-algebra is countered somehow
by the existence of a one-parameter group (σt)t∈R of automorphisms of A
that allows to write ϕ(ab) = ϕ(bσ−i(a)) for sufficiently regular a and b.
In Section 4.2, we saw that the existence of such a modular group (σt)t∈R
is automatic on the von Neumann algebra level when dealing with faithful
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weights. So, it will not be so surprising to introduce the class of weights ϕ
on A for which the W∗-lift ϕ˜ is faithful. These weights do not need to be
KMS-weights, but we have at least the modular group on the von Neumann
algebra level; see Proposition 4.7.5.
We will use the following terminology (which comes from left Hilbert alge-
bra theory).
Definition 4.7.3. Consider a vector v ∈ Hϕ. We say that v is right bounded
with respect to (Hϕ,πϕ,Λϕ) when there exists a number M ≥ 0 such that
‖πϕ(x)v‖ ≤ M ‖Λϕ(x)‖ for all x ∈Nϕ.
It is clear that the set of right bounded elements is a subspace of Hϕ.
Definition 4.7.4. We say that ϕ is approximately KMS when the subspace
of right bounded elements is dense in Hϕ.
Using the theory of n.s.f. weights, the following result follows easily.
Proposition 4.7.5. The weight ϕ is approximately KMS if and only if ϕ˜ is
faithful.
Proof. Suppose first that ϕ is approximately KMS. Choose y ∈ πϕ(A)′′
such that ϕ˜(y∗y) = 0. Take a right bounded element v. Then, clearly,
there exists a bounded operator T ∈ B(Hϕ) such that TΛϕ(a) = πϕ(a)v
for all a ∈ Nϕ. Using the second part of Proposition 4.7.2, it is easy to
see that T Λ˜ϕ(x) = x v for all x ∈ Nϕ˜. In particular, y v = T Λ˜ϕ(y) = 0.
Because the set of right bounded elements is dense in Hϕ (by assumption),
this implies that y = 0. Hence, ϕ˜ is faithful.
Suppose now that ϕ˜ is faithful. So, ϕ˜ is now an n.s.f. weight on πϕ(A)′′
and we can use the standard technique to produce right bounded elements.
Call σ˜ the modular group of ϕ˜, (Hϕ, ι, Λ˜ϕ) the W∗-lift of (Hϕ,πϕ,Λϕ) and
J the modular conjugation of ϕ˜ in the GNS-construction (Hϕ, ι, Λ˜ϕ). For
every a ∈ Nϕ˜ and n ∈ N, we define (the integral is defined in the strong
topology)
an =
∫
exp(−n2 t2) σ˜t(a)dt ;
then an ∈Nϕ˜ ∩D(σ˜ i
2
). So, we have for every x ∈Nϕ˜:
x Λ˜ϕ(an) = Λ˜ϕ(x an) = J σ˜ i
2
(an)∗ JΛ˜ϕ(x) .
This implies that Λ˜ϕ(an) is a right bounded element. But it is also clear
that 〈 Λ˜ϕ(an) | a ∈ Nϕ˜, n ∈ N 〉 is dense in Hϕ. So, ϕ is approximately
KMS. 
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The second part of this proof can be immediately translated to show that
ϕ is approximately KMS if ϕ is KMS.
Ifϕ is approximately KMS, this proposition implies the existence of a closed
operator T in Hϕ such that Λ˜ϕ(Nϕ˜ ∩N∗ϕ˜ ) is a core for T and T Λ˜ϕ(x) =Λ˜ϕ(x∗) for all x ∈Nϕ˜ ∩N∗ϕ˜ .
So, we also get that Λϕ(N¯ϕ ∩ N¯ ∗ϕ) ⊆ D(T) and TΛϕ(x) = Λϕ(x∗) for all
x ∈ N¯ϕ ∩ N¯ ∗ϕ .
4.8 The tensor product of weights on von Neumann
algebras
In this section, we study the tensor product of normal semi-finite weights
ϕ and ψ on von Neumann algebras M and N . Classically, this amounts of
course to the product measure of two measures.
Definition 4.8.1. Let ϕ be a normal semi-finite weight on the von Neumann
algebra M and let ψ be a normal semi-finite weight on the von Neumann
algebra N . The tensor product weight ϕ⊗ψ is defined by
(ϕ⊗ψ)(x) = sup{(ω⊗ µ)(x) |ω ∈ Fϕ,µ ∈ Fψ} ,
for all x ∈ (M ⊗N)+. Then ϕ ⊗ψ is a normal semi-finite weight on M ⊗N .
Because the family {ω ⊗ µ | ω ∈ Gϕ,µ ∈ Gψ} is upwardly directed, the
definition above indeed defines a normal semi-finite weight.
It is immediately clear thatMϕ 	Mψ ⊆Mϕ⊗ψ and
(ϕ ⊗ψ)(a⊗ b) = ϕ(a) ψ(b) ,
for all a ∈ Mϕ and b ∈ Mψ. From this, it also follows that Nϕ 	Nψ ⊆
Nϕ⊗ψ.
In order to turn the tensor product weightϕ⊗ψ into a useful object, we will
need a GNS-construction for it. Classically, it is obvious that the L2-space of
the product measure µ1 ×µ2 can be identified with the Hilbert space tensor
product of the L2-spaces of µ1 and µ2. In this section, we will show that this
classical picture still holds in the non-commutative case.
Before we turn to the general case of two normal semi-finite weights, we
state the following result on n.s.f. weights. Using Propositions 8.1 and 8.3
of [103] and the main result of [44], we get the following proposition; see
also the comments after this proposition. Observe that the fact thatHϕ⊗Hψ
is a GNS-space for ϕ ⊗ψ, is the non-commutative version of the fact that
the L2-space of µ1 × µ2 is the tensor product of the L2-spaces of µ1 and µ2.
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Proposition 4.8.2. Let ϕ be an n.s.f. weight on a von Neumann algebra M
and letψ be an n.s.f. weight on a von Neumann algebra N . Thenϕ⊗ψ is an
n.s.f. weight on M ⊗N . When (Hϕ,πϕ,Λϕ) is a GNS-construction for ϕ and
(Hψ,πψ,Λψ) is a GNS-construction for ψ, there exists a unique σ -strong∗–
norm closed map Λϕ ⊗Λψ :Nϕ⊗ψ → Hϕ ⊗Hψ
satisfying the following requirements:
• (Λϕ ⊗Λψ)(a⊗ b) = Λϕ(a)⊗Λψ(b) for all a ∈Nϕ and b ∈Nψ;
• the spaceNϕ 	Nψ is a σ -strong∗– norm core for Λϕ ⊗Λψ.
Further, (Hϕ ⊗Hψ,πϕ ⊗πψ,Λϕ ⊗Λψ) is a GNS-construction for ϕ ⊗ψ.
The main aim of this section will be to prove the previous result for arbi-
trary normal semi-finite weights, and not just the faithful ones. At first,
one might think that it should be quite innocent to leave out the assump-
tion of the faithfulness of ϕ and ψ. The reason that this is not the case,
is the following: modular theory ensures that there is a one-to-one corre-
spondence between n.s.f. weights on a von Neumann algebra and so-called
left Hilbert algebras. It is not too difficult to construct the tensor product
of two left Hilbert algebras; see Proposition 8.1 in [103]. With this, one can
associate again an n.s.f. weight, and Proposition 8.3 in [103] guarantees that
this n.s.f. weight agrees with the tensor product weight as we defined it in
Definition 4.8.1. Then one can use the main result of [44] to prove that
Nϕ 	Nψ is indeed a core for Λϕ ⊗ Λψ. When one of the weights is not
faithful anymore, we can not associate with it a left Hilbert algebra and the
previous scheme of proof fails completely. So, we will follow another road.
We will use the previous proposition in the proof of the general result. Our
strategy will be to associate with an arbitrary normal semi-finite weight ϕ
on a von Neumann algebra M , an n.s.f. weight θ on M such that ϕ is some
kind of restriction of θ. The way to do this is contained in the following
lemma.
Lemma 4.8.3. Let ϕ be a normal semi-finite weight on the von Neumann
algebra M , with GNS-construction (H,π,Λ). Then there exists a unique pro-
jection P ∈M such that
MP = {x ∈Nϕ | Λ(x) = 0} .
Let ψ be an n.s.f. weight on the reduced von Neumann algebra PMP and
define Q = 1− P . Defining
θ(x) =ϕ(QxQ)+ψ(PxP) ,
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for all x ∈ M+, we get that θ is an n.s.f. weight on M . When x ∈ Nθ , then
xQ ∈Nθ ∩Nϕ. When x ∈Nϕ, then xQ ∈Nθ .
If (Hθ,πθ,Λθ) is a GNS-construction for θ, there exists a unique isometry
U : H → Hθ such that
UΛ(x) = Λθ(xQ) for all x ∈Nϕ .
If R denotes the projection of Hθ onto UH , then
RΛθ(x) = Λθ(xQ) = UΛ(xQ) for all x ∈Nθ .
Finally, we have that Uπ(x) = πθ(x)U for all x ∈ M and
Fϕ = QFθQ .
Proof. Because Λ is σ -weak–weak closed, {x ∈ Nϕ | Λ(x) = 0} is a weakly
closed left ideal in M and then the existence of P follows immediately. It is
then clear that x ∈ Nϕ if and only if xQ ∈ Nϕ, and in that case Λ(x) =Λ(xQ).
Choose an n.s.f. weight ψ on PMP , and define θ as in the statement of the
lemma. It is clear that θ is a normal weight on M . To prove that θ is semi-
finite, we first take a net (eα) in NϕQ ⊆ Nϕ such that eα → Q σ -strong∗.
Then we also take a net (fβ) in Nψ ⊆ PMP such that fβ → P σ -strong∗.
Choose x ∈ M . Then it is easy to check that (x(eα + fβ)) is a net in Nθ ,
converging in the σ -strong∗ topology to x. Hence, θ is semi-finite.
If x ∈ M+ and θ(x) = 0, then ϕ(QxQ) = ψ(PxP) = 0. By definition of P ,
it follows that x1/2Q = x1/2QP = 0. Because ψ is faithful, we get PxP = 0,
but then ‖x1/2P‖2 = ‖PxP‖ = 0 and so, x1/2P = 0. Hence, x1/2 = 0 and so,
x = 0. This gives the faithfulness of θ.
It is obvious that x ∈Nθ implies that xQ,xP ∈Nθ and xQ ∈Nϕ, and it is
also obvious that x ∈Nϕ implies that xQ ∈Nθ. Then we can immediately
define an isometry U as stated in the lemma, and U satisfies Uπ(x) =
πθ(x)U for all x ∈ M . Denote by R the projection of Hθ onto UH . We
want to prove now that RΛθ(x) = Λθ(xQ) for all x ∈ Nθ . But, from the
definition of θ, it follows that for all x ∈ Mθ, we have QxQ ∈ Mϕ and
PxP ∈Mψ, and moreover,
θ(x) =ϕ(QxQ)+ψ(PxP) .
From this, it follows that for all x,y ∈Nθ , we have 〈Λθ(xQ),Λθ(yP)〉 = 0.
In particular, it follows that Λθ(yP) is orthogonal to UH for all y ∈ Nθ .
Because Λθ(x) = Λθ(xQ)+Λθ(yP) = UΛ(xQ)+Λθ(yP) ,
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it follows that RΛθ(x) = Λθ(xQ) for all x ∈Nθ .
Finally, it remains to prove that Fϕ = QFθQ. First, choose ω ∈ Fϕ. For all
x,y ∈Nϕ, we get
|ω(y∗xP)|2 ≤ω(y∗y) ω(Px∗xP) ≤ω(y∗y) ϕ(Px∗xP) = 0
and so, ω = Qω. Analogously, ω =ωQ, and so, ω = QωQ. Then we have,
for all x ∈ M+,
ω(x) =ω(QxQ) ≤ϕ(QxQ) ≤ θ(x)
and so, ω ∈ Fθ . Then we may conclude that ω ∈ QFθQ. If, conversely,
ω = QµQ and µ ∈ Fθ , we get for all x ∈ M+,
ω(x) = µ(QxQ) ≤ θ(QxQ) =ϕ(QxQ) = ϕ(x)
and so, ω ∈ Fϕ. 
With this lemma at hand, we will be able to generalize Proposition 4.8.2 to
normal semi-finite weights. For notational convenience in the proof of the
next proposition, we will useϕ1 andϕ2 to denote weights on von Neumann
algebras M1 and M2.
Proposition 4.8.4. Let M1,2 be von Neumann algebras with normal semi-
finite weightsϕ1,2 with GNS-constructions (H1,2, π1,2,Λ1,2). Then there exists
a unique σ -strong∗– norm closed linear map
Λ1 ⊗Λ2 :Nϕ1⊗ϕ2 → H1 ⊗H2
satisfying the following requirements:
• (Λ1 ⊗Λ2)(a⊗ b) = Λ1(a)⊗Λ2(b) for all a ∈Nϕ1 and b ∈Nϕ2 ;
• the spaceNϕ1 	Nϕ2 is a σ -strong∗– norm core for Λ1 ⊗Λ2.
Further, (H1 ⊗H2, π1 ⊗π2,Λ1 ⊗Λ2) is a GNS-construction for ϕ1 ⊗ϕ2.
Proof. Let i = 1,2. Using the previous lemma, we define projections Pi
and Qi. Then we choose an n.s.f. weight ψi on PiMiPi and define the n.s.f.
weight θi on Mi. Let (Hθi ,πθi,Λθi) be a GNS-construction for θi. Then we
can define the isometry Ui : Hi → Hθi and the projection Ri of Hθi onto
UiHi.
Because θ1,2 are n.s.f. weights on M1,2, we find a GNS-construction
(Hθ1 ⊗Hθ2 , πθ1 ⊗πθ2 ,Λθ1 ⊗Λθ2)
for θ1⊗θ2 as in Proposition 4.8.2. We know thatNθ1 	Nθ2 is a σ -strong∗–
norm core for Λθ1 ⊗Λθ2 .
4.8 The tensor product of weights on von Neumann algebras 343
From Lemma 4.8.3, we also get that Fϕi = QiFθiQi for i = 1,2. Then we
have, for all z ∈ (M1 ⊗M2)+, the following:
(ϕ1 ⊗ϕ2)(z) = sup
(ω,µ)∈Fϕ1×Fϕ2
(ω⊗ µ)(z)
= sup
(ω,µ)∈Fθ1×Fθ2
(Q1ωQ1 ⊗Q2µQ2)(z)
= sup
(ω,µ)∈Fθ1×Fθ2
(ω⊗ µ)((Q1 ⊗Q2)z(Q1 ⊗Q2))
= (θ1 ⊗ θ2)
(
(Q1 ⊗Q2)z(Q1 ⊗Q2)
)
. (4.8.1)
Next, we claim that for all z ∈Nθ1⊗θ2 , we have z(Q1 ⊗Q2) ∈Nθ1⊗θ2 and
(Λθ1 ⊗Λθ2)(z(Q1 ⊗Q2)) = (R1 ⊗ R2)(Λθ1 ⊗Λθ2)(z) .
When z ∈Nθ1 	Nθ2 , this follows from Lemma 4.8.3. It then easily follows
in general, becauseNθ1 	Nθ2 is a σ -strong∗– norm core for Λθ1 ⊗Λθ2 .
Let z ∈Nϕ1⊗ϕ2 . From Equation (4.8.1), it follows that z(Q1⊗Q2) ∈Nθ1⊗θ2
and
‖(Λθ1 ⊗Λθ2)(z(Q1 ⊗Q2))‖2 = (ϕ1 ⊗ϕ2)(z∗z) .
Applying to z(Q1 ⊗Q2) the claim that we proved above, we get
(Λθ1 ⊗Λθ2)(z(Q1 ⊗Q2)) = (R1 ⊗ R2)(Λθ1 ⊗Λθ2)(z(Q1 ⊗Q2))
∈ (R1 ⊗ R2)(Hθ1 ⊗Hθ2) .
Hence, we can define an element Λ(z) ∈ H1 ⊗H2 by the formula
Λ(z) = (U∗1 ⊗U∗2 )(Λθ1 ⊗Λθ2)(z(Q1 ⊗Q2))
and then, ‖Λ(z)‖2 = (ϕ1 ⊗ϕ2)(z∗z). One verifies easily that
Λ(yz) = (π1 ⊗π2)(y)Λ(z) ,
for all y ∈M1⊗M2 and z ∈Nϕ1⊗ϕ2 , and also that Λ(a⊗b) = Λ1(a)⊗Λ2(b)
whenever a ∈ Nϕ1 and b ∈ Nϕ2 . Then it follows that Λ(Nϕ1⊗ϕ2) is dense
in H1⊗H2. Hence, we proved that (H1⊗H2, π1⊗π2,Λ) is a GNS-construction
for ϕ1 ⊗ϕ2. In particular, Λ is σ -strong∗– norm closed.
To finish the proof of this proposition, we have to show thatNϕ1	Nϕ2 is a
σ -strong∗– norm core for Λ. So, choose z ∈Nϕ1⊗ϕ2 . Because z(Q1⊗Q2) ∈
Nθ1⊗θ2 , we can find a net (zα) in Nθ1 	Nθ2 such that zα → z(Q1 ⊗ Q2)
σ -strong∗ and
(Λθ1 ⊗Λθ2)(zα)→ (Λθ1 ⊗Λθ2)(z(Q1 ⊗Q2)) .
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BecauseNϕ1 	Nϕ2 is σ -strong∗ dense in M1 ⊗M2, we can take a net (yβ)
inNϕ1 	Nϕ2 converging in the σ -strong∗ topology to z. Then we put
q(α,β) = zα(Q1 ⊗Q2)+yβ(1−Q1 ⊗Q2)
and one easily verifies that (q(α,β)) is a net inNϕ1	Nϕ2 , such that q(α,β) →
z σ -strong∗ and Λ(q(α,β))→ Λ(z) in norm.
Defining Λ1 ⊗Λ2 := Λ, the proof of the proposition is finished. 
4.9 The tensor product of weights on C∗-algebras
Throughout this section, we will fix C∗-algebras A and B, a proper weight
ϕ on A and a proper weight ψ on B. At the same time, we fix a GNS-
construction (Hϕ,πϕ,Λϕ) for ϕ and a GNS-construction (Hψ,πψ,Λψ) for
ψ.
In this section, we will deal with the tensor product weightϕ⊗ψ, which will
be a proper weight on A ⊗ B. Classically, when A = C0(X) and B = C0(Y),
and whenϕ andψ come from regular Borel measures µ1 and µ2, this tensor
product weight will of course be given by the product measure µ1 × µ2.
Definition 4.9.1. We define the tensor product weight ϕ ⊗ ψ on A ⊗ B in
such a way that
(ϕ ⊗ψ)(x) = sup { (ω⊗ θ)(x) |ω ∈ Fϕ,θ ∈ Fψ }
for every x ∈ (A⊗ B)+. Then ϕ ⊗ψ is a proper weight on A⊗ B.
Note that the family {ω⊗ θ | ω ∈ Gϕ,θ ∈ Gψ } is upwardly directed. This
will imply that the mapϕ⊗ψ above is additive, and hence, a proper weight.
We have seen previously that any proper weight has a natural extension
to the multiplier algebra, and hence, this is also the case for ϕ ⊗ ψ. We
will show now that the defining formula for ϕ ⊗ ψ remains valid on the
multiplier algebra M(A⊗ B).
Proposition 4.9.2. For all x ∈ M(A⊗ B)+, we have
(ϕ ⊗ψ)(x) = sup { (ω⊗ θ)(x) |ω ∈ Fϕ,θ ∈ Fψ }.
Proof. Define the function η : M(A⊗ B)+ → [0,∞] such that
η(x) = sup { (ω⊗ θ)(x) |ω ∈ Fϕ,θ ∈ Fψ } .
Then η is clearly a weight on M(A⊗ B) which is strictly lower semi-continu-
ous and equal to ϕ ⊗ ψ on (A ⊗ B)+. Denote by ϕ⊗ψ the extension of
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ϕ ⊗ψ to M(A ⊗ B) as defined in Definition 4.3.1. Choose x ∈ M(A ⊗ B)+.
Take an approximate unit (ei)i∈I for A⊗B. Then (x 12 ei x 12 )i∈I is an increas-
ing net in (A ⊗ B)+ which converges strictly to x. Hence, the strict lower
semi-continuity of ϕ ⊗ψ and η implies that ( (ϕ ⊗ ψ)(x 12 ei x 12 ) )i∈I con-
verges to (ϕ⊗ψ)(x) and that (η(x 12 ei x 12 ) )i∈I converges to η(x). Because
(ϕ ⊗ψ)(x 12 ei x 12 ) = η(x 12 ei x 12 ) for i ∈ I, this implies that (ϕ ⊗ψ)(x) =
η(x). 
This result will imply immediately the following results:
• M¯ϕ	M¯ψ ⊆ M¯ϕ⊗ψ and (ϕ⊗ψ)(a⊗b) =ϕ(a)ψ(b) for a ∈ M¯ϕ and
b ∈ M¯ψ;
• N¯ϕ 	 N¯ψ ⊆ N¯ϕ⊗ψ.
As we promised right before Proposition 4.6.6, we will now deal with the
Fubini theorem for C∗-algebras.
Proposition 4.9.3. Let x ∈ M¯+ι⊗ψ ∩ M¯+ϕ⊗ι. Then we have
ϕ
(
(ι⊗ψ)(x)) = (ϕ⊗ψ)(x) = ψ((ϕ ⊗ ι)(x)) .
Proof. The proof of the proposition is quite straightforward. Referring to
Definition 4.6.1, we get
ϕ
(
(ι⊗ψ)(x)) = sup
ω∈Gϕ
ω
(
(ι⊗ψ)(x))
= sup
ω∈Gϕ
sup
µ∈Gψ
(ω⊗ µ)(x) = (ϕ ⊗ψ)(x) .
The other equality can be proved analogously. 
In order to turn the tensor product weightϕ⊗ψ into a useful object, we will
need a GNS-construction for it. Classically, it is obvious that the L2-space of
the product measure µ1 ×µ2 can be identified with the Hilbert space tensor
product of the L2-spaces of µ1 and µ2. In the next proposition, we will show
that this still holds in the non-commutative case. The next proposition
should be thought of as a C∗-algebraic version of Proposition 4.8.4. The
proof of this proposition will rely both on Proposition 4.8.4 and a technical
lemma that we put at the end of this section: Lemma 4.9.6.
Proposition 4.9.4. There exists a unique closed linear map
Λϕ ⊗Λψ :Nϕ⊗ψ → Hϕ ⊗Hψ
satisfying the following requirements:
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• (Λϕ ⊗Λψ)(a⊗ b) = Λϕ(a)⊗Λψ(b) for all a ∈Nϕ and b ∈Nψ;
• Nϕ 	Nψ is a core for Λϕ ⊗Λψ.
Further, (Hϕ ⊗Hψ,πϕ ⊗πψ,Λϕ ⊗Λψ) is a GNS-construction for ϕ ⊗ψ.
Let ϕ˜ and ψ˜ denote the W∗-lifts of ϕ and ψ respectively, with natural GNS-
constructions (Hϕ, ι, Λ˜ϕ) and (Hψ, ι, Λ˜ψ). If we denote by (ϕ ⊗ψ)˜ the W∗-
lift of ϕ ⊗ψ in the GNS-construction (Hϕ ⊗ Hψ,πϕ ⊗ πψ,Λϕ ⊗ Λψ) and if
we denote by (Hϕ ⊗ Hψ, ι, (Λϕ ⊗ Λψ)˜ ) its natural GNS-construction as in
Proposition 4.7.2, then (ϕ⊗ψ)˜ = ϕ˜⊗ ψ˜ and (Λϕ ⊗Λψ)˜ = Λ˜ϕ ⊗ Λ˜ψ, whereΛ˜ϕ ⊗ Λ˜ψ is given by Proposition 4.8.4.
In particular, if both ϕ and ψ are approximately KMS, then also ϕ ⊗ ψ is
approximately KMS.
Proof. Let ϕ˜ and ψ˜ be the W∗-lifts of ϕ and ψ, respectively, with natu-
ral GNS-constructions (Hϕ, ι, Λ˜ϕ) and (Hψ, ι, Λ˜ψ). Let ϕ˜ ⊗ ψ˜ be the von
Neumann algebraic tensor product weight as in Definition 4.8.1, with GNS-
construction (Hϕ ⊗Hψ, ι, Λ˜ϕ ⊗ Λ˜ψ) as in Proposition 4.8.4.
Because ϕ˜πϕ = ϕ and ψ˜πψ = ψ, it is clear that Fϕ˜πϕ = Fϕ and Fψ˜πψ =
Fψ. So, we get that (ϕ˜ ⊗ ψ˜)(πϕ ⊗ πψ) = ϕ ⊗ ψ. Then we define, for all
x ∈Nϕ⊗ψ :
(Λϕ ⊗Λψ)(x) := (Λ˜ϕ ⊗ Λ˜ψ)(πϕ ⊗πψ)(x) .
It is easy to verify that (Hϕ ⊗Hψ,πϕ ⊗πψ,Λϕ ⊗Λψ) is a GNS-construction
for ϕ⊗ψ, and that (Λϕ ⊗Λψ)(a⊗b) = Λϕ(a)⊗Λψ(b) for all a ∈Nϕ and
b ∈Nψ.
Denote by (ϕ⊗ψ)˜ the W∗-lift of ϕ⊗ψ in the above GNS-construction, and
let (Hϕ ⊗ Hψ, ι, (Λϕ ⊗ Λψ)˜ ) be its natural GNS-construction. By definition
of (Λϕ ⊗ Λψ)˜ and by definition of Λϕ ⊗ Λψ, we get that (Λϕ ⊗ Λψ)˜ andΛ˜ϕ⊗ Λ˜ψ agree on (πϕ⊗πψ)(Nϕ⊗ψ). This space is a σ -strong∗– norm core
for (Λϕ ⊗Λψ)˜ by definition of (Λϕ ⊗Λψ)˜ .
From Proposition 4.7.2, it follows that πϕ(Nϕ) is a σ -strong∗– norm core
for Λ˜ϕ and that πψ(Nψ) is a σ -strong∗– norm core for Λ˜ψ. Then it fol-
lows from Proposition 4.8.4 that (πϕ ⊗ πψ)(Nϕ 	 Nψ) is a σ -strong∗–
norm core for Λ˜ϕ ⊗ Λ˜ψ. In particular, (πϕ ⊗πψ)(Nϕ⊗ψ) will be a core forΛ˜ϕ ⊗ Λ˜ψ. Combining this with the previous paragraph, we get that
(Λϕ ⊗Λψ)˜ = Λ˜ϕ ⊗ Λ˜ψ, and hence also (ϕ⊗ψ)˜ = ϕ˜ ⊗ ψ˜.
But then we know that (πϕ ⊗ πψ)(Nϕ 	Nψ) is a σ -strong∗– norm core
for (Λϕ ⊗ Λψ)˜ . Putting A = D0 = Nϕ 	Nψ in Lemma 4.9.6, we get that
Nϕ 	Nψ is a norm – norm core for Λϕ ⊗Λψ. This completes the proof of
the proposition. 
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Throughout this thesis, we will often use a special kind of elements z in
Nϕ⊗ψ, such that we can give a more explicit formula for (Λϕ ⊗Λψ)(z).
Lemma 4.9.5. Consider an orthonormal basis (ei)i∈I for Hϕ. Let x ∈ N¯ι⊗ψ
and y ∈ N¯ϕ. Then x (y ⊗ 1) belongs to N¯ϕ⊗ψ and
(Λϕ ⊗Λψ)(x (y ⊗ 1)) =∑
i∈I
ei ⊗Λψ((ωΛϕ(y),ei ⊗ ι)(x)) .
Proof. One verifies easily that, for all a ∈Nϕ, we have
(θ∗Λϕ(a) ⊗ 1)(Λϕ ⊗Λψ)(x (y ⊗ 1)) = Λψ((ωΛϕ(y),Λϕ(a) ⊗ ι)(x)) .
Because Λψ is closed, it follows that
(θ∗ξ ⊗ 1)(Λϕ ⊗Λψ)(x (y ⊗ 1)) = Λψ((ωΛϕ(y),ξ ⊗ ι)(x)) ,
for all ξ ∈ Hϕ. From this, the lemma follows immediately. 
So, we still have to deal with the following technical lemma.
Lemma 4.9.6. Suppose that ϕ is a proper weight on a C∗-algebra A, with
GNS-construction (H,π,Λ). Suppose that A and D0 are dense subspaces
of A such that D0 ⊆ Nϕ and AD0 ⊆ D0. Let ϕ˜ be the W∗-lift of ϕ, with
GNS-construction (H, ι, Λ˜). Suppose that π(D0) is a weak – weak core for Λ˜.
Then D0 is a norm – norm core for Λ.
Proof. Denote by D the domain of the norm – norm closure of the restric-
tion of Λ toD0. ThenD is clearly a subspace of A. We claim thatD is a left
ideal in A. To prove this claim, we first suppose that x ∈ D0 and y ∈ A.
Then we can take a sequence (yn) in A such that yn → y . For all n, we
have ynx ∈ D0, and further, ynx → yx and
Λ(ynx) = π(yn)Λ(x) → π(y)Λ(x) = Λ(yx) .
So, we get that yx ∈ D. If now x ∈ D and y ∈ A, we can take a sequence
(xn) in D0 such that xn → x and Λ(xn) → Λ(x). For all n, we have yxn ∈
D by the reasoning above, and also yxn → yx and Λ(yxn) → Λ(yx).
Hence, yx ∈ D. This proves our claim.
Next, we claim the following. Suppose that (xα) is a net in D such that
xα → x in norm and such that ‖Λ(xα)‖ ≤ r for all α and some fixed number
r ≥ 0. Then x ∈ D and ‖Λ(x)‖ ≤ r . To prove this claim, we will use a
technique which is due to J. Verding and A. Van Daele [133]. First, we have
to realize that {ξ | ‖ξ‖ ≤ r} is weakly compact. So, by passing to a subnet,
we may assume that Λ(xα)→ ξ weakly and ‖ξ‖ ≤ r . Define for every α the
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set Cα as the convex hull of {xβ | β ≥ α}. Choose n ∈ N. Take α such that
‖x − xβ‖ < 1/n for all β ≥ α. We know that ξ belongs to the weak closure
of Λ(Cα). Because Λ(Cα) is convex, ξ also belongs to the norm closure ofΛ(Cα). Hence, we can take xn ∈ Cα such that ‖ξ − Λ(xn)‖ < 1/n. It is
clear that ‖x − xn‖ < 1/n and xn ∈ D. So, we have found a sequence
(xn) in D such that xn → x and Λ(xn) → ξ in norm. Hence, x ∈ D and
‖Λ(x)‖ = ‖ξ‖ ≤ r . This gives our claim.
Define now the map ψ on A+ as follows:
ψ : A+ → [0,∞] : ψ(x) =
ϕ(x) if x1/2 ∈ D∞ if x1/2 ∉D .
We want to prove that ψ is a proper weight on A such that, for all x ∈ D,
we have x ∈Nψ and ψ(x∗x) = ϕ(x∗x). This will be done in several steps.
Because D ⊆Nϕ, it is obvious that ψ(x) <∞ if and only if x1/2 ∈ D.
First, we prove the following. Suppose that x,y ∈ A+ and ψ(x),ψ(y) <∞.
Then ψ(x+y) = ψ(x)+ψ(y). It is clear that we have to prove in fact that
(x +y)1/2 ∈ D. Now, define for ε > 0 the function
hε : R+ → R+ : hε(λ) =
√
λ− λ√
λ+ ε .
An easy computation will reveal that for all ε > 0 and all λ ≥ 0, we have
hε(λ) ≤ 12
√
ε.
Because we know that x1/2, y1/2 ∈ D, we also get that x,y ∈ D and so,
x +y ∈ D. Then we put, for ε > 0, zε = (x +y + ε)−1/2(x +y). Because D
is a left ideal in A, we get that zε ∈ D for all ε > 0. Further, we see that
‖(x + y)1/2 − zε‖ = ‖hε(x +y)‖ ≤ 12
√
ε
and so, zε → (x +y)1/2 in norm. Finally, we get
‖Λ(zε)‖2 = ϕ((x +y)(x +y + ε)−1(x +y)) ≤ϕ(x +y) < ∞ .
From the claim proved above, it follows that (x + y)1/2 ∈ D. This proves
the announced result.
Next, we want to prove that, for x,y ∈ A+ such that x ≤ y and ψ(y) < ∞,
we have ψ(x) < ∞. Together with the previous statement, we then have
that ψ(x + y) = ψ(x)+ψ(y) for all x,y ∈ A+. Now, put for all ε > 0
zε := x1/2(y + ε)−1/2y1/2 ∈ D .
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Then we have
‖x1/2 − zε‖2 = ‖x1/2
(
1− (y + ε)−1/2y1/2)‖2
≤ ‖y1/2(1− (y + ε)−1/2y1/2)‖2 (because x ≤ y)
= ‖hε(y)‖2 ≤ 14ε .
Hence, we get zε → x1/2 in norm. Now,
‖Λ(zε)‖ ≤ ‖x1/2(y + ε)−1/2‖ ‖Λ(y1/2)‖ ≤ ‖y1/2(y + ε)−1/2‖ ‖Λ(y1/2)‖
≤ ‖Λ(y1/2)‖ .
So, we may conclude that x1/2 ∈ D, and then ψ(x) < ∞.
Because it is obvious that ψ(rx) = rψ(x) for all x ∈ A+ and r ≥ 0, we
have proved so far that ψ is a weight on A. Next, we want to prove that
for all x ∈ D, we get ψ(x∗x) = ϕ(x∗x). Hence, we have to prove that
(x∗x)1/2 ∈ D. Putting, for all ε > 0,
uε := (x∗x + ε)−1/2x∗ ,
we can easily verify that ‖uε‖ ≤ 1 and uεx ∈ D for all ε > 0. It is also clear
that uεx → (x∗x)1/2 in norm, and ‖Λ(uεx)‖ ≤ ‖Λ(x)‖ for all ε > 0. Hence,
we get indeed that (x∗x)1/2 ∈ D.
Because D ⊆ Nψ, we get that ψ is densely defined. It is also easy to verify
that ψ is lower semi-continuous: if r ≥ 0 and if (xα) is a net in A+ such
that xα → x and ψ(xα) ≤ r for all α, then (x1/2α ) is a net in D, converging
in norm to x1/2, and ‖Λ(x1/2α )‖2 ≤ r for all α. So, we get that x1/2 ∈ D and
‖Λ(x1/2)‖2 ≤ r . Hence, ψ(x) ≤ r and so, ψ is lower semi-continuous.
Next, we claim that D = Nψ and that (H,π,Λ0) is a GNS-construction for
ψ, where Λ0 denotes the restriction of Λ to D. We already proved that
D ⊆ Nψ and ψ(x∗x) = ϕ(x∗x) = ‖Λ0(x)‖2. Hence, the proof of our
claim will be complete when we can prove thatNψ ⊆ D. Let x ∈Nψ. Then
(x∗x)1/2 ∈ D. Taking uε as above, one verifies analogously as before that
u∗ε (x∗x)1/2 → x in norm and that Λ(u∗ε (x∗x)1/2) remains bounded. So,
x ∈ D.
Then we can finally prove our lemma. Denote by ψ˜ the W∗-lift of ψ in the
GNS-construction (H,π,Λ0) and let (H, ι, Λ˜0) be the natural GNS-construc-
tion for ψ˜. We clearly have that Λ˜0 ⊆ Λ˜, and both maps are weak – weak
closed. Now, π(D0) ⊆ D(Λ˜0) and π(D0) is a weak – weak core for Λ˜. Hence,Λ˜0 = Λ˜ and so, ϕ˜ = ψ˜. Then we get
ψ = ψ˜π = ϕ˜π =ϕ ,
which implies that D =Nψ = Nϕ, and this is precisely what we wanted to
prove. 

Appendix. Some technical
remarks
The first lemma is a result that we borrowed from [94]. It is in fact a kind
of non-commutative Dini theorem.
Lemma A.1. Let A be a C∗-algebra. Consider an increasing net (ai)i∈I in
A+ and an element a ∈ A+ such that ω(a) = sup{ω(ai) | i ∈ I } for all
ω ∈ A∗+. Then the net (ai)i∈I converges to a.
Proof. Define S = {ω ∈ A∗+ | ‖ω‖ ≤ 1 } and equip S with the weak∗-
topology. Then S becomes a compact Hausdorff space.
For every i ∈ I, we define the function fi ∈ C(S)+ such that fi(ω) =ω(ai)
for ω ∈ A∗+. So, (fi)i∈I is an increasing net in C(S)+. We also define the
function f ∈ C(S)+ such that f (ω) =ω(a) for ω ∈ A∗+.
By assumption, the net (fi)i∈I converges pointwise to f . Therefore, Dini’s
theorem implies that (fi)i∈I converges uniformly to f .
Because ‖x‖ = sup{ |ω(x)| | ω ∈ S } for x ∈ A+, this implies that (ai)i∈I
converges in norm to a. 
It is not difficult to prove the following strict version.
Lemma A.2. Let A be a C∗-algebra. Consider an increasing net (ai)i∈I in
M(A)+ and an element a ∈ M(A)+ such that ω(a) = sup{ω(ai) | i ∈ I } for
all ω ∈ A∗+. Then the net (ai)i∈I converges strictly to a.
Proof. Take b ∈ A. By the previous lemma, we get that the net (b∗ai b)i∈I
converges in norm to b∗ab.
Note that ai ≤ a for i ∈ I. So, for i ∈ I we get
‖ab− ai b‖2 = ‖b∗(a− ai)2b‖ ≤ ‖a− ai‖‖b∗(a− ai)b‖
≤ 2‖a‖‖b∗(a− ai)b‖ ,
which implies that (ai b )i∈I converges in norm to ab. 
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The next formula is used at several places in this thesis. In a sense, it
is a formula which makes that the whole theory of C∗-algebraic quantum
groups works. In fact, this formula is nothing more than an extended ver-
sion of the Parseval equality.
Lemma A.3. Consider a non-degenerate ∗-representation π of a C∗-algebra
A on a Hilbert space H and an orthonormal basis (ei)i∈I for H . Let x,y
belong to M(A⊗ B) and v,w to H . Then the net( ∑
i∈J
(ωw,ei ⊗ ι)(y)∗(ωv,ei ⊗ ι)(x)
)
J∈F(I)
is bounded and converges strictly to (ωv,w ⊗ ι)(y∗x).
Proof. By polarization, it is enough to prove the result for y = x and v = w.
Choose µ ∈ B∗+ and take a cyclic GNS-construction (K, θ,u) for µ. Fix also
an orthonormal basis (fl)l∈L for K. Then∑
i∈I
µ
(
(ωv,ei ⊗ ι)(x)∗(ωv,ei ⊗ ι)(x)
)
=
∑
i∈I
〈θ((ωv,ei ⊗ ι)(x))u, θ((ωv,ei ⊗ ι)(x))u〉
=
∑
i∈I
∑
l∈L
〈θ((ωv,ei ⊗ ι)(x))u, fl〉 〈fl, θ((ωv,ei ⊗ ι)(x))u〉
=
∑
i∈I
∑
l∈L
〈(π ⊗ θ)(x)(v ⊗u), ei ⊗ fl〉 〈ei ⊗ fl, (π ⊗ θ)(x)(v ⊗u)〉
= 〈(π ⊗ θ)(x)(v ⊗u), (π ⊗ θ)(x)(v ⊗u)〉 = (ωv,v ⊗ωu,u)(x∗x)
= µ((ωv,v ⊗ ι)(x∗x)) .
Consequently, the lemma follows from Lemma A.2. 
We also want to prove the following slightly subtle characterization of in-
creasing nets which converge strictly.
Proposition A.4. Consider a C∗-algebra A. Let (bi)i∈I be an increasing net
in M(A)+. Then (bi)i∈I is strictly convergent in M(A)+ if and only if the net
(a∗bi a )i∈I is convergent for every a ∈ A.
Before we prove this result, we need two trivial lemmas.
Lemma A.5. Let b ∈ M(A)+. Then we have that ‖ba‖2 ≤ ‖b‖‖a∗ba‖ for
a ∈ A.
The proof of this lemma is very simple because (b a)∗(b a) = a∗b2 a ≤
‖b‖a∗ba, where we used the fact that b2 = b 12 bb 12 ≤ ‖b‖b.
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Lemma A.6. Let (bi)i∈I be a net in M(A)+ and b an element in M(A)+ such
that bi ≤ b for every i ∈ I. Then (bi)i∈I converges strictly to b if and only if
(a∗bi a)i∈I converges to a∗ba for every a ∈ A.
Proof. For every i ∈ I, we have ‖bi‖ ≤ ‖b‖. Using the previous lemma, we
get for every i ∈ I and a ∈ A:
‖ba− bi a‖2 ≤ ‖b − bi‖‖a∗(b − bi)a‖ ≤ 2‖b‖‖a∗ba− abi a‖
and the lemma follows. 
We now give the proof of Proposition A.4. It will amount to an application
of the Uniform Boundedness Principle.
Proof of Proposition A.4. Suppose that (a∗bi a )i∈I is convergent for every
a ∈ A. First, we prove that (bi)i∈I is bounded.
Choose c ∈ A. Because ( c∗bi c ) is convergent, there exists a positive num-
ber Nc and an element i0 such that ‖c∗bi c‖ ≤ Nc for every i ∈ I with
i ≥ i0.
For every j ∈ I, there exists an element i ∈ I with i ≥ i0 and i ≥ j, implying
that
‖c∗bj c‖ ≤ ‖c∗bi b‖ ≤ Nc.
So, we get that the net ( c∗bi c )i∈I is bounded.
Fix d ∈ A. By polarization and the above result, we have for every e ∈
A, that the net ( e∗bi d )i∈I is bounded. Using the uniform boundedness
principle, we get that the net (bi d )i∈I is bounded. Applying the uniform
boundedness principle once again, we see that the net (bi)i∈I is bounded.
Hence, there exists a strictly positive number M such that ‖bi‖ ≤ M for
every i ∈ I.
Choose a ∈ A and take ε > 0. Then there exist an element i1 ∈ I such that
‖a∗bi a − a∗bi1 a‖ ≤ ε2M for every i ∈ I with i ≥ i1. Using Lemma A.5, we
have for every i ∈ I with i ≥ i1:
‖bi a− bi1 a‖2 ≤ ‖bi − bi1‖‖a∗(bi − bi1)a‖ ≤ 2M
ε
2M
= ε.
So, we see that (bi a )i∈I is a Cauchy net and hence, convergent in A.
From all this, we infer the existence of a mapping T from A into A such
that (bi a )i∈I converges to T(a) for every a ∈ A. It follows immediately
that c∗T(a) = T(c)∗a for every a, c ∈ A. This implies the existence of an
element b ∈ M(A) with b∗ = b such that ba = T(a) for a ∈ A. It is also
clear that a∗ba ≥ 0 for every a ∈ A, which implies that b ≥ 0. By definition
of T , it will follow that (bi)i∈I converges strictly to b. 
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We also want to use the following technical result.
Lemma A.7. Consider a normal semi-finite weight η on a von Neumann al-
gebra M and
• a vector space V with a subspace W ,
• a normed space X and a linear mapping Λ : V → X,
• a sesquilinear mapping T : V ×V → M such that T(v,v) ≥ 0 for v ∈ V ,
• a number K ≥ 0,
such that
• η(T(v,v)) = K ‖Λ(v)‖2 for v ∈ W ;
• for every v ∈ V , there exists a net (vi)i∈I in W such that (T(vi, vi))i∈I
converges σ -strongly to T(v,v) and (Λ(vi))i∈I converges to Λ(v).
Then η(T(v,v)) = K ‖Λ(v)‖2 for v ∈ V .
Proof. Choose v ∈ V . By assumption, there exists a net (vi)i∈I in W such
that (T(vi, vi))i∈I converges in the σ -strong topology to T(v,v) and such
that (Λ(vi))i∈I converges to Λ(v).
Because η is normal, we have
η(T(v,v)) ≤ lim inf
i∈I
η(T(vi, vi)) = lim inf
i∈I
K ‖Λ(vi)‖2 = K ‖Λ(v)‖2 .
So, we get
T(v,v) ∈M+η and η(T(v,v)) ≤ K ‖v‖2 for all v ∈ V. (A.1)
By polarization, we get for every v,w ∈ V that T(v,w) belongs to Mη.
This gives us a semi-inner product V × V → C : (v,w) → η(T(v,w)). This
implies that the mapping V → R+ : v → η(T(v,v)) 12 is a semi-norm on V .
Therefore, we get for every v,w ∈ V :
|η(T(v,v)) 12 − η(T(w,w)) 12 | ≤ η(T(v −w,v −w)) 12
≤ K 12 ‖Λ(v)−Λ(w)‖, (A.2)
where we used Equation (A.1) in the last inequality.
Take u ∈ V . By assumption, there exists a net (uj)j∈J in W such that
(Λ(uj))j∈J converges to Λ(u). Then, Inequality (A.2) implies that the net
(η(T(uj,uj)) )j∈J converges to η(T(u,u)). We assumed that η(T(uj,uj))
= K ‖Λ(uj)‖2 for j ∈ J . Consequently, the net (η(T(uj,uj)) )j∈J also con-
verges to K ‖Λ(u)‖2. Therefore, η(T(u,u)) = K ‖Λ(u)‖2. 
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The following result is slightly trivial.
Lemma A.8. Consider Hilbert spaces K and L, a unitary V ∈ B(K⊗L), strictly
positive operators S1 and S2 on K and strictly positive operators T1 and T2
on L such that (ωv,w ⊗ ι)(V)T1 ⊆ T2 (ωS−11 v,S2w ⊗ ι)(V) for v ∈ D(S−11 ) and
w ∈ D(S2). Then V(S1 ⊗ T1) = (S2 ⊗ T2)V .
Proof. Choose p1 ∈ D(S1), q1 ∈ D(T1), p2 ∈ D(S2), q2 ∈ D(T2). Then
〈V(p1 ⊗ q1), S2p2 ⊗ T2q2〉 = 〈(ωp1,S2p2 ⊗ ι)(V)q1, T2q2〉
= 〈(ωS−11 (S1p1),S2p2 ⊗ ι)(V)q1, T2q2〉 .
Therefore, the assumptions of this lemma imply that
〈V(p1 ⊗ q1), S2p2 ⊗ T2q2〉 = 〈T2 (ωS−11 (S1p1),S2p2 ⊗ ι)(V)q1, q2〉
= 〈(ωS1p1,p2 ⊗ ι)(V)T1q1, q2〉
= 〈V(S1p1 ⊗ T1q1), p2 ⊗ q2〉 .
Because D(S2) 	 D(T2) is a core for S2 ⊗ S2, this implies for all p1 ∈ D(S1),
q1 ∈ D(T1) and v ∈ D(S2 ⊗ T2):
〈V (p1 ⊗ q1), (S2 ⊗ T2)v〉 = 〈V (S1p1 ⊗ T1q1), v〉 .
Since S2 ⊗ T2 is self-adjoint, this implies for all p1 ∈ D(S1) and q1 ∈ D(T1)
that V (p1 ⊗q1) ∈ D(S2⊗T2) and (S2⊗T2)(V (p1 ⊗q1) ) = V (S1p1 ⊗T1q1).
Because D(S1)	D(T1) is a core for S1⊗T1 and S2⊗T2 is closed, we conclude
that V (S1⊗T1) ⊆ (S2⊗T2)V . Hence, (S1⊗T1)V∗ ⊆ V∗ (S2⊗T2). By taking he
adjoint of this inclusion, we see that (S2⊗T2)V ⊆ V (S1⊗T1). Consequently,
(S2 ⊗ T2)V = V (S1 ⊗ T1). 
The following result is probably well known, but we could not find it in the
literature.
Proposition A.9. Let θ be an n.s.f. weight on a von Neumann algebra N with
GNS-construction (H,π,Λ). Suppose that
• D is a weakly dense left ideal in N with D ⊂Nθ;
• K is a Hilbert space and Λ0 :D→ K is a linear map such that Λ0(D) is
dense in K;
• π0 is normal representation ofN on K such thatπ0(x)Λ0(y) = Λ0(xy)
for all x ∈ N and y ∈ D;
• V is an isometry from K to H such that VΛ0(x) = Λ(x) for all x ∈ D;
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• Λ0 is σ -strong∗–norm closed.
Then there exists a unique n.s.f. weight µ on N such that Nµ = D and
(K,π0,Λ0) is a GNS-construction for µ. In particular, µ is a restriction of
θ, which means that, for every x ∈M+µ , we have x ∈M+θ and µ(x) = θ(x).
Proof. Because V is an isometry, Λ0 is injective. Define U = Λ0(D∩D∗).
ThenU is a dense subspace of K. We make ofU a ∗-algebra by using Λ0 and
the ∗-algebra structure onD∩D∗. We claim thatU is a left Hilbert algebra.
The only non-trivial point is to prove that the map Λ0(x) → Λ0(x∗), for
x ∈ D ∩D∗, is closable. But, suppose that (xn) is a sequence in D∩D∗
such that Λ0(xn) → 0 and Λ0(x∗n) → ξ ∈ K. Applying V , we get Λ(xn) → 0
and Λ(x∗n) → Vξ. Because θ is an n.s.f. weight, we get that Vξ = 0 and so,
ξ = 0. This gives our claim.
It is clear that the von Neumann algebra generated by the left Hilbert algebra
U is π0(N). BecauseΛ0 is injective, we have thatπ0 is injective. So, the n.s.f.
weight on π0(N), which is canonically associated with U, can be composed
with π0 to obtain an n.s.f. weight µ on N . Let (K,π0,Λ1) be the canonically
associated GNS-construction.
Then, by definition of µ, every x ∈ D∩D∗ will belong toNµ and Λ1(x) =Λ0(x). Let now x ∈ D. Take a net (eα) in D such that eα → 1 in the
σ -strong∗ topology. Then we have e∗αx → x in the σ -strong∗ topology,
e∗αx ∈ D∩D∗ andΛ1(e∗αx) = Λ0(e∗αx) = π0(e∗α)Λ0(x)→ Λ0(x).
Because Λ1 is σ -strong∗–norm closed, we get x ∈Nµ and Λ1(x) = Λ0(x).
Conversely, suppose that x ∈Nµ . By the main theorem of [44], there exists
a net (xα) in D ∩ D∗ such that ‖xα‖ ≤ ‖x‖ for all α, xα → x in the σ -
strong∗ topology and Λ1(xα) → Λ1(x) in norm. But Λ1(xα) = Λ0(xα) for
every α. Because Λ0 is σ -strong∗–norm closed, we get that x ∈ D. This
concludes our proof. 
The following lemma is obvious, but we include it for completeness. It is
used in Chapter 3.
Lemma A.10. Let K be a Hilbert space, P a projection in B(K), (Wq)q>0 a
family of unitaries on K and V a unitary on PK. If PWqP → V weakly in
B(PK) when q → 0, then PWqP → V in the σ -strong∗ topology in B(PK)
when q → 0.
Proof. Let ξ ∈ PK. Then
‖(PWqP − V)ξ‖2 = ‖PWqPξ‖2 + ‖Vξ‖2 − 2Re〈PWqPξ,Vξ〉
≤ 2‖ξ‖2 − 2Re〈PWqPξ,Vξ〉 → 2‖ξ‖2 − 2Re‖Vξ‖2 = 0 .
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Hence, PWqP → V strongly. Because also PW∗q P → V∗ weakly, we can apply
the previous part of the proof to get that PW∗q P → V∗ strongly. Because
(PWqP) is bounded, we get that PWqP → V in the σ -strong∗ topology. 
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I Notation 1.4.2
I Notation 1.11.3
IH Proposition 1.13.9
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(H,π, Λˆ)
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∇ˆ Modular operator of ϕˆ in the GNS-construction (H,π, Λˆ)
∇ˆ Modular operator of ψˆ in the GNS-construction (H,π, Γˆ)
N Notation 1.4.2
ω˜ See right before Proposition 4.1.4
ψ Right invariant weight on (A,∆); from Section 1.8 onwards, ψ =
ϕR
ψ˜ W∗-lift of ψ in the GNS-construction (H,π,Λ) of ϕ, Notation
1.4.10
P Definition 1.8.2
R, R˜ Unitary antipode of (A,∆) and (A˜, ∆˜), Proposition 1.4.17, Termi-
nology 1.6.19
Rˆ Unitary antipode of (Aˆ, ∆ˆ), Propositions 1.11.16 and 1.11.24
S, S˜ Antipode of (A,∆) and (A˜, ∆˜), Definition 1.4.19, Terminology
1.6.19
Sˆ Antipode of (Aˆ, ∆ˆ), Notation 1.11.20
(σt) Modular automorphism group of the weight ϕ
(σ˜t) Modular automorphism group of the W∗-lift ϕ˜
(σˆt) Modular automorphism group of the weight ϕˆ, Proposition
1.11.8, Theorem 1.11.13
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I Page 130
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1.14.9
M αLN Crossed product, Defintion 2.4.1
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∇ Modular operator of the weight ϕ in the GNS-construction
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∇ˆ Modular operator of the weight ϕˆ in the GNS-construction
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∇ Modular operator of the weight ψ in the GNS-construction
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P Page 128
R Unitary antipode of (M,∆), page 128
Rˆ Unitary antipode of (Mˆ, ∆ˆ), page 130
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S Antipode of (M,∆), page 128
Sˆ Antipode of (Mˆ, ∆ˆ), page 130
(σt) Modular automorphism group of the weight ϕ
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2.5.5
Tα Proposition 2.3.3
T˜ Definition 2.5.5
θ˜ Dual weight, Definition 2.5.4, Proposition 2.5.10 and Definition
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(τ,U,V ) Cocycle matching, Definition 3.4.1
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U,Uα Unitary implementation of a (cocycle) action α, Definitions 2.5.6
and 3.3.18
U Cocycle, Definitions 3.3.1 and 3.4.1
V Cocycle, Definition 3.4.1
V Page 125
Vˆ Page 130
W Theorem 1.14.2
Wˆ Page 130
W˜ Notation 3.3.2
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cocycle action, 218
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cocycle crossed product, 220
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compact quantum group, 218
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convolution unitary, 234
core, 15
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δ−1-invariant weight, 172
densely defined weight, 311
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discrete quantum group, 218
dual action, 171, 220
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quantum group, 130
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extension of l.c. quantum groups,
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group C∗-algebra, 18
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group, 23
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216
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Inleiding
Kwantumgroepen werden voor het eerst bestudeerd in de jaren zestig toen
G.I. Kac [50, 51] e´e´n theorie trachtte te ontwikkelen voor de studie van zowel
groepen als hun duale structuren. Later ontdekte de school van Leningrad
kwantumgroepen in een gans andere context en zij construeerden kwan-
tisaties van Lie-algebra’s. Dit gaf hun voorbeelden van Hopfalgebra’s, een
algebra¨ısche theorie van kwantumgroepen. Maar algebra alleen is niet vol-
doende om alle facetten van een kwantumgroep te beschrijven, en het eerste
topologisch kader voor de studie van kwantumgroepen was de theorie van
Kacalgebra’s, die echter niet algemeen genoeg is om de bovenstaande ge-
kwantiseerde Lie-algebra’s of alle compacte kwantumgroepen te omvatten.
Samen met J. Kustermans [62, 63, 64, 65] en ge¨ınspireerd door het werk
van verscheidene wiskundigen (in het bijzonder G.I. Kac & L. Vainerman
[122, 123], M. Enock & J.-M. Schwartz [32, 33, 34], S.L. Woronowicz [137,
138, 142], S. Baaj & G. Skandalis [8, 9, 101], T. Masuda & Y. Nakagami
[76] en A. Van Daele [126]), hebben we een definitie van lokaal compacte
kwantumgroepen gegeven waarin alle Kacalgebra’s en compacte kwantum-
groepen passen. Hieraan, en aan de algemene studie van lokaal compacte
kwantumgroepen, wijden we het eerste hoofdstuk. De belangrijkste onder-
werpen zijn de constructie van de antipode (de gekwantiseerde inverse in
een groep), het bewijs van de uniciteit van de Haarmaat, de constructie van
de duale lokaal compacte kwantumgroep en de constructie van het modu-
laire element (de gekwantiseerdemodulaire functie van een lokaal compacte
groep).
Gewone groepen worden vaak gedefinieerd door middel van hun actie op
een ruimte, denken we bijvoorbeeld aan de groep van affiene transforma-
ties van het vlak. Dus is het voor de hand liggend om kwantumgroepen
te laten werken op kwantumruimten. Dit is het onderwerp van het tweede
hoofdstuk dat een bijna letterlijke weergave van [116] is. We bestuderen de
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natuurlijke implementatie van zo een actie en bekomen aldus een gekwan-
tiseerde versie van het werk van U. Haagerup over de implementatie van
de actie van een groep [41]. We besteden ook aandacht aan de belangrijke
resultaten van M. Enock en R. Nest [35, 36], die bewezen dat kwantumsym-
metriegroepen op een natuurlijke wijze opduiken in de studie van deelfac-
toren. De technieken die we in dit hoofdstuk ontwikkelen, in het bijzonder
de constructie van het duale gewicht en de natuurlijke implementatie van
een actie, zijn nuttig in toepassingen en hiervoor verwijzen we naar het
recente werk van J. Kustermans [58] en naar Hoofdstuk 3.
Reeds in de jaren zestig ontwikkelde G.I. Kac [52] een methode om op sys-
tematische wijze voorbeelden van eindige kwantumgroepen te construeren.
Samen met L. Vainerman [115] hebben we aangetoond dat de constructie
van het cocykel-bigekruiste product van G.I. Kac nog steeds mogelijk is in
ons topologisch kader, en op die manier bekomen we nieuwe voorbeelden
van lokaal compacte kwantumgroepen. We ontwikkelen ook een algemene
theorie van uitbreidingen van kwantumgroepen en we bewijzen een bijec-
tief verband tussen zogenaamde cleft-uitbreidingen en cocykel-bigekruiste
producten. Dit wordt behandeld in het derde hoofdstuk en onze resulta-
ten geven een topologische versie van het algebra¨ısche werk van S. Majid
[71, 72, 73, 74]. We willen ook nog de belangrijke bijdrage van S. Baaj en
G. Skandalis [8, 9, 101] tot de constructie van het bigekruiste product ver-
melden.
In het laatste hoofdstuk van deze thesis hebben we de nodige resultaten
over gewichtentheorie (niet-commutatieve integratietheorie) verzameld. Dit
hoofdstuk dient voornamelijk als technische referentie voor de rest van de
thesis.
N.1 Lokaal compacte kwantumgroepen
N.1.1 Definities en notaties
We leggen enkele conventies vast die we in de samenvatting van Hoofd-
stuk 1 gebruiken.
Veronderstel dat A een C∗-algebra is. De Banachruimte van norm-continue
functionalen op A noteren we als A∗ en de vermenigvuldigersalgebra van A
noteren we als M(A). Als we niet expliciet het tegendeel beweren, bedoelen
we met ⊗ altijd het minimaal C∗-algebra¨ısch tensorproduct, of het tensor-
product van twee Hilbertruimten. We noteren de identieke afbeelding als
ι. Als X een deelverzameling is van een Banachruimte Y , noteren we als
〈X〉 de lineaire ruimte voortgebracht door X, en als [X] de gesloten line-
aire ruimte voortgebracht door X. Als H een Hilbertruimte is, noteren we
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als B(H) de von Neumannalgebra van begrensde operatoren op H , en als
B(H)∗ zijn preduale, de Banachruimte van normale functionalen op B(H).
Verder maken we ook gebruik van de nummering van beentjes van zodra
we in een tensorproduct werken. We geven een voorbeeld. Als H een Hil-
bertruimte is en X ∈ B(H ⊗ H), dan definie¨ren we operatoren X12, X13 en
X23 in B(H⊗H⊗H) door X12 = X⊗1, enzovoort. We doen hetzelfde in een
tensorproduct van C∗-algebra’s, maar het principe is zo duidelijk. De flip-
afbeelding op een tensorproduct van Hilbertruimten noteren we als Σ, en
op een tensorproduct van C∗-algebra’s als σ . Als (ρt) een norm-continue
e´e´nparametergroep van automorfismen van A is, is er een natuurlijke ma-
nier om voor alle z ∈ C de analytische uitbreiding ρz te definie¨ren, als een
dicht gedefinieerde afbeelding van A naar A.
We maken veelvuldig gebruik van de theorie van gewichten op C∗-algebra’s.
We herinneren eraan dat weϕ een gewicht noemen op een C∗-algebra A als
ϕ : A+ → [0,+∞] een afbeelding is die voldoet aan
• ϕ(x + y) =ϕ(x)+ϕ(y) voor alle x,y ∈ A+ ,
• ϕ(rx) = r ϕ(x) voor alle x ∈ A+, r ∈ R+ .
Veronderstel dat ϕ een gewicht is op een C∗-algebra A. Dan definie¨ren we
M+ϕ = {x ∈ A+ |ϕ(x) < ∞} en Nϕ = {x ∈ A | ϕ(x∗x) <∞} .
We noemen ϕ een eigenlijk gewicht als ϕ niet identiek nul is, Nϕ dicht
is in A en ϕ beneden-semicontinu is als functie van A+ naar [0,+∞]. We
noemen ϕ trouw als voor alle a ∈ A+ met ϕ(a) = 0 geldt dat a = 0.
We noemen (H,π,Λ) een GNS-constructie voor een gewicht ϕ op een C∗-
algebra A als H een Hilbertruimte is, π een representatie van A op H is,Λ : Nϕ → H een lineaire afbeelding met een dicht bereik is, zodanig
dat Λ(xa) = π(x)Λ(a) voor alle x ∈ A,a ∈ Nϕ, en als 〈Λ(x),Λ(y)〉 =
ϕ(y∗x) voor alle x,y ∈Nϕ. Een dergelijke GNS-constructie bestaat altijd,
en is uniek op een unitaire transformatie na. We merken op dat de letters
GNS verwijzen naar de wiskundigen Gelfan’d, Naimark en Segal.
Veronderstel dat ϕ een eigenlijk gewicht op een C∗-algebra A is, met GNS-
constructie (H,π,Λ). Dan is er een natuurlijke manier om ϕ uit te brei-
den tot een gewicht ϕ˜ op de von Neumannalgebra π(A)′′, zodanig dat
ϕ˜π = ϕ. We noemen ϕ een bijna-KMS-gewicht als ϕ˜ trouw is. We noe-
men ϕ een KMS-gewicht als er een norm-continue e´e´nparametergroep (σt)
van automorfismen van A bestaat zodat ϕ(x∗x) = ϕ(σ i
2
(x)σ i
2
(x)∗) voor
alle x ∈ Nϕ die behoren tot het domein van σ i
2
. Als ϕ trouw is, is een
dergelijke e´e´nparametergroep uniek bepaald, en noemen we ze de modu-
laire groep van ϕ. We merken nog op dat elk KMS-gewicht bijna-KMS is. De
letters KMS verwijzen naar de wiskundigen Kubo, Martin en Schwinger.
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Veronderstel nog steeds datϕ een eigenlijk gewicht op een C∗-algebra A is.
Dan is het mogelijk om de afbeelding ι ⊗ϕ op een dicht deel van A⊗ A te
definie¨ren; zie Sectie 4.6, Definition 4.6.1 – Lemma 4.6.5. In het bijzonder
geldt dat (ι⊗ϕ)(a⊗b) = aϕ(b), maar we zullen ι⊗ϕ op meer elementen
kunnen toepassen. Verder beschikken we over het tensorproduct-gewicht
ϕ ⊗ ϕ, en als (H,π,Λ) een GNS-constructie is voor ϕ, heeft het gewicht
ϕ ⊗ ϕ een natuurlijke GNS-constructie (H ⊗ H,π ⊗ π,Λ ⊗ Λ); zie Sec-
tie 4.9. Opnieuw geldt in het bijzonder dat (ϕ⊗ϕ)(a⊗ b) = ϕ(a)ϕ(b) en
(Λ ⊗ Λ)(a ⊗ b) = Λ(a) ⊗ Λ(b), maar het is veel subtieler om ϕ ⊗ ϕ enΛ⊗Λ werkelijk als gewicht en GNS-afbeelding te construeren.
N.1.2 Op weg naar de definitie
Een eerste motivatie voor de studie van kwantumgroepen in een topologisch
kader is het probleem om de duale structuur van een niet-Abelse groep te
beschrijven. Als G een Abelse lokaal compacte groep is, kunnen we de duale
groep Gˆ definie¨ren als
Gˆ = {χ | χ is een continu karakter van G} .
We merken op dat men χ een karakter van G noemt, als χ een multiplica-
tieve afbeelding van G naar de eenheidscirkel in C is. Als vermenigvuldiging
in de groep Gˆ nemen we gewoon de puntsgewijze vermenigvuldiging van
karakters.
De bidualiteitsstelling van Pontryagin zegt dat de biduale groep Gˆ ˆ iso-
morf is met G. Nu duikt een natuurlijke vraag op: hoe definie¨ren we Gˆ als
G niet langer Abels is? De bovenstaande definitie is alleszins geen goede
suggestie, omdat dan Gˆ altijd Abels is en een bidualiteitsstelling dus niet
meer zou kunnen gelden. Het blijkt dat men de duale van een niet-Abelse
groep niet meer kan definie¨ren als groep, maar wel als kwantumgroep. Een
belangrijke motivatie voor de studie van kwantumgroepen in een topolo-
gisch kader is dan ook de zoektocht naar e´e´n categorie met dualiteit waarin
alle lokaal compacte groepen passen. Een dergelijke categorie werd voor
het eerst gedefinieerd door G.I. Kac & L. Vainerman [122, 123], en M. Enock
& J.-M. Schwartz [32, 33, 34], en het object van hun studie wordt vandaag
de dag een Kacalgebra genoemd.
We zullen niet uitleggen wat een Kacalgebra precies is, maar we proberen
een idee te geven hoe we zo een zelf-duale categorie die alle lokaal com-
pacte groepen bevat, kunnen beschrijven. Zij G een lokaal compacte groep.
Beschouw de C∗-algebra C0(G) van alle continue functies op G die naar nul
gaan op oneindig. Dan definie¨ren we
∆ : C0(G)→ Cb(G×G) : (∆(f ))(r , s) = f (rs) voor alle r , s ∈ G .
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We gebruiken de notatie Cb(G × G) voor de C∗-algebra van continue, be-
grensde functies op G ×G. We kunnen Cb(G ×G) identificeren met de ver-
menigvuldigersalgebra M(C0(G)⊗C0(G)) van C0(G)⊗C0(G) en dan kunnen
we de associativiteit van de groepsbewerking schrijven als
(∆⊗ ι)∆ = (ι⊗∆)∆ .
De basisidee om kwantumgroepen in een topologisch kader te definie¨ren,
bestaat erin om de commutatieve C∗-algebra C0(G) te vervangen door een
willekeurige C∗-algebra. Dit brengt ons tot de volgende definitie.
Definitie N.1.1. Veronderstel dat A een C∗-algebra is en ∆ : A → M(A⊗ A)
een niet-gedegenereerd ∗-homomorfisme dat voldoet aan
(∆⊗ ι)∆ = (ι⊗∆)∆ . (N.1.1)
Dan noemen we het paar (A,∆) een C∗-bialgebra. We noemen ∆ een cover-
menigvuldiging op A en we verwijzen naar Vergelijking (N.1.1) als de coas-
sociativiteit van ∆.
Merk op dat ∆ zijn beeld in M(A ⊗ A) heeft en dat ι ⊗ ∆ en ∆ ⊗ ι a priori
alleen op A ⊗ A gedefinieerd zijn. Omdat ∆ niet-gedegenereerd is, kunnen
we ι⊗∆ en ∆⊗ ι echter uitbreiden tot M(A⊗A).
Het is erg natuurlijk om ∆ waarden te laten aannemen in M(A⊗A), eerder
dan in A⊗A: als G een niet-compacte groep is en (∆(f ))(r , s) = f (rs), dan
zal ∆(f ) in het algemeen niet naar nul gaan op oneindig.
Het blijkt nu dat er een natuurlijke manier is om de duale structuur van
een lokaal compacte groep G opnieuw te beschrijven door middel van een
C∗-bialgebra. We kunnen immers een C∗-algebra C∗r (G) definie¨ren, zodanig
dat voor alle s ∈ G unitaire elementen λs ∈ M(C∗r (G)) gedefinieerd zijn, die
samen in zekere zin C∗r (G) voortbrengen en voldoen aan λs λt = λst voor
alle s, t ∈ G. Als G niet Abels is, stellen we vast dat de C∗-algebra C∗r (G)
niet commutatief is. We noemen C∗r (G) de gereduceerde C∗-groepsalgebra
van G. Het is ook mogelijk om een covermenigvuldiging ∆ˆ op C∗r (G) te de-
finie¨ren zodanig dat ∆ˆ(λs) = λs ⊗λs voor alle s ∈ G. Men kan dan bewijzen
dat (C∗r (G), ∆ˆ) een C∗-bialgebra is. Waarom is dit de goede kandidaat als
duale structuur van G? Als G Abels is, zal het niet moeilijk zijn om, door
middel van Fouriertransformatie, aan te tonen dat C∗r (G) en C0(Gˆ) isomorf
zijn, en dat de covermenigvuldigingen op beide C∗-algebra’s worden geres-
pecteerd door dit isomorfisme. Dit verklaart waarom (C∗r (G), ∆ˆ) inderdaad
de goede duale structuur van G is.
Nu zou men de indruk kunnen krijgen dat de gezochte zelf-duale catego-
rie die alle lokaal compacte groepen bevat, precies de categorie van C∗-
bialgebra’s is. Enige reflectie zal echter duidelijk maken dat we in feite al-
leen de associatieve bewerking hebben gekwantiseerd. Een C∗-bialgebra is
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dan ook eerder een lokaal compacte kwantumsemigroep. We hebben welis-
waar aangetoond dat zowel een groep en als zijn duale kunnen beschreven
worden als C∗-bialgebra’s, maar in het algemeen is het niet mogelijk om de
duale van een C∗-bialgebra opnieuw als C∗-bialgebra te construeren. Het
probleem is dus om aan de axioma’s die C∗-bialgebra’s definie¨ren, extra
axioma’s toe te voegen, om aldus lokaal compacte kwantumgroepen te de-
finie¨ren.
Tot nu toe hebben we de dualiteit van groepen als motivatie voor een to-
pologische theorie van kwantumgroepen gebruikt, maar dit is zeker niet de
belangrijkste motivatie. Het biedt eerder een goede kans om de taal van
lokaal compacte kwantumgroepen — dit is de taal van C∗-algebra’s met
covermenigvuldiging — in te voeren. De belangrijkste motivatie voor ons
werk is de theorie van Hopfalgebra’s. De theorie van Hopfalgebra’s is lou-
ter algebra¨ısch en biedt een goed inzicht in de algebra¨ısche aspecten van
kwantumgroepentheorie. Laten we de definitie van een Hopfalgebra ver-
melden. In deze definitie bedoelen we met ⊗ voor een keer het algebra¨ısch
tensorproduct.
Definitie N.1.2. We noemen een paar (A,∆) een Hopfalgebra (over het veld
C), wanneer A een algebra over C met eenheid is, en wanneer
∆ : A→ A⊗A
een unitaal homomorfisme is dat voldoet aan de coassociativiteit: (∆⊗ι)∆ =
(ι ⊗∆)∆, zodanig dat lineaire afbeeldingen S : A → A en ε : A → C bestaan
die voldoen aan
(ε ⊗ ι)∆(x) = x = (ι⊗ ε)∆(x) ,
m(S ⊗ ι)∆(x) = ε(x)1 =m(ι⊗ S)∆(x) ,
waarbij we met m : A ⊗ A → A de vermenigvuldigingsafbeelding noteren,
gedefinieerd door m(a⊗ b) = ab voor alle a,b ∈ A.
Wanneer deze lineaire afbeeldingen S en ε bestaan, zijn ze uniek en we
noemen ze de antipode en co-eenheid van (A,∆). Het is niet moeilijk om
in te zien dat we de antipode moeten beschouwen als de gekwantiseerde
inverse en de co-eenheid als de gekwantiseerde eenheid. Als immers G
een eindige groep is, kunnen we de algebra A van C-waardige functies op G
beschouwen en hierop de covermenigvuldiging ∆ definie¨ren met de formule
(∆(f ))(r , s) = f (rs) voor alle f ∈ A, r , s ∈ G .
Als we nu S en ε definie¨ren met de formules
(S(f ))(r) = f (r−1) en ε(f ) = f (e) voor alle f ∈ A, r ∈ G ,
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dan is (A,∆) een Hopfalgebra.
Een evidente suggestie om lokaal compacte kwantumgroepen te definie¨ren,
bestaat er dan ook in om het bestaan van een antipode en co-eenheid op een
C∗-bialgebra te eisen. Verschillende wiskundigen hebben dit gedurende een
lange tijd geprobeerd, maar dit is niet gelukt, omwille van vele redenen. Uit
voorbeelden blijkt dat de antipode S een onbegrensde afbeelding kan zijn,
die niet overal gedefinieerd is. Hetzelfde geldt voor de co-eenheid ε. Het is
dus niet duidelijk hoe we de tensorproducten S⊗ι of ε⊗ι kunnen definie¨ren.
Verder is de vermenigvuldigingsafbeelding, die goed gedefinieerd is op het
algebra¨ısch tensorproduct A	A, vaak niet continu, zodat we die afbeelding
niet kunnen uitbreiden tot gans het C∗-tensorproduct A⊗A. Alles bij elkaar
is het dus verre van evident hoe we een topologische versie van de definitie
van een Hopfalgebra kunnen geven.
We zullen dus alternatieve axioma’s moeten zoeken om lokaal compacte
kwantumgroepen te karakteriseren tussen de C∗-bialgebra’s. Onze strategie
zal er in bestaan om het bestaan van antipode en co-eenheid te vervangen
door het bestaan van een linkse en een rechtse Haarmaat. Deze definitie
hebben we in samenwerking met J. Kustermans ontdekt.
We beginnen dan ook met te definie¨ren wat we verstaan onder een linkse en
een rechtse Haarmaat op een C∗-bialgebra.
Definitie N.1.3. Veronderstel dat (A,∆) een C∗-bialgebra is en dat ϕ een
eigenlijk gewicht op A is.
• We noemen ϕ links-invariant als ϕ((ω ⊗ ι)∆(a)) = ω(1)ϕ(a) voor
alle a ∈M+ϕ en ω ∈ A∗+.
• We noemen ϕ rechts-invariant als ϕ((ι⊗ω)∆(a)) =ω(1)ϕ(a) voor
alle a ∈M+ϕ en ω ∈ A∗+.
Met behulp van deze definitie van linkse en rechtse invariantie, kunnen we
dan de belangrijkste definitie van deze thesis formuleren.
Definitie N.1.4. Beschouw een C∗-algebra A en een niet-gedegenereerd ∗-
homomorfisme ∆ : A → M(A⊗A), zodanig dat
• (∆⊗ ι)∆ = (ι⊗∆)∆ ,
• A = [ (ω⊗ ι)∆(a) |ω ∈ A∗, a ∈ A] = [ (ι⊗ω)∆(a) |ω ∈ A∗, a ∈ A].
Veronderstel daarenboven dat er eigenlijke gewichten ϕ en ψ op A bestaan
zodat
• ϕ een links-invariant, trouw, bijna-KMS-gewicht is,
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• ψ een rechts-invariant, bijna-KMS-gewicht is.
Dan noemen we het paar (A,∆) een gereduceerde C∗-algebra¨ısche kwan-
tumgroep.
Merk op dat we de wat vreemde terminologie gereduceerde C∗-algebra¨ısche
kwantumgroep gebruiken in plaats van de meer tot de verbeelding spre-
kende terminologie lokaal compacte kwantumgroep. De reden hiervoor is
dat dezelfde lokaal compacte kwantumgroep verschillende verschijnings-
vormen heeft. Dit kunnen we uitleggen aan de hand van de duale struc-
tuur van een groep. Als G een lokaal compacte groep is, beschikken we
enerzijds over de gereduceerde C∗-groepsalgebra C∗r (G). Anderzijds be-
schikken we ook over de universele C∗-groepsalgebra C∗(G) en de von
Neumann-groepsalgebra L(G). Deze twee laatste operatorenalgebra’s zijn
eveneens verschijningsvormen van dezelfde kwantumgroep en we gebrui-
ken hiervoor de termen universele C∗-algebra¨ısche kwantumgroep [57] en
von Neumannalgebra¨ısche kwantumgroep; zie Definition 1.14.1 in Hoofd-
stuk 1 en Definitie N.1.23 in deze samenvatting.
In wat volgt zullen we systematisch de theorie van gereduceerde C∗-alge-
bra¨ısche kwantumgroepen opbouwen.
N.1.3 De multiplicatieve unitaire
Het is niet zo moeilijk om te motiveren waarom we proberen om een mul-
tiplicatieve unitaire te construeren. Veronderstel immers dat G een lokaal
compacte groep is. Fixeer hierop een linkse Haarmaat en beschouw de Hil-
bertruimte L2(G×G). Hierop definie¨ren we de unitaire operator W gegeven
door
(Wξ)(r , s) = ξ(r , r−1s) voor alle ξ ∈ L2(G ×G), r , s ∈ G .
Het is dan niet zo moeilijk om na te gaan dat
C0(G) = [(ι⊗ω)(W) |ω ∈ B(L2(G))∗] ,
waarbij we C0(G) laten werken op L2(G) als vermenigvuldigingsoperatoren.
Anderzijds kan men nagaan dat
C∗r (G) = [(ω⊗ ι)(W) |ω ∈ B(L2(G))∗] .
Het is dus duidelijk dat een unitaire zoals W erg nuttig is in de dualiteits-
theorie van kwantumgroepen.
Nog steeds in de situatie van hierboven, kunnen we een links-invariant ge-
wicht ϕ op (C0(G),∆) definie¨ren met de formule
ϕ(f) =
∫
f (r) dr .
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We kunnen een concrete GNS-constructie voor dit gewicht ϕ bekomen door
C0(G) te representeren op L2(G) als vermenigvuldigingsoperatoren en door
de ruimteNϕ = C0(G)∩L2(G) in L2(G) af te beeldenmet de GNS-afbeeldingΛ. Met behulp van Λ kunnen we dan W schrijven als
W∗(Λ(f )⊗Λ(g)) = (Λ⊗Λ)(∆(g)(f ⊗ 1)) .
Dit levert ons een goede inspiratie hoe we te werk moeten gaan in het alge-
meen geval.
Veronderstel dat (A,∆) een gereduceerde C∗-algebra¨ısche kwantumgroep
is. Kies hierop een trouw, links-invariant, bijna-KMS-gewicht ϕ met GNS-
constructie (H,π,Λ). Dan is het mogelijk om een zogenaamde multiplica-
tieve unitaire te definie¨ren.
Stelling N.1.5. Er bestaat een unitaire operator W ∈ B(H ⊗H) zodat
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) voor alle a,b ∈Nϕ .
Deze unitaire W is multiplicatief, d.w.z. dat hij voldoet aan de pentagonver-
gelijking
W12W13W23 = W23W12 .
We noemen W de multiplicatieve unitaire van (A,∆), gegeven het gewicht ϕ
met GNS-constructie (H,π,Λ).
Het bewijs van deze stelling is behoorlijk ingewikkeld. Het is niet zo moei-
lijk om in te zien dat we met bovenstaande formule een isometrie W∗ kun-
nen definie¨ren. Het is echter helemaal niet evident om aan te tonen dat W∗
surjectief is. We zullen dit doen door met concrete formules elementen in
het beeld van W∗ te construeren.
Een belangrijke eigenschap van deze unitaire W , die het verband geeft met
de motivatie voor de definitie van W hierboven, is de volgende.
Propositie N.1.6. De volgende formule geldt:
π(A) = [(ι⊗ω)(W) |ω ∈ B(H)∗] .
N.1.4 De antipode
We willen nu de antipode van een gereduceerde C∗-algebra¨ısche kwantum-
groep construeren, als kwantumversie van de inverse in een groep, en als
topologische versie van de antipode van een Hopfalgebra.
Veronderstel dat G een lokaal compacte groep is. We willen dan de antipode
S definie¨ren zodanig dat (S(f ))(r) = f (r−1). Omdat we uiteindelijk enige
386 Nederlandse samenvatting
inspiratie willen krijgen hoe we te werk moeten gaan in het kwantumgeval,
proberen we deze antipode S te schrijven met behulp van de covermenig-
vuldiging ∆ en het rechts-invariante gewicht ψ, gegeven door
ψ(f) =
∫
f (r−1) dr .
Beschouw de volgende berekening:(
S(ψ⊗ ι)((f ⊗ 1)∆(g)))(r) = (ψ⊗ ι)((f ⊗ 1)∆(g))(r−1)
=
∫ (
(f ⊗ 1)∆(g))(s−1, r−1) ds
=
∫
f (s−1) g(s−1r−1) ds
=
∫
f (s−1r) g(s−1) ds
= (ψ⊗ ι)(∆(f )(g ⊗ 1))(r) .
Deze berekening geeft al enige motivatie voor de volgende formule:
S
(
(ψ⊗ ι)((a⊗ 1)∆(b))) = (ψ⊗ ι)(∆(a)(b ⊗ 1)) .
We zullen deze formule gebruiken als uitgangspunt om de antipode van een
willekeurige gereduceerde C∗-algebra¨ısche kwantumgroep te definie¨ren. We
kunnen deze formule ook op een informele manier verifie¨ren in het geval
van een Hopfalgebra met rechts-invariante functionaal ψ. Gebruik makend
van de Sweedlernotatie, krijgen we
S
(
(ψ⊗ ι)((a⊗ 1)∆(b))) =∑ψ(ab(1)) S(b(2))
=
∑
ψ(a(1)b(1)) a(2)b(2) S(b(3))
=
∑
ψ(a(1)b(1)) a(2) ε(b(2))
=
∑
ψ(a(1)b) a(2)
= (ψ⊗ ι)(∆(a)(b ⊗ 1)) .
Fixeer nu een gereduceerde C∗-algebra¨ısche kwantumgroep (A,∆), met een
trouw, links-invariant, bijna-KMS-gewicht ϕ met GNS-constructie (H,π,Λ).
Fixeer ook een rechts-invariant, bijna-KMS-gewicht ψ op (A,∆). We zullen
de antipode S eerst definie¨ren op het niveau van de Hilbertruimte H . Dit
wil zeggen dat we een onbegrensde operator G willen definie¨ren zodat op
informele wijze geldt dat
GΛ(x) = Λ(S(x∗)) . (N.1.2)
Vanzelfsprekend beschikken we nog niet over de antipode S om op die ma-
nier G te definie¨ren. We kunnen echter wel de volgende propositie bewijzen.
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Propositie N.1.7. Er bestaat een gesloten, dicht gedefinieerde, anti-lineaire
operator G op H zodanig dat de ruimte
〈Λ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) | x,y ∈N∗ϕNψ〉
een essentieel domein voor G is, en zodanig dat
GΛ((ψ⊗ ι)(∆(x∗)(y ⊗ 1))) = Λ((ψ⊗ ι)(∆(y∗)(x ⊗ 1)))
voor alle x,y ∈N∗ϕNψ.
Ge¨ınspireerd door de motiverende en informele Vergelijking (N.1.2), zouden
we de antipode S willen definie¨ren zodat π(S(x)) = Gπ(x)∗G−1. Om de
zaken wiskundig correct te maken, zullen we S definie¨ren door middel van
zijn polaire decompositie S = Rτ− i2 , waarbij R een anti-automorfisme van
A is en (τt) een norm-continue e´e´nparametergroep van automorfismen van
A. Om R en (τt) te kunnen definie¨ren, introduceren we de polaire decom-
positie van de operator G.
Notatie N.1.8. 1. We definie¨ren N = G∗G. Dan is N een strikt positieve
operator op H .
2. We definie¨ren I zodanig dat G = IN 12 . Dan is I een anti-unitaire opera-
tor op H .
Met het nodige werk slagen we er dan in om de volgende eigenschap te
bewijzen.
Propositie N.1.9. • Er bestaat een unieke norm-continue e´e´nparameter-
groep (τt) van automorfismen van A zodat π(τt(x)) = N−itπ(x)Nit
voor alle t ∈ R en x ∈ A.
• Er bestaat een uniek anti-automorfisme R van A zodat π(R(x)) =
Iπ(x)∗I voor alle x ∈ A.
Van zodra we beschikken over (τt) en R, kunnen we de antipode S de-
finie¨ren.
Definitie N.1.10. De antipode S is gedefinieerd als S = Rτ− i2 . Dan is S
een dicht gedefinieerde afbeelding van A naar A. Het domein van S is een
deelalgebra van A en S is een anti-homomorfisme.
Tot zover lijkt het erop dat de antipode S afhangt van de keuze van de
gewichten ϕ en ψ in het begin van het verhaal. Dit is echter niet het geval.
Om dit te bewijzen, tonen we eerst de volgende cruciale stelling aan.
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Stelling N.1.11. Als η een links- of rechts-invariant en bijna-KMS-gewicht op
(A,∆) is, dan is η een trouw KMS-gewicht.
In het bijzonder weten we dat ϕ en ψ trouwe KMS-gewichten zijn, en we
noteren hun modulaire groepen als (σt) en (σ ′t ).
De volgende relaties zijn cruciaal in de ontwikkeling van de theorie.
Propositie N.1.12. De volgende formules gelden:
∆R = σ(R ⊗ R)∆ , (N.1.3)
(σ ′t ⊗ τ−t)∆ = ∆σ ′t ,
(τt ⊗ σt)∆ = ∆σt .
Verder zal voor alle a,b ∈Nψ gelden dat
S
(
(ψ⊗ ι)((a∗ ⊗ 1)∆(b))) = (ψ⊗ ι)(∆(a∗)(b ⊗ 1)) (N.1.4)
en deze elementen vormen een essentieel domein voor S. Voor alle a,b ∈Nϕ
geldt
S
(
(ι⊗ϕ)(∆(a∗)(1⊗ b))) = (ι⊗ϕ)((1⊗ a∗)∆(b)) (N.1.5)
en ook deze elementen vormen een essentieel domein voor S.
We stellen dus vast dat de formule die we eerder gaven als motivatie voor
de constructie van de antipode, nu in een precieze zin geldig is.
Vergelijkingen (N.1.4) en (N.1.5) worden in de theorie van Kacalgebra’s de
sterke rechtse invariantie en de sterke linkse invariantie genoemd. In die
theorie is de sterke linkse invariantie e´e´n van de axioma’s. Het is een be-
langrijk voordeel van de theorie van gereduceerde C∗-algebra¨ısche kwan-
tumgroepen dat we, zoals we verderop zullen zien, de antipode volledig
kunnen karakteriseren door middel van de covermenigvuldiging, en dat we
niet moeten verwijzen naar de relaties tussen de antipode en de invariante
gewichten.
Van zodra we beschikken over Propositie N.1.12, kunnen we gemakkelijk
inzien dat (τt), R en S niet afhangen van de keuze van ϕ en ψ. We kunnen
dan ook de volgende terminologie invoeren.
Terminologie N.1.13. • We noemen S de antipode van (A,∆).
• We noemen (τt) de schaalgroep van (A,∆).
• We noemen R de unitaire antipode van (A,∆).
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Zoals we al zeiden, is het ook mogelijk om een karakterisatie van de an-
tipode te geven die alleen verwijst naar de covermenigvuldiging ∆. Deze
karakterisatie werd gebruikt om de antipode te definie¨ren in het kader van
de Hopf-C∗-algebra’s [119, 120] die we in samenwerking met A. Van Daele
ontwikkelden. We vermelden de volgende stelling en geven meer uitleg na
de formulering van de stelling.
Stelling N.1.14. Veronderstel dat a,b ∈ A, zodanig dat een verzameling I
bestaat en elementen p ∈ MRI(A) en q ∈ MCI(A) die voldoen aan
a⊗ 1 =
∑
i∈I
∆(pi)(1⊗ qi) en b ⊗ 1 =∑
i∈I
(1⊗ pi)∆(qi) .
Dan behoort a tot het domein van S en S(a) = b. Daarenboven vormen
dergelijke elementen a een essentieel domein voor S.
Allereerst moeten we uitleggen wat we bedoelen met de notaties MRI(A) en
MCI(A). We zeggen dat p ∈ MRI(A) als voor alle i ∈ I, pi ∈ M(A) en
∑
pip∗i
strikt convergent is in M(A). We kunnen dus p beschouwen als een zich
goed gedragende oneindige rij van elementen uit M(A). Analoog behoort q
tot MCI(A) als q een zich goed gedragende kolom van elementen uit M(A)
is. Hieruit volgt dat voor p ∈ MRI(A) en q ∈ MCI(A) de som
∑
piqi strikt
convergent is in M(A), en dit komt in feite neer op het vermenigvuldigen van
oneindige matrices. Daarom hebben de oneindige sommen in de stelling een
betekenis.
Als we werken met Hopfalgebra’s en de Sweedlernotatie gebruiken, kun-
nen we gemakkelijk inzien waarom de bovenstaande stelling geldig is. We
krijgen als gegeven dat
a⊗ 1 =
∑∆(pi)(1⊗ qi) =∑pi(1) ⊗ pi(2)qi .
Als we nu ∆ toepassen op het tweede beentje, krijgen we
a⊗ 1⊗ 1 =
∑
pi(1) ⊗ pi(2)qi(1) ⊗ pi(3)qi(2) .
Nu passen we S toe op het eerste beentje en vermenigvuldigen dan de eerste
twee beentjes. We bekomen
S(a)⊗ 1 =
∑
S(pi(1))p
i
(2)q
i
(1) ⊗ pi(3)qi(2)
=
∑
qi(1) ⊗ piqi(2) =
∑
(1⊗ pi)∆(qi) .
Dit geeft een informele, algebra¨ısche verklaring voor Stelling N.1.14.
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N.1.5 Op naar de uniciteit van de Haarmaat
We fixeren nog steeds een gereduceerde C∗-algebra¨ısche kwantumgroep
(A,∆), met een trouw, links-invariant en bijna-KMS-gewicht ϕ met GNS-
constructie (H,π,Λ). Zij S de antipode, (τt) de schaalgroep en R de uni-
taire antipode van (A,∆) zoals in Terminologie N.1.13. Uit Stelling N.1.11
weten we dat ϕ een KMS-gewicht is. We noteren de modulaire groep van ϕ
als (σt). Uit Vergelijking (N.1.3) in Propositie N.1.12 volgt dat ϕR rechts-
invariant is, en we stellen dan ookψ :=ϕR. We noteren de modulaire groep
van ψ als (σ ′t ). Deze wordt gegeven door de formule σ
′
t = Rσ−tR.
Om de theorie van gereduceerde C∗-algebra¨ısche kwantumgroepen tot een
werkbaar instrument te maken, is de volgende stelling van groot belang.
Stelling N.1.15. 1. De automorfismegroepen (σt), (σ ′t ) en (τt) commute-
ren twee aan twee.
2. De volgende commutatierelaties gelden voor alle t ∈ R:
∆σt = (τt ⊗ σt)∆ , ∆σ ′t = (σ ′t ⊗ τ−t)∆ ,∆τt = (τt ⊗ τt)∆ , ∆τt = (σt ⊗ σ ′−t)∆ .
3. Er bestaat een getal ν > 0 zodat voor alle t ∈ R:
ϕσ ′t = νt ϕ , ψσt = ν−tψ ,
ψτt = ν−t ψ , ϕτt = ν−t ϕ .
Op dit ogenblik hebben we de uniciteit van de invariante gewichten ϕ en ψ
nog niet aangetoond (de vorige stelling speelt in het bewijs van die uni-
citeit trouwens een cruciale rol), en dus weten we nog niet of het getal
ν uniek bepaald is door de gereduceerde C∗-algebra¨ısche kwantumgroep
(A,∆). Verderop zullen we echter de uniciteit van de invariante gewichten
kunnen bewijzen, en dan is de volgende terminologie gerechtvaardigd.
Terminologie N.1.16. Het getal ν bepaald door punt 3 in de vorige stel-
ling, noemen we de schaalconstante van de gereduceerde C∗-algebra¨ısche
kwantumgroep (A,∆).
Pas zeer recent hebben S.L. Woronowicz en A. Van Daele voorbeelden ont-
dekt van gereduceerde C∗-algebra¨ısche kwantumgroepen (A,∆) waarvan de
schaalconstante verschillend is van 1: de kwantum-(ax + b)-groep en de
kwantum-(az+ b)-groep [125, 135, 136].
Met behulp van Stelling N.1.15 kunnen we bewijzen dat de multiplicatieve
unitaireW (gedefinieerd in Stelling N.1.5) voldoet aan het axioma van ’mana-
geability’ van S.L. Woronowicz [138]. Dit zal een belangrijke rol spelen als
we de duale gereduceerde C∗-algebra¨ısche kwantumgroep construeren.
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Een ander gevolg van Stelling N.1.15 is het bestaan van een zogenaamd mo-
dulair element, de kwantumversie van de modulaire functie van een lokaal
compacte groep. Via een omweg langs de von Neumannalgebra voortge-
bracht door π(A) en de stelling van Radon-Nikodym voor von Neumannal-
gebra’s, kunnen we de volgende stelling bewijzen.
Stelling N.1.17. Er bestaat een uniek, strikt positief element δ geaffilieerd
met de C∗-algebra A zodat ψ = ϕδ. Op een informele manier wil dit zeggen
dat ψ(x) = ϕ(δ 12xδ 12 ) voor alle positieve x.
We noemen δ het modulaire element van (A,∆). Dit voldoet aan de relatie∆(δ) = δ⊗ δ.
We merken opnieuw op dat het pas na het bewijs van de uniciteit van de
invariante gewichten ϕ en ψ duidelijk is dat δ alleen bepaald wordt door
(A,∆). Het feit dat δ geaffilieerd is met de C∗-algebraA, is een kwantumver-
sie van het feit dat de modulaire functie continu is. De formule ∆(δ) = δ⊗δ
is een kwantumversie van de multiplicativiteit van de modulaire functie.
Merk ook op dat, net als in de klassieke theorie van lokaal compacte groe-
pen, het modulaire element geconstrueerd wordt als een Radon-Nikodym
afgeleide van het links-invariante en rechts-invariante gewicht.
Van zodra we beschikken over het modulaire element, kunnen we de vol-
gende belangrijke stelling bewijzen.
Stelling N.1.18. Als η een links-invariant, eigenlijk gewicht op (A,∆) is, dan
bestaat een getal r > 0 zodat η = rϕ.
Als η een rechts-invariant, eigenlijk gewicht op (A,∆) is, dan bestaat een
getal r > 0 zodat η = rψ.
N.1.6 De duale kwantumgroep
Onze constructie van de duale kwantumgroep is erg ge¨ınspireerd door de
constructie van de duale Kacalgebra in [32] en steunt op resultaten van
S.L. Woronowicz [138].
We beginnen met een informele uitleg hoe we de duale gereduceerde C∗-
algebra¨ısche kwantumgroep kunnen construeren. Veronderstel dus dat
(A,∆) een gereduceerde C∗-algebra¨ısche kwantumgroep is, enϕ een trouw,
links-invariant, bijna-KMS-gewicht op (A,∆), met GNS-constructie (H,π,Λ).
Veronderstel ook dat B een deelruimte van A∗ is die bestaat uit zich goed
gedragende functionalen ω ∈ A∗. Dan kunnen we van B een algebra ma-
ken door het product te definie¨ren als ωµ = (ω ⊗ µ)∆. Als we B mooi
genoeg kiezen, kunnen we van B zelfs een ∗-algebra maken met involutie
392 Nederlandse samenvatting
ω∗(x) = ω(S(x)∗) voor alle ω ∈ B en x in het domein van S (zie Proposi-
tie 1.13.5), maar dit hebben we hier niet onmiddellijk nodig.
We stellen vast dat de vermenigvuldiging op B in zekere zin duaal is ten op-
zichte van de covermenigvuldiging op A. Het zal dus niet verwonderlijk zijn
dat we de covermenigvuldiging op B duaal ten opzichte van de vermenig-
vuldiging van A proberen te definie¨ren. We zullen ∆ˆ zodanig construeren
dat (∆ˆ(ω))(a⊗ b) =ω(ba) .
In de vorige formule beschouwen we B ⊗ B als een ruimte van functionalen
op A⊗A.
Natuurlijk is de constructie hierboven helemaal niet wiskundig correct. Om
dit precies te maken, moeten we B representeren op een Hilbertruimte, zo-
danig dat we B kunnen afsluiten tot een C∗-algebra, en vervolgens moeten
we ∆ˆ op deze C∗-algebra definie¨ren. Niettemin geven de bovenstaande for-
mules voor de vermenigvuldiging en covermenigvuldiging op B de essentie
van de hele constructie weer. We leggen op dezelfde informele wijze uit hoe
we een links-invariant gewicht op B kunnen vinden. Veronderstel dat vol-
doende functionalen ω ∈ B mooi genoeg zijn opdat een vector ξ(ω) ∈ H
bestaat die voldoet aan
ω(a∗) = 〈ξ(ω),Λ(a)〉 voor alle a ∈Nϕ .
We beweren dat ξ in essentie de GNS-afbeelding van een links-invariant ge-
wicht op B is. Om dit plausibel te maken, moeten we laten aanvoelen dat de
afbeelding
ξ(ω)⊗ ξ(µ) → (ξ ⊗ ξ)(∆ˆ(µ)(ω⊗ 1))
isometrisch is. Neem echter a,b ∈ Nϕ. Dan stellen we vast dat, ruwweg
gesproken,
〈(ξ ⊗ ξ)(∆ˆ(µ)(ω⊗ 1)),Λ(a)⊗Λ(b)〉 = (∆ˆ(µ)(ω⊗ 1))(a∗ ⊗ b∗)
= (µ ⊗ω)((b∗ ⊗ 1)∆(a∗))
= 〈ξ(µ)⊗ ξ(ω), (Λ⊗Λ)(∆(a)(b ⊗ 1))〉
= 〈W(ξ(µ)⊗ ξ(ω)),Λ(b)⊗Λ(a)〉 .
In deze informele berekening gebruiken we de multiplicatieve unitaire W
van (A,∆), zoals gedefinieerd in Stelling N.1.5. Hieruit halen we dat, in
zekere zin,
(ξ ⊗ ξ)(∆ˆ(µ)(ω⊗ 1)) = ΣWΣ(ξ(ω)⊗ ξ(µ)) ,
waarbij Σ de flip-afbeelding op H⊗H is. We kunnen dus niet alleen besluiten
dat ξ in essentie de GNS-afbeelding is van een links-invariant gewicht, maar
ook dat de bijhorende multiplicatieve unitaire gegeven wordt door ΣW∗Σ.
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Een meer wiskundige aanpak van de constructie van de duale gereduceerde
C∗-algebra¨ısche kwantumgroep gaat als volgt. Noteer als W de multiplica-
tieve unitaire van (A,∆) zoals gedefinieerd in Stelling N.1.5. Eerst definie¨ren
we een goede deelruimte L1(A) ⊆ A∗:
L1(A) = {ωπ |ω ∈ B(H)∗} .
We kunnen dan een afbeelding λ : L1(A)→ B(H) definie¨ren zodat
λ(ωπ) = (ω⊗ ι)(W) .
De ruimte L1(A) wordt een algebra met het productωµ = (ω⊗µ)∆, en dan
is λ een homomorfisme. We zien dus dat λ de gezochte representatie is van
onze algebra van functionalen. We merken op dat we in het algemeen van
L1(A) geen ∗-algebra kunnen maken zodat λ een ∗-homomorfisme wordt.
Hiervoor is L1(A) te groot. We kunnen dit echter wel doen met een deelal-
gebra L1∗(A) van L1(A); zie Propositie 1.13.5.
In het licht van de hierboven gegeven informele bespreking, zal de volgende
stelling niet verrassen.
Stelling N.1.19. Definieer
• de ruimte Aˆ = [(ω⊗ ι)(W) |ω ∈ B(H)∗],
• de afbeelding ∆ˆ op Aˆ met de formule ∆ˆ(x) = ΣW(x ⊗ 1)W∗Σ.
Dan is Aˆ een C∗-algebra die niet-gedegenereerd werkt op H en de afbeel-
ding ∆ˆ is een niet-gedegenereerd ∗-homomorfisme van Aˆ naar M(Aˆ⊗ Aˆ) dat
voldoet aan
• (∆ˆ⊗ ι)∆ˆ = (ι⊗ ∆ˆ)∆ˆ.
• ∆ˆ(Aˆ)(Aˆ⊗ 1) en ∆ˆ(Aˆ)(1⊗ Aˆ) zijn dichte deelruimten van Aˆ⊗ Aˆ.
Om een links-invariant gewicht op (Aˆ, ∆ˆ) te construeren, gaan we te werk
zoals in de informele discussie hierboven. We definie¨ren eerst een ruimte
van brave elementen in L1(A).
Notatie N.1.20. We definie¨ren de deelruimte I van L1(A) als volgt:
I = {ω ∈ L1(A) | Er bestaat een getalM ≥ 0 zodanig dat
|ω(x∗)| ≤M‖Λ(x)‖ voor alle x ∈Nϕ } .
Voor alle ω ∈ I bestaat er een unieke vector ξ(ω) ∈ H zodat ω(x∗) =
〈ξ(ω),Λ(x)〉 voor alle x ∈Nϕ. We merken op dat I een dichte deelruimte
is van L1(A).
In de volgende stelling leggen we precies uit hoe we ξ in essentie kunnen
beschouwen als de GNS-afbeelding van een gewicht ϕˆ op Aˆ, en waarom ϕˆ
het goede gewicht is.
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Stelling N.1.21. Er bestaat een uniek trouw KMS-gewicht ϕˆ op Aˆ met GNS-
constructie (H, ι, Λˆ) zodanig dat λ(I) een essentieel domein van Λˆ is en zodatΛˆ(λ(ω)) = ξ(ω) voor alleω ∈ I .
Het gewicht ϕˆ is links-invariant op (Aˆ, ∆ˆ), en voor alle a,b ∈Nϕˆ geldt dat
(ΣWΣ)(Λˆ(x)⊗ Λˆ(y)) = (Λˆ⊗ Λˆ)(∆ˆ(y)(x ⊗ 1)) .
Het paar (Aˆ, ∆ˆ) is een gereduceerde C∗-algebra¨ısche kwantumgroep en we
noemen het de gereduceerde duale van (A,∆).
Nu we beschikken over de gereduceerde C∗-algebra¨ısche kwantumgroep
(Aˆ, ∆ˆ) en de GNS-constructie (H, ι, Λˆ) voor het links-invariante gewicht ϕˆ,
kunnen we ook de duale van (Aˆ, ∆ˆ) construeren. We noteren deze biduale
kwantumgroep als (Aˆ, ∆ˆ). De volgende stelling is een veralgemening van de
bidualiteitsstelling van Pontryagin.
Stelling N.1.22. De gereduceerde C∗-algebra¨ısche kwantumgroepen (A,∆)
en (Aˆ, ∆ˆ) zijn isomorf. Meer bepaald levert de afbeelding π : A → Aˆ een
∗-isomorfisme dat voldoet aan (π ⊗π)∆ = ∆ˆπ .
N.1.7 Von Neumannalgebra¨ısche kwantumgroepen
In deze sectie leggen we uit hoe een lokaal compacte kwantumgroep zowel
een C∗-algebra¨ısche als een von Neumannalgebra¨ısche beschrijving heeft.
Dit is van belang omdat we in Hoofdstukken 2 en 3 voortdurend gebruik
maken van de von Neumannalgebra¨ısche beschrijving.
Conceptueel is het C∗-algebra¨ısche kader het juiste kader om lokaal com-
pacte kwantumgroepen te beschrijven. De meest algemene commutatieve
C∗-algebra is immers C0(X) met X een lokaal compacte ruimte. In die zin
zijn C∗-algebra’s lokaal compacte kwantumruimten, en dus de goede basis
om lokaal compacte kwantumgroepen te definie¨ren. Omdat gewichtenthe-
orie een erg belangrijke rol speelt in allerlei toepassingen van lokaal com-
pacte kwantumgroepen, is het technisch vaak veel handiger om met von
Neumannalgebra’s te werken, zodat het von Neumannalgebra¨ısche kader
om lokaal compacte kwantumgroepen te beschrijven, zekere wiskundige
voordelen biedt.
Als G een lokaal compacte groep is, bestudeerden we reeds de C∗-algebra
C0(G)met covermenigvuldiging ∆. De von Neumannalgebra¨ısche tegenhan-
ger zal natuurlijk L∞(G) zijn met een analoge covermenigvuldiging. De stap
van C∗-algebra’s naar von Neumannalgebra’s is dan ook niet moeilijk te zet-
ten. We moeten gewoon de C∗-deelalgebra π(A) van B(H) afsluiten voor de
sterke topologie om de von Neumannalgebra A˜ te bekomen, en vervolgens
kunnen we alle objecten uitbreiden tot deze von Neumannalgebra A˜.
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We zullen echter ook een intrinsieke definitie van een von Neumannalge-
bra¨ısche kwantumgroep geven en aantonen dat we daarin steeds een C∗-
algebra¨ısche kwantumgroep kunnen vinden die sterk dicht is. Dit is een
kwantumversie van de bekende Stelling van A. Weil [134] die in essentie
zegt dat elke meetbare groep met een invariante maat een compatibele lo-
kaal compacte topologie heeft, die de groep tot een lokaal compacte groep
maakt.
Omdat we in deze sectie met von Neumannalgebra’s werken, gebruiken we
de notatie ⊗ om een von Neumannalgebra¨ısch tensorproduct aan te dui-
den. We merken ook nog op dat de definitie van een gewicht ϕ op een von
Neumannalgebra M dezelfde is als de C∗-algebra¨ısche definitie. We voeren
dan analoog de notatie M+ϕ in. We noemen ϕ normaal als ϕ beneden-
semicontinu is voor de σ -sterk∗-topologie, we noemen ϕ semi-eindig als
M+ϕ σ -sterk∗-dicht is in M+. Op dezelfde manier als in het C∗-algebra¨ısche
geval definie¨ren we trouwe gewichten en de GNS-constructie.
De volgende definitie is cruciaal.
Definitie N.1.23. Beschouw een von NeumannalgebraM en een unitaal, nor-
maal ∗-homomorfisme ∆ : M → M ⊗ M zodanig dat (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆.
Veronderstel daarenboven dat
• een normaal, trouw, semi-eindig gewicht ϕ op M bestaat, dat links-
invariant is: ϕ
(
(ω⊗ ι)∆(x)) = ϕ(x)ω(1) voor alle x ∈ M+ϕ en ω ∈
M+∗ ;
• een normaal, trouw, semi-eindig gewicht ψ op M bestaat, dat rechts-
invariant is: ψ
(
(ι ⊗ω)∆(x)) = ψ(x)ω(1) voor alle x ∈ M+ψ en ω ∈
M+∗ .
Dan noemen we het paar (M,∆) een von Neumannalgebra¨ısche kwantum-
groep.
We merken op dat, in vergelijking met Definitie N.1.4, er geen dichtheids-
eisen voorkomen in de axioma’s van een von Neumannalgebra¨ısche kwan-
tumgroep. In de wereld van von Neumannalgebra’s zullen deze automatisch
voldaan zijn!
De theorie van von Neumannalgebra¨ısche kwantumgroepen kan helemaal
analoog opgebouwd worden als de theorie van C∗-algebra¨ısche kwantum-
groepen. Veronderstel dat ϕ een normaal, trouw, semi-eindig en links-
invariant gewicht op (M,∆) is. Representeer M op de GNS-ruimte van ϕ,
zodat (H, ι,Λ) een GNS-constructie voor ϕ is. Net als in Stelling N.1.5 kun-
nen we een unitaire operator W ∈ B(H ⊗H) definie¨ren zodanig dat
W∗(Λ(a)⊗Λ(b)) = (Λ⊗Λ)(∆(b)(a⊗ 1)) voor alle a,b ∈Nϕ .
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Dat de dichtheidseisen automatisch voldaan zijn, kunnen we meer precies
als volgt uitdrukken.
Propositie N.1.24. We noteren met − de σ -sterk∗-sluiting. Dan geldt
M = 〈(ω⊗ ι)∆(x) | x ∈ M,ω ∈M∗〉−
= 〈(ι⊗ω)∆(x) | x ∈ M,ω ∈M∗〉−
= {(ι⊗ω)(W) |ω ∈ B(H)∗}− .
De kwantumversie van de Stelling van A. Weil krijgt dan de volgende vorm:
Stelling N.1.25. Definieer Mc als de sluiting in norm van de ruimte
{ (ι⊗ω)(W) |ω ∈ B(H)∗ }
en ∆c als de beperking van ∆ tot Mc . Dan is het paar (Mc,∆c) een geredu-
ceerde C∗-algebra¨ısche kwantumgroep.
In het begin van deze sectie hebben we al uitgelegd hoe we van een geredu-
ceerde C∗-algebra¨ısche kwantumgroep naar een von Neumannalgebra¨ısche
kwantumgroep kunnen gaan door de onderliggende C∗-algebra af te slui-
ten voor de sterke topologie. Het is dan niet moeilijk om in te zien dat de
von Neumannalgebra¨ısche kwantumgroep die voortkomt uit (Mc,∆c) op-
nieuw (M,∆) is. Op die manier bekomen we een bijectief verband tussen de
gereduceerde C∗-algebra¨ısche en de von Neumannalgebra¨ısche kwantum-
groepen.
In de wereld van von Neumannalgebra’s kunnen we werken met de ope-
ratorwaardige gewichten ι ⊗ ι ⊗ ϕ en ι ⊗ ϕ. Dit laat ons toe de volgende
versterking van de linkse invariantie van ϕ te bewijzen. We gebruiken de
notatie N+ext om het uitgebreid positief deel van een von Neumannalgebra N
aan te duiden.
Stelling N.1.26. Zij N een von Neumannalgebra en X ∈ (N⊗M)+. Dan geldt
(ι⊗ ι⊗ϕ)(ι⊗∆)(X) = (ι⊗ϕ)(X)⊗ 1 .
Beide leden van deze vergelijking hebben zin in (N ⊗M)+ext. In het bijzonder
weten we dat
(ι⊗ϕ)∆(x) =ϕ(x)1
voor alle x ∈ M+
In het bijzonder kunnen we hieruit de volgende eigenschap van C∗-alge-
bra¨ısche kwantumgroepen afleiden. Als (A,∆) een gereduceerde C∗-alge-
bra¨ısche kwantumgroep is met links-invariant gewicht ϕ, dan geldt dat
ϕ
(
(ω ⊗ ι)∆(x)) = ϕ(x)ω(1) voor alle ω ∈ A∗+ en alle x ∈ A+, en niet
alleen voor x ∈M+ϕ.
N.2 Acties van lokaal compacte kwantumgroepen 397
N.2 Acties van lokaal compacte kwantumgroepen
Het tweede hoofdstuk van deze thesis is een bijna letterlijke weergave van
het artikel [116]. Het spreekt dan ook voor zich dat de uiteenzetting in dit
hoofdstuk minder gedetailleerd is dan die in het vorige hoofdstuk.
In dit tweede hoofdstuk bestuderen we acties van lokaal compacte kwan-
tumgroepen op von Neumannalgebra’s. We tonen aan dat elke actie van
een lokaal compacte kwantumgroep op een von Neumannalgebra een na-
tuurlijke implementatie heeft door middel van een corepresentatie van de
kwantumgroep. We ontwikkelen ook de constructie van het duale gewicht
op het gekruiste product. Deze resultaten geven een kwantumversie van het
werk van U. Haagerup [41]. Ze zijn een belangrijk hulpmiddel wanneer we
toepassingen van lokaal compacte kwantumgroepen bestuderen. Een voor-
beeld hiervan is het recente werk van J. Kustermans [58] over ge¨ınduceerde
corepresentaties van lokaal compacte kwantumgroepen. Een ander voor-
beeld vinden we in Hoofdstuk 3 wanneer we uitbreidingen van lokaal com-
pacte kwantumgroepen bestuderen.
Het speciale geval van een actie van een Kacalgebra op een von Neumannal-
gebra werd bestudeerd door M. Enock en J.-M. Schwartz [30, 31]. Zij bewe-
zen belangrijke resultaten over het gekruiste product, met de bidualiteits-
stelling als belangrijkste verwezenlijking. Zij geven echter geen natuurlijke
implementatie voor een willekeurige actie en de constructie van het duale
gewicht kon niet in zijn volle sterkte ontwikkeld worden. We willen ook nog
vermelden dat S. Baaj en G. Skandalis een bidualiteitsstelling bewezen voor
gekruiste producten met multiplicatieve unitairen [8].
Een eerste poging om de natuurlijke implementatie van een actie van een
Kacalgebra te construeren, werd gedaan door J.-L. Sauvageot. Zijn bewijs
steunt echter op een lemma dat vals is.
In het tweede deel van Hoofdstuk 2 bestuderen we het verband tussen deel-
factoren en (uitwendige) acties van lokaal compacte kwantumgroepen. Een
belangrijk resultaat van M. Enock & R. Nest [35, 36] zegt dat elke irreduci-
bele, reguliere inclusie van diepte 2 van factoren, van de vorm Nα ⊂ N is,
waarbij α een uitwendige actie van een lokaal compacte kwantumgroep op
de von NeumannalgebraN is, enNα de von Neumannalgebra van vaste pun-
ten is. We zien dus dat lokaal compacte kwantumgroepen op natuurlijke
wijze opduiken als kwantumsymmetriegroepen. We tonen aan dat de actie
α altijd integreerbaar is, en dat omgekeerd Nα ⊂ N een irreducibele, regu-
liere inclusie van diepte 2 van factoren is als α een uitwendige actie van een
lokaal compacte kwantumgroep op een von Neumannalgebra N is. Aldus
bekomen we een omgekeerde voor de resultaten van M. Enock en R. Nest.
Verder bestuderen we het verband tussen uitwendige en minimale acties.
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Werkend op separabele Hilbertruimten, bewijzen we dat elke integreerbare,
uitwendige actie met oneindige algebra van vaste punten, een duale actie is.
N.2.1 Definities en notaties
We zullen in Hoofdstuk 2 voortdurend werken in het von Neumannalge-
bra¨ısche kader voor kwantumgroepen, en we willen benadrukken dat alle
C∗-algebra¨ısche eigenschappen uit Hoofdstuk 1 hun voor de hand liggende
von Neumannalgebra¨ısche tegenhangers hebben, die we zonder meer ge-
bruiken. We zullen de terminologie lokaal compacte kwantumgroep gebrui-
ken om een von Neumannalgebra¨ısche kwantumgroep, zoals gedefinieerd
in Definitie N.1.23, aan te duiden. Wanneer we zonder meer de notatie
(M,∆) gebruiken, bedoelen we hiermee steeds een lokaal compacte kwan-
tumgroep.
Voor Definitie N.1.23 legden we al uit wat een normaal, trouw, semi-eindig
gewicht op een von Neumannalgebra N is en wat een GNS-constructie hier-
voor is. We gebruiken vanaf nu de afkorting n.s.f. (van de Engelse aandui-
ding normal, semi-finite, faithful) voor normaal, trouw, semi-eindig. We
gebruiken nog steeds, zoals in Sectie N.1.1 uitgelegd werd, de nummering
van beentjes, de notatie 〈X〉 voor de lineaire ruimte voortgebracht door
X, de notaties σ en Σ voor de flip-afbeeldingen en de notatie Nϕ als ϕ
een gewicht op een von Neumannalgebra is. Veronderstel dat ϕ een n.s.f.
gewicht op een von Neumannalgebra N is, met GNS-constructie (H,π,Λ).
Dan bestaat er een unieke gesloten, anti-lineaire operator X op H zodat
XΛ(x) = Λ(x∗) voor alle x ∈ Nϕ ∩ N∗ϕ , en zodat Λ(Nϕ ∩ N∗ϕ) een
essentieel domein voor X is. Deze operator X heeft een polaire decom-
positie X = J∇ 12 , waarbij J een anti-unitaire operator op H is en ∇ een
strikt positieve (eventueel onbegrensde) operator is. We noemen J de mo-
dulaire conjugatie van ϕ. De operator ∇ implementeert een sterk continue
e´e´nparametergroep van automorfismen van N via de formule
∇itπ(x)∇−it = π(σt(x)) voor alle x ∈ N, t ∈ R
en we noemen (σt) de modulaire automorfismegroep van ϕ.
Als (M,∆) een lokaal compacte kwantumgroep is, dan wordt met ϕ steeds
een n.s.f. links-invariant gewicht op (M,∆) bedoeld en we fixeren een GNS-
constructie (H, ι,Λ). We noteren de bijhorende multiplicatieve unitaire als
W . Als R de unitaire antipode van (M,∆) is (zie Terminologie N.1.13), no-
teren we ψ := ϕR. Dan is ψ een n.s.f. rechts-invariant gewicht op (M,∆).
We noteren de duale lokaal compacte kwantumgroep als (Mˆ, ∆ˆ). Als we de
σ -sterk∗-sluiting als − noteren, geldt
Mˆ = {(ω⊗ ι)(W) |ω ∈ B(H)∗}− .
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De covermenigvuldiging ∆ˆ wordt gegeven door ∆ˆ(z) = ΣW(z ⊗ 1)W∗Σ. We
noteren het natuurlijke links-invariante gewicht op (Mˆ, ∆ˆ) als ϕˆ, met GNS-
constructie (H, ι, Λˆ); zie Stelling N.1.21. De omgekeerde covermenigvuldi-
ging definie¨ren we als ∆ˆop := σ ∆ˆ. We noteren de modulaire conjugaties van
de gewichten ϕ en ϕˆ als J en Jˆ.
N.2.2 Acties, gekruiste producten en de constructie van het
duale gewicht
We geven onmiddellijk de volgende definitie.
Definitie N.2.1. Veronderstel dat N een von Neumannalgebra is en (M,∆)
een lokaal compacte kwantumgroep. We noemen α een actie van (M,∆) op
N als α : N → M ⊗N een normaal, injectief en unitaal ∗-homomorfisme is
dat voldoet aan (ι⊗α)α = (∆⊗ ι)α.
Fixeer een actie α van een lokaal compacte kwantumgroep (M,∆) op een
von Neumannalgebra N .
Definitie N.2.2. We definie¨ren de algebra van vaste punten Nα als
Nα = {x ∈ N | α(x) = 1⊗ x} .
Het is duidelijk dat Nα een von Neumann-deelalgebra van N is.
Van zodra we over een actie α beschikken, kunnen we deze uitintegreren
en bekomen we een operatorwaardig gewicht. We vermelden de volgende
eigenschap.
Propositie N.2.3. Definieer Tα := (ψ⊗ ι)α. Dan is Tα een normaal en trouw
operatorwaardig gewicht van N naar Nα.
Als Tα semi-eindig is, noemen we α een integreerbare actie.
Het belangrijkste object dat we met een actie kunnen associe¨ren, is onge-
twijfeld het gekruiste product.
Definitie N.2.4. We definie¨ren het gekruiste product van N met de actie α
van (M,∆) op N als de von Neumann-deelalgebra van B(H) ⊗ N voortge-
bracht door α(N) en Mˆ ⊗ C. We noteren dit gekruiste product als M αLN .
We hebben dus
M αLN = (α(N)∪ Mˆ ⊗ C)′′ .
We willen nu twee belangrijke stellingen over het gekruiste product for-
muleren. Deze stellingen werden bewezen voor acties van Kacalgebra’s en
Woronowiczalgebra’s door M. Enock en J.-M. Schwartz [30, 31, 37] en hun
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bewijzen kunnen bijna letterlijk overgenomen worden in het kader van lo-
kaal compacte kwantumgroepen. Allereerst hebben we de volgende voorbe-
reidende eigenschap nodig.
Propositie N.2.5. Er bestaat een unieke actie αˆ van (Mˆ, ∆ˆop) opM αLN zodat
αˆ(α(x)) = 1⊗α(x) voor alle x ∈ N ,
αˆ(a⊗ 1) = ∆ˆop(a)⊗ 1 voor alle a ∈ Mˆ .
Stelling N.2.6 (Bidualiteitsstelling). 1. Er geldt
B(H)⊗N = (B(H)⊗C∪α(N))′′ .
2. Er bestaat een uniek ∗-isomorfisme Φ van B(H) ⊗ N op Mˆ αˆL (M αLN)
dat voldoet aan
Φ(α(x)) = 1⊗α(x) voor alle x ∈ N ,
Φ(b ⊗ 1) = ∆ˆop(b)⊗ 1 voor alle b ∈ Mˆ ,Φ(y ⊗ 1) = y ⊗ 1⊗ 1 voor alle y ∈ M ′ .
3. Er bestaat een actie γ van (M,∆) op B(H)⊗N , die cocykel-equivalent is
met (σ ⊗ ι)(ι⊗α), en die voldoet aan
αˆˆ(Φ(z)) = (J ⊗ Φ)γ(z) voor alle z ∈ B(H)⊗N ,
waarbij J het natuurlijke isomorfisme van (M,∆) op (M,∆)ˆ opˆop is.
Een belangrijk gevolg is de volgende stelling, waarvan het bewijs bijna let-
terlijk uit het werk van M. Enock & J.-M. Schwartz volgt.
Stelling N.2.7. Er geldt
(M αLN)αˆ = α(N) ,
α(N) = {z ∈ M ⊗N | (ι⊗α)(z) = (∆⊗ ι)(z)} .
Herinner dat we nog steeds een actie α van (M,∆) op N gefixeerd hebben.
We noteren de duale actie als αˆ. Een combinatie van de vorige stelling en
Propositie N.2.3 laat ons toe om het duale gewicht te definie¨ren.
Definitie N.2.8. Definieer T = (ϕˆ⊗ ι⊗ ι)αˆ. Dan is T een trouw, normaal en
semi-eindig operatorwaardig gewicht van M αLN naar α(N).
Voor elk n.s.f. gewicht θ op N definie¨ren we het duale gewicht θ˜ op M αLN
als
θ˜ = θ ◦α−1 ◦T .
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Op dezelfde manier wordt het duale gewicht gedefinieerd in [31]. Om het
duale gewicht echter tot een nuttig instrument te maken in toepassingen
(zie bijvoorbeeld Hoofdstuk 3), hebben we een concrete GNS-constructie
voor θ˜ nodig. Met de nodige moeite kunnen we de volgende propositie
bewijzen.
Propositie N.2.9. Zij θ een n.s.f. gewicht op N en zij (K,πθ,Λθ) een GNS-
constructie voor θ. Dan bestaat er een unieke GNS-constructie (H ⊗ K,
ι⊗πθ, Λ˜) voor het duale gewicht θ˜, zodanig dat
1. 〈(a⊗ 1)α(x) | a ∈Nϕˆ, x ∈Nθ〉 een essentieel domein is voor Λ˜ en de
σ -sterk∗-topologie op M αLN en de norm-topologie op H ⊗ K;
2. Λ˜((a⊗ 1)α(x)) = Λˆ(a)⊗Λθ(x) voor alle a ∈Nϕˆ en x ∈Nθ.
N.2.3 De natuurlijke implementatie van een actie
Fixeer een actie α van (M,∆) op N en fixeer een n.s.f. gewicht θ op N
met GNS-constructie (K,πθ,Λθ). Noteer het duale gewicht als θ˜, met GNS-
constructie (H ⊗ K, ι ⊗ πθ, Λ˜) zoals in Propositie N.2.9. De modulaire con-
jugatie van θ˜ in deze GNS-constructie noteren we als J˜. De modulaire auto-
morfismegroepen van θ˜ en θ worden respectievelijk als (σ˜t) en (σθt ) geno-
teerd.
We kunnen dan de volgende definitie geven. De terminologie die we in deze
definitie invoeren, is natuurlijk pas gerechtvaardigd van zodra we beschik-
ken over de daarna volgende stelling.
Definitie N.2.10. Definieer U = J˜(Jˆ ⊗ Jθ). Dan is U een unitaire in B(H⊗K)
en we noemen U de natuurlijke unitaire implementatie van α.
De volgende stelling is cruciaal. Vooral het bewijs van punt 3 is ingewikkeld.
Stelling N.2.11. Er geldt het volgende:
1. U implementeert de actie α: (ι⊗πθ)α(x) = U(1⊗πθ(x))U∗ voor alle
x ∈ N ;
2. U ∈M ⊗ B(K);
3. U is een corepresentatie van (M,∆): (∆⊗ ι)(U) = U23U13;
4. σ˜t ◦α = α ◦σθt ;
5. U(Jˆ ⊗ Jθ) = (Jˆ ⊗ Jθ)U∗.
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Het zou er kunnen op lijken dat de natuurlijke implementatie van de actie α
afhangt van de keuze van het n.s.f. gewicht θ opN (en dus niet zo natuurlijk
zou zijn). Dit is echter niet het geval. Veronderstel immers dat θi n.s.f.
gewichten zijn op N met GNS-constructies (Ki,πi,Λi), (i = 1,2). Noteer
de bijhorende natuurlijke implementaties als Ui ∈ M ⊗ B(Ki). Als nu u de
unieke unitaire operator van K1 op K2 is die de representaties π1 en π2
omwisselt en de positieve kegel van K1 afbeeldt op de positieve kegel van
K2, dan zal
U2 = (1⊗u)U1(1⊗u∗) .
In deze zin is de natuurlijke implementatie onafhankelijk van het gekozen
gewicht θ.
N.2.4 Deelfactoren en inclusies van von Neumannalgebra’s
Het is welbekend dat er een belangrijk verband bestaat tussen irreducibele
deelfactoren van diepte 2 en kwantumgroepen. Nadat A. Ocneanu een con-
jectuur hierover had geformuleerd, werd het eerste resultaat in deze rich-
ting bewezen door M.-C. David [23], R. Longo [69] en W. Szymanski [106].
Zij bewezen dat elke irreducibele inclusie van II1-factoren van diepte 2 met
eindige index, van de vorm Nα ⊂ N is, waarbij N een II1-factor is en α
een actie op N van een eindige Kacalgebra (wat hetzelfde is als een eindig-
dimensionale lokaal compacte kwantumgroep). In hun mooie en belangrijke
artikels [35, 36] slaagden M. Enock en R. Nest erin om de beperkingen op
type en index weg te laten. Er komt dan geen eindige kwantumgroep meer
te voorschijn, maar een willekeurige lokaal compacte kwantumgroep. De re-
sultaten van M. Enock en R. Nest zijn behoorlijk technisch en ingewikkeld,
maar zijn van een groot belang en dienen als motivatie voor de theorie van
lokaal compacte kwantumgroepen.
Alvorens we de resultaten van M. Enock en R. Nest kunnen uitleggen, moe-
ten we iets meer vertellen over inclusies van factoren en von Neumannalge-
bra’s. Veronderstel dat N0 ⊂ N1 een inclusie van von Neumannalgebra’s is.
We kunnen dan de zogenaamde basisconstructie van Jones uitvoeren. We
representeren N1 op de GNS-ruimte van een n.s.f. gewicht, met modulaire
conjugatie J1, en we definie¨ren N2 = J1N′0J1. Omdat we uit modulaire theo-
rie weten dat N′1 = J1N1J1, volgt dat N0 ⊂ N1 ⊂ N2. We noemen dit de ba-
sisconstructie van Jones. Nu kunnen we op dezelfde manier verdergaan. We
representeren N2 op de GNS-ruimte van een n.s.f. gewicht en construeren
aldus N3. Zo bekomen we uiteindelijk een toren van von Neumannalgebra’s
N0 ⊂ N1 ⊂ N2 ⊂ N3 ⊂ · · ·
die we de toren van Jones noemen.
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Maar er is meer. Het is welbekend dat in de theorie van inclusies van II1-
factoren een belangrijke rol gespeeld wordt door conditionele verwachtin-
gen. In dit meer algemene kader van inclusies van von Neumannalgebra’s
wordt de rol van een conditionele verwachting overgenomen door een ope-
ratorwaardig gewicht. Veronderstel dat N0 ⊂ N1 een inclusie van von Neu-
mannalgebra’s is en dat T1 een n.s.f. operatorwaardig gewicht van N1 naar
N0 is. Zij N0 ⊂ N1 ⊂ N2 de basisconstructie van Jones. Met behulp van
de ruimtelijke modulaire theorie van A. Connes bekomen we op natuurlijke
wijze een operatorwaardig gewicht T2 van N2 naar N1. Deze constructie van
operatorwaardige gewichten kunnen we dan ook verderzetten in de hele to-
ren van Jones.
Veronderstel dat N0 ⊂ N1 een inclusie van von Neumannalgebra’s is. We
zeggen dat deze inclusie
• irreducibel is, wanneer N1 ∩N′0 = C;
• van diepte 2 is, wanneer N1 ∩N′0 ⊂ N2 ∩N′0 ⊂ N3 ∩N′0 een basiscon-
structie van Jones is.
Als daarenboven T1 een n.s.f. operatorwaardig gewicht van N1 naar N0 is en
als T2 en T3 de hierboven vermelde operatorwaardige gewichten hoger in de
toren van Jones zijn, dan noemen we T1 regulier als de beperkingen van T2
tot N2 ∩N′0 en van T3 tot N3 ∩N′1 beide semi-eindig zijn.
We vermelden nu de belangrijke stelling van M. Enock en R. Nest. We
merken op dat we met de notatie (M,∆)′ de commutant lokaal compacte
kwantumgroep bedoelen. Haar onderliggende von Neumannalgebra is M ′
en ∆′(x) = (J ⊗ J)∆(JxJ)(J ⊗ J) voor alle x ∈M ′.
Stelling N.2.12 (M. Enock en R. Nest). Zij N0 ⊂ N1 een irreducibele inclusie
van diepte 2 van factoren, zodanig dat een regulier n.s.f. operatorwaardig
gewicht van N1 naar N0 bestaat. Dan kan men de von Neumannalgebra
M = N3 ∩ N′1 de structuur (M,∆) van een lokaal compacte kwantumgroep
geven, zodanig dat er een uitwendige actie α van (M,∆)′ op N1 bestaat die
voldoet aan N0 = Nα1 en zodat de inclusies N0 ⊂ N1 ⊂ N2 en C ⊗ Nα1 ⊂
α(N1) ⊂ M ′ αLN1 isomorf zijn.
We merken op dat we een actie α van een lokaal compacte kwantumgroep
(M,∆) op N uitwendig noemen als
M αLN ∩α(N)′ = C .
We bewijzen dan het volgende omgekeerde resultaat.
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Propositie N.2.13. De actie α in Stelling N.2.12 is integreerbaar. Als α een
integreerbare uitwendige actie van (M,∆) op N is, dan is de inclusie Nα ⊂ N
irreducibel en van diepte 2. Verder is het n.s.f. operatorwaardig gewicht
(ψ⊗ ι)α van N naar Nα regulier.
We bestuderen het volgende probleem. Veronderstel dat α een actie is van
(M,∆) op N . Zij Nα ⊂ N ⊂ N2 de basisconstructie van Jones. Als (M,∆)
eindig is, dan is N2 een quotie¨nt van het gekruiste product M αLN . Meer
specifiek weten we dan dat er een surjectief, normaal ∗-homomorfisme ρ
van M αLN op N2 bestaat dat α(x) afbeeldt op x voor alle x ∈ N . In
hoeverre geldt dit nog voor willekeurige lokaal compacte kwantumgroepen
(M,∆)?
De volgende stelling is het belangrijkste resultaat dat we in die richting
bekomen.
Stelling N.2.14. Zij α een actie van (M,∆) op N . Zij θ een n.s.f. gewicht
op N en laat N werken op de GNS-ruimte van θ zodat (K, ι,Λθ) een GNS-
constructie voor θ is. Zij U de natuurlijke implementatie van α bekomen
met het gewicht θ. Definieer N2 = Jθ(Nα)′Jθ. Dan is Nα ⊂ N ⊂ N2 de
basisconstructie van Jones. De volgende uitspraken zijn equivalent.
• Er bestaat een normaal en surjectief ∗-homomorfisme ρ : M αLN → N2
dat voldoet aan
ρ(α(x)) = x voor alle x ∈ N en
ρ
(
(ω⊗ ι)(W)⊗ 1) = (ω⊗ ι)(U∗) voor alleω ∈ M∗ .
• De actie α is integreerbaar.
N.2.5 Minimale en uitwendige acties
In een opmerking na Stelling N.2.12 vermeldden we reeds wat een uitwen-
dige actie van (M,∆) op N is. In de literatuur werkt men meestal met uit-
wendige acties als het gaat over acties van discrete groepen en werkt men
met minimale acties als het gaat over acties van compacte groepen. We zul-
len aantonen wat het verband is tussen minimale en uitwendige acties in
het kader van lokaal compacte kwantumgroepen.
In [47] geeft men de volgende definitie voor een minimale actie, in het kader
van compacte Kacalgebra’s die werken op von Neumannalgebra’s.
Definitie N.2.15. We noemen een actie α van (M,∆) op N minimaal als
N ∩ (Nα)′ = C en {(ι⊗ω)α(x) |ω ∈ N∗, x ∈ N}′′ = M .
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We bewijzen het volgende resultaat.
Propositie N.2.16. Zij α een actie van (M,∆) op N .
• Als α minimaal is, dan is α uitwendig.
• Als α uitwendig en integreerbaar is, dan is α minimaal.
• Er bestaan uitwendige acties die niet minimaal zijn.
We bewijzen ook nog de volgende veralgemening van een resultaat van
T. Yamanouchi [145].
Propositie N.2.17. Zij α een actie van (M,∆) op N . Veronderstel dat zowel
M als N σ -eindige von Neumannalgebra’s zijn. Als de actie α minimaal en
integreerbaar is, en als Nα een oneindige von Neumannalgebra is, dan is α
een duale actie (zoals gedefinieerd in Propositie N.2.5).
N.3 Uitbreidingen van lokaal compacte kwantum-
groepen en de constructie van het bigekruiste
product
In het derde hoofdstuk van deze thesis ontwikkelen we de constructie van
het cocykel-bigekruiste product in het kader van lokaal compacte kwantum-
groepen en bestuderen we het verbandmet de theorie van uitbreidingen. Op
die manier bekomen we nieuwe voorbeelden van lokaal compacte kwantum-
groepen.
Dit hoofdstuk kwam tot stand in samenwerking met L. Vainerman en is een
bijna letterlijke weergave van het artikel [115].
N.3.1 Inleiding
De belangrijkste motivatie voor de resultaten in het derde hoofdstuk is het
fundamentele werk van G.I. Kac [52] over uitbreidingen van eindige groepen
tot eindig dimensionale Kacalgebra’s (eindige ringgroepen, in de terminolo-
gie van G.I. Kac). Ee´n van de bedoelingen van [52] was de ontwikkeling van
een systematische methode om voorbeelden van dergelijke eindige ring-
groepen te construeren. Hiervoor gebruikte G.I. Kac de constructie van het
cocykel-bigekruiste product.
Deze constructie werd intensief bestudeerd door S. Majid, zowel in zijn al-
gebra¨ısche als analytische aspecten [71, 72, 73, 74, 75]. In het bijzonder
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definieert S. Majid in [71] een passend paar (matched pair) van Hopfalge-
bra’s en bestudeert hij het bigekruiste product hiervan. Later, in [73, 75]
en in Sectie 6.3 van [74], beschouwt hij ook de constructie van het cocykel-
bigekruiste product van Hopfalgebra’s. In [72] definieert S. Majid een pas-
send paar van lokaal compacte groepen, met continue wederzijdse acties, en
hij construeert het bijhorende Hopf-von Neumannalgebra¨ısche bigekruiste
product. Onder een extra voorwaarde (de modulariteit van het passend
paar) bekomt men een Kacalgebra. Later bewees T. Yamanouchi [146] dat
men altijd een quasi-Woronowiczalgebra bekomt. In onze benadering, met
meetbare en bijna overal gedefinieerde acties, bekomen we in het algemeen
een lokaal compacte kwantumgroep. S. Majid heeft ook verschillende inte-
ressante concrete voorbeelden van bigekruiste producten (zonder cocykels)
gegeven.
S. Baaj en G. Skandalis definie¨ren in [8] een passend paar van Kac-systemen
en ze bestuderen hun bigekruiste product. In het bijzonder bestuderen ze
een passend paar van lokaal compacte groepen en, om zich in het kader van
reguliere multiplicatieve unitairen te houden, veronderstellen ze dat de we-
derzijdse acties continu en overal gedefinieerd zijn. In [9] veralgemenen ze
dit en werken ze met bijna overal gedefinieerde acties. Wij zullen in Subsec-
tie 3.6.2 en Sectie 3.7 eveneens deze situatie bestuderen. In [8, 101] gaven
S. Baaj en G. Skandalis belangrijke concrete voorbeelden van bigekruiste
producten.
We geven een overzicht van de verschillende secties van het derde hoofd-
stuk. In Sectie 3.3 (Sectie N.3.2 in deze samenvatting) doen we in zekere zin
het voorbereidend werk, hoewel onze resultaten op zich interessant zijn.
We definie¨ren cocykel-acties van lokaal compacte kwantumgroepen op von
Neumannalgebra’s en bestuderen het gekruiste product, de constructie van
het duale gewicht en de natuurlijke implementatie van een cocykel-actie.
Aldus veralgemenen we de resultaten van Hoofdstuk 2. Gemotiveerd door
Hopfalgebra¨ısche resultaten (zie [80], Hoofdstuk 7), bestuderen we ook het
verband tussen cleft-uitbreidingen van von Neumannalgebra’s en cocykel-
gekruiste producten.
In Sectie 3.4 (Sectie N.3.3 in deze samenvatting) definie¨ren we in het al-
gemeen een cocykel-passend paar van lokaal compacte kwantumgroepen.
Deze definitie is onvermijdelijk gecompliceerd. We construeren dan het
cocykel-bigekruiste product (dit is een operatoralgebra¨ısche versie van de
Hopfalgebra¨ısche constructie in Sectie 6.3 van [74]), we tonen aan dat dit
opnieuw een lokaal compacte kwantumgroep is en we berekenen het bijho-
rende invariante gewicht, de multiplicatieve unitaire en de duale kwantum-
groep.
In Sectie 3.5 (Sectie N.3.4 in deze samenvatting) definie¨ren we uitbreidingen
en cleft-uitbreidingen van lokaal compacte kwantumgroepen. We bewijzen
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een bijectief verband tussen cleft-uitbreidingen en cocykel-bigekruiste pro-
ducten. We bestuderen eveneens wanneer twee cleft-uitbreidingen isomorf
zijn. Deze resultaten zijn gelijkaardig aan de Hopfalgebra¨ısche resultaten
van [3].
In Sectie 3.6 (Sectie N.3.5 in deze samenvatting) bestuderen we dan het spe-
ciale, maar belangrijkste geval van een passend paar van lokaal compacte
groepen. In het geval van twee discrete groepen, veralgemenen we het resul-
taat van G.I. Kac [52] voor eindige groepen, en we bewijzen dat elke uitbrei-
ding automatisch cleft is en dus de structuur van een cocykel-bigekruist
product heeft. Voor een passend paar van lokaal compacte groepen be-
schrijven we het bijhorende bigekruiste product en we berekenen alle in-
gredie¨nten van deze lokaal compacte kwantumgroep. Dezelfde formules
worden vermeld door S. Baaj en G. Skandalis [9] in de situatie zonder co-
cykels. We karakteriseren ook wanneer precies het bigekruiste product een
Kacalgebra is en veralgemenen aldus Theorem 2.12 in [72]. We definie¨ren
ook de groep van uitbreidingen geassocieerd met een passend paar en we
bespreken het verband met cocykels gedefinieerd door S. Baaj en G. Skan-
dalis.
In onze bespreking van voorbeelden van passende paren van lokaal com-
pacte groepen in Sectie 3.7 (Sectie N.3.6 in deze samenvatting), beginnen
we met een kort overzicht van gekende voorbeelden uit de literatuur. Dan
leggen we op een informele manier uit hoe we met een passend paar van
Liegroepen een infinitesimale Hopfalgebra kunnen associe¨ren, die we kun-
nen beschouwen als een Hopfalgebra van (onbegrensde) generatoren van de
bigekruiste product lokaal compacte kwantumgroep. In Subsectie 3.7.3 be-
spreken we een voorbeeld dat S. Baaj en G. Skandalis behandelden in een
lezing in Oberwolfach [101]. Uiteindelijk geven we een nieuw voorbeeld van
een passend paar van Liegroepen en we bestuderen de bijhorende uitbrei-
ding. Dit levert een nieuw voorbeeld van een lokaal compacte kwantum-
groep, dat we ook al behandelden in ons artikel [117]. In Subsectie 3.7.5
beschrijven we dan — voor zover onze kennis reikt, voor het eerst — een
rij van uitbreidingen met niet-triviale cocykels die geen Kacalgebra’s zijn.
Hiervoor berekenen we expliciet een familie van cocykels.
We benadrukken dat we nog steeds met von Neumannalgebra¨ısche kwan-
tumgroepen werken en dat we dezelfde definities en notaties gebruiken als
in Subsectie N.2.1.
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N.3.2 Cocykel-gekruiste producten en de constructie van
het duale gewicht
De resultaten in deze sectie zijn een veralgemening van de resultaten uit
Hoofdstuk 2, door ook cocykels in de constructie op te nemen. We veron-
derstellen de hele tijd dat (M,∆) een lokaal compacte kwantumgroep is.
Definitie N.3.1. We noemen een paar (α,U) een cocykel-actie van (M,∆)
op een von Neumannalgebra N als α : N → M ⊗N een normaal, unitaal en
injectief ∗-homomorfisme is, U ∈ M ⊗ M ⊗ N een unitaire is en α en U
voldoen aan
(ι⊗α)α(x) = U (∆⊗ ι)α(x)U∗ voor alle x ∈ N ,
(ι⊗ ι⊗ α)(U) (∆⊗ ι⊗ ι)(U) = (1⊗U) (ι⊗∆⊗ ι)(U) .
Veronderstel vanaf nu dat (α,U) een cocykel-actie van (M,∆) op N is. No-
teer de multiplicatieve unitaire van (M,∆) als W .
Notatie N.3.2. We noteren de unitaire (W ⊗ 1)U∗ in M ⊗ B(H)⊗N als W˜ .
We kunnen dan het cocykel-gekruiste product definie¨ren.
Definitie N.3.3. Het cocykel-gekruiste product M α,ULN is de von Neumann-
deelalgebra van B(H)⊗N voortgebracht door
α(N) en {(ω⊗ ι⊗ ι)(W˜ ) |ω ∈M∗} .
Net als voor gewone acties, zonder cocykel, kunnen we de duale actie van
(Mˆ, ∆ˆop) op M α,ULN definie¨ren. Dit zal zelf een gewone actie zijn.
Propositie N.3.4. Er bestaat een unieke actie αˆ van (Mˆ, ∆ˆop) op M α,ULN
zodanig dat
αˆ(α(x)) = 1⊗α(x) voor alle x ∈ N ,
(ι⊗ αˆ)(W˜ ) = W12W˜134 .
Met behulp van de duale actie αˆ kunnen we dan het operatorwaardige ge-
wicht (ϕˆ ⊗ ι ⊗ ι)αˆ van M α,ULN naar (M α,ULN)αˆ = α(N) definie¨ren. Dit
gebruiken we om de duale gewichten te construeren.
Definitie N.3.5. Gegeven een n.s.f. gewicht θ op N definie¨ren we het duale
gewicht θ˜ op M α,ULN met de formule
θ˜ = θ ◦α−1 ◦ (ϕˆ ⊗ ι⊗ ι)αˆ .
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Net als in Hoofdstuk 2 wordt dit duale gewicht maar een werkelijk hulp-
middel als we hiervoor een concrete GNS-constructie kunnen neerschrijven.
Dit doen we in de volgende propositie. Hierbij gebruiken we de notatie I
ingevoerd in Notatie N.1.20 en de notatie Tϕ om de ∗-algebra van elemen-
ten x ∈ M aan te duiden die analytisch zijn ten opzichte van de modulaire
groep (σt) van ϕ en voldoen aan σz(x) ∈Nϕ ∩N∗ϕ voor alle z ∈ C.
Propositie N.3.6. Veronderstel dat θ een n.s.f. gewicht op N met GNS-con-
structie (K,πθ,Λθ) is. Dan bestaat er een unieke GNS-constructie (H ⊗ K,
ι⊗πθ, Λ˜) voor het duale gewicht θ˜ zodanig dat
1. 〈(ωη,Λ(b) ⊗ ι⊗ ι)(W˜)α(x) | η ∈ H,b ∈ Tϕ,x ∈ Nθ〉 een essentieel do-
mein voor Λ˜ en de σ -sterk∗-topologie opM α,ULN en de norm-topologie
op H ⊗K is;
2. Λ˜((ω⊗ ι⊗ ι)(W˜)α(x)) = ξ(ω)⊗Λθ(x) voor alleω ∈ I en x ∈Nθ .
We geven in deze samenvatting niet dezelfde definitie voor een cleft-uit-
breiding van von Neumannalgebra’s als in Hoofdstuk 3, maar formuleren
wel een equivalente karakterisering van cleft-uitbreidingen, cfr. Proposi-
tion 3.3.24.
Veronderstel dat N een von Neumannalgebra is en θ : N → Mˆ ⊗N een actie
van (Mˆ, ∆ˆop) op N . We bestuderen de vraag wanneer N de structuur van een
cocykel-gekruist product heeft en deze actie θ een duale actie is.
Definitie N.3.7. Zij θ : N → Mˆ ⊗N een actie van (Mˆ, ∆ˆop) op N . We noemen
Nθ ⊂ N een cleft-uitbreiding van von Neumannalgebra’s als er een unitaire
X ∈M ⊗N bestaat die voldoet aan (ι⊗ θ)(X) = W12X13.
De volgende propositie is cruciaal.
Propositie N.3.8. Zij N een von Neumannalgebra en (M,∆) een lokaal com-
pacte kwantumgroep. Veronderstel dat θ : N → Mˆ⊗N een actie van (Mˆ, ∆ˆop)
op N is. Dan is Nθ ⊂ N een cleft-uitbreiding van von Neumannalgebra’s als
en slechts als er een cocykel-actie (α,U) van (M,∆) op Nθ bestaat zodanig
dat (N, θ)  (M α,ULNθ, αˆ).
N.3.3 Cocykel-bigekruiste producten van lokaal compacte
kwantumgroepen
Definitie N.3.9. We noemen een paar (M1,∆1), (M2,∆2) een passend paar
van lokaal compacte kwantumgroepen als een drietal (τ,U,V ) voldoet aan
de volgende voorwaarden:
U ∈M1 ⊗M1 ⊗M2 en V ∈M1 ⊗M2 ⊗M2 zijn beide unitairen,
τ : M1 ⊗M2 → M1 ⊗M2 is een trouw ∗-homomorfisme;
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als we de flip-afbeelding als σ noteren en α en β definie¨ren als
α : M2 → M1⊗M2 : α(y) = τ(1⊗y) en β : M1 → M1⊗M2 : β(x) = τ(x⊗1) ,
dan geldt
• (α,U) is een cocykel-actie van (M1,∆1) op M2:
(ι⊗α)α(y) = U(∆1 ⊗ ι)α(y)U∗ ,
(ι⊗ ι⊗ α)(U)(∆1 ⊗ ι⊗ ι)(U) = (1⊗U)(ι⊗∆1 ⊗ ι)(U) ;
• (σβ,V321) is een cocykel-actie van (M2,∆2) op M1:
(β⊗ ι)β(x) = V (ι⊗∆2op)β(x)V∗ ,
(β⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(V ) = (V ⊗ 1)(ι⊗∆2op⊗ ι)(V ) ;
• (α,U) en (β,V ) passen bij elkaar in de volgende betekenis:
τ13(α⊗ ι)∆2(y) = V132(ι⊗∆2)α(y)V∗132 ,
τ23σ23(β⊗ ι)∆1(x) = U(∆1 ⊗ ι)β(x)U∗ ,
(∆1 ⊗ ι⊗ ι)(V )(ι⊗ ι⊗∆2op)(U∗) =
(U∗ ⊗ 1)(ι⊗ τσ ⊗ ι)((β⊗ ι⊗ ι)(U∗)(ι⊗ ι⊗α)(V ))(1⊗V ) .
Veronderstel nu dat (M1,∆1) en (M2,∆2) een passend paar van lokaal com-
pacte kwantumgroepen is, door middel van het drietal (τ,U,V ). Noteer
de multiplicatieve unitaire en de GNS-constructie van (Mi,∆i) als Wi en
(Hi, ι,Λi). Noteer de Hilbertruimte H1 ⊗H2 als H en veronderstel dat Σ de
flip-afbeelding op H⊗H is. Dan kunnen we het cocykel-bigekruiste product
als volgt definie¨ren.
Definitie N.3.10. Definieer unitaire operatoren W en Wˆ op H ⊗H als
Wˆ = (β⊗ ι⊗ ι)((W1 ⊗ 1)U∗) (ι⊗ ι⊗α)(V (1⊗ Wˆ2)) en W = ΣWˆ∗Σ .
Noteer het cocykel-gekruiste product M1 α,ULM2 als M en definieer
∆ : M → B(H ⊗H) : ∆(z) = W∗(1⊗ z)W .
De volgende stelling is cruciaal.
Stelling N.3.11. Er geldt ∆(M) ⊂ M ⊗M en (M,∆) is een lokaal compacte
kwantumgroep. We noemen (M,∆) het cocykel-bigekruiste product van
(M1,∆1) en (M2,∆2).
Noteer het duale gewicht op M van het gewicht ϕ2 op M2 als ϕ. Zij verder
(H1⊗H2, ι,Λ) de natuurlijke GNS-constructie vanϕ zoals in Propositie N.3.6.
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Dan is ϕ links-invariant op (M,∆). De bijhorende multiplicatieve unitaire is
precies W .
De duale lokaal compacte kwantumgroep (Mˆ, ∆ˆ) kunnen we bekomen als
cocykel-bigekruist product van (M2,∆2) en (M1,∆1), die bij elkaar passen
door middel van het drietal (στσ ,V321,U321).
N.3.4 Uitbreidingen en cleft-uitbreidingen van lokaal com-
pacte kwantumgroepen
Alvorens we de definitie van een uitbreiding van lokaal compacte kwantum-
groepen kunnen geven, hebben we het volgende resultaat nodig.
Propositie N.3.12. Zij (M1,∆1) en (M,∆) lokaal compacte kwantumgroepen
met bijhorende multiplicatieve unitairen W1 en W . Als β : M1 → Mˆ een
normaal ∗-homomorfisme is dat voldoet aan ∆ˆβ = (β⊗β)∆1, dan bestaat er
een unieke actie θ van (Mˆ1, ∆ˆ1op) op M die voldoet aan
(θ ⊗ ι)(W) = W23(ι⊗ β)(Wˆ1)13 .
Dit leidt ons tot de volgende definitie. We merken op dat we in de vol-
gende definitie β symbolisch gebruiken op de pijl die wijst van (M,∆) naar
(Mˆ1, ∆ˆ1), en dan bedoelen we in zekere zin het duale morfisme van het mor-
fisme β van (M1,∆1) naar (Mˆ, ∆ˆ). Dit duale morfisme hoeft echter niet te
bestaan op het niveau van von Neumannalgebra’s, en wiskundig werken we
alleen met β als afbeelding van M1 naar Mˆ .
Definitie N.3.13. Veronderstel dat (M1,∆1), (M2,∆2) en (M,∆) lokaal com-
pacte kwantumgroepen zijn. We noemen
(M2,∆2) α−→ (M,∆) β−→ (Mˆ1, ∆ˆ1)
een korte exacte rij, als
α :M2 → M en β : M1 → Mˆ
beide trouwe, normale ∗-homomorfismen zijn, die voldoen aan
∆α = (α⊗α)∆2 en ∆ˆβ = (β⊗ β)∆1 ,
en als α(M2) = Mθ, waarbij θ de actie van (Mˆ1, ∆ˆ1op) op M is die we in Pro-
positie N.3.12, uitgaande van het morfisme β, definieerden. In deze situatie
noemen we (M,∆) een uitbreiding van (M2,∆2) door (Mˆ1, ∆ˆ1).
We noemen (M,∆) een cleft-uitbreiding van (M2,∆2) door (Mˆ1, ∆ˆ1) als de
uitbreiding α(M2) = Mθ ⊂ M een cleft-uitbreiding van von Neumannalge-
bra’s is.
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Als α en β een korte exacte rij leveren, zoals in de vorige definitie, dan is
ook
(M1,∆1) β−→ (Mˆ, ∆ˆ) α−→ (Mˆ2, ∆ˆ2)
een korte exacte rij, die we de duale korte exacte rij noemen. Als de originele
korte exacte rij een cleft-uitbreiding levert, geldt dit ook voor de duale korte
exacte rij.
Het tweede luik van de volgende stelling is e´e´n van de belangrijkste resul-
taten van het derde hoofdstuk.
Stelling N.3.14. Het cocykel-bigekruiste product van lokaal compacte kwan-
tumgroepen (M1,∆1) en (M2,∆2) is een cleft-uitbreiding van (M2,∆2) door
(Mˆ1, ∆ˆ1).
Elke cleft-uitbreiding van (M2,∆2) door (Mˆ1, ∆ˆ1) is isomorf met een cocykel-
bigekruist product van (M1,∆1) en (M2,∆2).
Verder is het ook mogelijk om een karakterisatie van isomorfe cleft-uitbrei-
dingen te geven.
Propositie N.3.15. Veronderstel dat twee lokaal compacte kwantumgroepen
(M1,∆1) en (M2,∆2) zowel door middel van (τa,Ua,Va) als door middel
van (τb,Ub,Vb) een cocykel-passend paar zijn. Dan zijn de bijhorende cleft-
uitbreidingen
(M2,∆2) αa−→ (Ma,∆a) βa−→ (Mˆ1, ∆ˆ1) en
(M2,∆2) αb−→ (Mb,∆b) βb−→ (Mˆ1, ∆ˆ1)
isomorf als en slechts als er een unitaire R ∈ M1 ⊗ M2 bestaat die voldoet
aan
τb(z) = R τa(z)R∗ voor alle z ∈ M1 ⊗M2 ,
Ub = (1⊗R) (ι⊗αa)(R)Ua (∆1 ⊗ ι)(R∗) ,
Vb = (R⊗ 1) (βa ⊗ ι)(R) Va (ι⊗∆2op)(R∗) .
N.3.5 Uitbreidingen van lokaal compacte groepen
Het eerste resultaat van deze sectie is een veralgemening van Stelling 3 van
G.I. Kac [52].
Stelling N.3.16. Veronderstel dat G1 en G2 discrete groepen zijn. Elke uit-
breiding van (L∞(G2),∆2) door (L(G1), ∆ˆ1) is een cleft-uitbreiding, en heeft
dus, wegens Stelling N.3.14, de structuur van een cocykel-bigekruist product
van (L∞(G1),∆1) en (L∞(G2),∆2).
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Veronderstel dat G1 en G2 lokaal compacte groepen zijn. In de volgende
definitie zullen we een natuurlijk kader cree¨ren om van (L∞(G1),∆1) en
(L∞(G2),∆2) een cocykel-passend paar te maken.
Definitie N.3.17. Veronderstel dat G, G1 en G2 lokaal compacte groepen
zijn. Veronderstel dat i : G1 → G een homomorfisme is en j : G2 → G een
antihomomorfisme, zodanig dat i en j een gesloten beeld hebben en een
homeomorfisme op dit beeld zijn. Veronderstel daarenboven dat
θ : G1 ×G2 → Ω ⊂ G : (g, s) → i(g)j(s)
een homeomorfisme is van G1 × G2 op een open deel Ω van G met een
complement van maat nul. Dan noemen we G1, G2 een passend paar van
lokaal compacte groepen.
Het is dan niet moeilijk om voor bijna alle (g, s) ∈ G1 × G2 de elementen
αg(s) ∈ G2 en βs(g) ∈ G1 te definie¨ren zodanig dat
j
(
αg(s)
)
i
(
βs(g)
) = i(g)j(s) .
Als we dan het ∗-isomorfisme τ definie¨ren door middel van
τ : L∞(G1)⊗ L∞(G2)→ L∞(G1)⊗ L∞(G2) : τ(f )(g, s) = f (βs(g),αg(s)) ,
dan is het niet moeilijk om na te gaan dat (L∞(G1),∆1) en (L∞(G2),∆2) een
cocykel-passend paar vormen, met triviale cocykels.
We kunnen de cocykels erbij betrekken door de vergelijkingen in het vol-
gende lemma op te lossen.
Lemma N.3.18. Veronderstel dat
U : G1 ×G1 ×G2 → C en V : G1 ×G2 ×G2 → C
meetbare afbeeldingen zijn met waarden in de eenheidscirkel U(1) ⊂ C, die
bijna overal voldoen aan
U(g,h,αk(s))U(gh, k, s) = U(h, k, s)U(g,hk, s) ,
V (βs(g), t, r) V (g, s, rt) = V (g, s, t) V (g, ts, r) ,
V (gh, s, t) U¯(g,h, ts) = U¯(g,h, s) U¯(βαh(s)(g), βs(h), t)
V (g,αh(s),αβs(h)(t)) V (h, s, t) .
Dan is (L∞(G1),∆1), (L∞(G2),∆2) een cocykel-passend paar door middel van
(τ,U,V ).
Veronderstel datU en V voldoen aan de voorwaarden in het vorige lemma.
Dan kunnen we het cocykel-bigekruiste product construeren. Dit levert ons
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de lokaal compacte kwantumgroep (M,∆). Het is dan mogelijk (maar we
doen dit niet in deze samenvatting) om expliciete formules te geven voor
alle ingredie¨nten van (M,∆), zoals de modulaire operatoren en conjugaties,
het modulaire element, en de natuurlijke implementatie van de schaalgroep.
Dezelfde formules werden vermeld door S. Baaj en G. Skandalis [9] in de si-
tuatie met triviale cocykels. We kunnen ook precies karakteriseren wanneer
(M,∆) een Kacalgebra is.
Als (Ua,Va) en (Ub,Vb) twee cocykelparen zijn die voldoen aan de verge-
lijkingen in Lemma N.3.18, dan volgt uit Propositie N.3.15 dat de bijhorende
uitbreidingen isomorf zijn als en slechts als er een meetbare afbeelding R
van G1 × G2 naar de eenheidscirkel in C bestaat zodanig dat bijna overal
geldt dat
Ub(g,h, s) = Ua(g,h, s)R(h, s)R(g,αh(s)) R¯(gh, s) ,
Vb(g, s, t) = Va(g, s, t)R(g, s)R(βs(g), t) R¯(g, ts) .
In dit geval noemen we (Ua,Va) en (Ub,Vb) cohomoloog. De verzamelingΓ van equivalentieklassen van cohomologe cocykelparen komt dan precies
overeen met de verzameling van klassen van isomorfe uitbreidingen geasso-
cieerd met het passend paar G1, G2. We kunnen de verzameling Γ de struc-
tuur van een commutatieve groep geven, door het product te definie¨ren als
π(Ua,Va) · π(Ub,Vb) = π(UaUb,VaVb) ,
waarbij we de equivalentieklasse die het cocykelpaar (U,V ) bevat, noteren
als π(U,V ). We noemen deze groep de groep van uitbreidingen geassoci-
eerd met het passend paar G1, G2. De eenheid van deze groep komt overeen
met de klasse van cocykels die cohomoloog zijn met de triviale cocykels. De
bijhorende uitbreiding noemen we de split-uitbreiding. Alle andere uitbrei-
dingen noemen we niet-triviale uitbreidingen.
Er bestaat ook een verband tussen de cocykelparen (U,V ) die voldoen aan
de vergelijkingen in Lemma N.3.18 en cocykels in de betekenis van S. Baaj
en G. Skandalis, maar daar gaan we in deze samenvatting niet op in.
N.3.6 Voorbeelden van cocykel-bigekruiste producten
Verschillende voorbeelden van Kacalgebra’s en lokaal compacte kwantum-
groepen die in de literatuur voorkomen, kunnen beschreven worden als een
cocykel-bigekruist product. We gaan er in deze samenvatting niet verder
op in. Verderop zullen we wel in meer detail het voorbeeld van S. Baaj en
G. Skandalis bespreken en een nieuw voorbeeld behandelen.
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Veronderstel dat G1, G2 een passend paar van Liegroepen is, met cocykels
U,V . Dan willen we, ten minste op een informele manier, een Hopfalge-
bra definie¨ren die kan beschouwd worden als een Hopfalgebra van (onbe-
grensde) generatoren van het cocykel-bigekruiste product (M,∆). Deze infi-
nitesimale Hopfalgebra zal een algebra¨ısch cocykel-bigekruist product zijn.
Het zal niet zo moeilijk zijn om over te gaan op een cohomoloog cocykel-
paar (U,V ) zodanig dat U(g, e, s) = U(e, g, s) = V (e, s, r) = 1 voor alle
g ∈ G1 en s, r ∈ G2. Noteer de Lie-algebra van G1 als g1, en noteer zijn uni-
verseel omhullende algebra als H . We kunnen van H een symmetrische
Hopfalgebra maken zodanig dat
∆H (X) = X ⊗ 1+ 1⊗X (∀X ∈ g1).
Laat nuH werken op oneindig-differentieerbare functies op G1 door middel
van links-invariante differentiaaloperatoren. Dan geldt
Hg[A] = He[A(g·)]
voor alle g ∈ G1,H ∈ H en alle oneindig-differentieerbare functies A op
G1. Op een informele manier kunnen we voor H ∈ H een onbegrensde
functionaal ωH op L∞(G1) definie¨ren met de formuleωH(A) = He[A].
Noteer de covermenigvuldiging op L∞(G2) als ∆2. Veronderstel nu dat A
een algebra van functies op G2 is, zodat (A,∆2) een Hopfalgebra is. Als
we de multiplicatieve unitaire van L∞(G1) noteren als W1, kunnen we een
element H ⊗A van het algebra¨ısch tensorproductH ⊗A op een informele
wijze identificeren met een onbegrensde operator geaffilieerd met de von
Neumannalgebra M door middel van
H ⊗A ←→ (ωH ⊗ ι⊗ ι)(W˜) α(A) .
Vervolgens kunnen we de algebrastructuur vanM overbrengen naarH⊗A,
waar we dan het product krijgen, gedefinieerd door (gebruik de Sweedler-
notatie)
(H ⊗A)(G ⊗ B) =
∑
H(1)G(1) ⊗ χ(H(2) ⊗G(2)) (G(3) W A) B .
Hierbij is
W :H ⊗A→A : H WA = (ωH ⊗ ι)α(A) ,
χ :H ⊗H →A : χ(H ⊗G) = (ωH ⊗ωG ⊗ ι)(U∗) .
Meer specifiek krijgen we dan dat (H W A)(r) = He[A(α · (r))] en verder
χ(H ⊗G)(r) = (He ⊗Ge)[U∗(·, ·, r )] voor alle r ∈ G2. We stellen dus vast
dat, modulo enkele conventies, de algebraA een cocykel-H -module algebra
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is en datH ⊗A het cocykel-gekruiste product is (vergelijk met [74], Propo-
sition 6.3.7). We kunnen ook generatoren voor deze algebra neerschrijven:
de algebraH ⊗A is voortgebracht door
{A | A ∈ A} en {X | X ∈ g1}
met commutatierelaties
[A, B] = 0 als A,B ∈A ,
[A,X] = X WA als X ∈ g1, A ∈A ,
[X, Y] = [X, Y]g1 + χ(X ⊗ Y − Y ⊗X) als X,Y ∈ g1 .
Hierbij noteren we de Liehaak van de Lie-algebra g1 als [X, Y]g1 .
Ook de covermenigvuldiging ∆ op M kunnen we overdragen opH ⊗A. We
bekomen
∆(H ⊗A) =∑(H(2)(1¯) ⊗ Ψ(H(3))(1)A(1))⊗ (H(1) ⊗H(2)(2¯)Ψ(H(3))(2)A(2)) .
Hierbij gebruiken we de notaties
Ψ :H →A⊗A : Ψ(H) = σ(ωH ⊗ ι⊗ ι)(V )
en Ψ(H) =∑Ψ(H)(1) ⊗ Ψ(H)(2) .
Verder is
βˆ :H →H ⊗A : βˆ(H) =
∑
H(1¯) ⊗H(2¯)
zodanig dat
(ωH ⊗ ι)β(B) =
∑
H(1¯)e [B] H
(2¯) .
Op de generatoren A ∈A en X ∈ g1 krijgen we de formules
∆(A) = ∆2(A) voor alle A ∈ A ,∆(X) = 1⊗ X + βˆ(X)+ Ψ(X) voor alle X ∈ g1 .
Op die manier wordtH ⊗A een Hopfalgebra, en we noemen deze Hopfal-
gebra de infinitesimale Hopfalgebra van (M,∆).
Het voorbeeld van S. Baaj en G. Skandalis
Definieer de groep
G = {(a, b) | a ∈ R \ {0}, b ∈ R} waarbij (a, b)(c, d) = (ac,d+ cb) .
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Definieer dan G1 = G2 = R \ {0}, met de vermenigvuldiging als groepsope-
ratie. Definieer
i : G1 → G : i(g) = (g, g − 1) en j : G2 → G : j(s) = (s,0) .
Op die manier wordt G1, G2 een passend paar van lokaal compacte groepen.
Noteer het bijhorende bigekruiste product als (M,∆). We bewijzen dan dat
(M,∆) zelf-duaal is, dit wil zeggen dat (M,∆)  (Mˆ, ∆ˆ), en we bewijzen dat
(M,∆) geen Kacalgebra is. Met de hierboven geschetste methode kunnen
we dan de infinitesimale Hopfalgebra van (M,∆) berekenen. Deze heeft
generatoren A en X, waarbij A inverteerbaar is en
[A,X] = A(1−A) , ∆(A) = A⊗A , ∆(X) = X ⊗A+ 1⊗X .
We tonen ook aan op welke manier de lokaal compacte kwantumgroep
(M,∆) als een vervorming van de gewone (ax + b)-groep kan beschouwd
worden.
Voorbeeld: split-uitbreiding
Definieer de groep H = SL2(R). Beschouw Z/2Z als een normaaldeler van
H door identificatie met K = {−1,1}. Definieer G = H/K. Dan definie¨ren
we
G1 = {(a, b) | a > 0, b ∈ R} waarbij (a, b)(c, d) = (ac,ad+ bc ) ,
G2 = (R,+)
en
i(a, b) =
(
a b
0 1a
)
modK , j(x) =
(
1 0
x 1
)
modK .
Op die manier wordt G1, G2 een passend paar van lokaal compacte groe-
pen. We noteren de bijhorende split-uitbreiding als (M,∆), en zijn duale
als (Mˆ, ∆ˆ). We bewijzen dat zowel (M,∆) als (Mˆ, ∆ˆ) geen Kacalgebra’s zijn.
Verder tonen we aan dat (M,∆) unimodulair is, maar (Mˆ, ∆ˆ) niet.
Opnieuw is het mogelijk om zowel voor (M,∆) als (Mˆ, ∆ˆ) een infinitesimale
Hopfalgebra te berekenen. Voor (M,∆) bekomen we de Hopfalgebra met
generatoren A, X en Y en relaties
[X,A] = 2A , [Y ,A] = A2 en [X, Y] = 2Y ,∆(A) = A⊗ 1+ 1⊗A ,∆(X) = X ⊗ 1+ 1⊗X ,∆(Y) = Y ⊗ 1+X ⊗A+ 1⊗ Y .
418 Nederlandse samenvatting
De infinitesimale Hopfalgebra van de duale kwantumgroep heeft generato-
ren X, A en B, waarbij A inverteerbaar is en de volgende relaties gelden:
[A,X] = B , [A, B] = 0 en [B,X] = 0 ,∆(A) = A⊗A ,∆(B) = A⊗ B + B ⊗A−1 ,
∆(X) = X ⊗A−2 + 1⊗X .
Net zoals we dat deden in het geval van het voorbeeld van S. Baaj en G. Skan-
dalis, kunnen we ook nu op een precieze wijze aantonen dat (M,∆) een ver-
vorming is van de gewone Heisenberggroep, terwijl (Mˆ, ∆ˆ) een vervorming
is van een gewone tweedimensionale (ax + b)-groep.
Voorbeeld: niet-triviale uitbreidingen
Geassocieerd met het passend paar van hierboven zijn er echter ook niet-
triviale uitbreidingen. Hiervoor moeten we de cocykelvergelijkingen van
Lemma N.3.18 oplossen, en dat doen we in Subsectie 3.7.5. Definieer voor
elke n ∈ Z de functie fn op G1 ×G1 door middel van
fn(a, b, c, d) = 4nπ
b log c
ac2
.
Noteer de wederzijdse acties die horen bij het passend paar G1, G2 als α en
β, en definieer, voor s ∈ G2 en g,h ∈ G1,
φs(g,h) = (βαh(s)(g), βs(h)) ,
An(g,h, s) = P
∫ s
0
fn(φr (g,h)) dr ,
waarbij we gebruik maken van de hoofdwaarde-integraal P
∫
. Definieer ten-
slotte
Un(g,h, s) = exp(iAn(g,h, s)) .
Als we Vn = 1 definie¨ren, zal het paar Un,Vn een oplossing zijn voor de
cocykelvergelijkingen in Lemma N.3.18. Voor elke n ∈ Z krijgen we dan een
niet-triviale uitbreiding (Mn,∆n), met duale (Mˆn, ∆ˆn).
De infinitesimale Hopfalgebra van (Mn,∆n) heeft generatoren X,Y en Amet
relaties
[X,A] = 2A , [Y ,A] = A2 , [X, Y] = 2Y − i4n
π
A ,
∆(A) = A⊗ 1+ 1⊗A ,∆(X) = X ⊗ 1+ 1⊗X ,∆(Y) = Y ⊗ 1+ X ⊗A+ 1⊗ Y .
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De infinitesimale Hopfalgebra van de duale kwantumgroep (Mˆn, ∆ˆn) heeft
generatoren A, logA, B en X, waarbij A inverteerbaar is en de volgende
relaties gelden:
B is centraal , [A, logA] = 0 , [A,X] = B , [logA,X] = A−1B ,∆(A) = A⊗A , ∆(logA) = logA⊗ 1+ 1⊗ logA ,∆(B) = A⊗ B + B ⊗A−1 ,
∆(X) = X ⊗A−2 + 1⊗X + i4n
π
A−1B ⊗A−2 logA .
We merken op dat beide infinitesimale Hopfalgebra’s ook zin hebben als
we 4nπ vervangen door een willekeurig ree¨el getal λ. Op het niveau van de
lokaal compacte kwantumgroep hebben we echter alleen een oplossing voor
de cocykelvergelijkingen als λ = 4nπ voor een geheel getal n.
