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RESUMO 
Neste trabalho sao a.presenléulos esqueJnas alteruativos ao gr;ifico 
de controle proposto por Shewhart, segundo o JJlOdclo básico de Duncan para o 
planejamento econômico ele gráficos de controle. 
No Capítulo 1 faz-se urna revisão bibliográfica, onde algumas alter-
nativas ao grc1t1co de controle X são apreciadas dando motivação à execuçào deste 
trabalho. 
No Capítulo 2 apresentamos os gráficos de controle com t;un<uthos 
amostrais variados, onde as m últimas observações são consideradas. Os resultados 
obtidos apresentam ganhos significativos de eficiência em processos que aprcscntaJtl 
pcrturhaçôcs na rnédia. O processo com rn = I é uma Cadeia de l\larkov c, como 
tal foi modelada, determinando-se a expressão que permite calcular o tempo médio 
gasto par<t que perturba.çôes na média sejam detectadas. 
Sirnula.ções Monte Carla dos processos propostos sao apresentadas 
no Capítulo :3, onde alguns delineamentos amostrais são avaliados, verificando-se 
exccpciona,is ganhos ele eficiência com relação ao esquema proposto por Shcwhart. 
As conclusões dos resultados obtidos são apresentadas a seguir. 
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Capítulo 1 
GRÁFICOS DE CONTROLE 
1.1. Introdução 
Os grállcos ele controle estatístico, introdu2iclos pelo Dr. \Valter A. 
Shewhart (I 931 ), servem para clcllnir o padrão que um deter a ninado processo deve 
atingir, servem de instrumento para que o padrão seja atingido; c, por último, servem 
]Mra julgar se o padrào tem sido atingido. Os grállcos ele controle sào, portanto, 
instru!ll<'Jitos que possibilitam a cspecificaçào do que se<~ dcscjéldo, él prodtJ<;ilO de 
itcJtS que s<tt.isfa<.;éllll it cspccifica<.;<io c a inspc<.;;lo do qut' foi produzido para que se 
verifique se satisfazelll it cspecificaçào. 
Em lllll processo onde se deseja utilizar o controle estatístico l' fun-
darnental que se diferencie as causas ele variação da produção. llá um tipo de 
variação 110 processo que é resultado de urna soma ele fatores, onde cada UIIJ tem 
uma contribuiçào insignificante, que sã.o tccnic;tmentc inevit<Í.vcis. Estes fatures si'w 
caracterizados corno causas comuns da variabilidade c pertencem it classe das va-
riações aleatórias. 
Há também as fontes de vanaçoes geradas a partir de causas espe-
cuus, ou seJa, fatores de vari<tção que surgiram de erros de opcraç<"lo, de ajustes 
indevidos no processo, da não uniformidade da matéria-prima, da com!Jinaçúo de 
dois ou mais destes fatores, etc. As variações geradas por fatores deste tipo cante-
Lerizam processos que possuem causas assinaliiveis. 
Pode-se dizer então que um processo está sob controle quando as 
causas de variaçôes são aleatórias, não havendo variaçôes na produçélo devidas as 
causas assinaláveis. 
O grá.fico de controle é construído a partir de um processo onde o 
car;Jdcrístico de qt1alidadc X(· calculado segundo a retirada de aznostras de Ltlllilldl<J 
específico a Í11Lcrvalos conslétntcs de tcznpo. Considerando ét ni'LO existi'·ncia d<' causas 
a.ssinaláveis, X estará sujeito a flutuações amostrais segundo um padrào estatístico 
representado pela Figura 1.1 abaixo. 
X 
Figura 1.1: Padrão estatístico de um processo de produçi10 com ca-
racterístico de qualidade X """ N(fL, CJ2 ) . 
2 
Se for retirado um número suficientemente grande de arnostras, pode-
se estimar a média e pontos extremos da distribuição. Supondo que a distribuição 
de X seja normal, pode-se estimar a sua média a partir das amostras c estimar o seu 
desvio padrão a partir da média dentre as amostras. O processo está sob controle se 
a média c a variância de X são, respectivamente, Jl c a 2 , onde p é um valor definido 
segundo especificações de projeto c a 2 é urna característica do processo. llavcndo 
um desvio n<t média JL de um valor 8a , ou um aumento na variància evidencia-se 
urn dcse<)[Jtrolc no processo. 
Para o característico de controle X existem, em geral, limites de 
tolerância que são especificados em projeto. Considerando a existência da variabili-
dade inerente (aleatória) ao processo de manufatura, há a possibilidade de que algum 
item seja fabricado fora das especificações, isto é, o valor da vari[tvcl X ser abaixo 
do Limite Inferior de Tolerância (LIT) ou acima do Limite Superior de Tolerância 
(LST). 
Considerando que o processo esteja sob coutrole, a frequência de 
ocorrência de itens fora de controle irá depender da variabilidade deste c da seve-
ridade dos limites de tolerância. Em processos onde os limites de tolerância são 
folgados, verifica-se que raramente um item será produzido fora das especificações. 
Em contrapartida, com limites de tolcráncia rigorosos será possível vcrificM urna 
maior frequ(~rtcia de itens produzidos fora das especificac;ôes. 
Considere, por exemplo, um processo Clljél rn(·dia seja 11= l.UUU c a 
variáncia seja a 2=25. Sendo os limites de tolerância iguais a Ll'l'=9t\5 c LST= 1.01 5, 
a frequência de itens fora das especificações será 2,7 a c<tda I .000 itens produzidos. 
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A curva que caracteriza o processo descrito acima é apresentada na Figura 1.2. 
985 1000 1015 
X 
Figura 1.2: Padrão estatístico de um processo de produção com ca-
racterístico de qualidade X"' N( 1.000, 25) . 
A possibilidade de alguma alteração no processo deve ser sempre ccm-
sidcracla. Pode haver altcraçã.o na média c (ou) na variância deste c tais pcrturbaçôcs 
podem não ser percebidas de imediato. Voltando ao exemplo anterior, considere que 
a média do processo tenha sofrido alteração para Jl= 1.00 11. A frequência de itens 
fora de especificação passaria para 11,0 a cada 1.000 itens produzidos. A Figura 1.3 
ilustra este exemplo. 
Desta maneira, em não havendo urna imediata percepção do dcsccm-
trole no processo pelo operador, será observado um aumento na faLricaçào Je itens 
fora das especificações. Assim, considerando que itens que !1ào atendam às espe-
cificações, ou são perdidos, ou necessitam de re-trabalho, pode-se estabelecer urna 
função de perda associada à variável X, onde a perda é zero quando X = 11 c a 
perda é total quando o X f/ (LIT, LST). A função quadrática f(X,!t) = k(X -11) 2 
pode ser e1nprcgada para a avaliação desta questão. 
985 1000 1015 
X 
Figura 1.3: Curvas de distribuição de processos onde o característico 
de qualidade X "' N(l.OOO, 25) passa a ser X "' 
N(1.004, 25) . 
A rápida detecção de uma perturbação na média é um desafio a ser 
enfrentado, visto que, da,dos os parâmetros que constituem o gráfico de controle, se 
fosse aumentado o tarnanho amostrai, obteria-se uma maior informação de X, Inéls 
aumcJita.ria-sc o custo do processo. Se fossem diminuídos os limites de controle, o 
te1npo In{~dio esperado entre a ocorrência de uma perturbação IIH~dia c sua det<·c<Jw 
diminuiria, mas atllnentaria-se o número de pontos fora destes li11tites, isto t'., de 
alarmes ralsos, acarretando novamente aumento no custo do processo. 
Assim, alternativas ao esquema clássico de Shewhart, que seréÍ apre-
sentado a seguir, têm sido propostas visando uma maior eficiência na detecção de 
causas assinaláveis no processo, mantidos os parâmetros iniciais do gráfico de con-
trole ele Shewhart. 
Define-se eficiência de um processo a razão entre os tempos médios 
esperados para se detectar alguma perturbação no processo, obtidos pelo In{•tudu 
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clássico de Shewhart e por algum método alternativo que proporcione esta com-
paração. 
1.2. Gráfico de Controle de Shewhart 
O esquema clássico apresentado por Shcwhart baseia-se na cons-
Lru<;iio do gr<í.fico de controle para a V<tricivel X, atravé•s de ;unostras de tan1ard1o 11 
a intervalos de tempos constantes h. O valor médio amostrai de X, X, é plotado se· 
quc!lciailllCIItc nurn gráfico o11de limites de controle sfw definidos. Estes r<'prcs<'nlarll 
os limites 11os quais os pontos obtidos poderiam estar com grande probabilidade se o 
processo estivesse operando sob controle. Os limites de controle, Limite Superior de 
Controle (LSC) c Limite Inferior de Controle (LIC), são usualmente mais ou menos 
3 desvios padrões da média, :l O'x ou 3 â-x onde â-x é urna estimativa de O'x obtida 
das amostras. A figura abaixo representa o gráfico de controle descrito acima. 
X 
JL + 30' X 
------------------------------------------------- LSC 
Média 
------------------------------------------------- LIC 
o 10 20 30 40 50 
Observações 
Figura 1.4: Gráfico de controle X. 
G 
Shcwhart rccorncnela que enquanto as observações estiverem ocor-
rendo dentro dos limites de controle não haja intervenção no processo. l!avcnelo 
ocorrência. de uma observação fora dos limites ele controle entenele-sc que o processo 
está fora de controle c ações devidas de investigação c corrcçélo devem ser tomadas 
para eliminar as causas assinaláveis. 
A não ocorrência ele pontos fora elos limites de controle c a cxisti-ncia 
de um com portamcnto aleatório dos pontos 110 gráfico de con trolc n i"to sign i fie a q \1(' 
causas assinaláveis não estejam presentes. Os limites de controle fomecem uma 
excelente proteção contra alarmes falsos, isto é, há sempre a probabilidade de que 
algum ponto caia fora dos limites de controles. Entretanto, esta probabilidade é 
tão pequena que na ocorrência deste fato, é mais provável que haja uma causa 
assinalávcl no processo. 
O gráfico de controle é conceitualmente um teste de hipótese COiltÍnuo 
no tempo. Uma observação dentro dos limites de controle recomenda a não rejeição 
da hipótese de controle estatístico do processo, enquanto que a não ocorrência de 
uma observação fora dos limites de controle recomenda a rejeição da hipótese. As-
sim sendo, há a probabilidade de se concluir que um processo está fora de controle, 
quando na realidade está sob controle. No jarguão estatístico esta situação caracte-
riza o erro do tipo I, isto é, Ulll alarme falso. Ilá também <t probalJilidadc de se accit<tr 
a hipótese de o processo estar sob controle quando de fato não est<Í, caracterizando 
assir11 o ('!'rodo tipo 11. 
1.3. Modelo Básico de Duncan 
O pl ancj arnento ele um gráfico ele controle é eletermin a do pela escol h a 
de seus parâmetros, ou seja, o tamanho amostrai (n 0 ) , o intervalo entre as amostras 
(ho) , c o fator de determinação dos limites de controle (k0 ) . Sua implcrncntaçào 
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envolve v<Írios custos que estão diretamente ligados à escolha destes parâmetros, 
visto que, há custos com a amostragem, com a investigação c correção de eventuais 
causas especiais no processo c custos com as perdas uecorrentcs Lia operação do 
sistema fora de controle estatístico. 
Objetivando determinar a escolha ótima destes parâmetros, Duncan 
(1956) introduziu o primeiro modelo para o planejamento econômico de gráficos de 
controle. 
O modelo proposto por Duncan assume que a variável X tenha a se-
guinte característica, X,....., N(;t , o-2 ). Neste, o ucscontrolc estatístico ocorre quanuo 
há uma pcrturbaçào estável na média Jl de tal forma que X ,......, N(;t + 8o- , o-2 ), 
sendo 8 constante. Além disso, assume-se que a ocorrência de uma perturba.çii.o néi.o 
permita que outras ocorrão até que esta seja uetcctada c eliminada, dando asstm, 
início a outro ciclo de qualidade. 
Desta forma, o modelo de Duncan para o acompanlwmcnto d(' utn 
processo é composto pelos seguintes eventos: 
Evento 1: 
Evento 2: 
Evento 3: 
Evento 4: 
Evento 5: 
Evento 6: 
Evento 7: 
Evento 8: 
O processo entra em operação. 
Ocorre unt alarme falso c o processo é paralisado. 
Reinicia-sc o processo. 
Ocorre urna perturbação estável na média. 
O gráfico de controle detecta a pcrt urbaçào. 
A perturbação é uiagnosticada fisicamente. 
A perturbação é corrigida. 
Rcinicia-se o processo c, consequcntcmentc, outro ciclo. 
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Entre dois eventos tem-se uma etapa: 
Etapa 1 (entre os eventos 1 e 2): O processo está operando sob controle es-
tatístico. 
Etapa 2 (entre os eventos 2 e 3): O processo está paralisado c verifica-se que 
este nã possui variações por causas a.ssi-
naJávcis. 
Etapa 3 (entre os eventos 3 e 4): O processo está operando sob controle es-
tatístico. 
Etapa 4 (entre os eventos 4 e 5): O processo está operando fora de controle, 
sem o conhecimento do operador. 
Etapa 5 (entre os eventos 5 e 6): Ou o processo está paralisado, ou está ope-
rando fora de controle, mas colll o conheci-
mento do operador. 
Etapa 6 (entre os eventos 6 e 7): As causas já foram identificadas c cst;'w sendo 
corrigidas. 
Etapa 7 (entre os eventos 7 e 8): Executam-se os procedimentos para a rcllll-
cialização do processo. 
Denomina-se ciclo de qualidade o intervalo entre os eventos I c G. 
O tempo decorrido entre o início de operação do processo c a ocorrência 
de uma perturbação na média é denominado 7'1• 
Ao tempo decorrido entre a ocorrência da pcrturbaçào na IIH··dia e 
sua dctecçã.o pelo gráfico de controle denota-se 12. 
Pode-se considerar portanto, que o ciclo de qualidade terá o cornpri-
rnento T = T1 + r/2. 
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1.4 Gráficos de Controle .X com Limites de Alerta c 
Tamanhos Amostrais Variados 
Considerando um processo que esteja sob controle, a esperança para 
a ocorrenc1a de um alarme falso, ou seja X E/ (LIC, LSC), é de I a cada :no 
inspc~·õcs, para. 1..~ = 3. Ilavendo urna perturbação na média de 0.1 desvio padri'to, a 
esperança para a ocorrência de um alarme falso cairia para I a cada 308 inspcçôcs 
para um delineamento amostrai onde n=•l. 
Suponha que após n 1 inspeções ocorra urna perturbação no processo 
de tal forma que a média 11- mude para fl + Ór7. Suponha ainda que sejam necessários 
n2 inspeções para que se detecte a perturbação após esta ter ocorrido. Esta situação 
é apresentada na Figura 1.5: 
X 
11- + 3r7x 
11- + Ór7x 
LSC 
Média 
LIC 
1 2 nl nl+n2 
t t 
perturbação detecção 
Figura 1.5: Gráfico de controle X com perturbação 
na média. 
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O tempo médio esperado para que se tenha uma observação fora dos 
limites de controle é de 370 inspeções dado que N 1 '""'Geométrica (p) c E(NI) = I fp. 
Após a ocorrência da perturbação X '""' N(11 + óo-, o-2 ), él probabi-
lidade de se obter lllll valor fora dos lirnitcs de controle iréi depender du Lurtanho 
arnostr<d c do desvio virtual Ó que o processo sofrer. 
Considere o exemplo onde k = 3, n = t1 c ó = I /2. A probabilidade 
de se obter uma obscrva.ção fora dos limites de controle é 0,0228. Portanto, o tempo 
mé·dio ueccss<Írio para que o processo detecte a pcrturbaçé"io é de aproxirnéulalltcnle 
4,1 inspeções. 
Pela Tabela 1.1 pode-se sentir a variéiÇélü que hA no tempo l!lédio 
esperado para detecção da perturbação em função de ó, onde n ='I c E(N2 ) = 1/p: 
Tabela 1.1: E(N2 ) para gráficos de controle X. 
ófo E(N2) 
0,00 370,37 
0,50 156,25 
I ,00 tJ3,86 
1,50 lt1,97 
2,00 6,30 
2,50 3,2'1 
3,00 2,00 
A detecção imediata de uma perturbação no processo é necessária 
para que se mantenha este operando dentro das especificações. Assim, Lemos ( 1991) 
propõe a introdução dos limites de alerta onde são mantidos fixos os intervalos entre 
as ahservaçôcs c varia-se o tarnanho da amostra segundo o seguinte esquema: se a i-
ésima observação situar-se entre os limites de alerta, cntào a (i+ I )-ésima ol>scrvação 
será obtida segundo uma amostra de tamanho nP, com np < n 0 , c no caso da i-ésima 
observação situar-se fora dos limites de alerta, mas ainda entre os limites de controle, 
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a (i+ 1)-ésima observaçã.o será obtida segundo urna amostra de tamanho 11 9 , com 
n 9 > n 0 , onde nP < n 9. O esquema descrito acima é apresentado graficamente na 
Figura 1.6: 
Zi 
k lSC 
lSA 
Mt!dia 
LIA 
LIC 
o 10 20 30 40 50 
Observações 
Figura 1.6: Gráfico de controle Zi com limites de alerta c tamanhos 
amostrais variados. 
onde X,...., N(J-l, (}"i) e Zi = ~=-" ,...., N(O, 1) i= 1, 2, 3, .... 
X 
A notação paramétrica usada representa: 
(i) k: fator de determinação dos limites de controle; 
(i i) k . a . fator de determinação dos limites de alerta; 
(i i i) j-l: média do processo; 
(i v) LSC Limite Superior de Controle; 
(v) LIC: Limite Inferior de Controle; 
(vi) LSA: Limite Superior de Alerta; 
(vi i) LIA : Limite Inferior de Alerta. 
A variaçào amostrai no delineamento utilizado deve ser tal quC', na 
1nódia o LaJnanho éunostral seja igual a n 0 , isto é, 
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E[n/Z; E (LIC, LSC)J = n0 , i= 1, 2, 3, ... 
e a frequência de paradas desnecessárias seja a mesma. 
Mas, 
E[n/Zi E (LIC, LSC)] nP x P(Zi E (LI A, LSA)/Zi E (LI C, LSC)) + 
+n9 x P(Z; f/(L/11, LSA)/Zi E (L/C, LSC)). 
De forma mais simples, pode-se escrever: 
E[n/Z; E (LIC, LSC)] = np x P(n = np) + n9 X P(n = n9 ) = n0 . (I A.l) 
Os resultados da Tabela 1.2 foram obtidos segundo um delincarncnto 
amostrai (nP = 1,n9 = 10,n0 = t!) e k=3 c ka=1, respeitando a condiç;'w (1.·1.1), 
I EP E,(N2) 
Orl(C '. "= EI(N2)' 
Tabela 1.2: I~(N2 ) c Eficiência Hclativa para o processo de control<· 
onde ( nP = I, n 9 = I O, n 0 = 'l) e k=3 e (, =0,%:~8:.0. 
ô.;nõ ôJIÇ ôfiÇ E(N2 ) l!.'U 
o •) 
,~ o, 1 0,316228 305,911512 I ,OI 
0, 11 0,2 0,6:32,15G 18:~,9\H 788 I ,09 
0,6 o,:.J 0,918G83 92,137709 I,:w 
0,8 0,4 I ,26t191I 43,303798 I ,65 
1 ,o 0,5 1,581I39 20,8G:JG05 2,10 
1,2 0,6 1,897367 10,998480 2,53 
1,4 0,7 2,235940 6,393302 2,85 
1,6 0,8 2,529822 4,482381 2,76 
1,8 0,9 2,846050 3,380485 2,57 
2,0 1 ,o 3,162278 2,749:139 2,29 
3,0 1,5 <1,71311 G 1,783769 1,12 
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A simples introdução dos limites de alerta no gráfico de coutrole c 
a va.naçao do tamanho amostrai resultaram em ganhos significativos na eficiência 
dos processos em detectar perturbações que por ventura ocorram. As situações nas 
quais os maiores ganhos foram obtidos ocorreram quando houve desvios efetivos na 
média entre 1 ,2 a 1 ,8. 
1.5. Revisão Bibliográfica 
Vaucc (1983) se reporta aos trabalhos publicados no período dt> 1970 
a 1980 referentes a Controle de Qualidade, classificando-os de acordo com a técnica 
de gráfico de controle utilizada. 
Montgomery (1980) apresenta urna rcvJséto c anAlise dos difcr<'ntcs 
modelos econômicos em gráficos de controle, desenvolvidos nas três últimas décadas. 
Duncan (1956) apreseuta o primeiro modelo completo para o pla-
nejamento econômico de gráficos de controle, utilizando uma metodologia formal 
para determinar a escolha ótima dos parâmetros n0 , k0 e h0 , para processos sujei-
tos a pertmbações aleatórias em sua média. A regra de controle assumida é a de 
que existe uma causa assinalávcl no processo sempre que houver un1 ponto fora dos 
limites de controle. 
Duncan (1971) discute algumas técnicas para obtenção dos \·alorcs 
economicamente ótimos para n0 , k0 e h0 , quando há multiplicidade de causas assi-
naláveis. 
Costa ( 1 989) considera o modelo béisico de Duncan con1 a hip<)tese 
de taxa de falha constante relaxada, admitindo deterioraçào do processo. Adota-se 
a distribuiçiw de 'vVeibull para o tempo entre falha do sistcrna c três dclineallleJJtos 
alternativos são propostos, onde variam-se os parâmetros n, k, c h. 
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Ewan (1963) apresenta vários esquemas de gráficos de controle possíveis 
indicando aqueles nos quais o esquema de Sornas Acumuladas é mais apropriado. 
Este método de controle, originalmente proposto por Page ( 1951), baseia-se errt to-
das as informações pretéritas, dando pesos iguais independentemente da antiguidade 
das mesmas. 
O esquema das Médias Móveis baseia-se na média das rn últimas 
observações de X e é uma alternativa ao esquema das Somas Acumuladas. 
Urna alternativa proposta por Alexandre (1989) é a Média ivlóvel 
Ponderada Exponencialmente (MMPE) corn correções para estabilizar a variflllcia, 
que é o caso limite tanto para o esquema clássico de Shewhart, que baseia-se apenas 
na última observação, quanto para o esquema de Sornas Acumuladas, que utiliza-
se de todas as observações com cada um recebendo o mesmo peso. Por definição, 
conforme descrita por Roberts (1959) e Hunter (1986), a MMPE é 
i-2 
L À( I - À)j xi-j + (I - Àr- 1 X 1 ' i= 2,3, 11,5, ... , 
j=O 
ou, analogamente 
y. 
I 
onde, Y1 
Esta estatística envolve todas as observações, onde cada uma recebe 
um peso conforme a sua antiguidade onde À E [0, 1]. Se À- O a MMPE se equivale 
ao critério das Somas Acumuladas, se À - 1 a MMPE se equivale ao esquema 
clássico de Shewhart. 
O artigo proposto por Reynolds, Amin, Amold c Nachlas ( 1988) 
considera as propriedades do gráfico de controle baseadas em X onde o intervalo 
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entre cada par de amostras varia de acordo com o valor observado na primeira das 
amostras. A idéia consiste em utilizar um intervalo h0 variável entre as amostras 
para o gráfico X, de forma que, se o i-ésimo valor de X, X i, estiver próximo ao 
objetivo especificado J.l, será utilizado um intervalo longo h~, com h, > h0 , para a 
inspeção da (i + 1 )-ésima amostra, X i+l· Caso o valor da i-ésima amostra estiver 
longe o suftcicnte do valor objetivado, ou seja, próximo a um dos limites de controle, 
será utilizado um intervalo curto hc, com hc < h0 , para a inspeção seguinte, onde 
hc <h,. 
Estabeleceu-se uma região interna aos limites de controle, deno-
minada Região de Alerta, que fica definida pelo parâmetro ka. Os valores dos 
parâmetros ka , hc c h, são escolhidos de tal forma que 
E[h/Zi E (LIC, LSC)] = ho , i= 1, 2, 3, .... 
Assim, mantidos os parâmetros do gráfico de controle de Shewhart, 
ou seja, os limites de controle a ± 3 desvios padrões da média e o mesmo tamanho 
amostrai, será possível determinar o tempo médio necessário para que ocorra uma 
causa assinalável no processo e preservar o tempo médio gasto entre as inspeções. 
Neste trabalho é apresentada uma alternativa ao artigo proposto 
por Reynolds, Amin, Arnold e Nachlas (1988), onde são mantidos fixos os limites de 
controle, mas ao invés de se variar o intervalo entre as inspeções, varia-se o tamanho 
amostrai destas. Na ocorrência de uma observação próxima ao objetivo (média), 
determina-se a inspeção seguinte com base em uma amostra Je tamanho pequeno. 
Caso a observação ocorra próxima a um dos limites de controle, a inspeção seguinte 
será realizada com base em uma amostra de tamanho grande. Da mesma forma, 
o processo é observado de tal forma que o tamanho médio amostrai seja igual ao 
tamanho amostrai fixo, isto é, 
E[n/Zi E (LIC, LSC)] - np X P(n = np) + n9 X P(n = n9 ) - n0 , i= 1, 2, 3, ... 
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Seguindo o mesmo procedimento anterior, generalizou-se o processo 
passando-se a considerar não apenas a última observação, mas as m-últimas ob-
servações de forma que o tamanho amostrai seria definido de acordo com a posição 
do vetor resultante em uma esfera em !Rm. Se a distância Euclidiana entre os pon-
tos que definem o vetor for pequena, isto é, o ponto extremo inferior próximo ao 
limite de alerta, o tamanho utilizado para a inspeção seguinte será pequeno. Caso 
contrário, estando o ponto extremo do vetor próximo ao limite de controle, será 
utilizado um tamanho amostrai grande para a próxima inspeção. 
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Capítulo 2 
GRÁFICOS DE CONTROLE COM TAMANHOS 
AMOSTRAIS VARIADOS BASEADOS NAS 
; -
m ULTIMAS OBSERVAÇOES 
2.1. Determinação do Tempo Esperado até 
a Ocorrência de uma Falha 
O esquema proposto por Lemos (1991) onde são introduzidos os 
limites de alerta e varia-se o tamanho amostrai, pode receber outro tratamento ma-
temático, de tal forma que, o calculo da expressão que determina o tempo esperado 
até a ocorrência de uma falha fique facilitado. 
Considere Z1 , Z2 , Z3 , .•• , Zi, ... , variáveis aleatórias i.i.d onde 
Zi"'N(0,1), V i=1,2,3,4, .... 
Como 
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P(a ~ zj ~ b/Zi-1 = Zj_J), (:!.1.1) 
a propriedade de Markov está satisfeita c {Zi, i ~O} é uma Cadeia 
de Markov, Hocl, Port c Stonc (1972). 
Sendo este processo estacionário, o espaço de estados para esta Ca-
deia de IV!arkov pode ser expresso por S(nP, n9 ,para) onde 
nP = amostra pequena; 
n 9 = amostra grande; 
para = ocorrência de causa assinalável. 
Suponha que o processo em estudo sofra uma perturbação em sua 
média entre a nrésima c (n 1 + 1)-ésima observações, conforme mostra o esquerna a 
scgu1r: 
1[ 1[ 1[ 1[ 1[ 1[ 1!:1 1[2 1!:a 1[4 1!:s 
....... .. ··· -··-·-.... ·····-··-......... ··-·-··-....... . ..... ~·--·~-...... ... ~-~··-··-..... .. ~ .. ··-··- ... -·-··-·-.... -··-·-··-· ... ···-··-·-
2 
perturbação 
Objetiva-se saber em quanto tempo o processo será absorvido após 
a perturbação ter ocorrido. Para isto, eleve-se calcular a matriz de transiçào para 
cada inspeção, isto é, ~' 1r2 , 1r3 , ••• , 1ri, ... , até que o processo seja absorvido. 
Seja a distribuição inicial dada por 
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(2.1.2) 
o11dc 
i\ssirn, por (2.1.1) 
[ (O) (O) l I [ ~10) l íTI Pll + 7r2 P21 [ P11 P12] X 1[1 = (O) (O) (O) 
íT1 P12 + íT2 P22 P21 P22 7r2 
[ (I) (I) l 2 [ (O) l 1[2 = íT1 Pu + íT2 P21 [ Pu P12 ]' X í'rt ( 1) ( 1) (O) 1rt P12 + íT2 P22 P21 P22 7r2 
[ (2) (2) l 3 
[ íT\
0
) l íT I p 11 + íT 2 P2 I [ Pll P12]' 1[3 = (2) (2) = Pn X (O) íT1 P12 + íT2 P22 P21 7r2 
(~.1.3) 
Por (2.2.3), pode-se determinar 
P(N2 = n) 1r' X [ PI3] = 
-n-1 P23 
P(N2 = n) (2.1.1) 
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onde 
Pu = P21 
n - n 0 0.9973 x 9 X P( -k :::; Zj :::; k ); 
n 9 - np 
P12 = Pn 0.9973 X [P(-k:::; Zj:::; ka) + P(ka:::; zj:::; k)]; 
P13 = P23 1- P(-k:::; Zj:::; k) e 
Finalmente, por (2.1.4), 
E(N.J 
2.2. Gráficos de Controle com Tamanhos Amostrais 
Variados Baseados nas 2 Últimas Observações 
Seguindo a idi~ia proposta quando da introduçào dos li111ites de id<'rta, 
pode-se acompanlwr processos de produção pela inspeção da (i- 1)-ésima c i-ésima 
observações variando-se seu tamanho amostrai segundo a posição do vetor resultante 
no gráfico. Se o vetor resultante estiver em qualquer posição iutema it circunferência 
de raio /Ç, o tamanho amostrai para a inspeção seguinte será nP. Caso o vetor 
resultante esteja situado entre as circunferências de raio VÇ c Vk, isto é, entre os 
lirnites de alerta c de controle, então o tamanho amostrai para a inspeção scguiute 
será n 9 , onde np < n 9 . 
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O esquema descrito acima é apresentado a seguir na Figura 2.1, onde 
a variável de interesse X rv N(J1,(]"2 ) e Zi = X:=-J.I "'N(O.l). 
X 
z. 
& 
Figura 2.1: Gráfico de controle para processos com tamanhos amos-
trais variados baseados nas 2 últimas observações. 
A nota.çã.o paramétrica usada representa: 
(i) k: fator de determinação do limite de controle; 
(ii) ka: fator de determinação do limite de alerta. 
Sendo Z1 , Z2 , Z3 , ... ,Zi, ... , variáveis aleatórias iid onde Zi rv 
N(O, 1), V z = 1,2,3,4, ... , então }i = 2::;: 1 Zr rv X~m) , Qui-quadrado com m 
graus de liberdade cuja função densidade de probabilidade é dada pela expressão 
abaixo ( vide Johnson e Kotz, pag. 167, 1972): 
onde E(Y) = m e Var(Y) = 2m . 
Assim pode-se determinar o processo de controle segundo a sequência 
Y1, Y2, Y3, ... , l'i, ... , onde 
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1~ = Zl + Zl+1 ,......, x(2), com parâmetro de centralidadc À = O, c (~.2.1) 
É importante destacar que Y1 , Y2 , Y3 , .•. , ~' •.. , náo são indepen-
dentes. A auto-correlação serial existente neste processo de controle scdL compen-
sada pela eficiência obtida com o seu uso, conforme resultados que serão apresentados 
no decorrer deste trabalho. 
A função de auto-correlação observada na série Y1 , Y2 , Y3, ... , é 
dada por 
se r = 1 
se r > 1 ' Vz=l,2,~~,4, .... (:2.:2.:n 
A determinação de k de tal forma que a taxa de alarmes falsos seja 
de um a cada 370, 37 inspeções, fica extremamente dificultada devido à estrutura de 
correlação existente. Observe que a probabilidade de um alarme falso na primeira 
inspeção é igual a O, 0027. A segunda. inspeção só ocorrerá caso não ocorra um alarme 
falso na prirncira c, devido ~l. correlação positiva existente entre }"I c }":.?, pode-se 
concluir que P(Y2 :2: k/}'1 :::; k) < 0.0027. Seguindo este raciocínio, deveriam ser 
determinadas probabilidades que demandariam árduo cálculo numérico, visto que, 
a. funçã.o de densidade conjunta. de ~ , }i+ 1 é dada por ( vide Johnson c 1\otz, pag. 
261, Vol 3, 1972): 
Neste trabalho não serão calculados os valores exatos de k, contudo 
boéts a.proxirnaçõcs para processos que possuam a frequência de alarmes falsos dese-
jada, serão obtidas por simulações Monte Carlo. 
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Considerando que a frequência de paradas desnecessárias seja de urna 
a cada 370.37 inspeções, a variação do tamanho amostrai deve ser tal que na média, 
seja igual a n 0 . Assim, 
E( nj}i ~ k) = no, isto é, 
Sendo 
P(Ji ~ kaj}~ ~ Á:) 
P O~ ~ ka I ri ~ Á:) 
Porta11to, 
p ( { }i ~ ka } n { Y.· ~ k} ) 
P(Y;~k) 
1- P(}i ~ ka/Y; ~ k), 
P(}i ~ ka) 
P(}i ~ k) ' c 
então de (2.1.3) 
(2.2. 11) 
Pela definição do delineamento amostrai (n0 , nP, n 9 ) c do limite de 
controle (k), pode-se determinar o limite de alerta para o processo de controle. 
A eficiência deste processo pode ser avaliada a partir do momento em 
que ocorrer uma perturbação em sua média. Considere que uma perturbação igual 
a bCJ ocorra entre a n 1-ésima c (n 1 + 1)-ésima observações. Portanto, Zi,....., N(O, I) 
V i = 1, 2, 3, ... , n 1 c após a perturbação, 
z. { N(8Jn;, 1) 
:J•"" N(8y'1Ç,1) 
se n = nP 
se n = n9 
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2 
X(2) central, Vi= 1,2, ... ,n 1 -1, 
,\ = ó2 n para i= n 1 , v2 A(2) 
v2 
/\(2) 
não central, 
não central, I _ J:2 '\'i+! . . - + 1 + 1 "' - u ~j=i H(j) para z - n 1 , ... , n1 n2 - , 
onde n = H(j). 
Ilustrando o processo descrito acima, tem-se o seguinte esquema: 
2 u,-1 
pert urLaçào dclt.-t:ç.:iu 
Sejam T; = Yn 1 +i c Jod; seu tamanho amostrai para V i = 1, 2, ... , n 2 • 
Para que seja determinada a expressão de E(N2 ) deve-se, primeiramente, calcular 
P(N2 =-i). Assim, 
P(N2 =i) P(1j::::; k, Vj = 1,2, ... ,i -1) X 
X P(T; > k/Tj ::::; k, v j = 1' 2, ... , i- 1) (2.2.5) 
Denotando p; = P(T; > kj1j::::; k, V j = 1, 2, ... , i- 1), 
entã.o, 
1 - Pi = p ( 1i ::::; k I 7 j ::::; k' v j = 1' 2' ... ' i - 1). 
Deste modo, 
- P1, 
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P(T-~ ~ k/T1 ~ k) = 1 - P2, 
P(T3 ~ k/T1 ~ k n T2 ~ k) = 1 - p3, 
P(Tj :s; k, Vj = 1,2, ... ,i -1) = (1- pi)(1- P2)(1- P3) ... (1- Pi-d 
Portanto, 
P(N2 =i)= (1- p,)(I- p2) ... (1 -JJ;_i) p;. (2.2.6) 
Visando facilitar a notação, considere as seguintes exprcssôes: 
(i) P(Ti ~ kj l\1i = np) = /j(kp); (2.2. 7) 
(i i) P(1j ~ kj Mi = n9 ) - /j(kg); (2.2.8) 
(iii) P(Tj ~ kafl\1j = np) = /j(kap); (2.2.9) 
(i v) P(Ti ~ !t:af Mi = n9 ) = /j(ka 9 ); (2.2.1 O) 
(v) P( Ynl ~ ka) = !( ka); (2.2.11) 
(vi) P(Ynl ~ k) = !(k); (2.2.12) 
Para determinar-se P( N2 = i), é necessário que se calcule p;, V i = 
n 1 , n 1 +i, ... , n 1 + n 2 • Assim, 
p 1 = P(7\ > k) = P(T1 > kjl\11 = np) x P(M1 = np) + 
+P(T1 > kj M 1 = n9 ) X P(M1 = n9 ). 
Por (2.1.7) c (2.1.8), tem-se 
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(2.2.1:3) 
onde, 
portanto, 
1 
_ . _ _ ((ka) 
P(l\1I- n 9 )- 1 l(k). 
Seguindo o mesmo raciocínio usado para PI, pode-se determinar 
P2 , P3, · · · , p; · 
P2 = [1 -12(/.~P)] x P(1l12 = np) + [1- /2(k9 )] x P(M2 = n9 ); 
]J3 = [l -(3(kp)] X P(1l13 = np) + [1- /3(1.:9)] x P(M3 = n9 ); 
p; = [1 -(;(kp)] x P(M; = np) + [l -(;(1.:9 )] x P(ll1; = 11 9 ), 
p; = [r;(l.~9 )- !;(kp)] x P(l\1; = np) + 1 - !;(k9 ) (2.2.1 '1) 
= P('l\:::; ka/{1111 = np} n {TI:::; k}) X P({1111 = np} n {TI:::; k}) + 
+ P(TI :S ka/{MI = n9 } n {TI :S k}) x P({MI = n9 } n {T1 :S k}) = 
= P({TI:::; ka} n {111I = np} n {TI:::; k}) + 
+ P({TI :S ka} n {M1 = n9 } n {T1 :S k}) = 
= P({T1 :S J.·a} n {111I = np}) + P({TI :S ka} n {MI = n9 }) 
= P(TI :S ka/ MI = np) x P(l\11 = np) 
+ P(TI :S ka/lv/1 = n9 ) X P(MI = n9 ) 
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Substituindo-se (2.2.9) e (2.2.10) na expressão acima, tem-se 
Pelo rncsmo raciocínio acima, 
P(T < k jT < k) = 2 _ a 2 _ 
e, por rccorrcncra, 
I nas, 
e, portanto, 
bi-r(kap) -{i-I(ka9 )] X 
X P(Mi-1 = np) + {i-I(ka9 ). (2.2.15) 
Seja, 
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(i) J3;(ka) = /i(kap) -!;(kag); 
(ii) B;(k) = !i(kp)- !i(k9 ). 
Substituindo (2.2.16) em (2.2.15), tem-se: 
P(l\12 = np) = B1 (ka) X P(MJ = np) + /J (ka 9 ); 
P(ll13 = np) = B2(ka) X P(/v/2 = np) + /2(ka9 ) = 
- B2(ka) X [BJ(ka) X P(J11J = np) + !J(kag)] + 
+ !2(kag); 
P(l\11 = np) = B3(ka) x P(l\13 = np) + /3(ka9 ), 
para V i = 3, 4, ... , n 2 , portanto, 
(2.2.1G) 
(2.2.17) 
P(l\1" = np) - B2(ka) x {B2(ka) X [BJ(ka) x P(MJ = np) + !J(ka9 )] 
+ /2(ka 9 )} + /3(kag) = 
= 132(ka)2 X [BJ(ka) X P(l\11 = np) + !J(ka 9 )] + /2(ka 9 ) X 
x[l + B2(ka)]; 
P(M; = np) = B2(kar- 2 X [B!(ka) X P(M1 = np) + /1(ka9 )] + /2(ka 9 ) X 
x[l + B2(ka) + B2(ka)2 + ... + 132(kar-3 ]. (2.2.18) 
Substituindo-se a expressão (2.2.18) em (2.2. H) c, em scguid<t, (2.2.6), 
obteve-se, 
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P(N2 =i) [B1(k) X P(M1 = nP) + 11(k9 )] x 
X [Bz(k) X P(M2 = np) + !z(k9 )] X 
x [B2(k) X P(Mi-I = np) + 12(k9 )j X 
x [1 - l32 (k) x P(Mi = np) + ! 2 (k9 )]. 
Pela expressão (2.2.19) pode-se determinar 
()() 
8(N2) =I> X P(N2 =i). 
i=l 
2.3. Gráficos de Controle com Tamanhos Amostrais 
Variados Baseados nas 1n Últimas Observações 
(2.2.19) 
Generalizando a idéia anterior, pode-se acompanhar processos de 
produção pela inspeção das m-últimas observações variando-se seu tamanho amos-
tra! segundo a posição elo vetor resultante no gráfico. Se o vetor resultante estiver 
em qualquer posição interna à esfera ele raio VÇ, limite de alerta, o tamanho arnos-
tral para a inspeção seguinte será nP, com nP < n 0 . Caso o vetor resultante esteja 
situado entre as esferas ele raio VÇ c Vk, isto é, entre os limites de alerta e de 
controle, então o tamanho amostrai para a inspeção seguinte será n9 , onde H 9 > 11 0 . 
A variável de interesse é X """ N(p, 0" 2 ). Sem perda de generalidade, 
considere Zi = ;;:;,~ """ N(O, 1 ). 
A notação paramétrica usada representa: 
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(i) k: 
(i i) Á~ a: 
fator de determinação do limite de co11trole; 
fator de determinação do limite de alerta. 
Da mesma forma, a variação do tamanho amostrai deve ser tal que 
na média, seja igual a n 0 . Com base nesta condição considere 
(2.3.1) 
onde 
e E(Y) = m c Var(Y) = 2m . 
A auto-correlação serial na scquência Yi, Yi+ 1 , Yi+2 , ... , é a seguinte: 
onde, 
se r = 1, 2, ... , m - 1 
se r> m- 1 V i = m, m+ 1, m+2, ... ,(2.3.2) 
Z2 + z2 + + z2 2 n;+I n;+2 · · · n;+(m-2) ""' Xm; 
Z 2 + z2 + z2 2 n,+2 n,+3 + · · · n,+(m-3) ""' Xm; 
z2 + z2 + + z2 2 
n,+r n;+(r+I) · · · n,+r+(m-1) ""'Xm; 
A demonstração deste resultado é apresentada a seguir: 
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Por definição 
Cov(Yi, Yi+r) 
-r===='=-:--"f======= , r = 1, 2, ... , m - 1 
Jvar(Yi)jVar(Yi+r) 
i+(m-1) i+r+(m-1) 
Cov( L z2 J L Z]) 
j=i j=i+r 
i+(m-1) i+(m-1) 
C ou( L z2 J L Zj) 
j=i+r j=i+r 
pois Zl, Z?+ 1 , ... , Z?+(m- 1), ... , Zl+r+(m- 1) são inclcpcnclcntcs. 
Portanto, 
i+(m-1) 
Cov(}i, )~+r)= L VarZ} = 2(m- r) c, finalmente, 
j=i+r 
2(m-r) m-r 
p(}i, li+r) = f2= f2=- --
V L.rny L.m m 
Por (2.3.1), pode-se calcular 
onde 
X P(Yi :::; k). (2.3.4) 
Conhecendo-se o delineamento amostrai (n 0 , nP, n9 ) c o limite de 
controle ( Vk), pode-se determinar o limite ele alerta para o processo ele controle. 
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Pode-se assim, determinar a eficiência deste processo caso ocorra 
uma perturbação em sua média. Considere que uma perturbação igual a ÓCJ ocorra 
entre a n 1-ésima e (n 1 + 1)-ésima obsercações. Portanto, Zi """ N(O, I) V i = 
1, 2, 3, ... , n 1 • Após a perturbação, 
y:"-' 
' 
v2 A(m) 
v2 A(m) 
v2 
'\(m) 
v2 A(m) 
2 
X(m) 
v2 
/\(m) 
se n = nP 
se n = n 9 
V i= n 1 + I,n 1 +2, ... ,n 1 + n2 ; 
central, V i= 1,2, ... ,n- (m- 1), 
não central, À = ó2n para i = n 1 - (m- 2), 
nã.o Central, À= Ó2 L:j;~~+1 nu) para i= n1- (m- 3), 
não central, À = Ó2 L:j;~;+l nu) para Í = HJ - (m- 4), 
- I \ r2 '\'nl+(m-1) · 
nao centra , A = o L....j=n1 +I n(j) para z = n 1 , 
- J \ r2 '\'i+(m-1) 
nao centra , A = o L....j=i n(j) para 
i = n 1 + 1, n 1 + 2, ... , n 1 + n2 - ( rn - I ) . 
onde n = H(j). 
Sejam 7i = Yn 1 +i c Af; seu tarnanho amostrai para V i = I, 2, ... , n 2 . 
Para que seJa determinada a expressão para que E( N2 ) seja conhecida deve-se, 
primeiramente, calcular P(N2 =i). Assim, 
P(N2 =i) P(7j :S k, Vj = I,2, ... ,i-I) x 
X p ( T; > k I Tj :S k' v j = I ' 2' ... , i - 1 ) (') 3 e:) -· .. ) 
Denotando p, = P(1i > kj1j :S k, V j = 1,2, .. . ,i- 1), 
Cl!Lào, 
l- Pi P(T; :S kjlj :S k, V j = 1,2, ... ,i- 1). 
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Deste modo, 
P(1\ ::; k) 
P(T < k/1' < k) 2- 1 -
= 
= 
= 
1 - p,, 
1 
- ]J2, 
1- P3, 
P('lj::; k, \/j = 1,2, ... ,i-1) = (1-pi)(1-p2)(1-p3 ) ... (1-p;_I) 
{2.:Uj) 
Portanto, 
P(N2 =i) = (I- PI)(l- P2) ... (1- Pi-dPi· (2.:3. 7) 
P<tra facilitar a notação, considere as seguintes exprcssôcs: 
(i) P('lj::; k/il'fj = nP) = "{j( kp); (2.:3.8) 
(i i ) P ( Tj ::; k / M j = n 9 ) = /j(kg); (2.:UJ) 
( iii) P(Tj ::; ka/ Mj = np) = /j(kap); {2.:3.10) 
(iv) P(T < k jl'vl·- n) 
·J- a J- 9 - /j( kag ); (2.3.11) 
(v) P(Ynl ::; ka) = !( ka) j (2.3.12) 
(vi) P(Ynt ::; k) = !(k); (2.3.13) 
Para clctcrminar-sc P(N2 = i), é necessário que se calcule p1, \/i = 
n 1 , n 1 +i, ... , n 1 + n 2 . Assim, 
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onde, 
Pt = P(Tt > k) = P(Tt > k/Mt = np) x P(Mt = np) + 
+ P(T1 > k/M1 = n9 ) x P(Mt = n9 ). 
Por (2.3.8) e (2.3.9), tem-se 
portanto, 
JJ( ~f _ ) _ !(ka) 11 1 - n9 - 1 - !(k) , 
Seguindo o mesmo raciocínio usado para p 1 , podem ser determinados 
P2 = [1 -12(kP)] x P(M2 = np) + [1 -12(k9 )] x P(/IJ2 = 1t 9 ); 
P3 - [1- /3(kp)J x P(!113 = np) +[I- /3(k9 )] x P(M3 = n9 ); 
Pi = [!- !;(kp)] x P(M; = np) + [!- !;(k9 )] x P(M, = n 9 ), 
Pi = [Ji(k9) -!;(k- p)j x P(Mi = nP) + 1 -1,(k9) 
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P(111z = np) = P(T1 :S; ka/TI :S; k)) = 
- P(Tl :S; ka/{1111 = np} n {TI :S; k}) X P({MI = np} n {TI :S; k}) + 
+ P(TI :S; ka/{MI = ng} n {7\ :S; k}) X P({MI = ng} n {TI :S; k}) = 
= P({T1 :S; ka} n {MI = np} n {TI :S; k}) + 
+ P( {TI :S; ka} n {1111 = n 9 } n {TI :S; k}) = 
= P( {TI :S; ka} n {1111 = np}) + P( {TI :S; ka} n {i\11 = n
9
}) 
= P(T1 :S; ka/1111 = np) X P(M1 = np) 
+ P(T1 :S; l..:a/1111 = n9 ) X P(i\11 = n 9 ) 
Substituindo-se (2.3.10) c (2.3.11) na cxprcss;io acima, tem-se 
Pelo mesmo raciocínio acima, 
P( M3 = np) = P(7~ :S; ka /7~ :S; k) = 
= !z(kap) X P(Mz = np) + /2(ka 9 ) X P(M2 = 11 9 ), 
e, por rccorrciiCia, 
mas, 
P(M; = np) = /i-l(kap) X P(111i-1 = np) + 
+ /i-i(ka9 ) X P(l\1;_, = n9 ) 
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e, portanto, 
P(A{ = np) = bi-t(kap) -/i-t(ka9 )] X 
X P(Mi-1 = np) + /i-I(ka9 ). 
Seja, 
(i) B;(ka) = /;(kap)- /i(kag); 
(ii) B;(k) = !;(kp) -!;(k9 ). 
Substituindo (2.3.17) em (2.3.16), tem-se: 
P(M2 = np) = Bt(ka) x P(Mt = np) + !t(ka9 ); 
P(M3 = np) = B2(ka) x P(Af2 = np) + !2(ka9 ) = 
(2.3.16) 
(2.:3.1 7) 
(2.:3.18) 
= B2(ka) X [Bt(ka) X P(MI = np) + !t(kag)] + !2(kag); 
P(l\1" = np) = B3(ka) x P(Af3 = np) + /3(ka9 ) = 
= B3(ka) X {B2(ka) X [Bt(ka) X P(l\11 = np) + !t(ka9 )] + 
+ /2(kag)} + /3(kag) = 
= B3(ka) X B2(ka) X Bl (ka) X P(Mt = np) + 
+ B3(ka) X B2U~a) X /t(kag) + B3(ka) X /2(ka 9 ) + /3(~·ag) = 
3 2 3 
= P(A1t = np) X II Bj(ka) +L /j(kag) X II Bt(ka) + l'3(kag) ; 
j=l j=l t=j+! 
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i-1 i-2 
P(Aft = np) X IT Bj(ka) +L /j(ka9 ) X 
j=l j=l 
i-1 
X II Bt(ka) + /i-t(ka9 ) • (2.3.19) 
t=j+l 
onde /i(kap) = !m(Á~ap), li(ka9 ) = lm(ka9 ), li(kp) = lm(kp) e li(k9 ) = lm(k9 ) para 
Vi = m + I, m + 2, ... , n 2 • 
Substituindo-se a expressão (2.3.19) em (2.3.5) c, em seguida, (2.3.7), 
obteve-se, 
P(N2 =i) [Bt(k) x P(Mt = nP) + /t(k9 )] X 
X [B2(k) X P(A12 = np) + 12 (k9 )] x 
X [Bi-t(k) X P(Mi-1 = np) + /i-t(k9 )] x 
X [1- Bi(k) X P(Mi = np) + li(k9 )]. 
Pela expressão (2.3.20) pode-se determinar 
00 
E(N2) = L i X P(N2 =i). 
i=l 
(2.3.20) 
A partir deste resultado pode-se avaliar o desempenho de gráficos 
de controle baseados nas m últimas observações segundo diversos delineamentos 
amostrais, verificando suas eficiências relativas ao esquema proposto por Shcwha.rt 
de acordo com as perturbações que os processos sofrerem. 
38 
Capítulo 3 
SIMULAÇOES MONTE CARLO DOS 
GRÁFICOS DE CONTROLE PROPOSTOS 
Com a determinação da expressão para E(N2 ) , toma-se natural a 
realização de comparações entre processos de controle baseados em diversos deline-
amentos amostrais, para que conclusões possam ser tiradas segundo as eficiências 
obtidas. Infelizmente, a expressão para E(N2 ) envolve dificuldades intransponíveis 
de calculo, tomando-se praticamente inúteis para estes propósitos. 
Por repetições Monte Carlo foi possível a realização de simulações 
que apresentaram resultados bastante interessantes (vide programa no apêndice). 
O valor de k que garante uma taxa de alarmes falsos igual a I : 370 , 
foi determinado, para cada valor de rn , por aproximações sucessivas , através 
de simulações Monte Carlo. Em cada caso, o valor k0 de partida foi determi-
nado, ignorando-se a auto-correlação na série dos Y' s. Neste ponto, k0 é dado 
por F;;/ (0, 9973) , onde F é a FDP da qui-quadrado com m graus de liberdade. 
Por exemplo, param= 2, F2(x) = 1 - e-!x, e k0 = -2/og(l -O, 9973) = 11.8290. 
É interessante notar aqui que os valores de ka são determinados diretamente pela 
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expressão 2.1.1, sem a influência direta da estrutura de correlação. 
Inicialmente realizaram-se 10.000 repetições Monte Carlo simulando 
um processo baseado nas 2 últimas observações, cujo tamanho amostrai médio foi 
n 0 = 4 c limite de controle k = 11,8290. Devido à estrutura de correlação existente 
entre as variáveis aleatórias Yi, }2, }3, ... , o número médio de inspeções obtido 
para que houvesse urna observação fora do limite de controle foi de 513,2 ± 10,1 
inspeções ao nível de confiança de O, 95. 
Conforme apontado por Verdi ( 1991 ), este resultado é qualitativa-
mente esperado dada a correlação positiva entre }i c Yi+I· 
Assim, para que fosse possível comparar o delineamento anterior com 
o esquema clássico de Shewhart, foi necessária a dcterminaç~.o de k via simulações 
Monte Carlo, de tal forma que o intervalo de confiança ao nível de confiança de O, 95 
contivesse o valor desejado de 370 inspeções. 
Para k = 11, 15 realizaram-se 10.000 repetições Monte Carlo onde o 
número médio de inspeções para que houvesse um alarme falso foi de 371,7 ± 7,4 
. -
mspeçoes. 
Da mesma forma, foi necesscí.ria a determinação de k para processos 
que baseavam-se até nas G últimas observações. A Tabela 3.1 apresenta os valores 
médios de inspeções obtidos com seus respectivos intervalos de confiança ao nível de 
o, 95: 
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Tabela 3.1: Número médio de inspeções para a ocorrência de um 
alarme falso para os respectivos valores de m c k com 
limites do IC ao nível de O, 95. 
m k Limlnf Média LimSup 
2 11,15 364,3 371,7 379,1 
3 13,00 364,5 371,8 379,1 
4 14,64 364,2 371,3 378,4 
5 16,20 363,4 370,7 378,1 
6 17,72 365,3 372,7 380,1 
Determinados os valores de k, foi possível calcular os valores de ka 
(HP - 32S) de tal forma que 
n -no P(Y: < k ) = g X P(Y: < k). I- a I-
n 9 - nP 
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A Tabela 3.2 apresenta valores obtidos para ka segundo delineamen-
tos amostrais, com (no = 4), que servirão de base para simulações de interesse. 
Tabela 3.2: Valores de ka obtidos por Simulações Monte Carlo se-
gundo os respectivos delineamentos amostrais. 
m (np, n9 ) k a 
2 (2,8) 2,I82II4 
(I,IO) 2,I82I14 
( 1 ,25) 4,1061811 
( 1 ,50) 5,821093 
3 (2,8) 3,381761 
( 1 ,IO) 3,38I761 
(I ,25) 5,6657IO 
(I ,50) 7,59I663 
4 (2,8) 4,547045 
(I ,IO) 4,547045 
( 1,25) 7,117258 
( 1 ,50) 8,796370 
5 (2,8) 5,6902915 
(1,10) 5,6902915 
( 1 ,25) 8,5050904 
( 1 ,50) 10,301296 
6 (2,8) 6,818233 
(1,10) 6,818233 
(I ,25) 9,850178 
(1,50) 11,750408 
Com base nos parâmetros da tabela 3.2 foram realizadas simulações 
Monte Carlo para os delineamentos amostrais apresentados, sendo que para cada 
desvio no processo foram feitas 10.000 repetições. Os resultados obtidos são apre-
sentados a seguir em forma de tabelas e de gráficos. 
42 
Tabela 3.3: E(N2 ) para os delineamentos amostrais definidos abaixo 
com n 0 = 4 e m = 2 . 
(np,n9 ) 
ófo Shewhart (2,8) (1,10) ( 1,25) ( 1 ,50) 
0,0 370.37 367.09 368.86 376.50 368.25 
0,2 308,43 287,00 280,14 249,90 236,57 
0,3 253,14 213,09 207,36 164,15 146,40 
0,4 200,08 156,97 145,47 100,32 87,77 
0,5 155,22 108,26 96,07 60,11 52,86 
0,6 119,67 71,98 62,15 36,56 35,:39 
0,7 92,32 49,85 41,14 23,41 26,36 
0,8 71,55 33,87 27,69 16,31 21,54 
0,9 55,83 24,27 19,32 12,63 18,53 
1 ,o 43,89 17,08 13,76 10,28 16,82 
1 ) 1 34,80 12,75 10,4 7 8,75 15,06 
1 ') 
,~ 27,82 9,57 7,94 8,00 13,80 
1,3 22,43 7,60 6,55 7' 11 12,93 
I ,tl 18,25 6,24 5,,19 6,48 11,50 
1 ,5 11,97 5,21 4,69 6,13 10,91 
1 ,G 12,38 4,16 4,19 5,61 9,76 
1,7 10,33 3,89 3,80 5,39 9,13 
1,8 8,69 3,45 3,46 4,94 8,40 
1,9 7,37 3,13 3,19 4,69 7,61 
2,0 6,30 2,87 3,00 4,49 7,21 
2,1 5,43 2,66 2,82 4,26 6,69 
2,2 4,72 2,48 2,67 4,08 6,28 
2,3 4,13 2,35 2,54 3,90 5,81 
2,1 3,65 2,23 2,43 3,72 5,.56 
2,5 3,21 2,10 2,31 3,54 5,15 
2,6 2,90 2,02 2,26 3,43 4,88 
2,7 2,62 1,91 2,19 3,25 4,58 
2,8 2,38 1,87 2,12 3,11 4,43 
2,9 2,17 1,81 2,07 3,02 4,14 
3,0 2,00 1,76 2,03 2,94 3,93 
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Tabela 3.4: Eficiência Relativa para os delineamentos amostrais de-
finidos abaixo com n0 = 4 e m = 2 . 
(np, n 9 ) 
8.Jri, (2,8) (1 ,10) ( 1 ,25) ( 1,50) 
0,2 1,075 1,100 1,234 1,301 
0,3 1,188 1,221 1,539 1,729 
0,1 1,275 1,375 1,991 2,280 
0,5 1,431 1,616 2,581 2,936 
0,6 1,663 1,926 3,273 3,381 
0,7 1,852 2,228 3,911 3,502 
0,8 2,112 2,584 '1,387 3,322 
0,9 2,300 2,890 4,420 3,013 
1 ,o 2,570 3,190 4,269 2,609 
1 '1 2,729 3,324 3,977 2,311 
1,2 2,907 3,504 3,478 2,016 
1,3 2,951 3,424 3,141 1,735 
1,4 2,925 3,324 2,816 1,587 
1,5 2,873 3,192 2,442 1,372 
1,6 2,776 2,955 2,195 1,268 
1 '7 2,656 2,718 1,917 1 '131 
1,8 2,519 2,512 1,759 1,035 
1,9 2,355 2,310 1,571 0,968 
2,0 2,195 2,100 1,403 0,874 
2,1 2,041 1,926 1,275 0,812 
2,2 1,903 1,768 1,157 0,752 
2,3 1,757 1,626 1,059 0,711 
2,4 1,637 1,502 0,981 0,656 
2,5 1,543 1,385 0,915 0,629 
2,6 1,436 1,283 0,845 0,594 
2,7 1,351 1,196 0,806 0,572 
2,8 1,273 1,123 0,765 0,537 
2,9 1,199 1,048 0,719 0,.524 
3,0 1,136 0,985 0,680 0,509 
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Figura 3.1: Eficiência Relativa param= 2 segundo os delineamen-
tos amostrais propostos. 
45 
3.0 
Tabela 3.5: E(N2 ) para os delineamentos amostrais definidos abaixo 
com n 0 = 4 em= 3. 
(np,n9 ) 
8Jrí Shewhart (2,8) (1,10) ( 1 ,25) ( 1 ,50) 
0,0 370.37 366.77 375.95 375.03 373.74 
0,2 308,43 277,86 270,93 233,85 216,69 
0,3 253,14 206,18 192,55 143,32 129,82 
0,4 200,08 142,08 127,26 85,92 78,42 
0,5 155,22 92,94 82,27 51,95 49,54 
O,G 119,67 62,20 52,17 32,08 36,38 
0,7 92,32 41 '17 311' 14 21,58 29,08 
0,8 71,55 27,96 22,78 16,33 24,57 
0,9 55,83 19,89 16,12 13,06 22,16 
1 ,o 43,89 14,21 11,93 11,29 19,52 
1,1 34,80 10,61 9,12 9,73 17,23 
1,2 27,82 8,46 7,41 8,86 15,88 
1,3 22,43 6,70 6,24 8,16 14,4 7 
1,4 18,25 5,78 5,36 7,39 13,25 
1,5 14,97 4,90 4,83 6,94 11 '76 
1,6 12,38 4,32 4,36 6,37 10,91 
1,7 10,33 3,84 3,93 5,95 9,87 
1,8 8,69 3,47 3,64 5,56 9,14 
1,9 7,37 3,17 3,41 5,24 8,47 
2,0 6,30 2,94 3,18 4,94 7,81 
2,1 5,43 2,75 2,99 4,70 7,39 
2,2 4,72 2,58 2,86 4,38 6,75 
2,3 4,13 2,14 2,69 4,23 6,29 
2,'1 3,65 2,31 2,58 3,99 5,83 
2,5 3,24 2,19 2,49 3,80 5,53 
2,6 2,90 2,10 2,39 3,66 5,15 
2,7 2,62 2,02 2,33 3,46 4,92 
2,8 2,38 1,93 2,24 3,36 4,63 
2,9 2,17 1,89 2,19 3,26 4,35 
3,0 2,00 1,82 2,10 3,12 4,20 
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Tabela 3.6: Eficiência Relativa para os delineamentos amostrais de-
finidos abaixo com no = 4 e m = 3 . 
(np,n 9 ) 
8y1n (2,8) (1,10) ( 1 ,25) ( 1,50) 
0,2 1 '11 o 1,138 1,319 1,123 
0,3 1,228 1,315 1,766 1,950 
0,4 1 ,'108 1,572 2,329 2,551 
0,5 1,670 1,887 2,988 3,133 
0,6 1,924 2,291 3,730 3,289 
0,7 2,242 2,704 4,278 3,175 
0,8 2,559 3,141 4,382 2,912 
0,9 2,807 3,463 4,275 2,519 
1 ,o 3,089 3,679 3,888 2,248 
1 '1 3,280 3,816 3,577 2,020 
1 ') 
,~ 3,288 3,751 3,1<10 1,752 
1,3 3,348 3,595 2,749 1,550 
1,4 3,157 3,405 2,470 1,377 
1,5 3,055 3,099 2,157 1,273 
1,6 2,866 2,839 1,943 1,135 
1,7 2,690 2,628 1,736 1,047 
1,8 2,504 2,387 1,563 0,951 
1,9 2,325 2,161 1,406 0,870 
2,0 2,143 1,981 1,275 0,807 
2,1 1,975 1,816 1,155 0,735 
2,2 1,829 1,650 1,078 0,699 
2,3 1,693 1,535 0,976 0,657 
2,4 1,580 1,415 0,915 0,626 
2,5 1,479 1,301 0,853 0,586 
2,6 1,381 1,213 0,792 0,563 
2,7 1,297 1,124 0,757 0,533 
2,8 1,233 1,063 0,708 0,514 
2,9 1,148 0,991 0,666 0,499 
3,0 1,099 0,952 0,641 0,476 
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Figura 3.2: Eficiência Relativa para m = 3 segundo os delineamen-
tos amostrais propostos. 
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Tabela 3. 7: E(N2 ) para os delineamentos amostrais definidos abaixo 
com n 0 = 4 e m = 4 . 
(np,n9 ) 
8Jií Shcwhart (2,8) (1,10) ( 1 ,25) ( 1 ,50) 
0,0 370.37 366.81 367.34 371.33 366.66 
0,2 308,43 273,69 259,57 220,62 191,02 
0,3 253,14 195,62 176,85 132,61 109,38 
0,4 200,08 128,69 114,01 77,96 61,31 
0,5 155,22 84,25 72,79 46,02 43,52 
0,6 119,67 55,23 16,19 29,68 33,13 
0,7 92,32 36,63 30,04 21,13 27,87 
0,8 71,55 24,53 20,16 16,91 23,96 
0,9 55,83 17,23 1<1,7<1 11 ,<10 21,59 
1 ,o 43,89 12,86 11,00 12,69 19,18 
1 '1 34,80 9,79 9,09 11,22 17,35 
1,2 27,82 7,96 7,38 9,90 }.5,28 
I ,3 22,43 6,59 6,45 9,12 13,97 
1 ,4 18,25 5,6<1 5,61 8,19 12,78 
1 ,5 H,97 4,90 5,04 7,50 11,56 
1,6 12,38 4,39 4,58 7,02 10,50 
1,7 10,33 3,91 4,19 6,<19 9,63 
1,8 8,69 3,58 3,86 5,97 8,81 
1,9 7,37 3,27 3,61 5,67 8,19 
2,0 6,30 3,0<1 3,41 5,30 7,49 
2,1 5,<13 2,85 3,15 4,98 7,03 
2,2 'Í, 72 2,69 3,01 4,77 6,47 
2,3 4,13 2,54 2,87 4,44 6,05 
2,4 3,65 2,39 2,72 4,23 5,66 
2,5 3,24 2,29 2,59 4,07 5,43 
2,6 2,90 2,19 2,50 3,87 5,06 
2,7 2,62 2,09 2,40 3,69 4,77 
2,8 2,38 2,03 2,34 3,55 4,52 
2,9 2,17 1,95 2,30 3,41 4,29 
3,0 2,00 1,89 2,19 3,30 'Í '14 
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Tabela 3.8: Eficiência Relativa para os delineamentos amostrais de-
finidos abaixo com n0 = 4 e m = 4 . 
(np, n9 ) 
8,fo (2,8) (1,10) ( 1,25) ( 1 ,50) 
0,2 1,127 1,188 1,398 1,615 
0,3 1,294 1,431 1,909 2,314 
0,4 1 ,.555 1,755 2,566 3,111 
0,5 1,842 2,132 3,373 3,567 
0,6 2,167 2,591 4,032 3,612 
0,7 2,520 3,073 4,308 3,313 
0,8 2,917 3,497 4,231 2,986 
0,9 3,240 3,788 3,877 2,586 
1,0 3,413 3,990 3,459 2,288 
1 '1 3,555 3,828 3,102 2,006 
1,2 3,495 3,770 2,810 1,821 
I ,3 3,404 3,478 2,459 1,606 
1,4 3,236 3,253 2,228 1,428 
1,5 3,055 2,970 1,996 1,295 
1,6 2,820 2,703 1,764 1,179 
1,7 2,642 2,465 1,592 1,073 
1,8 2,427 2,251 1,456 0,986 
1,9 2,254 2,012 1,300 0,900 
2,0 2,072 1,818 1,189 0,841 
2,1 1,905 1,724 1,090 0,772 
2,2 1,755 1,568 0,990 0,730 
2,3 1,626 1,439 0,930 0,683 
2,4 1,527 1,342 0,863 0,645 
2,5 1,415 1,251 0,796 0,597 
2,6 1,324 1,160 0,749 0,573 
2,7 1,254 1,092 0,710 0,549 
2,8 1,172 1,017 0,670 0,527 
2,9 1,113 0,943 0,636 0,506 
3,0 1,058 0,913 0,606 0,483 
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Figura 3.3: Eficiência Relativa para m = 4 segundo os delineamen-
tos amostrais propostos. 
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Tabela 3.9: E(N2 ) para os delineamentos amostrais definidos abaixo 
com n 0 = 4 c rn = 5 . 
(np, n9 ) 
8,jií Shcwhart (2,8) (1,10) ( 1 ,25) ( 1 ,50) 
0,0 370.37 369.70 367.77 367.92 368.42 
0,2 308,43 266,25 258,65 214,87 187,45 
0,3 253,14 187,91 172,49 128,31 107,77 
0,4 200,08 121,43 109,19 73,60 64,89 
0,5 155,22 78,32 67,41 43,62 45,85 
0,6 119,67 51,16 42,44 30,12 36,36 
0,7 92,32 33,55 27,86 22,77 30,31 
0,8 71,55 22,36 19,11 18,02 26,35 
0,9 55,83 16,22 14,16 15,39 23,10 
1 ,o 43,89 12,00 10,90 13,55 20,84 
1,1 34,80 9,59 9,09 12,02 18,60 
1,2 27,82 7,90 7,66 10,88 16,47 
1,3 22,43 6,53 6,70 9,70 14,67 
1,4 18,25 5,68 5,84 8,71 13,48 
1,5 14,97 5,04 5,31 8,13 12,34 
1,6 12,38 4,46 4,85 7,41 11,25 
1,7 10,33 4,05 4,51 6,88 10,20 
1,8 8,69 3,69 4,02 6,40 9,42 
1,9 7,37 3,41 3,81 6,01 8,66 
2,0 6,30 3,17 3,55 5,52 7,93 
2,1 5,13 2,97 3,28 5,23 7,36 
2,2 1,72 2,81 3,17 1,96 6,83 
2,3 1 '13 2,61 2,99 4,70 6,37 
2,11 3,65 2,47 2,85 4,48 5,90 
2,5 3,24 2,35 2, 71 4,17 5,55 
2,6 2,90 2,27 2,GO Lj ,06 5,211 
2,7 2,62 2,16 2,51 3,86 5,03 
2,8 2,38 2,08 2,42 3,69 4,68 
2,9 2,17 2,00 2,33 3,53 4,46 
3,0 2,00 1,94 2,26 3,37 4,25 
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Tabela 3.10: Eficiência Relativa para os delineamentos amostrais de-
finidos abaixo com no = 4 e m = 5 . 
(nP,n9) 
8.,fo (2,8) (I, I O) (I ,25) (I ,50) 
0,2 1,I58 I ,192 1,435 1,645 
0,3 1,347 1,468 1,973 2,349 
0,4 1,648 I,832 2,718 3,083 
0,5 I,982 2,303 3,558 3,385 
0,6 2,339 2,820 3,973 3,291 
0,7 2,752 3,314 4,054 3,046 
0,8 3,200 3,744 3,971 2,715 
0,9 3,442 3,943 3,628 2,417 
1,0 3,658 4,027 3,239 2,I06 
1,1 3,629 3,828 2,895 1 ,87I 
1,2 3,522 3,632 2,557 1,689 
1,3 3,435 3,348 2,312 1,529 
1,4 3,213 3,125 2,095 1,354 
1,5 2,970 2,819 1,841 1,213 
1,6 2,776 2,553 1,671 1,100 
1,7 2,551 2,290 1,501 1,013 
1,8 2,355 2,162 1,358 0,923 
1,9 2,161 1,934 1,226 0,851 
2,0 1,987 1,775 1,141 0,791 
2,1 1,828 1,655 1,038 0,738 
2,2 1,680 1,489 0,952 0,691 
2,3 1,582 1,381 0,879 0,648 
2,4 1,478 1,281 0,815 0,619 
2,5 1,379 1,196 0,777 0,584 
2,6 1,278 1,115 0,714 0,553 
2,7 1,213 1,044 0,679 0,521 
2,8 I ,144 0,983 0,645 0,509 
2,9 I ,085 0,931 0,61.5 0,487 
3,0 I ,031 0,885 0,59;j 0,,171 
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Figura 3.4: Eficiência Relativa para m = 5 segundo os delineamen-
tos amostrais propostos. 
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Tabela 3.11: E(N2 ) para os delineamentos amostrais definidos abaixo 
com n0 = 4 e m = 6 . 
(np, n 9 ) 
b.jn Shewhart (2,8) (1,10) (1,25) ( 1 ,50) 
0,0 370.37 375.86 372.23 367.18 372.73 
0,2 308,43 265,35 252,10 208,38 185,45 
0,3 253,14 183,61 165,24 123,54 105,78 
0,4 200,08 118,64 106,22 70,42 65,83 
0,5 155,22 75,46 63,22 43,57 48,71 
0,6 119,67 47,56 39,03 30,48 38,89 
0,7 92,32 31,30 26,63 23,.53 32,89 
0,8 71,55 21,53 18,37 19,30 28,87 
0,9 55,83 15,67 13,82 16,80 25,23 
1 ,o 43,89 11,98 11,03 14,40 21,97 
1,1 34,80 9,48 9,31 12,87 19,96 
1,2 27,82 7,96 7,92 11,36 17,72 
1,3 22,43 6,79 7,05 10,36 16,08 
1,4 18,25 5,81 6,10 9,61 14,29 
1,5 14,97 5,22 5,57 8,52 13,05 
1,6 12,38 4,61 5,09 7,82 11,75 
1,7 10,33 4,23 4,64 7,27 10,86 
1,8 8,69 3,88 4,33 6,70 9,63 
1,9 7,37 3,52 3,99 6,21 8,80 
2,0 6,30 3,26 3,75 5,78 8,17 
2,1 5,43 3,07 3,48 5,50 7,60 
2,2 4,72 2,87 3,27 5,20 7,06 
2,3 4,13 2,70 3,09 4,87 6,67 
2,1 3,65 2,55 2,95 1,63 6,13 
2,5 3,24 2,14 2,83 4,41 5,78 
2,6 2,90 2,31 2,68 4,18 5,42 
2,7 2,62 2,21 2,56 4,03 5,15 
2,8 2,38 2,14 2,49 3,80 4,81 
2,9 2,17 2,06 2,42 3,70 4,62 
3,0 2,00 1,99 2,34 3,53 4,36 
55 
Tabela 3.12: Eficiência Relativa para os delineamentos amostrais de-
finidos abaixo com n0 = 4 e m = 6 . 
(np,n 9 ) 
ó,fii (2,8) (1,10) ( 1 ,25) ( 1 ,50) 
0,2 1,162 1,223 1,180 1,663 
0,3 1,379 1,532 2,019 2,393 
0,1 1,686 1,884 2,841 3,039 
0,5 2,057 2,455 3,563 3,187 
0,6 2,516 3,066 3,926 3,077 
0,7 2,950 3,467 3,924 2,807 
0,8 3,323 3,895 3,707 2,478 
0,9 3,563 4,040 3,323 2,213 
1 ,o 3,664 3,979 3,048 1,998 
1,1 3,671 3,738 2,704 1,743 
1,2 3,495 3,513 2,449 1,570 
l ,3 3,303 3,182 2,165 1,395 
1,4 3,141 2,992 1,899 1,277 
1,5 2,868 2,688 1,757 1,147 
1,6 2,685 2,432 1,583 1,054 
1,7 2,442 2,226 1,421 0,951 
1,8 2,240 2,007 1,297 0,902 
1,9 2,094 1,847 1,187 0,838 
2,0 1,933 1,680 1,090 0,771 
2,1 1,769 1,560 0,987 0,711 
2,2 1,(it15 1,113 0,908 0,669 
2,3 1,530 1,337 0,818 0,619 
2,1 1,131 1,237 0,788 0,595 
2,5 1,328 1,145 0,735 0,561 
2,6 1,255 1,082 0,691 0,535 
2,7 1) 186 1,023 0,650 0,509 
2,8 1,112 0,956 0,626 0,195 
2,9 1,053 0,897 0,586 0,470 
3,0 1,005 0,855 0,567 0,459 
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Figura 3.5: Eficiência Relativa para m = 6 segundo os delineamen-
tos amostrais propostos. 
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Pelos resultados obtidos percebe-se que os maiores ganhos de eficiência 
ocorrem quando a. média do processo se desloca O, 5 a 2, O desvios padrões em relação 
à sua média. 
De fato, para pequenos desvios na média, entre O, 2 e O, 5, o deline-
amento que apresentou os melhores resultados foi (np = 1 , n 9 =50) . Para desvios 
superiores este delineamento não obteve os níveis de eficiência que os demais obti-
veram. 
Com o delineamento (np = 1 , n 9 = 25) foram obtidos os maiores 
ganhos quando da ocorrência de desvios entre O, 5 e 1, O . Aliás, a eficiência relativa 
chegou a ser de 1,12 , a maior registrada nas simulações. 
Outros resultados interessantes ocorreram quando utilizou-se o de-
lineamento amostrai (nP = 1 , n 9 = 10) . Neste caso, os maiores ganhos ocorreram 
em processos com desvios entre O, 6 e 1, 5 . 
Já com o delineamento amostrai (nP = 2 , n 9 = 8) houve ganhos 
quando os processos apresentavam desvios da ordem de 2, O a 3, O . Nesta!"i cir-
cunstáncias, este delineamento foi superior aos demais. 
I~ interessante notar que a medida quem aumenta, os processos com 
os delineamentos amostrais (np = 2, n 9 = 8) c (np = 1 , n 9 = 10) passam a ter 111aior 
eficiência quando há ocorrência de pequenos desvios. Param= 6, por exemplo, os 
maiores níveis de eficiência são obtidos para o delineamento (np = 1 , n 9 = 10) . Já 
para os delineamentos amostrais (np = 1 , n 9 = 25) e (np = I , n 9 = 50) o aumento 
de m implicou em uma perda de eficiência para qualquer desvio que o processo sofra. 
Outros resultados interessantes são obtidos quando avalia-se a va-
riação de m em cada delineamento amostrai estudado. 
Verificou-se que a medida que houve aumento da amplitude entre 
nP e n 9 , o aumento de m implicou em ganhos de eficiência em processos com desvios 
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cada vez menores da média. 
Por exemplo, para o delineamento amostrai (np = 2 , n 9 = 8) houve 
ganhos de eficiência a medida quem cresceu apenas nos processos onde houve desvios 
na média de até 1, 7 . A partir de então não houve ganhos c, neste caso, o processo 
mais eficiente ocorreu quando m = 2 . 
Os gráficos a seguir ilustram os resultados obtidos. 
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Figura 3.6: Eficiência Relativa segundo o delineamento amostrai 
(n1, = 2 ,n9 = 8) param= 2,3,4,5 c 6. 
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4. Conclusões 
Diante dos resultados obtidos, verificou-se que todas alteraçôes su-
geridas ao esquema clássico de Shewhart, refletiram em ganhos de eficiência pela 
redução do tempo médio esperado entre ocorrência c detecção de perturbações 
estáveis na média do processo, sem alterações nos custos amostrais nem na taxa 
de alarrnes fa.lsos. 
O Capítulo 1 apresentou algumas pequenas mudanças ao esquema 
de Shewhart, onde resultados interessantes foram obtidos, dando motivação às pro-
postas apresentadas no Capítulo 2. 
No Capítulo 3 foram realizadas simulações Monte Carlo cujos resul-
tados possibilitaram que as seguintes conclusões fossem formuladas. 
A simples variação do tamanho amostrai no gráfico de controle, onde 
10,n 0 = 1), resultou em valores de eficiência relativa de até 2,71. 
A vali ar as eficiências de processos que baseavam-se nas vanaçocs 
dos delineamentos amostrais associadas à utilização das m -últimas observações foi 
a proposta deste trabalho c resultou em ganhos significativos. 
A possibilidade de avaliar vários cenários motivou a utilizaçào de 
simulaçôes de processos por repetiçôes l'v1oute Carlo, produzindo resultados interes-
santíssimos. 
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O aumento de m e a variação dos delineamentos amostrais possibi-
litaram concluir que há ganhos na eficiência relativa para processos que sofreram 
determinados níveis de perturbações. Por exemplo, para processos com delinea-
mento amostrai ( nP = 1, n 9 = 10, n 0 = 4) obtiveram-se ganhos de eficiência quando 
m passou de 2 para 3 apenas para processos com até 1 ,4 desvios da média. Quando 
m passou de 5 para 6 só houve ganhos quando observaram-se processos com até 1 ,O 
desvio padrão da média. 
Já para o delineamento amostrai (np = 1, n 9 = 50, Hu = '1) lwuve 
ga.nhos de eficiência quando passou-se a inspecionar não apenas as 2 últillléts ob-
servações, mas as 3 últimas, apenas para processos que sofreram até 0,5 desvio 
padrão. Quando 1n passa de 5 para 6, os ganhos ocorrem apenas em caso de desvio 
de até 0,3 na média. 
Percebe-se que para dclinamentos em que as amplitudes entre Hp c 
n 9 são pequenas, o aumento de m implica em ganhos de eficiêucia cada vez maiores 
para. razo<Íveis níveis de desvios da média. À medida que a amplitude entre os 
tamanhos amostrais aumenta, percebe-se que os ganhos de eficiência são cada vez 
menores c ocorrem apenas crn processos com pequenas perturbações. 
De uma forma geral, verificou-se que todas as mudanças sugeridas ao 
esquema clássico de Shcwhart acarretaram em ganhos de eficiência. A possibilidade 
de ganhos ainda maiores com delineamentos amostrais difcreutcs dos já apresenta-
dos, sugere um estudo para a determinação do melhor delineamento amostrai para 
cada m. 
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APENDICE 
Todas as simulações Monte Carlo foram realizadas em microcompu-
tadores 386 SX c 386 DX, ambos com co-processadores aritméticos. A linguagem 
de programação utilizada foi o Turbo Pascal Versão 5.0. O programa abaixo é geral 
c simula um processo onde (np = 1, n 9 = 25 n 0 = 1) c rn = 5. 
program Simula; 
const 
NP=l; 
NG=25; 
PRNP=0.868895; 
NN=5; 
IMAX=ll i 
type z2t=array(l .. ll) of real; 
v ar 
l 
DEL 
NMC,e,i,IMC,N,j 
soman,soman2 
d,dnp,dng,y,x,u,K,KA,DELTA 
nmedio,dpnmedio, 
varnmedio 
Z2 
Saida 
procedure Normal(var r:real); 
var u1,u2 :real; 
begin 
ul:=Random; 
:integer; 
:array(l .. l8) of real; 
:longint; 
:comp; 
:real; 
:extended; 
:z2t; 
:text; 
u2:=Random; 
r:=Sqrt(-2.0*Ln(ul))*Sin((2*Pi)*u2); 
end; 
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procedure Qui(var e,i:longint; var z2:z2t; var K,KA,d,y:real) i 
var x,t :real; 
j : integer; 
begin 
Normal (x); 
t:=x+d; 
Z2(i):=t*t; 
for j:=e to i do 
begin 
y:=y+z2[j); 
end; 
if y<=K then 
begin 
if y<=KA then d:=dnp 
else d:=dng; 
end; 
end; 
beain 
Randomize; 
Assign(Saida 1 1 Saida.dat 1 ); 
Rewr ite ( Sa ida) i 
wr i te ( 1 NMC: 1 ) i 
Readln(NMC); 
DEL[1]:=0.15iDEL[2]:=0.25iDEL[3]:=0.35iDEL(4]:=0.45;DEL(5):=0.55; 
DEL[6]:=0.65iDEL[7):=0.75iDEL[8]:=0.85iDEL(9):=0.95;DEL[10):=1.05; 
DEL[11]:=1.10;DEL(12]:=1.15;DEL(13]:=1.20;DEL[14):=1.25;DEL(15):•1.30; 
DEL[16]:=1.35;DEL[17):=1.40;DEL(18):=1.45i 
for 1:= 1 to 18 do 
begin 
DELTA:=DEL[l); 
dnp:=DELTA*Sqrt(NP); 
dng:=DELTA*Sqrt(NG)j 
K:=11.15; 
KA:=4.106484; 
y:=O.O; 
d:=O.O; 
soman:=O; 
soman2:=0; 
IMC:=1; 
repeat 
N:=O; 
e:=l; 
for i:=e to NN do 
begin 
Normal (x); 
z2[i):=x*x; 
end; 
u:=Random; 
if u<PRNP then d:=dnp 
else d:=dng; 
while y<=K do 
begin 
while (i<IMAX) and (y<=K) do 
begin 
y:=o.o; 
Inc(N); 
Inc(i); 
Qui(e,i,z2,K,KA,d,y); 
Inc(e); 
end; 
if i=IMAX then 
begin 
i:=NN; 
e:=1; 
for j:=l to NN do 
Z2(j):=z2(j+NN+1); 
end; 
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end; 
soman:=soman+N; 
soman2:=soman2+N*N; 
Inc ( IMC) i 
y:=o.o; 
until IMC=NMC+l; 
nmedio:=soman/NMC; 
varnmedio:=(soman2-NMC*nmedio*nmedio)/(NMC-1); 
dpnmedio:=Sqrt(varnmedio/NMC); 
{Writeln(Saida,'Limite Inferior',' 1 ,'Media',' ', 1 Limite Superior');} 
Writeln(Saida,Delta:3:2,nmedio-1.96*dpnmedio:l0:2,nmedio:l5:2,nmedio+l.96* 
*dpnmedio:l4:2); 
end; 
close (Saida); 
end. 
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