I. INTRODUCTION In the past decade, Monte Carlo methods for solving the many-body Schrodinger equation ' have been widely applied to the study of quantum systems as diverse as liquid and solid helium, electron gas, small molecules, " few-nucleon bound states, ' ' model nuclear systems, ' ' and Hamiltonian lattice gauge theory. ' With 
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To avoid evaluating derivatives, this can be interpreted as (18), (23), (25), (27) The trial function used is of the form
(31) Figure l Fig. 4 (44) This is plotted as a dotted line. Figure 9 shows the same comparison for LGV2b. Fig. 8 for the second-order algorithm
LGV2b. In this case, however, there is no second-order perturbative correction to the exact wave function (see the Appendix). Note that for n &0, the first term is of lower order and is negative; for n &0, the second term is of lower order and is positive. Thus (58) and (59) immediately predict that for n &0, the convergence is from below, whereas for n &0 the convergence is from above. Also, these errors are conspicuous only when they are of lower order than that of the algorithm. In Figs. 15 -18, we examine in detail cases for n = -1, -2, 1, and 2. In each case, the scaled, dimensionless expectation value ((gr )") is plotted as a function of the dimensionless time-step parameter Figure 15 shows the convergence of ((gr ) ') , which is of special importance for atomic calculations.
LGV1 converges linearly as expected, and is well described by the first-order perturbative wave function (43 (58) and (59) .
To demonstrate that these nonperturbative errors are conspicuous only when they are of lower order than the order of the algorithm, Fig. 17 shows the convergence of ( gr). For LGVI, since (58) Of the three second-order algorithms, the fastest is DMC2c. However, its sometimes erratic convergent behavior is disconcerting. In the case of Fig. 1 , one is sure that it actually overshoots the exact result by a small amount and converges from above. This peculiar behavior is traceable to its corresponding Langevin algorithm LGV2c and is known to occur also in lattice gauge calculations. ' 
