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INTRODUCTION 
Let x = (xl, es*, x”) denote a point in n dimensional Euclidean space En, 
which describes the state of some physical system having dynamical equations 
“(0 =f(4 x(t), U)’ (1) 
The vector u, termed the control, will be allowed to assume values in a com- 
pact set U contained in ET. Several types of “time optimal” problems may 
now be posed. 
First consider initial data x(0) = x0 , for (l), and a target set 
S C [0, cc) x En given. The “open loop” problem is to find that measurable 
function u(t) with values in U such that the corresponding solution (tra- 
jectory) of (l), denoted ~(t; u), satisfies (tr , ~(t,; u)) ES for minimum 
value t, . The “closed loop” or feedback problem does not require initial 
data, but instead asks that one find that function u(t, x), with values in U, 
such that the corresponding solution 9~ of (1) through any point (t,, , x,,) 
satisfy (tr , r,o(t,; u)) E S for minimum value of t, > t,, . Since the value of 
the control here depends on a measurement of both time and state, one 
expects a “stability” under perturbations to exist which need not be present 
in open loop systems. Therefore, from the viewpoint of applications, the 
feedback system is desirable. 
Conditions for the existence of an optimal control for the open loop 
problem are given in [4, 81. On the other hand, in the feedback problem, if 
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u(t, X) is discontinuous with respect to X, it is difficult to even answer ques- 
tions of existence and uniqueness of solutions of the corresponding system (1). 
In particular, if the maximum principle [7] is used as a constructive method 
to obtain a candidate for an optimal trajectory, such discontinuities often 
occur. The main purpose of this paper is to discuss why these discontinuities 
occur and to show how, in many cases, a given problem admits a natural 
approximating problem having smooth control. 
Specifically, the maximum principle approach to the time optimal problem 
proceeds by defining H(t, X, p, U) = p *f(t, X, U) - 1 (the dot denoting 
scalar product) and maximizing H with respect to admissible values of U, for 
each fixed t, X, p. This algebraic maximization hopefully produces a function 
~*(t, X, p), often discontinuous. Define H*(t, X, p) = H(t, X, p, u*(t, X, p)) 
and form the differential equations 
2 = 6 H*(t, x, p), 9 = - & H*(t, x, p). (2) 
The maximum principle then assures us that if u(t) is an optimal (open loop) 
control, and ~(t; u) the corresponding solution of (l), there exists an absolu- 
tely continuous n vector function p(t), not identically zero, such that 
H*(t, v(c 4, p(t)> = w, P(C 4, p(t), @>) 
while cp and p satisfy (2). H owever, its constructive use consists in solving 
a two point boundary value problem for the equations (2), which often have 
their right sides discontinuous in the dependent variables. 
For the system (l), let R(t, X) z {f(t, X, U) : II E U}. We shall say that 
the time optimal problem for a system 2(t) = g(t, x(t), w), v E V, is epuiwalent 
to that for the system (1) if {g(t, X, V) : z, E I’} = R(t, x) for all t, x in some 
domain of interest. For given E > 0 we define the time optimal problem for 
the system Ji(t) = h’(t, X, (t), w), v E V(e), to be an B approximate equi- 
dent problem to the time optimal problem for (1) if for all (t, x), 
{qt, x, v) : v E V(c)} contains R(t, X) and the HausdortI distance between 
these sets is less than E. 
Intuitively equivalent problems have the same optimal trajectories (as 
shown in Theorem 3) while the optimal trajectories of an E approximate 
equivalent problem will be close (uniformly) to those of the original problem. 
The main result, Theorem 4, shows that if a time optimal problem satisfies 
the conditions of Filippov [4] for the existence of an optimal (open loop) 
control, then for any E > 0 there exists an E approximate equivalent problem 
for which the algebraic maximization encountered in the maximum principle, 
yields a Cl (once continuously differentiable) function u*(t, X, p). This 
function can be related to the optimal feedback control, as in [6], via the 
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Hamilton Jacobi equation, thereby yielding a method of discussing when a 
Cl optimal feedback control exists. 
An example is given to illustrate the construction of an approximating 
problem and its use in generating fields of optimal trajectories via the 
Hamilton Jacobi equation. 
1. THE MAXIMIZATION OF A LINEAR FUNCTIONAL ON A STRICTLY CONVEX SET 
Our motivation is to choose approximating problems for which the maxi- 
mum principle will yield smooth controls. Let y*(p) be the function which 
maximizes the linear functional p . Y for fixed p E En - {0}, Y E R a given 
compact set in En. We begin by examining conditions on the set R which 
will insure that I* is smooth, since it is a maximization of this type which 
causes discontinuities in the control. It is convenient for our purposes to 
denote the scalar product p * Y by F(p, I) and this notation will be used 
throughout this section. 
If S is a set contained in En a support hyperplane is a hyperplane M which 
lies on one side of S and S n M # $, the empty set. A convex set R con- 
tained in En will be said to be strictly convex if it contains more than one 
point, and every support hyperplane has at most one point in common 
with R. 
If R is a compact set in En its boundary will be denoted by aR. 
LEMMA 1. If R is a strictly convex set in ES, then R has internal (interior) 
points. (This result depends on finite dimensionality). 
Proof. Let Y, , y1 E R, y. # rl , and VI be the linear variety of dimension 
one determined by these points. Let Ml be any hyperplane containing V, . 
Since Ml contains two points of R it is not a support plane and there exists 
a point r2 E R, rs $ Ml . Let Vs be the linear variety determined by Y, , rl 
and Y,; V, has dimension two. Let M, be a hyperplane containing V, . Again 
there is a point y3 E R, ys $ M, . We continue inductively getting at the 
(n - I)st step a linear variety V,+, of dimension (n - 1) determined by the 
points rs , *a*, r+i . Then there exists a unique hyperplane Mnel containing 
V,+, , and again a point r, E R, Y, .$ M,-, . Since R is convex it contains the 
convex hull of the set of points y. , *a*, Y,,; and since the vectors rl - y. , 
r2 - f-0 , *me, Y, - y. are linearly independent, they determine an ti cell which 
has non void interior. 
LEMMA 2. Let R be a strictly convex, compact set in En. Then for any 
fixed p E En - (01, the function F(p, .) attains its maximum value at a unique 
point Y*(P) = r. E aR. 
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Proof. For any fixedp, F(p, *) is a continuous function on the compact 
set R and hence attains its maximum there. Suppose the maximum is attained 
at an interior point r. E R. Let N(Y,,) b e a neighborhood of yc, contained in R. 
Then F(p, ra) is an interior point of the real intervalsF(p, N(r,)) contradicting 
the fact that F attains its maximum at Y,, . 
To show uniqueness, assume F(p, *) attains its maximum at r,, , while 
rr # Y,, belongs to R and F(p, rr) = F(p, r,,). Then F(p, .) is constant on 
the linear variety V of dimension one determined by r,, and rr . But as shown 
above, no point on this variety can belong to the (nonvoid) interior of R. 
Therefore by Theorem 3.6E of [9], there exists a closed hyperplane M con- 
taining V such that the interior of R lies strictly on one side of M. It follows 
that M is a support plane for R containing more than one point of R, a con- 
tradiction to strict convexity. 
THEOREM 1. Let R be a strictly convex, compact set in En. Then the function 
r*(p) (shown to be well dejined in Lemma 2) is continuous. 
Proof. Suppose p, --+ p # 0. Since R is compact, some subsequence of 
the sequence r*(p,J converges to a point Y, E R; assume it is the original 
sequence. We suppose y*(p) = ra # rl and seek a contradiction. From the 
definition of r*, F(p, r2) > F(p, 7,); let F(p, Y.J - F(p, rI) = 8 > 0. Since 
F is continuous, there exists an N > 0 such that 1 F(p,, ,r.J - F(p, rz) / < S/4 
and I F(P, yl> - F(Pn , r*(p,) 1 < S/4 for n > N. Then 
F(P,~ t ~3 - F(P, s r*@,)> = MA ~2) - F(P, r,>l + [%z , rz> - F(P, rz)l 
+ PIP, ~1) - F(P, , r*(~nNl > ; 
or 
a contradiction to the definition of r*(p,). 
We next examine when the function Y*($) is Cl. For y E En, the notation 
J y ] will be used to denote the Euclidean length of y. 
LEMMA 3. Let R be a strictly convex, compact set in En which has a unique 
outward unit normal n(r) at each point r E aR. Then f&r fixed p E En - (01, 
F(p, a) achieves its maximum at the unique point Y,, E aR such that n(rO) = p/I p I. 
Proof. Assume without loss of generality that zero is an interior point of R. 
For 3c E E”, let I(X) = {a : a > 0, a-lx E A) and define p(x) = inf. a E I(x); 
p(x) is called the support function of R, or also the Minkowski functional. 
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We note that if r, E 8R and y is any vector, then for a real scalar OL > 0, 
y +yo EaR 
P(olY + ro) 
and for OL sufficiently small, is in a neighborhood of ro. 
From Lemma 2, we know F(p, .) achieves its maximum at a unique point 
on aR; let y. be the point. Let 
Since 8R has a unique outward normal at each point, g(y, ro) = - g( - y, Y,), 
while from the condition F(p, yo) > F(p, Y) for all Y E aR in a neighborhood 
of Y, , it follows that F(p, g(y, ro)) < 0 for ally. Assuming there exists y such 
that F(p, g(y, ro)) < 0 implies F(p, g( - y, ro)) > 0, a contradiction. Thus 
F(p,gdy, yo)) = 0 for all Y, or a necessary condition that r. presents F(p, *) 
a maximum is that p be orthogonal to the support hyperplane at ro. Since R 
is strictly convex, it is easily shown that there are exactly two points which 
satisfy this necessary condition, one with outward normal p/I p 1 giving F a 
maximum, the other with normal - p/l p 1 which gives F a minimum. 
We shall say that a strictly convex, compact set R in En has a smooth 
boundary if there exists a unique outward unit normal n(r) E Cl defined on aR. 
(Actually, we consider n as a restriction of a Cl function in a neighborhood 
of Y E aR; see, for example, [I], p. 27.) 
THEOREM 2. If R is a compact set in En with smooth boundary havingpositive 
Gaussian curvature at all points, then T*(J) E Cl. 
Proof. Since it is assumed that the unit normal to aR is of class Cl, the 
Gaussian curvature is a continuous positive function on alp. But aR is com- 
pact, thus the Gaussian curvature is bounded away from zero. From 
Theorem 5.4, which readily extends by induction to n > 3, and Corollary 
5.5 [3, p. 351, it follows that R is strictly convex. 
From Lemma 3, r*(p) satisfies n(r*(p)) = p/l p I. Let y. = r*(p,) be an 
arbitrary point on aR. 
The method will be to utilize the implicit function theorem on a relation 
of the form g(r, p) = n(r) - p/I p (. 
Let [I, *a*, c’+-l be a local coordinate system for a neighborhood of y. 
on aR. Then the inclusion map from aR -+ E* determines n smooth func- 
tions x1({‘, *me, c+l), *em, x,({l, e**, (n-1) or briefly x(t). Assume x(0) = Y, and 
let VI be a measurable neighborhood of zero in the local coordinate system. 
Let P-l be the unit (n - 1) sphere; we consider n(e): aR --+ Sri-l. Define 
8(e) : VI -+ 9-l by n(x({)) = e(c). Thus n E Cl * 0 E Cl. 
Let q = y(p) = p/I p I, p E En - (0); then ‘p E Cl. Our approach will be 
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to utilize the implicit function theorem on the relation G({, 9)) = S(c) -- v. 
We note that GE Cl, and if ~a = q&J then G(0, p)J = 0. Also 
G,(O, v,,) = 8,(O). It must be shown that det (e,(O)) # 0. 
From differential geometry we recall that as 5 varies in I’r , X(C) traces out 
a region Va on aR while the normal e(c) traces out a region I’, on the surface 
of the unit sphere. Let K(c) denote the Gaussian curvature of aR at x(c), 
and A, the “area” of Va . Then 
A, = 
I K(5) 4. Vl 
But 
Since V, is arbitrary (but measurable) and 8 E Cl, this implies 
det ae(‘) = K(c). 
F-1 atI 
By assumption K is positive at all points of aR, hence det (e,(O)) # 0. 
The implicit function theorem now gives the existence of a Cl function t(v) 
such that G(&), p) ~0. 
Then r*(p) = X(&P(P))) E Cl. 
The following is an example of a strictly convex set R with smooth bound- 
ary and a point at which the Gaussian curvature K is zero, for which r*(p) 
is not Cl. 
Let part of the boundary of R C E2 consist of the curve y = x4, 
- 1 < x < 1, the rest so as to make A strictly convex and with smooth 
boundary. We restrict our attention to the defined part of the boundary, in 
particular to the point (0,O) at which K is zero. 
The outward normal is given by (4x3, - 1). Let p = (p, , pa) have pa 
negative and pi. near zero. To compute y*(p) = (x*(p), y*(P)) we compute 
the point on the curve y = x4 where the normal has direction numbers 
(-A/A, - 1). This g ives x*(p) = (- P1/4PJ113, y*(p) = (- plb3)4/3, 
and ax*(p)/i& is seen not to be continuous at p, = 0. 
2. APPROXIMATION OF OPTIMAL TRAJECTORIES 
The Time Optimul Problems 
Consider the system (l), with U a compact set, and initial data x(to) = x0 . 
Let S be a smooth (P) manifold in the (n + 1)-dimensional (t, x) space 
with the property that for any t, , t, , {(t, X) E S : t, < t < t3} is compact in 
En+l. The problem is to find a measurable function u = u(t) having values 
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in U, such that the solution of the initial value problem for (1) with u = u(t), 
intersects the target S in minimum time; i.e., is an optimal trajectory. 
We next give the conditions of Filippov [4], which insure the existence of 
an optimal (open loop) control, and optimal trajectory for the time optimal 
problem. 
Existence Conditions 
(3) f(t, x, u) is continuous in all variables t, x and u, and is continuously 
differentiable with respect to x. 
(4) x *f(t, x, 24) < C(l x I2 + 1) for all t, x, u. 
(5) R(t, 4 = {f( t, x, u) : u E U} is convex for every t, x. 
(6) There exists at least one measurable function u(t) with values in U, 
such that the corresponding solution of the initial value, problem for (1) 
attains the target S for some t, 3 t, . 
Equivalence of Problems 
Let the same time optimal problem, as posed for (I), also be posed for the 
system 
2(t) = g(4 x(t); v(t)), v(t) E v> a compact set, (7) 
where g satisfies condition (3). Let 
Q(t, x) 3 {g(t, x, v) : v E VI. 
THEOREM 3. Assume the existence conditions are satisfiedfor the time optimal 
problem for the system (1). Let v(*; u*) denote the optimal trajectory and u* 
the optimal control. Then ifQ(t, x) = R(t, x) for all (t, x), q~(*; u*) is an optimal 
trajectory for the time optimal problem for the system (7) and there exists a 
measurable function v*(t) with values in V such that 
dt; u*> = g(t, dt; u*), v*(t)) 
almost everywhere. 
Proof. f(t, dt; u*), u*(t)) is a measurable function oft, with values (almost 
everywhere) in R(t, p)(t; u*)), therefore in Q(t, q(t; u*)). From Lemma 1 of 
Filippov [-#I, there exists a measurable function v*(t) with values in V such 
that 
f(t, ?J(t; u*), u*(t)) = g(t, cp(t; u*), v(t)) 
almost everywhere. It follows that 
+; u*) = g(t, 9+; u*). v*(q) 
almost everywhere. 
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Now if v(*; u*) were not an optimal trajectory for (7), i.e., $(a; V) provides 
a better time, the same argument shows that #(.; V) is a solution of (1) for 
some measurable control u with values in U, thereby contradicting the assum- 
ed optimality of ~(0; u*). 
This theorem stresses the fact that in seeking optimal trajectories, it is the 
set function R(t, x) which is of major importance, not the functionf(t, x, U) 
or the control set U. 
When the condition of Theorem 3 are satisfied, we define the time optimal 
problem for the system (7) to be equivalent o that for (I). 
If the existence conditions are satisfied for the time optimal problem, from 
conditions (4) and (6) we can obtain a compact region of (t, CV) space to which 
analysis can be restricted. Indeed for to < t < t, condition (4) implies any 
solution x(t) of (1) satisfies 
I X(t) I2 < (I *o I2 + 1) exp (2C I tl - to I). 
Here I x(t) I stands for the usual Euclidean norm. Henceforth, we denote 
by 59 the compact region of (t, x) space defined by to < t < 2t, , 
I x I2 < (I x0 I2 + 1) exp (2C I 25 - to I). 
DEFINITION. The Hausdorff metric topology for nonempty compact sets in 
En is derived from the following metric: The distance between two nonempty 
compact sets X and Y in the smallest real number d = d(X, Y) such that X 
lies in the d neighborhood of Y and Y lies in the d neighborhood of X. 
E Approximate Equivalent Problems 
DEFINITION. For given E > 0 the time optimal problem for the system 
R = h’(t, x, v), h’ continuous on El x E” x V(C), V(C) compact, is said to be 
an Q approximate equivalent problem to the time optimal problem for (1) 
if the set 
R(t, x, c) = {h’(t, x, v) : v E V(C)} 1 R(t, CC) 
and 
WV, x, 4, W, 4) < E for all (t, cc) E 9. 
The condition R(t, x, l ) I> R(t, x) assures that points attainable by trajectories 
of the original problem are attainable by those of the approximate problem. 
THEOREM 4. Assume that the Filippov conditions (3), (4), and (5) are 
satis$ed for the time optimal problem with system equations (I). Then for 
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every E > 0 there exists an E approximate equivalent problem with system 
equations i = h’(t, x, v), v E V(c) which satisfies the following properties. 
(a) The control set V(E) can be taken to be the unit ball of En, which we 
denote Bn. 
(b) hf is a C” function on 9 x Bn, while for each (t, x) E 9, h’(t, x, a) is 
one-one on B --f En. 
(c) The set R(t, x, e) = {h(t, x, v) : v E Bn} has smooth boundary having 
positive Gaussian curvature. 
(d) The (single valued) function v*(t, x, p) with values in Bn which maxi- 
mixes 
H(t, x, p, a; c) = p - h’(t, x, v) - 1 
for each (t, x) E 9, p E En - {0}, is Cl in t, x, andp. Actually 
v*(t, x, p) E aB” = S--l, 
the (n - 1) sphere. 
The proof will proceed by obtaining a simplicial approximation to 9 in 
which the diameters of the simplexes are sufficiently small. Fore each vertex 
(ti , xi) of a simplex, we approximate the convex set R(ti , xt) by a strictly 
convex set Q(ti , xi , l ) having positive Gaussian curvature. A vector function 
g’(ti , xi; *) is then constructed so that 
Q(ti , Xi; c) = (g’(ti 3 Xi; V) : V E Bn}, 
and by use of g’, the set function Q is extended continuously to all of 9 in 
such a manner that for each (t, x) E 9, Q(t, x; l ) has smooth boundary 
with positive Gaussian curvature. The desired function hf is then obtained 
by smoothing the function g’ in the variables (t, x) via the Friedrichs mollifier 
technique. 
Proof. R(t, x) is continuous, in the Hausdorff metric topology, on the 
compact set 9. For any E > 0 let 8 > 0 be such that d(R(t, x), R(t’, x’)) < ~/8 
whenever 1 (t, x) - (t’, x’) 1 < 6. Let or+’ be any bounded geometric simplex 
which contains 9, and K, be the geometric complex consisting of this single 
simplex. By barycentric subdivision K, can be subdivided into a geometric 
complex K,’ consisting of a family of geometric simplexes {~?:+l}, each having 
diameter less than 6. 
Each point (t, x) E 9 has a unique representation of the form 
ni2 
(4 x) = ,s %(G 9 xi) 
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with 0 < 01~ < I, ,Z’ai = 1; where the (n + 2) points (ti , xi) are the vertices 
of the geometric simplex from the family {c$“> to which the point (t, X) 
belongs. Without loss of generality we can now consider the union of the 
members of {$“} which have all vertices in 9 as a new domain of interest; 
call this domain again 9. 
Let (ti , xi) be an arbitrary vertex in 9. Then R(ti , xi) is convex. Let 
v(R(ti , xi), e/4) be a convex e/4 neighborhood of R(ti , xi). From [2], p. 38, 
there exists a strictly convex set Q(ti , xi , C) containing 7(R(ti , xi), e/4); 
having an analytic boundary with positive Gaussian curvature, and such that 
For each (ti , xi) E 9 we construct a corresponding set Q(ti , xi , e) as above. 
We next proceed to define a set valued function Q(t, x, e) on all of 9. 
It can be assumed without loss of generality that 0 E R(t, x) for all (t, x) E 9:. 
Indeed if this were not so, one could choose a point us E U and construct 
new sets 
S(t, x) ={f(t, x, u) -f(t, x, uo) : u E U} 
which satisfy this property. 
Let Bn be the unit ball in En; P-i its surface and vl, *a*, v”-r a coordinate 
system on 9-l while vn measures distance from the origin. Then a ray from 
the origin through (vl, v2, e-e, v”-l, 1) strikes aQ(ti , xi , e) in a unique point 
which we denote gf(ti , xi, vl, *-a, vn--l, 1). This defines gf(ti , xi, *) on 
S-1; to extend it to Be let v = (vl , *a*, vn) E Bn. Define gf(ti , xi , v) as that 
point in Q(ti , x, , e) which lies on the ray through the origin and (~9. me*, 
vn--l, 1) and is such that 
Then 
1 g’(t, x9 4 I 
c 
, g (t 
,x,vl, **.,v+l, l)] 
= vn 
* 
g’(ti , Xi , *) : Bn + Q(ti , Xi , C) 
in a one to one fashion. We will define Q(t, x, e) on all of .9 by extending the 
definition of gf, to all (t, x) E 9. 
Assume (t, x) E 9. Let (t, x) = xF:t ai(ti , xi) be the unique representa- 
tion of (t, x) in terms of the vertices of the geometric simplex of K,’ to which 
it belongs. Define 
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Then if 
Q(t, x, 6) = {g’(t, x, w) : w E B”) 
it follows that: 
(9 T(W, x),43) C Q( t, X, E). Indeed, from the choice of 6, 
for all vertices (ti , xi) of the simplex in which (t, X) is contained. But 
Q(t, x, E) = 2 aiQ(ti , xi se>. 
Thus if a point is in v(R(t, x), ~/8) it is in Q(t, x, e). 
(ii) d(Q(t, x, E), R(t, x)) < 3~/4. To show this one notes that 
wti , Xi) c ?1 (w 9 xi), f) C Q(fj , x5 3 4 
for all i, j = 1.2, ***, 71 + 2. Therefore 
d(f+, x), Q(t, x, 4 < d(R(t, 4, Wi , xi)) + d (Wi , xi), 2 OL~Q(G , x, 3 
i 
4) 
< $ + my [d(R(G 3xi), Q(tj 9 xj 9 611 
< $ + my [d(R(tf , xi), R(t, p xj)) 
+ d(R(tj v x,), Q(tj 9 xi 3 c))] G d * 
(iii) Q(t, x, c) is strictly convex, with smooth boundary having positive 
Gaussian curvature, for each (t, x). Indeed if K(t, x, ol, --e, rP--l) is Gaussian 
curvature at the point g(t, X, d, e-e, wn-l, 1) E aR(t, x, c), then 
qt, x, wl, ***, wy = &K(t*, xi, wl, “‘) w-1). 
(iv) From the construction, g’(t, X, w) is analytic in w for fixed (t, X) and 
continuous in (t, x) for fixed PI. 
Combining the results of(i) and (ii) shows that for (t, X) E 9, 
rl (W, 4, $) C Q(c x, 4 c 7 (Nt, 4, $) - 
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It will next be shown that using g’(t, x, v) one can construct a mapping 
P(t, x, v) on 9 x B”+ En such that if 
R(t, x, c) = {kc(t, x, v) : v E Bn), 
then R(t, x, e) is a strictly convex, compact set containing R(t, x); 
qqt, x, 4, qt, 4) < E; t?R(t, x, e) is smooth with positive Gaussian curva- 
ture, and if n(t, X, ht(t, x, ~9, *.a, P-i, 1) is a unit normal to i?R(t, x, c) at 
kyt, x, 211, *a*, vn-l, 1) then it is a Cl function of all arguments. 
For simplicity of notation let y = (t, x) denote a point in 9, and let 
Sk(y -7) be a mollifier function; see [5J As an example one could choose 
#fy - 3) = ($)(n+1”2 evj--f[~W--P)2]j. 
Extend gQ, v) as the zero function for y in the complement of 9. 
Define 
hk(Y, 4 = j S”(Y - 7) g’(9, 4 df. 
E”+1 
Then for every integer K > 0, hk is an analytic function, while hk and its 
derivatives with respect to v tend uniformly to gf and its derivatives with 
respect to v. 
Let 
R”(t, x, l ) = {hk(t, x, v) : v E Bn}. 
Since the Gaussian curvature to aQ(t, x, c) is given as a multilinear combina- 
tion of the derivatives g’,,i (t, x, vl, *me, vn--l, 1) while the curvature of 
CW(t, X, e) is given by the same multilinear combination of the derivatives 
l&t, x, vl, *-*, on-l); one can choose K sufficiently large so that 8Hk(t, X, c) 
has positive Gaussian curvature while 
qt, x) c Hk(t, % 4 c rl(W, 494. 
For such a choice of k, define 
h’(t, x, v) = hk(t, x, v), R(t, x, E) E (h’(t, x, v) : v E Bn}. 
From its construction, hf satisfies conclusions (a), (b), and (c), while a unit 
normal n(t, x, k(t, x, VI, aa., W-l, 1)) to H?(t, X, c) is a Cl function of 
(t, x, 01, -**, v”-1). 
It remains to show part (d). Using Lemma 3 define r*(t, X, p; e) as the 
unique point on aR(t, X, 6) such that n(t, X, r*(t, x, p, e)) = p/l p I. It will 
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be shown that r* is a Cl function of t, x, and p by a proof similar to that of 
Theorem 2. Defining v*(t, x, p) as the unique point on aB” such that 
w, x, v*p, x, PN = r*(t, x, P, 4 
it follows that v* maximizes H(t, x, p, v; E) and it will be shown that v* is a Cl 
in t, x, and p. 
For fixed (t, x), we have 
sn-l 
< 
h’(t, x, 79, ..*, bn-1, 1) + aqt, x, c) +- n(t, x, y> l p-1 
which naturally induces a map B(t, x, al, a**, on-l) from 9-l +-+ 9-l defined 
bY 
qt, x, vl, a**, P-l) = n(t, x, hc(t, x, 01, **-, v-1, 1)). 
Since we are only interested in aB” = P--l, no confusion should occur if for 
the remainder of this argument we let v = (d, **a, vn-l) E P-l and, therefore? 
write e(t, X, v). This will be done. 
Letp,=&)=p/lpj,pEE”-{O}anddefine 
G(t, x, v, p’) SE 0(t, x, v) - ‘p, 
We will apply the implicit function theorem to G, which is easily seen to be 
a C1 function. For each t, , x,, , v,, = p,,/j p, I, there exists a unique point 
Y,, = ‘*(to , x0 , p,; E) such that if n(t ,, , x0 , Y,J = poll p, 1 and v,, is the unique 
point on P-l such that hf(to, x0, v,,) = Y,, , then G(t,,, x0, v, ,p),,) = 0. 
One next notes that GV(tO, x,, , v,, , ~)a) = ev(t,, , x,, , v,,), and from the defini- 
tion of 8 (see also the proof of Theorem 2) det [&(t,, , x,, , v,,)] is the Gaussian 
curvature at r, E aR(t, x, l ) which is positive. The implicit function theorem 
yields the existence of a Cl function v(t, x,9,) such that G(t, x, v(t, x, v), q~) = 0 
in a neighborhood of the arbitrary point t, , x0 , 9)s . Then 
r*(t, x, P; 4 = h’(t, x, v(t, x, V(P))) E Cl, while v*(t, *, P) = v(t) x, V(P))) 
is also Cl. 
The Relation of Trajectories of the Approximating Problem to Those of the Time 
Optimal Problem 
We assume the system (1) satisfies the Filippov existence conditions (3), 
(4), (5), and (6), with tl a time in which the target set S is attainable. For any 
E > 0 let h’(t, x, v), v E V(e), be an E approximate equivalent problem (not 
necessarily having the special properties shown to exist in Theorem 4). From 
condition (6) and the relation R(t, x, l ) 3 R(t, x), it readily follows that for 
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every E > 0 there exists at least one measurable function 21 with values in V(l(q) 
such that the corresponding trajectory ~‘(a; V) of the f approximate problem, 
attains the target S. 
It will next be shown that when dealing with the approximate problem, 
analysis can again be restricted to a compact set. Indeed any vector k(t, X, ZJ) 
can be written as f(t, X, U) + a(t, X) where 1 ol(t, X) 1 < E. Then for any 
trajectory x(t) of the approximate problem 
-$ In (1 + 1 x(t) 1”) < 2C + 2E ’ 4’) ’ 
1 + I 44 I2 
< qc + E), 
I x(t) I2 < (1 + I x0 1”) exp [2(C + 6) (2b - to)]. 
Define 9 to be the compact region in E n+l dimensional (t, X) space so that 
I x I2 < (1 + I x0 I”) exp. P(C + c) (2h - to>], to < t < 2t, . 
THEOREM 5. Consider a sequence {c(i)} with e(k) > 0, C(K) ---f 0 and let 
pjrfk) denote the time optimal trajectory (assumed to exist) for the e(k) approxi- 
mate problem. Then {F~(~)} is an equicontinuous family on the interval [to , tl]. 
It has a un.+rmly convergent subsequence which converges to a function p* 
having the following properties. 
(i) v* is absolutely continuous. 
(ii) There exists a measurable function u* with values in U such that 
e*(t) = f(t, p)*(t), u*(t)) almost everywhere. 
(iii) There exists a smallest t* > to such that v*(t*) E S. 
(iv) v* is a time optimal trajectory for the system (1). 
Proof. We shall prove the conclusions in the order that they are stated. 
Without loss of generality, assume that 
R(t, x, E(1)) 3 R(t, X, 42)) 3 *-* R(t, x). 
Therefore analysis can be restricted to the compact region P(l). Our first 
goal is to show that there is a constant N independent of c(k) such that vftk) 
is Lipschitz continuous with Lipschitx constant N. To accomplish this, 
for a compact set R in En let p(R) denote max,,, 1 r 1. For fixed e(l), 
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R(t, x, ~(1)) is a continuous set valued function (in the Hausdorff metric 
topology) on the compact set P(l) and therefore the composite 
map PVW, xl 41))) is a continuous real valued function on P(l), hence 
bounded. Let N be its bound. Denote by hk an E(K) approximating system. 
It follows that 1 hr’k)(t, X, V) 1 < N for all c(k) and any trajectory v*(k) is 
Lipschits continuous with Lipschitz constant N. Thus (9”“)) is equicon- 
tinuous and has a subsequence which converges uniformly to a Lipschitz 
continuous function y*, which is therefore absolutely continuous. We will 
not distinguish between {yQk)} and its convergent subsequence. 
(ii) We next show that for almost all t E [t,, , tr], +*(t) E R(t, v*(t)). 
Since the set function R(t, x) is continuous in the Hausdorff metrictopo- 
logy (a consequence of the continuity off), for any Y > 0 let R,(t, x) be a 
closed convex v-neighborhood of R(t, x). Then R,(t, X) is also a continuous 
set function. 
Since 
c+““‘(t) E R(t, f’k)(t), c(k)) and R(t, x, +)) - R(t, x) 
in the Hausdorff metric topology, there exists an N such that for all 71 > N, 
$P)(t) E R,(t, v*(t)). Filippov’s proof of Theorem 1, [4], now applies to show 
that for almost all t, r+*(t) E R,(t, p)*(t)). But R(t, x) is closed and v arbitrarily 
small, hence +*(t) E R(t, v*(t)) for almost all t. 
From the lemma of Filippov [4], we then obtain the existence of a measur- 
able control u* with values in U, such that for almost all t E [to , tl], 
i*(t) =f(t, v*(t), u*(t)). 
(iii) Let t,(,) > t, denote the optimal time for the e(K) approximate 
problem. Since R(t, X, ~(1)) 3 R(t, x, c(2)) 3 -0. it follows that {t,(,)) is 
a monotone non-decreasing sequence of reals bounded above by tl . Let t* 
be its limit. Now yf’k’(t,(k)) E S f or each k, and {(t, x) E S : t, < t < tr} 
is a compact in E”+l, thus y”k’(t,(k)) -+ p*(t*) E S. 
(iv) Suppose v* is not a time optimal trajectory for the system (1). Then 
there exists a measurable control u with values in U and corresponding 
trajectory y(*; U) such that cp(t,,; u) = x0, p(t,; U) E S and t, < t*. This 
implies that for k sufficiently large, t, < t,(,); but p(.; U) is an admissible 
trajectory to all z approximate problems. This contradicts the optimality 
of @‘k). 
This theorem essentially tells us that for sufficiently small c, the optimal 
trajectories of the E approximate problem are uniformly close to optimal 
trajectories of the original problem. 
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The Construction of Approximating Problems when the Control Appears 
Linearly 
Theorem 4 gives conditions for the existence of an E equivalent approximate 
problem which has the unit ball Bn as the set of values which the control can 
assume. However, the functional form of the approximating system is allowed 
to vary with E. 
In this section we consider a system of the form 
u(t) E U, a compact convex set in Er with 1 < r < n; H an n x r matrix 
valued C2 function; while g is a C2, n vector valued function. For such 
systems it is possible to provide a simple construction for E approximate 
problems. 
Since, for the approximate problem, one desires R(t, X, c) to be strictly 
convex, and Lemma 1 shows this implies a nonvoid interior, one is led to 
extend H to an n x n matrix valued function and approximate the control 
set by a compact set V(E) which contains U. Furthermore, V(E) should have a 
nonvoid n-dimensional interior, a smooth boundary with positive Gaussian 
curvature, and be such that in the Hausdorff metric topology, 
cl? V(E) = u. 
The method of construction and the application to approximating problems 
will be demonstrated in a two-dimensional example; its generalization to 
higher dimensions being immediate. 
EXAMPLE 1 (Bushaw control problem). 
Consider the time optimal problem for the system 
3il = x2 , R, = - x, + u 
with arbitrary initial data x(0) = x0 , and target 
s = ((6 Xl , x2) : x1 = 0, x2 = O}. 
The control u is to satisfy - 1 < u(t) < 1, i.e., U = [- 1, 11. 
As an E approximate problem we take the system 
$1 = x2 + 211 , s, = - x1 + 02 (9) 
with the same initial data and target, but with 
V(c) = {w E E2 : 2112 + 62w22 < E2}, 
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I.e., an ellipse with semimajor axis 1 and semiminor axis E. Thus in the 
Hausdorff metric topology lim,,, V(E) = U, and kX(t, X, l ) is smooth with 
positive Gaussian curvature. From the maximum principle approach define 
H(4 x, P, et, E) = PI% + PlS - Pzxl + P2V2 - 1. 
Using Lemma 3 one computes the maximizing value of z, to be 
“*(t, x, p*) = (~“p&“pl” + p,“]-““, P,(~“Pl” + p221-1’2) 
from which it follows that H(t, X, p, w*(t, x, p); l ) which we denote H* is 
H*(t, x, p, c) = p,x, - pzxl + [p&2 + p,z]-1’2 - 1. 
The associated Hamilton-Jacobi equation as developed in [6] is 
V,(t, x) + xJ&, x) - XlV&, x) + [~“d,(t, 2) + V&(4 .)I”” - 1 = 0. 
Since the independent variables appear linearly, while the dependent 
variable has derivatives which appear nonlinearly, the Legendre contact 
transformation is suggested. Let V(t, X) = JV(t, p) - p . X. Then V, = W, , 
V, = - p, W, = x and the transformed equation is 
W&P> - PlW& P) + P2%,(4 P) + k2P12 + P22Y2 - 1 = 0. 
The characteristic equations associated with this linear partial differential 
equation are t’(~) = 1, P;~‘(T) = P,(T) = - PI(~), yielding solutions: 
t=y+r, P, = 01 sin (7 + P), p, = a cos (T -+ p) 
with (II, 8, y arbitrary constants. Then 
; W@(T), P(T)) = 1 - [E”Pl”(T) + P22(7)11’2 
which, after a slight calculation, gives 
w(t, pl , p2; 6, y) = t - y + 6 + /~‘-” [e2(p2 sin 7 + pl COS T)” 
+ (p2 cos 7 - pl sin T)2]1’2 dt. 
For a time optimal problem with autonomous system equations and 
target a point in state space, the constant 8 is inconsequential. We consider 
6 = 0 and omit further reference to it. 
SOS-3 
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By virtue of the transformation, solution trajectories to the system (9) with 
et = a*(t, X, p) are given by x(t; a, fl, y) = wD(t, p(t; a, /3); y) or specifically 
.rl(C a, B, Y) = f 
(Yef) a? sin (27 + /?) cos 7 - 01 cos (27 + /3) sin 7 do 
‘0 [e2a2 sin2 (27 + p) + a2 cos2 (27 + /3)]l’” 
x&; a, B, Y) = 1, 
(y-o me2 sin (27 + /3) sin T + a cos (27 + p) cos 7 d7 
[e2a2 sin2 (27 + /3) + a2 cos2 (27 + /3)]“” 
(lo) 
These formulas can be interpreted as follows. If we choose y > 0 and t = 0, 
(X(0; a, 8, y) : (a, /?) E E2} gives the set of initial points x0 from which the 
origin can be reached in time y by trajectories which satisfy (9) with 
z, = v*(t, x, p). In particular, it can be shown (via the theory of homogeneous 
contact transformations) that the jacobian determinant 8(x, , x,)/a(a, ,8) is 
zero, and in this case the set of initial points forms a closed curve in Es for 
each y > 0. 
To generate a field of extremals (it is to be cautioned that the term extre- 
ma1 is to be taken in the sense of the classical calculus of variations; i.e., not 
necessarily to infer optimality) choose y = 0 and replace t with - t in (10). 
For each choice of a, /3 one obtains an extremal which is at the origin at 
time zero. Varying a, /I now gives a field of extremals. 
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