Most manufacturing takes place in the context of a supply chain.
INTRODUCTION
The concept of mass customization has appeared as an advantage in the manufacturing process, allowing companies to stay competitive in the global market. Companies are trying to determine the amount of variety that they should offer in a product to optimize profits. Some product design concepts such as Product Families Design [1] and Mass Customization [2] have been widely utilized in product development. Nevertheless, one of the fundamental and practical issues in the manufacturing process is managing the supply chain. With the advent of increased variety, determining how the companies might be able to reduce supply chain complexity and inventory costs associated with variety has taken-on increased importance. Managing the flow of the product from raw materials through manufacturing and ultimately to the customer becomes critical when dealing with key partners and suppliers who have significant roles in the design of product's major subsystems. Some research into how to integrate supply chain management into manufacturing engineering has been conducted [3] .
Consideration of the supply chain dynamics is an essential part of the manufacturing process. One field within design for manufacturability that links traditional design and supply chain logistics is Design for Variety (DFV) [4] . DFV seeks a product architecture that maximizes market coverage while minimizing the cost of providing variety. Among the main contributors to the cost of providing variety are inventory cost and the costs associated with delays in the supply chain. Therefore, lowering inventory cost and avoiding delays in the supply chain while maximizing the variety have become increasingly important and challenging issues in manufacturing processes.
In [5] another concept called "Late Point Identification" (LPI) is introduced. It seeks to delay the differentiation of various models in the supply chain and manufacturing process. LPI also recommends standardizing high cost and long lead time components and differentiating variety with smaller, more flexible components and processes [4] . This approach seeks to lessen the affects of variety on the system as a whole.
There can be supply chain difficulties associated with manufacturing variety. For example, in the mid-1990s, the Swedish car manufacturer, Volvo, found itself with an excessive stockpile of green cars. To move them along, the sales and marketing departments began offering attractive special deals.
This increased the sales of green cars. However, the manufacturing department did not know about the promotions.
In response to the increased sales, the manufacturing department ramped-up production of green cars. As a result, inventory costs for green cars increased, opposite the desired effect. The supply chain is composed of multiple layers of decision makers which affect the inventory. Decisions at any level, in this case the marketing and manufacturing levels, have an effect on the entire supply chain system.
Computer simulations have been applied in supply chain management modeling [6] . Dynamic programming and multiobjective optimization techniques have also been used in modeling and integrating decision models into the supply chain [7] . In general, the dynamics of a supply chain can be represented in computer models in the same way that the dynamics of an aircraft or automobile can be modeled. Of special interest to this paper, control system theories such as Fuzzy Logic [8] - [10] have been used to model and simulate the decision process in the supply chain system. These have met with varying degrees of success. While very flexible and showing great potential, fuzzy logic decision making lacks a physical feel and intuition available through other kinds of decision making models. The decision making element of any supply chain simulation is the most critical and the most difficult element to model. The applicability of control system theories and techniques to supply chain management cannot be discounted. In this paper we use two other concepts from the field of control systems-System Identification and the Proportional-IntegralDerivative (PID) controller-to model the decision logic of supply chain management, focusing on inventory control. Through this we look to better understand the decision making process and identify ways for the decision makers throughout the supply chain to minimize inventory costs while avoiding product backlogs.
System Identification is the process of developing or improving a mathematical representation of a physical system using experimental data [11] .
The mission of system identification (sometimes referred to as "parameter identification") is to provide effective and accurate analytical tools which include the underlying methodologies, computational procedures and their implementation. While developed for engineering applications, system identification techniques can be applied to mathematical models of any system-including non-traditional engineering systems.
In this paper we apply it to supply chain management modeling with an emphasis on inventory control.
The PID controller [12] is a classic control technique where the output of the controller is based on the size, rate of increase and accumulation of an error signal. It is a simple yet often very effective decision making element with an extensive mathematical background. Through the tuning of controller gains a variety of system responses can be induced. These gains can be optimized for a desired result.
There is a growing interest in operations logistics to manage inventory in supply chain systems [13] , [14] . This paper aims to model an inventory control system using a system/parameter identification process based on historical data and forecasts. Answers to the critical question, "What is the most appropriate inventory level?" are sought. A carbonated beverage production system game is used to collect data on an inventory control system.
While the model of how the individual players interact with one another (placing orders and making shipments) is well understood, the decision logic used by the players is unknown. This game is used to analyze strategy decisions on how the players control the inventory. The goals for this identification are:
1. Determine a model for the inventory control system based on the collected data. 2. Create a model for the supply chain to predict how the system will respond based on different inputs. 3. Determine how well a PID controller describes the ordering behavior of each player. 4 . Create an optimum model for the system such that the system converges quickly with minimum inventory and backlog cost.
In the next section, an overview of inventory control in supply chain management is presented, followed by the beverage game set-up and description on how the data are collected.
Section 3 reviews simulation modeling and presents how the system parameter identification is approached. A discussion of results is presented in Section 4, and a robust ordering strategy is acknowledged in Section 5.
INVENTORY MANAGEMENT
To apply system identification to the inventory management system, it is first necessary to gain an understanding of how the inventory management operates. Inventory management is an important concern for managers in all types of businesses including manufacturing material handling.
Therefore, engineers involved in design and manufacturing need to learn the basic concepts of inventory control.
The challenge is not to pare inventory to the bone to reduce costs or to have plenty around to satisfy all demands, but to have the right amount available to achieve the competitive priorities for the business most efficiently. Inventory holding costs are minimized by low inventories whereas the ordering cost, setup cost and transportation delays are the factors that encourage higher inventories. Therefore, a basic inventory management question is whether to order large quantities infrequently or to order small quantities frequently.
Another critical issue in inventory controls is determining when the order should be placed. There are two established types of systems to identify when the order should be placed [15] :
Continuous Review System:
A fixed order-quantity system that tracks the remaining inventory of an item each time a withdrawal is made to determine whether it is time to reorder. The order is placed when the inventory drops to the minimum acceptable inventory level.
Periodic Review System
A fixed interval reorder system in which an item's remaining inventory is reviewed periodically rather than continuously. The order is placed to replenish the quantity consumed since the last order.
By understanding the concept of inventory control, we can form a mathematical model that describes both the steady-state and the dynamic behavior of the process with system parameters identification process.
In the next section, a description of the beverage game and how the game was used to collect strategy decision data is presented.
BEVERAGE PRODUCTION SYSTEM
This beverage production system game is a modified version of the "Beer Game" first developed in the 1960s at the MIT Sloan School of Management. Because it is a "laboratory replica" of a real setting, we can isolate the disabilities and their causes more sharply than is possible in real organizations. This reveals that the problems originate in basic ways of thinking and interacting, more than in peculiarities of organization structure and policy [16] .
Figure 1 Beverage Production System Game Set-up
This beverage game has four "players" or positions as shown in Figure 1 to represent the factory, distributor, wholesaler and retailer. The aim is to minimize the total cost for everyone in the supply chain by maintaining low inventory while managing to deliver all orders. In other words, each player should not intend to reduce the inventory costs at the expense of the other players.
The basic time unit of the system is called a "round". Each round can be thought of as a week, day or hour with the understanding that there are no smaller time subdivisions in the system than a single round. The system has two time delays. First, there is a two-round transport delay between each position, except between the retailer and customer. That is, goods shipped this round will arrive two rounds later. Also, there is a one-round order-processing delay from each position to the previous position. These four stations and two delays define the system. Each position player cannot communicate with the other positions. The only communication is done through orders and shipments. This is not unreasonable. Indeed, the Volvo example presented earlier was a situation where communication between decision making players was lacking. Each position keeps track of their inventory and backlog (which occurs when demand exceeds inventory). The cost to each position is the sum of the individual position inventory holding and backlog costs over a period of time.
The game/system is initialized over a period of four rounds. In the first four rounds, each position has an initial inventory of 12 cases.
Each position orders 4 cases of beverage and the demand from the customers remains constant at 4 cases. This four-round period forms an initial steady-state for the system. After the fourth round, each position is free to order as much or little as desired. The players are unaware that the demand from the customer increases to 8 cases per round during the fifth round and remains constant at that level for all subsequent weeks. The players must adjust to this increased demand by deciding how many cases of beverage to order each round. These orders should be placed based on the inventory on hand as well as incoming and outgoing shipments.
Raw data for analysis was generated by four groups of four players. Each player represented a position in the supply chain and each "game" was run for 36 rounds. At every round, each player recorded their orders and inventory or backlog. The data collected was used to perform the system parameter identification described later in this paper. Figures 2 and 3 show representative inventory/backlog and ordering data collected in the game-these are for the retailer's position. The data collected from the other positions behaves similarly. The step increase in customer demand at the fifth round disturbs the system from steady-state. Each position must adjust their orders to meet this new demand. Since there are time delays in the system and the only means of communication between positions is through orders and shipments, the process of returning to steady-state is not straightforward. Each position struggles with system lag while trying to control inventory. Many strategies can be used when trying to determine orders. To help understand the strategies used by the players to create the raw data, modeling of their ordering behavior with PID controllers has been attempted.
MODELING AND PARAMETER IDENTIFICATION
Modeling a real-world supply chain can be a difficult task. The supply chain analyzed in this paper, however, is wellunderstood as it rigorously follows the description provided above. This allows us to accurately model the supply chain dynamics and focus on modeling the ordering behavior of each position in the system via the PID controllers.
The PID controller is the most widely used control strategy in industry. It consists of three different elements, which is why it is sometimes called a three term controller. While not intended to give an extensive background on the vast scope of applications and subtitles of the controller, the following provides an overview of the three terms:
• Proportional control (P) is a pure gain adjustment acting on the error signal to provide the driving input to the process. It is used to adjust the speed of the system.
• Integral control (I) is implemented through the introduction of an integrator. Integral control is used to provide the required accuracy for the control system.
• Derivative control (D) is normally introduced to increase the damping in the system. The derivative term also amplifies the existing noise which can cause problems, including instability.
Thus, a PID controller looks at the current signal compared with a desired signal and applies a control proportional to the difference (error) between these signals, in proportion to accumulated error over time and in proportion to the rate at which the error is changing.
In the context of the beverage supply system example, the desired signal is zero inventory/backlog. The "error" is the amount of inventory or backlog a particular player-the retailer, distributor, wholesaler or factory. The proportional gain modifies the order in direct proportion to the amount of inventory or backlog on hand. The integral gain modifies the order relative to the accumulation of inventory or backlog over time. The derivative gain modifies the order based on the rate at which the inventory or backlog is changing. The gains work to modify the default order which is based on the order from the previous station in the supply chain, beginning with customer demand.
A simulation of the supply chain system, including PID logic elements, was developed both in Excel and in Matlab/Simulink. A discussion involving the Excel model will be included with the discussion of optimal ordering practices. The parameter identification portion of the project was conducted using the Matlab/Simulink model. Figure 4 shows the top level diagram of the Simulink model. This is a dynamic simulation running with a discrete time integrator. Each timestep represents one round of the supply chain game. The system is driven by customer demand as a function of time which is entered on the left of the diagram.
The retailer deals directly with the customer demand, shipping product on the line denoted "RS". The retailer's orders are sent to the wholesaler, but there is a one round order delay, modeled with a Unit Delay block labeled "RO Delay". Likewise, the two week shipping delay from the wholesaler to the retailer is modeled by a pair of Unit Delay blocks labeled "WS Delay1" and "WS Delay2". This architecture repeats from left to right, accounting for the interactions between the retailer, wholesaler, distributor and factory.
The subsystem block "Retailer" contains the code shown in Figure 5 . The architecture is identical to the subsystem blocks for the other three positions. At the left of the diagram demand and shipments enter the subsystem. Inventory and backlog values (RI and RB) are updated as shipments (RS) are made. The cost to the retailer (RC) for maintaining inventory or backlog is also calculated. In this particular supply chain game backlog is assigned twice the cost per unit product as inventory. All of these values are nonnegative.
Figure 4 Top-Level of Supply Chain Model in Simulink Figure 5 The Retailer Subsystem
Of particular interest to the results of this paper is the block labeled "PID". This implements proportional, integral and derivative gains on the inventory or backlog. A parameter called "adjusted inventory" (RAI) is defined as InventoryBacklog, with backlogs resulting in a negative adjusted inventory. The contents of the PID subsystem are shown in Figure 6 .
Figure 6 PID Retailer Ordering Logic
The ordering at each position in the supply chain is equal to the demand seen by that position in a particular round plus a value from the PID controller acting on the adjusted inventory. Since each position wants to minimize their costs, keeping the adjusted inventory near zero is a clear goal. The higher cost of backlog when compared with inventory, however, presents certain problems. For simplicity, separate ordering logic was not used for inventory and backlog. The implications of this are discussed later.
DETERMINATION OF PID GAINS
Each position in the supply chain contains a PID controller to model ordering behavior. Thus, there are twelve controller gains which need to be identified to model a particular system from measured data. Determining these gains is not trivial.
Difficulties arise from the fact that each position orders and ships integer quantities of product. Thus, the output of the PID controller must be an integer value. In the Simulink model this is accounted for by the "round" block (see Figure 5 ). This block simply rounds the output of the controller to the nearest integer value. Models using other functions to obtain integer values (namely floor, ceiling and fix) were investigated but did not give conclusively better results.
As a result, small changes in control gains may not change the system output if the changes are squelched by the rounding function. This is a problem when attempting to use gradientbased optimization methods to minimize the least squares error between measured data and simulation output. When a change in PID gains produces no change in output the gradient is flat. In practice, even robust gradient-based methods failed due to the frequency with which flat gradients were encountered.
A potential solution to this problem is to treat orders and shipments as continuous variables for purposes of parameter identification. The gains would then be implemented in the integer-based system with the hopes that the loss of accuracy would not be too large. This proved not to be the case. While the continuous-value ordering and shipping model fit the measured data very well and converged rapidly using gradientbased optimization techniques, the identified gains performed very poorly in conjunction with the integer-based model. A different solution was required.
In the end, a non-gradient-based optimization routine proved to be successful. The algorithm is known as simulated annealing.
Simulated annealing is a Monte Carlo [17] approach for minimizing such multivariate functions. The term simulated annealing derives from the roughly analogous physical process of heating and then slowly cooling a substance to obtain a strong crystalline structure [18] . The simulated annealing algorithm allowed the optimization routine to be conducted using the integer-based ordering and shipping model. While solution times were very slow for the measured data (10 hours per solution on a 1.8GHz machine -nearly 1.2 million objectives function evaluations), the results were very good.
SIMULATION RESULTS
Before presenting the results of the simulation when using the measured data, we first present the results of two test cases. These were generated by running the Simulink model with known gains for the PID controllers. The simulated annealing algorithm was then run in an attempt to identify the gains independently. Figures 7 and 8 show the results for two test cases run with different gains in the PID controller. The "measured" data, generated from known PID gains, appears as dots and the simulation output with gains determined by the simulated annealing algorithm are represented as a line.
The fit is excellent, as only a minor variation exists in the first test for the factory position. This variation is expected to disappear if the convergence criteria for the annealing algorithm were tightened.
In these test cases it is important to note that the ordering behavior of each player is exactly consistent with that of a PID controller. This can be thought of as a "noiseless" condition. Furthermore, the same rounding rules were applied when generating the data as when attempting to identify the gains. A separate trial to determine the influence of performing system identification using a different rounding routine (floor) resulted in a small loss of accuracy in the simulation. The effect is nowhere near as large as the error induced by assuming a continuous ordering model. It is best described as a secondorder effect, though it is certainly observable.
The PID gains for each position in these test cases were on the order of ±0.3. The identified gains were universally within 0.02 of this value. The discrepancy is due to two factors. First, the convergence criteria necessitates the algorithm terminates when the error is within some threshold. A small amount of error from this is expected in the solution, and it can be reduced by tightening convergence criteria at the expense of run time.
Second, since small changes in gains do not necessarily change the ordering behavior due to the rounding function, one expects a minimum resolution to which the gains can be determined.
The resolution likely depends on the particular demand and ordering behavior of a given test casemore variations in orders will allow for a better resolution when identifying the PID gains. The simulated annealing algorithm was then applied to three sets of data generated by four individual human players over a 36 round period. The quality of the fits range from very good to poor as seen in the adjusted inventory plots of Figures  9 through 11 . A discussion of the fits follows in the next section. Table 1 lists the gains associated with these figures. Note that each game contains different players, so the gains shown in this table represent three games containing four different players. The gains are labeled with three letters. The first is always K, the second letter stands for the position (R for retailer, W for wholesaler, D for distributor and F for factory) and the third letter is the type of gain (P for proportional, I for integral and D for derivative). 
DISCUSSION OF RESULTS
The quality of the simulation in replicating the ordering behavior of each position in the supply chain varies greatly from position to position and from game to game. There are several reasons for this.
First, and perhaps foremost, is that the human players were not very familiar with the game themselves. As such, they did not necessarily have a clear ordering strategy. Over the course of 36 rounds it can be expected that the learning curve was very steep. Some players seem to behave more consistently than others, and their inventory reflects this. The PID model of an ordering strategy-or any model for that matter-will struggle to replicate the inventory of a player who is experimenting with their ordering strategy.
Additionally, the fact that there are different costs associated with inventory and backlog are not accounted for in the simulation. This undoubtedly had an effect on the human players who, unlike the PID controller, see a difference between having an inventory and a backlog. A more detailed simulation could be implemented to account for this, at the expense of increased complexity and additional parameters to identify. As with any system identification problem, there is a balance between choosing a model that describes the system well and is not excessively complex.
There is also reason to speculate that, while a PID controller may be a reasonable model for the wholesaler, distributor and factory, it may not be a very good model for the retailer.
The retailer sees the customer demand firsthand, while the other positions only see the orders placed by the position above them. In the games being modeled the demand undertook a step increase in the fifth round and then remained constant. The retailer has an opportunity to anticipate that demand will stay constant and, based on this speculation, adjust his orders. None of the other positions can make use of similar speculatory information.
We are unable to draw any firm conclusions from the gains themselves. All the optimal gains are less than unity as might be expected-it takes more than one unit of excess inventory or backlog to result in an order modification. The players and strategies they employed are different enough that there are no observable trends across the three gains. Even the signs of the gains fluctuate.
OPTIMAL ORDERING STRATEGY
We now seek the best possible solution to the beverage game. The case considered above involves a constant demand from the consumer. Optimization of the controller gains resulted in the values of Table 2 Optimal PID Gains
The inventory for the four positions in the supply chain is shown in Figure 12 . All four positions converge quickly to zero inventory, the best possible scenario for this constant demand case.
Figure 12 Simulation Result with Constant Demand
A number of other decision strategies, different from those made possible by a PID controller, were considered using the Monte Carlo simulation in MS-Excel. Surprisingly, the best and most robust strategy is "Tit-for-Tat" [19] , [20] . In the Titfor-Tat strategy each position in the supply chain does exactly what the previous decision did the round before. The result is shown in Figure 13 . While the solution converges to the same values as the optimal PID controller, the Tit-for-Tat strategy does so somewhat quicker and is thus the optimal decision strategy.
Figure 13 Tit-for-tat Simulation Results with Constant Demand
With this Evolutionary Stable Strategy, each station did nothing to correct his inventory or backlog.
If a station receives new incoming orders for six cases of beverage, he places outgoing orders for six. With tit-for-tat, every station settles into a form of stability by round 11.
The main advantage for this strategy is that it eliminates the buildup and collapse in ordering and the associated wild swings in inventories.
Unfortunately, the solution for the best decision logic becomes much more involved when the demand fluctuates. For example, the Tit-for-Tat strategy produces the inventory traces in Figure 14 in the presence of random customer demand. Note the extensive time with backlog. The constant-demand optimal PID controller performs somewhat better, but it cannot be declared the optimal controller in the presence of random demand. Further research needs to be done to determine if an optimal PID controller can be designed for random customer demand and, if so, values for the optimal gains.
Figure 14 Tit-for-tat Simulation Results with Random Demand
The Tit-for-Tat strategy generates persistent backlogs. This means that everyone throughout the system is kept waiting longer before the orders are filled. In real situation, this would invite competitors to enter the market and provide better delivery services.
Thus, only suppliers, manufacturers or producers with monopolies on market would be likely to use such strategy.
CONCLUSION
This paper investigates the modeling of players in a well understood supply chain system with a PID controller. The resulting model matches the measured inventory histories generated by players well in some cases and poorly in others. These differences are attributed more to the inconsistency of the players than to deficiencies in the model chosen. Optimal PID gains can be determined for the constant-demand scenario, although the Tit-for-Tat strategy produces even better results. In the presence of random demand, however, Tit-for-Tat is suboptimal. An optimal PID ordering strategy has not been found for this case and is an area of future research.
