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Abstract
We introduce a new notion of Systems of Distant Representatives of families of subsets of a metric space.We are in particular
interested in the computational complexity of deciding the existence of such systems, for different distance parameters and for
various metric spaces. The problem contains as a subproblem the well known polynomial time solvable problem of Systems of
Distinct Representatives (for discrete metric and distance parameter 1). We prove several NP-hardness results, e.g., for discrete
metric and distance parameter 2, or for Euclidean metric spaces. We also show a direct connection to practically motivated and
previously studied problems such as scheduling, distance constrained graph labeling, map labeling, disjoint representatives of
hypergraphs and independent sets in graphs. Finally, we mention our original motivation for studying distant representatives
which comes from the distance constrained graph labeling and our complexity results imply a signiﬁcant difference in the
computational complexity of L(p, q)-labeling of trees for q = 1 and q > 1.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Consider a universe X and a family of its subsetsM = {Mi | i ∈ I,Mi ⊆ X}. A System of Distinct Representatives (SDR)
forM selects from eachMi an element (its representative), such that distinct sets are represented by distinct elements. Such an
assignment can be formally described by an injective mapping f : I → X satisfying the property f (i) ∈ Mi for all i ∈ I .
An equivalent interpretation of SDR is by a matching in a bipartite graph, where vertices of one block of the bi-partition
correspond to the elements of X, the other block represents the familyM and edges describe the membership of elements in
sets ofM.
The theory of SDR is well known and very important for discrete optimization problems. When the family M and all its
sets Mi are ﬁnite, the elegant theorem by Hall [17] describes the necessary and sufﬁcient condition for the existence of an
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SDR, which—if it exists—can be found by a polynomial time algorithm (using augmenting paths or the matching algorithm of
Edmonds [6]).
Though several generalizations of the concept have been studied, we believe that the concept of distant representatives is
new. It presents a unifying framework of the previously studied concepts of distinct, disjoint and independent representatives.
In the following, we assume that X is equipped with a metric dist(a, b) and therefore we may ask for representatives that are
sufﬁciently spaced in X. More formally:
Deﬁnition 1. Given a parameter q > 0 and a familyM= {Mi | i ∈ I } of subsets ofX, a mapping f : I → X is called a System
of q-Distant Representatives (shortly an Sq-DR) if
(1) f (i) ∈ Mi for every i ∈ I ,
(2) dist(f (i), f (j))q for every i, j ∈ I, i 	= j .
The metric on the space X could be deﬁned in several ways, for example:
• The trivial metric: For arbitrary universe X we set dist(a, b)= 0 if a = b, and dist(a, b)= 1 otherwise.
• The integral metric: X =N, dist(a, b)= |a − b|.
• The graphmetric: LetX be the vertex set of a graphG and set dist(a, b) to be the length of a shortest path connecting vertices
a and b in G.
• The Li metric in the d-dimensional Euclidean space X = Rd . In particular we consider the Euclidean plane X = R2 and
◦ the L1 (Manhattan) metric deﬁned as the sum of coordinate differences, i.e., dist(a, b)= |ax − bx | + |ay − by |.
◦ the L2 metric. It is the usual Euclidean metric, where dist(a, b) is the length of the segment joining the points a and b in
the plane.
◦ the L∞ metric deﬁned as the maximum coordinate difference, i.e., dist(a, b)=max{|ax − bx |, |ay − by ||}.
Observe that, whenever dist(a, b)1 for a 	= b (as in the case of trivial, integral, or graph metrics), the Sq-DR problem is
simply the System of Distinct Representatives problem, as long as q1. In this case, any further metric structure onX becomes
irrelevant and in such a case an Sq-DR can be found in polynomial time.
The goal of this paper is to show the difference in the complexity of the problems of looking for distinct and distant represen-
tatives (which in the case of trivial, integral, and graph metrics corresponds to the difference between the cases q1 and q > 1).
This is shown in the case of the integral metric in Section 2 and for unit diameter balls in the plane (with all three plane metrics)
in Section 3. Systems of q-Distant Representatives can be modeled as Systems of Independent Representatives (SIR) in graphs.
We characterize the computational complexity of this problem for various graph classes in Section 4.
Our approach used in Section 3 is to look for disjoint balls representing given sets.Also Systems of IndependentRepresentatives
can be reformulated as Disjoint Representatives as follows. Given a graph with edge set E and a familyM of subsets of its
vertex set, V , consider the familyM′ of hypergraphs with vertex setE containing for every setA ∈M the hypergraphA′ whose
hyperedges are the stars of the edges incident to vertices ofA. Obviously,M has an SIR if and only ifM′ allows its hypergraphs
being represented by disjoint hyperedges. This observation relates our work to the concept of Systems of Disjoint Representatives
on Hypergraphs (SDRH), where hypergraphs with the same vertex set are to be represented by disjoint hyperedges. This question
was intensively studied from the structural point of view by Aharoni and Haxell [1], Meshulam [25], Fellows [8], and others.
Generalizing the Hall theorem, Aharoni and Haxell [1] provide necessary and sufﬁcient conditions for the existence of such
systems of representatives. Our results show that from the computational complexity point of view, SDRHprovides a signiﬁcantly
more difﬁcult concept than SDR. Though the Hall condition involves checking exponentially many inequalities, the existence of
an SDR can be decided in polynomial time by well-known techniques. Because it includes the hypergraph matching problem, the
SDRH problem does not allow a polynomial time decision algorithm (unless P= NP), despite allowing a characterization by the
generalized Hall condition [1]. A strengthening of this observation straightforwardly follows from our Theorem 2 which implies
that SDRH remains NP-complete even for 2-uniform hypergraphs (i.e., for graphs), while the matching problem for graphs
is polynomially solvable. (This becomes intuitive considering that SDRH involves sets of edges rather than the unstructured
collection of edges.)
Finally, in Section 5, we discuss an application of Sq-DR to the L(p, q)-labeling problem which stems from the radio-
frequency assignment problem. For ﬁxed positive integers p>q, labeling of the vertices of a graph by nonnegative integers is
an L(p, q)-labeling if labels of adjacent vertices differ by at least p and labels of vertices with a common neighbor differ by
at least q. The largest label used is called the span of the labeling. Chang and Kuo [3] gave a polynomial time algorithm for
determining the minimum span of an L(2, 1)-labeling of a tree. Their algorithm uses the bipartite matching (or SDR) algorithm
as a subroutine. In 1999,Welsh (personal communication) asked if the algorithm of Chang and Kuo could be adjusted toL(p, q)-
308 J. Fiala et al. /Discrete Applied Mathematics 145 (2005) 306–316
labelings with q > 1. Not only is the related problem (Sq-DR) NP-hard, but even for such simple graphs as trees, the cases q= 1
and q > 1 show a remarkable difference in computational complexity. The algorithm of Chang and Kuo can be straightforwardly
generalized to list-coloring (and hence also prelabeling-extension) versions for L(p, 1)-labelings for any p. However, as we
show in Section 5, both list-coloring (with bounded list sizes) and prelabeling-extension versions of L(p, q)-labeling of trees
are NP-complete problems for any p>q > 1. The computational complexity of the L(p, q)-labeling of trees is still open, as is
the L(2, 1)-labeling problem for graphs of bounded treewidth.
2. Systems of distant representatives on N
Weﬁrst focus our attention on the integral distance.We show that decidingwhether a given family has anSq-DR isNP-complete
for q > 1 [10].
Theorem 2. For every q > 1, it is NP-complete to decide if a familyM of sets of integers has a System of q-Distant Represen-
tatives.
Proof. We reduce from 3-Satisﬁability of Boolean formulas in conjunctive normal form. This problem is known to be NP-
complete even when restricted to formulas where each clause contains 2 or 3 literals and every variable occurs in exactly 3
clauses—once positive and twice negated [13]. Suppose  = (V , C) is such a formula (where V is its variable set and C its
clause set). We assume that the variables are numbered x1, x2, . . . , xn.
Fix a number s > 2q. For a variable xi , let the clause a contain the positive occurrence of xi and let the clauses d and e contain
¬xi . We deﬁne X by setting xi(a)= (i − 1)s + 2, xi(d)= (i − 1)s + 1 and xi(e)= (i − 1)s + q + 1. For every clause c ∈ C,
create the 3-element setMc = {xi(c) | xi ∈ c or ¬xi ∈ c}.
We claim thatM= {Mc}c∈C contains an Sq-DR if and only if  is satisﬁable.
Suppose ﬁrst that  is satisﬁed by some truth valuation . For every clause c, pick a variable (say xi ) which satisﬁes c and
set f (c) = xi(c). This is clearly a set of representatives ofM. To see that the system is q-distant, note that if different clauses
c and c′ are satisﬁed by different variables, then the difference of f (c) and f (c′) is at least s − q >q, while if c and c′ are
satisﬁed by the same variable, say xi , then this variable must occur negated in both clauses, and hence f (c)= (i − 1)s + 1 and
f (c′)= (i − 1)s + q + 1 (or vice versa), and their difference is q.
Suppose now thatM contains an Sq-DR f . We deﬁne a truth valuation  of the variables V so that
• (xi)= true if f (c)= xi(c) for some clause c such that xi ∈ c,
• (xi)= false if f (c)= xi(c) for some clause c such that ¬xi ∈ c,
• (xi) is arbitrary if none of the above applies.
We have to show that  is deﬁned correctly. Assume to the contrary that for some variable xi , (xi) should be simultaneously
true and false . That means that (i − 1)s + 2 and either (i − 1)s + 1 or (i − 1)s + q + 1are both representatives of some sets.
This is, however, impossible, since their difference(i− 1)s+ 2− ((i− 1)s+ 1)= 1 or (i− 1)s+ q+ 1− ((i− 1)s+ 2)= q− 1
would be less than q. Obviously every clause is satisﬁed by . 
3. Systems of distant representatives in the Euclidean space
The Sq-DR problem becomes tractable if we extend the universeX to real numbers and include an additional requirement that
all sets in the familyM are intervals, since then it can be reduced to a scheduling problem. In such a situation we reformulate
the problem as follows: LetM= {Mi = [ri , di ]| i ∈ I } be an input of the Sq-DR problem. We consider tasksT= {ti | i ∈ I },
each requiring the same processing time q, and ask if each task ti can be scheduled within its given release time ri − q2 and
due time di + q2 . Clearly, the algorithm of Simons [26], which solves the scheduling problem in polynomial time, provides also
a solution for the Sq-DR problem for intervals in R, and consequently also for the integral metric on N in the case when each
Mi ∈M consists of consecutive integers.
This can be considered as the special case (d = 1) of the universe X being the d-dimensional Euclidean space, and sets of its
points being the familyM. If all setsMi are ﬁnite, we can transform such an instance to a ﬁnite graphG as will be described in
Section 4. However, in this section we are concernedwith connected (and hence inﬁnite) sets in a continuous universe, as opposed
to the discrete case considered in the previous section. Our goal is to show that deciding the existence of distant representatives
remains NP-hard even for sets as simple as balls of identical size.Thus in this section we consider familiesM of closed balls
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Fig. 1. Gadgets for the S1-DR problem on disks in the plane: (b) variable, (c) clause, (d) connector; (a) four disks deﬁning the “reserved area”.
of diameter one in Rd (we call them simply unit balls). We assume that each ball is described in constant space, e.g., by the
coordinates of its center. The geometric shape of the balls depends on the metric considered.
Observe that for an arbitrary continuous metric, two points a and b are at distance smaller than q if and only if the open balls
of diameter q, one centered at a and the other at b, intersect. The Sq-DR problem for closed unit balls in Rd has thus a natural
geometric representation: replace each closed unit ballMi ofM by an open ballM ′i of diameter 1+q centered in the same point
and ask whether eachM ′
i
can be assigned a representative, an open ball of diameter q completely placed insideM ′
i
, such that all
these representatives are pairwise disjoint. In the rest of this section we use this representationM′ of the Sq-DR problem, rather
than the original setsM. The reason is that, in this representation, all essential properties can be captured by the inclusion relation
and we do not need to concern ourselves with the underlying metric. Also this formulation of the problem is closer to practical
applications like, for instance, map labeling, where sets Mi correspond to the possible label placement, and the representative
of diameter q corresponds to the place for a label. See [24,5] for hardness results on similar map labeling problems.
We note here that the one-dimensional version of ﬁnding an Sq-DR for (unit) balls on R is equivalent to the scheduling
problem mentioned above, and thus can be solved in polynomial time. On the other hand, already for d=2 the problem becomes
NP-hard as we have sketched in [11] for the case of L1, L2 and L∞ metrics. Here were produce just one of these results, the
L2 metric, with a more detailed description of the reduction. Note, that in this case a ball is simply a disk.
Theorem 3. The S1-DR problem is NP-hard for unit disks in the Euclidean plane R2with the Euclidean metric L2.
Proof. We show a reduction from the planar 3-SAT problem, whose NP-completeness was proved in [21]. An instance for this
version of the satisﬁability problem consists of a formula = (V , C) in the conjunctive normal form, where each variable has
one positive and two negative occurrences and each clause consists of two or three literals. The incidence graph G of  is,
moreover, required to be planar. (The bipartite graph G has the vertex set V ∪ C and edges (x, c), if a clause c of the formula
 contains either x or ¬x as a literal.)
We ﬁrst construct a planar drawing of G where every edge is drawn as a piecewise linear curve, i.e., as a contiguous set of
line segments. We further embedG into the integral grid of span 10. Such so-called orthogonal drawing can be constructed in
linear time and space (see, e.g., [27]).
In the next step we transform the graph G to an instance of S1-DR in the plane. The corresponding familyM′ contains
linearly many (O(||)) disks of diameter 2(= q + 1). It consists of three types of objects depicted in Fig. 1: One type is used
to represent variables (“variable gadgets”), the next one clauses (“clause gadgets”), and the remaining disks form connectors
which join the clause and variable gadgets together. We describe these objects in detail.
The ﬁrst tool involved in the construction is the so-called “reserved area”. Observe that the four disks depicted in Fig. 1(a)
allow an S1-DR only as the four shaded disks. For simplicity we have indicated in the other ﬁgures the reserved area instead of
the original four disks.
The variable gadget is illustrated in the part (b) of Fig. 1. We have indicated auxiliary unit-diameter disks P1, P2 and N1, N2
that correspond to the positive and negative literals for the variable. Observe that the gadget can be placed on the plane, such that
the centers of P1, P2, N1 and N2 have integral coordinates. The important property of the variable gadget is, that if any S1-DR
exists, then either disks P1 and P2 or N1 and N2 (or also both pairs) are partially occupied by the representatives of the two
central disks of the variable gadget.
The clause gadgets are shown in Fig. 1(c). In the three-literal clause gadget depicted on the left-hand side, arbitrarily placed
representatives of the two disks intersect at least one of the three auxiliary disks L1, L2 and L3. A similar statement holds for
the two-literal clause gadget.
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Fig. 2. An example of the planar drawing of the graph G and the corresponding instance M′ for the formula
 = (¬x1 ∨ ¬x2 ∨ ¬x3) ∧ (¬x1 ∨ x2) ∧ (x1 ∨ x3). The disks belonging to variable and clause gadgets are indicated by bold lines to
distinguish them from the connectors. The auxiliary unit disks are indicated by dashed lines.
An example of the connector gadget is depicted in Fig. 1(d). Observe that in no S1-DR of the connector gadget both auxiliary
unit disks A and B may remain empty—at least one of them is used as the representative for the associated disk. Moreover, the
connector has the property that the centers of A and B can be placed at any two sufﬁciently spread out grid points.
The family M′ is the union of the disks of the variable and clause gadgets, and of the connectors arranged in the plane
according to the drawing of G as follows (consult Fig. 2 for an example): The vertices representing variables are replaced
by variable gadgets such that the centers of the auxiliary disks P1, N1 and N2 lie on the integral points of the edges towards
the gadgets representing the clauses involving this variable (one positive and two negative occurrences). The clause gadgets are
placed similarly on the location of replacing the vertices representing clauses. Finally, connectors follow the edges of G and
are placed such that the auxiliary disk A is identiﬁed with one of the P1, N1 or N2 of the corresponding vertex gadget, while B
is identiﬁed with L1, L2 or L3 in the adjacent clause gadget.
Assume that an S1-DR forM′ exists. For each 2-literal clause, in the associated clause gadget the representative of its disk
intersects at least one of L1, L2. Similarly, for a 3-literal clause, at least one of L1, L2 or L3 is intersected by the representatives
of the gadget’s disks.We interpret this selection of the representative as satisfying the clause by the corresponding literal. Observe
that in this case the representative of the last disk on the other end of the associated connector must be placed in the marked
position (A or B) and that the construction of the variable gadget ensures that it is impossible to assign some variable x both the
true and false values in order to satisfy different clauses. Hence we deﬁne the truth assignment x= true if in the variable gadget
for x the auxiliary disk P1 is not intersected by the representatives for the gadgets disks, and we set x = false otherwise. Such
an assignment is well-deﬁned and satisﬁes .
Conversely, given a truth assignment that satisﬁes , The construction of an S1-DR is straightforward. 
Even if all Li metrics deﬁne the same topology inRd , the balls have different properties under different metrics. For example,
the balls in R2 with the L1 and L∞ metrics are squares.4 One open square can encompass four disjoint open squares of half of
the diameter, while one disk can contain only two disjoint half-size disks (this holds also for the otherLi metrics with 1< i <∞).
But the hardness theorem for the S1-DR problem holds for squares as well [11]:
Theorem 4. The S1-DR problem is NP-hard for closed unit balls in the Euclidean plane with the L1 and L∞ metrics.
We will not bore the reader with another technical reduction. We only mention here that in the proof of Theorem 4 some
(though only few) squares are placed off the unit grid. When all unit squares respect this grid, the problem is solvable by a
polynomial-time algorithm [11]:
4 More precisely, in the Manhattan metric the diameter of a square is the length of its diagonal (which is parallel to the coordinate axes),
while in the L∞ metric the diameter is its side length and all squares have their sides parallel to the axes.
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Proposition 5. For any q = 1
k
, k ∈ N, the Sq-DR problem for closed unit balls in the Euclidean plane with the L∞ metric can
be solved in polynomial time if both coordinates of the centers of all balls inM are multiples of q.
Proof. If any Sq-DR exists, then “round down” the coordinates of the representatives as follows: If the representative f (i) for
the ballMi has coordinates (x, y), then we deﬁne
f ′(i)=
{(
q
⌊
x
q
⌋
, q
⌊
y
q
⌋)
when k is even,(
q
⌊
x
q + 12
⌋
− q2 , q
⌊
y
q + 12
⌋
− q2
)
when k is odd.
Then f ′ is also an Sq-DR forM.
Thus, we can without loss of generality restrict the universeX to the points whose coordinates are suitable multiples of q and
solve the problem by ﬁnding a System of Distinct Representatives. 
Note, that for the L1 metric a similar claim holds as well, since in both L1 and L∞ metrics the balls in R are squares and
provide equivalent setting under the inclusion representation.
Even though both hardness proofs of Theorems 3 and 4 are based on a reduction from the same planar 3-SAT problem and
involve similar arguments, the gadgets are different, because the respective unit balls have different properties. Therefore, we
pose a natural problem:
Problem 1. Is there a uniform reduction showing the NP-hardness of the Sq-DR problem for unit balls in the d-dimensional
Euclidean space for all Li metrics (q > 0, d2, i1)?
It is not obvious to see whether the coordinates of the representatives—if they exist—could be always described and veriﬁed
in polynomial space and time. This leads to another question:
Problem 2. It also remains an open question whether the Sq-DR problem for unit balls belongs to the class NP.
We observe that the problem is in PSPACE, because both the membership in the sets and the distance constraints can be
described as polynomial inequalities in variables representing the coordinates of the point-representatives.
4. Systems of independent representatives in graphs
We have shown a signiﬁcant difference in the computational complexity of Sq-DR for the integral metric when q1 and
when q > 1, i.e., a difference between the Distinct and Distant Representatives.
In this section we consider the graphmetric and we observe that it can model anymetric space. The Sq-DR problem in a metric
space X can be reduced to the S2-DR problem on graphs as follows: Given an instanceM of Sq-DR, construct (as an instance
of S2-DR) the graphG on the (possibly inﬁnite) vertex set V (G)=X with a, b ∈ X adjacent inG if and only if distX(a, b)< q.
The familyM remains unchanged. Then, vertices of G corresponding to an Sq-DR in X are independent (non-adjacent) in G
and vice-versa.
This leads naturally to the following notion of Systems of Independent Representatives, a problem parameterized by a class
A of graphs. The instance of the System of A-Independent Representatives (SA-IR) problem is a graph G ∈ A and a
family M of subsets of the vertex set V (G). The question is whether M allows a System of Distinct Representatives such
that the representatives form an independent set in G (i.e., no two representatives are adjacent in G). Lovász asked (personal
communication, 2001) for a possible complete characterization of polynomial and NP-complete instances of the SA-IR problem
with respect to the parameter classA. For the following proposition, recall that the Independent Set problem takes a graph G
and a number k as the input and asks if G contains at least k pairwise nonadjacent vertices, i.e., if (G)k ((G) denotes the
size of a largest independent set in G).
Proposition 6. For any graph classA, the SA-IR problem is at least as difﬁcult as the Independent Set problem restricted to
graphs ofA.
Proof. Given a graph G ∈ A and a number k, we take G and the multiset of k copies of V (G) as the familyM. This family
allows a System of Independent Representatives if and only if (G)k. 
312 J. Fiala et al. /Discrete Applied Mathematics 145 (2005) 306–316
This easy observation gives many examples of hard instances of our problem (e.g., planar graphs, triangle-free graphs, etc.),
but all of these are actually covered by the following corollary of our Theorem 2. For a graph G, we denote by mv(G) the
maximum k such that G contains k disjoint copies of K1,2 as an induced subgraph.
Proposition 7. If for every k, a graph classA contains a graph G of size polynomial in k withmv(G)k (and such G can also
be constructed in polynomial time), then the SA-IR problem is NP-complete.
Proof. Consider the reduction for the special 3-SAT problem presented in the proof of Theorem 2. Given a formula , take
the instance of the Sq-DR problem constructed in that reduction and consider the graph G′ whose vertices are integers
{xi(a), xi(d), xi(e)| i = 1, 2, . . . , n}, two of them being adjacent if and only if their difference is less than q. Asking for a
truth assignment satisfying —i. e., for an Sq-DR for the setsM = {Mc}c∈C , (Mc’s considered as sets of numbers)—is the
same as asking for an SIR forM={Mc}c∈C (Mc’s considered as sets of vertices inG′). Note that the graphG′ is just the disjoint
union of n copies of K1,2, and by the assumption, G′ is an induced subgraph of some G ∈A of size polynomial in|C|. 
We immediately see that Proposition 6 does not provide a tight lower bound on the complexity of the SA-IR problem.
Disjoint unions of K1,2’s and their important superclass of complement-reducible graphs (cographs) [4], allow a polynomial
time algorithm for the Independent Set problem, but provide hard instances for our SA-IR problem. It would be very interesting
to know whether Proposition 7 completely characterizes the hard instances of SA-IR. At present we are only able to prove this
characterization for classesA which are subclasses of cographs.
Let us ﬁrst mention a somewhat similar situation for the Independent Set problem. It has been showed by Farber, Hujter, and
Tuza [7] that if a graph does not contain k disjoint copies of K2 (denoted k · K2) as an induced subgraph, then the number of
maximal (wrt. set inclusion) independent sets is polynomial in the number of vertices of the graph (the degree of the polynomial
depending on k). One can list all maximal independent sets in time polynomial in their number and the size of the graph.
Consequently, for every ﬁxed k, one can solve the Independent Set problem for graphs without k induced copies of K2 in
polynomial time.
For the System of Independent Representatives (SIR) problem, we need to go a little further than enumerating the maximal
independent sets. For instance, if a graph G is the disjoint union of n2 copies of K2, G has n vertices and O(2
n
2 ) maximal
independent sets, but still the SIR problem on G can be solved in polynomial time (e.g., as shown in Proposition 9).
We deﬁne a new concept of collections of induced subgraphs that will play (for the SIR problem) the role that maximal
independent sets play for the Independent Set problem.
Deﬁnition 8. For a set A of vertices of a graph G, we say that the subgraph G[A] induced in G by A is a disjoint union of
complete subgraphs (ducs) if every connected component of G[A] is a complete graph. We call a collectionD of subsets of the
vertex set ofG an iducs if, for every A ∈ D,G[A] is a ducs and every independent set S inG is contained in some A ∈ D. The
minimum size of an iducs in G will be denoted by md(G).
Note that the invariant md(G) is deﬁned correctly, since every nonempty graph contains at least one iducs, namely the
collection of all maximal independent sets.
Proposition 9. If G has an iducs which can be constructed in polynomial time, then the SIR problem can be solved in polynomial
time on G.
Proof. LetM={Mi | i ∈ I },Mi ⊆ V (G) be the input to our problem and as stated letD be an iducs constructed in polynomial
time. We list the elements of the iducs D and for each A ∈ D, we check ifM has a SIR using only vertices of A. This we do
as follows: If Aj , 1j t , are the vertex sets of the connected components of G[A], we collapse each Aj into a single vertex
aj , and setM ′i = {aj | Aj ∩Mi 	= ∅}. Then we solve the SDR problem forM′ = {M ′i | i ∈ I }. If such an SDR exists for some
A ∈ D, we conclude thatM has an SIR, otherwise it does not.
This algorithm is clearly polynomial in the size of the problem and the time needed to construct the iducs D. To argue its
correctness, note that ifM has an SIR, the representatives form an independent set inG, say S, which by the deﬁnition of iducs
is a subset of some A ∈ D. For this particular A, our algorithm ﬁnds an SDR ofM′.
On the other hand, the existence of distinct representatives on the collapsed instanceM′ guarantees that a systemof independent
representatives forM exists as well. If f ′ : I → {aj | j = 1, . . . , t} is an SDR forM′ based on A=
⋃t
j=1Aj , then for each i,
there is some vi ∈ Aj ∩Mi , with j such that f ′(i)= aj . Then f (i)= vi , i ∈ I is an SIR forM. 
Now we are ready to classify the computational complexity of SA-IR for anyA that is a hereditary subclass of cographs [4],
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Fig. 3. An example of a cograph and its cotree. Union nodes are indicated by ∪, while join and strong join nodes are marked by + and ⊕.
which are graphs with no induced path on four vertices. Recall that cographs are deﬁned recursively so that (1) a single vertex is
a cograph, (2) the disjoint union of cographs is a cograph and (3) the join (i.e., the disjoint union plus all edges between all pairs
of components) of cographs is a cograph. Each cograph G is then described by a rooted tree (called the cotree of G) in which
every inner node is either a join or a union node, and join and union nodes alternate on every path. The leaves of the cotree are in
a one-to-one correspondence with the vertices of G. If we assume that every inner node has at least two children, such a tree is
uniquely deﬁned (up to an isomorphism). See Fig. 3 for an example of a cograph and the corresponding cotree. (Cographs were
ﬁrst deﬁned as graphs with no induced path on four vertices, but the two deﬁnitions are well known to be equivalent [4].)
A join node will be called a strong join node if it has at least one non-leaf child (which must then be a union node). A set of
join nodes will be called union-independent if (i) no two of them lie on the same path from the root, and (ii) the lowest common
ancestor of any two of them is a union node (see, for instance, the two strong join nodes of Fig. 3.)
Proposition 10. For a cograph G,mv(G) is equal to the maximum number of union independent strong join nodes in the cotree
T of G.
Proof. Suppose G[A] = k ·K1,2 for some A=
⋃k
i=1Ai , where k =mv(G) and each Ai induces a copy of K1,2. Let ui be the
lowest common ancestor of the leaves of T that represent the vertices in Ai . BecauseG[Ai ] is connected, ui is a join node. The
two non-adjacent vertices ofG[Ai ] belong to the subtree rooted in the same child of ui . Hence {ui | i= 1, . . . , k} are strong join
nodes. Since vertices of different Ai ’s are nonadjacent, these nodes are union-independent.
On the other hand, suppose thatU={ui | i=1, . . . , k} is a set of union-independent strong join nodes ofT . For eachui , consider
one of its children vi which is a union node and take two nonadjacent vertices, say xi, yi , in the subgraph ofG represented by the
subtree rooted in vi . Since ui has at least two children, we can ﬁnd a vertex zi in the subgraph of G represented by the subtree
rooted in another child of ui . Then G[{xi, yi , zi}] is isomorphic to K1,2 and since the nodes of U are union-independent, there
are no edges between vertices of different copies of K1,2. Hence mv(G) |U |. 
Theorem 11. LetA be a hereditary sub-class of cographs. Then exactly one of the following statements holds:
1. for every k,A contains a graph G such that mv(G)k, and the SA-IR problem is NP-complete;
2. there is a k such that mv(G)k for every G ∈A, and then the SA-IR problem is solvable in polynomial time (the degree
of the polynomial depending on k).
The ﬁrst part follows directly from Proposition 7, since for a hereditary classA the assumption implies that k ·K1,2 ∈A for
every k. The second part follows from the following lemma and Proposition 9.
Lemma 12. For a cograph G, the minimum size of an iducs is
md(G) |V (G)|mv(G),
the iducs of the minimum size is unique and can be constructed in O(|V (G)|mv(G)+1) time.
Proof. Let T be the cotree of G. We construct the minimum iducs D recursively as follows:
1. If T is a single leaf, G is a single vertex, D consists of the single one-element set V (G), mv(G)= 0 and indeed md(G)=
|D| = |V (G)|0.
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2. If T has just one non-leaf node (the root), then G is either an edgeless graph (if the root is a union node), or G is complete
(if the root is a join node). In both cases D consists of the single set V (G), mv(G)= 0 and md(G)= |D| = |V (G)|0.
3. If the root of T is a strong join node, G is the join of the subgraphs Gi corresponding to the children ui of the root, say
i= 1, . . . , t . In this case every independent set inG is fully contained in one of theGi ’s, and henceD=
⋃t
i=1Di is an iducs
for G, provided each Di is an iducs for Gi . Clearly, D is a minimum size iducs for G if and only if every Di is optimal for
Gi . By induction, this optimal iducs for G is unique and its size is
md(G)=
t∑
i=1
md(Gi).
Since the root of T constitutes a (singleton) union-independent set of strong join nodes and every other union-independent
set of strong join nodes lies in one of the subtrees rooted in a child of the root, we have
mv(G)=max{1,mv(G1), . . . , mv(Gt )}.
Therefore,
md(G)
t∑
i=1
|V (Gi)|mv(Gi)
t∑
i=1
|V (Gi)|mv(G) |V (G)|mv(G)
since mv(G)1.
4. If the root is a union node with at least one non-leaf child, G is the disjoint union of subgraphs Gi corresponding to the
children ui of the root, say i = 1, . . . , t . In this case every independent set in G is itself the disjoint union of independent
sets from particular Gi ’s. It follows that
D=
{⋃t
i=1Di | Di ∈ Di
}
(where Di is an iducs for Gi ) is an iducs for G, and it is optimal for G if and only if each Di is an optimal iducs for Gi .
Hence
md(G)=
t∏
i=1
md(Gi)
and since
mv(G)=
t∑
i=1
mv(Gi),
we have (by induction)
md(G)
k∏
i=1
|V (Gi)|mv(Gi) |V (G)|
∑t
i=1mv(Gi) = |V (G)|mv(G).
At each node of the cotree we evaluate an optimal iducs of size at most |V (G)|mv(G) in time proportional to this size and
hence the total time complexity follows. 
We have fully classiﬁed the computational complexity of the SA-IR problem for any hereditary class A of cographs. We
conjecture that Proposition 7 gives a complete characterization for all NP-complete cases on dense classes of graphs.
Conjecture. For any hereditary classA of graphs, ifmv(G) is bounded by a constant k(A) for everyG ∈A, then the SA-IR
problem is polynomially solvable.
5. The tree labeling problem
The problem that originally motivated us to study the concept of distant representatives is the distance constrained labeling
of trees. As a consequence of the NP-hardness of Sq-DR in the integral metric, we show that list-L(p, q)-labeling of trees (even
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with lists of bounded size) and L(p, q)-labeling of prelabeled trees are NP-hard for every pq > 1. This shows a signiﬁcant
difference in the complexity of L(p, q)-labeling of trees for q = 1 and q > 1, providing a negative answer to the question of
Welsh (personal communication, 1999), who asked whether the algorithm of Chang and Kuo [3] for L(2, 1)-labeling of trees
can be extended to L(p, q)-labelings for q > 1.
The notion of L(p, q)-labeling (and more generally L(p1, p2, . . . , pk)-labeling) stems from the radio frequency (or channel)
assignment problem. Its graph theoretical model [18] asks for a labeling of the vertices of an input graph by nonnegative integers
so that labels of vertices at distance at most i differ by at leastpi , for every ik, where k andp1, . . . , pk are the parameters of the
problem.As a particular subproblem, Roberts proposed the question of assigning integers (frequencies) to vertices (transmitters)
such that vertices that are “fairly close” to each other (at distance two) receive different labels and vertices that are very close
(adjacent) receive labels that are at least two apart. This corresponds to the case of k = 2 and (p1, p2) = (2, 1), referred to as
L(2, 1)-labellings of graphs [3,9,16,14,20,23,28]. The more general two-parameter problem with (p1, p2)= (p, q), pq > 1,
was considered in [2,9,12].
The minimum  such that a graph G allows an L(p, q)-labeling by integers from the range {0, 1, . . . , } is denoted by
(p,q)(G) and called the span of the labeling. It was shown in [16,28] that determining (2,1)(G) is an NP-complete problem
even for graphs G with diameter two. Deciding (2,1)(G) for ﬁxed  was shown NP-complete for every 4 in [9]. It was
also shown in [9] that for every pq1, there is a  (dependent on p, q) such that deciding (p,q)(G) is NP-complete.
As concerns special graph classes, (2,1)(G) can be determined efﬁciently for paths, cycles and wheels [16], and for cographs
and trees [3] (disproving the conjecture of [16] that the problem is NP-complete for trees). The dynamic programming algorithm
of Chang and Kuo constructs for each edge the set of pairs of colors for its end-points that allow extensions to L(2, 1)-labelings
of the subtree rooted in this edge. As such, the algorithm can be straightforwardly adjusted for the list labeling or prelabeled
extension versions by simply storing only the pairs which meet the list or prelabeling constraints.
The crucial step of the algorithm uses bipartite matchings (or Systems of Distinct Representatives, SDR), and an analogous
algorithm for q > 1 would need to be able to decide existence of Systems of q-Distant Representatives. Theorem 2 shows that
the desired subroutine is NP-complete in general. It is therefore plausible to conjecture that determining (p,q)(T ) is NP-hard
for trees, when q > 1. This still remains an open problem, while the list labeling and prelabeled extension versions are proven
NP-complete below.
For graph coloring problems, it is natural and customary to consider the list coloring and precoloring extension variants of the
problems. In list coloring the instance of the problem is a graphG=(V ,E) and a collection of sets (called lists)L(u), u ∈ V , and
the task is to properly color the vertices by colors from their lists. The precoloring extension problem asks if a partial coloring
of the vertex set can be completed to a proper coloring of the entire graph (with the given number of colors). In other words,
precoloring extension is a special case of list coloring with lists having either one element or being the entire set of colors [19,22].
Similarly for L(p, q)-labelings, the list labeling version asks for an L(p, q)-labeling with labels taken from lists of admissible
colors, and the prelabeled extension asks if a partial labeling can be completed to an L(p, q)-labeling of given span.
Theorem 13. For every ﬁxed pq > 1, the list L(p, q)-labeling problem on trees is NP-complete.
Proof. We show a reduction from Systems of q-Distant Representatives. LetM= {Mi}ni=1 be a family of sets of nonnegative
integers. We set  = p + max(⋃ni=1Mi). We build a tree T with a root v0 and children of the root vi , i = 1, 2, . . . , n and
assign to each vi , i1 the list of admissible labels L(vi) = Mi , and for the root, we set L(v0) = {}. An L(p, q)-labeling
. : VT −→ {0, 1, . . . , } satisfying .(vi) ∈ L(vi) for every i gives rise to an Sq-DR f : {1, 2, . . . , n} −→
⋃n
i=1Misuch that
f (i)= .(vi), and vice versa. 
The prelabeled extension version requires a more technical reduction. In this case the tree will have three levels and each
vi , i1, gets a collection of children prelabeled so thatMi are the only possible labels feasible for vi . The details can be found
in [10]. In this case the reduction starts from a collectionM = {Mi}ni=1 of (q2 + 2p)-sparse sets. A set of integers is called
t-sparse if |x − y| t for every two distinct members x, y of the set. In [10] we have shown that the proof of Theorem 2 can be
adjusted also for t-sparse sets for arbitrary t . Hence we have the following theorem [10]:
Theorem 14. For every ﬁxed pq > 1, the prelabeled L(p, q)-labeling problem on trees is NP-complete.
Using methods similar to ours, Golovach [15] showed a similar result for L(2, 1, 1, . . . , 1)-labelings of trees in the case of
distance constraints at distance greater than 2.
Theorem 15 (Golovach [15]). The prelabeled L(p1, p2, . . . , pk)-labeling problem on trees where p1 = 2 and pi = 1 for
2 ik is NP-complete for every k3.
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For the L(p, q)-labeling problem of trees without precolored vertices or lists, the complexity is still open when q > 1. It is
tempting to try to prove NP-completeness along the lines above. One possibility would be to replace precolored vertices by trees
that allow only certain labels at the root. We do not know, however, if such trees can be constructed, and if so, whether they will
be of polynomial size.
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