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In a stochastic and fuzzy environment, two kinds of stopping models are
discussed and compared. The optimal fuzzy stopping times are given under the
assumptions of monotonicity and regularity for stopping rules. Also, we find that
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1. INTRODUCTION
The fuzzy random variable, which is a ‘‘fuzzy-number-valued’’ extension
w xof classical random variables, was first studied by Puri and Ralescu 7 and
Ž w x w xhas been discussed by many authors Stojakovic 10 , Puri and Ralescu 8 ,´
.etc. . It is one of the successful notions combining randomness and
fuzziness.
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This paper deals with a new optimal stopping problem for ‘‘fuzzy
stochastic systems’’ given by a sequence of fuzzy random variables. Classi-
cal stopping problems for a sequence of ‘‘real-valued’’ random variables
have been studied by many authors, and their applications are well known
Ž w x w x w x.in various fields Presman and Sonin 6 , Chow et al. 1 , Shiryayev 9 . On
the other hand, stopping models for dynamic fuzzy systems have been
w xstudied by Yoshida 12]14 .
We discuss two kinds of optimization by stopping times regarding fuzzy
random variables: One is by ‘‘classical’’ stopping times and the other is by
‘‘fuzzy’’ stopping times. Fuzzy stopping times as defined by Kurano et al.
w x4 are introduced in dynamic fuzzy systems. In comparisons of these
stopping models in a numerical example, we find that the fuzzy stopping
model is better than the classical one, and it will be concluded that the
fuzzification of stopping times is effective in the case of fuzzy stochastic
systems.
In Section 2, the notations and definitions of fuzzy random variables are
given. Next, in Section 3, we discuss a stopping model by classical stopping
times and we give an optimal stopping time for the model. In this paper,
we estimate the randomness and fuzziness of fuzzy random variables using
expectations and scalarization functions, respectively. In Section 4, fuzzy
stopping times and their stopping model are introduced, and an optimal
fuzzy stopping time for the model is given under the assumptions of
monotonicity and regularity for stopping rules. Finally, in Section 5, we
compare these two models using a numerical example.
2. FUZZY RANDOM VARIABLES
In this section, we give some notations for fuzzy random variables. Let
Ž .V, M , P be a probability space, where M is a s-field and P is a
nonatomic probability measure. Let R and N be the set of all real numbers
and the set of all nonnegative integers, respectively. B denotes the Borel
s-field of R and I denotes the set of all bounded closed sub-intervals of
w xR. A fuzzy number is denoted by its membership function a: R ‹ 0, 1˜
which is normal, upper-semicontinuous, and fuzzy convex and has compact
w xsupport. Refer to Zadeh 15 for the theory of fuzzy sets. R denotes the set
Ž .of all fuzzy numbers. The a-cut of a fuzzy number a g R is given by˜
xa [ x g R ‹ a x G a a g 0, 1 and 4Ž . ŽŽ .˜ ˜a
a [ cl x g R ‹ a x ) 0 , 4Ž .˜ ˜0
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where cl denotes the closure of an interval. In this paper, we write the
closed intervals by
y q w xa [ a , a for a g 0, 1 .˜ ˜ ˜a a a
˜A map X : V ‹ R is called a fuzzy random variable if
˜ w xv , x g V = R ‹ X v x G a g M = B for all a g 0, 1 . 2.1Ž . Ž . Ž . Ž . 4
Ž .The condition 2.1 is also written as
˜ w xv , x g V = R ‹ x g X v g M = B for all a g 0, 1 , 2.2Ž . Ž . Ž . 4a
˜ y˜ q˜ ˜Ž . w Ž . Ž .x  Ž .Ž . 4where X v s X v , X v [ x g R ‹ X v x G a is the a-cut ofa a a
˜Ž .the fuzzy number X v for v g V. We can find some equivalent condi-
w xtions 8, 10 . However, in this paper, we adopt a simple equivalent condi-
tion in the following lemma.
Ž w x.LEMMA 2.1 Wang and Zhang 11, Theorems 2.1 and 2.2 . For a map
X˜ : V ‹ R, the following are equi¤alent:
˜Ž .i X is a fuzzy random ¤ariable.
y˜ q˜Ž . Ž . Ž .ii The maps v ‹ X v and v ‹ X v are measurable for alla a
w xa g 0, 1 .
Now we introduce expectations of fuzzy random variables for the de-
scription of stopping models for fuzzy stochastic systems. A fuzzy random
˜ y˜ q˜Ž . Ž .variable X is called integrably bounded if v ‹ X v and v ‹ X va a
˜w xare integrable for all a g 0, 1 . Let X be an integrably bounded fuzzy
random variable. We put closed intervals
y q˜ ˜ ˜ w xE X [ X v d P v , X v d P v , a g 0, 1 . 2.3Ž . Ž . Ž . Ž . Ž .Ž . H Ha a a
V V
˜Ž .Since the map a ‹ E X is left-continuous by the monotone conver-a
˜ ˜Ž .gence theorem, the expectation E X of the fuzzy random variable X is
w xdefined by a fuzzy number 3, Lemma 3
˜E X x [ sup min a , 1 x for x g R, 2.4Ž . Ž . Ž .Ž .  4˜EŽ X .a
w xag 0, 1
where 1 is the classical indicator function of a set D.D
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3. A STOPPING MODEL
In this section, we deal with a stopping model for fuzzy stochastic
˜ ‘ 4systems. Let X be a sequence of integrably bounded fuzzy randomn ns0
q˜ q˜Ž . Ž .variables such that E sup X - ‘, where X v is the right end ofn n, 0. n, 0
˜ Ž .the 0-cut of the fuzzy number X v for n s 0, 1, 2, . . . . For n s 0, 1,n
2, . . . , M denotes the smallest s-field on V generated by all randomn
y˜ q˜ Ž w x.variables X and X k s 0, 1, 2, . . . , n; a g 0, 1 , and M denotesk , a k , a ‘
‘ ˜ 4the smallest s-field generated by D M . Then X , M , n g N isns0 n n n
 4called a ‘‘fuzzy stochastic system.’’ A map t : V ‹ N j ‘ is said to be a
stopping time if
v ‹ t v s n g M for all n s 0, 1, 2, . . . . 3.1 4Ž . Ž .n
Then we have the following lemma.
LEMMA 3.1. For a finite stopping time t , we define
˜ ˜  4X v [ X v , v g t s n for n s 0, 1, 2, . . . . 3.2Ž . Ž . Ž .t n
˜Then X is a fuzzy random ¤ariable.t
Proof. This lemma follows from the definitions.
Let g : I ‹ R be a s-additively homogeneous map; that is, g satisfies
‘ ‘
g c s g c 3.3Ž . Ž .Ý Ýn nž /
ns0 ns0
 4‘ ‘for bounded closed intervals c ; I such that Ý c g I andn ns0 ns0 n
g lc s lg c 3.4Ž . Ž . Ž .
for bounded closed intervals c g I and real numbers l G 0, where the
‘  ‘operation on closed intervals is defined ordinarily as Ý c [ cl Ý xns0 n ns0 n
4  4‹ x g c , n s 0, 1, 2, . . . and lc [ l x ‹ x g c . Weighting functions,n n
Ž . Ž .which satisfy 3.3 and 3.4 , are used for the evaluation of fuzzy numbers
Ž w x.Fortemps and Roubens 2 . Let t be a finite stopping time. Now we
˜consider the definition and evaluation of the fuzzy random variable X .t
˜Ž . Ž .Let v g V. From 3.2 , the a-cut of the fuzzy number X v must be at
˜ Ž . Ž .closed interval X v . Therefore, from the definition 2.3 , the expec-t Žv ., a
tation is given by the closed interval
˜E X . 3.5Ž .Ž .t , a
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Ž . Ž .Using the scalarization function g in 3.3 and 3.4 , we give its estimation
by
˜g E X . 3.6Ž .Ž .ž /t , a
˜Therefore the evaluation of the fuzzy random variable X is given by thet
integral
1 ˜g E X da . 3.7Ž .Ž .H ž /t , a
0
LEMMA 3.2. For a finite stopping time t , it holds that
1 1 1˜ ˜ ˜g E X da s E g X da s E g X ? da . 3.8Ž . Ž .Ž . Ž . Ž .H H Hž / ž /t , a t , a t , až /0 0 0
Ž . Ž .Proof. The properties 3.3 and 3.4 of g imply
˜ ˜g E X s E g X .Ž . Ž .ž / ž /t , a t , a
Therefore
1 1˜ ˜g E X da s E g X da .Ž . Ž .H Hž / ž /t , a t , a
0 0
Also, by Fubini’s theorem, we have
1 1˜ ˜E g X da s E g X ? da .Ž .Ž . Ž .H Hž /t , a t , až /0 0
These complete the proof of this lemma.
From Lemma 3.2, for a finite stopping time t , we define a random
variable
1 ˜G v [ g X v da , v g V . 3.9Ž . Ž . Ž .Ž .Ht t , a
0
˜Ž Ž ..Note that since g X v is a real number and the function a ‹t , a
˜Ž Ž .. Ž x Ž .g X v is left-continuous on 0, 1 , 3.9 is well defined. Thus, thet , a
Ž . Ž .expectation E G is the estimation 3.7 of the fuzzy stochastic systemt
stopped at a finite stopping time t . In this approach, for a stopping time
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which is not necessarily finite, we can also define a random variable
1¡ ˜g X v da if t v - ‘Ž . Ž .Ž .H t , a
0~G v [ for v g V .Ž .t 1 ˜lim sup g X v da if t v s ‘Ž . Ž .Ž .H n , a¢
0 n“‘
3.10Ž .
Now we present the following optimal stopping problem for fuzzy stochas-
tic systems.
U Ž . Ž .UProblem 1. Find a finite stopping time t such that E G G E Gt t
for all finite stopping times t .
Then t U is called an ‘‘optimal stopping time.’’ To consider this stopping
problem, we define random variables
Z [ ess sup E G ‹ M 3.11Ž . Ž .n t n
t : stopping times, tGn
w xfor n s 0, 1, 2, . . . . Refer to 5, Proposition 6-1-1; 1, Chaps. 1]6 regarding
the definition of the essential supremum. Define a stopping time
s U v [ inf n ‹ G v s Z v , v g V , 3.12 4Ž . Ž . Ž . Ž .n n
where the infimum of the empty set is understood to be q‘. Then we
wimmediately obtain the following result from Chow et al. 1, Theorems 4.1
xand 4.5 .
Ž U . UTHEOREM 3.1. If P s - ‘ s 1, then s is an optimal stopping time
for Problem 1.
4. A ‘‘FUZZY’’ STOPPING MODEL
In this section, we introduce a ‘‘fuzzy’’ stopping time for the fuzzy
˜ 4stochastic system X , M , n g N defined in Section 3, and we discuss an n
fuzzy stopping model.
w xDEFINITION 4.1. A map t : N = V ‹ 0, 1 is called a fuzzy stopping˜
model if it satisfies the following:
Ž . Ž .i For each n s 0, 1, 2, . . . , the map v ‹ t n, v is M -measura-˜ n
ble.
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Ž . Ž .ii For almost all v g V, the map n ‹ t n, v is non-increasing.˜
Ž .iii For almost all v g V, there exists an integer n such that0
Ž .t n, v s 0 for all n G n .˜ 0
Definition 4.1 is similar to the idea of fuzzy stopping times given for
w xdynamic fuzzy systems by Kurano et al. 4 . Regarding the membership
Ž .grade of fuzzy stopping times, t n, v s 0 means ‘‘to stop time at n’’ and˜
Ž .t n, v s 1 means ‘‘to continue at time n,’’ respectively. We can easily˜
check the following lemma regarding the properties of fuzzy stopping times
Ž w x.see 4 .
Ž .LEMMA 4.1. i Let t be a fuzzy stopping time. Define a map t : V ‹˜ a˜
N by
xt v [ inf n ‹ t n , v - a , v g V for a g 0, 1 , 4.1 4Ž . Ž . Ž .Ž˜ ˜a
where the infimum of the empty set is understood to be q‘. Then we ha¤e
Ž .  4a t F n g M for n s 0, 1, 2, . . . ;a˜ n
Ž . Ž . Ž . XXb t v F t v a.a. v g V if a G a ;˜ ˜a a
Ž . Ž . Ž .X Xc lim t v s t v a.a. v g V if a ) 0;˜ ˜a › a a a
Ž . Ž . Ž .d t v [ lim t v - ‘ a.a. v g V.˜ ˜0 a x 0 a
Ž .  4 Ž . Ž . Ž .ii Let t be maps t : V ‹ N satisfying a , b , and d˜ ˜a a gw0, 1x a
w xabo¤e. Define a map t : N = V ‹ 0, 1 by˜
t n , v [ sup min a , 1 vŽ . Ž . 4˜ t ) n4a˜
w xag 0, 1
for n s 0, 1, 2, . . . and v g V . 4.2Ž .
Then t is a fuzzy stopping time.˜
Now we consider the estimation of the fuzzy stochastic system stopped
at a fuzzy stopping time t . Let v g V. A fuzzy stopping time t is called˜ ˜
Ž . Ž .finite if t v [ lim t v - ‘ for almost all v g V. Let t be a finite˜ ˜ ˜0 a x 0 a
˜Ž . Ž .fuzzy stopping time. From Lemma 4.1 i.a , its a-cut is X v [t , aa˜˜ Ž . Ž . Ž .X v , where t v is a ‘‘classical’’ stopping time given by 4.1 .˜t Žv ., a aa˜
Ž .Therefore, similarly to 3.9 , we define a random variable
1 ˜G v [ g X v da , v g V . 4.3Ž . Ž . Ž .H ž /t t , a˜ a˜
0
˜Ž Ž ..Note that the function a ‹ g X v is left-continuous on 0 - a F 1,t , aa˜
Ž . Ž .so that 4.3 is well defined. Therefore the expectation E G is thet˜
˜evaluation of the fuzzy random variable X . In this section, we discuss thet˜
following problem.
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U Ž . Ž .UProblem 2. Find a fuzzy stopping time t such that E G G E G˜ t t˜ ˜
for all fuzzy stopping times t .˜
In Problem 2, t U is called an ‘‘optimal fuzzy stopping time.’’ On the˜
other hand, by Fubini’s theorem, we have
1 1˜ ˜E G [ E g X ? da s E g X da 4.4Ž . Ž .Ž . H Hž / ž /t t , a t , až /˜ ˜ ˜a až /0 0
for a fuzzy stopping time t . For a fuzzy stopping time which is not˜
necessarily finite, we can also define a random variable
1 ‘a˜ ˜G v [ g X v da q lim sup g X v daŽ . Ž . Ž .Ž .H Hž /t t , a n , a˜ a˜‘a 0 n“‘
for v g V ,
where
inf a ‹ t v - ‘ if t v - ‘ 4Ž . Ž .˜ ˜a 1‘a [ ½ 1 if t v s ‘.Ž .˜1
In order to analyze Problem 2, we first need to discuss the following
Ž .subproblem induced from 4.4 .
w x UProblem 3. Let a g 0, 1 . Find a stopping time t such that
˜ ˜Ž Ž .. Ž Ž ..UE g X G E g X for all stopping times t .t , a t , a
U w xIn Problem 3, t is called an ‘‘a-optimal stopping time.’’ Let a g 0, 1 .
 4‘We define a sequence of subsets L of V byn ns0
˜ ˜L [ v ‹ g X v G E g X ‹ M vŽ . Ž .Ž . Ž .½ 5ž /n n , a nq1, a n
for n s 0, 1, 2, . . . .
Ž w x.This paper deals with the following monotone case Chow et al. 1 .
Ž .Assumption A Monotone case . The following conditions hold almost
surely:
‘
L ; L ; L ; L ; ??? and L s V .D0 1 2 3 n
ns0
In order to characterize a-optimal stopping times, we let
a ˜g [ ess sup E g X ‹ M for n s 0, 1, 2, . . . . 4.5Ž .Ž .ž /n t , a n
t : stopping times, tGn
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We define a stopping time s U : V ‹ N bya
U ˜ as v [ inf n ‹ g X v s g v 4.6Ž . Ž . Ž . Ž .Ž .½ 5a n , a n
w xfor v g V and a g 0, 1 , where the infimum of the empty set is under-
wstood to be q‘. Then the next lemma is as given by Chow et al. 1,
xTheorems 4.1 and 4.5 .
w xLEMMA 4.2. Let a g 0, 1 . Suppose Assumption A holds. Then, the
Ž . Ž .following i and ii hold:
a ˜ aŽ . Ž .  Ž Ž .. Ž .4i g v s max g X v , g v a.a. v g V for n s 0, 1,n n, a nq1
2, . . . ;
U a ˜Ž . Ž . Ž Ž ..Uii s is a-optimal and E g s E g X .a 0 s , aa
In order to construct an optimal fuzzy stopping time from the a-optimal
 U4stopping time s , we need the following regularity condition.a a gw0, 1x
Ž . U Ž .Assumption B Regularity . The map a ‹ s v is non-increasing fora
almost all v g V.
U w xUnder Assumption B, we can define a map s : N = V ‹ 0, 1 by˜
s U n , v [ sup min a , 1 U vŽ . Ž . 4˜ s ) n4a
w xag 0, 1
for n s 0, 1, 2, . . . and v g V . 4.7Ž .
Ž . U Ž . U Ž . U Ž .We put the a-cut 4.1 of s n, v by s v . Then we note that s v˜ ˜ ˜a a
U Ž .and s v may not equal at most countable many 0 - a F 1.a
THEOREM 4.1. Suppose Assumptions A and B hold. Then s U is an˜
optimal fuzzy stopping time for Problem 2. Further it holds that
U U xs v [ min n ‹ s n , v - a , v g V for a g 0, 1 . 4.8 4Ž . Ž . Ž .Ž˜ ˜a
Proof. From Assumption B and Lemma 4.1, s U is a fuzzy stopping˜
time. Lemma 4.2 implies
1 1 1
a˜ ˜ UE G F sup E g X da s E g da s E g X daŽ .Ž . Ž .H H Hž / ž /ž /t t , a 0 s , a˜ a
0 0 0t
4.9Ž .
U Ž . U Ž .for all fuzzy stopping times t . Since s v / s v holds only at most˜ a˜ a
countable 0 - a F 1, we have
1 1˜ ˜U UE g X da s E g X da . 4.10Ž .H Hž / ž /s , a s , a˜a až / ž /0 0
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Ž . Ž .By 4.9 , 4.10 , and Fubini’s theorem, we obtain
1 1˜ ˜U UE G F E g X da s E g X daŽ . H Hž / ž /ž /t s , a s , a˜ ˜a až /0 0
1 ˜ U Us E g X da s E G . 4.11Ž .Ž .H ž /s , a sž /˜ ˜a
0
U Ž .Therefore s is optimal for Problem 2. Finally, 4.8 is trivial from˜
Lemma 4.1.
The following result implies a comparison between the optimal values of
Ž .the ‘‘classical’’ stopping model Problem 1 and the ‘‘fuzzy’’ stopping model
Ž .Problem 2 . Then we find that the fuzzy stopping model is more favorable
than the classical one.
COROLLARY 4.1. It holds that
E G U F E G U , 4.12Ž . Ž .Ž .t s˜
where t U is the optimal stopping time and s U is the optimal fuzzy stopping˜
time.
Proof. For all stopping times t , we have
1 1˜ ˜ UE G s E g X da F sup E g X da s E G .Ž . Ž .Ž . Ž .H H ž /t t , a t , a s˜ž /0 0 t
Therefore this corollary holds.
In the next section, we compare the optimal values of Corollary 4.1
through a numerical example.
5. A NUMERICAL EXAMPLE
An example is given to compare the results of the stopping models in
 4‘Sections 3 and 4. Let Y be a uniform integrable sequence of indepen-n ns0
dent, identically distributed real random variables. Let c and d be con-
 4‘ Žstants satisfying 0 - d - 3c. Let a be a sequence given by a [ d nn ns0 n
.q 1 for n s 0, 1, 2, . . . . Put
 4M [ max Y , Y , Y , . . . , Y y c n q 1 for n s 0, 1, 2, . . . . 5.1Ž . Ž .n 0 1 2 n
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˜ ‘ 4Hence we take a sequence of fuzzy random variables X asn ns0
L M v y x ra if x F M vŽ . Ž .Ž .Ž .n n n
X˜ v x [ 5.2Ž . Ž . Ž .n ½ L x y M v ra if x G M vŽ . Ž .Ž .Ž .n n n
Ž .for n s 0, 1, 2, . . . , v g V, and x g R, where the shape function L x [
 < < 4 Ž .max 1 y x , 0 for x g R see Fig. 5.1 . Then their a-cuts are
X˜ v s M v y 1 y a a , M v q 1 y a a , v g VŽ . Ž . Ž . Ž . Ž .n , a n n n n
w xfor n s 0, 1, 2, . . . and a g 0, 1 .
Žw x. Ž .Let a weighting function g x, y [ x q 2 y r3 for x, y g R satisfying
Ž . Ž .x F y. Then g satisfies the properties 3.3 and 3.4 , and we can easily
check that
1 y a˜g X v s M v q a , v g VŽ . Ž .Ž .n , a n n3
w xfor a g 0, 1 , and so
1 1˜G v s g X v da s M v q a , v g V .Ž . Ž . Ž .Ž .Hn n , a n n6
0
˜ Ž .Ž .FIG. 1. Fuzzy random variable X v x .n
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X w x XNext we check Assumptions A and B. Let a , a g 0, 1 satisfy a F a
˜ a XŽ Ž .. Ž .Xand let v g V. If g X v s g v for some n, then we haven, a n
1 y a˜g X v s M v q aŽ . Ž .Ž .n , a n n3
1 y a X a X y a
s M v q a q aŽ .n n n3 3
a X y a˜ Xs g X v q aŽ .Ž .n , a n3
a X y aX
as g v q aŽ .n n3
a X y a˜ XG E g X ‹ M v q E a ‹ M vŽ . Ž . Ž .Ž .ž /t , a n t n3
a X y a˜ Xs E g X q a ‹ M vŽ .Ž .t , a t nž /3
˜s E g X ‹ M v a.a. v g VŽ .Ž .ž /t , a n
˜ aŽ Ž .. Ž .for all stopping times t such that t G n. It follows g X v s g v .n, a n
U Ž . U Ž .XTherefore we obtain s v F s v for almost all v g V, and Assump-˜ ˜a a
tion B is fulfilled. On the other hand, we have
1 y a˜g X v s M v q aŽ . Ž .Ž .n , a n n3
s max Y v , Y v , Y v , . . . , Y v 4Ž . Ž . Ž . Ž .0 1 2 n
1 y a
y c n q 1 q d n q 1Ž . Ž .
3
s max Y v , Y v , Y v , . . . , Y v 4Ž . Ž . Ž . Ž .0 1 2 n
1 y a
y c y d n q 1 .Ž .ž /3
1 y a 1 Ž .Since c y d G c y d ) 0, this is the monotone case Assumption A3 3
w Ž .xfrom Chow et al. 1, Chaps. 3]5 3.22 . Then the finite a-optimal stopping
times in Problem 3 are
U ˜ as v s inf n ‹ g X v s g v s inf n ‹ Y v G b a , 4Ž . Ž . Ž . Ž . Ž .Ž .½ 5a n , a n n
v g V , 5.3Ž .
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Ž . Ž .where b a is a constant and is the unique solution b s b a of the
equation
1 y aq
E Y y b s c y dŽ .Ž .0 3
w xfor a g 0, 1 . Therefore the optimal fuzzy stopping time in Problem 2 is
s U n , v s sup min a , 1 U vŽ . Ž . 4˜ s ) n4a
w xag 0, 1
w xs sup a g 0, 1 ‹ Y v - b a , 5.4 4Ž . Ž . Ž .n
for n s 0, 1, 2, . . . and v g V. We can similarly check that the finite
optimal stopping time in Problem 1 is
t U v s inf n ‹ G v s Z v s inf n ‹ Y v G b 1r2 , 4  4Ž . Ž . Ž . Ž . Ž .n n n
v g V . 5.5Ž .
Finally we compare the optimal expected values in the both models.
w Ž .xFrom Chow et al. 1, Chaps. 3]5 3.22 , the optimal expected value in
Problem 1 is given by
1 ˜U UE G s E g X da s b 1r2 .Ž . Ž .Ž .H ž /t t , a
0
On the other hand, we have
˜ UE g X s b aŽ .ž /ž /s , aa
w x Ž .for a g 0, 1 . Therefore, from 4.11 , we obtain the optimal expected value
in Problem 2 as
1 1˜U UE G s E g X da s b a da .Ž .Ž . H Hž /ž /s s , a˜ a
0 0
For example, if Y , Y , Y , . . . are independent and uniformly distributed0 1 2
w xon 0, 1 , then
1 1 y a 1 1 y a¡
y c q d if y c q d - 0
2 3 2 3~b a sŽ . 1 y a 1 1 y a
1 y 2 c y d if y c q d G 0.(¢ ž /3 2 3
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Let c s 2r3 and d s 1. Then the optimal expected value for the ‘‘classi-
cal’’ stopping problem in Problem 1 is
E G U s b 1r2 s 0. 5.6Ž . Ž . Ž .t
On the other hand, we can easily check that the optimal expected values
for the ‘‘fuzzy’’ stopping problem in Problem 2 are
1 y 2a 1¡
if - a F 1
6 2~
UE G s b a sŽ . Ž .t 2 1 q a 1Ž .
1 y if 0 F a F(¢ 3 2
and
11 11
UE G s b a da s y f 0.26588. 5.7Ž . Ž .Ž . Hs˜ '24 3 30
Ž . Ž .The difference between 5.6 and 5.7 implies the excellence of fuzzy
stopping times rather than classical stopping times.
Finally we consider a special case. By letting d equal zero in this
˜example, the fuzzy random variables X are reduced to the classicaln
Ž . Ž .U Urandom variables. Then we can easily check E G s E G . This showst s˜
that the fuzzification of stopping times is effective for ‘‘fuzzy’’ stochastic
systems, but not for ‘‘classical’’ stochastic systems.
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