Spray cooling with phase change offers the means to achieve the highest rates of heat transfer from microelectronic components and other high energy density devices. The extreme complexity of the flow created by the impact of millions of droplets per second per cm 2 creates a need for a heat transfer design model which incorporates enough physical detail to yield accurate predictions while being sufficiently simplified to allow its use in routine design computations. The spray cooling group at West Virginia University is pursuing a coordinated program of laboratory experiments and computational simulations to develop a Monte Carlo-based spray cooling model that will satisfy this requirement. This paper reports progress in both the laboratory and computational fluid dynamics (CFD) phases of this study, including comparisons between single droplet impact results at We values of 161 and 633 to validate the CFD simulations and experimental measurements. A key goal of the present work is to determine the thickness of the thin liquid layer remaining in the crater formed when a liquid droplet impacts a surface covered by a preexisting liquid film. The volume of liquid in this thin liquid film in the droplet impact crater is one factor that will influence the onset of critical heat flux (CHF). Based on the present data the preexisting static film thickness is observed to have more of an effect than the initial drop parameters on the minimum liquid volume under the crater, but the crater lifetime depends on the initial drop conditions. The comparisons between experiments and simulations for these two cases show promise, but more refinement in experimental and computational technique are needed to achieve more consistent determinations of the volume of liquid under a crater. 
I. Introduction
PRAY cooling is a topic of current interest for its many practical applications in the field of heat transfer and heat rejection. As technology advances, more compact electronic components are being developed that require active cooling for their higher waste heat production. Although Computational Fluid Dynamics (CFD) simulations have advanced in recent years, they are still limited in their capabilities. The complexity of spray cooling would require impractical resources for modern computing devices to accurately simulate a spray process. Therefore a Monte Carlo spray cooling simulation is being developed and refined to be a cost effective model for a given nozzle and heater geometry. [1] [2] [3] To develop this simulation model into a quantitative tool certain parameters critical to heat transfer must be specified. One critical parameter is the minimum film thickness created by a droplet impacting a preexisting liquid film. This is needed to determine how much liquid is present in a crater when a drop from a spray impacts on a heated surface in order to be able to accurately predict the onset of boiling, and dryout of this thin film.
A central goal of the experimental phase of the current work is to develop a capability to accurately determine the minimum liquid film thickness of a liquid drop impinging on a preexisting liquid film. This has been accomplished using a time resolved CHRocodile SE optical measuring sensor (CHR sensor) developed by Precitec 4 , in conjunction with a Photron Fastcam SA5 high speed video camera. Previous use of a CHR sensor for measuring a liquid crater film thickness from impacting drops was reported by Van Hinesberg, et al. 5 A schematic of parameters of interest for the droplet impact cavity is in Fig. 1 . Along with the experiments described in the present paper, a series of companion CFD simulations are also documented and presented herein. These experiments and CFD simulations have been compared with one another for consistency, and together provide the necessary insight into the time history of liquid film thickness of a cavity formed from an impacting drop. Also, the CFD simulations provide data on the fraction of that fluid which remains in the impact crater that was originally droplet liquid, and which was originally part of the liquid layer on the impact surface. Since the drop impact occurs so quickly a Photron FASTCAM SA5 high speed video camera was utilized to record the phenomena for further analysis. For the preliminary experiment detailed in section III the camera has been mounted on a tripod outside of the enclosure such that the 4 inch diameter impact surface was fully in focus for an isometric view. Four halogen lights, consisting of two 250 watt Lowel Pro spot lights and two 500 watt impact lights, were also strategically positioned around the facility to provide adequate lighting for the high speed camera. To be able to use an automated image processing method to extract data from the crown parameters from the videos the high-speed camera was positioned to perpendicular to the tank wall so it can be backlit requiring only one 250 watt halogen lamp as shown Fig. 2 . A Nikon ED AF MICRO NIKKOR 2000 mm 1:4 D camera lens was used to image with the high speed camera.
To measure the film thickness of the droplet crater a CHRocodile SE electronics module with a 3.3 mm fullrange probe was used. It is capable of sampling at a rate of 4000 Hz, making possible the time-resolved measurement of the thickness of the thin liquid film in the droplet impact crater. The 3 mm probe has a working distance of 22.5 mm with a total thickness measuring range of 3.3 mm. Initial capabilities of the CHRocodile SE system have been documented by van Hinsberg et al. 5 and in Kunkel and Schulze 4 . The device functions by sensing the differences in the index of refraction of the working interfaces to determine the distance between them. Since the optical sensor was limited to a listed maximum thickness range of 3.3 mm it was mounted inside the impact stand facing upwards to record the film thickness as seen in Fig. 3 . It should be noted the sensor was discovered to be able reliably read slightly beyond 3.4 mm. To achieve the maximum measuring capacity a 0.152 mm thick, 25 mm diameter optically transparent glass disk was used as the solid surface between the CHR sensor and the liquid pool. A 12.3 mm diameter hole was drilled into the center of the impact surface and a 25 mm diameter shallow indent was milled around the hole so that the glass disk could be glued flush with the impact surface. This glass disk served as the impact surface for the droplet, and the droplet generator was aligned so that the CHR sensor could record the time varying liquid film thickness at the center of the droplet impact. 
B. Experimental Procedure for Liquid Film Thickness Measurements:
For comparison purposes, initial film thickness data have been acquired for two separate cases: the impact of a drop on a preexisting liquid layer, and impact on a dry surface. The fluid used for both the droplets and the pool for the present work was distilled water. To provide a visual aid to the thickness measurement, a high speed video camera was used to record, at 1000 fps with an image size of 1024x1024 pixels, isometric images of the impact process that were synchronized with the CHR data of liquid film thickness on the drop impact centerline. To create a preexisting liquid film over the impact surface the enclosure was filled with distilled water until an approximately 3.5 mm thick static liquid film covered the surface. The static liquid film thickness was measured using a machinist's scale. This static film measurement was later refined to a range of 3.161 mm to 3.4 mm with the use of the CHR optical thickness measuring system. A drop train of ten droplets separated by time intervals of 0.15 seconds was generated for each test case to determine the consistency of the CHR measurements. Immediately prior to each test case the nozzle was wiped with a sterile cloth to remove excess fluid buildup at the tip and to remove any contaminants. The droplet diameters and impact velocities were measured using the Photron FASTCAM Viewer (PFV) software package that includes a calibration and distance measurement tool. For these cases the 4 inch diameter impact surface was used to calibrate the distances registered in pixels into physical distances. The droplets were aligned to impact the center of the disk to minimize perspective effects due to the camera angle and to ensure the CHR sensor recorded thickness data at the center of the impact. The velocity was determined by measuring the distance the droplet traveled over ten successive video frames just prior to impact. The drop size has been determined by averaging the droplet's vertical and horizontal dimensions over ten consecutive video frames immediately prior to droplet impact. Since a proper trigger device had not yet been built to synchronize the release of the drop with the CHR sensor and high speed video camera, the CHR thickness data was synchronized with the videos by setting the time scale to zero when the first drop initially contacted the surface. Figure 4 is a sketch showing the history impact on a wetted surface. By examining the thickness data it can be concluded that the time that the initial drop contacts the surface can easily be determined since the CHR thickness reading will abruptly drop from a consistent steady initial film thickness to a significantly lower thickness in a millisecond or less for the liquid film case. Conversely, for the dry surface scenario this was the point in time in which the sensor reads a significant increase above the thickness of the glass impact disc. To obtain the true liquid film measurements the thickness of the glass was subtracted from the CHR sensor data. 
C. Image Processing to Determine Impact Diameter and Crown Height:
The results for the crown dimensions were obtained by analyzing the backlit high-speed videos using automated image processing methods. Figure 5 defines the crown height H crown as the vertical distance from the undisturbed free surface to the base of the fingering, and the bottom crown radius R B to be half the distance between the edges in contact with the free surface. The crown height has been defined in this manner to eliminate any judgment that results from trying to measure the height to a point in the fingers which are inconsistent from case to case. The image processing was performed with a custom code written in Matlab taking advantage of the built in Image Processing Toolbox. Figure 6 shows a visual summary of how each frame has been successively processed from the videos. The methods begin by identifying an early frame in the video that consists of only the free surface, and the free surface location is stored in pixel coordinates to be applied to the successive frames. The frames are uploaded from the video in sequence and are first converted into a binary image to make the processing simpler, and also to ensure the edges of the crown are more pronounced for more reliable edge detection. The edges of the splash are located by employing a Canny edge detection algorithm, after which the image is filled and filtered to remove the secondary drops and noise. The free surface is then removed by referencing the previously stored free surface coordinates, and the fingering at the top of the crown is filtered out by scanning the image row by row and removing any that contain black pixels between the first and last white pixel in the specified row. This results in the measuring range from which the crown height and upper and lower crown radius are extracted. 
III. Preliminary Crater Liquid Film Thickness Experiments
Results have been obtained for a drop impacting on a preexisting liquid film, as well as onto a dry surface. Figure 7 shows an example of the time history for the centerline crater film thickness for the initial drop impinging on a static preexisting liquid film. Also shown are selected video images taken over the same event, corresponding to just prior to drop impact, reaching a constant thickness, and just prior to the crater filling back in. This drop had a measured diameter of 4.48 mm and was generated at a height of 0.191 m, resulting in an impact velocity of 1.50 m/s with a Weber number of 137. The resulting impact results in crown formation, and splashing occurs. The film thickness during the crater's life span quickly levels out and stays consistent until the crater starts to fill back in. The impact crater had a lifetime of 35 ms before it completely filled back in. Due to the liquid surface being highly unstable during the impact event the CHR optical sensor would record a few data point anomalies that resulted in zero or negative thickness measurements. It is believed that during these times the relatively steep angle of the liquid free surface and its small radius of curvature caused the observed negative readings. For the present results these erroneous data points were omitted.
The time history for the liquid film thickness at the impact center for the initial drop under the same conditions but impacting on the dry surface was also measured, as presented in Fig. 8 . The drop for this case had a comparable measured drop diameter equal to 4.72 mm, and an impact velocity of 1.33 m/s resulting in a Weber number of 114. From the high speed imaging the drop deposited on the surface and spread without forming a crown. The lifetime of the spreading was short, lasting only approximately 22 ms. The data points reading approximately zero thickness occur after the drop collapses on itself and an oscillating domed liquid film forms. It is hypothesized that these zero values may again be a result of the previously discussed concerns with the negative thickness measurements for the wetted surface case. Comparing Fig. 7 and Fig. 8 it is observed that the centerline film thicknesses for the wet and dry cases do not differ by more than about 10 μm. One could speculate based on this observation that an initial thin wetted surface may not significantly influence the minimum film thickness during a drop impact. A second, more speculative conclusion is that since the film thickness for the thin film and dry surface cases are so comparable, that the liquid in the film mostly originates from the drop for the case of a shallow wetted surface. Further experiments are needed to explore this possibility. The more noticeable difference is that the lifetime of the crater for the wetted surface case is significantly longer than that of the dry impact. This difference may be due to the difference in the impact velocities, but again further experiments and analysis are required. Additional cases for a droplet impacting onto a wetted surface were investigated, varying the Weber number of the drop by generating the drops from heights of 0.19 m, 0.61 m, and 1.68 m. The results for the three cases are shown in Fig. 9 with the Weber, Reynolds, and Ohnesorge numbers indicated. The most noticeable observation for the figure is that the crater lifetime increases with increasing Weber number. Also, for the highest Weber number case the centerline crater thickness plateaus more quickly than the other scenarios. The differences in the centerline film thicknesses for the all three Weber numbers are quite small, but the highest Weber number case results in slightly thinner readings.
Figure 9. Centerline crater film thickness time history for a wetted surface at varying We and Re numbers.
It was noted that the droplet generator would on occasion release trailing satellite drops that would impact the main drop's crater, affecting the film thickness measurements. Figure 10 is an example of this that also includes an accompanying video image for that specific drop just prior to impact. The thickness data for these impacts was averaged for times before the trailing satellite drop impacted, usually resulting in slightly higher thickness measurements since the full lifetime of the crater was interrupted. As noted a ten drop train was generated for each height. The resulting centerline minimum film thicknesses and average film thicknesses for each impact for the times when the cater thickness levels out to a virtually constant reading are shown in Table 1 for a wetted surface. Values of Weber number for each case varied with a standard deviation between 4.12% and 8.89%. The higher deviation is observed for the highest Weber number case, as a result of the high speed video camera not being operated at a higher frame rate, resulting in a loss of resolution that adversely affected the accuracy of the velocity measurements for these preliminary data. The film thickness averaged over any one run deviates very little from the centerline thickness for a majority of the drops. 
IV. Presentation of Detailed Experimental Data
More detailed experimental data has been obtained for two configurations, as given in Table 2 below, for comparison with companion Computational Fluid Dynamics simulations performed under matching flow conditions. Case 1 is above the splashing threshold and has been simulated previously by Nikolopoulos et al. 6 , while Case 2 is below the splashing threshold. The CHR sensor has been utilized to measure the crater film thickness versus time for seven different fractional distances from the center of the droplet impact crater: r/(R B ) max =0.0, 0.25, 0.50, 0.625, 0.75, 0.875, and 1.0. Again, CHR data was obtained at the maximum sampling rate of the device of 4 kHz. These film thickness data then have been integrated to determine the volume of liquid in the floor of the impact crater as a function of time. In addition, backlit high speed video images of droplet impacts viewed from the side have been analyzed to determine the variation of the crown height and outer bottom crown radius versus time using the image processing methods described above in Section II. C. Video data were recorded at 12,000 fps for these detailed data sets, three times faster than the CHR data. All of these results are compared in Section VI. below with the corresponding CFD simulation results that are presented in Section V. The thickness of the liquid film and the total volume of liquid in the floor of the impact crater are important parameters that will influence the overall heat transfer in spray cooling. From these data one can compute the time required to dry out each spray droplet impact crater for a given liquid subcooling. If the dried out craters are not covered over by fresh spray liquid then this will have a significant influence on the onset of critical heat flux (CHF). The reduced data extracted from the video images for the high Weber number case (Case 1) are presented below in Figs. 11-13. Four sample video images of the Case 1 droplet impact are shown in Fig. 11 , covering the times between initial contact with the static liquid film to the time when the crown begins to collapse, at t = 28.6 ms. The average measured droplet diameter was 6.39 mm, and the average impact velocity was 2.69 m/s, so the droplet t = 0 ms t = 3.08 ms t = 12.92 ms t = 28.58 ms impact time scale, (D/V), is equal to 2.375 ms. Formation of the liquid crown and splashing of secondary droplets are clearly visible in Fig. 11 . From the video images, the time variation of the outer radius of the liquid crown measured at the crown's bottom (R B ), and of the height of the crown measured from the free surface to the base of the fingering (H Crown ), have been extracted, as shown in Figs. 12 and 13, respectively. Results are shown for five repeat runs. Very good repeatability is observed for the crown radius. Somewhat larger run-to-run variation is observed for the crown height results, but it is believed that this is to be expected, since the vertical location at which secondary droplets are shed varies from run to run as well as with the time since initial contact with the liquid film. The observed maximum crown radius normalized by the droplet diameter is approximately 2.5 ( Fig. 12) , consistent with the results of Sivakumar and Tropea, 2002 7 for a range of Weber numbers covering that of Case 1. The initial version of the Monte Carlo spray impingement model [1] [2] [3] used the value of five times the droplet diameter for the maximum crater diameter, consistent with the results shown in Fig. 12 . Also, the time to reach maximum crown radius for the present data is between 11 and 12 times (D/V) (Fig. 12) , where the earlier work 7 found this time to be between 10 and 12 times (D/V). In Fig. 13 it is seen that the time for the crown height to reach its maximum value (equal to ~1.6D) is shorter, being only about 6 to 6.5 times (D/V), while crown collapse occurs in about 13 to 14 times (D/V). Note that the data shown in Fig. 13 for negative times are actually the measured distances (normalized by D) from the top of the droplet down to the initial height of the free surface as the drop impacts into the liquid film. Similar results extracted from the video images for the low Weber number case (Case 2) are presented below in Figs. 14-16. Again, four sample video images of the Case 2 droplet impact have been shown (in Fig. 14) covering the times between initial contact with the static liquid film to the time when the impact crater grows to its maximum diameter, at approximately t = 17.83 ms. For Case 2, the average droplet diameter was 3.19 mm and the average impact velocity was 1.79 m/s, so the droplet impact time scale, D/V, is equal to 1.78 ms. For Case 2, no splashing is (Fig. 14) due to the increased effects of viscosity and surface tension relative to Case 1. The dimensionless values of the lower crown radius for Case 2 (Fig. 15) are somewhat larger than those of Case 1, with a maximum value of approximately 3.5 times the droplet diameter, while the time to achieve the maximum is longer, at between 12 to 13 times (D/V). This is because the character of the droplet impact is quite different than in the higher Weber number case. Here for Case 2 it is observed that motion is more nearly confined to the radial direction than for Case 1, and an axisymmetric ridge of liquid is created around the droplet impact region. This ridge continuously propagates radially away from the impact center as a surface wave, while also continuously decreasing in height. The observed height of this ridge of liquid for Case 2 ("crown height", H Crown ) shown in Fig. 16 is much smaller than for Case 1 (Fig. 13) , with a maximum value of only ~0.6 times D. Also, here the time to reach the maximum height is much shorter than for Case 1, being only about 4 to 5 times (D/V). The height of the ridge is essentially no longer measureable in the video images at approximately 13 to 14 times (D/V) (Fig. 16) Detailed results for Cases 1 and 2 were obtained using a methodology similar to that used for the preliminary results, but with the notable exception that the CHR sensor was traversed along the radial axis of the crown diameter. A smaller more efficient 6x6x2 inch acrylic tank was used that could house the same impact stand that the optical probe is mounted in. The configuration was mounted to a micro traverse that allowed it to move independently from the droplet generator. This allowed the droplets to impinge at the same location, but permitted the entire tank including the optical probe to be traversed radially allowing the data to be collected at different radii. Radii at which to measure were determined by extracting the maximum bottom crown radius for the specific case from the video files and dividing this value in five equally spaced increments of 25%, 50%, 75%, and 100% of the maximum bottom crown radius. To obtain more resolution at the outer edges of the crater two additional increments of 62.5% and 87.5% of the maximum bottom crown radius were performed for both cases while an additional two increments of 12.5% and 37.5% of the maximum crown radius was performed for Case 2. The extra traverse locations for Case 2 were deemed necessary to provide better resolution of the crater thickness based on visually inspecting the videos and observing that the fully formed crater radius was approximately half of the bottom crown radius. The resulting maximum bottom impact crown radii for Case 1 and Case 2 are 16.5 mm and 12 mm respectively. It should be noted that for case two that the maximum crown radius measured from the videos was over estimated by about 9% based on the image analysis and CFD results. The discrepancy from the image analysis is due to the original overestimated maximum bottom crown radius that was measured manually from the video before the full image analysis was performed.
Certain CHR thickness data points had to be removed due to the thickness being beyond the measuring range of the CHR sensor. When the measuring range exceeds its limit the sensor no longer detects the distance to liquid and air interface resulting in it detecting only the interface between the glass and liquid. When the thickness of the glass is removed from the raw data it results in thickness readings that are 0 mm or less. Certain extreme curvatures of the air water interface will also cause the thickness measurements to drop out, or record unrealistic numbers. An example of this is for Case 1 when the nominally 6.3 mm drop comes into contact with the 0.7 mm thick liquid film, the resulting 7 mm total distance exceeds the sensor's measuring range. This is why for the centerline reading the data drops out between 0 ms and approximately 3 ms.
An attempt has been made to get the high-speed camera and CHR sensor to trigger simultaneously, but a currently unknown and inconsistent lag of 80 ms to 100 ms exists when the sensor triggers. Determining the time offset for the traverse location at r/(R B ) max = 0 proved to be trivial since the entire event has been defined to begin when the droplet first contacts the liquid film. This causes the CHR readings to drop out due to the drop diameter combined with the liquid film thickness being beyond the CHR measuring range at the beginning of the process. 
H crown /D t/(D/V)
To synchronize the times for data runs at radial positions greater than the centerline the respective time history results for the bottom crown radius Fig. 12 and Fig. 15 were compared with the CHR thickness data along with referencing the high speed-videos. The time for the bottom crown radius to spread to the respective measurement radius is the time offset that has been used to sync the respective CHR data. Again, this is the point where the respective CHR thickness reading varies significantly from the known initial free surface readings. For example, for Case 1 the measurement location of r/(R B ) max =0.5 has a R B /D of 1.3 and the corresponding t/(D/V) is 1.25, so the CHR data series were the sensor readings change are shifted by that time. The times for the bottom crown diameter to spread to the measurement radii are also used to compute a coarse time history of the volume of liquid under the crater.
Five examples of the film thickness on the droplet impingement centerline versus time as measured with the CHR sensor system are shown for Case 1 in Fig. 17 . The average initial undisturbed liquid film thickness was measured to be 715 µm. It takes about 15 ms for the liquid layer thickness in the center of the impact crater to reach a steady minimum film thickness of approximately 81-82 µm, and the centerline film thickness remains at this value until approximately 50-60 ms after the droplet first contacted the liquid layer. For four of the five runs, small individual satellite droplets were seen to impact into the initial droplet impact crater at various times after impact of the main droplet; this reduced the centerline liquid film thickness further, to between 40 to 50 µm. These occurrences have been ignored in the calculations presented below to compute the volume of liquid in the thin layer of liquid covering the floor of the droplet impact crater. Note that the measured minimum film thickness of 81 µm is 1.25% of the droplet diameter, D = 6.39 mm, while the reduced film thickness due to satellite droplet impact of 45 µm is 0.7% of D. A carpet plot of the Case 1 average liquid film data versus time is presented in Fig.18 . It is these averaged data that have been integrated to determine the liquid volume in the crater versus time. Times for which no thickness data have been shown in Figs. 17 and 18 were times when the liquid free surface was too distorted for the CHR sensor system to measure accurately. The computational study by Nikolopoulos et al. 6 reported the thickness of the crater film as 2% of the droplet diameter for all three of their cases, with We between 125 and 598. However, they further discuss that for 3 levels of refinement grid this thin film was equal to or less than the height of one computational cell; for 4 levels, the crater film was covered by two computational cells. Their simulations predicted dry spots near the base of the crown, especially for the grid with only 3 levels (D/40). Thus, it appears that they could not precisely determine the value of the minimum crater film thickness. Kreitzer used the CFD simulations of Cole et al. 8 to estimate this minimum crater film thickness, but their simulations also had only 1 or 2 computational cells across the minimum crater film thickness. It is felt that both of these previous predictions of the minimum liquid film thickness only gave approximate predictions, due to their limited grid resolution. The volume under the crater was integrated for Case 1 at the times the bottom crown radius reached the respective r/(R B ) max locations given in Table 3 . Liquid thickness data was not available for the dimensionless time of t/(D/V)=0.32 at which the bottom crown radius was at r/(R B ) max =0.25 since the measurements were out of the range of the sensor. Also included in the table are the volumes and drop volume to crater liquid volume ratio at the time the crown reaches it maximum height and the time the bottom crown radius levels near a constant value between t/(D/V) of 11 and 12. From examining Fig. 17 for the centerline thickness readings and referencing the high speed videos it can be observed that the drop is merging into the liquid layer until nominally 6 ms which explains the higher volume values for the lower times. Based on the presented data the lowest crater volumes at the times when the bottom crown radius is fully formed. Intuitively this makes sense since the crater film liquid should be stretched thinner as the crater expands before it starts receding. Table 4 lists the results for the volume and drop volume to crater volume ratio for Case 2 for the time for the bottomed crater radius to reach its maximum radius and height. 
V. Computational Study
This section reports on the initial steps in the computational fluid dynamics (CFD) phase of this project. The goal is to demonstrate that the CFD model can reproduce the results of laboratory experiments and previous numerical simulations and then to compute results which cannot be measured in the laboratory. The simulations reported here have been performed using the commercial CFD code ANSYS FLUENT on a desktop computer. FLUENT solves the equations of fluid dynamics using the finite volume approximation. Except as noted, all of these results have assumed axisymmetry.
In order to simulate a drop impact, it is essential to be able to determine the location of the free surface of the liquid. This has been accomplished by using the explicit Volume of Fluid (VOF) method 11 . The VOF method solves an advective transport equation for an indicator function f defined for a two phase liquid-gas system as the fraction of a computational cell occupied by the gas. It is equal to 1 in a cell occupied entirely by gas and to 0 in a liquidfilled cell. A cell in which 0 < f < 1 is occupied by both phases and contains an interface. Each fluid is treated as incompressible, and volume weighted fluid properties are used in cells which contain both fluids. In these simulations, the surrounding gas is air at atmospheric conditions while the liquid is pure water or water-70% glycerol solution (in order to compare with 9, 10 ). In every case the drop and layer liquids are the same. Surface tension is incorporated into the Navier-Stokes equation by using the Continuum Surface Force (CSF) 12 model which accounts for the curvature of the interface.
Velocity and pressure coupling is achieved with the Pressure Implicit with Splitting Of Operators (PISO) 13 algorithm. Discretization of the advective terms in the momentum equations is obtained via second order upwinding. The sharpness of the interface is enhanced by use of the geo-reconstruct (Piecewise Linear Interface Calculation, PLIC 14 ) scheme.
A. Computational Details:
The initial conditions for the axisymmetric simulations are shown in Fig. 21 . The initial drop diameter, D; the liquid film thickness, H; and the drop velocity, V are defined as initial conditions. The boundary conditions are shown in Fig. 22 . Note that the axisymmetric computational domain actually extends from the axis of symmetry at r = 0 to some maximum radius as in Fig. 21 , whereas Fig. 22 shows the grid reflected across the centerline for the sake of realism. Pressure outlet boundary conditions are defined on the top and the maximum radius boundaries. The impermeable no-slip wall boundary condition is applied on the bottom boundary, and the centerline is a symmetry boundary. Solutions have been obtained using a zonally uniform quadrilateral mesh with a total 325 000 cells without grid refinement for the 2D-Axi (Axi refers to axisymmetric) model. A great improvement in computational speed can be achieved without sacrificing accuracy by using the adaptive mesh refinement option in which the grid is refined only in critical areas of rapid change, such as the liquid-gas interface. In each level of refinement, the mesh length (both in vertical and horizontal directions) is divided by 2. If the initial mesh size is D/5.25, a Level-4 (D/84) adaptive mesh reduces the number of cells to around 25 000 for the 2D-Axi case. Similarly, a 1.8 million cell 3D grid can be reduced to about 400 000 cells using Level-3 (D/42) refinement. The 2D-Axi results presented below used adaptive mesh refinement where the mesh size is D /5.25 in the outer zone and D /84 (for Level-4) at the liquid gas interface. At the start of the simulations, the drop is 1.5D above the free surface of initial liquid film, but the drop time scale is referenced to zero once drop first makes contact with the surface to be consistent with the experiments.
An example of the adaptive dynamic mesh refinement is illustrated in Fig. 23 . Based on initial 2D-Axi and 3D simulations, it was concluded that Level-3 (D/42) and Level-4 (D/84) results did not differ slightly on the important impact characteristics (e.g. upper crown diameter). Therefore, Level-3 adaptive refinement was used in all the results presented in this paper unless specified. Table 5 gives the dimensionless parameters used in the present series of simulations that were carried out to establish confidence in the computational method. Under certain conditions, a drop impact creates a crown which may form a series of jets. These jets may breakup into a series of discrete droplets. This is the phenomenon known as secondary (late) splashing. Cossali et al. Table 5 included 8 late splash cases and 14 non-splash cases. In every case, the present simulation results were in agreement with Eq. (1). Figure 27 shows Case 1 and Case 2 simulation results for splashing. Case 1 shows late splashing during crown generation, while in Case 2 the crown collapses without splashing (Figure 27 ). Case 1 has been simulated using both 2D-Axi and 3D models. The simulation of Case 1 using a fully 3D simulation of one quarter of the complete domain is shown in Fig. 28 . In this simulation, the water that came from the drop and that which was initially in the water layer has been considered as separate phases. Figure 28 shows the separate drop and film phases at different time steps for Case 1. These results were close to Nikolopoulos et al. 6 . The drop has sufficient energy to displace the layer liquid and contact the surface for t/(D/V) > 1. Late splashing is observed in this case. Figure 29 shows close agreement between the dimensionless centerline film thickness with 2D-Axi and 3D models for Case 1. Case 1 results for 2D-Axi and 3D models were also compared to the simulation results of Nikolopoulos et al. 6 . Figure 30 shows the bottom crown radius vs. time in dimensionless form for both 2D-Axi and 3D models and Nikolopoulos et al. 6 simulations. Results were in a good agreement with Nikolopoulos et al. 6 for both models. 
VI. Comparisons of Simulations and Experiments
This presents details of the comparisons between the experimental and CFD results obtained for Case 1 and Case 2. Figure 32 shows the present simulations compared against the high-speed video images from experimental results for Case 1 at nominally the same time steps. The interfaces between the experiment and simulation show clear agreement at the first three times. The most noticeable difference is that at 28.58 ms the simulation shows a collapsed crown, but the experiment shows that the crown is still largely intact. Upon more careful inspection of the high-speed video image, the crown has been torn and is a very short distance from the free surface implying To compare liquid film thickness values for Case 1 for the experiments and simulations, the centerline for the first 48 ms of the droplet impact event are shown in Fig. 34 . It should be noted that the simulations match the drop diameter of Nikolopoulos et al. 6 precisely while the average experimental diameter differed 2.2%. Still results are shown dimensionally and the CFD results are in close comparison to the experiment for the given time history. Discrepancy at the latter times may once again be attributed to the axisymmetric simulations, lacking the complete physics of a fully 3D phenomenon. Figure 35 With the crater film thickness and outer bottom crown radius in good agreement between the simulations and experiments, the volume of liquid under the crater should also agree. To ensure more accurate comparisons the volume under the crater was made dimensionless by dividing it by the initial volume of the drop. Figure 38 shows the comparison of this dimensionless volume, calculated by integration for the experiments and simulations as a function of dimensionless time that was coarsely integrated radially to the time-varying location of the current value of R B for Case 1. The trends are similar in shape and both volumes are believable, but the simulations under predicted the volume compared to the experiments. The inconsistencies may be attributed to the lack of resolution of radial steps in the integration, and the limitations of 2D simulations. Another experimental issue is that the methodology used to reference the times of the CHR thickness readings to the droplet impact on the centerline is an approximation, but it is not absolute. Referring to Fig. 17 any inaccuracies resulting from inconsistency of the different r time scales should be difficult to detect at the later times since the film thickness is nominally constant between 15 ms and 50 ms. However, at the early time steps between 0 ms and 6 ms when the drop is merging with free surface this may be an issue since the film thickness varies rapidly as a function of time and any inaccuracies from referencing the film thickness measurements from the various r locations to first contact of the droplet with the liquid film may be more pronounced. This hypothesis is consistent with Fig. 38 since the largest discrepancies are observed before 6 ms which is when this event quickly transitions from droplet impact to a fully formed crater. Table 6 lists the dimensionless volume beneath the crater free surface for Case 2 at the times when the outer bottom crown radius is at its maximum and when crown height is at its maximum. The comparison is reasonable, but not perfect for reasons similar to Case 1. Further efforts are planned to resolve these discrepancies. 
VII. Conclusion
In the experimental phase of this research project, time histories of the crater thickness and crown formation dynamics of impinging drops of various We, Oh, and Fr onto a preexisting liquid film have been collected using a time-resolved Precitec non-contact optical thickness sensor and high-speed video photography using a Photron Fastcam SA5. Also, film thickness measurements from a drop impinging onto a dry surface were obtained, and the centerline film thickness did not deviate dramatically for the wet and dry surfaces. The experiment was designed to permit radial traverses to acquire crater thickness profiles of the crater so that the time dependent volume under the crater could be estimated through integration. It was observed that the film thickness results displayed good repeatability and could be considered virtually constant for a significant portion of the crater lifetime until near the time the crater is at its maximum radius and starts to collapse. Also, the preliminary film thickness experiments showed that centerline crater film thickness was relatively insensitive to the variation of the We for a constant depth preexisting static film. However, the lifetime of the crater was noticeably affected by We with increased We resulting in longer crater lifetimes. For Case 1, a high We thin H/D case that splashed, the Vol/D V was about 50% or less when the crater was fully formed, and continued to decrease as the crater neared the time when it would start receding. The low We thicker H/D case that did not splash (Case 2) had a higher volume under the crater at its maximum extent. This suggests that for a heated surface, a spray producing high We droplets that formed a thin film would generate thinner craters with longer lifetimes and higher local heat fluxes, but which would be more susceptible to boiling and more vulnerable to crater dryout.
A single drop impinging on a thin liquid film has also been simulated using the ANSYS FLUENT code using the Volume of Fluid (VOF) multiphase model in 2D axisymmetric and full 3D coordinates. Grid refinement has been implemented on the critical zones in order to increase the accuracy of the results while keeping the total number of 15 has been confirmed for different drop impact characteristics, by changing H/D, We, Re, Oh. All of the present simulations were found to satisfy the splashing-deposition criteria 15 . Level-3 and Level-4 simulation results in full 3D and 2D-Axi were shown to give good agreement. Using the 2D-Axi model instead of full 3D can be effective in reducing total computational time while still getting very accurate results. However, a 3D model should be more realistic, giving greater accuracy for the liquid crown shape and total crater volume and permitting the calculation of the number of secondary droplets.
Comparisons between the experiments and the present companion CFD simulations matched closely upon visual inspection, and the outer crown radius results were in good agreement. The film thickness comparison between simulations and experiments also hold promise, but more refinement is needed in both the simulations and the experiments, as the simulations under predicted the volume beneath the crater free surface.
Further experimental work should implement a more reliable method to trigger the high-speed camera and CHR sensor simultaneously to remove any inaccuracies involved in referencing the time axes. A more reliable droplet delivery system that could eliminate undesirable satellite droplets should also be developed. Also, finer radial measurement locations would allow for more accurate integration of the volume under a crater, and the development of a true time-dependent crater profile, which is critical for the Monte-Carlo spray cooling model. Future experimental and computational work will consider heated surfaces.
