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Controlling Non-Markovian Dynamics Using a Light-based Structured Environment
Daniel F. Urrego1,†, Jefferson Flórez1,‡ Jiří Svozilík1, Mayerlin Nuñez1, and Alejandra Valencia1,∗
1 Laboratorio de Óptica Cuántica, Universidad de los Andes, A.A. 4976, Bogotá D.C., Colombia
We present the experimental control of Non-Markovian dynamics of open quantum systems simu-
lated with photonic entities. The polarization of light is used as the system, whereas the surrounding
environment is represented by light’s spatial structure. The control of the dynamics is achieved by
the engineering of the environment via spatial interference. Using the behavior of the trace dis-
tance, we are able to identify each dynamics and characterize the position of maximum revival of
information.
PACS numbers: 42.50.Ex,03.65.Yz
I. INTRODUCTION
In Nature, real physical systems are affected by their
environments. In general, such physical systems can in-
terchange with its environment particles, energy or infor-
mation. One of the principal effects of an environment
is the loss of coherence in the system, or in other words,
a loss of information codified in the system in favor of
its surrounding [1]. When this is the case, the system
undergoes what is called a Markovian dynamics. How-
ever, the flow of information does not need to be only
one-directional: the information can be retrieved back
to the system leading to what is called Non-Markovian
dynamics [2].
Markovian models are capable to describe dynamics of
many stochastic systems, such as, Brownianmotion [3, 4],
the current fluctuation in electric circuits [5], and chem-
ical reactions [6]. On the other hand, Non-Markovian
dynamics describes for example: light harvesting com-
plexes coupled to their surroundings [7], the emission of
light from atoms or quantum dots coupled strongly to
photonic crystals [8], and a mechanical oscillator coupled
to light [9].
Different experimental approaches have been devoted
to show a controlled behavior of open quantum systems
dynamics [10]. For example by using photonic platforms,
in which discrete degrees of freedom usually play the role
of the quantum system and the continuos variables con-
stitute the environment, it has been possible to gener-
ate Non-Markovian dynamics [11, 12] and to observe the
transition from Markovian to Non-Markovian [13].
In this paper, we report the experimental control of
Non-Markovian dynamics. In our implementation, we
associate light’s polarization to the quantum system and
light’s transverse momentum distribution to the envi-
ronment. By coupling these two degrees of freedom,
we simulate a dynamics in which the transverse spatial
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displacement of a beam plays the role of the temporal
variable. Differently from others experimental imple-
mentation that use photonic platforms, we obtain Non-
Markovian dynamics by structuring the environment via
spatial interference of light [14]. The recognition of
Non-Markovian dynamics is done by observing the non-
monotonic behavior of the trace distance [15, 16] and
by the measure ND, based on the positive slope of the
trace distance. From our results, we characterize the
time in which the maximal retrieval of information oc-
curs. This last capability is useful, in applications such
as quantum teleportation [17] and quantum key distri-
bution (QKD) [18], since it allows to know the precise
moment in which the information can be retrieved with
a high fidelity. In the case of QKD, it also allows to carry
out the protocol with high security.
II. THEORETICAL BACKGROUND
Consider the case in which the system is the polariza-
tion of light and the environment is its transverse mo-
mentum. The initial state of the system can be writ-
ten as |Ψs〉 = α|V 〉 + β|H〉, where |V 〉 (|H〉) represents
the vertical (horizontal) polarization, and α, β ∈ C and
fulfill |α|2 + |β|2 = 1. The environment is represented
by the transverse momentum of light, ~q = {qx, qy}, and
it can be express by |Ψe〉 =
´
d~qf (~q) |~q〉 where f(~q) is
the transverse momentum distribution that is normal-
ized,
´
d~q|f (~q) | = 1.
In order to simulate the system’s dynamics, the sys-
tem and environment must be coupled. Due to the cou-
pling, the global initial state of system and environment,
|Ψse〉 = |Ψs〉 ⊗ |Ψe〉, is transformed by a unitary oper-
ation Uˆ . In particular, consider the case in which Uˆ is
associated with the spatial displacement, dc, of a polar-
ized beam in the y-direction fulfilling
Uˆ (dc) |V, qy〉 = e
idcqy |V, qy〉,
Uˆ (dc) |H, qy〉 = e
−i(dcqy+ϕ)|H, qy〉,
(1)
where ϕ is a generic phase. The spatial displacement,
dc, can be considered as the parameter that mediates the
temporal evolution. The transformation Uˆ(dc) evolves
2FIG. 1. Plots in the left column show different structured en-
vironments obtained by means of interferometric effect tuning
the parameter dv. Plots in the right column correspond to the
evolution of the trace distance, for the environments on the
left. Parameter dc that mediates the time.
the global initial state to
|Ψse (dc)〉 = Uˆ (dc) |Ψ
se〉
=
ˆ
dqyf (qy)
(
αei(dcqy+ϕ)|V 〉+ βe−idcqy |H〉
)
|qy〉,
(2)
revealing that system and environment are not separable
anymore.
In order to observe the effect of the environment over
the system, it is necessary to trace out the environment
variables. The density matrix of the final polarization
state becomes,
ρˆs (dc) =
(
|α|2 αβ∗κ(dc)
α∗βκ∗(dc) |β|2
)
, (3)
where κ(dc) =
´
dqy|f (qy) |2ei(2qydc+ϕ). From Eq. (3),
it is clear that the effect of the environment appears in
the off-diagonal elements of the density matrix. This fact
indicates that the environment induces decoherence.
The control of Non-Markovianity is achieved by struc-
turing the environment. For that, the transverse momen-
tum is engineered by means of spatial interference [14].
To this end, an input beam, with spatial distribution
fin(qy), is split in two parallel propagating beams sep-
arated by a distance dv. By tuning dv, it is posi-
ble to obtain a modulation in the environment given
by |f(qy)|2 ∝ |fin(qy)|2 [1− cos (2dvqy)]. Considering
fin(qy) as a Gaussian beam, fin(qy) ∝ e
−w20(qy−q0y)
2
4 , the
structured environment becomes
|f (qy) |
2 ∝ e−w
2
0
(qy−q0y)
2
2 [1− cos (2dvqy)] , (4)
where w0 is the waist of the input beam and qy0 is the
central transverse momentum. Examples of 2 different
environments tuned by the parameter dv are shown in
the left column of Fig. 1. The presence of modulation
in these graphs clearly show the possibility of engineer
different environments by means of spatial interference.
In order to identify the dynamics suffered by the sys-
tem under the effect of an environment, two different ini-
tial states of the system, ρˆs1 and ρˆ
s
2, are compared when
they evolve during the same interval of time, dc. This
comparison can be done by means of the trace distance,
D (ρˆs1(dc), ρˆ
s
2(dc)) =
1
2
Tr [|ρˆs1(dc)− ρˆ
s
2(dc)|] , (5)
that satisfies 0 ≤ D(dc) ≤ 1 and has the maximum value
when the two states, ρˆs1 and ρˆ
s
2, are fully distinguishable.
The behavior of D(dc) can be used to recognize if there is
a Non-Markovian dynamics, since it corresponds to the
case in which D has a non-monotonical behavior as a
function of time [19] i.e. as a function of dc.
It has been demonstrated that two states that maxi-
mized the trace distance have to be diametrically oppo-
site in the Bloch sphere [18] and need to have the highest
values of the magnitude in the off-diagonal elements in
the density matrix representation, Eq. (3). Two possi-
ble states that satisfy such conditions are ρˆs1 = |Ψ
s
+〉〈Ψ
s
+|
and ρˆs2 = |Ψ
s
−〉〈Ψ
s
−|, where |Ψ
s
±〉 =
1√
2
(|V 〉 ± |H〉), that
lead to
D (ρˆs1(dc), ρˆ
s
2(dc)) = D (dc) = |κ (dc) |, (6)
with
|κ(dc)| =
e
− 2d
2
c
w2
0
1− e
− 2d2v
w20 cos (2dvq0y)
√
e
− 4d2v
w2
0
[
cos2 (2dvq0y) + cosh
2
(
4dcdv
w20
)
− 1
]
− 2e
− 2d2v
w2
0 cos (2dvq0y) cosh
(
4dcdv
w20
)
+ 1.
(7)
From Eq. (6) and Eq. (7), it is possible to see that the
behavior of the trace distance depends on the character-
istics of the environment defined by dv.The right column
of Fig. 1 shows the behavior of the trace distance for the
2 different environments presented on the left side. The
non-monotonic behavior of the trace distance is clearly
seen, indicating that the dynamics induced by structured
environments is Non-Markovian.
To quantify the Non-Markovianity of the dynamics,
we use the measure ND, based on the trace distance and
3given by [15, 19]:
ND = Max
ˆ
d
dy
>0
d
dy
D (y) dy. (8)
This quantity takes a value bigger than 0 when a dynam-
ics is Non-Markovian. Otherwise, ND is not sufficient
to make any inference about the type of dynamics [15].
Mathematically, the fact that ND reaches values equal
to zero reflects that the first derivative of |κ(dc)| with re-
spect to dc is not positive for some values of dv. In Fig. 2,
we show ND for different values of the parameter dv that
defines the environments. This graph indicates that by
structuring the environment, via spatial interference, it
is possible to have situations in which the dynamics is
Non-Markovian and others in which ND = 0 and the
dynamics is not defined according to the measure ND.
However, ND = 0 is obtained for a Gaussian environ-
ment coupled to the system by means of a coupling that
can be seen as a dephasing channel [20]. For such chan-
nels, it has been demonstrated [21] that the evolution of
the system satisfies a Lindbladian master equation with
all the characteristics that correspond to a Markovian
dynamics guaranteeing that, in our case, ND = 0 is a
sufficient condition to claim Markovianity. Since mathe-
matically, the fact that ND reaches values equal to zero
reflects that the first derivative of |κ(dc)| with respect to
dc is not positive for some values of dv, in our case we
can use the monotonic behavior of the trace distance to
recognize a Markovian dynamics.
The presence of the oscillations in Fig. 2 is due to the
dependence of cos(2dvq0y) in |k(dc)|, as can be seen in
Eq. (7). Two region, I and II, can be identified in
Fig. 2. The frontier between both regions corresponds
to dv ≈ 1.15 mm, the value at which the denominator of
Eq. (7) becomes one and the hyperbolic functions dom-
inate. In region I and II, ND can be equal or different
than zero, indicating that some environments originate
Markovian and and others Non-Markovian dynamics. In
region II, the amplitude of the oscillations of ND de-
creases and ND tends to a constant value of 0.5 when dv
increases. Differently to region I, region II corresponds
to environments for which ND > 0, reveling that they
induce an Non-Markovian dynamics.
FIG. 2. Theoretical measure ND for different values of the
parameter dv that defines the environments. Region I cor-
responds to environments in which ND ≥ 0 indicating that
there are dynamics that are Markovian and Non-Markovian.
In region II , ND > 0 indicating that all the dynamics in this
region are Non-Markovian.
FIG. 3. Experimental setup composed of five steps. The first step is the preparation of a Gaussian spatial mode. The second
step is the structuring of the environment, inset environment preparation. The third step is the polarization preparation. The
forth step is the coupling of system and environment, inset coupling. Finally, the fifth step is the polarization analyzer.
III. EXPERIMENT
The experimental setup used to control the Non-
Markovian dynamics is presented in Fig. 3. Five steps
can be clearly recognized. The first step is the light
source in which a 808 nm CW laser (Thorlabs, CPS808)
is coupled into a single mode fiber to obtain a Gaus-
4sian beam with a waist around w0 = 0.88 mm that can
be considered collimated during the whole path of the
experiment. A polarizer is used to set the light with ver-
tical polarization. The second step, environment prepa-
ration, corresponds to the stage in which the environ-
ment is structured via spatial interference. As depicted
in the inset environment preparations, the interference is
produced by a tunable beam displacer (TBD) that sep-
arates an incoming beam into two parallel propagating
beams separated by a distance 2dv. The TBD is com-
posed of a beam splitter (BS) and two mirrors, M1 and
M2, placed on an L-shaped platform that is mounted on
a rotational stage. By rotating this platform, the sepa-
ration dv can be tuned to generate different interference
patterns, |f (qy) |2, as given in Eq. (4). To observe the
structure of the environment, we use a BS to guide the
light to a 2f system that consists of a lens with a focal
length f1 = 750 mm and a CCD camera (ST-1603ME)
placed in the Fourier plane. In the third step, a half
wave plate (HWP) is used to define the initial state of
the system, ρˆs. Specifically, we prepared ρˆs1 and ρˆ
s
2 by set-
ting the HWP at 67.5◦ and 22.5◦, respectively. At this
stage, system and environment are in a global initial state
|Ψse〉 = |Ψs〉 ⊗ |Ψe〉. Such prepared state enters to the
fourth step of the experiment where the system is coupled
to the environment by using a polarizing tunable beam
displacer (PTBD). The PTBD has a similar structure to
the TBD but uses a polarizing beam splitter (PBS) in-
stead of a BS (inset coupling), spliting an incoming beam
into two parallel propagating beams with orthogonal po-
larization. For each beam that enters the PTBD, there
are two output beams separated by the tunable distance
dc that plays the role of time in our simulation of open
quantum systems. The coupling performed by the PTBD
corresponds to the operation Uˆ(dc) in Eq. (1). Finally, in
the fifth step, a polarization tomography analysis is im-
plemented for different values of the separation dc. This
is done by sending the light through a HWP, a quarter
wave plate (QWP) and a PBS. The light transmitted by
the PBS is focused, with a lens f2, into a photodiode
(Thorlabs FDS100) while the light coming from the re-
flecting output of the PBS is neglected.
IV. EXPERIMENTAL RESULTS
We characterize the dynamics of an open quantum sys-
tem for 5 different environments. The left column of
Fig. 4 shows the environments obtained experimentally
by tuning the parameter dv in the environment prepara-
tion stage. Solid lines corresponds to |f(qy)|2 as given by
Eq. (4) and dots are experimental data corresponding to
a row of the data measured by the CCD camera, placed
in the Fourier plane, with the background noise removed.
For each environment, we obtain the evolution of the
trace distance by scanning over the parameter dc and per-
forming the polarization tomography analysis for each of
these values. In this way, we measure ρˆs1(dc) and ρˆ
s
2(dc)
a) b)
c) d)
e) f)
g) h)
i) j)
FIG. 4. Plots in the left column show different structured
environments obtained varying the parameter dv. Plots in the
right column correspond to the evolution of the trace distance
for each environment on the left. Dots are experimental data
and solid lines are the theoretical model.
and calcule the trace distance. The obtained evolution
of the trace distance for each of the 5 different environ-
ment, reported above, is shown in the right column of
Fig. 4. The dots are values obtained from experimental
data and solid lines are their theoretical values calculated
using Eq. (6) and Eq. (7). From these plots, it is clear
that when the environment presents a structure (Fig. 4(a,
e, g, i)), i.e., it is composed by many peaks, the result-
ing evolution has a non-monotonic behavior indicating
a Non-Markvovian dynamics. On the other hand, for
the case in which the environment is nearly a Gaussian,
5Fig. 4(c), the trace distance has a monotonic behavior
indicating a Markovian dynamics.
The theoretical, N TheD , and experimental, N
Exp
D , val-
ues of ND, defined in Eq.(8), are shown in Table I. In all
the cases the discrepancy between the theoretical and the
experimental values is due to small fluctuations present
in the experimental data mainly on the tails of the dis-
tributions. This discrepancy is particularly important in
the case of the Gaussian environment of Fig. 4(c) because
NExpD leads to a wrong interpretation of the type of dy-
namics. However, for the rest of the environments, the
value of NExpD reveals the Non-Markovian feature of the
dynamics.
TABLE I. Measure ND
Environment N TheD N
Exp
D
dv = 0.68 mm 0.49 0.40
dv = 0.70 mm 0.00 0.09
dv = 1.34 mm 0.17 0.21
dv = 1.84 mm 0.34 0.41
dv = 2.14 mm 0.46 0.42
FIG. 5. Plots show, for different values of dv that defines the
environment, the instant at which the maximum recovery of
information occurs.
Another feature that can be recognized from the data
of the right column of Fig. 4 is the instant at which the
maximum recovery of information, from the environment
to the system, occurs. This instant for each environment
is denoted by dmaxc and it is indicated by an arrow. From
the graphs, one observes that dmaxc depends on the en-
vironment. The theoretical dependence of dmaxc with dv,
the parameter that characterizes the environment, is cal-
culated by finding the local maximum of Eq. (7) and it is
depicted in Fig. 5. Solid line is obtained from a compu-
tational model and squares are the experimental values
that correspond to environment of Fig. 4(a), Fig. 4(e),
Fig. 4(g) and Fig. 4(i). The dash line indicates the en-
vironment that is nearly a gaussian, Fig. 4(c), for which
the trace distance has a monotonic behavior; i.e. the dy-
namics is Markovian. The regions I and II are the same
presented for the measure ND of Non-Markovianity. In
region I, dmaxc presents a discontinuous oscillatory be-
havior for the same environments in which ND is equal
to 0. In region II, dmaxc has a damping oscillation until
it becomes a straight line indicating that dmaxc is propor-
tional to dv.
V. CONCLUSION
We reported the control of Non-Markovian dynamics
by generating structured environment by means of spa-
tial interferometric effects of light. In our experimental
implementation the transverse separation between two
light beams plays the role of time. We characterized the
dynamics by observing a clear deviation from a mono-
tonic behavior in the evolution of the trace distance and
by obtaining the measure ND. Additionally, from our
data, we were able to identify the moment in which the
maximum recovery of information, previously lost in the
environment, occurs. This fact is beneficial when consid-
ering environment-assisted effects that can be useful in
applications.
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