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A UNIQUENESS THEOREM FOR MEAN VALUE SETS FOR
ELLIPTIC DIVERGENCE FORM OPERATORS
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Abstract. We give background which shows the connection between the mean value
theorem and the obstacle problem, and then we prove that a set is a mean value set
for an elliptic operator of the form Lu := ∂i(a
ij(x)∂ju(x)) if and only if it arises as the
noncontact set of an obstacle problem involving the Green’s function of the operator.
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1. Introduction
The Mean Value Theorem (MVT) for harmonic functions states that the value of a
harmonic function u at a point x0 can be recovered by taking an average of the function
over any ball or sphere centered at that point. (Appropriate inequalities can be shown
for sub- and super-harmonic functions.) This fact can then be used to develop the the-
ory rather quickly; it provides quick and relatively simple proofs of the strong maximum
principle, the Harnack Inequality, and some of the fundamental a priori estimates which
lead to a variety of useful compactness properties. (See [11, 13] for example.) The con-
verse statement “possessing the mean value property on every ball implies harmonicity”
is also known to be true and is classical.
Historically, in spite of the importance of the the mean value theorem for the devel-
opment of the theory for the Laplacian, it has not been generalized to many operators.
On the other hand, in 1998 in the Fermi Lectures on the Obstacle Problem, Caffarelli
pointed out how the obstacle problem could be used to find an analogous statement for
a general uniformly elliptic divergence form operator of the form L := ∂ia
ij(x)∂j and we
give some of those details in Section 2. He stated that given an operator L and a point
x0 in the domain of L, he could solve an obstacle problem in order to find an increasing
family of sets {Dr(x0)} which were each comparable to Br(x0) and so that if v was any
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subsolution to Lv = 0, then the average∫
Dr(x0)
v(x) dx
would be increasing as a function of r [6]. Each of the Dr(x0) could be found as the
unique noncontact set for a solution to an obstacle problem.
Caffarelli stated the theorem more formally within a paper with Roquejoffre, but with-
out giving the full proof, he claimed that it could be found in the book on variational
inequalities by Kinderlehrer and Stampacchia [7, 14]. In fact, the theorem cannot be
found there (or in other similar texts), so in [5] the second author of this paper and Z.
Hao proved the theorem in detail. Of course, even after stating what “comparable to
Br(x0)” means precisely, it is still clear that the more that is known about the collection
of these Dr(x0)’s, the more useful this theorem becomes, and since making this observa-
tion, both authors of the current paper have been studying the properties of these sets
[1, 2, 3, 4]. Of course, there is a natural definition to make:
Definition 1.1 (Mean value sets). We will say that D is a mean value set for the point
x0 and for the operator L, if the mean value property
(1.1) u(x0) =
∫
D
u(x) dx
holds for all u satisfying Lu = 0. (We will use the slash through the integral to denote
division by the measure of the domain of integration.)
With this definition one can wonder if there are ever any mean value sets which do not
arise as a noncontact set of the obstacle problem that Caffarelli described. The negative
answer is given in the main theorem of this paper which we state here:
Theorem 1.2 (All mean value sets arise as noncontact sets from obstacle problems).
Assume that Dx0⊂⊂ IR
n is an open connected mean value set for x0 and for the operator
L, and assume that x0 ∈ Dx0. Then there is a choice of r > 0 so that
(1.2) up to sets of measure zero Dx0 is equal to Dr(x0) as given in Theorem 2.2.
In other words, there exists a domain Ω with Dx0 ⊂ Ω and a Green’s function for L on
Ω and a value r > 0 so that Dx0 is the noncontact set (up to sets of measure zero again)
obtained by solving the obstacle problem given in Equation (2.8).
In 1972, Kuran showed that if D is an open connected mean value set for the point x0
and for the Laplacian, and if x0 ∈ D, then (except for sets of measure zero) D must
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be an open ball centered at x0 [15]. (See also some earlier related work by Epstein, by
Epstein and Schiffer, and by Goldstein and Ow [8, 9, 12].) Since the noncontact set for
the specific obstacle problem that Caffarelli describes is always a ball when L = ∆, the
main new theorem in this paper can be viewed as an extension of the theorem due to
Kuran.
There is also a connection with our work to certain results within the theory of quadra-
ture domains, and we will be making use of some of the definitions and techniques found
within that field. We will define quadrature domains below in Definition 3.1, but for
now we will say that mean value sets are a specific type of quadrature domain and the
solution to the obstacle problem is an analogue to the modified Schwarz potential (see
Definition 3.3) which is associated to any quadrature domain. We mention in particular
a result due to Shahgholian, where he shows uniqueness of certain quadrature domains
under a variety of constraints. Shahgholian does not consider quadrature domains for
L-harmonic functions, but he is dealing with much more general measures than sim-
ply multiples of the delta function. (When viewed from the perspective of quadrature
domains, the measure associated to a mean value set is always a multiple of the delta
function.) It is also worth observing that in order to prove his uniqueness theorem, he
replaces the assumption of nonnegativity of the modified Schwarz potential with a weaker
condition that required a certain sum to be nonnegative [18]. In our paper for the cases
that we are considering, we are eventually able to show that our analogue of the modified
Schwarz potential is always nonnegative.
The proof of our main theorem will follow a part of Harold Shapiro’s text on the
Schwarz function somewhat closely, and he in turn has followed Epstein and Schiffer
fairly closely in the place where we are most dependent on his text [9]. Our ability
to adapt this proof to L-harmonic functions is only possible because of certain recently
proven theorems on mean value sets which we state in Section 2. The relevant material on
Schwarz potentials and quadrature domains can be found mostly in [19, Chapter 4], and
near the end we borrow some terminology found within Sakai’s text [17]. Having made
these citations, we note that Shapiro relies on fundamental solutions and convolutions,
and we are forced to rely on the Green’s function and a slightly different construction
in order to get to our analogue of the modified Schwarz potential. Furthermore, when
Shapiro is studying quadrature domains, he is never studying L-harmonic functions, but
rather, he is considering harmonic functions, subharmonic functions, or complex analytic
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functions. The authors wish to thank Tim Mesikepp for pointing them in the direction
of quadrature domains and Dave Auckly for a helpful discussion.
2. Connecting the Mean Value Theorem to the Obstacle Problem
In this section we will explain how the MVT is related to the obstacle problem via the
proof given by Caffarelli in the Fermi lectures [6]. The proof of the MVT for harmonic
and/or subharmonic functions is usually accomplished by computing:
(2.1)
∂
∂r
(∫
∂Br(x0)
u(x) dSx
)
and then making use of a change of variables, the divergence theorem, and the assump-
tions on the function u. In the Fermi Lectures, however, Caffarelli gave a different proof
based on producing a key test function to plug into the definition of “weakly harmonic”
and/or “weakly subharmonic” function which has a number of benefits over the one
described above. We recall the definition of weakly harmonic:
Definition 2.1 (Weakly harmonic and weakly subharmonic). Given a domain Ω ⊂ IRn,
we say that u ∈ L1loc(Ω) is weakly harmonic if for any φ ∈ C
1,1
c (Ω), we have the following
equality:
(2.2)
∫
Ω
u∆φ = 0 .
We say that u ∈ L1loc(Ω) is weakly subharmonic if for any φ ∈ C
1,1
c (Ω) with φ ≥ 0 we
have the following inequality:
(2.3)
∫
Ω
u∆φ ≥ 0 .
(Our “c” subscript means that our test functions are compactly supported within Ω.)
Turning toward the relevant proof, we define Γ(x) to be |x|2−n when the dimension n is
greater than 2, and − ln |x| when n = 2, and observe that because it is a multiple of the
fundamental solution for the Laplacian, ∆Γ(x) vanishes outside of the origin. Caffarelli
creates a crucial auxiliary function by touching Γ from below with a parabola of the
form α − β|x|2. Because of the symmetries involved, it is clear that the “touch” occurs
on a sphere centered at the origin, and by varying the constants involved, he can make
the touch happen on a sphere with any desired radius. His auxiliary function is defined
to equal the parabola inside the sphere where the touch occurs and equal to Γ outside.
Following the proof he gives with only slight modifications, we let ψs(x) be the function
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created in this way when the touch occurs on ∂Bs. Now observe that the Laplacian of this
function is a negative constant inside Bs and it vanishes outside of Bs. In fact, because of
the tangential touch, the function is C1,1 and therefore it will not “pick up a distribution”
along ∂Bs. The upshot is that we can say that
(2.4) ∆ψs(x) = −C(s)χBs in IR
n
in the weak sense. Now the key test function is created as a difference of two of these
auxiliary functions. In other words, let 0 < r < s and define
(2.5) Φr,s(x) := ψr(x)− ψs(x) .
The function Φr,s is obviously C
1,1, and it is a simple exercise to show that it is nonneg-
ative. Since it is equal to Γ − Γ outside of Bs, it obviously has compact support and
so it satisfies everything required of the test functions that we are allowed to plug into
Equation (2.3). Taking u to be weakly subharmonic and plugging Φr,s into Equation
(2.3) we compute:
0 ≤
∫
Ω
u∆Φr,s
=
∫
Br
u∆ψr −
∫
Bs
u∆ψs
= −C(r)
∫
Br
u+ C(s)
∫
Bs
u .
Now the only thing really left to do is verify that C(r) = C|Br|
−1, and Caffarelli points
out that that can be accomplished very quickly by observing that u ≡ 1 is harmonic so
that the inequality above becomes an equality for that function, and after doing that the
theorem is proved.
It is right after this proof, however, where Caffarelli makes a much bigger observation
which is contained in a short little remark [6]. Within this remark, he observes that
although it appears like the construction of the auxiliary functions ψs was dependent on
the symmetries and smoothness of Laplace’s equation, it is actually not the case. In fact,
after rewriting Equation (2.4) as
(2.6) ∆ψs(x) = −C(s)χ{ψs<Γ} in IR
n ,
Caffarelli observed that what is really required of the auxiliary functions so that their
difference can make a good test function is that they each satisfy Equation (2.6) and that
the difference of any two of them has a sign and has compact support. So, he can find
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an analogue for any divergence form operator of the form L := ∂ia
ij(x)∂j by solving an
appropriate obstacle problem. He stated that by solving the problem:
(2.7) LWr = ∂ia
ij(x)∂jWr = r
−nχ
{Wr>0} − δx0
where δx0 is the delta-function at the point x0, he could give his MVT for general diver-
gence form equations, and here we give a slightly improved version of his statement:
Theorem 2.2 (Mean value theorem for divergence form elliptic PDE). Let Lu :=
∂i(a
ij(x)∂ju(x)) in the open connected domain Ω, assume that the a
ij have ellipticity
constants λ and Λ, and assume that with this operator L and this domain Ω there is a
Green’s function, G. Next, for any x0 ∈ Ω, define Dr(x0) to be the noncontact set for the
solution to the obstacle problem:
(2.8)
Lu = −r−nχ{u<G(·,x0)} in Ω
u ≤ G(·, x0) in Ω
u = 0 on ∂Ω
and assume that r0 = r0(x0) is the supremum of r > 0 such that Dr(x0) ⊂⊂ Ω. Then
r0 > 0 and for r ∈ (0, r0] the sets {Dr(x0)} have the following properties:
(1) If 0 < r < s ≤ r0, then Dr(x0) ⊂ Ds(x0).
(2) We have the inclusions: Bcr(x0) ⊂ Dr(x0) ⊂ BCr(x0), with c, C depending only
on n, λ, and Λ.
(3) For any v satisfying Lv ≥ 0 and 0 < r < s ≤ r0, we have
(2.9) v(x0) ≤
1
|Dr(x0)|
∫
Dr(x0)
v ≤
1
|Ds(x0)|
∫
Ds(x0)
v ,
and if Lv ≤ 0, then the inequalities in Equation (2.9) are reversed, and of course,
this fact leads to equalities when Lv = 0.
(4) Finally, we have |Dr(x0)| = r
n and |∂DR(x0)| = 0.
Remark 2.3 (Some conventions). Although we follow conventions of the text by Gilbarg
and Trudinger in most respects [11], and we use the paper by Littman, Stampacchia, and
Weinberger on Green’s functions [16], we have two conventions worthy of note:
(1) We take the analyst’s Laplacian and not the geometer’s Laplacian.
(2) We take our “Green’s function” G so that LG = −δx0 , so that G has a positive
and not a negative singularity at x = x0.
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Remark 2.4 (Existence and discussion of solutions to Equation (2.8)). The existence
of solutions to Equation (2.8) follows from the theorems within [5]. In terms of under-
standing this equation, one can describe the solution (heuristically) as being a membrane
that was inflated from below the Green’s function, and the parameter r is related to the
pressure of the inflation. This description is only heuristic, but suggests correctly that
the problem can be reformulated as a convex minimization problem within the calculus
of variations.
Remark 2.5 (Green’s functions are preferable to a fundamental solution). Although
Caffarelli and Blank-Hao use the fundamental solution and work on IRn in [6] and [5],
especially within [4] it becomes clear that the best way to find the Dr(x0)’s is by solving
the problem given in Equation (2.8) above where a Green’s function is used. One might
worry about the effect that changing Ω for an operator defined on all of IRn might change
the Dr(x0)’s, but a key point observed within [4] is that it has no effect as long as both
domains are “big enough.” The point is that changing the “outer” set, Ω, leads to a
new Green’s function and a new solution u that have both been altered by the exact same
L-harmonic function, thereby preserving the noncontact set.
Remark 2.6 (The height function). Because it will come up later, we note that the
“height function” w(x) := G(x, x0)− u(x) satisfies the following:
(2.10)
Lw = r−nχ{w>0} − δx0 in Ω
w ≥ 0 in Ω
w = 0 on ∂Ω ,
and it follows from Theorem 2.2 that r−n = |{w > 0}|−1.
3. Quadrature Domains and the Construction of the Modified Schwarz
L-Potential
We take Ω to be an open connected bounded smooth set, and in particular, it has a
Green’s function. We let F (Ω) denote the class of L1(Ω) functions which are solutions
of Lu = 0 in Ω. Following Shapiro, we make the following definitions:
Definition 3.1 (Quadrature domains). We say that D is a Quadrature domain in the
wide sense (QDWS) if there exists a distribution µ with compact support in D for which
the quadrature identity
(3.1)
∫
D
u dx = 〈µ, u〉
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holds for all u ∈ F (Ω). We will say D is a quadrature domain and Equation (3.1) a
quadrature identity if Equation (3.1) holds for a distribution µ whose support is a finite
set.
Shapiro goes on to prove in [19, Theorem 4.1] that if D is a QDWS, then it has a
modified Schwarz potential. From our point of view, these functions will correspond to
the “height functions” that can be produced as in Remark 2.6. Shapiro considers only the
Laplacian and makes use of some of the special properties of the fundamental solution
in order to prove his result. Our analogous theorem for the L-harmonic case reads as
follows:
Theorem 3.2 (Mean value sets yield weak modified Schwarz L-potentials). Assume that
Dx0 is a mean value set for x0 for the operator L and which obeys Dx0 ⊂⊂ Ω. In other
words we assume that for all u which obey Lu = 0 in Ω we have
(3.2)
∫
Dx0
u(x) dx = u(x0) .
Then there exists a unique function w which satisfies:
(3.3)
Lw =
1
|Dx0|
χ
{Dx0} − δx0 in Ω
w ≡ 0 on all of Dcx0 .
Definition 3.3 (Weak modified Schwarz L-potential). We call a function w which sat-
isfies Equation (3.3) a weak modified Schwarz L-potential associated to the set Dx0 and
the operator L. Based on the uniqueness given in the theorem, it is fair to call it the
weak modified Schwarz L-potential in our situation.
Remark 3.4 (Nonnegativity?). Note that we do not yet assert that this function w is
nonnegative.
Proof. We define µ to be the restriction of Lebesgue measure toDx0 , so dµ := χ{Dx0}dx,
and we let G(z, x) denote the Green’s function for L on the set Ω as guaranteed to exist
by [16]. (We recall our sign convention where our Green’s function is positive, and
LG = −δx0 .) We set
W (z) := |Dx0|G(z, x0)−
∫
Ω
G(z, x) dµ(x) ,
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and by our definition of µ(x), this definition immediately gives:
(3.4) W (z) = |Dx0 |G(z, x0)−
∫
Dx0
G(z, x) dx .
It follows from the fact that LG(y, x0) ≡ 0 in Dx0 whenever y ∈ D
c
x0
along with the
assumed mean value property of such functions with respect to Dx0 that W (z) ≡ 0 on all
of Dcx0. Now by invoking [16, Theorem 6.1] we can conclude (with our sign convention)
that
LW (z) = χ{Dx0} − |Dx0 |δx0 .
Division by |Dx0| gives us the desired function, and based on the fact that it satisfies
Equation (3.3) it is automatically unique.
Remark 3.5 (Slightly weaker than what Shapiro requires). Shapiro required that the
modified Schwarz potential vanish along with its gradient on the boundary of the domain
in question. We do not make that requirement, but we will not need it either. In the
case where that happens, we will follow Shapiro and refer to it as a “modified Schwarz
L-potential” or a “true modified Schwarz L-potential” when we want to emphasize that
its gradient is also vanishing on the boundary of the relevant set.
4. The Uniqueness Theorem
We turn to the proof of Theorem 1.2.
Proof. We assume that Dx0 ⊂⊂ IR
n is an open mean value set for the point x0 and for
the operator L. Using part (4) of Theorem 2.2 we know that there exists an r > 0 such
that
(4.1) |Dr(x0)| = |Dx0| .
By recalling Theorem 3.2 we know that there is a function W which satisfies Equation
(3.3) and so
(4.2)
LW =
1
|Dx0|
χ
{Dx0} − δx0 in Ω
W ≡ 0 on all of Dcx0 .
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Similarly, the function W0 defined to be the height function from the obstacle problem
that produces Dr(x0), must satisfy:
(4.3)
LW0 =
1
|Dr(x0)|
χ
{Dr(x0)} − δx0 in Ω
W0 ≡ 0 on all of Dr(x0)
c .
(See Remark 2.6.) Now although we do not know whether W is nonnegative everywhere,
we absolutely do know that W0 ≥ 0, and that W0 > 0 in all of Dr(x0). (In fact, that is
how Dr(x0) is defined!) We define
(4.4) Υ := |Dx0|(W −W0) so that LΥ =
χ
{Dx0} −
χ
{Dr(x0)}
and assume for the sake of contradiction that Dx0 6= Dr(x0), and that they differ by more
than a set of measure zero. It follows from De Giorgi’s Theorem that Υ is continuous,
and since it vanishes outside of a compact set, it must attain its maximum and minimum
values. We claim that the maximum value must be strictly positive. Indeed, since
|Dr(x0)| = |Dx0| and since these sets are both open and differing on a set of positive
measure, we can conclude that Dx0 \ Dr(x0) has positive measure, and we can find a
point y of ∂Dx0 which is outside of the closure of Dr(x0) and so that Bs(y) ∩ Dx0 has
positive measure for any s > 0. Now if s is sufficiently small so that Bs(y)∩Dr(x0) = ∅,
then we know that LΥ = χ{Dx0} in Bs(y) and Υ(y) = 0 − 0 = 0. Since LΥ equals one
on a subset of Bs(y) with positive measure, we conclude that there exists a y1 ∈ ∂Bs(y)
such that
(4.5) Υ(y1) = max
Bs(y)
Υ(x) > 0 .
Thus, there is a point z so that
(4.6) Υ(z) = max
IRn
Υ(x) ≥ Υ(y1) > 0 .
Now since W vanishes on the complement of Dx0 and since W0 ≥ 0 we can conclude that
z ∈ Dx0. Since Dx0 is open, there is a ball Bq(z) ⊂ Dx0 and on this ball we must have:
(4.7) LΥ(z) = 1−χ{Dr(x0)} ≥ 0 .
By the strong maximum principle, we conclude that Υ ≡ Υ(z) within Bq(z), and now
we can repeat this process ensuring that we can never reach a boundary of the set where
Υ = Υ(z) > 0. Since that set is compactly contained within IRn, it must have a boundary
and that gives us a contradiction.
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Corollary 4.1 (Existence of true modified Schwarz L-potentials). Every mean value
set has a modified Schwarz L-potential which vanishes together with its gradient on the
boundary of the set in question and furthermore, this modified Schwarz L-potential is
always nonnegative.
Remark 4.2 (Extension to Riemannian manifolds). The proofs and theorems given
above extend easily to the mean value sets for the Laplace-Beltrami operator on Rie-
mannian manifolds as given by Benson, Blank, and LeCrone [4].
It is worth observing that although mean value sets can obviously differ on sets of
measure zero, the modified Schwarz L-potential is unique (at least after taking the con-
tinuous representative), and so ifW is the modified Schwarz L-potential for a given mean
value set, then we suspect that the “best” representative of the mean value set would be
the one defined by {W > 0}. Another candidate for the “best” representative was given
in Sakai’s text by the “areal maximal domain” [17]. After we change from the complex
numbers to IRn his definition becomes the following: When given a domain D ⊂ IRn we
define the “areal maximal domain” by:
(4.8) [D] := { y ∈ IRn : |Br(y) \D| = 0 for some r > 0 } .
For comparison, and with thoughts of singular points and lower dimensional singular sets
on our minds, we observe that a set of the form {W > 0} could have “slits” and points
missing, whereas by applying the definition in Equation (4.8) we would “fill in” those
points. (Think of a punctured or “slit” disk versus a disk without those subsets missing.)
Taking the areal maximal domain seems to be throwing away those singular points, and
there is currently lots of interest in exactly those points. (See [10] for very recent work
devoted to an understanding of such points.)
To further understand our preference, it is worth examining some of the special types
of points that Sakai singled out as being interesting in the tenth section of his text [17,
Section 10]. Within that section, he considered “increasing families of domains” which
he denoted by “{Ω(t)}.” He set
(4.9) disc{Ω(t)} :=
[⋃
t>0
Ω(t) \ Ω(0)
]
\
⋃
t>0
∂Ω(t) ,
and he made the following definitions for points within
SΩ :=
⋃
t>0
Ω(t) \ Ω(0) .
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Definition 4.3 (Stationary and stagnant points). A stationary point p ∈ SΩ, is a point
which belongs to ∂Ω(t) for all t in an open interval. A stagnant point p ∈ SΩ, is a point
where there exists a t(p) ≥ 0 and an ǫ(p) > 0 such that |Br(p) \ Ω(t)| > 0 for all r > 0
and all t < t(p), and such that |Bǫ(p)(p) \ Ω(t)| = 0 for every t ≥ t(p).
Combining the vocabular of Sakai that we have defined above, together with the results
found within [2], [3], and [4], and with the agreement that we take the mean value sets
given as the positivity set of the height function, i.e. we take Ω(t) := Dt(x0) and not
Ω(t) := [Dt(x0)], we have the following corollary:
Corollary 4.4 (Foliation results). The set disc{Ω(t)} is empty, and under the added
assumption that aij ∈ C1,1 (or assuming that we are dealing with the Laplace-Beltrami
operator on a Riemannian manifold) the union of the connected components of the sets
{∂Dt(x0)} give all of the leaves of a singular foliation of Dr0(x0) \{x0}. In particular,
in this case, the set of stationary points is empty. (We say “singular foliation” because
some of the boundary components may be nonsmooth or even lower dimensional sets.)
Now if, instead, we work with the areal maximal versions of our mean value sets, i.e.
we let Ω(t) := [Dt(x0)], then we cannot foliate our domain with the new ∂Ω(t) in general
as we will throw away some of our singular points. As an example of a situation where
we could simultaneously produce a stagnant point and a point that failed to belong to
the union of the boundaries of the areal maximal versions of our mean value sets, we can
consider the situation on a Riemannian manifold with a long “tendril.” By choosing an
x0 near the base of the tendril and an t > 0 that is not too small, we can produce a mean
value set that wraps around the tendril. Then by increasing t until the moment when
Dt(x0) swallows up the tendril, we can produce the desired point.
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