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ABSTRACT
Sponsored Search is a major source of revenue for web search en-
gines. Since sponsored search follows a pay-per-clickmodel, show-
ing relevant ads for receiving clicks is crucial. Matching categories
of a query and its ad candidates have been explored inmodeling rel-
evance of query-ad pairs. e approach involves matching cached
categories of queries seen in the past to categories of candidate
ads. Since queries have a heavy tail distribution, the approach has
limited coverage. In this work, we propose approximating cate-
gorical similarity of a query-ad pairs using neural networks, par-
ticularly CLSM [17]. Embedding of a query (or document) is gen-
erated using its tri-leer representation which allows coverage of
tail queries. Offline experiments of incorporating this feature as op-
posed to using the categories directly show a 5.23% improvement
in AUC ROC. A/B testing results show an improvement of 8.2% in
relevance.
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1 INTRODUCTION
Sponsored search is a major source of revenue for web search en-
gines. It displays ads as results to queries. Advertisers bid on key-
words on which they want their ads to trigger and pay when their
ads receive clicks. e search engine aims to generate revenue by
driving clicks on relevant ads. Advertisers can specify how they
want queries to be matched to their bidded keyword. ere are
three types of matches: Exact, Phrase and Broad. An Exact match
matches the query exactly as it is to the bidded keyword. A Phrase
match requires the bidded keyword to be a phrase within the query.
A Broadmatch has no lexical based rule and only requires the ad to
be relevant to the query. Once candidate ads for a query have been
generated through various techniques [12, 15], the relevance of the
candidates are determined and irrelevant ads are filtered. is is
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important since irrelevant ads cause dissatisfaction among users,
advertisers and affect the engine’s goal of generating revenue.
Commercial web search engines model relevance using text-based
features, both lexical [1] and semantic [2]. Click-based features are
avoided since an ad receiving a click does not ensure its relevance
to the query [1]. Previous works have explored using categoriza-
tion of queries and ads in modeling relevance [18].
Categorization of a query (ad) helps capture its intent. e query
(ad) is classified into one or more predefined categories such as
Restaurants or Tourism. Computing the similarity of a query-ad
pair in terms of their categories helps pick pairs with similar in-
tent and eliminate arbitrary matches. To be able to compute the
categorical similarity of a query with its retrieved ads at runtime,
categories of all ads available in the ad corpus are computed of-
fline and indexed. e same is done for the most frequent queries
in the search logs. For a query-ad pair at runtime, the categories
of the query and ad are looked up in the index. But this approach
has poor coverage. eries have a heavy tail distribution [7]. Us-
ing cached categories limits us to only the head and torso queries
which make up a very small portion of the query distribution. In
this paper, we propose approximating the categorical similarity of
a query-ad pair to address the above issue. Instead of explicitly ex-
tracting categories of the query and the ad and then computing the
similarity in terms of the categories, we approximate the similar-
ity using a deep neural network model (CLSM). Since the model is
lightweight, the computation can be done at runtime. e model
is robust to out-of-vocabulary queries and hence, covers the tail
queries as well.
2 RELATED WORK
2.1 Semantic representation learning
Semantic representation learning map words to a low dimensional
vector space where representations of semantically similar words
lay close to each other. Work in this area include LSA [6], pLSI
[10] and LDA [4]. Neural language models learn embeddings using
neural networks [13, 14]. Neural semantic embeddings have been
applied in the sponsored search domain for retrieval [8, 11] as well
as relevance [2].
2.2 Relevance in Sponsored Search
While the problem of optimizing the click through rate of query-ad
pairs is a well-studied problem, improving relevance in sponsored
search is relatively less investigated. [9] propose using translation
model scores trained on click logs and text overlap features in mod-
eling relevance. [1] argue that a high click through rate (CTR) does
not necessarily assure high relevance. ey propose a relevance
model trained on text-based features including token overlap, Jac-
card distance between query and various ad components and LSI
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based query-ad similarity. [18] leverage the search engine to un-
derstand the advertiser intent by querying the keyword and then
using derived features in their relevance model. [2] propose im-
proving relevance by using a query n-gram embedding as a seman-
tic feature in the query-ad relevance model.
2.3 Categorization in Search
Exploiting categories for retrieving beermatches inweb and spon-
sored search is common. ery expansion techniques have used
query categorization to improve search results and ad matching
[5]. [3] develop an ontology to group offline purchase intents for
recommending offline retail locations. [16] use the categories of
the ad keyword, creative and landing page to predict the bounce
rate of an ad. [18] compute the semantic similarity of a query-ad
pair in terms of the categories of their respective organic search
results.
3 MATCHING CATEGORIES OF QUERY AND
AD
Previous methods that have computed the categorical similarity
of a query and an ad have either directly used their top k cate-
gories as features [5] or have used simple overlap techniques [6].
As discussed in section 1, these methods require caching of cate-
gories and are limited in their inability to categorize tail queries at
runtime. To overcome these limitations, we model the categorical
similarity using CLSM [17]. We choose CLSM because:
(1) Since the relevance score needs to be computed for mil-
lions of query-ad pairs in milliseconds, interaction based
models are not feasible. In CLSM, the query and document
(ad) embeddings are evaluated independently till the last
layer. is implies that we can pre-calculate the embed-
dings for ads and need to compute only the query embed-
ding at runtime to calculate the cosine similarity.
(2) e tri-leer representation makes it robust to out of vo-
cabulary tokens and enables computation for tail queries
as well.
3.1 CLSM
CLSM aims to learn a low dimensional semantic vector represen-
tation of a query and a document to maximize the likelihood a
positive document given the query. e semantic relevance of a
query-document pair is calculated by taking the cosine similarity
of their vector representations. is is converted to a posterior
probability of the positive document given the query through so-
max. CLSM has leer trigram based word-n-gram representation.
It performs a convolution over theword-n-gram representation fol-
lowed by max-pooling. e maxpooling layer is used to model
sentence level semantic features. e output maxpool layer is fed
into a non-linear layer, whose matrix represents higher level latent
semantic features. e CLSM represents the relevance between
query q and document d as
R(q,d) = cos(yq ,yd ) =
yTqyd
| |yq | | | |yd | |
To train the model, CLSM suggested use of clicked data as positive
data and randomly chosen pairs as negative data.
3.2 Using CLSM to compute categorical
similarity
Wemodify the CLSM training data by defining positive data appro-
priately. Letд denote a function over query and ad pair. In our case,
д is a function that consumes query and ad categories, and returns
either a real number denoting category similarity. We denote set
D+ as a set of positive examples such that
D+ = {(q,a)|д(q,a) > δ }
where δ denotes a threshold above which we want to consider the
pair as positive.
For the particular case of query-ad category match, we consider
all the impressed query-ad pairs and consider those pairs whose
category match as the positive set. e objective of the learned
CLSM with the modified positive data generation scheme is to
model whether the category of a query and an ad match or not.
We call this model Category Match Approximator (CMA).
3.3 Evaluation of CMA
e training data for CMA is derived from the ad serving logs of
a commercial search engine, over a period of 6 months. e serv-
ing logs provide details about query-ad pairs that were impressed
and whether they received any clicks. e query and ad are anno-
tated with categories from a 4000-category hierarchy maintained
by the search engine. e query and ad are associated with top
k categories based on the confidence score of a categorizer as in
[18]. Since we are interested in modeling the category similar-
ity between query and ad pair, we pick impressed query-ad pairs
whose top category match to form the positive example. We use
the query and ad title for training CMAmodel. We enforce that the
top category shouldmatch exactly and donfit consider parent to de-
scendant category match for positive examples. is is done with
themotivation to capture both similar category and the same scope.
e query and ads are further preprocessed to be lower cased and
additional whitespaces were removed. We also remove all non-
alpha numeric characters. e training set consists of 19 million
query-ad pairs and the evaluation consisted of 100,000 pairs gen-
erated using the process described above.
e first evaluation of the efficacy of CMA is its ability to cor-
rectly predict whether a given query-ad pair has the same top cat-
egory or not. Since this is a binary classification problem, we use
the standard metric of AUC-ROC to evaluate the effectiveness of
the CMA. CMA has a ROC-AUC of 0.6758 on the evaluation set.
CMA tends to confuse between categories that have a close com-
mon ancestor. For a given query-ad pair, if the queryfis (adfis)
category shares a close common ancestor with the adfis (queryfis)
category, CMA predicts a higher score for them and hence incor-
rectly concludes that they belong to the same category. For exam-
ple, e query ”card printing adelaide” is assigned category Busi-
ness Cards, Stationery & Forms that follows the path Business &
Industrial-¿Office-¿Business Cards, Stationery & Forms. e query,
matched to an ad assigned category Commercial & Industrial Print-
ing that follows the path Business & Industrial-¿Commercial & In-
dustrial Printing is given a high score.
e false negatives are caused in very wide top-level categories
such as Books. CMA generated false negatives when we had two
Approximating Categorical Similarity in Sponsored Search Relevance DAPA ’19, February 15th, 2019, Melbourne, Australia
Table 1: Negatively labeled pairs having high CMA score
ery Ad title
t shirt printer sale custom t shirt printing
recover file in excel excel file recovery tool
lower back exercise back exercise lower back pain
Table 2: AUC-ROC for different Fraction of Noise
Fraction of Actual Positive Points AUC-ROC
0.1 0.8164
0.2 0.8092
0.3 0.8011
0.4 0.7962
books, but which were talking about completely different subjects.
e false-positives and false-negatives, although resulting in poor
AUC-ROC, ultimately help in the final task. is is because for
cases where the top category is a generic category, predicting that
the query and the ad belong to the same category is semantically
incorrect. Similarly, for some categories such as Italian Restau-
rant and Pizza Restaurant, although there is a parent-child rela-
tionship, categorical equivalence can be considered in the overall
task of relevance. Some examples where query-ad title pairs were
labeled negative since their categories didnfit match exactly, but
CMA gave high scores since they were categorically similar are
given in table 1.
For some cases, CMA predicted a high score for unrelated cat-
egories. e query-ad title pair fioral b brushfi, fibrush suppliers
cost effectivefi, got a high score even though the ad is for industrial
brush suppliers and is not categorically relevant to the query.
3.4 Effect of Noise on CMA
As described in section 3.2, the positive data for CMA are query-
ad pairs whose top category match. In this section, we present the
sensitivity of CMA results to the accuracy of the underlying cate-
gorizer. We modify the positive data generation process for CMA
training. In addition to the generated positive examples, we also
add impressed query-ad pairs which whose top category do not
match. e motivation is to study the robustness of CMA learn-
ing with increasing proportion of incorrect positive examples. For
different fraction of noisy pairs added, we retrained a new CMA
and evaluated the model. e AUC-ROC corresponding to differ-
ent models is given in table 2. CMA is robust to moderate fraction
of noise in the positive samples. Beyond 0.3 fraction of noise, it
loses its discriminative power.
4 IMPROVING SPONSORED SEARCH
RELEVANCE
Showing relevant ads for queries is crucial to retain users, advertis-
ers and for generating revenue through clicks. In a search engine,
relevance evaluation occurs as a filtration step once ad matches
for a query have been generated. Our query-ad relevance model
is a Gradient Boosted Decision Tree (GBDT). Our model features
Table 3: AUC-ROC for different Feature Representations
Feature representation AUC-ROC
Relevance-NoCat 0.7972
Relevance-Binary 0.7991
Relevance-Derived 0.8124
Relevance-CMA 0.8389
Table 4: ery-ad pairs that were not blocked by Relevance-
NoCat but were caught by Relevance-CMA
ery Ad title
app won’t download android samsung android driver
wine making equipment commercial commercial equipment leasing
product packaging waste australia cd packaging australia
are based on the 185 text-based features described in [2]. e fea-
tures are generated between query and components of ad such as
the bidded keyword, ad title, ad description, ad display URL and
anchor texts from the adfis landing page.
We considered three choices for the model:
(1) Relevance-NoCat: Category features are not used.
(2) Relevance-Binary: Category features are represented as
binary vector along with other features.
(3) Relevance-Derived: Derived features such IsCategory-
Overlapping, JaccardDistance based on the category vec-
tors.
(4) Relevance-CMA: CMA output is used as a feature
To evaluate effectiveness of the CMA as a feature, we evaluated
it against different choices of feature representations. e evalu-
ation set comprised of 77,000 query ad pairs sampled from the
engine’s logs and hand labeled on a 5-level relevance scale: bad,
fair, good, excellent and perfect where bad corresponds to a com-
pletely irrelevant match and perfect corresponds to a highly rele-
vant match. To obtain the AUC-ROC, we merged bad and fair to
label 0 and good, excellent, perfect to label 1. e comparison of
different feature representations are given in table 3.
When we donfit use any category information in the relevance
model, completely unrelated query-ad pairs are not always caught
correctly. is is because lexical features alone have limited pre-
diction capabilities when it comes to differentiating unrelated pairs
and pairs that are semantically related but having lile lexical over-
lap. Category information provides an informative prior, which
is completely lacking when we donfit consider category features.
Relevance-Binary gives us a marginal improvement in AUC. Us-
ing binary feature vectors of category bloats the feature space and
renders the model incapable of exploring the feature space fully
with the provided number of training points. We see an improve-
ment in the AUC by 1.9% when derived categorical features are
used. e improvement increases to 5.23% when we use CMA to
account for query-ad categorical similarity. Table 4 shows exam-
ples of query-ad pairs that were not caught by Relevance-NoCat
but were blocked by Relevance-CMA.
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4.1 Online Experiments with CMA
e relevance model with CMA was deployed on an actual com-
mercial search engine to serve ads as part of A/B testing.e flight
tests were conducted for a period of three weeks and tests for
statistical significance were performed on the observed metrics.
e model Relevance-Derived was used as the control model and
Relevance-CMA as the treatment. To measure the improvement
in the relevance of ads, a set of 10,000 queries was sampled to be
indicative of the search enginefis query distribution. e ads im-
pressed for this query set in the control and treatment were hand
labeled based on whether the match was relevant or not. e treat-
ment improved the relevance of query-ad pairs by 8.2%. e treat-
ment also saw an increase in CTR (click through rate) by 0.81%.
5 CONCLUSION
We propose approximating categorical similarity between a query
and an ad when modeling relevance in sponsored search. We use
CLSM to approximate the similarity (CMA).e approach is robust
to out-of-vocabulary tokens and allows computation of categories
of tail queries at runtime. We show that incorporation of CMA as a
feature in the relevance model instead of using categories directly
shows significant gains in offline as well as online experiments.
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