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1 .- Introducción .- Se estudian métodos para la resolución
de ecuaciones funcionales, cuando la no linealidad se debe
a la presencia de un operador (posiblemente multívoco), ma
ximal monótono en un espacio de Hilbert conveniente .
Con objeto de fijar las ideas vamos a ver, me-
diante un ejemplo, cómo se plantea el problema .
Consideremos un proceso de transmisión de ca-
lor ; si tenemos en cuenta que la conductividad calorífica
depende de la temperatura, las ecuaciones que permiten re-
presentar el fenómeno son :
PC ~ - g
	
á (k (y) ay )= fat ax ax
más condiciones de contorno
más condición inicial .
Como es bien conocido, para resolverlas numéri-
camente se realiza una discretización, es decir, esencial-
mente, una aproximación mediante un sistema de ecuaciones
numéricas, cuya solución permite construir una aproxima-
ción de la función y .
por ejemplo :
Prescindiendo por el momento de la discretiza-
ción en las variables espaciales, pueden proponerse dife-
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(Para más detalles pueden consultarse los artículo's :
DUPONT-FAIRWEATHER-JOHNSON 111, LEES 111 121, DENDY I1I) .
El esquema explícito 1 es el más sencillo pues-
to que, una vez realizada la "discretización'en espacio",
el avance se realiza sin más que despejar
yn+1 . Por el con
trario, el esquema 2 precisa la resolución de un sistema
numérico lineal en cada paso y además su matriz de coefi-
cientes es variable con n . Finalmente el esquema 3 condu-
ce a la resolución de un sistema numérico no-lineal , opera
ción que como es sabido resulta casi siempre costosa .
De este modo, atendiendo a las dificultades de
implementación resulta preferible utilizar les esquemas 1
ó 2 . Sin embargo, desgraciadamente, razones de inestabili
dad numérica bien conocidos hacen aconsejable sustituirlos
por el esquema implícito 3, al menos si el intervalo de in
tegración en la variable t es grande .
Para salvar el problema de la no-linealidad en
ocasiones se utilizan métodos del tipo "predictor-correc-
tor' (véase DODGLAS-DOPONT 111, PRICE-VARGA 111, MEYER 111
NHEELER 111) en- los cuales el paso de yn a yn+1 se realiza
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Los algoritmos que proponemos aquí son de tipo
iterativo y p-2rmiten obtener la solución del problema no-
lineal como límite de una sucesión de problemas lineales .
Además son independientes de la discretización utilizada
para resolver estos problemas lineales, de modo que, en
particular, podría utilizarse un esquema totalmente imi3l,i-
to .
2 .- El problema gener&l .
V CH V denso en H
a) Sean V, H y E tres espacios de Hilbert rea-
les . Supondremos
e identificamos H a su dual topológico de manera que
VC HCV'
	
con inclusiones densas .
b) Sean G un operador maximal monótono en E .
BeL (E',V') .
A E isomorfismo canónico de E en E' .
c) Sean L 1 un operador lineal (en general no
acotado) con dominio D(L 1 ) C V y
L Z un operador lineal (en general no acota-
do) con dominio D( -L2 ) CV' y valores en V' .
d) Sea feV' .
3 .- Resu ltado orevios .
Se trata de resolver el problema :
L 1 (y)+L ~> (BAE(G(B*y)))9f
valores en V' .
del cual supondremos que tiene solución única .
Como ya se ha dicho en la introducción, nuestro
objetivo es la construcción de algoritmos iterativos que
generen sucesiones convergentes a esta solución, y ello re
solviendo tan solo problemas lineales . Previamente es .pre-
ciso recordar ciertos elementos de la teoría de operadores
maximales monótonos en espacios de Hilbert .
Salvo mención expresa el contenido de este apar
tado puede encontrarse por ejemplo en A .PAZY 111 .
Si G es un operador maximal monótono en E, y
w,
	
a números reales tales que a>O, Aw< 1 , entonces dado veE exis
te un único ucE tal que
veu+A(Gu-wu)
El operador que a v hace corresponder u se lla-
ma resolvente'del operador Gw = G-wI "; se designará por J~ .
Puede demostrarse que es lipschitziano de constante 11-aw
Se llama regularización Yosida del operador Gw
al operador :
I-J w
Si aw5 z_ entonces Gw es lipschitziano de constante .
Un ejemplo . importante de operador maximal monó-
tono lo constituye la subdiferencial de una aplicación
convexa, semi-continua infériormente y propia, que se defi
ne del siguiente modo :
afu)= {vcE : (v,w-u)< q(w)- ` (u) }
Para-finalizar enunciamos una proposición, cuya
demostración puede verse en BERMUDEZ-MORENO 111, que cons-
tituye el resultado básico para la introducción de los al-
goritmos que se estudian en el apartado siguiente :
Proposición 1 .- Sea G un operador maximal monó-
tono en un espacio de Hilbert E . Son equivalentes :
4 .- Á19 r i tmos .
i) ueGwv
ii) u=G w (v+au) ; WCR, XCR+ , aw<1
La proposición 1 permite escribir el problema
111 de dos formas equivalentes por lo menos .
una seria
I) I, 1 (y)+wL 2 (BA E B * y)+L 2 (BA Eq)= f
q= Gw (B*y+aq)
y la otra :
II) L 1 (y)+wL 2 (BA E B*y)+L 2 (BA E G~(B*y+aq) . )= f
q= Gw(B*y+aq)
Teniendo en cuenta la definición . d e G', 141
151 pueden escribirse del siguiente modo :
III) L1 (y)+(w+ 1 )L2(BAEB*y)+L2(BAEq-




Estas tres formulaciones sugieren otros tantos
algoritmos iterativos :
A lgoritmo I .- q°eE cualquiera
L 1 (y
n )+wL2 (BA EB * yn )= f-L 2 (BA Egn )
q n+1= Gw( .*Yn+aqn)
Algoritmo_II .- q°cE cualquiera
L 1 (y n ) .+wL2 (BAEB*y n )+L 2 (BAEG(O(B*y n+Xqn ))= f 1101
qn+1= Gw(S*yn+aqn)
A lgor itmo III .- y°cV, q°eE cualesquiera
L 1 (y n+1 )+(w+ ~ )L2(BAEB*yn+1
)= f-L2(BAEgn_
- 1 BA EJW(B*y n +aq n ))
	
1121
qn+1 - qn+ _1 B * y n+1_ 1 J w (B*yn+aqn ) 1131'a a A
Observaciones : 1) Los problemas 1 8 1 , 1 1 01 y
1121 son unívocos ; además 181 y 1121 son lineales . El pro-
blema I10I es no lineal, para resolverlo existen algorit
mos iterativos de tipo lineal (véase p . ej . BERMUDEZ-MORE-
NO 12 I) . '
2) En su aplicación a ciertos
problemas el algoritmo II coincde con otros del tipo "pena
lización-dualidad" ó "lagrangiana aumentada" (véase GLO
WINSKI-MARR000O 111, GABAY-MERCIER I1I) .
3) El estudio de la convergen-
cia de los algoritmos I, II, III cuando L2= I y L 1 es un
operador lineal acotado de V en V' puede encontrarse en
BERMUDEZ-MORENO 121 .
A continuación vamos a aplicar el algoritmo
a diferentes problemas de evolución .
5 .- Eiemplº5 .
En todos los casos 9 designará un abierto aco-
tado de RN con frontera P "regular", Q= 11XIO,T[,
E f 0 T
5 .1 .- Problema de transmisión de-calor no lineal .
p (Y)
	
c (y) át - E ax, (k (Y) a-R
)= f en Q
i=l ~. i
y= 0 en E
y (x,0)= y o (x) en S2
Sean * a y B las funciones
r r
a(r)= p(x)c(s)ds , S(r)= k(s)ds
fo fo
Mediante el cambio de variable z= a(y) (válido si p>0
c>O), el problema sé transforma en : .
-es (a -1 (Z))= fat en Q
z= 0 en E
z(x, 0)= zo (x) zo (x)= a (y 0 (x))
Este último ya es del tipo 111 y para él el algoritmo I es
el siguiente :
siendo Y= 0 .a _ 1 .
n
2t
-WAz n = f+Oqn	e Q
z n (x,0)= z (x)
	
en 510
qn+1- Yw (zn +aqn ) en Q
Otros algoritmos para este problema pueden ver-
se en BERMUDEZ 111 .
5 .2 .- Problema de control por "feedback a pr iori" . (véase
BERMUDEZ-MORENO 121, 131
Se considera un problema de control frontera de
una ecuación del calor con condiciones de contorno de tipo
Neumann . Si se elige un control en bucle cerrado con con
signa zd (estado deseado) y ley el grafo maximal monótono :
-M si s<0
R(s)=~ [-M,M] si s=0
M si s>0
las ecuaciones que rigen el proceso son las siguientes :
- . CR(y
- zd ) en E
y(x,0)= y 0 (x) en S2
El algoritmo I para este problema, que es del




p 3t - E
	
aX. (k (y) aay )= 0i=1 i i
en Q
- ~ = w(yn_z d )+q n en E
y n (x,0)= yo (x) en S2
q n+1_ B w (Yn+aqn ) en E
5 .3 .- Solidificación del acero en colada continua .(véase
Se trata de un problema de Stefan con dos fases
que puede formularse de la manera siguiente ;
en Q
.Y = 0 en E 1 = r 1 -10,T1
k(y) a = g en
E 2= r2x 10,T1
y(x,0)= yo (x) en S2
Donde t1u r2= r,
f 1 (1t 2 = y H es un grafo maxi-
mal monótono en R 2 del tipo que muestra la figura, y que
es la función quq relaciona
temperatura con entalpía .
Definiendo B como en el ejemplo 5 .1 y efectuan-












z(x .0)= z0 (x)
	
en S2, z 0 (x)=S(y0(x))
para el cual el algoritmo 1 es el siguiente :
siendo G= H-0- 1 .
n n
w at -Az n = - ~ en Q
azn
a.v
= g en E 2
z n (x,0)= z (x) en 00
qn+1- Gw(z n
+aqn ) en Q
5 .4 .- Ecuaciones de Stokes . (TEMAN 111, THOMASSET 11I) .
Se trata del problema :
i
a -vAY+grad p= en Qat
y(x, 0)= y 0 (x) en S2
Si 1 designa la función indicatriz del subconjunto de
(L 2 (si)) N formado por el cero, este problema Puede formular
se de la manera siguiente :
aumentada .









-1Ayn-w grad(div yn)+grad p n= f en Q5-t-
yn (x,0)= y0 (X) en 9
n+1 n 1p = p - 1 div yn en Q
y coincide con el algoritmo de Uzawa para la lagrangiana
5 .5 .- Problemas de tiempo- de grada óptimo . (Véase
En ciertos problemas de tiempo' de parada óptimo
siendo A el óperador de
por :






2 i=1 axi axi
El algoritmo I es en este caso :
aparecen inecuaciones del tipo siguiente
át +Ay-f50
	
( át +Ay-f)(y-0)= 0
y= 0 en F, y(x,0)= yo (x) en S2
N N
donde Ay= - £ ax . (ai ax, )+ £ al aai,j=1 i ~ ~ i=1 i
y ~ es una función dada tal que X30 en £ .
Sea K el subconjunto de L2 (S2)
K= {ycL 2 (S2) Y : ~
y X K su función indicatriz ; entonces el problema planteado
puede formularse del modo siguiente :
át +Ay+9X K (Y) f
y= 0 en £
y(x,0)= yo (x) en S2
y para él, el algoritmo I es :
n
at +AYn+wy f -q
n
Y = 0 en £
Yn (x,0)= y o (x) en fi
C .p .d .}
qn+1 - qn _1 y n- _1 p ( 1 (yn qn ))+ :1 a K 1-aw +a
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