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ABSTRACT
The flow past a hannonically-oscillating delta wing is investigated using particle
image velocimetry (PIV). The overall objective is to detenmne if such oscillations are
effective in altering the development of the leading-edge vortex and decreasing the extent
of stall on the wing.
The flow structure is found to be highly dependent on the dimensionless frequency
of oscillation. Varying degrees of repeatability are observed; it is possible to generate
flow patterns that are locked-in with the forcing frequency, as well as half the forcing
frequency. In Fach case, the extent of the stall region is decreased relative to that on a
stationary wing at the same angle of attack.
Instantaneous velocity fields, contours of constant vorticity, and streamline
patterns are obtained in a plane parallel to the plane of synunetry of the wing at successive
instants of the wing motion. This approach provides a detailed description of the flow
topology. The circulation of the leading-edge vortex produced at various reduced
frequencies is evaluated from the corresponding field of velocity vectors. When the vortex
is in its most coherent state, the dimensionless circulation is essentially independent of the
frequency of oscillation.
1.0 INTRODUCTION
The unsteady aerodynamics of delta wings at high angle of attack has been the
subject of many investigations in recent years, as aircraft supennaneuverability has become
a priority. The flow structure is dominated by large-scale vortices fonned from the
leading-edge of the wing. The existence of these vortices allows relatively high lift to be
attained at high angle of attack. An understanding of the physics of these vortices is
necessary to develop appropriate techniques for their control.
~ At low angle of attack, two basic mechanisms contribute to the lift on a delta wing.
The potential flow past the wing induces a pressure difference between the suction
(downstream) and pressure (upstream) sides, giving rise to lift. In addition, existence of a
separated leading-edge vortex on the downstream side creates a suction pressure on the
surface of the wing, which provides lift enhancement. The percentage of the total lift due
to the leading-edge vortices generally increases with sweep angle (polhamus 1971)..
As the angle of attack increases, the lift is augmented as the leading-edge vortices
expand and move away from the surface of the wing. At sufficiently high angle of attack,
however, there is a sudden stagnation of the flow and a corresponding loss of lift. This is
associated with breakdown of the leading-edge vortex and/or separation of the flow from
the wing surface. A further increase in angle of attack causes the vortex breakdown
position to move upstream to the apex and the separated flow to extend over the entire
surface of the wing (Magness, Robinson, and Rockwell, 1989).
Two classes of control have emerged in attempts to alter the development and
evolution of the vorticity layer from the leading edge of the delta wing and/or to modify
the vortex breakdown process (Rockwell 1992). Local control takes the fonn of either
steady or perturbed blowing and/or suction at a specific location along the leading edge.
Global control, on the other hand, involves gross motion of the entire wing. In both types
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Iof control, the time scale of the perturbation is important in detennining the effectiveness
of the control. For periodic forcing functions, this time scale can be expressed as the
reduced frequency k* =1tfc/U, in which f is the frequency of the external forcing function,
c is the root chord and U is the freestream velocity. High frequency disturbances, i.e.,
those with very small time scales, are likely to cause small-scale vortical structures in the
separated vorticity layer. Consequently, the characteristic frequency of vortex breakdown
may be of the same order of magnitude as the high frequency perturbation. Larger time
scales generally correspond to the low frequencies of the stall region on the downstream
portion of the wing.
Local control involving steady blowing applied tangentially to the rounded leading-
edge of a delta wing can significantly increase the lift, as shown by Wood and Roberts
(1987). Gu, Robinson and Rockwell (1992) have demonstrated that unsteady suction and
blowing applied to a similar configuration can substantially retard the onset of vortex
breakdown and stall if the frequency of the control is on the order of one convective time
scale c/U. On the other hand, if the intent of the local control is to modify the structure of
the separating shear layer, much shorter time scales are effective. Gad-el-Hak and
Blackwelder (1985) showed that the structure of the shear layer shed from the leading
edge of a delta wing consists of discrete, small-scale vortices originating from the leading
edge. These smaller structures were observed to pair up and roll around one another
resulting in a single, larger vortex. In subsequent research, Gad-el-Hak and Blackwelder
(1987) sought to control the structure of the shear layer with unsteady injections from a
slot at a sharp leading edge. At proper perturbation amplitudes and frequencies, the
pairing process in the separated shear layer was enhanced and more organized large-scale
vortices were fonned. In addition to these approaches, a wide variety of localized steady
and unsteady blowing techniques and configurations have been employed to retard the
onset of vortex breakdown and stall past delta wings and forebodies of conical and
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cylindrical bodies, as reviewed in the works of Williams and Bernhardt (1990) and Gu,
Robinson and Rockwell (1992).
Global control involving motion of the entire wing has typically been applied at
longer time scales and larger ranges of angle of attack in order to alter the structure of the
i leading-edge vortex. The wide variety of investigations in this category are summarized
by Gad-el-Hak (1987), Magness, Robinson and Rockwell (1989), Lee and Ho (1990), and
Ashley, Katz, Jarrah and Vaneck (1991). The principal features of this type of control are
very substantial phase shifts between the wing motion and the location of vortex
breakdown. Moreover, the cross-sectional development (with time) of the leading-edge
vortex exhibits a substantial lag. There are certain equivalencies between unsteady motion
of a wing in a steady stream and an unsteady stream past a stationary wing. Gursul and
Ho (1990) showed that streamwise perturbations of the flow past delta wings of various
aspect ratios produced phase-averaged lift coefficients up to 2.8; the corresponding time-
averaged lift coefficients were as high as 1.8. If the leading-edge vortices remained in
place during the oscillation, the lift coefficients were not a function of reduced frequency.
This was the case for delta wings with low angle of attack and/or small aspect ratio.
However, for large aspect ratio wings at sufficiently high angle of attack, the vortex shed
from the leading-edge was convected towards the trailing-edge and the lift was found to
depend on the reduced frequency of the oscillating freestream. This study suggests that
analogous harmonic oscillations of the delta wing, as employed in the present
investigation, could produce similar results.
Most of the aforementioned research has been qualitative in nature. Dye or smoke
injection was commonly used to visualize the flow in the field of interest. Velocity
infonnation was obtained by phase-averaging point measurements at various locations
throughout the flow field. While these studies have furnished useful infonnation about
various classes of flow, a quantification of the instantaneous structure over the entire flow
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field would provide a more complete description and allow construction of the
corresponding vorticity and streamline patterns.
The goal of the present investigation is to study the classes of flow structure
associated with a hannonically-oscillating delta wing. Particle image velocimetry (PIV)
will be used to obtain two-dimensional velocity fields in a plane parallel to the wing
centerline. Of particular interest are the contours of constant vorticity and values of
circulation for the vorticity layer shed from the leading-edge. Moreover, the effect of
experimental parameters such as oscillation frequency and angle of attack of the delta
wing will be ascertained.
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2. EXPERIMENTAL SYSTEM AND TECHNIQUES
2.1 Experimental Apparatus
Experiments for this study were performed in a large water channel constructed of
optically transparent plexiglass with large inlet and exit holding tanks. A 2: 1 contraction is
located immediately downstream of the inlet tank. The test section is approximately 1
meter wide by 5 meters long with a typical water depth of 53 centimeters. The water flow
speed is controlled by adjusting the speed of the pump motor. For these experiments, the
channel speed was maintained at approximately 15 cm per second, but values up to 23 cm
Iper second are attainable.
A plan view of the basic experimental apparatus, consisting of a half-delta wing
attached to a rotating disk, is shown in figure 2.1. A detailed drawing of the delta wing is
shown in figure 2.2. The, flat, plexiglass wing has a thickness of 1.25 cm and leading
edges beveled at an angle of 15° on the upstream side. The thickness of the edge is 0.25
rom; it therefore can be considered a sharp leading-edge, ensuring a fixed separation point.
The characteristic aspect ratio, S, defmed as b2/A, where b is half the span and A is the
planform area, is 1.0. The root chord length, Co = 17.8 cm is much greater than the
thickness. The leading-edges are swept back from the apex at a sweep angle A = 45°.
This value of A represents a compromise between two extreme cases: a sweep angle of 0°,
for which the vorticity generated at the leading-edge is convected downstream; and a
sweep angle approaching 90°, for which leading-edge vortices tend to remain fixed over
the wing surface and the vorticity is transported through the center of the vortex in a
direction approximately parallel to the leading edge. The wing is mounted to a plexiglass
false wall to hold it away from the boundaries of the water channel, while bringing it close
enough to enable visualization through the channel wall, as illustrated in figure 2.1. The
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false wall has a 5: 1 elliptical leading edge; this curvature precludes separation from the
edge. The circular disk holding the wing is connected to a gear which is driven by a
Parker Compumotor via a chain. The gear ratio between the motor and the disk/wing
system is 3:11. This arrangement enables the wing to be oscillated smoothly about its own
axis. As shown in figure 2.3, the region of interest for the experiment is a plane parallel to
the centerline of the wing. This plane is isolated from the driver system by the false wall.
Oscillation of the delta wing is achieved via a Compumotor system, shown
schematically in figure 2.4. Computer profIles are generated to define the wing motion
and are input to the computer. The commands contained in these profIles are converted
into pulsed signals by an indexer and sent to the motor driver to characterize the position,
velocity, and acceleration of the wing. The driver produces the appropriate current levels
to actuate the Compumotor and thereby rotate the disk.
2.2 Experimental Techniques
Scanning particle image velocimetry (PIV) was utilized in this experimental study
to obtain velocity measurements throughout the flow field. The primary advantage of this
technique is the ability to produce quantitative, rather than qualitative, flow visualization.
However, since this quantitative information is acquired over an entire plane at a given
instant, it.hasadvantages over classical measurements at just a single point. Details of this
technique and Lehigh University's system are described by Corcoran (1992). Basically,
the PlY technique tracks the motion of 14 micron diameter particles suspended in the fluid
to determine the two-dimensional flow field. A laser sheet, approximately 1 mm in
thickness, is produced via a rotating mirror, and illuminates spherical, metallic-coated,
neutrally-bouyant particles. Multiple exposure images are taken of the flow field to record
7
Ithe displacements of the particles over known time intervals. Image processing employing
two fast-Fourier transforms produces the planar velocity field.
The laser-optical system used to create the laser sheet in this study corresponds to
the apparatus used by Corcoran (1992). A Lexel model 95A Argon laser produces a
multi-band laser beam in the range of 2-2.5 watts. The beam passes through a series of
optical lenses that focus the beam while maintaining its high intensity. It is then redirected
90 degrees by a turning mirror and onto the rotating mirror, manufactured by Lincoln
Laser Corp. This mirror consists of 72 facets around the perimeter of a circular disk and
creates a continuous vertical light sheet across the test section as it rotates. The entire
optical system, including the focusing lenses and the mirrors, are located on a table that
can slide along the length of the water channel. The turning mirror and the rotating mirror
are positioned on rails to allow translation of the laser sheet across the width of the
channel and therefore adjustment of the plane of interest. The· rotating mirror is driven by
a motor at 8.7 Hz to produce an effective scan frequency of 626.4 Hz. An external
square wave function generator was used in conjunction with the variable frequency motor
controller to improve control at lower rotational speeds.
Figure 2.5 shows the apparatus used to acquire the multi-exposure photographs.
A Nikon F4 (35 mm) camera, set to operate at a shutter speed of 1/125 second and an
aperture of 2.8, is mounted with ~ 105 mm lens on a tripod outside the test section. The
magnification M of the lens was calculated from the ratio of the length of the chord as it
appears in the image to the actual chord length and was found to be 0.2. This value is
appropriate to obtain an overview of the large-scale eddies in this experiment and results
in an effective physical resolution of 5.0 mm based on a 1.0 mm interrogation spot size.
(See section 2.4 for a explanation of the interrogation procedure.)
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The camera looks into a bias mirror which captures a reflection of the region of
interest. Oscillating the bias mirror adds a desired component of velocity to each particle
within the flow field. This is necessary for images containing reverse flow, which are not
suitable for optical processing. Adding a "bias velocity" decreases the dynamic range in
the region to permit proper interrogation of the image. A ramp function with a frequency
of 12 Hz and a peak to peak amplitude of 0.6 volts is generated by a General Scanning
Inc. scanner controller to oscillate the bias mirror. The actual bias added to the flow
ranged from 4.5 to 5.0 times the freestream velocity.
Oscillation of the bias mirror and opening of the camera shutter is synchronized
with the motion of the delta wing via the computer. The same computer control profiles
that actuate the Compumotor for the wing are also used to drive the bias mirror and
camera. A schematic of this system is shown in figure 2.6.
2.3 Field of Interest
The region of interest of the flow field on each image lies below the delta wing
(since a negative a was used in these experiments) and extends beyond the leading- and
trailing-edges. This region covers a distance of 1.38c, where c is the chord length in the
plane of the image. A schematic of a typical image, relative to the delta wing, is shown in
figure 2.7. The vertical height H of this region varies slightly from case to case, depending
on the position of the delta wing within the image. Values' of this height range from 0.62
:::; Hie:::; 0.71. Note that the field of interest does not extend all the way to the wing
surface. The distance between the wing surface and the top of the field of view is denoted
by £1 at the leading edge,and by £2 at the trailing edge in figure 2.7. The values of both £1
and £2 are less than 10 percent of the chorc;!c when the wing passes through or is held
stationary at its nominal angle of attack. When the wing is at its maximum or minimum
9
position of oscillation, the value of £1 is in the range 0 ~ £1 ~ 0.14c while £2 has values in
the range 0.048c ~ £2·~ 0.12c. In the physical setup, this region corresponds to the plane
illustrated in figures 2.1 and 2.3.
2.4 Interrogation Technique
The images obtained as film negatives via the aforementioned technique are
interrogated, or analyzed, using the system shown in figure 2.8. Software purchased from
Fluid Flow Diagnostics is used to guide the mechanical system and process the image.
The negative is placed in the ann of an x-y mechanical traverse which is moved by
two Klinger computer-controlled stepping motors. A He-Ne laser illuminates a 1.0 mm
diameter area of the negative, producing an interference pattern. This pattern is
transformed into Young's fringes after undergoing an optical Fourier transform. The
fringe pattern is captured and digitized by a COHU video camera, and then sent to the
computer's array processor. A second Fourier transfonn pelformed on the digitized image
within the array processor generates the two-dimensional velocity vector corresponding to
the illuminated region of the negative. A typical scan would traverse a 33 x 13 mm region
of the negative using a 66 x 26 point grid. The reader is referred to Corcoran (1992) for
further details of this interrogation process. The ratio of the interrogation step size to the
magnification gives an effective grid size fj.e / M = 2.5 mm in the physical plane based on a
0.5 mm interrogation grid size in the plane of the negative. This interrogation grid size is
1.5 % of the image width and between 3.3 and 3.8 % of the image height.
Once a preliminary velocity field is obtained from the raw data, it is filtered to
produce a complete, smooth field of velocity vectors. A constant Gaussian kernel = 1.3 is
applied in this filtering process, the details of which are explained by Landreth and Adrian
(1989). The filtered velocity field is then suitable to extract vorticity and streamline
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infonnation. Contours of constant vorticity were constructed via the program SURFER,
which fits a spline curve through data points of equal vorticity values without additional
fIltering. A tension factor of 0.07 was specified for the spline curve fits. Increasing the
value of the tension factor decreases the smoothness of the contours (Sampson, 1978).
The streamlines in the desired planes of flow are obtained by integrating the two-
dimensional velocity data in that plane. Thus, these "sectional streamlines" are neither true
instantaneous streamlines nor projections of them (Magness et aI, 1992). However, the
patterns are still useful to track the evolution of the flow structure over time.
In all subsequent plots of vorticity and streamlines, the freestream flow is from left_
.'~.~'
to right, positive vorticity (counter-clockwise) is indicated by solid curves, and negative
vorticity is indicated by dashed curves. The values of ffimin' ffimax' and ~ffi were
maintained constant throughout this study in order to allow comparison of different
regions of vorticity concentration. In the most concentrated vortex structures, the
distance between consecutive vOlticity contours corresponds to a minimum of one-fifth
the interrogation grid size in the plane of the negative, i.e., 0.1 mm.
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3. EXPERIMENTS AND INTERPRETATION OF RESULTS
3.1 Preliminary Experiments
Preliminary experiments were performed to visually ascertain the cases of primary
interest. Various combinations of nominal angle of attack, n, and oscillation frequency, f,
were examined to determine which would result in large-scale vortex formation close to
the wing surface. The angular displacement An during an oscillation is ±So,
corresponding to a displacement amplitude of the leading-edge of the. wing of
approximately 0.09 times the root chord co' The velocity amplitude Va of the leading
edge, oriented normal to the surface of the wing, depends on the rate of oscillation. For
dimensionless wing oscillation frequencies in the range 1.57 ~ k* ~ 3.14, the velocity
amplitude is in the range 0.059 ~ VafU ~ 0.12. Three values of dimensionless wing
oscillation frequency, k* = 1.57, 2.09, and 3.14, were chosen to study at a = 30°. One
value, namely k* =3.14, was also considered at 35 and 40 degrees nominal alpha to show
the effect of angle of attack. The resulting flow structure displayed varying degrees of
repeatability, which will be discussed in the following sections. Finally, images of the flow
field with the wing held stationary were acquired at each angle of attack in order to allow
comparison with the images obtained for the oscillating wing.
3.2 General Experimental Conditions
All experiments were performed on the half-delta wing described in the previous
section. To summarize, the primary dimensions are: sweep angle A =45 0, ro'ot chord Co
~.~'.
=17.8 em, thickness t =1.25 em and S =1.0 as illustrated in figure 2.2. All images were
taken in a plane located 0.45 Co (7.62 em) from the centerline of the delta wing, or
approximately 2.1 Co (38.1 em) from the channel wall. This plane is parallel to the
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centerline of the wing, as shown in figure 2.5. The channel speed was slowly increased to
a value U = 15 cm/sec, corresponding to a Reynolds Number Rec == 22,000 based on the
root chord. To begin the experiment, the delta wing was set at the desired a, then
allowed to oscillate through at least twenty cycles to ensure that the flow field had reached
a steady-state before any pictures were taken. The dimensionless frequency of the
oscillations of the wing were in the range 1.57 ~ k* ~ 3.14 in which
k* == 1tfco
U
where f is the frequency of the external forcing function, Co is the root chord and U is the
freestream velocity. The order of magnitude of k* was guided by the study of Oursul &
Ho (1991), in which very high lift coefficients were obtained for an airfoil in an unsteady
freestream oscillating at a reduced frequency near 1.0. This value was used as a starting
point in the preliminary study. However, since the oscillations in the present study were
tangential, not streamwise as in the study of Oursul and Ho (1991), somewhat different
values of k*were found to be effective.
Images during the experiment were obtained as follows. The delta wing was
initially set at a nominal angle of attack a = 30, 35 or 40 degrees and then oscillated at one
of the aforementioned values of k*. Photographs were taken with the 35 mm camera over
nine cycles of oscillation at the maximum, minimum and neutral positions of each cycle.
Figure 3.1 shows a schematic of the wing position at each camera firing, with positions A
and C marking the so-called neutral positions.
3.3 Topological Structure
Flow patterns may be characterized using the concepts of "critical point" theory.
A critical point is a point in the flow field where the streamline slope is indeterminate.
13
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Perry & Steiner (1987A) have compiled a "pictorial dictionary" of flow pattern features,
an excerpt of which is shown in figure 3.2. Several critical point patterns, as well as
closed bifurcation lines, or limit cycles, are included. A variety of these topological
features appear throughout the streamline patterns obtained in this investigation.
In general, existence of critical point patterns can lead to a physical interpretation
of the processes involved in vortex formation and shedding from a bluff body.
Furthermore, three-dimensional flow structures can be deduced from these patterns. For
example, an outward spiral, pictured in figure 3.2, implies an axial compression of a vortex
tube and is considered an unstable focus. Such a contraction often occurs for the case of a
• ~'J '"::c>;.,c ""
-='" -'leading edge vortex shed from a delta wing as the angle of attack is increased
Conversely, an inward spiral, or stable focus, indicates an axial stretching of a vortex tube.
(perry & Steiner, 1987A). It is important to note that the observed critical point patterns
obviously depend on the plane chosen, and care must be taken when extending these
patterns to three-dimensional physical processes that may be occurring in the flow.
A limit cycle also indicates three-dimensionality of the flow and can occur when a
vortex changes from a stable to an unstable focus or vice-versa. In his numerical study of
a pitching delta wing, Visbal (1991) observed such a topology. An analysis of Sullivan
(1959), based on a solution of the Navier-Stokes equations, led to the conclusion that a
limit cycle is ev~dence of the existence of a multi-cell vortex structure. However, limit
cycles observed in the present study are believed to be associated with the former
interpretation of Visbal (1991)...:- Finally, stagnation points in the flow appear as saddle
points or nodes in the streamline patterns. Further discJ!Won of the various topologies
<,-- < ' ,-q. '--
found in flow field-patterns will be given iti sub-sequent sections that describe the flow
structure observed in this study.
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3.4 Instantaneous Flow Structure for Moderate Angle of Attack
3.4.1 Angle of attack ex = 30 0; Reduced frequency k*= 1.57
For this case, the delta wing oscillated at a nominal angle of attack ex =30 0 and at
a dimensionless frequency k* = 1.57. The corresponding tip velocity amplitude of the
wing VJU =0.059. Images were taken as described above and shown schematically in
figure 2.5. Figure 3.3 shows instantaneous images for the four positions A, B, C, and D
during a typical cycle of oscillation and a representative instantaneous image with the wing
held stationary at ex =30 o. For each position, the out-of-plane vorticity contours and the
streamline patterns are shown.
Note that the image height H is larger for plots corresponding to the stationary
case than those for the oscillating cases. As described in section 2.3, the upper edge of the
image is a distance £ =£1 =£2 from the delta wing, where 0 ~ £ ~ O.lOc. (Refer to figure
2.7 for definition of parameters.) This value of £ for the stationary wing is comparable to
the values of £1 and £2 corresponding to images A through D. Therefore, the larger image
size for the stationary case results from extending the the interrogation region further
below the wing, rather than closer to the wing. The region 'of closed streamlines is thereby
included in the image.
The vorticity contours and streamline pattern for the stationary Wing indicate a
large stall region beneath the wing, characterized by a region of reverse flow in the
streamline pattern and the lack of a coherent leading-edge vortex in the· vorticity contour
plots. In contrast, note the large, coherent vortex structure in image B of figure 3.3, when
the wing has reached its maximum amplitude of the oscillation. The vorticity layer is
formed from the leading edge in a manner similar to the stationary case. In image B,
however, it evolves into a large-scale leading edge vortex located close to the surface of
15
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the wing. At later instants, shown in images C and D, the vortex moves downstream and
eventually reappears at the same point B in the next cycle of oscillation. Note that the
original vorticity layer fonned in image B actually consists of several smaller, discrete
concentrations of vorticity. This result is similar to that of Gad-el-Hak & Blackwelder
(1985), in which small vortices shed from the leading edge of a delta wing were seen to
roll around one another and fonn the large-scale, leading edge vortex. Likewise, the
discrete vortices seen in image B of figure 3.3 merge to fonn the large-scale vortex near
the wing surface. These (fiscrete vortices can be identified as Kelvin-Helmholtz
instabilities having their origin in the linearly-unstable shear layer, as described by
Monkewitz and Heurre (1982).
In image B, the streamline pattern corresponding to the large-scale vortex exhibits
the fonn of an outward spiral. Image C shows the inner portion of this spiral changing to
an inward spiral. The transition from an unstable to a stable focus results in a limit cycle
appearing in the streamline pattern of image C. In image D, the structure has evolved into
a completely stable focus, as represented by the inwardly spiraling streamlines. These
sectional streamline patterns cannot be taken as an indication of the axial compression or
extension of the large-scale leading edge vortex. Such an interpretation is conclusive only
if the plane of the laser sheet cuts the vortex orthogonally to its axis, as described by Perry
and Steiner (1987B). Similarly, critical points in a two-dimensional plane are not
necessarily indicative of critical points in the three-dimensional velocity field (Visbal,
1991).
The tendency of the streamlines to intersect in each of these images indicates the
existence of a saddle point. A particularly good example of this can be seen in the lower
middle portion of image A. The upper left portion of image D contains a point where
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several streamlines tenninate. This marks the location of a stagnation point in the flow
and is referred to as a node.
Also note the upstream intrusion of negative vorticity in image D. This
observation contrasts with that for the stationary wing, where no negative vorticity exists
in the upstream region of the flow.
3.4.2 Angle of attack a = 30 0; Reduced frequency k* = 2.09
Figure 3.4 shows the case for k* =2.09, corresponding to VJU =0.079. Again, a
large-scale vortex structure develops close to the wing surface, and the flow patterns
appear to repeat every cycle. The most coherent vortex occurs in image C of figure 3.4
and it is seen to travel downstream and away from the suction side of the wing in
subsequent images. The streamline patterns shown in images D, A, and B illustrate that
the leading edge vortex exhibits a stable focus as it evolves. However, in image C, which
corresponds to the instant of initial large-scale vortex formation, a limit cycle separates an
inward spiral from an outward spiral, similar to image C in figure 3.3. Saddle points and
nodes exist at several locations in the flow field of each image. For example, image D
contains a prominent node just left of the primary spiral. Saddle points are evident in the
center and right portions of image B.
Again, the vorticity layer originating from the leading edge is made up of smaller
vorticity concentrations as illustrated in images A through D. Following the evolution of
the vorticity layer from image B to image C, it is evident that it involves the rolling up of
these discrete vortices into a single, larger vortex. Also, note that the position of the wing
at the time of completion of the large-scale vortex formation is shifted to position C_a~ the
present value of k* =2.09 from position B at the value of k* =1.57, represented in figure
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3.3. More experiments are needed to detennine the relevance, if any, of this phase shift
A discernable trend with k* was not seen in this study.
3.4.3 Angle of attack <X =30 0; Reduced frequency k* =3.14
Figure 3.5 shows images from three consecutive cycles at a dimensionless
frequency k* =3.14, corresponding to a velocity amplitude VJU = 0.12. Each image
represents the same delta wing position during the oscillation; this position corresponds to
that of image C in figure 3.1. Flow field patterns in this case appear to repeat every other
cycle, ie. at the subharrnonic of the forcing frequency. Note the correlation between
images I and III, which occur two periods apart. Two strong concentrations of vorticity
are clearly seen in both images. Image II, however, shows a markedly different pattern,
which includes a strong negative vorticity concentration at the trailing edge but lacks the
strong vorticity concentration present in the center of images I and TIL
A similar phenomenon is illustrated in figure 3.6, when the wing is at its minimum
position. Once again, images I and III contain very similar patterns, particularly in the
streamlines, while the pattern of image II does not correspond. Images I and ill contain a
large-scale coherent vortex close to the wing surface. The associated single spiral in these
images does not exist in image II. Instead, two smaller spiral patterns can be seen in
image II, corresponding to two less coherent concentrations of vorticity. Since a large-
scale vorticity concentration exists in images I and III, but not in image II, the frequency
of large-scale vortex formation can be said to be hiUf the frequency of oscillation.
-~.~~-:,..
Furthermore, comparison of image I in figure 3.61"0 image B in figure 3.3 suggests that
increasing the oscillation frequency lir:tits the size of the vortex formed.
Fmally, several critical point patterns may be denoted in the streamline patterns of
figures 3.5 and 3.6. Each image in figure 3.5 contains a saddle point: specifically in the
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lower right portions of images I and III; and in the center of image II. Saddle points are
also apparent in the lower right portions if each image in figure 3.6. Perhaps more
interesting are the spiral patterns of figure 3.6. A definite inward spiral exists in the center
of image II. However, in images I and ill, a limit cycle separates an outward spiral from
an inward spiral. This distinct difference in critical point patterns is further evidence of the
subharmonic behavior of the flow structure for this case with k*=3.14.
3.5 Instantaneous versus Ensemble-Averaged Structure
The velocity fields corresponding to representative images from figures 3.3, 3.4
and 3.6 at values of k* = 1.57, 2.09, 3.14 and 0 were ensemble-averaged to obtain the
averaged vorticity contours and streamline patterns. Figure 3.7 compares typical
instantaneous vorticity fields with their corresponding averaged field. In each case, the
averaged image was determined from four instantaneous images obtained at the same
dimensionless frequency and delta wing position. Note that the contour plots shown for
each oscillating case in figure 3.8 correspond to the images containing the large, coherent
vortex structures in previous figures. (See figures 3.3, 3.4 and 3.6.)
While the same general patterns exist in the averaged and instantaneous plots for
each case, considerably lower levels of vorticity are seen in the averaged contours. For
example, the outline of the vorticity layer originating from the leading edge in the
instantaneous image for k* = 1.57 matches that in the averaged image. However, the
contours in ~he instantaneous image contain much higher levels of vorticity. Evidently, the
location of small-scale, higher level vortices formed during oscillation is not consistent
from cycle to cycle. In contrast, the large-scale vortices appear in both the instantaneous
and averaged contour plots, indicating that their formation is regular. This fact is
significant Not only is there repetition, but this repeated formation of large-scale vortices
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close to the wing may produce enhanced, phase- (ensemble-)averaged lift Elimination of
some vorticity levels is also seen when comparing the instantaneous and averaged
contours for the stationary wing (images g and h), although it is less dramatic.
Figure 3.8 shows the streamline patterns associated with each of the images in
figure 3.7. Inspection of the streamlines reveals no substantial difference between the
patterns obtained from the instantaneous and averaged velocity fields. For instance, the
instantaneous and averaged streamline patterns corresponding to k* = 2.09 are very
similar, suggesting that vorticity contour plots provide a more reliable indication of the
instantaneous flow structure than the corresponding streamline patterns.
The loss of information resulting from ensemble-averaging several instantaneous
images from these experiments suggests that a similar phenomenon may be occurring
when point measurements are taken with a single probe in a flow field. In that type of
study, the values obtained at each location are averaged over several cycles.
Consequently, the sort of small-scale structures visible in the instantaneous images
obtained via PIV would"not be detected.
3.6 Cycle-Averaged Structure
The four images constituting a complete oscillation cycle were ensemble-averaged
to determine the dominant, averaged structure for that cycle. The vorticity contours and
streamlines for several cases are shown in figure 3.9. As for previous cases, the delta wing
was oscillated about 30° at various values of dimensionless frequency k*. Note that two
~~ se~ of images are shown for k* = 3.14 in figure 3.9. Since repetition occurred at the
~ .'-"';'".~
subharmonic of the forcing frequency, two representative types of flow structure were
seen as the wing oscillated at k* = 3.14. The vorticity and streamline patterns
representing the average of just one cycle are quite different than that of two adjacent
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cycles at this dimensionless frequency. The vorticity and streamline patterns for a
stationary delta wing at 30° are also shown for comparison.
Note that, after cycle-averaging, the vorticity contours for the oscillating delta
wing in figure 3.9 approach that of the stationary, or stalled, wing. The amount of
negative vorticity near the trailing-edge is greater, however, when the wing oscillates. As
demonstrated via the results of Section 3.5, averaging has eliminated most of the small-
scale vortices and lowered the vorticity levels overall. For k*= 1.57, the vorticity pattern
is similar to the shear layer pattern shed from the stationary wing, but is more clustered.
This difference is reflected in the streamline patterns. (It is also interesting to note that the
cycle-averaged vorticity pattern for the case of k* = 1.57 is remarkably similar to that of
k* = 2.09, not shown in this figure.)
The existence of a coherent vortex structure m the vorticity contour plot
corresponding to the average of one cycle at k* =3.14 suggests that the large-scale vortex
seen in images I and III in figure 3.6 is prevalent throughout the entire cycle. However,
this coherent structure is lost when the average of two cycles is considered. This is due to
the fact that no coherent vortex is formed in the second type of cycle associated with
image II of figure 3.6. The resulting averaged vorticity and streamline patterns show
striking resemblance to the patterns produced when the wing is held stationary.
This consideration of cycle-averaged structures re-emphasizes the points made in
the previous section regarding the loss of information caused by using averaging
techniques to obtain flow field patterns. Much of the small-scale structure present in the
instantaneous images is eliminated by the averaging process.
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3.7 Effect of Angle of Attack
Following the procedure used in previous experiments, the delta wing was set at a
nominal a = 35° or 40°, compared to a = 30° in the preceding cases, and forced to
oscillate at a dimensionless frequency k* = 3.14. Images were obtained at the four
positions indicated in figure 3.1 as the wing moved through several cycles. In general, the
large-scale, leading edge vortices produced by oscillations at these higher values of a are
smaller relative to those seen at a. =30°. While the patterns produced in both cases were
very regular, no large-scale vortex is revealed near the wing.
Figure 3.10 compare.s the averaged contours of constant vorticity and the averaged
streamline patterns for the oscillating wing to the averaged patterns for a stationary wing
at the same angle of attack. Each averaged image was obtained by ensemble-averaging
four instantaneous images. The images shown for an oscillating wing correspond to the
wing passing through a neutral position (point C in figure 3.1). Inspection of the vorticity
patterns when the wing is oscillating at 35° and 40° shows that the leading edge vortices
roll up closer to the wing surface than when the wing is stationary. At a. = 35°, the
vorticity layer formed at the leading edge curls towards the wing whereas the vorticity
layer in the stationary case moves out and down in the direction of the freest:ream. A
similar observation can be made when the images corresponding to a. =40° are compared.
Also, the reverse flow evident in the streamline patterns for the stationary wing is not seen
in patterns for the oscillating wing. Therefore, unsteady wing motion again seems to
decrease the extent of the stall regiQn. However, the effects are less dramatic at higher
angles of attack (a =35° and 40°) than at a =30°.
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3.8 Circulation Calculations
The value of circulation associated with a vortical structure provides further
quantitative infonnation on the foregoing observations. The goal of this analysis is to
compute the circulation r:
where if is the velocity at a given point and ~ de represents the line integral around a
specified closed circuit. The software V3 (Robinson, 1992) was used to define a closed
path consisting of a finite number of straight line segments and to calculate the circulation.
Given a path, V3 finds the four previously defmed interrogation grid points surrounding
each path segment endpoint. The inclination, ~, to a reference horizontal and the length
d1 are then calculated for each segment. Next, a two-dimensional (bicubic) spline
interpolation using the known vectors at neighboring grid points is perfonned to give the u
and v velocity components at the segment endpoint. This type of interpolation actually
consists of two, one-dimensional splines for each component, one across the row of the
grid and one down the column. Cubic splines guarantee continuity of the second
derivative and are generally more stable than other interpolation techniques (Numerical
Recipes, 1989). Once u and v are known for each path segment, r may be calculated
,
Since d1 is constant for any given segment, the expression for circulation may be
written a~:
N XI+1
r ='Lde J(UCOS~k +vsin ~k)dx
k=1 XI
where N is the number of segments comprising the contour. That is, the circulation is
calculated as the sum of the vel9city vector tangent to each segment times the length of
that segment. The integrals are computed by the Romberg method (Numerical Recipes,
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1989). Finally, in order to relate this calculated value of circulation from V3 to the
physical flow fIeld, it is non-dimensionalized by the freestream velocity U and the delta
wing chord c at the plane of the image.
Figure 3.11 shows the non-dimensional circulation r = r I Uc plotted as a function
of path radius rIc for k* = 1.57, 2.09, and 3.14. Note that fIgure 3.lla is plotted on a
logarithmic ordinate whereas fIgure 3.11b uses a linear scale. For each k* at 30°, a
representative image containing a vorticity concentration that defmes a large-scale vortex
structure was selected for the circulation calculation. A fInite number of segments is
employed to approximate several concentric circles. In this case, the length of anyone
path segment is no larger than one interrogation grid size. The "center" of the paths is
chosen to correspond to the center of the the vorticity concentration, indicated by the
center of the streamline pattern spiral for each image, and the path radius r is varied in the
range 2.4% c ~ r ~ 24% c (0.5mm to 5.0 mm). The maximum value of r was limited by
the size of the image itself, since calculation results near the image boundaries (within one
interrogation grid space) are not reliable. Two sources of error cause the uncertainty in
calculations near the boundaries: (1) Error associated with the velocity data due to
previous fIltering and interpolation; (2) Additional interpolation error when calculationg
the velocity vector tangent to the path. If this vector lies within one grid space of the
border, then fewer data points are available for the spline curve fIt used to obtain the
interpolated value for the circulation calculation.
As the radius r increases in each case shown in fIgure 3.11, the dimensionless
circulation r also increases, approaching a value on the order of 1.0. This trend is shown
~ _._., <, •.t;:
clearly in fIgure 3.11a. The slight discrepancy among the curves at lower r values is most
likely due to error in the calculation. However, at larger values of r, more data is included
in the r calculation, thereby increasing the accuracy of the calculation.
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4.0 CONCLUSIONS
This series of experiments is the fIrst investigation of a harmonically-oscillating
three-dimensional wing in which the flow structure is described via a quantitative flow
visualization technique, namely particle image velocimetry (PlY). The essential fIndings of
this study are summarized in the following.
Harmonic oscillation of a delta wing at high angle of attack can decrease
substantially the extent of the stall region. This is evidenced by roll-up of the vorticity
layer from the leading-edge into a large-scale vortex structure close to the wing surface
during part of the oscillation cycle. Persistence of this large-scale structure over
successive cycles of oscillation suggests a corresponding increase in phase-averaged lift.
The particular flow structure produced by oscillation of the wing and the degree of
- repeatlbility depend on the dimensionless oscillation frequency k*.
Two basic, highly repeatable, modes of response of the flow structure were
observed. The fIrst involves repetitive patterns of large-scale vortex formation locked-in
to the wing motion at the forcing frequency. The second mode involves repetitive
patterns every other cycle of the wing motion, i.e. at the subhannonic of the forcing
frequency. The advantage of the subharmonic response is that the time-(cycle-) averaged
flow structure shows greater organization relative to that of the locked-in or the stationary
cases.
Patterns of instantaneous sectional-streamlines over a cross-section of the leading-
edge vortex exhibit several types of topological structures. These patterns are helpful in
identifying various physical processes in the~d. However, the topology of these
sectional streamlines must be interpreted carefully when the axis of the vortex is not
orthogonal to the plane of observation.
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Limitations of traditional ensemble-averaging techniques are exposed by
considering successive patterns of instantaneous velocity fields. Small-scale vortical
structures in the flow that are not repeatable from cycle to cycle are "averaged out", and
the overall vorticity levels are lowered, indicating that PIV is more effective for capturing
the true instantaneous flow fields than traditional techniques such as hot wire or laser-
Doppler anemometry.
Finally, the dimensionless circulation rlVc, in which U is the freestream velocity
and c is the chord, was calculated for the large-scale, leading-edge vortices. As the area
covered by the circulation calculation was increased, the value of dimensionless circulation
increased, approaching a value of the order of flUc = 1.0 for several values of reduced
frequency considered at a given value of mean angle of attack. The variation of
circulation with radius of the calculation circuit appears to be independent of reduced
frequency.
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