Fitting distributions to data has a long history and many different procedures have been advocated. Although models like normal, log-normal and gamma lead to a wide variety of distribution shapes, they do not provide the degree of generality that is frequently desirable (Hahn & Shapiro, 1967) . To formally represent a set of data by an empirical distribution, Johnson (1949) derived a system of curves with the flexibility to cover a wide variety of shapes. Methods available to estimate the parameters of the Johnson distribution are discussed, and a new approach to estimate the four parameters of the Johnson family is proposed. The estimate makes use of both the maximum likelihood procedure and least square theory. The new MLE-Least Square approach is compared with other two commonly used methods. A simulation study shows that the MLE-Least square approach provides better results for B S , U S and L S families.
and Quantile method (Wheeler, 1980) . A new approach is proposed for the estimation of Johnson parameters and is compard to other methods. For additional reerences, see Drapper (1952) , Hill (1976) , Hahn and Shapiro (1967) , George, et al (2009 
The U S curves are unbounded and cover the t and normal distributions, among others. Using the fact that, after the transformation in (2.1), Z follows standard normal distribution, the probability density function (pdf) of each of the family in the Johnson system can be derived. If X follows the Johnson distribution and
similarly, for the B S family, the pdf is, 
In general the pdf of X is given by, 
The parameter estimates for the B S distribution = log log / 2 log(2 ) 
where g is the mean and ) (g var is the variance of the values of g defined in (2.6).
The partial derivatives of the loglikelihood with respect to ξ and λ are not simple. Storer (1987) presents a lengthy strategy for obtaining the solutions of these parameters. In the maximum likelihood estimation method, Kamziah, et al. (1999) applied the NewtonRaphson iteration to maximize the log likelihood of the Johnson distribution. They observed that, for some samples, the log likelihood function does not have a local maximum with respect to parameters ξ and λ . This non-regularity of the likelihood function caused occasional nonconvergence of the Newton-Raphson iteration that was used to maximize the log-likelihood (Hosking, 1985) The least squares method is applied herein to estimate parameters ξ and λ . From Solving the normal equations results in
where x is the mean of x -quantiles and z is the mean of z -quantiles used in the above equations. Starting with some initial values of ξ and λ , these initial values may be taken as the estimates obtained by any one of the previous methods. The estimates of γ and δ are then calculated using equations (3.2) and (3.3). After the estimates of γ and δ are obtained, equations (3.5) and (3.6) can be used to revise the ξ and λ estimates. Now these steps may be repeated, each time using the most recent estimates; the Residual Sum of Squares(RSS) can be tracked and, after a few steps, the estimate with minimum RSS value selected.
For the L S family, consider the transformation in equation (2.2), so that there are only 3 parameters included. The probability density function can be given by,
The likelihood function is,
Setting the partial derivative of log-likelihood with respect to δ to zero we get,
which can be written as, 
