Large water clusters are of particular interest because of their connection to liquid water and the intricate hydrogen bonding networks they possess. Generally, clusters above (H 2 O) 25 are cage-like; however, the diversity of their hydrogen bonding can be enormous and is related to the stability of the cluster. Two main challenges for understanding hydrogen bonding networks are how to determine a few low energy minima in the extremely rugged energy surface of large water clusters and how to rationalize the relative stability of different structures of a cluster based on simple chemical concepts, particularly when they are very close in energy. In the current work, an improved version of the Monte Carlo Temperature Basin Paving (MCTBP) method has been used to find low energy structures of (H 2 O) 32 and (H 2 O) 33 as an answer to the first challenge. Previously, the MCTBP method has been applied to large water clusters with reasonable success.
Introduction
The different forms of water have drawn signicant attention from researchers for the last several decades as water inuences most of the chemical and biological processes in nature. Knowledge of water clusters can be important because they bridge the properties of gas and liquid phase water. Large water clusters are characterized by their diverse hydrogen bonding (HB) network; however, how the HB network changes as a function of the size of cluster is not fully understood. A suitable strategy to understand this problem could be to nd structures of water clusters as a function of their size, then rationalize their stability in terms of their HB network and electronic properties; however, because of the uxional nature of the clusters, the number of possible structures for a particular sized water cluster is enormous. A major research thrust has been nding low energy structures of water clusters using various optimization techniques. Structural optimizations have been challenging due to the presence of a large number of stationary points on the potential energy surface of the cluster. Rationalizing the relative stability of the low energy structures can be done from a quantum mechanical (QM) approach, although for larger water clusters it is very time consuming. As part of our continuing effort to understand water clusters, we consider (H 2 O) 32 and (H 2 O) 33 in this work with a focus on nding low energy structures using a Monte Carlo (MC) based scheme and rationalizing the stability of a cluster with the quantum theory of atoms in molecules (QTAIM) method.
1
Both theoretical and experimental investigations have been done by different authors on neutral and ionized water clusters and water clusters with other molecules. As the current work is on pure water clusters, we are mostly restricting the discussion to some representative previous works related to pure water clusters. Wales et al. studied the structural and thermodynamical properties of water clusters of 8 and 20 molecules using a molecular dynamics simulation. Maheshwari et al. performed Hartree-Fock (HF) and density functional theory (DFT) calculations on water clusters with 8 to 20 molecules. 5 The Fragment Molecular Orbital (FMO) approach has been applied by the Gordon group on water clusters with 16, 20, 32 and 64 molecules. 6 Li et al. used DFT to understand small water clusters 7 and worked on large water clusters with 30 to 48 molecules with MC based scheme plus DFT calculations. 8 Molecular orbital analysis and energy decomposition analysis has been done by Wang et al. at the DFT and post-HF levels to understand the HB characteristics in water dimer. 9 Yang et al. have carried out vibrational frequency analysis of HB in water clusters (H 2 O) n (n ¼ 6 to 21) and have shown the presence of strong HB in low energy water clusters. 10 Iwata et al. used a locally-projected molecular orbital method to understand the cooperative role of charge transfer and dispersion terms in HB networks in water clusters. 11 Bako et al. studied the hierarchy of cooperative effect of HB, characteristics of HB, and dipole moment in water monomer, small sized clusters, and large cage-like clusters. 12 The Bandyopadhyay group examined structures of larger water clusters in several works. [13] [14] [15] The Gadre group has also examined water clusters using both ab initio and molecular tailoring approaches.
5,16,17
Xantheas et al. have performed high level ab initio calculations on water clusters. [18] [19] [20] [21] [22] [23] [24] [25] Anick also investigated polyhedral water clusters in several works. 26, 27 The Shields group looked into water cluster formation (for (H 2 O) n , n ¼ 2 to 10) using a combination of molecular dynamics and MP2 calculations, and characterized anharmonicity in the vibrational frequency in water clusters of 1 to 10 molecules.
28,29
Among the experimental works, the Saykally group applied tetrahertz laser vibration-rotation tunneling spectroscopy to characterize the cage forms of water hexamer and later studied the dipole moment of water molecules in clusters with 2-8 molecules using ab initio calculations and Monte Carlo simulations. 30 , 31 Cruzan et al. used far-infrared vibration-rotation tunneling spectroscopy to study HB cooperativity of the water tetramer. 32 Nauta and Miller studied water hexamer in liquid helium with infrared spectroscopy and proposed formation of a cyclic form over a cage structure of water hexamer.
33 Dombrovsky et al. studied the infrared irradiation of water droplet clusters levitating over a heated water surface. 34 Hamashima et al. measured infra-red spectra of phenol-water clusters to determine the variation in the free OH frequency of water as a function of cluster size. 35 The complex HB network in water clusters can be described by graph theory, as used by several authors. Radhakrishnan et al. used the concept of graph theory in analyzing the HB network in water clusters. 36 Later, several authors have applied a graph theoretical based method to understand topologically distinct water clusters. [37] [38] [39] Brinkmann has done extensive work for generating all possible HB networks using graph theory up to a water cluster consisting of 32 molecules. 40 Akase et al. analyzed graphs of water clusters in MC simulations to understand the dipole moment and HB pattern. 41 Shrivastava et al. successfully applied the graph theoretical method to analyze water clusters obtained from simulations.
42
Exploring the rugged potential energy surface and locating the low energy minima from the surface is a difficult optimization problem. Chill et al. have benchmarked different optimization techniques for nding local minima and transition states in different molecular clusters, including a water cluster of 20 molecules. 43 Takeuchi used interior, surface, orientation, and HB arrangement operators to move water molecules in his optimization algorithm. 44 Goedecker developed a minima hopping method which Kazachenko et al. further modied for water cluster optimization of (H 2 O) n n # 37.
45, 46 The diffusion equation method (DEM) was applied for optimization of water clusters up to 8 molecules by Wawak et al. 47 MC techniques have been widely used in many of the optimization problems. Tsai et al. and the Gordon group have applied a MC simulated annealing method in optimizing a water cluster structure with TIP4P and Effective Fragment Potential (EFP), respectively.
48,49
Kemp and Gordon studied the effect of dipole moment in small and large water clusters using the EFP potential. 50 Kazimirski and Buch used a molecular dynamics simulation and MC method on large water clusters. 51 One of the well-known MC optimization techniques, basin hopping, was rst applied to water clusters by Wales et al. on (H 2 O) n , n # 21. 52 Kabrede did vibrational modes analysis in the basin hopping technique using TIP4P potential for water cluster optimization. 53 Zhan et al. combined basin hopping and the energy landscape method to develop a basin paving method. 54 Bandyopadhyay applied the basin paving method on water clusters of (H 2 O) n , n ¼ 20, 50.
13 Shanker et al. made a modication of the basin paving method to develop the MC temperature basin paving (MCTBP) method.
14 In the MCTBP method, the total energy range is divided into bins and an effective temperature is dened for each bin. The temperature of a bin depends on the number of times it is visited during MC sampling. Use of this effective temperature in the MC acceptance/rejection scheme signicantly increases the efficiency of the method. Later, dissimilarity index (DSI) analysis was coupled with the MCTBP method to prohibit the system from repeatedly visiting a similar structure.
15
The original MCTBP method has some shortcomings; higher energy structures are more likely to be reached through a MC move due to the acceptance/rejection condition in the method. In our current work, we have improved the MCTBP method and demonstrated the new method is more efficient in locating the low energy structures for both (H 2 O) 32 and (H 2 O) 33 . In the rest of the manuscript, the original and improved MCTBP method will be denoted by OM and IM, respectively. We have found 3 new structures lower in energy than the lowest energy structure obtained by the Hertke group for (H 2 O) 32 (ref. 55 ) and we successfully located 10 new low energy structures for (H 2 O) 33 than the lowest energy structures found by the Hertke 55 and Thakkar 46 groups at the EFP level of calculation. For the best 10 structures, we have performed DFT calculations with several functionals and MP2 calculations. Aer nding the low energy structures, we have used energy decomposition analysis using QTAIM method to rationalize the stability of the lowest energy structures we obtained for both the clusters. In particular, the stabilization energy and polarized charge of each atom for every water molecule in the cluster have been calculated using the QTAIM method. In general, larger polarized charge on an oxygen atom was found to result in more stabilization of the water compared to an isolated water molecule. The schematic illustration about the computational procedures used in this paper is given in Scheme 1.
Methodology

MCTBP method and its shortcomings
Several MC based algorithms, like basin hopping and basin paving, have been used by different authors to nd low energy structures for different molecules. 52, 54 In these methods, aer each MC move the structure is minimized to its nearest local minimum and MC acceptance/rejection is done between the minima only. One of the improvements in the basin hopping method was proposed by Shanker et al., termed as the MC temperature basin paving method (MCTBP).
14 Here, the total energy range in which the structures are searched was divided into a small number of bins. An effective temperature is dened for each bin and that temperature changes as given in eqn (1) .
In eqn (1), T(E,t) is the temperature of the bin with energy E at MC step t, T initial is the initial temperature, H(E,t) is obtained by populating the bins with each visit during the simulation, and C 00 is a scaling parameter. A new state aer a MC move was accepted or rejected with the acceptance probability given in eqn (2) .
In eqn (2), b old ¼ 1/kT old , k and T old are the Boltzmann constant and temperature of the old state, respectively, and E new and E old are the energy of new and old state, respectively. A cooling factor was also introduced to keep the temperature of the bins within a predened value by eqn (3).
In eqn (3), int converts the oating point value to the lowest integer and CF is a constant factor. The MCTBP method has been quite successful for coming out of deep potential wells in the energy surface; 14, 56 however, it may still visit the same state repeatedly before coming out, decreasing the efficiency of the method. In a subsequent work, Rakshit et al. introduced dissimilarity index (DSI) analysis with the MCTBP method Scheme 1 Schematic illustration about the flow of our computational procedures used in this paper.
(WDSI method). 15 In the DSI method as applied by Kazimirski and Buch, 51 all the oxygen-oxygen pair distances are calculated and sorted in ascending or descending order to get a vector of n(n À 1)/2 distances for n number of oxygen atoms from both structures. Then, the distance between these two vectors gives the DSI value. In the WDSI method, a DSI threshold value was set; if the new structure fell within the threshold value it was rejected immediately. This essentially eliminates nding similar structures multiple times.
In the MCTBP method, the energy histogram takes a bell shape where energy bins in the middle are more populated than both sides, as shown in the ESI Fig. S1 † for a trajectory obtained from an optimization run of (H 2 O) 32 . As a result, energy bins in the middle of the energy range have a higher temperature than the other energy bins. As the density of states of a molecular system increases sharply as a function of energy, 57 a random move from a structure with an energy lower than the energy in the middle of the histogram has more probability to end up at a structure higher in energy. Moreover, because of the particular acceptance/rejection condition (eqn (2)), even a state with very high energy can be accepted as the temperature of only the old state is considered. As clearly seen in Fig. S1 , † sampling a low energy structure around À310 kcal mol À1 can result in a move to the middle of the histogram above À300 kcal mol À1 . This indicates that there is more chance of acceptance of higher energy states through the acceptance/rejection condition used in the MCTBP method. More frequent temperature cooling, as shown in eqn (3), may solve this problem to some extent. We have also devised two methods to circumvent this problem as described below. Method 1. Initially, for (H 2 O) 32 we ran four simulations to construct trajectories with the OM method and collected the 8 lowest energy structures. In the new set of simulations using OM method, whenever the system moved into a high-energy region (dened later) and stayed there for a long time (dened later) we moved the system to any one of the 8 lowest energy structures mentioned before. Then, stable structures are searched again starting from structures in the low energy region. The more frequently we move the system to low energy structures the more it will explore the low energy regions. Whenever we observed new structures lower in energy than those 8 structures, we added that structure to that list and moved the system to one of the structures in the updated list if it stayed in the higher energy region for a long time.
Method 2. We observed a certain drop in energy whenever we lowered the temperature of all energy bins to its initial value. ESI Fig. S2 † shows the temperature and energy of a (H 2 O) 33 trajectory where temperature is reduced to its initial value whenever it reaches an effective temperature of 50 000 K. We can see from the gure that the energy of the system drops suddenly with the sudden drop in temperature. This happens because as the temperature of all the bins is small (e.g., 300 K), high energy structures are not easily accepted in the MC scheme. As mentioned before, sampling occurs mostly in bins that are more populated and in the central part of the energy histogram. We tried to incorporate the population of the energy bins in the acceptance probability so that it samples in the low energy region. For this we calculated the probability of each bin (Prob i ) from previous OM trajectories by normalizing the energy histogram averaged over the OM trajectories. Then, we used this in the new acceptance probability given in eqn (4) .
In eqn (4), C is a constant, Prob old and Prob new are probabilities of the old and new energy bins, respectively, calculated from the previous trajectories, and the other symbols have same meaning as those in eqn (2) .
In this improved MCTBP method (IM), structures are accepted according to the acceptance/rejection condition in eqn (4) . If Prob new is greater than Prob old , then the exponential becomes smaller and the acceptance probability decreases. Thus, it does not easily accept a new state in a higher energy bin which usually has high probability; it hinders the system from jumping into energy bins in the middle of the histogram with higher temperatures.
Graph theoretical representation of water clusters
Water molecules are connected through HB in water clusters and the HB network can be represented by a graph. Each water molecule can be considered to be a node and the HB between water molecules can be considered an edge in the graph.
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Almost always, a node can have a maximum of 4 connections with other water molecules in the cluster. A node can have two hydrogen bonds from the lone pair electrons on the oxygen atom to two H atoms on other nodes, and two H atoms accepting hydrogen bonds from other water molecules. As such, a water molecule has 4 degrees; two out-degrees and two indegrees. Water clusters can be expressed as directed or undirected graphs depending on whether the directionality of the HB is considered or not, respectively. Directed graphs are called digraphs. ESI Fig. S3 † shows an example of directed and undirected graphs for (H 2 O) 4 . We can predict similarity or dissimilarity between two oxygen frames of two different water clusters of the same size by checking the isomorphism between two undirected graphs. Checking the similarity in the HB pattern will require examination of the digraphs.
Quantum theory of atoms in molecules
Aer obtaining the low energy structures we were interested to know the properties of the structures using quantum mechanical calculations. The stability of each conformation is usually determined by intermolecular interaction energies between component molecules. For these purposes, Kitaura-Morokuma energy decomposition analysis is one of the well-known methods. 58 In this method, the energy of the system can be decomposed into exchange repulsion, charge transfer (CT) attraction, polarization, and electrostatic interactions based on all molecular pairs; however, there is also a term (the mixing term) that cannot be exactly classied into these components. Unfortunately, this mixing term increases with an increase in the size of the water cluster. This results in the Kitaura-Morokuma decomposition analysis (as implemented in GAMESS program package 59 ) to fail, sometimes even for (H 2 O) n (n $ 6) in our calculations.
On the other hand, the total energy of the system can be divided into atomic energies by applying the QTAIM method proposed by Bader et al., in which electron densities are divided into each atomic region by the so-called "zero-ux" interatomic surface S(r) determined by Vr(r)$n(r) ¼ 0 for every point on the surface S(r)
where n(r) is the unit vector normal to the surface at r and Vr(r) the gradient vector eld of the electron density. Since Vr(r) is tangent to its gradient path at every point r, it is perpendicular to n(r) and their dot product vanishes. Using the QTAIM method, the most stable clusters in our calculations at the M06-2x/6-311+G(d,p) level were successfully analyzed, even for (H 2 O) 33 clusters, to investigate relationships between stabilization energies of atoms and topologies of HB networks. Electron densities were evaluated by Kohn-Sham wave functions, constructed at the M06-2x/6-311+G(d,p) 60 level of theory using the Gaussian09 package 61 and energy decomposition analysis by the QTAIM method 62 carried out using the AIMAll program package.
63
The differences between the total energy and the sum of decomposed atomic energies were less than 0.77 kcal mol À1 for the (H 2 O) 32 and (H 2 O) 33 clusters (see ESI Tables ST1 and ST2 †) .
To visualize the stabilities of each atomic energy, relative energies based on the isolated water molecule were visualized 62,64 using the VMD program.
65
As is widely known, each water molecule can form four hydrogen bonds, except in rare cases where it may form 5 hydrogen bonds (not considered in the current work), in which two of them are hydrogen accepting (H-accepting) interactions from neighboring water molecules and two are hydrogen donating (H-donating) interactions to neighbors. Therefore, the topological index is dened in this paper so that the i-th water molecule with both NA (NA # 2) H-accepting and ND (ND # 2) H-donating interactions are denoted as wi(NA,ND) to distinguish water molecules with different patterns of HB networks. Some important topological indexes associated with typical HB patterns are given in Fig. 1 .
Details of the simulation
We have used the Effective Fragment Potential (EFP) potential 66 implemented in the GAMESS program package 59 for optimization and energy calculations of water clusters. We have also reoptimized structures obtained by other groups with the EFP potential for comparison with our structures. We can divide the water molecules in large water clusters, e.g., (H 2 O) 32 and (H 2 O) 33 , in two main groups; those near the middle of the cluster and those at the surface of the cluster. The arrangement of the HB network in the center of the cluster can be said to dene the core frame of the structure. To generate a completely different structure, water molecules near the center should be moved to create a different HB network at the center of the structure. As such, in our current work, we selectively moved some randomly selected water molecules in the center and on the surface of the cluster. We moved a maximum of up to 12 water molecules at a time; at rst 1 to 5 water molecules were moved near the center, then the rest were moved at the surface. Both random rotational and translational moves were given to these selected water molecules. We coupled the center and surface moves in our simulation in different ways. Translational moves were varied between 0.5Å and 0.8Å and rotational moves were varied between 100 and 120 degrees in different simulations. We did not see signicant difference in results over this range of translational and rotational move sets.
We ran 7 trajectories of (H 2 O) 32 and 5 trajectories of (H 2 O) 33 with the OM method. Then, in some trajectories of (H 2 O) 32 , we successively forced the system to visit some low energy structures during the simulation whenever the system sampled a high energy region for a long time. We initially choose a set of 8 structures within the range from À313.00 to À315. 55 33 it was divided from À330 kcal mol À1 to À280 kcal mol À1 with a bin size of 0.5 kcal mol À1 . The constant C in eqn (4) was given a value from 100 to 130 in different simulations to increase the efficiency of the new acceptance probability. In the IM method, we reduced the temperature to the initial value whenever any bin reached the maximum temperature threshold value, which was set between 7000 K and 10 000 K in different simulations.
Results and discussion
Comparison between the original-MCTBP (OM) and the improved-MCTBP (IM) methods translational movements of water molecules, were kept same for both trajectories. We can clearly see from the gure that the IM method visited the states below À310 kcal mol À1 more frequently than the OM method. Also, the OM method visited high energy states over À295 kcal mol À1 more frequently than the IM method. In rare occasions, the IM method went over the À295 kcal mol À1 energy range, suggesting the IM method tends to explore the lower energy region more frequently than the OM method. Table 1 describes how many times the system visited low energy structures within 5 kcal mol À1 and 10 kcal mol À1 of the lowest energy structure determined by the group of Thakkar (T structure) for (H 2 O) 32 for both methods. We can see that the IM method more frequently visited structures within 5 and 10 kcal mol À1 of the T structure compared to the OM method. From all the trajectories, we found a total of 1607 structures from the OM method within 5 kcal mol À1 of the T structure, among them 95 were found to be DSI unique structures when ltered with a DSI threshold value of 1Å. In contrast, for the IM method we found a total of 3157 structures within a 5 kcal mol À1 range of T structure, among them 300
were unique when ltered with the same way. Fig. 3 shows the histogram of energy for both the trajectories; the blue color represents the OM method and red denes the IM method. We can clearly see from this gure that the IM method samples more frequently in the low energy region compared to the OM method, as the histogram shied towards the le side of the former method.
Result from trajectories of (H 2 O) 32
Our goal was to nd new structures of (H 2 O) 32 lower in energy than the structures reported by the groups of Thakkar 46 and Hertke 55 (T and H structures, respectively). In this part of the manuscript, we compare our results to these two structures. We obtained all the structures from all trajectories of different methods as described in the Methodology section. Table 2 describes the 10 unique lowest energy structures for (H 2 O) 32 with their respective radii of gyration values, energies and DSI values relative to T and H structures. The radius of gyration value gives us an idea about the compactness and span of the structures. Only the oxygen frame of the structures is used for calculation of the radius of gyration for a cluster with n water molecules using the eqn 6.
In eqn (6), R g stands for the radius of gyration and r c and r i dene the center of mass of the oxygen frame and position of ith oxygen atom in the water cluster, respectively. The structures were ltered with a DSI threshold value of 1Å. We found three structures lower in energy than the H structure, but did not NT5  NT10  NT5  NT10   1000  15  126  0  12  5000  15  226  30  343  10 000  15  310  35  572  15 000  15  409  35  843  25 000  18  629  35  1446  35 000  18  806  35  1970  45 000  18  968  82  3280 observe any structures lower in energy than the T structure; however, structure number one has almost the same energy as the T structure. We can see the 10 new structures have high DSI values with both T and H structure (2 to 5Å) but their R g values differ only a little ($0.1Å). This indicates that the T and H structures reside in a very different structural space from the 10 lowest energy structures obtained. In our simulation, we have not been able to search that particular structural space when starting the trajectories from random structures. As a result, we gave a large amount of rotational and translational movement to the T and H structures and took those distorted structures as input structures for the IM method. We got back the T and H structures from those trajectories within almost 200 MC steps;
however, as the simulation proceeded those structures were not located again. Table 3 gives the statistics of selected IM trajectories. Fig. 4 shows the three unique low energy structures of (H 2 O) 32 found below the H structure. The values in the gure indicate the relative energies of those structures from the T structure. We checked the isomorphism between the undirected graphs of the 10 unique lowest energy structures obtained from simulation and found all the structures have different oxygen frames. This suggests all the low energy structures we found are unique. Water clusters with the same undirected graph can have different directed graphs. This means different water clusters can have the same oxygen frame but different HB networks. ESI Table ST3 † represents the number of different HB networks found for each unique oxygen frame. We can see that structures with different HB networks correspond to the same oxygen frames of T and H structures were found; however, diversity in the HB networks found for the oxygen frames of these two structures is much less than the diversity of the HB network for the rest of the oxygen frames listed in ESI Table ST3 . † The number of structures with different HB networks are greater than 20 in most of the oxygen frames. For the oxygen frame of the second lowest structure obtained in this work, the number of structures with different HB networks was found to be 193.
Result from trajectories of (H 2 O) 33
For (H 2 O) 33 , we compared our results with the lowest energy structures reported in ref. 46 and 55. For simplicity, we are denoting these two structures T33 and H33, respectively. Table 4 shows the details of the IM trajectories for (H 2 O) 33 . We started the simulations from different low energy structures. For all the trajectories we obtained structures lower in energy than T33 and H33. We also ran a few trajectories where we gave large random rotational and translational displacements to structures T33 and H33 and took the resulting structures as initial structures for the IM trajectories. We obtained those two structures from the trajectories and also found structures lower in energy. 32 . Graph isomorphism analysis between the undirected graphs of these 10 lowest energy structures showed that they have different oxygen frames. 32 using the IM method. Energy of initial structure, E initial , number of total MC steps, N total , number of accepted steps, N acc , energy of minimum structure, E min , number of steps for finding minimum structure, N min , and number of structures above 5 kcal mol À1 of the T structures, NT5, are listed other HB network with the same oxygen frames of the low energy structure H33 were found. On the other hand, we have located eight different HB networks for the oxygen frame of the structure T33. The number of structures with different HB networks for (H 2 O) 33 corresponding to the same oxygen frame are quite smaller than in the case of (H 2 O) 32 . This may be because we have run more trajectories for (H 2 O) 32 than (H 2 O) 33 .
We also compared the features of our structures with those obtained in ref. 8 . In that work, structures of water cluster of size 30 to 48 were obtained by using Monte Carlo search and then optimized the obtained structures at the DFT level of theory. The authors found that mean adjacent oxygen-oxygen distance, R O-O varies from 2.8Å to 2.81Å for most favorable structures irrespective of the size of the cluster. They also reported the average H-bond distance is around 1.81Å for different types of clusters of (H 2 O) 33 . Whereas lowest energy structure of (H 2 O) 32 obtained by us (Fig. 4(a) ) have R O-O of 2.88Å and average H-bond distance of 1.97Å. The average R O-O and Hbond values over 10 new lowest energy structures are found to be 2.87Å and 1.95Å, respectively. The lowest energy structure of (H 2 O) 33 ( Fig. 5(a) ) has average R O-O and H-bond values of 2.88Å and 1.96Å, respectively. Averaging over 10 lowest energy structures of (H 2 O) 33 give the same value as found for the lowest energy structure. We optimized our structures with EFP method whereas structures of ref. 8 are optimized at DFT level of theory. 33 . EFP energy, E EFP , relative energy from T33 structure, DE T , DSI from T33 and H33 structure, DSI(T) and DSI(H), and radius of gyration, R g , are listed a This structure is depicted in Fig. 5(a) . b This structure is depicted in Fig. 5(b) .
c This structure is depicted in Fig. 5(c) . d This structure is depicted in Fig. 5(d) .
e This structure is depicted in Fig. 5(e) . f This is T33 structure.
g This is H33 structure. Table 6 Calculated energies by HF, M06-2x and MP2 level of theory for low energy structures of (H 2 O) 32 . DE represents relative energies based on the minimum energy structure This structure is depicted in Fig. 4(a) . This structure is depicted in Fig. 4(b) . This structure is depicted in Fig. 4(c) .
This is H structure.
f This structure is depicted in Fig. 5(a) .
g This structure is depicted in Fig. 5 
(b).
h This structure is depicted in Fig. 5(c) .
i This structure is depicted in Fig. 5 
(d).
j This structure is depicted in Fig. 5(e) .
k This is T33 structure. This may be one of the reasons of the difference in R O-O and Hbond values between their and our structures. The topology of the structure plays a major role in stability of the structure. Ref. 8 showed the average number of water molecules with two-coordinated H-bond, three-coordinated Hbond and four-coordinated H-bond for low energy structure of (H 2 O) 33 are 1, 22 and 10, respectively (Fig. 2 of ref. 8) . The lowest energy structure of (H 2 O) 33 obtained by us has number of water molecules with two-coordinated H-bond, three-coordinated Hbond and four-coordinated H-bond as 1, 18, and 14. And when averaged over 10 lowest energy structure of (H 2 O) 33 the above values came as 0.7, 18.9, and 13.1. So we can clearly see that our water clusters have more water with four-coordinated H-bond than reported in ref. 8. The total number of H-bonds (56) in our lowest energy structure for (H 2 O) 33 is two more than that for the lowest energy structure reported in ref. 8 .
Rationalizing the relative stability of different structures with the QTAIM method
Aer locating several low energy structures for (H 2 O) 32 and (H 2 O) 33 we focused our attention on the details of the electronic effect on the stability of the water cluster structures. We also tried to relate stability to the HB topology indices described previously.
Relative energies of the 10 lowest energy structures optimized by EFP potentials, as well as the H and T structures, are summarized in Table 6a and b using EFP, RHF/aug-cc-pVDZ, M06-2x/aug-cc-pVDZ, M06-2x/6-311G(d,p), M06-2x/6-311+G(d,p), and MP2/aug-cc-pVDZ levels of theory. Although the orders of stability are different from each other, the most stable structures are predicted as structures 1 and 11 (listed in Table 6 ) by MP2/aug-cc-pVDZ//EFP level for (H 2 O) 32 and (H 2 O) 33 , respectively. Although QTAIM analysis failed at MP2/aug-cc-pVDZ and M06-2x/aug-cc-pVDZ levels due to the large number of basis sets, M06-2x/6-311+G(d,p) was successfully applied for energy decompositions. Our calculation showed that energy differences are overestimated without diffuse functions such as the M06-2x/6-311G(d,p) level, they are improved by including diffuse functions like M06-2x/6-311+G(d,p), and the most stable structures by MP2/aug-cc-pVDZ could be reproduced by M06-2x/ 6-311+G(d,p) calculations. Accordingly, we have decided to use the M06-2x/6-311+G(d,p) level of theory in the following QTAIM analysis.
The relative energies DE and charges DQ of atoms based on isolated water are summarized in Tables 7 and 8 , as calculated by the QTAIM method, as well as the topological indices of water molecules. The stability of atoms for the most stable structure are shown in Fig. 6 , in which the absolute values of DE for each atom were indicated by the radius of the sphere and stabilized and destabilized atoms were distinguished by red and blue colors, respectively. Interestingly, Fig. 6 shows that atoms in water molecules close to the center of the cluster are particularly stabilized or destabilized relative to those outside the cluster. For example, the DE of an O atom in w6, w7, w10, and w15 has a large negative value below À70.0 kcal mol À1 for the (H 2 O) 32 cluster in Table 7 , illustrated by the large size of red spheres in Fig. 6(a) . Similar trends were observed in the (H 2 O) 33 cluster. From a structural point of view, although most inside water molecules have four hydrogen bonds, free dangling bonds can be detected in the surface region. Such HB networks should have inuence on the electronic structures and atomic energies. The QTAIM analysis conrmed that the total polarized charge DQ(sum) in each water molecule was quite small, less than ca. 0.010e, as seen in Table 7 . Nevertheless, the absolute value of polarized O and H atomic charges in water molecules were 0.011-0.150e, which were larger than the DQ(sum), representing transfer of charge between molecules. Therefore, stabilities of each molecule were related to polarized charges induced by surrounding water molecules. Of note, the CT effects were also included in the atomic energies in the QTAIM analysis, in contrast to the Kitaura-Morokuma energy decomposition scheme.
Relationships between stabilities and positions of atoms in the water cluster are particularly important for understanding the role of HB networks in the cluster. Since a number of polarized charges are affecting atomic energies, polarized atomic charges are plotted against atomic energies in Fig. 7 . Thus, it was found that atomic energies are proportional to the polarized atomic charges for all atoms in the cluster, regardless of their different positions or orientations, especially for H atoms. Increased electron density on an atom decreases its energy. A least square tting approach indicates that slopes of the correlation plots for O atoms were 486. 4 33 , respectively. Applying the simplest model that DQ(sum) is zero, which means that the total charge of the water molecules is conserved in the cluster, DQ of an O atom should be exactly same as the negative sign of the sum of the DQ of the H atoms. Then, the polarization of water molecules causes the stabilization of water since the slope of the O atom is larger than that of the H atom, and the DQ of the O atom shows more important effects on molecular stabilities. Therefore, the relationships between polarized charges of the O atoms and topologies of the HB networks should be investigated.
Although an O atom in the i-th water molecule can bind to positively charged H atoms in neighboring waters via lone pairs as hydrogen bonds, directions of these hydrogen bonds are not parallel to the OH bonds, resulting in rather weak OH bond polarization. On the other hand, each H atom can also form a hydrogen bond with the negatively charged O atom on a neighbor, which is parallel to the OH bond, and a large polarization is induced in the OH bond. Therefore, the number of H-donating interactions (ND) is more efficient for the polarized charges on O atoms than the number of H-accepting interactions (NA), as seen in Fig. 7(a) . Since any hydrogen bonds can increase the electron density on an O atom under the simple assumption that the amount of CT would be small enough, water molecules indicated by wi(2,2) have the most negative charges on the O atom, followed by wi(1,2), wi(2,1) and wi (1, 1) , consistent with the results in Fig. 7(a) . As a consequence, the most stable water molecules in (H 2 O) 32 and (H 2 O) 33 were w10(2,2) and w31(2,2), respectively, which have two H-donating and two H-accepting interactions resulting in large negative O charges.
The environmental effects on the polarization of H atoms are somewhat different from the O atom. Charges on H atoms become more positive only if one H atom makes a hydrogen bond because the cooperative effects suppress OH polarization due to cumulative negative charges on the O atom when two H atoms form hydrogen bonds simultaneously. Similar to the discussion of the O atom, the polarized charge becomes more positive when NA is 2. This is the reason why wi(2,1) shows the most positive values on the H atoms, as seen in Fig. 7(b) . In the other words, the H atom in wi(2,1) becomes the most unstable.
In addition to topological information of hydrogen bonds in a given molecule, the amount of charges on the counter molecule is important to determine the OH polarization. A H atom tends to bind with an O atom with a large negative charge density. Therefore, H atoms in the most stable water, w15 (2, 2) in (H 2 O) 32 , have two hydrogen bonds with O atoms in both w21(2,2) and w25(2,2), which are expected to have highly negative charges on the O atoms. The same situation was observed in the most stable water, w6(2,2) in (H 2 O) 33 , which bonds to O atoms in w5(2,2) and w17 (2, 2) . According to these considerations, O atoms with large negative charges tend to be in water molecules with four hydrogen bonds where two Hdonating interactions are formed with O atoms in w(2,2) type of water molecules. This is the reason why atoms in water molecules close to the center of the cluster are particularly stabilized or destabilized relative to those outside the cluster, as seen in Fig. 6 .
In principle, polarized atomic charges can be evaluated by the external electrostatic potential of the atoms, which include information about both environmental charges and interatomic distances associated with hydrogen bonds, as is suggested by charge response kernel (CRK) approximations by Iuchi et al.
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According to CRK approximation of a water molecule, the electron density on the H1 atom is affected by the external electrostatic potential on the H1 atom and the electrostatic potential on the H2 atom, in the amount of about 15% of the H1 potentials. Recently, the charge and dipole response kernel (CDRK) method was proposed by one of the authors, 68 which can successfully evaluate the polarization of molecules in the molecular assembly where polarized atomic charges and dipoles are explicitly derived using the external electrostatic potentials and elds on atoms in the molecule. Fig. 8 shows the comparison of polarized atomic charges evaluated by the CDRK method with the QTAIM charges. The CDRK polarized charges could reasonably reproduce the QTAIM results with a good correlation coefficient of over 0.99 for both (H 2 O) 32 and (H 2 O) 33 clusters, although the slopes were somewhat different. In addition, the polarized charges on a given atom can be decomposed into contributions of each surrounded molecule by adapting the CDRK approach. The decomposition analyses were performed on the most stable structure for both size of clusters (see ESI Fig. S4 †) . In this gure, coordinated water molecules were classied into the rst (0Å & R OO < 3.2Å), second (3.2Å & R OO < 5.6Å), and third (5.6Å & R OO ) solvation shell by the interatomic distance between oxygen atoms R OO based on the radial distribution function in the liquid water.
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Coordinated molecules in the rst, second, and third solvation shells inuence to the target molecule by 65%, 30%, and 5%, respectively as a whole for (H 2 O) 32 cluster. In contrast, each molecule in the rst, second, and third solvation shells inu-ence to the target molecule by 16%/molecule, 2%/molecule, and 0.4%/molecule, respectively for (H 2 O) 32 . In the same manner, water molecules in the rst, second, and third shell contribute 67%, 27%, and 6%, respectively as a whole, and then each molecule in each shell contribute 17%/molecule, 1.5%/molecule, and 0.6%/molecule, respectively for (H 2 O) 33 . These results conrm that the atomic stabilization energies are dominantly stabilized by the rst solvation water molecules though hydrogen bonds. Then the second hydration shell is almost as important for determining the charges on rst shell of water molecules that inuence the stability of atoms in the target molecule.
Conclusion
In the current work, two large water clusters (H 2 O) 32 and (H 2 O) 33 are investigated using MCTBP and QTAIM methods. The improved MCTBP approach successfully and efficiently found many low energy structures. We determined a structure with almost the same energy as that of ref. 46 for (H 2 O) 32 and several structures lower in energy than that determined by Bandow et al. Rationalization of the stability of the most stable structures found in this work was carried out using the polarized charge on each water molecule in a cluster. The stability of clusters can be rationalized by the HB topology and the amount of charge on each atom (relative to that of an isolated water molecule) of the cluster. This work conrms that a combination of MCTBP and QTAIM can be an excellent tool to nd important stable structures and examine the properties of large water clusters.
