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K ivonat A bizonytalansagot jelölő kifejezesek automatikus azonosítása 
napjaink egyik intenzíven vizsgalt terölete a szamítogepes nyelveszeti ku- 
tatasokban. Ebben a cikkben bem utatjuk magyar nyelvű annotált kor­
puszunkat, melyben kezzel bejelöltök a nyelvi bizonytalanság kölönfele 
fajtáit jelzo nyelvi elemeket. A korpusz arra is lehetoseget kánal, hogy 
beszamoljunk az elsű, magyar nyelvű bizonytalansagazonosíto gepi ta- 
nuláo rendszer eredmáenyeirűol.
Kulcsszavak: informaciákinyerés, szemantika, korpusz
1. B ev ezetés
A bizonytalanságot jelolo kifejezések automatikus azonosítása napjaink számí­
tógépes nyelvészeti kutatasanak egyik fontos problémaköre [1]. A feladat fon­
tossaga abban rejlik, hogy a kölönfele számítogepes nyelveszeti alkalmazasokban 
lenyegi szerep jut a tenyszerű es a bizonytalan, illetve tagadott informaciá meg- 
kölönboztetesenek, hiszen peldaul informáciokinyeres es szemantikus kereses ese­
teben a felhasznalonak többnyire tenyszerű informaciora van szöksege, így alkal­
mazástól föggoen a rendszer vagy kiszűri a bizonytalan /  tagadott szovegrészeket, 
vagy pedig a tenyektűl elkölömtve adja űket vissza a felhasznalonak. A proble- 
mára eddig elsodlegesen angol nyelvű szövegeken nyújtottak megoldasokat [1,2]. 
Ebben a cikkben bemutatjuk kezzel annotált, magyar nyelvű bizonytalansagi 
korpuszunkat, es beszámolunk az elso eredmenyekrol a nyelvi bizonytalansagot 
jelölo elemek automatikus felismerésetól magyar nyelvű szovegekben.
2. A  b izon yta lanság  típu sa i
A nyelvi bizonytalansáagot hagyomaányosan a mondat szemantikáajáahoz szoktáak 
kotni, azonban vannak olyan bizonytalansagot jelzo nyelvi elemek is, melyek 
ezzel szemben a mondat (kozles) kontextusában -  diskurzusbeli tenyezoknek
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köszönhetően -  válnak többértelművé. Például a Lehet, hogy esik az eső mon­
dat alapján nem tudjuk eldönteni, hogy esik-e az eső (szemantikai bizonyta­
lanság), viszont a Számos kutató szerint az M SZNY a legjobb magyar konferen­
cia mondatból az nem derül ki, hogy po ntosan kinek (illetve hany kutatának) a 
veiemenyerol esik szá, így a küzles forrása marad bizonytalan (diskurzusszintő 
bizonytalanság). Ebben a cikkben követjük a [2], illetve [3] cikkekben felvazolt 
osztályozast a bizonytalansag külonbozo fajtaira nezve, illetve a magyar nyelvre 
alkalmazzuk azt, annotaciás elveinket a fentiek alapján kialakítva.
A szemantikai bizonytalanságnak tobb osztálya is letezik. Egy propozáciá 
episztemikusan bizonytalannak szamát, ha a vilagtudasunk alapján nem tud­
juk eldonteni ebben a pillanatban, hogy igaz-e vagy hamis. Ugyanez igaz a 
hipotetikus bizonytalansáagra is, ide sorolhatoák a feltáeteles mondatok, illetve a 
vizsgalati bizonytalanság -  utóbbi külonosen tudomanyos cikkekben gyakori, hi­
szen a kutatási kerdest gyakran a vizsgálati bizonytalanság nyelvi eszkozeivel 
fogalmazzak meg a szerzok. A modalitas nem episztemikus típusai (peldaul do- 
xasztikus bizonytalansag, mely a hiedelmekkel függ ossze, illetve a dinamikus 
modalitas külünbüzo fajtái, melyek tübbek kozütt a szüksegszerőseghez kap- 
csoláodnak) szintáen ebbe a nagyob csoportba sorolhatáok.
A diskurzusszintő bizonytalansagnak harom osztályat külonböztethetjük meg 
[3]. Eloszor, a weasel kifejezesekhez nem tudunk egyertelmően forróst rendelni 
(azaz nem tudjuk, kihez kothető az adott informacio), mas esetben pedig hianyzik 
a kozlesbol egy fontos es relevans informacioreszlet, amely azonban az adott 
helyzetben szükseges lenne. Másodszor, a hedge szavak homalyossa teszik bizo­
nyos mennyisegek vagy minosegek pontos jelenteset. Harmadszor, a peacock ki- 
fejezesek bizonyítatlan (vagy bizonyíthatatlan) ertókeleseket, minosítéseket vagy 
tálzasokat fejeznek ki.
A bizonytalansagot jelzo kulcsszavakra itt mutatunk nehany peldat:
E pisztem ik u s: Lehet, hogy esik.
D inam ikus: Mennem kell.
D üxasztikus: Azt hiszi, hogy a Fold lapos.
V izsgalat: A felvetel manipuláltsagárál vizsgálatot folytattak .
F elt ét el es: Ha esik, itthon maradunk.
W ea sel : Egyesek szerint inkább megszallást kellene mondani.
H e d g e : A belga lakosság kb. 10%-a el Brüsszelben.
P ea cüCK: Apafi negy evet keserves tatár fogságban toltott.
Az angolra alkalmazott osztályozast valtoztarósok nelkül vettük at a ma­
gyarra, azonban a magyar nyelv sajatsagainak megfeleloően az annotacios elve­
ket nemileg atalakítottuk. Peldaul az episztemikus bizonytalansagot a magyar­
ban igen gyakran a -hat/-het kepzo fejezi ki, míg az angolban ez segedigek (pl. 
can, may) hasznalaróval történik. Ezekben az esetekben az angol korpuszban a 
segediget jeloltük meg mint bizonytalanságot jelzo elemet, a magyarban azon­
ban a teljes szoalakot, mivel a kepzo külün címkezesere nem volt lehetosegünk 
morfemakra bontott nyelvi adatbazisok hájan.
Szeged, 2014. január 16-17. 101
A [2] és [3] munkákhoz hasonlóan e cikkben is a diskurzusszintű bizonyta­
lanság mindhárom fajtajaval, illetve a szemantikus bizonytalanság négy fajtájaval 
(episztemikus, vizsgalati, felteteles es doxasztikus) foglalkozunk.
3. K apcsolódó irodalom
A bizonytalansagot jelzo nyelvi elemek vizsgalata napjaink szamítogepes nyelve- 
szeti kutatásainak egyik nepszerű temája. Ezt jelzi többek között a CoNLL-2010 
verseny megrendezese, melynek temaja a nyelvi bizonytalanság azonosítasa volt 
biolágiai cikkekben es Wikipedia-szocikkekben, angol nyelven [1], illetve a Comp­
utational Linguistics folyoirat tematikus kölonszama (Vol. 38, No. 2), melyet 
a bizonytalansag es tagadas automatikus azonositasanak szenteltek. Az eddigi 
vizsgalatok túlnyomorészt az angol nyelv köre csoportosulnak, es elsődlegesen 
újsaghíreket, biologiai publikaciokat vagy orvosi dokumentumokat, illetve Wiki- 
pedia-szocikkeket elemeznek (vo. [2,4,5]).
A felögyelt gepi tanulási eljárasok megkovetelik egy annotalt korpusz letet. 
Noha szamos, bizonytalansagra epített korpusz ekhheto a vilagban (a teljesseg 
igenye nelköl megemlítve nehanyat: BioScope [6], Genia [4], FactBank [5], a 
CoNLL-2010 verseny korpuszai [1]), ezek azonban angol nyelvűek. A magyar 
nyelvű kutatasok egyik fontos elokeszöleti lepesenek bizonyult tehat egy kezzel 
annotalt, magyar nyelvű adatbazis elkeszítese, melyben nyelvesz szakertok be- 
jeloltek a bizonytalanságot jelzo nyelvi elemeket.
A bizonytalansagot azonosítá rendszerek eleinte szakertoi szabályok alapjan 
műkodtek (pl. [7,8]), az utóbbi idoben azonban gepi tanulasra epölnek, többnyire 
felögyelt tanulasi modszereket hásznosítvá (pl. [9,10] es a CoNLL-2010 versenyen 
reszt vevo rendszerek [1]). A legutóbbi tendenciákkal osszhangban e cikkben 
bemutatunk egy felögyelt tanulásra epölo modellt, mely gazdag jellemzoterrel 
rendelkezik: lexikai, morfologiai, szintaktikai es szemantikai jegyekre egyaránt 
epít, tovabba kontextualis jellemzoket is figyelembe vesz.
4. A  korpusz
A hUnCertainty korpusz magyar nyelvű Wikipedia-szocikkekbol all, osszesen 
1081 bekezdest, 9722 mondatot es 180 000 tokent tartalmaz. A szovegek kivaloga- 
tása során összegyűjtottök a legtipikusabb angol nyelvű bizonytalan kulcsszavak 
magyar megfeleloit, majd az olyan bekezdesek keröltek bele a korpuszba, amelyek 
legalabb egyet tartalmaztak e kulcsszavak kozul. Mindemellett olyan bekezdesek 
is a korpusz rászet kepezik, amelyek nem tartalmazták ezen kulcsszavak egyiket 
sem, ágy törekedve a korpuszbeli adatok kiegyensMyozottsagara.
A korpuszban kezzel jeloltök meg a bizonytalansagert felelős nyelvi elemek 
(kulcsszavak) tobb fajtájat. A korpuszban előfordul0 kulcsszavak aranyat az 1. 
tablázat mutatja.
Mint lathato, a korpuszban a diskurzusszintű bizonytalansag kulcsszavai do- 
minalnak. Ez osszhangban van a korábban angol nyelvű Wikipedia-szácikkeken
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elért eredményekkel [3], így valószínűleg a kulcsszavak ilyen eloszlása a Wi- 
kipédia-szövegek sajátja nyelvtől függetlenül.
1. táblázat. Bizonytalanságot jelzű kulcsszavak.
Kulcsszó típusa # % Eltero kulcsszavak szama
Hedge 2100 35,12 439
Weasel 2150 35,95 598
Peacock 788 13,18 400
Diskurzusszintű Összesen 5038 84,25 1437
Episztemikus 441 7,37 184
Doxasztikus 316 5,28 67
Felteteles 154 2,58 46
Vizsgalat 31 0,52 22
Szemantikus Összesen 942 15,75 319
Összesen 5980 100 1756
Ha a mondatok szintjen vizsgaljuk a bizonytalansagot, azt talaljuk, hogy 
a korpuszban 3710 (39,22%) bizonytalan mondat szerepel (azaz legalább egy 
kulcsszót tartalmaznak). Ezek közül 3344 mondat tartalmaz diskurzusszintű bi­
zonytalansagot jelolo kulcsszot (35,35%), es 746 pedig szemantikus bizonyta- 
lansagra utalo kulcsszot (7,89%).
A 2. tablazat foglalja össze a leggyakoribb magyar episztemikus es doxaszti- 
kus kulcsszavakat. Az elsű tíz kulcsszo adja az osszes elűfordulas 42 es 79%-át 
ezen kulcsszavak eseteben. Mivel a felteteles es a vizsgalati kulcsszavak nem mu­
tatnak nagy valtozatossagot a korpuszban, csak a legalabb haromszor elűfordulo 
elemeket soroljuk fel itt: a vizsgál es tanulmányoz szavak adjak a vizsgalati kulcs­
szavak 29%-at, illetve a ha, akkor es amennyiben szavak a felteteles kulcsszavak 
68%-at.
2. táblázat. A leggyakoribb episztemikus és doxasztikus kulcsszavak.
Episztemikus # % Doxasztikus # %
valószínűleg 79 17,87 szerint 151 47,63
talán 28 6,33 ta rt 25 7,89
feltehetőleg 15 3,39 tekint 19 5,99
állítólag 14 3,17 állít 18 5,68
feltehetűó 11 2,49 vel 10 3,15
lehet 10 2,26 tulajdonít 7 2,21
lehetseges 10 2,26 gondol 6 1,89
feltetelez 7 1,58 tesz 5 1,58
tekinthetűó 7 1,58 hisz 4 1,26
lehetőseg 6 1,36 vall 4 1,26
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A 3. táblázatban találhatók meg a leggyakoribb, diskurzusszintű bizonyta­
lanságot jelölő kulcsszavak. A tíz leggyakoribb kulcsszó az esetek 40, 31 és 26%-át 
fedi lé á weasel, hedge és peacock előfordulásoknak.
3. táblázat. A leggyakoribb diskurzusszintő kulcsszavak.
Weasel #  % Hedge # % Peácock #  %
számos 150 8,60 általában 127 6,18 fontos 50 6,36
egyes 134 7,68 gyákrán 119 5,79 jelentős 39 4,96
egyik 118 6,76 később 99 4,82 ismert 25 3,18
más 100 5,73 nágyon 50 2,43 híres 23 2,93
nehány 66 3,78 főleg 47 2,29 nágy 17 2,16
különböző 34 1,95 nágy 46 2,24 kiemelkedo 15 1,91
egyeb 29 1,66 igen 43 2,09 komoly 11 1,40
sok 27 1,55 nehány 40 1,95 eros 10 1,27
bizonyos 22 1,26 főkent 37 1,80 kiváló 9 1,15
többek között 19 1,09 mintegy 36 1,75 egyszerő 9 1,15
Néhány kulcsszó több bizonytalansági osztályt is jelölhet, ugyanakkor a kulcs­
szavak nem minden elOfordulasa jelöl ténylegesen bizonytalansagot az adott kon­
textusban. Az elso esetre pelda a nagy szo, amely hedge es peacock kulcsszo is 
lehet attol föggően, hogy fizikai vagy minosegi nagysagra utal-e. A masodik esetet 
illusztrálja az igen szo: hatarozoszokent elofordulhat hedge-kent, mondatszokent 
azonban nem jelöol bizonytalansagot.
Minthogy a hUnCertainty korpusz annotációs elvei angol korpuszok epítese 
során használt elveken alapulnak [2,3], az angol és magyar korpuszokból származó 
adatok összevethetők egymassal. Példaul a szemantikai és diskurzusszintű bi- 
zonytalansag kulcsszavai hasonlo aranyban fordulnak elo mindket nyelvű Wi- 
kipediá-szOvegekben. A kulcsszavak szintjen pedig megfigyelhetjük, hogy azonos 
jelenteső szavak szerepelnek a leggyakoribb kulcsszavak kozütt, peldaul valószínű, 
lehetséges, hisz. E tenyek arra utalnak, hogy a [2] es [3] munkakban bemutatott 
osztályozas tübb nyelvre is alkalmazható.
5. A  b izon yta lanság  au tom atiku s azonosítása
Annak erdekeben, hogy automatikus uton azonosítsuk a bizonytalansagot jelolo 
kulcsszavakat, kifejlesztettünk egy gepi tanuráson alapulá modszert, melyet a 
kovetkezokben ismertetünk reszletesen. Mereseinkhez a hUnCertainty korpuszt 
vettük alapul, melyet a magyarlanc elemzőt [11] felhasznalva morfologiailag es 
szintaktikailag elemeztuünk.
5.1. Gépi tanulási módszerek
Korábbi angol nyelvű kíserleteink alapjan a szekvenciajelüles bizonyult a leg- 
eredmenyesebbnek a bizonytalanság automatikus azonosírásaban [2], így a ma­
gyar nyelvű anyagon vegzett mereseinket is feltételes veletlen mezokon (CRF)
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[12] alapuló módszerrel kiviteleztük. Kísérleteink kiindulópontjaként egy magyar 
nyelvre implementalt, MALLET alapó nevelem-felismeró rendszer [13] szolgólt, 
a felhasznalt jellemzőket termeszetesen a bizonytalansógazonosítósi feladat sa- 
jatsagaira szabva, melyeket az alabbiakban ismertetünk:
— Felszíni jellemzők: a szo órasmodjaval kapcsolatos jellemzok (tartalmaz- 
e órósjelet, szómot, kis/nagybetőket, szohossz, massalhangzó bi- es trigra- 
mok...)
— Lexikai jellemzők: a hasonlo elvek alapjan annotalt, rendelkezesre allo an­
gol nyelvő korpuszoktól [2] minden bizonytalansagi típushoz kigyűjtöttük a 
leggyakoribb kulcsszavakat, es ezeket magyarítva listakba rendeztük őket. 
A listakat binaris jellemzokent hasznaltuk fel: ha az adott szo lemmaja 
előofordult valamelyik listaban, akkor igaz erteket kapott az adott jellemzőore 
nezve.
— Morfológiai jellemzők: minden szo eseteben felvettük annak fo szófajót, 
illetve lemmajat a jellemzok küze. Igek eseteben tovóbbó megvizsgaltuk, hogy 
ható igeről van-e szo, felteteles modu-e az ige, illetve T/1. vagy T/3. alakban 
fordul-e elo. Főnevek eseteben felvettük jellemzőkent, hogy egyes vagy többes 
szamban allnak-e. Külon jelültük a tóvmasok eseteben azt is, ha hatórozatlan 
nevmasrol volt szo, illetve mellekneveknel a fokot is felvettük a jellemzők 
küoze.
— Szintaktikai jellemzők: minden szohoz felvettük annak szintaktikai cím- 
kejet, tovabba főnevek eseteben megvizsgaltuk, hogy rendelkezik-e nevelovel, 
illetve igek eseteben felvettük, hogy van-e alanya.
— Szemantikai/pragmatikai jellemzők: egy altalunk összeallított, beszed- 
aktusokat tartalmazo lista alapjan megvizsgaltuk, hogy az adott szo beszed- 
aktust jelolő ige-e. Mindemellett a kulcsszavakhoz hasonloan, angol nyelvű, 
pozitív es negatív jelentestartalmú szavakat tartalmazo listakat [14] is ma­
gyarítottunk, es megneztük, hogy a szó lemmaja szerepel-e az adott listaban.
Az adott szo kürnyezeti jellemzőjekent felvettük a tőle egy vagy ket szo 
tavolsógra levo szavak szofaji kodjót es szintaktikai címkejet is.
A fentiekben leírt jellemzokeszlet alapjan tízszeres keresztvalidaciót hasznalva 
hajtottuk vegre mereseinket a hUnCertainty korpuszon. Mivel csak a tokenek 
korülbelül 3%-a funkcional kulcsszokent a korpuszban, ógy szüksegesnek lóttuk 
a tamtó adatbazis szőreset: a kulsszot nem tartalmazo mondatoknak csak a 
fele került bele a tanító halmazba. Tovóbbó mivel a vizsgalati bizonytalansag 
kulcszavai osszesen 31 elofordulóst mutattak, ezt az ritka osztólyt nem vettük 
figyelembe a rendszerünk letrehozasanal, így a kiertékelesben sem szerepel.
5.2. Baseline metósek
Baseline meréskent egyszerő szotarillesztest hasznaltunk. A lexikai jellemzok 
kozott említett listakat jeloltük ra a korpuszra: amennyiben a szo lemmaja 
megegyezett az adott lista egyik elemevel, a bizonytalansag adott típusanak 
cómkeztük fel.
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6. E redm ények
A 4. táblázat mutatja a baseline, valamint a gépi tanuló kísérletek eredményeit. 
A kiertekeles során a pontosság, fedes es F-mertek metrikákat alkalmaztuk.
4. táblázat. Eredmények.
Típus
Szótárillesztés
Pontosság Fedes F-mertek
G épi tanuló
Pontosság Fedes F-mertek
K ülönbség
Weasel 26,03 38,50 31,06 59,26 34,74 43,80 +12,74
Hedge 55,86 29,92 38,97 64,59 50,02 56,38 +17,41
Peacock 23,29 30,63 26,46 37,85 13,80 20,22 -6,38
Episztemikus 49,57 37,34 42,59 63,95 36,03 46,09 +3,5
Doxasztikus 25,24 65,20 36,40 54,31 33,54 41,47 +5,07
Felteteles 29,66 67,74 41,26 47,12 31,61 37,84 -3,42
A tablázatbol jol latszik, hogy a gepi tanuló megközelíts eredmenyei ket 
osztaly kivetelevel minden esetben meghaladták a baseline szótarillesztes által 
elert eredmenyeket. Ez elsodlegesen a pontosság javulasanak koszonheto, mely 
kivetel nelkül minden osztályra nezve joval magasabb lett a szekvenciajelolo 
megkOzelltes eseten. Ezzel szemben a fedesi ertekek nagyobb változátosságot 
mutatnak: mág a hedge osztaly eseteben ez is nott, a weasel es episztemikus 
kulcsszavaknál nem valtozott jelentos mertekben, addig a peacock, doxasztikus 
es felteteles kulcsszavaknal drasztikus visszaesest figyelhetünk meg. Velhetoen a 
gyenge fedesre vezetheto vissza az is, hogy a peacock es felteteles kulcsszavaknal 
a szotarjelolő megkozelítes magasabb F-merteket ert el, mint a gepi tanulo algo­
ritmus.
7. A z eredm ények  m egv ita tása
Elert eredmenyeink azt igazoljak, hogy a magyar nyelvben is lehetseges a bizony- 
talansagot jelülo kifejezesek automatikus ázonosításá szekvencia jelölő megkoze- 
lítessel. A szotarillesztes során a legjobb eredmenyeket az episztemikus, felteteles 
es hedge kulcsszavakon ertük el, míg a szekvenciajelolessel a hedge, episztemi­
kus es weasel osztályokon születtek a legjobb eredmenyek. Mindezek alapjan a 
hedge es episztemikus osztalyok tuőnnek a legküonnyebben felismerhetőoknek. Az 
eredmenyek arra is utalnak, hogy azon (szemantikai) oszrályok eseteben, ahol 
kicsi volt a külonbseg a szotarillesztes es gepi tanurás eredmenyei kozott, az 
adott bizonytalansagtípus nyelvi jelülesmodja elsodlegesen lexikalis (es kevesbe 
tübbertelmű) eszkozokkel valosul meg. Ugyanakkor a diskurzusszintű bizonyta- 
lansag kulcsszavainak felismereseben nagyobb szerepet játszik a gepi tanurás, ami 
annak küoszoünhetoű, hogy esetuükben igen fontos szerepe van a kontextusnak (dis­
kurzusnak), így egy szekvenciajelolo algoritmus sikeresebben tudja megoldani a 
feladatot.
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Amennyiben eredményeinket összevetjük a korábban angol nyelvű Wikipedia- 
szocikkeken elert, szemantikai bizonytalansagot azonosító rendszer által eketek­
kel [2], azt láthatjuk, hogy angol nyelven könnyebbnek tűnik a feladat: 0,6 es 0,8 
közötti F-mertekekröl szamol be a cikk . Azonban nem szabad figyelmen kívül 
hagynunk ket fontos tenyezűt. Egyreszt a ket nyelv küzti tipolágiai külünbse- 
geknek küszünhetoen az angolban inkabb lexikalisan meghatározott a bizonyta- 
lansag jelolese, a magyarban pedig inkabb morfológiai eszközük valásítjak meg 
ezt: peldaul a hatö igeket a magyarban a -hat/-het kepzö jelöli, az angolban pe­
dig a may, might stb. segedigek. így a száalak, illetve lemma jellemzűkent valö 
szerepeltetese angolban már viszonylag jö eredmenyekhez vezethet, magyarban 
azonban ezek a jellemzok önmagukban (morfolágiai jellemzok felvetele nelkul) 
kevesbe hatekonyak. Masreszt az adatbazis nagysaga jelentösen külonbüzik a ket 
esetben: míg körülbelül 20000 annotalt angol mondat állt rendelkezesre, addig a 
magyarban ez a szám nem erte el a 10000-et. Az annotált adatok mennyisegenek 
fontossagat igazoljak az angol nyelvű merések is: azokban az esetekben, amikor 
csupan nehany ezer annotalt mondat allt rendelkezesre, az elert F-mertekek -  
domentűl es kulcsszötípustöl függoen -  0,1-0,8 kozott mozogtak.
A peacock es a felteteles kulcsszavak eseteben a szekvenciajelölö mödszer 
rosszabbul teljesített a szotárjelölo megközelítésnek mindket esetben a pontossag 
nött ugyan, de a fedes jelentűs visszaesest mutatott. Ez alapjan szüksegesnek 
ígerkezik a rendszer felülvizsgalata, tovabba áj, speciálisan ezekre az osztalyokra 
kifejlesztett jellemzűok definiáaláasa.
A gepi tanulá rendszer kimenetet részletesen is megvizsgaltuk hibaelemzes 
celjábol. Azt talaltuk, hogy elsödlegesen a többertelmű kulcsszavak egyertelmű- 
sátése jelent problemat. Peldaul a számos vagy sok szavak lehetnek szüvegkörnye- 
zettűl függoen weasel es hedge kulcsszavak is, vagy a nagy lehet peacock es hedge 
is. Az ehhez hasonlö eseteket a rendszer idönkent rossz osztalyba sorolta. Gyakori 
hibaforrásnak szamítottak azok a kulcsszavak is, amelyek gyakran hasznalatosak 
nem kulcsszo jelentésben is, mint peldaul a tart ige, amely lehet doxasztikus 
kulcsszo (vki vmilyennek tart vkit/vmit), azonban mas jelentésben nem kulcsszo 
(pl. vki vhol tart vmit, vki vhol tart vmiben stb.). Egy sajatos hibanak bizonyult 
az episztemikus osztáalynáal a tagadáast tartalmazáo kulcsszavak fel nem ismeráese: a 
nem zárható ki, nem tudni stb. alakokat a rendszer nem jelölte meg kulcsszákent.
8. Ö sszegzés
Ebben a cikkben bemutattuk a hUnCertainty korpuszt, amely az elsö kezzel an- 
notaált, magyar nyelvuű bizonytalansáagi korpusz. A korpusz lehetűosáeget adott arra, 
hogy beszámoljunk az elsű eredmenyekröl a nyelvi bizonytalanságot jelölö elemek 
automatikus felismeráesáerűol magyar nyelvuű szüovegekben. A szekvenciajelüoláesen 
alapulö, gazdag jellemzötérrel dolgozá megközelítésönk altal elert eredmenyeink 
bizonyának, hogy magyar nyelvre is alkalmazható a bizonytalansag nyelvi mo­
dellje, illetve a bizonytalansagot jelölö kulcsszavak automatikus azonosátása is 
megoldhatáo.
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A jövőben módszereinket szeretnénk továbbfejleszteni, elsősorban a jobb fedés 
elérésének irányába, mindemellett más jellegő szövegekben is szeretünk an- 
notálni, illetve automatikusan azonosítani a bizonytalansagot jelóló kifejezéseket.
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