Nevertheless, it is not clarified about thermal fluid characteristics in nuclear reactor system during the earthquake. For instance, behavior of gas-liquid two-phase flow is unknown under the earthquake. Figure 1 shows the effects on earthquake (seismic acceleration for nuclear power plants) on two-phase flow in a flow channel. In case of the earthquake, interaction between seismic acceleration and two-phase flow is not only a body force of seismic acceleration, but also fluctuation of flow rate (flow with pulsation) and a shear force on oscillating rigid walls (pipe wall, cladding, spacer, etc.) . The fluctuation of the void fraction is not clear for such complicated situation under the earthquake.
From such a point of view, some studies about the response of two-phase flow under the seismic conditions were carried out. For example, Misawa et al. (2010) analyzed boiling two-phase flow in a fuel assembly when a sine wave oscillation and flow with pulsation was added with three-dimensional two-fluid model simulation code ACE-3DBFC. They evaluated the correlation between the oscillation and fluctuation of void fraction and it is concluded that fluctuation of void fraction (magnitude of fluctuation, time lag, etc.) was significantly dependent upon the oscillation period and average void fraction values. However, in these simulations, three-dimensional two-fluid model was used as simulation method, and detailed mechanism was not simulated. Furthermore, two-phase flow correlations included in ACE-3DBFC must be validated for two-phase flow under the seismic conditions.
To understand the behavior of two-phase flow under the seismic conditions and to evaluate effects of the earthquake on the nuclear power plants precisely, the detailed mechanism about a kinetic response of gas and liquid phase must be investigated. Because fluid velocity on a wall surface is equal to zero, the influence of the pulsation on flow grows larger as the distance from the wall surface becomes large. Conversely, the influence of the oscillation of the rigid wall becomes smaller as the distance from a wall surface becomes large (this problem is known as the Stokes boundary layer). As a result, even in the case of single-phase flow, influence of pulsation on the flow field is different from the influence of oscillation of the rigid wall. Since gas-liquid interfaces exist and physical properties of the gas are different from those of liquid, in the case of two-phase flow (bubbly or plug flow), effects of pulsation and oscillation of wall are complicated.
Because flow conditions are not controlled precisely in the experiment, it is difficult to understand these phenomena only by experimental results. In the numerical simulation, we can control flow conditions easily and precisely. In addition, by improvement of the two-phase flow analysis technique, detailed information about two-phase flow, which required understanding two-phase flow characteristics under the seismic conditions can be obtained.
In this study, to develop the predictive technology of two-phase flow dynamics under the seismic conditions, a detailed two-phase flow simulation code with an advanced interface tracking method TPFIT (Two-Phase Flow simulation code with Interface Tracking) (Yoshida, et al., 2006 ) was expanded to two-phase flow simulation under the seismic conditions (Yoshida, et al., 2011) . In this paper, the outline of the original TPFIT is explained in section 2. Simultaneously, an improvement of the TPFIT to simulate two-phase flow under seismic conditions is also explained in section 2. In section 3, numerical simulations of bubbly flow under seismic conditions are described, and numerical results were compared with experimental database constructed by experiments (Okachi, et al., 2011 and Mizuno, et al., 2011 and performed as a part of this research project.
Development of Simulation Method under Earthquake Acceleration 2.1 Outline of TPFIT
In the TPFIT, the time-dependent Navier-Stokes equation for compressible flow, conservative equations of mass of both phases, momentum and energy are used, and these equations are described as follows. 
Conservative equation of momentum:
Conservative equation of internal energy:
Where x, t, f, u, p, e, are coordinate, time, volume of fluid per unit volume, velocity, static pressure and internal energy, and g,  and F in the conservative equation of momentum are gravity, surface tension force, shear stress and external body force respectively. T and q in the conservative equation of internal energy are temperature and volume heat generation rate. A subscript m is used to indicate liquid (m=l) or gas phase (m=g). The two-phase fluid density  is calculated using the densities and volumetric fractions of both phases:
In Eq. (4), subscripts g and l are used to represent gas and liquid phases. In the TPFIT, the conservative equation of momentum (Eq. (2)) is solved by the CIP (Cubic Interpolated Pseudo-particle) method (Yabe and Aoki, 1991) . The energy equation (Eq. (3) ) is used to obtain the Poisson equation for static pressure. Temperature is estimated by means of a fluid property routine based on the static pressure and local density of both phases. The ILUCGS method is used to solve the Poisson equation for static pressure. In the TPFIT, a Cartesian coordinate system and staggered grid are used. The surface tension force,  is estimated using the CSF model (Brackbill, et al., 1992) . The local viscosities and thermal conductivities of liquid and gas were evaluated using the static pressure and temperature fields based on the fluid property routine.
f m in Eqs. (1) and (4) is the volumetric fraction of the gas (m=g) or liquid phase (m=l), as calculated by assuming the equilibrium of temperature and pressure of both phases. Equation (1) is solved by the advanced interface tracking method (Yoshida, et al., 2006) .
Development of Simulation Method based on the TPFIT
In this study, the TPFIT was modified to represent the effects of the earthquake on a two-phase flow (see Fig.1 ) by introducing three functions. Figure 2 shows an outline of introducing three functions, "time dependent boundary (inlet and outlet) condition" function, "time dependent wall velocity" function and "time dependent body force" function.
The time dependent boundary (inlet and outlet) condition function represents a flow with the pulsation. When pulsation of the flow occurs, not only the flow velocity of the inlet but also the pressure of the outlet may change. Therefore, this function that represents unsteady inlet flow velocity and unsteady outlet pressure was introduced to the TPFIT. The time dependent wall velocity function represents oscillation of the rigid wall. The wall velocity is equal to the velocity of the fluid at the rigid wall surface. Therefore, fluctuation of wall shear stress can be predicted by using this (2)) can be changed. Then, the oscillating acceleration attributed to the seismic acceleration was introduced into the momentum equation of the two-phase flow.
Numerical Simulation 3.1 Numerical Domain
In this section, numerical simulations of two-phase flow under modeled seismic conditions was performed to check the applicability of the developed simulation method based on the TPFIT. Figure 3 shows the computational domain used in this study. To simulate a test section of two experiments (Okachi, et al., 2012 and Mizuno, et al., 2012) , a horizontal circular pipe with a diameter of 14 mm was modeled as the numerical domain. The length of the pipe was set to 500 mm. A Cartesian coordinate system was used for the simulation. To simulate the calculation domain that includes curved surfaces by a Cartesian coordinate, wall shear stress may be overestimated. This main cause is overestimation of contacting area between fluid and wall. Therefore, to suppress this effect on the numerical results, effective contact area was evaluated and used in the TPFIT for curved surfaces like a pipe.
In addition, the gravity force acted in the negative direction of the y coordinate was considered to simulate horizontal arrangement of the pipe. The numerical domain was separated into two parts, developing single phase flow section and two-phase flow section. In the developing single phase flow section, the single phase water flow was developed and no gas exists in this section. An injection nozzle was modeled in this section by defining the corresponding region as a solid body. Injection of nitrogen gas from the nozzle was modeled by setting constant velocity and volume fraction (f =0) at the nozzle outlet plane, which is located between the developing single phase section and the two-phase flow section. The size of the nozzle outlet plane is 0.5 mm × 0.5 mm as shown in Fig.3 (b) . Therefore, a cross-sectional area of the nozzle outlet becomes 0.25 mm 2 , which is almost equal to the inner area of the injection nozzle used for each experiment. As for conventional two experiments, a cross-sectional area becomes 0.264 mm 2 because each inner diameter of both injection nozzles is 0.58 mm. Length and outer diameter of the modeled injection nozzle was 20 mm and 1 mm respectively.
In a previous paper (Yoshida, et al., 2011) , we checked the effect of the numerical grid resolution to bubble shapes, and we concluded that the maximum grid size is 0.25 mm in each direction to obtain sufficient results. Then, each numerical grid x, yand z was set to 0.25 mm in the two-phase flow section. In addition, z was set to 5 mm in the developing single phase section to reduce required computational resources (x and y in the developing single phase section were also set to 0.25 mm). The total number of numerical grids was 5,080,320 (=56×56×1,620).
Numerical Conditions
The inlet axial velocity (w in ) and temperature (T in ) had uniform distributions. In addition, T in was fixed at room Computational domain used in this study. A 14 mm diameter horizontal circular pipe was modeled as the computational domain. A Cartesian coordinate system was used for the simulation. Gravity force acted on the -y direction was considered. The numerical domain was separated to the single phase flow developing section and two-phase flow section. Injection of nitrogen gas through the injection nozzle was simulated. The size of modeled nozzle was 0.5 mm × 0.5 mm, flow area of modeled nozzle was almost same as experimental one. temperature (=300 K), w in had a time-dependent value to evaluate experimental conditions. The outlet boundary conditions for axial (z-direction) velocity component, temperature and volume fraction of liquid, as for the so-called outflow boundary was given. For the x and y velocity components, the Sommerfeld radiation condition (SRC) was applied to stabilize the numerical simulation of two-phase flow. At the top of the outlet, pressure was fixed at the atmospheric pressure (0.1 MPa), and pressure distribution at the outlet was calculated using the outlet density distribution and the gravity acceleration (g y =-9.8 m/s 2 ). In the numerical simulation, time dependent body force, z-direction inlet velocity and wall velocity were calculated by following equations and added by using three functions described in Sec.2.
In Eq. (5), F z was time dependent body force per unit mass of fluid, F z was magnitude of body force fluctuations and t F was a time delay of the body force, respectively. In Equation (6), w in was time dependent axial velocity component at the inlet, and W in was time averaged axial velocity component, w in was the magnitude of inlet velocity fluctuations Table 1 Calculation conditions used in this study. In this study, four cases of numerical simulations were performed by using three functions (see Fig.2 ). and t w was a time delay of inlet velocity fluctuation, respectively. In Equation (7), w wall was time dependent wall velocity, w wall was the magnitude of wall velocity fluctuation and t w was a time delay of wall velocity fluctuation, respectively. Here, f is the frequency of flow rate fluctuation or structural vibration. Calculation conditions used in this study were summarized in Table 1 . In the structure vibration experiment, the flow rate was changed except small acceleration and/or large frequency cases. If fluid in the pipe did not move on the absolute coordinate, no body force acts on the fluid. Conversely, if fluid did not move on the relative coordinate on which origin is on the oscillation table, the acting body force is same as the acceleration of the oscillation table. The real situation lies at the halfway point of these two situations. Therefore, we evaluated an effective body force by using the measured acceleration of vibration and axial liquid velocity. In Case 1 shown in Table 1 , inputted F z was the effective value of considering the movement of fluid. In Case 3, frequency was relatively large, and the evaluated value of the body force was almost same as the measured acceleration of oscillating table. Measured instantaneous inlet velocity in the z-direction was used in the Case 3 and 4. Based on the average liquid velocity and the pipe diameter, Reynolds number (Re) is about 7,000 for Case 1, 2 and 3 and 14,000 for Case 4. Then, turbulent flow was generated in the horizontal pipe. In this study, no turbulence model was used in the simulation, because there is no turbulence model for two-phase vibrating and/or fluctuating flows. Simulated axial liquid velocity profiles explained in Sec.4 were so called a turbulent flow profile. In addition, it was considered that the treatment of turbulence has small effects on the two-phase flow dynamics as discussed later. Figure 4 shows the axial velocity distribution in y-direction in single phase condition. Phase averaged axial velocity distributions were evaluated at the upstream of the injection nozzle. Here, time and regional averaging were performed. Fig. 5 Two-phase flow behavior around the injection nozzle of the Case 1. Gas-liquid interfaces as defined as isosurface that the volume fraction of water f equaled to 0.5. Isosurface color was white. In each graph, three velocity distributions were shown at different time phase. To consider the effects of the seismic vibration clearly, axial velocity w, was non-dimensionalized by using maximum values in the axial direction at each time phase: w max . By the effect of the gravity force acting on y direction and the existence of bubbles downstream of the injection nozzle (almost all bubbles existed in the upper part of the computational domain), the asymmetric velocity profiles were obtained as shown in Fig. 4 . In case of flow rate fluctuation (see Fig.4 (b) ), non-dimensional velocity distributions were almost same as Fig.4 (a) , and axial velocity distribution did not change except change of flow rate. In contrast with these results, non-dimensional velocity distributions changed at each time phase. Large effects of the structural vibration were appeared near wall region and the axial velocity distribution in y-direction was not symmetric. These axial velocity distributions were acting as inlet conditions of the two-phase flow section. Effect of axial velocity distribution was discussed in following section.
Results and Discussion

Effects of Structure Vibration and Flow Rate Fluctuation on Single-phase Flow Behavior
Effects of Structure Vibration and Flow Rate Fluctuation on Two-phase Flow Behavior
Figures 5 and 6 show two-phase flow behavior near the injection nozzle. In both figures, t v is vibration and the fluctuation period (=1/f), and t v =0. 333 s. In Figs. 5 and 6, dimensionless time (= (t-t F ) /t v ) was changed from 0.50 to 1.50, therefore, a two-phase flow behavior in one period were shown in Figs. 5 and 6. At the dimensionless time equals to 1.250, instantaneous z-direction inlet velocity, instantaneous body force and wall velocity had maximum values. In Fig. 5 (d) and Fig. 6 (d) , a large number of small bubbles were observed. However, in Fig. 5 (b) and Fig. 6 (b) , a small number of bubbles were observed. In addition, in Fig. 5 (b) , the bubble was difficult to detach from the injection nozzle. There were small deference between near the injection nozzle behavior of the structural vibration and the flow rate fluctuation cases. Predicted periodic two-phase flow behavior was also observed in the experiments. However, in the numerical simulation, an inner region of the injection nozzle was not modeled because of limited computational resources. To improve prediction accuracy near the injection nozzle, the inner region of the injection nozzle must be modeled.
Figures 7 and 8 show two-phase flow behavior at center part of the two-phase flow section of Case 1 and 2. In both figures, bubble shapes were changed periodically. In Fig. 7 (b) , bubbles became a plane symmetric shape for x-y plane. These tendencies were observed in the flow rate fluctuation experiment and the structure vibration experiment. In the next section, predicted shapes of bubbles and velocity field around bubbles were compared with measured results in detail. 
Comparison with Shapes of Bubbles and Velocity Field around Bubbles
Figures 9 and 10 show the instantaneous relative velocity distributions around bubbles and bubble shapes of the Case 3. The instantaneous relative velocity distribution around bubble was evaluated by subtracting the average bubble velocity from the instantaneous velocity distribution. Measured results are also shown in Figs.9 and 10. Figure 9 shows relative velocity field and bubble shape in case of the positive table velocity. Moreover, Fig.10 shows the relative velocity field and bubble shape in case of the negative oscillation table velocity. In these figures, arrows show the direction and the magnitude of relative liquid velocity. In the experiment, the liquid velocity distribution around bubble was measured by the PIV method. However, since the velocity distribution in the bubble cannot be measured by the PIV method, the velocity distribution in the bubble was not shown in Figs. 9 (a) and 10 (a) . Then, black region without arrow corresponds to the region in the bubbles. In the numerical simulation, the velocity distribution in the bubble can be calculated and shown in Figs. 9 (b) and 10 (b) .
In Fig.9 (b) , the relative velocity at a center part of the horizontal pipe was small. Large relative velocity values were observed near wall region only. The deformation of the bubble was relatively small. In Fig.10 (b) , the relative velocity at the center part of the pipe was relatively large. Large relative velocity values were observed not only near wall region, but also at the lower part of the bubble. The deformation of the bubble was large, and a bubble shape was different from positive table velocity case. These tendencies were also observed in measured results.
Figures 11 and 12 show the relative velocity distribution around bubbles and bubble shapes of Case 4. Measured results are also presented. In the flow rate fluctuation experiment, the liquid velocity distribution around bubble was measured by the PIV method as same as the structure vibration experiment. Figure 11 shows the relative velocity field was from left to right. Arrows show direction and magnitude of the relative liquid velocity. Relative liquid velocity was evaluated by subtracting the bubble velocity from the local velocity. In the predicted results, bubble velocity was defined as the regional averaged gas velocity. In measured results, velocity distribution in bubble could not be evaluated. Then, black region without arrows was the region in bubble. 
Bubble
(a) Measured (Mizuno, et al., 2012) (b) Predicted (a) Measured (Mizuno, et al., 2012) (b) Predicted and the bubble shape at the "acceleration phase". The acceleration phase means that the time derivative of flow rate fluctuation is positive. In Fig.11 (b) , the relative velocity at the center region of horizontal pipe was small. Large relative velocity values were observed near wall region only as same as the results of Case 3. The deformation of the bubble was relatively small. Figure12 shows the relative velocity field and the bubble shape at the "deceleration phase". The deceleration phase means that the time derivative of the flow rate fluctuation is negative. In Fig.12 (b) , relative velocity at a center part of horizontal pipe has large positive value. In the near wall region, the large negative relative velocity was observed. At downstream of the bubble, there was large wake, and a complicated flow field was also shown. These tendencies were also observed in the measured results. Therefore, it was concluded that the TPFIT can predict velocity field around the bubble and the bubble deformation under flow rate fluctuation qualitatively.
In case of negative table velocity (Fig.10 ) and deceleration phase (Fig.12) , the large shear stress at the lower part of the bubble was induced by the large velocity difference between the liquid phase and bubble. In Figs. 10 and 12 , deformation of bubbles were relatively large. Therefore, it was considered that this large shear stress at the lower part of the bubble was the main cause of large bubble deformation.
Effects of Flow Rate Fluctuation and Structure Vibration
In the previous section, the predicted results were compared with the measured results. In the present study, there were small differences between the results of the structural vibration case and those of flow rate fluctuation case qualitatively. In this section, the results of the structural vibration case were compared with those of the flow rate fluctuation case, quantitatively. Figure 13 shows a bubble acceleration and a pressure gradient evaluated by the predicted results. The bubble acceleration was calculated by the time derivative of bubble velocity. The bubble velocity was defined as a regional averaged gas velocity. The region used to evaluate the bubble velocity was 100 mm <z< 300 mm. Pressure gradient was (a) Measured (Okachi, et al., 2012) (b) Predicted (a) Measured (Okachi, et al., 2012) (b) Predicted calculated based on the pressure difference between cross sectional averaged pressures at z = 100 and 300 mm. In the results, the pressure gradient of structure vibration case was almost same as that of flow rate fluctuation case. However, the bubble acceleration of structure vibration case was larger than that of the flow rate fluctuation case. In the flow rate fluctuation case, it was considered that the pressure gradient was only the driving force of the bubble movement. As explained in section 4.1, in the structure vibration case, the shear stress near the wall was largely changed. Therefore, it was concluded that this shear stress worked as another driving force of the bubble movement. Then, the bubble acceleration of structure vibration case was larger than that of flow rate fluctuation case.
Conclusion
To investigate gas-liquid two-phase flow behavior under the seismic conditions, the numerical simulation method has been developed based on the detailed two-phase flow numerical simulation code TPFIT. The modified TPFIT was applied to the present numerical simulations of two-phase flow under the structural vibration and the flow rate fluctuation conditions. In addition, the predicted bubble shape and the velocity distribution around the bubble were compared with measured results. In the result, the predicted instantaneous bubble shapes and the velocity field around bubbles agreed with measured data obtained by high speed cameras and evaluated by the PIV method. Therefore, it was concluded that the modified TPFIT can predict the bubbly flow dynamics under seismic conditions qualitatively. Moreover, the main cause of bubble deformation observed in the measured and the predicted results was the large shear stress at the lower part of the bubble, and this large shear stress is induced by the velocity difference between the liquid phase and bubble. In addition, it was concluded that unsteady shear stress induced by vibration of the wall was one of the main driving forces of bubble motion in the structure vibration conditions. velocity. In this study, bubble velocity was regional averaged gas velocity in the region 100 mm <z< 300 mm. Pressure gradient was calculated based on pressure difference between cross sectional averaged pressure at z=100 mm and 300 mm. 
