A hybrid neural networks-fuzzy logic-genetic algorithm for grade estimation  by Tahmasebi, Pejman & Hezarkhani, Ardeshir
Computers & Geosciences 42 (2012) 18–27Contents lists available at ScienceDirectComputers & Geosciences0098-30
doi:10.1
n Corr
E-m
Ardehezjournal homepage: www.elsevier.com/locate/cageoA hybrid neural networks-fuzzy logic-genetic algorithm for
grade estimationPejman Tahmasebi, Ardeshir Hezarkhani n
Department of Mining, Metallurgy and Petroleum Engineering, Amirkabir University of Technology
(Tehran Polytechnic), Hafez Ave. No. 24, Hafez ave., Tehran, Irana r t i c l e i n f o
Article history:
Received 4 October 2011
Received in revised form
3 February 2012
Accepted 4 February 2012
Available online 22 February 2012
Keywords:
Grade estimation
Artiﬁcial neural networks
Genetic algorithm
Parallel optimization
Coactive neuro-fuzzy inference system
(CANFIS).04/$ - see front matter Crown Copyright & 2
016/j.cageo.2012.02.004
esponding author. Tel.: þ98 21 64542968; fa
ail addresses: pejman@aut.ac.ir (P. Tahmaseb
@aut.ac.ir (A. Hezarkhani).a b s t r a c t
The grade estimation is a quite important and money/time-consuming stage in a mine project, which is
considered as a challenge for the geologists and mining engineers due to the structural complexities in
mineral ore deposits. To overcome this problem, several artiﬁcial intelligence techniques such as
Artiﬁcial Neural Networks (ANN) and Fuzzy Logic (FL) have recently been employed with various
architectures and properties. However, due to the constraints of both methods, they yield the desired
results only under the speciﬁc circumstances. As an example, one major problem in FL is the difﬁculty
of constructing the membership functions (MFs).Other problems such as architecture and local minima
could also be located in ANN designing. Therefore, a new methodology is presented in this paper for
grade estimation. This method which is based on ANN and FL is called ‘‘Coactive Neuro-Fuzzy Inference
System’’ (CANFIS) which combines two approaches, ANN and FL. The combination of these two artiﬁcial
intelligence approaches is achieved via the verbal and numerical power of intelligent systems. To
improve the performance of this system, a Genetic Algorithm (GA) – as a well-known technique to solve
the complex optimization problems – is also employed to optimize the network parameters including
learning rate, momentum of the network and the number of MFs for each input. A comparison of these
techniques (ANN, Adaptive Neuro-Fuzzy Inference System or ANFIS) with this new method (CANFIS–
GA) is also carried out through a case study in Sungun copper deposit, located in East-Azerbaijan, Iran.
The results show that CANFIS–GA could be a faster and more accurate alternative to the existing time-
consuming methodologies for ore grade estimation and that is, therefore, suggested to be applied for
grade estimation in similar problems.
Crown Copyright & 2012 Published by Elsevier Ltd. All rights reserved.1. Introduction
One of the most important parameters which can have a major
effect on mining feasibility and its future management is grade
estimation accuracy. Subsequently, there is a special sensitivity
on the methods which are used for reserve evaluation, since these
methods can have a signiﬁcant role in the mining future planning.
Furthermore, it is applied as a tool to distinguish the borders for
economic and/or non-economic deposits (Journel and Huijbregts,
1978). The estimation is utilized during the mining primary
stages and it may be reused up to the end of the mine activities.
Therefore, the accuracy of the estimation methods has a contin-
uous effect on the mining project. Several methods and techni-
ques have already been utilized in order to increase the accuracy
of the grade or tonnage estimation such as geostatistics (Journel
and Huijbregts, 1978; Hornik et al., 1989; Rendu, 1979), artiﬁcial
neural networks (ANN) (Wu and Zhou, 1993; Koike et al., 2002;
Koike and Matsuda, 2003; Samanta et al., 2004) and fuzzy logic012 Published by Elsevier Ltd. All
x: þ 98 21 66405846.
i),(FL) (Bardossy et al., 2003; Bardossy and Fodor, 2005; Galatakis
et al., 2002; Luo and Dimitrakopoulos, 2003; Pham, 1997; Tutmez,
2005; Tutmez et al., 2007). Obviously, geostatistics is one of the
most prevalent techniques for grade estimation. Most of the
common geostatistical methods such as Kriging (Journel and
Huijbregts, 1978; Hornik et al., 1989; Rendu, 1979) are linear
estimators that minimize the variance. In some cases in which the
grade distribution and spatial patterns relationships are compli-
cated, the ‘‘kriging method’’ is not always able to give the best
answer. However, to overcome these problems, some geostatistical
simulations have been proposed, but each of them has its own
problems (Strebelle, 2002). In addition, two-point based geostatis-
tical methods have a low accuracy which cause to make some
constrains and limitations (Kapageridis et al., 1999; Strebelle 2002;
Tahmasebi et al. (in press); Tahmasebi and Hezarkhani, in press).
Therefore, it is tried to use the nonlinear estimators like ANN to
overcome the complex spatial relationship.
During the recent years, ANN has been used more than other
methods (Wu and Zhou, 1993; Singer and Kouda, 1996; Yama and
Lineberry, 1999; Denby and Burnett, 1993; Kapageridis and
Denby, 1998; Clarici et al., 1993; Ke, 2002; Koike and Matsuda,
2003; Koike et al., 2001; Porwal et al., 2004; Samanta et al., 2004;rights reserved.
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Mahmoudabadi et al., 2009; Tahmasebi and Hezarkhani, 2010;
Tahmasebi et al., in press); however, there are several problems
with ANN’s training and designing. It is clear that assignment of
the weights in ANN structure is one of the most important
problems which has a direct effect on its performance. Basically,
the weights are controlled by both network architecture and the
parameters of learning algorithm. For example, using several
layers and nodes in hidden layers causes the network to be much
more complex. Other parameters of the network such as inputs,
the number of hidden layers and their nodes, number of memory
taps and the learning rates could also affect the ANN performance
(Tahmasebi and Hezarkhani, 2009). Therefore, researchers try to
solve these problems by combining the ANN with other optimiza-
tion methods such as genetic algorithm (GA) and simulated
annealing. For example, Mahmoudabadi et al. (2009) optimized
an ANN with Levenberg-Marquardt (LM) and genetic algorithm in
order to improve its performance for grade estimation purposes.
Samanta et al. (2004) also applied simulated annealing for ANN
training. Also, Chatterjee et al. (2010) and Samanta and Bando-
padhyay (2009) applied GA in ANN, and they showed that
this combination can represent a better performance in ANN.
But in both above mentioned studies, it was ignored to optimize
the ANN’s parameters and topology. Finally, Tahmasebi and
Hezarkhani (2009) utilized GA for optimization the ANN’s para-
meters and topology and obtained improved results.
Another method which has been used within ANN is fuzzy
logic (FL) (Zadeh, 1965; Mamdani and Assilian, 1975; Takagi and
Sugeno, 1985; Ross, 2006). The concept of uncertainty resulting
from fuzziness has been recognized and applied in various aspects
of geology and mining tasks such as fuzzy kriging (Bardossy et al.,
1990a, 1990b), fuzzy variograms (Bardossy et al., 1990a, 1990b)
and some other applications (Bardossy et al., 1990a; Bardossy
et al., 2003; Bardossy and Fodor, 2005; Galatakis et al., 2002; Luo
and Dimitrakopoulos, 2003; Pham, 1997; Tutmez, 2005; Tutmez
et al., 2007). For example, Cheng and Agterberg (1999) proposed
fuzzy weights which allow a complementary utilization of both
empirical and conceptual information. In a hybrid fuzzy weights-
of-evidence model, knowledge-based fuzzy membership values
are combined with data-based conditional probabilities to derive
fuzzy posterior probabilities. Moreover, Tahmasebi and
Hezarkhani (2010a) applied FL to predict the grade in case of
lack of data which showed that this method can provide better
results.
Like the other methods, FL has some problems while its
application. One of the most important issues of FL is making
decision(s) on its appropriate parameters. In other words, the
important parameters in FL are MFs, distributions of MFs and the
fuzzy rules compositions. Therefore, all of these problems and
lack of the knowledge, lead us to combine ANN with FL to
minimize the error and make a better decision on FL’s parameters.
This new tool is called CANFIS (Coactive Neural Fuzzy Inference
System) (Tahmasebi and Hezarkhani, 2011).
The CANFIS model is the result of the combination of adap-
table fuzzy inputs with a neural network in order to have a rapid
and more accurate predictor. Actually, by this combination, it is
possible to use both advantages of fuzzy inference systems with
the explanatory nature of rules (membership functions) and ANN
as a dynamic estimator. Also, another reason for applying this
technique for grade estimation is several problems which have
been mentioned in geostatistical methods and also making some
uncertainties in grade estimation by ANN. Similar to the previous
described methods, CANFIS has some parameters which should be
selected optimally. Therefore, to skip this step and select the right
parameters to reach the best performance, we applied the GA
which shows a good potential in ANN optimization (Gupta andSexton, 1999; McInerney and Dhawan, 1993; Ishigami, 1995;
Sexton et al., 1998; Ghezelayagh and Lee, 1999; Jagielska et al.,
1999). Thus, the aim of this study is to combine the ANN, FL and
GA to build a powerful tool for grade estimation. This new system
will be used for grade estimation after determination of the
CANFIS optimal structure. According to some of the mentioned
issues in ANN and FL, it leads us to fuse GA, FL, and ANN (CANFIS–
GA) to develop a grade estimator model based on a neuro-fuzzy
system which attempts to ﬁnd the appropriate parameters and a
model with less error and higher accuracy.2. Methodology
Both ANN and FL (Figs. 1 and 2) are ﬁnely clear for most of
researchers and we refer the reader to the available references
about ANN and FL cited in the last section. Therefore, hereafter
the methodology will be demonstrated. Basically, FL and ANN are
the model-free and nonlinear estimators that their aim is mostly
achieving a stable and reliable model which can justify the noise
and uncertainties in the complex data (Yager and Zadeh, 1994).
According to earlier discussions, it is obvious that some problems
such as determining the shape and the location of membership
functions (MFs) for each fuzzy variable are involved with FL. The
FL efﬁciency basically depends on the estimation of premise and
the consequent parts. Besides, the problems like number of
hidden layers, number of neurons in each hidden layer, learning
rate and momentum coefﬁcient are also involved with ANN
modeling. However, one of the most important capabilities of FL
is to model the qualitative aspects of human by using the simple
rules. In contrast, the ANN also have some advantages such as its
capability of learning and high computational power. As a result,
it is possible to combine the advantages of ANN and FL to make a
better tool. However, Asadi and Tahmasebi (2011) presented a
comprehensive study in which a global methodology for ANN is
demonstrated. Furthermore, a sensitivity analysis on different
ANN parameters can be found in their study.
Jang, 1992, 1993 combined both FL and ANN to produce a
powerful processing tool, named adaptive neuro-fuzzy inference
system (ANFIS). ANFIS uses an ANN learning algorithm to set
fuzzy rule with the appropriate MFs from input and output data.
Actually, this technique is an appropriate solution for function
approximation in which a hybrid learning algorithm applied for
the shape and the location of MFs (Buragohain and Mahanta,
2008; Ying and Pan, 2008). Moreover, a practical example of this
method is introduced in Tahmasebi and Hezarkhani (2011).
One of the main networks utilized in this study is CANFIS
which belongs to a more general class of ANFIS (Jang et al., 1997).
In fact, the preference of CANFIS to the other ANFIS structures is
because of its ability to produce multi-output(s) by nonlinear
fuzzy rules in which both ANN and FIS play a signiﬁcant role to
reach a better estimation (Jang et al., 1997; Mizutani and Jang,
1995). To be more clear, by combination these two techniques,
ANN will help to deﬁne the FL’s rules, because most of the mining
and geology conditions (and speciﬁcally grade estimation) are
mixed with uncontrolled ambiguities which cause the rules to be
difﬁcult to deﬁne. Hence it is considered a good idea to use the
ability of ANN to train the FL. In other words, by using this new
hybrid system, one can use both capabilities of FL’s qualiﬁcation
and ANN’s quantiﬁcation aspects.
More detailed information of ANFIS such as their different
structures and learning algorithms is also discussed in the
literature (Jang et al., 1997; Kim and Kasabov, 1999).
In this section, the utilized structure for the current considered
case study is described. Assume that the proposed CANFIS has
three inputs (x, y and z) with Cu Grade as the output (Fig. 3) and
Fig. 2. Fuzzy inference system (FIS) which is composed of ﬁve functional block: a rule base (containing a number of fuzzy if-then rules), a database (deﬁnes the MFs of the
fuzzy sets used in the fuzzy rules), a decision-making unit (performs the inference operations on the rules), a fuzziﬁcation interface (to calculate fuzzy input) and a
defuzziﬁcation interface (to calculate the actual output) (Jang 1993).
Initialize the input layer 
xy =0
Propagate activity forward: for layer j = 1, 2, …, k. 
)( 1 jjiii bywfy += −
Where, bj is the vector of bias weights. 
Calculate the error in the output layer 
kk od −=δ
Backpropagate the error: for j = k-1, k-2, …, 1. 
)().( 11 jjjTjj netfw ++= δδ
Where, T is the matrix transposition operator. 
Update the weights and biases: 
ji
T
jji
b
ow
δ
δ
=Δ
=Δ
−1.


  




 

Fig. 1. (a) A multi-layer back-propagation (BP) network with one hidden layer of units, (b) ﬂowchart of the BP.
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The purelin transfer function has been used as the output
function.
Suppose that the rules contain three fuzzy if-then rules of
Takagi and Sugeno’s type (Jang, 1993):
Rule 1: If x is A1, y is B1, and z is C1 then f1¼p1xþq1yþt1zþ r1,
Rule 2: If x is A2, y is B2 and z is C2 then f2¼p2xþq2yþt2zþ r2,
Rule 3: If x is A3, y is B3 and z is C3 then f3¼p3xþq3yþt3zþ r3,
Fig. 3 illustrates the reasoning system for Sugeno model and
the function of each layer is described as follows:
Layer 1 Including an adaptive node with a node function
O1,i ¼ mAi ðxÞ, for i¼ 1, 2
O1,i ¼ mBi2 ðyÞ, for i¼ 3, 4
O1,i ¼ mCi4 ðyÞ, for i¼ 5, 6
ð1Þwhere mAi ðxÞ, mBi ðxÞ and mCi ðxÞ are any appropriate parameterized
MFs and Ol,i is the membership grade of a fuzzy set A¼(A1, A2,
B1,B2 or C1, C2) and it indicates the degree in which the given input
x (y or z) satisﬁed the quantiﬁer. This layer called ‘‘Premise
Parameters’’.
Besides, the membership function for A can be any appropriate
parameterized MF such as generalized ‘‘bell function’’:
mAðxÞ ¼ 1=ð1þ9ðxciÞ=ai9Þ2b ð2Þ
where {ai, bi, ci} is the parameter(s) set. As the values of these
parameters change, the bell function varies accordingly and
shows the various forms of MF for fuzzy set, subsequently. In
the current study, this form of membership function is also used.
Layer 2 Every node in this layer is a ﬁxed node that its output
is the product of all incoming signals.
O2,i ¼ mAi ðxÞmBi ðyÞmCi ðzÞ,i¼ 1,2,3 ð3Þ
Each output node represents the ‘‘Firing Strength’’ of a rule.
Fig. 3. Two-output CANFIS architecture with two rules per output.
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ization:
O3,i ¼
wi
w1þw2þw3
,i¼ 1,2,3 ð4Þ
Simply, outputs of this layer are called ‘‘Normalized Firing
Strengths’’.
Layer 4 Includes the adaptive nodes:
O4,i ¼wif i ¼wi ðpixþqiyþtizþriÞ ð5Þ
Since every node in this layer is multiplication of Normalized
Firing Strength from the third layer and output of ANN, hence it is
called ‘‘Consequent Parameters’’.
Layer 5 Includes a signal ﬁxed node labeled S with function of
summation which computes the overall output of CANFIS net-
work as the summation of all the incoming signals.
Overall output O5,1 ¼
X
i
wi f i ¼
P
iwif iP
iwi
ð6Þ
To summarize the aim of using CANFIS, we can mention that
since deciding in the parameters of the fuzzy MFs is the major
difﬁculty in fuzzy modeling and because most of these para-
meters are selected by users’ experiences and/or trial and error,
thus, in order to automate this process and minimize the error, a
computational technique (such as ANN) can be employed. There-
fore, the aim of this paper is to utilize CANFIS to construct a fuzzy
inference system (FIS) which its MF’s parameters are adjusted
using a BP algorithm that allows the fuzzy system to capture the
spatial relationships among the data and ﬁnally estimates the
grade efﬁciently.
Considering Fig. 3, it is clear that there are still some para-
meters which remain non-optimal. The reason of this problem is
due to using ANN. In fact, ANN tries to optimize the parameters of
FL while it may trap in local minima. Although the ANN has an
excellent learning algorithm and can help the FL to ﬁnd the
appropriate parameters, there are some parameters remaining in
both ANN and FL which could have effect on performance
indirectly. To encounter this problem, we use GA as a powerful
optimization tool to ﬁnd the best number of MFs for each input
and the best values for learning rate and momentum coefﬁcient.
More details of CANFIS and GA combination are described in
Sections 3.1 and 4.3.The performance of this method will be demonstrated via
a case study. Besides, for the sake of comparison, we consider
the performance of CANFIS–GA network, ANN and ANFIS
for grade estimation. Once we obtain the results, we will evaluate
the reliability of the new model by comparing the predict-
ions with the real grade. Our methodology, CANFIS–GA, is
schematically shown in Fig. 4 which is consisting of some
important stages of the modeling (e.g., preprocessing, ANN, ANFIS
and CANFIS–GA).
2.1. GA
The GA was ﬁrst introduced by Holland (1975). It is a universal
method for solving the variety of constrained and unconstrained
optimization problems (Holland, 1975). GA can also be used to
solve a diversity of optimization problems that are not well-
suited for standard optimization algorithms, including problems
in which the objective function is discontinuous, non-differenti-
able, stochastic, or highly nonlinear (Goldberg, 1989). Some
researchers also suggested that global search techniques includ-
ing the GA might prevent ANN from falling into a local minimum
(McInerney and Dhawan, 1993; Sexton et al., 1998; Gupta and
Sexton, 1999; Tahmasebi and Hezarkhani, 2009).
The initial population will be modiﬁed to reach a better
answer. At each step, the GA selects individuals (chromosomes)
from the current population (parents) randomly and uses them to
produce the children for the next generation. After several
generations, according to essence of the GA, it tries to move to
the best solution. At each step, the GA uses three main types of
rules to create the next generation from the current population.
These types of rules are discussed as follows (Deb, 1999):
Selection rules select the individuals called parents which
contribute to the population at the next generation.
Crossover rules combine the chromosomes in order to pro-
duce the next generation.
Mutation rules lead the chromosome to change and alter their
values.
Initially, the variables should be represented by a binary string
which encodes the parameters of the CANFIS and each chromo-
some (individuals) consists of several genes which represent the
network’s parameters. Then, a population of strings with initial
Fig. 4. The ﬂowchart for grade estimation and the applied methods with their designing details.
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(i.e., genes-chromosome-population-generation).
In this study, the roulette wheel method is used to determine
the next chromosomes with randomly selected length. Moreover,
it is possible to give a chance to the pervious chromosome to
cooperate in the future generation to become a stronger chromo-
some. It should also be noted that in this study, we used the
rulette-wheel, two-point method and boundary method for the
genetic operators of selection, crossover and mutation, respec-
tively. Afterwards, the values of ﬁtness function (which is mainly
related to the difference between the output CANFIS–GA and the
real grade) are sorted and then the best and the worst chromo-
somes are identiﬁed (note that only the best chromosomes can
crossover or mutate by rating). Therefore, the GA with the
mentioned parameters is employed to obtain the optimalstructure of CANFIS (e.g., Number of input neurons, membership
function, learning and momentum rate).3. Application to Sungun porphyry copper deposit in East-
Azerbaijan, Northwestern Iran
3.1. Geological setting
Initially, Bazin and Hu¨bner (1969) investigated Sungun copper
porphyry extensively and they reported that this reserve is a
Skarn-type mineralization at the contact between the Cretaceous
limestone and the granodioritic stock (Figs. 5 and 6). According to
the available features and alteration indicators, Etminan (1977)
supposed that this deposit is very similar to presented porphyry
Fig. 5. Simpliﬁed geologic map of the Sungun area (Hezarkhani 2002).
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cluded that this deposit is one of the porphyry deposits
(Hezarkhani et al., 1999).
From the physico-chemical point of view, Sungun porphyry
copper deposit is hosted by a composite intrusive and two main
diorite/granodiorites and later a monzonite/quartz–monzonite
can be seen. These reactions take place in the depth of 2000 m,
and at a temperature of 670–780 1C (Hezarkhani et al., 1997).
Detailed studies on ﬂuid inclusions/isotopes, thermodynamic and
reserve modelings have been provided in several studies
(Hezarkhani and Williams, 1998; Hezarkhani et al., 1999;
Hezarkhani, 2002).3.2. Data preparation
At the beginning of the modeling, the data is normalized which
helps to reduce the noises and ﬁnally leads to a better prediction.
For this aim, different normalization methods should be tested to
improve the network training (Demuth and Beale, 2002;
Chaturvedi et al., 1996; Sola and Sevilla, 1997). Each of the
variables are normalized by applying the following three methods
to ﬁnd the most effective and precise one.
These applied methods are as follows: ‘‘The original data’’, ‘‘the
normalized data which is in the range of [1 1] by using the
maximum and minimum dataset’’, ‘‘the normalized data by using
the mean and standard deviation of dataset’’, and ﬁnally ‘‘the
normalized data in the range of [0 1] by using the following
equation’’:
Xnorm ¼
xxmin
xmaxxmin
ð7Þ
where x is the data which should be normalized, and xmax and
xmin are the maximum and minimum of the original data,
respectively. Moreover, Xnorm is the normalized data that istransformed. The obtained results indicate that application of
ﬁnal equation to normalization leads to better responses.
The applied data includes 156 exploratory boreholes. For grade
estimation, the coordinates are used as input variables, and grade
attribute is used as output variable for the respective dataset. In
this paper, the available data for both ANN and ANFIS is divided
into three and two subsets for CANFIS–GA network. For CANFIS–
GA, the training and testing sets are randomly selected in the
approximate ratio of 85% and 15% from the database, respectively.
However, in the ordinary methods (ANN, ANFIS) which are based
on trial and error, several parameters should be changed during
the modeling. Therefore, the dataset needs to be validateed to
control the ANN and ANFIS performance. The ﬁrst subset is the
training set by which the network ﬁnds an input–output spatial
relationship by repetitive analysis of the training set (70% of
whole data). The second subset is the validation set (15% of
whole data). The difference between these two kinds of data
distributions is due to applying the GA to CANFIS. While applying
the GA, there is no need to come back and correct the model,
because the training phase will be controlled by the GA and the
best parameters are stored at each iteration. Also, we pick the sets
at equally spaced points throughout the original data. Table 1
represents the summary statistics of the datasets in which the
copper dataset reveals less variance.
3.3. Modeling
All the mentioned properties such as data selection, ANN’s
parameters, etc. were selected and considered for the modeling. It
is better to explain some effective parameters in both CANFIS and
GA before the modeling.
There are two fuzzy MFs: Bell-shaped and the Gaussian-
shaped curves. The bell-shaped curve is a little more ﬂexible,
because it has three free parameters to adjust compared to the
Gaussian-shaped MF which has only two parameters. Therefore,
Fig. 6. Proﬁles showing the distribution of Cu grades along cross-sections D–D and C–C. Numbers on surface indicate drill holes (Hezarkhani 2002).
Table 1
Summary statistics of the using dataset.
Data Mean Variance Maximum Minimum
Value 0.379 0.244 23.5 0.01
P. Tahmasebi, A. Hezarkhani / Computers & Geosciences 42 (2012) 18–2724the bell-shaped has been selected as the employed membership
function. There are also two learning updates: on-line learning,
which updates the network after presenting each exemplar, and
batch learning, which updates it after the presentation of the
entire training set. We used the latter update in this study.
Moreover, we selected the momentum and axon as the learning
algorithm and the transfer function, respectively. It is important
to mention that axon transfer function is the identity map which
is normally used only as a storage unit, and as it is expected, its
output is equal to the input. Furthermore, the momentum should
be added as a composition of two main parameters. In other
words, while searching with the momentum component, there
are two parameters to be selected: the step size and the
momentum. One solution is to set a value for the learning rates
by trial and error method. As another solution, one can use the
GA. Indeed, we used GA for ﬁnding the best value/number of
processing elements, step size, and momentum rate. Finally, thereare two variants from available CANFIS networks to choose: the
Tsukamoto fuzzy model which is simple and runs fast, whereas
the TSK fuzzy model (also known as the Sugeno fuzzy model) is
generally more popular.
Since the chromosomes are composed of genes, the variable
should be presented to GA encoded by chromosomes. As
explained, there are three parameters which should be optimized;
as a result, each chromosome (or a candidate of solution) is
composed of three genes (learning rate, momentum of the net-
work and the number of MFs for each input) which indicate the
values of those parameters. We also used aploid chromosomes to
present them to the GA. At the ﬁrst step, the number of
individuals will be produced randomly. Then, ﬁtness function is
evaluated for these individuals. Next, encoded chromosomes are
searched to maximize the ﬁtness function in which the quality of
the solution is sorted in the ﬁtness value and can be represented
by the average prediction accuracy of the training data. In this
study, we used MSE (Mean Square Error) as the ﬁtness function
which measures average of the square of error. The amount of
error is interpreted by the difference between the responses of
CANFIS–GA and the true (actual) grades. Eventually, the MSE is
deﬁned by the following equation:
MSE¼ Ei ¼
1
n
Xn
i ¼ 1
ðPiTiÞ2 ð8Þ
P. Tahmasebi, A. Hezarkhani / Computers & Geosciences 42 (2012) 18–27 25where Pi is the value of predicted grade by CANFIS–GA, Tj is the
real grade and n is the number of data in the training dataset. For
a perfect ﬁt, Pi¼Tj and Ei¼0. Thus, the MSE index range changes
from zero to the inﬁnity with zero corresponding to the ideal
condition. Clearly, the MSE calculates the differences between the
predicted grade by CANFIS–GA and the actual grade in the
training dataset. Fig. 7 shows the best MSE for each generation
in the training phase.
In each successfully run of the algorithm, the ﬁtness function is
calculated according to individuals. In this section, it is possible
that the calculated ﬁtness function of individuals may not be
appropriate for new generation comparing to the initial criteria;
therefore, in this case the individuals are selected according to
their ﬁtness function to produce the offspring which that is
indeed the result of parent recombination. Then, by using the
mutation operator (which is a probability type), all the offspring
will be mutated. Next, the parents will be replaced by the new
offspring in order to produce a new generation. This simple cycle
is the basic step in the GA because repeating this procedure and
according to supposed criteria, the best answer for optimization
problem would be derived. Obviously, in order to ﬁnd the settings
that produce the lowest error, this form of iteration-based
optimization requires the network to be trained in several times.
Basically, the GA is based on the three parameters: crossover,
mutation and population. The different values of these parameters
are important and the GA might be sensitive to the different values.
Then, the population size was set from 15 to 60 and the crossover
and mutation rates may vary to prevent beginning up any possible
problem and error. The range of the crossover rate was set between
0.1 and 0.9 while the mutation rate ranges from 0.01 to 0.2 and their
results were compared in order to ﬁnd the optimum values of
different parameters. Therefore, a total of 45 experiments were
performed to present the combination of the different level of
mentioned parameters. Since no discrepancies were observed
between the various parameters values, the middle level of each
parameter was chosen as the ﬁnal GA parameters (Table 2). There-
fore, the GA was started with 50 randomly generated chromosomes,
and their parameters were crossover rate, mutation rate and
population size with the values of 0.6, 0.12 and 50, respectively.0
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Fig. 7. Showing the best ﬁtness (best MSE) in the each generation that by applying
GA and testing several chromosomes on each generation which each of them
carrying the possible architecture or values of the parameters that should be
optimized on that generation resulted.
Table 2
Summarized results of 45 performed different experiments to present the
combination of the different level of the three parameters crossover, mutation
and population.
Stage 1 2 3 4
Crossover rate 0.1 0.3 0.6 0.9
Mutation rate 0.01 0.06 0.12 0.2
Population size 15 30 50 604. Results and discussion
4.1. Grade estimation by ANN
As explained earlier, the input data includes the coordination
and the output is grade value. In non-optimal methods, the trial
and error method is the only way to determine the optimal
structure. The results for testing dataset are shown in Figs. 8 and 9.
The obtained structure has the lowest MSE (Mean Square Error),
RMS (Root Mean Squared), AARE (Average Absolute Relative
Error), ARE (Average Relative Error) and the maximum R (correla-
tion coefﬁcient) (these mathematical expressions are fully deﬁned
by Rice, 2006). It is obvious that the best and desired values for all
of those parameters are zero except the R value which is equal
to 1. In is also noted that for more than single layer structure, the
ANN was tested throughout this stage for multi-layers, but the
results were not satisfying.
4.2. Grade estimation by ANFIS
The training of an ANFIS network which involves grade
estimation, conducts the input training vectors to target vectors
with a minimum total sum of squared error. All the inputs and
outputs are presented to network in several iterations. As the
network learns, the error drops to zero (For more information
about the ANFIS training in grade estimation refer to Tahmasebi
and Hezarkhani (2011)).
The training was based on 60 epochs which the hybrid
learning algorithm was used in its architecture. At the end of 35
training epochs, the mean square error for validation vectors wasFig. 8. Comparison of predicted results with actual grade values for Sungun
copper porphyry deposit based on the ANN, ANFIS and CANFIS–GA.
Fig. 9. Comparison of AARE, RMSE, ARE, R, MSE for ANN, ANFIS and CANFIS–GA.
P. Tahmasebi, A. Hezarkhani / Computers & Geosciences 42 (2012) 18–2726converged to a minimum of 0.0925. Therefore, 35 epochs were
selected for grade estimation process. The trained Takagi–Sugeno
type fuzzy inference system was used for grade estimation of
available dataset. Then, four bell-typed fuzzy MFs per each input
were selected to describe the input to output variables. This is
translated in 16 rules for each one regarding the two inputs with
four fuzzy sets. The results of ﬁnal estimator model for testing
dataset are shown in Figs. 8 and 9.
4.3. Grade estimation: CANFIS–GA
According to the earlier discussion, the ﬁtness function is
‘‘MSE’’ and it means that in all the network evaluations, that is
considered as a rule to reach the best result. In this modeling,
several networks with different crossover and mutation rates
were investigated to ﬁnd the best probability. As it is shown in
Fig. 7, among 50 generations, the desired network with the lowest
error obtained in the 20th generation. This network is the results
of applying the GA to the best obtained parameter that can be
used to gain the lowest error for grade estimation and the best
network subsequently. On the other hand, by testing several
values for the given parameters, the GA makes the network to
converge to the best structure and response. These parameters
are described as follows: a mutation rate of 0.08, the network
with four nodes in the MFs layer, a learning rate of 0.65 and a
momentum of 0.7. The optimal obtained network was presented
in the 20th generation that it was located in 24th position of the
52 networks. The MSE of this optimal network in the training
stage was equal to 0.003.
In order to evaluate the performance of the current methodol-
ogy, 15% of the whole dataset were selected as the test dataset.
The performance of CANFIS–GA gained by the test dataset is
presented in Figs. 8 and 9. The predictions were then compared
with the actual grade values. Fig. 8 shows the comparison of 24
grade prediction samples versus the actual grade values for
CANFIS–GA. The horizontal axis represents the real grade and
the vertical axis shows the obtained results from applying several
techniques in this paper.
According to Figs. 8 and 9, the prediction capability of CANFIS–
GA model is documented. Therefore, this network is considered to
be used to predict the grade values. By applying this method, an
obvious improvement on the grade estimation is obtained. The
worst results were obtained from the neural network technique.
The results of ANFIS are better than those of ANN due to the fact
that this technique is a combination of ANN and FL methods and
is better in getting the spatial relationships between the variables.
The CANFIS–GA technique is expected to provide a signiﬁcant
improvement when the new data comes from mixed or complex
distributions. Since most of the mining and geological activities
can be considered to fall down in some fuzzy conditions, the
CANFIS–GA could be an excellent choice compared to the other
methods from the performance point of view. The proposed
methodology not only has the intrinsic advantages of the
neural-fuzzy techniques, but also the parameters are optimized
by the GA under the new approach. Moreover, this integrated
approach could improve the predictions, and in addition to
geology and mining problems, this adaptive technique can be
used in different ﬁelds.5. Conclusion and future works
This paper introduces an integrated CANFIS and GA (CANFIS–
GA) to predict the ore grade from the boreholes in Sungun
porphyry copper deposit in Iran. It is also a simultaneous search
for optimal selection to adjust the network parameters. Due tohaving a lot of parameters in different methods of artiﬁcial
intelligence (e.g., ANN, FL and GA), these methods need a
signiﬁcant time and effort to ﬁnd the optimal structure,. On the
other hand, using this new proposed technique for grade estima-
tion in this paper, the issues with FL such as deﬁnition of fuzzy if-
then rules and number of MFs could be resolved. Furthermore, by
applying the learning process, it is possible to generate a set of
fuzzy if-then rules to approximate a desired grade, as shown in
this paper. The ANFIS is the result of ANN and FL combination.
Combining these two intelligent approaches, a good reasoning
would be achieved in both quality and quantity. In other words,
both fuzzy reasoning and network calculation could be available
simultaneously. Since most of the related grade estimation scopes
are very fuzzy and the relationship between variable is also
complicated in some cases, this new methodology can be
extended to be applied in most of mining and geological pro-
blems. By using the GA, it is also possible to reduce inputs in order
to get the best results. In the current study the input variables
were three dimensional and there was no need to reduce the
variables. In cases with lots of variables, however, this method
could be very helpful in input reductions. In this study, the
CANFIS–GA performance was investigated extensively, whereas
the correlation coefﬁcient was equal to 0.9327 which shows that
this method has an excellent performance for grade estimation.
This method was compared to the other current methods, which
the results indicated that the integrated neural-fuzzy and GA
(GA–ANFIS) provides the least error on the testing dataset. In
addition, applying the GA–CANFIS requires much less effort and
also that is not very time consuming to solve the problems.
Moreover, this method does not have the common problems
existing in the ANN and the FL, as both the prediction accuracy
and the time requirement for the solutions are improved by the
proposed method.References
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