This paper is concerned with differential operators and their ad joints induced in the Hubert space £? 2 {w) by an operator (l/w)l where I is an nth order singular differential operator and w is a weight. It is shown that weights may be chosen and boundary conditions may be imposed so that the structure of these operators is similar to that of regular differential operators.
1. Preliminaries* Throughout I will denote an operator of the form, will denote the complex numbers, the space of all complex n x 1 column vectors will be denoted by ^ , and the space of all complex n x n matrices will be denoted by ^£ n . If M is a matrix then M* will denote its conjugate transpose. DEFINITION 1.1. Let (φ l9 .. 9 φ n ) be a sequence of linearly independent solutions to (1.2) l(y) = 0 on (α, 6) .
The statement that (θ l9 •••,#«) is the adjoint of (φ u *",φ n ) means that θ k is the complex conjugate of the (k, n) entry of the matrix [K(φ u •• ,^)Γ 1 for i = l,2,...,%. We shall make use of the following facts concerning adjoints of fundamental systems of solutions to Eq. (1.2 
See problem 19, p. 101 of [1] and Theorem 5, p. 38 of [5] . Note that in the latter reference the formal adjoint differential operator is defined without taking complex conjugates. The same is true in Ref. [2] wherein on p. 69 in Corollary 3.8.2c we find justification for LEMMA 1.4 . Let φ k and g k be as in Lemma 1.2. Then [K(θ l9 ,
Where I is the n x n identity matrix and P is the concomitant matrix of I. The study of operators with a compactifying weight is in some sense complementary to the study of those with an Z-admissible weight considered in [7] . 
Proof. Let (θ lf •••,#») be the adjoint of (φ ί9 , φ n ) and let t 0 e (α, 6). From Eq. (1.4) it follows that if y satisfies Eq. (2.1) then
for all t in (α, b). Since each of 0 lf , θ n , /, and y (by Theorem 2.1) is in Sf\vί) it follows that the limits indicated exist, and that Eq. (2.2) will be satisfied if and only if
This is just a standard initial condition for solutions of Eq. (2.1); hence there is exactly one solution satisfying Eq. (2.3). The proof of the last assertion of the theorem is analogous. The main result of this section is presented in the following theorem. It is of interest to note that we are able, in the case of a compactifying weight, to deleniate the minimal operator through the boundary conditions (3.1); whereas in earlier treatments of similar problems, even with symmetric operators with maximal deficiency indices, (see §17 of [6] and §XΠL 2 of [3] The proof of this theorem will require the following lemmas, some of which were motivated by the material in §17.3 of [6] 
where P is the concomitant matrix for I. (See pp. 86 and 285 of [1] .) In view of Lemma 1.4 this last expression is the same as
The conclusion to the lemma then follows by taking limits as β -> b and a-+ a. 
where c is the vector in ^n such that
Since Eq. 5.1 is satisfied only for c -0 if and only if M + N is nonsingular the theorem is proved. 
