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Local best Chebyshev approximations are characterized by a condition which 
can be considered as a generalization of the general Kolmogoroff criterion. In the 
discrete case, this condition is shown to be equivalent to the general Kolmogoroff 
criterion itself. Finally, local characterizations of the general Kolmogoroff criterion 
are given. 
1. FORMULATION OF THE PROBLEM 
Let Bc C ?” be a compact set and C(B) be the vector space of all 
continuous real-valued functions on B equipped with the maximum norm 
II g II = yy I &)I- g E C(B). 
Let further A be a nonempty subset of 111” and F: A + C(B) be a given 
continuous mapping. IffE C(B) is given: we say F(G), a” E A, is a “(strict) 
best approximation” toj‘on B in the Chebyshev sense if 
(1.1) 
Similarly, F(6) is a “(strict) local best approximation” tof’on B if there is an 
I; 1 0 such that 
lif - F(a)// b a E A r? c::; 
for 
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We require now that f does not lie in F(A), the image of A under I:, so that 
IIf- F(a)11 > 0 Tar all a E A. 
We will use the set of extremal points at a E A, 
I(Q)= ~~~Bllf(x)--F(a~x)l= llf-J'(alll 
and the following sign function: 
u(a, x) = I 
sm(f(x) - F(a, xl) if f(x)-F(a,x)#O 
0 if f(x) - F(a, x) = 0’ 
where (a, x) E A x B. Obviously, a(u, x) is different from zero for all 
x E I(u) with arbitrary a E A. 
Finally. we define for each compact subset D of B 
II .!/I, = yg I g(x)13 g E C(B). 
2. INTRODUCTION 
It has been known for some time that for F being linear, F(6) is a best 
approximation to f if and only if the general Kolmogoroff criterion 
min (f(x) - F(6 x))(F(u, x) ~ F(a^, x)) < 0 VUE‘4 XC/(d) 
or. equivalently. 
min a(& x)(F(u, x) - F(a^. x)) < 0 VuEA (2.1) YE,(d) 
is satisfied, and further, that in the general case (2.1) represents usually only 
a sufficient condition for a best approximation [ 6 1. A great deal of effort has 
been made in characterizing those sets of functions in which each best 
approximation is characterized by (2.1). We refer. for instance. to 1 1 1 and 
15 1; for further references, see also [ 71. 
That (2.1) is a sufficient and, furthermore, very restrictive condition for 
F(6) to be a best approximation becomes obvious from the following two 
lemmas. 
LEMMA 2.1. For each a E A, let 
K(a) = {x E I(a^ f - F(a^)li < l./-(x) - F(G x)1 I. 
Then (2.1) holds true 17 and only if for each a E A the followYng t~ro 
conditions ure satisfied: 
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6) /If- W>ll < *ax,,,(d) IS(x) - F@, xl T 
(ii) a(a, x) = o(Z, x)for- at least one x E K(a). 
Proof. Equation (2.1) is interchangeable with 
)--F(&x))J>O VaEA .,$;f) aa”, x)1 cm) - w. -y)) - cl-(“~ 
which again is equivalent to 
I!./- W>ll G XT;?) w, xK/-(x) - F(a, x)) VnEA. 
The last inequality is true if and only if conditions (i) and (ii) hold at the 
same time. 
Hence (2. I ) implies 
II f- W)ll,,d, < Ilf- F(a)ll,,d VaEA. (2.2) 
(2.2) is equivalent to the following generalization of the general Kolmogoroff 
criterion 14 I: 
*in 
rEl(d 
((f(x) - F(a^, x))(F(a, x) - F(a^, x)) - +(F(a, x) - F(& x))’ ) 
GO VaEA. (2.3) 
(Another proof of this equivalence is included in the proof of Theorem 3.2 
below.) That (2.2) or (2.3) respectively. is sufficient for (1.1) to hold. 
follows from the next lemma. 
LEMMA 2.2. If F(2) is a best approximation to f on the set of extremal 
points at a^ E A. then F(Z) is also a best approximation to f on B. 
ProoJ llf- F(4ll = If- f’Wl,~,-, <llf- W>lllc~, < llf- F(a)Il v a EA. 
It has further been known that likewise the general Kolmogoroff criterion 
confined to a neighborhood of a^ is usually only a sufftcient condition for a 
local best approximation (3,6]. In 16) it was proved that it becomes also a 
necessary condition for a local best approximation F(i) if F(6) is a best 
approximation to f not only on B but also on Z(G). i.e., shortly if (2.2) is 
satisfied. (This fact will be proved later in another manner.) 
From our discussion then follows already that (2.1) (2.2) and (2.3) are 
locally equivalent, and that, therefore, (2.2) or (2.3). respectively, considered 
in an appropriate neighborhood of a” is likewise, in general only a sufftcient 
condition for F(L) to be a local best approximation. (See also Theorem 3.2 
below.) 
Since (2.1) and (2.2) are locally equivalent, we can conclude from Lemma 
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2.1 that a certain sign condition is locally always fulfilled. Using this fact to 
advantage, we can characterize local best approximations in a nontrivial way 
under very general circumstances. 
Finally, we want to mention that in (7 1 a survey of characterizations of 
local best Chebyshev approximations under conditions of first and second 
order was given. 
3. CmR.4cTERIz.4-rloNs OF LOCAL BEST APPROXIMATIONS 
THEOREM 3. I. Let D be an arbitrar)) compact subset of 13 bilhich 
corztains at least one element of I(6) arid let p = 11 f - F(6)& Let further 
(i 1 !I f- F(~)ll,~  I?, II f- F(a)Il, ‘d a E A C? Us. 
(ii) inf XE,j {P-d&.~>(S(x> - F(4.x)) + a(a^.x)(F(a,x)-F(a^,x))J ,$, 0 
for all a E A n r/j, h*here the infimum is achieved for an x E D. 
(iii) Withf, = F(6) t J(f- F(a^)),for all 1 > 0 
inf (p - a(~?. x)(f(x) - F(a^. x)) + iJ4(x) - F(a^, x)1 
XEI) 
- I.&(-u) - F(a. -G I(:, 0 VaaEAnUg. 
w’here for a E A n Vi fixed, the infimum is achieved for all 1 > 0 
at an x, E D with ~(a^, x ) # 0; i.e., x, is independent of /1.. 
Then the.following relations hold between (i) and (iii): 
(i) * (ii) with a certain 6, 0 < 6 < E, (ii) + (i) with E = 6, and (ii) u (iii), 
i.e.. a neighborhood of a^ exists in which (i), (ii) and (iii) are equivar’ent. 
Proof (i) * (ii): Part (i) implies that for each a E A f’ Us there is an 
X, E D with if(x,) - F(a, x0)1 = iif- F(a)ii, such that 
P (4, I./G,) -W,x,) - (W,x,) -F(&x,))l. (3.1) 
Because of the continuity of the mapping F: A --) C(B) there is now a 6, > 0 
for p, such that 
IIW) - F(a)0 <P VaEAnUp. (3.2) 
Therefore, (3.1) yields for a E A n lJ$, 6 = min(s, a,), that ~(a^, x ) $- 0 and 
a(& .x,)(F(a, x0) - F(4 x,)) i 0. (3.3) 
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For if we assume that both terms (f(x) - F(a^, x)) and (F(a, x,) - F(a^, xc,)) 
are positive or negative at the same time. we get employing (3.2) the 
following contradiction: 
=I or \ <P 1 F(a. x,,) -~ F(a^. X(,)1 ‘- ! j-(x,,) - F(a^, s,, )I i 
By virtue of (3.3), we are now able to write (3.1) as 
P (“;, I fW - vu, .Y(,)l = I ./l-y, 1 - F(a^. .Y,) - (F(u, s ,) - F(b, .K,,))l 
= 44 x,)(f(x,,) -- F(a^, x,)) - a(& x,)(F(a, x,,) -- F(S. x,,)). (3.4) 
Since further for arbitrary .Y E D 
dci. x)(f(x) ~- F(a^, x)) - a(i. x)(F(a. x) - F(a^. x)) < lJ‘(x) F(u, x)1 
<I./b,,) ea. .Y,,)l (3.5) 
is true, we can conclude condition (ii) from (3.4) and (3.5) 
(ii) 3 (i): If, conversely, (ii) is given then for each a E A n (ii there is 
an x, E D such that 
or, equivalently, 
The last inequality implies (i) with F = (5. 
(ii) * (iii): Let the infimum in (ii) be achieved for a E A n iJ; at 
x, E D. Then we have for all A > 0 
(f1(-%7) - F(a, x,)) I (4) 0, (3.6) 
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where the left-hand side is equal to 
P + (A - 1 IS(%) -WY %)I - u(a^, xJ(&(x,) - F(@ xJ)s (3.7) 
Since p + (A - l)if(s,) - F(a^, x,)1 is positive for all A > 0, ~(a”, x0) has to be 
equal to sgn(fI(x,) - F(a, x,)) for all A. > 0 and different from zero. 
Therefore, (3.6) can be written as 
P - u(s, -%Kk7) - F(a^. -a) + I.Lk,) - F(a^, ?,)I 
I St (-~cl) - F(@ x0 )I (2) O, 
(iii) + (ii): Let x, be defined as in (iii). Then ICJ(&, x,) = 
sgn(fI(x,) - F(a”, x,)) is different from zero and 
P + 0 - 1)l.f(4 - F(a^. $)I - IJlCql) - F(a^, -?I) 
- (F(a, x,) - F(a”. .K,)>l(;) 0 (3.8) 
for all 1 > 0. Next we show that (3.8) implies 
a(& x,)(F(a, x*> - F(a^, x,)) > 0. (3.9) 
For assuming a(~?, x,)(F(a, x0) - F(a^, x,)) > 0, we get 
I./-l(%) - w, -%)I2 
= If,(%) - F(a^, x,) - (F(a, x0> - F(a^, X(J)]* 
= (fh(TJ - w, XJ’ - w-(5,) - 0, x,))(F(a, X”) - F(Li, xc,)) 
+ (m, x,) - F(a^, x(J)’ < I.f~(X,) - F(a^, x0)/*. (3.10) 
if 
if we insert further (3.10) into (3.8), we arrive at the contradiction 
P+V- 1)lf(x,>-F(a^,x,)l<nlf(x,)-F(a^,x,)l 
for all J. > K. Hence (3.9) is true, and, since a(& x0) is different from zero, 
we can rewrite (3.8) with (3.9) as 
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P + v ~ 1)l.KY,) -m. -x0)1 - (a(& X(,)(f\(X,) - F(a^. .Y(,)) 
a(& x,)(F(a. x,) - F(a^. x,,))] (?) 0 ‘d 2 > 0. 
Henceforth, condition (ii) holds true. 
Considering the last proof we observe that the equivalence of Theorem 3. I 
(ii) and (iii) is valid on arbitrary parameter sets A s Rp. If we further 
choose, in particular, D = 1(L), we can conclude the equivalence of the two 
conditions 
(b) For each a E A there is an X, E 1(L), independent of 1. with 
for all i > 0 andf, = F(i) + n(J’- F(b)). 
As is known. the general Kolmogoroff criterion (a) is also equivalent to 
(c) F(L) is a (strict) best approximation to J’, = F(6) + iL(J’- F(i)) 
for all i > 0 with respect to A. i.e.. F(i) is a “solar point.” 
See, for example, [ 21. (That “<” in (a) implies strictness in (c) and 
conversely, can be shown easily in the case of Chebyshev approximation.) 
Consequently, solar points are further characterized in a strong way by 
condition (b). 
Based on these observations, we can consider condition (ii) of Theorem 
3. I as a generalization of the general Kolmogoroff criterion and condition 
(iii) as a generalization of a “local solar point” if we state 
DEFINITION 3.1. F(G) is called a “(strict) local solar point” if F(a”) is a 
(strict) local best approximation tof3 = F(s) + L(f- F(b)) for all J > 0 with 
respect to a neighborhood A n Uz of a^ which is independent of 2. 
With the last theorem we obtain 
THEOREM 3.2. Let 
(ii) min 
1 
a(& x)(F(a, x) - F(a^, x)) - 
(F(a, x) - F(a^, x))I < 
IEl(n^) 2 II f - W)ll t WI0 
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(iii) min xc,(a^) @, x>(F(a, x) - F(& x)) (2) 0 V aEAf'~U~. 
(iv) F(6) is a strict local solar point in a neighborhood A f~ Ug of a^. 
Then the following relations are true: 
(i) -3 (ii); (iii) u (iv); (i), (ii) * (iii), (iv) with a certain 6, 80 < 6 < c; 
(iii), (iv) ;> (i), (ii) with t; = 6. Consequently, there is a neighborhood of a^ in 
which the four conditions above are equivalent. If further B consists of 
finitely many points and if 
then (i) + (v) with K= t‘ and (v)* (i) with a certain I;. 0 < t; :< K. That 
means in the discrete case (i) to (v) are equivalent in a certain neighborhood 
of ri. 
Pro?J (i) Q (ii). Part (ii) is true if and only if the next inequality is 
\.nlid: 
min {Z(J‘(s)- F(a^, .u))(F(a,s)-F(G.x))- (F(a,s)-F(a^.s))'I 
\Clliil 
= Yt,i,rI, { 2(f(x) - F(a^, .u))’ - 2(f(.u) - F(a^, x))(f(x) - F(a, s)) 
- (f(x)- F(a^,x))2 + 2(f(x)- F(a",x))(f'(x)-F(a,x)) 
- (f(x)- F(a,x))'} 
= ~,l$t, ((f(x) - F(& x))? - (f(x) - F(a 4y i (2) 0 VaEAflQ. 
(iii) o (iv) was discussed above. 
(i) * (iii) with a certain 6, 0 < 6 < E, and (iii) * (i) with & = (4 follows 
from Theorem 3.1 if we choose D = I(&). 
(i) 3 (v) was proved with Lemma 2.2. 
Finally, we show under the assumption B consists of finitely many points 
that (v) implies (i) for a certain E, 0 < E <K: 
Since for [(a”) = B the implication is obvious, we can assume thalt there is 
an .yi E B\l(a^) so that 
x FBTct, Iftxj) - F(a3 xi)l = c < Iif- F(a^>ll = P 
I 
is achieved. Because of the continuity of the mapping F: A -+ C(B) there 
exists now a 6; for E^ = p - C such that 
II F(a) - F(a”)il < P - C VaEAnU%;. 
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This proves the assumption for 6 = min(.q 6;); for if we assume that there is 
an xj E f(u), a E A n Ug, and xj @ I(&), we obtain the contradiction 
l!f- Qa^)ll < ilf- F(Q)ll = l.Oe~;) - QLxj) 
- (F(a, q) - F(& “,))I < c + p - c = p. 
By the first part of the last theorem, results of 141 and 16 1. which we referred 
to in the introduction, are joined and proved again where we showed in 
addition that strictness in one condition implies always strictness in the other 
condition, respectively. Beyond this, Theorem 3.2 states that in the discrete 
case: each local best approximation to f on B is also a local best approx- 
imation to f on the set of extremal points, and is, furthermore, characterized 
by the general Kolmogoroff criterion. It might be possible to use these results 
to advantage numerically. 
REFERENCES 
I. D. BRAESS. Geometrical characterizations for nonlinear uniform approximation. J. ,J/~pro\. 
7‘heorA. I1 (1974). 260-274. 
2. B. BROSO\VSKI. Nichtlineare Approximation in normierten Vcktorraumen. i,r “Abstract 
Spaces and Approximation,” pp. 140-159. ISNM IO, BirkhLuser. Basel. 1969. 
3. B. BKOSCNSKI. Einige Bemerkungen Turn verallgemeinerten Kolmogoroffschen Krltcriunr. 
irl “Funktionalanalytische Methoden der Numcrischen Mathematik.” pp. 25 ~34 ISKM 12. 
BirkhCuser. Basel, 1969. 
4. B. BKOSOUKI. Zur nichtlinearen Tschebyscheff-Approximation an Funktlonen mlt Wertcn 
in einem unitiiren Raw. Mathemalica I1 (34) (19691, 53-60. 
3. - L. CO~J ~17 ,wr) W. KKARS. “Approximationstheorie.” ‘Teubner. Stuttgart. 1971. 
6. G. MEIYARI)IIS. Nicht-lineare Approximationen. Arch. Karional Mech. Ad. 17 ( I964 I. 
297-326. 
7. R. REEMTS~N. “Charakterisierungen und OptimalitBtskriterien fur lokale Mimma beI dcr 
Tschebyscheff-Approximation,” Dissertation, TFI Darmstadt. 1978. 
