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Abstract. Consider a stochastic process X, regenerative at a state x which is instanta-
neous and regular. Let L be a regenerative local time for X at x. Suppose furthermore
that X can be approximated by discrete time regenerative processes Xn for which x is ac-
cesible. We give conditions on X and Xn so that the naturally defined local time of Xn
converges weakly to L. This limit theorem generalizes previous invariance principles that
have appeared in the literature.
1. Introduction
Counting the number of times a certain discrete-time stochastic process visits a given
state is a simple operation on it. However, in continuous state-space, this quantity is
typically zero, one or infinity, and so extending the notion is not a trivial task. The first
example of such an extension is Paul Le´vy’s construction of Brownian local time in Section
7.5 of [Le´v39] or in The´ore`me 47 of [Le´v65]. This local time is a random non-decreasing
continuous singular function, increasing only on the zero set of Brownian motion (whose
Hausdorff dimension is 1/2). Limit theorems then relating the discrete counting notion
with the continuous one are not common, since local time is not a continuous functional
of the sample path. Among the results available one has limit theorems for the discrete
local time at all states of random walks with finite variance in [Per82] and [Bor81] or in
the domain of attraction of a stable law in [Bor84] (the case of continuous-time random
walks is found in [KMS19]). In higher dimensions, we mention the invariance principle
of [BK92] for local times of random walks on (neighborhoods of) curves in the Brownian
domain of attraction. One also has limit theorems for the local time (stopped at two different
stopping times) at all states of a sequence of spectrally positive compound Poisson process
with negative drift approximating a spectrally positive Le´vy process in [LS15], as well as
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for the local time at zero of Le´vy processes reflected at their minimum in [DLG02] and
[CD10]. One of the motivations of the latter works was to study convergence of the height
process (a local time functional of a Le´vy process path) useful to study limit theorems for
Galton-Watson trees. One of the motivations of this work is to find a common framework
where one can obtain results in the above directions. Very related are limit theorems for
occupation times of Markov processes (which include some for local times) in [DK57] and
[HL03]; these have, in the random walk case, strong versions in [Re´v13] and [GS18] (for
random walk bridges). However, these results have focused on (self-similar) scaling limits of
the occupation times of only one process and not on weak limits of local times. Regarding
our assumptions, we have in mind the setting where we have a sequence of discrete-time
Markov processes converging weakly to another one, and our aim is to deduce that local
times also converge. The assumptions are similar to ones featuring in results about weak
convergence of regenerative processes of [LS14].
In order to highlight the fragile nature of the convergence of local times, consider the
following simple example. Let U1 = |S|, where S is a simple symmetric random walk.
By Donsker’s invariance principle, Un = (U1⌊nt⌋/
√
n) converges weakly to |B| where B is a
Brownian motion. Borodin and Perkins proved (in the above cited works) that the (natural)
local time
Lnk/n = #
{
j ≤ k : Unj/n = 0
}
of Un, scaled as Ln/
√
n, converges weakly as n→∞, to the local time of Brownian motion.
Fix pn ∈ [0, 1]. Now consider the Markov chain V˜ n, having the same transition probabilities
p˜i,j as U
1 at states i ≥ 2, and let p˜1,0 = pn = 1− p˜1,2 and p˜0,1 = 1. When pn → 0, the scaled
Markov chain V n (obtained from V˜ n) still converges to |B| while its local time converges
to zero, even without the square root scaling.
1.1. Statement of the main result. The setting of our main theorem will feature a conti-
nuous-time ca`dla`g stochastic process X whose state-space is Polish. Recall that a function
from [0,∞) into the state-space is ca`dla`g if it is right-continuous and admits left limits.
Recall also that the set of ca`dla`g functions can be given a metric which turns it into a
Polish space, called the Skorohod space (cf. [Bil99] or [Whi02]). It is with respect to this
metric that we consider convergence in probability of random elements in the Skorohod
space.
Our setting assumes that X is regenerative at an instantaneous and regular point x at
which it starts. Being regenerative at a point means that, whenever Xt = x, if dt =
inf {s > t : Xs = x}, then Xdt+· has the same law as X and is independent of the latter
stopped at time dt. The point being regular and instantaneous means that whenever Xt = x,
for any ε > 0 there exist t1, t2 ∈ (t, t+ε) such that Xt1 6= x and Xt2 = x. For such a process,
we can define a local time at state x, denoted L, which has continuous and increasing
trajectories that are supported on the set of times X visits x. A thorough treatment can be
found in [Ber96, Ch. IV] or [Kal02, Ch. 22]. Local time is determined up to a normalization
constant. Its right-continuous inverse is a subordinator (cf. [Ber96, Ch. III]): a process with
non-decreasing trajectories with independent and stationary increments. Let µ be its Le´vy
measure. Since x is regular and instantaneous, µ((0, ε)) =∞ for any ε > 0.
We will also consider a sequence of discrete-time processes (Xn, n ≥ 1) that are regener-
ative and start at x and are indexed by N/n where N = {0, 1, 2, . . .}. Then, the successive
excursions of Xn away from x are independent and identically distributed; we call µn the
common law of the excursion lengths. Let Ln be the (natural) discrete local time at x of
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X
n defined for k ∈ N by
(1) Lnk/n = #
{
j ≤ k : Xnj/n = x
}
.
Define gt and dt (resp. g
n
t and d
n
t ) to be the left and right endpoints of the excursion of X
(resp. Xn) that straddle time t ≥ 0, more precisely
gnt = max
{
k/n ≤ t : Xnk/n = x
}
, dnt = min
{
k/n > t : Xnk/n = x
}
(2)
gt = sup {s ≤ t : Xs = x} , and dt = inf {s > t : Xs = x} .
Our main theorem, which will be later illustrated by examples, is the following:
Theorem 1. Let X be a continuous time ca`dla`g process whose state space is Polish and
regenerates at a state x that is regular and instantaneous and on which X starts. For any
normalization of local time for X at x, let µ be the Le´vy measure of inverse local time. Let
(Xn) be a sequence of discrete time regenerative processes where each Xn are indexed by
N/n and start at x. Denote by Xn also the piecewise constant ca`dla`g extension to [0,∞).
Assume that Xn → X in probability as random elements of Skorohod space and that, for any
fixed t > 0, gnt and d
n
t converge in probability to gt and dt respectively. For any l > 0, define
Sl = (l,∞), and
(3) an = µ(Sl) /µn(Sl) ,
whenever l is not an atom of µ. Then (Xn, Ln/an)→ (X, L) in probability as n→∞.
The above theorem reduces convergence of local times to questions regarding hitting or
last visit times. We shall give numerous examples where the hypotheses are verified. The
proof techniques range from simple pathwise arguments to establishing convergence in law of
these random times. Note that our version of the approximating local times is by counting.
There are alternatives such as using overshoots across a level as in [Per82], cf. [MV18,
Thm 5].
When considering excursion lengths dnt − gnt , note that these take the values 1/n, 2/n, . . .,
implying that µn does not charge 0. Remark that g
n
t and d
n
t make sense for all t > 0 and
not only on N/n. Finally, the local time Ln starts at 1 and not at zero. Also, note that the
temporal scaling for local times is built into the definition because of the assumption that
the time parameter of Xn is in N/n. One of the consequences of our main theorem is that
the choice of the level l in the definition of an is irrelevant. We also state and prove this
directly in Proposition 1 below.
Note that, for the example V n described in the second paragraph of this section, we have
gnt = 0 with probability tending to 1, so that it does not converge to gt (which has the
arcsine law by a celebrated theorem of Le´vy also found in [Le´v39]). Hence, the assumptions
of our theorem do not hold.
The proof of the above theorem uses the concept of nested arrays introduced in [GP80]
and basic aspects of subordinators found in Chapter III of [Ber99]. It will be given in
Section 3 below, after we state and prove some of its implications.
Note that Theorem 1 concerns only the convergence of local time at a single level. If the
theorem is applicable at all levels, as it features convergence in probability (and not only
weak convergence), one would obtain from it at least the weak convergence of the scalled
counting processes to the limiting local time field at any finite set of levels. To conclude the
convergence of random fields, additional analysis of the continuity properties of the limiting
local time field and of tightness would be necessary. As a firts step in this direction, we have
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chosen to restrict ourselves to a single level so that we may only require the regenerative
property of the processes involved.
1.2. Applications of the main result. In our applications of Theorem 1 above (Theo-
rems 2, 3, 4 & 5), we assume only the weak convergence of the Xn in various settings, then
apply Skorohod’s theorem so that the convergence holds almost surely in an adequate prob-
ability space and argue, case by case, that in this same space, the random variables gnt and
dnt also converge in probability to gt and dt. This allows us to get weak convergence of the
X
n together with their scaled local times. If we instead assume convergence in probability
of Xn, then we can also conclude the convergence in probability of the local times in all the
applications. Our processes Xn are initially indexed by N/n; they can be extended to [0,∞)
by making them ca`dla`g and constant between the consecutive points of N/n.
Our next result is an indication of the generality of Theorem 1. We chose the hypotheses
to make the proof as simple as possible.
Theorem 2. Let Z be regenerative at z ∈ R and satisfy the time-change equation
(4) Zt = z +X∫ t
0 f(Zs) ds
+
∫ t
0
b(Zs) ds+ Yt, for all t ∈ [0,∞),
where X is a spectrally positive Le´vy process of infinite variation, Y is a subordinator and
f ≥ 0. Assume that f is continuous and non-zero at z and b is bounded in a neighborhood of
z. Then Z is regular and instantaneous at z and we denote by L its local time at z. Finally,
assume that Z is quasi-left continuous.
Let (Zn) be a sequence of discrete-time and discrete-space processes, where each Zn is
defined on N/n, takes values in z + Z/bn (for some bn > 0) and is downward skip-free and
regenerative at z. If the sequence (Zn) converges weakly to Z then, for the sequence of nor-
malising constants (an) in Equation (3) and local times L
n in (1), we have the convergence
(Zn, Ln/an)→ (Z, L) in distribution as n→∞.
The fact that Z solves (4) implies that it is ca`dla`g and non-explosive. We denote by Zt−
the left limit of Z at t > 0 and Z0− = Z0. A solution Z to the SDE
(5) Zt = z +
∫ t
0
g(Zs−) dX˜s +
∫ t
0
b(Zs) ds, for all t ∈ [0,∞),
is a special case of (4) when X˜ is a spectrally positive stable process with index α ∈ (1, 2],
Y = 0 and g ≥ 0 if α ∈ (1, 2) (see Subsection 2.1 for the proof of this assertion). If g and
b are globally Lipschitz then, according to [Pro04, Ch. 5], the (pathwise) unique (strong)
solution Z to the SDE (5) is a non-explosive strong Markov process, hence regenerative at
any state. If g(z) 6= 0 then Z satisfies the hypotheses of Theorem 2. In particular, we can
consider the case when X˜ is a Brownian motion, so that Z is a diffusion process. No matter
how we approximate this diffusion by skip-free to one side regenerative processes, we deduce
the joint convergence of processes together with the scaled local times.
Another application occurs when f = 1, b = 0 and Y = 0 in the time-change equation (4),
so that Z (which equals X !) is an infinite variation spectrally positive Le´vy process. We
deduce convergence of local times for downward skip-free regenerative processes converging
to X , and in particular for sequences of downward skip-free random walks converging to
X . The forthcoming Theorem 3 explores the case of two-sided jumps, where the arguments
are more difficult and we restrict ourselves to approximations by a scaled random walk and
where X is a stable Le´vy process.
INVARIANCE PRINCIPLES FOR LOCAL TIMES IN REGENERATIVE SETTINGS 5
Even though time-change equation (4) has been less studied than SDE (5), it has been
analyzed when f = Id, b is linear and Y is independent of X in [CPGUB13] and shown
to have strong approximation properties. In this case, the process Z is a continuous-state
branching process with immigration (hence Feller). Necessary and sufficient conditions for
non-explosion of Z are given in [CPGUB13, Corollary 5]; when these hold, we conclude
the convergence of local times at z > 0 whenever Z is approximated by downward skip-free
regenerative processes. The family of continuous-state branching processes with immigration
is exactly that of scaling limits of Galton-Watson processes with immigration. The latter,
however, are not downward skip-free. We will be considering the convergence of local times
at level zero for GWI processes (related to extinctions in the population) in Theorem 5
below. Finally, note that one can impose global conditions on f and b such that Theorem 2
applies at all levels z.
Our next application of Theorem 1 concerns weak convergence of local times at level
zero for lattice random walks in the domain of attraction of a stable Le´vy process. This
problem has been addressed for local times of simple symmetric random walks in [Per82]
using nonstandard analysis. The case of finite variance random walks was considered in
[Bor81]. The case when the increment distribution has infinite variance but is in the domain
of attraction of an α-stable law was analysed in [Bor84]. The proof uses a generalisation of
a theorem of Getoor [Get76] and crucially depends on the fact that the laws of the limiting
process and the approximating sequence have independent increments. Theorem 1 applied
in this setting yields the following result.
Theorem 3. Let X1 be a random walk started at zero whose jump distribution has span
1, that is, E(eiuX
1
1 ) = 1 if and only if u ∈ 2piZ. Let X be a stable Le´vy process with index
α ∈ (1, 2] and local time L at zero. Asume the existence of constants (bn) such that X1n/bn
converges weakly to X1. Let X
n
k/n = X
1
k/bn and let L
n be the (natural or discrete) local
time of Xn at zero defined in (1). Then, for the sequence (an) defined in (3), we have
(Xn, Ln/an)→ (X,L) in distribution as n→∞.
As mentioned above, if we assume instead of weak convergence that the sequence of
random walks in Theorem 3 converge in probability, then the joint convergence with the
local time also holds in probability. The scaling constants an are regularly varying as they are
given in [Bor84] in terms of the asymptotic inverse (obtained through the de Bruijn conjugate
in [BGT87]) of the tails of the distribution of the increment of X1. This description makes
them them explicit in some special cases (e.g. finite variance) but clearly setting dependent.
Our proof of Theorem 3 relies on Theorem 1 and the classical local limit theorems for
random walks in the domain of attraction of stable processes. In fact, pathwise methods do
not seem to be applicable in this context because the limiting process has two-sided jumps.
On the other hand, the above theorem can be applied at any level and the limiting process
X admits a bicontinuous family of local times. We deduce the at least the finite-dimensional
convergence of the scaled two-parameter local time process of X1 to the limiting one for X .
We are also interested in multidimensional applications, e.g. the non-homogeneous ran-
dom walks of [GMW18], which can be recurrent in any ambient dimension. These walks are
spatially inhomogeneous Markov processes, with a non-Markovian radial component which
is regenerative at zero. Also, [GMW18] contains an invariance principle for these random
walks (to a (Markovian) process solving a highly singular SDE) with the radial component
of the limit equal to a Bessel process. We believe that with the roadmap set up for the proof
of Theorem 3 we will be able to prove convergence of the local times. What we are lacking
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at the moment of writing is a local limit theorem for the one-dimensional distributions and
a construction of its bridge laws, which we leave open for future work.
Our next application of Theorem 1 is to reflected random walks. Let X be a Le´vy process.
Define the running minimum process of X by the formula X t = infs≤tXs. Consider the
reflection of X at its running minimum defined by R = X −X . Recall from Proposition 1
in [Ber96, Ch. VI] that R is a Feller process, hence regenerative at any state. Let Xn be a
random walk indexed by N/n and define the running miminum Xn by Xnj/n = mini≤j X
n
i/n
as well as the reflected process Rn by Rnj/n = X
n
j/n −Xnj/n for j ∈ N.
Theorem 4. Assume that Xn1 → X1 in distribution as n → ∞. If 0 is regular for both
half-lines (−∞, 0) and (0,∞) for the Le´vy process X, then 0 is instantaneous and regular
for the reflected process R. Let L be a local time at zero for R and Ln be the corresponding
discrete local time for Rn. Then, for the sequence (an) of Equation (3) corresponding to the
local times of R and Rn, we have (Rn, Ln/an)→ (R,L) in distribution as n→∞.
The above theorem is essentially [CD10, Thm 2 ], except that their scaling constant is
given by
a˜n = e
−
∑∞
k=0
1
k
P(Xnk/n<0)e−k/n.
Recall that the constant an is proportional to 1/P(d
n
0 > t) (where d
n
0 is the endpoint of the
excursion straddling 0 of Rn). By Theorem 4 in [APRUB11], the constant a˜n can interpreted
as 1/P(dn0 > T ), where T is independent of R
n and exponentially distributed. Theorem 4
follows by a simple path-wise argument from Theorem 1, see Section 2.2 below.
Finally, we apply Theorem 1 in the setting of Galton-Watson processes. We will only
consider a very special offspring distribution, the geometric one, to make the proof as simple
as possible. We will comment in Section 5 on possible extensions.
Theorem 5. Let Z1 be a Galton-Waton process with immigration, started at zero, and
having reproduction and immigration laws both equal to a geometric distribution on N with
parameters 1/2 and p. Assume that δ = p/(1− p) ∈ (0, 1). Define Znj/n = Z1j /n, and let Ln
be its local time at zero as in equation (1). If Z is the unique solution to the SDE
(6) Zt =
∫ t
0
√
2Zs dBs + δt,
then 0 is instantaneous and regular for Z. Let L be a Markovian local time of Z at zero.
Then there exists a constant c > 0 such that (Zn, Ln/n)→ (Z, cL) in distribution as n→∞.
Note that in Theorem 6 we have identified the scaling constants for the local time explic-
itly. This is feasible in this setting because we consider the specific weak approximation of
the continuous-state brancing process with immigration Z by the Galton-Watson processes
with immigration. This setting implies that the zero sets of such processes are random
cutouts (more precisely defined in Subsection 4.2), a fact that can be leveraged to obtain a
weak limit theorem for Ln/n as an intermediate step in the proof of Theorem 5.
The stochastic process (Z2t) (which has the same law as (2Zt)) is actually a squared
Bessel process of dimension 2δ. In the above theorem, we do not use the fact that the right-
continuous inverse of the local time L is a stable subordinator of index 1 − δ, as originally
proved for the squared Bessel process in [MO69], but can actually deduce it from the proof
of Theorem 5. This also explains why we need the restriction on δ: 0 is non-polar for Z
(and, in fact, regular and instantaneous) if and only if δ ∈ (0, 1).
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1.3. Organization of the paper. There are two main ways of verifying that the hypothe-
ses of Theorem 1 hold: via pathwise arguments and via distributional methods. The former
is based on elementary arguments and thus we first establish, in Section 2, the two direct
applications of Theorem 1 given in Theorems 2 and 4. We then proceed to the proof of
Theorem 1 in Section 3. We finally address, in Section 4, two additional applications of our
main theorem, obtained via distributional methods and represented by Theorems 3 and 5.
2. Convergence of local times of Markov processes
The aim of this section is to prove Theorems 2 and 4 on the convergence of local times
for Markov processes and reflected random wallks.
2.1. Convergence of local times of Markovian solutions to stochastic equations.
The proof of Theorem 2 is based on showing that the assumptions of Theorem 1 hold in
this setting. First of all, we reduce the assertion about the solution Z of SDE (5), stated
immediately after Theorem 2, to the one pertaining the time-change equation in (4). Recall
that g ≥ 0 if α ∈ (1, 2). Then Knight and Kallenberg’s theorems on stochastic integrals with
respect to Brownian motion and stable Le´vy processes (see [Kal92] for the latter) imply the
existence of X , which has the same law as X˜ in SDE (5), such that:
Zt = z +X∫ t
0 |g(Zs)|
α ds +
∫ t
0
b(Zs) ds.
(Kallenberg’s theorem would need two independent stable processes if g takes also negative
values and α ∈ (1, 2).) But then, Z is a solution to the time-change equation (4) with Y = 0
and f = |g| α. Hence, it suffices to prove the stated result for Z satisfying (4). We start by
establishing the following claim.
Claim. During any excursion of Z away from z, the regenerative state z is only approached
at the endpoints of the excursion. Put differently for any t > 0, such that gt < dt, we have
Zs 6= z and Zs− 6= z for any s ∈ (gt, dt) almost surely.
The former assertion Zs 6= z follows by the definition of excursion. We now estab-
lish the latter using quasi-left continuity. Indeed, for any t ≥ 0, let us define T nt =
inf {s ∈ [t, dt) : |Zs − z| < 1/n} (with the usual convention inf ∅ =∞). Notice that n 7→ T nt
is non-decreasing, so that we can define Tt = limn→∞ T
n
t . In particular, on the event
{Tt <∞}, we have Tt ≤ dt. Thus, since left-limits of the paths of Z exist, z is only reached
at endpoints of excursions if and only if for all rational t > 0 we have Tt = dt on the event
{Tt <∞} ∪ {dt =∞}.
To prove this assertion, fix t ≥ 0. On the event that {Tt < ∞}, the assumed quasi-left
continuity of Z means that limn→∞ ZTnt = ZTt almost surely. We now prove that ZTt = z,
which implies that Tt = dt on {Tt < ∞}. Assume that limn→∞ ZTnt 6= z. We now examine
the cases when T nt = Tt for all sufficiently large n and when T
n
t < Tt for all n. In the first case,
by definition of T nt , there exists a sequence εn ↓ 0 such that |ZTt+εn − z| < 1/n, implying
by the right continuity of the paths of Z that ZTt = z, contradicting our assumption.
In the second case the existence of the left limit at Tt and our assumption imply that
ZTt− = limn ZTnt 6= z. On the other hand, by the definition of T nt , there exists a positive
sequence εn → 0 such that T nt + εn < Tt and
∣∣ZTnt +εn − z∣∣ < 1/n. The existence of left
limits of the paths of Z at Tt implies that ZTt− = limn ZTnt = z, a contradiction. We have
just proved that limn→∞ ZTnt = ZTt = z and so Tt = dt on {Tt <∞}. To prove the claim it
remains to show that on {dt =∞} we have Tt =∞, which follows by analogous arguments.
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Consider a spectrally positive Le´vy process X of infinite variation. Recall that the hy-
pothesis of infinite variation means that either X features a Gaussian component or that its
jumps (on any finite interval) are not summable.
Regular and instantaneous character of z: Since X is of infinite variation, the
main result in [Rog68] tells us that lim supt→0Xt/t = ∞ and lim inft→0Xt/t = −∞
almost surely. (See also [AHUB19] for a different proof.) We now prove that the
same holds for Z − z. Let t+n and t+n be sequences decreasing to zero and such that
limnXt+n /t
+
n = ∞ and limnXt−n /t−n = −∞. (Note that the sequences depend on the
path of X . ) Since f(z) 6= 0 and Z has ca`dla`g paths, we see that Ct =
∫ t
0
f(Zs) ds
is strictly increasing and continuous on a neighborhood of t = 0. Using the notation
∼ for asymptotic equivalence (for two positive functions g and h we write g ∼ h if
g(t)/h(t) → 1 as t → 0), we also see that Ct ∼ f(z) t as t → 0. Since b is bounded
and Y is a subordinator, there exists a constantM > 0 such that
∫ t
0
|b(Zs)| ds ≤Mt
and Yt ≤ Mt on a neighborhood of zero (use Proposition III.8 in [Ber96] for Y ). We
may assume that, for sufficiently large n, these inequalities hold for t ∈ [0, t+n ] and
that there exists s+n such that Cs+n = t
+
n . Since f(z) s
+
n ∼ Cs+n = t+n , we obtain
lim
n→∞
Zs+n − z
s+n
= f(z) lim
n→∞
Xt+n +
∫ t+n
0
b(Zs) ds+ Yt+n
t+n
=∞.
Proceed similarly for s−n to get limn→∞(Zs−n − z)/s−n = −∞. In particular, since Z
has no downward jumps, we see that 0 is regular for both half-lines (−∞, 0) and
(0,∞), as well as regular for itself. Hence, 0 is regular and instantaneous.
Convergence of right endpoints of excursions: Consider a fixed t > 0; recall
that Z is continuous at t almost surely. Recall also that Z only approaches z at
the endpoint of excursions away from z almost surely. By the subsequence princi-
ple for convergence in probability (as in [Bil12, Thm. 20.5]), we will assume that
Zn → Z almost surely rather than in probability, and prove that dnt → dt almost
surely. Fix an ω such that the trajectory Z(ω) is continuous at t, approaches z only
at the endpoints of any excursion (see Claim above) and Zn(ω)→ Z(ω) in Skorohod
space. We use this ω throughout this paragraph but omit it for ease of notation. We
first prove that lim inf dnt ≥ dt. In the case t = dt this is immediate since dnt ≥ t = dt
for all n. In the case t < dt <∞, for any ε ∈ (0, dt−t) such that dt−ε is a continuity
point of Z, since Z approaches z only at endpoints of excursions, we see that there
exists δ > 0 such that |Zs − z| > δ for all s ∈ [t, dt − ε]. Since Z is continuous at
t and dt − ε, Lemma 1 in [Bil99, Ch 3§16] implies the existence of a sequence of
increasing homeomorphisms λn : [t, dt − ε]→ [t, dt − ε] such that
sup
s∈[t,dt−ε]
∣∣Zns − Zλn(s)∣∣ → 0
as n → ∞. Hence, |Zns − z| > δ/2 for s ∈ [t, dt − ε] and all sufficiently large n.
We deduce that dnt > dt − ε. Since the continuity points of Z are dense in [0,∞),
ε ∈ (0, dt − t) can be chosen to be arbitrarily small, implying lim infn→∞ dnt ≥ dt.
If dt = ∞, an analogous argument based on the application of Lemma 1 in [Bil99,
Ch 3§16] on the interval [t,M ] (for an arbitrarily large continuity point M of the
process Z) yields lim infn→∞ d
n
t = limn→∞ d
n
t =∞.
We now prove that lim sup dnt ≤ dt. Recall that dt is a stopping time and so, by
regularity of both half-lines, we see that for every ε > 0 there exist dt < t1 < t2 <
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dt + ε such that Zt1 > z > Zt2 . By the convergence in the Skorohod topology, there
exist two sequences (tn1 ) and (t
n
2 ) converging to t1 and t2, such that Z
n
tn1
> z > Zntn2
for large enough n. The skip-free character of Zn now implies the existence of rn
satisfying dt ≤ tn1 ≤ rn ≤ tn2 < dt + ε and such that Znrn = z for all sufficiently large
n. But then, since t ≤ rn for all sufficiently large n, we have dnt ≤ dt+ε. Since ε was
arbitrary, we obtain that lim supn d
n
t ≤ dt. In conclusion, we see that limn dnt = dt.
Convergence of left endpoints of excursions: As in the previous item, we will
assume that Zn → Z almost surely rather than in probability, and prove that gnt → gt
almost surely. Fix t > 0. If gt = t then lim supn g
n
t ≤ t = gt. If gt < t, recall that
almost surely, P(gt < t = dt) = 0 (cf. proof of [Ber99, Lemma 1.11]). Thus t < dt
and hence, by the Claim above, for any ε ∈ (0, t − gt) the process Z does not
approach z on [gt+ ε, t]. If gt+ ε is a continuity point of Z, then Z
n is also bounded
away from z on [gt + ε, t] by Lemma 1 in [Bil99, Ch 3§16] (as in the convergence of
right-endpoints). Put differently, lim supn g
n
t ≤ gt + ε for all small ε > 0 and hence,
lim supn g
n
t ≤ gt.
We now prove that gt ≤ lim infn gnt . As a preliminary, note that both half-lines are
regular for Z after each dq simultaneously for all rational positive q, almost surely.
We first need to prove that, for any fixed t > 0, almost surely, Z visits both half-
lines on any interval of the form (gt − ε, gt). Note that on the set gt < t, gt is an
accumulation point of Z = {s ∈ [0,∞) : Zs = z} from the left, since Z is perfect.
Next, for any fixed t, we have t = gt if and only if t = gt = dt and then t is also
an accumulation point of Z from the left, as shown in the proof of [Ber99, Lemma
1.11]. Hence, there exists a sequence dqn ↑ gt where qn is rational and qn ↑ gt. But,
immediately after each dqn, Z visits both half-lines. Hence, for any m, we can find
gt − 1/m < t1m < t2m < gt such that Zt1m > z and Zt2m < z. But then, for any m,
there exists N such that for any n ≥ N there exist t˜1m and t˜2m converging to t1m and
t2m such that Z
n
t˜1m
> z and Zn
t˜2m
< z. By the skip-free character of Zn, there exists a
point in [t˜1n, t˜
2
n] on which Z
n equals z. Hence, gt ≤ lim infn gnt .
Remark. Note that the spectrally one-sided character of Xn is important to ensure that
to go from a value greater than z to value less than z one is forced to pass through z; this
allows one to use simple path-wise arguments.
2.2. Convergence of local times of reflected random walks. Our proof of Theorem
4 amounts to checking that the conditions of Theorem 1 are satisfied. In this case, we can
use the simple pathwise arguments as in the proof of Theorem 2.
Proof of Theorem 4. Recall from Skorohod’s Theorem that the weak convergence Xn1 → X1
already entails the convergence ofXn toX in Skorohod space (cf. Theorem 16.14 in [Kal02]).
We can then assume (again by a theorem of Skorohod) that convergence takes place almost
surely. We also recall the following result from [Mil77, Propositions 2.2 and 2.4] which holds
under our assumption of regularity of both half-lines: for each t > 0, there exists ρt ∈ (0, t)
such that
{s ∈ [0, t] : Xs = Xs or Xs− = X t} = {ρt}
and Xρt = Xρt− = Xρt . By considering the above simultaneously for all rational t, it follows
that during an excursion of R = X −X above 0, R only approaches zero at the endpoints.
Regular and instantaneous character of 0: Let Tε = inf {t ≥ 0 : Xt ≤ −ε}. Note
that Tε > 0. Regularity of (−∞, 0) tells us that Tε → 0. Note that XTε = XTε,
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even if X is discontinuous at Tε. Hence, RTε = 0 for all ε > 0 and so 0 is regular
for {0} for R. However, by regularity of 0 for (0,∞), we see that XTε+· −XTε visits
(0,∞) on any right neighborhood of Tε, which implies the same for R. Hence, 0 is
instantaneous for R.
Convergence of left endpoints of excursions: Note for any Xn,
gnt = sup {s ≤ t : Xns = Xnt } ,
the last timeXn reaches its overall minimum on the interval [0, t]. Since, as explained
above, we have that gt = ρt and X t = Xρt− < Xs ∧Xs− for any s 6= ρt, we see that
gnt → gt. Indeed, for any ε > 0 such that gt−ε and gt+ε are continuity points ofX , let
V = [0, gt−ε]∪[gt+ε, t]. Then, by the convergence Xn → X on V and continuity ofX
at ρt, we see that inf {Xns : s ∈ V } → inf {Xs : s ∈ V } > Xρt = limnXnρt . Therefore,
the infimum of Xn on [0, t] is achieved in [gt − ε, gt + ε] for n large enough. Put
differently, gnt ∈ [gt − ε, gt + ε] for large enough n. Since ε can be chosen arbitrarily
small, we deduce that gnt → gt.
Convergence of right endpoints of excursions: We first prove that lim inf dnt ≥
dt. In the case when t = dt this is immediate since d
n
t ≥ t = dt. In the case t < dt,
for any ε ∈ (0, dt − t) such that X is continuous at dt − ε, note that
lim
n→∞
Xnt = X t < X [t,dt−ε] = limn→∞
Xn[t,dt−ε].
We deduce that Xn cannot reach its minimum on [0, t] on the interval [t, dt − ε] for
n large enough, which says that dnt ≥ dt − ε. Equivalently lim inf dnt ≥ dt. We now
prove that lim sup dnt ≤ dt. Recall that dt is a stopping time and so, by regularity,
we have that Xdt+ε < Xdt = X t. If there exists ε > 0 such that d
n
t > dt+ ε for large
n then Xnt = X
n
dnt
, and so we get the contradiction
X t = lim
n→∞
Xnt = lim
n→∞
Xndnt ≤ limn→∞X
n
dt+ε = Xdt+ε < X t.
We conclude that lim sup dnt ≤ dt and hence that lim dnt = dt almost surely for any
t > 0. From the above, we get that almost surely and simultaneously for all positive
rational numbers q, we have gnq → gq and dnq → dq.
We have therefore established the assumptions of Theorem 1 which ends the proof of The-
orem 4. 
3. Proof of the local time invariance principle
We now present the proof of our main limit theorem stated as Theorem 1. The proof has
3 main components. First, Proposition 1 tells us that, under the hypotheses of Theorem
1, the excursion lengths converge and that the excursion measure converges vaguely. This
proposition explains why the scaling sequence is adequate to obtain a non-trivial limit.
Second, Lemma 2 tells us that if we erase small excursions (say below a certain fixed positive
length), the resulting inverse local times converge to a subordinator (with no drift or small
jumps) in probability. This is where the conclusion of convergence in probability is obtained
for Theorem 1. It is based on the concept of nested arrays and the resulting approximations
of local time of [GP80]. Finally, the small jumps in inverse local time are controlled by a
weak limit theorem in Lemma 3.
To prove Theorem 1, we first start with a result implying that conditioned excursions
lengths converge. Recall that µn stands for the common law of the excursions of X
n away
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from x, which coincides with the law of dn(0)− gn(0) defined in Equation (2). Similarly, µ
stands for the Le´vy measure of the right-continuous inverse of the chosen local time L.
Proposition 1. In the setting of Theorem 1, let l > 0 be a continuity point of the intensity
µ of excursion lengths. Then, the sequence of lengths of excursions of lengths greater than l
of Xn converge to the corresponding ones for X in probability and the laws µn( · |Sl) converge
weakly to µ( · |Sl). Furthermore, the sequence of scaling constants (an) satisfies an → ∞
and anµn converges vaguely to µ.
Proof. We first note that there exists a subsequence nl such that g
nl
q and d
nl
q converge to gq
and dq respectively for all rational q almost surely. For notational simplicity, we focus on
gnq . Indeed, let q1, q2, . . . be an enumeration of the positive rational numbers and choose a
first subsequence n1,l such that g
n1,l
q1 → gq1 almost surely as l → ∞. Then, once we have a
subsequence nk,l such that g
nk,l
qi → gqi almost surely for i ≤ k as l → ∞, choose a further
subsequence nk+1,l of nk,l such that g
nk+1,l
qk+1 → gqk+1 as l → ∞. Having done this for all k,
define nl = nl,l. Note that nl is a subsequence of nk,l for all k. Hence, g
nl
qi
→ gqi for all i
almost surely.
Let (g, d) be the first excursion interval of X of length > l (where l is as in the statement
of Theorem 1) and (gn, dn) the corresponding one for X
n. By the regenerative property, it
suffices to prove that dn − gn → d − g in probability to conclude the convergence of the
sequence (of excursion lengths greater than l). We will do this by a subsequence argument.
If nl strictly increase to infinity, the above paragraph guarantees the existence of a further
subsequence nlk such that g
nlk
q → gq and dnlkq → dq for all rational q almost surely. To
simplify notation, assume that this holds for gnq and d
n
q . We now prove that gn → g
and dn → d almost surely. First note that if dn → d then gn → g. Indeed, for any
q ∈ (d− l/2, d)∩Q, we have the convergences gnq → gq = g and dnq → dq = d. Since dn → d,
then the inequality gn ≤ dn − l < d− l/2 < q < dn holds for large n, implying that gn = gnq
and so gn = g
n
q → g. Next, assume that dn 6→ d. Then for any q ∈ (g, d) ∩Q, we have that
(gnq , d
n
q ) → (g, d) so that, for large n, dnq − gnq > l. Hence dn < gnq < d − l for large n. This
upper bound allows us to find a subsequence nk so that (gnk , dnk) converges to (g˜, d˜) where
d˜ − g˜ ≥ l and d˜ < d − l. Let q˜ ∈ (g˜, d˜) ∩ Q. Since for large k, (gnk , dnk) = (gnkq˜ , dnkq˜ ) and
(gnkq˜ , d
nk
q˜ )→ (gq˜, dq˜), we see that (g˜, d˜) = (gq˜, dq˜) is an excursion interval of length ≥ l; since
there are no excursion intervals of length exactly l, by hypothesis, then d˜− g˜ = dq˜ − gq˜ > l.
Since d˜ < d, this contradicts the definition of d, and we conclude that dn → d. Hence,
dn − gn converges almost surely to d − g. Recall that we had simplified notation of the
subsequence. Our conclusion is that the original sequence dn − gn converges in probability
to d− g.
Since µn( · |Sl) is the law of dn − gn (and analogously for d − g), we also deduce that
the laws µn( · |Sl) converge weakly to µ( · |Sl). As a consequence, we now prove the vague
convergence of anµn to µ. Let εi ↓ 0 be continuity points of µ with εi ≤ l. Then,
anµn(Sεi) =
µ(Sl)
µn(Sl |Sεi)
→ µ(Sεi) .
In particular, we see that the definition of an does not depend on l asymptotically:
an ∼ µ(Sεi)
µn(Sεi)
.
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Now, let x > 0 be such that µ({x}) = 0. If i is such that εi < x, then
anµn(Sx) ∼ µ(Sεi)µn(Sx |Sεi) −−−→
n→∞
µ(Sεi)µ(Sx |Sεi) = µ(Sx) .(7)
Hence, anµn converges vaguely to µ on (0,∞].
We now prove that an → ∞ using the assumption that µ is an infinite measure. The
latter implies that µ(Sεi) → ∞ as i → ∞. Since an ∼ µ(Sεi) /µn(Sεi) and µn(Sεi) ≤ 1, we
see that lim inf an ≥ µ(Sεi) for any i. 
For the proof of Theorem 1, we will also need the following lemma, regarding the conver-
gence in probability of the cummulative sums of big excursion lengths. Within this setting,
recall that inverse local time, denoted τ , is the right-continuous inverse of L defined by
τl = inf {t ≥ 0 : Lt > l} .
We also define an analogous inverse local time for the discrete time approximations τn given
by
τnl = inf {t ≥ 0 : Lnt > l} ,
where Ln has been extended by constancy to each of the intervals [k, k + 1)/n. Since Ln
is integer valued, it follows that τn only jumps at integer times. Its m-th jump size, ∆τnm,
corresponds to the length of the m-th excursion away from x of Xn; τn is then easily seen
to be a random walk with values on N/n. Similarly, we can define τn,>a as the random walk
whose n-th jump is ∆τnm1∆τnm>a.
Lemma 2. Under the assumptions of Theorem 1, let τ be the inverse local time of X,
∆τ(t) = τ(t)− τ(t−) and τ>a(t) =
∑
s≤t
∆τ(t)1∆τ(s)>a,
and similarly for τn,>a. If the Le´vy measure of τ does not charge a and is infinite, then
τn,>a(an·) converges in probability (as a random element of Skorohod space) to τ>a.
Proof. Note that we have already proved that the jump sizes of τn,>a converge in probability
to those of τ>a in Proposition 1. Let Tn,m and Tm be the times of the m-th jumps of τ
n
and τ of size > a. To prove the convergence of τn,>a to τ>a in probability, it is therefore
sufficient to prove that, for every fixed m,
(8)
Tn,m
an
→ Tm
in probability as n→∞.
Since x is regular and instantaneous, the measure µ is infinite. Let εi be a sequence of
continuity points of µ converging to zero. Let σi,m,a be the number of jumps of τ of length
> εi before the m-th jump of length > a (and define σ
n
i,m,a analogously). From Theorem 2.2
in [GP80] we see that, almost surely,
Tm = lim
i→∞
σi,m,a
µ(Sεi)
.
Let ε > 0 and deduce that
lim
i→∞
P
(∣∣∣∣Tm − σi,m,aµ(Sεi)
∣∣∣∣ > ε
)
= 0.
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Now, decompose as follows
P
(∣∣∣∣ σi,m,aµ(Sεi) − Tn,man
∣∣∣∣ > ε
)
≤ P
(∣∣∣∣ σi,m,aµ(Sεi) −
σni,m,a
µ(Sεi)
∣∣∣∣ > ε/2
)
(9)
+ P
(∣∣∣∣ σni,m,aµ(Sεi) − Tn,man
∣∣∣∣ > ε/2
)
The convergence in (8) follows if both probabilities on the right-hand side of (9) tend to 0
as n → ∞ and then i → ∞. For the first term, note that σni,m,a converges in probability
to σi,m,a by our hypothesis (through Proposition 1), since they are equal with probability
tending to one as n → ∞ for any fixed i. For the last term, by Markov’s inequality, it is
sufficient to prove that
(10) lim
i→∞
lim sup
n→∞
E
([
σni,m,a
µ(Sεi)
− Tn,m
an
]2)
= 0.
The law of Tn,m is negative binomial with parameters µn(Sa) and m . Since Tm is the
sum of m independent exponentials of parameter 1/µ(Sa), we get
E(Tn,m/an)→ m/µ(Sa) = E(Tm)
by the vague convergence of anµn of Proposition 1. Note that the conditional law of σ
n
i,m,a−m
given Tn,m is binomial of parameters Tn,m−m and µn(Sεi |Sca). As we proved in Proposition
1, µn(Sa) → 0 (or equivalently an → ∞), which implies that µn(Sca) → 1. Then, by the
tower property,
E
(
σni,m,a
µ(Sεi)
)
=
m
µ(Sεi)
+ E
(
Tn,m −m
µ(Sεi)
)
1
an
anµn(Sεi \ Sa)
µn(Sca)
−−−→
n→∞
m
µ(Sεi)
+
m
µ(Sa)µ(Sεi)
µ(Sεi \ Sa)
=
m
µ(Sa)
.
We deduce that
E
(
σni,m,a
µ(Sεi)
− Tn,m
an
)
→ 0.
Hence, in order to prove (10), we only need to see that
lim
i→∞
lim sup
n→∞
Var
(
σni,m,a
µ(Sεi)
− Tn,m
an
)
= 0.
This is now done through the law of total variance.
First, again using the law of σni,m,a given Tn,m, we get
Var
(
σni,m,a
µ(Sεi)
− Tn,m
an
∣∣∣∣Tn,m
)
= Var
(
σni,m,a
µ(Sεi)
∣∣∣∣Tn,m
)
=
1
µ(Sεi)
2 [Tn,m −m]
µn(Sεi \ Sa)
µn(Sca)
(
1− µn(Sεi \ Sa)
µn(Sca)
)
,
14 INVARIANCE PRINCIPLES FOR LOCAL TIMES IN REGENERATIVE SETTINGS
so that, as n → ∞, as n → ∞, the vague convergence anµn → µ of Proposition 1 implies
that
E
(
Var
(
σni,m,a
µ(Sεi)
∣∣∣∣Tn,m
))
=
1
µ(Sεi)
2
m
µn(Sa)
µn(Sεi \ Sa)
µn(Sca)
(
1− µn(Sεi \ Sa)
µn(Sca)
)
−−−→
n→∞
m
µ(Sεi)
2
[
µ(Sεi)
µ(Sa)
− 1
]
.(11)
On the other hand,
E
(
σni,m,a
µ(Sεi)
− Tn,m
an
∣∣∣∣Tn,m
)
=
1
µ(Sεi)
[
m+ (Tn,m −m) µn(Sεi \ Sa)
µn(Sca)
]
− 1
an
Tn,m
=
Tn,m
an
[
anµn(Sεi \ Sa)
µ(Sεi)µn(S
c
a)
− 1
]
+ β
for some constant β ∈ R. Hence, as n→∞, the vague convergence anµn → µ of Proposition
1 gives
Var
(
E
(
σni,m,a
µ(Sεi)
− Tn,m
an
∣∣∣∣Tn,m
))
=
1
a2n
[
anµn(Sεi \ Sa)
µ(Sεi)µn(S
c
a)
− 1
]2
m(1− µn(Sa))
µn(Sa)
2
−−−→
n→∞
1
µ(Sa)
2
[
µ(Sa)
µ(Sεi)
]2
m =
m
µ(Sεi)
2 .(12)
By the convergences in (11) and (12), we see that
lim
n→∞
Var
(
σni,m,a
µ(Sεi)
− Tn,m
an
)
=
m
µ(Sεi)
.
Since µ(Sεi)→ 0 as i→∞, we have proved (10). 
We now need the convergence, this time only in law, of inverse local time.
Lemma 3. Under the assumptions of Theorem 1, let τ be the inverse local time of X and
similarly for τn. Then τn(an·) converges weakly to τ .
The proof will need basic aspects of subordinators found in Chapter 1 of [Ber99]. In
particular, if T is an exponential random variable of parameter θ independent of τ and Φ
is the Laplace exponent of τ , we will use the following formula which links the Laplace
transform of gT and dT to Φ:
(13) E
(
e−αgT−βdT
)
=
Φ(β + θ)− Φ(β)
Φ(α + β + θ)
.
This formula is very similar to its discrete counterpart:
(14) E
(
e−αg
n
T−βd
n
T
)
=
E
(
e−βτ
n
1
)− E(e−[β+θ]τn1 )
1− E(e−[α+β+θ]τn1 )
The proof of (14) follows the same line of argument as that of (13) found in [Ber99], except
that it is technically much simpler as it needs no discussion of resolvent densities. We now
present it. Note that we have formula
gnt = max {τnk : τnk ≤ t} .
Let un be the discrete renewal density of the inverse local time τ
n given explicitly by
un(k/n) = P
(
X
n
k/n = x
)
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and let Un be the associated renewal function given by Un(k/n) = un(1/n) + · · ·+ un(k/n).
Let f be the generating function of τn1 , so thatf(t) = E
(
tτ
n
1
)
, and define Tn = ⌈Tn⌉/n.
Note that Tn is a geometric random variable (on Z+/n) with success probability 1− e−θ/n.
As defined, gnT = g
n
Tn
equals the left endpoint of the excursion of Xn straddling the random
time Tn (or T for that matter). Note first that
P
(
gnk/n = i/n, d
n
k/n = j/n
)
=
∞∑
l=0
P
(
τnl = i/n, τ
n
l+1 = j/n
)
= un(i/n)P(τ
n
1 = (j − i)/n)
for i ≤ k < j. Hence
E
(
e−αg
n
T−βd
n
T
)
=
∑
0≤i≤k<j
e−αi/n−βj/nun(i/n)P(τ
n
1 = (j − i)/n) e−θk/n(1− e−θ/n)
=
∑
i≥0
e−[α+β+θ]i/nun(i/n)E
(
e−βτ
n
1 [1− e−θτn1 ])
On the other hand,∑
i≥0
e−αi/nun(i/n) =
∑
i
∑
l
e−αi/nP(τnl = i/n) =
∑
l
E
(
e−ατ
n
l
)
=
1
1− E(e−ατn1 )
Collecting terms, we get
E
(
e−αg
n
T−βd
n
T
)
=
E
(
e−βτ
n
1
)− E(e−[β+θ]τn1 ])
1− E(e−[α+β+θ]τn1 ) ,
which proves (14).
Proof of Lemma 3. By hypothesis
E
(
e−λg
n
t
)→ E(e−λgt)
as n→∞ for every λ > 0. Then∣∣E(e−λgnTn)− E(e−λgnT )∣∣ ≤ ∫ ∞
0
∣∣E(e−λgnt )− E(e−λgt)∣∣ θe−θt dt→ 0
by the dominated convergence theorem since the Laplace transforms are convergent for each
fixed t and uniformly bounded. Hence, the Laplace transform of gnT converges pointwise to
that of gT as n→∞.
By Prohorov’s theorem, there exists a subsequence ni such that (τ
ni
ani
, i ≥ 1) converges
weakly on [0,∞], say to a variable τ˜1, so that E(e−λτ
ni
ani ) → E(e−λτ˜1). We assert that τ˜1 is
not almost surely equal to ∞. Indeed, assuming otherwise, since τni,>aani converges weakly
to a random variable which is finite with positive probability, by Lemma 2, we see that
τni,≤aani t would have to converge to ∞ almost surely for all t > 0. Hence, τniani · crosses t
by a jump of size ≤ a with probability tending to one for all a > 0. We conclude that
P(gnit ∈ [t − a, t]) → 1 as i → ∞, so that gnit → t weakly. This contradicts the fact that
gnit → gt since, by our assumptions, gt 6= t has positive probability. Indeed, by Propositions
1 and 2 in [Ber96, Ch. III], we see that P(gt < t) ≥ U(t)pi(t) where U is the renewal measure
associated to τ , which satisfies U(t) > 0 for all t > 0. We then need to choose t such that
pi(t) > 0, which is possible since τ is not a drift. Since τn is a random walk, we see that
E
(
e
−λτ
ni
tani
)
= E
(
e−λτ
ni
ani
)⌊ant⌋/an → E(e−λτ˜1)t .
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Hence, the law of τ˜1 is infinitely divisible on [0,∞]. Let Φ˜ be its Laplace exponent and let
τ˜ be a subordinator with this exponent; recall that Φ˜ is not identically zero since τ˜1 is not
almost surely infinite. Also, we deduce the convergence of one-dimensional distributions of
(τniani ·) to τ˜ . As in the random walk case, the fdd convergence now follows. We assert that
τniani · converges to τ˜ on the Skorohod space of functions with values on [0,∞], where we have
placed the metric d(x, y) = |e−x − e−y|. For this, it is now only necessary to prove tightness
which can be done simply through Aldous’s criterion. Indeed, let Si be any stopping time
for τni by some constant a and let hi → 0. We now get
E
(
d(τniani [Si+hi]
, τnianiSi
)
)
= E
(∣∣∣e−τniani [Si+hi] − e−τnianiSi∣∣∣)
= E
(∣∣∣e−τniani [Si+hi] − e−τnianiSi ∣∣∣ 1τniSi <∞
)
≤ E
(
1− e−λτnian
)hn → 0,
where the convergence follows since E
(
e−λτ
ni
an
)
> 0.
Let g˜T = sup {τ˜t : τ˜t ≤ T}. We now assert that gniT converges weakly to g˜T . First, we
prove that τni1 → 0 in probability. Indeed, otherwise there would exist ε > 0 such that
lim inf P(τni1 ≥ ε) ≥ ε. But then P(gniε = 0) ≥ ε and by our assumed weak convergence,
P(gε = 0) ≥ ε. On the other hand, since a is regular for X, we see that P(gε = 0) = 0.
Having now proved that τni1 → 0 in probability, we obtain
E
(
e−λτ
ni
1
)
→ 1 and − logE
(
e−λτ
ni
1
)
∼ 1− E
(
e−λτ
ni
1
)
as i→∞. Equations (13), (14) and the convergence of τni to τ˜ now give:
E
(
e−λg
ni
T
)
=
1− E
(
e−θτ
ni
1
)
1− E
(
e−[λ+θ]τ
ni
1
) ∼ ani logE
(
e−θτ
ni
1
)
ani logE
(
e−[λ+θ]τ
ni
1
) → Φ˜(λ)
Φ˜(λ+ θ)
= E
(
e−λg˜T
)
.
We deduce that g˜T and gT have the same law, so that cΦ = Φ˜. Hence, the Le´vy measure of τ˜
is cµ. Let a be a continuity point of µ. Let χ be the first jump of τ˜ strictly exceeding a > 0
and let χi be the corresponding first jump for τ
ni . Then χi converges weakly to χ, since the
mapping sending a ca`dla`g function f to its first jump of size greater than a is continuous
on functions having no jumps of size exactly a. However, note that χi has the law of a
geometric with success parameter µn(a) = µn((a,∞]). Hence, χi/ani converges in law to
an exponential random variable with parameter µ(a,∞]. On the other hand, the law of χ
is exponential with parameter µ˜((a,∞]), which implies c = 1. Hence, every subsequential
limit of τn(an·) has the same law, so that τn converges to τ weakly. 
Proof of Theorem 1. First, note that it is sufficient to prove that Ln/an converges to L
uniformly on compact sets in probability. (Recall that Skorohod convergence is equivalent
to uniform convergence on compact sets for continuous functions. ) Then, since inverse
local time τ is strictly increasing (because of the regularity assumption), and the inverse
is continuous operation on Skorohod space at strictly increasing functions (Corollary 13.6.4
in [Whi02]), it suffices to prove that τnan· → τ as random elements on Skorohod space in
probability.
By Lemmas 2 and 3, τn,≤a = τn − τn,>a converges weakly on Skorohod space to τ≤a =
τ − τ>a. Let d be the drift of τ . Then τn,≤a − d Id → τ≤a − d Id weakly on Skorohod
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space. Since, τ − d Id is a driftless subordinator, it equals the sum of its jumps. Hence,
P
(
τ≤a(t)− dt > ε)→ 0 as a → 0. Finally, if ρt denotes the Skorohod metric on [0, t], then
(by the triangular inequality, Lemma 2 and the definition of ρt):
lim sup
n→∞
P
(
ρt
(
τ, τnan·
)
> ε
)
≤ lim sup
n
[
P
(
ρt
(
τ>a, τn,>aan·
)
> ε/2
)
+ P
(
ρt
(
τ≤a, τn,≤a(an·)
)
> ε/2
)]
≤ lim sup
n
P
(
sup
s≤t
∣∣τn,≤aans − ds∣∣ > ε/4
)
+ P
(
τ≤at − dt > ε/4
)
≤ 2P(τ≤a(t)− dt > ε/4) .
As we just remarked, the right-most expression can be made as small as required by choosing
a small enough. 
4. Convergence of local times at zero of random walks and
Galton-Watson processes with immigration
In this section, we present two further applications of Theorem 1, stated as Theorems 3
and 5. The difference is that now the simple pathwise methods presented in Section 2 are not
applicable and one needs a more elaborate argument to see that the conditions of Theorem
1 hold. The strategy is similar in both cases, mainly relying on the weak convergence of the
hitting times of the regenerative point zero, which allows us to use the Markov property in
order to deduce convergence in probability of right endpoints of excursions in an adequate
probability space. To deduce convergence in probability of left-endpoints, we rely on the
use of Markovian bridges and their reversibility properties.
4.1. Convergence of local times at zero of random walks in the domain of at-
traction of a stable process. For the proof of Theorem 3 the strategy is to first analyze
the weak convergence of hitting times of random walks and then use this information to
prove that left and right hand endpoints of excursions straddling a fixed time converge in
probability on an adequate probability space. The analysis of the hitting times is based on
local limit theorems for random walks (as in [GK54]) and on relationships between hitting
times and resolvents.
Lemma 4. Under the assumptions of Theorem 3 and for any x 6= 0, let H0(⌊bnx⌋+X1) be
the hitting time of 0 of ⌊bnx⌋+X1. Then H0(⌊bnx⌋+X1)/n converges weakly to the hitting
time H0 of 0 of x +X. This result also holds if ⌊bnx⌋ +X1 and x +X are conditioned to
pass through zero at times ⌊tn⌋ and t respectively.
The conditioning of X can be formalized through the notion of a Markovian bridge, which
is a weakly continuous disintegration of the law of x+X given Xt = y. See Theorem 1 in
[CUB11]; the construction of bridges will be used in the proof of Lemma 4. We will need
some preliminaries for the proof, including the fact 0 is regular for our stable Le´vy process X
(0 is also instantaneous since X is not a compound Poisson process). We recall one possible
argument since it will be relevant to our analysis. Start with the formula
∣∣E(eiuXt)∣∣ = e−cuα
valid for some c > 0. Using Fourier inversion, we then see that Xt admits a bounded and
infinitely differentiable density ft; using the self-similarity of stable procesess and writing
f = f1, we find that ft(x) = f
(
xt−1/α
)
t−1/α. Since X is of unbounded variation, [Sha69]
implies that f is everywhere positive. We also infer that the semigroup of X admits the
transition densities pt(x, y) given by pt(x, y) = f
(
(y − x)t−1/α) t−1/α; using the fact that f is
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bounded, say by M > 0, and that α > 1 we deduce the positivity, finitude and bicontinuity
of the resolvent density
uλ(x, y) =
∫ ∞
0
e−λtpt(y − x) dt.
We will write uλ(x) for uλ(x, 0). Let Tλ be an exponential random variable of parame-
ter λ independent of X . Then the resolvent operator Uλ of X is defined by λUλf(x) =
E(f(x+XTλ)) and we can write
Uλf(x) =
∫ ∞
0
uλ(x, y) f(y) dy.
The notation Uλ(x,A) will stand for Uλ1A(x).
Since the Le´vy measure of X has no atoms, we see that X does not jump into zero. Let
Bε = (−ε, ε) and Hε be the hitting time of Bε. Using the Markov property, we see that
Uλ(x,Bε) = Ex
(
e−λHεUλ(XHε, Bε)
)
.
As ε→ 0, Hε increases, say to H0. Since X does not jump into zero, we must have Hε < H0
for small enough ε. Hence, H0 is predictable and hence, by quasi-continuity of X , X is
continuous at H0 so that H0 equals the hitting time of 0 of X . Also, taking limits as ε→ 0
in the preceding display and using the positivity and bicontinuity of the resolvent density,
one obtains
Ex
(
e−λH0
)
=
uλ(x)
uλ(0)
> 0.
Hence for any x 6= 0, H0 is finite with positive probability under any Px, so that 0 is not
polar. By self-similarity, Px(H0 <∞) is independent of x; denote it by ρ. Let R be the first
return time to 0. By the Markov property, we see that P0(R <∞) ≥ ρ. Hence, there exists
t > 0 such that P0(R ≤ t) ≥ ρ/2. By self-similarity, P0(R ≤ t) does not depend on t, so
that P0(R = 0) ≥ ρ/2 and by the Blumenthal 0-1 law, we see that P0(R = 0) = 1. Hence
0 is a regular and instantaneous point. (The instantaneous character follows from the fact
that X is not compound Poisson.)
We will make use of the following local limit theorem.
Theorem 6 ([Gne49], [GK54]). Let f be the density of X1. Under the assumption that the
law of X11 has span 1:
lim
n→∞
sup
k∈Z
∣∣∣∣bnP(X1n = k)− f
(
k
bn
)∣∣∣∣ = 0.
Proof of Lemma 4. Let en = supk∈Z |bnP(X1n = k)− f(k/bn) |. From Theorem 2 in [Lam62],
we see that bn is regularly varying of index 1/α. We then use Potter’s bounds (for sequences)
as in [BGT87, Theorem 1.5.6]: for any δ > 0 there exists A > 1 such that
bn/bk ≤ A
[
(n/k)δ+1/α ∨ (n/k)−δ+1/α] .
Note that if k/n→ t > 0 as n→∞, then bk/bn ∼ (k/n)1/α → t1/α.
To get a limit theorem for the hitting times of 0, consider the scaled random walk Xnt =
X1⌊nt⌋/bn, which jumps every 1/n and has span 1/bn → 0. Note that H0(⌊bnx⌋ + X1)/n
equals the hitting time of 0 of ⌊bnx⌋/bn + Xn. We then use the random variables T = Tλ
and Tn = ⌈nT ⌉/n to define a (type of) resolvent
λunλ(x, y) = Ex
(∫ ∞
0
λe−λt1X1
⌈nt⌉
/bn=y
)
= Px
(
XnTn = y
)
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for x, y ∈ Z/bn. (The inequality Tn ≥ T simplifies some arguments, which is why it was
chosen and explains why unλ is referred to as a resolvent. ) We again write u
n
λ(x) = u
n
λ(x, 0).
As before, note that if Hn0 is the hitting time of 0 of X
n and x 6= 0, we have
Ex
(
e−λH
n
0
)
=
λunλ(x)
unλ(0) + e
λ/n − 1
We now wish to see that Hn0 → H0 in distribution, where Hn0 is taken under Pxn for any
xn ∈ Z/bn such that xn → x 6= 0. This will follow if we prove that bnunλ(xn) → uλ(x).
Indeed, it implies first that unλ(0)/n ∼ 0 since bn is regularly varying of index 1/α and
α ∈ (1, 2), and then the convergence of the Laplace transform of Hn0 .
Let us now prove that bnu
n
λ(xn)→ uλ(x) for any x ∈ R. Note first that
λuλ(x) = E(fT (x)) = E
(
f1
(
xT−1/α
)
T−1/α
)
.
Since Tn → T and Tn ≥ T , we see that T−1/αn ≤ T−1/α and the latter variable has finite
expectation since 1/α ∈ [1/2, 1). Since Tn converges almost surely to the positive random
variable T , then f(bnxn/bnTn) bn/bnTn converges almost surely to f
(
xT−1/α
)
T−1/α. Using
Potter’s bounds and the boundedness of f , we see that for any δ ∈ (0, 1/α) ⊂ (0, 1)
f(bnxn/bnTn) bn/bnTn ≤ A′
[
T δ−1/αn ∨ T−δ−1/αn
]
≤ A′ [T δ−1/α ∨ T−δ−1/α] .
The latter random variable has finite expectation. Hence, we can use dominated convergence
to conclude that∑
k
e−λk/n
(
1− eλ/n) f(xnbn/bk+1) bn/bk+1 = E(f(bnxn/bnTn) bn/bnTn)
→ E(f1(xT−1/α)T−1/α) = uλ(x) .
On the other hand, note that
|bnunλ(xn)− E(f(bnxn/bnTn) bn/bnTn)|
≤
∑
k
e−λk/n
(
1− eλ/n) ∣∣bnP(X1k+1 = bnxn)− f(bnxn/bk+1) bn/bk+1∣∣
≤
∑
k
e−λk/n
(
1− eλ/n) bnek+1/bk+1
≤
∑
k
e−λk/n
(
1− eλ/n) ek+1A [ 1
(k + 1/n)1/α−δ
∨ 1
(k + 1/n)1/α+δ
]
= E
(
T−1/α−δn ∨ T−1/α+δn enTn
)
.
Since T
−1/α−δ
n ∨ T−1/α+δn enTn → 0 as n→∞ and
T−1/α−δn ∨ T−1/α+δn enTn ≤ CT−1/α−δ ∨ T−1/α+δ,
we can apply dominated convergence to conclude that
|bnunλ(xn)− E(f(bnxn/bnTn) bn/bnTn)| → 0.
We therefore conclude that bnu
n
λ(xn)→ uλ(x) and that therefore Hn0 → H0 as n→∞.
We now prove the weak convergence of hitting times for bridges. First, in the discrete
setting, consider the law P
⌊nt⌋,n
xn,yn of (X
n
s , s ≤ t) under Pnxn conditioned on Xnt = yn. (The
conditioning event has positive probability for large enough n
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and positivity of stable densities. ) Under the law P
⌊nt⌋
xn,0, the hitting time H
n
0 is always finite
and bounded by t. The following absolute continuity relationship follows immediately from
the Markov property: for every s ≤ t and any A ∈ F ns = σ(Xnr : r ≤ s) we have
P⌊nt⌋,nxn,yn (A) = E
n
xn
(
1A
pnt−s(X
n
s , yn)
pnt (xn, yn)
)
.
Using the reasoning of Proposition VIII.1.3 of [RY99], the above absolute continuity rela-
tionship can be extended to the hitting time Hn0 , so that for every A ∈ F nHn0
P
⌊nt⌋,n
xn,0 (A) = P
⌊nt⌋,n
xn,0
(
A1Hn0 ≤t
)
= Enxn
(
1A
pnt−Hn0 (0, 0)
pnt (xn, 0)
1Hn0 ≤n
)
.
In particular, we see that
1 = Enxn
(
pnt−Hn0 (0, 0)
pnt (xn, 0)
1Hn0 ≤n
)
.
The same results hold in continuous space, made rigorous using the theory of [CUB11].
Namely, the bridge measures Ptx,y are determined by the fact that for any s < t and every
A ∈ Fs we have the local absolute continuity relationship
Ptx,y(A) = E
t
x
(
1A
pt−s(Xs, y)
pt(x, y)
)
,
as well as their weak continuity with respect to x and y. Furthermore, the image of Ptx,y
under the time-reversal operation X 7→ (X(t−s)−, 0 ≤ s ≤ t) is the bridge from y to x in t
units of time of the dual process −X (weak continuity is helpful at this point in order to
inherit the time-reversal property from the Le´vy processes to their bridges). Since under the
law Pˆ0, 0 is regular, we see that the last zero of Xˆ before time t is strictly positive. Therefore,
under the measure Ptx,0, H0 < t almost surely. We can therefore apply Proposition VIII.1.3
of [RY99] to obtain that, for every A ∈ FH0
Ptx,0(A) = P
t
x,0(A,H0 < t) = Ex
(
1A1H0<t
pt−H0(0, 0)
pt(x, 0)
)
.
In particular, note that
1 = Ex
(
1H0<t
pt−H0(0, 0)
pt(x, 0)
)
.
Assume now that the weak convergence of Hn0 → H for the random walk hitting times
holds almost surely. By Scheffe´’s lemma and the continuity in the time variable of the
transition densities, which holds by scaling, we deduce that
E
t,n
xn,0
(
e−λH
n
0
)
= Exn
(
e−λH
n
0 1Hn0 ≤t
pnt−Hn0 (0, 0)
pnt (xn, 0)
)
→ Ex
(
e−λH01H0<t
pt−H0(0, 0)
pt(xn, 0)
)
= Etx,0
(
e−λH0
)
.
We deduce the stated weak convergence. 
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Proof of Theorem 3. Let Xnt = X
1
⌊nt⌋/n/bn. Thanks to a theorem of Skorohod, our assump-
tion tells us that Xn converges weakly to X . Again by a theorem of Skorohod, we will
assume that the convergence holds almost surely in some probability space. In particular,
since X is continuous almost surely at any deterministic t ≥ 0, we see that Xnt → Xt almost
surely. Also, since the law of Xt is absolutely continuous, we see that Xt 6= 0 almost surely
so that t < dt almost surely.
Let dnε,t and dε,t denote the first times that X
n and X enter the sets (−ε, ε) after time t.
Let us also define gnε,t and gε,t as the last times the left limits of X
n and X belong to the set
(−ε, ε). (The asymmetry in the definitions is required so that, when using time-reversal,
the arguments become symmetric.) Consider the inequality
P(|dt − dnt | > δ) ≤ P(|dt − dε,t| > δ/3) + P
(∣∣dε,t − dnε,t∣∣ > δ/3)+ P(∣∣dnε,t − dnt ∣∣ > δ/3) .
and the corresponding one for the g-type random variables. We now prove that three
summands in the right-hand side of the above inequality tend to zero if one first takes limit
as n → ∞ and then as ε → 0. This will prove the convergence in probability needed to
apply Theorem 1 at the end of the proof.
First summand: This argument has been given before, when proving that stable
processes are continuous at their hitting time of zero, just before the proof of Lemma
4. Note that dε,t ≤ dε′,t ≤ dt if ε′ ≤ ε and that dε,t is a stopping time for any t.
Since the Le´vy measure of X has no atoms, we see that X does not jump into zero.
It follows that dε,t has a limit d˜t which cannot equal any dε,t. By quasi-continuity of
X , it follows that 0 = limε↓0Xdε,t = Xd˜t− = Xd˜t , so that d˜t = dt and hence dε,t → dt
almost surely as ε ↓ 0. In particular:
lim
ε→0
lim
n→∞
P(|dt − dε,t| > δ/3) = 0 for all δ > 0.
The argument is slightly simpler for gt and gε,t by right continuity. Indeed, we again
have the inequalities gt ≤ gε′,t ≤ gε,t if 0 < ε′ < ε. Hence gε,t decreases to a limit
g˜t as ε ↓ 0. By right-continuity, we see that Xg˜t = 0, so that gt = g˜t and therefore
gε,t → gt in probability. In particular:
lim
ε→0
lim
n→∞
P(|gt − gε,t| > δ/3) = 0 for all δ > 0.
Second summand: We are interested in the convergence of the hitting time of an
open set after time t. By the Markov property and Lemma 8, we only need to prove
that if
T˜ε = inf {t ≥ 0 : Xt ∈ {−ε, ε}} , T˜−ε = inf {t ≥ 0 : Xt− ∈ {−ε, ε}}
and Tε = inf {t ≥ 0 : Xt ∈ (−ε, ε)}, then Tε,≤ T˜ε, T˜−ε almost surely under any Px.
Since T˜−ε is a predictable stopping time then X is continuous at this time. As in the
previous item, we also see that T˜−ε = T˜ε. However, by the strong Markov property
and regularity of both half-lines for stable processes, we see that on each the sets
T˜ε ≤ Tε and T˜−ε ≤ Tε , we actually have T˜−ε = T˜ε = Tε. We therefore conclude that
the hitting time of (−ε, ε) after t is continuous (as a functional on Skorohod space
by Lemma 8) at almost every trajectory of X . We conclude that dnε,t → dε,t almost
surely. In particular
lim
ε→0
lim
n→∞
P
(∣∣dnε,t − dε,t∣∣ > δ/3) = 0.
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In the case of gε,t, consider the time-reversed process (from t) defined by Xˆs =
X(t−s)−. Then gε,t becomes the hitting time of (−ε, ε) of Xˆ and we will deduce that
gε,t is continuous at almost all sample paths by using Lemma 8. For this, we note
that the law of Xˆ given Xt = x is Pˆ
t
x,0. Now, we can use almost the same reasoning
as before, since if Xˆ reaches {−ε, ε} at s < t, then (Xˆs+r, r ≤ s− t) has law Pˆt−sXˆs,0,
and under this law, (−ε, ε) is reached immediately by regularity. We conclude that
gnε,t → gnε,t almost surely. In particular,
lim
ε→0
lim
n→∞
P
(∣∣gnε,t − gε,t∣∣ > δ/3) = 0.
Third summand: Using the strong Markov property for Xn, we see that dnt −dnε,t has
the same law as the hitting time of zero starting from Xndnε,t , so that in particular
E
(
e−λ[d
n
t −d
n
ε,t]
)
= E
(
EXn
dnε,t
(
e−λH
n
0
))
.
However as we proved for the second summand that Tε ≤ T˜ε, Lemma 8 implies that
Xndnε,t → Xdε,t as n→∞ so that, by Lemma 4,
E
(
EXn
dnε,t
(
e−λH
n
0
))→ E(EXdε,t(e−λH0)) = E(e−λ(dt−dε,t)) .
We conclude that
lim
ε→0
lim
n→∞
P
(
dnt − dnε,t > δ/3
)
= lim
ε→0
P(dt − dε,t > δ/3) = 0.
Regarding gnε,t− gnt , we use the backward strong Markov property (cf. Theorem 2 in
[CUB11]) which states that, given gnε,t = s and X
n
s = y, the law of (X
n
r , r ≤ s) is the
bridge law Ps,n0,y . (It is simple to prove this for discrete time Markov chains.) Using
time-reversal, we can then write
E
(
e−λ[g
n
ε,t−g
n
t ]
)
= E
(
Eˆ
t−gnε,t,n
Xn
gnε,t
,0
(
e−λH0
))
.
Applying Lemma 8 for the time-reversed random walk at t, we see that gnε,t → gε,t
and Xngnε,t → Xgε,t as n→∞. But then Lemma 4 tells us that
E
(
e−λ[g
n
ε,t−g
n
t ]
)
→ E
(
Eˆ
t−gε,t
Xgε,t ,0
(
e−λH0
))
= E
(
e−λ[gε,t−gt]
)
.
By the analysis for the first summand, we conclude that
lim
ε→0
lim
n→∞
P
(
gnε,t − gnt > δ/3
)
= lim
ε→0
P(gε,t − gt > δ/3) = 0.
Putting the above together, we see that
lim sup
n→∞
P(|dnt − dt| > δ) = 0 and lim sup
n→∞
P(|gnt − gt| > δ) = 0.
Theorem 1 therefore applies and shows us that (Xn, Ln) converges in probability to (X,L)
in this particular probability space. We therefore get weak convergence on any sequence of
probability spaces where the random walk S is defined. 
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4.2. Convergence of local times of Galton-Watson processes with immigration.
In this subsection, we will prove Theorem 5. Recall that Z1 stands for a GWI(µ, ν) process
started at zero, where µ is the geometric distribution on N of parameter 1/2 and ν is the
geometric distribution on N of parameter p and mean δ = p/(1− p) ∈ (0, 1).
Let us discuss the scaling limit of Z1, which will be described in terms of a Brownian
motion B. Note that µ has mean 1 and finite variance 2. Therefore, if X1 is a (downwards
skip-free) random walk which has jumps of size k with probability µk+1, and X
n
t = X
1
n2t/n,
it follows that (Xnt ) converges weakly to (B2t). Also, consider a random walk Y
1 with jump
distribution ν. Setting Y nt = Y
1
nt/n, a suitable extension of the strong law of large numbers
tells us that Y n → δ Id (uniformly on compact sets almost surely). It is not hard to show
that we can recursively construct Z1 in terms of X1 and Y 1 by setting
C−1 = 0, Z
1
m = k +X
1
Cm−1
+ Y 1m and Cm = Cm−1 + Zm.
The above can be seen as a discrete time-change equation which possesses a strong stability
theory. For example, Corollary 7 in [CPGUB13] tells us that Zn converges to the unique
solution to
(15) Zt = B2
∫ t
0 Zs ds
+ δt.
(By Knight’s theorem, Z is a weak solution to the (perhaps more familiar) SDE (6) of
the squared Bessel type in the statement of Theorem 5.) And, if we assume that Xn and
Y n are independent and converge almost surely to B and δ Id in an adequate probability
space (which we assume from now on), the convergence of Zn to Z actually holds almost
surely. The process Z is called a Continuous-State Branching Process with Immigration,
with reproduction mechanism Ψ and immigration mechanism Φ, where Ψ(λ) = λ2 and
Φ(λ) = δλ are the Laplace exponents of the spectrally positive Le´vy process B2· and the
(deterministic!) subordinator δ Id. This will be abridged CBI(Ψ,Φ). These processes were
introduced in [KW71] as the possible large population scaling limits of GWI processes.
Of course, we will obtain Theorem 5 as an application of Theorem 1. Recall that 0 is
regular and instantaneous for Z, so that it remains to prove that, for any t > 0, (gnt , d
n
t )→
(gt, dt) in probability as n→∞. The strategy of proof is similar to the random walk case,
except that there are some simplifications that arise from assuming the specific forms of
the offspring and immigration distribution, since µ is a special case of a fractional linear
offspring law. On the other hand, Theorem 5 is not given a more general statement because,
as in the random walk case, we make use of local limit theorems, existence of bridges and
time-reversal, which have not been established for more general CBI processes.
Our strategy to prove convergence in probability of endpoints of excursions follows the
following steps.
(1) Convergence of extinction times of GW processes to extinction times of CB processes.
(2) Weak convergence of endpoints of excursions of GWI processes.
(3) Convergence of hitting times of GWI processes from suitable initial points to hitting
times of zero for CBI processes (using the above two items).
(4) Convergence in probability of endpoints of excursions; left endpoints using a (non-
uniform) local limit theorem, bridges and reversibility.
Proposition 5. Let U˜n be a GW(µ) process started at kn, U
n
t = U˜
n
⌊nt⌋/n and assume that
kn/n→ z ≥ 0. Then, the extinction time of Un converges weakly as n→∞ to the extinction
time of the solution U of (15) with δ = 0.
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Proof. Recall that the extinction time of a GW or a CB is the hitting time of 0, when the
process becomes absorbed.
Following the analysis of [Gre74, §3], the extinction time T0 of U satisfies
P(T0 ≤ t) = P(Ut = 0) = e−z/t.
On the other hand, let f be the generating function of µ, given by
f(s) =
1
2− s.
Then, the iterates of f admit the following simple form
f ◦n(s) = f ◦ · · · ◦ f︸ ︷︷ ︸
n times
(s) =
n− (n− 1)s
n + 1− ns
As is well known, P(U˜nm = 0) = f
◦m(0)kn. Therefore
P(Unt = 0) = f
◦⌊nt⌋(0)nz =
[
1− 1⌊nt⌋ + 1
]nz
→ e−z/t. 
Proposition 6. Under the setting of Theorem 5, the random variables (gnt , d
n
t ) converge
weakly as n→∞ to (gt, dt).
The proof is based on an analysis of the zero set of a GWI or a CBI process. The structure
of the zero set of the CBI process Z, which is that of a random cutout set. Random cutouts
were introduced in [Man72] and further studied in [FFS85] (see also the account on [Ber99,
Ch. 7]). They were connected to CBI processes (and in particular squared Bessel type ones
of equation 6) in [FUB14]. The random cutout structure is also found and easily understood
in the setting of GWI processes as follows. Random cutouts (on N) are constructed out of
a sequence of iid random variables (Li, i ≥ 0) with values in N which are used to remove
the integer intervals {j : i ≤ j < i+ Li} from N to get the uncovered set
U = N \
⋃
i≥0
{j : i ≤ j < i+ Li} .
To related it to GWI processes, let f and g be the offspring and immigration generating
functions. Recall that the probability that a GW1(f) process is extinct by time n equals
f ◦n(0).
Let L0 be constructed as follows: let K0 have generating function g and, conditionally on
K0 = k, let L0 have the law of the extinction time of a GW process with offspring generating
function f which starts at k. Note that
(16) P(L0 ≤ n) = g ◦ f ◦n(0) .
We then let (Li) be iid with the same law as L0. The interpretation is that Li stands for
the number of generations spanned by the descendants of immigrants arriving at generation
i. Then, it follows easily that the random cutout set U based on the sequence L has the
same law as the zero set of a GWI(µ, ν) started at zero.
Proof of Proposition 6. An important computation for random cutouts is that of the renewal
density Note that
P(n ∈ U ) =
n∏
m=0
P(L1 ≤ n−m) =
n∏
m=0
g ◦ fn−m(0).
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In our case, we obtain the asymptotics
P(n ∈ U ) = e−
∑n
m=0 − log(1−
1−p
1+pm
) ∼ γn−δ
Let U(x) =
∑
n≤x P(n ∈ U ). The above displays tells us that U(x) ∼ x1−δ, so that its
Laplace transform, Uˆ , satisfies Uˆ(x) ∼ x−(1−δ). If R1 has the law of the first return time to
zero of a GWI(µ, ν) started at 0, formula (14) states that
1
1− E(e−λR1) =
∑
n
P(n ∈ U ) e−λn,
so that 1 − E(e−λR1) ∼ cλ1−δ as λ −→ 0. Let now R be a random walk based on the law of
R1. It follows that R is in the domain of attraction of a stable subordinator τ of index 1−δ:
the process Rn given by Rnt = Rn1−δt/n converges weakly to τ . If T denotes a standard
exponential random variable independent of R and τ , let gnt ≤ t < dnt (resp. gt ≤ t < dt) be
the points on the range of R and τ closest to t (note that gnt = n
−(1−δ)g1n1−δt), then, because
of (13) and (14),
E
(
e−αg
n
T/θ
−βdn
T/θ
)
=
E
(
e−n
−(1−δ)βR − e−n−(1−δ)(β+θ)R
)
E
(
1− en−(1−δ)(α+β+θ)R)
−−−→
n→∞
(β + θ)1−δ − (β)1−δ
(α + β + θ)1−δ
= E
(
e−αgT/θ−βdT/θ
)
We now prove that, for every t > 0, dnt → dt and gnt → gt weakly. Notice first that, for
s ≤ t, the excursion interval straddling s ends after t if and only if the excursion interval
straddling t begins before s. Therefore, from the above paragraph, we see that,∫
e−θsP(dnt ∈ ds) =
∫
θe−θsP(s ≤ dnt ) ds =
∫
θe−θsP(gns ≤ t) ds = P
(
gnT/θ ≤ t
)
→ P(gT/θ ≤ t) = ∫ θe−θsP(gs ≤ t) ds = ∫ θe−θsP(s ≤ dt) ds
=
∫
e−θsP(dnt ∈ ds)
We conclude the weak convergence dnt → dt and a similar argument gives us the weak
convergence gnt → gt. 
In particular, the above proposition proved weak convergence of the inverse local time of
Zn with a precise scaling sequence rather than the abstract one of Theorem 1. That is what
explains the more explicit scaling in Theorem 5.
Proposition 7. Let Z˜n be a GWI(µ, ν) that starts at kn and Z
n
t = Z˜
n
⌊nt⌋/n. If kn/n → z
as n→∞ and Z is the unique solution to (6) started at z, then the hitting time of zero of
Zn converges to that of Z.
Proof. By the branching property for GWI processes, we write Z˜n = U + V˜ n, where U
is a GWI(µ, ν) started at zero and U˜n is an independent GW(µ) that starts at kn as in
Proposition 5. We also let Znt = Z˜
n
⌊nt⌋/n and define U
n and V n by applying the latter
scaling to U and V˜ n. Note that we can also write Zn as the sum Un + V n of independent
processes. We can also perform the above decomposition for Z = U + V .
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Let T˜ n be the extinction time of V n, T n be the hitting time of zero for Zn and dnt be the
first zero of Un after t. (Analogously define T˜ , dt and T .) It follows that
T n = dn
T˜n
and T = dT˜ .
Since T˜ n is independent of (dnt ), Proposition 6 implies the weak convergence
T n = dn
T˜n
→ dT˜ = T. 
Finally, we pass to the
Proof of Theorem 5. The strategy is the same as for the proof of Theorem 3, based on
inequality
P(|dt − dnt | > δ) ≤ P(dt − dε,t > δ/3) + P
(∣∣dε,t − dnε,t∣∣ > δ/3)+ P(dnt − dnε,t > δ/3)
(later on considered for gn and g.) For the three summands in the right-hand side, we prove
that taking limits as n → ∞ and then ε → 0 gives 0. It is only in the second summand
where being on the same probability space is important.
As before, assume that the convergence of Zn to Z takes place almost surely on a given
probability space and define (besides gt, g
n
t , dt and d
n
t ) dε,t and gε,t (resp. d
n
ε,t and g
n
ε,t) to be
the first time after t and last time before t that Z (resp. Zn) belongs to [0, ε).
First summand: Since dε,t increases as ε ↓ 0, let d˜t be its limit. The process Z is
continuous, so that Zd˜t = 0 and so d˜t = dt. In particular,
lim
ε→0
lim
n→∞
P(dt − dε,t > δ/3) = 0.
A similar argument gives us
lim
ε→0
lim
n→∞
P(gε,t − gt > δ/3) = 0.
Second summand: We will apply Proposition 8. To this end, since Z is continuous,
it only remains to prove that the hitting time of {−ε, ε} after t, denoted d˜t,ε, actually
equals dt,ε when starting at z ≥ ε. But this follows from the strong Markov property
applied at time dt,ε, and the fact that, when started at ε, Z immediately visits [0, ε)
by regularity. (This fact is contained in the proof of Theorem 2.) We obtain, for any
ε > 0,
lim
n→∞
P
(∣∣dε,t − dnε,t∣∣ > δ/3) = 0.
For the left endpoints, we use the fact that Z admits weakly continuous bridges
which are invariant under time-reversal. Existence and weak continuity was stated
for the squared Bessel process in [PY82] or [CUB11, Example 2.2, p.619] and holds
for Z, while time-reversibility was analyzed in Section 5 of the first reference. Then
we can use the same argument as in the proof of Theorem 3. We conclude that
lim
n→∞
P
(∣∣gε,t − gnε,t∣∣ > δ/3) = 0.
Third summand: We first use Lemma 8 to deduce that Xndnε,t → Xdε,t = ε. The
hypotheses were verified in the last item. Momentarily denote by Px either the law
of X or Xn (based on the context) when started at x. Proposition 7 then tells us
that
PXn
dnε,t
(T n0 > δ/3)→ PXdε,t (T0 > δ/3) ,
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so that
lim
ε→0
lim
n→∞
P
(
dnt − dnε,t > δ/3
)
= lim
ε→0
lim
n→∞
E
(
PXn
dnε,t
(T0 > δ/3)
)
= lim
ε→0
E
(
PXdε,t (T0 > δ/3)
)
= lim
ε→0
P(dt − dε,t > δ/3)
= 0
where the last equality follows from our first item.
We deduce that Theorem 1 is applicable and gives us the conclusions of Theorem 5. 
5. Concluding remarks
In this paper, we presented an invariance principle of general applicability for the counting
process of successive visits to a given state for a discrete time regenerative process. The limit
is expressed in terms of regenerative local times and the hypotheses include convergence
of left and right endpoints of excursions, which are related to first and last visits to the
regenerative state. We showed how pathwise assumptions on the process led to simple
verification of the hypotheses in the invariance principle. We also showed examples where
more involved distributional methods had to be applied and provided a blueprint for how
to do it. However, the applications were then less general that what one might suspect and
would be more general if the following classical problems could be addressed.
Our first problem is related to Theorem 3.
Open Problem 1. Let Xn be a sequence of random walks such that Xnn·/an converges
weakly to a Le´vy process X . Find conditions such that the hitting times of Xn started at
x converge to those of X for any x ∈ R. In our setting, where X1 = Xn for all n, we solved
the problem via a local limit theorem for the transition probabilites, which implied a local
limit theorem for resolvents. Therefore, it is relevant to find conditions for a local limit
theorem to hold.
Our second problem is related to Theorem 5.
Open Problem 2. Let Zn be a sequence of Galton-Watson processes with immigration
started at zn, where zn/n→ z ≥ 0 and such that Znan·/n converges weakly to a CBI Z. Find
conditions so that right and left endpoint of excursions converge. In our case, Zn = Z1,
which had finite variance, and the scaling limit is necessarily a squared Bessel process.
To establish convergence of endpoints of excursions, we passed through the convergence of
hitting times of zero by Galton-Watson processes with the same reproduction but no immi-
gration. Therefore, our first problem in this setting could be to establish the convergence of
extinction times of sequences of GW processes. This can in fact be done when Zn = Z1 by
means of either Kolmogorov’s classical estimate (cf. [Har02, Ch. I.10.2]) or generalizations
when Z1 has power law tails using the results of [Sla68]. But for general sequence, it does
not seem to be immediate. Recall that scaling limits of GWI processes are CBI processes.
To carry out the program of Theorem 5, we would need the CBI process to admit a density,
to build bridge laws, and to study their reversibility properties. Sufficient conditions for the
existence of densities can be found in [CLP18]. We would also need local limit theorems for
the approximating GWI processes.
Our third problem is connected to the fact that all of our examples feature one-dimensional
processes. Indeed, the multidimensional analogues of our examples either have 0 as a polar
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point or the analysis of the recurrence of zero has not been made. However, the class of
processes introduced in [GMMW16] can be recurrent in any dimension. These are obtained
as scaling limits of inhomogeneous random walks with a limiting covariance structure and
are such that their radial process is not Markovian but regenerative at zero. We would of
course like to apply our invariance principle in this context.
Appendix
The following Skorohod space lemma was used in the proof of Theorem 3. We were
unable to locate a reference for it. Let (E, d) denote any metric space and let D stand for
the Skorohod space of ca`dla`g functions from [0,∞) into E. We also let d stand for a metric
generating the Skorohod (J1) topology, possible confusions will be ruled out by context. For
any A ⊂ E, define the hitting time of A, defined for f ∈ D, as
TA(f) = inf {t ≥ 0 : f(t) ∈ A} ,
with the convention that the infimum of the empty set equals ∞. We will need the hitting
time left-limit hitting time of A, by
T−A (f) = inf {t ≥ 0 : f(t−) ∈ A} .
Lemma 8. Let O ⊂ E be open and let C = O. If f ∈ D is such that
TO(f) ≤ TC(f) , T−C (f)
then g 7→ TO(g) and g 7→ g(TO(g)) are continuous at f .
Proof. Let (fn) be a sequence of functions on Skorohod space converging to f and let
t = TO(f) and tn = TO(fn). Then, for any δ > 0, there exists a continuity point of f , say t
′,
belonging to [t, t + δ] and such that f(t′) ∈ O. But then, fn(t′) → f(t′), so that fn(t′) ∈ O
for large enough n. We deduce that lim supn TO(fn) ≤ TO(f).
If TO(f) = 0, then TO(fn)→ TO(f) and f(TO(fn))→ f(TO(f)). Otherwise, note that our
hypothesis says that for any δ ∈ (0, t), and for any s ∈ [0, t− δ], f(s) 6∈ C and f(s−) 6∈ C.
Hence, there exists η > 0 such that d(f(s), C), d(f(s−), C) > η for all s ≤ t− δ. (Assuming
the contrary leads to TC(f) ≤ t− δ or T−C (f) ≤ t− δ. ) But then there exists N such that
d(fn(s) , C) > η and d(fn(s−) , C) > η for any s ∈ [0, t− δ] and n ≥ N . Indeed, this follows
by letting T > t and considering a sequence (λn) of increasing homeomorphisms of [0, T ]
into itself such that fn− f ◦ λn → 0 uniformly on [0, T ]. But then tn ≥ t− δ for n ≥ N and
we deduce that lim infn tn ≥ t − δ for all δ > 0. By the preceding paragraph, we conclude
that tn → t.
If f is continuous at t then fn(tn) → f(t). Assume otherwise that f is discontinuous at
t. By hypothesis, t ≤ T−C (f), so that f(t−) 6∈ C. Then, as in our second paragraph, fn
is bounded away from C on [0, λ−1n (t)) and takes values in O in any right neighborhood of
λ−1n (t) for large enough n. We then see that tn = λ
−1
n (t) for large enough n. But then
fn(TO(fn)) = fn(tn) = fn(λ
−1
n (t))→ f(t) = f(TO(f)). 
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