In this paper, we study the ratio of the L 1 and L 2 norms, denoted as L 1 /L 2 , to promote sparsity. Due to the non-convexity and non-linearity, there has been little attention to this scale-invariant metric. Compared to popular models in the literature such as the Lp model for p ∈ (0, 1) and the transformed L 1 (TL1), this ratio model is parameter free. Theoretically, we present a weak null space property (wNSP) and prove that any sparse vector is a local minimizer of the L 1 /L 2 model provided with this wNSP condition. Computationally, we focus on a constrained formulation that can be solved via the alternating direction method of multipliers (ADMM). Experiments show that the proposed approach is comparable to the state-of-the-art methods in sparse recovery. In addition, a variant of the L 1 /L 2 model to apply on the gradient is also discussed with a proof-of-concept example of MRI reconstruction.
1. Introduction. Sparse signal recovery is to find the sparsest solution of Ax = b where x ∈ R n , b ∈ R m , and A ∈ R m×n for m n. This problem is often referred to as compressed sensing (CS) in the sense that the sparse signal x is compressible. Mathematically, this fundamental problem in CS can be formulated as
where x 0 is the number of nonzero entries in x. Unfortunately, (1.1) is NP-hard [29] to solve. A popular approach in CS is to replace L 0 by the convex L 1 norm, i.e., Computationally, there are various L 1 minimization algorithms such as primal dual [8] , forwardbackward splitting [34] , and alternating direction method of multipliers (ADMM) [4] . A major breakthrough in CS was the restricted isometry property (RIP) [6] , which provides a sufficient condition of minimizing the L 1 norm to recover the sparse signal. Another sufficient condition is given in terms of null space of the matrix A, thus referred to as null space property (NSP). In particular, Zhang [48] proved that if a vector x * satisfies Ax * = b and (1.3)
then x * is an optimal solution to both (1.1) and (1.2) . Unfortunately, neither RIP nor NSP can be computed to verify for a given matrix [1, 39] .
Alternatively, a computable condition for L 1 's exact recovery is based on coherence, which is defined as
for a matrix A = [a 1 , · · · , a N ]. Donoho-Elad [12] and Gribonval [16] proved independently that if
then the L 1 minimization (1.2) yields the sparsest solution of (1.1). Clearly, the coherence µ(A) is bounded by [0, 1]. The inequality (1.5) implies that L 1 may not perform well for highly coherent matrices, i.e., µ(A) ∼ 1, as x 0 is then at most one (often not feasible).
Other than the popular L 1 norm, there are a variety of regularization functionals to promote sparsity, such as L p [9, 42, 21] , L 1 -L 2 [43, 23] , capped L 1 (CL1) [47, 37] , and transformed L 1 (TL1) [27, 45, 46] . Most of these models are nonconvex, leading to difficulties in proving exact recovery guarantees and algorithmic convergence, but they tend to give better empirical results compared to the convex L 1 approach. For example, it was reported in [43, 23] that L p gives superior results for incoherent matrices (i.e., µ(A) is small), while L 1 -L 2 is the best for the coherent scenario. In addition, TL1 is always the second best no matter whether the matrix is coherent or not [45, 46] .
In this paper, we study the ratio of L 1 and L 2 as a scale-invariant metric to approximate the desired L 0 , which is scale-invariant itself. In one dimensional (1D) case (i.e., n = 1), the L 1 /L 2 model is exactly the same as the L 0 model if we use the convention 0 0 = 0. The ratio of L 1 and L 2 was first proposed by Hoyer [18] as a sparseness measure and later highlighted in [19] as a scale-invariant metric. However, there has been little attention on it due to its computational difficulties arisen from being non-convex and non-linear. There are some theorems that establish the equivalence between the L 1 /L 2 and the L 0 models, but only restricted to nonnegative signals [14, 43] . We aim to apply this ratio model to arbitrary signals. On the other hand, the L 1 /L 2 metric has an intrinsic drawback that it tends to produce one erroneously large coefficient while suppressing the other non-zero elements, under which case the ratio is reduced. To compensate for this drawback, it is helpful to incorporate a box constraint, which will also be addressed in this paper.
Now we turn to a sparsity-related assumption that signal is sparse after a given transform, as opposed to signal itself being sparse. This assumption is widely used in image processing. For example, a natural image, denoted by u, is mostly sparse after taking gradient, and hence it is reasonable to minimize the L 0 norm of the gradient, i.e., ∇u 0 . To bypass the NP-hard L 0 norm, the convex relaxation replaces L 0 by L 1 , where the L 1 norm of the gradient is the well-known total variation (TV) [36] of an image. A weighted L 1 -αL 2 model (for α > 0) on the gradient was proposed in [24] , which suggested that α = 0.5 yields better results than α = 1 for image denoising, deblurring, and MRI reconstruction. The ratio of L 1 and L 2 on the image gradient was used in deconvolution and blind deconvolution [20, 35] . We further adapt the proposed ratio model from sparse signal recovery to imaging applications, specifically focusing on MRI reconstruction.
The rest of the paper is organized as follows. In Section 2, we give a brief review of related works in CS including models and corresponding algorithms. Section 3 is devoted to theoretical analysis of the L 1 /L 2 model. In Section 4, we apply the ADMM to minimize the ratio of L 1 and L 2 with two variants of incorporating a box constraint as well as applying on the image gradient. We conduct extensive experiments in Section 5 to demonstrate the performance of the proposed approaches over the state-of-the-art in sparse recovery and MRI reconstruction. Section 6 is a fun exercise, where we use the L 1 /L 2 minimization to compute the right-hand-side of the NSP condition (1.3), leading to an empirical upper bound of the exact L 1 recovery guarantee. Finally, conclusions and future works are given in Section 7.
2. Previous Methods. We review the ADMM approach [4] for minimizing the constrained L 1 problem (1.2) and a difference of convex algorithm (DCA) [32, 33] that is applicable for both L 1 -L 2 and TL1 models.
2.1. L 1 via ADMM. We rewrite the L 1 minimization (1.2) using an indicator function,
where I(·) denotes an indicator function of the feasible set, i.e.,
By introducing an auxiliary variable y, we further express (2.1) as
The new formulation makes the objective function separable with respect to two variables x and y.
As a result, we form the augmented Lagrangian corresponding to (2.3) as
for a positive parameter ρ and a dual variable u. We aim to update x, y in an alternating or sequential fashion, with a hope that each subproblem has a closed-form solution or can be calculated efficiently. This is a basic idea of the ADMM [4] that consists of three steps:
. Both x and y subproblems have closed-form solutions. Specifically, the update for x is given by
where shrink is often referred to as soft shrinkage,
The update for y is a projection to the affine space of Ay = b, i.e.,
DCA Minimization.
We describe a general framework of the difference of convex algorithm (DCA) [32, 33] . The DCA is applicable when the objective function has the form of difference of convex (DC) functions, i.e.,
By linearizing the second term h(·), the DCA iterates as follows,
If h(·) is not differentiable at x k , then the gradient ∇h(x (k) ) can be replaced by any subgradient at x k . Due to the flexibility of DC decomposition, g and h can be assumed to be strongly convex without loss of generality, in this case any limit point of the generated sequence is a critical point of (2.9) [32, 33] . On the other hand, there may still exist directions at critical points where the objective functions can be improved locally (e.g., one can find an univariate convex example [11, Example 2] ). Some recent works focus on a sharper notion of d(irectional)-stationarity where no local improvement can be made [31, 25, 38] , which is beyond the scope of the current paper. We apply the DCA for two sparse promoting metrics: L 1 -L 2 [23, 44] and transformed L 1 (TL1) [45, 46] . For practical performance we simply use a natural DC decomposition such that the convex subproblems in iterations are linear programs. In particular, the L 1 -L 2 model [23, 44] can be expressed as
We take g(x) = x 1 + I(Ax − b) and h(x) = x 2 . Since ∇h(x) = x x 2 , the DCA goes as follows,
which is an L 1 -type of problem and can be solved by the ADMM. On the other hand, the TL1 model is defined as
for a > 0. TL1 approaches to L 0 as a → 0 and approaches to L 1 as a → ∞. TL1 can be solved by either DCA [46] or iterative thresholding [45] , but DCA tends to give better results. Consequently, we consider the DC decomposition as g(
x 2 i a+|xi| . By substituting ∇h(x) = x(2a+|x|) (a+|x|) 2 into the general DCA iterations (2.10), we obtain a numerical scheme for minimizing the TL1. Due to the presence of the L 1 term in g(·), the DCA scheme for minimizing TL1 consists of a set of L 1 -type subproblems that can be solved efficiently. Note that both TL1 and L 1 -L 2 do not require strongly convex DC decompositions to guarantee the convergence of DCA [46, 22] , thanks to their specific forms.
3. Rationales of the L 1 /L 2 metric. We begin with a toy example to illustrate the advantages of L 1 /L 2 over other metrics, followed by some theoretical properties of the proposed model. (e) L 1 /L 2 Fig. 1 . The objective functions of a toy example illustrate that only L 1 /L 2 and TL1 can find t = 0 as the global minimizer, but TL1 has a very narrow basin of attraction (thus sensitive to initial guess and difficult to find the global solution.).
A toy example. Define a matrix A as (3.1)
A
and b = (0, 0, 20, 40, 18) T ∈ R 5 . It is straightforward that any general solutions of Ax = b have the form of x = (t, t, t, 20 − 2t, 40 − 4t, 2(t − 9)) T for a scalar t ∈ R. The sparsest solution occurs at t = 0, where the sparsity of x is 3 and some local solutions include t = 10 for sparsity being 4 and t = 9 for sparsity being 5. In Figure 1 , we plot various objective functions with respect to t, including L 1 , L p (for p = 1/2), L 1 -L 2 , and TL1 (for a = 1 as suggested in [46] ). Note that all these functions are not differentiable at the values of t = 0, 9, and 10, where the sparsity of x is strictly smaller than 6. The sparsest vector x corresponding to t = 0 can only be found by minimizing TL1 and L 1 /L 2 , while the other models find t = 10 as a global minimum. One drawback of TL1 is that the function is very narrow around the critical points, which implies it is sensitive to initial guess and difficult to find the global solution. In addition, TL1 has more local minimizers than our L 1 /L 2 model (3 versus 2).
Theoretical properties.
Our theoretical analysis is based on the null space property (NSP). To make the paper self-contained, we give a review of the NSP as a necessary and sufficient condition for the L 1 exact recovery. Then we present a weaker form that is related to local minimizers of the L 1 /L 2 model. Definition 3.1 (null space property [10] ). For any matrix A ∈ R m×n , we say the matrix A satisfies a null space property (NSP) of order s if
Donoho and Huo [13] proved that every s-sparse signal x ∈ R n is the unique solution to the L 1 minimization (1.2) if and only if A satisfies the NSP of order s. Note that NSP is no longer necessary if "every s-sparse vector" is relaxed. A sufficient condition for the exact L 1 recovery is given by (1.3) in terms of L 1 /L 2 , which will be examined numerically in Section 6.
Recently, Tran and Webster [40] generalized the NSP to deal with sparse promoting metrics that are symmetric, separable and concave, which unfortunately does not apply to L 1 /L 2 (not separable), but this work motivates us to consider a weaker form of the NSP, as defined in Definition 3.2.
Definition 3.2. For any matrix A ∈ R m×n , we say the matrix A satisfies a weak null space property (wNSP) of order s if
Note that Definition 3.2 is weaker than the original NSP in Definition 3.1 in the sense that if a matrix satisfies wNSP then it also satisfies the NSP. The following theorem says that any s-sparse vector is a local minimizer of L 1 /L 2 provided the matrix has the wNSP of order s. The proof is given in Appendix. 
Finally, we show the optimal value of the L 1 /L 2 subject to Ax = b is upper bounded by the same ratio with b = 0; see Proposition 1.
For every v ∈ ker(A) \ {0} and t ∈ R, we have that
Then we obtain
Therefore, for every v ∈ ker(A) \ {0},
which directly leads to the inequality between these two infimums in (3.5) .
Note that the left-hand-side of the inequality involves both the underlying signal x and the system matrix A, which can be upper bounded by the minimum ratio that only involves A. This relationship will be numerically checked in Section 6.
4. Numerical schemes. The proposed model is
In Subsection 4.1, we detail the ADMM algorithm for minimizing (4.1), followed by a minor change to incorporate additional box constraint in Subsection 4.2. We discuss in Subsection 4.3 another variant of L 1 /L 2 on the gradient to deal with imaging applications.
4.1. The L 1 /L 2 minimization via ADMM. In order to apply the ADMM [4] to solve for (4.1), we introduce two auxiliary variables and rewrite (4.1) into an equivalent form,
where I(·) is the indicator function defined in (2.2). The augmented Lagrangian for (4.2) is
The ADMM consists of the following five steps:
The update for x is a projection to the affine space of Ax = b, similar to (2.8),
As for the y-subproblem, let
ρ1 and the minimization subproblem reduces to
If d (k) = 0 then any vector y with y 2 = 3 c (k) ρ1 is a solution to the minimization problem. If c (k) = 0 then y = d (k) is the solution. Now we consider d (k) = 0 and c (k) = 0. By taking derivative of the objective function with respect to y, we obtain
As a result, there exists a positive number
The cubic-root formula suggests that F (τ ) = 0 has only one real root, which can be found by the following closed-form solution.
(4.7)
In summary, we have
where e (k) is a random vector with the L 2 norm to be 3 c (k) ρ1 . Finally, the ADMM update for z is given by soft shrinkage operator
where shrink is defined in (2.7). We summarize the ADMM algorithm for solving the L 1 /L 2 minimization problem in Algorithm 4.1.
The L 1 /L 2 model has an intrinsic drawback that tends to produce one erroneously large coefficient while suppressing the other non-zero elements, under which case the ratio is reduced. To compensate for this drawback, it is helpful to incorporate a box constraint, if we know lower/upper bounds of the underying signal a priori. Specifically, we propose (4.10) min x∈R n
which is referred to as L 1 /L 2 -box. Similar to (4.2), we look at the following form that enforces the box constraint on variable z, (4.11) min
x,y,z
The only change we need to make by adapting Algorithm 4.1 to the L 1 /L 2 -box is the z update. The z-subproblem in (4.4) with the box constraint is
For a convex problem (4.12) involving the L 1 norm, it has a closed-form solution given by the soft shrinkage, followed by projection to the interval [c, d]. In particular, simple calculations show that 4.3. L 1 /L 2 on the gradient. We adapt the L 1 /L 2 model to apply on the gradient, which enables us to deal with imaging applications. Let u ∈ R n×m be an underlying image of size n × m. Denote A as a linear operator that models a certain degradation process to obtain the measured data f . For example, A can be a subsampling operator in the frequency domain and recovering u from f is called MRI reconstruction. In short, the proposed gradient model is given by (4.15) min
with periodic boundary condition; hence the model is referred to as L 1 /L 2 -grad. To solve for (4.15), we introduce two auxiliary variables d and h to hold the value of ∇u, thus leading to (4.16) min
Note that we denote d and h in bold to indicate that they have two components corresponding to both x and y derivatives. The augmented Lagrangian is expressed as
where w, b, g are dual variables and λ, ρ 1 , ρ 2 are positive parameters. The updates for d, h are the same as Algorithm 4.1. Specifically for h, we consider
and hence τ (k) is the root of the same polynomial as in (4.7). By taking derivative of (4.17) with respect to u, we can obtain the u-update, i.e.,
Note for certain operator A, the inverse in the u-update (4.18) can be computed efficiently via the fast Fourier transform (FFT). In summary, we present the ADMM algorithm for the L 1 /L 2 -grad model in Algorithm 4.2.
5. Numerical experiments. In this section, we carry out a series of numerical tests to demonstrate the performance of the proposed L 1 /L 2 models together with its corresponding algorithms. All the numerical experiments are conducted on a standard desktop with CPU (Intel i7-6700, 3.4GHz) and MATLAB 9.2 (R2017a).
We consider two types of sensing matrices: one is called oversampled discrete cosine transform (DCT) and the other is Gaussian matrix. Specifically for the oversampled DCT, we follow the works of [15, 23, 44] to define A = [a 1 , a 2 , · · · , a n ] ∈ R m×n with
where w is a random vector uniformly distributed in [0, 1] m and F ∈ R + controls the coherence in a way that a larger value of F yields a more coherent matrix. In addition, we use N (0, Σ) (the multi-variable normal distribution) to generate Gaussian matrix, where the covariance matrix is Σ = {(1 − r) * I(i = j) + r} i,j with a positive parameter r. This type of matrices is used in the TL1 paper [46] , which mentioned that a larger r value indicates a more difficult problem in sparse recovery. Throughout the experiments, we consider sensing matrices of size 64 × 1024. The ground truth x ∈ R n is simulated as s-sparse signal, where s is the total number of nonzero entries. The support of x is a random index set and the values of non-zero elements follow Gaussian normal distribution i.e., (x s ) i ∼ N (0, 1), i = 1, 2, · · · , s. We then normalize the ground-truth signal to have maximum magnitude as 1 so that we can examine the performance of additional [−1, 1] box constraint.
Due to the non-convex nature of the proposed L 1 /L 2 model, the initial guess x (0) is very important and should be well-chosen. A typical choice is the L 1 solution (1.2), which is used here. Although the L 1 minimization can be solved by the ADMM (as described in Subsection 2.1), we adopt a commercial optimization software called Gurobi [30] to minimize the L 1 norm via linear programming for the sake of efficiency. The stop criterion is when the relative error of x (k) to x (k−1) is smaller than 10 −8 or iterative number exceeds 10n.
Algorithmic behaviors.
We empirically demonstrate the convergence of the proposed ADMM algorithms in Figure 2 . Specifically we examine the L 1 /L 2 minimization problem (4.2), where the sensing matrix is an oversampled DCT matrix with F = 10 and ground-truth sparse vector has 12 non-zero elements. We also study the MRI reconstruction from 7 radical lines as a particular sparse gradient problem that involves the L 1 /L 2 -grad minimization of (4.15) by Algorithm 4.2.
There are two auxiliary variables y and z in L 1 /L 2 such that x = y = z, while two auxiliary variables d, h are in L 1 /L 2 -grad for ∇u = d = h. We show in the top row of Figure 2 1 / x (k) 2 and ∇u (k) 1 / ∇u (k) 2 for L 1 /L 2 and L 1 /L 2 -grad, respectively. All the plots in Figure 2 decrease rapidly with respect to iteration counters, which serves as heuristic evidence of algorithmic convergence. On the other hand, the objective functions in Figure 2 look oscillatory. This phenomenon implies difficulties in theoretically proving the convergence, as one key step in the convergence proof requires to show that objective function decreases monotonically [3, 41] .
Comparison on various models.
We now compare the proposed L 1 /L 2 approach with other sparse recovery models: L 1 , L p [9] , L 1 -L 2 [44, 23] , and TL1 [46] . We choose p = 0.5 for L p and a = 1 for TL1. The initial guess for all the algorithms is the solution of the L 1 model. Both L 1 -L 2 and TL1 are solved via the DCA, as described in Subsection 2.2, with the same stop criterion as L 1 /L 2 , i.e.,
As for L p , we follow the default setting in [9] .
We evaluate the performance of sparse recovery in terms of success rate, defined as the number of successful trials over the total number of trials. A success is declared if the relative error of the reconstructed solution x * to the ground truth x is less than 10 −3 , i.e., x * −x 2 x 2 ≤ 10 −3 . We further categorize the failure of not recovering the ground-truth as model failure and algorithm failure. In particular, we compare the objective function F (·) at the ground-truth x and at the reconstructed solution x * . If F (x) > F (x * ), it means that x is not a global minimizer of the model, in which case we call model failure. On the other hand, F (x) < F (x * ) implies that the algorithm does not reach a global minimizer, which is referred to as algorithm failure. Although this type of analysis is not deterministic, it sheds some lights on which direction to improve: model or algorithm. For example, it was reported in [28] that L 1 has the highest model-failure rates, which justifies the need for nonconvex models.
In Figure 3 , we examine two coherence levels: F = 5 corresponds to relatively low coherence and F = 20 for higher coherence. The success rates of various models reveal that L 1 /L 2 -box performs the best at F = 5 and is comparable to L 1 -L 2 for the highly coherent case of F = 20. We look at Gaussian matrix with r = 0.1 and r = 0.8 in Figure 4 , both of which exhibit very similar performance of various models. In particular, the L p model gives the best results for the Gaussian case, which is consistent in the literature [43, 23] . The proposed model of L 1 /L 2 -box is the second best for such incoherent matrices.
By comparing L 1 /L 2 with and without box among the plots for success rates and model failures, we can draw the conclusion that the box constraint can mitigate the inherent drawback of the L 1 /L 2 model, thus improving the recovery rates. In addition, L 1 /L 2 is the second lowest in terms of model failure rates and simply adding a box constraint also increases the occurrence of algorithm failure compared to the none box version. These two observations suggest a need to further improve upon algorithms of minimizing L 1 /L 2 .
Finally, we provide the computation time for all the competing algorithms in Table 1 with the shortest time in each case highlighted in bold. The time for L 1 method is not included, as all the other methods use the L 1 solution as initial guess. It is shown that TL1 is the fastest for relatively lower sparsity levels and the proposed L 1 /L 2 -box is the most efficient at higher sparsity levels. The computational times for all these methods seem consistent with DCT and Gaussian matrices.
MRI reconstruction.
As a proof-of-concept example, we study an MRI reconstruction problem [26] to compare the performance of L 1 , L 1 -L 2 , and L 1 /L 2 on the gradient. The L 1 on the gradient is the celebrated TV model [36] , while L 1 -L 2 on the gradient was recently proposed in [24] . We use a standard Shepp-Logan phantom as a testing image, as shown in Figure 5a . The data is obtained only along several radical lines in the frequency domain (after taking Fourier transform); an example of such sampling scheme using 7 lines is shown in Figure 5b . As this paper focuses on the constrained formulation, we do not consider noise, following the same setting as in the previous works [44, 24] . Since all the competing methods (L 1 , L 1 -L 2 , and L 1 /L 2 ) yield an exact recovery with 8 radical lines, with accuracy in the order of 10 −8 , we present the reconstructions results of 7 radical lines in Figure 5 , which illustrates that the ratio model (L 1 /L 2 ) gives much better results than the difference model (L 1 -L 2 ). Figure 5 also includes quantitative measures of the performance by relative error (RE) between the reconstructed and ground-truth images, which shows significantly improvement of the proposed L 1 /L 2 -grad over a classic method in MRI reconstruction, called filter-back projection (FBP), and two recent works of using L 1 and L 1 -L 2 on the gradient. Note that the state-of-the-art methods in MRI reconstruction are [17, 28] that have reported exact recovery from 7 lines, but both approaches require to tune model parameters, while our model (4.15) is parameter free 1 .
Empirical validations.
A review article [7] indicated that two principles in CS are sparsity and incoherence, leading an impression that a sensing matrix with smaller coherence is easier for sparse recovery. However, we observe through numerical results [22] (also given in Figure 6b that a more coherent matrix gives higher recovery rates. This contradiction motivates us to collect empirical evidence regarding to either prove or refuse whether coherence is relevant to sparse recovery. Here we examine one such evidence by minimizing the ratio of L 1 and L 2 , which gives an upper bound for a sufficient condition of L 1 exact recovery, see (1.3) . To avoid the trivial solution of x = 0 to the problem of min x x 1
x 2 : Ax = 0 , we incorporate a sum-to-one constraint. In other word, we define an expanded matrixÃ = [A; ones(n, 1)] (following Matlab's notation) and an expanded vectorb = [0; 1]. We then adapt the proposed method to solve for min x x 1
In Figure 6a , we plot the mean value of ratios from 50 random realizations of matrices A at each coherence level (controlled by F ), which shows that the ratio actually decreases 2 with respect to F . As the L 0 norm is bounded by the ratio (1.3), smaller ratio indicates it is more difficult to recover the signals. Therefore, Figure 6a is consistent with the common belief in CS. We postulate that an underlying reason of more coherent matrices giving better results is minimum separation (MS), as formally introduced in [5] . In Figure 6b , we enforce the minimum separation of two neighboring spikes to be 40, following the suggestion of 2F in [15] (we consider F up to 20). In comparison, we also give the success rates of the L 1 recovery without any restrictions on MS in Figure 6c . Note that we use the exactly same matrices in both cases (with and without MS). Figure 6c does not have a clear pattern regarding how coherence affects the exact recovery, which supports our hypothesis that minimum separation plays an important role in sparse recovery. It will be our future work to analyze it throughly.
Furthermore, it follows from Proposition 1 that the minimal ratios subject to a linear system Ax = b is smaller than the one in the kernel space of A. Here, we empirically verify this proposition by calculating the ratio in min other hand, we also compute min x x 1
x 2 : Ax = b for each fixed A with different sparsity levels: s ∈ {2, 4, 6, · · · , 24}. We use a box plot 3 to visualize the results. Each box in Figure 7 corresponds to one specific A among 20 trials. We observe that most of blue dots are above the box when F = 2, which is consistent with Proposition 1. However, there exist many ratios subject to Ax = b that appear higher than the ones of Ax = 0 at F = 5. This is due to our algorithmic limitation that we cannot guarantee the minimizing algorithm actually finds a global minimizer.
7. Conclusions and future works. In this paper, we have studied a novel metric L 1 /L 2 to promote sparsity. Two main benefits of L 1 /L 2 are scale invariant and parameter free. Two numerical algorithms based on the ADMM are formulated for the assumptions of sparse signals and sparse gradients, together with a variant of incorporating additional box constraint. The experimental results demonstrate the performance of the proposed approaches in comparison to the state-of-the-art methods in sparse recovery and MRI reconstruction. As a by-product, minimizing the ratio also gives an empirical upper bound towards L 1 's exact recovery, which motivates further investigations on exact recovery theories. Other future works include algorithmic improvement and convergence analysis. In particular, it is shown in Table 1 , Figures 3 and 4 that L 1 /L 2 is not as fast as competing methods in CS and also has certain algorithmic failures, which calls for a more robust and more efficient algorithm. In addition, we have provided heuristic evidence of the ADMM's convergence and it will be interesting to analyze it theoretically.
Appendix: proof of Theorem 3.3. In order to prove Theorem 3.3, we need to introduce two lemmas:
For any x, v ∈ R n and i ∈ [n], we have
Furthermore, if x 0 = s, then the constant n in the inequalities can be reduced to s.
Proof. Simple calculations show that
Therefore, we have
which implies that 
where σ t (v) = i∈S v i sign(x i ) + sign(t) vS 1 . We can show that t 1 > 0. Proof. For any v ∈ ker(A) and v 2 = 1, it is straightforward that
and
It follows from the wNSP that vS 1 ≥ (s + 1) v S 1 , thus leading to the following two inequalities,
Next we will discuss two cases: s > 1 and s = 1.
(i) For s > 1. Since v 2 = 1, there exists an index j ∈ [n] such that |v j | ≥ 1 √ n . Suppose such j ∈ S, then we have that
n−s √ n . As a result, we get
Therefore, we have (ii) For s = 1. Suppose the only non-zero element is x i = 0, and hence we have
If |v i | ≥ 1 √ n then vS 1 ≥ (s + 1)|v i | ≥ s+1 √ n and hence
If |v i | < 1 √ n , then we have vS 1 ≥ 1 − |v i | = 1 − 1 √ n = √ n−1 √ n and
We are ready to prove Theorem 3.3.
Proof. Denote S as the support of x. We take a vector v ∈ ker(A)\{0} with v 2 = 1, then |v i | ≤ 1, ∀i. Denote t 0 = 1 2 min i∈S |x i |, we have that |tv i | < |x i | for |t| < t 0 , thus getting sign(x i + tv i ) = sign(x i ), ∀i. Therefore, we have It is straightforward that g is a continuous function on |t| < t 1 as the denominator is non-zero. Notice that σ t (v) only depends on the sign of t, thus constant on t ∈ (−t 1 , 0) and on (0, t 1 ).
Therefore, g(t) is differentiable for t = 0. Simple calculations show that
(7.18)
It follows from (7.16 ) that x 1 + tσ t (v) = x + tv > 0 for |t| < t 0 . Also there exists a positive number t 1 defined in lemma 2 and hence we have for |t| < t 1
Letting t * = min{t 0 , t 1 }, we have for any t ∈ (0, t * ) that Therefore, we have
where the first inequality is followed by Lemma 7.1. This implies that (7.21) σ t (v) x 2 2 − v S , x x 1 ≥ 0. As a result, we have g (t) ≥ 0 if 0 < t < t * . The function g(t) is not differentiable at zero, but we can compute the sub-derivative as follows, (7.22) g (0 + ) = lim
Similarly, we can get g (t) ≤ 0 if −t * < t < 0 and g (0 − ) ≤ 0. Therefore for any |t| < t * we have g(0) ≤ g(t), which implies that (7.23) x + tv 1 x + tv 2 ≥ x 1 x 2 , ∀|t| < t * .
