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SMOOTH VALUES OF THE ITERATES
OF THE EULER’S PHI-FUNCTION
Youness Lamzouri
Abstract. Let φ(n) be the Euler-phi function, define φ0(n) = n and φk+1(n) = φ(φk(n))
for all k ≥ 0. We will determine an asymptotic formula for the set of integers n less than x for
which φk(n) is y-smooth, conditionally on a weak form of the Elliott-Halberstam conjecture.
1.Introduction
Integers without large prime factors, usually called smooth numbers, play a central role
in several topics of number theory. From multiplicative questions to analytic methods,
they have various and wide applications, and understanding their behavior will have im-
portant consequences for number theoretic algorithms, which are an important tool in
cryptography.
Let φ(n) be the Euler-phi function, define φ0(n) = n and φk+1(n) = φ(φk(n)) for all k ≥ 0.
There are several interesting results on the behavior of the functions φk (Erdo¨s, Granville,
Pomerance and Spiro [5]). It is known that the understanding of the multiplicative struc-
ture of the phi-function and its iterates is in some sense equivalent to studying the behavior
of the integers of the form p−1 where p is prime. It is also believed that the distribution of
the prime factors of such an integer behaves like that of a random integer, in the following
sense: Define
Ψ(x, y) =
∣∣{n ≤ x : p|n =⇒ p ≤ y}∣∣ and π(x, y) = ∣∣{p ≤ x : q|p− 1 =⇒ q ≤ y}∣∣.
Conjecture 1. Fix U ≥ 1. If x1/U ≤ y ≤ x then
π(x, y)
π(x)
∼ Ψ(x, y)
x
as x→∞.
Assuming this conjecture one can deduce the behavior of the function π(x, y) from the
known asymptotic formula
Ψ(x, y) ∼ xρ(u) as x→∞ with x = yu
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where ρ(u) is the Dickman function, defined as the unique continuous solution of the
differential-difference equation uρ′(u) = −ρ(u−1) for u ≥ 1, satisfying the initial condition
ρ(u) = 1 for 0 ≤ u ≤ 1.
Now let P be a set of prime numbers and define
Ψ(x, P ) =
∣∣{n ≤ x : p|n =⇒ p ∈ P}∣∣ and π(x, P ) = ∣∣{p ≤ x : q|p− 1 =⇒ q ∈ P}∣∣.
One might guess
(1)
π(x, P )
π(x)
∼ Ψ(x, P )
x
as x→∞,
under certain conditions on the set P .
Granville [7] has an unpublished argument that Conjecture 1 holds for u = log(x)/ log(y)
bounded, assuming the Elliott-Halberstam conjecture (E-H) which states that:
∑
q≤x1−ǫ
max
y≤x
max
(a,q)=1
∣∣∣∣π(y; q, a)− π(y)φ(q)
∣∣∣∣≪ǫ,A xlog(x)A .
A weak version of this conjecture is the following:
Conjecture 2. Fix ǫ > 0. Then
∑
d≤x1−ǫ
∣∣∣∣π(x; d, 1)− π(x)φ(d)
∣∣∣∣ = o (π(x)) as x→∞.
We will prove a version of (1) assuming this Conjecture; specifically we show the fol-
lowing:
Theorem 1. Assume Conjecture 2. If P is a set of primes less than x for which
∑
p/∈P
p≤x
1
p
≪ 1 then π(x, P )
π(x)
∼
∏
p/∈P
(
1− 1
(p− 1)2
)
Ψ(x, P )
x
as x→∞.
Note that there is an extra factor in Theorem 1 compared with (1). To see why we
should expect this, let q be some prime; then the probability that a random integer n is
divisible by q is 1/q. Now the probability that a random integer of the form p− 1 (where
p prime) is divisible by q is 1/(q − 1) (since p is excluded from the class 0 mod q). The
differences between the two probabilities are negligible as q increases, however this is not
true for small primes q, and thus we need a correction factor (it can be removed in some
special cases, see Lemma 2.1).
Define
Φk(x, y) =
∣∣{n ≤ x : p|φk(n) =⇒ p ≤ y}∣∣.
Using Theorem 1 we get an asymptotic of this function conditionally on conjecture 2.
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Theorem 2. Assume Conjecture 2. Fix U > 1. If y = x1/u where 1 ≤ u ≤ U , then
Φk(x, y) ∼ xσk(u) as x→∞
where σk(u) = 1 for u ≤ 1, and uσk+1(u) =
∫ u
0
σk+1(u− t)σk(t)dt for u ≥ 1, with σ0(u) =
ρ(u) = ((e+ o(1))/u log(u))u. Moreover, for all k ≥ 1
σk(u) =
(
1 + o(1)
logk(u) logk+1(u)
)u
and logk(u) = log(log(log(... log(u)...))) k times.
The first step in the proof uses simple combinatorics to approximate the functions
Φk(x, y) by Ψ(x, Pk), where Pk are the sets of primes defined iteratively by Pk+1 = {p ≤
x : q|p− 1 =⇒ q ∈ Pk}, with P0 = {p ≤ y}.
Proposition 1.
Φk(x, y) = Ψ(x, Pk) +O
(
x(log x)2k
y
)
.
From the fact that |Pk| = π(x, Pk−1), the next step in proving our Theorem 2 is to
establish a relation between |P | and Ψ(x, P ) for any given set of primes P . This was done
by Granville and Soundararajan [8] while studying mean values of multiplicative functions.
They proved the following proposition:
Proposition 2 (Proposition 1 of [8]). Let f be a multiplicative function with |f(n)| ≤ 1
for all n, and f(n) = 1 for n ≤ y. Let θ(x) =
∑
p≤x
log(p) and define
χ(u) :=
1
θ(yu)
∑
p≤yu
f(p) log(p).
Then χ(t) is a measurable function with χ(t) = 1 for all t ≤ 1. Let σ be the corresponding
unique solution to the equation:
(2) uσ(u) =
∫ u
0
σ(u− t)χ(t)dt for u > 1
subject to the initial condition σ(u) = 1 for 0 ≤ u ≤ 1. Then
1
yu
∑
n≤yu
f(n) = σ(u) +O
(
u
log(y)
)
.
From this result and by partial summation we can deduce
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Corollary 1. Fix U > 1. Let P be a set of primes less than x such that P0 ⊆ P , and f be
a completely multiplicative function such that f(p) = 1 if p ∈ P and 0 otherwise (so that
f(n) = 1 for all n ≤ y). For 1 ≤ u ≤ U , define
χ(u) :=
1
π(yu)
∑
p∈P
p≤yu
1,
then
Ψ(yu, P ) =
∑
n≤x
f(n) ∼ yuσ(u)
where σ is the corresponding solution to (2).
It remains to study (2), a delay integral equation, and to try to estimate the solution
σ where χ is a certain measurable function. In several interesting cases χ(u) decays like
({1 + o(1)}/h(u))u where h is positive and non-decreasing. We prove the following:
Theorem 3. Let χ be a real measurable function for which χ(t) = 1 for 0 ≤ t ≤ 1, and
0 ≤ χ(t) ≤ 1 for t > 1. Moreover suppose that
i)
∫∞
T
χ(t)dt = 0 for some constant T . We define T = min{t : ∫∞
T
χ(t)dt = 0} to avoid
redundancy, and suppose that T > 1.
or ii) χ(t) = ({1 + o(1)}/h(t))t where h(t) is non-decreasing and h(t)→∞ as t→∞.
Let σ be the corresponding solution to (2). Then
σ(u) = exp
(
(−ξ(u) + o(1))u+
∫ ∞
1
χ(v)eξ(u)v
v
dv
)
,
where ξ(u) is the unique solution to u =
∫ ∞
1
χ(v)eξ(u)vdv.
Moreover we can get explicit asymptotic in a number of interesting cases, we prove
Proposition 3. Let χ be a real measurable function for which χ(t) = 1 for 0 ≤ t ≤ 1,
and 0 ≤ χ(t) ≤ 1 for t > 1. Suppose that ∫∞
T
χ(t)dt = 0 for some constant T . We
define T = min{t : ∫∞
T
χ(t)dt = 0} to avoid redundancy, and suppose that T > 1. Then
ξ(u) =
log(u)
T
(1 + o(1)), and
σ(u) = exp
(
−u log(u)
T
(1 + o(1))
)
.
Proposition 4. Let χ be a real measurable function for which χ(t) = 1 for 0 ≤ t ≤ 1, and
0 ≤ χ(t) ≤ 1 for t > 1; and suppose that χ(u) = ({1 + o(1)}/h(u))u where h satisfies the
following conditions:
i) h is positive and non-decreasing with h(u)→∞ as u→∞.
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ii) h is continuously differentiable and uh′(u)/h(u)→ n as u→∞ for some 0 ≤ n <∞.
We distinguish two cases: a) 0 < n <∞ and b) n = 0.
Then
σ(u) =
(
1 + o(1)
h(ζ log(u))
)u
,
where ζ = e/n in case a) and ζ = 1 in case b).
The distinction between cases a) and b) in Proposition 4 justifies the appearance of the
constant e only in the asymptotic of σo in Theorem 2.
Acknowledgments.
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2. Proof of Theorem 2
Lemma 2.1. Assume Conjecture 2. Fix U ≥ 1. Suppose that P is a set of primes less
than x for which {p ≤ y} ⊆ P , where y = x1/u and 1 ≤ u ≤ U . Then
π(x, P )
π(x)
∼ Ψ(x, P )
x
as x→∞.
Proof. We have that∑
p/∈P
p≤x
1
p
≤
∑
y<p≤x
1
p
≪ log
(
log(x)
log(y)
)
= log(u)≪ 1
and, since 1− t ≥ e−2t for 0 ≤ t ≤ 1/2, then
1 ≥
∏
p/∈P
(
1− 1
(p− 1)2
)
≥
∏
p>y
(
1− 1
(p− 1)2
)
≥ exp
(
−2
∑
p>y
1
(p− 1)2
)
= 1 + o(1).
The result follows by Theorem 1.
Proof of Theorem 2. First note that the sets Pk for k ≥ 0 satisfy the conditions of Lemma
2.1. Now Ψ(x, P0) = Ψ(x, y) ∼ ρ(u)x as x → ∞. We use induction on k: suppose that
Ψ(x, Pk) ∼ σk(u)x as x→∞ for some smooth function σk(u); then by Lemma 2.1
|Pk+1|
π(x)
=
π(x, Pk)
π(x)
∼ Ψ(x, Pk)
x
∼ σk(u) as x→∞.
Now by corollary 1 we have
Ψ(x, Pk+1) ∼ σk+1(u)x as x→∞,
where σk+1(u) is the corresponding solution to (2) with χ(u) = σk(u). Noting that σ0(u) =
ρ(u) = ((e+ o(1))/u log(u))u and using proposition 4 we deduce that
σk(u) =
(
1 + o(1)
logk(u) logk+1(u)
)u
by induction. Thus, using proposition 1, the Theorem follows.
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3. Proof of Theorem 1
Lemma 3.1. If P is a set of primes ≤ x, then
∑
p/∈P
p≤x
1
p
≪ 1 ⇐⇒
∏
p∈P
(
1− 1
p
)
≍ 1
log(x)
.
Proof. The result follows since
∏
p∈P
(
1− 1
p
)
=
∏
p/∈P
p≤x
(
1− 1
p
)−1 ∏
p≤x
(
1− 1
p
)
≍ exp

O

∑
p/∈P
p≤x
1
p



 1log(x)
by Mertens theorem.
Lemma 3.2. Let m,d be positive integers such that d|m, then we have
∑
r≤x
d|r|m
µ(r)
r
= µ(d)
∑
n≥1
d|n
p|n =⇒ p|d
1
n
∑
r≤x/n
r|m
µ(r)
r
.
Proof. The result is trivial if µ(d) = 0 or d = 1. We fix m and do a double induction on
d ≥ 1 and x ≥ 1. Now
Sd(x) :=
∑
r≤x
d|r|m
µ(r)
r
=
∑
n≤x/d
n|m
d
µ(dn)
dn
=
µ(d)
d
∑
n≤x/d
n|m
(n,d)=1
µ(n)
n
=
µ(d)
d
∑
n≤x/d
n|m
µ(n)
n
∑
a|n
a|d
µ(a)
=
µ(d)
d
∑
a|d
µ(a)
∑
n≤x/d
a|n|m
µ(n)
n
=
µ(d)
d
∑
a|d
µ(a)Sa(x/d).
Now each a ≤ d and x/d < x so, by induction
Sd(x) =
µ(d)
d
∑
a|d
µ(a)2
∑
n≥1
a|n
p|n =⇒ p|a
1
n
∑
r≤x/nd
r|m
µ(r)
r
=
µ(d)
d
∑
n≥1
p|n =⇒ p|d
1
n
∑
r≤x/nd
r|m
µ(r)
r
∑
a|d
a|n
p|n =⇒ p|a
µ(a)2.
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Now if we write n = pb11 p
b2
2 ....p
bk
k with each bj ≥ 1, then p|n =⇒ p|d implies that
p1p2...pk|d. Moreover if a satisfies a|d, a|n, p|n =⇒ p|a, and a is a squarefree, then a
must be p1p2...pk; which implies
∑
a|d
a|n
p|n =⇒ p|a
µ(a)2 = 1.
Then, writing l = nd, we have Sd(x) = µ(d)
∑
l≥1
d|l
p|l =⇒ p|d
1
l
∑
r≤x/l
r|m
µ(r)
r
, as desired.
Lemma 3.3. For any positive integer k we have
∑
n≥1
k|n
p|n =⇒ p|k
log(n)
n
=
1
φ(k)

∑
p|k
log(p)
p− 1 + log(k)

 ≍ log(k)
φ(k)
.
Proof. Writing n = kd we have
∑
n≥1
k|n
p|n =⇒ p|k
log(n)
n
=
∑
d≥1
p|d =⇒ p|k
log(d) + log(k)
dk
=
1
k
∑
d≥1
p|d =⇒ p|k
log(d)
d
+
log(k)
φ(k)
.
Now if p1, p2, ..., pn are the prime factors of k then
∑
d≥1
p|d =⇒ p|k
log(d)
d
=
∑
ai≥0
1≤i≤n
a1 log(p1) + a2 log(p2) + ...+ an log(pn)
pa11 p
a2
2 ...p
an
n
=
n∑
i=1

∑
ai≥0
ai log(pi)
paii



 ∏
1≤j≤n
j 6=i

∑
aj≥0
1
p
aj
j



 =
n∑
i=1
log(pi)
pi
(
1− 1
pi
)2 ∏
1≤j≤n
j 6=i
(
1− 1
pj
)−1
=
k
φ(k)
∑
p|k
log(p)
p− 1 , which gives the result.
We state a classical result of Sieve theory which is used throughout the proof:
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Lemma 3.4 (Brun’s Sieve). Let A be a set of positive integers contained in [1, N ].
Suppose that for each prime p ≤ N , A is excluded from ω(p) residue classes mod p, where
ω is a multiplicative function and ω(p)≪ 1. Then
|A| ≪ N
∏
p≤N
(
1− ω(p)
p
)
.
Proof of Theorem 1. Let ǫ > 0, P ∗ = {p ≤ x} \ P , and m =
∏
p∈P ∗
p. Then we have
π(x, P ) =
∑
p≤x
q|p−1 =⇒ q∈P
1 =
∑
p≤x
(p−1,m)=1
1 =
∑
p≤x
∑
d|(m,p−1)
µ(d) =
∑
d|m
µ(d)
∑
p≤x
d|p−1
1
=
∑
d|m
µ(d)π(x; d, 1).(3)
Now by a similar argument we have
(4) Ψ(x, P ) =
∑
d≤x
d|m
µ(d)
[x
d
]
.
By (3) and assuming Conjecture 2 we have
(5) π(x, P ) =

 ∑
d≤x1−ǫ
d|m
µ(d)
φ(d)

π(x) +O

 ∑
x1−ǫ<d≤x
d|m
π(x; d, 1)

+ o(π(x)).
From (4), lemmas 3.1 and 3.4 we deduce
(6)
∣∣∣∣∣∣∣∣
Ψ(x, P )− x
∑
d≤x
d|m
µ(d)
d
∣∣∣∣∣∣∣∣
≤
∑
d≤x
d|m
1 ≤
∑
d≤x
p|d =⇒ p/∈P
1≪ x
∏
p∈P
(
1− 1
p
)
≪ x
log(x)
.
Also by lemmas 3.1 and 3.4 we have
∑
x1−ǫ<d≤x
d|m
1
d
≤
∑
x1−ǫ<d≤x
p|d =⇒ p∈P ∗
1
d
=
∫ x
x1−ǫ
dΨ(t, P ∗)
t
≤ Ψ(x, P
∗)
x
+
∫ x
x1−ǫ
Ψ(t, P ∗)
t2
dt
≪
∏
p∈P
(
1− 1
p
)(
1 +
∫ x
x1−ǫ
dt
t
)
≪
∏
p∈P
(
1− 1
p
)
ǫ log(x)≪ ǫ.(7)
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Then from (5), (6) and (7) we deduce∣∣∣∣π(x, P )π(x) −
∏
p/∈P
(
1− 1
(p− 1)2
)
Ψ(x, P )
x
∣∣∣∣
≤
∣∣∣∣∣∣∣∣
∑
d≤x1−ǫ
d|m
µ(d)
φ(d)
−
∑
d≤x1−ǫ
d|m
µ(d)
d
∏
p/∈P
(
1− 1
(p− 1)2
)∣∣∣∣∣∣∣∣
+ o(1) +O(ǫ) +O

 ∑
x1−ǫ<d≤x
d|m
π(x; d, 1)
π(x)

 .(8)
Now by lemmas 3.1, 3.4, and the fact that
∑
r≤x
1
φ(r)
≪ log(x) we get
∑
x1−ǫ<d≤x
d|m
π(x; d, 1) =
∑
r≤xǫ
∑
x1−ǫ<d≤x/r
p|d =⇒ p/∈P
dr+1prime
1≪
∑
r≤xǫ
x
r
∏
p∈P
(
1− 1
p
)∏
p≤x
p∤r
(
1− 1
p
)
≪ x
log(x)2
∑
r≤xǫ
1
φ(r)
≪ ǫ x
log(x)
.(9)
And from lemma 3.2 we have
∑
d≤x1−ǫ
d|m
µ(d)
φ(d)
=
∑
d≤x1−ǫ
d|m
µ(d)
d
∑
k|d
µ(k)2
φ(k)
=
∑
k|m
µ(k)2
φ(k)
∑
d≤x1−ǫ
k|d|m
µ(d)
d
=
∑
k|m
µ(k)
φ(k)
∑
n≥1
k|n
p|n =⇒ p|k
1
n
∑
r≤x1−ǫ/n
r|m
µ(r)
r
=
∑
k|m
µ(k)
φ(k)
∑
n≥1
k|n
p|n =⇒ p|k
1
n
∑
r≤x1−ǫ
r|m
µ(r)
r
−
∑
k|m
µ(k)
φ(k)
∑
n≥1
k|n
p|n =⇒ p|k
1
n
∑
x1−ǫ/n<r≤x1−ǫ
r|m
µ(r)
r
.(10)
The first term in the RHS of (10) is equal to:
(11)
∑
r≤x1−ǫ
r|m
µ(r)
r
∑
k|m
µ(k)
kφ(k)
∏
p|k
(
1− 1
p
)−1
=
∑
r≤x1−ǫ
r|m
µ(r)
r
∏
p|m
(
1− 1
(p− 1)2
)
.
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By integration by parts and using lemma 3.4 we have∣∣∣∣∣∣∣∣∣
∑
x1−ǫ/n<r≤x1−ǫ
r|m
µ(r)
r
∣∣∣∣∣∣∣∣∣
≤
∑
x1−ǫ/n<r≤x1−ǫ
r|m
1
r
≤
∫ x1−ǫ
x1−ǫ/n
dΨ(t, P ∗)
t
≪
∏
p∈P
(
1− 1
p
)(
1 +
∫ x1−ǫ
x1−ǫ/n
dt
t
)
≪ log(n)
log(x)
.
Then, by lemma 3.3
∑
k|m
µ(k)
φ(k)
∑
n≥1
k|n
p|n =⇒ p|k
1
n
∑
x1−ǫ/n<r≤x1−ǫ
r|m
µ(r)
r
≪
∑
k|m
µ(k)
φ(k)
∑
n≥1
k|n
p|n =⇒ p|k
log(n)
n log(x)
≪ 1
log(x)
∑
k|m
µ(k) log(k)
φ(k)2
≪ 1
log(x)
.(12)
Thus combining (8), (9), (10), (11) and (12) gives the result, letting ǫ→ 0.
4. Proof of Proposition 1
Lemma 4.1. P0 = {p ≤ y} ⊆ P1 ⊆ P2 ⊆ ... ⊆ Pk ⊆ ... where Pk+1 = {primes q ≤ x :
p|q − 1 =⇒ p ∈ Pk}.
Proof. If p ∈ P0 then p ≤ y and so p − 1 ≤ y, which implies q|p − 1 =⇒ q ≤ y. This
means that p ∈ P1. Now using a simple induction argument: if p ∈ Pk then q|p− 1 =⇒
q ∈ Pk−1 ⊆ Pk, and so p ∈ Pk+1.
Lemma 4.2. Let r be a positive integer. Then
R(r, k, x) :=
∑
y<r<q1<...<qk≤x
r|q1−1,q1|q2−1,...,qk−1|qk−1
1
qk
≤ (log x+ 1)
k
r
.
We deduce that
S(r, k, x) :=
∑
y<r<q1<...<qk≤n≤x
r|q1−1,q1|q2−1,...,qk−1|qk−1,qk|n
1 ≤ x(log x+ 1)
k
r
.
Proof. Writing qk − 1 = mqk−1 we have
R(r, k, x) ≤
∑
m≤x
r
1
m
R(r, k − 1, x) ≤ R(r, k − 1, x)(logx+ 1),
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and
R(r, 1, x) ≤
∑
m≤x
r
1
mr
≤ log x+ 1
r
,
then by induction
R(r, k, x) ≤ (log x+ 1)
k
r
.
The second inequality follows since
S(r, k, x) ≤
∑
y<r<q1<...<qk≤x
r|q1−1,q1|q2−1,...,qk−1|qk−1
x
qk
= xR(r, k, x).
Lemma 4.3. Define
Sk(x, y) = {n ≤ x : there is a prime p > y such that p2|φk(n)}
Then
|Ψ(x, Pk)− Φk(x, y)| ≤
k−1∑
i=0
|Si(x, y)|.
Proof. Let Ak(x) = {n ≤ x : p|n =⇒ p ∈ Pk}. If n ∈ Ak+1(x) and φ(n) /∈ Ak(x), then
there is a prime p which divides φ(n) and p /∈ Pk. Now n ∈ Ak+1(x) so every prime factor
of q − 1, where q|n, is in Pk, which implies that p2|n. This gives
Ak+1(x) \ {n ≤ x : φ(n) ∈ Ak(x)} = {n ≤ x : n ∈ Ak+1(x), ∃ a prime p ∈ Pk+1 \Pk, p2|n}.
Then by lemma 4.1
0 ≤ Ψ(x, Pk)− Φk(x, y) = |Ak(x)| − |{n ≤ x : φk(n) ∈ A0(x)}|
=
k−1∑
i=0
|{n ≤ x : φi(n) ∈ Ak−i(x)}| − |{n ≤ x : φi+1(n) ∈ Ak−i−1(x)}|
=
k−1∑
i=0
|{n ≤ x : φi(n) ∈ Ak−i(x), there is a prime p ∈ Pk−i \ Pk−i−1, p2|φi(n)}|
≤
k−1∑
i=0
|Si(x, y)|.
Proof of Proposition 1. Note that if q|(φ(n), n) for some prime q, then q2|n. Define
S∗k(x, y) = Sk(x, y) \
k−1⋃
i=0
Si(x, y).
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If n ∈ S∗k(x, y) and q2|φj(n) for some 0 ≤ j ≤ k − 1, then q ≤ y (by definition); also there
exists some prime p satisfying p2|φk(n) with p > y, which implies p2 ∤ φk−1(n). Thus we
have two cases :
(i) There exists a prime q1|φk−1(n) such that p2|q1 − 1 .
(ii) There are two primes q1|φk−1(n) and Q1|φk−1(n) such that p|q1 − 1 and p|Q1 − 1.
In the first case q1|φk−1(n) = φ(φk−2(n)), p|q1 − 1, so that q1 > y, which implies that
q21 ∤ φk−2(n), so that there exists a prime q2|φk−2(n) such that q1|q2 − 1 and q2 > q1 >
p > y. By a simple induction, there exist primes y < p < q1 < q2 < ... < qk for which
p2|q1 − 1, q1|q2 − 1, ..., qk−1|qk − 1, qk|n.
We deduce that the total number of possibilities for this case is:
S1 =
∑
y<p<q1<...<qk≤n≤x
p2|q1−1,q1|q2−1,...,qk−1|qk−1,qk|n
1 =
∑
y<p<
√
x
S(p2, k, x) ≤ x(log x+1)k
∑
p>y
1
p2
≪ x(log x)
k
y
by lemma 4.2.
Now following an analogous argument we find (for the second case) that there exist
primes p, q1, q2, ..., qk, Q1, Q2, ..., Qk such that p|q1 − 1, q1|q2 − 1, ..., qk−1|qk − 1, qk|n and
p|Q1 − 1, Q1|Q2 − 1, ..., Qk−1|Qk − 1, Qk|n; we’ll have two cases again:
a) qi 6= Qi for all 1 ≤ i ≤ k.
b) There exists i such that qi = Qi; so let j = min{1 ≤ i ≤ k : qi = Qi}.
For case a) the total number of possibilities is:
S2 =
∑
y<p<q1<...<qk≤n≤x
p<Q1<...<Qk≤n≤x
p|q1−1,q1|q2−1,...,qk−1|qk−1,qk|n
p|Q1−1,Q1|Q2−1,...,Qk−1|Qk−1,Qk|n
1 ≤
∑
y<p<q1<...<qk≤x
p<Q1<...<Qk≤x
p|q1−1,q1|q2−1,...,qk−1|qk−1
p|Q1−1,Q1|Q2−1,...,Qk−1|Qk−1
x
qkQk
≤ x
∑
p>y
R(p, k, x)2 = O
(
x(log x)2k
y
)
by lemma 4.2.
Now for case b) p|q1 − 1, q1|q2 − 1, ..., qj−1|qj − 1, p|Q1 − 1, Q1|Q2 − 1, ..., Qj−1|Qj − 1 and
Qj = qj |φk−j(n), then following the same logic there exist primes qj+1, qj+2, ..., qk such
that qj |qj+1 − 1, ..., qk−1|qk − 1, qk|n.
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We deduce that the total number of possibilities is:
S3 =
∑
y<p<q1<...<qj≤x
p|q1−1,q1|q2−1,...,qj−1|qj−1

 ∑
p<Q1<...<Qj=qj
p|Q1−1,Q1|Q2−1,...,Qj−1|Qj−1

 ∑
qj<qj+1<...<qk≤n≤x
qj |qj+1−1,...qk−1|qk−1,qk|n
1




=
∑
y<p<q1<...<qj≤x
p|q1−1,q1|q2−1,...,qj−1|qj−1

 ∑
p<Q1<...<Qj=qj
p|Q1−1,Q1|Q2−1,...,Qj−1|Qj−1
S(qj , k − j, x)


≤
∑
y<p<q1<...<qj≤x
p|q1−1,q1|q2−1,...,qj−1|qj−1

 ∑
p<Q1<...<Qj=qj
p|Q1−1,Q1|Q2−1,...,Qj−1|Qj−1
x(log x+ 1)k−j
qj

 .
Now writing Qj − 1 = qj − 1 = mQj−1qj−1 we have:∑
qj≤x
qj−1,Qj−1|qj−1
1
qj
<
∑
m≤x
1
mQj−1qj−1
≤ log x+ 1
Qj−1qj−1
.
Thus by lemma 4.2
S3 ≪ x(log x)k−j+1
∑
p>y
R(p, j − 1, x)2 ≪ x(log x)
k+j−1
y
.
We deduce from cases (i), (ii) a) and b) that
(13) |S∗k(x, y)| = S1 + S2 + S3 = O
(
x(log x)2k
y
)
.
Now
|S1(x, y)| = |S0(x, y)|+ |S∗1 (x, y)| = |{n ≤ x : ∃ a prime p > y, p2|n}|+O
(
x(log x)2
y
)
≤
∑
n≤x
p>y
p2|n
1 +O
(
x(log x)2
y
)
≤
∑
p>y
x
p2
+O
(
x(log x)2
y
)
= O
(
x
y
)
+O
(
x(logx)2
y
)
= O
(
x(log x)2
y
)
,
and by simple induction we obtain:
(14) |Sk(x, y)| = |S∗k(x, y)|+
k−1∑
i=0
|Si(x, y)| = O
(
x(log x)2k
y
)
.
Thus by (14) and lemma 4.3 the result follows.
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5. Proof of Theorem 3
Lemma 5.1. Let χ be a real measurable function for which
∫∞
1
χ(t)eξtdt converges for all
ξ and such that C :=
∫∞
1
χ(v)dv > 0. Then for u ≥ C2 and for any ǫ > 0, we have
∫ ∞
1
χ(v)e(ξ(u)+ǫ)vdv ≥ u1+ ǫ2ξ(u) .
Proof. Let ǫ′ > 0 and s > 0. Using Ho¨lder inequality we get
(∫ ∞
1
χ(v)dv
)ǫ′ (∫ ∞
1
χ(v)esvdv
)1−ǫ′
≥
∫ ∞
1
χ(v)es(1−ǫ
′)vdv.
Now putting s = ξ(u)/(1− ǫ′) = ξ(u)(1 + ǫ”) and since u ≥ C2 we deduce that
∫ ∞
1
χ(v)eξ(u)(1+ǫ”)vdv ≥ 1
Cǫ′
(∫ ∞
1
χ(v)eξ(u)vdv
)1+ǫ”
≥ u1+ǫ”/2.
The lemma follows taking ǫ = ξ(u)ǫ”.
Proof of Theorem 3.
The Upper bound.
From Lemma 3.4 of Granville-Soundararajan [8] we note that
σ(u) = ρ(u) +
∞∑
j=1
1
j!
∫
t1,... ,tj≥1
t1+···+tj≤u
χ(t1)
t1
. . .
χ(tj)
tj
ρ(u− t1 − . . .− tj)dt1 . . . dtj.
Therefore for any ξ ∈ R
σ(u)eξu = ρ(u)eξu +
∞∑
j=1
1
j!∫
t1,... ,tj≥1
t1+···+tj≤u
χ(t1)e
ξt1
t1
. . .
χ(tj)e
ξtj
tj
ρ(u− t1 − . . .− tj)eξ(u−t1−...−tj)dt1 . . . dtj .
Setting F (ξ) = maxt≥0 ρ(t)eξt we deduce that (by forgetting the condition t1+. . .+tj ≤ u)
σ(u) ≤ F (ξ)e−ξu
∞∑
j=0
1
j!
(∫ ∞
1
χ(t)eξt
t
dt
)j
= F (ξ)e−ξu exp
(∫ ∞
1
χ(t)eξt
t
dt
)
.
Choose ξ such that u =
∫∞
1
χ(t)eξtdt, that is ξ = ξ(u).
SMOOTH VALUES OF THE ITERATES OF THE EULER’S PHI-FUNCTION 15
Now putting C :=
∫∞
1
χ(v)dv we have u =
∫∞
1
χ(v)eξ(u)vdv ≥ Ceξ(u), which implies that
F (ξ(u)) ≤ max
t≥0
(
(e+ o(1))u
t log(t)C
)t
= eO(u/ log(u)),
and the upper bound follows.
The Lower bound. Fix ǫ > 0.
We will show that there exists a constant Cǫ such that
(15) σ(u) > Cǫ exp
(
(−ξ(u)− ǫ)u+
∫ ∞
1
χ(v)eξ(u)v
v
dv
)
for all u ≥ 0.
Let u0 be a suitably large number, and define
Cǫ = Cǫ,u0 = inf
u≤u0
σ(u) exp
(
(ξ(u) + ǫ)u−
∫ ∞
1
χ(v)eξ(u)v
v
dv
)
.
Evidently (15) holds for all u ≤ u0.
We use an induction argument. Let n ∈ N such that n > u0 and suppose that (15) is
verified for all t ≤ n, then we will show that (15) holds for all t ∈ [n, n+ 1].
Define f(ξ) =
∫ ∞
1
χ(v)eξv
v
dv, and let u ∈ [n, n+1]. Then using our hypothesis we have
σ(u)e((ξ(u)+ǫ)u)
Cǫ exp(f(ξ(u)))
=
1
Cǫu
∫ u
0
χ(t)e(ξ(u)+ǫ)tσ(u− t)e((ξ(u)+ǫ)(u−t)−f(ξ(u))dt
≥ 1
u
∫ u
1
χ(t) exp
(
(ξ(u) + ǫ)t+ (ξ(u)− ξ(u− t))(u− t) + f(ξ(u− t))− f(ξ(u))
)
dt.
(16)
Since f ′(ξ) =
∫∞
1
χ(v)eξvdv and using the mean value theorem we deduce that
(17) u− t ≤ f(ξ(u))− f(ξ(u− t))
ξ(u)− ξ(u− t) ≤ u.
Now differentiating u =
∫∞
1
χ(v)eξ(u)vdv with respect to u we get that
(18) ξ′(u) =
(∫ ∞
1
vχ(v)eξ(u)vdv
)−1
≤ 1
u
.
By (18) and using the mean value theorem again we have
(19) ξ(u)− ξ(u− t) ≤ t
u− t .
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Therefore by (17), then (19) we deduce that
1
u
∫ u
1
χ(t) exp
(
(ξ(u) + ǫ)t+ (ξ(u)− ξ(u− t))(u− t) + f(ξ(u− t))− f(ξ(u))
)
dt
≥ 1
u
∫ u
1
χ(t) exp
(
(ξ(u) + ǫ)t− t(ξ(u)− ξ(u− t))
)
dt
≥ 1
u
∫ u
1
χ(t) exp
(
(ξ(u) + ǫ)t− t
2
(u− t)
)
dt
≥ 1
u
∫ √u
1
χ(t)e(ξ(u)+ǫ/2)tdt, for u ≥ u0.(20)
For case i), Since
∫∞
T
χ(t)dt = 0 and χ(t) ≥ 0 for all t, then meas{t ≥ T : χ(t) 6= 0} = 0
which implies that meas{t ≥ T : χ(t)eξ(u)t 6= 0} = 0, and so ∫∞
T
χ(t)eξ(u)tdt = 0. Then
taking u0 > T
2 we have
(21)
∫ √u
1
χ(t)e(ξ(u)+ǫ/2)tdt =
∫ T
1
χ(t)e(ξ(u)+ǫ/2)tdt >
∫ T
1
χ(t)eξ(u)tdt = u.
Now for case ii) since χ(t) = ({1 + o(1)}/h(t))t, there exist two constants Aǫ and Bǫ for
which
(22) Aǫ
(
exp(−ǫ/16)
h(t)
)t
< χ(t) < Bǫ
(
exp(ǫ/16)
h(t)
)t
for every t ≥ 0.
we consider two cases
1).
eξ(u)
h(
√
u)
≥ exp
(
− ǫ
4
)
. Since h is non-decreasing we have by (22)
∫ √u
1
χ(t)e(ξ(u)+ǫ/2)tdt ≥ Aǫ
∫ √u
1
(
e(ξ(u)+7ǫ/16)
h(t)
)t
dt ≥ Aǫ
∫ √u
1
(
eξ(u)
h(
√
u)
)t
e(7ǫ/16)tdt
≥ Aǫ
∫ √u
1
e(3ǫ/16)tdt =
16Aǫ
3ǫ
(
e(3ǫ/16)
√
u − e3ǫ/16
)
> u,(23)
for u > u0.
2).
eξ(u)
h(
√
u)
≤ exp
(
− ǫ
4
)
. Using lemma 5.1 and (22), then the fact that h is non-
decreasing and u ≥ Ceξ(u) we conclude that∫ √u
1
χ(t)e(ξ(u)+ǫ/2)tdt ≥
∫ √u
1
χ(t)e(ξ(u)+ǫ/8)tdt
≥ u1+ǫ/(16ξ(u)) −Bǫ
∫ ∞
√
u
(
e(ξ(u)+3ǫ/16)
h(t)
)t
dt
≥ u1+ǫ/(16ξ(u)) −Bǫ
∫ ∞
√
u
(
eξ(u)
h(
√
u)
)t
e(3ǫ/16)tdt
≥ u1+ǫ/(16ξ(u)) −Bǫ 16
ǫ
exp
(
− ǫ√u/16
)
> u,(24)
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for u > u0. Thus using (16), (20) then (21), (23), and (24) the result follows.
6. Getting the asymptotic of σ explicitly
Lemma 6.1. If ξ(u) = o(log(u)) as u→∞, then
∫ ∞
1
χ(v)eξ(u)v
v
dv = o(u) and so σ(u) = exp((−ξ(u) + o(1))u).
Proof. Since χ(t) ≤ 1 for every t ≥ 1 and using our assumption we have
∫ ∞
1
χ(v)eξ(u)v
v
dv =
∫ log(u)
ξ(u)
1
χ(v)eξ(u)v
v
dv +
∫ ∞
log(u)
ξ(u)
χ(v)eξ(u)v
v
dv
≤
∫ log(u)
ξ(u)
1
eξ(u)vdv +
ξ(u)
log(u)
∫ ∞
1
χ(v)eξ(u)vdv
=
1
ξ(u)
(
u− eξ)+ ξ(u)u
log(u)
= o(u).
Proof of Proposition 3. Let ζ(u) be the unique continuous solution to the equation u =
eζ(u)T /ζ(u). Since χ(t) ≤ 1 for all t, we have
eζ(u)T
ζ(u)
=
∫ T
1
χ(v)eξ(u)vdv ≤ e
ξ(u)T − eξ(u)
ξ(u)
<
eξ(u)T
ξ(u)
,
and since the function f(ξ) = eξT /ξ is non-decreasing for ξ > 1 we deduce that ζ(u) ≤ ξ(u).
Now fix ǫ > 0 (such that T (1 − ǫ) > 1), and suppose that there is arbitrary large u for
which ξ(u) > ζ(u)(1 + ǫ). Define sǫ =
∫ T
T (1−ǫ/3) χ(t)dt > 0 (by the definition of T ) . We
deduce under our assumption that
sǫe
ζ(u)(1+ǫ/3)T ≤ sǫeT (1−ǫ/3)ξ(u) ≤
∫ T
T (1−ǫ/3)
χ(v)eξ(u)vdv ≤ e
ζ(u)T
ζ(u)
,
which is impossible if u is large enough. Thus ξ(u) = ζ(u)(1 + o(1)) as u → ∞. Now we
trivially have 1≪ ζ(u)≪ log(u), then
ζ(u) =
log(u)
T
+
log(ζ(u))
T
=
log(u)
T
(1 + o(1)).
We deduce that ξ(u) =
log(u)
T
(1 + o(1)), and the result follows combining Theorem 3 and
the fact that
∫ T
1
χ(v)eξ(u)v
v
dv = O(u).
Now we prove Proposition 4; define g(u) := h(u)/(uh′(u)).
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Lemma 6.2. Let h(u) be a real differentiable function with uh′(u)/h(u) = n+o(1), where
n is a positive constant. Then for all k > 0 we have h(ku) = h(u)kn+o(1).
Proof. We have that
log
(
h(ku)
h(u)
)
=
∫ ku
u
h′(t)
h(t)
dt =
∫ ku
u
(n+ o(1))
t
dt = (n+ o(1)) log k.
Lemma 6.3. Assume the hypothesis of Proposition 4 b).
Then h(v(u) log(u)) = (1+ o(1))h(log u), where v(u) := min
(
log(u), min
log(u)≤t≤log2(u)
g(t)
)
,
and v(u)→∞ as u→∞.
Proof. Since g(t) → ∞ as t → ∞ then v(u) → ∞ as u → ∞, so if u is large then
v(u) log(u) > log u so that h(v(u) log(u)) ≥ h(log u). On the other hand
log
(
h(v(u) log(u))
h(log(u))
)
=
∫ v(u) log(u)
log(u)
(
h′(t)
h(t)
)
dt =
∫ v(u) log(u)
log(u)
1
tg(t)
dt
≤ 1
minlog(u)≤t≤v(u) log(u) g(t)
∫ v(u) log(u)
log(u)
dt
t
≤ 1
v(u)
(1 + log(v(u))) = o(1).
Proof of Proposition 4. Fix ǫ > 0 and suppose that there is arbitrary large u for which
ξ(u) > log (h(ζ log(u))) + ǫ. Then for such u we have:
In case a) by (22), lemma 6.2 and since h is non-decreasing
u =
∫ ∞
1
χ(t)eξ(u)tdt > Aǫ
∫ ∞
1
(
eξ(u)−ǫ/16
h(t)
)t
dt ≥ Aǫ
∫ log(u)/n
log log(u)
e(ǫ/2)t
(
h(e log(u)/n)
h(log(u)/n)
)t
dt
= Aǫ
∫ log(u)/n
log log(u)
e(ǫ/2+n+o(1))tdt > Aǫ
∫ log(u)/n
log log(u)
e(ǫ/4+n)tdt > u,
for u large enough, which is a contradiction.
Now in case b), our assumption and lemma 6.3 imply that ξ(u) > log (h(v(u) log(u)))+ǫ/2.
Then by (22) and since h is non-decreasing and v(u)→∞ as u→∞
u =
∫ ∞
1
χ(t)eξ(u)tdt > Aǫ
∫ ∞
1
(
eξ(u)−ǫ/16
h(t)
)t
dt ≥ Aǫ
∫ v(u) log(u)
1
e(ǫ/3)tdt
= Aǫ
3
ǫ
(
uv(u)ǫ/3 − eǫ/3
)
> u,
for u large enough, which is a contradiction.
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Now we suppose that there is arbitrary large u for which ξ(u) < log (h(ζ log(u))) − ǫ.
Then for such u let q(t) := (ξ(u) + ǫ/16− log(h(t)))t, so that
q′(t) = ξ(u) +
ǫ
16
− log(h(t))−
(
th′(t)
h(t)
)
.
Now in case a) q′(t) = ξ(u) + ǫ/16 − log(h(t)) − n + o(1), therefore the maximum of q(t)
holds at some point t0 for which q
′(t0) = 0 so that, under our assumption
(25) h(t0) = e
ξ(u)+ǫ/16−n+o(1) < h(e log(u)/n)e−n−ǫ/2.
Now we must have
(26) t0 < log(u)(1− ǫ/(4n))/n,
otherwise since h is non-decreasing and by lemma 6.2
h(t0)
h(e log(u)/n)
≥
h
(
log(u)
n
(
1− ǫ4n
))
h(e log(u)/n)
=
((
1− ǫ
4n
)
e−1
)n+o(1)
> e−n−ǫ/2 contradicting (25).
By (22), (25) and (26) and since h is non-decreasing we deduce that
u =
∫ ∞
1
χ(t)eξ(u)tdt < Bǫ
∫ ∞
1
(
eξ(u)+ǫ/16
h(t)
)t
dt
= Bǫ
∫ e log(u)/n
1
(
eξ(u)+ǫ/16
h(t)
)t
dt+Bǫ
∫ ∞
e log(u)/n
(
eξ(u)+ǫ/16
h(t)
)t
dt
≤ Bǫ e log(u)
n
(
eξ(u)+ǫ/16
h(t0)
)t0
+Bǫ
∫ ∞
e log(u)/n
e−ǫ/2tdt = Bǫ
e log(u)
n
(en+o(1))t0 + o(1) < u,
for u large enough, which is a contradiction.
For case b) q′(t) = ξ(u) + ǫ/16− log(h(t))− 1
g(t)
, and the maximum of q(t) holds at some
point t0 for which q
′(t0) = 0 (to avoid redundancy we take t0 = min{t : q′(t) = 0}, which is
possible by the continuity of h(t) and g(t)). Now t0 →∞ as u→∞, otherwise q′(t0) > 0
for u large enough. Thus
(27)
(
eξ(u)+ǫ/16
h(t0)
)t0
= exp
(
t0
g(t0)
)
= eo(t0).
Now by (22)
u =
∫ ∞
1
χ(t)eξ(u)tdt ≤ Bǫ
∫ ∞
1
(
eξ(u)+ǫ/16
h(t)
)t
dt
= Bǫ
∫ log(u)
1
(
eξ(u)+ǫ/16
h(t)
)t
dt+Bǫ
∫ ∞
log(u)
(
eξ(u)+ǫ/16
h(t)
)t
dt.(28)
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Considering the cases t0 ≤ log(u) and t0 > log(u) (in which case q(t) is increasing on
[1, log(u)]), and using (27) and our assumption on ξ(u) we get that
∫ log(u)
1
(
eξ(u)+ǫ/16
h(t)
)t
dt ≤ max(log(u)eo(log(u)), log(u) exp(−ǫ/2 log(u))) = uo(1),
using this, (28) and the assumption on ξ(u) we deduce that
u ≤ Bǫuo(1) +Bǫ
∫ ∞
log(u)
e−ǫ/2tdt = uo(1) + o(1),
which contradicts our hypothesis.
Now in both cases h′(t)/h(t) ≤ c/t for some positive constant c and for all t. Then
integrating both sides gives h(t)≪ tc, and this with our result implies ξ(u)≪ log(log(u)).
Thus by Lemma 6.1 and Theorem 3 the Proposition follows.
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