INTRODUCTION
The idea of the quantum neural network (QNN) was first set forth in [34] . It unites the concept of the ordinary neural network with a quantum computation paradigm. In 1997 A. Vlasov came up with a hypothet ical model of the quantum neural network using opti cal interference [62] . Quantum artificial neural net works (QANNs) were first systematically considered by T. Menneer in his PhD thesis [43] . Afterwards, a lot of works were published that generalized well devel oped tools for classical ANNs to the quantum case. In the year 2000, D. Ventura and T. Martinez proposed a quantum implementation of the associative memory model [60] based on Grover's algorithm, and E. Behr man with coworkers came up with the idea of physical implementation of the quantum neural network as an array of quantum dots [47] . Now most of the proposed quantum neural net works are self organized networks, i.e., "networks without a teacher," where weight factors are deter mined by the parameters of the problem to be solved. The "network with a teacher" model of the quantum In this work we review the main models and algo rithms associated with quantum neural networks, pro pose a new model of the quantum dot neural network, and consider prospects for using quantum neural net works to model biological and social phenomena. We do not claim to cover all the variety of possible quan tum neural network researches and only concentrate on those models which, to the authors' mind, can be directly used in artificial intelligence systems. In fact, the research on the role of quantum processes in the functioning of a biological neuron has been totally omitted.
CLASSICAL NEURAL NETWORKS

Idea of a Neural Network
An artificial neural network (ANN), or simply a neural network, is a software based or (opto)elec tronic system which makes decisions through the evo lution of a complicated nonlinear system with the input data vector applied to its input and with its out put signal (multidimensional, in the general case) coding the decision made. The idea of a neural net work, proposed in the 1940-1950s for explaining the brain activity [25, 41] , is to an extent an alternative to deterministic algorithms based on the Boolean logic, which are used in modern computers. Essentially, the artificial neural network is a black box, which, depending on its internal state, can map an N dimen sional vector of input data into an M dimensional vec tor of output data. The internal state of the neural net work is adaptive, i.e., varies in the process of network learning. There can be supervised learning and unsu pervised learning. In supervised learning, the input is a series of data for which the desired network's output is known. Data vectors are successively applied to the network input, and its internal state varies depending on how close the network's output for this vector is to the desired one. The network is trained when the out put for all vectors from the initial training set is close enough to the desired one. The trained network can be used for processing new input data. In learning with out a teacher, it is enough to have only input data vec tors: the state of the network varies in compliance with the self organization principles and depends on the correlations between the vectors. Neural networks are effective for solving problems in which the result is rather low dimensional while the computation pro cess is time consuming and/or memory consuming. The simplest element of the neural network is a neu ron, which converts the overall input signal to an out put using a nonlinear transfer function. A network is a nonlinear parallel transfer with all neurons connected together in the general case. In the process of learning, changes occur in the connection strengths (weights) between different neutrons. As a result of learning, only those connections which led to correct responses for the given set of training vectors will be substantially different from zero. For artificial neural networks, multiple connections are both an advantage and a dis advantage. On the one hand, when the network is trained, a complex configuration of weights allows solving complicated nonlinear problems, including multiparameter classification problems, within the time to be limited only by the signal propagation velocity in the network. On the other hand, when new elements are added to the training set, the entire net work has usually to be retrained, which involves a heavy computational burden for recalculation of all weighting factors. Obviously, real biological systems that the neural network models hardly undergo overall retraining. Thus, a necessity arises to search for more effective alternatives to the traditional ANN model. One of the alternatives is a quantum neural network with its efficiency qualitatively increasing due to quan tum parallelism.
There are different definitions of the neural net work. For example, according to [24] , a neural net work is a massively parallel distributed information processor made up of simple identical units (neurons) that is capable of storing information and making it available for use. It resembles the brain in two respects:
1. Knowledge is acquired by the neural network through a learning process.
2. Interneuron connection strengths, known as synaptic weights, are used to store the acquired knowl edge.
Mathematical Model of the Neuron
A biological neuron, a micrometer scale cell widely varying in shape and size, is an elementary unit of the brain's neural network. A human brain com prises about 8.6 × 10 10 neurons. A biological neuron consists of a cell body, input channels-receptive zones, or dendrites, and an output channel, or an axon, with synaptic terminals connecting the output of the neuron to the inputs of other neurons.
McCulloch and Pitts proposed the following math ematical model of the neuron [41] . Input signals x j coming to the neuron input k are summed with different weights, and the result of the summation is shifted by a constant value b k depending on the neuron number 
