Advanced Techniques for Future Multicarrier Systems by DAINELLI, GIULIO
Advanced Techniques for Future
Multicarrier Systems
Dipartimento di Ingegneria dell'Informazione: Elettronica, Informatica e
Telecomunicazioni
Universita di Pisa
A thesis submitted for the degree of
Dottore di Ricerca in Ingegneria dell'Informazione
January 2011
Author: Advisors:
Ing. Giulio Dainelli Prof. Aldo Nunzio D'Andrea
Ing. Marco Moretti
Prof. Michele Morelli

Acknowledgements
First of all I would like to thank my advisor, Marco Moretti, for his support. His
help was crucial for my professional and personal growth. I have gained from his ex-
traordinary motivation, great intuition and technical insight. Thanks to my other
advisors, Professors Aldo D'Andrea and Michele Morelli, who have always been
available when I needed them. I would also like to thank Professor Ruggero Reg-
giannini, with whom I had the fortune to work and collaborate. A special thanks
goes to Alfredo Todini, for his invaluable advice and his constant availability.
Many thanks to my friends and colleagues of the Department of Information Engi-
neering at the University of Pisa for their countless discussions and for a pleasant
working atmosphere. I will always be indebted to my colleagues and friends of the
Transmission Research Group for their helpful technical insights and valuable hints
over these three years. Among these, Lorenzo Taponecco and Luca Sanguinetti have
always been ready to listen to me and to have some fun together.
I would like to thank my parents for believing in me and for the sacrices they made
to get me here. If have written this thesis, a lot is due to them.
Finally, thanks to the most important person in my life, my wife Ilaria. I love you.
Pisa, February 2011 Giulio Dainelli
Abstract
Future multicarrier systems face the tough challenge of supporting high data-rate
and high-quality services. The main limitation is the frequency-selective nature of
the propagation channel that aects the received signal, thus degrading the system
performance.
OFDM can be envisaged as one of the most promising modulation techniques for
future communication systems. It exhibits robustness to ISI even in very dispersive
environments and its main characteristic is to take advantage of channel diversity
by performing dynamic resource allocation. In a multi-user OFDMA scenario, the
challenge is to allocate, on the basis of the channel knowledge, dierent portions of
the available frequency spectrum among the users in the systems.
Literature on resource allocation for OFDMA systems mainly focused on single-
cell systems, where the objective is to assign subcarriers, power and data-rate for
each user according to a predetermined criterion. The problem can be formulated
with the goal of either maximizing the system sum-rate subject to a constraint on
transmitted power or minimizing the overall power consumption under some prede-
termined constraints on rate per user. Only recently, literature focuses on resource
allocation in multi-cell networks, where the goal is not only to take advantage of
frequency and multi-user diversity, but also to mitigate MAI, which represents one
of the most limiting factor for such problems.
We consider a multi-cell OFDMA system with frequency reuse distance equal to one.
Allowing all cells to transmit on the whole bandwidth unveils large potential gains
in terms of spectral eciency in comparison with conventional cellular systems.
Such a scenario, however, is often deemed unfeasible because of the strong MAI
that negatively aects the system performance. In this dissertation we present a
layered architecture that integrates a packet scheduler with an adaptive resource
allocator, explicitly designed to take care of the multiple access interference. Each
cell performs its resource management in a distributed way without any central
controller. Iterative resource allocation assigns radio channels to the users so as
to minimize the interference. Packet scheduling guarantees that all users get a fair
share of resources regardless of their position in the cell. This scheduler-allocator
architecture integrates both goals and is able to self adapt to any trac and user
conguration. An adaptive, distributed load control strategy can reduce the cell load
so that the iterative procedure always converges to a stable allocation, regardless of
the interference. Numerical results show that the proposed architecture guarantees
both high spectral eciency and throughput fairness among ows.
In the second part of this dissertation we deal with FBMC communication sys-
tems. FBMC modulation is a valid alternative to conventional OFDM signaling as
it presents a set of appealing characteristics, such as robustness to narrowband inter-
ferers, more exibility to allocate groups of subchannels to dierent users/services,
and frequency-domain equalization without any cyclic extension. However, like any
other multicarrier modulations, FBMC is strongly aected by residual CFOs that
have to be accurately estimated.
Unlike previously proposed algorithms, whereby frequency is recovered either rely-
ing on known pilot symbols multiplexed with the data stream or exploiting specic
properties of the multicarrier signal structure in following a blind approach, we
present and discuss an algorithm based on the ML principle, which takes advantage
both of pilot symbols and also indirectly of data symbols through knowledge and
exploitation of their specic modulation format. The algorithm requires the avail-
ability of the statistical properties of channel fading up to second-order moments. It
is shown that the above approach allows to improve on both frequency acquisition
range and estimation accuracy of previously published schemes.
iv
Contents
Notation vii
Acronyms ix
List of Figures xiii
1 Introduction 1
1.1 Outline of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Multicarrier modulation techniques 5
2.1 OFDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Transmitter structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Receiver structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 FBMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Transmitter structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Receiver structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Resource allocation in single cell OFDMA systems 13
3.1 Resource allocation in single-user OFDM systems . . . . . . . . . . . . . . . . . . 14
3.1.1 The water-lling algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Multi-user OFDM systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Multi-user RA algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1.1 Multi-user RA with fairness . . . . . . . . . . . . . . . . . . . . . 23
3.2.1.2 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Multi-user MA schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.2.1 LP approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
v
CONTENTS
3.2.2.2 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Resource allocation in multi-cell OFDMA systems 35
4.1 System model and problem formulation . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Distributed layered allocation architecture . . . . . . . . . . . . . . . . . . . . . . 39
4.2.1 Single-cell radio resource allocation based on linear programming . . . . . 39
4.2.2 Load control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.3 Credit-based packet scheduling . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 A centralized allocator for multicellular multi-carrier systems . . . . . . . . . . . 48
4.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5 Carrier frequency oset recovery in FBMC systems 59
5.1 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 ML Carrier Frequency Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.1 Formulation of the ML Estimation Problem . . . . . . . . . . . . . . . . . 63
5.2.2 Combined Pilot-Aided and Decision-Directed Frequency Estimation . . . 64
5.3 Cramer-Rao Lower Bound for PA-MLE . . . . . . . . . . . . . . . . . . . . . . . 66
5.4 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.2 MSEE Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Bibliography 71
Biography 79
vi
Notation
()T denotes transpose operation
()H denotes Hermitian transposition
[]k;` denotes the (k; `)th entry of the enclosed matrix
(x)+ denotes the maximum between x and 0
k  k denotes the Euclidean norm
trf  g denotes the trace of a matrix
IN denotes the identity matrix of order N
cardfg denotes the cardinality of the enclosed set
E fg denotes the expectation operator
M 1 denotes the inverse of a square matrix M
Re fg denotes the real part of a complex-valued quantity
Im fg denotes the imaginary parts of a complex-valued quantity
jj denotes the magnitude a complex-valued quantity
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Chapter 1
Introduction
The rapid growth of wireless communications in the recent past has modied the way of com-
municating with each other. Digital cellular phones, as well as portable computer and xed
Internet technologies have contributed to the increase of wireless internet access. In many
cases, such as in homes, oces and small urban areas, wireless local area networks have sub-
stituted wired networks. Many new applications, e.g. smart phones, wireless sensor networks,
have been derived from research environments and produced in real systems. From the infras-
tructure point of view, the design of robust wireless communication network for each of these
emerging applications represents the major challenge.
Future wireless communication systems will provide wideband access to large numbers of
subscribers, while fullling at the same time strong requirements in terms of QoS. The challenge
arises from the scarcity of frequency spectrum, the limitation on total transmit power and the
nature of wireless channel. In wireless communications, the transmitted signals pass through
a wireless propagation channel which is aected by frequency-selectivity and multipath fading,
deriving from scattering, reection, and diraction of the radiated energy by objects in the
environment or refraction in the medium. At the receiver side, the signal is the combination of
dierent replicas of the original transmitted signal over each path. This leads to uctuation of
power of the received signal because of the constructive or destructive combination of the mul-
tipath components. Moreover, if the transmitter, receiver or surrounding objects are moving,
the characteristic of the channel could change randomly. This leads to severe ISI both in time
and frequency, thus degrading the data rate of communication. Dynamic resource allocation
schemes that interact in both in the physical and the MAC layers are necessary to combat ISI.
1
1. INTRODUCTION
The idea is to allocate system resources (i.e. subcarriers, power and bit rate) to the users in
the system according to the changing conditions of wireless propagation environment in order
to achieve large gains in terms of the system capacity.
OFDM is one of the promising solutions to provide high performance from a physical layer
point of view and it has been adopted in several standards, e.g. IEEE 802.11 (WLANs) [1],
IEEE 802.16 (Wi-MAX) [2] and 3GPP LTE [3]. OFDM divides the whole bandwidth into
N orthogonal narrowband subchannels, each with a bandwidth smaller than the coherence
bandwidth of the channel. The stream at high data rate is split into N substreams with
lower data rate, thus the N OFDM sysmbols are transmitted simultaneously on N orthogonal
subcarriers. During each transmission block, each orthogonal subchannel can be approximated
as a at fading channel with constant channel gain. Provided that the system parameters are
accurately dimensioned, OFDM transmissions are not aected by ISI even in highly frequency-
selective channels [4].
Several studies have shown that in a single-user system large gains in terms of system
performance are given by employing dynamic resource allocation algorithms, as compared to
static allocation schemes. The goal is to select the best set of modulation parameters for each
subcarrier so as either to maximize the overall data throughput under a constraint on total
transmitted power or to minimize the overall transmit power given a xed throughput.
In a multiuser scenario, the problem of resource allocation arises from the need for a multiple
access scheme in which users share the same bandwidth. In static allocation schemes, each user
receives predetermined time slots or frequency channels respectively without considering their
channel conditions. The problem reduces to only power allocation on the subcarriers. However,
since the fading parameters for dierent users are mutually independent, the probability that
a subcarrier is in deep fade for all users is very low. Thus, in an OFDMA system where each
user is assigned a dierent subset of the available bandwidth, assuming that the transmitter has
perfect knowledge of CSI for each user, subcarriers can be assigned according to a predetermined
optimization criterion so as to increase the system spectral eciency.
Most of the existing literature focuses on the single-cell scenario, either formulating the
problem with the goal of maximizing the system sum rate subject to a limitation on power con-
sumption, or aiming at minimizing the overall transmit power subject to users' rate constraints.
Only recently, the problem of resource allocation in multi-cell networks has been addressed. In
multi-cell environments, resource allocation is also helpful in reducing MAI from neighboring
cells, thus making possible the development of a cluster with full reuse of the frequency spec-
2
trum. Unfortunately, the complexity of the allocation problem is extremely demanding and
also, due to the detrimental eect of the MAI, the solution may not exist.
Among multicarrier modulation techniques, a valid alternative to conventional OFDM sig-
naling is represented by FBMC modulations initially proposed for very high-speed wired access
networks. In FBMC transmissions data symbols are frequency-multiplexed over contiguous
subchannels after proper pulse shaping [5]. Compared to OFDM modulation, pulses are signi-
cantly longer than the subchannel symbol spacing, and thus overlap in time. Conversely, signal
spectra on the subcarriers are band-limited and, depending on the shaping lter employed in
the transmission lter bank, they can be either non-overlapping in frequency or marginally over-
lapping as in [6]. As a result, FBMC can be envisaged as an ecient alternative to conventional
OFDM with a number of attractive features, such as i) lesser sensitivity to narrowband inter-
ferers, ii) higher exibility to allocate groups of subchannels to dierent users, iii) mitigation
of ICI on severely time-frequency selective channels, iv) simpler frequency domain equalization
not requiring any cyclic extension. The above qualities explain why FBMC schemes have been
adopted as well for a number of wireless standards, such as the return channel of terrestrial
DVB (DVB-RCT) [7] and the 2nd release of the TETRA air interface [8].
Like any other multicarrier transmission schemes, FBMC is strongly sensitive to residual
CFOs, which must be accurately estimated and removed from the received waveform prior to
channel estimation and data decoding. The issue of CFO recovery for multicarrier systems has
received considerable attention in recent literature, but unfortunately the proposed techniques
are primarily intended for OFDM and are neither optimized nor directly applicable to FBMC in
view of the rather dierent signal formats. Until now, only a few algorithms for CFO extraction
specically tailored for FBMC have been proposed. In addition, they are devised under the
assumption of time-invariant or slowly changing fading and as such they exhibit poor behavior
whenever the channel is aected by a signicant Doppler spread.
In this dissertation we also deal with FBMC communications and we propose a novel CFO
recovery algorithm that, rather than either relying on known pilot symbols multiplexed within
the transmitted burst or exploiting the specic signal structure in a blind mode, takes advantage
of both pilot symbols and also indirectly of the data symbols through dierential decisions. We
will show that, when compared to conventional pilot-based methods, the proposed approach
improves the frequency acquisition range without degrading accuracy, while retaining approxi-
mately the same computational load.
3
1. INTRODUCTION
1.1 Outline of Dissertation
The outline of the dissertation is as follows.
The present Chapter introduces the motivations and summarizes the structure of this dis-
sertation.
Chapter 2 provides the basic concepts of OFDM and FBMC systems.
In Chapter 3, in order to introduce and discuss the main contribution of this dissertation,
we briey revise the well-known resource allocation algorithms for single-cell OFDMA systems.
Chapter 4 analyzes and discusses the performance of a resource allocation scheme for an
OFDMA multi-cell system. We design a layered architecture that integrates a packet scheduler
and an adaptive resource allocator with the goal of mitigating the multiple access interference.
This architecture is able to assign radio channels to the users so as to minimize interference, as
well as to guarantee a fair number of resources to each user in the system.
In Chapter 5 we deal with FBMC systems and develop an algorithm for the recovery of
the CFO over time-frequency selective fading channels. The algorithm we derive is based on
the ML principle and takes advantages of both pilot symbols and also indirectly of the data
symbols through dierential decisions.
4
Chapter 2
Multicarrier modulation
techniques
We pointed out that in frequency-selective fading channels the received signal is typically af-
fected by ISI. The classical approach adopted in single carrier systems is time-domain equaliza-
tion. However, the number of operations per signaling interval grows linearly with the number of
interfering symbols or, equivalently, with the data rate. As a result, conventional time-domain
equalizers are not suitable for high-speed transmissions with channel delay spreads extending
over tens of symbol intervals. This has motivated the adoption of multicarrier modulations
as a computationally ecient alternative for facing with the severe impairments of multipath
propagation. The idea behind multicarrier modulations is to split a high-rate data stream into
a number of low-rate streams which are transmitted in parallel on adjacent subchannels. As is
shown in Figure 2.1, reducing the data rate or, equivalently, increasing the symbol duration,
makes the frequency selective fading channel appear at on each subcarrier, thereby limiting
the ISI.
In the next, we briey revise the system structure of these two multicarrier technologies,
such as OFDM and FBMC, which have been adopted by several standards for next generation
communication systems.
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Figure 2.1: Channel frequency response. In multicarrier system each information-bearing symbol
undergoes frequency at fading channel.
2.1 OFDM
OFDM is a multiplexing technique in which a high data rate stream is split into N subows with
lower data rate and the N OFDM symbols are transmitted simultaneously over the N orthogo-
nal subcarriers. Compared with single-carrier multiple-access systems, OFDM oers increased
robustness to narrowband interference and does not need adaptive time-domain equalizers,
since channel equalization is performed in the frequency domain through one-tap multipliers.
The combination of OFDM with a dynamic channel assignment algorithm allows the system to
increase its performance in terms of capacity.
This technique was originally implemented using a bank of Nyquist lters which provide
a set of continuous-time orthogonal basis functions. Using very fast and cost eective digital
signal processors, OFDM modulation is now implemented using DFT techniques. This has
motivated the adoption of OFDMA as a standard for the WLAN IEEE 802.11a, Wi-MAX
802.16 and it has also been proposed for digital cable television systems.
2.1.1 Transmitter structure
The block diagram of the transmitter is shown in Figure 2.2. The complex symbols ci belonging
to an M -QAM or M -PSK constellation with average energy 2c are characterized by a signaling
rate R = 1=T . These symbols are fed to a serial-to-parallel converter, where each ow has a
signaling time Ts = NT , which is referred to as OFDM symbol time. In the gure, the index
n (n = 1; : : : ; N) denotes the subcarrier, while m is the index for an OFDM symbol with rate
1=Ts = (1=T )=N . Thus, the N symbols at the output of the serial-to-parallel converter are
6
2.1 OFDM
Figure 2.2: Block diagram of an OFDM transmitter.
sent to an OFDM modulator, which comprises an N -point IDFT unit and the insertion of an
NG-point CP larger than the channel impulse response. The CP serves to eliminate inter-block
interference and makes the linear convolution of the symbols with the channel look like a circular
convolution, which is essential for demodulation based on DFT. This produces an (N +NG)-
dimensional vector d = [d( NG); d( NG + 1); : : : ; d(N   1)]T of time domain samples where
d(n) = d(n+N) for  NG  n   1 and
d(n) =
NX
`=1
b(`)e j2
`n
N ; 0  n  N   1; (2.1)
where b` = c0(`) are the transmitted symbols on the rst OFDM symbol.
The resulting vector d is nally passed to a D/A converter with impulse response g(t) and
signalling interval Ts. The complex envelope of the signal transmitted takes the form
s(t) =
N 1X
n= NG
d(n)g(t  nTs) (2.2)
where g(t) has a root-raised cosine Fourier transform with some roll-o .
2.1.2 Receiver structure
Figure 2.3 illustrates the block diagram of an OFDM receiver. At the receiver, the incoming
waveform is rst ltered and then sampled at rate 1=Ts = 1=(NT ) . This produces
x(n) =
N 1X
`= NG
d(`)h(n  `) + w(n) (2.3)
where w(n) is thermal noise and h(n) is the sample of the overall channel impulse response
h(t) (including the physical channel, the shaping pulse at the transmitter and the whitening
matched lter at the receiver) at time t = nTs. Statistical models for the channel impulse
response of a fading multipath channel have been described in details in literature over the past
7
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years. Since its out of the scope of this work to provide a description of such models, we refer
to some excellent references on this eld such as [9]-[10].
After discarding the CP and using a matrix notation, the samples at the output of the
matched lter can be expressed as follows
26666664
x(0)
x(1)
...
x(N   1)
37777775 =
2666666666666666666664
h(0) 0       0 h(L)    h(1)
...
. . .
. . . 0
. . .
...
... h(0)
. . .
. . . h(L)
h(L)
...
. . . 0 0
0
. . .
... h(0)
. . .
...
...
. . . h(L)
...
. . .
. . .
...
...
. . .
. . .
...
. . . 0
0       0 h(L)       h(0)
3777777777777777777775
26666664
d(0)
d(1)
...
d(N   1)
37777775 (2.4)
where L is the length in sampling periods of the channel impulse response. Inspections of
the above equation reveals that thanks to the introduction of the CP at the transmitter and
its removal at the receiver, the resulting time domain samples are related to the input data
symbols through the channel matrix in (2.4). The latter is a circulant matrix, i.e., its rows are
composed of cyclically shifted versions of a given sequence [11]. In other words, the eect of the
cyclic prex is to make the channel look like circular convolution instead of linear convolution,
thereby completely removing the ISI.
From matrix theory it turns out that these kind of matrices have a very interesting and
useful property [12]. The eigenvectors are independent of the specic channel coecients and
are always given by complex exponentials. To be more precise, the EVD of the circulant channel
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matrix in (2.4) is
2666666666666666666664
h(0) 0       0 h(L)    h(1)
...
. . .
. . . 0
. . .
...
... h(0)
. . .
. . . h(L)
h(L)
...
. . . 0 0
0
. . .
... h(0)
. . .
...
...
. . . h(L)
...
. . .
. . .
...
...
. . .
. . .
...
. . . 0
0       0 h(L)       h(0)
3777777777777777777775
= FHHF (2.5)
where F is the N N unitary DFT matrix whose entries are given by
[F]n;` = e
 j2 n`=N 0  n  N   1 ; 0  `  N   1: (2.6)
while H = diag fH(0);H(1); : : : ;H(N  1)g is N N diagonal matrix with
H(n) =
L 1X
`=0
h(`)e j2
`n
N : (2.7)
Collecting the above fact together, we see that at the receiver the DFT outputs y(n) for n =
0; 1; : : : ; N   1 can be written as
y(n) = H(n)s(n) + w(n) (2.8)
or in matrix notation
y = Hs+w: (2.9)
From the above equation it follows that thanks to the multicarrier approach, the original
frequency-selective channel with inter-symbol and inter-block interference is transformed into a
set of parallel at subchannels, which can be straightforwardly equalized at receiver side using
a simple bank of one-tap multipliers.
2.2 FBMC
2.2.1 Transmitter structure
In FBMC-based systems, the data symbols are transmitted over dierent subchannels after
suitable pulse shaping. Unlike OFDM, the pulse waveforms associated to dierent symbols
9
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overlap in time, As a result of pulse shaping, the spectra of the data signals on the dierent
subcarriers are bandlimited, while preserving orthogonality amongst subcarriers in spite of time
overlap.
Let us assume that the source M -QAM data symbols a
(q)
` (at the rate N=T ) are grouped
into blocks of size N , the symbol q being the index of the symbol within each block (1  q  N)
and is also the subcarrier index after MC modulation. Each subcarrier is shaped by means of a
conventional SRRC lter with impulse response g(t) and roll-o  and a signaling interval T . In
order to prevent spectral overlap, each subcarrier is centered at frequency q(1+)=T . Assuming
that the quantity M = (1 + )N is an integer, the transmitted signal can be expressed as
s(t) =
X
`
NX
q=1
a
(q)
` g(t  `T )ej2qMt=NT : (2.10)
In a digital implementation of the modulator using the sampling frequency fs = 1=Ts =M=T ,
the digitized FBMC signal is thus
s
(m)
h , s((Mh+m)Ts) =
X
`
NX
q=1
a
(q)
` g[M(h  `) +m]ej2q(Mh+`)=N ; (2.11)
where we adopt a polyphase decomposition for the time index of the i-th sampling instant
ti = (Mh+m)Ts, 1  m M and h some integer, and g[`] , g(`Ts).
Figure 2.4: Block diagram of an FBMC transmission systems.
Figure 2.4 shows the FBMC transmission system, which comprises an OFDM modulator
followed by a bank of polyphase lter. The `-th N symbol block are fed to an IDFT, where
each element of the parallel IDFT output is processed at the rate 1=T by a dierent lter (the
lterbank) whose impulse response g
(m)
T [`] is obtained by the polyphase decomposition of the
prototype SRRC lter
g
(m)
T [`] = g

`T +
mT
M

= g(`MTs +mTs); 1  m M: (2.12)
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The samples obtained at the output of the lter bank are then rearranged and D/A converted
to produce the time-continuous FBMC signal (2.10). It is worth pointing out that the number
of lters is M (with M being the number of signal samples to be computed in every block of
N source symbols), while the number of IDFT outputs is N (i.e., the number of subcarriers).
Thereby, the lterbank g
(m)
T [`] also contains a suitable signal memory that feeds the diverse
lters of the bank with appropriately permuted versions of the IDFT outputs [5].
2.2.2 Receiver structure
Let us assume that the propagation channel is selective in time and frequency with impulse
response
c(t) =
UX
u=1
u(t)(t  u); (2.13)
where U is the number of paths, while u(t) and u are the time-varying complex gains and the
delays of each path, respectively. Then, the received signal can be expressed by
r(t) =
UX
u=1
X
`
NX
q=1
u(t)a
(q)
` g(t  `T   u)ej2qMt=NT
 e j2qMu=NT ej2t=T ej + n(t);
(2.14)
where  is the frequency oset normalized to the signaling rate 1=T ,  is the phase oset and
n(t) is the AWGN with two-sided power spectral density 2N0.
In the lower part of Figure 2.4 it is shown the implementation of FBMC receiver. The
samples are taken at rateM=T and processed by the receiver polyphase lterbank (i.e., receiver
matched lter) and the DFT unit. Then, data detection is performed after channel equalization
[5], [13]. The output of the DFT corresponding to the n-th subcarrier at the instant t = kT is
given by
z
(n)
k =
UX
u=1
X
`
NX
q=1
a
(q)
` A
(n;q)
k;`;u()e
j + w
(n)
k ; (2.15)
where w
(n)
k is a zero-mean independent Gaussian random variable with variance 
2 = 2N0 and
A
(n;q)
k;`;u() , e j2qMu=NT
Z +1
 1
u(t)g(t  `T   u)
 g(t  kT )ej2(q n)Mt=NT ej2t=T dt
(2.16)
is a complex-valued factor accounting for the contribution to the sample (2.15) of the `-th
symbol on the q-th subcarrier propagating over the u-th path in the presence of the frequency
oset .
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Assume that within a time t comparable with the non-zero support of g(t) (namely, a
few FBMC symbol intervals) the following assumptions hold: i) the fading process does not
change signicantly; ii) the frequency oset is small enough so that ej2t=T  1; iii) the delay
spread of the channel is signicantly shorter than the FBMC signaling interval. More in detail,
assumptions i) and ii) allow us to consider as orthogonal the signals on dierent subchannels,
while assumption iii) implies that the channel delay spread does not destroy the orthogonality
of the consecutive symbols on the same subcarrier, i.e., the ISI on each subcarrier is negligible.
Based on this discussion, we can simplify the (2.16) as follows
A
(n;q)
k;`;u() '
8<: u(kt)e j2qMu=NT ej2t=T ; q = n; ` = k0; otherwise (2.17)
thereby, (2.15) can be approximated as
z
(n)
k ' '(n)k a(n)k ej2kej + w(n)k ; (2.18)
where
'
(n)
k =
UX
u=1
u(kT )e
 j2nMu=NT (2.19)
is a multiplicative factor accounting for the channel time-frequency selectivity. Notice that the
expression (2.18), even in presence of small frequency osets, is dierent from the one obtained
in the context of OFDM. Indeed, due to the overlapping of subcarrier spectra, the OFDM model
would necessarily include ICI from all subcarriers. On the other hand, in FBMC transmissions,
ICI is absent thanks to the subcarrier separation, although large frequency oset or large
Doppler spreads (a condition that is rejected by assumption ii)) might lead to considerable ICI
between neighboring spectra.
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Chapter 3
Resource allocation in single cell
OFDMA systems
In future multicarrier systems the communications are characterized by ever higher data rates
and the bandwidth requirements of modern equipment are constantly increasing. We already
pointed out that one of the main limitation of wireless communications is represented by the
frequency-selective nature of the wireless channel, so that more and more wireless devices
employs OFDM signaling to reduce the impact of the ISI on the received signal. Moreover, when
OFDM is adopted along with adaptive resource allocation algorithms, it is possible to increase
the system spectral eciency by exploiting the system frequency and multi-user diversity.
In this Chapter we analyze and evaluate the performance of several intelligent dynamic
resource allocation schemes for OFDM-based systems, focusing on both single- and multi-user
OFDMA scenario. In single-user OFDM systems adaptive channel assignment schemes are
derived with the goal of taking advantage of the frequency selectivity of the channel by choosing
the best set of modulation type and transmit power for each subcarrier [14]- [17]. Two main
approaches can be considered, depending on whether the system tries to maximize the overall
data rate with a constraint on power consumption or to minimize the overall transmit power
subject to user's rate constraints. The problem of adaptively allocating information bits on
each subcarrier is dened as bit loading. Any bit loading algorithm tends to transmit more
information on those channels exhibiting better conditions, i.e., having the highest SNRs. On
the contrary, small-size constellations are employed on subcarriers aected by severe fading.
The problem of adjusting transmit power levels on each subcarrier is referred to as power
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allocation. We will see that by applying the water-lling algorithm, it is possible to achieve the
theoretical capacity in a frequency-selective channel.
In a multi-user OFDM system, due to the dierent spatial positions occupied by each termi-
nal, signals received by each user undergo independent fading attenuations. Thus, a subcarrier
that appears in a deep fade for one terminal may have a much higher gain for other users. If
the transmitter has perfect knowledge of CSI for each user, subcarriers and transmit power are
dynamically assigned with respect to some predetermined optimization criterion, so that the
system spectral eciency can be increased by exploiting the so-called multi-user diversity.
With respect to single-user systems, optimum resource allocation in a multiuser scenario
involves the use of subcarrier assignment scheme along with adaptive power and bit allocation
algorithms. This leads to a more challenging task than in a single-user system. Provided
that users cannot utilize the same channel, the allocation problem turns to be a combinatorial
optimization problem for which no optimal greedy solution exists. Several research activities
have been carried out in literature to develop suboptimal resource allocation strategies with
good performance and limited complexity.
In this Chapter we present and discuss dierent strategies for resource allocation in single
cell OFDM system. We start analyzing the bit and power loading for a single-user scenario. We
revisit the classical water-lling principle in order to maximize the capacity of the user and dis-
cuss practical schemes based on rate maximization or transmit power minimization. After that,
we present several examples of dynamic resource allocation algorithms for multi-user OFDM
systems, where rate maximization or power minimization are extended to a typical OFDMA
scenario. We describe the optimal joint channel and power allocation, whose computational
complexity is too large, then we derive suboptimal schemes with limited complexity.
3.1 Resource allocation in single-user OFDM systems
In single-user OFDM systems, the resource allocation problem consists of determining an ap-
propriate transmit power allocation across the subcarriers. Based on the model described in
Chapter 2, assuming perfect timing and frequency synchronization, the output of the receive
DFT can be expressed as
y(n) = Hns(n) + w(n) n = 1; : : : ; N (3.1)
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where Hn is the channel frequency response on the n-th subchannel, s(n) is the corresponding
input symbol with power Pn = Efjs(n)j2g and w(n) is the zero-mean AWGN with two-sided
power spectral density equal to 2N0. We use Shannon capacity [18] as the primary measure
of the rate achievable by a certain user on a particular channel. Given a certain SNR, the
channel capacity in bit/s/Hz is  = log2(1 + SNR) and the maximum theoretical rate in bit/s
achievable over a channel that spans the bandwidth B is R = B. Thus, the data rate in bit/s
for subcarrier n (n = 1; : : : ; N) is given by
rn = B log2(1 + n); (3.2)
where B is the bandwidth of a subcarrier and n is the SNR of the n-th subcarrier given by
n =
Pn jHnj2
2w
; (3.3)
with 2w = BN0. Equation (3.2) is the data rate achieved with an arbitrarily low error proba-
bility. However, practical communication systems are normally designed for a non-zero target
BER which determines the requested QoS. We dene the SNR gap as the dierence between
the SNR necessary to achieve a certain data rate for real systems and the theoretical limit. For
example, the BER for an AWGN channel with M-QAM modulation and ideal phase detection
is upper bounded by [19]:
Pe  2e 1:5=(M 1); (3.4)
where M = 2,  is the spectral eciency in bit/s/Hz, while  is the SNR as dened in (3.3).
When   2 and 0    30 dB, BER could be approximated within 1dB by [20]:
Pe  0:2e 1:5=(M 1): (3.5)
Using (3.5), the rate for subcarrier n is given by:
rn = B log2(1 +
n
 n
); (3.6)
where  n is the SNR gap that can be expressed as:
 n =   ln(5Pe;n)
1:5
; (3.7)
Pe;n denoting the BER on subcarrier n. Note that when is  n = 1, it is n = 2
   1 and
the rate on subcarrier n is given by the Shannon formula, i.e., rn = B. Depending on the
value of BER desired on each subcarrier, the eective SNR has to be adjusted according to the
modulation scheme. For example, power and data rate are allocated on the subcarriers so as
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the BER across each tones does not exceed a given threshold [21], [15], [22]. Another strategy
is to specify an average BER over the OFDM block, thus resulting into a non-uniform BER
across subcarriers [23], [24].
Regardless of the policy adopted on BER, resource allocation algorithms can be divided into
RA algorithms and MA algorithms. The RA schemes aim at maximizing the user data rate
under a limitation on transmit power, namely
max
fPng
RT =
NX
n=1
rn; (3.8)
NX
n=1
Pn = Ptot: (3.8.1)
On the other hand, following the MA approach we allocate bit and power with the goal of
minimizing the overall transmit power given a xed data rate constraint:
min
fPng
PT =
NX
n=1
Pn (3.9)
NX
n=1
rn = Rtarget: (3.9.1)
3.1.1 The water-lling algorithm
We rst consider the RA problem as dened in (3.8) and derive its optimal solution based
on the water-lling algorithm. The optimization problem in (3.8) is convex, since both the
objective function and the constraints are convex, thus the optimal solution can be found using
Lagrangian dual decomposition [25]. The Lagrangian of problem (3.8) is
L = B
NX
n=1
log2
 
1 +
Pn jHnj2
2w
!
+ 
 
Ptot  
NX
n=1
Pn
!
; (3.10)
where  is the Lagrangian multiplier. By deriving the Lagrangian L with respect to Pn we
obtain
@L
@Pn
=
B
(Pn + 2w=jHnj2) log 2
  : (3.11)
The optimal power allocation satisfying (3.11) is
P (opt)n =

  1
gn
+
; (3.12)
where gn , jHnj2=2w is the so-called channel SNR. Also,  = B=( log 2) is a parameter that
must be chosen so as to satisfy the total transmit power constraint
NX
n=1

  1
gn
+
= Ptot: (3.13)
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The optimal solution of (3.8) is also illustrated in Figure 3.1 and gives an interesting physical
interpretation. Indeed, the quantities can be seen as the bottom of a vessel in which the transmit
power Ptot is poured as it were water. The level of water is represented by the quantity , while
P
(opt)
n is the amount of water on subcarrier n. Also, when the bottom level for a given subcarrier
is higher than the water surface, then no power is allocated on the corresponding subcarrier
since it is too faded to support reliable data transmission. The idea behind the water-lling
approach is to give more power to those channels with high quality (i.e., those with high SNR),
while the subcarriers characterized by low SNR receive less power or even are left unused.
N1 2 . . . . . .
water level
unused 
subcarriers
!"gn
Pn
(opt)
Figure 3.1: Water-lling
Unfortunately, due to the non-linear relationship between the total power constraint and
the quantities 1=gn and , the optimal power allocation given by (3.12) can only be found by
means of an iterative procedure where the quantity  is recalculated at each new iteration after
eliminating those subcarriers with the lowest channel SNRs. In detail, let N(i) be the set of
subcarrier that are considered during the i-th iteration, with N(0) = f1; 2; : : : ; Ng. Then, the
water level is rst calculated by (3.13) as
(i) =
1
cardfN(i)g
0@Ptot + X
n2N(i)
1
n
1A : (3.14)
This value is then substituted into (3.12) to obtain the tentative power allocated on the n-th
subcarrier
P (i)n =
8<: (i)   1=gn if n 2 N(i)0 otherwise (3.15)
At the end of each iteration, subcarriers with negative power assignments are discarded from
the set N(i) and their power value set to zero. For each new iteration, only those subcarriers
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with power greater than zero are considered. The algorithm ends when all power values Pn are
non-negative.
We now focus on the MA approach, as stated in (3.9), and we derive its optimal solution
similarly to what we have done for the RA case. The Lagrangian of problem (3.9) is
L =
NX
n=1
Pn + 
 
Rtarget  B
NX
n=1
log2

1 +
PnjHnj2
2w
!
(3.16)
where  is the Lagrangian multiplier. The derivative of L with respect to Pn is
@L
@Pn
= 1   1
1 + n
 jHnj
2
2w
 1
log 2
: (3.17)
Thus, the optimal power value on subcarrier n is given by
P (opt)n =

  1
gn
+
(3.18)
where  = B= log 2 is the water level such that
B
NX
n=1
log2 (gn) = Rtarget: (3.19)
As described for the water-lling in the RA case,  can be seen as the common water level
of the power or water that is poured over channels, with river beds being equal to 1=gn. The
algorithm is iterative and starts with the maximum number of streams, then  is updated for
a decreasing number of streams until the point where the water level is above the highest river
bed.
3.2 Multi-user OFDM systems
The classication of resource allocation schemes that has been carried out in Section 3.1 for
single-user OFDM networks can also be utilized for multi-user OFDM scenarios. The goal of RA
algorithms is to maximize the system data rate with the constraint on the total transmit power,
while MA algorithms aims at minimizing the total transmit power subject to rate constraints
per user [26]-[28]. Moreover, RA schemes are divided into two major groups based on the user
constraints. In the rst group, there is a xed rate requirement for each user and the goal is to
maximize the total throughput of the system while satisfying individual users' rate requirements
[29]-[31] . In the second group [32]-[34] the concept of fairness is utilized. Here the objective
is not only to maximize the total throughput subject to a total transmit power constraint, but
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Multi-user
subcarrier & 
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User 1
User 2
User K
.
.
.
.
.
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Channel state 
information
Frequency-
domain 
samples
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IDFT
Add CP 
and D/A
OFDM MODULATOR
Figure 3.2: BS transmitter for OFDMA downlink transmission with adaptive resource allocation
Subchannel
 selector
.
.
.
Information feedback 
from the BS subcarrier 
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DFT
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.
.
.
User k
decoder
Figure 3.3: k-th user receiver for OFDMA downlink transmission with adaptive resource alloca-
tion
it is also to maintain the rate proportionality among the users based on given proportional
constraints rather than achieving a specic requested data rate.
The concept of dynamic resource allocation in an OFDMA downlink transmission is il-
lustrated in Figure 3.2 and Figure 3.3. At the BS, the information about the users' channel
responses are sent to the multi-user subcarrier and power allocation unit, which maps the users'
data over the selected subcarriers choosing the best transmission mode (coding and/or mod-
ulation scheme). The complex symbols at the output of the modulators are fed to an OFDM
modulator and transmitted over the channel.
At the k-th user, the received signal is demodulated and the recovered frequency-domain
samples are passed to subchannel selector, which takes into account the information about
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channel allocation of user k. Then, the selected samples are decoded, thus providing the nal
detected bit by means of an appropriate detection strategy. The information about subcarrier
and power allocation are sent by the BS to each user on a control channel. This exchange
of information leads to a certain transmission overhead which tends to reduce the achievable
data throughput. This problem can be mitigated by grouping sets of adjacent subcarriers into
subchannels with similar fading characteristic. As a result, assuming that the bandwidth of
a subchannel is smaller than the channel coherence bandwidth, the channel spectrum can be
approximated as at in the sub-channel. Resource allocation is thus performed on subchannels
rather than on subcarriers causes almost no loss in diversity. These assumptions are coherent
with that is being done in existing OFDMA systems. For example, in the WiMAX [2] band
AMC zone contiguous subcarriers and OFDM symbols are grouped together into one basic
allocation unit, called a sub-channel. Similarly, in the UTRAN LTE system [3] the subcarriers
in each TTI are grouped into equal sized physical resource blocks; each block is allocated to a
single user, and a user can be scheduled on multiple blocks. In the remainder, unless dierently
stated, we have neglected the impact of the control feedback channel on the system performance.
We consider a downlink communication in an OFDMA system where the BS andK users are
equipped with a single antenna. The overall frequency spectrum is divided into N orthogonal
subcarriers. We also assume that the BS has perfect knowledge of CSI for each user, thus
allowing the BS to dynamically allocate power and subcarriers according to channel quality.
Using the Shannon capacity as a measure of data-rate achieved on a given subchannel, the data
rate for user k is
Rk =
NX
n=1
rk;n = B
NX
n=1
ak;n log2(1 + k;n); (3.20)
where ak;n is a binary variable that assumes value 1 if subcarrier n is allocated to user k, and
zero otherwise. k;n is the SNR for user k on subcarrier n, dened as
k;n =
PnHk;n
2w
; (3.21)
with Hk;n denoting the channel gain (accounting for pathloss and multipath fading) between
user k and BS on the n-th link.
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3.2.1 Multi-user RA algorithms
The RA resource allocation problem is formulated as follows:
max
fak;ng;fPng
KX
k=1
NX
n=1
rk;n (3.22)
KX
k=1
ak;n  1 n = 1; : : : ; N (3.22.1)
NX
n=1
Pn  Ptot; (3.22.2)
ak;n 2 f0; 1g k = 1; : : : ;K n = 1; : : : ; N (3.22.3)
Constraints are described in (3.22.1)-(3.22.3): (3.22.1) implements orthogonal assignment, i.e.,
one subcarrier can be allocated to at most one user and, while in equation (3.22.2) Ptot is the
maximum allowable transmit power.
Problem (3.22) is not convex since it needs to nd the optimal set of subcarriers for each
user, which turns out to be a combinatorial problem whose complexity increases exponentially
with N . Indeed, nding optimal channel assignment requires KN searches, thus the overall
optimization involves O(NKN ) operations. In detail, the k0-th user is given the n-th subcarrier
on condition that
k0 = arg max
1kK
fk;ng : (3.23)
while the power allocated on subcarrier n is given by
Pn =

  1
gk0;n
+
(3.24)
with gk0;n , jHk0;nj2=2w is the corresponding channel SNR for user k0 on subcarrier n and  is
a parameter that have to be set so as to satisfy the following condition
NX
n=1

  1
gk0;n
+
= Ptot: (3.25)
The optimal solution to the non-convex optimization problem (3.22) can be achieved by
means of Lagrangian dual function. It has been shown [35] that in multicarrier applications,
even though the original resource allocation problems are non-convex, the duality gap becomes
zero as the number of subchannels goes to innity.
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The Lagrangian of problem (3.22) is dened over domain D as
L(fPng; frk;ng; )
=
KX
k=1
NX
n=1
rk;n   
 
NX
n=1
Pn   Ptot
!
;
(3.26)
where D is dened as the set of all Pn > 0 for k = 1; : : : ;K and n = 1; : : : ; N . The Lagrange
dual function is
g() = max
fPng;frk;ng2D
L(fPng; frk;ng; ): (3.27)
Equation (3.26) suggests that the maximization of L(fPng; frk;ng; ) can be decomposed into
N independent optimization problems,
g
0
n() = maxfPng2D
(
KX
k=1
rk;n   Pn
)
n = 1; : : : ; N (3.28)
Thus, the Lagrange dual function becomes
g() =
NX
n=1
g
0
n() + Ptot; (3.29)
Let us assume that user k is allocated on subchannel n. Given a xed value of , the object
of max operation in (3.28) is a concave function of Pn. The optimality condition maximizing
g
0
n() is given by
Pn =

B
log 2
  gk;n
+
: (3.30)
By searching over all K possible user assignment for subcarrier n, it is possible to evaluate g
0
n()
and, eventually, the overall Lagrange dual function g(). Then, to nd   0 maximizing g(),
an iterative approach based on the bisection method [25] requiring O(NK) iterations is utilized
until the convergence is reached. It has been shown that the solution obtained in the dual
domain becomes a global optimal solution as the number of subcarriers increases [36].
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3.2.1.1 Multi-user RA with fairness
The problem of maximizing the total data rate while guaranteeing at the same time fairness
among users may be formulated in several ways. Among these, Rhee and Cio [33] formulated
the problem of assigning resources with the goal of maximizing the minimum capacity oered
to each user. Mathematical formulation of this problem is
maxmin
k
Rk (3.31)
KX
k=1
ak;n  1 n = 1; : : : ; N (3.31.1)
NX
n=1
Pn  Ptot; (3.31.2)
ak;n 2 f0; 1g k = 1; : : : ;K n = 1; : : : ; N (3.31.3)
The idea is to assign more power to users with poor channel conditions so as to guarantee
a data rate which can be comparable to that of users with better channel gains. Since the
problem (3.31) is not convex, its optimal solution can only be found through an exhaustive
search over all possible channel assignment satisfying constraints (3.31.1)-(3.31.3), leading to
high computational complexity. Rhee and Cio [33] proposed a reduced complexity subcarrier
allocation algorithm, which is based on at transmit power. Based on this assumption, the
power allocated on each subcarrier is constant and equal to Pn = Ptot=N . Let Sk be the set
of allocated subchannels to user k. The subcarrier allocation algorithm is summarized by the
following pseudocode (Algorithm 1):
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Algorithm 1 Max-min subcarrier Allocation
1: A f1; : : : ; Ng . Initialization
2: for k  1 to K do
3: Rk  0, Sk  ;
4: end for
5: for k  1 to K do
6: Find n satisfying jHk;nj  jHk;j j for j 2 A
7: Rk  B log2

1 +
PnjHk;nj2
2w

8: Sk  Sk [ fng; A = A  fng
9: end for
10: while A 6= ; do
11: Find k satisfying Rk  Ri for all i, 0  i  K
12: For the found k, nd n satisfying jHk;nj  jHk;j j for j 2 A
13: Rk  Rk +B log2

1 +
PnjHk;nj2
2w

14: Sk  Sk [ fng
15: A A  fng
16: end while
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When users have dierent requirements on data rate, a fair solution is represented by intro-
ducing proportional constraints among the users' data rates [37]. Mathematical formulation of
this problem is given by
max
fak;ng;fPng
KX
k=1
Rk (3.32)
KX
k=1
ak;n  1 (3.32.1)
NX
n=1
Pn  Ptot; (3.32.2)
R1 : R2 : : : : : RK = 1 : 2 : : : : : K (3.32.3)
ak;n 2 f0; 1g n = 1; : : : ; N k = 1; : : : ;K: (3.32.4)
In (3.32.3) 1 : 2 : : : : : K is the set of predetermined proportional constraints where k is
a positive real number with min = 1 for the user with the least required proportional rate.
In [37], the authors propose a suboptimal approach based on the following steps: i) assuming
a uniform power distribution, subcarriers are assigned to each user by giving priority to the
user with the least achieved proportional rate, i.e., Rk=k. ii) In the second step, the power is
reallocated between the users and then among the subcarriers through water-lling to guarantee
the rate proportionality among the users.
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Algorithm 2 Proportional fairness subcarrier allocation
1: A f1; : : : ; Ng . Initialization
2: for k  1 to K do
3: Rk  0, Sk  ;
4: end for
5: for k  1 to K do
6: Find n satisfying jHk;nj  jHk;j j for j 2 A
7: Sk  Sk [ fng
8: A A  fng
9: Rk  B log2

1 +
PnjHk;nj2
2w

10: end for
11: while A 6= ; do
12: Find k satisfying Rk=k  Ri=i for all i, 1  i  K
13: Find n satisfying jHk;nj  jHk;j j for all j 2 A
14: Sk  Sk [ fng
15: A A  fng
16: Rk  B log2

1 +
PnjHk;nj2
2w

17: end while
The subcarrier allocation algorithm (Algorithm 2) tends to allocate to each user those
subchannels with the highest SNRs. At each iteration, the user with the lowest proportional
capacity has the possibility to pick the best subchannel. The allocation algorithm is suboptimal
since it assumes equal power over all subcarriers. With the power allocation performed in the
second step of the proposed algorithm, fairness is achieved among users. To nd the k-th
user's power Pn, Lagrange multiplier techniques [25] are used to formulate and then solve the
optimization problem resulting in K nonlinear equations with K unknowns. These equations
are not linear and a closed form solution does not exist, thus non-linear iterative methods such
as Newton-Raphson [38] and its variants may be used.
3.2.1.2 Numerical results
In this section we evaluate the performance of the RA resource allocation algorithms that we
have described in the previous subsection. We consider a single-cell OFDMA system with radius
of the cell equal to 500 m. The BS has a maximum transmit power Ptot = 1 W and the number
of subcarriers is N = 192. The data sub-carriers spacing was set to 15 kHz, giving the total
transmit bandwidth of 2.88 MHz, with the centre frequency of 2 GHz. We consider a population
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of static users within the cell, while the channel modeled according to the TU scenario [39].
The results presented in this section are obtained for all algorithms presented in Section
3.2.1 over 500 realizations. For the sum rate maximization with proportional rate constraints
two dierent sets of rate constraints have been studied: the case where the rate constraints are
set equal for all users (Prop rate 1), i.e. k = 1 (k = 1; : : : ;K), and the case where the rate
constraints are set proportional to the user pathloss (Prop rate 2).
Figure 3.4 shows the average throughput for the dierent algorithms: the sum rate maxi-
mization algorithm achieves the highest throughput and the max-min the lowest. The results
show also the exibility of the algorithm with proportional rate constraints. As expected, when
the set of rate constraints are all equal its behavior is almost identical to the max-min algo-
rithm. On the other hand, when the system tends to favor the users nearer to the BS, the
throughput approaches the sum rate results.
Figure 3.5 shows the average fairness index (according to the denition in [40]) for the
various RA algorithms. In this case the max-min and the algorithm with equal rate constraints
outperform all the others. The algorithm with rate constraints proportional to the pathloss even
if guarantees access to all users is not very fair. This is due to the fact that in our simulation
setting the dierence in patlhoss can be several orders of magnitude large. Thus, users close to
cell boundaries will have a much smaller throughput than users near the BS.
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3.2.2 Multi-user MA schemes
Margin-adaptive resource allocation algorithms are formulated with the goal of minimizing
the overall transmitted power subject to individual user rate constraints. The mathematical
formulation of this optimization problem is
min
fak;ng;fPng
NX
n=1
Pn (3.33)
KX
k=1
ak;n  1 (3.33.1)
NX
n=1
rk;n  Rk;min k = 1; : : : ;K (3.33.2)
ak;n 2 f0; 1g k = 1; : : : ;K n = 1; : : : ; N (3.33.3)
Constraints are expressed by equations (3.33.1)-(3.33.3). In (3.33.2) Rk;min is the minimum data
rate for user k. As for RA algorithms, looking for a solution of (3.33) results into a combinatorial
optimization problem, which requires an exhaustive search over all possible channel assignments.
Hence, the optimal solution can be achieved by using standard optimization techniques. The
Lagrangian of (3.33) is given by
L ffPng; frk;ng;g =
NX
n=1
Pn  
KX
k=1
k
 
NX
n=1
rk;n  Rk;min
!
: (3.34)
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The Lagrange dual function is
g() = min
fPng;frk;ng2D
L (fPng; frk;ng;) : (3.35)
Rearranging the order of the sum terms, the minimization of (3.34) can be decomposed into N
independent optimization problems as follows
g
0
n() = minfPng2D
(
KX
k=1
Pn  
KX
k=1
k
NX
n=1
rk;n
)
(3.36)
Thus, the Lagrange dual function can be rewritten as
g() =
NX
n=1
g
0
n() +
KX
k=1
Rk;min; (3.37)
Once the vector  is xed, the object of the min operation is a convex function of Pn. The
solution for minimization of g
0
n() is given by
Pn =

Bk
log 2
  1
gk;n
+
: (3.38)
In order to nd the optimal value   0 that maximizes g(), the update of  can be
eciently performed by employing the ellipsoid method [25], which is a generalization of the
bisection method to problems in multi-dimensional spaces. At iteration p, this algorithm nds
a new ellipsoid
E(p) =
n
z 2 RK : (z   (p))TA(p)(z   (p))  1
o
(3.39)
centered in (p) and with a shape dened by the positive semidenite matrix A(p). By con-
struction, E(p) contains the optimal  and its volume is smaller than that of E(p 1), the
ellipsoid found at the preceding iteration. Hence, after a certain number of iterations the ellip-
soid's volume will tend to zero and its center will coincide with . Ellipsoid method involves
O(n2) iterations, with n denoting the number of variables [25] and utilizes as a subgradient the
following vectors:
dk = Rk;min  
NX
n=1
rk;n k = 1; : : : ;K (3.40)
where rk;n and P

n are the optimal solution for problem (3.35) for a xed . The overall
optimization needs O(K2) iterations of optimization problem with complexity of O(NK). Thus,
O(NK3) executions are required to nd the optimal solution of problem (3.33).
Another way to solve problem (3.33) is proposed by Wong et al. in [26]. Here the authors
nd a suboptimal solution which is based on the relaxation of the integrality condition on the
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allocation variable ak;n. In this case, the latter can also be interpreted as the time-sharing
factor for user k on subcarrier n. The allocation problem is reformulated as
min
fak;ng;fPk;ng
KX
k=1
NX
n=1
ak;nPk;n (3.41)
KX
k=1
ak;n  1 n = 1; : : : ; N (3.41.1)
NX
n=1
k;n  Rk;min k = 1; : : : ;K (3.41.2)
ak;n 2 [0; 1] n = 1; : : : ; N k = 1; : : : ;K: (3.41.3)
where Pk;n is the power transmitted by the BS to the user k on subcarrier n, whereas in equation
(3.41.1) k;n = ak;nrk;n is a new rate variable and ak;n can take all values within the interval
[0; 1]. With this new parameter, the optimization problem can be reformulated as a convex
minimization problem over a convex set. Moreover, using Shannon formula, Pk;n is function of
k;n and ak;n as
Pk;n = (2
k;n
ak;n   1) 1
gk;n
(3.42)
Thus, the Lagrangian of problem (3.41) is
L(fk;ng; fak;ng;;) =
KX
k=1
NX
n=1

2
k;n
ak;n   1

ak;n
gk;n
 
KX
k=1
k
 
NX
n=1
k;n  Rk;min
!
 
NX
n=1
k
 
KX
k=1
k;n   1
! (3.43)
After dierentiating L(fk;ng; fak;ng;;) with respect to k;n and ak;n, we obtain the neces-
sary conditions for the optimal solutions, k;n and a

k;n. Given a xed set of Lagrange multipliers
k, k = 1; : : : ;K, we have
k;n
ak;n
=
8<: 0 k  log 2=gk;nlog2(kgk;n= log 2) k  log 2=gk;n (3.44)
and
ak0;n =
8<: 1 k = argmin f (k; gk;n)g0 otherwise (3.45)
where
 (k; gk;n) =
kgk;n   log 2
log 2  gk;n   k log2

kgk;n
log 2

(3.46)
In order to determine the set of k so as to satisfy the users' rate constraints, Wong et al. follow
an iterative approach that is performed for each user in the system. This procedure repeats for
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all users until the data rate constraint for all users are satised. The obtained set of Lagrange
multipliers determines the optimal sharing factor of all the subcarriers for all users. However,
since each subcarrier must be assigned to only one user, a suboptimal two-step procedure in
which subcarrier and power allocation are performed separately, is derived. The subcarriers are
exclusively allocated to the user having the largest time-sharing factor on that subcarrier. After
that, power allocation is performed independently for each user over the assigned subchannel.
3.2.2.1 LP approach
Another way to solve resource allocation problems is to formulate them as a LP problem,
where both the objective function and the constraints are linear [41]. Let us assume that all
user requests are expressed as an integer multiple of a certain xed rate R0 = B0, i.e. the rate
requested by user k is Rk;target = nkR0, with nk an integer number. We also assume that the
transmission rate of a subcarrier is Bf0, where f 2 F is the adopted transmission format and
F = f1; : : : ; Fg is the set of available format. Therefore, according to the Shannon formula, the
power required to support the rate fR0 on subcarrier n is given by
Pk;n;f =
 
2f0   1 1
gk;n
(3.47)
Let us dene ak;n;f as the integer variable that is set to 1 if the n-th subchannel is assigned
to the k-th user at transmission format f , and 0 otherwise. The resource allocation problem
can be formulated as
min
fak;n;fg;fPk;n;fg
KX
k=1
NX
n=1
FX
f=1
ak;n;fPk;n;f (3.48)
KX
k=1
FX
f=1
ak;n;f  1 n = 1; : : : ; N (3.48.1)
NX
n=1
FX
f=1
f0ak;n;f = Rk;target k = 1; : : : ;K (3.48.2)
ak;n;f 2 f0; 1g n = 1; : : : ; N k = 1; : : : ;K: (3.48.3)
The problem (3.48) belongs to the class of LIP. The solution of such problems can be achieved
through an exhaustive search over all possible assignment of subcarrier, power and transmission
format. However, in many cases, the computational complexity could be too high. A common
solution is to follow the approach of [26] by letting ak;n;f vary continuously in the interval [0; 1].
By doing so, the problem (3.48) becomes a standard LP problem and can be solved by using
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any of the algorithms used for solving LP problems (e.g. the IPM [42]), which are able to nd
the solution of large scale problems with a polynomial time.
In order to reduce the overall complexity, we modify the problem by choosing a single
transmission format for all users independently of their channel gains. With this choice, problem
(3.48) can be restated as
min
fak;ng;fPk;ng
KX
k=1
NX
n=1
ak;nPk;n (3.49)
KX
k=1
ak;n  1 n = 1; : : : ; N (3.49.1)
NX
n=1
ak;n = nk k = 1; : : : ;K (3.49.2)
ak;n 2 f0; 1g n = 1; : : : ; N k = 1; : : : ;K: (3.49.3)
Again, relaxing the integrality condition on ak;n leads the problem (3.49) to become a LP
problem. It can be shown that the exact solution of this LP problem is equal to the solution of
LIP problem (3.49) [43]. Moreover, the relaxed LP problem has the characteristic that can be
modeled as a network ow problem [44] and it can therefore be solved with very fast algorithms
[45] . Among these, the NSM os the most ecient solver for min-cost-max-ow network problem
and runs in polynomial time [46].
The single-format solution allows a great simplication of the solution of the problem (3.48)
at the cost of a modest worsening of system performance. This loss is partially compensated by
the multiuser diversity, which is well exploited by the dynamical assignment of resources [47].
3.2.2.2 Numerical results
We analyze the performance of the MA resource allocation algorithms. In the following we refer
to as Ideal bound the algorithm obtained via Lagrangian dual decomposition, whereas WCLM
corresponds to the algorithm proposed by Wong et al. [26]. We consider a single-cell OFDMA
system with radius of the cell equal to 500 m. The BS transmit over a downlink bandwidth
W = 5 MHz thus the sampling time is Tc = 200 ns and the number of subcarriers is N = 16,
with the centre frequency of 2 GHz. The pathloss of the channel is proportional to the distance
between the BS and the MS and the pathloss exponent is 4. The channel is modeled as static
and frequency-selective Rayleigh fading with an exponentially decaying power delay prole.
The channel delay spread is  = 1s and the coherence bandwidth is assumed to be larger
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than the bandwidth spanned by each subchannel. Each user has the same rate requirement
Rk;target = R0, k = 1; : : : ;K. Furthermore, we consider a population of static users within
the cell. The results shown in the following have been obtained by averaging on 100 channel
realizations.
Figure 3.6 shows the mean transmitted power Pm expressed in W as a function of the of
the spectral eciency per subcarrier  expressed in bit/s/Hz. The number of users is K = 4.
We see that as the cell load increases, the power consumption increases as well in order to
satisfy the individual rate requirements for each user. The LP approach exhibits only a limited
increasing of power consumption, compared to the other algorithms. However, this loss is
compensated by the reduction of computational complexity provided by use of LP methods.
Figure 3.7 illustrates the mean transmitted power Pm as a function of the number of users K.
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Figure 3.6: Mean transmitted power Pm vs. spectral eciency 
We have set a target spectral eciency per subcarrier  = 2 bit/s/Hz. As the number of users
increases, the transmitted power reduces due to the exploiting of multi-user diversity of the
system. Indeed, with a larger number of MSs in the cell, the BS has more degree of freedom
to allocate power and subcarrier, thus the probability that a user is given a channel with poor
quality decreases. Moreover, the gap between LP and the optimal bound as well as the WCLM
algorithm is always more negligible as K increases.
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Figure 3.7: Mean transmitted power Pm vs. number of users K
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Chapter 4
Resource allocation in multi-cell
OFDMA systems
In multicellular OFDMA systems, one of the most limiting factor on wireless capacity is repre-
sented by high level of MAI, caused by users that share the same available frequency spectrum.
To reduce the impact of MAI, most conventional cellular systems employ orthogonal signaling
within a cell and a frequency reuse distance larger than one. This strategy trades spectral
eciency for robustness to interference and requires either accurate frequency planning or an
explicit cooperation among cells. Systems based on CDMA do indeed allow a reuse factor equal
to one [48] at the cost of a penalty in terms of cell capacity when a large number of users is
active in neighboring cells. Only recently did standardization activities [49] focus on cellular
architectures based on OFDMA with a full reuse of the frequency spectrum.
The problem of resource allocation in multi-cellular reuse-one OFDMA systems has been
only recently addressed in the literature. The general problem of maximizing a weighted sum of
the users' rates in a mutual interference scenario is shown to be NP-hard in [50]; thus, no low-
complexity algorithms exist that return the optimal solution. Ecient suboptimal solutions for
resource allocation in multicell OFDMA systems are discussed in [51], where coordinated strate-
gies are shown to outperform uncoordinated ones. A hybrid centralized-distributed scheme,
where resource allocation decisions are jointly taken by the RNC and the BSs, is proposed in
[52]. The authors in [53] introduce a distributed scheme, in which the allocation is performed
independently in each cell with the goal of minimizing overall power consumption given the user
rate requirements. A centralized iterative algorithm, based on a central controller allocating
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resources to clusters of cells, is introduced in [54]. The proposed heuristic is reasonably fast and
achieves a good eciency. While centralized strategies can indeed achieve a higher resource
utilization, distributed solutions are simpler to implement [55].
Reuse-one systems tend to penalize users on the cell border, which receive a relatively weak
signal from their BS and are subject to a higher interference coming from other cells. Thus,
FFR systems [56] statically partition the cell into an inner, reuse-one area, and an outer area,
which is divided into sectors, so that dierent frequencies are allocated to adjacent sectors.
In this Chapter we consider the downlink of an OFDMA multi-cellular system where each
BS is assumed to have perfect knowledge of the CSI of the users in its cell only. Radio resources
are allocated with the goal of minimizing the transmitted power subject to individual user rate
constraints. As in [47] the latter can be dynamically varied over time so as to achieve a higher
energy eciency, thus leading to some level of unfairness in the short term. Fairness in the
long term is enforced by a packet scheduler, which selects on each time interval a subset of
scheduled users, as well as their maximum data rate. Channel assignment is formulated as a
linear programming problem, which can be solved as a minimum cost network ow problem
with limited complexity. Allocation is performed independently in each cell, resulting in an
iterative scheme: whenever a cell modies its allocation it perturbs the interference perceived
in neighboring cells, which accordingly need to change their own allocation patterns. After
some iterations the system may converge to a steady state for a given trac pattern and
channel realization, and the allocations become stable. To guarantee convergence, we dene a
fully distributed and adaptive load control algorithm.
A distributed resource allocation strategy such as the one we propose could, in principle, lead
to a signicant performance degradation in comparison with centralized strategies. We show
that this is not the case, by comparing the performance of our distributed resource allocation
algorithm with an approximation of a lower bound of an equivalent centralized optimization for
resource allocation. The performance loss appears to be negligible, provided that there are more
than a few users in the system. The reason is mainly the ecient exploitation of user and channel
diversity allowed by our proposed resource allocation architecture (scheduler+allocator+load
control).
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4.1 System model and problem formulation
We consider a cellular system composed of Ncells cells that share the whole available spectrum,
i.e., the frequency reuse is equal to one. In each cell i are a BS and K(i) MSs. The BS
schedules the users and assigns them a subset of the radio channels. The modulation technique
is multi-carrier and the multiple access scheme is OFDMA, so that within each cell the system
bandwidth is partitioned into N orthogonal subcarriers and each user is assigned a dierent
subset of subcarriers. To perform resource allocation, the BS needs to know channel gains and
interference levels on all subcarriers for all users in the cell. As shown in Chapter 3, to reduce
allocation complexity, we group sets of adjacent subcarriers into sub-channels of bandwidth B.
The time axis is organized into frames: as illustrated in Figure 4.1, each frame is composed
of an allocation phase and a transmission phase. In the allocation phase, that has a duration
of Ta seconds and is is made up of Na slots of duration Ts seconds, each cell converges to a
stable allocation. The value of Na is a system-wide constant. During the Tt seconds of the
transmission phase, the users transmit their data on the channels that have been assigned to
them during the allocation phase. Scheduling is performed on a frame basis.
Allocation 
phase
Transmission phase
Ta
Tt
Figure 4.1: Frame structure
Our goal is to minimize the overall power transmitted in each cell subject to a rate constraint
per user: each BS i needs to assign to each served user k a set of orthogonal channels S
(i)
k and
distribute power in such a way that all rate requirements R
(i)
k (k = 1; : : : ;K
(i)) are met. By
indicating with P
(i)
n the power transmitted on sub-channel n in cell i, and using the Shannon
capacity as a measure of the transmitted rate, the allocation problem can be formulated as a
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set of Ncells optimization problems. In cell i the problem is stated as:
min
K(i)X
k=1
X
n2S(i)k
P (i)n (4.1)
X
n2S(i)k
B log2(1 + 
(i)
k;n)  R(i)k k = 1; : : : ;K(i) (4.1.1)
S
(i)
j \ S(i)k = 0 8j 6= k. (4.1.2)
User rate requirements are set in (4.1.1); the received SINR for user k on sub-channel n in cell
i, 
(i)
k;n, is computed as

(i)
k;n =
P
(i)
n
H(i)k;n2
2w + I
(i)
k;n
(4.2)
where H
(i)
k;n is the channel gain between user k and the BS i on the n-th link, and 
2
w is the
power of the zero-mean thermal noise. In the following we are considering a population of
slow-moving users so that the propagation channel has a long coherence time. The MAI I
(i)
k;n,
aecting user k in the cell i on the n-th channel, is given by
I
(i)
k;n =
NcellsX
j=1
j 6=i
P (j)n
H(j)k;n2 (4.3)
Constraints (4.1.2) impose that resource assignment is orthogonal within a cell.
The solution of the Ncells optimization problems is not trivial. We have showed in Chapter
3 that even in the single-cell case, i.e. Ncells = 1, problem (4.1) is not convex and can be solved
either by relaxing the exclusivity constraints on sub-channel allocation [26] or, if the duality
gap is zero, by nding the solution of the Lagrangian dual problem [35]. In both cases, nding
the allocation is a computationally demanding strategy. Moreover, in our case, due to the
interference, the allocation in one cell perturbs the allocations in all other cells and the eect
of MAI is such that, given the user rate constraints, an allocation solution that meets all the
requirement may not exist.
Assuming lack of any centralized control, the presence of strong interference caused by full
frequency reuse suggests the implementation of iterative strategies [57]. In the following we
propose a distributed algorithm where each cell independently solves problem (4.1) on the base
of the interference it measures and iteratively updates its allocation with the goal of satisfying
all its rate requirements. The problem of convergence is addressed by progressively reducing
the trac load of the cells which can not nd a stable allocation; fairness is achieved by
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implementing a layered architecture [47], where radio resource management and trac policies
are dealt with by separate and interacting algorithms 1.
4.2 Distributed layered allocation architecture
The DLA is composed of a PS and a RRA, both located at the BS. The scheduler works on
a frame-by-frame basis: at the beginning of a new frame it dictates to the allocator the new
set of rate requirements for all active users. Due to the MAI, the RRA may require a number
of iterations to nd an allocation matching the scheduler requirements. The practical choice
of the number of iterations in the allocation phase is a crucial issue since it has an impact on
throughput, overhead, and power.
4.2.1 Single-cell radio resource allocation based on linear program-
ming
Following the same approach as in Section 3.2.2.1, we reformulate channel assignment (4.1)
as a LP problem and adopt a single transmission format (meaning error correction code and
modulation) for all users. Such a choice allows a great simplication of the allocation problem
and, as shown in Section 4.3, has only a minor impact on allocation performance since most
of the channel diversity is exploited by dynamically assigning channels to users [43]. Thus,
the request of a given rate R
(i)
k directly translates into the request of a certain number of
sub-channels n
(i)
k (k = 1; : : : ;K
(i)).
A given transmission format corresponds to a certain spectral eciency  = log2 [1 + ()],
where (), the target SINR to achieve the spectral eciency , is () = 2   1. Assuming
perfect channel estimation, user k allocated in cell i on sub-channel n transmits with rate
R = B if its measured SINR is 
(i)
k;n > () and with rate R = 0 otherwise. Thus, the power
necessary for user k in cell i to transmit on sub-channel n with spectral eciency  is computed
from (4.2) as
P
(i)
k;n() = ()
BN0 + I
(i)
k;nH(i)k;n2 : (4.4)
1A similar decomposition of the resource allocator is typical of OFDMA systems; e.g., in LTE [3] a time-
domain scheduler selects the users to be scheduled in the next TTI, while a frequency-domain scheduler allocates
resources to the selected users.
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Note that I
(i)
k;n is the MAI as measured in the previous iteration of the allocation phase. Under
these hypotheses, once the transmission format is set, each sub-channel has a certain xed
cost for each user and the allocation problem consists in nding the channel assignment that
minimizes the sum of the costs in each cell. Thus, introducing the binary allocation variable
a
(i)
k;n, which is 1 if sub-channel n is assigned to user k in cell i and 0 otherwise, given a certain
, the resource allocation problem in cell i is formulated as follows:
min
a(i)
NX
n=1
K(i)X
k=1
P
(i)
k;n()a
(i)
k;n (4.5)
NX
n=1
a
(i)
k;n  n(i)(k) k = 1; : : : ;K(i) (4.5.1)
K(i)X
k=1
a
(i)
k;n  1 n = 1; : : : ; N (4.5.2)
K(i)X
k=1
NX
n=1
b
(i)
k;n = C
(i)
req (4.5.3)
a
(i)
k;n 2 f0; 1g n = 1; : : : ; N k = 1; : : : ;K(i) (4.5.4)
After allocation, the total rate assigned to user k in cell i is
R
(i)
k =
NX
n=1
a
(i)
k;nB: (4.6)
Constraints (4.5.1) formulate the rate requirements per user. Following a dierent strategy
from that in (4.1), where each user is required to achieve at least a certain rate, this set of
constraints imposes that each user gets at most a certain number of resources. The PS policy is
thus enforced: with the goal of guaranteeing long-term fairness, n
(i)
k will be large for those users
that have received a small share of resources and small or even zero for those users that have
already received a large amount of radio resources. Without the limits imposed by constraints
(4.5.1), the RRA would naturally assign all the resources to the users with the best channels
only. Moreover, by setting a soft constraint, such as the maximal amount of resources, the
PS gives the RRA enough freedom to exploit the diversity of the system. Constraints (4.5.2)
implement orthogonal access within the cell, i.e., one sub-channel can be assigned to only one
user per cell; they mirror constraint (4.1.2). Constraint (4.5.3) indicates the total amount of
resources to assign in the cell and prevents the allocator from choosing the solution where all
variable allocations are set to 0. Initially, it is C
(i)
req = N in every cell; then if, due to the MAI,
the system is not able to converge to a steady allocation, C
(i)
req is progressively reduced by the
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load control algorithm. As to (4.5.4), the allocation variable is integer and can only assume
the values 0 and 1; hence, we are dealing with an LIP problem. LIP problems are in many
practical situations NP-hard. Nevertheless, we prove the following Theorem resulting from the
total unimodularity property of the constraint matrix.
Theorem 1. The LP problem obtained from (4.5) by removing the integrality condition (4.5.4)
has an integral optimal solution.
Proof. By replacing the equality constraint (4.5.3) with two inequalities the constraints of
problem (4.5) can be written in the form:
Bx  c (4.7)
where x = [a1(1) : : : aK(1) : : : a1(N) : : : aK(N)]
0, c = [r(1) : : : r(K) 1 : : : 1 C(i)req   C(i)req]0. The
constraint matrix B has N +K + 2 rows and K N columns, and can be written in the form
[B01 B
0
2 1
0
NK   10NK]0, where B1 is the matrix corresponding to the constraints (4.5.1) and
B2 is the matrix corresponding to the constraints (4.5.2); the two inequality constraints corre-
sponding to (4.5.3) are represented by a vector of ones and a vector of minus ones, respectively.
We show that B is a totally unimodular matrix, i.e. every square submatrix of B has determi-
nant equal to 0, 1 or  1. We proceed by proving that for each collection R of rows in B we can
always nd a partition R = R1 _[R2, such that:X
i2R1
bij  
X
i2R2
bij 2 f 1; 0; 1g 8j 2 f1; : : : ;K Ng .
These are necessary and sucient conditions for the unimodularity of matrix B (see [58]). We
distinguish four cases:
1. if R does not contain the last two rows of B, then we can put the rows of R belonging to
B1 in R1 and those belonging to B2 in R2;
2. if R contains the N +K + 1-th row of B, i.e., the vector 1NK, but not the last row, we
put the rows belonging to B1, B2 in R1 and let R2 = fN +K + 1g;
3. if R contains the last row of B, i.e., the vector  1NK, but not the penultimate row, we
put all the rows in R1 and let R2 = ;;
4. if R contains the last two rows of B, we put in R1 the rows belonging to B1, and in R2
all the remaining rows.
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Since B is totally unimodular matrix [46], and the constraint bounds of the problem are
integer, the polyhedron dened by the constraint set has integer vertices, and the LP problem
has an integral optimal solution [42].
Hence, LP methods can be used to solve (4.5) with very limited complexity [45], [46].
The iterative implementation of resource allocation brings up two major problems: the
allocation complexity and the overhead exchanged to update the resource costs. While the
ecient formulation of the problem is intended to address the former issue, the latter needs
to be discussed in detail. For each iteration of the allocation phase the RRA needs updated
knowledge of the interference power on each sub-channel for each user in the cell. Thus, with
the objective to reduce the amount of signaling overhead, we assume that adjacent BSs are
interconnected by high-capacity links, such as the X2 interface [59][60], supported in LTE.
Under this hypothesis, the allocation phase conforms to the following iterative procedure
1. Initialization. Each user estimates the gains of the channels with its serving BS and all
neighboring BSs and signals this information to its BS. On the base of this information,
each BS virtually performs allocation solving the LP problem (4.5) and signals through
the high-capacity links to the other BSs the power values that intends to use on each
channel;
2. Iteration. At the beginning of a new iteration, each BS is able to compute for all its served
users the interference and hence the power cost for each subcarrier. Having updated the
costs, the BSs newly solve the allocation problem (4.5) and signal to all neighboring BSs
the new power vector until convergence.
The only information that is actually exchanged in the air between users and BS during the
allocation phase is the vector of estimated channel gains at initialization. In practical scenarios,
the overhead can be further reduced by signaling only the gains relative to the most interfering
BS. All other information is exchanged among BSs through the high speed link. In this case
the overhead amounts to signaling the vector of power values that a BS intends to transmit for
each iteration. Although the BSs do exchange information, the allocation procedure remains
distributed in the sense that each BS takes its allocation decisions autonomously from the
others. At the end of the allocation phase each BS broadcasts the resource assignment for each
user and the actual data transmission takes place. Moreover, since most of the signaling is
exchanged through the connections between the BSs, the allocation phase of a new frame can
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be performed simultaneously with the end of the transmission phase of the preceding frame, so
that at the beginning of a new frame the allocation is already set.
4.2.2 Load control
Depending on the trac conguration, the distributed RRA scheme may not achieve conver-
gence. During the allocation phase, cells are free to change their allocation from iteration to
iteration and once a cell modies its allocation, it also changes the interference pattern it gen-
erates in the neighboring cells. Since dierent cells react simultaneously, this may lead to a
new unstable conguration. For this reason we implement a LC mechanism that reduces the
cell load so as to ease convergence to a stable allocation.
To avoid the risk of starving cell-edge users, rather than acting on single users, the LC
algorithm controls the load of an entire cell. By reducing the value of C
(i)
req in constraint (4.5.3),
the LC algorithm reduces the total number of radio channels that the RRA can allocate in cell
i and, as a consequence, also the overall level of interference that cell i generates in the system.
Because of the distributed nature of the proposed architecture, whenever a cell reduces its load,
neighboring cells respond by updating their allocation. By progressively reducing the load of
the cells, the iterative DLA is able to self adapt to the current level of trac, hence interference
and eventually nd a stable allocation.
Rather than performing a hard partitioning of the radio resources as in conventional systems,
the layered combination of RRA, LC and PS implements a soft partitioning. Where possible,
all cells in the system transmit over the same bandwidth, otherwise they use only a subset of
the available radio channels. The cardinality of the subset is set by the LC algorithm while the
actual channel assignment is performed by the RRA. Each cell performs LC autonomously.
The pseudocodes of Algorithms 3-4 shows the details of a heuristic implementation of the
combination of LP-based RRA and LC (linear programming resource allocator, LPRA). In cell
i at the beginning of each frame, the PS passes to the allocator the rate requirements for all
users together with the load C
(i)
req determined in the previous frame. The allocation phase lasts
Na iterations, and is divided into two subphases:
1. For the rst Ns iterations, each cell performs sub-channel and power allocation (lines
7-22). On each iteration the BS checks whether some allocations are still oscillating. If
this is the case, it reduces its load1 with a probability  proportional to the amount of
1Except for the rst Nini iterations of the frame, in which the system is left to evolve freely without any
load reduction.
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instability the cell brings into the system1 (line 15). Once a cell has reduced its load, no
other reduction is performed in that cell for the next Np iterations (resource allocation
and transmission power continue to be updated). This allows the system to evolve and
possibly reach a stable conguration, while preventing an excessive load reduction in a
single cell.
2. Those sub-channels on which the target SINR value has not yet been reached after Ns
iterations are switched o; channel assignment is frozen, while power control is allowed
to evolve for the next Npow slots (lines 23-33).
Since those sub-channels on which the target SINR has not been achieved are switched o,
the iterative power control in lines 34-38 always starts from a feasible power vector, and is
therefore guaranteed to converge to a xed point [61]. The following Claim thus holds:
Claim 1. At the end of the allocation phase, a stable and feasible power assignment is achieved.
Proof. After the rst Ns iterations (lines 7-22) the allocation of sub-channels to the users will
no longer be modied for the rest of the frame. At this point the system may already have
reached a state in which the target SINR is achieved on all sub-channels; thus, the current
power allocation would already be feasible. If this is not the case, those sub-channels on which
the target SINR has not been achieved are switched o (lines 23-33); this also results in a
feasible power allocation for the remaining sub-channels. Hence, the iterative power control in
lines 34-38 always starts from a feasible power vector, and is guaranteed to converge to a xed
point [61].
To speed up convergence, the initial value of C
(i)
req, namely C
(i)
req;0 is by default the value
obtained at the end of the preceding signaling phase. Our algorithm performs a reduction of
the cell load in order to make it easier to achieve a feasible allocation of resources in adjacent
cells using the same frequency band. Since the load reduction algorithm is distributed and has
a random component, the cell load may be reduced more than would be necessary; for this
reason, and in order to track varying channel and trac conditions, a cell should be able to try
increasing its load. Thus, in line 4 cell i increases its initial load value C
(i)
req;0, but only if no
sub-channels had to be switched o in the previous frame.
1The value of  is the ratio between the sum of the transmission powers on the sub-channels whose allocation
is still oscillating, and the total transmission power in the cell.
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Algorithm 3 Resource allocation and load control, Part I
1: for cell 1 to Ncells do
2: prIts(cell) 0
3: if failedSIR(cell) = 0 then
4: Creq(cell) min
 
Creq(cell) + 1; C
MAX
req

5: end if
6: end for
7: for iteration 1 to Ns do
8: for cell 1 to Ncells do
9: Perform resource and power allocation for (cell; iteration)
10: if allocation still changing after Nini iterations and prIts(cell) = 0 then
11: oscSC  Set of sub-channels which have still not achieved a stable allocation
12:  
P
n2oscSC P
(cell)
n

=
PN
n=1 P
(cell)
n

13: h rnd
14: if h <  then
15: Creq(cell) Creq(cell)  1 . Reduce load with probability 
16: prIts(cell) Np . Load reduction will not be performed for the next Np iterations
17: end if
18: else
19: prIts(cell) max (prIts(cell)  1; 0)
20: end if
21: end for
22: end for
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Algorithm 4 Resource allocation and load control, Part II
23: for cell 1 to Ncells do . Switch o the sub-channels below the target SINR
24: failedSIR(cell) 0
25: for subCar  1 to N do
26: Keep the allocation of the last iteration for (cell; subCar)
27: if checkTargetSIR(cell; subCar) == 0 then
28: Switch o the sub-channel subCar in cell cell
29: Creq(cell) Creq(cell)  1
30: failedSIR(cell) 1
31: end if
32: end for
33: end for
34: for iteration Ns + 1 to Ns +Npow do . Adjust nal TX powers
35: for cell 1 to Ncells do
36: Adapt TX power, without modifying the allocation
37: end for
38: end for
4.2.3 Credit-based packet scheduling
The goal of the PS is to enforce long-term fairness so that the users in the cell achieve through-
puts proportional to weights assigned to them. We adopt a credits-based packet scheduling
algorithm, loosely based on CBFQ [62], but expressly designed for the OFDMA radio interface.
The PS schedules data blocks by taking account of the credits and weights of each user: the
credits increase when the user is not scheduled to transmit, while they decrease when a trans-
mission resource (sub-channel) is assigned to it. A novel feature of the scheduler is that the
allocator is allowed some degree of freedom in deciding how many transmission resources should
be assigned to each user; in fact, the scheduler only determines a maximum rate constraint per
user. This leads to a more ecient allocation, while guaranteeing long-term fairness. In order
to determine the maximum rate constraints for each user, the scheduler generates a list of data
blocks (packets in the following); one such packet carries L = BTt bits, corresponding to the
amount of data that can be sent on a sub-channel during the transmission phase (B is the
channel bandwidth, Tt the duration of the transmission,  the spectral eciency).
In the following we briey describe the scheduler and its properties; a detailed treatment
can be found in [63]. At the beginning of the transmission phase, the PS selects a list of up
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to Cmax packets to be sent to the RRA. The RRA allocates up to Creq resource units, where
Creq  Cmax; the rate constraint n(i)(k) (4.5.1) for user k is given by the number of packets
belonging to user k in the list generated by the scheduler. Note that this list is longer than
what can actually be transmitted in a frame. The number of packets in the list which belong
to user i constitute the upper bound on the amount of resources that can be allocated to that
user. The excess packets Cmax  Creq represent the amount of \freedom" given to the RRA to
take advantage of user diversity by exploiting some short-term unfairness. Thus the allocator
selects a subset of users for transmission, and for each ow the sub-channel(s) to be assigned
to it. Finally, at the end of the frame the PS receives from the RRA the list of the actually
allocated packets; it is thus able to keep track of the state of each user and to correctly update
the internal state associated to it. The same rate constraints are imposed when allocating
sub-channels to the users during the slots which make up the allocation phase; the scheduler,
however, need not take this into account, since no actual data transfer takes place.
Our goal is to fairly allocate the transmission resources to the users according to their
weight. An important property of our scheduling algorithm is that this fairness goal is attained
independently of the algorithm used by the allocator, i.e., of the policy according to which
Creq out of Cmax packets are selected for transmission. In fact, it can be shown [47] that the
(weighted) discrepancy between the transmission rates of any two users can be made arbitrarily
small by choosing a suciently long time interval, whatever the values of Cmax and Creq used
in each frame. This remains true even if they are varied over time, provided the dierence
Cmax()  Creq() can be uniformly bounded over time.
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4.3 A centralized allocator for multicellular multi-carrier
systems
To reduce the complexity of the allocator we use a single transmission format per user. To
support this choice, we develop a benchmark model, by dening a CRA that jointly solves the
Ncells allocation problems (4.1) and can be formulated as follows
min
P;S
NcellsX
i=1
K(i)X
k=1
X
n2S(i)k
P (i)n = f(P;S) (4.8)
r
(i)
k  R(i)k 8i; k (4.8.1)
S
(i)
j \ S(i)k = 0 8k; i; j 6= k (4.8.2)
where the constraints are dened in analogy to (4.1), P is the N  Ncells-dimensional vector
containing the power allocations in the system, S is the set of all channel assignments, and
r
(i)
k =
P
n2S(i)k
B log2(1 + 
(i)
k;n) is the transmitted rate of user k in cell i. This optimization
problem yields a lower bound on the target problem, to be compared with the value achieved
by (4.5).
Unfortunately, problem (4.8) is nonconvex because of the presence of the target rate con-
straints (4.8.1), which can be expressed as the dierence of two concave functions [64], and
because of the exclusive allocation constraints (4.8.2). As a consequence, nding the exact
solution of the CRA formulation has exponential complexity in N and in the total number of
users Nu =
NcellsP
i=1
K(i) and requires the evaluation of all possible channel assignments. There-
fore, rather than following a brute force approach, we resort to nding a (hopefully) close bound
to the RRA solution by looking for the maximum of the Lagrange dual function g(), which is
dened as
g() = min
P;S
NcellsX
i=1
K(i)X
k=1
X
n2S(i)k
P (i)n +
NcellsX
i=1
K(i)X
k=1

(i)
k

R
(i)
k   r(i)k

(4.9)
S
(i)
j \ S(i)k = 0 8k; i; j 6= k (4.9.1)
where  is the Nu-dimensional vector of Lagrange dual variables (one per user). The solution
of the Lagrange dual problem
max g() (4.10)
  0: (4.10.1)
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yields a lower bound to the solution of the primal problem. Moreover, when the primal problem
is convex and satises the Slater constraint qualications, strong duality holds, i.e. the gap
between the primal solution and the dual solution is zero. In our case the CRA problem is
not convex but, under certain conditions [35], strong duality may still hold. In practice, the
conditions for strong duality may be dicult to be met, but, since our goal is to assess the
quality of the allocation found with LP-based methods, a solution with a small duality gap will
suce.
Unlike (4.8), problem (4.10) is always convex and its solution  can be found following an
iterative strategy based on the ellipsoid [25] method. Although g() is not dierentiable due to
constraints (4.9.1), we can iteratively update the ellipsoid equation by computing a subgradient
[35] of g() as d = R  r (P;S) where R and r (P;S) are the Nu-dimensional vectors stacking
the rate requirements and the rates achieved as function of P and S for all the users in the
system. Let P(p) and S(p) be the allocation vectors computed at iteration p, the recursive
algorithm to nd  works as follows:
1. Compute the subgradient vector d(p+1) = R  r  P(p);S(p);
2. Given d(p+1), nd (p+1) and A(p+1) dening the ellipsoid E(p+1) [25];
3. Given the updated dual variable (p+1), solve (4.9) to compute P(p+1) and S(p+1).
Thus, each iteration requires solving (4.9). By assuming that all sub-channels are allocated
in all cells, i.e.
K(i)S
k=1
S
(i)
k = N (i = 1; : : : ; Ncells), and rearranging the order of the sum terms, the
problem (4.9) can be reformulated as the sum of N lower-complexity optimization problems
g() =
NX
n=1
gn() +
NcellsX
i=1
K(i)X
k=1

(i)
k R
(i)
k (4.11)
where gn() is
gn() = min
P;S
NcellsX
i=1
0@P (i)n   K(i)X
k=1

(i)
k B log2(1 + 
(i)
k;n)In

S
(i)
k
1A : (4.12)
where the allocation indicator function In(Sk) for sub-channel n is 1 if n 2 Sk and 0 other-
wise. Formulation (4.11) allows to split the allocation problem into N distinct unconstrained
problems. Unfortunately, since problems (4.12) are nonconvex in P and S, the complexity, now
linear in the number of sub-channels, is still exponential in the number of users. Therefore,
following [35] we propose a heuristic that is guaranteed to converge to a local minimum at
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least. First of all, we employ a xed set of M transmission formats B = f0; 1; 2; : : : ; M 1g,
which corresponds to a set of M target SINRs   = f0; (1); (2); : : : ; (M   1)g. Given the
dual variable vector , we solve (4.12) a cell at the time, i.e. performing the allocation in one
cell having xed the transmission formats and channel assignments in all other cells. In this
case, computing the power required to transmit with a given target SINR is a well-known power
control problem, which has a closed form solution [65] and, as a consequence, we are able to
select the combination of users and formats that minimizes the metric (4.12). This procedure
is iterated for each cell, as long as the cells keep changing their allocation. Such an iterative
process is guaranteed to converge, because every time a cell changes its allocation the objective
function gn() strictly decreases.
This algorithm is suboptimal in the sense that it may theoretically lead to compute a
solution to (4.8), which is only locally optimal. In this case, the vector d computed using the
local optimal rates is not guaranteed to be a subgradient of g(). In spite of this, in all our
simulations we have never observed any problems in the convergence of the ellipsoid method.
4.4 Numerical Results
We present the numerical results for a multi-cell OFDMA system with Ncells = 7 hexagonal
cells of radius R = 500 m. Each BS transmits over a downlink bandwidth W = 5 MHz so the
sampling time is Tc = 200 ns. The path loss is proportional to the distance between the BS
and the MS; the path loss exponent is  = 4. The overall bandwidth is divided into N = 16
sub-channels shared by all the cells in the system. The propagation channel is static and
frequency-selective Rayleigh fading with an exponentially decaying power delay prole. The
channel delay spread is  = 1 s and the coherence bandwidth is assumed to be larger than
the bandwidth spanned by each sub-band. Moreover, we consider a population of data users
with limited mobility (long channel coherence time). The number of active users at one time is
K(i) = K(i = 1; : : : ; Ncells), with K = 8 and, when the scheduler is taken into account, we set
Cmax = 2N and Creq = N . We assume that all BSs transmit with the same value of spectral
eciency . The scheduling weights  associated to the users are set to 1, thus the scheduler
aims at achieving the same average throughput for all users in a cell. The results shown in the
following have been obtained by averaging on 100 channel realizations; each simulation has a
duration of 50 frames.
The main performance indicators are Pm, the mean overall transmitted power per cell and
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m, the measured spectral eciency averaged over all sub-channels and over all cells; m is the
average sum rate, normalized to the available bandwidth, and it is computed as:
m = E fCreq ()g/N; (4.13)
where Creq() is the cell load for a given value of .
The number of iterations of the allocation phase is the sum of Ns and Npow. In practice
Npow = 3 iterations are already sucient for power control, so that most of the iterations
are due to the eort of nding a stable allocation. Thus Ns is a critical parameter: if it is
too small, the allocation may not have enough time to converge and an excessive number of
sub-channels may have to be switched o. However, increasing Ns leads to more overhead. In
practice, relatively small values of Ns are sucient to achieve a high spectral eciency in the
transmission phase.
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Figure 4.2: Measured spectral eciency m vs. duration of allocation phase Ns
Figures 4.2 and 4.3 illustrate how our DLA performs as a function of Ns for various values
of . For intermediate values of the load ( = 2 bit/s/Hz) a few iterations are sucient
to nd a stable allocation with no need to reduce the cell load. As the load grows ( = 3
bit/s/Hz), the DLA needs a larger number of iterations to nd a feasible allocation but the
system still performs very little load reduction. Further increases of the load ( = 4 bit/s/Hz)
require a much larger number of iterations and impose substantial load reductions. It is worth
comparing the performance for  = 3 and  = 4 bit/s/Hz after 10 iterations: the system
measures approximately the same mean spectral eciency but for  = 4 consumes almost twice
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Figure 4.3: Mean power per cell Pm vs. duration of allocation phase Ns
as much power. In the following we set Ns = 5 for   2, Ns = 10 for 2 <   3 and Ns = 20
for 3 <   4 bit/s/Hz.
In the following (Figures 4.6 and 4.5), we compare the performance of the LPRA with other
RA schemes encountered in the literature. Since some of the schemes analyzed do not integrate
easily in our layered architecture, the results are obtained simulating only one frame. In this
case, we impose the same rate requirements to all users in the system and we do not take into
account the PS. As a consequence, in case of load reduction, any fairness issue is neglected.
The MARA [54] is an iterative heuristic based on a LP approach. Starting from the formu-
lation (4.5), each iteration of the MARA is composed of two phases. In the rst phase, channels
are allocated neglecting the MAI so that the power costs are computed based on the channel
gains with the serving BS. In the second phase the allocator deals with interference by solving
a centralized power control problem on each sub-channel. At the end of each iteration the algo-
rithm dissuades the users from using the sub-channels where they cannot achieve their target
SINR by articially increasing the cost of those specic sub-channels. To enforce convergence,
the rate constraints for those users that are unable to nd a stable allocation are progressively
reduced.
The scheme proposed by Pischella and Belore (PBRA) in [55] is an iterative algorithm made
up of several steps: 1) determine for each user and each sub-channel a maximum SINR value
so that the convergence of distributed power control is guaranteed; 2) allocate sub-channels
to the users according to a heuristic that aims at power minimization under target data rate
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requirements; 3) solve a convex optimization problem that sets a SINR target for each user
respecting the constraints dened in step 1) and meeting the user rate constraints; 4) perform
distributed power control to meet the SINR targets of step 3). Users for which it is not possible
to meet the rate constraints in step 3) are simply switched o.
We also compare the system performance with the two FFR schemes presented in [56],
denoted as FFR-A and FFR-B, which enforce dierent allocation strategies on the base of
the position of the users in the cell. In the FFR-A scheme terminals close to the BS use the
same bandwidth in all the cells, while the channels assigned to edge users can not be reused in
adjacent cells. The FFR-B strategy allows users near the BS and edge users located in adjacent
cells to transmit on the same channels. Given a population of users, these FFR schemes are
employed to build an interference graph where two MSs are connected by an edge if they
interfere with each other. The resources are then assigned following a greedy strategy based
on the channel gains with the serving BS, with the objective of minimizing the overall power
subject to interference and rate constraints. Once all channels are assigned, each BS performs
Npow power control iterations and those sub-channels which have not yet achieved their target
SINR are switched o.
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Figure 4.4: Measured spectral eciency m vs. target spectral eciency  (resource allocation
and load control, no scheduler, same rate for all users)
Figure 4.6 plots m versus  for the dierent allocators. Since FFR-A's interference graph has
many connections, even at low trac loads it does not manage to satisfy all user requirements;
for this reason FFR-B and all the other allocators outperform it. On the other hand, for high
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Figure 4.5: Mean power per cell Pm vs. measured spectral eciency m (resource allocation and
load control, no scheduler, same rate for all users)
trac loads FFR-A is more robust to interference and performs better than FFR-B. For  > 2
bit/s/Hz, the PBRA algorithm achieves a stable allocation by signicantly reducing the load,
while both LPRA and MARA schemes require a much more limited reduction in throughput.
For  > 3 bit/s/Hz, the centralized heuristic MARA is only slightly better than our solution.
Figure 4.5 plots Pm vs m. For a given value of m LPRA consumes the least power of all
studied schemes. MARA has very good performance with low to medium loads but for high
loads it is unable to cope with the increasingly strong MAI. FFR-B and PBRA have similar
results while FFR-A is penalized by the diversity, consequence of its interference management
policy.
A further insight into the performance of the distributed iterative LPRA scheme is obtained
by the comparison with the performance of the CRA algorithm presented in Section 4.3.
Figure 4.7 shows the mean transmitted power Pm as a function of K, the number of users
per cell, for LPRA with  = 2 and CRA with M = 2 and M = 4. M denotes the number of
transmission formats; specically, withM = 2 the two formats correspond to spectral eciency
 = 0 (no transmission) and  = 2, with M = 4 the four formats correspond to  = 0; 1; 2; 4.
For a small number of users CRA with M = 4 signicantly outperforms the other schemes
and the reason thereof is that link adaptation is very important when there is little multi-user
diversity. As the number of users increases, the performance gap between CRA withM = 4 and
CRA with M = 2 transmission format and LPRA becomes almost negligible. Two important
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conclusions can be drawn by the analysis of the results in Figure 4.7: i) there is a very small
penalty for adopting just one transmission format, provided that there are enough users in the
system; ii) in the scenarios under study the information acquired by feedbacking the interference
in an iterative distributed algorithm makes it possible to achieve results that are close to those
obtained with centralized algorithms possessing full channel state information for all users in
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the multi-cell system.
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Figure 4.8: Measured spectral eciency m vs. target spectral eciency (Distributed Layered
Architecture)
Figure 4.8 shows the performance of the full-blown DLA as function of . The dierence
with respect to the results presented in Figure 4.6 is that now the scheduler dictates, frame
by frame, the rate constraints of the users, in order to achieve fairness in the long term. The
dashed line plots the curve of the ideal case when no load reduction takes place, i.e. m = :
the results are very close even when fairness is actively pursued. In general, we can show that
the DLA is able to cope with interference even for high trac loads.
A commonly used measure of fairness for the throughputs xi of a set of n ows is Jain's fair-
ness index, dened as (
Pn
i=1 xi)
2
=
 
n
Pn
i=1 x
2
i

. Figure 4.9 plots Jain's fairness index averaged
among cells for the three values of spectral eciency  = 2; 3; 4 bit/s/Hz. It is worth pointing
out that, even in high load conditions (i.e. at  = 4 bit/s/Hz), the packet scheduler is able to
guarantee a fair throughput allocation among users in the cells in the long term. From Figure
4.9, it appears that a fairness index in excess of 0:99 is achieved in at most 20 frames. For a
frame duration in the order of tens of ms this amounts to a few hundred ms, which implies that
fair throughput is perceived from the applications' point of view.
56
4.4 Numerical Results
0 10 20 30 40 50
0.92
0.93
0.94
0.95
0.96
0.97
0.98
0.99
1
Frame
Ja
in
’s 
fa
irn
es
s 
in
de
x
 
 
η = 2 bit/s/Hz
η = 3 bit/s/Hz
η = 4 bit/s/Hz
Figure 4.9: Jain's fairness index per cell vs. frame
57

Chapter 5
Carrier frequency oset recovery
in FBMC systems
We already discussed about the main characteristics of FBMC modulation and its appealing
features that led it to be one of the most important technologies adopted in several standards
for next generation multicarrier systems. The increasing interest in FBMC modulation is also
demonstrated by a number of relevant contributions on the topics of channel equalization and
signal synchronization. In [66], per-subcarrier equalization is performed by employing a rst-
order allpass and linear-phase FIR lter, while in [67] fractionally spaced linear and decision
feedback equalizers for FBMC are designed and analyzed. The timing synchronization problem
is addressed in [68]-[71]. In detail, the BER sensitivity to timing errors is discussed in [68],
whereas in [69] and [70] simple data-aided and decision directed timing error detectors. In
[71], instead, an iterative blind closed-loop scheme is derived. The issue of CFO recovery for
multicarrier systems has received considerable attention in recent literature, primarily for ap-
plication in the OFDM context [72]-[77], but unfortunately the techniques proposed for OFDM
are neither optimized nor directly applicable to FBMC in view of the rather dierent signal
formats.
However, a few algorithms for CFO extraction specically tailored for FBMC have also been
proposed, and they can be roughly qualied as PA or blind schemes, depending on whether
they rely or not on the presence of known pilot symbols multiplexed with the data stream.
A PA estimator attempts to recover the CFO (and possibly other parameters of interest such
as channel state information, timing error etc.) from the received samples associated to the
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pilot symbols after modulation removal [78], [79], while blind schemes extract CFO information
from manipulation of proper symbol-independent metrics, notably second-order statistics such
as the energy collected at the matched lter output [13] or specic correlation properties of the
multicarrier waveform [80], [81].
The above references provide a representative sample of the scarce literature available on
CFO recovery for FBMC. All of them, however, with the exception of [78], propose algorithms
devised under the assumption of time-invariant or slowly changing fading and as such they
exhibit a poor behavior whenever the channel is aected by a signicant Doppler spread, in
addition to frequency selectivity, a condition frequently met in wireless mobile communications.
In [78] this aspect is specically addressed and the double (time-frequency) variability of
the channel is dealt with by incorporating the statistical knowledge of the channel, in terms
of autocovariance matrix of the channel fading, in a ML-derived estimation algorithm. The
cited matrix is evaluated at the pilot positions, uniformly spaced apart both in frequency (over
the available subcarriers) and in time (over the symbol positions). A major issue with this
approach is related to the correct choice of the pilot symbol spacing, that cannot be too tight
not to impact spectrum eciency, nor too loose to permit correct sampling of the time-frequency
fading process, to be pursued not only in view of CFO recovery but also for accurate channel
estimation and equalization. When the pilot pattern is properly selected, a PA-based MLE (PA-
MLE) can normally boast a smaller estimation error in comparison with blind counterparts [78].
On the other hand, the range of values of CFO ensuring unambiguous operation of the PA-
MLE (i.e., its acquisition range) turns out to be approximately as wide as the inverse of the
time-domain pilot separation, and hence may become very narrow when the latter are widely
spaced apart, a limitation that is not felt when a blind approach is employed. The above may
represent a serious limitation in those situations where the CFO is a signicant fraction of the
subcarrier symbol rate, as occurs in high-data-rate applications or in the presence of a large
relative instability of the inherent transmission-reception oscillators.
In this Chapter we make a step ahead with respect to the approach in [78] by proposing an
improved version with extended acquisition while still ensuring adequate accuracy at aordable
complexity. We derive a CFO recovery algorithm that takes advantage both of pilot symbols
and also indirectly of data symbols through knowledge and exploitation of their modulation
format. More specically, in addition to the information provided by the pilot symbols, the
new algorithm attempts to improve the CFO estimate by utilizing the phase rotation introduced
by the CFO between any other available pair of symbols, either of mixed type (i.e., a pilot and a
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data symbol) or homologous type (two data symbols), through previous coarse estimation and
cancellation of the relative (dierential) phase shift induced by the modulation. The latter shift
belongs to the nite-size set of all possible dierential phases between constellation symbols, and
therefore it can be reliably estimated from the two observed samples provided that the random
phase drift due to the combined eect of noise, CFO and channel fading can be considered
small with respect to the minimum angular separation between constellation points. This
constraint however is not as restrictive as it might appear at rst glance since, as discussed in
the following, the modulation-induced dierential phase between any pair of received symbols
can be decomposed into a sequence of concatenated phase shifts between consecutive symbols,
and therefore the cited requirement turns out to be relatively mild as it applies ultimately to a
single symbol interval.
The rationale behind the proposed approach can be briey outlined as follows. Initially the
algorithm is set out in the framework of ML joint estimation of CFO and data symbols. For
simplicity only the 4-QAM modulation format is considered. Subsequent elaboration shows
that the LLF depends on the dierential phases between pairs of tentative symbols in addition
to the CFO. Next, the dependence of the LLF on the data symbols is dropped by replacing
the above dierential phases by their estimates built, as mentioned, from the concatenation of
estimates relevant to pairs of neighboring samples. Finally, a search for the maximum of the
resulting LLF leads to the desired estimate of the CFO.
5.1 Signal Model
As shown in Chapter 2, the FBMC signal transmitted over a burst of L consecutive blocks can
be written as
s(t) =
LX
`=1
NX
q=1
a
(q)
` g(t  `T )ej2qMt=NT ; (5.1)
where a
(q)
` is the (information or pilot) symbol transmitted over the l th FBMC block within
the q th subcarrier, 1  q  N , and constraining the quantity M = (1 + )N to be an integer
for ease of implementation. Under some mild assumptions (see 2.2.2), the received sample taken
on the n th subcarrier at the instant t = kT can be approximated as
z
(n)
k ' '(n)k a(n)k ej2k + w(n)k ; (5.2)
where '
(n)
k is a multiplicative factor accounting for the channel time-frequency selectivity,  is
the CFO normalized to the signaling rate 1=T , # is the phase oset, and w
(n)
k is a complex-valued
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zero-mean independent Gaussian random variable with variance 2 = 2N0.
Let us dene
z(n)

= [z
(n)
1 ; : : : ; z
(n)
L ]
T ; (5.3)
'(n)

= ['
(n)
1 ; : : : ; '
(n)
L ]
T ; (5.4)
w(n)

= [w
(n)
1 ; : : : ; w
(n)
L ]
T (5.5)
as the vectors collecting the received samples, the time-varying channel gains and the noise
samples, respectively, on the n th subcarrier. Thus, from (5.2) it follows that
z(n) = 	()A(n)'(n) +w(n); (5.6)
where 	() and A(n) are L L diagonal matrices dened as
	()

= diag

ej2 ; : : : ; ej2L
	
; (5.7)
and
A(n)

= diag
n
a
(n)
1 ; : : : ; a
(n)
L
o
: (5.8)
Hence, stacking z(n), '(n) and w(n) to form the vectors
z

= [z(1)
T
; : : : ; z(N)
T
]T ; (5.9)
'

= ['(1)
T
; : : : ;'(N)
T
]T ; (5.10)
w

= [w(1)
T
; : : : ;w(N)
T
]T ; (5.11)
the observed sequence can be expressed as
z =  ()A'+w; (5.12)
where  () and A are LN  LN diagonal matrices dened as
 ()

= Diag f	(); : : : ;	()g ; (5.13)
and
A

= Diag
n
A(1); : : : ;A(N)
o
: (5.14)
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5.2 ML Carrier Frequency Estimation
5.2.1 Formulation of the ML Estimation Problem
In a typical wireless propagation environment, the set of channel coecients ' can be modeled
as a complex zero-mean Gaussian vector with covariance matrix C' = Ef''Hg. Since the
latter changes slowly with time, it can be estimated at the receiver either through channel
sounding or exploiting the a priori knowledge about the multipath delay prole and the Doppler
spread. Under this assumption, the received samples z in (5.12), for given CFO  and A,
are jointly complex zero-mean Gaussian as well, with covariance matrix Cz() = EfzzHg =
 ()AC'A
H ()H+2ILN . Therefore, the JMLE of the normalized CFO and the transmitted
symbols is obtained by minimizing the LLF [82]
JMLE(;A)

= zH ()AFAH ()Hz; (5.15)
where F

=
 
C' + 
2ILN
 1
. Finding the JMLE solution involves, however, a linear grid search
over the interval I including the possible values of  together with all possible realizations of
A. Due to its combinatorial nature, the computational complexity of this problem becomes
intractable even for small L and N , and consequently, alternative methods for CFO recovery
need to be devised.
A good complexity versus accuracy tradeo is oered by the PA-MLE scheme pursued in
[78]. Herein, the main assumption is that each of S subcarriers conveys P pilot symbols, with
S  N , P  L, so that the total number of pilots embedded in the burst amounts to Q = PS.
Bearing in mind that the observation model (5.12) still holds when applied to the subset of
the received samples corresponding to pilot positions (with the dierence that z, ' and w are
Q-dimensional vectors and  (), A and C' are QQ diagonal matrices), we can build an LLF
metric similar to (5.15), that depends no longer on the (unknown) data symbols but only on the
frequency oset to be estimated; see [78] for further details. The following aspects concerning
the minimization of the LLF for the PA-MLE are now to be noted.
1. Since the matrix inversion required in the LLF can be performed o-line, only a linear
search is required over the interval I of trial values for  (coarse search), followed by
interpolation (ne search).
2. It is convenient to remove the dependence of F on  by setting it to a predened value
0, e.g. the one corresponding to the SNR at the nominal receiver sensitivity.
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3. It can be argued that the acquisition range of the PA-MLE widens by reducing the time-
domain pilot spacing, i.e., by increasing the number of symbols Q. At the same time,
the pilot overhead 

= QNL (and therefore Q for a given NL) has to be chosen as low as
possible, say below 10%, to not degrade the power and spectral system eciency.
5.2.2 Combined Pilot-Aided and Decision-Directed Frequency Esti-
mation
The above contrasting requirements about the choice of Q motivate the search for a more
ecient alternative to the PA-MLE scheme. Rather than increasing Q, i.e., the pilot overhead
, we pursue a dierent estimation strategy, based on combining the PA and DD concepts
together, that in the sequel will be referred to as CMLE.
The LLF in (5.15) for the JMLE of  and A can be rearranged into
JMLE(;A) =
LX
l=1
NX
s;c=1
a
(s)
l a
(c)
l z
(s)
l z
(c)
l G
(s;c)
l;l
+ 2
L 1X
k=1
L kX
l=1
Re
(
e j2k
NX
s;c=1
a
(s)
l a
(c)
l+k z
(s)
l z
(c)
l+kG
(s;c)
l;l+k
)
;
(5.16)
where G
(s;c)
n;m

= [G](s 1)L+n;(c 1)L+m, with G being dened as the matrix F in (5.15) evaluated
at  = 0, i.e., G

=
 
C' + 
2
0ILN
 1
. The LLF (5.16) depends on all the products between
any two symbols (data or pilots) within the burst. This fact suggests that we can get rid of data
symbols by resorting to dierential decisions taken on the products z
(s)
l z
(c)
l+k . To be specic,
from (5.2) we get
z
(s)
l z
(c)
l+k = '
(s)
l '
(c)
l+ka
(s)
l a
(c)
l+k e
 j2k + (s;c)l;l+k; (5.17)
where 
(s;c)
l;l+k is a disturbance term accounting for both the channel noise and fading. About
(5.17), we invoke the following assumptions:
a1) the channel fading is suciently correlated in both time- and frequency domains so that
'
(s)
l '
(c)
l+k '
'(s)l 2, regardless of the time lag k and the subcarrier indexes s and c;
a2) the normalized CFO  is suciently small so that e j2k ' 1, 8k 2 [1; L];
a3) the data and pilot symbols belong to a 4-QAM constellation with unitary radius, and all
pilots are equal.
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Next, after dening the dierential symbol b
(s;c)
l;l+k

= a
(s)
l a
(c)
l+k , we apply a1)-a3) in (5.17) yielding
z
(s)
l z
(c)
l+k '
'(s)l 2 b(s;c)l;l+k + (s;c)l;l+k: (5.18)
Hence, the dierential symbol b
(s;c)
l;l+k, that in view of a3) belongs to a 4-QAM constellation, can
be estimated, independently of the knowledge of the CFO and the fading gains, by feeding the
product z
(s)
l z
(c)
l+k into a conventional threshold detector. In order to give strength to assumptions
a1) and a2) for all values of k and s; c, with s 6= c, we rearrange the dierential symbol as
b
(s;c)
l;q = a
(s)
l p
(s)
l
p
(c)
q a
(c)
q = b
(s;s)
l;l
b
(c;c)
q;q , where p
(s)
l
and p
(c)
q are the pilots closest to the data
symbols a
(s)
l and a
(c)
q , respectively. The result is that the dierential decision can be computed
as b^
(s;c)
l;q = b^
(s;s)
l;l
b^
(c;c)
q;q , i.e., as the product of two dierential decisions on two closely spaced
symbols, and therefore, error propagation can be strongly mitigated. Thus, replacing the
product a
(s)
l a
(c)
l+k in (5.16) by the dierential decision b^
(s;c)
l;l+k and dropping immaterial factors,
we obtain the modied metric
CMLE() =
L 1X
k=1
L kX
l=1
Re
(
e j2k
NX
s;c=1
b^
(s;c)
l;l+k z
(s)
l z
(c)
l+kG
(s;c)
l;l+k
)
; (5.19)
whose minimization provides the CMLE solution.
We now focus on some issues concerning the computational complexity of (5.19).
1. Compared to (5.16), the metric (5.19) does no longer depend on data symbols, since the
latter have been replaced by dierential decisions as discussed earlier. This means that
the CMLE requires a linear grid search over the interval I as well, through the same
two-step procedure already discussed for the PA-MLE.
2. Due to the specic structure of the fading vector ', the covariance C' is a block-Toeplitz
matrix composed of N2 sub-matrices C
(n;m)
' of size LL, 1  n;m  N , representing the
covariance between the subcarriers of indexes n and m. In order to drastically simplify
the CMLE algorithm, the correlation between the fading coecients belonging to dierent
subcarriers has been dropped, thus replacing C' by C'

= Diag
n
C
(1;1)
' ; : : : ;C
(N;N)
'
o
. As
a consequence, the simplied CMLE employing the covariance C' is mismatched to the
actual fading conditions. Nevertheless, the resultant performance loss is moderate, as as
is proved by simulation results in Sect. 5.4. Thanks to the fading stationarity property,
however, we have C' = Diag f
; : : : ;
g, with 
 = C(1;1)' = C(2;2)' =    = C(N;N)' ,
and therefore, the inverse G

=
 
C' + 
2
0ILN
 1
can be easily computed as a block
diagonal matrix whose blocks are all equal to
 

+ 20IL
 1
. The CFO recovery algorithm
employing G instead of G in the metric (5.19) will be designated as LC-CMLE.
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3. To quantify the complexity level of the CFO recovery schemes illustrated so far, let us
take the subsequent assumptions: i) the computational load is provided by the number
of real-valued operations (additions and multiplications) required to compute the metric
to be optimized for each of the N (equispaced) trial values within the interval I; ii)
given C' and 0, the matrix G is computed only once as product between an upper
and lower triangular matrix (Cholesky decomposition); iii) the products involved in the
dierential decisions are not taken into account, since they correspond to phase rotations
by multiples of =2 and can be performed by swapping the real and/or imaginary parts
of the operands; iv) the values of e j2k are stored in a look-up table; v) the parameters
N , L and N are of the same order of magnitude. Without delving into details, it can be
shown that the overall complexity requirements of the PA-MLE, CMLE and LC-CMLE
schemes are given by CPA-MLE = O(NQ
2), CCMLE = O(N
2L2) and CLC-CMLE = O(NL
2),
respectively. Therefore, it comes out that the LC-CMLE, when compared to the CMLE,
has a complexity reduced by a factor of N , whereas it is approximately as complex as the
PA-MLE, even though the latter depends on the number N of the CFO trial values.
5.3 Cramer-Rao Lower Bound for PA-MLE
The CRLB for the CFO estimate is derived under the assumption that all the symbols trans-
mitted within the burst (included in A) are known. Bearing in mind that the PDF p(z; ) of
the received samples z in (5.12) for a given CFO  is complex Gaussian with zero-mean and
covariance matrix Cz(), the Fisher information is given by [82]
I() =  E

@2 ln p(z; )
@2

= tr
(
C 1z ()
@Cz()
@
2)
; (5.20)
and correspondingly, CRLB() = I 1().
Putting the covariance matrix of z in the form Cz() =  ()(AC'A
H + 2ILN ) ()
H , its
derivative with respect to  is found to be
@Cz()
@
= j2 ()

H(AC'A
H + 2ILN )  (AC'AH + 2ILN )H

 ()H ; (5.21)
where the LN  LN diagonal matrix H is dened as
H

= diag f1; : : : ; L; : : : ; 1; : : : ; Lg : (5.22)
Hence, replacing the inverse matrix C 1z () =  ()(AC'A
H + 2ILN )
 1 ()H and (5.21) in
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(5.20) produces after some passages the desired result
I() = 82tr

(C' + 
2ILN )
 1H(C' + 2ILN )H H2
	
; (5.23)
with 2 being the inverse of the signal-to-noise (SNR) ratio Es=N0. Finally, evaluating (5.23)
for  !1 (low-SNR) yields
I1() = 82

Es
N0
2
tr

C2'H
2   (C'H)2
	
; (5.24)
whereas for  ! 0 (high-SNR) we obtain
I0() = 8
2tr

C 1' HC'H H2
	
; (5.25)
which proves the existence of a oor in the CRLB due to the time-variance of the fading channel.
5.4 Performance Results
In this section, the performance of the PA-MLE, CMLE and LC-CMLE estimators is evaluated
through computer simulation. These results are compared against two benchmarks: one being
the PA-MLE scheme with Q = NL, i.e., where all the burst symbols are assumed known, which
will be referred to as DA-MLE, the other the corresponding CRLB, as derived in Section . First,
we concentrate on the mean square estimation error (MSEE) Ef(^   )2g as a function of the
true CFO , that is useful to identify the acquisition range where the estimator performance is
reliable. Next, the noise sensitivity is analyzed for a specied CFO in terms of the MSEE as a
function of the mean-energy-per-symbol-to-noise-spectral-density ratio Es=N0.
5.4.1 Simulation Setup
Each burst is composed of N = 16 subcarriers and spans L = 50 FBMC symbol intervals.
As case study (other pilot patterns have been tested), we choose the pilot overhead  = 5%,
so that the total number of pilots is Q = 40, and S = N=2 = 8 subcarriers each bearing
P = 5 pilots, with N = f0; 2; 4; 6; 9; 11; 13; 15g and K = f0; 9; 19; 29; 39g being the pilot indexes
along the time and frequency axes, respectively. The SRRC prototype lter g(t) has roll-o
factor  = 0:25, while both data and pilot symbols are unitary-energy with 4-QAM format.
The channel is time- and frequency-selective with U = 6 paths. The excess delays u

=
u   0 are uniformly spaced, and the gains are modelled as zero-mean independent complex-
valued Gaussian processes having Jakes power spectrum with Doppler bandwidth fD and mean
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square value decaying exponentially with u, so that the normalized channel delay spread
is =T = 10
 2. Two dierent propagation environments are considered: SF channels with
fDT = 7:5  10 3 and FF channels with fDT = 3  10 2. As for the noise variance required by
the estimators, a single predened value of 20 is selected so that the corresponding Es=N0 is
equal to 15 dB.
5.4.2 MSEE Performance
Acquisition Range. The acquisition range evaluated at Es=N0 of 30 dB is shown in Figs. 5.1 and
5.2 for the SF and FF channels, respectively.
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Figure 5.1: Acquisition range on slow-fading channel at Es=N0 = 30 dB.
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Figure 5.2: Acquisition range on fast-fading channel at Es=N0 = 30 dB.
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5.4 Performance Results
For both scenarios, i) the MSEE of the DA-MLE (in the considered interval) comes out to
be nearly independent of the true CFO, and ii) the LC-CMLE outperforms the PA-MLE, even
though exhibiting a comparable complexity. This behaviour is consistent with the fact that the
acquisition range is roughly as wide as the inverse of the time-domain pilot spacing. Indeed,
when we arrange pilots adjacent together as in DA-MLE, the acquisition range is equal to the
inverse of symbol interval 1=T , while spacing them every 10 data symbols as in the PA-MLE,
the acquisition range gets narrower to around 10% of 1=T . On the other side, the joint use of
pilots and dierential decisions, which are related to data symbols inserted between each pair
of consecutive pilots, makes the acquisition range of the CMLE and LC-CMLE around twice
as wider as compared with the PA-MLE, thus balancing the cost of pilot overhead against the
acquisition performance. When the channel becomes faster, the acquisition performance of all
the algorithms we are discussing slightly degrades as shown in Fig. 5.2. This takes place for
both the CMLE and LC-CMLE as well. Actually, the larger the Doppler bandwidth, or in other
words, the less the fading correlation over time and frequency, the less accurate the assumption
a1) of Sect. 5.2.2 is. This leads to larger errors on the dierential decisions from the products
z
(s)
l z
(c)
l+k in (5.18), with the ultimate eect that the CFO estimate accuracy decays due to a less
and less precise cancellation of the modulation phase shift in the metric (5.19).
Noise sensitivity. Figs. 5.3 and 5.4 quantify the MSEE metric attained over the SF and FF
channels, respectively, as a function of Es=N0 assuming that the CFO to be estimated is  = 0.
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Figure 5.3: MSEE versus Es=N0 on slow-fading channel.
As for the SF scenario, from Fig. 5.3 it can be noted that: i) the DA-MLE does not
achieve the CRLB due to the nite data records, whereas the additional MSEE gap of the
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Figure 5.4: MSEE versus Es=N0 on fast-fading channel.
other estimators depends, respectively, on the limited number of pilots transmitted within the
burst (PA-MLE), the errors on the dierential decisions (CMLE) and the approximation on the
fading covariance matrix (LC-CMLE) as a diagonal block matrix; ii) as expected, the CMLE
closely approaches the DA-MLE at large SNRs thanks to all the information it exploits within
the burst; iii) the LC-CMLE oers worse performance with respect to the CMLE because of
the simplication of the fading covariance matrix structure, while it is substantially equivalent
to the PA-MLE. Finally, the results for fast channel conditions (FF) are illustrated in Fig.
5.4. Due to the faster variations of fading from symbol to symbol, the MSEE curves of all
the estimators depart slightly further from the CRLB if compared with the SF channel. Then,
coherently with the results in Fig. 5.2, the reduced reliability of the dierential decisions makes
now the CMLE and the LC-CMLE incur a MSEE oor at large SNRs, comparable with that
of the PA-MLE, although at low SNRs the CMLE proves to be the estimator closest to the
DA-MLE.
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