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Resumen
Este proyecto investiga te´cnicas de estimacio´n de error a posteriori para el me´todo de
elementos finitos, aplicadas a un caso de intere´s en la industria aerona´utica. El estimador
de error objeto del estudio utiliza el me´todo variacional de las multiescalas. La ventaja de
este me´todo reside en que se evita la resolucio´n de ecuaciones diferenciales para estimar
el error. Este me´todo ha resultado eficiente en el estudio de ondas de choque en flujos
superso´nicos. En el presente proyecto, se pretende analizar el comportamiento de este es-
timador de error en re´gimen subso´nico para las ecuaciones de Euler.
Para este tipo de estudios es necesario comparar el error estimado con el error real. La
eleccio´n de los perfiles de Joukowski para este estudio se justifica no solo en su relevancia
en la historia de la aerona´utica, sino en que adema´s, haciendo uso de una transformacio´n
conforme en variable compleja en combinacio´n con el me´todo de Poggi, tienen una solucio´n
anal´ıtica conocida para flujo potencial compresible.
Se ha estudiado el estimador de error con respecto a gran cantidad de para´metros como
pueden ser, el nu´mero de Mach del flujo, las matrices de tiempos intr´ınsecos, tando del
flujo como del estimador de error y la norma elegida para el ca´lculo del residuo. Tambie´n
se han usado distintas geometr´ıas para asegurar la repetibilidad de los resultados.
I´ndice general
1. Introduccio´n 1
1.1. Estimacio´n de error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2. Me´todo Variacional de las Multiescalas 6
2.1. Formulacio´n matema´tica . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1. Formulacio´n de´bil y formulacio´n fuerte del problema . . . . . . . . 7
2.1.2. Estimacio´n de error por el VMSEE . . . . . . . . . . . . . . . . . . 10
3. Perfil de Joukowski 12
3.1. Transformacio´n conforme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2. Transformacio´n de Joukowski . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1. Obtencio´n de las coordenadas del perfil . . . . . . . . . . . . . . . . 15
3.2.2. Obtencio´n de la solucio´n anal´ıtica para flujo potencial . . . . . . . . 16
3.3. Modelo computacional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.1. Creacio´n de la geometr´ıa . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2. sec:bc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.3. Mallado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4. Validacio´n y limitaciones 22
4.1. Validacio´n del co´digo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.1.1. Error en la condicio´n de contorno . . . . . . . . . . . . . . . . . . . 23
4.2. Error de convergencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5. Resultados 26
5.1. Presentacio´n de los resultados . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.2. Estudio ba´sico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2.1. Repetibilidad o consistencia . . . . . . . . . . . . . . . . . . . . . . 28
5.2.2. Dependencia con el nu´mero mach . . . . . . . . . . . . . . . . . . . 29
5.2.3. Dependencia con respecto a los para´metros del me´todo . . . . . . . 32
5.3. Estudio en profundidad del caso base . . . . . . . . . . . . . . . . . . . . . 34
6. Conclusiones y posibles trabajos futuros 37
Bibliograf´ıa 40
i
Anexos 41
A. Me´todo de Poggi 42
B. Adimensionalizacio´n del problema 51
C. Figuras suplementarias 53
ii
Cap´ıtulo 1
Introduccio´n
Los me´todos computacionales son una de las u´ltimas herramientas a disposicio´n del
ingeniero especializado en meca´nica de fluidos. Se empezaron a desarrollar a mediados del
siglo XX tras la irrupcio´n de los computadores. En un principio se limitaron a apoyar o
a extender resultados emp´ıricos. Hoy en d´ıa son capaces de ofrecer soluciones confiables a
modelos f´ısicos plasmados en ecuaciones diferenciales y a pesar de su relativa novedad, se
han integrado de una manera muy notable en los ma´s variados procesos industriales. El
ra´pido desarrollo de los ordenadores1 ha supuesto un aumento de su capacidad de ca´lculo
al mismo tiempo que un abaratamiento de su coste.
La meca´nica de fluidos es un campo donde los me´todos computacionales son de gran
utilidad y al mismo tiempo suponen un gran reto. Ambas situaciones se deben a la gran
complejidad de los modelos matema´ticos que describen el comportamiento de los fluidos.
Hay que recordar que las soluciones anal´ıticas que existen en meca´nica de fluidos o
bien sirven para geometr´ıas muy sencillas, o bien asumen hipo´tesis simplificativas que des-
virtu´an la solucio´n obtenida. Sin embargo, Los me´todos de CFD2 se adaptan a cualquier
geometr´ıa y permiten abordar el problema con toda su complejidad a cambio de tiempo de
computacio´n. Tambie´n pueden ser una poderosa herramienta de disen˜o en campos como
la aerodina´mica externa de veh´ıculos, ya que permiten que so´lo en las u´ltimas iteraciones
del disen˜o sea necesario el uso de maquetas o prototipos para ensayar en tu´neles aero-
dina´micos, producie´ndose as´ı un ahorro considerable en costes.
1La ley de Moore dice que cada dos an˜os se duplica la cantidad de transistores que se pueden integrar por
unidad de superficie, sin un aumento significativo del coste del dispositivo. Esta ley se ajusta prefectamente
a los datos histo´ricos desde los an˜os 70 hasta nuestros d´ıas. Se preve´ que siga cumplie´ndose hasta el an˜o
2015.
2Fluidodina´mica Computacional
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1.1. Estimacio´n de error
La estimacio´n de error es uno de los campos de investigacio´n de mayor intere´s en CFD.
Hoy en d´ıa, los me´todos computacionales son fiables, u´tiles y cada vez ma´s ra´pidos, de tal
manera que ya esta´n plenamente integrados en el proceso productivo. La estimacio´n de
error surge como una mejora natural de los mismos. Como en otros campos de la ciencia
o de la ingenier´ıa, es deseable conocer con que´ margen de error se ajustan a la realidad los
ca´lculos o incluso los resultados de un experimento. En los me´todos experimentales, una
medida no se considera completa sin una estimacio´n del error cometido. La tendencia en
los me´todos CFD deber´ıa ser la misma, ya no so´lo por una cuestio´n de rigor cient´ıfico, sino
porque, como veremos ma´s adelante, una correcta evaluacio´n del error puede suponer un
ahorro considerable en el coste computacional (y por tanto econo´mico) de las simulaciones.
Las soluciones obtenidas por los me´todos computacionales en general y el Me´todo de
los elementos finitos en particular, dependen fuertemente de la discretizacio´n, ya sea del
dominio espacial (geometr´ıa) o temporal. En este trabajo nos centraremos en el Me´todo
de los elementos finitos y en la influencia de la discretizacio´n espacial.
Se sabe que para una malla infinitamente densa, la solucio´n por elementos finitos con-
verge a la solucio´n exacta del problema. En general, cuanto ma´s densa es la discretizacio´n,
mejor es la solucio´n obtenida, aunque su coste computacional es mayor. La eleccio´n de la
malla surge por tanto del compromiso entre la precisio´n de la solucio´n requerida y el coste
computacional que se esta´ dispuesto a asumir. La estrategia de mallado ma´s interesante
es aquella en la que se concentran mayor nu´mero de elementos en la zona donde estos son
necesarios. As´ı, se impone mayor resolucio´n en las zonas donde los gradientes son intensos.
Cabe destacar que obtener el mallado adecuado ser´ıa trivial si tuviesemos ya una solucio´n
donde se observen todos los feno´menos relevantes.
Es en este punto donde tradicionalmente ha entrado en juego la intuicio´n y experien-
cia de la persona que esta´ resolviendo flujo, que observando con atencio´n los resultados,
tras un proceso iterativo que muchas veces es largo y tedioso, puede obtener una malla
adecuada para la resolucio´n del problema.
Las te´cnicas de estimacio´n de error pueden desempen˜ar un papel crucial en esta situa-
cio´n. Para esto es necesario que el estimador de error sea local. Si se conoce el error de la
simulacio´n en cada punto con fiabilidad, y se relaciona dicho error con el taman˜o de los
elementos de la malla, se podr´ıa elegir un umbral de error que se considere aceptable y
elaborar una malla que obtenga ese resultado. Actuando as´ı se obtendr´ıan simulaciones
con un error controlado aumentando la densidad de la malla so´lo donde sea necesario. A
esta estrategia se le llama Mallado adaptativo.
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Figura 1.1: Mallado adaptativo
Se observa en la Figura 1.1 co´mo se ha pasado de una malla inicial bastante uniforme
y tosca a una bastante ma´s refinada. En esta u´ltima, el taman˜o de elementos no es uni-
forme, intuye´ndose la presencia de varias capas l´ımite muy bien resueltas por el mallado
adaptativo. Es curioso comprobar el hecho de que una malla bien resuelta puede servir
para “adivinar” la solucio´n del problema.
Este trabajo estudia Estimadores de Error basados en elMe´todo Variacional de las Mul-
tiescalas.3 A grandes rasgos, obtiene una aproximacio´n del error local cometido tomando
como entradas una malla de elementos finitos y los resultados correspondientes a la simu-
lacio´n. Ya se ha demostrado su fiabilidad para problemas de flujo de Euler bidimensional
compresible y superso´nico. En este proyecto se pretende estudiar su comportamiento en
flujo compresible subso´nico. Adema´s tiene un coste computacional muy bajo. Esta u´ltima
cuestio´n es crucial, ya que existen me´todos de estimacio´n de error con un coste superior al
de la computacio´n del problema. A lo largo del documento se expondra´n las caracter´ısticas
de este estimador.
1.2. Objetivos
El objetivo de este proyecto de fin de carrera es evaluar y caracterizar un estimador
de error para el me´todo de los elementos finitos basado en el Me´todo variacional de las
Multiescalas, estudiando un caso de flujo de Euler subso´nico. La evaluacio´n consiste en la
comparacio´n del error estimado por el VMSEE con el error exacto. Es conveniente hacer
notar en este punto que el estimador de error da como resultado una norma del error en
cada elemento. En sucesivos apartados se expondra´ adecuadamente la definicio´n de este
residuo en el contexto de los elementos finitos.
Tambie´n se busca caracterizar el VMSEE estudiando su comportamiento frente a la
variacio´n de diversos para´metros, tanto extr´ınsecos, es decir, relacionados con el flujo que
se estudia; como intr´ınsecos o relacionados con las variables del me´todo.
3A partir de ahora VMSEE
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Los para´metros que se van a estudiar son:
Dependencia con el nu´mero de Mach.
Dependencia con respecto al taman˜o del elemento.
Dependencia de la eficiencia del error con el error exacto cometido
Se estudiara´n distintas geometr´ıas, en este caso perfiles de la familia de Joukowski,
para asegurar la repetibilidad de los resultados
Dependencia con respecto a la matriz de tiempos intr´ınsecos del me´todo estabilizado
Dependencia con respecto a la norma elegida para el ca´lculo del residuo
1.3. Metodolog´ıa
Para evaluar el estimador de error es necesario establecer un patro´n de comparacio´n
para saber co´mo de bueno es el me´todo. En nuestro caso se ha elegido una simulacio´n de
flujo de Euler en condiciones subso´nicas alrededor de un perfil aerodina´mico, el perfil de
Joukowski. Este u´ltimo presenta la ventaja de tener una solucio´n anal´ıtica bastante fa´cil
de calcular y que es va´lida para nu´meros de Mach bajos en flujo subso´nico. Con objeto de
poder explicar co´mo se ha desarrollado el proyecto, es necesario adelantar la definicio´n de
la eficiencia del estimador de error.
Sea la descomposicio´n de la solucio´n:
u = u¯+ u′
siendo u la solucio´n exacta del problema, u¯ la solucio´n obtenida por el me´todo de elemen-
tos finitos y u′ el error exacto. El VMSEE estima el valor de la norma del error ηe.
As´ı la eficiencia del estimador de error Ieeff se define como
Ieeff =
ηe
‖u− u¯‖Ωe
donde ηe es la norma del error estimado para un elemento y ‖u − u¯‖Ωe es la norma del
error exacto.
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La estrategia de investigacio´n en el proyecto se ha desarrollado de acuerdo con los
siguientes pasos:
Creacio´n de un perfil de Joukowski.
Obtencio´n de la solucio´n exacta del flujo alrededor de este perfil.
Creacio´n de una malla de elementos finitos y solucio´n del problema.
Ca´lculo de las eficiencias de acuerdo con la definicio´n anterior.
Postproceso y ana´lisis de los datos.
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Cap´ıtulo 2
Estimacio´n de error mediante el
Me´todo Variacional de las
Multiescalas
A lo largo del presente cap´ıtulo se va a describir el me´todo de estimacio´n de error basado
en la formulacio´n variacional de las multiescalas. Las te´cnicas de remallado pueden basarse
en alguna de estas tecnolog´ıas.
Indicadores de error basados en la segunda derivada.
No estiman el error, sino que aprovechan una caracter´ıstica conocida de la solucio´n
exacta. Se sabe que la solucio´n exacta de la ecuacio´n diferencial es suave, es decir,
sus derivadas son continuas. Cuanto ma´s se aleja la solucio´n por elementos finitos de
esta caracter´ıstica, podemos suponer que peor aproxima a la solucio´n del problema.
Estimadores del error a posteriori. Se resuelve realmente una ecuacio´n ma´s o menos
simplificada del error utilizando los resultados de una simulacio´n de elementos finitos.
• Expl´ıcitos o basados en el residuo. Se caracterizan por su bajo coste compu-
tacional. Se pueden clasificar en:
◦ Locales.
◦ Globales.
• Impl´ıcitos o basados en problemas auxiliares, basados por ejemplo en la re-
solucio´n del problema dual o del problema adjunto. Implican la solucio´n de
ecuaciones diferenciales. Se pueden clasificar en:
◦ Locales.
◦ Globales.
Me´todos de recuperacio´n.
El VMSEE es un estimador de error a posteriori expl´ıcito para fluidodina´mica compu-
tacional. Es un me´todo con muy bajo coste computacional con el que se han obtenido
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buenos resultados para la ecuacio´n del transporte tanto unidimensional como multidimen-
sional, (Hauke y otros [2006]); as´ı como para la ecuacio´n de Euler en flujo superso´nico. El
estimador de error esta´ basado en un modelo que introduce aproximaciones propias de los
me´todos estabilizados.
Figura 2.1: Flujo de datos
Antes de introducir detalles de su formulacio´n matema´tica, se describira´ su funcio-
namiento integrado en un proceso de remallado, que sin duda es el uso ma´s importante
desde el punto de vista de la ingenier´ıa. De esta manera nos podremos hacer a la idea
de la potencia del me´todo. A la vista de la Figura 2.1, para obtener una estimacio´n de
error, es necesario alimentar al estimador de error con una malla de elementos finitos y su
solucio´n. El estimador de error da como resultado una aproximacio´n a la norma del error
cometido en cada elemento.
Es interesante hacer notar que para una malla de alrededor de 2000 elementos, el
tiempo de computacio´n para resolver el flujo por elementos finitos es del orden de las
decenas de minutos, mientras que el del estimador de error apenas llega al segundo. Es
decir, el coste computacional de este me´todo es despreciable con respecto al resto de los
procedimientos implicados en la solucio´n de un problema por el me´todo de los elementos
finitos. Esto supone una gran ventaja con respecto a otros estimadores de error.
2.1. Formulacio´n matema´tica
2.1.1. Formulacio´n de´bil y formulacio´n fuerte del problema
Formulacio´n fuerte
Podemos escribir las ecuaciones de conservacio´n de masa, momento y energ´ıa para un
fluido compresible no viscoso como:
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∂ρ
∂t
+∇ · (ρu) = 0 (2.1)
∂ρu
∂t
+∇ · (ρuu) +∇p = 0 (2.2)
∂ρetot
∂t
+∇ · [(ρetot + p)u] = 0 (2.3)
donde ρ es la densidad del fluido, u es la velocidad, p es la presio´n y etot la energ´ıa total por
unidad de masa. Esta u´ltima se puede descomponer en dos contribuciones: energ´ıa interna
y cine´tica. etot = e + u · u/2. La ecuacio´n (2.3) se puede simplificar au´n ma´s teniendo en
cuenta que:
∇ · [(ρetot + p)u] = ∇ ·
[
ρu
(
etot + u · u/2 +
p
ρ
)]
= ∇ ·
(
ρuh+ ρu
u · u
2
)
(2.4)
donde h es la entalp´ıa por unidad de masa.
En el caso bidimensional,tenemos cuatro ecuaciones diferenciales acopladas con cinco
inco´gnitas, ρ, u, p, y h. Dado que las variables de estado esta´n relacionadas por la ecuacio´n
de estado, en realidad hay cuatro variables independientes. Dos de ellas correspondientes
a la velocidad y otras dos son variables de estado cualesquiera.
La formulacio´n queda completa con las pertinentes condiciones de contorno, ya sean
naturales o esenciales.
Formulacio´n de´bil
Las ecuaciones de Euler se pueden expresar en forma conservativa como
∂U
∂t
+
∂F i
∂xi
= 0 (2.5)
donde U = [ρ, u, v, ρetot] es el vector de variables conservativas. El segundo te´rmino es la
divergencia del vector de flujo advectivo. Se puede escribir en funcio´n de las inco´gnitas:
∂F i
∂xi
=
∂F i
∂U
∂U
∂xi
= Aˆi
∂U
∂xi
(2.6)
As´ı nos queda
∂U
∂t
+ Aˆi
∂U
∂xi
= 0 (2.7)
Para construir la formulacio´n de´bil de la ecuacio´n anterior, basta con multiplicarla por
un conjunto de funciones test W adecuado e integrarla en todo el dominio espacial Ω,
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quedando el problema reducido al siguiente enunciado: encontrar U tal que satisfaciendo
las condiciones iniciales y las condiciones de contorno esenciales, cumpla:∫
Ω
[
W ·
(
∂U
∂t
+ Aˆi
∂U
∂xi
)]
dΩ = 0 (2.8)
para todoW perteneciente a un espacio funcional apropiado.
En este caso se usa establizacio´n por el me´todo SUPG, que resulta adecuada para
flujos principalmente convectivos. Esta formulacio´n pretende paliar el efecto de la difusio´n
nume´rica transversal a las lineas de corriente. Sin entrar en demasiados detalles, esto
consiste en modificar las funciones de test de Galerkin tradicionales con un nuevo te´rmino
consistente en aplicar el operador convectivo sobre las propias funciones de test.
Wˆ =W + τ TAˆi
T ∂W
∂xi
(2.9)
Las diferentes formulaciones de la matriz de estabilizacio´n τ , van a ser de gran impor-
tancia en este trabajo, ya que no solo influyen en la formulacio´n de elementos finitos, sino
que tambie´n aparecen en la formulacio´n del estimador de error. Tambie´n recibe el nombre
de matriz de tiempos caracter´ısticos, ya que sus elementos incluyen cocientes entre velo-
cidades y longitudes caracter´ısticas, quedando as´ı con dimensiones de tiempo.
Manipulando la ecuacio´n (2.8) teniendo en cuenta lo anterior tenemos
∫
Ω
(
W ·
∂U
∂t
−
∂W
dxi
·Fi
)
dΩ +
nel∑
e=1
∫
Ωe
τ TAˆk
T ∂W
dxi
·
(
∂U
∂t
+Fi
)
dΩe +
∮
Γ
W ·F idΓ = 0
(2.10)
A continuacio´n se pasara´ a una notacio´n ma´s compacta y general para la formulacio´n
de elementos finitos.
Formulacio´n de elementos finitos
Introduciremos una nueva notacio´n para la la Ecuacio´n (2.10). Las comas en el sub´ındi-
ce indican derivacio´n parcial, y se aplica el convenio de suma sobre los sub´ındices repetidos.
Como ya hemos comentado anteriormente, U es el vector de variables conservativas y F i
es el flujo advectivo en la direccio´n i.
U ,t +F i,i = 0 (2.11)
Podemos expresar la Ecuacio´n (2.11) en funcio´n de un conjunto de variables indepen-
dientes cualesquiera Y , por ejemplo, Y = (p, u, v, T )T . Aplicando la regla de la cadena,
A0 = U i,Y y Ai = F i,Y de forma que
A0Y ,t +AiY ,i = 0 (2.12)
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El me´todo final que se empleara´ para resolver las ecuaciomes es el me´todo estabilizado
discontinuo en el tiempo Hauke y Hughes [1994], Hauke y Hughes [1998].
Sea un dominio espacio temporal, con el intervalo I =]0, T [ subdividido en N subinter-
valos ]tn, tn+1[. Para cada uno de ellos definimos Qn = Ω× In y Pn = Γ× In. Finalmente
se descompone el dominio Qn en neln elementos Q
e
n. La formulacio´n de elementos finitos
consiste en encontrar Y ∈ S tal que ∀W ∈ V, para cada Qn, n = 0, · · · , N − 1, cumpla la
siguiente ecuacio´n.
∫
Qn
(−W ,t ·U (Y )−W ,i ·F i(Y )) dQ
+
∫
Ω
(
−W (t−n+1) ·U (Y (t
−
n+1))−W (t
+
n ) ·U (Y (t
+
n+1))
)
dΩ
+
(nel)n∑
e=1
∫
Qen
(LTW ) · τLY dQ =
∫
Pn
−W ·F i(Y )nidP
La primera integral y la u´ltima corresponden a la formulacio´n de Galerkin en funcio´n
de las variables Y . El te´rmino correspondiente a SUPG esta´ escrito en funcio´n del operador
L que se define
L = A0
∂
∂t
+Ai
∂
∂xi
y su traspuesto LT
LT = AT0
∂
∂t
+ATi
∂
∂xi
.
Estos dos operadores aparecera´n en la formulacio´n del estimador de error.
2.1.2. Estimacio´n de error por el VMSEE
Como se ha comentado anteriormente, el Me´todo Variacional de las Multiescalas se
basa en una descomposicio´n de la solucio´n en dos escalas
Y (x) = Y¯ (x) + Y ′(x) (2.13)
Con Y¯ (x) solucio´n de elementos finitos e Y ′(x) error cometido en la solucio´n del problema.
La idea subyacente en este me´todo es que se puede aplicar la formulacio´n de´bil a cada
una de las variables. A trave´s de la manipulacio´n de estas ecuaciones quedan tres maneras
posibles de estimar la norma del error en funcio´n exclusivamente de los residuos y de la
matriz de escalas temporales.(Hauke y otros [2011], y Hauke y otros [2006])
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Standard:
‖Y ′(x)‖Lr(Ωe) ≈ ‖τij(LY¯ )j‖Lr(Ωe) (2.14)
Naive
‖Y ′(x)‖Lr(Ωe) ≈ meas(Ωe)
1/rτLrij × ‖(LY¯ )j‖L∞(Ωe) (2.15)
Upper bound
‖Y ′(x)‖Lr(Ωe) ≈ meas(Ωe)
1/r|τLrij | × ‖(LY¯ )j‖L∞(Ωe) (2.16)
De las expresiones anteriores podemos deducir varias caracter´ısticas anteriormente ex-
puestas:
El VMSEE no da como resultado el error de elementos finitos, sino su norma en
un elemento. Muchas veces a lo largo del documento, por abuso del lenguaje, nos
referiremos a la norma del error simplemente como error estimado.
El error estimado es local. Hay un valor por cada variable y elemento.
So´lo depende de Y¯ , la solucio´n de elementos finitos. Por tanto es un me´todo a
posteriori.
El termino LY¯ es el residuo de la solucio´n de elementos finitos. Es por tanto un
me´todo expl´ıcito. Esta es la razo´n por la que el VMSEE tiene un coste computacional
tan bajo, ya que so´lo necesita calcular la norma del residuo y multiplicarla por la
matriz de escalas temporales.
A lo largo de este documento se usan tres matrices de escala temporal τij . Cada una
de ellas supone una nueva variante del me´todo.
Adema´s para cada valor de r hay una norma distinta, cuyas definiciones son:
‖ · ‖L1(Ωe) =
∫
Ωe
| · | dΩ
‖ · ‖L2(Ωe) =
√∫
Ωe
( · )2 dΩ
Finalmente, cada una de las Fo´rmulas (2.14),(2.15) y (2.16) suponen una familia de
me´todos.
Resumiendo, en este trabajo se han estduiado 18 variantes del VMSEE.
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Cap´ıtulo 3
Flujo alrededor de un perfil de
Joukowski
Como se ha expuesto en el cap´ıtulo anterior, para el desarrollo del proyecto sera´ ne-
cesario comparar la solucio´n de un problema de flujo de Euler subso´nico alrededor de un
perfil alar mediante el Me´todo de los Elementos finitos, con la solucio´n exacta del mismo,
a fin de obtener el error que se esta´ cometiendo. En este proyecto se utilizara´ la solucio´n
para un perfil de Joukowski.
Figura 3.1: Partes de un perfil sime´trico
Poggi
Cilindro 
incompresible
Cilindro 
compresible
Joukowski
Perfil
Compresible
Figura 3.2: Obtencio´n de la solucio´n exacta
La transformacio´n de Joukowski es un mapeado conforme que permite trasladar la
solucio´n de un flujo potencial alrededor de un cilindro a la de una geometr´ıa con forma de
perfil alar. La solucio´n del flujo ideal (no viscoso e incompresible) alrededor del cilindro es
bien conocida. Mediante el me´todo de Poggi (Anexo A), se obtiene una solucio´n para flujo
de Euler compresible. Dicha solucio´n tambie´n deriva de un potencial, por lo que aplicando
sobrrta ella la transformacio´n de Joukowski, se obtiene el flujo alrededor del perfil.
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3.1. Transformacio´n conforme
Desde un punto de vista matema´tico, la transformacio´n de Joukowski es una aplica-
cio´n o mapeado conforme. Como tal, se caracteriza porque es un cambio de coordenadas
que conserva los a´ngulos. Se suele estudiar en ana´lisis complejo ya que, como veremos a
continuacio´n, presenta propiedades muy u´tiles.
Sea U un conjunto abierto perteneciente al plano complejo C. Se dice que:
w(z) : U ∈ C −→ C Es una aplicacio´n conforme si y so´lo si ∃
dw
dz
y
dw
dz
6= 0 (3.1)
Tiene una propiedad muy interesante con respecto a las funciones armo´nicas. Dada la
φ(x, y), se dice que es armo´nica si cumple la ecuacio´n de Laplace:
d2φ
dx2
+
d2φ
dy2
= 0 (3.2)
O de manera ma´s compacta:
∇2φ = 0 (3.3)
Se cumple que la imagen a trave´s de una aplicacio´n conforme de una funcio´n armo´nica,
es tambie´n armo´nica. Sea z = z(w) un mapeado conforme que transforma el dominio D
del plano z, en un dominio D1 en el plano w. Sea φ1(g, h) una funcio´n armo´nica en D1:
d2φ1
dg2
+
d2φ1
dh2
= 0 (3.4)
Entonces, aplicando la transformacio´n dada por:
z = z(w) = g(x, y) + ih(x, y) (3.5)
Tenemos que φ(x, y) = φ1(g(x, y), h(x, y)) es tambie´n armo´nica en D, es decir:
d2φ
dx2
+
d2φ
dy2
= 0
Esta caracter´ıstica es particularmente u´til para resolver la ecuacio´n de Laplace,ya que
permite transformar un problema de geometr´ıa muy complicada en otro de geometr´ıa ma´s
sencilla cuya solucio´n sea ma´s asequible. Viendo la Figura 3.3, se puede observar como se
transforman las condiciones de contorno.
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D 
D 
1
Figura 3.3: Transformacio´n conforme.
Condiciones de Dirichlet:
(g0, h0)←→ (x0, y0)
φ1(g0, h0) = k ←→ φ(x0, y0) = k
Condiciones de Neumann:
(g1, h1)←→ (x1, y1)
dφ
dn
= 0←→
dφ1
dn1
= 0
Donde dφ
dn
es la derivada en direccio´n normal a un contorno dado.
3.2. Transformacio´n de Joukowski
El me´todo para obtener la solucio´n anal´ıtica consiste en proyectar un perfil aerodina´mi-
co del plano f´ısico z = x+iy, sobre un cilindro en un plano ficticio w = g+ih, para el que
se conoce la solucio´n del flujo potencial. La ecuacio´n que rige el flujo potencial bidimen-
sional es la ecuacio´n armo´nica. Por lo tanto, debido a las propiedades de la transformacio´n
conforme, podremos usar la solucio´n del cilindro para obtener el campo de velocidades del
perfil alar. En este apartado se explicara´ el proceso de obtencio´n, tanto de las coordenadas
de un perfil de Joukowski, como del campo de velocidades que le corresponde.
Cabe destacar que existen varias versiones de la transformacio´n de Joukowski. La que
se va a usar a lo largo del proyecto es la que propone Katz y Plotkin [1991], porque utiliza
14
CAPI´TULO 3. PERFIL DE JOUKOWSKI 3.2. TRANSFORMACIO´N DE JOUKOWSKI
como para´metros dos valores que se aproximan a la espesor ma´ximo y a la cuerda del perfil
respectivamente.
b
(a) Plano del cilindro (b) Plano del perfil
Figura 3.4: Transformacio´n de Joukowski
Se observa en la Figura 3.4 que se esta´ tratando un caso particular sime´trico del perfil
de Joukowski. La velocidad aguas arriba del perfil es paralela a la cuerda del mismo.
La transformacio´n de Joukowski queda descrita por las siguientes ecuaciones
z = w +
a2
16w
µ = −a/4
b =
a
4
(1 + ) (3.6)
a: Aproximadamente la cuerda del perfil.
: Aproximadamente espesor ma´ximo del perfil.
b: Radio de la circunferencia.
µ: Coordenada del centro de la circunferencia en el eje real.
3.2.1. Obtencio´n de las coordenadas del perfil
Aplicando la fo´rmula 3.6 a los puntos de un cilindro de radio b y centro (−µ, 0), ob-
tendremos un perfil de cuerda aproximadamente a y espesor ma´ximo aproximadamente .
La Figura 3.5 representa la geometr´ıa del perfil que ma´s se va a utilizar a lo largo de este
estudio. Estas coordenadas se introducira´n en el preprocesador para obtener una malla que
resolver por elementos finitos. Eligiendo un perfil sime´trico sumergido en un flujo paralelo
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-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
-0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4
(a) r = 0.275, µ = −0.025
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
-0.6 -0.4 -0.2  0  0.2  0.4  0.6
(b) C ≈ 1.0,  ≈ 0.1
Figura 3.5: Caso base
a la cuerda, se consiguen varias ventajas. En primer lugar, el coste computacional de la si-
mulacio´n es la mitad, y en segundo lugar, se evita tener que imponer la condicio´n de Kutta.
3.2.2. Obtencio´n de la solucio´n anal´ıtica para flujo potencial
A continuacio´n, se obtendra´ una solucio´n anal´ıtica para el campo de velocidades del
perfil de Joukowski. Sea el potencial complejo en el plano del c´ırculo φ(w) y su velocidad
compleja U(w). Los resultados en el plano f´ısico son:
φ(z) = φ[z(w)]
U(z) =
dφ
dz
=
dφ
dw
dw
dz
Como
U(w) =
dφ
dw
(3.7)
tenemos que
U(z) = U(w)
1
dz
dw
(3.8)
La solucio´n del flujo potencial alrededor de un cilindro U(w) se obtiene mediante el
me´todo de Poggi, que se detalla en el Anexo A. Mediante este me´todo se obtiene el perfil
de velocidades para flujo compresible partiendo del perfil de velocidades para flujo incom-
presible, que es ampliamente conocido.
Por tanto, para obtener la velocidad compleja U(z) de un punto del plano f´ısico de
coordenadas z = x + iy, es necesario calcular sus coordenadas w = g + ih en el plano del
cilindro. Para ello sera´ necesario calcular la transformacio´n inversa a la ecuacio´n 3.6. A
trave´s de sencillas manipulaciones algebraicas obtenemos la ecuacio´n 3.9.
w(z) =
−
q
z2− a
2
4
2
, si x ≥ 0
w(z) =
+
q
z2− a
2
4
2
, si x ≤ 0
(3.9)
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Por las propiedades del flujo potencial, la componente horizontal de la velocidad
u(x, y) = Re(U(z)) y la vertical v(x, y) = −Im((U(z)). El campo de presiones p(x, y)
se obtiene con la ecuacio´n de Bernouilli.
x
y
-0.6 -0.4 -0.2 0 0.2 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
u1
1.1
1
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0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
(a) u
x
y
-0.6 -0.4 -0.2 0 0.2 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
u2
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
-0.05
(b) v
Figura 3.6: Campo de velocidades en las proximidades del perfil
El campo de velocidades se puede observar en la Figura 3.6.
3.3. Modelo computacional
En este apartado se pretende ilustrar co´mo se obtuvo la solucio´n al flujo de Euler
subso´nico mediante el me´todo de los elementos finitos. En el Cap´ıtulo 2 se describe bre-
vemente la ecuacio´n de Euler y se hace una breve introduccio´n teo´rica al Me´todo de los
Elementos finitos. La solucio´n de un problema por elementos finitos consta de las siguientes
fases:
Creacio´n de la geometr´ıa.
Imposicio´n de las condiciones de contorno.
Mallado.
Eleccio´n de los para´metros de la simulacio´n.
Simulacio´n.
Para realizar las tres primeras fases se ha utilizado el programa comercial GiD. GiD
es un preprocesador multipropo´sito para el me´todo de elementos finitos. Proporciona una
infraestructura para el disen˜o de la geometr´ıa y para el mallado. Permite programar, tan-
to las condiciones de contorno necesarias para resolver el problema, como la salida del
programa. As´ı, se adapta a cualquier co´digo de elementos finitos. En nuestro caso, se han
programado las condiciones de contorno de Euler el interfaz con el “solver” ENSA.
Posteriormente se realiza el postproceso de los datos, consistente en transformar los
datos obtenidos en informacio´n u´til. Como se ha comentado en el Cap´ıtulo 2, los resultados
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de las simulaciones se utilizan como entrada para el estimador de error y para calcular la
norma del error exacto, obtenie´ndose as´ı la eficiencia del estimador.
3.3.1. Creacio´n de la geometr´ıa
Consiste en modelar el dominio fluido donde se va a aplicar el me´todo de elementos
finitos.
A B
CD D
a
R
d
o
m
Figura 3.7: Geometr´ıa y condiciones de contorno
En caso de flujo de Euler alrededor de un obsta´culo, es necesario mallar una gran
porcio´n del espacio que lo rodea. Esto es debido a que la ausencia de feno´menos difusivos
hace que las perturbaciones aguas abajo del perfil tarden mucho en desaparecer, lo que
fuerza a que las condiciones de contorno de salida (B) tengan que estar lejos. En nuestro
caso se ha elegido un radio Rdom = 300 para una cuerda a = 1, ya que a esas distancias el
flujo se puede considerar imperturbado.
Dado que la velocidad aguas arriba del perfil es paralela a la cuerda del mismo, se tiene
que tanto la geometr´ıa, como las condiciones de contorno, presentan simetr´ıa con respecto
al eje x. Por tanto, so´lo es necesario simular la mitad del dominio.
La geometr´ıa del perfil se ha modelado interpolando mediante NURBS1 los puntos del
perfil de Joukowski obtenidos por el procedimiento descrito en la seccio´n 3.2.1. Este hecho
introduce una fuente de error que se comentara´ en el Cap´ıtulo 4.
1NURBS (acro´nimo ingle´s de la expresio´n Non Uniform Rational B-splines) es un modelo matema´tico
muy utilizado en la computacio´n gra´fica para generar y representar curvas y superficies.
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3.3.2. Imposicio´n de las condiciones de contorno
Como se observa en la Figura 3.7, el dominio esta delimitado por cuatro l´ıneas. Para
resolver el flujo, es necesario imponer unas condiciones de contorno que determinen el
problema.
Entrada(A)
ρ∞ = 1.0
u∞ = 1.0
v∞ = 0.0
Salida (B)
p∞
Perfil (C)
−→v · −→n = 0
Flujo ma´sico nulo.
Eje de simetr´ıa (D)
v = 0
Flujo ma´sico nulo.
Una vez tenemos la situacio´n de las condiciones de contorno que se van a imponer,
necesitamos saber el valor nume´rico de las mismas. Se sabe por ana´lisis dimensional, que
el flujo de Euler alrededor de un perfil alar depende del nu´mero de Mach, M y de la
relacio´n de calores espec´ıficos γ (ver Anexo B). En nuestro caso, siempre vamos a simular
aire, por tanto γ = 1.4. El flujo queda entonces perfectamente caracterizado mediante el
nu´mero de Mach.
M =
U∞
c
R¯ =
R
W
c =
√
γR¯T
p = ρR¯T
Siendo:
c: Velocidad del sonido en el gas.
R: Constante de los gases. R = 8.314 kJ
kmol·K
U : Velocidad.
W : Peso molecular del aire. W = 28.97 kg
kmol
p: Presio´n.
ρ: Densidad.
T : Temperatura.
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Manteniendo fijas U∞ = 1.0 y ρ∞ = 1.0, para cada valor de M , quedan determinados
los valores de p y T (Tabla 3.1). Por tanto, controlaremos el nu´mero de Mach de la
simulacio´n modificando la presio´n aguas abajo del perfil. La condicio´n sobre la temperatura
se usara´ como condicio´n inicial.2
M P∞ T∞
0.1 7.14285× 101 2.4857× 10−1
0.2 1.78571× 101 6.1943× 10−2
0.3 7.93650× 100 2.7525× 10−2
Tabla 3.1: Mach, temperatura y presio´n
3.3.3. Mallado
El mallado es simplemente la discretizacio´n del dominio fluido donde queremos resolver
el problema. En el cap´ıtulo de introduccio´n, se ha hablado con cierta profundidad de la
relevancia del mismo. En nuestro caso, se han seguido los siguientes criterios para realizar
la malla. El mallado del perfil, particularmente en el borde de ataque, ha de ser extre-
madamente denso. La influencia de esta zona es muy importante en los resultados de la
simulacio´n, un mal mallado no solo traer´ıa consigo los problemas inherentes a un taman˜o
grande de elemento, sino que distorsiona la condicio´n de contorno que se esta´ imponiendo.
Sobre esta cuestio´n, se abundara´ en el Cap´ıtulo 4.
La densidad de mallado ira´ disminuyendo gradualmente conforme nos alejamos del
perfil por dos razones. En primer lugar, para tener distintos taman˜os de elemento en la
malla, pudiendo hacer as´ı estudiar la influecia del taman˜o en la eficiencia y por supuesto,
para disminuir el coste computacional de la simulacio´n.
En GiD se pueden asignar taman˜os de elemento a puntos, l´ıneas y superficies, as´ı como
regular las transicio´n entre distintos taman˜os de elemento. Se ha asignado un taman˜o
extremadamente pequen˜o al borde de ataque(tba = 0.0005), al perfil se le ha dado un
taman˜o algo ma´s grande (tp = 0.0005) y para el resto de la malla se han dejado crecer
libremente los elementos con transiciones no demasiado forzadas. Para las simulaciones se
han elegido cuadrilateros no estructurados bilineales. El aspecto de la malla es el siguiente:
2A priori puede chocar que se hable de condicio´n inicial en un flujo estacionario. La razo´n es que la
implementacio´n del me´todo de elementos finitos que se utiliza determina los estacionarios a trave´s de la
simulacio´n del flujo transitorio.
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(c) Detalle borde de ataque.
Figura 3.8: Mallado
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Cap´ıtulo 4
Validacio´n y limitaciones
El presente cap´ıtulo trata de la validacio´n y las limitaciones de este trabajo. Pretende
ser un control de calidad del proyecto. Tiene dos partes muy bien diferenciadas. En la
primera se examina la implementacio´n del VMSEE, ya que un error en la misma invalidar´ıa
todo el trabajo posterior. En la segunda parte se discute lo adecuadas que son las pruebas
disen˜adas para caracterizar el VMSEE.
4.1. Validacio´n del co´digo
Hay que remarcar que en este ep´ıgrafe no nos referimos al modelo matema´tico del
estimador de error, sino al programa informa´tico que lo ejecuta. Existe la posibilidad real
de que un error de programacio´n estropee los resultados obtenidos por el me´todo. En este
ep´ıgrafe se pretende comprobar si se ha programado lo que se quer´ıa programar. Adema´s
de examinar el co´digo fuente exhaustivamente y de comparar los resultados obtenidos con
otra implementacio´n del me´todo, se realizaron dos comprobaciones ma´s:
Rotacio´n de la malla
Comprobacio´n de una malla sime´trica.
La idea subyacente de ambas comprobaciones es muy parecida. Los resultados del es-
timador de error y de las eficiencias deben permanecer invariantes al someter la malla a
estas transformaciones. Si esto no se verifica, existe un error de programacio´n.
En el caso de la rotacio´n de la malla, fue necesario girar los nodos y los resultados de
la simulacio´n. En el caso de la comprobacio´n de simetr´ıa, fue necesario generar nodos y
resultados con simetr´ıa especular con respecto a la malla original, y hubo que eliminar
los nodos pertenecientes al eje de simetr´ıa para evitar duplicidades. Se ha de notar que
al aplicar la simetr´ıa especular, se altera el cambio de coordenadas locales t´ıpico de los
elementos finitos, por lo que fue necesaria la reordenacio´n de los nodos en cada elemento
“reflejado”.
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Todas esta “fontaner´ıa” se tuvo que realizar mediante sencillos programas ad-hoc, ya
que, al usar mallas no estructuradas, no estaba garantizado que el remallado propuesto
por GiD tuviese so´lo las transformaciones deseadas.
En ambos casos se comprobo´ que antes estas modificaciones no hab´ıa ninguna respuesta
sospechosa.
4.1.1. Error en la condicio´n de contorno
La base de nuestros estudios radica en comparar el la norma del error exacto obtenido
en una simulacio´n, con la norma del error predicho mediante el estimador de error. Como
se ha comentado en el Cap´ıtulo 2, el VMSEE no da cuenta de los errores en las condiciones
de contorno. La norma del error exacto la hemos definido anteriormente como ‖Y i−Y¯ i‖Ωe.
Y i es obtenida a partir de las fo´rmulas exactas, mientras que Y¯ i se obtiene por el me´todo
de elementos finitos. Pero atencio´n, el me´todo de elementos finitos en realidad no utiliza
como condicio´n de contorno el perfil, sino una aproximacio´n del mismo. Esto es una fuente
de error que el VMSEE no evalu´a y por tanto, es susceptible de distorsionar los resultados.
Figura 4.1: Error en el mallado
Puede llamar la atencio´n el hecho de que en la Figura 4.1, en algu´n caso los nodos de
los elementos no pertenecen tambien al perfil de Joukowski que se esta´ mallando. Desgra-
ciadamente, esta es la situacio´n real, ya que GiD representa la geometr´ıa como una l´ınea
NURBS, que en general, no pasa por los puntos de interpolacio´n que se han utilizado para
generarla. Luego el mallado s´ı que pasa por puntos de la NURBS.
Se propone la siguiente siguiente fo´rmula como me´trica de la calidad del local de un
elemento de los que forma el perfil:
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Qx|local =
∫ x=b
x=a
(y(x)− y¯(x))2dx
(
∫
y(x)
dl)2
con (y(xi), xi) coordenadas de un punto perteneciente al perfil e (y¯(xi), xi) coordenadas
de un punto pertenecientes a la frontera mallada del perfil. La idea subyacente en esta
me´trica es promediar el error en la malla al cuadrado con respecto a la longitud del arco
al cuadrado.
La versio´n discretizada ser´ıa:
Qx|local ≈
∑n
i=1
[
y
(xi+1+xi
2
)
− y¯
(xi+1+xi
2
)]2∑n
i=1 (y(xi+1)− y(xi))
2 + (xi+1 − xi)
2 (4.1)
Esto permitir´ıa trazar mapas de calidad del mallado del perfil.
Algo muy parecido ocurre con la condicio´n de Euler. En la ecuacio´n exacta, la condicio´n
de contorno impone que la velocidad en cada punto del perfil es tangente a la superficie
del perfil, con vector director vn; mientras que en la solucio´n de elementos finitos, en cada
nodo perteneciente al perfil, la condicio´n de contorno nos dice que la velocidad y el vector
unitario v¯n son codireccionales; segu´n se observa en la Figura .
n
n
Figura 4.2: Error en la condicio´n de Euler
v¯n se calcula de la siguiente manera:
v¯n =
v¯e1 + v¯e2
2
(4.2)
Siendo los vei , vectores unitarios en la direccio´n de la frontera del elemento ei a los que
pertenece el nodo n. Una medida del error local ser´ıa:
cos(φn) = vn · v¯n (4.3)
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La solucio´n a estos problemas de precisio´n es obvia, aumentar la densidad del mallado.
Sin embargo, en el a´mbito de este proyecto, esta solucio´n puede ser problema´tica, ya
que resta libertad sobre la malla que vamos a elegir. Podr´ıa ser interesante ver como
se comporta el estimador cuando las proximidades del perfil no esta´n muy densamente
malladas. En este caso, tendr´ıamos que contar con la posible contribucio´n del error estos
errores, distorsionando as´ı los resultados del experimento.
En cualquier caso, gracias a los para´metros aqu´ı presentados, podemos asegurarnos de
que estamos estableciendo comparaciones entre mallas de calidad similar.
4.2. Error de convergencia
Como se ha referido en el Cap´ıtulo 3, la manera de resolver problemas estacionarios
por la implementacio´n que se ha usado del Me´todo de los Elementos Finitos es simular un
transitorio que evoluciona hasta un estado estacionario. Esto puede ser origen de error,
ya que nuestro estimador de error sirve para soluciones estacionarias. Puede ocurrir que
se aplique el estimador sobre una solucio´n que tiene “buen aspecto” pero que todav´ıa no
ha convergido suficientemente. Esto produce una distorsio´n en los resultados.
En cualquier caso, a la hora de comparar resultados, es bueno que la convergencia
sea similar. Afortunadamente ENSA, en su output, tiene un indicador de convergencia
mediante la reduccio´n relativa del residuo global.
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Cap´ıtulo 5
Resultados
En el Cap´ıtulo 1 de este documento se enunciaba el objetivo de este proyecto: la
caracterizacio´n del VMSEE y el estudio de la influencia de una serie de factores en su
funcionamiento. Para ello ha sido necesario realizar gran nu´mero de simulaciones. A lo
largo del presente cap´ıtulo se pretende justificar las simulaciones que se han realizado y
presentar los resultados obtenidos ma´s relevantes.
5.1. Presentacio´n de los resultados
La principal magnitud de intere´s en este estudio es la eficiencia del estimador de error
para las variables p, u y v. El resultado en bruto de cada uno de los experimentos realizados
es la eficiencia para cada variable y elemento. Se define la eficiencia como:
Ieeff =
ηe
‖Yi − Y¯i‖Ωe
Con Ieeff , la eficiencia del estimador, η
e la norma del error estimado para un elemento y
‖Yi − Y¯i‖Ωe es la norma del error exacto.
Tal volumen de datos es muy poco manejable, por lo que se han desarrollado distintas
estrategias:
Mapas de color de la eficiencia local para cada una de las variables.
Los mapas de color dan una informacio´n muy precisa en cuanto a la localizacio´n de
las zonas con distintas eficiencias, pero a veces se puede hacer dif´ıcil la comparacio´n
entre un nu´mero modereadamente alto de casos.
Eficiencias globales. Se definen como:
Iglobaleffi,L1 =
∑ne
e=1 η
e
i∑ne
i=1 ‖Yi − Y¯i‖Ωe
y Iglobaleff,L2 =
√ ∑ne
e=1 η
e
i∑ne
i=1 ‖Yi − Y¯i‖Ωe
(5.1)
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Ieeff < 0.1 Intolerable
0.1 < Ieeff < 0.5 Deficiente
0.5 < Ieeff < 2.0 O´ptima
2.0 < Ieeff < 5.0 Conservadora
5.0 < Ieeff <∞ Sobrestimado
Tabla 5.1: Categor´ıas Ck de eficiencia
La eficiencia global evalu´a con un solo nu´mero la calidad del estimador. Esta´ es su
principal ventaja, pero tambie´n su gran defecto. Tiene tres problemas: evidentemen-
te no da una idea de la distribucio´n espacial del error, que es una caracter´ıstica
fundamental si se ha de usar el error estimador para el remallado; en segundo lugar,
se ha observado que valores en un u´nico elemento pueden tener gran impacto en
esta medida de la eficiencia y, en tercer lugar, por construccio´n, al ser el cociente
entre sumas de las normas del error estimado y el error exacto, hay un efecto de
compensacio´n artificial de los fallos.
Histogramas
Los histogramas dan una informacio´n bastastante precisa y flexible sobre la distri-
bucio´n de la eficiencia y permiten comparar fa´cilmente muchos datos a la vez. Segu´n
se observa en (5.2), fk es el ratio respecto al a´rea total de la suma del a´rea de los
elementos que entran en la categor´ıa Ck. La interpretacio´n pra´ctica de Ck esta´ de-
tallada en la Tabla 5.1. La eleccio´n de las categor´ıas esta´ determinada por el hecho
de que, como se ha comentado anteriormente, se pretende usar el estimador como
parte de un proceso de remallado. Esto supone que los l´ımites de cada clase se han
fijado arbitrariamente, pero clasificando los elementos desde el punto de vista de la
seguridad.
fk =
1
Ωtotal
∑
Ie
eff
∈Ck
Ωe (5.2)
A su vez, los histogramas pueden ser:
• Globales
Abarcan todo el campo fluido
• Locales
Se extienden en una semicircunferencia de radio 2.5 unidades con centro en el
punto medio de la cuerda del perfil.
Se ha procedido de esta manera porque ,como podemos ver en la Figura 5.1, el error
en zonas lejanas al perfil es extremadamente bajo y por tanto las eficiencias en esa zona
tendra´n escasa relevancia. Este comportamiento ya ha sido observado para el VMSEE
aplicado en un caso de flujo superso´nico Hauke y otros [2008].
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(b) Detalle perfil.
Figura 5.1: Error exacto en P. M = 0.1, = 0.15,τf = 1 y τe = 5
A lo largo de todos los casos estudiados, la variable que peor comportamiento ha
mostrado ha sido la velocidad, ya que se ha observado que en las zonas ma´s cercanas
al obsta´culo el VMSEE tiende a subestimar el error. En este cap´ıtulo la mayor´ıa de los
ejemplos sera´n presentados sobre esta variable.
5.2. Estudio ba´sico
A continuacio´n se explican todos los casos que se han tratado en el proyecto. Entende-
mos como un caso distinto la combinacio´n de una simulacio´n de elementos finitos; variacio´n
de geometr´ıa, Mach y τf y un conjunto de para´metros del VMSEE; norma, τe y modelo de
estimador. Teniendo en cuenta esto, se han estudiado 486 casos, por lo que forzosamente
se tendra´n que presentar los ma´s representativos.
VMSEE FEM
τerror Modelo Norma Mach Geometr´ıa τflow
τ1 Standard L1
L2
0.1 Cilindro,R = 5 τ1
τ5 Naive 0.2 Perfil,  = 0.1 τ5
τ9 Upper bound 0.3 Perfil,  = 0.2 τ9
Tabla 5.2: Casos estudiados
5.2.1. Repetibilidad o consistencia
Cuando se desarrolla un me´todo nume´rico es necesario estudiar si funciona para cual-
quier caso o si por contra, so´lo funciona en un nu´mero limitado de casos. En este trabajo,
se evalu´a el desempen˜o del VMSEE como estimador de error para flujo de Euler compre-
sible alrededor de un obsta´culo, con objeto de determinar si ser´ıa un me´todo u´til para
estudios aerodina´micos industriales.
Para asegurar la repetibilidad, se ha simulado el flujo alrededor de tres geometr´ıas
distintas que podr´ıan ser un caso industrial. Dos de ellas son perfiles de Joukowski y la
tercera es un cilindro de seccio´n circular. Como ya se ha sen˜alado en el Cap´ıtulo 2, poseen
una solucio´n anal´ıtica para flujo de Euler. Se podr´ıan haber elegido otras geometr´ıas que
no ofreciesen las dificultades en cuanto a la condicio´n de contorno sen˜aladas en la seccio´n
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4.2, como flujo alrededor de esquinas u otros con solucio´n anal´ıtica, pero estos no se ajus-
tan tan bien a los casos cla´sicos en aerodina´mica de flujo alrededor de obsta´culos.
Figura 5.2: Cuerda a y espesor 
Cuerda Espesor Radio
Cilindro - - 0.5
Perfil
1.0 0.10 -
1.0 0.15 -
1.0 0.20 -
Tabla 5.3: Geometr´ıas de estudio
A la hora de evaluar los resultados de estas pruebas, ser´ıa necesario fijar un criterio
de rechazo de los test, es decir, determinar cuando se considera que las diferencias entre
el comportamiento del estimador de error para las distintas geometr´ıas son distintas. En
nuestro caso el criterio sera´ cualitativo, de tal manera que se evaluara´n estos dos aspectos:
Similitud de la distribucio´n frecuencial de la eficiencia.
Similitud de los mapas de color.
En los mapas de color de la Figura 5.3 se observa que hay problemas de baja eficiencia
en los primeros elementos cercanos a la condicio´n de contorno para ambas geometr´ıas.
Esto es ma´s o menos esperable ya que, como se ha comentado en el Cap´ıtulo 4, el VMSEE
no tiene en cuenta los errores en la condicio´n de contorno. En el histograma de la Figura
5.4, se observa que no hay graves disparidades en los resultados. Es importante hacer notar
una vez ma´s que se ha elegido un caso representativo de los muchos que se han estudiado.
En todos ellos se manifiesta este tipo de comportamiento.
Puede resultar llamativo que no se usen las eficiencias globales, pero se ha observado
que en algunos casos, el error incluso en un elemento altera notablemente el resultado.
5.2.2. Dependencia con el nu´mero mach
Como ya se ha comentado en Anexo B, gracias al ana´lisis dimensional sabemos que
una vez fijado que el fluido es aire, el problema depende u´nicamente del nu´mero de Mach
del flujo imperturbado. Por consiguiente, es interesante estudiar el comportamiento del
VMSEE si variamos este para´metro.
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(b) Perfil  = 0.15
Figura 5.3: Eficiencia de la velocidad u, norma L2, M = 0.1, modelo standard
Segu´n se puede comenta en el Cap´ıtulo 3 y tal y como se desarrolla en el Anexo A,
contamos con soluciones para flujo compresible bastante exactas para nu´meros de Mach
bajos. Se ha simulado para M = 0.1, M = 0.2 y M = 0.3. Para poner en contexto esta
limitacio´n, hay que tener en cuenta que a temperatura ambiente y presio´n atmosfe´rica, a
esos nu´meros de Mach corresponde una velocidad entre los 125 y los 370 Km/h.
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Figura 5.4: Eficiencia L2 de la velocidad u, M = 0.1, τf = 1, τe = 5 para cada geometr´ıa.
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Figura 5.5: Eficiencias L2 de la presio´n para los distintos Mach, modelo standard
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5.2.3. Dependencia con respecto a los para´metros del me´todo
En el Cap´ıtulo 2 se describe someramente el VMSEE y los para´metros de los que
depende, es decir, matrices de escala temporal, disen˜o del estimador y norma utilizada
para el ca´lculo del residuo. Se han combinado cada uno de estos factores para estudiar la
eficiencia de cada uno de los estimadores resultantes.
Matrices de tiempos intr´ınsecos τf y τe
Como se ha comentado en el Cap´ıtulo 2, la matriz de escalas temporales es un para´me-
tro presente tanto en la formulacio´n del me´todo de elementos finitos (τf ) como en la del
estimador de error (τe). As´ı pues, se plantea el estudio de su influencia combina´ndolas por
pares para el flujo y el error. Se estudiara´n tres τ distintas, la cla´sica τ1 y dos disen˜adas
para flujos con Mach bajo, τ9 y τ5; teniendo as´ı nueve combinaciones para cada norma,
como se observa en la Figura 5.6.
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Figura 5.6: Despliegue de casos para todo τe y τf ,  = 0.15, modelo standard y M =
0.1,Norma L2
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Norma
Se han usado dos maneras distintas de calcular la norma del residuo:
L1 =
∫
Ωe
|LY¯j |dΩ
L2 =
√∫
Ωe
(LY¯j)2dΩ
Se observa en la Figura 5.7 que en general, la norma L2 obtiene eficiencias ma´s altas que
las de la L1.
Modelo de estimador
En el Cap´ıtulo 2 se describen tres disen˜os del estimador de error, naive, cla´sico y upper
bound. Tal y como hemos procedido a lo largo de este trabajo, generamos otros tres casos
de estudio.
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Figura 5.7: Eficiencia de la velocidad u,M = 0.1, τf = 1, τe = 5 para los distintos modelos
de estimador y normas
Se observa que el modelo upper bound funciona bastante bien como cota superior
mientras que el naive y el standard intentan ajustar ma´s al valor exacto.
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Figura 5.8: Velocidad u, norma L2,τf = 1, τe = 5.
5.3. Estudio en profundidad del caso base
Para este apartado se hara´ un estudio en profundidad del caso base para los tres
modelos de estimador. Se procede de esta manera porque se ha considerado que el com-
portamiento como cotas de los tres modelos, (normal<naive<upper bound), puede ser de
mucha utilidad a la hora de desarrollar un algoritmo de remallado.
Geometr´ıa Joukowski  = 0.15
Mach 0.1
Norma L2
τf τ1
τe τ5
Tabla 5.4: Caso base
Segu´n se comento´ en el Cap´ıtulo primero, se va a estudiar la influencia de diversos
factores sobre la eficiencia de cada elemento. Se estudiara´n principalmente dos:
La influencia del taman˜o del elemento.
La influencia de la norma del error exacto.
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Influencia del taman˜o del elemento
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Figura 5.9: Eficiencias de p
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Figura 5.10: Eficiencias de u
 0.0001
 0.001
 0.01
 0.1
 1
 10
 100
 1e-10  1e-08  1e-06  0.0001  0.01  1  100  10000
L
2
(E
fi
ci
en
ci
a)
Superficie elemento
(a) Standard
 0.001
 0.01
 0.1
 1
 10
 100
 1000
 1e-10  1e-08  1e-06  0.0001  0.01  1  100  10000
L
2
(E
fi
ci
en
ci
a)
Superficie elemento
(b) Naive
 0.001
 0.01
 0.1
 1
 10
 100
 1000
 1e-10  1e-08  1e-06  0.0001  0.01  1  100  10000
L
2
(E
fi
ci
en
ci
a)
Superficie elemento
(c) Upper-bound
Figura 5.11: Eficiencias de v
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Influencia del taman˜o del norma del error de la variable
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Figura 5.12: Eficiencias de p
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Figura 5.13: Eficiencias de u
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Figura 5.14: Eficiencias de v
Podemos destacar varias conclusiones:
Cada uno de los modelos de estimador funciona pra´cticamente como un offset. La
forma de las gra´ficas se mantienen, solo cambian los niveles.
La forma de las graficas de p y v se parecen bastante entre s´ı, la de u presenta
variaciones bastante significativas.
En el caso de las Figuras 5.9, 5.10 y 5.11, las zonas con ma´s variabilibad de la
eficiencia son para los extremos inferior y superior del taman˜o de elemento.
Es dif´ıcil obtener una relacio´n clara entre las variables.
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Conclusiones y posibles trabajos
futuros
A tenor de los resultados obtenidos a lo largo del estudio y expuestos en el aparta-
do anterior, podemos hacer las siguientes consideraciones con respecto a las cuestiones
expuestas en los objetivos del proyecto.
Segu´n se ha visto en el apartado 5.2.1, el VMSEE funciona de manera muy parecida
para el flujo aerodina´mico alrededor de todas las geometr´ıas analizadas. Se ha ob-
servado un mejor rendimiento conforme va a aumentando el espesor del perfil, sobre
todo en la velocidad horizontal u.
No todas las variables se comportan de la misma manera frente al VMSEE:
• El error de la variable presio´n suele estar sobrestimado. Este comportamiento
es bueno ya que nos deja del lado de la seguridad.
• En las dos variables de la velocidad, hay zonas donde el me´todo subestima el
error. Esto ocurre principalmente en la zona cercana al obsta´culo. Este com-
portamiento seguramente es debido a que el VMSEE no tiene en cuenta el
error debido a las condiciones de contorno. Esta podr´ıa ser una futura l´ınea de
trabajo.
• A consecuencia de las dos cuestiones inmediatamente anteriores, el comporta-
miento de v y sobre todo u se va a considerar cr´ıtico, por lo que se le pres-
tara´ especial atencio´n.
El me´todo obtiene bajos rendimientos en las zonas muy alejadas del perfil, donde
el error es extremadamente bajo. Esto podr´ıa ser debido a cuestiones de precisio´n
nume´rica. En cualquier caso, debido a que este es un me´todo orientado al remallado,
esta cuestio´n no tiene demasiada importancia.
El error estimado segu´n la norma L2 suele ser algo mayor que el de la norma L1. Por
tanto se puede considerar la L2 como la norma ma´s recomendable.
Segun se puede ver en el apartado 5.2.3 Las eficiencias del error son pra´cticamente
independientes de la matriz de escalas temporales (τf ) con las que se ha calculado el
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flujo, sobre todo para las variables de la velocidad. Este hecho es bastante interesante,
ya que en un uso para remallado no hace necesario que se conozcan los detalles de
la simulacio´n por elementos finitos.
Se observa en el apartado 5.2.3, que las matrices de escalas temporales del estimador
(τe) son de gran importancia en cuanto a la eficiencia del me´todo. Como viene siendo
habitual, la presio´n y la velocidad se comportan de manera bastante distinta. En el
caso del modelo de estimador estandar ocurre lo siguiente:
• La presio´n no presenta problemas de subestimacio´n de error, pero cabe destacar
que para τe = 1 el error queda innecesariamente sobrestimado.
• Las variables u y v de la velocidad presentan un comportamiento muy distinto.
En primer lugar, τe = τ1 subestima much´ısimo el error, por lo tanto no debe
usarse para el error de la velocidad. La variable v presenta un comportamiento
excelente para τe = τ9 y τe = tau5, siempre en eficiencias o´ptima y conservadora
(segu´n la tabla 5.1 Para la variable u es recomendable usar τe = tau5, dando
algunas eficiencias en la ligera subestimacio´n y principalmente en la o´ptima.
Para las variables de la velocidad, principalmente para la u, hay eficiencias algo
bajas para los nu´meros de Mach altos incluso para τf = 5. Este quiza´ ser´ıa el
caso ma´s desfavorable para el modelo standard.
En el apartado 5.2.3 se ha observado que el estimador standard funciona ma´s o menos
como una cota inferior, el upper bound funciona como una cota superior, mientras
que el naive queda en medio. Para nu´meros de mach altos el uso del “upper bound”
obtiene unas eficiencias muy buenas incluso para la velocidad u.
Ninguno de estos modelos evita el error en las zonas muy cercanas al perfil.
Es dif´ıcil obtener conclusiones de la influencia del taman˜o del elemento. El error en la
condicio´n de contorno puede estar interfiriendo en la apreciacio´n de la eficiencia para
taman˜os de elementos muy bajos. Esto es debido a que por las razones apuntadas
en el Cap´ıtulo 4, ha sido necesario mallar muy finamente el contorno del perfil, que
es precisamente donde se hace ma´s evidente el error en la condicio´n de contorno,
por lo que el mal comportamiento que se observa para taman˜os bajos puede no ser
concluyente. Para taman˜os de elemento altos, llega un momento en que la eficiencia
del error baja considerablemente, puede ser debido a que el error cometido por
elementos finitos es muy bajo.
La influencia de la norma del error exacto esta´ si cabe aun ma´s enmascarada. No
obstante, parece destacable remarcar que a la luz de las gra´ficas de la presio´n y la
velocidad v se parecen entre s´ı bastante comparadas con la p.
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Las continuaciones naturales de este trabajo ser´ıan tres:
Una vez se tiene un me´todo de estimacio´n de error que se ha mostrado bastante
econo´mico y robusto, ser´ıa interesante desarrollar un algoritmo de remallado basado
en el mismo. Cabe destacar que dicho algoritmo podr´ıa usar la estimacio´n de error
del VMSEE basa´ndose no en una u´nica combinacio´n de para´metros del estimador,
sino en una combinacio´n adecuada de las mismas, para poder aprovechar los distin-
tos rangos de comportamiento descubiertos.
Otra continuacio´n posible ser´ıa desarrollar una formulacio´n del VMSEE que con-
templase el error cometido debido a la condicio´n de contorno ya que, segu´n se ha
expuesto a lo largo de todo este documento, sospechamos que es causante de las
irregularidades en la zona cercana al pefil.
Finalmente, ser´ıa recomendable ampliar la formulacio´n del VMSEE para las ecua-
ciones de Navier-Stokes y realizar un trabajo ana´logo a este para flujos viscosos.
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Anexo A
Me´todo de Poggi
El me´todo de Poggi se emplea para la determinacio´n del efecto de la compresibilidad
sobre el flujo alrededor de un obsta´culo independientemente de la forma del mismo. La
idea subyacente en este me´todo es usar el flujo ideal como primera aproximacio´n al flujo
compresible. Fue desarrollado por A. Poggi en 1934 . Posteriormente, L. Milne-Thomson
utilizo´ el teorema de Stokes en el plano complejo y la integracio´n por residuos para resol-
ver ma´s co´modamente las numerosas integrales que supone la aplicacio´n del me´todo de
Poggi. Para la aplicacio´n del me´todo nos basaremos en los informes te´cnicos Kaplan [1937]
yKaplan [1941], ademas de en Milne-Thomson [1962]. En este proyecto se ha realizado una
ligera adaptacio´n del trabajo de Kaplan. En el caso de Kaplan se aplicaba el me´todo de
Poggi con las contribuciones de Milne-Thompson para el resolver el flujo alrededor de un
cilindro de seccio´n el´ıptica. En este proyecto se hacen las modificaciones pertinentes para
usarlo en el caso del perfil de Joukowski. Se ha considerado interesante introducirlo como
anexo en este proyecto.
Para flujo compresible, la ecuacio´n de continuidad en su expresio´n conservativa tiene
la siguiente forma:
∂u
∂x
+
∂v
∂y
= −
1
ρ
Dρ
Dt
(A.1)
y la de cantidad de movimiento:
∂ρu
∂t
+∇ · (ρuu) +∇p = 0 (A.2)
con el operador D
Dt
= ∂
∂t
+ u ∂ρ
∂x
+ v ∂ρ
∂y
. Dado que el problema es estacionario, las derivadas
con respecto al tiempo son nulas, quedando el siguiente sistema de ecuaciones:
∂u
∂x
+
∂v
∂y
= −
u
ρ
∂ρ
∂x
−
v
ρ
∂ρ
∂y
u
∂u
∂x
+ v
∂u
∂y
= −
1
ρ
∂p
∂x
v
∂v
∂x
+ v
∂v
∂y
= −
1
ρ
∂p
∂y
(A.3)
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Sabiendo que la velocidad local del sonido es c =
√
dp
dρ
las ecuaciones anteriores quedan:
∂u
∂x
+
∂v
∂y
=
1
c2
[
u2
∂u
∂x
+ uv
(
∂u
∂x
+
∂v
∂y
)
+ v2
∂v
∂y
]
Si definimos q2 = u2 + v2 obtenemos:
∂u
∂x
+
∂v
∂y
=
1
2c2
(
u
∂q2
∂x
+ v
∂q2
∂y
)
(A.4)
Por ser flujo irrotacional u = ∂φ
∂x
y v = ∂φ
∂y
∂2φ
∂2x
+
∂2φ
∂2y
=
1
2c2
(
∂φ
∂x
∂q2
∂x
+
∂φ
∂y
∂q2
∂y
)
(A.5)
siendo c la velocidad local del sonido y c∞ la velocidad del sonido aguas arriba. Por razones
pra´cticas, vamos a dejar la velocidad local del sonido en funcio´n de la velocidad local del
flujo q y de diversas magnitudes del flujo imperturbado.
c2 = γRT (A.6)
Podemos aplicar la ecuacio´n de conservacio´n de la energ´ıa a lo largo de una l´ınea de
corriente.
h∞ +
q2
∞
2
= h+
q2
2
Al tratarse de un gas ideal:
h1 − h∞ = cp(T1 − T∞)
Aplicando las relaciones anteriores:
c2 =γRT∞ +
γR
2Cp
(
q2
∞
− q2
)
=c2
∞
[
1 +
γR
2cp
q2
∞
− q2
c2
∞
]
=c2
∞
[
1 +
γR
2cp
q2
∞
− q2
c2
∞
]
=c2
∞
[
1 +
γR
2cp
(
1−
q2
q2
∞
)
q2
∞
c2
∞
]
=c2
∞
[
1−
γ − 1
2
(
q2
q2
∞
− 1
)
q2
∞
c2
∞
]
(A.7)
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De esta manera, la ecuacio´n A.5 queda:
∂2φ
∂2x
+
∂2φ
∂2y
=
∂φ
∂x
∂q2
∂x
+ ∂φ
∂y
∂q2
∂y
2c2
∞
[
1− γ−1
2
(
q2
q2
∞
− 1
)
q2
∞
c2
∞
] (A.8)
Sabemos adema´s que la velocidad del sonido del flujo imperturbado es M = q∞
c∞
. ∇2 es
el operador de Laplace.[
1−
γ − 1
2
M2
(
q2
q2
∞
− 1
)]
∇2φ =
1
2
M2
[
∂φ
∂x
∂
∂x
(
q2
q2
∞
)
+
∂φ
∂y
∂
∂y
(
q2
q2
∞
)]
(A.9)
Se desarrolla el campo φ en una serie ascendente de potencias pares de M .
φ = φ0 +M
2φ1 +M
4φ2 + · · · (A.10)
Si definimos una velocidad compleja como:
wi =
∂φi
∂x
− i
∂φi
∂y
(A.11)
Se sigue que:
w = wo +M
2w1 +M
4w2 + · · · (A.12)
Si adema´s:
q2 = ww = (u+ iv)(u− iv) (A.13)
Desarrollando la fo´rmula anterior e igualando los te´rminos con la misma potencia de M,
nos quedan las siguientes expresiones:
∇2φ0 = 0 (A.14)
∇2φ1 =
1
2
[
∂φ0
∂x
∂
∂x
(
w0w0
q2
∞
)
+
∂φ0
∂y
∂
∂y
(
w0w0
q2
∞
)]
(A.15)
...
En este caso, φ0 es el flujo potencial incompresible. Si nos fijamos en la ecuacio´n A.15,
tiene un te´rmino fuente dependiente de φ0. El me´todo de Poggi consiste en considerar
el flujo compresible como una distribucio´n continua de fuentes en la regio´n externa a la
frontera del so´lido. La intensidad de esta fuente vendra´ dada por:
−
1
4piq2
∞
[
∂φ0
∂x
∂
∂x
(
w0w0
q2
∞
)
+
∂φ0
∂y
∂
∂y
(
w0w0
q2
∞
)]
dxdy (A.16)
Se introducen unas nuevas variables independientes, z = x+ iy y z = x− iy. Por tanto
x = 1
2
(z + z) e y = i
2
(z − z). Utilizando la regla de la cadena queda:

∂
∂x
= ∂
∂z
+ ∂
∂z
∂
∂y
= i
(
∂
∂z
− ∂
∂z
) (A.17)
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As´ı tenemos:
−
1
2piq2
∞
[
∂φ0
∂z
∂
∂z
(
w0w0
q2
∞
)
+
∂φ0
∂z
∂
∂z
(
w0w0
q2
∞
)]
dxdy (A.18)
Y la intensidad de la fuente quedara´:
−
1
4piq2
∞
(
w20
dw0
dz
+ w20
dw0
dz
)
dxdy (A.19)
Conocida la intensidad de la fuente en el dominio fluido en Q(z), debemos calcular el
efecto en Zp de su interaccio´n con un cilindro de seccio´n recta circular de radio R1 con
centro en el origen. Para ello, enunciamos el siguiente teorema, que podemos encontrar en
Milne-Thomson [1962].
Teorema 1 (Teorema del c´ırculo) Sea un flujo irrotacional bidimensional no viscoso e
incompresible en el plano complejo sin fronteras r´ıgidas. Sea el potencial complejo del flujo
f(z), cuyas singularidades esta´n a una distancia del origen mayor que a. Si se introduce en
el flujo un cilindro circular de seccio´n recta C, |z| = a, el potencial complejo se transforma
en:
w = f(z) + f
(
a2
z
)
(A.20)
Una fuente de intensidad unidad situada en b tiene como funcio´n potencial:
φs(z) = − ln(z − b) (A.21)
Aplicando el Teorema 1 y reglas del algebra en variable compleja tenemos
φt(z) = − ln(z − b) + ln
(
a2
z
− b
)
=
= − ln(z − b)− ln
(
a2
z
− b
)
=
= − ln(z − b)− ln
(
a2
z
− b
)
(A.22)
A continuacio´n sumamos la constante ln−1/b an˜adiendo las modificaciones pertinentes a
la expresio´n anterior.
φt = − ln(z − b)− ln
(
a2
z
− b
)
= − ln(z − b)− ln
(
1−
a2
bz
)
+ ln
(
−
1
b
)
(A.23)
Procedemos de igual manera con ln(z)
φt(z) = − ln(z − b)− ln
(
z −
a2
b
)
+ ln(z) + ln
(
−
1
b
)
(A.24)
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Para calcular la velocidad compleja, procedemos a derivar la expresio´n anterior, teniendo
en cuenta que el u´ltimo sumando es una constante.
dφt
dt
= −
1
z − b
−
1
z − a
2
b
+
1
z
=
1
b− z
+
1
a2
b
− z
+
1
z
(A.25)
Por comodidad, tendremos en cuenta los siguientes cambios de variable:
z = zp
b = z
a = R1 (A.26)
Quedando por fin:
dφt
dt
=
1
z − zp
+
1
R2
1
z
+
1
zp
(A.27)
Figura A.1: Imagen de una fuente unidad con respecto a un c´ırculo
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Sabemos que R(
R2
1
z
) es el punto inverso de z con respecto a una circunferencia de centro
en el origen y radio R1, por lo que podemos enunciar:
El potencial creado por un te´rmino fuente unidad Q(z) en presencia de una circunfe-
rencia centrada en el origen, es equivalente al creado por dos fuentes, una en z y otra en
el punto inverso de z con respecto a dicha circunferencia y una tercera fuente unidad en
el origen de coordenadas.
Agrupando te´rminos por comodidad, tenemos:
dφt
dt
=
1
z − zp
+
R21/zp
R21 − zpz
(A.28)
En el caso que nos ocupa, en cada punto externo al cilindro hay un te´rmino fuente
cuaya intensidad viene dada por la fo´rmula A.19 y cuyo efecto sobre un punto P es como
se ha expresado en A.28. Para calcular el efecto de todas estas fuentes sera´ necesario
integrar en el espacio cada una de sus contribuciones.
Figura A.2: Integral de los te´rminos fuente: teorema de Stokes
w1(P ) = −
1
4piq2
∞
∫∫
d
dz
(
1
z−zp
w20w0
)
dxdy − 1
4piq2
∞
∫∫
d
dz
(
R2
1
/zp
R2
1
−zpz
w20w0
)
dxdy
− 1
4piq2
∞
∫∫
1
z−zp
d
dz
(w20w0) dxdy −
1
4piq2
∞
∫∫ R2
1
/zp
R2
1
−zpz
d
dz
(w20w0) dxdy (A.29)
Esta ecuacio´n resulta bastante complicada, pero mediante teorema de Stokes se puede
transformar en una ecuacio´n ma´s manejable. Hay que destacar que hasta el momento, la
u´nica simplificacio´n que se ha propuesto es despreciar los terminos de M4 y superiores.
Teorema 2 (Teorema de Stokes en el plano complejo) Si f(z, z) es una funcio´n
de z = x+ iy y z = x− iy, que es continua y diferenciable en un a´rea S encerrada por un
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contorno C, entonces: ∮
c
f(z, z)dz = 2i
∫∫
S
∂f
∂z
dS (A.30)∮
c
f(z, z)dz = −2i
∫∫
S
∂f
∂z
dS (A.31)
Consideremos un contorno en el plano Z consistente en una curva cerrada C1 que
contiene el obsta´culo,una pequen˜a curva C2 que contiene el punto zp, una gran curva C3
que contiene a las dos anteriores y sendas rectas AB yCD que conectan c2 y c1 con c3
(Figura A). El contorno as´ı descrito se recorre de manera que la superficie s queda a la
izquierda. Ahora supongamos f(z, z) una funcio´n compleja definida sobre este dominio.
Entonces, por el Teorema 2, para transformar las integrales de superficie en integrales de
l´ınea, es necesario expresar los integrandos como derivadas con respecto a z o z. Los dos
primeros integrandos de la ecuacio´n A.29 ya esta´n en esta forma. Sera´ necesario manipular
los dos siguientes.
w20 =
d
dz
∫
w20dz (A.32)
w20 =
d
dz
∫
w20dz (A.33)
(A.34)
Por medio del Teorema 2 y de las dos ecuaciones anteriores, tenemos que la Ecuacio´n
A.29 queda
w1(p) = −
1
8piiq2
∞
∫
1
z − zp
F (z, z)dz −
R21/Z
2
p
8piiq2
∞
∫
1
Z −R21/zp
F (z, z)dz (A.35)
donde
F (z, z) = w20w0 +
d
dz
(w0)
∫
w0
2dz (A.36)
F (z, z) = w0
2w0 +
d
dz
(w0)
∫
w20dz (A.37)
Se toman las integrales de la Ecuacio´n A.35 sucesivamente alrededor de cada uno de
los c´ırculos de la Figura . Cada una de ellas se toma en sentido antihorario, por lo que
se tendra´n en cuenta los signos del Teorema de Stokes, negativo para C1 y C2 y positivo
para C3. Para hayar el resultado de las integrales con comodidad se usara´ el Teorema del
Residuo de Cauchy.
Teorema 3 (Teorema del residuo) Si f(z) es anal´ıtica en un contorno C y en su
interior excepto en un nu´mero de polos dentro del contorno, entonces:∮
c
f(z)dz = 2piiM (A.38)
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donde M denota la suma de los residuos de f(z) interiores a c de igual forma:∮
g(z)dz = −2piiN (A.39)
donde N denota la suma de los residuos de g(z) interiores a c.
Se sabe que el valor del residuo de un polo simple de multiplicidad n situado en a de
la funcio´n f(z) es:
Res(f, a) =
1
(n− 1)!
dn−1
dzn−1
l´ım
z→a
[(z − a))n f(z))] (A.40)
Consideremos la integral de la ecuacio´n A.35 . En e´l z = R2/z y por tanto F (z, z) =
F (z, R2/z). De esta manera ya tenemos una funcio´n anal´ıtica depediente de z sobre la que
aplicar la Ecuacio´n (A.38). Con la segunda integral se proceder´ıa de igual forma, teniendo
en cuenta que F (z, z) = F (z, R2/z), lo que nos habilita para aplicar la Ecuacio´n (A.38).
Adema´s, dado que F (z, z) es el conjugado de F (z, R2/z), la segunda integral se puede
escribir en te´rminos de la primera.
Consideremos la primera integral de l´ınea de (A.35) en torno al contorno C1: Los polos
asociados con terminos que solo dependen de z esta´n dentro del contorno, mientras que
los asociados exclusivamente a z esta´n fuera, igual que el polo en zp. De esta manera, solo
contribuyen a la integral los polos de z. Por tanto, segu´n la Ecuacio´n (A.38):∫
C1
1
z − zp
F (z, z)dz = 2piiS(zp) (A.41)
donde S(zp denota la suma de los residuos de
1
z−zp
F (z, z) dentro del contorno C1.
Integrando en el c´ırculo de radio infinitesimal centrado en p, C2; se observa que so´lo
hay un polo simple. Como en el l´ımite R2 → 0, z → zp y z → zp, se sigue que:∫
C2
1
z − zp
F (z, z)dz = 2piiF (zp, zp) (A.42)
Finalmente, tenemos la integral alrededor del c´ırculo centrado en el origen conR3 →∞.
Para conseguir que el integrando sea anal´ıtico se reemplaza z por su conjugado R23/z. Para
realizar la integral sera´ necesario desarrollar la integral cuando R3 →∞.
En la lejan´ıa de un obsta´culo circular, el campo de velocidades es el correspondiente
al del flujo imperturbado:
w∞0 = q∞(e
iα) (A.43)
teniendo en cuenta que α = 0
w∞0 = q∞ (A.44)
obtenemos: ∫
C3
1
z − zp
F (z, z)dz = 2piiq3
∞
(A.45)
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A continuacio´n se procede de igual manera con la segunda integral de A.35. Integrando
alrededor de C1 tenemos∫
1
Z − R21/zp
F (z, z)dz = −2piiS(R21/Zp)− 2piiF (R
2
1/zp, zp) (A.46)
La integral C2 no contribuye, dado que no hay polos de Z en el interior de su contorno.
El segundo termino de la ecuacio´n anterior es ana´logo al calculado en (A.42).
Finalmente, sabemos que el resultado de la integral alrededor de C3 es el conjugado de
lo obtenido en la Ecuacio´n (A.45), por lo que∫
1
Z −R21/zp
F (z, z)dz = −2piiq3
∞
(A.47)
En resumen, tenemos que:
w1 =
1
4q2
∞
[
S(z)−
R21
z2
S(
R21
z
i)−
R21
z2
F (
R21
z
, z)
]
+
1
4q2
∞
F (z, z)−
q∞
4
(
1−
R21
z2
)
(A.48)
As´ı, recordando la Ecuacio´n (A.12),la velocidad alrededor del c´ırculo ser´ıa:
w = w0 +M
2w1
Ahora, sustituyendo la expresio´n de la velocidad w0 = q∞(1−
R2
1
Z2
) en la Ecuacio´n (A.48)
y aplicando (A.40) y abandonando el sub´ındice p:
w1
q∞
= −1
2
(
1−
R21
z2
1
)
+
R21
2
(1−R21)(z
2+1)
z2−1
+
R21
4
(z2−R21)
3
z2(z2−1)(z2−R4
1
)
−
(R21−1)(1−R
2
1
)
8
[
z2+1
(z2−1)2
(R21 − 1) +R
2
1
z2+R4
1
(z2−R4
1
)2
(1−R21)
]
log
R2
1
+1
R2
1
−1
+
R4
1
4
z(1−R2
1
)2(R2
1
−1)
(z2−R4
1
)2
log z+1
z−1
− 1
4
{(
1−
R2
1
Z2
)(
R2
1
z2
− 1
)
z2z2
(z2−1)(z2−1)
+ 2 (1−R21)
z
(z2−1)2
[
z +
R4
1
z
+
R2
1
−1)2
2
log z−1
z+1
]}
(A.49)
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Anexo B
Adimensionalizacio´n del problema
En este anexo se pretende establecer con cuantos para´metros adimensionales se carac-
teriza el flujo sobre el que se esta´ realizando el estudio. En este caso se trata de flujo de
Euler compresible alrededor de un perfil aerodina´mico. Para realizar el ana´lisis dimensional
es necesario identificar las variables relevantes del problema. Esto no sera´ problema´tico,
ya que conocemos las ecuaciones que lo rigen.
Podemos escribir las ecuaciones de conservacio´n de masa, momento y energ´ıa para un
fluido compresible no viscoso como:
∂ρ
∂t
+∇ · (ρu) = 0 (B.1)
∂ρu
∂t
+∇ · (ρuu) +∇p = 0 (B.2)
∂ρetot
∂t
+∇ · [(ρetot + p)u] = 0 (B.3)
donde ρ es la densidad del fluido, u es la velocidad, p es la presio´n y etot la energ´ıa total por
unidad de masa. Esta u´ltima se puede descomponer en dos contribuciones: energ´ıa interna
y cine´tica. etot = e+ u · u/2. La ecuacio´n (B.3) se puede simplificar au´n ma´s teniendo en
cuenta que:
∇ · [(ρetot + p)u] = ∇ ·
[
ρu
(
etot + u · u/2 +
p
ρ
)]
= ∇ ·
(
ρuh + ρu
u · u
2
)
(B.4)
Si asumimos las ecuaciones para gas ideal del fluido tenemos que
p = ρR¯T (B.5)
y adema´s
h = c¯pT (B.6)
con R¯ constante del gas y c¯p calor espec´ıco del gas, ambos en base ma´sica. Por tanto
nos quedan cinco ecuaciones y cinco inco´gnitas. Sabiendo esto, tenemos que por ejemplo
que el campo de velocidades u viene determinado por U∞, T∞, p∞, y dos para´metros
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M L T Θ
u 0 1 −1 0
a 0 1 0 0
T∞ 0 0 0 −1
U∞ 0 1 −1 0
p∞ −1 1 −2 0
R¯ 0 2 −2 −1
c¯p 0 2 −2 −1
dependientes del gas, R¯ y c¯p; as´ı como a, la cuerda del perfil. Por el teorema Pi, sabemos
que habra´ 7− 4 = 3 para´metros adimensionales
Por tanto sabemos que:
Π0 =
u
U∞
(B.7)
Π1 =
R¯
c¯p
=
γ − 1
γ
(B.8)
Π2 =
u2
γR¯T∞
= M2 (B.9)
Por lo tanto tenemos que:
u
U∞
= f(γ,M) (B.10)
siendo M el nu´mero de Mach del flujo imperturbado y γ la relacio´n de calores espec´ıficos.
Procediendo ana´logamente para el campo de presiones p
p
p∞
= f(γ,M) (B.11)
y para el de temperaturas T
T
T∞
= f(γ,M) (B.12)
Como en este proyecto, el fluido es en todo momento aire, γ queda fijo, por lo que el flujo
solo depende de M .
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Anexo C
Figuras suplementarias
En este anexo se presentan los mapas de color de la zona del perfil relacionados con
lo que en el Cap´ıtulo 5 se ha denominado caso base. Se van a examinar las soluciones de
elementos finitos, la solucio´n exacta y las eficiencias segu´n los tres modelos de estimador
para la norma L2. Destacan los siguientes resultados:
Es muy dif´ıcil distinguir a simple vista la solucio´n exacta de la solucio´n calculada
por elementos finitos.
Mientras que en la presio´n y la velocidad vertical se ve que la zona con mayor error
es el borde de ataque del perfil, en el caso de la velocidad horizontal no esta´ tan
claro. A lo largo de todo el perfil se observa que la velocidad obtenida por elementos
finitos es alrededor de un 2% ma´s baja que la solucio´n exacta.
Como se ha comentado anteriormente, todos los modelos de estimador y todas las
variables presentan en mayor o menor medida una zona de eficiencia baja en las
proximidades del perfil.
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(a) Solucio´n de elementos finitos
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(e) Eficiencia modelo Naive
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(f) Eficiencia modelo “Upper-bound”
Figura C.1: Presio´n p, perfil  = 0.15, M = 0.1, τf = τ1, τf = τ5, Norma L2
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(e) Eficiencia modelo Naive
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(f) Eficiencia modelo “Upper-bound”
Figura C.2: Velocidad u, perfil  = 0.15, M = 0.1, τf = τ1, τf = τ5, Norma L2
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(a) Solucio´n de elementos finitos
x
y
-0.6 -0.4 -0.2 0 0.2 0.4
0
0.2
0.4
u2
0.65
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
-0.05
-0.1
(b) Solucio´n exacta
x
y
-0.6 -0.4 -0.2 0 0.2 0.4
0
0.2
0.4
error_u2
0
-0.005
-0.01
-0.015
-0.02
-0.025
-0.03
-0.035
-0.04
-0.045
(c) Error exacto
x
y
-0.6 -0.4 -0.2 0 0.2 0.4
0
0.2
0.4
errL2-v
1
0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
(d) Eficiencia modelo Standard
x
y
-0.6 -0.4 -0.2 0 0.2 0.4
0
0.2
0.4
errL2-v
1
0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
(e) Eficiencia modelo Naive
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(f) Eficiencia modelo “Upper-bound”
Figura C.3: Velocidad v, perfil  = 0.15, M = 0.1, τf = τ1, τf = τ5, Norma L2
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