For a multidimensional control problem (P) K involving controls u ∈ L ∞ , we construct a dual problem (D) K in which the variables ν to be paired with u are taken from the measure space rca (Ω, B) instead of (L ∞ ) * . For this purpose, we add to (P) K a Baire class restriction for the representatives of the controls u. As main results, we prove a strong duality theorem and saddle-point conditions.
Introduction
a) The primal problem. We consider the following multidimensional control problem (P) K (1.1) -(1.4) ("classical deposit problem") introduced by Klötzler [8] :
, satisfying x i; t j (t) = u ij (t) a.e. on Ω, i=1,..., n; j=1,..., m; (1.2) u(t) ∈ U(t) = z ∈ IR nm z T v r(t, v) ∀ v ∈ IR nm ∀ t ∈ Ω (1.3)
x(t) = ϕ(t) ∀ t ∈ Γ where Γ ∈ Comp(Ω), Γ = Ø. (1.4) 
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For m = 2 we may interpret (P) K as deposit problem [8, p. 394 ]: On a region Ω in the plane, n infinitely divisible commodities have to be stored. x k (t) describes the deposit height of the k th commodity at the position t (fixed in the case of t ∈ Γ), (−α k ) the related cost rate, J(x, u) the total deposit cost which is to minimize. The control restrictions may be understood as generalized slope conditions for the resulting deposit hill. From [8] we take the following Basic assumptions about the data of (P) b) Outline and main results of the paper. In [8] and [9] , a transportation flow problem (T) K in which the variables ("flows") come from the space (L ∞ ) * is opposited to (P) K . Both problems are in strong duality. The aim of the present paper is the construction of a strong dual problem for (P) K with more regular variables, namely Radon measures, in place of (L ∞ ) * -functionals (which are representable only by finitely additive set functions, cf. [4, Theorem 16, p. 296]). For this purpose, we restrict the feasible domain of (P) K under conservation of the minimal value inf(P) K : Definition 1.1. For (P) K and k ∈ IN 0 , we consider the class-qualified problem (P) K,B k (1.1) -(1.5) with (1.5) x i; t j admits (at least) one representative from B k (Ω) ∀ i, j.
Here B k (Ω) denotes the k th Baire function class on Ω (see below), thus we have to distinguish in (P) K,B k feasible controls u , u taking different values even on a λ m -null set. The following theorem gives sufficient conditions under which the minimal value of (P) K is not influenced by addition of the class qualification (1.5) to (1.1) -(1.4). 
Theorem 1.2 (Sufficient conditions for inf (P)
is strongly dual to (P) K (Theorem 3.4). In analogy to [8, p. 391 ff.], the feasible elements of (D) K may be understood as time-independent vectorial transportation flows: Assuming that we have to organize the shipment of n infinitely divisible commodities within Ω where α k (A) is the rate of supply resp. demand of the k th commodity in A ∈ B, the average flow of the k th commodity in A can be described by the vector (ν k,1 (A), ..., ν k,m (A)). 
The paper is organized as follows: In the rest of this section, we compile some basic notations and definitions. In Section 2, we investigate the relations between the original deposit problem (1.1) -(1.4), its relaxed problem and the class-qualified problem (1.1) -(1.5) and prove Theorem 1.2. Then, in Section 3, we construct the announced dual problem (D) K and give the proof of Theorem 1.3. Finally, we prove that a partial converse of Theorem 1.3 is true (Theorem 3.5).
denote the spaces of n-dimensional vector functions on Ω whose components are k-times continuously differentiable, resp. belong to L p (Ω) or to the Sobolev space of L p (Ω)-functions having weak derivatives up to k th order in L p (Ω). Instead of C 0,1 (Ω), we write shortly C 0 (Ω). For the classical as well as for the weak partial derivatives of x i by t j we use the notation x i; t j . The Banach space of Radon measures (signed regular measures) acting on the σ-algebra B of the Borel sets of Ω (equipped with the total variation norm) is denoted by rca (Ω, B). Due to the compactness of Ω, there is an isometric isomorphism between the dual space (C 0 (Ω)) * and rca (Ω, B) [4, Theorem 3, p. 265 ] so that each linear, continuous functional on C 0 (Ω) can be represented by an integral w. r. to a Radon measure ν ∈ rca (Ω, B). δ v denotes the Dirac measure concentrated in v, λ m the m-dimensional Lebesgue measure and o the zero element of the actual space (in particular, o n is the n-dimensional zero vector). d) Generalized controls. Let U = t∈Ω U(t) (U is compact, see Lemma 2.1 below). A family µ = {µ t | t ∈ Ω} of probability measures µ t ∈ rca (Ω, B U ) acting on the σ-algebra B U of the Borel sets of U is called a generalized control if 1) supp µ t ⊆ U(t) for all t ∈ Ω and 2) for any [5, p. 23] . Two families µ , µ can be identified if µ t ≡ µ t for a.e. t ∈ Ω. The set of all generalized controls is denoted by M U . Let us equip M U with the following topology: 
[2, Theorem 8. 
, and we see that
, and (V1) K may be formulated with m < p < ∞ instead of p = ∞. 
Lemma 2.2. If the function r(t, v) is continuous in t then the set-valued map U(t) : Ω → P(IR
is a closed subset of Ω × IR nm , and the set-valued map U(t) is upper semicontinuous. b) An approximation theorem. The following theorem generalizes a result of Hüseinov [6] about C ∞ -approximations of Lipschitz functions. For its proof, we refer on the author's paper [15] to be published simultaneously. (t)) ij ∈ S(t) for a.e. t ∈ Ω. Then x * can be approximated by a sequence of functions x N ∈ C ∞,n (Ω) with
c) Relations between (P) K and its relaxed problem. The standard relaxation of (P) K by use of generalized controls (Young measures) leads to the problem (P) K (6.1) -(6.4)
Since (P) K itself has a linear-convex structure, the problems (P) K and (P) K are equivalent in a sense specified in the following Theorem 2.4. In particular, their minimal values coincide, and there is a one-to-one correspondence between their minimal solutions. Thus in the frame of the present investigation the relaxed problem is of merely technical interest: it allows to evaluate the conditions of the maximum principle from [12] which is designed for relaxed problems. Moreover, the equivalence between (P) K and (P) K leads to a simple existence proof for global minimizers of (P) K . 
Theorem 2.4 (Equivalence of the problems (P)
so that the element (x, s λ s u s ) is feasible in (P) K . Consequently, the problems (P) K and (P) K have the same minimal value.
P roof. At first, let us define for fixed t ∈ Ω the set-valued maps M U (t):
Choosing z , z ∈ Z(t) and λ ∈ [0, 1], it follows
. This proves the convexity of Z(t). Given a sequence {z N } → z * with z N ∈ Z(t) then there are representations
, and the norm-bounded sequence {µ N t } admits some subsequence {µ N t } converging to µ * t in the sense of (3). It holds
and from [14, Proposition 1.5.1. (iii), p. 47 f.] it follows that µ * t is also a probability measure. Thus Z(t) is closed, and from the continuity of the integrand and the uniform boundedness of the sets U(t) (Lemma 2.1) it follows also compactness. Since the cost functional does not depend on the control variables, the proof can be completed now as in [5, Assertion 8.3, p. 157 ff.], using the version of Filippov's lemma given in Theorem 1.5 above. 2.4, 3) .
Theorem 2.5. ((P)
Comparison of the minimal values of (P) K and (P) K,B k . In Theorem 1.2, sufficient conditions for the coincidence of the minimal values of (P) K and (P) K,B k were formulated. We continue with its proof.
P roof of T heorem 1.2.
Step 1. We prove first that the set-valued map U(t) is Lipschitz [2, Definition 1.4.5, p. 41]. Choosing t , t ∈ Ω and z ∈ U(t ), we have for arbitrary v ∈ IR nm :
r(t , v) = r(t , v) + r(t , v) − r(t , v) .
If v = o nm then from (V2) K it follows r(t, o nm ) = 0 for all t ∈ Ω, and (11) gives z 
The nonnegative continuous functionr(v) takes on its maximum c on the unit sphere of IR nm , thus, by (12), z is element of U(t ) + K(o, c L|t − t |) what proves the Lipschitz continuity of U(t).
Step 2. Application of the generalized Hüseinov's theorem. In consequence of the assumptions, r(t, v) is continuous in t, and we know then from Theorem 2.5 that (P) K possesses a global minimizer (x * , u * ). By Lemma 2.1
and
Step 1, we can apply Theorem 2.3 to x * i; t j and the set-valued map U(t). So there exists a sequence of functions x N ∈ C ∞,n (Ω) with the following properties: They converge to x * uniformly on Ω and share the boundary value with x * (so that the boundary condition (1.4) is satisfied), their weak derivatives come from the space C ∞,nm (Ω) and satisfy the inclusions (x N i; t j (t)) ij ∈ U(t) for all t ∈ Ω. Thus all pairs (x N , u N ) with u N ij (t) = x N i; t j (t) are feasible in (P) K , and these elements satisfy the state equations (1. 
As mentioned above, the relaxed problem (P) K satisfies assumptions (V1) -(V4) from [12] , and thus we can apply [12, Theorem 3.1, p. 225]. Its proof in [12] is not influenced by the use of the generalized control restrictions supp µ t ⊆ U(t) in the definition of M U . If (x * , u * ) is a global minimizer of (P) K then (x * , µ * ) with µ * t = δ u * (t) forms a global minimizer of (P) K since both problems have the same minimal value (Theorem 2.4) and J(x * , u * ) =J(x * , µ * ). By the above cited theorem, we find for arbitrary ε > 0 multipliers y ε ij ∈ L nm q (Ω) which fulfill its ε-maximum condition and the canonical equation together with (x * , µ * ). In the ε-maximum condition from [12] , (14) ε
we can substitute each generalized control µ ∈ M U by ordinary controls in the sense of Theorem 2.4 and vice versa, so that we arrive at (M) ε while (K) ε carries over formally unchanged. with representatives from the first Baire class then, as in the proof of Theorem 2.6, (x * , µ * ) with µ * t = δ u * (t) is a global minimizer of (P) K . After correcting the error in the choose of the test function space in (K) 0 (ζ ∈ C 1,n (Ω) instead of ζ ∈ W 1,n ∞ (Ω) with ζ i; t j ∈ B 1 (Ω), see [13, Erratum] 3 Duality theorems a) Construction of the dual problem. Two optimization problems, a minimizing problem (P) and a maximizing problem (D), are said to be weakly dual in the case that inf (P) sup(D), and strongly dual if equality holds: inf (P) = sup(D) (cf. Klötzler [7] ). Under the assumptions of Theorem 1.2, the minimal values of the problems (P) K , (P) K,B 0 and (P) K,B 1 coincide, and the dual problem can be formulated in relation to (P) K,B 0 . Thus it is possible to use Radon measures as dual variables. Definition 3.1. We define the sets X 0 , X 1 and Y 0 and a functional Φ : 
2) for all t ∈ Ω (consequently, (x, u) ∈ X 1 ), and sup ν∈Y 0 Φ(x, u, ν) = +∞ else. By Theorem 1.2, (P) K,B 0 admits a minimizing sequence {(x N , u N )} of feasible processes which fulfill the state equations (1.2) everywhere on Ω. Along this sequence, we have inf , ν) , and the proof is complete. (17.1)
b) Strong duality. Note that G (ν) can be expressed as follows:
Then, by restriction of the feasible domain, we receive from (D) K the problem (D) K (2.1) -(2.2) mentioned in the introduction. Obviuosly, it holds
The feasible set of (D) K is weak * -closed and convex, the cost functional G(·) is concave in ν, and thus the set of the global maximizers of (D) K is convex. 
Together with the conditions (M) ε N , (K) ε N and the feasibility of (x * , u * ) for (P) K we conclude that G (ν N ) J(x * , u * ) − 1/N . Using Theorem 3.3 and (19), we arrive at the inequalities
, and the relation inf (P) K = sup(D) K is proved. c) Saddle-point conditions. P roof of T heorem 1.3. Assume that ν * ∈ (rca (Ω, B)) nm and a feasible pair (x * , u * ) of (P) K,B 1 satisfy the condi-
from which, together with (D) * 0 , it follows that J(x * , u * ) = G(ν * ), and (x * , u * ) and ν * form a saddle point for the problems (P)
Remark. Since the value of the cost functional does not depend on u one can construct from a given global minimizer (x * , u * ) of (P) K,B 1 nondenumerably many different global minimizers (x * , u * * ) of (P) K,B 1 by the setting u * *
Here N ij are λ m -null sets with characteristic functions from the first Baire class while u ∈ B 1,nm (Ω) with u(t) ∈ U(t) for all t ∈ Ω can be chosen arbitrarily. On this fact, it can be founded a partial converse of Theorem 1.3. 1) u * (t) = u * * (t) for a.e. t ∈ Ω (u * and u * * belong to the same L nm ∞ -equivalence class). 
Then from J(x * , u * ) = G(ν * ) it results (D) * 0 , and the theorem is valid with u * (t) = u * * (t) for all t ∈ Ω.
Here and below, the infimum is taken over the same function set as in (21). Using the members ( 
We subject each of the measures ν * ij to the Lebesgue decomposition w. r. to the measure λ m into the absolutely continuous part ν ij and the singular part ν ij [4 
Further, the singular parts are subjected to the Jordan decomposition ij and u * * ij differ at most on the null sets N ij . By Theorem 1.2, we have u N (t) ∈ U(t) for all N ∈ IN 1 and for all t ∈ Ω; then it follows from the closedness of the sets U(t) (Lemma 2.1) that inf N u N ij (t) ∈ U(t) as well as sup N u N ij (t) ∈ U(t) for all t ∈ Ω. Together with N + ij ∩ N − ij = Ø (by assumption) it results that u * * (t) ∈ U(t) for all t ∈ Ω. Thus u * * fulfills the assertions 1) -3) of our theorem.
We have still to prove that (x * , u * * , ν * ) satisfies the saddle-point conditions. For this purpose, let us introduce the following abbreviations: Here J > J + J leads to a contradiction since one could choose then functions u , u ∈ B 1,nm (Ω) with u (t) ∈ U(t) and u (t) ∈ U(t) for all t ∈ Ω in such a way that
but u ij (t) = χ (Ω\N ij ) (t) · u (t) + χ N ij (t) · u (t) would be feasible for the construction of J as a function of first Baire class. So we have 
