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Ce mémoire analyse de façon empirique les facteurs de risque et de succès reliés aux 
projets de développement de nouveaux produits (DNP) des entreprises inllovantes de la 
région de Québec et de Chaudière-Appalaches . Pour atteindre cet objectif, une enquète par 
questionllaire a été menée auprès des entreprises manuiàcturières innovantes en produits 
dans ces deux régions du Québec. 
L ' analyse des facteurs de succès des projets de DNP a montré que ceux relatifs aux 
ressources humaines, au cadrage du projet et au climat et soutien organisationnels se sont 
avérés les plus déterminants pour le succès des projets de DNP des entreprises. 
Les résultats des analyses, qui ont pOlté sur l'impact des différents types de risque sur 
les projets de DNP des entreprises, ont montré que ceux qui ont eu, relativement, le plus 
d' impact sur ces projets sont les risques reliés à la sous-estimation des ressources 
nécessaires à la réalisation des projets de DNP, les risques reliés à l 'acceptation des clients 
et à la cOlllmercialisation, et les risques reliés aux aspects organisationnels et managériaux. 
La dernière analyse effectuée visait à expliquer, au moyen d'un modèle de régression 
logistique, la propension des entreprises à accuser des échecs dans les projets de DNP 
qu'elles entreprennent. Les résultats de l'estimation de ce modèle ont lllontré que la 
probabilité qu 'une entreplise n'accuse aucun échec et n'abandonne aucun projet de DNP 
avant terme croit avec l'accroissement de l'importance accordée par les entreprises aux 
facteurs de succès relatifs aux ressources humaines, à l'adéquation clients et produits, au 
cadrage du projet de DNP, et au climat et soutien organisationnels. En revanche, cette 
probabilité décroît avec l'accroissement de : l ' impoltance accordée par les entreprises aux 
iàcteurs de succès relatifs à l'escalade de l'engagement du chef du projet et de son équipe, 
des risques reliés aux projets de DNP, du degré de nouveauté du produit développé par 
l'entreprise, du pourcentage de ses ventes réalisées auprès des principaux clients, et de sa 
taille. 
Ces dit1ërents résultats ont été utilisés pour dégager des implications en vue d 'améliorer 
la gestion des projets de DNP dans les entreprises en général, et les P:ME en particulier. 
Mots clés: Projet de développemellt de llouvea/lX produits (DNP); 11111ovatioll,· risque,· 
slfccès,· échec,· Pj\;fE. 
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ABSTRACT 
This study empirically analyzes risk and success factors related to new product 
development projects (NPD) of innovating finns in the Québec and Chaudière-Appalaches 
region. To achieve this goal, a questionnaire survey was administered to product-innovative 
manufacturing finlls in these tvvo regions of the province of Québec. 
The analysis of the success factors ofNPD projects showed that those related to luuuan 
resources, to project stmchnlng, and to organizational c1imate and support were the most 
decisive in the success of films ' NPD projects. 
The resu1ts of the analyses about the impact of different types of risks on fmllS ' NPD 
projects showed that the types of risks which had relatively the more impact on these 
projects were those linked to the under-estimation of the resources necessaly to cany out 
NPD projects, those linked to client acceptance and commercialization, and those linked to 
organizational andmanagerial aspects. 
The 1ast analysis conducted in this Shldy aimed to explain, with a logistic regression 
mode1, the propensity of fnms to fail in the NPD projects undeltaken. The results of the 
estinlation of this mode1 showed that the probability of a tinn to never fail and never 
abandon a NPD project before tenn increases with the increase of importance given by 
finllS to success factors re1ated to lllllllan resources, to client and product suitability, to 
NPD project stmcturillg, and to organizational climate and SUppOlt. On the other hand, tilÎs 
probability diminishes with the illcrease of: the importance given by films to the success 
factors related to the escalation of the project leader ' s and of his team's cOlllnlÎtment; the 
risks linked to the NPD projects; the degree of nove1ty of the product deve10ped by the 
fmn; the percentage of sales to the tlil'ee main clients; and its size. 
These different resu1ts were used to identify implications with the ailll of improving 
NPD project management in finns in general , and in small and medium-sized finns in 
particular. 
Key 'Vords: New prodlfct developlllel/f projecfs (NPD); il/I/ovatiol/,' risk; slfcces.s; f ailllre,' 
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CHAPITRE 1 : MISE EN CONTEXTE ET 
PROBLÉMATIQUE 
1.1. l~Jise en co1l1exle 
Suite à l'ère industrielle, les pays dits aujourd'hui développés ont connu un 
engouement, voire même une frénésie , pour le développement technologique et 
l ' innovatioll. Cependant, les impératifs de la mondialisation, qui ont diminué les 
avantages concunentiels des entreprises basés essentiellement sur la diminution des coùts 
et la maîtrise des filières de productioll autour des produits standardisés, les changements 
rapides des technologies de production, et les demandes de plus en plus changeantes et 
sophistiquées des consommateurs, ont rendu le processus d' innovation plus complexe et 
ses extrants potentiels plus inceltains (Griffin, 1997; Keizer et al. , 2005). 
Les projets de développement de nouveaux produits (DNP) sont identifiés dans la 
littérahlre comme étant des projets à haut degré de risque. En effet, dans leur ouvrage de 
référence, Projet Risk Ma1lagement: Pro cesses, tech1liq1les and insights , Chapman et 
\Vard (1997) présentent une liste des domaines d 'activité caractérisés généralement par 
un haut niveau de risque. Le tableau 1 rapportant ces domaines permet de constater que 
les projets de recherche et de développement et ceux de la mise en marché des nouveaux 
produits anivent respectivement aux 7e et 8e rangs quant à leur niveau de risque. 
Tableau 1 : Domaines risqués 
1. Défense militaire (plates-formes navales, systèmes d'armement et systèmes d'information); 
2. Développement des systèmes d'information civils; 
3. Construction des centrales nucléaires; 
4. Décontamination des centrales nucléaires; 
5. Extraction minière en haute mer; 
6. Développement de systèmes de sécurité pour les usines de traitement des eaux; 
7. Projets de recherche et de développement; 
8. Mise en marché de nouveaux produits; 
9. Construction de centrales énergétiques; 
10. Construction de barrages; 
11 . Développement aéronautique; 
12. Construction d'avions commerciaux; 
13. Construction de ponts et tunnels; 
14. Développement de systèmes d'information sécurisés pour les banques. 
Source: Chaprnan and Ward (1997). cité par Bourdeau et al. (2003). 
1.2. Problématique 
Les entreprises se trouvent donc confi:ontées à deux enjeux paradoxaux: intensifier 
les efforts en matière d ' innovation pour améliorer ou développer de nouveaux produits, et 
ce faisant , devenir plus vulnérables en s 'engageant dans des projets caractérisés par des 
niveaux de risque très élevés. En effet, les projets d ' innovation de produits sont de nature 
très risquée puisque, généralement, «(1) ils prennent plus de temps qlle prévII, (2) coÎltent 
plus de resso1lrces matérielles q1le celles planifiées, et (3) Il e prodllisent pas les bélléfices 
anticipés en ce qui a trait à la pe,jorllla1lCe» (Traduction libre, Polk et al. , 1996 : 533). 
Dans le même ordre d ' idées, Stevens & Burley (1997) lllentionnent qu ' enllloyenne 3000 
idées bmtes de projet (starting ideas) sont requises pour parvenir à cOlllmercia liser avec 
succès un nouveau produit manutàchlrier. Selon ces mêmes auteurs, le taux d 'échec des 
projets d'innovation serait encore plus élevé dans d 'autres secteurs d 'activité industrielle , 
tels que le secteur des produits phmmaceutiques avec un taux de 6000 à 8000 idées 
initiales pour un nouveau succès cOlllmerciai. 
Un consensus semble donc établi dans la littérature, à l 'effet que le taux de succès de 
développement de nouveaux produits est très faible et que l 'amélioration de ce taux de 
succès demeure ditTicile à accomplir (Cra\vford, 1979; Griffin, 1997; Stevens et Burley, 
1997). Selon cette littérahne, les échecs dans la réalisa tion de projets d'inllovation de 
produits sont souvent imputables à des écmts persistants entre la situation observée et la 
sihlation désirée en matière des connaissances liées aux contraintes de réalisation et 
l'administration des risques des projets innovants (Halman and KeizeL 1994). 
Les travaux antérieurs consultés sur notre thématique de recherche dégagent de 
façon récurrente la multiplicité des dimensions ou déterminants du risque relié aux 
projets d ' innovation de produits. A ce chapitre, :i\lu et al. (2008) , citant Crawford and Di 
Benedetto (2006), mentionnent que: 
<<111 the cOlltext ofNPD, risk refers to the possibilitv that a new'" deve!oped 
prodl/ct might foi! dite to variolts /In certain factors, i.e., market failllre , 
technologv cOl/s tmints, al/d Olgani:::ationa! hinderillg foctors that leod to 
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insllfficient sales for the prodllct ta sU/vive and be profitable.» (Mu et aL , 
2008 : 1). 
Pour lem paIt, Moriarty and Kosnik (1989) distinguent deux dimensions au risque 
associé aux projets d ' innovation de produits: l'incertitude du marché et l' incertitude 
technologique. Souder and Bethay (1993) et Belev (1989) se sont intéressés à la gestion 
du risque dans les projets d ' innovation de produits dans les secteurs à haute intensité 
technologique. Les premiers ont développé ce qu 'ils ont intitulé «la pyramide des risques 
pour le développement des nouveaux produits (The Risk Pvralllid for New Product 
DeveloplIlellt) . Cette pyramide permet de diftërencier trois types de risque : i) le risque 
d ' affaires relié essentiellement aux 11 uchw tions de l 'économie, aux interférences 
politiques et à l ' instabilité du marché du travail ; ii) le risque du marché qui renvoie 
notamment aux impératifs de la compétition: et iii) le risque technique associé à 
l' obsolescence des procluits , au renouvellement continuel des technologies et aux 
imprévus au niveau du design et de la tàbrication (Souder and Bethay, 1993 : 187). Belev 
(1989) , quant à lui, a dressé une liste de six types de risque qui caractérisent les projets de 
développement de nouveaux produits: i) le risque technique; ii) le risque financier; iii) le 
risque en matière cie design; iv) la capacité inhérente de l'entreprise à fonctionner en 
contexte risqué (supportability risk): v) le risque relié aux coüts et à la planification du 
projet; et vi) le risque attribué à l 'environnement externe où opère l'entreprise. 
Un autre courant de travaux a abordé la relation entre l ' innovation de produits et le risque 
sous l ' angle de l ' occunence du risque, de son impact et de la capacité ou non de 
l'entreprise à le contrôler (Halmall et Keizer, 1994; Keizer et aL , 2005). Dans ces 
travaux: 
«.A particl/lar jVPD acrivitl' is seell as riskv {f 0) the Iikelil/Ood of a bad resl/lt is 
considerable, (]) the iII/pact Oll the sl/ccess of th e NPD project is great and (3) 
th e obi/;t1' of the terl/" ta illfll/ellce it within the till/e and resollrce Iill/its of the 
project is slIlal!» (Keizer et al. 2005 : 300) . 
Il importe aussi de mentionner que clans la littérature consultée clans le caclre cie cette 
étude. plusieurs chercheurs ont insisté sur le degré de risque plus élevé dans les projets 
d ' innovation radicale comparativement aux projets d ' innovation incrémenta le . Ces 
chercheurs s'entendent sur le fait que l 'engagement dans un projet d ' innovation radicale 
génère plusieurs enjeux qui influencent avec plus d 'acuité le succès ou l ' échec du projet 
que dans le cas de projets d ' innovation de moindre envergure (McDennott and 
O'Conllor, 2002 ; Cardinal, 2001 ; O 'Conllor and Ayers, 2005 ; Leifer et aL , 2001). Dans 
cet ordre d ' idées, Keizer et HalIllan (2007) mentionnent que : 
«Radical and incre1l1ental inl1ovation projects differ on different project 
dim ensions. Radical in17ovatio17 life cycles are longer, lI/Ore ll11predictable, have 
more stops and starts, are 1//ore context-dep endent in that strategic 
considerations con accelerate, retard or tenllinate progress, and more often 
illclllde cross-fimcNonal and or cross-unit tea1//work. Incre1//ental projects are 
li/ore !inear alld predictable, with fel.ver resout·ce 1117 certa in ties, including 
simpler collaboratioll relationships» (Keizer and Halman, 2007: 30). 
La littérahlre présentée précédemment illustre la nature particulièrement risquée des 
projets de développement de nouveaux produits. Elle illustre également l'importance de 
la gestion du risque clans de tels projets . Cette gestion est d 'autant plus critique pour le 
succès de ces projets qu 'une stratégie d ' aversion au risque dans les projets d ' inllovation 
en général, et ceux d ' i1lllovation radicale en pmticulier, n 'est pas envisageable. Dans cet 
ordre d ' idées, Keizer et Halman (2007) sont d 'avis que : «Becozfse an in17ovation strategy 
based 0 11 risk avoidallce canllot be 0/1 optio17, proactive risk mallagement is needed ill 
w/iicl! risks are identified ill the earzv phases of prodllct develop1//ent whell there is still 
tilIIe to injhfence the course of evellts» (Keizer and Halman, 2007 : 30). 
1.3. Objectif5 de la rec/letc/le 
L 'objectif général de cette recherche est de tàire ressortir l ' importance du risque en 
contexte de projets de développement de nouveaux produits, d 'évaluer l' impact du risque 
sur le succès des projets d 'innovation de produits, et d' identifier les tà cteurs de succès 
généraux de l' entreprise et spécifiques aux projets d ' innovation de produits, sur lesquels 
il est possible d ' agir pour minimiser le risque dans ces projets. 
4 
Pour atteindre cet objectif général, les objectifs spécifiques suivants seront poursuivis : 
1) répertorier, dans la littérature pertinente, les différents types de risque reliés au 
projet de développement de nouveaux produits: 
2) dresser un pOltrait des entreprises qui s'engagent dans des projets de 
développement de nouveaux produits; 
3) identifier les facteurs de succès susceptibles d ' influer sur les projets de 
développement de nouveaux produits; 
4) identifier les éléments de risque dans les projets de développement de nouveaux 
produits pour mieux comprendre les enjeux de l ' innovation dans llll contexte de 
nsque; 
5) illustrer l 'impact des facteurs de succès et des types de risque sur le taux de 
succès des projets d ' innovation de produits; 
6) f0l1l1uler des suggestions en vue de mieux comprendre les enjeux et difficultés 
rencontrés par les entreprises lorsqu 'elles s'engagent dans des projets de 
développement de nouveaux produits. 
1.../. Orgal1isatiol1 du mémoire 
Le reste de cette recherche s 'articule de la façon suivante . Le prochain chapitre 
présente les concepts théoriques nécessa ires à cette recherche, ainsi qu 'une revue de 
littérature des principales contributions qui traitent de la gestion du risque dans les projets 
de développement de nouveaux produits, et des détenllinants de succès et d 'échec de 
cette gestion. Le troisième chapitre présente la méthodologie préconisée dans cette 
recherche . Les résultats empiriques sont rep0l1és au quatrième chapitre. Finalement, le 
chapitre V présente un résumé de cette recherche, ses implications, sa pertinence et ses 
limites. 
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CHAPITRE 2 REVUE DE LA LITTÉRATURE ET 
PRINCIPAUX CONCEPTS 
2.1. IlItroductioll 
La revue de littérature sera stmcturée en quatre parties. Dans un premier temps, il 
sera question d 'une introduction rappelant succinctement celtaines défInitions et 
considérations théoriques reliées au concept d 'innovation en général et à l'innovation de 
produits en pmticulier. Dans un deuxième temps , l ' attention sera portée à l ' identifIcation 
et à la gestion du risque dans les projets en général. La troisième partie de cette revue de 
littérature sera dédiée aux caractéristiques et aux spécifIcités des projets de 
développement de nouveaux produits, ainsi qu ' aux facteurs responsables du succès et de 
l'échec de ces projets . Une attention particulière sera portée dans cette partie à 
l' identifIcation et à la gestion du risque dans le contexte de projet de développement des 
nouveaux produits . Finalement, la demière partie de cette revue de littérature fera office 
de synthèse des principales contributions sollicitées et pointera celtaines lacunes de la 
littérahlre. Elle pelmettra également d ' énoncer les hypothèses qui seront mises à 
l'épreuve dans le présent mémoire. 
2.2. Le type d'il111ovatio11 : défi11itio11 et c011sidératiolls t/léoriques et empiriques 
De l 'avis de plusieurs chercheurs, l ' innovation appOlte moult bénéfIces pour 
l'entreprise (Balachandra , 1996; Galia and Legros, 2004; Keizer et al. , 2005 ; Hm·tley, 
2006). Elle lui permet non seulement d 'accroître l 'offre de ses nouveaux produits, mais 
aussi sa capacité de production, ses parts de marché et sa performance (Larsson, 2004). 
Le concept d ' innovation est utilisé en de multiples sens. Pour l 'essentiel, il renvoie 
à l ' idée de nouveauté . Ce lien entre le concept d ' innovation et l ' idée de nouveauté s ' est 
étendu à toutes les activités et fonctions de l'entreprise, si bien que plusieurs recherches 
ont porté sur l ' innovation de produits, de procédés, l ' innovation technologique, 
l' innovation organisationnelle, l ' innovation de marketing, etc. L'un des premiers auteurs 
à s 'attaquer au concept d ' innovation et à le distinguer du concept de l'invention fu t 
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Joseph Schumpeter (1911). Il a défIni l'invention comme étant un objet qui est créé pour 
la première fois , alors que l ' innovation renvoie à une réalisation de nouvelles 
combinaisons pennettant l 'application cOlllmerciale d'une invention. En outre , lors de la 
création d 'une innovation majeure, d'autres innovations sont alors souvent développées 
grâce à cette même innovation. 
Depuis la fIn des années 1980, un consensus semble s ' éta blir entre les expe11s à 
l'effet que l'innovation constitue un processus SUlvenant au sein des entreprises et qui 
s ' intègre dans le cadre du processus général de résolution de problèmes plutôt que 
comme un événement technologique individuel. Des auteurs tels que Dosi (1988) et Van 
de Ven (1986) soutiennent que l'innovation est le développement ainsi que l'implantation 
de nouvelles idées afin de résoudre les problèmes. Van de Ven (1986) considère mène 
que l ' innovation peut émaner d 'une cOlllbinaison d'anciennes idées , une approche unique 
considérée ainsi nouvelle par les personnes impliquées. 
La lechlre des travaux sur l'innovation révèle qu ' il ne semble pas y avoir encore de 
consensus au sujet de la réalité que recouvre le mot innovation, en dépit de la littéramre 
abondante sur le sujet. La conceptualisation et la mesure de l' inllovation semblent 
recouvrir deux enjeux. Le premier concerne les approches sollicitées pour éhldier 
l'innova tion. alors que le deuxième renvoie à la définition même du mot innovation. 
La littérahlre permet de distinguer deux approches principales concemant l 'éhlde 
de l ' innovation dans les entreprises : l 'approche objet et l'approche sujet (A.rchibugi et 
Pianta , 1996; Evangelista et aL , 1997). L 'approche objet adopte l'innovation individuelle 
comme unité d 'observation. Acs et Audretsch (1990) , et Coombs et al. (1995) , 
représentent des exemples d'application de cette approche qui consiste il identifier et il 
compter les innovations individuelles. La principale déficience de cette approche réside 
dans la définition implicite de l ' innovation qui, en fin de compte. se ramène il la 
perception de ce que les experts considèrent COlllme des innovations. En conséquence. 
cette approche rend diffIcile les comparaisons entre diverses études. divers projets et 
divers pays ou régions. 
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Dans l' approche sujet, l'unité d 'obselv ation est le produit ou le procédé de 
fabrication développé ou amélioré au niveau de la füme. Cette approche s' est cristallisée 
dans le Manuel d 'Oslo (1992; 1997; 2005) 1. Le principal avantage de cette approche est 
de poser des questions concemant un certain nombre de tà cteurs explicatifs de 
l ' ülllovation. Par contre, et c 'est pour l ' instant un désavantage impOltant, cette approche 
n 'a pas encore bien réussi à développer une mesure appropriée du degré de nouveauté de 
1' Îllllovation. L ' approche sujet est maintenant utilisée par plusieurs institutions 
statistiques nationales telles que Statistique Canada et la COllllllunauté européenne dans 
leurs enquêtes sur l ' innovation (Guellec et Pattison, 2000) . 
En ce qui conceme le second enj eu, à savoü' la définition meme de ce qu 'est 
l 'ülllovation, les expelts se posent deux questions: 1) COllllllent détenlliner si une finlle 
innove ou non? 2) Quel est le degré de nouveauté de l ' innova tion des finlles? 
Jusqu 'à tout récemment, les études portant sur l' innova tion se limitaient aux 
IDnovations de produits ou de procédés (Gordon and Jv1cCann 2005, p. 31). Toutefois, la 
publication de la troisième édition du manuel d 'Oslo (OCDE 2005, p. 56) a marqué llll 
changement en ülcluant deux autres types d' innovations, en l' occurrence l' inllova tion cie 
commercialisation et l'ülllovation cl ' organisation. 
2.2.1. Types d'innovations 
Selon le manuel d 'Oslo (OCDE 2005 , p. 56) , l'ülllova tion peut être classée en une 
cles quatre catégories suivantes : 
1) l ' illnovation de produit qui « corre.spond à l 'introduction d 'ifii bien 011 d 'I/n 
service nouvernl ou sensiblelllent (//nélioré sl/r le p lan de ses caractéristiques ou de 
l 'lisage auquel il est destiné. Celfe (/(ifinition inclll t les (// lIéliorotions sensibles des 
1 Le manuel d'Oslo est un document de référence produit par des experts cie l'OCDE. Il rassemble les 
«principes direc teurs pour le recueil et l'interpré tation des dOIUlées sur l'inllo\·alio!l». 
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.spécifiC{Jtions techlliques, des c01llposants et des 1Ilatières, du logiciel intégré, de la 
convivialité ou autres caractéristiqlles fonctionnelles . »; 
2) l' innovation de procédé qui « est la llIise ell œuvre d 'une méthode de prod1lctioll 
011 de distribution nouvelle Olt sensible1llent allléliorée. Cette 110tion implique des 
changelllents significat(fs dans les techniques, le 1Ilatériel et/oll le logiciel. »; 
3) l'inllovation de cOlllmercialisation qui correspond à « la mise en œuvre d'une 
nOlfvelle lIléthode de commercialisation impliquallt des changements significatifs de 
la concepNon ou du condiNollne1llellt, du placelllent, de la promotion Olf de la 
tarification d'/fIl produit. »; et 
4) l ' innovation d'organisation qui « est la mise en œuvre d 'u11e nouvelle méthode 
organisationnelle dans les pratiques, l 'OiganisaNoll du lieu de travail Olf les 
relations extérielfres de la fir1ll e . » 
Le recours aux principes directeurs du Manuel d'Oslo est très répandu auprès de 
chercheurs de plusieurs pays, dont le Canada, notamment en ce qui a trait à la typologie 
d ' uUlovation proposée. La première édition de ce :tvJanuel publié en 1992 visait à 
proposer une méthodologie pelmettant des études comparatives sur l ' innovation. La 
seconde édition, publiée en 1997, a pelmis, pour l'essentiel, d ' achlâliser les méthodes de 
collectes de données en foumissant des principes directeurs pour la création d ' indicateurs 
d ' innovation (OCDE, 1997 : 5) . Finalement, la publication de la troisième édition du 
rvfanuel d 'Oslo (OCDE, 2005) présente une évolution au concept d ' innovation en mettant 
davantage l'accent sur l' importance des liens entre les entreprises et les institutions dans 
le processus d'innovation. Par ailleurs , tel que mentionné précédemment, deux nouveaux 
types d'innovations se retrouvent dés01mais dans cette troisième édition, soit l'innovation 
de commercialisation et celle d ' organisation. 
Il importe de preCIser que, bien que ces quatre types d ' innovations soient 
couramment utilisés par les chercheurs, ils ne constihient cependant pas une liste 
exhaustive des types d ' innova tions que l'on rencontre dans la littérahire. En eftèt, 
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plusieurs autres types d ' innovations y sont mentionnés. Par exemple, Yeh-Yun Lin & Yi-
Ching Chen (2007, p. 123) évoquent dans leur étude l'innovation stratégique ou, encore, 
l ' innovation administrative qui gravite davantage autour de changements stmcturels , à la 
différence de l'innovation d 'organisation. 
Il est également important de préciser que chacun de ces types d ' inllovations peut 
varier au niveau de son degré de nouveauté . En d'autres tennes, l ' innovation peut être 
réalisée de manière radicale ou encore de manière incrémenta le . Les innovations 
radicales impliquent une rupture et se définissent comme une innovation ayant un impact 
significatif sur les activités économiques des entreprises (OCDE, 2005 , p. 68). Cet impact 
peut se refléter par des changements technologiques majeurs , ce qui implique souvent la 
modification des conditions d 'utilisation par les clients. En ce qui a trait aux innovations 
incrémentales, elles n ' influencent pas de façon majeure les améliorations techniques et ne 
requièrent aucun changement significatif dans le comp01tement d 'utilisation par les 
clients. Elles sont habihlellement des innovations modestes qui font paltie d 'un 
développement graduel et continu des entreprises. Les éhldes désirant mesurer les 
innovations incrémelltales vont non seulement tenir compte de la propension à innover 
des entreprises, mais également du degré de nouveauté de leurs innovations. 
Pour dételminer si une finne est innovatrice ou non, le Manuel d 'Oslo propose 
deux questions principales: « Au cours des trois demières années, votre entreprise a-t-
elle développé ou amélioré de façon significative les produits ou selvices offelts à ses 
clients ') » et « Au cours des trois demières a1l1lées, votre entreprise a-t-elle introduit ou 
amélioré de façon significative les procédés de fabrication de ses produits ou services?». 
La réponse "oui" il la première question signifie que l 'entreprise est innovante en 
produits. La réponse "oui" à la deuxième question indique qu 'elle est illnovante en 
procédés de L1bricatioll. La réponse "oui" , simultanément aux deux questions , indique 
que l'entreprise est innovante en produits et en procédés. Finalement, la réponse "non" 
aux deux questions signifie que l'entreprise est non innovante. 
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Cependant, ces questions ne pelmettent pas de déterminer le degré d ' innovation au 
sein des fIrmes , sachant qu ' il existe deux catégories d'innovation, l' innovationlllineure et 
l ' innovationlllajeure. De ce fait, il est important de différencier les innovations grâce à la 
mesure de nouveauté de l'innovation par le biais d ' indicateurs tels que le temps requis 
pour compléter l ' inllovation, les ressources allouées , la fréquence, la créativité ou encore 
le degré de nouveauté, à savoir, par exemple, si l ' innovation est nouvelle au niveau de 
l ' entreprise, au niveau national ou au niveau mondial. 
Après avoir présenté les principaux types d'innovations , il serait peltinent de 
s ' attarder sur les principaux indicateurs utilisés dans les travaux consultés pour 
opérationnaliser le concept d ' inllovation. 
2.2.2. Indicateurs de mesure de l'innovation 
Étant dOllné qu ' il existe divers types d ' innovations et que ces demiers sont 
int1uencés par des déterminants qui peuvent différer, il ne semble pas y avoir de 
consensus dans la littérahlre, du moins celle consultée jusqu' à maintenant, sur les 
indicateurs de mesure de l ' innova tion. D 'ailleurs, certains indicateurs semblent être 
privilégiés par rappOlt à d 'autres selon, par exemple, la taille des entreprises ou encore le 
secteur d 'activité où elles opèrent. 
Dans une revue systématique de la littérature, Becheikh et al. (2006) ont synthétisé 
les principales façons de mesurer le degré de nouveauté de l ' innovation. Leur 
classification résumée au tableau distingue les indicateurs indirects, tels que les 
activités de R&D et le nombre de brevets , des indicateurs directs qUI réfèrent 
essentiellement au décompte du nombre d' innovations et aux questions qui peuvent être 
posées dans des enquêtes pour capter la propension à innover et le caractère radical ou 
incrémentaI de l ' innova tion. 
2.2.2.1. Mesures indiI"ectes 
Le niveau d' innovation des entreprises peut être appréhendé de façon indirecte en 
utilisant le niveau d' activités de R&D réalisées par les entreprises ainsi que les données 
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liées à l 'enregistrement de brevets. Bien que ces deux indicateurs mesurent des éléments 
différents , ils évaluent tous les deux le niveau d'efforts liés aux activités d' innovation. 
Toutefois , chacun de ces indicateurs comporte certaines lacunes. 
2. 2.2.1.1 . Recherche et développeTlle/lt (R&D) 
Étant un indicateur couramment utilisé, il est important de définir ce que 
représentent les activités de R&D. Le Manuel de Frascati de l 'OCDE qui forme , avec le 
Manuel d'Oslo, un document de référence adopté par la plupart des pays de l 'OCDE pour 
mesurer les activités scientifiques et technologiques, définit la R&D comme suit : 
«La recherche et le développeme/lt expérill/ental (R-D) e/lglobent les travaux 
de création e/ltrepris de faço/l .sy stéll/atique e/l vue d 'accroître la sOll/lI/e des 
cO/lnaissances, v COli/pris la cO/lnaissance de l 'holl/lI/e, de la culture et de la 
société, ainsi que l 'utilisatio/l de cette SOll/TlIe de con/laissances pOlir de 
/lol/velles applicatio/ls.» (OCDE, 2002, p. 34) . 
Sur la base de cette définition, les activités en R&D peuvent être réalisées par les 
entreprises elles-mêmes (intra-muros) ou encore, contractées à l 'extérieur de celles-ci 
(extra-muros). Cependant, les activités d' innovation des entreprises se reflètent non 
seulement dans les activités de R&D des entreprises, mais également dans d' autres 
activités telles que l 'achat de biens, de selvices, de technologies et de savoirs . Ces 
connaissances ainsi acquises peuvent être immatérielles, mais elles peuvent être aussi 
incolvorées dans des produits et selvices. 
En outre, selon le Manuel d 'Oslo (OCDE, 2005 , p. 102), les sommes consacrées 
aux activités d' innovation, particulièrement pour la R&D, sont un indicateur reflétant le 
niveau d 'activités d ' innovation des entreprises . Toutefois, les activités de R&D semblent 
surestimer le niveau réel d ' innovation, car elles tiennent compte des nombreux projets en 
R&D qui ont été abandonnés sans pour autant aboutir à des inllovations. Par ailleurs, elles 
ne représentent qu 'une partie du niveau total de l ' innovation, car plusieurs imlOvations, 
particulièrement dans les PME, ne sont pas issues d' activités de R&D. D 'ailleurs, les 
grandes entreprises investissent davantage en R&D que les PME, et cet écart s 'explique 
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principalement parce que ces demières engagent des etIOlis en matière de R&D de tàçon 
plutôt informelle, ce qui est plus difficilement comptabilisé (Becheikh, Landry et al. , 
2006). 
Celtains auteurs, tels que Laursen & Salter (2006) , soutiennent que les entreprises 
innovantes n'ont plus nécessairement besoin de dépenser massivement en R&D pour 
réussir à introduire de nouveaux produits, procédés ou services sur le marché. Ils ont 
constaté que malgré le fait que plusieurs entreprises innovantes dépensent de moins en 
moins en R&D, elles demeurent capables d ' innover de façon régulière. Dans le même 
ordre d'idées, Chesbourgh (2003) a illustré ses arguments en prenant comme exemple le 
cas de deux entreprises qui opèrent dans le secteur de la télécommunication, Lucent 
Technologies et Cisco Systems. La première s'appuyait sur les laboratoires Bell , issus de 
la séparation d'AT &T, et qui fait partie des leaders mondiaux en matière de recherche 
dans le secteur de la télécommunication. Partant de cela, Lucent était supposée tirer profit 
de ces laboratoires pour s ' imposer de fàçon décisive dans le marché des équipements de 
télécommunication. Cependant, selon Chesbourgh (2003), les événements ne se sont pas 
déroulés conune il était prévu par cette entreprise. Cisco Systems, dont la capacité de 
R&D interne ne pouvait se comparer même de loin à celle de Lucent, a toujours réussi à 
lui tenir tête, voire à la battre sur son propre marché. 
Cet exemple illustre très bien le fait que les deux entreprises innovaient, mais de 
façons très différentes . Plus spécifiquement, Chesbourgh (2003) explique que Lucent a 
investi massivement dans la R&D inteme pour explorer de nouveaux matériaux et de 
nouvelles composantes dans le but de générer des innovations majeures de produits et de 
selvices. Pour sa pmt, Cisco a plutôt misé sur les partenariats de recherche et sur 
l ' investissement dans de nouvelles compagnies prometteuses. « III tliis wrn ', Cisco kept IIp 
witli the R&D Olltpllt of p erliaps tlie world~s' fillest indlls tria! R&D orgalli~ar;oll, 01/ 
witllOllt condllc fillg IIIlIcli researcl! ofits OWII. »(Chesbourgh, 2003 : 36). 
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2.2.2.1 .2. Brevet 
Les brevets font également par1ie des pnnClpaux indicateurs utilisés par les 
chercheurs afin de mesurer le niveau d ' inllovation des entreprises. Toutefois, cet 
indicateur vise davantage à identifier les inventions que les innovations en tant que telles. 
Ce qui distingue ces deux concepts est principalement que l ' innovation fait pa11ie d 'un 
processus utilisant une invention afin d'aboutir à de nouveaux produits, selvices ou 
procédés, tandis que l ' invention consiste en la création d 'une nouveauté, sans pour autant 
qu 'elle soit nécessairement utilisée. Bref, une fois l ' invention mise en application dans la 
pratique, elle devient une inllovation. 
Plusieurs critiques sont fonnulées contre l 'utilisation de cet indicateur pour mesurer 
l ' innovation. Premièrement, cet indicateur pennettrait de mesurer les inventions et non 
les innovations (Coombs et aL , 1996; Flor and Oltra , 2004) . Deuxièmement, plusieurs 
entreprises, notamment les PME, ne recourent pas aux brevets pour protéger leurs 
innovations , souvent pour des questions de coùts et de non-assurance quant à l 'efficacité 
des brevets à protéger ces innovations, ou comme stratégie de rétention de ce11aines 
infonllations cruciales qu 'e lles veulent cacher à leurs concunents. Par conséquent, ces 
entreprises vont utiliser des méthodes de protection infonnelles telles que le secret, les 
ententes de confidentialité avec les employés, le maintien d'une longueur d'avance sur la 
concurrence, ou encore l ' intégration de technologies complexes. Les inventions non 
brevetées ne sont donc pas prises en considération par cet indicateur de mesure (Hara bi, 
1995 ; .Arundel, 2001; Hanel , 2006). De plus, la propension des entreprises à breveter 
leurs inventions peut varier considérablement selon l ' intensité technologique des secteurs 
d 'activité (Becheikh et al. , 2006 : 649). 
Ces indicateurs, l' eff011 déployé en R&D et le recours aux brevets foumissent donc 
des infonllations sur le niveau d ' innovation des entreprises . Cependant, ils visent 
davantage à mesurer les eff011s à l ' inllovation que le niveau réel d ' innovation. Les 
indicateurs indirects sont associés à ce11aines lacunes donnant une lecture moins précise 
du niveau d'inllovation des entreprises. Ceci explique le développement récent et 
l'utilisation d' indicateurs plus directs . 
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2.2.2.2. Mesures directes 
Les indicateurs de mesures directes sont maintenant fréquemment utilisés par les 
chercheurs et sont regroupés selon deux approches , soit une approche objective en 
comptant le nombre d'innovations dans les entreprises, soit une approche subjective 
basée sur des sondages auprès des entreprises. Ces indicateurs visent ainsi à mesurer plus 
directement le niveau réel d'innovation des entreprises. 
2.2.2.2.1. Nombre d 'iJl1lowltiol/s 
En ce qlll a trait à l 'approche objective, elle eXIge des infonnations fiables et 
précises sur le nombre d'ilmovations dans l 'entreprise. Le décompte du nombre 
d ' innovations peut se faire de diverses manières telles que par des collectes d ' information 
dans les journaux spécialisés, les bases de données de l'entreprise ou extemes à 
l 'entreprise , les annonces de nouveaux produits et de nouveaux processus, et d ' autres 
sources d'inf01mation (Becheikh, Landry et al. , 2006). Toutefois, les indicateurs utilisés 
selon cette approche mesurent davantage les innovations importantes que les innova tions 
mineures. Ceci est dtî au fait que les innovations mineures passent plus inaperçues que les 
innovations majeures. C'est pour cette même raison que ces indicateurs ont tendance à 
mesurer davantage les nouveaux produits plutôt que les nouveaux processus (Tether, 
1998; FIor and Oltra , 2004; Kleinknecht et al. , 2002). 
Par ailleurs, cette approche exclut les innovations qui ont été abandonnées en cours 
de route, bien que plusieurs activités d ' innovation aient été déployées pour le 
développement de ces demières. Afin de combler certaines lacunes de cette approche. 
plusieurs chercheurs adoptent une approche subjective ou encore un mélange des deux 
approches . 
2.2.2.2.2. Enquêtes d 'inl/ovotion 
Dans l' approche subjective, les chercheurs utilisent les sondages et les entrevues 
afm de mesurer le niveau d'innovation des entreprises. Certains d 'entre eux ont même 
développé leur propre constmit afin de mesurer l ' innovation. Par conséquent, divers 
I S 
indicateurs se retrouvent dans la littérature tels que le pourcentage de ventes liées aux 
innovations, le temps alloué à des activités d ' innovation, le nombre de marques de 
COllunerce, etc. Cette approche pelmet ainsi de pallier à certains problèmes, 
particulièrement lorsqu ' il est difficile de dénombrer les innovations. Cependant, la 
validité de ces indicateurs est tributaire du taux de réponse des répondants. De plus, selon 
Becheikh et ses collaborateurs (2006), les questions d 'enquètes mesurent davantage le 
degré de nouveauté que le niveau d'innovation des entreprises. 
En conclusion, il se dégage que l' innovation a été appréhendée dans la littérature au 
moyen de mesures directes telles que le nombre d' innovations de produits et/ou de 
procédés réalisés au cours d'une période donnée, ou encore au moyen de mesures 
indirectes, notanunent les investissements consentis à la R&D ou le nombre de brevets 
emegistrés (voir Tableau 2). 
Une meilleure compréhension des divers indicateurs de mesure de l' innova tion pelmet 
donc de faire des choix plus éclairés lors d'études traitant de l ' innovation, notamment 
lors d 'études touchant les diverses sources externes d' information nécessaires à 
l ' inllovatioll. L 'utilisation d 'un indicateur en particulier plutot qu ' lUl autre pelmettra 
d'avoir des résultats plus significatifs dans certains cas. Dans la section suivante, il sera 
question de la gestion du risque dans les projets. Cette section va nous permettre de faire 
le pont entre la section précédente et le cœur de cette revue de littérahtre, à savoir la 
troisième section qui pOltera sur la gestion du risque dans le cas spécifique des projets de 
développement de nouveaux produits. 
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Tableau 2 : Les indicateurs de mes ure de l 'innovation 
INDIC~ TEURS EXPLICATIONS / JUSTIFICATIONS / LIMITES 
MESURES R&D • Les activités de R&D font partie du processus d'inllovation 
Il\-nIRECTES 
· 
Toutes les innovations ne proviennent pas nécessairement 
des activités de R&D 
· 
Il Y a une tendance à favoriser les grandes entreprises 
plutot que les pme 
BREVETS 
· 
Les brevets mesurent davantage les inventiolls que les 
inllovations 
• La propension à faire breveter n'est pas la même, selon le 
secteur industriel 
· 
Toutes les innovations ne sont pas brevetées 
MESURES 1'\ OMBRE 
· 
Les informations collectées peuvent être issues de diverses 
DIRECTES D'INNOVA TI01'\S sources: annonces de nouveaux produits et de nouveaux 
services, joul1laux spécialisés, bases de données, etc 
· 
Il Y a une tendance à favoriser les illnovations importantes 
par rapport aux innovations mineures 
· 
Il Y a une tendance à favori ser davantage les innova tions 
de produits que les innovations de processus 
• Les innovations infmctueuses sont exclues 
· 
Cet indicateur nécessite de faire appel à un panel d 'expe11s 
pour évaluer les illllovatiOlLS 
SONDAGES • Les questions de sondages peuvent s'adresser à la 
propension à innover, au pourcentage de ventes liées aux 
innovations, au temps alloué aux activités d' innovation, au 
temps nécessaire pour le développement d ' inllovations, 
etc. 
· 
La signification et la représentativité des résultats 
dépendent du taux de réponse 
· 
Cet indicateur cloit mesurer davantage le degré de 
nom'eauté que le fait que l'entreprise innove ou n' innove 
pa s 
Source: Adapte de Bechelkh et al. (2006) 
2.3. Le risque ell cOll texte de projet 
Dans cette sec tion. il sera question, premièrement, de définitions et de 
considérations théoriques concernant le risque dans la gestion de projets, Dans un 
deuxième temps. les manifestations du risque en contexte de projet, notamment leurs 
résul ta ts indésira b les. seront a bordées. Les principaux impa cts de ces résulta ts 
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indésirables sur la gestion des projets en général, et lem succès en particulier, feront 
l 'objet de la dernière partie de cette section. 
2.3.1. Définitions et concepts 
En contexte de projet, le nsque référerait à des événements susceptibles de 
compromettre la réalisation du projet ou de tàire en sorte qu ' au moins un de ses objectifs , 
tels que les délais , le coùt, le contenu ou la qualité, ne soit pas atteint (PMBOK, 2004 : 
238). Cette définition très répandue dans la littérahlre sm le risque en contexte de projet 
fait penser, selon certains auteurs , que le risque est la même chose que l' incertitude : 
<<HOlvever, these two phenomena are not synony1ll0us; they are better described as cause 
and consequences. ~Making a distinction between uncertainty and risk is necessary in 
order to be able to explaill the influence of these on project p elf01'llwnce.» (Pennillova et 
aL , 2008 : 74). 
Le risque serait donc intimement lié à l'incertihlde sans en être l'équivalent, cette 
dernière étant «/ln e don liée intdnsèqlle à la vie de tOlite organisation. r. . .). Le 
1IIanagement des risq/les p er1llet à la direction d 'idelltifier, d'évaluer et de gérer les 
risq/les liés à ces incertit/ldes.» (PriceWaterhouse Coopers, 2006 : 17). 
Il convient donc de ne pas confondre les notions de risque et d ' incertihlde. Dans ce sens, 
les définitions retenues par Guillet (1993) sont intéressantes : 
«Le risque est la probabilité de réalisation d 'Till scénario défavorable 
déterlllillé, q/li pellt s'expri1ller dans des terlIIes autorisant la cOlllparaison 
avec /Ille gO/lIllle de scéllarios alternatifs. L 'incertitude est l 'iII/possibilité de 
sp écifier les éléll/ents du scénario lui-II/ême, 011 à tout le Illoins de le faire 
avec le degré de précision reqlfis pour /fn e tel1e cOlllparaison. » (Guinet, 
1993 : 58). 
C ourtot (1998) insiste , pour sa pmt, sur la nécessité de faire une distinction entre les 
notions d ' incertihlde et d 'aléa qui sont souvent utilisées de façon interchangeable dans la 
littérature spécialisée en gestion de projet. La notion «d ' aléa» désigne, selon lui, les 
paramètres du projet qui peuvent «évoluer dans une fO/frch ette qlli est statistiqllell/ent 
p révisible par illtervalle de cOllfiance et q/fi pelfvent être II/odélisés par des lois de 
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probabilité. » (Comtot, 1998 : 39). En revanche, la notion d ' incertitude ne peut être 
appréhendée par des lois de probabilité et elle ne préoccupe l'équipe de gestion du projet 
que dans la mesure où elle conceme une information qui peut avoir un fort impact sur le 
projet. 
La littérature fait également la distinction entre les risques conllUS qui sont ceux qui 
ont été identifiés et analysés et pour lesquels une gestion proactive est envisageable, et les 
risques inconllus, très difficiles à anticiper et pour lesquels il n'est pas possible d 'élaborer 
une réponse managériale proactive. Selon Barki et al. (1993) , <<.II/ essel/ce, l/Ial/y 
defil/itiol1s of risk comprise two dili/el/sialis: (1) the probability associated with Qll 
ul/desirable evel/t a11d (2) the conseqlle11ces (usllallv fil/a11cial) of the OCCl/rrel/ce of tliis 
evel/t.» (Barki et al. , 1993 : 204). 
Plusieurs variantes de la définition du risque se retrouvent dans la littérature. Quoique 
les différences entre ces définitions soient minimes sur le fonds, certains aspects reliés 
aux dimensions considérées dans ces déflllitions et à leurs champs d 'application les 
nuancent. Le tableau 3 récapihIle quelques-unes des définitions du risque dans différents 
domaines d 'activité. Le tableau 4 empnlllté de l 'étude récente de Pel1uinova et al. (2008) 
confronte, quant il lui , des définitions classiques émanant de plusieurs disciplines des 
concepts de risque et d ' incertitude. 
La relation entre risque et incertitude en contexte de projet a été abondamment 
abordée dans la littérahlre sur la gestion du risque en général et la gestion des projets en 
particulier. Cette littérature soutient que la réduction du risque et de l ' incertihlde est au 
cœur des motivations qui guident les compOltements des entreprises (Bourgeois, 1984: 
Hogg and Teny, 2000; rvfu et aL 2009). Selon cette perspective qualifiée dans la 
littérahlre de «The risk- uncertainty- reduction hypothesis», l 'accumulation de 
connaissances permettant de prendre les décisions dans un contexte plus certain et donc 
moins risqué «rel/ders existel/ce lI/ eal/il/glul al/d cOlifers COI/fidel/ce il/ l/Ow ta behave alld 
lvlwt ta expect froll/ the phvsical al/d social el/viral/lI/ellt ( .. ).» (Hogg and Teny, 2000 : 
124). 
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Les diftërentes définitions du risque rapportées aux tableaux 3 et 4 peuvent être 
regroupées , tel que suggéré par Courtot (1998 : 39), en trois groupes : 1) les définitions 
où le risque réfère à «l ' évènement redouté» (Rowe, 1977; Chapman, 2001); 2) les 
définitions où le risque renvoie à la probabilité d 'occurrence d'un évènement indésirable 
(Lowrance, 1976; Baccarini et Archer, 2001 ; Kartam et Kartam, 2001); et 3) les 
définitions qui mettent l'accent sur les conséquences préjudiciables du nsque 
(Charbonnier, 1982; Hulett et aL , 2001). 
Comtot (1998 : 39) soutient que toutes ces définitions demeurent insuffisantes pour 
définir de façon conecte et précise le concept de risque. Ainsi, celtaines d'entre elles 
établissent des relations univoques entre le risque et un évènement unique alors qu ' en 
général, le risque est la résultante d'une combinaison d ' évènements qui, pris 
individuellement, peuvent ne pas être dommageables . D 'autres définitions insistent sur la 
quantification et la mesure du risque alors qu ' il ne s 'y prête pas toujours . Finalement, 
d 'autres définitions sont évasives quant aux conséquences du risque: «Soit el1es se 
contentent d 'énoncer que cela impliqlle qllelqlle chose de non désiré, soit el1es sNplllent 
que cela est dommageable sans pOlir alitant préciser qllel est le réf érentiel qlli est 
retenu.» (Courtot, 1998 : 39). 
Toutefois , il mentionne que, parmi les cinq définitions abordées dans son ouvrage, 
celle de Haller (1976) semble la plus intéressante, puisque c'est la seule définition qui 
inclut, simultanément, la notion de probabilité d 'occurrence et la notion d 'atteinte ou non 
d 'objectifs escomptés: <<Par risqlle, il fallt entendre la possibilité qlle les object(fs' d 'lin 
svstème axé sllr llll bllt déterminé ne se réalisent pas» (Haller, 1976, cité par Comtot, 
1998 : 39) . 
Cependant, dans le cadre de ce mémoire, la définition du risque dans les projets de 
développement de nouveaux produits, qui s 'est cristallisée autour des travaux de Halman 
et Keizer (1994, 1997), nous semble la plus pertinente. Elle stipule que le concept de 
risque dans ce type de projet comprend trois dimensions: l 'occunence, l ' impact et le 
contrôle. Plus spécifiquement, un projet de développement d 'ullllouveau produit est jugé 
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risqué si : 1) la probabilité d'occurrence d'un mauvais résultat est élevée; 2) l ' impact de 
ce mauvais résultat sur le succès du projet est considérable; et 3) la capacité de l ' équipe 
de projet d 'int1uencer l 'occunence de ce résultat, à temps et avec les ressources 
disponibles, est très limitée (Keizer et aL , 2005 : 300, traduction libre) . 
Cette définition sera donc retenue dans la suite de ce mem01re . Elle pelmet non 
seulement de pallier à plusieurs critiques soulevées par Courtot (1998) , notamment la 
nécessité pour une défmition du risque d ' inclure la notion d 'occurrence d' évènements 
non désirés et celle d ' impact sur l'atteinte ou non des objectifs , mais elle introduit une 
dimension supplémentaire, celle du contrôle. Sans trop anticiper sur la troisième et 
dernière partie de cette recension des écrits, cette dimension nous paraît très importante 
dans le cas spécifique des projets de développement de nouveaux produits. Dans ce type 
de projets, les équipes de gestion sont souvent confrontées à des Sihtations 
problématiques pour lesquelles elles sont très peu nanties en information et en évidences 
passées pour agir. 
La distinction entre les notions d'aléa et d 'inceltihlde pounait également s 'avérer 
importante dans le cadre de ce mémoire puisque les gestiollnaires des projets de 
développement de nouveaux produits seront plus à même d' int1uellcer les aléas que les 
incertihldes, ces aléas qui, aux dires de Comtot (1998) , «salit jllgés généralell/ ent COllllll e 
acceptables car ils pel/vent techniqlfell/ ent être pr;'s- en cOll/pte et parce qll 'ils salit 
1IlaÎtrisables» (Comtot, 1998 : 39). 
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Tableau 3 : Autres définitions du concept du risque dans différents domaines 
Domaines Définition Auteurs 
• Gestion du risque <<Le risque consis Te dans la réalisatiol/ d 'lin Rowe (1977, cité par COUltot 1998 : 
(Risk management) él'énelll el/ t redouté, aux conséquences /1(igatil'e.m 39) 
<<L'incertitude objectil'ée quant il la sUI Yeillance Willet (190 1. cité par COUItOt. 1998 : 
d 'un évènelllent indés irable» 39) 
«Une mesure de la p robabilité et de la gra l'/té Lowrance (1976. cité par Comtol. 
d 'él'ènemenrs dommageables» 1998 : 39) 
«Un risqlle est un p érilmesllrable, l'isalll des biens Charbonnier (1982. cité par Comtot, 
ou activités p réci5, aux conséquences économiques 1998: 39) 
dommageables» 
«Par risqlle, il fa ut entendre la possibiliré qlle les Haller (1976. cité par COUltOt. 1998 : 
objectifs d 'lill système axé sur l ill but dérenl/ iné ne 39) 
se réalisent pas» 
• Gestion de proj et «D es définitions simplistes, relies que " le risque esr Chapman et Ward (1997. p. 9) 
la probabilité d 'un événement il risque défa l"orable 
multiplié par son impact" , p euvel/ t m 'oir II l1 e 
mleur dam des circonstances sp éciales, I/wis il es t 
important de fa ire face il la comp lexité de ce qu 'esr 
réellement la gestion du risque d 'lin projer s i la 
réalisation véritable doit êrre arreil/re ell rell tant de 
f!;érer ce risque». 
« Le risqlle d 'lin proj er est II l1 e condiTioll 011 lin Hulett et al (2001. p. 1) 
él'énement il/certain qui, l' 'il se produir, a Uil effeT 
positif ou né f!;ari{ sur /111 objeCTif du projet )J . 
«II est coml1lunément allégué, dans la lirréraTllre Baccarini et A..rcher (2001. p. 144) 
sur la gestion dll risqlle, qu 'll ne partie dll 
processlls de gestion dll risqlle d 'II I/ proJer e.Yige 
l 'an a~1".S·e dll risqlle idel/Tifié en ten l/ es de sa 
conséquel/ce porentielle er de la probabiliré de se 
prodll ire». 
• Coustrl.lction «La définition du risque adoptée ici eST III/ Chapman (200 1. p. 151) 
él'énelll ent qui, .1' 'il demit se p roduire, allrait lin 
effet positif ou négatifs /ll" la réalisa non des 
objecti(5 d 'lin projet!>. 
«Le risq lle est défin i cOl/ l/l/ e la probabiliré d 'III/ Mills (2001. p. 246) 
él'énemell t illdésirable, dépel/dal/r des 
circol/stances. L 'impact d 'III/ risqlle p ellt ên'e 
mesuré cOli /me la p robabilité d 'III/ é"él/emeilt 
sp écifiqlle indésimble et sa conséqllence 011 p ene 
indésimble : impact dll risqlle = probabilité " 
conséqllence!>. 
(<Le risque est défini comme l 'e.\posirion il II ll e Jaafari (200 1. p . 89) 
pel'te/gain 011 la probabiliré qu 'lIi1 e pene/gaiil se 
prodllise par son impormnce respecri1 ·e». 
• Ingénierie «Le risque est la possibiliré que des él"éneme/ll.s , ivriller et Lessard (200 1. p. 438) 
les impacrs eilgendrés eT intem cnons d1"nalniqlles 
aient lin résll ltat différent de ce qlli émit anTicipé ». 
• Énergie « .. . Le risqlle a été défini COII/I/le la pmbabiliTé Karram et Kallam (200 1. p . 325 ) 
qll 'un él'él/emel/t il/cermin, imprél"isible er il/ême 
indésimble se p rodllise, qui pourm it chal/gel' les 
p enp ecn"es de rel/mbilité sur //1/ 1// l"esnsSeil/eI/ T 
donné>!. 
Source : Adapte de Courtot (1998) : 38-39 et Bourdeau et al. (2003) : 11-1 2. 
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Tableau 4 : Risque et incertitude dans différentes disciplines 
Discipline Risque Incertitude 
Économique : Le risque réfère à des événements sujets à L'incertitude est une situation pour laquelle il 
une distribution de probabilité connue ou n'est pas possible de spécifier des probabilités 
pouvant être connue (Knight, 1964) numériques (Knight, 1964) 
L'incertitude est un état dans lequel il est 
impossible pour des acteurs individuels 
d'attribuer une probabilité raisonnablement 
définie au résultat attendu découlant de leur 
choix (Keynes, 1937) 
Psychologie: Le risque est le fait que la décision soit L'incertitude est un état d'esprit caractérisé par 
prise sous des conditions de probabilités un manque conscient de connaissances sur les 
connues (Stanford Encyclopedia of résultats d'un événement (Head, 1967) 
Philosophy) 
Philosophie : Le doute sous-entend la certitude (Wittegenstein, 
1986) 
Théorie de L'incertitude émane d'un ensemble de 
l'organisation: caractéristiques environnementales objectives 
mais largement indéterminées (Jauch and Kraft, 
1986) 
Dictionnaire: La possibilité que quelque chose L'incertitude est l'état d'être incertain ; une chose 
d'indésirable arrive à un moment donné dont on ne peut pas être sure (Oxford Dictionary 
dans le futur; une situation qui pourrait être of Current English, 2005) 
dangereuse ou engendrer un mauvais 
résu ltat (Oxford Dictionary of Current 
Engl ish, 2005) 
Gestion de projet Le risque est une condition ou un événement incertain qui, s'il se produit, a un effet positif ou 
négatif sur au moins un objectif du projet, tel que le temps, le coût, l'envergure ou la qualité 
(PMBOK, 2004) 
Source: Penlllllova et al. (2008) : 76. 
2.3.2. Manifestations du risque en contexte de projet 
T el que mentiollué précédemment, la notion de risque pOlte sur des événements qui 
sont susceptibles de compromettre le bon déroulement et le succès d 'un projet. L 'ampleur 
et l' envergure de l ' impact du risque diffèrent, tel que soutenu par Sitkill et Pablo (1992) 
dans leur m1ic1e publié dans la prestigieuse revue Acodelllv of Alol/ogelll el/t Review, selon 
trois dimensions sous-j acentes aux décisions risquées: «we defil/ e decisiolls os riskier ta 
the extel/t t"ot (0) thcir expected O/ltcolIIes are !I /Ore lIl/ certoill, (b) decis ioll goals are 
1II0re difficli/t ta oC"ieve, or (e) th e potel/tiol O/ltcolIIe set llldlldes sallie extrellle 
cOl/seqlfel/ ces.» (S itkin et Pablo. 1992 : Il) . 
Dans le même ordre d ' idées, Keizer et al. (2002 : 214) ont identifié trois groupes de 
facteurs qui expliqueraient les différences, eu termes d'ampleur et d'envergure de 
l ' impact du risque, en contexte de projet : 1) la probabilité qu 'un événement non 
souhaitable se réalise ; 2) la capacité de l 'équipe de projet à contrer ou à atténuer ses 
effets ; 3) la nahlre et l'ampleur de l'impact de cet événement sur le projet (sévérité de 
l ' impact). 
Courtot (1998) aborde , pour sa part, les manifestations du risque en contexte de 
projet en caractérisant les risques selon sept éléments: 
1) Leur nature : les nsques peuvent être liés à des aspects techniques tels que la 
complexité du produit ou encore les impératifs d ' introduction d 'une nouvelle 
technologie . Ils peuvent être aussi liés à des aspects humains tels que les conflits au sein 
des équipes de travail, ftnanciers tels que la solvabilité des fournisseurs, organisationnels 
et managériaux notamment au niveau des processus décisionnels et de la gestion des 
ressources disponibles, et juridiques et réglementaires tels que les problèmes reliés aux 
aspects contrachlels et aux nonnes dans le secteur d'activité visé par le projet. 
Finalement, les risques peuvent être liés à des aspects conunerciaux concernant les 
impératifs du marché. 
Les risques dans les projets de DNP qui sont au centre de notre intérêt dans ce 
mémoire se prêtent parfaitement à une caractérisation selon la nahlre de ces risques. En 
effet, ces projets dont la finalité consiste à introduire des nouveaux produits sur le 
marché, n 'échappent à aucun des aspects abordés précédemment. Au contraire, certains 
d ' entre eux s 'y trouvent ampliftérs, notamment par les aspects techniques (les DNP 
nécessitent généralement l ' introduction de changements au niveau des équipements et de 
la technologie, etc.), la juridiction et la réglementation (complexité des démarches pour la 
protection de la propriété intellechlelle pour les innovations à fOlt potentiel, celtaines 
innovations peuvent susciter des interventions administratives, etc.) et les impératifs de 
pénétration du marché avec des nouveaux produits. 
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2) Leur origine : cette caractérisation vient en fait préciser davantage les sources des 
diftërents aspects du risque abordés dans la caractérisation selon la nature. Ainsi, le 
risque peut provenir de différentes sources telles que de l 'environnement social et 
politique immédiat du projet, des clients qui peuvent s'avérer insolvables ou qui ne 
respectent pas leurs engagements contractuels, des pouvoirs publics ou des tribunaux qui 
peuvent imposer de nouvelles nonnes ou encore de l'entreprise responsable du projet qui 
peut interférer suite à des conflits sociaux ou à des problèmes managériaux. 
3) Leurs conséquences: les risques peuvent être caractérisés selon les effets qu ' ils 
produisent. Comtot (1998) distingue entre les conséquences qui se manifestent par 
l 'atteinte partielle des objectifs visés a pr;ori, notamment l ' insatisfaction des clients et la 
dégradation de l ' image de l 'entreprise, et les conséquences qui remettent en cause 
l 'existence même du projet. Pour le cas spécifique des projets de DNP, c 'est ce demier 
type de conséquences qui est à redouter. Plusieurs contributions intéressantes sur les 
thématiques de l ' abandon de l'innovation et l'échec à innover (innovation failures) ont pu 
être identifiées et seront sollicitées dans la dernière partie de ce chapitre qui sera dédiée 
aux caractéristiques et aux spécificités des projets de DNP, ainsi qu'aux facteurs 
responsables du succès et de l' échec de ces projets (Balachandra et aL , 1996; Cooper and 
Kleinschmidt, 2007; Cozijnsen, et aL , 2000). 
4) Leur détecrabilité: les nsques peuvent être aussi distingués selon qu ' ils sont 
détectables dans le sens qu ' il est possible pour l 'équipe de projet de prévoir leur 
OCCUlTence et de les contrer avant qu ' ils ne soient dOlluuageables pour la réalisation du 
projet, et les risques indétectables «qll; p ellvent se prodldre Ir tOllt TI/alli ent, sans Olle /Ill 
s;gne avant-coureur, et perturber le bon dérollleTl/ ent du projet, obhgeant pmfo;s Ir 
réviser les hvpothèses de trava;! et T1/êTl/e à reprendre des tâches considérées C01ll/lIe déjà 
réahsées» (Comtot, 1998 : 43). 
Les spécificités des projets de DNP abordées dans la problématique de ce mémoire 
(nécessitent souvent plus de temps et de ressources qu ' il était prévue; les contraintes en 
matière technologique et en matière de marché sont importantes; absence de 
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comparables; etc.) nous laissent présumer qu'une bonne part des risques auxquels ces 
projets seront confrontés sera indétectable. L'équipe de projet aura alors la délicate tâche 
de «résO'/ldre «à chaud» des problèmes qui n 'al/l'ont pu être anticipés et qu 'il faudra 
traiter de façon urgente et rapide» (Comtot, 1998 : 43). 
5) Leur contrôlabilité: cette caractéristique est en continuité avec la précédente. Elle 
permet de discriminer entre les risques choisis ou acceptés et qui trouvent leur origine 
dans des choix délibérés de l'équipe du projet, et les risques subis qui sont généralement 
des risques indétectables, donc difficiles à anticiper et à contrôler. 
6) Leur gravité: cette caractéristique renvoie à l'ampleur de l ' impact des risques sur 
l ' atteinte des objectifs du projet. Cet impact peut se situer sur un continuum dont les deux 
extrémités renvoient respectivement à une situation où les risques sont très peu 
dommageables pour le bon déroulement du projet, et à une situation où ces risques 
compromettent totalement la réalisation des objectifs escomptés du projet. Pour le cas des 
projets de DNP, cette delllière situation, conespondant à ce que Courtot (1998) qualifie 
de «risques catastrophiques», conduit souvent à l 'abandon du projet. Rappelons à ce 
chapitre que Stevens et Burley (1997) estiment qu 'en moyenne, 3000 idées bmtes de 
projet sont requises pour parvenir à commercialiser avec succès un nouveau produit 
manutàcturier. Selon ces mêmes auteurs , le taux d 'échec des projets d' innovation serait 
encore plus élevé dans d 'autres secteurs d 'activité industrielle, tels que le secteur des 
produits phalmaceutiques avec un taux de 6000 à 8000 idées initiales poUl un nouveau 
succès commercial. 
7) Leur probabilité d'occurrence : la dernière caractéristique du risque évoquée par 
Courtot (1998) concerne la vraisemblance de concrétisation des risques lors du 
déroulement du projet. Il distingue entre les risques improbables (rares) et les risques 
probables (fréquents) . Cette distinction n 'est pas sans rappeler celtaines notions abordées 
précédemment, notamment celle de détectabilité et de contrôlabilité. 
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Il se dégage donc que le risque en contexte de projet est souvent associé aux résultats 
non anticipés et indésirables qu'il peut occasionner durant le bon déroulement d'un 
projet. C 'est ce que nous allons aborder avec plus de détails dans les deux prochaines 
sous-sections. Plus spécifiquement, il sera question, respectivement, des différentes 
formes que peuvent prendre les résultats indésirables au sein d'un projet, et des impacts 
de ces résultats indésirables sur l'atteinte de ses objectifs, et de façon ultime sur son 
succès. 
2.3.3. Résultats indésirables 
Un résultat indésirable <<est une évènelllent négatif qui peut survenir lors de la 
réa!;sation d 'lin projet. JI entraîne généralelllent ulle ou plusiellrs pertes représentant 1111 
COtÎt pOlir l'organisation .» (Bourdeau et aL , 2004 : 115). Ces coùts peuvent prendre 
plusieurs formes. Ainsi, un projet pourrait respecter l 'échéancier et les budgets prévus 
sans pour autant parvenir à atteindre les niveaux anticipés de perfonnance et lou de 
qualité . A contrario , un projet peut atteindre les objectifs fixés préalablement en termes 
de perfolmance et de qualité, mais tout en accusant des coùts supérieurs à ceux 
escomptés. 
De façon récunente, la littérahlre sur la gestion du risque en contexte de projet 
insiste sur trois résultats indésirables: 1) le dépassement du budget alloué; 2) le 
dépassement de l'échéancier; 3) le non-respect des standards de qualité et de performance 
des livrables. Cette littérahlre est orchestrée autour du concept de «The iron triangle» 
(Atkinson, 1999) qui considère que le succès d 'un projet est conditionné par la 
substihltion entre trois tàcteurs: «cost rbudget) , tillle (s· ch edllle) and (jlfalitl' 
(specification).» (Qureshi, 2009 : 379). En plus de ces trois tàcteurs, l 'abandon du projet 
est également souvent pointé dans la littératme COlllme un résultat indésirable en contexte 
de projet (Barki , et aL, 1993; Bourdeau et aL , 2004) . 
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Dépassement du budget: 
Le dépassement du budget est un résultat indésirable qui est fréquemment mentionné 
dans la littérature en gestion du risque en contexte de projet (Ward and Chapman, 1991 ; 
Hulett & al. , 2001 ; Kerzner, 2001 ; Bourdieu et al., 2004). Il se traduit par un écart positif 
entre les ressources réelles engagées dans le projet et les quantités de ressources 
initialement prévues . Ce résultat indésirable peut ralentir la réalisation du projet et 
entraîner d 'autres résultats indésirables tels que le dépassement des délais de livraison. Il 
pourrait même conduire à la suspension temporaire ou définitive du projet. À titre 
d'illustration de ce dernier point, Lam (1999) , cité par Bourdieu et al. (2004: 108), 
rappelle l 'exemple du projet de constmction à Bangkok, en Thaïlande, du «Second Stage 
Expressway» qui a accusé un dépassement de budget si impOltant que les autorités ont 
décidé de le suspendre indéfiniment, et cela même si plus de 3 milliards de dollars 
avaient été engagés dans la constmction de cette autoroute. Plus près de nous, le projet 
d ' envergure lancé par l 'Université du Québec à Montréal (UQAM) en 2003 pour rénover 
et agrandir ses infrastmctures s 'est rapidement transformé en un goutTre tlnancier, dü 
aux dépassements de coüts qui se sont imposés: « A Illi selfl, le cOTllplex e des sciellces 
représente lm problèm e financier de qlfelqlfe 100 TIIilliol/s de dollars. 66,2 1IIi/IiOIlS el/ 
final/cem ellt incolI/plet et 40,6 lIIillions en cO/its ad(!;tiollll els de cOlls{mc{ioJ/ »2. Cet écart 
fàramineux entre ce qui a été prévu et ce qui a été investi a amené le ministère de 
l 'Éducation, du Loisir et du Sport (MELS) et la haute direction de l 'UQA1-.;1 il prendre une 
série de décisions dont celle de geler les volets du projet qui n 'ont pas été entamés. 
Dépassement de l'échéancier: 
Le dépassement de l 'échéancier qui se manifeste par des délais de livraison plus longs 
que ce qui avait été prévu a priori est un autre résultat indésirable qui a fait l 'objet de 
plusieurs études (Ward and Chapman, 1991; Alquiers et a l., 2000: Jaafà ri , 2001). Ces 
délais peuvent avoir des impacts préjudiciables pour l' atteinte des objectifs du projet, 
notamment en termes de coùts supplémentaires et de perte de revenus, palticulièrement 
2 Kathleen Lévesque, «Gouvernance ' l'UOÀM serre la vis» . Le DeVOir, mercredi 25 avnl2007 
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lorsque le projet est sujet à des dates butoirs critiques. Sur ce dernier point, Bourdeau et 
al. (2004 : 11 5) donnent l'exemple d 'un site de compétition qui ne sera pas prêt pour les 
jeux olympiques . 
Une étude récente sur le marché des relations avec les clients (eRN!) en France, 
conduite par le cabinet PielTe Audoin Consultants et dont les résultats ont été repris par 
Bardoul (2004), indique que plusieurs tàcteurs contribuent à l' OCCUlTence des deux 
résultats indésirables abordés précédemment : le dépassement des délais et celui des 
coüts. Tel que rapporté au tableau S, parmi les tàcteurs les plus impOliants, on retrouve la 
difficulté d'intégration des données, l 'appui insuffisant des utilisateurs , et le changement 
des buts ou objectifs durant le projet. A l 'autre extrême, les facteurs qui semblent moins 
influer sur le dépassement des délais et des colÎts sont la réduction du budget, la rotation 
des équipes durant le projet, et l'appui insuffisant de la pali de la direction. 
Plusieurs autres études ont élaboré des listes de facteurs qui contribuent a 
l' occurrence de résultats indésirables dans le ca s de projets de développement de 
nouveaux produits (Balachandra , 1989) . L 'essentiel de ces contributions sera abordé dans 
la dernière partie de cette recension des écrits. 
Tableau 5 : Les critères qui contribuent au dépassement des délais et des coûts des 
projets CRM (Plusieurs réponses possibles) 
Critrres 
• L'intégration des dOlUlées 
• Un appui insuffisant des utilisa teurs ou des 
départements cOllcem és 
• Les buts ou les obj ectifs ont changé durant le 
projet 
• Défaill ances techniques dans la technologie CRN! 
cIu foumisseur ou de l' intégrateur systèmes 
• Support insa tisfaisant du fournisseur ou de 
l'intégrateur systèmes 
• Appui insuffi"ant de la part de la direc tion 
• Rotation des équipiers durant le proj et 











Source : CIO Insight. CRiv! SUlYey. aotit 200-1 . cite par Bardoul. L. (2004). 
Sociétés de moills Sociétés dt' plus de 
de 1000 employés 1000 employés 
51 % ï O % 
42 % 57% 
38 % 54 % 
42 % 43 % 
25 % 33 % 
22 % 30 % 
20 % 24 % 
9% 20 % 
4% 4% 
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N01l respect du niveau de qualité / performance: 
Le non-respect de la qualité, de la spécification et de la perfOlmance dans les livrables 
des projets est un résultat indésirable fort redouté par les gestionnaires des projets. Ce 
résultat peut atTecter tant l'exécution des activités associées au projet que ses extrants 
(Baccarini and Archer, 200 l ; Kerzner, 2002 , Bourdieu et aL , 2004) . Il peut même 
empêcher définitivement les extrants d'un projet de se rendre jusqu'au client ciblé. À ce 
chapitre, Keizer et al. (2002) s ' appuient sur le cas d 'un projet développé au milieu des 
années 1990 par la multinationale Unilever, et plus spécifiquement sa division des 
détergents , pour illustrer de façon éloquente les dOlmnages que le non-respect de la 
qualité et de la performance peut occasionner pour un projet. En 1994, la division des 
détergents d'Unilever était sur le point de lancer en Europe un nouveau détergent basé sur 
une nouvelle molécule complexe qui, aux dires d'Unilever, allait déclasser de façon très 
marquée la performance de ses autres détergents ainsi que celle de ses concunents sur 
cette gamme de produits. La croisade contre la qualité et la perfonnance de ce nouveau 
produit a été menée par Edwin Arzt, le président de Proctor & GambIe Co . qui, en mars 
1994. a sommé Unilever d 'annuler le lancement de ce produit: «He claillled, he !/Gd 
sciell!fjic evidellce !ha! Uni/eve,. 's new soap dalllaged clothes, and if Ullilever d;dn 'f 
callcel the prod/lct's scheduled Immch ill Il days, he wOllld tell the }vorld» (Keizer, et 
aL 2002: 214). En juin 1994, Unilever dOllna raisoll à Edwin Arzt en annulant le 
lancement du nouveau détergent. Cette décision aurait COlM à Unilever 175 millions de $ 
en frais de développement de produit et 292 millions de dollars en frais de marketing de 
toutes sortes. 
Abandon du projet: 
L 'abandon du projet correspond à un anêt du projet avant sa terminaison ou encore 
avant que l 'ensemble de ses objectifs ne soient atteints. Ce résultat indésirable est 
généralement la conséquence d'un ou d'une conjugaison des résultats indésirables 
abordés précédemment. Plus rarement, un projet peut être abandonné suite à un cas de 
force majeure tel qu 'un désastre naturel, une poursuite en justice, une situation chaotique 
(guerres. conflits armés) , etc . Dans cet ordre d'idées , Datta et Mukheljee (2001 : 46-47) 
donnent l 'exemple d'un projet d 'envergure en Inde, the Blast Fllrllace Project, à l 'usine 
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d'acier de Dergapur, suite à l'effondrement de l 'Union soviétique: <<1ndia, where the 
1IIa;'1 contractaI' was frolll Rlfssia and major equip1llent supplies were cOllling fr01ll the 
form er USSR, slfjJered massive project delay.,; due ta the disintegratioll of the USSR .» 
Balachandra (1984; 1996) distingue trois types d ' abandon de projets: 1) l ' abandon avant 
que des ressources ne soient engagées dans le projet (l'échec des idées); 2) l 'abandon 
pendant le stade de développement du projet (l'échec technologique); et 3) l ' abandon 
après l ' introduction de ces extrants sur le marché (l'échec commercial) . 
À l'instar de plusieurs autres chercheurs, Jaafari (2001) évoque l ' abandon du projet 
comme une manifestation de son échec. Il en parle en évoquant le concept de «promotion 
risk» qu' il définit en ces tennes : <<Probability that the illvestmellts lIlade ta fill1d the 
fi-ont- el1d activities will be lost (project abandoned)>> (Jaafari, 2001 : 92). Pour sa part, 
Glover (1994) utilise l'expression «failure to complete», ce qui correspondrait au 
deuxième type d 'abandon mentionné précédemment, à savoir l'abandon pendant le stade 
de développement du projet. 
Plusieurs auteurs ont relevé le tàit que la littérature sur l ' inllovation technologique 
dans les entreprises s 'est surtout intéressée aux facteurs qui contribuent à l'augmentation 
de la propension à innover des entreprises et du degré de nouveauté de l ' innovation, au 
détriment de l'explication de l'échec de l'innovation. À ce chapitre, Smith-Doerr et al. 
(2004 : 51) soutiennent que: «Th e stlldy of in11ovatioll !/OS bl' and large beel/ the stlldy of 
sllcces4it! il/novatioll. Failure tends ta be hiddelllvithin orga11i::atiolls .» 
Les principales contributions de cette littérahlre seront abordées plus loin dans la 
section qui portera sur les caractéristiques et les spécificités des projets de développement 
de nouveaux produits, ainsi qu 'aux tàcteurs responsables du succès et cie l'échec de ces 
projets (Galia and Legros, 2004 ; Madsen and Ulhoi, 2002; Smith-Doerr and al. , 2004 : 
etc .). 
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2.3.4. Principaux impacts des résultats indésirables 
La revue de la documentation portant sur les impacts des résultats indésirables en 
contexte de projet semble indiquer que cette thématique de recherche est essentiellement 
abordée dans une perspective évaluative de la concrétisation des résultats indésirables 
autres que budgétaires , les impacts de dépassement du budget se prêtant facilement à la 
mesure (Barki et aL , 1993 ; Bourdeau et aL , 2004). 
Dans cet ordre d ' idées, Barki et al. (1993) ont identifié 11 impacts des résultats 
indésirables qui peuvent influer sur une ou plusieurs composantes clés d 'un projet. La 
liste de ces impacts tàit l 'objet du tableau 6. 
Tableau 6 : Impacts des résultats indésirables 
1. Qualité des relations avec la clientèle 
2. Santé fmancière 
3. Réputation des départements impliqués dans le projet 
4. Profitabilité 
5. Position concunentielle 
6. Efficacité organisationnelle 
7. Image de l'organisation 
8. Smvie de l ' mganisation 
9. Pan de marché 
10. Réputation des départements « usagers» du projet 
Il. Capacité d' effectuer les opérations courantes 
Source: Barki et al. (1993). cité par Bourdeau et al. (2004) : 11 7. 
L 'évaluation des impacts des résultats indésirables pour un projet passerait donc par 
«l 'identification des factellrs (c'es t-à-dire des sOlfrces de risqlfe) dont la présence pelft 
faire a IIglllell ter la probabilité d' occlIrrence d '1111 réslIl ta t indésirable.» (Bourdeau et al., 
2004: 117). Ces tàcteurs ont été regroupés par Barki et al. (1993) en 8 catégories de 
risque: 1) le risque technologique qui réfère aux aspects tecllllologiques du projet tels 
que le besoin de nouveau matériel et le niveau de performance de la technologie utilisée: 
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2) le risque relié à la taille du projet qui renvoie à l'envergure des ressources engagées et 
aux impératifs de cette envergure en termes de gestion tels que le nombre de personnes 
impliquées dans le projet, la diversité de l'équipe impliquée, ou encore l'horizon 
temporel du projet; 3) le risque relié à l 'expérience et à l 'expertise de l 'équipe de projet; 
4) le risque relié à la complexité technique du livrable; 5) le risque relié à 
l 'environnement organisationnel tel que l'insuffisance des ressources , les conflits au sein 
de l'équipe de projet, ou encore le manque de c1al1é dans la définition des rôles; 6) le 
risque relié aux aspects complexes du projet qui sont en dehors du contrôle de l ' équipe de 
projet, tel que les conditions physiques spécifiques au site du projet, l'interférence des 
groupes d ' intérêt, etc. : 7) les conditions exogènes qui renvoient, entre autres aux risques 
politiques, aux risques économiques et financiers , et aux risques écologiques et 
environnementaux; et 8) le risque relié aux caractéristiques des agents extemes, 
notamment le niveau de dépendance du projet vis-à-vis ces agents. 
Une liste exhaustive et plus détaillée de ces tàcteurs peut être consultée dans Barki et 
al. (2003) ou encore dans sa version traduite en français dans Bourdeau et al. (2004). 
Dans le même ordre d ' idées, Atkinson (1999) a traité des critères à prendre en compte 
pour évaluer le succès des projets des systèmes d ' information et des technologies 
d'information dans leur stade de postimp1antation. En plus des trois critères 
correspondant aux angles du triangle de fer (le coüt, la qualité et le temps) , il proposa 
d 'autres critères de succès liés à l 'efficacité technique du système, aux bénéfices qu ' il 
génère à l'organisation, et ceux qu ' il génère à la conUlumauté. Ainsi , comme on peut le 
constater au tableau 7, le succès rattaché au système d' information passe par la bonne 
maintenance de ce système, la validité, la consistance (reliability), et la bOllne utilisation 
des informations qu ' il foumit. Le succès pour l 'organisation en charge du projet se traduit 
par des niveaux optimaux d'efficacité et d 'efficience du projet, par une augmentation des 
profits , par l 'atteinte des objectifs stratégiques de l' organisation par rapport au projet et 
par une augmentation du capital de connaissances de l 'organisation, notamment par le 
biais de l ' apprentissage organisationnel inhérent à tout projet. Finalement le succès pour 
la communauté des utilisateurs est appréhendé au moyen de critères tels que la 
satisfaction des clients, le développement personnel, et l ' impact environnemental et 
social du projet. 
Tableau 7 : Les critères à prendre en compte pOUl' évaluer le succès des projets 
Triangle de Le système Bénéfices pou Bénéfices pour les 
fer d'information l'org~lllisation utilisateurs et la 
communauté 
Coût Maintenance Amélioration de Utilisateurs satistàits 
l'efficience 
Qualité Consistance .À .. mélioration de Impact social et 
l'efficacité environnemental 
Temps Validité Augmentation des Développement personnel 
protlts 
Information-qualité Objectif5 stratégiques Apprentissage professionneL 
d'utilisation Aprentissage protlt entrepreuneurial 
orgnisationnel 
OtIre de capitaux .. équipe du 
Réduction des pertes projet plus perfonnante. 
impact économique pour la 
COllUlHlllité immédiate 
Source: TraductlOil libre cie Atkinson (1999: 341 ). 
Plus récemment, plusieurs études ont été publiées sm les tàcteurs qui catalysent le 
succès des projets , notamment les projets de développement de nouveaux produits. 
L'essentiel de ce qui a été répeltorié à ce chapitre sera sollicité plus en détail dans la 
section spécifique aux projets de développement de nouveaux produits, ainsi qu 'aux 
tàcteurs responsables du succès et de l'échec de ces projets. Mentionnons cependant que 
plusieurs de ces facteurs sont COlllllUlllS à tout type de projet. Par exemple, Cooper et 
Kleinschmiclt (2007) , citant Montaya-\.Veiss and Calantone (1994) , distinguent quatre 
groupes de facteurs de succès , en l 'occurrence les tàcteurs stratégiques, les tàctems reliés 




La documentation abordée dans la section précédente a pennis de constater quelques 
confusions persistantes quant aux définitions des concepts de risque et d'inceltitude, et 
quant à la distinction entre eux. Toutefois , il se dégage clairement que ces deux concepts, 
quoique intimement reliés, ne sont pas interchangeables. 
Dans le cadre de ce mémoire, nous avons retenu la défInition du risque dans les 
proj ets de développement de nouveaux produits qui s 'est cristallisée autour des travaux 
de Hallnan et Keizer (1994, 1997). Cette défInition stipule que le concept de risque , dans 
ce type de projet, comprend trois dimensions: l 'occurrence, l ' impact et le contrôle. Tel 
que mentionné précédemment, elle permet non seulement de pallier à plusieurs critiques 
soulevées par Courtot (1998) , notamment la nécessité , pour une défInition du risque, 
d ' inclure la notion d 'occurrence d 'évènements non désirés et celle d ' impact sur l' atteinte 
ou non des objectifs, mais elle introduit une dimension supplémentaire, celle du contrôle. 
Cette section a permis également d ' aborder certaines contributions significatives qui 
ont porté sur les résultats indésirables dans un contexte de projet. Plus spécifIquement, 
aux trois résultats souvent invoqués dans la littérature au moyen du concept du triangle de 
fer proposé par Atkinson (1999) , en l' occurrence le dépassement du budget, le 
dépassement des délais , et le non-respect du niveau de qualité et de la performance, 
certains auteurs évoquent un quatrième résultat qui est le plus souvent la conséquence de 
l 'un ou d 'une combinaison des trois autres résultats , soit l 'abandon du projet. Les 
principaux impacts de ces résultats indésirables ont fait l 'objet de la dernière sous-
section. On a pu ainsi distinguer deux perspectives complémentaires. Celle de nature plus 
évaluative appréllende les impacts en regard des conséquences des résultats indésirables, 
autres que le dépassement du budget , puisque ce demier est facilement mesurable. La 
deuxième perspective, plus prospective, aborde les impacts des résultats indésirables en 
regard des conditions de succès à mettre en place pour contrer leurs impacts, ou du moins 
en atténuer les etIets . Finalement, la littérature consultée dans cette section a lancé l'idée 
que plusiems facteurs de succès et impacts des résultats indésirables sont COlllmuns à tous 
les projets, notamment les projets de développement de nouveaux produits qui sont au 
cœur de la thématique de notre mémoire de maitrise. 
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La prochaine et demière section de la revue de littérahlre pOltera spécifiquement sur 
les caractéristiques des projets de développement de nouveaux produits, ainsi que sur les 
facteurs responsables du succès et de l 'échec de ces projets, notamment le niveau de 
risque particulièrement élevé dans ces projets. 
2.5. Caractéristiques et spécificités des projets DNP 
De l' avis de plusieurs chercheurs dont Keizer, Vos et Halman (2005) , la littérahlIe 
concemant la gestion des projets de développement de nouveaux produits (DNP) est 
orchestrée autour de trois principaux courants de recherche : 1) les recherches qui 
s' intéressent aux détenninants de la perfOlmance en contexte de gestion de projets de 
DNP; 2) celles qui pOltent sur l' identification des facteurs de succès et d 'échec des 
projets de DNP; et 3) celles qui traitent de l ' identification et de la gestion du risque dans 
les projets de DNP. 
2.5.1. Performance en contexte de gestion de projets de DNP 
Les recherches s' inscrivant dans cette thématique traitent les projets de DNP avec les 
mêmes lunettes que tout autre projet. Elles s ' intéressent au.'{ conditions favorables à la 
perfo1mance qui doivent prévaloir dans n ' impOlte quel type de projet et qui 
int1uenceraient favorab lement la perfo1mance des projets de DNP. Plus spécifiquement, 
elles mettent l'accent sur les conditions critiques susceptibles d 'inf1uer sur la 
perfo1mance des projets, sur leurs processus de planification et d ' implantation, sur les 
attributs individuels des membres de l 'équipe de proj et, notamment le chef de projet, tel 
que le leadership (Pinto et Coven, 1987: Thamhain, 1996; Rivoza , 2006), sur 
l 'encouragement et la motivation des employés et l 'usage des incitati fs pour améliorer 
leur perfo1mance (Kmglianskas and Tilamllalll, 2000), ou encore sur l ' impo1tance de la 
formation et de la mise à niveau des trava illeurs COlllme une condition de succès des 
projets Wycoff (2003 ). 
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La performance est généralement décomposée dans ces recherches en trois 
dimensions : 1) la performance financière qui est évaluée en regard de différents aspects 
financiers , notamment le niveau du profit, le volume des ventes réalisées , et la période de 
remboursement des prêts sollicités dans le cadre du projet: 2) la fenêtre d 'opporhmité que 
génère le projet en tenues de création de nouvelles oppOltunités technologiques et 
conullerciales pour l ' organisation; et 3) l'impact du produit sur le marché en termes 
d 'accaparement de nouvelles paIts de marché, tant au niveau domestique qu 'à l'étranger 
(Cooper et Keleinschmidt, 1987 : 216). Pour leur palt, Keizer et aL (2005 : 298) ont 
constaté que ces trois dimensions génériques peuvent être décomposées en huit 
conditions plus opérationnelles : 
«[. . .} thar seelll to have a strong/v favollrab/e inflllence on project 
p elforlllance: project leadership, work design and delegarion, l/Ianagel/l ent 
Sllpport, cOl1l1//1/nications, work challenge, p ersona/ drive and 1/I0tivation, 
l/IinÏ1//1111/ conflict, risk and threats, and p ersona/ appraisa/s and awards. 
fl/ ese studies have a/so shown the considerable influence of c011fingent 
factors , slfch as the f)p e of project, its stage in the project fife cycle and the 
organi:ationa/ environl/lent.» 
Plus récemment, Cooper et Edgett (2008) ont procédé à une synthèse de la littérahIre 
portant sur la perf0l1llanCe des projets de DNP et sm les facteurs qui influent sur cette 
perfolmance. Cette synthèse leur a permis de dériver sept principes qui discrimineraient 
entre les projets de DNP les plus performants et ceux qui le sont moins : «there are those 
fa ctors that consistent/v separare top p elforl//ers frol/l the rest over the v em's and appem' 
to have the strongest il/lpact on p elforlnance» (Cooper et Edgett, 2008 : 49). Ces sept 
principes sont : 1) le fOClIS sm le client qui se manifeste par l 'offre de nouveaux produits 
différenciés en phase avec les besoins et les attentes des clients potentiels ; 2) l 'évaluation 
a priori des enjeux techniques, des caractéristiques du marché ciblé et des sources 
d ' approvisionnement; 3) la spirale de développement qui consiste à mettre en place des 
interfaces avec les utilisateurs potentiels du produit aux différents stades de 
développement du produit : ces intertàces permettent de recueillir à temps les rétroactions 
des utilisateurs potentiels et d ' en tenir compte dans les spécifications du produit final: 4) 
la constitution d'une équipe de projet composée de membres provenant des différents 
départements de l 'organisation et à qui des rôles précis et clairement identifiables sont 
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assignés ; selon ce principe, « how the team is organi=ed, its composition, the raIes and 
a7fthori~v of key players, and the choice and l'ole of the tealll leader or captain make all 
the difJerence between efficient tflIIe driven prajects and (hose (hat languish forever» 
Cooper et Edgett (2008 : 54); 5) la mise en place de métrique pour suivre l 'évolution du 
projet et juger s ' il se déroule conformément aux prévisions ou non; 6) la gestion efficace 
du pOliefeuille de projets qui consiste à bien arbitrer entre le nombre, l ' ampleur et la 
diversité des projets d'une part, et les ressources disponibles pour les réaliser, d 'autre 
part: et 7) l 'utilisation d 'une CaIte de route pour suivre le développement du produit 
depuis l'idée jusqu ' à son lancement sur le marché (Stage-Gate System). Cette carte de 
route pelmet à l ' équipe du projet de prendre des décisions à chaque stade du 
développement du produit et de décider de la poursuite du processus du développement 
ou de son anèt . 
Pour récapituler, il se dégage que les études s ' inscrivant dans ce courant ont foumi 
plusieurs résultats intéressants quant aux enjeux associés aux projets de développement 
de nouveaux produits. Toutefois, ces études ne traitent pas explicitement de la gestion et 
de l ' impact du risque sur les projets de DNP. Plus encore, les conditions et les facteurs 
tàvorables à la perfOlmance mis en exergue dans ces études renvoient, pour l ' essentiel, à 
des aspects qui concernent la gestion des projets en général. Ces recherches tendent à 
assimiler les projets de DNP aux autres types de projets et ne semblent pas tenir compte 
de leur spécificité, notamment le degré de risque paIticulièrement élevé qui caractérise 
ces projets. 
2.5.2. Facteurs de succès et d'échec des projets de DNP 
Cooper et Kleinschmidt font office d'auteurs pionniers et prolifiques dans ce courant. 
Ils proposèrent, en 1990, une classification en deux groupes des facteurs discriminant 
entre le succès et l 'échec des projets de DNP. Le premier groupe de tàcteurs renvoie à 
des caractéristiques relatives aux différents stades du processus d'innovation, de l' idée 
jusqu 'au lancement du produit. L 'accent est mis notamment sur la qualité d ' exécution des 
activités du projet, les méthodes utilisées et les ressources engagées. Le deuxième groupe 
de facteurs conceme les caractéristiques du projet. Ces dernières renvoient à des aspects 
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relatifs au marché (les besoins des clients , la taille du marché, sa croissance, et le niveau 
de compétition qui y règne), à la familiarité de l 'organisation avec le projet et à la 
synergie qu 'elle pOlllTait créer entre lui et ses autres projets , et à l 'avantage que le projet 
pourrait procurer à l 'organisation, tant en termes de degré de nouveauté que de potentiel 
commercial (Cooper et Kleinschmidt, 1990 : 49). La même année, Pinto and Mantel JR 
(1990) proposèrent une classification en dix catégories des tàcteurs critiques du succès 
des projets de DNP. Ces auteurs ont également proposé des définitions pour chacun de 
ces facteurs . Le tableau 8 énumère ces dix facteurs ainsi que les définitions 
correspondantes. 
Tableau 8 : Définitions des facteurs critiques 
1. Mission du projet: Objectifs initiaux clairement définis et directions générales. 
2. Soutien de la haute direction : Volonté de la haute direction de fournir les ressources et 
l'autorité/pouvoir nécessaires au succès du projet. 
3. Horaire/plan de travail du projet : La spécification détaillée des actions individuelles en vue de la 
mise en œuvre du projet. 
4. Consultation des clients : Communication, consultation , et écoute active de toutes les parties 
impliquées. 
5. Personnel: Recrutement, sélection, et formation du personnel nécessaire pour l'équipe du projet. 
6. Tâches techniques: Disponibilité de la technique et de l'expertise requises pour accomplir les actions 
techniques spécifiques. 
7. Approbation du client : L'acte de «vendre» le projet final aux utilisateurs finaux visés. 
8. Monitorage et rétroaction : Fournir une information de contrôle complète à chaque étape du 
processus de mise en œuvre. 
9. Communication: Fournir un réseau approprié et les données nécessaires à tous les acteurs clés de 
la mise en œuvre du projet. 
10. Dépannage : Habileté à résoudre les situations critiques imprévues et les déviations au plan . 
Source: Plllto and Mantel .IR (I990). 
Plus récemment, Cooper et Kleinschmidt (2007) ont réalisé une synthèse de la 
littérature s ' inscrivant dans ce courant et ont dressé une liste exhaustive des facteurs clés 
de succès des projets de DNP qu'ils ont regroupés en quatre grands groupes: i) les 
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facteurs stratégiques tels que la disponibilité des ressources et l ' avantage intrinsèque du 
produit; ii) les facteurs reliés au processus de développement du produit, notamment le 
supp011 de la direction pour le projet (top mallagement support) et la compétence au 
niveau technologique de l ' équipe du projet; iii) les facteurs reliés au marché tels que le 
potentiel et la taille du marché, ou encore le degré de compétitivité qui caractérise le 
marché; iv) les facteurs organisationnels tels que les relations au sein de l ' équipe de 
projet. La liste exhaustive de ces facteurs est présentée au tableau 9. 
Tableau 9 : Facteurs poussant le succès d'un nouveau produit au niveau de projet 
Facteurs stratégiques : 
• Avantage du produit 
• Synergie de la commercialisation 
• Synergie technologique et de fabrication 
• Disponibilité des ressources 
• StratéÇJie du nouveau produit 
Facteurs de processus de développement : 
• Capacités en activités technologiques 
• Capacités en activités de commercialisation 
• Capacités en activités franches (up-front activities) 
• Soutien de la haute direction 
• Rapidité à être sur le marché 
• Capacités en analyse d'affaires/financière 
Facteurs de l'environnement du marché : 
• Potentiel/taille du marché 
• Compétitivité du marché 
• Environnement externe 
Facteurs organisationnels : 
• Rapports internes/externes (de l'équipe) 
• Comment l'équipe a été organisée 
-Source: Cooper et Klemsclullldt (2007 : )3). 
En 2008, Smith et aL , réalisèrent une revue systématique de la littérature basée sur 
plus d 'une centaine d 'études portant sur les facteurs qui int1uent sur la capac ité des 
organisations à gérer des projets de DNP. Cette étude , que nous considérons la plus 
exhaustive sur cette thématique de recherche, a permis de dégager 9 facteurs de succès 
récunents qui inf1uencent de manière significative cette capacité. Il s' agit de la capacité 
technologique de l'organisation, du processus d ' innovation qu ' elle poursuit pour 
développer de nouveaux produits ou pour améliorer des produits existants, cie sa stratégie 
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corporative, de sa stm cture organisationnelle, de sa culhlre organisationnelle, de la 
composition et de la qualité de son personnel, des ressources à sa disposition, de sa 
capacité à gérer les connaissances, du style de management et du leadership qu 'elle 
privilégie. Une description détaillée des dimensions qui rentrent sous l'égide de chacun 
de ces facteurs est présentée au tableau 10 récapihllatif de Smith et al. (2008), repris ci-
dessous . Smith et al. (2008) ont également soulevé, dans leur étude, une lacune récurrente 
dans les études portant sur l ' identifica tion des fac teurs de succès dans les projets de DNP, 
à savoir : «Oftell stl/dies regardillg slIccess fa ctors for illl/Ovatioll cOllsider these factors 
indep endel/t of each other [. . .}; l \le arglfe in tlds paper !hot the fa ctors are Ilot 
indep elldent of eac/i other and are ill fact il/terre/ated» (Smith et aL, 2008 : 656). 
Tableau 10 : Facteurs et sous-facteurs influençant la capacité d'une organisation à 
' l" t' gerer mnova .on 
Facteur Sous-facteurs 
Technologie • Uti lisation de la technologie 
• Compétences techn iques et éducation 
• Stratégie de technologie 
Processus d'innovation • Génération d'idées 
• Techniques de sélection et d'évaluation 
• Mécanismes de mise en oeuvre 
Stratégie corporative • Stratégie organisationnelle 
• Stratégie d'innovation 
• Vision et objectifs de l'organisation 
• Prise de décision stratégique 
Structure organisationnelle • Différentiation organisationnelle 
• Centralisation 
• Formal ité 
Cul tu re organisationnelle • Communication 
• Collaboration 
• Attitude face au risque 
• Attitude face à l'Innova bon 
Employés • Motivation pour Innover 
• Aptitudes et éduca tion des employés 
• Personnalités des employés 
• Formation 
Ressources • Util isation de ressources de marge (slack resollrces) 
• Planification et gestion des ressources 
• Ressources en connaissances 
• Ressources en technolog ie 
• Ressources financiéres 
Gestion des connaissances • Appren tissage organisationnel 
• Connaissance de l'environnement externe 
• Utilisation de base de stockage de connaissances (knowledge 
reposl tonesl 
Style de direction et qualités de chef • Personnali tés de gestion 
• Style de gestion 
• Motivation des employés 
~ Source: Smith et al. (2008 060) 
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Celtaines recherches, qui s ' inscrivent dans ce courant, ont insisté sur l'importance de 
certains tàcteurs contingents sur la perfonnance des projets , tels que l'environnement 
organisationnel du projet, notamment l'environnement des affaires , qui peut influencer la 
manière dont les projets sont dirigés et suppOltés, les réseaux qu'entretient l'organisation 
avec ses clients et ses foumisseurs (Smith-Doen et aL , 2004; Rizova , 2006), et le type de 
projet qui peut faire en sorte que les pratiques managériales à mettre en place peuvent 
différer, selon le stade de développement (Kmglianskas and Thanùlain, 2000 : 56). Sur ce 
dernier point, Keizer et Halman (2009) soutiennent que les conditions de succès qui 
doivent prévaloir dans les projets de DNP caractérisés par un degré de nouveauté élevé 
diffèrent de celles qui doivent prévaloir dans des projets de DNP incrémelltaux : 
<<The vast majoritv of these stl/dies strong()i sllggest that the basic conditiolls 
fo r achievillg s lIccess ill radical innovatiolls differ fr011l those IlIlder which 
illcrelllelltal il/llOvatiolls are realised Radical innovatiolls seelll ta be the 
reslllt of cOllscions' alld te/laciolls efforts . Companies aspirillg ta achieve 
radical illJlovatiolls oftell lill/st lIlake riskv leaps» (Keizer et Ha11nan, 2009 : 
S02). 
Parallèlement à ce courant de recherche dédié essentiellement aux facteurs de succès 
des projets de DNP, un créneau plus restreint mais connexe s'est cristallisé autour de 
l'explication de l 'abandon ou de l'échec de ce type de projets (Innovation failures) . 
Comme il a été a bordé précédemment dans ce mémoire, plusieurs chercheurs ont traité 
l'abandon des projets en tant que résultat indésirable du risque en contexte de projet 
(Balachalldra , 1984: 1996: Jaatàri, 2001). Les résultats de leurs recherches ont montré de 
tàçon récurrente que le pourcentage de projets de DNP qui échouent complètement ou 
partiellement est alarmant. A ce chapitre, Rizova (2006: 49), rapportant les résultats 
empiriques de plusiem s autres études sur cette problématique (Braun, 1992: Balachandra. 
1996: Balachandra and Friar, 1997), mentionne ce qui suit: «R esearch alld developlllellt 
projects fa il 1/lore of tell thall thev sllcceed III fact, Ollt of everv R&D projects, five are 
flops, rhree are aballdolled alld olllv I1vo lIlt;'llate(v become cOlllmercial slIccesse,s». 
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Ces études se démarquent de celles pOliant sur les critères de succès par le fait 
qu ' elles considèrent explicitement l'échec des projets de DNP comme la variable 
dépendante (Smith-Doerr et aL , 2004). Les facteurs explicatifs de cette variable 
dépendante renvoient aux entraves qui perturbent l'efficacité (atteinte des objectifs 
préalablement fixés) et l 'efficience (minimisation des colÎts et évitement du gaspillage) 
de ces projets . Plusieurs auteurs ont dressé des listes recensant ces facteurs . De façon 
générale, ils constituent les contreparties des facteurs de succès abordés précédemment 
(Pinto and Slevin, 1987; Pinto et Mantel JR, 1990). 
Pour récapituler, les études s ' inscrivant dans ce courant ne semblent pas converger 
vers un ensemble bien circonscrit de facteurs de succès des projets de DNP. Plusieurs 
bcteurs ont été identifiés , relevant des capacités technologiques de l 'organisation, des 
ressources qu ' elle est capable de dédier à chaque projet de DNP, des caractéristiques du 
marché qu'elle cible pOlU" son nouveau produit, de la composition et de la compétence de 
son personnel, et de l 'environnement concurrentiel et institutionnel où elle opère. La 
hiérarchisation de l' impact de ces tàcteurs et l ' identification des effets différenciés de ces 
fàcteurs sur le succès des projets de DNP semblent faire défàut dans ces études. De plus, 
la plup31i de ces études ne semblent pas tenir compte des interrelations entre ces 
différents facteurs et les traitent comme s' il s ' agit de facteurs indépendants. 
En outre, plusieurs auteurs déplorent aussi les résultats contradictoires que ces 
recherches ont générés. À ce chapitre, Smith-Doerr et al. (2004 : 53) soutiennent que : 
«Tli e ejfects of these fa ctors 011 illllOVmiol7 are Ilot wel!lf1lderstood, as stl/dies 
ojtell prodllce c01ljlictillg resl/lts [. . .}. Olle plal/sible illfelpretati01l is that no 
s ing le factor deterJ/lilles project s llccess ill al! cirC/lIl/sta1lces. Th e i1lcol/sistent 
fi1ldillgs lIW)/ be due i1l part ta tlie lack of C01lSe1lSlfS 011 w/wt slfccess lIl eallS. 
11IIIovation slfccess is 170t merelv d(fficl/lt ta a!taill, bill also 1I1111tijaceled and 
d@clllt ta lIl easure. » 
Finalement, les éhldes s ' inscrivant dans ce courant de recherche n 'ont pas traité de 
tàÇOll explicite de la gestion du risque dans les projets de DNP. Le rôle du risque dans ces 
projets est sous-entendu comme un résultat de l'impact des tàcteurs de succès ou d 'échec 
sur la gestion des projets de DNP. 
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2.5.3. Identification et gestion du risque dans les projets de DNP 
Plusieurs chercheurs ont tenté d 'étudier le risque en contexte de projet de DNP. Dans 
un tel contexte, «risk refers ta the possibilitv thm a lIev.;(v developed product might fail 
due ta varia liS Ullcertain factors, ;' e., lIIarket fai/ures, teclm% gy cOllstmints, and 
orgalli:::ational hindering factors that lead ta insufficient sales for the product ta survive 
and be profitable» (Mu et aL , 2009 : 170). Dans le même ordre d' idées, plusieurs études 
s ' accordent sur le fait que le diagnostic du risque dans le contexte spécifique des projets 
de DNP doit se faire en regard de trois dimensions. Ainsi, selon cette perspective, un 
projet de DNP est considéré risqué si: 1) son niveau d ' incertihlde est élevé, i.e. la 
probabilité de trouver des solutions satisfaisantes aux différents imprévus générés par le 
processus de DNP est faible ; 2) la capacité de l 'équipe de projet à contrôler les différents 
enjeux du projet à temps et dans les limites des ressources disponibles est faible ; et 3) 
l ' importance relative du projet est élevée, dans le sens que l'incapacité de l 'équipe du 
projet à résoudre de façon satisfa isante les enjeux relatifs au processus d 'innovation peut 
condamner sérieusement le succès et la perfolmance du projet (Keizer et aL , 2002; Keizer 
et Halman, 2009) . 
2.5.3.1. Le risque en tant que déterminant du succès/échec des projets de DNP 
Les éhldes s' inscrivant dans ce courant tentent de ressOltir l' impOltance du rôle du 
risque dans le succès ou l'échec des projets de DNP (Rothwell et aL , 1974; Souder and 
Jenssen, 1999; Keizer et aL , 2002 ; Keizer et aL, 2005; O'Con11or et aL , 2008; :rvlu et al., 
2009). Plus spécifiquement, elles cherchent à montrer comment les caractéristiques 
individuelles des employés impliqués dans les projets de DNP et les mécanismes 
déployés par l 'organisation pour mener ces projets affectent la perception du risque et le 
degré d 'aversion à son endroit par les gestionnaires des projets de DNP. 
Plusieurs de ces éhldes ont alors tenté d'expliquer pourquoi les gestionnaires des 
projets de DNP «s' achament» à poursuivre des projets trop risqués et dont les chances de 
succès sont pratiquement inexistantes. Cette thématique de recherche a été approchée par 
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l ' entremise du concept de l 'escalade de l'engagement «Escalation of Commitment». 
Selon Staw and Ross (1981: 578), «individlfals l/Iay have a tendellcv to becol/le !ocked 
il1tO a COl/l'se of actioll, throwing good lI/oney after bad or COll/lI/itfing new res07lrces to a 
losing course of actioll» . Balachandra (1984) a été le premier à éprouver de tàçon 
empirique ce concept pour le cas des projets de DNP. Il alTÎva à la conclusion que le 
SUppOlt et l 'engagement des employés et du management dans un projet de DNP sont 
déterminants, tant dans la décision initiale du lancement du projet que dans celle qui 
conceme sa continuation une fois lancé. Cet auteur fait également ressortir que la 
décision de poursuivre ou d'abandollner un projet de DNP avant le stade de 
commercialisation du produit n 'est pas toujours basée sur des facteurs objectifs : «Th e 
governillg factors ill 1/I0st cases seel/l to be glft f eel, post experiellces, faith in certaill 
individua!s, l/Opeflll gllesses, and wis/(fll! thinkillg» (Balachandra , 1984: 93). Dans le 
même ordre d' idées, Cooper et Kleinschmidt (1990) ont mené une éhlde a posteriori sur 
250 projets de DNP comprenant des projets qui ont été des succès cOlllmerciaux, d ' autres 
qui ont été abandonnés avant le stade de la cOlllmercialisation, et enfIn d 'autres qui ont 
été des échecs cOlllmerciaux. Ils conclurent que la perception des gestionnaires joue un 
rôle impOltant dans l 'évaluation des facteurs à prendre en considération pour décider de 
la poursuite ou de l' abandon du projet. Cooper et aL (1998) sont allés plus loin en 
montrant que l 'escalade à l 'engagement envers les projets peut amener les gestionna ires à 
ressusciter sous d 'autres noms des projets qui ont été abandonnés: <<Eveil when kil/ed, 
sOl/le projects have a habit of being res/lrrected, p erhaps /lnder a Il ew llal/le» (Cooper et 
aL , 1998: 8). Dans le même ordre d ' idées , plus récemment, Schmidt and Calantone 
(2002) ont montré que les gestiollnaires qui initient des projets sont plus portés <'t 
minimiser les risques qui menacent ces projets que les gestionnaires qui prenllent les 
rênes de projets qui sont déjà lancés. Ces auteurs ont également montré que l'escalade de 
l'engagement des gestionna ires est plus prononcée pour les projets de DNP caractérisés 
par un degré de nouveauté élevé comparativement à ceux qui sont moins inllovateurs. 
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2.5.3.2. Le diagnostic du risque dans les projets de DNP 
Un deuxième corpus de la littérature sur le diagnostic du risque dans les projets de 
DNP s'est intéressé à la différenciation et à la caractérisation du risque dans les projets de 
DNP. La thèse partagée par ces études est exprimée en ces termes par Keizer et Hahllan 
(2007 : 30) : «Because an innovation strategy based 011 risk avoidance cannot be an 
option, proactive risk management is needed in which risks are identified in the eor/v 
phases of product development when there is still time to influence the course of events». 
Les études s'inscrivant dans ce créneau de recherche tentent donc de diagnostiquer les 
différents types de risque qui caractérisent les projets de DNP. Deux grandes familles de 
risque semblent se dégager de ces éhldes : les risques non ambigus et les risques ambigus. 
Les premiers seraient très élevés dans les projets de DNP et occasionneraient trois défis 
que l 'équipe de gestion de projet doit impérativement relever : 1) comment s 'assurer que 
le nouveau produit perfo11ne conformément aux spécifications (arbitrage entre les 
composantes du produit et son f011nat fonctionnel) ; 2) comment gérer la dépendance vis-
à-vis les foumisseurs ; et 3) comment tàvoriser l'adoption du nouveau produit par les 
consommateurs potentiels (conformité du produit avec les standards et la demande des 
clients). Les risques ambigus, quant à eux, renvoient aux risques qui donnent lieu à des 
différences d 'opinion au sein de l 'organisation et de l'équipe de gestion du projet. 
Dans le cadre d'une éhlde qui cherche à diagnostiquer le risque dans les projets de 
DNP, Keizer et Halman (2007) ont ana lysé huit projets d ' innovation de produits pour 
dégager les plus importants risques ambigus et non ambigus rencontrés par le 
management dans les différentes étapes de ces projets. Les résultats de cette investigation 
rapportés au tableau Il indiquent, entre autres, que les risques ambigus pour lesquels les 
opinions des équipes de projet divergeaient le plus concernaient surtout l'organisation et 
la gestion du projet (4 des 6 risques ambigus les plus mentionnés par les répondants). Les 
résultats indiquent également que les risques 110n ambigus les plus redoutés par les 
équipes de ces huit projets renvoient à très peu cl ' éléments spécifiques aux projets de 
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DNP. Ils concernent plus des types de risque que l'on rencontre dans les projets de façon 
générale . 
Tableau 11 : Risques ambigus et sans ambiguïté de huit projets d'innovation 
radicale 
Risques ambigus Risques sans ambiguné 
Catégorie Risque Catégorie Risque 
Chaîne logistique et • Options pour parer aux Technologie du produit • Juste équilibre entre 
approvisionnement imprévus pour chacun les différentes 
des fournisseurs choisis composantes du 
produit 




Acceptation du • Répondre aux besoins Chaîne logistique et • Qualité constante et 
consommateur et des consommateurs approvisionnement prévisible garantie 
Commercialisation visés • Dispositions de contrat 
appropriées avec les 
fournisseurs 
Organisation et Gestion • Rôles, tâches et Acceptation du • Spécification du produit 
responsabili tés bien consommateur et conformément aux 
définis à l'intérieur de Commercialisation standards et exigences 
l'équipe des consommateurs 
• Organisation et gestion • Le produit exige des 
de l'équipe changements dans les 
• Communication entre les habitudes des 
membres de l'équipe consommateurs et/ou 
• Estimés fiables des les conditions 
ressources requises d'utilisation 
Source: Kelzer et Halman (2007 • 35) 
Pour le cas particulier de projets de DNP caractérisés par un lllveau élevé de 
radica lité, Keizer et Ha lman (2005 : 3) ont conduit une étude qui cherche à hiérarchiser 
les risques les plus fréquents dans ce ty1)e de projets. Les résultats de lem étude 
empirique. qui s'est adressée à 11 4 membres de 8 équipes de proj ets de DNP radicaux, 
indiquent que, par ordre décro issant, les risques jugés les plus importants sont : 1) les 
risques reliés à l' acceptation des clients et à la cOlllmercialisation; 2) les risques reliés aux 
aspects organisa tionnels et managériaux: 3) les risques reliés à la technologie de 
produc tion ~ 4) les risques reliés à la teclmologie manufacturière UvIanutà cturing 
Teclmology): 5) les risques reliés aux fournisseurs. 
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Le sUlvol de la littérature nous a pel1IlIS de constater également que plusieurs 
recherches ont été dédiées à l'investigation approfondie de certains types paiticuliers de 
risque sur la perfOl1IlanCe et le succès des projets de DNP. L'éhlde pionnière à ce chapitre 
est celle de Polk et aL (1996) qui ont éhldié l'impact du risque technique sur le succès des 
nouveaux produits. Plus spécifiquement, ils ont défini le risque technique en regard de 
deux dimensions: la capacité de la technologie à perfonner au niveau anticipé 
respectivement dans les délais prévus, et dans les limites des contraintes de coÎlts que 
l ' organisation est en mesure d'assumer. Leur investigation empirique a consisté en 
l ' addition de 10 indicateurs mesurant de façon explicite le risque technique aux 48 autres 
indicateurs proposés par Cooper (1981) et fréquemment utilisés pour identifier l'impact 
du risque sur le succès des projets de DNP. Les indicateurs développés par Cooper (1981) 
ne distinguent pas explicitement les dimensions reliées au risque technique (Polk et al. , 
1996: 536). Ces indicateurs ont été regroupés dans 5 groupes génériques: 1) la 
compatibilité des ressources (8 indicateurs) ; 2) les caractéristiques du projet (10 
indicateurs): 3) le degré de nouveauté du produit (8 indicateurs) ; 4) la nahlre du produit 
ou du service (7 indicateurs): et 5) la nahu-e du marché (15 indicateurs). Les dix 
indicateurs proposés par Polk et aL (1996) pour capter le risque dans les projets de DNP 
renvoient, tel que précisé précédemment, à des aspects reliés au respect des délais , 
notamment le développement du produit confolmément à l'échéancier prévu, et à 
d 'autres aspects reliés au respect du budget alloué au développement du produit, tel que 
le respect du budget initiaL 
Dans une éhlde pOltant sur le financement de l' innovation dans les PME, Beaudoin et 
St -Piene (1999) ont tenté , au moyen d 'une recension de la littérature, de répondre à la 
question suivante: «Qllels SOI/Iles el/jeux dlljillollcelllelltde l'ù/Ilovotiol/ che:: la PlvfE?» 
Plus spécifiquement, ils ont distingué trois types de risques qui seraient critiques pour le 
financement de l ' innovation dans les PlvlE: 1) le risque d'affaires qui est associé 
llotanullent au type de production de l'entreprise, à la technologie utilisée, et au degré de 
dépendance vis-à-vis les clients et les fournisseurs; 2) le risque financier qui est lié 
notamment à la stmcture de financement de l'entreprise et à sa capacité d'endettement; et 
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3) le risque lié à l'entrepreneur qui renvoie aux attributs personnels, à son aversion au 
nsque. 
Les conclusions principales de cette étude sont qu'en contexte de PME, l'innovation 
est une activité très risquée et le risque est amplifié par l 'entrepreneur lui-même qui <<peut 
ètre C071.s'idéré COlllTlie Ul/ e entité risq1/ée.» (Beaudoin et St-Pierre, 1999 : 32) . En outre, 
cette étude montre que les bailleurs de fonds sont peu informés sur les caractéristiques et 
les spécificités des projets d'innovation, si bien qu ' ils «ont tendance Ir « call1oufler » 
cette 1Iléconnaissance dans des conditions de finance11l ent qlli ne reflètent pas toujours le 
degré de risque réel des projets.» (Ibid : 32). 
Plus récemment, Floricel et Ibanescu (2008) ont introduit la notion du nsque 
dynamique (Dynamic risk) qui renvoie à l 'apprentissage continu de l 'organisation des 
changements et des événements qui s'opèrent dans son environnement immédiat et qui 
tàçonnent sa perception du risque et la manière de l 'appréhender : «We argile that when 
acting f or SOJ/le ti11l e in a pattem of envir011lJ/ental change, fi17l1s c01lle ta expect a pattem 
of evohftiOl/ il/ risks and cognitive ji-mlleworks, which we coll dVl/OTllic risk.» (Floricel et 
Ibanescu, 2008: 454). Selon ces auteurs , la dynamique de l 'environnement où opère 
l' organisation, notamment la vélocité des changements qm s'opèrent dans 
l'environnement, la turbulence qui le caractérise, la croissance prévue dans cet 
envirOllllement, et la perception de l'instabilité ou de la stabilité de l'environnement, 
créent le risque dynamique. 
Pour leur palt, Mu et al. (2009) qui ont montré l'existence d' interaction entre les trois 
types de risques considérés dans leur éhlde, à savoir le risque technologique, le risque 
organisationnel et le risque cOlllmercial. À ce chapitre, ils conclurent que : 
«Th e sigl/ifical/t three-l l/av il/teractiol/ efJect of techl/ological, 
orgal/i=atiol/al, and 11Iarketing risk J/lanage1llel/t fOl(J/d il/ 0111' stllr(v s7fgg ests 
that the three risk 1Ilal/age11lent strategies are cOlllple11lentarv and reinforce 
each other in cOl/tribllting ro NPD SlfCceSS. Thlls risk llIanage1llel/t sllOlfld 
rake a c011lprehensive al/d il/tegrated approach mther rhan fo clls il/g 011 anv 
sing le factor. » (Mu el al. , 2009: 177-178). 
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Plusieurs méthodes sont mises à profit pour diagnostiquer le risque. Quatre parmi 
elles sont récurrentes dans la littérahlre sur la gestion du risque dans les projets de 
DNP (Keizer et al. , 2005 : 299) : 1) l ' analyse des problèmes potentiels (Potential Problem 
Analysis) ; 2) l ' analyse de l ' arbre des eneurs (Fault Tree Analysis) ; 3) le mode échec et 
l 'analyse des effets (Failure mode and effects analysis); 4) la méthodologie du diagnostic 
du risque (Risk Diagnosing Methodology). Dans ce qui suit, il sera question d'une 
présentation très succincte de ces quatre méthodes. 
L 'al1a(vse des problèmes potent;e/s (APP) : cette méthode se base sur le principe que 
les problèmes sont toujours les résultats des changements. Selon cette perspective, 
l ' identification d'un problème revient à cemer les changements qui sont responsables des 
effets indésirables de ce problème. L ' identification des changements dans les APP est 
opérée essentiellement grâce à des séances de "brainstorming" suivies par l 'analyse des 
éléments sur lesquels il est possible d 'agir pour résoudre le problème (Ho, 1993; Keizer 
et al. , 2005). 
L 'ana(vse de l 'arbre des errellrs : cette méthode a été introduite pour la première fois 
par les laboratoires Bell (Pilot, 2002). <<.It ;s a dedllct;ve procedure that detem/ù/es the 
vaholls combillahons of hardware and software fai/lIres alld Illfll/all erro,.s that cOllld 
cal/se lIndesired evellts (referred to as top events) (If the system /eve/» (Keizer et al. , 
2005: 299). Son utilité principale réside dans sa capacité à identifier les causes des échecs 
des systèmes avant l 'occurrence de ces échecs, et permet donc l'amélioration de la 
sécurité et de l' efficacité de ces systèmes. 
Le II/ode échec et / 'ana/l'se des effets: cette méthode cherche à identifier les actions 
susceptibles de réduire la probabilité d 'occulTence des problèmes reliés aux différentes 
activités de développement des nouveaux produits . Elle pelmet ainsi de documenter le 
processus conduisant à l ' identifica tion de ces problèmes et de dresser une liste des 
actions envisageables pour les contrecarrer (Cotnareanu, 1999). 
50 
La 1/Iéthodologie du diagnostic dll risque: le but de cette méthode est de proposer des 
stratégies qui peuvent augmenter la probabilité du succès des projets. Ces stratégies sont 
basées sur l ' identification et la gestion des risques potentiels. Cette méthode «is desigJl ed 
to be opplied ot the end of the feosibilitv phose, ol7d SllOlIld thlls oddress sllch issues os 
COJlSIfl1/er ond trade occeptance, cOllll1/erciol viobility, competitive reoctioJls, externo! 
inj7l1entia! respollse, InflllGll resollrce illlplicatiolls, alld 11/011ltfacturabilitv» (Keizer et al. , 
2002). 
Ces quatre méthodes sont très utilisées par les organisations pour maXlllllser les 
chances de succès de leurs projets de DNP. Cependant, elles n 'échappent pas aux 
critiques. Plusieurs auteurs leur reprochent leur concentration sur certains tàcteurs de 
succès et certains types de risques au détriment d 'autres. Ainsi, par exemple, Keizer et al. 
(2005) reprochent à la méthode de l 'analyse de l'arbre des erreurs et à celle du mode 
échec et d 'analyse des effets l 'accent pmiiculier qu 'elles mettent sur les problèmes 
technologiques reliés au processus de développement de nouveaux produits , et leur 
négligence des enjeux reliés au risque organisationnel et au risque du marché. La 
méthode de l 'analyse des problèmes potentiels a, quant à elle, essuyé plusieurs critiques 
concemant la validité des résultats issus des séances de "brainstonning". Ces résulta ts 
seraient f0l1ement influencés par la composition des groupes participant à ces séances et 
par les effets de l' escalade d'engagement qui peuvent affecter l'objectivité dans 
l ' identification des sources du risque (Bazenllan, 1990; Schmidt et Calantone, 2002 ; 
Keizer et aL , 2005). 
Finalement, la méthodologie du diagnostic du risque est une méthode 
particulièrement exigeante en termes de ressources et en termes d ' implication et de 
coopération de tous les membres de l 'équipe du projet. Certains chercheurs , dont Aloini 
et al. (2007), ont pointé son caractère trop général pour certains contextes très spécifiques 
tels que les projets d ' implantation des systèmes de planification ressource entreprise 
(ERP) . Selon ces auteurs, à l' instar de plusieurs auh·es méthodes du diagnostic du risque 
dans les projets de DNP, la méthodologie du diagnostic du risque ne tient pas compte 
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suffisamment du caractère interdisciplinaire de ce type de projets et ne relie pas de façon 
systématique les ditIérents types de risque associés à ces projets à leur cycle de vie : 
«ERP pl'ojects are ;,lfel'disciplinar:v; they aJjèct inferdependencies between 
business processes, software and process reengineel'ing. Cl'itical factors include 
tecllllologicai and management a.spects, both psvchological and sociologica!. 
To be effective a risk asseSS1/lent 1/let/lOd sholl!d cOllsidel' severa! potential 
a.spects (teclmo logy, market, financial, operational, OIgani~ational, and 
business) and link them to the project life cycle. This el/.SlIres the selection of the 
TllOst appropriate risk treat111ent strategy» (Aloini et aL, 2007 : 548). 
2.6. Conclusion et hypothèses de recherche 
La littérature qui a été présentée dans ce chapitre témoigne de l 'abondance des éhldes 
et des modèles qui cherchent à évaluer plusieurs aspects reliés à la gestion des projets de 
développement de nouveaux produits en général et à la gestion du risque dans ce type de 
projets en palticulier. La pertinence et l'adéquation de chacune de ces éhlcles dépendent 
des objectifs spécifiques visés par chaque chercheur, du champ d'application éhldié et de 
l'information disponible. Dans le caclre de ce mémoire , cette littérahlre a été struchlrée en 
trois pmties . 
La prenllere partie a fait office cle «coffre cl ' outils» pour présenter et situer les 
définitions de concepts et notions clés sollicités dans ce memOlle. notamment les 
concepts d ' innovation et cle recherche et développement, ainsi que les indica teurs 
couramment utilisés pour appréhender ces concepts. 
La deuxième paltie de la revue de littérahlre a porté sm la thématique du risque en 
contexte de projet. Une attention particulière a été accordée à ses manifestations qui 
peuvent être liées à des aspects techniques, humains, organisationnels. juridiques et 
réglementa ires, et commerciaux, puisque les projets de DNP qui sont au centre de notre 
intérêt dans ce mémoire se prêtent très bien à une carac térisa tion selon la nature du 
risque. Ces projets particulièrement risqués n' échappent à aucun des aspects du risque 
abordés précédemment. Le risque en contexte de proj et a été aussi abordé clans cette 
partie de la revue de littérature en regard de son origine, de sa détectabilité, de son impact 
et de sa probabilité d 'occurrence, et SUltOut de ses conséquences. Ces demières ont été 
investiguées en regard des résultats indésirables du projet, plus spécifiquement le 
dépassement du budget, le dépassement de l 'échéancier, le non-respect du niveau qualité 
/ perfonnance et l' abandon du projet. Sur ce demier résultat indésirable, une distinction a 
été faite entre l ' échec des idées (abandon avant que des ressources ne soient engagées 
dans le projet) , l 'échec technologique (l 'abandon pendant le stade de développement du 
projet) et l'échec commercial (l 'abandon après l ' introduction du produit sur le marché). 
Cette première partie de la revue de littérature a également penllis de dégager les 
principaux impacts des résultats indésirables en contexte de projet qui renvoient, entre 
autres , à la détérioration de la qualité des relations de l 'organisation avec sa clientèle, sa 
santé financière , son image et sa réputation, ses parts de marché. sa profitabilité, etc . 
La troisième et demière partie de la revue de littérature a été consacrée à la 
caractérisation des projets de DNP. La littératme s'inscrivant dans cette thématique a pu 
être orchestrée autour de trois principaux corpus de recherche: 1) la performance en 
contexte de gestion de projets de DNP; 2) les facteurs de succès et d 'échec des projets de 
DNP: et 3) l ' identification et la gestion du risque en contexte de projets de DNP. 
Concernant le premier corpus, il a été possible d'établir que ces éhldes portent sur les 
conditions favorables à la performance qui doivent prévaloir dans n'ÏmpOlte quel type de 
projets, incluant ceux de DNP. Plus spécifiquement, ces éhldes mettent l 'accent sur les 
conditions critiques susceptibles d ' intluer sur la perfonllance des projets, sur leurs 
processus de planification et d ' implantation. ou encore sur les attributs individuels des 
membres de l'équipe de projet, notamment le chef de projet, tels que la motiva tion et le 
leadership . La consultation de la documentation relative à ce comant a penllis également 
de constater que la performance est généralement décomposée en trois dimensions : 1) la 
perf0l1llanCe financière qui renvoie à différents métriques financiers: 2) la fenêtre 
d ' oppoltunité que génère le projet en tennes technologique et cOlllmerciaL et 3) l'impact 
du nouveau produit sur le marché en tenues d 'accapa ration de parts de marché. 
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Pour récapihller, il se dégage que les études s ' inscrivant dans ce courant ont foumi 
plusieurs résultats intéressants quant aux enjeux associés aux projets de développement 
de nouveaux produits . Toutefois, les conditions et les facteurs favorables à la 
performance mis en exergue dans ces éhldes renvoient, essentiellement, à des aspects qui 
concement la gestion des projets en général. En effet, ces recherches tendent à asslllliler 
les projets de DNP aux autres types de projets et ne semblent pas tenir compte de leur 
spécificité, notamment le degré de risque particulièrement élevé qui caractérise ces 
projets. 
Le deuxième COlpUS de recherche qui a été dégagé de notre consultation de la 
littérahlre regroupe les études dédiées à l ' investigation des tàcteurs de succès et d 'échec 
des projets de DNP. La littérahlre prolifique à ce chapitre a pelmis l' identification de 
plusieurs listes de facteurs qualifiés par les auteurs de clés , critiques , essentiels , etc . C' est 
ainsi, par exemple, que deux auteurs phares sur cette thématique de recherche, Cooper et 
Kleinschmidt ont réalisé en 2007 une synthèse de la littérature pour dresser une liste 
exhaustive des tàctems clés de succès des projets de DNP. Ces facteurs ont été regroupés 
en quatre grands groupes : i) les tàcteurs stratégiques tels que la disponibilité des 
ressources et l ' avantage intrinsèque du produit; ii) les facteurs reliés au processus de 
développement du produit, notamment le support de la direction pour le projet (Top 
management support) et la compétence au niveau technologique de l' équipe du projet; iii) 
les fa cteurs reliés au marché tels que le potentiel et la taille du marché, ou encore le degré 
de compétitivité qui caractérise le marché : iv) les tàcteurs organisationnels tels que les 
relations au sein de l'équipe de projet. Un an plus tard, Smith et al. (2008) ont réalisé une 
revue s)!stématique de la littérahJre portant sur plus d 'une centaine d ' études traitant de la 
capacité des organisations à gérer des projets de DNP. Ils arrivèrent à la conclusion que 
neuf groupes de tà cteurs de succès sont récurrents dans les éhldes consultées. Il s' agit de 
t:1 cteurs re liés: 1) à la technologie: 2) au processus d ' innovation: 3) à la stratégie 
corporative: 4) à la stmcture organiséltiollnelle: 5) à la culhlre organisationnelle: 6) aux 
employés: 7) aux ressources: 8) à la gestion des connaissances: et 9) au management et 
au sty le de leadership. 
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La consultation de la littérature a également permIS de constater qu 'un créneau 
parallèle au courant d 'éhldes sur les facteurs de succès des projets de DNP s' est cristallisé 
sur les facteurs d 'échec de ce type de projets. Les éhldes faisant partie de ce créneau se 
démarquent par le fàit qu 'elles considèrent explicitement l 'échec des projets de DNP 
comme la variable à l' éhlde ou la variable dépendante. 
En guise de récapihllation, les études s' inscrivant dans le deuxième courant identifié 
dans la littérahlre ne semblent pas converger vers un ensemble bien circonscrit de 
fàcteurs de succès des projets de DNP. Plusieurs facteurs ont été identifiés relevant des 
capacités technologiques de l'organisation, des ressources qu'elle est capable de dédier à 
chaque projet de DNP, des caractéristiques du marché qu'elle cible pour son nouveau 
produit, de la composition et de la compétence de son personnel, et de l 'envirollnement 
concurrentiel et instihltionnel où elle opère. La hiérarchisation de l ' impact de ces fàcteurs 
et l'identification des effets différenciés de ces facteurs sur le succès des projets de DNP 
ont été peu traitées dans ces éhldes. En outre, plusieurs auteurs déplorent aussi les 
résultats contradictoires que ces recherches ont générés. De plus, les études s ' inscrivant 
dans ce courant de recherche n 'ont pas traité de tàçon explicite de la gestion du risque 
dans les projets de DNP. Le rôle du risque dans ces projets est sous-entendu comme un 
résultat de l' impact des tàcteurs de succès ou d'échec sur la gestion des projets de DNP. 
Finalement, le troisième courant de littérahlre identifié porte sur l'identification et la 
gestion du risque en contexte de projets de DNP. La consultation de littérahlre portant sur 
cette thématique de recherche a permis de constater l ' insistance de certains chercheurs 
sur le caractère particulièrement risqué des projets de DNP. Plusieurs éhldes s'accordent 
aussi sur le fait que le diagnostic du risque en contexte de projets de DNP doit tenir 
compte de trois caractéristiques de ce type de projets : 1) le niveau d' inceI1itude élevé 
dans ce type de projets: 2) la capacité de l'équipe de projet à contrôler les dif1ërents 
enjeux du projet à temps et dans les limites des ressources disponibles est faible : et 3) 
l ' importance relative du projet est élevée dans le sens que l'incapacité de l'équipe du 
projet à résoudre de façon satisfaisante les enjeux relatifs au processus d'innovation peut 
condamner sérieusement le succès et la performance du projet. 
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Plusieurs autres études s'inscrivant dans ce courant ont invoqué le concept de 
l 'escalade d'engagement pour expliquer pourquoi les gestionnaires des projets de DNP, 
notamment les projets plus radicaux parmi eux, sont plus réfractaires à les abandonner et 
cela même si leurs chances de succès semblent minces. À ce chapitre, plusieurs 
chercheurs, dont Balachandra (1984) et Cooper et Kleinschmidt (1990), ont insisté sur 
l'importance de facteurs subjectifs tels que la perception et les préjugés personnels des 
gestionnaires des projets de DNP, dans la décision de poursuivre ou d 'abandonner de tels 
projets. Un dernier corpus de littérature identifié daIls ce troisième courant de recherche 
conceme le diagnostic de différents types de risque dans les projets de DNP. Selon cette 
perspective, les risques auxquels font face les projets de DNP peuvent être catégorisés en 
risques non ambigus , dont l ' identification et le choix de mécanismes à mettre en place 
pour les contrer font généralement consensus au sein de l 'équipe du projet, et en risques 
ambigus qui renvoient aux risques qui donnent lieu à des diftërences d 'opinion au sein de 
l ' équipe du projet. La consultation de la littérature a également permis de constater que 
plusieurs études ont été dédiées à l ' investigation approfondie de l ' impact de certains 
types particuliers de risque sur la performance et le succès des projets de DNP, 
notamment le risque technique, le risque financier et le risque dynamique. Dans cet ordre 
d ' idées, Mu et al. (2009) , par exemple, ont montré l 'existence d' interaction voire une 
complémentarité entre les trois types de risques considérés dans leur étude, à savoir le 
risque technologique, le risque organisationnel et le risque commercial. 
La demière partie de la revue de notre recension des éhldes portant sur l' identification 
et la gestion du risque en contexte de projet de DNP a penllis de présenter très 
succinctement quatre méthodes fréquemment mises à profit pour diagnostiquer le risque 
dans les projets de DNP, en l'ocClUTenCe l'analyse des problèmes potentiels, l ' analyse de 
l 'arbre des eneurs , le mode échec et l 'analyse des etIets, et la méthodologie du diagnostic 
du risque. 
Les éléments issus de cette revue de littérahne ont pelmis d 'élaborer le cadre concephlel 
de cette étude, présenté à la Figure 1. 
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Considérant les objectifs de la présente recherche et la recenSiOn de la littérature 
présentés précédemment, les hypothèses suivantes seront testées : 
Hl : L'importance accordée par les entreprises aux facteurs de succès généraux de 
l'entreprise et spécifiques aux projets de DNP varie selon leurs caractéristiques (la 
région de localisation, la taille, le degré d' intensité technologique, le degré de 
nouveauté des nouveaux produits développés, etc.); 
Hl : L'escalade de l'engagement du chef du projet et de son équipe augmente la 
vraisemblance qu 'une entreprise échoue dans la réalisation de ses projets de DNP ~ 
H 3 : Le degré d ' importance accordé par l'entreprise aux facteurs de succès généraux de 
l'entreprise et ceux spécifiques aux projets de DNP influent sur le succès / échec 
des projets de DNP; 
H4 : Les projets de DNP caractérisés par un degré de nouveauté élevé sont plus 
susceptibles d' échouer ou d' être abandollilés prématurément que les projets de DNP 
plus incrémentaux; 
H5 : L ' impact des différents types de risque associés aux projets de DNP varie selon les 
caractéristiques des organisations (taille, degré d 'intensité technologique, proximité 
des clients et des foumisseurs) et des caractéristiques du proj et (son degré de 
nouveauté) ; 
H6 : Les risques associés aux projets de DNP affectent de façon significative et négative 
la capacité des entreprises à mener à telme ces projets ~ 
H 7 : Les différents types de risque affectent simultanément les projets de DNP. 
Dans le chapitre suivant, nous présenterons le cadre opératoire et la méthodologie qui 
ont été développés pour l'éhlde de la gestion du risque dans les projets de développement 
de nouveaux produits. Ce cadre et cette méthodologie nous permettront de tester les 
hypothèses de recherche proposées. 
58 
CHAPITRE 3 CADRE OPÉRATOIRE ET 
MÉTHODOLOGIE 
3.1. I1Itroductioll 
Dans le chapitre précédent, nous avons présenté une revue de la littérature sur le 
risque en contexte de projet de développement de nouveaux produits. Cette revue de 
littérature a notamment permis de mettre en évidence les manifestations du risque sur les 
projets de DNP. Ces manifestations peuvent être d'ordre technique, humain, 
organisatioIlIlel, juridique et réglementaire, et commercial. La revue de littératme 
effechlée a également pelmis d' identifier des facteurs de succès des projets de DNP qui 
sont généraux à l' entreprise et d 'autres facteurs qui sont spécifiques aux projet de DNP. 
Elle a aussi permis de dégager les principaux types de risque qui peuvent entraver les 
projets de développement de nouveaux produits . 
Les éléments issus de cette revue de littérature ont penms d 'élaborer le cadre 
conceptuel de cette éhlde, présenté au chapitre 2. Ce chapitre-ci présentera la 
méthodologie préconisée pour documenter ces éléments. Plus spécifiquement, le présent 
chapitre est stmchlré en six parties. Premièrement, il sera question du cadre opératoire qui 
a été développé pour opérationnaliser les concepts présentés dans le cadre conceptuel. Ce 
cadre opératoire nous pelmettra de tester les hypothèses de recherche proposées. 
Deuxièmement, l ' instrument de mesure , mis de l'avant pour collecter l' infolmation 
nécessaire à l ' opérationnalisation des concepts constihwnt notre cadre concephlel, sera 
présenté. Troisièmement, la procédure de constihltion de la banque des participants à 
notre éhlde est exposée. Quatrièmement, les diftërentes étapes du déroulement de la 
collecte des données sont présentées. Cinquièmement les résulta ts de l 'administration du 
questionnaire et le taux de réponse de l 'enquête sont présentés. Finalement, la sixiéme 
section de ce chapitre présente les ana lyses qui seront effectuées pour éprouver les 
hypothèses de recherche énoncées dans cette étude, et ainsi atteindre les objectifs de 
recherche qui y sont poursuivis. 
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3.2. Cadre opératoire 
L' opérationnalisation du cadre conceptuel développé au chapitre 2 sera maintenant 
exposée. Pour ce faire seront explicités les outils de mesure utilisés pour chacun des 
concepts retenus. Plus spécifiquement, les outils de mesure pour capter la variable qui 
renvoie au succès ou à l'échec du projet de DNP, les tàcteurs de succès généraux à 
l 'entreprise et ceux spécifiques aux projets de DNP, et les types de risque auxquels font 
face les entreprises lorsqu'elles développent de nouveaux produits seront décrits. Mais 
tout d 'abord seront présentées les variables de contrôle qui modèrent les effets des 
facteurs de succès (généraux et spécifiques) et du risque. Ces variables de contrôle seront, 
avec d ' autres variables de l'enquête, utilisées pour dresser un pOlirait de l ' échantillon 
d 'entreprises qui ont complété le questionnaire de notre enquête. 
3.2.1. Caractéristiques des entreprises de l'enquête 
Dans le but de dresser un pOltrait des entreprises de l'échantillon de notre éhlde 
(objectif spécifique 2 de ce mémoire), nous avons documenté différentes caractéristiques 
de ces entreprises. Ainsi , la taille des entreprises a été mesurée par deux questions qui 
renvoient respectivement au nombre d ' employés pour l'année 2009, et à la tranche du 
chiffre d 'affaires réalisé par l'entreprise en 2009. La première question cOlTespond à la 
question 7.1 de l'enquête. Une sous-question a été également posée concernant le nombre 
de techniciens , ingénieurs et scientifiques à l'emploi de l' entreprise (question 7.2). 
Les données relatives à la deuxième opérationllalisation de la taille de l 'entreprise 
proviennent directement de la base de données du Centre de recherche industrielle du 
Québec (CRIQ) . Le répondant au nom de l 'entreprise pouvait choisir entre Il intelvalles 
de chiffre d 'aftàires : 1) 100000 $ à 499 000 $: 2) 500000 $ à 999 999 $; 3) 1 M $ à 3M 
$; 4) 3 1\'1 $ à 5 M S: 5) 5 M $ à 10 M $: 6) 10 M $ à 25 M $; 7) 25 M $ à 50 M $; 8) 50 
M $ à 100 MS: 9) 100 M $ à 250 M $; 10) 250 M $ à 1 G $; Il) 1 G $ et plus. 
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L'enquête a pennis aussi de collecter des données sur la rép31tition des ventes et des 
achats des entreprises dans différentes zones géographiques. Plus spécifiquement, les 
deux questions suivantes ont été posées aux répondants de notre enquête pour capter ces 
répa11itions spatialisées : 
QlIestion 7. 3 : 
Au cours du dentier exercice, quelle proportion de votre chiffre d ' affaires avez-
vous réalisée dans les différentes zones géographiques suivantes? 
• Environ .. .. .. % dans un rayon de 100 km de votre entreprise 
• Environ ..... . % ailleurs au Québec 
• Environ ..... . % ailleurs au Canada 
• Environ ...... % aux États-Unis 
• Environ ..... . % ailleurs dans le monde 
= 100 % 
QlIestion 7. 4 : 
Au cours du dernier exercice, quelle prop0l1ion de vos achats avez-vous réalisée 
dans les différentes zones géographiques suivantes? 
• Environ ... ... % dans un rayon de 100 km de votre entreprise 
• Environ ...... % ailleurs au Québec 
• Environ ...... % ailleurs au Canada 
• Environ ...... % aux États-Unis 
• Environ ...... % ailleurs dans le monde 
= 100 % 
Deux questions secondaires découlant des questions 7.3 et 7.4 ont éga lement été 
posées aux entreprises pour mesurer leur degré de dépendance vis-à-vis leurs clients et 
leurs fournisseurs les plus imp0I1ants . 
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Questiol/ 7.5 : 
Quel pourcentage de votre chiffre de ventes représente vos trois plus impOliants 
clients? 
% ----
Questiol/ 7. 6 : 
Quel pourcentage de vos achats représente vos trois plus importants foumisseurs? 
% -----
Par ailleurs, la caractérisation des entreprises de l'échantillon se fera aussi en regard 
du degré de nouveauté de l ' innovation de produit développé par l 'entreprise . Trois 
questions adaptées des questionnaires des enquêtes sur l'innovation de Statistique Canada 
ont été posées aux répondants. La première qualifie le degré de nouveauté de l'innovation 
de produit sur une échelle ordinale à 5 points variant de 1 = Produit faiblemel/t lIouveau à 
5= Produit totalement nouveau (Question 1.3). Ce type de question pour mesurer le degré 
de nouveauté des nouveaux produits est fréquemment utilisé dans la littérature . Par 
exemple, Calantone et al. (2006) ont adopté une échelle ordinale à 10 points pour mesure 
le degré de nouveauté des produits de 451 entreprises des secteurs biomédical et 
pharmaceutique en Amérique du Nord. 
Les deux autres questions (Questions 1.4 et 1.5) tentent de capter si l' entreprise a 
introduit ses nouveaux produits sur le marché avant ou après ses concunents : 
QlIestioli 1.3 : 
Pour votre produit le plus innovant introduit au cours des trois dernières années, 
veuillez estimer le degré de nouveauté de ce produit selon l'échelle de 1 à 5 suivante, 
où 1 signifie faiblement nouveau et 5 totalement nouveau : 
D egré de I/ouveauté de votre produit 
le plus il/I/oval/t 
Faiblement nouveau 
., 
-'0 4 o 5 0 Totalement nouveau 
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Question 1.4 : 
Est-ce que votre entreprise a introduit AU MOINS UN produit nouveau ou 
significativement amélioré sur votre marché avant vos concunents pendant les trois 
années? 
1 0 Oui 2 0 Non 3 0 Ne sait pas / Ne répond pas 
Question : 1.5 : 
Est-ce que votre entreprise a introduit AU MOINS UN produit nouveau ou 
significativement amélioré qui était déjà disponible sur votre marché chez vos 
concurrents? 
1 . o Om 2 0 Non 3 o Ne sait pas / Ne répond pas 
Finalement, le portrait pelmettra de caractériser les entreprises selon les secteurs 
d'activité où elles opèrent. Dans la Banque d'Informations Industrielle du CRIQ, les 
entreprises sont classées dans des secteurs d'activité selon le Système de Classification 
des Industries de l'Amérique du Nord (SCIAN). L 'a1lllexe 1 rapp0l1e la liste des secteurs 
d 'activité industrielle des entreprises de fabrication selon cette classification. Cependant, 
le nombre limité d 'observations dans certains secteurs d'activité de l'échantillon de notre 
enquête nous a amené à regrouper les différents secteurs d 'activité selon le niveau 
d ' intensité technologique des entreprises. Plusieurs taxonomies de regroupement sont 
utilisées dans la littérature, notamment celle développée par Thomas Hatzichronouglou 
en 1997 pour l'OCDE et plus récemment celle développée par Legler et Frietsch en 
2007 . 
La première regroupe les secteurs industriels en quatre grandes catégories en fonction 
de lems investissements en recherche-développement et de la technologie incorporée 
dans les achats de biens intermédiaires et d 'équipement (St-Piene, 2002 : 9). Cette 
classification est utilisée par l 'OCDE dans ses publications, notamment celle portant sur 
les indicateurs de l 'économie du savoir. L 'Institut de la Statistique du Québec l' a 
également utilisée en 2002 pour développer des indicateurs de positionnement de 
l ' économie du Québec au sein de l'OCDE (St-Piene, 2002) . Les quatre catégories 
proposées par cette classification sont: 1) les industries de haute technologie: 2) les 
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industries de moyenne-haute technologie; 3) les industries de moyenne-faible 
technologie; et 4) les industries de faible technologie. Les secteurs illdustriels appartenant 
à chacune de ces catégories sont listés au tableau 12 . 
Tableau 12 : Classification de l'OCDE des secteurs d'activités indush'ielles des entreprises 
manufacturières 
Indush'ies de haute technologie: 
• COllstruction aérollautique 
• Machines de bureau et à calculer 
• Produits phannaceutiques 
• Appareil de radio, télévision et communication 
Industries de moyenne-haute technologie: 
• Instruments scientifiques 
• Véhicules automobiles 
• Machines et appareils électriques 
• Industries chimiques 
• Autres matériels de transport 
• Machines non électriques 
Industries de moyenne-faible technologie: 
• Caoutchouc et matières plastiques 
• Constl1lction navale 
• Autres industries manufacturières 
• Métaux llon feneux 
• Produits minéraux non métalliques 
• Ouvrages en métaux 
• Raffinage du pétrole 
• Métaux feneux 
Industries de faible technologie: 
• Papier. imprimerie et édition 
• Textile. habillement et cuir 
• Alimentation. boissons et tabac 
• Bois et meubles 
SOlll'Ce : Hatzichronouglou. Thomas. 199ï . p. l ï . cité par S-Pien e. Karine. Instinil de la Statistique 
du Québec (2002) . 
La deuxième class ification a été développée récenunent par Legler et Frietsch (2007). 
Elle est basée sur le pourcentage du chiffre d 'a ffa ires dédié par l'entreprise aux activités 
de recherche-développement. Ainsi, ils ont distingué trois seuils de dépenses engagées 
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par les entreprises au chapitre de la recherche-développement qui refléteraient leurs 
niveaux d ' intensité technologique : 1) llloins de 2,5 % du chiffre d ' affaires de l 'entreprise 
= Faible intensité technologique; 2) entre 2,5 % et 7 % = Moyenne intensité 
technologique; 3) plus de 7 % = Haute intensité technologique. Cette classification a le 
mérite d 'être simple à appliquer et permet d 'avoir un niveau d ' intensité technologique 
individuel pour chaque entreprise et non pas une moyenne d ' intensité technologique 
sectorielle. Cette classification a été utilisée récemment par Kirner et al. (2009) et par 
Helvas-Oliver (2009) dans deux éhldes sur les entreprises manufachlrières 
respectivement en Allemagne et en Espagne. 
La classification de Legler et Frietsch (2007) sera retenue dans la présente étude. 
3.2.2. Facteurs de succès généraux à l'entreprise 
Pour constihler la liste des facteurs de succès généraux à l 'entreprise (Section 3 du 
questiollllaire) , nous nous SOlllmes inspiré de la typologie utilisée lors des enquêtes de 
Statistique Canada sur l' innovation dans les entreprises de laquelle nous avons éliminé 
plusieurs facteurs qui nous sont appal1lS peu peltinents pour notre thématique de 
recherche. Ainsi, les répondants à l 'enquête ont été invités à qualifier sur une échelle 
ordinale d ' impOltance variant de 1 (Degré d 'iII/portaI/ ce très fa ible) à 5 (Degré 
d 'ill/portallce très élevé) la contribution de 13 facteurs dans le succès de l' entreprise. Ces 
fa cteurs ont été regroupés en 3 l1lbriqlles : 1) fac teurs reliés aux marchés et produits (5 
facteurs); 2) tàcteurs reliés aux ressources humaines (4 fa cteurs); et 3) autres facteurs (4 
tà cteurs). La liste de ces facteurs généraux fa it l 'objet du tableau 13. 
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Tableau 13 : Les facteurs de succès généraux à l'entreprise 
Veuillez indiquer l 'iII/portance en VOliS se/wlI1t de l'échelle à cinq points, oit 1 signifie très faible iII/portance 
et 5, ill/portance très élevée. Coche: 6 si ça Il e s'appliCflle pas à votre entreprise. 
Degré d ' importance Ne 
Facteu rs de succès T rès Faible Très É levée s' applique 
.L "'- pas 
cl/arcllés et produits : 
a. Satisfaction des clients exis tants 01 0 2 0 3 0 4 0 5 0 6 
b. Etablissement de marcllés-créneaux ou 01 02 0 3 0 4 05 0 6 
spécialisés 
c. Développement cle marchés cl 'exportation 01 0 2 0 3 0 4 05 0 6 
d. Développement clu marché national 01 0 2 0 3 0 4 05 0 6 
e. Développement cle procluits personnalisés pour 
01 0 2 0 3 0 4 05 0 6 
les clients 
Ressources IIumailles : 
f. Encourager les travailleurs expérimentés il 
transmettre leurs connaissances aux nouveaux 01 0 2 0 3 0 4 05 06 
travailleurs et aux llloins expérimentés 
C> Offrir cle la f0l111ation il l'extérieur de l'unité e' 
cOlllmerciale. dans le but cle maintenir les 01 0 2 0 3 0 4 0 5 0 6 
compétences actu elles des trava illeurs 
h. Recrutement cle travailleurs spécialisés 01 0 2 0 3 0 4 0 5 0 6 
i. L'usage cle primes financieres pour attirer ou 
01 0 2 0 3 0 4 05 06 retenir les employés 
A utres fa cteurs: 
j. La proximité géographique avec les clients et les 
01 0 2 0 3 0 4 0 5 0 6 
foumisseurs 
k. La proximité géographique avec les institutions 0 1 0 2 0 3 0 4 0 5 0 6 
clu sm'oir (univers ités. cent res de recherche .... ) 
1. Le contrôle de la qualité cles produit s 01 0 2 0 3 0 4 0 5 0 6 
Ill. L'introduction des nou\'e lles teclmologies de 
01 0 2 0 3 0 4 05 0 6 Il nfOlUlation et cle la conullunication 
3.2.3. Facteurs de succès spécifiq ues aux projets de DNP 
Les facteurs de succès spécifiques à l ' innovation de produits ont tàit l 'objet de la 
section 4 du questiOlUlaire. Cette section a été subdivisée en neuf mbriques : i) les tàcteurs 
reliés à la qualité du processus de DNP (6 facteurs); ii) les facteurs reliés à la présence au 
sein de l 'entreprise d 'une stra tégie bien définie de DNP (3 facteurs) ; iii) les facteurs reliés 
aux ressources humaines et monétaires engagées dans les DNP (3 fàcteurs): iv) les 
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dépenses engagées en R&D (1 tàcteur); v) les tàcteurs reliés à la qualité de l' équipe de 
projet de DNP (4 fac teurs); vi) les facteurs reliés à l'engagement du management de 
l 'entreprise à l' endroit des projets de DNP (3 facteurs); vii) les facteurs relatifs au climat et 
soutien organisationnels au sein de l'entreprise ( 4 facteurs) ; viii) les fac teurs relatifs à 
l'équipe de projet de DNP (3 facteurs); ix:) les facteurs reliés à l'imputabilité de la haute 
direction (3 facteurs). Le degré d ' imp0l1ance de ces facteurs a été mesuré au moyen d'une 
échelle ordinale d' imp0l1ance à 5 niveaux variant de 1= Degré d 'importance très fa;ble à 
5= Degré d'ill/portance très élevé. La liste de ces facteurs spécifiques 3lDC projets de DNP 
est rapportée au tableau 14. 
Tableau 14 : Les facteurs de succès spécifiques aux projets de DNP 
Veuillez indiquer l 'importance en vous servant de l'échelle à cinq points, où 1 signifie très faible importance et 
5, importance très élevée. Cochez 6 si ça ne s 'aoplique pas à votre entreprise. 




1. Qualité du processus de développement des nouveaux produits : 
a Définition claire des objectifs visés préalablement à la 01 02 03 04 05 06 
phase du développement du proiet 
b. Evaluation préalable des différents aspects reliés au 0 1 0 2 03 0 4 05 06 
marché cible du nouveau produit (besoins des 
clients; taille du marché; niveau de compétition, .. ) 
c Familiarité de l'entreprise avec le projet et la synergie 0 1 02 03 04 05 06 
qu'elle pourrait créer entre lui et ses autres projets 
d. Disponibilité de la technologie et de l'expertise 0 1 02 03 04 05 06 
nécessaires pour accomplir les différents volets 
techniques du projet 
e Identification au préalable des livrables attendus à 0 1 02 03 0 4 05 06 
chaque phase du processus de DNP 
f. Flexibil ité du processus de DNP 01 02 03 04 05 06 
2. Présence au sein de l'entreprise d'une stratégie bien définie de DNP : 
g L'entreprise a des attentes clairement établies vis-à- 0 1 02 03 04 05 06 
vis les projets de DNP qu'elles réalisent (en termes 
de ventes, de profi t, etc) 
h. Les objectifs visés par les projets de DNP sont 06 clairement communiqués à tout le personnel impliqué 0 1 02 03 04 05 
dans ces prolets 
i. Les projets de DNP sont initiés dans la poursuite des 0 1 02 03 04 05 06 
obiectifs à lonq terme de l'entreprise 
3. Ressources monétaires et humaines : 
j. Disponibi lité des ressources humaines et monétaires 0 1 02 03 04 05 06 
nécessaires aux prolets de DNP initiés 
k. Allocation de ressources à des activités de formation 0 1 02 03 04 05 06 spéCi fiques au DNP 
L Sélection judicieuse des personnes affectées aux 
projets de DNP (selon leur expérience; le temps 0 1 02 03 04 05 06 qu'ils peuvent dégager pour ces nouveaux projets; 
etc) 
4. Dépenses engagées en R&D : 
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m. Dépenses dédiées aux activités de R&D 01 02 03 04 05 06 
5. Qualité de l'équipe de projet de DNP : 
n. Le chef de projet est dédié à un seul projet 01 02 03 04 05 06 
o. Le chef de projet consacre l'essentiel de son temps 0 1 02 03 04 05 06 
au projet de DNP dont il est responsable 
p. Les différents membres de l'équipe de projet 
interagissent et communiquent trés bien ensemble 0 1 02 03 04 05 06 
sur une base réQuliére 
q. Les décisions prises à l'extérieur de l'équipe de projet 
et affectant le projet sont intégrées rapidement et 
efficacement par l'équipe de projet 
Veuillez indiquer l'importance en vous servant de l'échelle à cinq points, où 1 signifie très faible importance et 
5, importance très élevée. Cochez 6 si ça ne s'applique pas à votre entreprise. 
Degré d'importance Ne s'applique Facteurs de succès Très Faible Très Élevée 
~ '" 
pas 
6. Engagement du management de l'entreprise à l'endroit des projets de DNP : 
r. L'équipe de gestion de l'entreprise est très favorable 0 1 02 03 0 4 05 06 
aux projets de DNP 
s. L'équipe de gestion est prète à consentir toutes les 01 02 03 04 05 06 
ressources nécessaires pour augmenter les chances 
de succès des projets de DNP 
t. L'équipe de gestion est directement impliquée dans les 0 1 02 03 04 05 06 
décisions concernant la poursuite ou l'abandon des 
projets de DNP 
7. Climat et culture organisationnels au sein de l'en treprise : 
u. Les idées innovatrices de tous les employés sont 0 1 02 03 04 05 06 
prises en considération dans les décisions d'initier 
des projets de DNP 
v. Le personnel technique (ingénieurs; techniciens) est 0 1 02 03 04 05 06 
encouragé à consacrer une partie de son temps de 
travail aux projets de DNP en cours dans l'entreprise 
w. Les employés ont accès à des ressources 0 1 02 03 04 05 06 
(monétaires ou en termes de temps) pour avancer 
des idées innovatrices susceptibles de se 
transformer en projets concrets de DNP 
x. L'échange d'idées entre les employés sur des projets 0 1 02 03 04 05 06 
de DNP potentiels est fortement encouragé 
8. Facteurs relatifs à l'équipe de projet : 
y. La présence d'un chef de projet bien identifié et 01 02 03 04 05 06 
imputable pour les résu ltats obtenus 
z. Le chef de projet est responsable du projet du début 0 1 02 03 04 05 06 
jusqu'à la fin 
aa Chaque projet de développement de nouveau 0 1 02 03 0 4 05 06 
produit a sa propre équipe de prolet 
9. Imputabilité de la haute direction : 
ab. Le succès des projets d'innovation fa it partie des 
critères d'évaluation de la performance de haute 01 02 03 04 05 06 
direction 
ac La présence au sein de l'entreprise d'un système 
d'évaluation des performances des DNP (% ventes 0 1 02 03 04 05 06 
supplémentaires dues à l'innovation; taux 
succès/échec prolet DNP; ) 
ad. La présence d'Incitatifs monétaires pour la haute 
direction selon la performance des projets de DNP 0 1 02 03 0 4 05 06 
entrepris 
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3.2.4. Types de r isque liés aux projets de DNP 
Six types de risque ont été retenus et leur impact sur les projets de DNP a été mesuré 
avec une échelle ordinale à 5 niveaux variant de 1= le risque n 'a occasionné aucun retard 
au projet de DNP à 5= le risque a rendu impossible la réalisation du projet de DNP (Section 
6). Les libellés des questions utilisées pour qualifier les six types de risque sont les 
suivants : 
Au cours des trois demi ères années, le développement de nouveaux produits dans votre 
entreplise a-t-il été retardé ou rendu impossible par ... ? 
1) aucun retard 
2) légèrement retardé 
3) modérément retardé 
Types de r isque 
a) les lisques reliés à l 'acceptation des clients et à la 
commercialisation 
b) les lisques reliés aux aspects organisationnels et 
mana gériaux 
c) les risques reliés aux problèmes de con1l11tllùcation 
entre les membres de l'équipe du projet de DNP 
d) les risques reliés à la sous-estimation des ressources 
nécessa ires 
e) les risques reliés à la technologie de production 
f) les risques reliés aux fourni sseurs 
3.2.5. Succès / Échec des projets de DNP 
4) sérieusement retardé 
5) a été rendu impossible 
6) non pertinent 
Cocher ~= 1 2 3 4 5 6 
10 20 30 40 50 
6
0 
10 20 30 40 50 
6
0 
10 20 30 40 50 
6
0 
10 20 30 40 50 
6
0 
10 20 30 40 50 
6
0 
10 20 30 40 50 
6
0 
Pour capter l 'échec ou l' abandon des projets de DNP ql1l constihle la variable 
expliquée dans notre cadre concephlel, nous avons posé aux répondants la question 
dichotomique suivante: 
Au cours des trois demières années, est-ce que votre entreprise a COllllU un échec ou 
n 'a pas mené à tenue un projet dans le but d ' introduire ou de développer des produits 
nouveaux ou sensiblement améliorés? 
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1 . o Om 2 0 Non 3 o Ne sait pas / Ne répond pas 
3.3. Il1trument de mesure: le questionnaire 
Le questionnaire a été élaboré en français et n 'a pas été traduit du fait qu ' il s'adressait 
à des répondants et qu ' en principe, ils comprennent et parlent tous le français. De plus, 
les questions étaient fennées et ne demandaient pas de réponses élaborées. 
Le questionnaire a été structuré en sept sections. La première section pOIte sur la 
propension à innover des entreprises, le degré de nouveauté des innovations de produit 
développées par ces entreprises, et leurs investissements au chapitre de la recherche-
développement. La section 2 comprend une seule question pennettant de distinguer les 
entreprises qui ont connu des échecs de projets d 'innovation au cours des trois années 
précédant l 'enquête et celles qui n 'ont pas éprouvé de tels échecs. La section 3 a été dédiée 
à la mesure de l ' impOItance des facteurs de succès généraux de l 'enh·eprise. La section 4 
conceme les facteurs de succès spécifiques à l ' innovation de produits. La section 5 a pOIté 
sur les problèmes et les obstacles aux projets de DNP qui ont été regroupés en deux 
rubriques: i) les problèmes et obstacles reliés au développement d'innovations (7 items) ; ii) 
les problèmes et obstacles reliés à la cOIllillercialisation d ' innovations (6 items). 
La section 6 a été consacrée aux types de risque dans les projets de DNP. Finalement, la 
section 7 du questionnaire a pOIté sur les caractéristiques générales des enh·eprises sondées, 
notamment le nombre total d 'employés et le nombre de techniciens et d ' ingénieurs à leur 
emploi, la distribution spatialisée de leurs ventes et de leurs achats, leur vulnérabilité vis-à-
vis leurs clients (% des ventes auprès des trois plus importants clients) et vis-à-vis leurs 
foumisseurs (% des achats auprès de leurs trois plus impOItants foumisseurs . 
Le questionnaire élaboré pour réaliser l 'enquête s ' insptre des instnuuents 
méthodologiques utilisés par Statistique Canada dans ses enquêtes sur l' innovation et des 
outils de mesure utilisés dans plusieurs articles recensés dans la revue de littérahne. Plus 
spécifiquement, les sections 1, 2, 3 et 5 ont été adaptées des questiOIUlaires des enquêtes 
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sur l'innovation de 2003 et 2005 de Statistique Canada3 qui sont basées sur le Manuel 
d'Oslo (OCDE, 1997), ce demier proposant des principes directeurs pour la collecte et 
l' interprétation des données en matière d'innovation au niveau de l'entreprise. Ce 
questionnaire est régulièrement utilisé par Statistique Canada, avec de légères adaptations 
et améliorations d 'une enquête à l'autre, pour éhldier le phénomène des innovations de 
produits et de procédés au Canada . Dans la présente éhlde, nous avons seulement retenu 
les questions relatives à l ' innovation de produits. 
Les sections 4 et 6, pOltant respectivement sur les facteurs de succès spécifiques aux 
projets de DNP et sur la gestion du risque dans les projets de DNP, ont été développées 
suite à notre recension de la littérahu·e. Plus spécifiquement, pour constmire les outils de 
mesure concernant les facteurs de succès spécifiques aux projets de DNP, nous nous 
sommes fOltement inspiré des deux éhldes de Cooper et Kleinsclunidt (1990: 2007), ainsi 
que des éhldes de Balachandra (1984; 1996), et de celle de ivlontoya-Weiss et Calantone 
(1994) . Pour leur part, les outils de mesure développés pour appréhender les types de 
risque dans les projets de DNP proviennent des contributions de plusieurs auteurs, 
particulièrement Pinto et Mantel Jr. (1990) , Cooper et al. (1 998), Datta et Mukheljee 
(2001) , Schmidt et Calantone (2002), Keizer et Hahllan (2007) , Keizer et al. (2002), 
Smith-Doen et al. (2004) , Keizer et al. (2005) , Rizova, (2006), Smith et al. (2008), 
O 'Connor et al. (2008) , Keizer et Hallnan (2009). 
Finalement, la dernière section relative aux renseignements généraux sur 1) entreprise 
est inspirée de plusieurs questions provenant des questiollnaires de Statistique Canada 
mentiOllllés précédemment, ainsi que de divers articles empiriques qui ont été sollicités 
dans la recension de la littérahtre pertinente à notre recherche . 
Le questionnaire final qUl a servI a la collecte des données dans notre recherche fait 
l ' objet de l 'annexe 2. 
3 La version PDF de ce questionnaire e5t acce%ible il par1 ir de ces deux liens (Co1l5ultes le 14 avril 20 10) : 
hOp: \\·\ny.,takalJ 2LC.11Illdb- bllldl :lhtnllllèlu ..\-':1:' UI "-'-tLl il Il: 
hlI D: \\\\"\\·.'LllC<lIi ~C.L.llllldl)-bllldllil'fil!;i,è[': ..\21. ,) ] ""..\-111 pd! 
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3.-1. Constitution de la banque de données 
Afin de constihler la banque des entreprises palticipant à notre éhlde, nous avons 
choisi d ' inclure dans notre éhlde les entreprises manufachlrières (fabrication) localisées 
dans deux régions administratives du Québec : la région de Chaudière-Appalaches et la 
région de Québec (Capitale-Nationale) . Le choix de ces deux régions se justifie 
essentiellement par leur proximité par rapport à l 'UQAR (Campus de Lévis). Cette 
proximité aurait pu se révéler cl1lciale si l 'enquête par sondage n 'avait pas pelmis 
d 'obtenir un nombre acceptable de questionnaires complétés pour conduire des analyses 
statistiques . Dans un tel cas , nous aurions opté pour une approche qualitative avec des 
entretiens semi-directifs. En outre, et puisque notre unité d ' analyse est l ' entreprise 
manufachlrière qui a développé au cours des trois dernières années au moins un nouveau 
produit (innovante en produits) , nous avons établi des critères supplémentaires pour 
maximiser nos chances d ' atteindre ces entreprises. En effet, les informations contenues 
dans la banque du CRIQ ne pelmettent pas de savoir si l 'entreprise est innovante ou non. 
Dans cette étude, et tel qu 'abordé précédelillllent au chapitre l , nous nous 
inscrivons dans la méthodologie des enquêtes basée sur le Manuel d 'Oslo (1997 ; 2005). 
Selon cette méthodologie, une entreprise est innovatrice en produits si le répondant au 
nom de l 'entreprise répond par l 'a tTinllative à la question suivante: « Au cours des trois 
demières années, votre entreprise a -t -elle développé ou amélioré de tàçon significative 
les produits offerts à ses clients')>> Donc, pour pouvoir faire partie de l 'éhlde, les 
entreprises deva ient avoir, au cours des troi s delnières années précédant l 'enquête, 
développé ou amélioré de façon significative au moins un produit offert à leurs clients. 
Selon les données de l' enquête sur l' innovation de Statistique Canada de 2005 , 50,1 % 
(47.6 % pour le Canada) des entreprises manufachlrières du Québec sont illllovatrices en 
produits (Annexe 3t Ceci signifie qu 'à prime abord, environ 50 % des entreprises qui 
4 Statistique Canada . Tableau 9. I .a. extrai t du «Cafa/oglle ell /ig ll ». Disponible à : 
l.ïJl (dll l!ll'" ,Id(.<ll :è,- ,,1 l21'.'.1ll1lhllh .. !21C'W"L--\\T(i=f8:RC' ,ultT C'IllplatC'=OLC&C ORC~ID=CŒTEXT 
,\:( (ilU'Y? -l&\J)l\REI..T'YP=~S::l ORID .. L~lS (consulté le 9 janvier 2010). 
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seront rejointes dans le cadre de notre enquête ne seront pas innovantes en produits et ne 
seront pas, par conséquent, des répondants éligibles à notre enquête. 
Pour la constitution de l'échantillon des entreprises, nous avons utilisé les données de 
la Ballque d'inforTllatioll industrielle du Centre de recherche industrielle du Québec 
(CRIQ) diffusée gratuitement à pa11ir de la page d 'accueil du CRIQ icriq.colJl. Cette 
banque a été créée au début des années 1970 et elle est mise à jour régulièrement. 
L 'objectif visé par la création de cette banque (<est de diffuser de l'infonnation structurée 
sur les entreprises industrielles et cOlmnerciales du Québec» opérant dans le 
manufachU"ier (fabricants), la distribution (grossistes), et dans le secteur des entreprises 
de selvices aux industriels5. Selon le CRIQ, sa banque d ' information industrielle «est la 
rétërence en ce qui conceme les entreprises du Québec et les produits tà bliqués et 
distribués qu'elles offrent. Chaque semaine, plus de 100 000 recherches sont effechlées 
sur icriq.com et 125 000 profils d'entreprises sont consultés» 6. 
La banque du CRIQ permet la sélection des entreprises selon 10 critères qui peuvent 
être considérés individuellement ou en combinaisons : 1) la région administrative de 
localisation de l'entreprise paIllli les 17 régions administratives du Québec; 2) la 
municipalité ; 3) le code postal de l' adresse de localisation de l'entreprise; 4) la catégorie 
d 'entreprise (tàbricants , distributeurs ou entreprises de services); 5) le secteur d ' activité 
selon le Système de classification des industries de l'Amérique du Nord (SCrAN) dont la 
liste détaillée est reproduite à l'annexe 1; 6) les produits et selvices tàbriqués et 
distribués: 7) le nombre d 'employés; 8) le chiffi"e d 'affaires catégorisé en 12 catégories 
variant de lvIoills de 100 000 $ à 1 G $ et pllls; 9) l'exportation selon que l 'entreprise 
n 'exporte pa s, exporte ou encore prévoit exp0l1er dans un futtlr proche; 10) les tenitoires 
de vente ou les tenitoires desservis au Canada . Pour ce demier critère, quatre tenitoires 
sont distingués: Québec, Ontario, Provinces atlantiques, et Ouest et Nord du Canada . 
) 
. \.\'ï VW.lcnq.com 
6 Ibid. 
73 
La page d 'accueil de la Banque d'inforlllation indllstrielle du CRIQ fait l'objet de 
l'annexe 3. 
Pour le cas de notre étude et pour maximiser la probabilité d'atteindre les entreprises 
innovantes en produits, nous avons décidé d'exclure les entreprises affichant un chiffie 
d 'affaires inférieur à 100000$ et celles employant moins de 5 employés . Plusieurs études 
sur l'innovation ont montré que l' innovation, notamment celle de produit, est 
positivement conélée à la taille des entreprises (Damanpour, 1992; Greve, 2003 ; 
Becheikh et al. , 2006) . Ainsi, pour chaque entreprise retenue dans l 'échantillon, nous 
avons extrait de la Banque d'inforlllation indllstrielle du CRiQ les informations 
suivantes: l'adresse de l ' entreprise, son couniel, un lien vers son site Web, et les noms et 
les prénoms de ses principaux responsables . Par ailleurs, nous avons également extrait les 
dOImées relatives à quatre autres variables qui pourraient éventuellement enrichir notre 
base de données finale . Il s'agit du secteur d'activité industrielle où l' entreprise opère, sa 
date de constitution, la tranche du chiffre d 'affaires réalisé par l 'entreprise, et le tàit 
qu 'elle exporte ou non une part de ses ventes . 
En guise de vérification finale, pour s 'assurer que chaque entreprise qui répondrait au 
questionnaire soit réellement une entreprise inIlovante en produits, une question a été 
ajoutée au début du questionnaire pour valider cette illfol111ation. Ainsi, les répondants 
devaient confirmer qu ' ils avaient développé ou amélioré de façon significative les 
produits offerts à leurs clients au cours des trois années précédant l 'enquête. 
Ainsi, le 20 janvier 2010, une banque de 1471 entreprises a été constihlée dont, 786 
localisées dans la région de Chaudière-Appalaches et 685 localisées dans la région de 
Québec (Capitale-Nationale). Cette banque est donc devenue l 'échantillon de base de 
cette recherche. 
3.5. Déroulemellt de la collecte de dOllllées 
Pour faire parvenir le questiomlaire aux participants, le questiOImaire électronique a 
été privilégié. Pour ce faire , le logiciel S/lrveyMollkey a été utilisé . SurveyMonkey est une 
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compagIlle amencallle pnvee qui offre à ses clients des platefonnes électroniques 
pennettant de développer et d'administrer des questionnaires en ligne. Cette compagnie a 
été co fondée en 1999 par les frères Ryan et Chris Finley. Ses bureaux étaient localisés à 
Portland en Oregon et à Meulo Park en Californie. En avril 2009, S1IrveyJ.\1onkey a été 
vendu à un consortium d ' investisseurs privés qui opère présentement la compagnie à 
partir de son nouveau siège social à San Francisco. 7 Ce logiciel très convivial pennet de 
générer des questions à l 'aide d'un éditeur de texte qui s 'apparente à Ward. Il permet de 
créer plusieurs types de questions et offre la possibilité de personnaliser le sondage et 
d 'envoyer des invitations personnalisées par comriel. Le logiciel permet aussi d 'exporter 
les résultats en différents formats , notamment en format Excel, de faire des analyses 
descriptives et de créer des rappOlts synthèses des résultats . De plus, avec ce logiciel, il 
est possible de fllsiOlmer les résultats d 'un questioIlllaire à une banque de données initiale 
de participants, ce qui est particulièrement pertinent pour notre étude puisque, cormne 
nous l ' avons mentionné précédemment, nous avons extrait plusieurs informations de la 
Banque du CRlQ pour enrichir notre enquête. Ainsi, il a été possible d'éviter de 
demander ces infOlmations aux répondants, tout en conservant les dOIll1ées dans les 
résultats. 
Les données recueillies ont été expOltées par la suite en fonnat Excel pour être 
ensuite convertie en format SPSS (Statistical Package for the Social Sciences). 
Avant de faire l 'envoi du questionnaire à l 'ensemble des entreprises retenues dans 
notre échantillon, un prétest a été effectué. Ainsi, le 27 janvier 2010, le questionnaire a 
été adressé à 5 entreprises choisies au hasard. Deux de ces entreprises ont complété le 
questiOlmaire, ce qui nous amené à effechler quelques modifications mineures au 
questiollnaire. 
Le 1er février 2010, la première vague de questionnaires a été lancée, suivie d 'une 
deuxième vague le 8 fëvrier 2010. Nous n 'étions pas en mesure d 'envoyer en une seule 
fois les questionnaires à l'ensemble des entreprises puisque nous avons préféré 
7 hm;- \\"\\\y orezonli\·.:.comblhj!l':~SilJl(kx.ssf ':: 009.'(I'+"UI\·':VlllOlÙ-:èY ,olcl.htIlÙ (Consulté le 14 avril 20 10). 
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personnaliser les couITiels pour chaque entreprise. Pour ce tàire, il a tàllu envoyer un à un 
les couITiels aux entreprises. 
Lors de l 'envoi des questionnaires, la recherche était sommairement présentée aux 
participants. Le corps du COUITiel présentait brièvement le projet, puis un lien les menait 
au questionnaire. L'ensemble des données était conselvé sur une base de données 
accessible par le logiciel SurveyMonkey. Un nom d'utilisateur et un mot de passe en 
assurait la confidentialité. 
Afin d 'inciter les répondants à répondre à notre enquête, nous avons présenté 
succinctement, dans le message d 'accompagnement du couITiel d'envoi, les objectifs de 
la recherche et nous avons explicitement précisé le caractère volontaire et confidentiel de 
la recherche . Également, une lettre d ' appui de notre directeur de recherche a été jointe au 
comTiel soulignant, entre autres, que tous les répondants qui auront répondu au 
questionnaire recevront, suite à l'éhlde , un courriel leur présentant les principaux 
résultats. 
Trois semaines après l 'envoi de chaque vague de questionnaires, nous avons envoyé 
des messages de rappel aux pa11icipants qui n 'avaient pas répondu. Le logiciel 
SlIrve:vMonkey s ' est chargé d ' envoyer automatiquement un message de remerciement à 
ceux qui avaient répondu. Le demier répondant de notre étude a soumis son questionnaire 
le 23 avril 2010 à 16h 08 mn. L 'enquête a ensuite été felmée. 
Le tableau 15 présente les notes détaillées de l 'historique de l'envoi du questionnaire . 
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Tableau 15 : Historique de l'envoi des questionnaires 
• 27 janvier: 
• 1er février: 
• 8 février: 
• 22 février: 
• 1er mars: 
• 15 mars: 
• 22 mars: 
• 23 avril : 
3.6. Taux de répollse 
Envoi du prétest 
Envoi de la première vague des questionnaires 
Envoi de la deuxième vague des questionnaires 
Envoi du premier rappel aux entreprises de la première vague 
Envoi du premier rappel aux entreprises de la deuxième vague 
Envoi du deuxième rappel pour les entreprises de la première 
vague 
Envoi du deuxième rappel pour les entreprises de la deuxième 
vague 
Fermeture de l'enquête à 1611 08 llill 
Pour tester nos hypothèses de recherche, nous avons utilisé les données acquises suite 
à notre enquête par questionnaire et celles extraites à même la base de données du CRIQ. 
Alors que la constitution de la banque des palticipants a été décrite à la section 3.3 , nous 
avons présenté le déroulement de la collecte des données à la partie 3.4. La présente 
section pOltera sur le taux de réponse obtenu lors de notre enquête. 
Le questionnaire a été acheminé par couniel à notre banque de répondants potentiels 
constihlée de 1471 personnes. Cependant, et sur la base des données de l ' enquête 2005 de 
l' innovation de Statistique Canada qui utilise la même méthodologie préconisée dans 
notre recherche pour mesurer la propension à iWlOver des entreprises, seulement 50,1 % 
(47,6 % pour le Canada) des entreprises manutàcturières du Québec sont innovatrices en 
produits. Donc, la moitié des entreprises qui ont été sollicitées dans notre enquête ne 
seraient pas éligibles, et il est possible de présumer que la plupart d 'entre elles ne 
jugeront pas qu'il est nécessaire de nous adresser un couniel pour nous aviser qu 'elles 
n 'allaient pas participer à l 'enquête. Il se dégage donc que la population réelle 
d 'entreprises éligibles à notre enquête est de 735 entreprises. De ce nombre, 5S ont été 
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exclues de l'échantillon pour les raisons suivantes: couniels non remis ou mauvaises 
adresses courriel (n=45), doublon ou déjà répondu par lUl autre responsable de 
l 'entreprise (n=4), entreprises qui ne sont plus en affaires (n=6). Cela a porté à 680 le 
nombre d'entreprises faisant partie de l 'échantillon. De ce nombre, 10 ont envoyé un 
couniel pour signifier leur refus de participer à l 'étude, et 467 n' avaient pas complété le 
questionnaire après une période d 'environ 3 mois et 2 rappels . Ainsi, 158 questionnaires 
complétés étaient utilisables pour analyse, soit 23 ,23 % (158/680). La durée moyenne 
pour répondre aux questionnaires a été, telle qu ' indiquée par le logiciel Surveyj\1onkey 
qui enregistre le temps de début et le temps de la fin pour chaque questionnaire complété, 
de 14,5 minutes. Le tableau 16 résume les détails du taux de réponse obtenu. 
Le taux de réponse obtenu est très respectable pour une étude utilisant un sondage en 
ligne . En effet, plusieurs études ont montré que les sondages en ligne obtiennent 
généralement des taux de réponse plus faibles que les autres fonnes de sondage (Yu et 
Cooper, 1983; Dickson et MacLachlan, 1996; Hikmet et Chen, 2003; Griffis et al. 2003). 
Plus récemment, Manfreda et al. (2007) , ont conduit une méta-analyse sur 45 études qui 
ont utilisé des sondages en ligne comparativement à d 'autres fOlmes d'enquêtes (par la 
poste, par téléphone, par télécopieur, etc .. ). Les résultats de cette méta-analyse indiquent 
que le taux de réponse pour les sondages en ligne est, en moyenne, de Il % inférieur aux 
taux de réponse moyen des autres types de sondage. 
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Tableau 16 : Rapport sur l'administration du questionnaire aux entreprises 
manufacturières de Chaudière-Appalaches et de Québec 
CODE RÉSULTATS DES ENVOIS N 
1 Nombre d' entreprises éligibles 735 
2 Exclusion de l'Échantillon pour les raisons suivantes 
• Courriel non remis ou couniel erroné 
• EntrepIise qui n 'est plus en affaires 
• Doublon ou déjà répondu par un autre 




3 = 1-2 Total des entreprises éligibles 680 
4 Refus de compléter ou n 'a pas complété le questionnaire 477 
5 Questionnaires complétés et reçus 158 
5/3 Taux de réponse 158 / 680 = 23 .23 % 
• Éhlde effechlée du 1 er février 2010 au 23 avril 2010 inclusivement. 
• Temps moyen du questiOlmaire : 14,5 minutes. 
3. 7. Stratégie d 'alla(vse 
L 'analyse et l ' interprétation des résultats de cette recherche , qui seront présentés au 
prochain chapitre, seront structurées en trois palties. Premièrement, nous exposerons les 
caractéristiques des entreprises pour dresser un portrait des entreprises de notre 
échantillon. Des ana lyses bivariées seront également effectuées pour caractériser ces 
entreprises selon la région de localisa tion (Chaudière-Appalaches versus Québec), la 
tai lle et le degré d ' intensité technologique. 
Deuxièmement, les facteurs de succès généraux à l'entreprise, ceux spécifiques aux 
projets de DNP, et les types de risque reliés aux projets de DNP, ont été mesurés dans 
notre étude par 13, 30 et 6 questions respectivement. L'analyse ±àctorielle en 
composantes principales est dOllC tout indiquée pour éhldier ces facteurs et ces types , et 
pour voir cOlIlment, dans chaque cas , ils s ' agglomèrent les uns avec les autres . En effet, 
l'ana lyse fac torielle est une technique pour comprendre la struchlre d 'une série d ' items et 
pelmet dOllC cIe faire ressortir, s ' il y a lieu, les différentes dimensions d 'un phénomène. 
79 
Donc, nous allons effectuer trois analyses factorielles exploratoires sur les facteurs de 
succès généraux à l ' entreprise, les facteurs de succès spécifiques aux projets de DNP et 
les types de risque liés à ces projets. Par la suite seront présentées, dans cette deuxième 
paltie, des analyses bivariées des diftërentes dimensions des facteurs de succès (généraux 
et spécifiques) et des différents types de risque en fonction de la taille de l ' entreprise, de 
son intensité technologique, et du degré de nouveauté de ses illllovations de produits . 
La troisième partie des analyses portera sur l ' identification des déterminants associés 
au échec / succès des projets de DNP. Le cadre conceptuel que nous avons élaboré à la 
fin du chapitre 2 fait état de quatre groupes de variables explicatives potentielles et d 'une 
variable expliquée, échec 1 sucees des projets de DNP. Ainsi, les analyses factorielles qui 
seront effectuées dans la deuxième partie du prochain chapitre penuettront de regrouper 
les facteurs de succès généraux et spécifiques ainsi que les types de risque en un nombre 
restreint de facteurs qui constihleront, avec quelques variables de contrôle, notamment la 
taille et l'intensité technologique, les variables indépendantes d 'un modèle de régression 
explicatif de l ' échec ou de l' abandon des projets de DNP. Comme il a été exposé 
précédemment à la section 3.1. 5, la variable dépendante dans ce modèle est binaire (1 = 
Oui, au cours des trois demières années , l 'entreprise a connu un échec ou n 'a pas mené à 
tenue un projet de DNP; 0= Non). Dans un tel cas , la régression linéaire ne peut être 
utilisée. En effet, tel que mentionné par Stafford et Bodson (2007 : 203) : 
<ul partir des valeurs données consignées dans les variables indép endantes, la 
régression classiql/e [linéaire}, renvoie Cr I/l7 e estimation q1lantitative de la 
variable dépendante. Lorsql/e la variable dépendante est ql/alitative, le 
problème est d 'I/n al/tre ordre. La ql/estion ql/i se pose est la sl/ivante: Cr 
quelle catégorie de la variable ql/alitative renvoient les valel/rs prises par les 
variables explicatives ?» 
La régression logistique binaire doit donc être préconisée. Ce type de régression est 
très utile lorsque l'on veut comprendre ou prédire l'effet d'une ou plusieurs variables sur 
une variable à réponse binaire, c'est à dire qui ne peut prendre que deux valeurs, 0 ou 1. 
La régression logistique permet de modéliser la probabilité pour qu'un événement 
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survienne étant donné les valeurs d'un ensemble de variables explicatives quantitatives 
et/ou qualitatives. 
De façon analytique, le résultat d'une observation binaire est communament appelé 
«succès» ou «échec». Il est représenté mathématiquement par une variable aléatoire Y 
telle que Y = 1 s'il y a succès et Y = 0 s ' il y a échec. Cette variable a une distribution de 
Bernoulli et on note par p = pey = 1) la probabilité de succès; donc pey = 0) = I - p . 
L'espérance mathématique et la variance de Y sont, respectivement, E(Y) = p et 0"2(Y) = 
p(l - p) . Le résultat de Y dépend des valeurs prises parp variables explicatives Xl , . . . ,..,Yp 
au moment de l'obselvation. 
Pour le cas de notre éhlde, ce type de régression permettra de prédire la probabilité 
qu 'une entreprise accuse un échec dans un projet de DNP ou encore qu 'elle l ' abandonne 
avant son terme (Échec = 1), versus la probabilité qu 'elle n ' accuse aucun échec ou 
qu 'elle n ' abandonne aucun projet avant son terme (Succès = 0) . La fonction logistique 
qui va associer les variables explicatives que nous allons inclure dans le modèle aux 
probabilités d' occunence des deux catégories de notre variable dépendante (Échec / 
Succès), va faire en s0l1e que la variable dépendante prenne des valeurs entre 0 et 1. De 
plus, la somme des probabiltés de l'occurrence des deux catégories de la variable 
dépendante doit être égale à 1 (Stafford et Bodson, 2007; Field, 2009). Les postulats 
spécifiques à la régression logistique seront présentés au même moment de leur 
vérification dans le chapitre dédiée aux résultats empiriques de l ' éhlde. 
De façon plus spécifique, le modèle que nous comptons estimer pour expliquer les 
probabilités d 'échec / non échec des projets de DNP des entreprises s 'écrit conune suit: 
ou, 
Log (PJ l-PD = ~o + ~i Facteurs succès généraux + ~j Facteur de succès spécifiques 
+ ~k Types de risque + ~lVariables de contrôle (Taille; Intensité technologique; 
Région de localisation) + E 
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'*' Pi (i = 1.. ... ) sont les coefficients rattachés aux différents regroupements des 
facteurs de succès généraux identifiés par la première analyse factorielle 
exploratoire; 
., Pj (i = l. ... . ) sont les coefficients rattachés aux différents regroupements des 
facteurs de succès spécifiques identifiés par la deuxième analyse factorielle 
exploratoire ; 
.., Pk(i = 1 .. .. . ) sont les coefficients rattachés aux différents regroupements des types 
de 11sque identifiés par la troisième analyse factorielle exploratoire; 
.... Pl(i = l. .. .. ) sont les coefficients rattachés aux variables de contrôle retenues dans le 
modèle; 
'*' Log (Pi l-PD cOlTespond au Logit de la variable Échec / Succès, soit le logarithme 
du ratio de la probabilité qu'une entreprise échoue dans un projet de DNP par 
rappOlt à la probabilité que la même entreprise n 'échoue pas; 
.., E est le terme d ' eneur. 
Le logiciel de traitement statistique SPSS permet tUle estimation directe de ce type de 
modèle (sans aucune programmation). Nous utiliserons essentiellement les livres d 'Andy 
Field (2009) , Discoverhlg Statistics U<;ing SPSS, et de Stafford et Boclson (2007), 
L 'ana~vse ll/ultivariée avec SPSS, pour interpréter les résultats obtenus. Ces livre ont le 
mérite d ' indiquer, étape par étape, la procédure à suivre et vont même jusqu 'à reproduire 
les écrans de SPSS et indiquer les cases à cocher pour effechler les analyses. Le 
récapihIlatif des analyses envisagées est présenté au tableau 17. 
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Tableau 17 : Tableau récapitulatif des analyses envisagées 
Étapes Types d'analyse 
ÉTAPE 1: 
Dresser le p0l1raÎt des entreprises de l'échantillon 
ÉTAPE 2: 
Dégager les regroupements des facteurs de succès généraux 
Dégager les regroupements des facteurs de succès spécifiques 
Dégager les regroupements des types de risque 
Comparaison des différentes dimensions des facteurs de succès 
généraux et spécifiques et des types de risque 
ÉTAPE 3: 









Première analyse tàctorielle 
exploratoire 
Deuxième analyse fact0l1elle 
exploratoire 
Troisième analyse factorielle 
exploratoire 
Analyses bivariées selon la taille et le 
degré d' intensité technologique 
Régression logistique bivariée 
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CHAPITRE 4 RÉSULTATS EMPIRIQUES 
./..1. Iutroductiou 
L'objectif général de cette recherche est de iàire ressortir l'importance du risque en 
contexte de projets de développement de nouveaux produits, d'évaluer l'impact du risque 
sur le succès des projets d'innovation de produits , et d'identifier les facteurs sur lesquels 
il est possible d'agir pour minimiser le risque dans ces projets. Ce chapitre présente les 
résultats empiriques issus des analyses statistiques. Les sections de ce chapitre indiquent 
respectivement: les caractéristiques générales de l'échantillon; l 'analyse factorielle 
exploratoire pour identifier les regroupements de facteurs de succès généraux de 
l'entreprise; l'analyse iàctorielle exploratoire pour identifier les regroupements de 
facteurs spécifiques aux projets de DNP; l'analyse factorielle exploratoire pour identifier 
les regroupements de types de risque auxquels fait face l' entreprise lorsqu'elle développe 
de nouveaux produits; et les résultats des estimations du modèle de régression logistique 
binaire explicatif de l 'échec des projets de DNP . 
./..2. Portrait des eutreprises 
Dans cette section. il sera question d 'un portrait des entreprises qui ont fait l'objet de 
l ' enquête statistique. Pour dresser ce pOItrait, nous exposerons, dans un premier temps, 
les distributions de plusieurs variables d' intérêt relatives à ces entreprises et, dans un 
deuxième temps, nous conduirons des analyses bivariées pour caractériser ces entreprises 
selon la région de localisation (Chaudière-Appalaches versus Québec), la taille, le degré 
d ' intensité technologique du secteur d' activité industrielle où opère l'entreprise, et le 
degré de nouveauté des produits développés. 
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4.2.1. Caractéristiques générales de l'échantillon 
La région de localisatioll 
La répartition des entreprises qui composent l'échantillon, selon la région 
administrative, est résumée au tableau 18. On constate que 81 entreprises ou 51 ,3 % sont 
localisées dans la région de Chaudière-Appalaches, alors que 77 ou 48,7 % sont 
localisées dans la région de la Capitale-Nationale. 













Figure 2 : Répartition des entreprises dans les deux régions de l'enquête 
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Le secteur d'activité industrielle 
La distribution des entreprises par secteur d 'activité, ainsi que par degré d'intensité 
technologique, est présentée quant à elle au tableau 19. On remarque que la plus grande 
concentration des entreprises de l' échantillon se trouve dans les secteurs de fabrication de 
machines (23 entreprises) , de fabrication de produits métalliques (20 entreprises) , de 
fabrication de produits en bois (19 entreprises), et de fabrication de produits 
informatiques et électroniques (19 entreprises). Les secteurs les moins représentés sont le 
secteur de la fabrication de vêtements, celui de la fabrication de produits en cuir et de 
produits analogues, celui de la fabrication de produits du pétrole et du charbon, et celui de 
la fabrication de produits minéraux non métalliques , avec tous une seule entreprise. 
Le tableau 19 rappOlte également la distribution des entreprises de l 'échantillon 
selon leur degré d'intensité technologique. Tel qu 'abordé précédemment, le degré 
d'intensité technologique d 'une entreprise a été calculé selon la méthodologie de Legler 
et Frietsch (2007). Cette méthodologie est basée sur le pourcentage du chiffre d 'affaires 
dédié par l 'entreprise aux activités de recherche-développement: 1) moins de 2,5 % du 
chiffre d 'affaires de l 'entreprise = Faible intensité technologique; 2) entre 2,5 % et 7 % 
= Moyenne intensité technologique; 3) plus de 7 % = Haute intensité technologique. Il 
se dégage donc du tableau 19 que 36,7 % des entreprises opèrent dans des secteurs à 
faible intensité technologique, 31 % dans des secteurs à moyenne intensité 
technologique, et 32,3 % dans des secteurs à haute intensité technologique. 
Le tableau 20 rapporte les résultats de l'affectation des secteurs d ' activité industrielle 
dans les trois catégories d ' intensité technologique que nous avons constmites. Ces 
résultats confirment les attentes à l 'effet que les entreprises des secteurs qualifiés, dans la 
littérature, de secteurs à «vocation scientifique », tels que ceux de la production des 
produit informatiques et électroniques, et de la fabrication des machines, sont plus 
concentrées dans les secteurs à moyenne et haute intensité technologique que les 
entreprises des secteurs industriels plus «traditionnels», tels que ceux de la première 
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transfonnation des métaux et de la fabrication des vêtements, qui se retrouvent surtout 
dans la catégorie des secteurs à faible intensité technologique. 
Nous avons aussi cherché à établir l 'existence ou non d 'une relation entre la région de 
localisation des entreprises et le degré d ' intensité technologique du secteur d 'activité 
industrielle où elles opèrent (tàible, moyerme ou haute). Pour ce faire, nous avons 
effectué un test d 'indépendance de Chi-cané. L 'hypothèse nulle de ce test (Ho) est 
l 'indép endance entre la région de localisation des entreprises et le degré d 'intensité 
technologique de l 'entreprise et l 'hypothèse altemative (Hl) est l 'existence d 'une relation 
(dép endance) entre ces deux variables. Les résultats de ce test, rappOltés au tableau 21 , 
indiquent que l 'hypothèse Ho ne peut être rejetée. En effet, le Chi-cané calculé au seuil 
de signification de 5 % et avec 2 degrés de liberté s 'élève à 3,057, ce qui est inférieur au 
Chi-cané théorique au même seuil et avec le même nombre de degrés de liberté, soit 5,99 
(p-value = 0,217). Donc, il n 'y a pas de relation entre la région de localisation des 
entreprises et le degré d ' intensité technologique du secteur d ' activité industrielle où elles 
opèrent. 
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Tableau 19 : Distribution des entreprises de l'enquête selon les secteurs d'activités 
industrielles et selon le degré d'intensité technologique'" 
SCIAN Secteurs d'activités industrielles 
311 Fabrication d'aliments 
312 Fabrication de boissons et de produits du tabac 
313 Usines de textiles 
315 Fabrication de vêtements 
316 Fabrication de produits en cuir et de produits analogues 
321 Fabrication de produits en bois 
322 Fabrication du papier 
324 Fabrication de produits du pétrole et du charbon 
325 Fabrication de produits chimiques 
326 Fabrication de produits en plastique et en caoutchouc 
327 Fabrication de produits minéraux non métalliques 
331 Première transformation des métaux 
332 Fabrication de produits métalliques 
333 Fabrication de machines 
334 Fabrication de produits informatiques et électroniques 
335 Fabrication de matériel, d'appareils et de composants électriques 
336 Fabrication de matériel de transport 
337 Fabrication de meubles et de produits connexes 
339 Activités diverses de fabrication 
Degré d'intensité technologique : 
• Faible intensité technologique 
• Moyenne intensité technologique 


















































t Le degré d'intensité technologique est calculé selon la méthodologie de Legler et Frietsch (2007) . Moins de 2,5 % du chiffre d'affaires de 
l'entreprise = Faible intensité technologique: Entre 2,5 % et 7 % = Moyenne intensité technologique: Plus de 7 % = Haute intensité 
technologique 
tt Système de Classifica tion des Industries de l'Amérique du Nord (SCIAN). 
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Tableau 20 : Distribution des secteurs d 'activité industrielle (SeI AN) de l' enquête 
selon le degré d ' intensité technologiqueT 
Nombre total Faible intensité Moyenne Haute intensité SCIANtt Secteurs d'activité industrielle des entreprises technologique intensité technologique technolo i ue 
311 Fabrication d'al iments 9 4 4 
31 2 Fabrication de boissons et de 2 2 0 0 
produits du tabac 
313 Usines de textiles 2 0 
315 Fabrication de vêtements 1 0 0 
316 Fabrication de produits en cuir et de 1 0 0 
produits analogues 
321 Fabrication de produits en bois 19 12 6 1 
322 Fabrication du papier 4 0 4 0 
324 Fabrication de produits du pétrole et 1 1 0 0 
du charbon 
325 Fabrication de produits chimiques 11 6 2 3 
326 Fabrication de produits en plastique 10 4 3 3 
et en caoutchouc 
327 Fabrication de produits minéraux 0 0 
non métalliques 
331 Première transformation des mètaux 2 2 0 0 
332 Fabrication de produits métal liques 20 9 2 9 
333 Fabrication de machines 23 1 11 11 
334 Fabrication de produits 19 1 5 13 
informatiques et électroniques 
335 Fabrication de matériel, d'appareils 3 
et de composants électriques 
336 Fabrication de matériel de transport 4 2 1 1 
337 Fabrication de meubles et de 15 5 6 4 
produits connexes 
339 Activités diverses de fabrication 11 5 4 2 
t Le degré d'intensité technologique est calculé selon la méthodologie de Legler et Frietsch (2007) . Moins de 2,5 % du chi ffre d'affaires de 
l'entreprise = Faible intensité technologique: Entre 2,5 % et 7 % = Moyenne Intensité technologique: Plus de 7 % = Haute intensité 
technologique. 
t1 Systéme de Classification des Industries de l'Amérique du Nord (SCIAN) 
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Moins de 20 
employés 
32% 
Figure 3 : Répartition des entreprises selon le degré d'intensité technologique 
Tableau 21 : Comparaison du degré d'intensité technologique des entreprises selon 
leur région de localisation (test de Chi-carré) + 
Région Ensemble des Région de Québec Région de Chi-carré 
entreprises Chaudiére-
Appalaches 
Intensité technologique Nombre % Nombre % Nombre % 
• Faible intensité 58 36,7 23 29,9 35 43,2 3,057 
technolog ique 
• Moyenne intensité 49 31 ,0 26 33,8 23 28,4 
technologique 
• Haute intensité 51 32,3 28 36,4 23 28,4 
technologique 
t Le test du Chl-carré teste l'hypothèse de l'égallte des proportions de degrés d'intensité technologique selon la région de localisation. 
" " , et ••• indiquent que le test de Chi-ca rré est significatif aux seUils de 10 %, 5 % et 1 % respectivement 
Taille des entreprises appréhendée par le nombre d'employés 
Lorsque l'on considère la ta ille des entreprises , telle qu ' indiquée par le nombre 
d 'employés, on peut observer au tableau 22 que 32,3 % des entreprises ont moins de 20 
employés, 31,6 % ont de 20 à 50 employés, 15,2 % ont de 51 à 100 employés, et 20,9 % 
ont plus de 100 employés. Au total, 63 ,9 % des entreprises ont de 5 à 50 employés, cette 
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proportion atteignant 79,1 % si l'on considère les entreprises qui ont 100 employés et 
mOlIls . 
Tableau 22 : La taille des entreprises 
Taille selon le nombre d'employés 
Moins de 20 employés 
De 20 à 50 employés 
De 51 à 100 employés 


























Moins de 20 
employés 
32% 
De la même manière que dans la sous-section précédente, nous avons testé l 'existence 
ou non d 'une relation entre la taille de l'entreprise et la région où elle est localisée 
(Chaudière-Appalaches versus Québec). Pour ce faire , nous avons effectué un test 
d'indépendance de Chi-cané . L 'hypothèse nulle de ce test (Ho) est l 'illdépendance elltre 
la faille ef la région de localisatioll de l 'elltreprise et l 'hypothèse altemative (H,) est 
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l'existence d'1Ine relation (dépendance) entre ces deux variables. Les résultats de ce test 
rapportés au tableau 23 indiquent que 1 'hypothèse Ho ne peut être rejetée. En effet, le Chi-
cané calculé au seuil de signification de 5 % et avec 3 degrés de liberté s'élève à 2,728 
(p-value = 0,435), ce qui est inférieur au Chi-cané théorique au mène seuil et avec le 
même nombre de degrés de liberté, soit 7,81 . Donc, la taille des entreprises et leur région 
de localisation sont deux variables indépendantes . 
Nous avons également effectué un test d'indépendance de Chi-cané pour tester 
l' indépendance (ou la dépendance) entre la taille de l'entreprise et le degré d'intensité 
technologique du secteur où elle opère. Les résultats de ce test, présentés au tableau 24, 
montrent que l'hypothèse nulle (Ho) de l ' indépendance entre les deux variables peut être 
rejetée au seuil de 1 %. Il existe donc une relation entre la taille de l'entreprise et son 
degré d ' intensité technologique. Une lecture plus attentive de ce tableau montre que le 
pourcentage d 'entreprises qui comptent moins de 20 employés est beaucoup plus élevé 
dans les secteurs à haute intensité technologique que dans les secteurs à faible et à 
moyenne intensité technologique (52,9 %, 19,0 % et 26,5 % respectivement) . Les 
entreprises employant de 20 à 50 employés représentent, respectivement, 29,2 %, 38,8 %, 
et 27,5 % des entreprises opérant dans les secteurs à faible intensité technologique, 
moyenne intensité technologique, et forte intensité technologique. Le pourcentage 
d 'entreprises qui comptent entre 51 et 100 employés est beaucoup plus élevé clans les 
secteurs à faible intensité technologique que dans les secteurs à moyenne et à forte 
intensité technologique (25 ,9 %, 12,3 % et 5,9 % respectivement). Finalement, le 
pourcentage d'entreprises qui comptent plus de 100 employés est beaucoup moins élevé 
dans les secteurs à haute intensité technologique que dans les secteurs à faible et à 
moyenne intensité technologique (13 ,7 %, 25 ,9 % et 22,4 % respectivement). 
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Tableau 23 : Comparaison de la taille des entreprises selon leur région de 
localisation (test de Chi-carré) t 
Région Ensemble des Région de Région Chi-carré 
entreprises Québec Chaudière-
Appalaches 
Taille des entreprises Nombre % Nombre % Nombre % 
51 32,3 28 36,4 23 28,4 • Moins de 20 employés 
2,728 
• Entre 20 et 50 employés 50 31,6 26 33,8 24 29,6 
• Entre 51 et 100 employés 24 15,2 9 11 ,7 15 18,5 
• Plus de 100 employés 33 20,9 14 18,2 19 23,5 
t Le test du Chi-carré teste l'hypothése de l'égalité des proportions de taille selon la région de localisation. 
" " , et'" indiquent que le test de Chi-carré est significatif aux seuils de 10 %, 5 % et 1 % respectivement 
Tableau 24 : Comparaison de la taille des entreprises selon le degré d ' intensité 
technologique des entreprises (test de Chi-carré) t 
Intensité technologique Ensemble des Faible intensité Moyenne Haute intensité 
entreprises technologique intensité technologique 
technologique 
Taille des entreprises Nombre % Nombre 1 % 1 Nombre 1 % 1 Nombre 1 % 
• Moins de 20 employés 51 32,3 11 19,0 13 26,5 27 52,9 
• Entre 20 et 50 employés 50 31 ,6 17 29,2 19 38,8 14 27,5 
• Entre 51 et 100 employés 24 15,2 15 25,9 6 12,3 3 5,9 
• Plus de 100 employés 33 20,9 15 25,9 11 22,4 7 13,7 
t Le test du Chl-carré teste l'hypothèse de l'égalité des proportions de taille selon le degré d'intensité technologique. 
" " , et m indiquent que le test de Chi-carré est significatif aux seuils de 10 %, 5 % et 1 % respectivement 
Taille des entreprises appréhendée par le chiffre d'affaires 
Chi-carré 
21,137'" 
La taille des entreprises peut être aussi approchée par le chiffre d ' affaires réalisé par 
l 'entreprise au cours d 'une période dOllnée, généralement l 'année fiscale. Dans notre 
étude, et tel que mentionné précédemment, l' infonnation concemant le chiffre d 'affaires 
des entreprises a été extraite de la banque d' illfonnation industrielle du CRIQ. Pour les 
besoins des ana lyses, nous avons regroupé les Il intelvalles de chiffre d 'affaires initiaux 
de la banque du CRIQ en 4 intervalles qui sont : 1) moins de 1 mill ion; 2) entre 1 million 
et 9999999 $; 3) entre 10 millions et 24999999 $; et 4) 2S millions et plus. Cette 
nouvelle catégorisation pennet d 'avoir un nombre acceptable d 'observa tions clans chaque 
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catégorie et autorise ainsi à conduire les différentes analyses envisagées. Comme on peut 
le constater au tableau 25 , la plus grande proportion des entreprises réalisent un chiffre 
d 'affaires entre 1 et 10 millions de dollars, alors que 21 ,5 % des entreprises réalisent des 
chiffres d'affaires inférieurs à 1 million de dollars, 15,2 % des chiffres d 'affaires entre 10 
et 25 millions de dollars, et enfin, 15,8 % des chiffres d'atTaires égaux ou supérieurs à 25 
millions de dollars. 
À l ' instar de la taille des entreprises appréhendée par le nombre d 'employés, nous 
avons testé l'existence ou non d 'une relation entre le chiffre d'atTaires de l 'entreprise et la 
région où elle est localisée (Chaudière-Appalaches versus Québec). Les résultats du test 
d ' indépendance du Chi-cané présentés au tableau 26 montrent que l'hypothèse Ho de 
l ' indépendance peut être rejeté au seuil de 10 % (Chi-carré significatif au seuil de 10% = 
6,696), indiquant qu'il y a tille relation entre le chiffre d ' affaires de l' entreprise et sa 
région de localisation. Plus spécifiquement, nous constatons que la propOltion des 
entreprises réalisant un chitTre d'affaires entre 1 et 10 millions de dollars est plus élevée 
dans la région de Québec (53,2 %) que dans la région de Chaudière-Appalaches (42,0 %). 
Par contre, la proportion des entreprises réalisant un chiffi:e d ' aftàires entre 10 et 25 
millions de dollars est plus élevée dans la région de Chaudière-Appalaches (22,2 %) que 
dans la région de Québec (7,8 %). 
Pour ce qui est de la comparaison du chiffre d 'affaires de l 'entreprise selon le degré 
d 'intensité technologique du secteur d'activités industrielles où elle opère, les résultats du 
test d ' indépendance du Chi-cané, présentés au tableau 27, ne permettent pas de rejeter 
l 'hypothèse nulle stipulant l ' indépendance entre les deux variables (Chi-cané non 
significatif = 10,140). Il en découle donc qu'il n 'y a pas de relation statistiquement 
significative entre les chiffres d'affaires réalisés par les entreprises et leur degré 
d'intensité technologique. 
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Tableau 25 : Le chiffre d'affaires des entreprises 
Taille selon le chiffre d'affaires Nombre % 
Moins de 1 million de $ 34 21 ,5 
De 1 million à 9 999 999 $ 75 47,5 
De 10 millions à 24 999 999 $ 24 15,2 
25 millions de $ et plus 25 15,8 
Total 158 100,0 
l_ 
Figure 5 : Répartition des entreprises selon le chiffre d'affaires 
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Tableau 26 : Compar aison du chiffre d ' affa ires des entreprises selon leur région de 
localisation (test de Chi-carré)T 
Région Ensemble des Région de Région de Chi-carré 
entreprises Québec Chaudière-
Appalaches 
Taille selon le chiffre Nombre % Nombre % Nombre % 
d'affaires 
• Moins de 1 million de $ 34 21,5 17 22,1 17 21 ,0 6,596' 
• 1 million à 9 999 999 $ 75 47,5 41 53,2 34 42,0 
• 10 mi llions à 24 999 999 $ 24 15,2 6 7,8 18 22,2 
• 25 millions de $ et plus 25 15,8 13 16,9 12 14,8 
t Le test du Chl-<:arré teste l'hypothèse de l'égalitè des proportions de taille selon la région de localisation. 
" n , et ... indiquent que le test de Chi-<:arré est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
Tableau 27 : Comparaison du chiffre d ' affa ires des entreprises selon le degr é 
d'intensité technologique des entr eprises (test de Chi-carré) t 
Intensité technologique Ensemble des Faible intensité Moyenne Haute intensité Chi-carré 
entreprises technologique intensité technologique 
technologique 
Taille selon le chiffre Nombre % Nombre J % 1 Nombre 1 % j Nombre l % 
d'affaires 
• Moins de 1 mil lion de $ 34 21 ,5 9 15,5 8 16,3 17 33,4 10,140 
• 1 million à 9 999 999 $ 75 47,5 26 44,9 24 49,0 25 49,0 
• 10 millions à 24 999 999 $ 24 15,2 10 17,2 9 18,4 5 9,8 
• 25 mill ions de $ et plus 25 15,8 13 22,4 8 16,3 4 7,8 
1 Le test du Chl-<:arré teste l'hypothese de l'ègallte des proportions de taille selon le degré d'intenslte technologique. 
" " , et .u Indiquent que le test de Chi-<:arrè est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
Répartition géographique des ventes et pourcentage des ventes provenant des 
trois plus importants clients 
Dans l'ensemble, les entreprises cie notre enquête réalisent 23 ,45 % de leurs ventes 
dans un rayon de 100 km de l'entreprise, 37,21 % ailleurs au Québec, 14,42 % ailleurs au 
Canada, 17,70 % aux Éta ts-Unis et 7,22 % ai lleurs dans le monde (Tableau 28). 
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Tableau 28 : Répartition des entreprises selon les zones géographiques de réalisation 
de leur chiffre d'affaires 
Zones géographiques % Moyen a Écart type 
Dans un rayon de 100 km de l'entreprise 23,45 24,71 
Ailleurs au Québec 37,21 25,33 
Ailleurs au Canada 14,42 15,81 
Aux États-Unis 17,70 22,05 
Ailleurs dans le monde 7,22 14,81 
Total 100,0 
Chiffre des ventes que représentent les trois plus importants clients 
Ensemble Intensité Intensité Haute technologique technologique intensité des entreprises faible moyenne technologique 
% Moyen 40,87 38,10 38,51 
Écart type 21 ,13 20,75 21 ,08 
a Les pourcentages moyens des différentes zones géographiques ont été arrondis pour arriver à 100 %. 
le monde 
i Au x États-Unis 
1 18% 
Aill eurs au 
Canada 
14% 
Dans un rayon 
de 100 km de 
" entreprise 
24% 
Figure 6 : Répartition des entreprises selon les zones géographiques de 




Nous avons aussi examiné le pourcentage moyen des ventes que représentent les trois 
plus importants clients des entreprises de l'enquête. Ce pourcentage s'élève à 40,87 % 
pour l 'ensemble des entreprises (Tableau 28). Lorsque l'on distingue le niveau d ' intensité 
technologique des secteurs d 'activité industrielle où opèrent les entreprises, on constate 
que ce pourcentage est pratiquement le même pour les entreprises affichant un degré 
d 'intensité technologique faible et celles avec un degré d ' intensité technologique moyen 
(38,l0 % et 38,51 % respectivement). Pour leur part, les entreprises avec un haut degré 
d 'intensité technologique réalisent un pourcentage plus élevé de leur chiffi:e d 'affaires 
auprès de leurs trois plus imp0I1ants clients (46,27 %). 
Toutefois, pour pOUVOIr évaluer s'il existe des différences statistiquement 
significatives dans le pourcentage du chiffre d 'affaires réalisé auprès des trois plus 
imp0I1ants clients de l'entreprise selon le degré d ' intensité technologique du secteur où 
l'entreprise opère (intensité teclmologique faible , intensité technologique moyenne, 
intensité technologique haute), nous avons procédé à un test de comparaison des 
moyermes pour des échantillons indépendants en recourant au test d ' ANOV A. Pour ce 
faire, nous avons d 'abord testé l 'homogénéité des variances par le test de Levene. 
L 'hypothèse nulle (Ho) du test de Levene est l'égalité des variances entre les groupes. 
Puisque les résultats au test de Levene ne sont pas significatifs au seuilS % (p-value > 
0,05 (0,885), nous ne pouvons rejeter Ho et statuons ainsi de l 'égalité des variances. Ce 
résultat nous permet d'utiliser le test de comparaison de moyennes de Duncan Post Hoc 
pour comparer les moyennes entre les groupes. L 'hypothèse nulle du test d ' ANOV A est 
l'égalité des moyennes entre les groupes. Puisque le test ne s'est pas avéré significatif au 
seuil de 5 % (p-value = 0,084) , nous n 'avons pas pu rejeter l'hypothèse nulle de l'égalité 
des moyennes et attestons par le fait même qu'il n 'existe pas de différences de moyennes 
entre les groupes . Les résultats du test de Duncan dans une analyse Post Hoc confirment 
ce demier résultat puisque, COlluue on peut le constater au tableau 29, les trois groupes 
d ' entreprises ne se distinguent pas les uns par rappOIt aux autres au chapitre du 
pourcentage du chiffre d 'aftàires réalisé auprès des trois plus importants clients (les trois 
groupes sont dans la même colOIme) . 
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Tableau 29 : Comparaison du pourcentage du chiffre d'affaires réalisé auprès des 
trois plus importants clients selon le degré d'intensité technologique de l'entreprise 
(Duncan Post Hoc Test) 
% du chiffre d'affaires réalisé auprès des trois plus importants clients 
Sous-ensembles pour a = 0,05 
Degré d'intensité technologique N 1 
• Faible intensité technologique 58 38,10 
• Moyenne intensité technologique 49 38,51 
• Haute intensité technologique 51 46,27 
Signification a ,060 
p-value pour le test d'égalité des variances 0,885 
de Levene 
. . Note . Les chiffres dans les colonnes correspondent aux moyennes % du chiffre d affaires reall3e au pres des trOIS plus Importants clients selon le 
degré d'intensité technologique Lorsque la signification du test est supérieure au seuil de a = ,05. l'hypothése nulle. soit l'égalité des 
moyennes des sous-ensembles. ne peut être rejetée. 
De la meme façon, nous avons aussi comparé le pourcentage du chiffre d ' affàires 
réa lisé auprès des trois plus importants clients de l 'entreprise selon la taille de 
l 'entreprise. Ainsi, puisque le test d 'ANOVA de comparaison de moyennes s 'est avéré 
significa tif au seuil de 5 % (p-value=0,020), nous avons rejeté l'hypothèse nulle de 
l ' éga lité des moyennes et attestons par le fait même qu ' il existe des diftë rences de 
moyennes entre les groupes. Pour classer ces groupes dans des sous-ensembles 
homogènes, nous avons ensuite utilisé le test de Duncan dans une analyse Post Hoc 
puisque le tes t d 'égalité des variances Levene entre les diffë rents groupes de taille (moins 
de 20 employé, entre 20 et 50 employés, de 51 à 100 employés, et plus de 100 employés) 
s ' est avéré non significa tif au seuil de 5 % (p-value = 0,887) .8 Les résultats rapportés à ce 
chapitre au tableau 30 indiquent l' existence de deux groupes homogènes. Ainsi, nous 
avons trouvé que les entreprises de moins de 20 employés réa lisent un pourcentage de 
chiffre d 'affà ires auprès des tro is plus importants clients supérieur, de façon 
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statistiquement significative, aux pourcentages réalisés par les entreprises appartenant 
aux autres intervalles de taille. De plus, les résultats indiquent qu'il n 'y a pas de 
différences statistiquement significatives entre les entreprises de 20 employés et plus. 
Tableau 30 : Comparaison du pourcentage du chiffre d'affaires réalisé auprès des 
trois plus importants clients selon la taille de l'entreprise (Dullcan Post Hoc Test) 
% du chiffre d'affaires réalisé auprès des trois plus importants clients 
Sous-ensembles pour ex, = 0,05 
Taille N 1 2 
• Entre 20 et 50 employés 50 36,80 
• Plus de 100 employés 33 37,00 
• Entre 51 et 100 employés 24 38,67 
• Moins de 20 employés 51 48,39 
Signification t ,722 1,000 
p-value pour le test d'égalité des variances 0,887 
de Levene 
.. Note . Les chiffres dans les colonnes correspondent aux moyennes % du chiffre d affaires reallse au pres des trOIS plus Importants clients selon la 
taille des entreprises. 
t Lorsque la signification du test est supérieure au de seuil a = ,05, l'hypothése nulle, soit l'égalité des moyennes des sous-ensembles, ne peut étre 
reietée. 
Finalement, nous avons comparé le pourcentage du chiffre d 'affaires réalisé auprès 
des trois plus importants clients de l' entreprise selon la région de localisation de 
l'entreprise (Chaudière-Appalaches ou Québec). Pour ce faire , nous avons utilisé le test t 
d'égalité des moyennes. En assumant l'égalité des variances pour chacun des deux 
groupes (le test de Levene ne pennettant pas de rejeter Ho car p-value = 0,063 > 0,050), 
les résultats du test t rapportés au tableau 31 indiquent que les entreprises localisées dans 
la région de Chaudière-Appalaches réalisent un pourcentage plus élevé de leur chiiIre 
d 'aiIa ires (43,2 1 %) auprès de leurs trois plus importants clients que celui des entreprises 
localisées dans la région de Québec (38 ,40 %). 
8 Si le test d 'éga lité de variance de Levene s 'était avéré significatif, nous aurions opté pOlU' un test de comparaison de 
moyenne pour le cas des variances différentes tels que le test de Tamhane ou de DlUlllett. 
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Tableau 31 : Comparaison de moyennes des pourcentages du chiffre d'affaires 
provenant des trois plus importants clients selon la région de localisation (Test t 
pour échantillons indépendants) 
Région de localisation Québec Chaudière- t-test d'égalité des 
Appalaches moyennes a 
Nombre d'observations 77 81 
Moyennes 38,40 43,21 -1,734** 
Écarts types 19,24 22,65 
p-value pour le test d'égalité 0,063 
des variances de Levene 
.', n , et· .. indiquent que le test d'égalité de moyennes est significatif aux de seuils de 10 %, 5 % et 1 % respectivement 
Répartition géographique des achats et pourcentage des achats provenant des 
trois plus importants fournisseurs 
Pour la répaltition géographique des achats et la part des achats auprès des trois plus 
importants fournisseurs, nous avons conduit les mêmes analyses que pour le cas de la 
répalt ition géographique des ventes et le pourcentage des ventes réa lisé auprès des trois 
plus importants clients. 
Il se dégage que les entreprises de notre enquête réalisent 30,54 % de leurs ventes 
dans un rayon de 100 km de l'entreprise, 32,4 1 % ailleurs au Québec, 13,13 % ailleurs au 
Canada, 16,62 % aux États-Unis et 7,30 % ailleurs dans le monde (Tableau 32). 
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Tableau 32 : Répartition des entreprises selon les zones géographiques de réalisation 
de leurs achats 
Zones géographiques % Moyen a Écart type 
Dans un rayon de 100 km de l'entreprise 30,54 24,63 
Ailleurs au Québec 32,41 22,87 
Ailleurs au Canada 13,13 13,35 
Aux États-Unis 16,62 19,66 
Ailleurs dans le monde 7,30 14,72 
Total 100,0 
Chiffre des achats que représentent les trois plus importants fournisseurs 
Ensemble Intensité Intensité Haute 
des entreprises technologique technologique intensité faible moyenne technologique 
% Moyen 48,89 44,98 50,43 51 ,86 
Écart type 20,63 20,64 20,93 20,02 
a Les pourcentages moyens des différentes zones géographiques ont été arrondis pour arriver à 100 %. 
Ailleurs dans le _____ 
monde ____ 






Dans un rayon 




Figure 7 : Répartition des entreprises selon les zones géographiques de 
réalisation de leurs achats 
L'examen du pourcentage moyen des achats aupres des trois plus importants 
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foumisseurs montre que, pour l'ensemble des entreprises, ce pourcentage est de 48 ,89 % 
(partie inférieure du tableau 32). Lorsque l'on distingue le niveau d ' intensité 
technologique des secteurs d'activité industrielle où opèrent les entreprises, on constate 
que ce pourcentage est pratiquement le même pour les entreprises affichant un haut degré 
d 'intensité technologique et celles avec un degré d' intensité technologique moyen (5 1,86 
% % et 50,43 % respectivement) . Pour leur paIt, pour les entreprises avec un degré 
d ' intensité technologique fa ible, ce pourcentage s' élève à 44,98 %. Le test de 
comparaison des moyennes d'ANOVA ne s 'est pas avéré significatif au seuil de 5 % (p-
value = 0,182). Donc, nous n ' avons pas pu rejeter l'hypothèse nulle de l'égalité des 
moyennes des pourcentages des achats auprès des trois plus importants foumisseurs et 
attestons par le fait même qu ' il n ' existe pas de différences de llloyell1leS entre les 
groupes . 
Les résultats du test de Duncan dans une analyse Post Hoc rapportés au tableau 33 
confirment ce delmer résultat puisque les trois groupes d 'entreprises ne se distinguent pas 
les uns par rapport aux autres au chapitre du pourcentage des achats auprès des trois plus 
impOltants fommsseurs . 
Tableau 33 : Comparaison du pourcentage des achats auprès des trois plus 
importants fo ur nisseurs selon le degré d' intensité technologique de l'entreprise 
(Duncan Post Hoc Test) 
% des achats auprès des trois plus importants fournisseurs 
Sous-ensembles pour a = 0,05 
Degré d'intensité technologique N 1 
• Faible intensité technologique 58 44,98 
• Moyenne intensité technologique 49 50,43 
• Haute intensité technologique 51 51 ,86 
Signification a ,107 
p-value pour le test d'égalité des variances 0.887 
de Levene 
Note : Les chiffres dans les colonnes correspondent aux moyennes % des achats aupres des troiS plus Importants fournisseurs selon le degre 
d'intensité technologique. Lorsque la signification du test est supérieure au de seuil a = ,05, l'hypothèse nulle, soit l'égalité des moyennes des 
sous-ensembles, ne peut être rejetée. 
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De la même manière, nous avons aussi comparé le pourcentage des achats auprès des 
trois plus importants fournisseurs de l'entreprise selon la taille de l 'entreprise. Ainsi, 
puisque le test d ' ANOV A de comparaison de moyennes s'est avéré significatif au seuil 
de 1 % (p-value=0,002) , nous avons rejeté l 'hypothèse nulle de l ' égalité des moyennes et 
attestons par le fait même qu ' il existe des différences de moyennes entre les groupes. 
Pour classer ces groupes dans des sous-ensembles homogènes , nous avons ensuite utilisé 
le test de Duncan dans une analyse Post Hoc puisque le test d 'égalité des variances 
Levene entre les différents groupes de taille (moins de 20 employés, entre 20 et 50 
employés, de 51 à 100 employés, et plus de 1 00 employés) s'est avéré non significatif au 
seuil de 5 % (p-value = 0,308). Les résultats rapportés au tableau 34 indiquent que les 
entreprises de moins de 20 employés réalisent un pourcentage d ' achats auprès des trois 
plus importants foulllisseurs supérieur aux pourcentages réa lisés par les entreprises 
appartenant aux autres intervalles de taille. De plus, les résultats indiquent qu ' il n'y a pas 
de différences statistiquement significatives entre les entreprises de 20 employés et plus. 
Tableau 34 : Comparaison du pourcentage des achats auprès des trois plus 
importants fournisseurs selon la taille de l'entreprise (Dullcall Post Hoc Test) 
% des achats auprès des trois plus importants fournisseurs 
Sous-ensembles pour ex = 0,05 
Taille N 1 2 
• Entre 51 et 100 employés 24 41 ,25 
• Entre 20 et 50 employés 50 44,92 
• Plus de 100 employés 33 46,85 
• Moins de 20 employés 51 57,70 
Signification a ,264 1,000 
p-value pour le test d'égalité des variances 0,308 
de Levene 
Note : Les cluffres cIall> les colowles cOll'espondent anx llloyelllles % des achats aupres des troIs plus unpoI1ants foullllsseurs selon la 
taille des el1h·eprises. 
, Lorsque la SIgnifi cation du test est supén eure au seuil cle (J. = 0.05. l'hypothèse nulle. SOI! l' egalité des llloyelules des sous-
emembles. ne peut être reJetee. 
104 
Finalement, nous avons comparé le pourcentage des achats réalisés auprès des trois 
plus importants foumisseurs de l ' entreprise selon sa région de localisation (Chaudière-
Appalaches ou Québec). Les résultats du test t, rapp0l1és au tableau 35 , indiquent que les 
entreprises localisées dans la région de Chaudière-Appa laches réalisent un pourcentage 
plus élevé des achats (52,86 %) auprès de leurs trois plus importants foumisseurs que 
celui des entreprises localisées dans la région de Québec (44,71 %). 
Tableau 35 : Comparaison de moyennes des pourcentages des achats provenant des 
trois plus importants fournisseurs selon la région de locali~ation (Test t pour 
échantillons indépendants) 
Région de localisation Québec Chaudière- t-test d'égalité des 
Appalaches moyennes a 
Nombre d'observations 77 81 
Moyennes 44,71 52,86 -2,524'" 
Écarts types 20,01 20,55 
p-value pour le test d'égalité 0,896 
des variances de Levene 
. ' , .. , et ••• indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
4.2.2. Degré de nouveauté de l'innovation 
COlllme il a été abordé dans le chapitre dédié à la revue de littérahlre, l'illnovation 
peut être réalisée de manière radicale ou encore de manière incrémenta le. Les inllovations 
radicales impliquent une mphll'e et se définissent COlllme une innovation ayant un impact 
significatif sur les ac tivités économiques des entreprises (OCDE, 2005 , p. 68). Cet 
impact peut se ret1éter par des changements technologiques majeurs, ce qui implique 
souvent la modification des conditions d 'utilisation par les clients. Pour leur pa11, les 
inllovations incrémentales n ' influencent pas de façon majeure les améliorations 
techniques et ne requièrent aucun changement significatif dans le comportement 
d'utilisation par les clients. Elles sont habihlellement des innovations modestes qui font 
partie d 'un développement graduel et continu des entreprises. Donc, il y a lieu de 
présumer que le degré de nouveauté des illnovations de produits développées par les 
entreprises int1uerait sm les comportements des entreprises en matière de l' importance 
lOS 
accordée à différents facteurs de succès caractéristiques des projets de DNP et en matière 
de gestion du risque associé à ces projets. 
Dans notre enquête, le degré de nouveauté a été appréhendé de deux façons 
complémentaires. Premièrement, nous avons demandé aux répondants d'indiquer si leur 
entreprise a introduit, au cours des trois demières années , au moins un nouveau produit 
sur le marché après ses COnClllTents. La même question a été également posée pour 
l ' introduction sur le marché d'au moins un nouveau produit avant les concunents . 
Deuxièmement, nous avons demandé au répondant de qualifier, sur une échelle ordinale 
variant de 1 à 5 (1 = Faible1l1ent nouveau à 5 = Totalemellt nouveau), le degré de 
nouveauté du produit le plus innovant de l'entreprise. 
Les tableaux 36 à 41 rapportent les résultats des analyses concemant la première 
tàçon préconisée pour appréhender le degré de nouveauté des innovations de produits 
développées par les entreprises , alors que les tableaux 42 et 43 illustrent les résultats 
obtenus avec la deuxième façon. 
Ainsi, le tableau 36 cherche à établir une relation entre la région de localisation de 
l 'entreprise et le fait qu ' elle a introduit ou non sur le marché un nouveau produit après les 
concurrents. Le résultat du test de Chi-cané effectué à ce chapitre indique l' indépendance 
entre les deux variables (Chi-cané = 0,061) . 
Le tableau 37 rappOlte, quant à lui, les résultats du test d ' indépendance du Chi-carré 
entre la région de localisation de l'entreprise et le fait qu 'elle a introduit ou non sur le 
marché un nouveau produit avant les concurrents. Le test s 'est avéré significatif au seuil 
de 10 % (Chi-carré = 3,373), ce qui suggère l'existence d 'une relation entre la région de 
localisation et la variable binaire captant le fait que l'entreprise a introduit ou non sur le 
marché un nouveau produit avant les concunents. La propOltion des entreprises qui ont 
introduit sur le marché des nouveaux produits avant les concurrents montre clairement la 
prévalence de cette association entre les deux variables. En effet, on peut constater que la 
proportion des entreprises qui ont introduit sur le marché des nouveaux produits avant les 
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concunents s 'élève à 75,3 % pour la région de Québec, comparativement à 61,7 % pour 
la région de Chaudière-Appalaches. 
Tableau 36 : Innovation de produits après les concurrents selon la région de 
localisation (test de Chi-carré)T 
Innovantes en produits après les concurrents 
Oui Non Chi-carré 
Région Nombre % Nombre % 
• Québec 49 63,3 28 36,4 ,061 
• Chaudière-Appalaches 50 61 ,7 31 38,3 
t Le test du Chl-Œrré teste l'hypothése de l'égalité des proportions des entrepnses qUi ont Innové en prodUits apres les concurrents selon la région de 
localisation. 
" " , et ~ indiquent que le test de Chi-Œrré est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
Tableau 37 : Innovation de produits avant les concurrents selon la région de localisa tion 
(test de C hi-carré)t 
Innovantes en produit avant les concurrents 
Oui Non Chi-carré 
Région Nombre % Nombre % 
• Québec 58 75,3 19 24,7 3,373' 
• Chaudière-Appalaches 50 61 ,7 31 38,3 
t Le test du Chl-Œrré teste l'hypothèse de l'égalité des proportions des entreprises qUI ont Innové en prodUits avant les concurrents selon la région de 
localisation. 
" n , et .... indiquent que le test de Chi-carré est significa tif aux seuils de 10 %, 5 % et 1 % respectivement. 
Les tableaux 38 et 39 rapportent respectivement les résultats des tests 
d ' indépendance, entre le degré d ' intensité technologique du secteur où l 'entreprise opère 
et le fait qu 'elle a introduit ou non sur le marché un nouveau produit après ou avant les 
conCUlTents. Dans les deux cas, le test d ' indépendance du Chi-cané s'est avéré 
significatif au seuil de 10 % (Chi-carré = 5,174 et 5,126 respectivement) . Ce sont les 
entreprises opérant dans des secteurs à moyenne intensité technologique qui sont les plus 
nombreuses à introduire sur les marchés des innovations de produits après les concurrents 
(75,5 % comparativement à 58 ,6 % pour faible intensité technologique et 54,9 % pour 
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haute intensité technologique) . En revanche, ce sont les entreprises opérant dans des 
secteurs à haute intensité technologique qui sont les plus nombreuses à introduire sur les 
marchés des innovations de produits avant les concurrents (80,4 % comparativement à 
63 ,8 % pour faible intensité technologique et 61 ,2 % pour haute intensité technologique). 
Tableau 38 : Innovation de produits après les concurrents selon le degré d ' intensité 
technologique (test de Chi-carré) "l" 
Innovantes en produits après les concurrents 
Oui Non Chi-carré 
Degré d'intensité Nombre % Nombre % 
technologique 
5,174* 
• Faible intensité 34 58,6 24 41 ,4 
technologique 
• Moyenne intensité 37 75,5 12 24,5 
technologique 
• Haute intensité 28 54,9 23 45,1 
technologique 
t Le test du Chl-carré teste I"hypothése de I"égalité des proportions des entrepnses qUI ont Innové en prodUits apres les concurrents selon le degre 
d"intensité technologique. 
' . " . et ... indiquent que le test de Chi-carré est significatif aux seuils de 10 %. 5 % et 1 % respectivement. 
Tableau 39 : Innovation de prod~its avant les concurrents selon le degré d' in tensité 
technologique (test de Chi-carréf 
Innovantes en produit avant les concurrents 
Oui Non Chi-carré 
Degré d'intensité Nombre % Nombre % 
technologique 
5,126* 
• Faible intensité 37 63,8 21 36,2 
technologique 
• Moyenne intensité 30 61,2 19 38,8 
technologique 
• Haute intensité 41 80,4 19 19,6 
technologique 
t Le test du Chl-carré teste l'hypothese de I"égalité des proportions des entreprises qUI ont Innové en prodUits avant les concurrents selon le degre 
d"intensité technologique. 
' . " . et rtO indiquent que le test de Chi-carré est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Finalement, les tableaux 40 et 41 rappOltent les résultats des tests d ' indépendance, 
respectivement, entre la taille de l'entreprise et le fait qu 'elle a introduit ou non sur le 
marché un nouveau produit après ou avant les concunents . Il se dégage qu ' il existe une 
relation significative au seuil de 5 % (Chi-cané = 7,981) entre la taille de l'entreprise et la 
variable binaire captant le fait que l 'entreprise a introduit ou non sur le marché un 
nouveau produit après les concunents. Les entreprises de plus de 100 employés semblent 
celles qui introduisent le plus sur le marché des inllovations de produits après les 
concurrents (78,8 %). Par contre, les résultats du test de Chi-carré, rapportés au tableau 
38, ne pennettent pas de rejeter l 'hypothèse nulle de l 'indépendance entre ces deux 
variables (Chi-cané = 2,845). La taille de l'entreprise ne semble donc pas être associée au 
fait que l'entreprise introduit ou non sur le marché un nouveau produit avant les 
concurrents . 
Tableau 40 : Innovation de produits après les concurrents selon la taille (test de Chi-
carré)T 
Innovantes en produits après les concurrents 
Oui Non Chi-carré 
Taille des entreprises Nombre % Nombre % 
• Moins de 20 employés 27 52 ,9 24 47,1 7,981** 
• Entre 20 et 50 employés 34 68,0 16 32,0 
• Entre 51 et 100 employés 12 50,0 12 50,0 
• Plus de 100 employés 26 78,8 7 21 ,2 
t Le test du Chl-carré teste rhypothese de régalité des proportions des entreprises qUi ont Innove en prodUits apres les concurrents selon la taille. 
" " , et .~ indiquent que le test de Chi-carré est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Tableau 41 : Innovation de produits avant les concurrents selon la taille (tes t de Chi-
carré)t 
Innovantes en produits avant les concurrents 
Oui Non Chi-carré 
Taille des entreprises Nombre % Nombre % 
• Moins de 20 employés 34 66,7 17 33,3 2,845 
• Entre 20 et 50 employés 34 68,0 16 32,0 
• Entre 51 et 100 employés 14 58,3 10 41,7 
• Plus de 100 employés 26 78,8 7 21 ,2 
t Le test du Chi-carré teste l'hypothése de l'égalité des proportions des entreprises qUI ont Innové en prodUits avant les concurrents selon la taille. 
" " , et H' indiquent que le test de Chi-carré est significatif aux seuils de 10 %, 5 % et 1 % respectivement 
Les tableaux 42 et 43 rapportent les résultats des analyses concemant la deuxième 
façon préconisée pour mesurer le degré de nouveauté des innovations de produits, soit le 
recours à une échelle ordinale à 5 points pour qualifier le degré d ' innovation de 
FaiblelJlent nouveau à To talelJlent nOllveall . Le fait que la variable est mesurée par le 
moyen d 'une échelle ordinale impose sa transfolmation en rangs pour comparer les 
moyennes en regard des variables catégorielles d 'intérêt (Ouimet et al. , 2006; Field, 
2009) dans cette recherche, en l 'occunence la région de localisation, le degré d ' intensité 
technologique et la taille. Le logiciel permet d'effectuer directement la transfol1nation 
d'une variable en une variable composée des rangs des diftërentes observations. 
Le tableau 42 rappolte les résultats du test t d ' éga lité des moyennes des rangs de la 
variable degré de nouveauté de l ' innovation selon la région de localisation. En assumant 
l 'égalité des variances pour chacun des deux groupes (le test de Levene ne pel1nettant pas 
de rejeter Ho car p-value = 0,754 > 0,050), les résulta ts du test t rapportés au tableau 42 
indiquent que les moyennes des rangs de la variable degré cie nouveauté cie l ' innova tion 
ne clitTèrent pas de tàçon statistiquement significative entre les entreprises cie la région de 
Québec et celles cie la région de Chaudière-Appalaches (t = 0,226 avec uu p-value de 
0,822 > 0,05) , et cela même si la llloyelUle des rangs dans la région cie Québec est plus 
élevée que celle dans la région cie Chaudière-Appa laches (82,32 versus 78 ,72). 
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Le tableau 43 rapporte les comparaisons des moyennes des rangs de la variable qui 
renvoie au degré de nouveauté de l ' innovation selon le degré d'intensité technologique et 
selon la taille des entreprises. Les résultats du test de Duncan présentés à la partie 
supérieure du tableau 43 (43 (a») montrent qu'il y a deux sous-groupes homogènes de 
moyennes des rangs du degré de nouveauté de l 'innovation. Plus spécifiquement, le degré 
de nouveauté de l'innovation des entreprises opérant dans des secteurs à haute intensité 
technologique est plus élevé que celui des entreprises opérant dans des secteurs à faible 
intensité technologique. Par ailleurs, les résultats montrent qu ' il n'y pas des différences 
de moyennes statistiquement significatives au chapitre du degré de nouveauté de 
l ' innovation entre les entreprises dans les secteurs à haute intensité technologique et 
celles dans les secteurs à moyenne intensité technologique, ni entre ces demi ères et les 
entreprises à tàible intensité technologique. 
La partie inférieure du tableau 43 (43(b») illustre les comparaisons des moyennes des 
rangs de la variable degré de nouveauté de l ' innovation selon la taille des entreprises. Il 
s'y dégage qu ' il n'y a pas de différences statistiquement significatives en ce qui a trait au 
degré de nouveauté de l ' innovation de produits entre les différentes tranches de taille . 
Tableau 42 : Comparaison de moyennes des rangs du degré de nouveauté de 
l'innovation de produits selon la région de localisation (Test t pour échantillons 
indépendants) 
Région de localisation Québec Chaudière- t-test d'égal ité des moyennes r 
Appalaches 
Nombre d'observations 77 81 
Moyennes 80,32 78,72 0,226 
Écarts types 44,35 44,53 
p-value pour le test d'égalité 0,754 
des variances de Levene 
NOTE ' Nos avons effectué le test de comparaison de moyennes sur les rangs puisque la variable qui renvoie au degré de nouveauté est 
mesurée sur une échelle ordinale. 
t ' , " , et ... indiquent que le test d'égalité de moyennes est sigmficatif aux seuils de 10 %, 5 % et t % respectivement. 
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Tableau 43 : Comparaison du degré de nouveauté de l'innovation selon le degré 
d'intensité technologique et la taille (tests de Duncan sur les rangs) 
43 (a) : Degré de nouveauté de l'innovation selon le degré d'intensité technologique 
Sous-ensembles pour a = 0,05 
Degré d'intensité technologique N 1 2 
• Faible intensité technologique 58 68,09 
• Moyenne intensité technologique 49 80,28 80,28 
• Haute intensité technologique 51 91 ,72 
Signification t ,153 ,180 
p-value pour le test d'égalité des 0,607 
variances de Levene 
43 (b) : degré de nouveauté de l'innovation selon la taille de l'entreprise 
Sous-ensembles pour a = 0,05 
Taille des entreprises N 1 
• Entre 20 et 50 employés 50 68,54 
• Plus de 100 employés 33 83,94 
• Entre 51 et 100 employés 24 84,21 
• Moins de 20 employés 51 85,16 
Signification t ,149 
p-value pour le test d'égalité des 0,833 
variances de Levene 
NOTE : Nos avons effectue les tests de comparaison de moyennes sur les rangs pUisque la vanable qUI renvoie au degre de nouveaute est 
mesurée sur une échelle ordinale. 
t Lorsque la signification du test est supérieure au de seuil a~ ,05, l'hypothése nulle, soit l'égalité des moyennes des sous-ensembles, ne peut être 
rejetée. 
4.2.3. Synthèse des analyses relatives au portrait des entreprises 
Le portrait que nous venons d' établir des entreprises qui ont pmticipé à notre enquête 
dresse la table pour les prochaines analyses que nous conduirons, tant au niveau de 
l ' impOItance accordée par les entreprises à différents déterminants susceptibles de 
conditionner le succès ou l' échec de leurs projets de DNP, qu 'au niveau de l' impact des 
différents types de risque sur ces projets de DNP. Également, plusieurs des variables qui 
ont fait l ' objet des ana lyses effectuées dans ce pOItrait constitueront des variables de 
contrôle dans le modèle explicatif de l 'échec des projets de DNP que nous envisageons 
d 'es timer en guise de demi ère analyse dans ce chapitre. 
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Le portrait a penllis de dégager que les entreprises de notre échantillon sont assez 
petites, ce qui n'est pas une surprise puisque, selon Statistique Canada, «près des trois 
quarts des entreprises du QlIébec emploient moins de cinq personnes, et plus de 98 % des 
entreprises de la province comptent li/oins de 100 employés- la limite maximale souvent 
utilisée pour définir la p etite et moyenne entreprise.»9 Pour le cas spécifique des 
entreprises de notre enquête, 63 ,9 % des entreprises ont de 5 à 50 employés, cette 
prop0l1ion atteignant 79,1 % si l'on considère les entreprises qui ont 100 employés et 
moins (Tableau 22). 
Étant des PME, ces entreprises opèrent dans un contexte désavantageux par rapport aux 
grandes entreprises qui ont plus de facilité à acquérir des nouvelles technologies, peuvent 
consacrer plus de ressources aux activités de recherche-développement, peuvent réaliser 
des économies d 'échelle, jouissent d 'un plus grand pouvoir de négociation avec les 
foumisseurs, et sont mieux nanties pour absorber les coüts reliés aux échecs de leurs 
projets de développement de nouveaux produits. Dans cet ordre d ' idées, Bougrain and 
Haudeville (2002 : 746) ont insisté sur le fait que les petites entreprises, contraintes par la 
rareté des ressources, sont constamment en mode rattrapage pour ce qui est de 
l ' acquisition des nouvelles technologies: «SMEs are increasillgzy dep elldent 011 extemal 
sources of tecJmical activity because the process which generates new technologies is 
becoming more complex .» Pour sa part, Freel (1999 : 711) soutient que: «the cost of 
research and deve/opm eJ/t and subsequeJ/t commercialisation activities are oftell such 
that finJ/s [S"TIw/I finns} are 1l11ab/e to fillan ce innovation through illternalzv generated 
sources, such as retained profit.». Finalement, dans une éhlde très récente, LhuillelY and 
Pfister (2009) ont montré que les grandes entreprises réussissent mieux que les PME à 
réduire le risque relié aux projets d ' innovation qu 'elles initient en coopération avec 
d 'autres entreprises . 
9 Statistique Canada (2002) Variations cie remploi 1983-1999 Cité par Pierre Emmanuel Paradis (2003) , FCE! Disponible à • 
htto:ivNI'Wcfib-fcel CJ!cflb-documentsiOc Primer 04 r pdf (Consulté le 29 avn1 2010) 
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Les résultats relatifs au degré d ' intensité teclmologique des secteurs d 'activité où 
opèrent les entreprises confilment les attentes à l'effet que les entreprises des secteurs à 
vocation scientifique, tels que ceux de la production de produit informatiques et 
électroniques, et de la fabrication de machines, sont plus concentrées dans les secteurs à 
moyenne et haute intensité technologique que les entreprises des secteurs industriels plus 
traditionnels, tels que ceux de la première transfOlmation des métaux et de la fabrication 
des vêtements, qui se retrouvent SUltout dans la catégorie des secteurs à faible intensité 
technologique. Un parallèle peut être fait , à ce chapitre, avec les efforts déployés par les 
entreprises au chapitre de la R&D puisque la classification des secteurs d'activité 
industrielle en secteurs à faible , moyenne et haute intensité technologique est basée sur la 
méthodologie de Legler et Frietsch (2007) qui distingue les entreprises selon le 
pourcentage du chiffi:e d 'affaires qu 'elles dédient aux activités de R&D. Le pOltrait 
dressé dans la présente étude montre que les entreprises app31tenant aux secteurs à 
vocation scientifique déploient un plus grand effort en R&D que les autres entreprises. 
Ces résultats corroborent ceux de plusieurs autres éhldes dont celles de Cuneo et 
Mairesse (1984), et Griliches et Mau·esse (1984). Ces deux éhldes ont fait appel à cette 
distinction pour tenir compte de l 'hétérogénéité de leur échantillon très réduit : 
«Silice ,he 1ll1lliber offirll/s is tao slI/all ta work with separate i17dllstries, we 
have dealt with the heterogeneity problell/ bv dividing ol/r sali/pie il/ta two 
groups: scielltific firll/s (firll/s il/ the chell/ical, drllg, cOli/pI/ter, electronic, 
al/d il/strlfll/e17t il/dl/stries) and at/1er firll/s .» (Griliches et Mau·esse, 1984 
: 341). 
Les résultats de ces deux études qui ont pOlté , respectivement, sur des échantillons 
d 'entreprises françaises et américaines , ont montré que celles appaltenant aux secteurs à 
vocation scientifique déploient un plus grand effort en R&D que les autres entreprises. 
Plus spécifiquement, Cuneo et Mairesse (1984) rapp0l1ent que le ratio moyen des 
dépenses de R&D, par rapp0l1 à la valeur ajoutée des fumes opérant dans les secteurs à 
vocation scientifique, s 'élève à 10,7 %, comparativement à 4 % dans les autres secteurs. 
Pour leur part, Griliches et Mau·esse (1984) rappOltent que les dépenses moyennes de 
R&D des firmes opérant dans les secteurs à vocation scientifique représentent S % de la 
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valeur de leurs ventes totales, alors que ces dépenses ne représentent que 2,2 % de la 
valeur de ventes des fumes des autres secteurs. 
À la lumière des résultats concernant l'imp0I1ance des ventes et des achats que les 
entreprises de l' enquête effectuent dans un rayon de 100 km du lieu d 'où elles opèrent et 
ailleurs au Québec, on peut conclure qu ' il existe des liens commerciaux privilégiés entre 
les entreprises sondées et leur milieu régional et provincial. En effet, plus de 60 % des 
ventes et près de 63 % des achats se réalisent dans un rayon de 100 km de l'entreprise ou 
ailleurs au Québec. Ceci suggère également que les réseaux commerciaux des entreprises 
sont essentiellement à caractère régional plutôt que national et international. Il existe 
donc tme grande marge d ' amélioration des capacités des entreprises en matière de ventes 
dans d 'autres provinces canadiennes et sur des marchés d ' exportation. 
Les résultats dégagés dans le p0I1rait montrent également l'impOItance que revêtent 
les trois plus importants clients dans les ventes ou, encore, les trois plus importants 
fournisseurs dans les achats. En effet, environ 41 % des ventes et 49 % des achats sont 
réalisés auprès des trois plus importants clients et des trois plus importants foumisseurs, 
respectivement. Cette dépendance à l'endroit d 'un nombre restreint de clients et de 
fournisseurs est de nature à créer une certaine vulnérabilité pour les entreprises. Le 
pouvoir de négociation des trois clients les plus inlportants est élevé lorsqu ' ils 
représentent une propOItion élevée des ventes . S'ils représentent un débouché 
incontoumable ou difficilement substituable pour l ' entreprise vendeuse, le client est en 
position de force et peut imposer des conditions conullerciales très contraignantes à 
l'entreprise vendeuse. De la même manière , l'importance que représentent les trois plus 
impOItants fournisseurs dans les achats des entreprises de notre éhlde les place également 
en situation de vulnérabilité. Des fournisseurs peu nombreux et impoltants peuvent 
imposer leurs conditions conullerciales aux entreprises concernées des deux régions à 
l ' étude. De plus, les résultats du pOltrait montrent que les entreprises opérant dans des 
secteurs à haute intensité teclmologique sont davantage dépendantes vis-à-vis des trois 
plus impOItants fournisseurs que les autres entreprises (S 1,86 % comparativement à 48 ,89 
% pour l 'ensemble des entreprises) . Ceci s 'expliquerait, entre autres, par le fait que pour 
ces entreprises, la qualité et la valeur de leurs produits dépendent grandement des 
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technologies vendues par leurs principaux foumisseurs , qui jouissent ainsi d'une position 
de force puisqu'il est coüteux pour une entreprise cliente de se tourner vers un autre 
foumisseur pour effectuer ses achats. 
Finalement, les analyses effechlées dans cette section ont pennis de documenter le 
degré de nouveauté des nouveaux produits développés par les entreprises de notre 
enquête. Il se dégage, entre autres , que la proportion des entreprises qui ont introduit sur 
le marché des nouveaux produits avant les concunents est plus élevée pour la région de 
Québec (75 ,3 %) que pour la région de Chaudière-Appalaches (61,7 %) (Tableau 37). 
Ces résultats peuvent être croisés avec ceux relatifs au degré d ' intensité teclmologique 
des entreprises qui indiquent que la proportion des entreprises opérant dans des secteurs à 
moyenne et haute intensité technologique est plus élevée dans la région de Québec que 
dans celle de Chaudière-Appalaches (70,2 % versus 56,8 %). Inversement, la proportion 
des entreprises opérant dans des secteurs à faible intensité technologique est plus élevée 
dans la région de Chaudière-Appalaches que dans la région de Québec (43,2 % versus 
29,9 %) (Tableau 21). Les analyses confirment également que le degré de nouveauté de 
l'innovation de produits développée par l 'entreprise varie selon le niveau d ' intensité 
technologique du secteur d 'activité industrielle où elle opère (Tableau 43). En revanche, 
le degré de nouveauté ne semble pas varier selon la taille des entreprises. Toutefois, il 
impOlte de rappler que les entreprises de notre enquête sont des PME avec une grande 
concentration d'entreprises de petite taille (79,1 % emploient 100 employés et moins) . 
./..3. Les [acteurs de succès gél1éraux de l'ellfreprise 
Jusqu'à maintenant, nous avons décrit le profil des répondants de notre éhlde. Nous 
avons conduit des analyses selon la région de localisation de l' entreprise, sa taille 
appréhendée tant par le nombre d 'employés que par le niveau du chiffre d 'affaires réalisé, 
la répartition géographique de ses ventes et de ses achats , les parts que représentent les 
principaux clients et les principaux foumisseurs dans ses ventes et ses achats, et le degré 
de nouveauté des produits qu ' elle déve loppe. 
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Dans cette section, il sera question de l' importance accordée par les entreprises à 
différents déterminants de succès généraux qui renvoient à des stratégies et des pratiques 
courantes que les entreprises réalisent dans la gestion quotidienne de leurs activités. Pour 
ce faire , une analyse factorielle exploratoire sera effechlée pour dégager des 
regroupements de tàcteurs. Par la suite, des analyses statistiques bivariées seront nuses à 
profit pour comparer les indices constmits à paltir des regroupements de ces facteurs 
selon la région de localisation de l 'entreprise, sa taille, son degré d'intensité 
technologique et le degré de nouveauté des nouveaux produits qu 'elle développe. 
4.3.1. Analyse factorielle exploratoire des facteurs de succès généraux de l'entreprise 
Les facteurs de succès généraux de l 'entreprise ont été mesurés dans notre éhlde par 
13 questions. lesquelles concernent les facteurs reliés aux marchés et produits (5 
questions), les factems reliés aux ressources humaines ( 4 questions), et autres facteurs (4 
questions). Ains i, les répondants à l 'enquête ont été invités à qualifier sur une échelle 
ordinale d ' impoltance variant de l (Degré d'iII/portance très faible) à 5 (Degré 
d 'ill/portance très élevé) la contribution de ces 13 facteurs dans le succès de l'entreprise. 
Il est donc intéressant d ' éhldier l'agglomération de ces différents facteurs et de faire 
ressortir leurs différents regroupements. L'ana lyse tàctorielle en composantes principales 
est tout indiquée pour faire ce type d ' investigation. En effet, l 'analyse factorielle est une 
tecwuque pour comprendre la stmchire d 'tille série d'items et permet donc de faire 
ressortir, s' il y a lieu, les différentes dimensions d 'un phénomène (Field, 2009). 
Rappelons que l'AFE poursuit trois objectifs (Stafford et Bodson, 2007 : 58) : 1) l 'étude 
des interrelations entre /11/ grand nOll/bre de variables (nous avons 13 variables qui 
renvoient aux facteurs de succès généraux de l 'entreprise); 2) le regroupelllent de ces 
variables dalls des grollpes restreints appelés factellrs (dans notre questionnaire , nous 
avons regroupé de façon ad hoc les 13 tàctems de succès en 3 grandes catégories : 
marchés et produits, ressources humaines et autres facteurs) ; l 'AFE va pelmettre de 
contionter ces regroupements ad hoc aux regroupements issus des réponses des 
entreprises: 3) l 'é /ablissell/ent d 'lIlIe hiérarchie entre ces regroupemellts basée sur la 
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valeur explicative de chacun d'eux. Cette hiérarchisation est essentielle pour identifier les 
facteurs de succès auxquels les entreprises accordent le plus d'importance, et ainsi 
pouvoir fonnuler des recommandations en vue d 'une meilleure gestion des projets de 
DNP. 
Une des étapes préalables à l'analyse iàctorielle consiste en la vérification des 
cOlTélations entre les différentes variables. Ces cOlTélations doivent exister sans toutefois 
être trop élevées (Field, 2009: 647). Plus spécifiquement, aucune variable ne doit 
afficher un coefficient de corrélation supérieur à 0,80 avec toutes les autres variables, et 
aucune variable ne doit afficher un coefficient de cOlTélation inférieure à 0,30 avec toutes 
les autres variables. 
L 'observation de notre matrice de cOlTélation1o (allllexe 5) a révélé que la variable qui 
renvoie au développement de produits persollllalisés pour les clients (Question 2.1.5) 
n 'est corrélée de façon significative avec aucune des 12 autres variables. Donc, cet item a 
été retiré pour la suite des analyses. 
Une autre étape importante à effectuer, avant de procéder à l'AFE, est de vérifier 
l ' adéquation des données pour s'assurer que la taille de l'échantillon est suffisante pour le 
nombre de variables testées. Pour ce faire , le test de Kaiser-Meyer-Olkin (KMO) 
d 'adéquation des données a été utilisé . Les résultats de ce test, rappOltés au tableau 44, 
révèlent un KMO de 0,68 , ce qui est considéré comme acceptable, le seuil minimum 
étant, tel que recommandé par Kaiser (1974) , de 0,50. Cette valeur de KMO nous indique 
qu ' il est possible de poursuivre l 'AFE sans retirer d 'autres items (Field, 2009). 
Il est aussi de rigueur dans une AFE d'effechler le test de sphéricité de Baltlett dont 
l'hypothèse nulle stipule que la matrice de cOlTélation originale est une matrice d ' identité. 
Pour poursuivre l'analyse factorielle , ce test doit être significatif « 0,05) . Dans notre 
étude, le test de Bartlett est significatif à un seuil de 1 % (Test de Bmtlett = 327,69 ; p-
va lue = 0,000). 
10 ~ous avons utilisé le coefficient cie conélation cie Speanllan parce que toutes les variables soulmesurées sur une 
échelle ordinale d'illlpOI1anCe à 5 points. 
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Enfin, il est recommandé d'observer les communautés (coTllJlnmalities) des variables 
retenues dans l'AFE. La communauté d'une variable indique la propOliion de variance 
COlllinune qu'elle partage avec les autres variables. C'est l' ampleur de cette variance 
commune qu 'une variable donnée a avec d'autres qui va affecter, au moment de 
l 'extraction des facteurs, dans quel facteur cette variable va se retrouver (Field, 2009 : 
661). Dans notre étude, l'analyse des communautés présentées à la deuxième colonne du 
tableau 44 nous a amené à retirer un autre item avant l'extraction des facteurs . Il s 'agit de 
l'item qui renvoie à <<l 'introductioll des nouvelles technologies de l 'illformation et de la 
C01ll11l1l11icatiorl». La communauté rattachée à cet item s' élevait à 0,418 alors qu ' il est 
généralement recOlllinandé de conserver seulement les items qui affichent des 
communautés égales ou supérieures à 0,50 (Stafford and Bodson, 2007; Field, 2009). 
Donc, finalement, 11 variables ont été retenues pour procéder à l 'extraction des 
composantes regroupant les Il variables relatives aux facteurs de succès généraux de 
l 'entreprise. 
La rotation orthogonale de type Varimax utilisée pour extraire les factems nous révèle 
l ' organisation des items en quatre facteurs pour lesquels les va lems propres (Eigenvalues) 
sont supérieures à 1, soit 2,86; 1,65 ; 1,24; et 1,15 respectivement (Tableau 44). 
L 'observation du graphique Seree plot (Figure 8) confirme le nombre de facteurs obtenus. 
En effet, on dénote que le point d ' inflexion de la courbe survient après le quatrième 
facteur. La variance totale expliquée par les onze énoncés des quatre facteurs est de 62,62 
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Figure 8 : Gr aphique Seree plot de l' extrac tion des fa cteurs des énoncés relatifs aux 
conditions de succès généraux de l'entreprise 
L ' étude de ces quatre tàcteurs nous a pelmis d ' attribuer des noms significatifs à 
chacun d ' eux. Le tableau 44 présente l'organisation et les regroupements thématiques des 
facteurs révélés par l ' AFE. Pour notre étude, ces quatre facteurs représentent des 
regroupements de facteurs de succès généraux de l 'entreprise. 
Ainsi, un prelluer facteur a été nommé « ressources humaines » et comprend les 
quatre items suivants: 1) encourager les travailleurs expérimentés Ir transmettre lellrs 
connaissances al/X nOlivemlX travailleurs et aux moins expérimentés ; 2) offr;r de la 
Jonl/alion Ir l'exlériellr de l 'unité commerciale, dans le but de 1I/aintenir les c01l/p étences 
actuelles des lravaillellrs ; 3) recrute1l/ent de travailleurs .sp écialisés; et 4) l/sage de 
prill/es financières pOlir attirer 011 retenir les emp loyés. Cette composante de facteurs de 
succès est celle qui contribue le plus à la valeur de la variance totale expliquée du 
phénomène à l'étude, soit 25 ,97 % sur 62,62 %. 
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Le deuxième facteur a été nommé « adéquation clients et produits ». Il inclut les trois 
items suivants: 1) sati.sfactioll des clients existants; 2) établisselllent de lIIarchés-
créneaux ou spécialisés; et 3) contrôle de la qualité des produits. Le pourcentage de 
variance expliquée attribuable à ce facteur est de l3 ,99 % sur une variance expliquée 
totale de 62,62 %. 
Le troisième facteur a été nommé « proximité géographique ». Il inclut deux items qui 
renvoient respectivement à la proximité géographique avec les clients et les foumis seurs, 
et à la proximité géographique avec les instihltions du savoir (universités , centres de 
recherche, .. ). Le pourcentage de variance expliquée atttibuable à ce facteur est de 10,75 
% sur une variance expliquée totale de 62,62 %. 
Finalement, le quatrième facteur que nous avons nommé «développement de 
marchés» regroupe deux items qui renvoient respectivement au développement de 
marchés d'exportation et au développement du marché national. Ce facteur contribue à 
raison de 9,83 % dans la variance expliquée totale de notre phénomène à l' éhlde. 
Nous avons ensuite effectué des tests de consistance inteme sur chacun des quatre 
facteurs identifiés dans l 'AFE. L'analyse de consistance inteme (reliabilifl' aJwlvsis) 
représente le degré auquel les items d 'un facteur reflètent le construit qu ' ils mesurent. 
Dans notre éhlde, nous avons utilisé l 'Alpha de Cronbach pour mesurer la consista nce 
inteme des tàcteurs répelioriés . Les analyses effechlées à ce chapitre et rapportées dans la 
demière colonne du tableau 45 révèlent respectivement, pour les quatre facteurs, des 
coefficients de consistance inteme de 0,740, 0,511 , 0,733 et 0,6 11. Ahire and Devaray 
(2001) recommandent un seuil minimum de 0,50 pour les constmits émergents et 0,70 
pour les constmits déjà éprouvés dans d 'autres recherches. Donc, les coefficients obtenus 
dans notre éhlde pour les quatre composantes de facteurs de succès généraux de 
l 'entreprise sont très acceptables et témoignent d'une bonne consistance interne cie ces 
construits. 
EnfIn, les indices de ces quatre construits ont été calculés. par la SOHune des réponses 
cie chaque répondant à chacun cles énoncés les constihlant. Ces SOllUlles peuvent va rier de 
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4 à 20 pour le construit « ressources humaines », de 3 à 15 pour le constmits «adéquation 
clients et produits», de 2 à 10 pour les constmits « proximité géographique » et 
«développement de marchés». À ce chapitre, mentionnons qu'il aurait été possible de 
générer automatiquement, avec le logiciel SPSS, des variables qui constihlent, pour 
chacun des facteurs, une combinaison linéaire des items qui le composent. Cependant, les 
valeurs obtenues pour les variables avec cette procédure contiendront des va leurs 
positives et des valeurs négatives, ce qui est plus difficile à interpréter intuitivement 
lorsqu ' il est question de comparer les moyennes pour les différents indices. À ce chapitre, 
Thol11hill et White (2007 : 556) mentionnent que «the use of the S1III' of itellls "did Ilot 
give qlfalitative~y differellt resultsfrolll elllploy illgfactor scores .» 
L'importance accordée par les répondants aux différents facteurs de succès fOl111ant 
les indices qui renvoient aux quatre constmits est présentée au tableau 45. Il se dégage 
que les facteurs de succès auxquels les entreprises accordent le plus d'impOltance 
(importance élevée ou très élevée) sont, dans l 'ordre décroissant, la satisfaction des 
clients existants (96,9 % - importance élevée ou très élevée) , le contrôle de la qualité des 
produits (84,2 %), l 'établissement de marchés-créneaux ou spécialisés (77,2 %), et 
l'encouragement des travailleurs expérimentés à transmettre leurs connaissances aux 
nouveaux trava illeurs et aux moins expérimentés (72 ,1 %). À l'autre extrême, les facteurs 
auxquels les entreprises accordent le moins d ' importance (importance tàible ou très 
faible) sont la proximité géographique avec les institutions du savoir (53 ,8 % - tàible ou 
très faible importance), l'usage de primes financières pour attirer ou retenir les employés 
(45 ,6 %), et la proximité géographique avec les clients et les fournisseurs (36,1 %). 
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Tableau 44 : Résultats de l'analyse factorielle des facteurs de succès généraux de 
l' en tl'ep l'ise 
Facteurs 
Communautés 1 2 3 4 
• Satisfaction des cl ients existants 0,578 ,031 ,759 ,018 -,017 
• Établissement de marchés-créneaux ou 0,574 
-,055 ,646 ,064 ,222 
spécialisés 
• Développement de marchés d'exportation 0,637 ,046 ,234 -,109 ,753 
• Développement du marché national 0,630 ,005 -,068 ,035 ,790 
• Encourager les travailleurs expérimentés à 0,520 
transmettre leurs connaissances aux nouveaux ,542 ,433 ,198 -,007 
travailleurs et aux moins expérimentés 
• Offri r de la formation à l'extérieur de l'unité 0,612 
commerciale, dans le but de maintenir les ,666 -,117 ,338 ,202 
compétences actuelles des travailleurs 
• Recrutement de travailleurs spécialisés 0,651 ,791 ,127 ,071 -,058 
• L'usage de primes financléres pour attirer ou 0,719 
,844 ,080 ,017 -,001 
retenir les employés 
• La proximité géographique avec les clients et 0,747 
,126 ,123 ,833 -,147 les fournisseurs 
• La proximité géographique avec les institutions 0,771 
,154 -,033 ,861 ,063 du savoir (universités, centres de recherche,) 
• Le contrôle de la qualité des produits 0,551 ,287 ,683 -,041 -,036 
Valeur propre (Eigenvalue) 2,86 1,65 1,24 1,15 
Variance expllCjuée par facteur 25,97 14,99 11 ,24 10,42 
(a) Variance totale expliquée par l'extraction des ~uatre facteurs .62,62 %; KMO = 068; Test de Bartlett = 327,69 (p-value=O.OO) 
(b) Méthode d'extraction Composantesprincipales 
(c) Méthode de rotation . Varimax 
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Tableau .. 5 : Statistiques desuiptives des composantes de facteu rs de succès généraux de l'ent"ep"ise 
Echelle de mesure (En % des répondants) 
Trés faible Faible Moyenne Elevée Trés élevée Total Médiane Ude (1) (2) (3) (4) (5) (Mode) Chronbach 
Ressources humaines 
Encourager les travailleurs expérimentés à transmettre leurs 5,1 4,4 18,4 27,8 44,3 100,0 4 
connaissances aux nouveaux travailleurs et au x moins (5) 
expérimentés 
Offrir de la formation à l'extérieur de l'unité commerciale, dans 11,4 10,8 31 ,0 31 ,6 15,2 100,0 3 le but de maintenir les compétences actuelles des travailleurs (4) 
Recrutement de travailleurs spécialisés 11,4 13,9 25,9 33,6 15,2 100,0 3 (4) 
L'usage de primes financiéres pour attirer ou retenir les 25,3 20,3 25,3 22,8 6,3 100,0 3 employés (1 ) 
Total -Indice ressources humaines Moyenne 13,21 Ecart type 3,59 074 
Adéquation clients & produits 0,6 0,6 1,9 17,7 79,2 100,0 5 Satisfaction des d ients existants (5) 
Établ issement de marchés-créneaux ou spécial isés 3,2 3,2 16,4 43,0 34,2 100,0 4 (4) 
Le contrôle de la qualrté des produits 1,9 2,5 11,4 15,8 68,4 100,0 5 (5) 
Total- Indice clients & produits Moyenne 13,22 ËcarttVOO 1,80 0,51 
Proximité géographique 13,9 22,2 28,4 24,7 10,8 100,0 13,9 La proximité géographique avec les clients et les fournisseurs 
La proximité géographique avec les institutions du savoir 25,3 28,5 27,2 12,7 6,3 100,0 25,3 (un iversités, centres de recherche, .. ) 
Total - Indice proximité ÇlooÇlraphique Moyenne 5,42 Ecart tvoe 2,09 0,73 
Développement des marchés 15,8 15,2 24,1 25,3 19,6 100,0 15,8 Développement de marchés d'exportation 
Développement du marché national 10,1 10,8 22,8 28,5 27,8 100,0 10,1 
Total -Indice développement des marchés Moyenne 6,71 Ecart tvoe 2,09 
--- --~-
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4.3.2. Analyses bival'iées 
Pour compléter l'analyse des facteurs de succès généraux de l'entreprise, nous avons 
procédé à des analyses bivariées pour comparer les indices constmits suite à l ' AFE au 
regard de la région de localisation de l'entreprise, sa taille, son degré d'intensité 
technologique, et le degré de nouveauté des nouveaux produits qu'elle développe. 
Ainsi, dans llll premier temps, nous avons comparé les quatre indices relatifs aux 
facteurs de succès généraux de l 'entreprise selon sa région de localisation (Chaudière-
Appalaches ou Québec). Les résultats des tests t d'égalité des moyelllles rappOltés au 
tableau 46 n'indiquent aucune différence de moyennes statistiquement significative pour 
les quatre indices au regard de la région de localisation de l 'entreprise. 
Dans un deuxième temps, nous avons aussi comparé les quatre indices relatifs aux 
facteurs de succès généraux de l'entreprise au regard de la taille de l 'entreprise. Les 
résultats des tests d ' ANOV A et des analyses Post Hoc utilisant le test de Duncan illustrés 
au tableau 47 ne montrent: des différences de moyelllles statistiquement significatives 
selon les intelvalles de taille que pour l'indice des ressources humaines. Pour cet indice 
(Tableau 47 (a)) , il se dégage que les entreprises de 51 à 100 employés et celles de plus 
de 100 employés accordent une plus grande importance aux facteurs de succès reliés aux 
ressources humaines que les entreprises employant moins de 20 employés. 
Dans la troisième série de tests, nous avons comparé les quatre indices des facteurs de 
succès généraux selon le degré d'intensité technologique du secteur d 'activité industrielle 
où elle opère. Les résultats de ces comparaisons rapportés au tableau 48 n 'ont révélé 
aucune différence de moyennes statistiquement significative, et cela pour les quatre 
indices. 
La quatrième série de tests a pOlté sur la comparaison des moyelllles des quatre 
indices selon que l 'entreprise a introduit ou non sur le marché au moins un produit 
nouveau avant ses concunents. Les résultats des tests t d'égalité des moyennes effectués 
à ce chapitre et rapportés au tableau 49 indiquent qu ' il y a des diftërences de moyennes 
statistiquement significatives pour trois des quatre indices : ressources humaines, 
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adéquation clients et produits , et développement des marchés. Dans les trois cas, les 
entreprises qui ont introduit sur le marché au moins un produit nouveau avant leurs 
concurrents semblent accorder, en moyenne, une plus grande importance aux facteurs de 
succès composant les indices (13 ,50 versus 12,62 pour l ' indice des ressources humaines, 
13,43 versus 12,76 pour l'indice adéquation clients et produits, et 6,94 versus 6,20 pour 
l ' indice de développement des marchés). 
De la même manière, nous avons comparé les quatre indices des facteurs de succès 
généraux de l 'entreprise selon que l 'entreprise a introduit ou non sur le marché au moins 
un produit nouveau après ses concurrents. Les résultats de ces comparaisons présentés au 
tableau 50 n 'ont révélé aucune différence de moyennes statistiquement significative et 
cela pour les quatre indices. 
Finalement, nous avons effectué des tests de cOITélations bivariées entre les quatre 
indices et le degré de nouveauté des innovations de produits mesuré au moyen d'une 
échelle ordinale à 5 points pour qualifier le degré d' innovation de Fa;blelllel1t nOllvemt à 
Totalelllent nouveau . Pour chaque paire de variables, l'hypothèse nulle (Ho) testée est 
l'absence de conélation, versus l 'hypothèse altemative (H,) stipulant l 'existence d'une 
conélation significative. La matrice des conélations illustrant les résultats de ces tests fait 
l'objet du tableau 51. Il s 'y dégage qu ' il y a une con-élation statistiquement significative 
entre le degré de nouveauté et deux des quatre indices considérés dans cette analyse, en 
l 'occurrence l' indice adéquation clients et produits (corrélation significative avec le degré 
de nouveauté de 0,232), et l ' indice développement des marchés (corrélation significative 
avec le degré de nouveauté de 0,261). Pour leur part, les corrélations entre le degré de 
nouveauté d'un côté, et les indices des ressources humaines et de proximité géographique 
d 'un autre côté, se sont avérées non significatives (0,145 et -0,056 respectivement) . 
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Tableau ... 6 : Comparaison des indices relatifs aux facteurs de succès génér·aux de l'entreprise selon la r·égion de localisation 
(Test t pour échantillons indépendants) 
46 (a) Indice ressources humaines 46 (b) Indice adéquation clients & produits 
Région de localisation Québec Chaudière- t-test d'égalité des Région de localisation Québec Chaudière- t-test d'égalité des 
Appalaches moyennes t Appalaches moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
Moyennes 13,30 13,14 0,263 Moyennes 13,35 13,10 0,880 
Écarts types 3,44 3,74 Écarts types 1,64 1,93 
p-value pour le test o ,715 p-value pour le test 
d'égalité des variances de d'égalité des variances de ,143 
Levene Levene 
46 (c) Indice proximité géographique 46 (d) Indice développement des marchés 
Région de localisation Québec Chaudière- t-test d'égalité des Région de localisation Québec Chaudière- t-test d'égalité des 
Appalaches moyennes t Appalaches moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
~oyennes 5,37 5,50 -0.504 ~oyennes 6,67 6,74 - 0,196 
Ecarts types 2,02 2,17 Ecarts types 2,00 2,19 
p-value pour le test 0,247 p-value pour le test 0,317 
d'égalité des variances de d'égalité des variances de 
Levene Levene 
. - --
, et ••• indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Tableau 47 : Comparaison des indices relatifs aux facteurs de succès généraux de l'entreprise selon la taille de l'entreprise 
(test de Duncan) 
47 (a) Indice ressources humaines 47 (b) Indice adéquation clients & produits 
Sous-ensembles pour CL = 0,05 t Sous-ensembles pour CL = 0,05 
Taille de l'entreprise N 1 2 Taille de l'entreprise N 1 
• Moins de 20 employés 51 11 ,94 • Moins de 20 employés 51 13,11 
• Entre 20 et 50 employés 50 13,20 13,20 • Entre 20 et 50 employés 50 13,12 
• Entre 51 et 100 employés 24 13,92 • Plus de 100 employés 33 13,18 
• Plus de 100 employés 33 14,73 • Entre 51 et 100 employés 24 13,71 
Signification ,127 ,080 Siqnification ,211 
47 (c) Indice proximité géographique 47 (d) Indice développement des marchés 
Sous-ensembles pour n = 0,05 Sous-ensembles pour CL = 0,05 
Taille de l'entreprise N 1 Taille de l'entreprise N 1 
• Entre 51 et 100 employés 24 5,16 • Entre 51 et 100 employés 24 6,16 
• Entre 20 et 50 employés 50 5,24 • Entre 20 et 50 employés 50 6,62 
• Moins de 20 employés 51 5,43 • Moins de 20 employés 51 6,74 
• Plu s de 100 employés 33 5,87 • Plus de 100 employés 33 7,18 
Siqnification ,195 Signification ,061 
Note : Les chiffres dans les colonnes correspondent aux moyennes de l'indice selon les intervalles de ta ille . Lorsque la signification du test est supérieure au seuil CL = ,05, l'hypothèse nulle, soit l'égalité des moyennes 
des sous-ensembles, ne peut être rejetée. 
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Tableau -'8 : Companlison des indices relatifs a ux facteurs de succès généra ux de l'entreprise se lon le degré d'intens ité 
technologique (test de Duncan) 
48 (a) Indice ressources humaines 48 (b) Indice adéquation clients & produits 
Sous-ensembles pour Cl = 0,05 r Sous-ensembles pour CI. = 0,05 
Degré d'intens ité technologique N 1 Degré d'intensité technologique N 1 
• Faible intensité technologique 58 12,93 • Faible intensité technologique 58 13,00 
• Moyenne intensité technologique 49 13,28 • Haute intensité technologique 51 13,27 
• Haute intensité technolog ique 51 13,49 • Moyenne intensité technologique 49 13,42 
Signification ,459 Signification ,254 
48 (c) Indice proximité géographique 48 (d) Indice développement des marchés 
Sous-ensembles pour CI. = 0,05 Sous-ensembles pour 0. = 0,05 
Degré d'intensité technologique N 1 DeClré d'i ntensité technoloClique N 1 
• Faible intensité technologique 58 5,24 • Faible in tensité technolog ique 58 6,41 
• Moyenne intensité technologique 49 5,49 • Haute intensité technologique 51 6.76 
• Haute in tensité technologique 51 5,56 • Moyenne intensité technologique 49 7,00 
Signi fication ,458 Significalion ,179 
1 
~ : Les chiffres dans les colonnes correspondent aux moyennes de l'indice selon les intervalles de taille. Lorsque la signification du test est supérieure au seuil Ct = ,05, l'hypothèse nulle, soit l'égalité des moyennes 
des sous-ensembles, ne peut être rejetée. 
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Tableau -t9 : CompanlÎson des indices relatifs aux facteurs de succès généraux de l'entrepr ise selon que l'entreprise a introduit 
ou non sur le marché un nouveau produ it avant les concurrents (Test t pour échanti llons indépen dants) 
Est-ce que votre entreprise a introduit AU MOINS UN produit nouveau ou significativement amélioré sur votre marché avant vos concurrents pendant les trois années? (Oui / Non) 
49 (a) Indice ressources humaines 49 (b) Indice adéquation clients & produits 
Avant les concurrents Ou i Non t-test d'égalité Avant les concurrents Oui Non t-test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 51 1,438' Nombre d'observations 108 50 2,223" 
Moyennes 13,50 12,62 Moyennes 13,43 12,76 
Écarts types 3,62 3,48 Écarts types 1,58 2,13 
p-value pour le test p-value pour le test 
d'égalité des variances de d'égalité des variances de 1 
Levene 0,734 Levene 0,057 
49 (c) Indice proximité géographique 49 (d) Indice développement des marchés 
Avant les concurrents Ou i Non t-test d'égalité Avant les concurrents Oui Non 1-1est d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 50 0,915 Nombre d'observations 108 50 2,104" 
Moyennes 5,52 5,20 Moyennes 6,94 6,20 
Écarts types 2,08 2,10 Écarts types 2,02 2,16 
p-value pour le test p-value pour le test 
d'égalité des variances de d'égalité des variances de 
Levene 0,919 Levene 0,312 
. ~ .. 
, et ••• indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Tahleau 50 : Comparaison des indices relatifs aux facteurs de succès généraux de l' entreprise selon que l'entreprise a introduit 
ou non sur le ma.'ché un nouveau produit ap.'ès les concurrents (Test t pour échantillons indépendants) 
Est-ce oue votre entreorise a introduit AU MOINS UN produit nouveau ou significativement amélioré qui était déjà disponible sur votre marché chez vos concurrents? (OJi / Non) 
50 (a) Indice ressources humaines 50 (b) Indice adéquation clients & produits 
Après les concurrents Oui Non t,test d'égalité Après les concurrents Oui Non t,test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 -,088 Nombre d'observations 99 55 ,371 
Moyennes 13,20 13,25 Moyennes 13,26 13,15 
Écarts types 3,64 3,52 Écarts types 1,63 2,05 
p-value pour le test p-value pour le test 
d'égalité des variances de d'égalité des variances de 
Levene 0,559 Levene 0,513 
50 (c) Indice proximité géographique 50 (d) Indice développement des marchés 
Après les concurrents Oui Non Hest d'égalité Après les concurrents Oui Non Hest d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 -1 ,020 Nombre d'observations 99 55 1,186 
Moyennes 5,29 5,64 Moyennes 6,90 6,38 
Écarts types 2,03 2,18 Écarts types 2,10 2,05 
p-value pour le test p-value pour le test 
d'égalité des variances de d'égalité des variances de 
Levene ,975 Levene ,967 
. ~ ~ ~ 
, et ••• indiquent que le test d'égalité de moyennes est significatif aux seuils de 10%, 5 % et 1 % respectivement. 
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Tableau 51 : Corrélations entre les indices relatifs aux facteurs de succès généraux 
de l'entreprise et le degré de nouveauté de l' innovation (Coefficient de corrélation 
de Spearman) 
Degré de Indice Indice adéquation Indice proximité Indice 
nouveauté ressources clients et géographique développement 
humaines produits des marchés 
Degré de 1 ,145 ,232'* -,056 ,261" 
nouveauté ' 
Indice ressources 1 ,31 1" ,345" ,041 
humaines 
Indice adéquation 1 ,065 ,199' 
cl ients et produits 





.. , NOTE : Nous avons utilise le coefficient de correlation de Spearman, car dans ce tableau, une des vanables (Degre de nouveaute) 
est mesurée sur une échelle ordinale à 5 points variant de 1 = Produit faiblement nouveau à 5 = Produit totalement nouveau. 
t ' , .. , et 'H indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
4,3.3. Synthèse et discussion 
Dans cette section, nous avons ana lysé de façon empirique les facteurs de succès 
généraux de l 'entreprise susceptibles d' influer sur ses projets de développement de 
nouveaux produits. L 'ana lyse factorielle exploratoire que nous avons conduite a fait 
ressortir quatre regroupements de facteurs de succès: les fac teurs relatifs aux ressources 
humaines, les facteurs relatifs aux clients et produits, ceux qui renvoient à la proximité 
géographique des entreprises de leurs clients , de leurs fournisseurs et des institutions de 
recherche, et ceux qui concernent le développement des marchés (national et 
d 'expOltation). 
L' ana lyse factorie lle exploratoire a également montré que la composante regroupant 
les facteurs de succès relatifs aux ressources humaines est celle qui s' est avérée la plus 
importante pour expliquer l ' impOltance accordée par les entreprises aux différents 
fac teurs de succès généraux considérés dans cette étude. En revanche, la composante 
«développement des marchés» s'est révélée être celle qui contribue le moins à la variance 
expliquée tota le du phénomène à l' étude. Ces résulta ts ne sont pas étrangers à ce qui a été 
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trouvé dans des recherches antérieures. En effet, Kmglianskas and Thamhain (2000) ont 
montré, dans leur étude comparative de plusieurs projets teclul010giques (oriented-
teclulOlogy projects) aux États-Unis et au Brésil, que l'encouragement et la motivation du 
persollllel, et l 'usage des incitatifs pour améliorer leur perf0l111allce font paltie des 
facteurs critiques de succès de ces projets. Wycoff (2003) a insisté, quant à lui, sur 
l ' impOltance de la formation des travailleurs comme condition de succès des projets. Les 
éléments relevés par ces auteurs sont en grande paltie captés par les éléments constitutifs 
de l ' indice des ressources humaines considéré dans notre étude. 
Lorsque considérés individuellement, les deux facteurs de succès généraux qui se sont 
avérés les plus importants pour les entreprises sont la satisfaction des clients existants et 
le contrôle de la qualité des produits. Ce résultat n 'est pas étranger à celui obtenu par Yap 
et Souder (1994) dans leur étude pOltant sur les facteurs de succès dans les projets de 
DNP initiés par les petites entreprises dans le secteur de l 'électronique aux États-Unis. 
Au moyen d'une éhlde qualitative par entrevue, ils ont, entre autres, trouvé que les 
facteurs reliés aux marchés et aux produits , notamment la sélection de niches et la 
rencontre des attentes des consommateurs, sont dételminants dans le succès ou l 'échec de 
ces projets . 
Les analyses bivariées qui ont été réalisées pour comparer les quatre indices de 
facteurs de succès généraux au regard de plusieurs caractéristiques des entreprises ont, 
pour l 'essentiel, montré que: 
• La région de localisation de l 'entreprise ne pelmet pas de discriminer entre les 
entreprises de notre éhlde pour ce qui est de l' importance qu 'elles accordent aux 
regroupements des tàcteurs de succès ref1étés par les quatre indices. Ce résultat 
n 'est pas surprenant puisque les deux régions sont limitrophes et présentent 
plusieurs similarités, tel qu ' il a été illustré dans le portrait dressé précédemment 
dans cette éhlde; 
• Les entreprises de 51 employés et plus accordent une plus grande importance aux 
facteurs de succès reliés aux ressources humaines que les entreprises employant 
moins de 20 employés. Ce résultat suggère que les entreprises qui emploient llll 
grand nombre d 'employés seraient plus enclines que les entreprises qui comptent 
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un très petit nombre d'employés à être proactives en matière de gestion de leur 
personnel (tJ:ansfelt des cOlmaissances des travailleurs expérimentés aux 
nouveaux travailleurs et aux moins expérimentés, recrutement du persOlmel 
qualifié, formation du perso1lllel, etc.) ; 
• Les entreprises qui ont introduit sur le marché des produits nouveaux avant leurs 
concurrents semblent accorder une plus grande importance aux facteurs de succès 
reliés aux ressources humaines, aux clients et produits, et au développement des 
marchés . Ceci suggère que les entreprises, qui développent des produits 
caractérisés par un degré élevé de nouveauté , accordent plus d'importance aux 
facteurs de succès conditio1lllant le développement de ces nouveaux produits que 
celles qui sont en retard sur leurs concurrents au chapitre de l ' introduction sur le 
marché de nouveaux produits . Ce dernier résultat est cOlToboré en grande pmtie 
par l'analyse des corrélations entre le degré de nouveauté des inllovations de 
produits mesuré au moyen d 'une échelle ordinale à 5 points (J = Fa;ble ll/ellt 
nOllveall à 5 = Totalell/ellt lIol/veal/) et les indices regroupant les facteurs de 
succès généraux de l' entreprise. Cette analyse a montré l 'existence d 'une 
cOlTélation significative entre le degré de nouveauté et les indices adéquation 
clients et produits, et développement des marchés. 
-1.-1. Les [acteurs de succès spécifiques au.Y projets de DNP 
Dans cette section, il sera question cles facteurs cie succès spécifiques aux projets cie 
DNP. Les analyses qui y seront concluites suivront la même logique que celles réalisées 
clans la section précédente consacrée aux facteurs cie succès plus généraux cie l 'entreprise. 
Il importe cie mentiOlmer que pour éviter les répétitions , nous nous sommes concentré 
clans cette section sur la présentation cles résultats cles ana lyses et moins sur la 
justification cles choix des tests préconisés, puisque ce sont les mêmes tests qui ont été 
utilisés et dans le même ordre d ' OCCUlTence que dans la section précédente. 
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4.4.1. Analyse factorielle exploratoire des facteurs de succès aux projets de DNP 
Les facteurs de succès spécifiques aux projets de DNP ont été mesurés dans notre 
étude par 30 questions, lesquelles ont été regroupées dans les 9 mbriques suivantes: i) les 
facteurs reliés à la qualité du processus de DNP (6 facteurs); ii) les facteurs reliés à la 
présence au sein de l'entreprise d'tille stratégie bien définie de DNP (3 factems) ; iii) les 
facteurs reliés aux ressources Inunaines et monétaires engagées dans les DNP (3 factems) ; 
iv) les dépenses engagées en R&D Cl facteur) ; v) les facteurs reliés à la qualité de l 'équipe 
de projet de DNP (4 factems); vi) les facteurs reliés à l'engagement du management de 
l'entreplise à l'endroit des projets de DNP (3 facteurs); vii) les facteurs relatifs au climat et 
soutien organisationnels au sein de l'entreprise (4 facteurs) ; viii) les facteurs relatifs à 
l 'équipe de projet de DNP (3 facteurs) ; LX) les facteurs reliés à l' imputabilité de la haute 
direction (3 facteurs) . Le degré d ' impOItance de ces facteurs a été mesuré au moyen d 'une 
échelle ordinale d ' importance à 5 niveaux variant de 1= Degré d 'importance très faible à 
5= Degré d 'iII/portance très élevé. 
Pour faire ressortir les différents regroupements de facteurs de succès spécifiques aux 
projets de DNP, nous avons procédé à une analyse factorielle exploratoire (AFE) par 
analyse en composantes principales. 
L' inspection de la matrice des cOlTélations entre les différentes variables n 'a révélé 
aucune variable très peu ou excessivement corrélée avec toutes les autres variables « 
0,30 ou > 0,80). Donc, sur la base de ce critère, nous n 'avons retiré aucun item pour la 
suite de notre analyse. 
Enfin, la vérification des cOllllIlllllautés (COllllllllIlClhries) des variables nous a amené à 
retirer un autre item avant l'extraction des facteurs qui affichait une communauté de 
0,446, donc inférieure au seuil recolllmandé de 0,50 (Stafford and Bodson, 2007; Field, 
2009). Il s'git de l ' item qui renvoie à l'énoncé «les elllplovés ont accès à des ressources 
(lI/onétaires 011 en terllles de tell/ps) pOlir avancer des idées innovatrices susceptibles de 
se transfonl/er en des projets concrets de DNP». Donc , au final , 29 variables ont été 
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retenues pour procéder à l' extraction des composantes regroupant les variables relatives 
aux facteurs de succès spécifiques aux projets de DNP. 
La rotation orthogonale de type Varimax utilisée pour extraire les facteurs nous révèle 
l' organisation des items en cinq facteurs. Cependant, la vérification de la matrice des 
composantes après rotation montre que les saturations de plusieurs variables sont 
relativement dispersées . Les variances de ces variables sont donc dispersées . Cela 
suggère que ces variables appartiennent à plus d 'un facteur. Il est d 'usage, dans un tel 
cas, d 'éliminer les items qui affichent une saturation inférieure à 0,50 dans chacun des 
fac teurs (Field, 2009). Sur la base de ce critère, nous avons retiré 6 items: i) la 
fm";!iarité de l 'entreprise avec le projet et la synergie qu 'elle pourrait créer entre lui et 
ses alftres projets ; ii) la disponibilité de la technologie et de l 'expertise nécessaires pour 
accomp lir les différe1lts volets techniq1les d1l projet ; iii) l 'identification ail préalable des 
livrables atte1ldlls Ir chaqlle phase du processus de DNP ; iv) les différe1lts melllbres de 
l 'éqllip e de proj et i1lteragissent et c01ll1ll1trliquent très bien ensemble slIr une base 
réglllière ; v) l 'éqllipe de gestion est prête à consentir à toutes les ressollrces nécessaires 
p Olir augll/ellter les chances de succès des projets de DNP ; et vi) la présence d 'lin chef 
de projet bien ident~fié et ill/plltable pour les réslfltats obtenlfs. 
Une deuxième rotation Varimax a été effectuée avec les 23 items maintenus. 
L ' adéquation des données pour l'AFE finale a été vérifiée par le test de Kaiser-Meyer-
Olkin (KNfO) et ce lui de sphéricité de Bartlett. Les résultats du test de KlvfO , rapp0l1és 
au ta bleau 52, révèlent un KNI0 de 0,90, ce qui est considéré comIlle excellent. De plus, 
le test de Bartlett s ' est avéré significatif au seuil de 1 % (Test de Bartlett = 3248 1,45 ; p-
value = 0,000) . Ces va leurs des tests de KMO et de Ba11lett nous indiquent qu ' il est 
poss ible de poursuivre l' AFE sans retirer d'autres items (Field, 2009). Cette deuxième 
rota tion a permis de dégager cinq composantes pour lesquelles les valeurs propres 
(Eigellva lues) sont supérieures à 1, soit 10,92; 1,84; 1,39; 1,1 2 et 1,05 respectivement 
(Tableau 52). La variance totale expliquée par les 23 énoncés des cinq composantes est 
cie 68 ,06 %, ce qui est acceptable pour cles études en sciences sociales (Field, 2009). 
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L'étude de ces cinq tàcteurs nous a pelmis d'attribuer des noms significatifs à chacun 
d 'eux. Le tableau 52 présente l'organisation et les regroupements thématiques des 
facteurs révélés par l'AFE. Pour notre étude, ces cinq facteurs représentent des 
regroupements de facteurs de succès spécifiques aux projets de DNP. 
Ainsi, un premier facteur a été nommé « cadrage du projet de DNP». Il inclut les 5 
items suivants : 1) définition claire des objectifs visés préalablement à la phase du 
développement du projet; 2) évaluation préalable des différents aspects reliés au marché 
cible du nouveau produit (besoins des clients; taille du marché ; niveau de compétition, .. ); 
3) l 'entreprise a des attentes clairement établies vis-à-vis les projets de DNP qu 'elle 
réalise (en termes de ventes; de profit; etc .. ); 4) les objectifs visés par les projets de DNP 
sont clairement communiqués à tout le personnel impliqué dans ces projets; et 5) les 
projets de DNP sont initiés dans la poursuite des objectifs à long tenne de l 'entreprise. 
Ces cinq items proviennent des deux mbriques du questionnaire que nous avons 
nommées respectivement qualité du processus de DNP (2 items) et présel/ce 011 sein de 
l 'entreprise d 'une stratégie bien défil/ie de DNP (3 items). Cette composante de facteurs 
de succès est celle qui contribue le plus à la valeur de la variance expliquée totale du 
phénomène à l 'étude, soit 45,50 % sur 68,06 %. 
Le deuxième facteur a été nommé « climat et soutien organisationnels ». Il est 
composé de 6 items : 1) les décisiol/s prises à l'extérieur de l 'équipe de projet et affectal/! 
le projet sont intégrées rapidemel/t et efficacement par l 'équipe de projet; 2) l 'équipe de 
gestiol/ de l 'elltreprise est très favorable aux projets de DNP; 3) l 'équipe de gestiol/ est 
directement illlpliquée dans les décisiol/s concernal/t la pourslfite ou l 'abal/dol/ des 
projets de DNP; 4) les idées il/I/ovatrices de tous les employés SOI/t prises el/ 
CO l/sidératioll dans les décisiolls d 'illitier des projets de DNP; 5) le persol/Ilel techllique 
(i l/gél/ielfrs; techniciens) est el/couragé à cOI/sacrer l/I/e partie de son temps de travail 
aux projets de DNP el/ cours dans l 'entreprise; et 6) l 'échal/ge d 'idées el/tre les employés 
S1/I" des projets de DNP potentiels est fortemel/t encouragé. Ces items appaltiennent à 
trois mbriques de notre questionnaire, à savoir le climat et la culture organisationnels au 
sein de l'entreprise (3 items), l'engagement du management de l ' entreprise à l'endroit des 
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projets de DNP (2 items), et la qualité de l ' équipe de projet de DNP (l item). Le 
pourcentage de variance expliquée attribuable à cette composante est de 7,67 % sur une 
variance expliquée totale de 68,06 %. 
Le troisième tàcteur a été nommé « ressources monétaires et humaines ». Il reprend 
les quatre items de la 11lbrique du questionnaire du même nom - 1) disponibilité des 
ressources humaines et monétaires nécessaires aux projets de DNP initiés ; 2) allocation 
de ressources à des activités de formation spécifiques au DNP; 3) sélection judicieuse des 
personnes affectées aux projets de DNP; 4) dépenses dédiées aux activités de R&D ; 5) 
ainsi qu 'llll cinquième item, j7exibi/ité du processus de DNP, faisant partie initialement de 
la 11lbrique du questionnaire nommée "qualité du processus de DNP" . Le pourcentage de 
variance expliquée attribuable à ce facteur est de 5,81 % sur une variance expliquée totale 
de 68,06 %. 
Le quatrième facteur que nous avons nommé «chef et équipe du projet» regroupe 
quatre items qui proviellllent de la 11lbrique du questionnaire, relatifs à l 'équipe de projet: 
1) le chef de projet est dédié à un seul projet; 2) le chef de projet consacre l'essentiel de 
son temps au projet de DNP dont il est responsable; 3) le chef de projet est responsable 
du projet du début jusqu 'à la fin; 4) chaque projet de développement de nouveau produit 
a sa propre équipe de projet. Ce facteur contribue à raison de 4,86 % dans la variance 
expliquée totale de notre phénomène à l 'éhlde. 
Finalement, le cinquième facteur que nous avons nommé «stratégie d ' évaluation de la 
performance» regroupe trois items: 1) le succès des projets d ' innovation fait partie des 
critères d ' évaluation de la perfonnance de la haute direction ; 2) la présence au sein de 
l ' entreprise d 'un système d 'évaluation des performances des DNP (% ventes 
supplémentaires dues à l ' innovation; taux succès/échec; .. ) ; et 3) la présence d ' incitatifs 
monétaires pour la haute direction selon la performance des projets de DNP enh·epris. 
Ces trois items proviennent de la 11lbrique du questionnaire nOlllmée "imputabilité de la 
haute direction" . Ce facteur contribue à raison de 4,68 % dans la variance expliquée totale 
de notre phénomène à l ' éhlcle . 
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Nous avons ensuite effectué des tests de consistance intellle sur chacun des cmq 
facteurs identifiés dans l ' AFE. Les analyses effectuées à ce chapitre au moyen de l'Alpha 
de Cronbach et rappOltées dans la delllière colOllle du tableau 53 révèlent 
respectivement, pour les cinq facteurs, des coefficients de consistance inteme de 0,877, 
0,878, 0,852, 0,763 et 0,746. Tel que mentionné dans la section précédente, Ahire and 
Devaray (2001) recommandent lm seuil minimum de 0,50 pour les constmits émergents 
et 0,70 pour les constmits déjà éprouvés dans d 'autres recherches . Donc, les coefficients 
obtenus dans notre étude pour les cinq composantes de facteurs de succès spécifiques aux 
projets de DNP sont très acceptables et témoignent d'une très bOille consistance intellle 
de ces conshuits. 
Enfin, les indices de ces cinq construits ont été calculés par la somme des réponses de 
chaque répondant à chacun des énoncés les constituant. Ces sommes peuvent varier de 5 
à 25 pour le construit « cadrage du projet de DNP», de 6 à 30 pour le constmit « climat et 
soutien organisationnels », de 4 à 20 pour les constmits « ressources monétaires et 
humaines» et « chef et équipe de projet », et enfin de 3 à 15 pour le constmit « stratégie 
d 'évaluation de la perfol1nance ». L'importance accordée par les répondants aux 
différents facteurs de succès formant les indices qui renvoient aux cinq construits est 
présentée au tableau 53 . 
Globalement, il se dégage que les facteurs de succès spécifiques aux projets de DNP 
auxquels les entreprises accordent le plus d ' importance (importance élevée ou très 
élevée) se retrouvent essentiellement dans les deux composantes cadrnge du projet de 
DNP et c!;mat et sOlltien orga11isatio11nels, alors que les facteurs auxquels les entreprises 
accordent le moins d ' importance (impOltance faible ou très faible) sont plus concentrés 
dans les deux composantes stratégie d'évalllation de la p el/OrillanCe et ellef el ~(j1lipe de 
projet. 
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Tableau 52 : Résultats de l'analyse factorielle des facteurs de succès spécifiques aux 
projets de DNP 
1 Facteurs 
1. Définition claire des objectifs visés préalablement a la phase 0,618 ,594 ,398 ,307 ,043 
du développement du projet 
2. Evaluation préalable des différents aspects reliés au marché 0,622 ,643 ,288 ,219 ,114 
dble du nouveau produit (besoins des clients; taille du marché: 
niveau de compétition ... ) 
3. Flexibilité du processus de DNP 0,537 ,200 ,260 ,576 ,273 
4. L'entreprise a des attentes clairement établies vis-a-vis les 0,748 ,730 ,024 ,276 ,189 
projets de DNP qu'elle réalise (en termes de ventes: de profit, 
etc) 
5. Les objectifs visés par les projets de DNP sont clairement 0,743 ,692 ,195 ,309 ,174 
communiqUéS a tout le personnel impliqué dans ces projets 
6. Les projets de DNP sont initiés dans la poursuite des objectifs 0,738 ,800 ,222 ,151 ,157 
a long terme de l'entreprise 
7. Disponibilité des ressources humaines et monétaires 0,627 ,456 ,176 ,607 ,119 
nécessaires aux projets de DNP initiés 
8. Allocation de ressources a des activités de formation 0,738 ,273 ,265 ,732 ,053 
spécifiques au DNP 
9. Sélection judideuse des personnes affectées aux projets de 0,607 ,307 ,361 ,545 ,211 
DNP (selon leur expérience: le temps qu'elles peuvent dégager 
pour ces nouveaux projets: etc.) 
10. Dépenses dédiées aux activités de R&D 0,712 ,227 ,266 ,723 ,062 
11 . Le chef de projet est dédié a un seul projet 0,762 ,224 -,126 ,293 ,776 
12. Le chef de projet consacre l'essentiel de son temps au 0,666 ,086 ,039 ,493 ,535 
proiet de DNP dont il est responsable 
13, Les décisions prises a l'extérieur de l'équipe de projet et 0,679 ,315 ,516 ,358 ,406 
affectant le projet sont intégrées rapidement et efficacement 
par l'équipe de projet 
14, L'équipe de gestion de l'entreprise est trés favorable aux 0,620 ,474 ,536 ,314 -,025 
projets de DNP 
15. L'équipe de gestion est directement impliquée dans les 0,659 ,557 ,570 ,028 ,144 
dédsions concernant la poursuite ou l'abandon des projets de 
DNP 
16, Les idées innovatrices de tous les employés sont prises en 0,593 ,137 ,676 ,181 -,025 
considération dans les dédsions d'initier des projets de DNP 
17. Le personnel technique (ingénieurs: technidens) est 0,726 ,212 ,759 ,259 ,126 
encouragé a consacrer une partie de son temps de travail aux 
projets de DNP en cours dans l'entreprise 
18. L'échange d'idées entre les employés sur des projets de 0,771 ,245 ,788 ,246 ,084 
DNP potentiels est fortement encouragé 
19, Le chef de projet est responsable du projet du début 0,738 ,225 ,506 ,171 ,601 
jus.<JU' à la fin 
20. Chaque projet de développement de nouveau produit a sa 0,664 ,033 ,214 -,028 ,692 
propre équipe de projet 
21 Le succès des projets d'innovation fai t partie des critéres 0,635 ,184 ,304 ,275 ,028 
d'évaluation de la performance de la haute direction 
22, La présence au sein de l'entreprise d'un système 0,781 ,256 ,193 ,321 ,266 
d'évaluation des performances des DNP (% ventes 
supplémentaires dues a l'innovation: taux succès/échec: ) 
23. La présence d'indtatifs monétaires pour la haute direction 0,623 ,079 ,094 -,041 ,294 
selon la performance des projets de DNP entrepris 
Valeur propre (Eigenvalue) 10,920 1,84 1 1,394 1,124 


























(a) Variance totale expliquée par l'extraction des quatre facteurs 68,06 %; KMO = 0,90; Test de Bart/ett = 32481,45 (p-value = 000) 
(b) Méthode d'extraction . Composantes principales avec rotation varimax 
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Tableau 53 : Statistiques descl"iptives des composantes de facte Ul"s de succès spécifiques a ux projets de DNP 
Échelle de mesure (En % des répondants) 
Très faible Faible Moyenne Élevèe Très èlevèe Total Médiane a de (1) (2) (3) (4) (5) (Mode) Chronbach 
: Cadrage du projet de DNP 4 
• Définition claire des objectifs visés préalablement à la phase du 4,4 8,9 12.7 34,8 39,2 100,0 (5) 
développement du projet 
• Évaluation préalable des différents aspects reliés au marché cible du 4 
nouveau produit (besoins des clients ; taille du marché; niveau de 1,9 8,2 14,6 40,5 34 ,8 100,0 (4) 
compétition , .. ) 
• L'entreprise a des attentes clairement établies vis-à-vis les projets de 7,0 12,0 14,6 39,2 27 ,2 100,0 4 DNP qu'elle réalise (en termes de ventes; de profi~ etc,,) (4) 
• Les objectifs visés par les projets de DNP sont clairement 9,5 8,2 18,4 43,6 20,3 100,0 4 
communiqués à tous le personnel impliqué dans ces projets (4) 
• Les projets de DNP sont iniMs dans la poursuite des objectifs il long 5,7 5,1 15,2 44,3 29,7 100,0 4 terme de l'entreprise (4) 
Total- Indice cadraqe du proiet de DNP Moyenne 13,21 Ecart type 3,59 0,877 
Climat et soutien organisationnels 4 
• Les décisions prises à l'extérieur de l'équipe de projet et affectant le 7,0 5,1 20,3 44,8 22,8 100,0 (4) projet sont intégrées rapidement et efficacement par l'équipe de projet 
• L'équipe de gestion de l'entreprise est très favorable aux projets de 3,8 1,9 13,3 32,9 48,1 100,0 4 DNP (5) 
• L'équipe de gestion est directement impliquée dans les décisions 5,1 1,3 12,7 34,8 46,1 100,0 4 
concemant la poursuite ou l'abandon des projets de DNP (5) 
• Les idées innovatrices de tous les employés sont prises en 5,1 10,8 13,3 34,8 36,0 100,0 4 
considération dans les décisions d'initier des projets de DNP (5) 
• Le personnel technique (ingénieurs; techniciens) est encouragé à 4 
consacrer une partie de son temps de travai l aux projets de DNP en 6,3 7,6 12,0 52,6 21 ,5 100,0 (4) 
cours dans l'entreprise 
• L'échange d'idées entre les employés sur des projets de DNP 6,3 7,6 15,8 40,6 29,7 100,0 4 potentiels est fortement encouraQé (4) 
Total- Ind ice des dèterminants orqanisationnels Moyenne 13,22 Ecart type 1,80 0,878 
Ressources monétaires et humaines 
4 
• Disponibilité des ressources humaines et monétaires nécessaires aux 7,0 4,4 24,7 40,5 23,4 100,0 (4) projets de DNP initiés 
• Allocation de ressources à des activités de formation spécifiques au 4.4 9,5 30,4 35,4 20,3 100,0 4 DNP (4) 
. Sélection judicieuse des personnes affectées aux projets de DNP 4 (selon leur expérience; le temps qu'elles peuvent dégager pour ces 5,7 5,1 22,2 39,2 27,8 100,0 (4) nouveaux oroiets; et~ __ 
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-- -- - -- - -- -·ï - . . r- -- - - --- - - r - _. -- -- - ------ -- ------ -.------,--- ------ -- - --- --- -
Dépenses dédiées aux activitès de R&D 8,9 7,6 29,7 38,6 15,2 100,0 4 
1 
• (4) 
FI exibilité du processus de DNP 2,5 3,8 25,3 37,4 31,0 100,0 4 • (4) 
Total -Indice ressources monétaires et humaines Moyenne 5,42 Ecart type 2,09 0,852 
Chef et équipe de projet 2 
• Le chef de projet est dédié à un seul projet 23,4 31 ,7 30,4 10,1 4,4 100,0 (2) 
• Le chef de projet oonsacre l'essentiel de son temps au projet de 19,0 18.4 37,2 14,6 10,8 100,0 3 DNP dont il est responsable (3) 
Le chef de projet est responsable du projet du début jusqu'a la fin 8,9 1,9 17,1 33,S 38,6 100,0 4 • (5) 
• Chaque projet de développement de nouveau produit a sa propre 22 ,8 15,8 20,3 27,2 13,9 100,0 3 équipe de proiet (4) 
Totale - Indice chef et équipe de projet Moyenne 6,71 Ecart type 2,09 0,763 
Stratégie d'évaluation de la performance 3 
• Le succès des projets d'innovation fait partie des critères 19,0 14,6 19,6 27,2 19,6 100,0 (4) 
d'évaluation de la performance de la haute direction 
• La présence au sein de l'entreprise d'un système d'évaluation des 3 performances des DNP (% ventes supplémentaires dues a 20,9 16,5 20,9 29,7 12,0 100,0 (4) l'innovation; taux succès/échec; .. ) 
• La présence d'incitatifs monétaires pour la haute direction selon la 31 ,6 13,9 20,9 24,1 9,5 100,0 3 ~erformance des projets de DNP entrepris (1) 
Totale - Indice stratéqie d'évaluation de la performance Moyenne 6,71 Ecart type 2,09 0,746 
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4.4.2. Analyses bivariées 
De la même manière que pour les facteurs de succès généraux de l'entreprise, nous 
avons procédé, pour le cas des facteurs de succès spécifiques aux projets de DNP, à des 
analyses bivariées pour comparer les cinq indices construits suite à l 'AFE au regard de la 
région de localisation de l'entreprise, sa taille, son degré d' intensité technologique, et le 
degré de nouveauté des nouveaux produits qu'elle développe. 
Ainsi, dans un premIer temps, nous avons comparé les cmq indices relatifs aux 
facteurs de succès spécifiques aux projets de DNP selon sa région de localisation 
(Chaudière-Appalaches ou Québec). Les résultats des tests t d'égalité des moyelmes, 
rapportés au tableau 54, n'indiquent aucune différence de moyennes statistiquement 
significative pour les cinq indices au regard de la région de localisation de l'entreprise. 
Dans un deuxième temps , nous avons aussi comparé les cinq indices au regard de la 
taille de l'entreprise. Les résultats des tests d'ANOVA et des analyses Post Hoc, utilisant 
le test de Duncan illustrés au tableau 55 , ne montrent des différences de moyennes 
statistiquement significatives selon les intervalles de taille que pour l'indice relatif au 
cadrage du projet de DNP. Pour cet indice (Tableau 55 (a)), il se dégage que les 
entreprises de plus de 100 employés accordent une plus grande importance aux facteurs 
de succès reliés au cadrage du projet de DNP que les entreprises de 51 à 100 employés. 
Dans la troisième série de tests, nous avons comparé les quatre indices des facteurs de 
succès généraux selon le degré d'intensité technologique du secteur d' activité industTielle 
où elle opère. Les résultats de ces comparaisons, rapportés au tableau 56, indiquent des 
différences de moyenne statistiquement significatives pour l ' indice des ressources 
monétaires et humaines , et celui de la stratégie d ' évaluation des perfonnances. Ainsi, les 
entreprises qui opèrent dans des secteurs à haute intensité technologique accordent plus 
d ' impOltance aux facteurs de succès relatifs aux ressources monétaires et humaines que 
les entreprises opérant dans les secteurs à faible intensité technologique (Tableau 56(c)). 
En outre, les entreprises dans les secteurs à haute intensité technologique affichent une 
143 
moyenne plus élevée de l'indice relatif à la stratégie d'évaluation de la performance que 
celle des entreprises opérant dans les secteurs à faible et à moyenne intensité 
technologique (Tableau 56(e». 
La quatrième sene de tests a porté sur la comparaison des moyennes des quatre 
indices selon que l'entreprise a introduit ou non sur le marché au moins un produit 
nouveau avant ses concunents. Les résultats des tests t d'égalité des moyennes etIectués 
à ce chapitre et rapportés au tableau 57 indiquent qu'il y a des différences de moyennes 
statistiquement significatives pour les cinq indices. Dans les cinq cas, les entreprises qui 
ont introduit sur le marché au moins un produit nouveau avant leurs concunents semblent 
accorder, en moyenne, une plus grande importance aux facteurs de succès spécifiques aux 
projets de DNP composant les indices (19,63 versus 1780 pour l ' indice cadrage du projet 
de DNP, 24,12 versus 22,10 pour l'indice climat et soutien organisationnels, 18,91 versus 
17,26 pour l ' indice ressources monétaires et humaines, 12,38 versus 11 ,32 pour l'indice 
chef et équipe de projet, et 9,12 versus 7,96 pour l' indice stratégie d'évaluation de la 
perfOlmance) . 
De la même manière, nous avons comparé les cinq indices selon que l'entreprise a 
introduit ou non sur le marché au moins un produit nouveau après ses concunents. Les 
résultats de ces comparaisons présentés, au tableau 58, ont révélé une seule différence de 
moyennes statistiquement significative relativement à l'indice stratégie d'évaluation de la 
performance Tableau 58(e». À ce chapitre, les entreprises qui ont introduit sur le marché 
au moins un produit nouveau après leurs conCUlTents accordent moins d ' importance aux 
facteurs de succès reliés à l'évaluation de la performance que celles qui ont introduit sur 
le marché aucun nouveau produit après les concunents. Ces dernières ont probablement 
introduit sur le marché surtout des produits avant les concurrents. 
Finalement, nous avons effechlé des tests de corrélations bivariées entre les Clllq 
indices et le degré de nouveauté des innovations de produits mesuré au moyen d'une 
échelle ordinale à 5 points pour qualifier le degré d'innovation de F aiblelllent nOl/veall à 
Totalelllent nouveall. Pour chaque paire de variables, l'hypothèse nulle (Ho) testée est 
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l'absence de conélation, versus l 'hypothèse altemative (Hl) stipulant l' existence d'une 
cOlTélation significative. La matrice des conélations rapportant les résultats de ces tests 
fait l ' objet du tableau 59. Il s'y dégage qu ' il y a con"élation statistiquement significative 
entre le degré de nouveauté et trois des cinq indices considérés dans cette analyse, en 
l ' occunence l' indice processus de développement (conélation significative avec le degré 
de nouveauté de 0,242), l 'indice climat et soutien organisationnels (corrélation 
significative avec le degré de nouveauté de 0,185), et l'indice ressources monétaires et 
humaines (corrélation significative avec le degré de nouveauté de 0,195) . Pour leur part, 
les corrélations entre le degré de nouveauté d'un côté, et les indices chef et équipe de 
projet et stratégie d 'évaluation de la perf0l1l1anCe d'un autre côté, se sont avérées non 
significatives (0,100 et 0,058 respectivement). 
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Tableau 54 : C omparaison des indices ,-datifs a ux facteurs de succès spécifiques aux proj ets de DNP selon la région de 
localisation (Test t pour échantillons indépendants) 
54 (a) Indice cadrage du projet de DNP 54 (b) Indice climat et soutien ori@nisationnels 
Région de localisation Québec Chaudiére. t-test d'égalité Région de localisation Québec Chaudière. t-test d'égalité 
Appalaches des moyennes t Appalaches des moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
Moyennes 19,44 18,69 1,030 Moyennes 24,04 22,95 1,342 
Écarts types 4,37 4,76 Écarts types 4,56 5,60 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,205 d'égalité des variances de 0,035 
Levene Levene 
541c) Indice ressources monétaires et humaines 54 (d) Indice chef et équipe du projet 
Région de localisation Québec Chaudière. t-test d'égalité Région de localisation Québec Chaudière. t-test d'égalité 
Appalaches des moyennes t Appalaches des moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
Moyennes 18,57 18,22 ,521 Moyennes 11,81 12,27 -7,59 
Écarts types 3,82 4,57 Écarts types 3,88 3,62 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,037 d'égalité des variances de 0,612 
Levene Levene 
54 (e) Indice stratégie d'évaluation de la performance 
Rég ion de localisation 1 Québec 1 Chaudière. 1 t·test d'égalité 
Appalaches des moyennes t 
Nombre d'observations 77 81 
Moyennes 8,68 8,81 -,236 
Écarts types 3,47 3,26 
p-value pour le test 
d'égalité des variances de 0,490 
Levene 
t · . " , et ••• indiquent que le test d'éga lité de moyennes est significatif aux seuils 10 %, 5 % et 1 % respectivement. 
, 
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T ableau SS : Compa ra ison des ind ices relatifs a ux facte urs de suc cès spéc ifiq ues aux projets de DNP selon la ta ille de 
l ' e n tn~pdse (test de Duncan) 
55 (a) Indice cadrage du projet de DNP 55 (b) Indice climat et soutien organisationnels 
Sous-ensembles pour u. = 0,05 t Sous-ensembles pour u. = 0,05 
Taill e de l'entreprise N 1 2 Taille de l'entreprise N 1 
• Entre 51 et 100 employés 24 18,41 • Plus de 100 employés 33 23,12 
:. Ent re 20 et 50 employés 50 18,58 18,58 • Entre 20 et 50 employés 50 23,14 
• Moins de 20 employés 51 19,23 19,23 • Entre 51 et 100 employés 24 23,62 
• Plus de 100 employés 33 19,97 • Moins de 20 employés 51 23,98 
Signification ,481 ,230 Signification ,529 
55 (c) Indice ressources monétaires et humaines 55 (d) Indice chef et équipe du projet 
Sous-ensembles pou r a = 0,05 Sous-ensembles pour (X = 0, 05 
Ta ille de l'entreprise N 1 Taille de l'entreprise N 1 
• Plus de 100 employés 33 18,27 • Entre 20 et 50 employés 50 11,68 
• Entre 51 et 100 employés 24 18,33 • Moins de 20 employés 51 11 ,80 
• Moins de 20 employés 51 18,37 • Entre 51 et 100 employés 24 12,29 
• Entre 20 et 50 employés 50 18,52 • Plu s de 100 employés 33 12,81 
Signification ,826 Signification ,249 
55 (e) Indice stratégie d'évaluation de la performance 
Sous-ensembles pour n = 0,05 
Taille de l'entreprise N 1 
• Entre 51 et 100 employés 24 8,50 
• Entre 20 et 50 employés 50 8,68 
• Moins de 20 employés 51 8,70 
• Plus de 100 employés 33 9,12 
Signification ,487 
Note : Les chiffres dans les colonnes correspondent aux moyennes de l'indice selon les intervalles de !aille. Lorsque la signification du test est supérieure au seuil a = ,05, l'hypothèse nulle, soit l'égalhé des moyennes 
des sous-ensembles, ne peut être rejetée. 
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Tableau 56 : Comparaison des indices relatifs aux facteurs de succès spécifiques aux projets de DNP selon le degré d' intens ité 
tl'chnologique (test dl' Duncan) 
56(a) Indice cadrage du projet de DNP 56(b) Indice climat et soutien organisationnels 
Sous-ensembles pour Cl = 0,05 t Sous-ensembles pour Cl = 0,05 
Degré d'intensité technologique N 1 Deg ré d'intensité technologique N 1 
• Faible intensité technologique 58 18,67 • Faible intensité technologique 58 22,93 
• Moyenne intensité technologique 49 18,91 • Haute intensité technologique 51 23,33 
• Haute intensité technologique 51 19,62 • Moyenne intensité technologique 49 24,28 
Signification ,320 Signification ,206 
56(c) Indice ressources monétaires et humaines 56(d) Indice chef et équipe du projet 
Sous-ensembles pour a. = 0,05 Sous-ensembles pour a. = 0,05 
De!lré d'intensité technolo!lique N 1 2 De!Jré d'intensité technolo!lique N 1 
• Faible intensité technologique 58 17,67 • Faible intensité technologique 58 11 ,68 
• Moyenne intensité technologique 49 18,63 18,63 • Moyenne intensi té technologique 49 11,89 
• Haute intensité technologique 51 18,98 • Haute intensité technologique 51 12,60 
Signification ,244 ,673 Signification ,241 
56(e) Indice stratégie dévaluation de la performance 
Sous-ensembles pour a = 0,05 
Degré d'intensité technologique N 1 
• Moyenne intensité technologique 49 8,36 
• Faible intensité technologique 58 8,39 
• Haute intensité technologique 51 9,52 
Signification ,964 1,000 
.llilill : Les chiffres dans les colonnes correspondent aux moyennes de l'indice selon les intervalles de laille. Lorsque la signification du test est supérieure au seuil a = ,05, l'hypothèse nulle, soit l'égalité des moyennes 
des sous-ensembles, ne peut être rejetée. 
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Tableau 57 : Comparaison des indices relatifs aux facteurs de suc cès spécifiques aux pro.jets de DNP selon que l'entreprise a 
introduit ou non sur le marché un nouvea u produit avant les concurrents (Test t pour échantillons indépendants) 
Est-ceque votre entreprise a introduff AU MOINS UN produff nouveau ou significativement amélioré sur votre marché avant vos concurrents pendant les trois années? (Oui / Non) 
57(a) Indice cadrage du projet de DNP 57(b) Indice climat et soutien organisationnels 
Avant les concurrents Oui Non t-test d'égalité Avant les concurrents Oui Non t-test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 51 Nombre d'observations 108 50 
Moyennes 19,63 17,80 2,149" Moyennes 24,12 22,10 2,333'" 
Écarts types 4,04 5,38 Écarts types 4,67 5,82 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,004 d'égalité des variances de ,081 
Levene Levene 
57(c) Indice ressources monétaires et humaines 57(d) Indice chef et équipe du projet 
Avant les concurrents Oui Non t-test d'égalité Avant les concurrents Oui Non t-test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 50 Nombre d'observations 108 50 1,676" 
Moyennes 18,91 17,26 2,328'" Moyennes 12,38 11,32 
Écarts types 3,78 4,87 Écarts types 3,75 3,67 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,071 d'égalité des variances de ,602 
Levene Levene 
57(e) Indice stratégie d'évaluation de la performance 
Avant les concurrents Oui Non t-test d'égalité 
des moyennes t 
Nombre d'observations 108 50 2,041" 
Moyennes 9,12 7,96 
Écarts types 3,38 3,17 
p-value pour le test 
d'égalité des variances de 0,672 
Levene 
. - ... 
, et ••• indiquent que le test d'égalité de moyennes est significatif aux de seuils 10 %, 5 % et 1 % respectivement. 
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Tableau 58 : Comparaison des ind ices relatifs aux facteurs de succès spécifiques aux projets de DNP selon que l'entreprise a 
int."oduit ou non S UI' le m~lI'ché un no uvea u produit après les conculTents (Test t pour échantillons indépendants) 
Est-ce que votre entreprise a introduit AU MOINS UN produit nouveau ou significativement amélioré Qui était déjà diSpOnible sur votre marché chez vos concurrents? (Oui / Non) 
S8(a) Indice cadraqe du proiet de DNP 58(b) Indice climat et soutien orqanisationnels 
Après les concurrents Oui Non t·test d'égalité Après les concurrents Oui Non t·test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 -,130 Nombre d'observations 99 55 -,275 
Moyennes 19,02 19,11 Moyennes 23,39 23,62 
Écarts types 4,22 5,14 Écarts types 4,69 5,83 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,226 d'égalité des variances de 0,320 
Levene Levene 
S8(c) Indice ressources monétaires et humaines S8(d) Indice chef et équipe du projet 
Après les concurrents Oui Non t·test d'ègalité Après les concurrents Oui Non t·test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 ,257 Nombre d'observations 99 55 -1,142 
Moyennes 18,46 18,27 Moyennes 11 ,78 12,49 
Écarts types 3,67 5,02 Écarts types 3,82 3,60 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,037 d'égalité des variances de 0,389 
Levene Levene 
58(e) Indice stratégie d'évaluation de la performance 
Après les concurrents Oui Non t·test d'égalité 
des moyennes t 
Nombre d'observations 99 59 -1,704" 
Moyennes 8,40 9,33 
Écarts types 3,25 3,46 
p-value pour le test 
d'égalité des variances de 0,370 
Levene 
t', " , et ... indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Tableau 59 : Corrélations entre les indices relatifs aux facteurs de succès spécifiques 
des projets de DNP et le degré de nouveauté de l'innovation (Coefficient de 
corrélation de Spearman) 
Degré de Indice Indice climat et Indice Indice chef et Indice 
nouveauté cadrage du soutien ressources équipe de stratégie 
projet de organisationnels monétaires et projet d'évaluation 
DNP humaines de la 
performance 
Degré de 1 ,242" ,185' ,195' ,100 ,058 
nouveauté t 
Indice cadrage 1 ,544" ,635" ,437" ,518" 
du projet de 
DNP 
Indice climat et 1 ,579" ,417" ,493" 
soutien 
organisationnels 




Indice chef et 1 ,540" 
équipe de projet 
Indice stratégie 1 
d'évaluation de 
la performance 
NOTE . Nous avons util ise le coefficient de correlation de Spearman, car dans ce tableau, une des variables (Degre de nouveaute) 
est mesurée sur une échelle ordinale à 5 points variant de 1 = Produit fa iblement nouveau à 5 = Produit totalement nouveau. 
t " .. , et ... indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %. 5 % et 1 % respectivement 
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4.4.3. Synthèse et discussion 
Dans les sous-sections précédentes, nous avons analysé les facteurs de succès 
spécifiques aux projets de DNP. L 'analyse factorielle exploratoire que nous avons 
conduite a fait ressOltir cinq regroupements de facteurs de succès: les facteurs relatifs au 
cadrage du projet de DNP, les facteurs relatifs au climat et soutien organisationnels, ceux 
qui renvoient aux ressources monétaires et humaines , ceux qui concernent le chef et 
l 'équipe de projet, et ceux reliés à la sh·atégie d'évaluation de la performance préconisée 
au sein de l 'enh·eprÏse. 
Cette analyse factorielle exploratoire a également montré que les composantes 
regroupant respectivement les facteurs de succès relatifs au cadrage du projet de DNP et 
au climat et soutien organisationnels sont celles qui se sont avérées les plus 
déterminantes, pour expliquer l'importance accordée par les entreprises aux ditIérents 
facteurs de succès spécifiques aux projets de DNP considérés dans cette étude. Lorsque 
analysés individuellement, les items constihltifs de ces deux composantes sont, pour la 
plupalt, jugés importants ou très impOltants par les répondants à notre enquête (Tableau 
53). Ces résultats corroborent ceux obtenus dans plusieurs recherches antérieures. Ainsi, 
Thieme et al. (2003) ont monh'é, dans leur éhlde comparative sur la gestion des projets de 
DNP au Japon et en Corée, que le soutien organisationnel et la qualité du processus de 
DNP, notamment la flexibilité du processus de DNP, et la promotion de l 'autonomie et de 
la participation des membres de l 'équipe du projet dans la planification et l ' adaptation de 
ce processus, constihlent des facteurs clés du succès des projets de DNP : 
«Senior Illanagelllent and project lIIanagers also shOl/ld prolllOte tem/l 
l//elllber participatiol/ in the plal/I/il/g process. Participatiol/ learls to bl/v-in 
anrl olvnership of the plans by the il/rlivirl/fal teml/ lII elllbers. A dditiol/allv, 
flexibilitv anrl alltollOlI/V shollirl be prollloted in the planlling process. The 
temll shol/irl know that it !lOs the al/thorit"\' to arlapl its plans whell /1/!fOreSeell 
iss/fes arise .» (Thieme et aL , 2001: 116). 
Dans le même ordre d' idées , Cooper et Kleinsclullidt (2007) ont conduit une étude 
pOltant sur l ' impact de plusieurs facteurs sur le succès des projets de DNP dans quatre 
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pays: l'Allemagne, le Danemark, les États-Unis et le Canada. Les résultats de cette étude 
ont pennis de dégager, entre autres, quatre facteurs qui semblent avoir un impact 
déterminant sur le succès des projets de DNP des 161 entreprises de leur échantillon, et 
qui appuient ce que notre étude a trouvé à ce chapitre. Il s ' agit de la qualité du processus 
de DNP, des dépenses dédiées à la R&D, de la prévalence au sein de l'entreprise d'un 
climat et d 'une culture organisationnels favorables à l ' innovation, et de la présence au 
sein de l ' entreprise d 'une stratégie spécifique aux projets de DNP. 
L'étude de cas de N ellore et Balachandra (2001) qui a pOlté sur un fabricant 
d'automobile majeur en Europe, a aussi montré que les facteurs de succès qui relèvent de 
la qualité du processus de DNP, de la présence d 'une stratégie et d'une VISIOn 
organisationnelles spécifiques aux projets de DNP, de la prise en compte et de 
l 'anticipation des besoins changeants des consommateurs, et de l ' implication des 
foumisseurs dans le processus de DNP, sont déterminants dans le succès ou l'échec d'un 
projet de DNP. 
En revanche, nos analyses ont montré que les composantes «stratégie d 'évaluation de 
la performance» et «chef et équipe de projet» contribuent le moins à la variance 
expliquée totale du phénomène à l'étude. Ceci peut s 'expliquer par la petite taille des 
entreprises de notre enquète qui, contraint par la rareté des ressources monétaires et 
humaines , ne peuvent pas mettre en place des stratégies explicites d'évaluation de la 
performance et sont rarement en mesure de constihler une équipe de projet spécifique et 
de dédier un chef de projet unique à chaque projet de DNP. À ce chapitre, Yap et Souder 
(1994) ont insisté, dans leur éhlde portant sur les facteurs qui influencent le succès des 
nouveaux produits dans les petites firme s du secteur de l 'électronique aux États-Unis, sur 
la nécessité des petites firmes d 'adopter des stratégies en matière de DNP qui tiennent 
compte de leurs spécificités : « Res/llts r f>jlect th e /Inique l1at/lre of sucl, firlll s [SïlJ(1l1 
el/treprel/ellrial Mg h-tecl/ll0 logv firTl/. sj , s lIggestil/g t1wt to ,"axi/ld::e their s lIccessfllll/ ew 
prodllct il/trodllctiOl/S thesefinlls IIIl1st adopt strategies ven ' differel/t fr01ll those IIsed bv 
large orgal/i::atiolls . » (Yap and Souder, 2003 : 418). 
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Les analyses bivariées qui ont été réalisées pour comparer les cinq indices de facteurs 
de succès spécifiques aux projets de DNP au regard de plusieurs caractéristiques des 
entreprises ont, pour l 'essentiel, montré que: 
• À l ' instar des facteurs de succès généraux, les entreprises des deux régions ne 
semblent pas différer au regard des facteurs de succès spécifiques aux projets de 
DNP. Tel qu'il a été illustré dans le pOltrait, les deux régions sont limitrophes et 
présentent plusieurs similarités ; 
• Les entreprises de plus de 100 employés accordent une plus grande impOltance 
aux facteurs de succès reliés au cadrage du projet de DNP que les entreprises 
employant de 51 à 100 employés; 
• Les entreprises qui opèrent dans des secteurs à haute intensité technologique 
accordent plus d'imp0l1ance aux facteurs de succès reliés aux ressources 
monétaires et humaines que les entreprises opérant dans les secteurs à tàible 
intensité technologique, accordent plus d'imp0l1ance aux facteurs de succès reliés 
à la stratégie d 'évaluation de la performance que les entreprises dans les secteurs à 
faible et à moyenne intensité teclmologique; 
• Les entreprises qui ont introduit sur le marché des produits nouveaux avant leurs 
concurrents affichent des llloyermes plus élevées pour les cinq indices regroupant 
les facteurs de succès spécifiques aux projets de DNP, que les entreprises qui 
n 'ont pas réussi à introduire sur le marché des produits nouveaux avant leurs 
concurrents . Ce résultat suggère que les entreprises, qui réussissent à introduire 
sur le marché des innovations avant leurs concunents, sont plus soucieuses des 
facteurs de succès conditionnant le développement de ces innovations que celles 
qui sont en retard sur leurs concurrents au chapitre de l ' introduction sur le marché 
de nouveaux produits ; 
• Ces derniers résultats sont appuyés par l' analyse des cOITélations entre le degré de 
nouveauté des innovations de produits mesuré au moyen d'une échelle ordinale à 
5 points (1 = Faiblellle1lt 1lOl/veal/ à 5 = Totalellle1lt 1lol/veal/) et les indices 
regroupant les tàcteurs de succès spécifiques aux projets de DNP. Cette analyse a 
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montré l'existence d 'une corrélation significative et positive entre le degré de 
nouveauté et trois des cinq indices , en l 'occurrence l ' indice de cadrage du projet 
de DNP, l ' indice de climat et soutien organisatiollllels, et celui des ressources 
monétaires et humaines . 
-1.5. Analyse du risque dans les projets de DNP 
Dans cette section, nous procéderons à l'analyse des types de risque auxquels fait face 
l 'entreprise lorsqu 'elle développe de nouveaux produits. Six types de risque ont été 
retenus suite à notre revue de littérature. Il s'agit: 1) des risques reliés à l 'acceptation des 
clients et à la commercialisation; 2) des risques reliés aux aspects organisationnels et 
managériaux; 3) des risques reliés aux problèmes de communication entre les membres 
de l 'équipe du projet de DNP; 4) des risques reliés à la sous-estimation des ressources 
nécessaires; 5) des risques reliés à la technologie de production ; et 6) des risques reliés 
aux fournisseurs. L ' impact de ces types de risque sur les projets de DNP a été mesuré dans 
notre enquête avec une échelle ordinale de gravité à 5 niveaux variant de 1 = le risque n 'a 
occasiollllé aUCl/11 retard a1l projet de DNP à 5= le risque a rendu i1l/possible la réalisation 
dl/ projet de DNP. Ainsi, dans lUI prelnier temps, nous présenterons la dish'ibution de ces 
types de risque selon l'échelle de gravité préconisée pour les mesurer. Dans un delL'üème 
temps, nous procéderons à la comparaison de ces types de risque au regard de la région de 
localisation de l'entreprise, sa taille, l' intensité technologique du secteur où elle opère, et le 
degré de nouveauté des produits qu 'elle développe. Finalement, nous effectuerons une 
analyse iàctorielle exploratoire pour dégager, s'il y a lieu, les différents regroupements de 
types de risque. 
4.5.1. Analyse descriptive 
La distribution des fréquences de ces six types de risque est rappOltée au tableau 60. 
Globalement, les différents tY1)eS de risque ne semblent pas affecter de iàçon très 
compromettante la réalisation des projets de DNP des entreprises de notre enquête. En 
effet, la médiane des réponses des entreprises pour les six types cie risque varie cie 
légère1llellt retardé à 1I/odéré1llellt retardé (2 à 3 sur l 'échelle de gravité), et le mode varie 
de al/Cl/Il retard à 1I/odéré1l/ent retardé (1 à 3 sur l 'échelle de gravité). 
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Lorsqu 'on s 'alTête sm la distribution de chaque type de risque, nous constatons que les 
risques qui ont eu le plus d' impact sm les projets de DNP des entreprises sont les risques 
reliés à la sous-estimation des ressources nécessaires qui auraient sérieusement retardé ou 
rendu impossible la réalisation des projets de DNP de 16,4 % des entreprises, les risques 
reliés à l 'acceptation des clients et à la commercialisation qui auraient sérieusement 
retardé ou rendu impossible la réalisation des projets de DNP de 15,2 % des entreprises, 
et les risques reliés aux aspects organisationnels et managériaux (14,6 %). À l 'autre 
extrême, les risques qui ont eu très peu d' impact sur la réalisation des projets de DNP des 
entreprises sont les risques reliés aux foumisseurs (67,8 % ont déclaré que ce type de 
risque n ' a occasionllé aucun retard ou a légèrement retardé la réalisation des projets de 
DNP), et les risques reliés aux problèmes de communication entre les membres de 
l'équipe des projets de DNP (65 ,2 % ont déclaré que ce type de risque n ' a occasionné 
aucun retard ou a légèrement retardé la réalisation des projets de DNP) . 
4.5.2. Analyses bival'iées 
Pour comparer les différents types de risque selon différentes caractéristiques des 
entreprises, nous avons tranSfOllllé les variables originelles mesurées au moyen d'une 
échelle ordinale en variables de rang. Cette transformation est nécessa ire puisque les 
variables originelles n 'étaient pas continues et ne sont pas distribuées normalement. 
Nous avons par la suite effectué des tests de comparaisons de moyennes sur les rangs 
des six variables qui renvoient aux différents types de risque selon la région de 
localisation de l'entreprise, sa taille, l ' intensité technologique du secteur où elle opère, et le 
degré de nouveauté des produits qu 'elle développe. 
En guise de première analyse, nous avons comparé les six types de risque selon la 
région de localisation de l'entreprise (Chaudière-Appalaches ou Québec). Les résultats 
des tests t d ' égalité des moyennes des rangs rapportés au tableau 61 n ' indiquent aucune 
différence de moyennes statistiquement significative pour les six types de risque au 
regard de la région de localisation de l 'entreprise. 
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Dans la deuxième série de tests, nous avons comparé les six types de risque auxquels 
fait face l'entreprise lorsqu 'elle développe de nouveaux produits selon le degré 
d 'intensité technologique du sectem d'activité industrielle où elle opère. Les résultats de 
ces comparaisons, issus des tests d'ANOVA effectués sur les rangs des variables et des 
analyses Post Hoc utilisant le test de Duncan rapportés au tableau 62, indiquent des 
différences de moyenne statistiquement significatives seulement pour les risques reliés 
aux aspects organisationnels et managériaux (Tableau 62(b )). Ainsi, les entreprises qui 
opèrent dans des secteurs à haute intensité technologique semblent éprouver plus de 
problèmes avec ce type de risque que les entreprises opérant dans des secteurs à faible et 
à moyenne intensité technologique. 
Dans un troisième temps, nous avons comparé les six types de risque au regard de la 
taille de l 'entreprise. Les résultats des tests d ' ANOV A effectués sur les rangs des 
variables et des analyses Post Hoc utilisant le test de Duncan, illustrés au tableau 63 , 
montrent des diftërences de moyennes statistiquement significatives selon les intervalles 
de taille pour les variables qui renvoient respectivement aux risques reliés aux aspects 
organisationnels et managériaux (Tableau 63(b )), et aux risques reliés aux 
communications entre les membres de l 'équipe de projet (Tableau 63(c)). Plus 
spécifiquement, les risques organisationnels et managériaux semblent plus préjudiciables 
aux projets de DNP des entreprises de plus de 50 employés. De plus, les entreprises de 
moins de 20 employés semblent moins affectées par les risques reliés aux 
communications entre les membres de l'équipe de projet que les entreprises de plus de 20 
employés. Ce résultat suggère que ce type de risque commence à affecter les projets de 
DNP des entreprises lorsqu 'elles atteignent une certaine taille, plus de 20 employés dans 
notre cas . 
La quatrième série de tests a porté sur la comparaison des moyennes des rangs des six 
types de risque selon que l 'entreprise a introduit ou non sur le marché au moins un 
produit nouveau avant ses conCUlTents. Les résultats des tests t d 'égalité des moyennes, 
eftèchlés sur les rangs des variables, indiquent qu ' il y a des différences de moyennes 
statistiquement significatives seulement pour la variable qui renvoie aux risques reliés à 
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la sous-estimation des ressources entre les entreprises qui ont introduit sur le marché au 
moins un produit nouveau avant leurs concurrents et celles qui ne l'on pas fait (Tableau 
64( d)) . Les premières semblent éprouver plus de difficultés avec ce type de risque que les 
secondes. 
De la même malllere, nous avons comparé les SIX types de rIsque selon que 
l'entreprise a introduit ou non sur le marché au moins un produit nouveau après ses 
concurrents. Les résultats de ces comparaisons, présentés au tableau 65 , ont révélé deux 
différence de moyelmes statistiquement significatives relativement aux risques reliés aux 
aspects organisatiOlmels et managériaux (Tableau 65(b)), et ceux reliés aux foumisseurs 
(Tableau 65(f)). Dans les deux cas, les entreprises les entreprises qui ont introduit sur le 
marché au moins un produit nouveau après leurs concurrents éprouvent plus de difficultés 
avec ces deux types de risque que celles qui ont introduit sur le marché aucun nouveau 
produit après les concurrents. 
Finalement, nous avons effectué des tests de corrélations bivariées entre les six types 
de risque. La matrice des corrélations rapportant les résultats de ces tests est présentée au 
tableau 65. Il s 'y dégage qu ' il y a une cOITélation statistiquement significative à des seuils 
variant de 5 % à 10 % entre tous les paires de types de risque, à l'exception de la paire 
risques organisationnels et managériaux et risque reliés à la technologie de production. 
Ces résultats suggèrent fortement que les différents types de risque affectent les projets de 
DNP des entreprises de façon simultanée. Il y aurait donc un effet d 'amplification de 
l ' impact d 'un type donnée de risque par les impacts des autres types. Nous avons dOIlC 
décidé de procéder à une analyse factorielle explora toire pour voir si les types de risques 
forment une seule ou plusieurs composantes. Cette analyse permettra , s ' i! ya lieu, de 
dégager les différentes dimensions du risque qui entravent les projets de DNP des 
entreprises sondées dans notre étude. 
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Tableau 60 : Statistiques descl-ipt ives des types de risque associés aux pro,jet de DNP 
Au cours des trois dernières années, le développement de nouveaux produfts dans votre entreprise a-t';l été retardé ou rendu impossible par .. . 
Échelle de mesure (En % des répondants) 
Aucun retard Légérement Modérément Sérieusement A été rendu Total Médiane 
Types de ri sque retardé retardé retardé impossible (1 ) (2) (3) (4) (5) (Mode) 
• les risques reliés a l'acceptation des clients et a la 31 ,6 13,3 39,9 13,9 1,3 100,0 3 commercialisation (3) 
• les risques reliés aux aspects organisationnels et 23,4 32,9 29,1 14,6 0.0 100,0 2 
managériaux (2) 
• les risques reliés aux problémes de communication 32,9 32,3 27 ,2 7,6 00 100,0 2 
entre les membres de l'équipe du projet de DNP (1 ) 
• les risques reliés a la sous-estimation des ressources 16,5 31,0 36,1 15,8 0,6 100,0 3 
nécessaires (3) 
les risques reliés a la technologie de production 18,4 42,4 29,7 7,6 1,9 100,0 2 • (2) 
• les risques reliés aux fournisseurs 29 ,8 38,0 25,3 6,3 0,6 100,0 2 (2) 
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Tableau 61 : Compa J-aison des J-angs des risques J-eliés aux pro.iets de DNP selon la J-égion de loca lisation (Test t pour 
échant illons indépendants) 
61(a) Risques re liés à l'acceptation de clients et à la commercialisation 61 (b) Risques des aspects organisationnels et managériaux 
Région de localisation Québec Chaudière- t-test d'égalité Région de localisation Québec Chaudière- t-test d'égalité 
Appalaches des moyennes 1 Appalaches des moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
Moyennes 80,52 78,52 ,289 Moyennes 78,70 80,25 -,220 
Écarts types 41,08 45,73 Écarts types 45,31 42,93 
p-value pour le test p-value pour le test 
d'égalité des va riances de 0,100 d'égalité des variances de 0,590 
Levene Levene 
61(c) Risques reliés aux communications entre les membres de l'équipe de projet 61 (d) Risques reliés à la sous-estimation des ressources 
Région de localisation Québec Chaudière- t-test d'égalité Région de localisation Québec Chaudière- t·test d'égalité 
Appalaches des moyennes t Appalaches des moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
Moyennes 80,20 78,83 ,196 Moyennes 78,79 80,17 -,198 
Écarts types 44,98 42,61 Écarts types 44,08 43,71 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,389 d'égalité des variances de 0,889 
Levene Levene 
61{e) Risques reliés à la technologie de production 61(f) Risques reliés aux fournisseurs 
Région de localisation Québec Chaudière- t-test d' égalité Rég ion de localisation Québec Chaudière- t-test d'égalité 
Appalaches des moyennes t Appalaches des moyennes t 
Nombre d'observations 77 81 Nombre d'observations 77 81 
Moyennes 77,03 81,83 -,697 Moyennes 80,05 78,97 ,155 
Écarts types 42,26 44,17 Écarts types 45,29 41 ,93 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,301 d'égalité des variances de 0,304 
Levene Levene 
....... 
, et ... indiquent que le test d'égalité de moyennes est significatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Tableau 62 : Comparaison des rangs des risq ues reliés aux projets de DNP selon le degré d'intensité technologique (test de 
Duncan) 
62(a) Risques reliés à l'acceptation de clients et à la commercialisation 62(b) Risques reliés aux aspects organisationnels et manaqériaux 
Sous-ensembles pour a = 0,05 t Sous-ensembles pour Cl. = 0,05 
Degré d'intensité technologique N 1 Degré d'intensité technologique N 1 2 
• Faible intensité technologique 58 76,19 • Haute intensité technologique 51 74,84 
• Moyenne intensité technologique 49 80,01 • Faible intensité technologique 58 76,08 
• Haute intensité technologique 51 82,76 • Moyenne intensité technologique 49 88,36 
Signification ,472 Siqnification ,885 1,000 
62(c) Risques reliés aux communications entre les membres de l'équipe de projet 62(d) Risques reliés à la sous-estimation des ressources 
Sous-ensembles pour a = 0,05 Sous-ensembles pour CI. = 0,05 
D~ré d'intensité technologique N 1 2 Degré d'intensité technologique N 1 
• Haute intensité technologique 51 72,79 • Haute intensité technologique 51 75,49 
• Faible intensité technologique 58 79,81 79,81 • Moyenne intensité technologique 49 78,56 
• Moyenne intensité technologique 49 86,11 • Faible intensité technologique 58 83,81 
Signification ,411 ,461 Signification ,365 
62(e) Risques reliés à la technoloqie de production 62(0 Risques reliés aux fournisseurs 
Sous-ensembles pour a = 0,05 Sous-ensembles pour Cl. = 0,05 
Degré d'intensité technologique N 1 DE!gré d'intensité technologique N 1 
• Moyenne intensité technologique 49 74,61 • Haute intensité technologique 51 74,90 
• Haute intensité technologique 51 81,02 • Faible intensité technologique 58 81 ,52 
• Faible intensité technologique 58 82,28 • Moyenne intensité technologique 49 81 ,88 
Signification ,398 Signification ,445 
1 
Note: Les chiffres dans les colonnes correspondent aux moyennes de l'indice selon les intervalles de taille. Lorsque la signification du test est supérieure au seuil a =,05, l'hypothése nulle, soit l'égalité des moyennes 
des sous-ensembles, ne peut être rejetée. 
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Tableau 63 : Compara ison des rangs des risques relat ifs aux projets de DNP selon la taille de l' entreprise (test de Duncan) 
63(a) Risques reliés à l'acceptation de clients et à la commercialisation 63(b) Risques reliés aux aspects organisationnels et managériaux 
Sous-ensembles pour a = 0,05 t Sous-ensembles pour a = 0,05 
Taille de l'entreprise N 1 Taille de l'entreprise N 1 
• Entre 20 et 50 employés 50 78,40 • Moins de 20 employés 51 69,05 
• Entre 51 et 100 employés 24 78,97 • Entre 20 et 50 employés 50 76,85 
• Moins de 20 employés 51 79 ,00 • Entre 51 et 100 employés 24 83,27 83,27 
• Plus de 100 employés 33 82,31 • Plus de 100 employés 33 96,90 
Signification ,735 Signification ,192 ,183 
63(c) Risques reliés aux communications entre les membres de l'équipe de projet 63(d) Risques reliés à la sous-estimation des ressources 
Sous-ensembles pour a = 0,05 Sous-ensembles pour a = 0,05 
Taille de l'entreprise N 1 2 Taille de l'entreprise N 1 
• Moins de 20 employés 51 62,96 • Moins de 20 employés 51 73,37 
• Entre 20 et 50 employés 50 83,73 • Entre 51 et 100 employés 24 78,58 
• Entre 51 et 100 employés 24 85,66 • Plus de 100 employés 33 82,92 
• Plus de 100 employés 33 94,16 • Entre 20 et 50 employés 50 83,93 
Signification 1,000 ,330 Signification ,361 
63(e) Risques reliés à la technologie de production 63(f) Risques reliés aux fournisseurs 
Sous-ensembles pour Ct = 0,05 Sous-ensembles pour Ct = 0,05 
Taille de l'entreprise N 1 Taille de l'entreprise N 1 
• Entre 20 et 50 employés 50 73,18 • Moins de 20 employés 51 74,16 
• Moins de 20 employés 51 81 ,54 • Entre 51 et 100 employés 24 78,56 
• Plus de 100 employés 33 82,93 • Plus de 100 employés 33 82,98 
• Entre 51 et 100 employés 24 83,58 • • Entre 20 et 50 employés 50 83,09 
Signification ,362 Signification ,439 
Note: Les chiffres dans les colonnes co rrespondent aux moyennes de l'indice selon les intervalles de taille. Lorsque la signification du test est supérieure au seuil (J. = ,05, l'hypothèse nulle, soit l'égalité des moyennes 
des sous-ensembles, ne peut être rejetée. 
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Tableau 6 ... : Comparaison des rangs des risques reliés aux projets de DNP selon que l'entreprise a introduit ou non sur le 
marché un nouveau produit avant les concurrents (Test t pour échantillons indépendants) 
Est-ce Que votre entreprise a introduit AU MOINS UN produit nouveau ou significativement amélioré sur votre marché avant vos concurrents pendant les trois années? (Oui / Non) 
64(a) Risques reliés à l'acceptation de clients et à la commercialisation 64(b) Risques des aspects organisationnels et managériaux 
Avant les concurrents Non Oui t-test d'égalité Avant les concurrents Non Oui t-test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 50 Nombre d'observations 108 50 
Moyennes 80,61 77,10 ,472 Moyennes 77,18 84,51 -,974 
Écarts types 42,64 45,34 Écarts types 44,96 41 ,75 
p-value pour le tes t p-value pour le test 
d'égalité des variances de 0,364 d'égalité des variances de 0,609 
Levene Levene 
64(c) Risques reliés aux communications entre les membres de l'équipe de projet 64(d) Risques reliés à la sous-estimation des ressources 
Avant les concurrents Non Oui t-test d'égalité Avant les concurrents Non Oui t-test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 50 Nombre d'observations 108 50 
Moyennes 77,62 83,55 -,793 Moyennes 83,18 71 ,54 1,563' 
Écarts types 43,46 44,21 Écarts types 43,52 43,64 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,550 d'égalité des variances de 0,893 
Levene Levene 
64(e) Risques reliés à la technologie de prOduction 64(f) Risques reliés aux fournisseurs 
Avant les concurrents Non Oui t-test d'égalité Avant les concurrents Non Oui t-test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 108 50 Nombre d'observations 108 50 
Moyennes 80,65 77,01 ,492 Moyennes 78,53 81,59 -,410 
Écarts types 41,07 47,78 Écarts types 44,42 41,67 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,093 d'égalité des variances de 0,677 
Levene Levene 
. ~ ..... 
, et ••• indiquent que le test d'égalité de moyennes est significatif aux seu ils de 10 %, 5 % et 1 % respectivement. 
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Tablea u 65 : Compara ison des rangs des risq ues re liés aux projets de DNP scio n que l' entreprise a introdui t ou non sur le 
mar'ché un nouveau produit apr'ès les concurrents (Test t pour échantillons indépendants) 
65(a) Risques reliés à l'acceptation de clients et à la commercialisation 65(b) Risques des aspects organisationnels et managériaux 
Après les concurrents Non Oui t·test d'égalité Après les concurrents Non Oui t·test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 Nombre d'observations 99 59 
Moyennes 80, 18 78,34 ,257 Moyennes 83,10 73,45 1,337*+ 
Écarts types 42,46 45,28 Écarts types 42,43 46,19 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,283 d'égalité des variances de 0,564 
Levene Levene 
65(c) Risques reliés aux communications entre les membres de l'équipe de projet 65(d) Risques reliés à la sous-estimation des ressources 
Après les concurrents t-test d'égalité Après les concurrents t·test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 Nombre d'observations 99 59 
Moyennes 83,41 72,92 1,467' Moyennes 82,50 74,45 1,119 
Écarts types 42,70 44.79 Écarts types 44,33 42,68 
p-value pour le test p-value pour le test 
d'égalité des variances de 0,608 d'égalité des variances de 0,675 
Levene Levene 
65(e) Risques re liés à la technoloqie de production 65(f) Risques reliés aux fournisseurs 
Après les concurrents t·test d'égalité Après les concurrents t·test d'égalité 
des moyennes t des moyennes t 
Nombre d'observations 99 59 Nombre d'observations 99 59 
Moyennes 78,31 81,49 -,446 Moyennes 83,74 72,38 1,597' 
Écarts types 44,18 41,74 Écarts types 43,42 42, 96 
p-value pour le test p-value pour le test 
d'égalité des variances de 0, 626 d'égalité des variances de 0,829 
Levene Levene 
~ . ~. 
, et ••• indiquent que le test d'égalité de moyennes est sign ificatif aux seuils de 10 %, 5 % et 1 % respectivement. 
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Tablea u 66 : Corrélations entre les différents types de r isque rattachés aux projets de DNP et le degré de nouvea uté de 
l'innovation (Coefficient de cOlTélation de Spearman) 
Risques reliés à la Risques Risques reliés aux Risques reliés à la sous- Risques reliés à la Risques reliés aux 
commercialisation et org an isationnels problémes de estimation des technologie de fournisseurs 
à l'acceptation des et managériaux communication ressources production 
clients t 
Risques reliés à la 1 ,265" ,266" ,179' ,324' ,381" 
commercialisation et à 
l'acceptation des clients 
Risques 1 ,475" ,273" ,149 ,316" 
organisationnels et 
managériaux 
Risques reliés aux 1 ,442" ,224** ,383" 
problémes de 
communication 
Risques reliés à la sous- 1 ,371** ,295*' 
estimation des 
ressources 
Risques reliés à la 1 ,368*' 
technologie de 
production 
Risques reliés aux 1 
fournisseurs 
NOTE . Nous avons utilisé le coefficient de corrélation de Spearman, car dans ce tableau, les variables sont mesurées sur une échelle ordinale de gravité du risque à 5 points variant de 1 = Aucun retard au projet de DNP à 5 
= A rendu impossible la réalisation du projet de DNP, 
1 " " , et ••• indiquent que le test d'égalité de moyennes est significatif aux seu ils de 10 %, 5 % et 1 % respectivement. 
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4.5.3. Analyse factorielle exploratoire des types de facteurs de risques 
Pour faire ressortir les différents regroupements de types de risque reliés aux projets de DNP, 
nous avons procédé à une analyse factorielle exploratoire (AFE) par analyse en composantes 
principales sur les six types de risque considérés dans cette étude. Les résultats de cette analyse, 
rappOliés au tableau 67, révèlent un KMO de 0,74, ce qui est considéré comme assez bon. De 
plus, le test de Bartlett s 'est avéré significatif au seuil de 1 % (Test de Bartlett = 176,97 ; p-value 
= 0,000). Ces valeurs des tests de K1vfO et de Balilett nous confirment l'adéquation des données 
utilisées et nous autorisent à poursuivre l' AFE. 
La rotation Olthogonale de type Varimax effechlée pour extraire les facteurs nous révèle 
l' organisation des six items dans un facteur unique. En effet, un seul facteur affiche une valeur 
propre (Eigenvalue) supérieure à 1, soit 2,562. L 'obselvation du graphique Seree plot (Figure 9) 
confirme le nombre de tàcteurs obtenus. En effet, on dénote que le point d'inflexion de la courbe 
survient après la première composante. La variance totale expliquée par les 6 énoncés de cette 
composante est de 42 ,69 %, ce qui est relativement faible . De plus, nous avons utilisé l 'alpha de 
Cronbach pour mesurer la consistance inteme des items constituant le constmit que nous 
nommons <<risque total relié aux projets de DNP». Les analyses effechlées à ce chapitre et 
rappOltées dans la paltie inférieure du tableau 67 révèlent un coefficient de consistance Îllteme de 
0) 27, ce qui est très acceptable et témoigne d'une bOIlle consistance interne de ce constmit. 
Donc, ce construit est unidimensionnel Cl seul facteur a été dégagé par l ' AFE) et il est consistant 
(alpha de Cronbach de 0,727) (Ahire and Devaray, 2001 ; Thomhill and White , 2007). 
Pour la dernière partie de ce chapitre qui consiste à estimer un modèle explicatif de l 'échec ou 
de l'abandon des projets de DNP développés par les entreprises, nous utiliserons , pour refléter 
l' impact du risque sur cette variable dépendante, un indice conespondant à la somme des 
réponses de chaque répondant à chacun des énoncés relatifs aux six types de risque. L ' indice 















Figure 9 : Graphique Seree plot de l'extraction des facteurs des énoncés relatifs aux 
types de risque 
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Tableau 67 : Résultats de l'analyse factorielle des types de risque reliés aux projets de 
Dl\rp 
Facteurs 
Types de risque Communautés 1 
• les risques reliés à l'acceptation des cl ients et à la 0,360 0,600 
commercialisation 
• les risques reliés aux aspects organisationnels et 0,393 
managériaux 0,627 
• les risques reliés aux problèmes de communication 0,485 0,696 
entre les membres de l'équipe du projet de DNP 
• les risques reliés à la sous-estimation des 0,471 
ressources nécessaires 0,686 
• les risques reliés à la technologie de production 0,372 0,610 
• les risques reliés aux fournisseurs 0,481 0,693 
Valeur propre (Eigenvalue) 2,56 
Variance totale expliquée 42,69 
KMO 0,74 
Test de 8artlelt 176,97 (p-value = 0,000) 
Test de consistance interne (a de Cronbach) 0,727 
(a) Méthode d'extraction . Composantes principales 
(b) Méthode de rotation . Varimax 
4.5.4. Synthèse et discussion 
Dans la section 4.4, nous avons ana lysé l'impact de six types de risque sur les projets de DNP 
des entreprises_ Il s 'agit : 1) des risques reliés à l 'acceptation des clients et à la cOllllllercialisation; 
2) des risques reliés aux aspects organisationnels et managériaux; 3) des risques reliés aux 
problèmes de comlllunication entre les membres de l 'équipe du projet de DNP; 4) des risques 
reliés à la sous-estimation des ressources nécessaires; 5) des risques reliés à la technologie de 
production; et 6) des risques reliés aux foumisseurs_ 
Des ana lyses descriptives ont montré que, globalement, les différents types de risque ne 
semblent pas retarder sérieusement ou rendre impossible la réalisation des projets de DNP de la 
majorité des entreprises de noh-e enquête_ Ces analyses descriptives ont aussi monh-é que les risques 
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qui ont eu, relativement, le plus d'impact sur les projets de DNP des entreprises sont les risques 
reliés à la sous-estimation des ressources nécessaires à la réalisation des projets de DNP, les 
risques reliés à l ' acceptation des clients et à la commercialisation, et les risques reliés aux aspects 
organisationnels et managériaux. En revanche, les risques qui ont eu très peu d' impact sur la 
réalisation des projets de DNP des entreprises sont les risques reliés aux fournisseurs et ceux 
reliés aux problèmes de communication entre les membres de l 'équipe de projet de DNP. 
L'analyse des sIX types de nsque, considérés dans notre étude selon différentes 
caractéristiques des entreprises, a révélé certaines différences entre les entreprises au regard de 
ces caractéristiques. Ainsi, nous avons trouvé que les entreprises qui opèrent dans des secteurs à 
haute intensité technologique semblent éprouver plus de problèmes avec les risques reliés aux 
aspects organisationnels et managériaux que les entreprises opérant dans des secteurs à faible et à 
moyenne intensité technologique. Par ailleurs, au regard de la taille des entreprises, celles de plus 
de 50 de employés semblent éprouver plus de difficultés avec les risques organisationnels et 
managériaux à réaliser leurs projets de DNP que celles de 50 employés et moins, alors que celles 
de plus de 20 employés semblent moins affectés par les risques reliés aux communications entre 
les membres de l 'équipe de projet que les entreprises de plus de 20 employés. Nous avons 
également trouvé que les entreprises qui ont introduit sur le marché au moins un produit nouveau 
avant leurs concunents ont éprouvé plus de difficultés à réaliser leurs projets de DNP que celles 
qui ne l 'ont pas fait en raison de risques reliés à la sous-estimation des ressources nécessaires. Ce 
demier résultat suggère que les entreprises qui s 'engagent dans des projets de DNP très 
innova teurs sont moins capables d' anticiper tous les besoins en ressources monétaires, 
technologiques et humaines nécessaires à leurs projets . Dans cet ordre d 'idées, Keizer et Halman 
(2009) ont insisté sur les différences dans les conditions de succès qui doivent prévaloir dans les 
projets de DNP radicaux comparativement à des projets de DNP incrémentaux : «{he basic 
cOllditions for achievillg suceess in radical illllovatiolls differ frOIll those !fI/der lvh ich 
increlllental innovatio1ls are realised.» (Keizer et Halman, 2009: 502) . Garcia et Calantone 
(2002) et Calantone et al. (2006) , ont été plus spécifiques à ce chapitre en mettant l 'accent sur 
l'impoltance de la disponibilité des ressources dans le succès des projets de DNP caractérisés par 
des degrés de nouveauté élevés. 
169 
Les résultats de notre étude en ce qui a trait aux types de risques reliés aux projets de DNP 
sont, à plusieurs égards , conoborés par ceux trouvés dans d'autres études. Ainsi, l'étude de cas 
réalisée par Keizer et Halman (2007) dans différentes divisions d'une multinationale opérant dans 
le secteur de l'audio, de la vidéo et de l'éclairage (audio, video and lighting industry), a montré 
que les risques les plus impOltants que les gestionnaires des projets de DNP ont rencontrés sont 
les risques reliés à la commercialisation des produits et à leur acceptation par les clients , les 
risques organisationnels et managériaux, et les risques reliés à la technologie des productions. De 
plus, cette étude a montré que sur les dix types de risque les plus fréquemment identifiés par les 
gestionnaires des projets de DNP, ceux reliés aux fournisseurs arrivent à la cinquième position. 
Dans notre étude, ce type de risque semble le moins contraignant pour les projets de DNP. Ceci 
pounait s 'expliquer par le fait que, comme il été montré précédemment dans le portrait, les 
entreprises de notre enquête réalisent une part significative de leurs achats principalement auprès 
de trois fournisseurs (48 ,89 %). Cette dépendance à l 'endroit d'un nombre restreint de 
fournisseurs constitue celtes un facteur de vulnérabilité pour ces entreprises, mais également un 
facteur qui favorise l'établissement de relations de confiance, et par ricochet une économie 
d 'argent, entre elles et leurs fOll1llisseurs. Ceci est certainement de nahlre à réduire, pour les 
entreprises, les risques reliés à leurs relations d'affaires avec les fournisseurs. 
Pour leur pmt, Mu, Peng et MacLachlan (2009) se sont basés sur un échantillon de 221 firmes 
chinoises pour montrer que les risques technologiques, ceux reliés à la commercialisation des 
produits, et ceux reliés aux aspects organisationnels affectent de tàçon positive et significative la 
perf01lIlanCe des projets de DNP. De plus, un résultat très intéressant, auquel notre éhlde est 
également anivée, tient au fait qu ' il y aurait un effet d' amplifica tion de l ' impact d'un type donné 
de risque par les impacts des autres types. Ce résultat, que nous avons obtenu grâce à l'analyse 
des conélations entre les différents types de risque (Tableau 65) et avec l'analyse factorielle 
exploratoire qui a montré que les six types de risque forment une seule composante (Tableau 67) , 
a été également obtenu par Mu et al. (2009) qui ont montré l 'existence cl ' interaction entre les trois 
types de risques considérés dans leur éhlde. A ce chapitre. ils conclurent que: 
«The s;gl/ificaTlf fhree-way ;'lferacr;OI/ eJfecf of fec1/l1010g ;cal, orgal/;::afjol/al, and 
marketing risk management fOllIId ill ollr stlld1' sllggests ,hal the ,hree r;sk 
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managemellt strategies are complementG1)l and reillforce each other ill contributing 
to NPD success. TllltS risk management should take a comprehellsive and integrated 
approach rather thanfocllsing 011 al/y singlefactor.» (Mu et al. , 2009 : 177-178). 
Dans le même ordre d ' idées, Aloini et al. (2007) ont conduit une revue de littérature 
exhaustive pour identifier les types de risque fréquents dans les projets d ' implantation des 
logiciels de planification des ressources dans les entreprises (ERP). Parmi une vingtaine des 
risques les plus récunents que cette revue de littérature a pelmis de dégager, plusieurs renvoient à 
des aspects managériaux et organisationnels similaires à ceux identifiés dans notre étude, 
notamment le peu d'engagement de la haute direction, les problèmes de comlllunication entre les 
membres de l'équipe de projet, et l 'absence ou l'inetficacité de la stratégie de planification du 
processus d' implantation de l 'ERP. 
Dans la prochaine section qui clôhlrera les analyses prevues dans ce mémoire, nous 
spécifierons et nous estimerons un modèle explicatif de l 'échec ou de l'abandon des projets de 
DNP par les entreprises. Les variables explicatives seront, essentiellement, les indices des 
facteurs de succès (généraux à l'entreprise et spécifiques aux projets de DNP), ainsi que l ' indice 
du risque total, constmits suite aux analyses factorielles exploratoires présentées dans les sections 
précédentes. Des variables de contrôle seront également incluses dans le modèle pour tenir 
compte des ditIérentes caractéristiques des entreprises de notre enquête. 
4.6. Es/illla/ioll du modèle explica/if de l'échec/succès des proje/s DNP 
Dans cette section, nous présenterons les résultats obtenus de l'estimation de la régression 
logistique mettant en relation la variable dépendante Échec / Non-Échec et une série de variables 
explicatives que nous jugions les plus importantes au plan théorique. 
4.6.1. Définitions opérationnelles de la variable dépendante et des variables indépendantes 
Tel que précisé dans le chapitre relatif à la méthodologie de recherche (Chapitre 3), les 
va leurs de la variable dépendante conespondent aux réponses des répondants à la question 
suivante : (<Ali cours des fro;'s· dernières années, est-ce qlle votre entreprise a COl/nll I/n échec 01/ 
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1/ 'a pas mené à terme 1111 projet dans le but d 'introdllire ou de développer des produits nouveaux 
ou sensiblelllellt allléliorés ? Oui = 0 et Non = 1». 
Le tableau 68 rappOlte la distribution des réponses des entreprises de l'enquête au regard de 
cette question. Il se dégage que 88 entreprises (55,7 %) ont connu un échec ou ont abandonné un 
projet avant son tenne au cours des trois demi ères années . 
Tableau 68 : Projets d'innovation abandonnés par les entreprises manufacturières 
Au cours des trois demiéres années, est-ce que votre entreprise a connu un échec Nombre 
ou n'a pas mené à terme un projet dans le but d'introduire ou de développer des d'entreprises 








Concemant les variables indépendantes, le cadre conceptuel élaboré suite à la revue de 
littérahlre, les hypothèses énoncées, les analyses descriptives et bivariées effechlées dans les 
sections précédentes, et les impératifs de la régression logistique en tennes de nombre 
d 'obselvations par variable explicative (10 à 15 observations par variable explicative selon Field, 
2009) , nous ont conduits à retenir les 12 variables qui seront présentées ci-dessous: 
Variables relatives aux/acteurs de succès gé11éraux de l'e11treprise 
Sur la base des résultats de l 'analyse factorielle exploratoire effechlés sur les facteurs de 
succès généraux de l ' entreprise, nous avons retenu les deux indices conespondant aux deux 
composantes qui contribuent le plus à la variance totale expliquée du phénomène à l ' éhlde 
(Tableau 44) Il s 'agit de l ' indice ressolfrces IIllTlwilles et l ' indice adéquatioll clients et produits. 
Rappelons que ces deux indices ont été calculés par la somme des réponses de chaque répondant 
à chacun des énoncés les constihwnt. Ces sommes peuvent varier de 4 à 20 pour l ' indice « 
ressources humaines », de 3 à 15 pour l' indice «adéquation clients et produits». 
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Variables relatives aux facteurs de succès spécifiques aux projets de DNP 
De la même manière que pour les facteurs de succès généraux de l'entreprise, nous avons 
retenu les deux premières composantes extraites au moyen de l ' analyse factorielle exploratoire 
effectuée sur les facteurs de succès spécifiques aux projets de DNP (Tableau 52). Il s'agit de la 
composante « cadrage du projet de DNP » et celle du « climat et soutien organisationnels ». Nous 
avons également retenu la composante relative au «chef et équipe du projet». Notre revue de 
littérature nous a amené à fonnuler une hypothèse stipulant une relation de cause à effet entre 
l'escalade de l'engagement et l'échec 1 non-échec des projets de DNP. Rappelons que les quatre 
items qui composent l'indice «chef et équipe de projet» qui sont sensés refléter cette escalade de 
l'engagement sont: 1) le chef de projet est dédié à un seul projet ; 2) le chef de projet consacre 
l'essentiel de son temps au projet de DNP dont il est responsable : 3) le chef de projet est 
responsable du projet du début jusqu 'à la fin ; 4) chaque projet de développement d'un nouveau 
produit a sa propre équipe de projet. 
Les trois indices qui renvoient à ces trois composantes ont été calculés par la somme des 
réponses de chaque répondant à chacun des énoncés les constituant. Ces sommes peuvent varier 
de 5 à 25 pour le constmit « cadrage du projet de DNP », de 6 à 30 pour le constmit « climat et 
soutien organisationnels », et de 4 à 20 pour le construit « chef et équipe de projet». 
Le risque relié allx projets de DNP 
L 'analyse factorielle exploratoire effechlée à la section 4.4.3 sur les six types de risque 
considérés dans cette éhlde a montré que les six types de risque forment un seul facteur. Un 
indice conespondant à la somme des réponses de chaque répondant à chacun des énoncés relatifs 
aux six types de risque a donc été construit et nOlllmé «indice du risque total» . L ' indice ainsi 
construit pourrait varier de 6 à 36. 
Degré de 110uveauté de l'i1111ovatio11 
L 'existence d 'une relation de cause à effet entre le degré de nouveauté de l ' innovation sur le 
succès 1 échec des projets de DNP a été documentée par plusieurs chercheurs. Ces chercheurs 
s' entendent sur le fait que l 'engagement dans un projet d ' innovation radicale génère plusieurs 
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enjeux qui influencent avec plus d'acuité le succès ou l'échec du projet que dans le cas de projets 
d ' innovation de moindre envergure (Cardinal, 2001; Leifer et aL , 2001; McDennott and 
O 'Connor, 2002; O 'Connor and Ayers, 2005 ; Keizer et Halman, 2007). Dans le cas de notre 
recherche, le degré de nouveauté a été mesuré avec une échelle ordinale avec la question 
suivante: <<.Pour votre prod1lit le plus innovant introduit au cours des trois dernières années, 
veuille= estimer le degré de nouveauté de ce produit seloll l'échelle de 1 à 5 suivallte, où 1 
signifie faiblelllellt nouveau et 5 totale1llent nouveau». 
Variables de c011trôle 
Nous avons retenu 5 variables de contrôle qui sont les principales variables utilisées dans les 
analyses descriptives et bivariées pour dresser le pOlirait des entreprises de notre étude et pour les 
comparer selon différentes caractéristiques. Il s ' agit, premièrement, de deux variables relatives à 
la vulnérabilité de l'entreprise à l 'endroit de ses principaux clients et de ses principaux 
fournisseurs . Ces deux variables sont mesurées, respectivement, par le pourcentage du chiffre 
d 'affaires que l 'entreprise a réalisé auprès de ses trois plus impmiants fournisseurs et le 
pourcentage des achats effectués auprès des trois plus importants clients. Deuxièmement, nous 
avons retenu la variable taille des entreprises qui conespond au nombre total d 'employés de 
l'entreprise en 2010. Troisièmement, nous avons pris en compte la région de localisa tion de 
l'entreprise au moyen d'une variable binaire qui prend la valeur de 0 si l'entreprise est localisée 
dans la région de Québec et prend la valeur de 1 si elle est localisée dans la région de Chaudière-
Appalaches. Finalement, pour capter le degré d' intensité technologique du secteur d'activité 
industrielle où l 'entreprise opère, nous avons construit trois variables binaires . La première prend 
la valeur de 1 si l 'entreprise opère dans un secteur à faible intensité technologique, et 0 autrement 
(moyenne ou haute) . La deuxième variable binaire prend la valeur de 1 si l 'entreprise opère dans 
un secteur à moyenne intensité technologique, et 0 autrement. La troisième prend la valeur de 1 si 
l 'entreprise opère dans un secteur à haute intensité technologique, et 0 autrement. Cette dernière 
variable est considérée comme la catégorie de référence et ne sera donc pas incluse dans le 
modèle. L'interprétation des coefficients rattachés aux deux premières variables binaires se fera 
au regard de cette catégorie de référence. Il importe de rappeler que la catégorisation des 
entreprises selon leur degré d'intensité technologique est basée sur la méthodologie de Legler et 
Frietsch (2007) présentée en détail au chapitre 3. 
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Le tableau 69 récapitule les déftnitions opérationnelles de la variable dépendante et des 
variables indépendantes qui seront incluses dans le modèle de la régression logistique qui sera 
estimé. 
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Tableau 69 : Définitions opérationnelles de la variable dépendante et des variables 
indépendantes 
Mesure Items Type de variable 
VARIABLE DÉPENDANTE [ÉCHEC; 
Variable binaire : Binaire (Oui ou Non) 
- codée '0' si l'entreprise a déclaré, qu'au cours ùes trois demiéres années, elle a connu un échec ou n'a 
pas mené fi tenne un projet dans le but d'introduire ou de développer des produits nouveaux ou 





cl ients et produits 
[I_CL&PR] 
Indice cadrage du 
projet de DNP 
[I_PDNP] 
Indice qui correspond à la somme • 
des réponses des répondants qui ont 
été invités à qualifier sur une échelle 
variant de 1 (Importance trés faible) à 
5 (Importance trés élevée) le degré 
d'importance qu'ils accordent, dans le • 
succès général de l'entreprise, à 4 
facteurs de succès relatifs aux 
ressources humaines. 
Indice qui correspond à la somme 
des réponses des répondants qui ont 
été invités à qualifier sur une échelle 
variant de 1 (Importance trés faible) à 
5 (Importance trés élevée) le degré 
d'importance qu'ils accordent, dans le 
succès général de l'entreprise, à 3 
facteurs de succès relatifs aux 
clients et aux produits 
Indice qui correspond à la somme 
des réponses des répondants qui ont 
èté invités à qualifier sur une échelle 
variant de 1 (Importance trés faible) à 
5 (lmpoI1an(;e trés élevée) le degré 
d'importance qu'ils accordent, dans le 
succès spécifiques de leurs projets 
de DNP, à 5 facteurs de succès 
• 
relatifs au cadrage du projet de DNP. • 
• 
Encourager les travailleurs 
expérimentés à transmettre leurs 
connaissances aux nouveaux 
travailleurs et aux moins 
expérimentés; 
Offrir de la formation à l'extérieur de 
l'unité commerciale, dans le but de 
maintenir les compétences actuelles 
des travailleurs, 
Recrutement de travailleurs 
spécialisés; 
L'usage de primes financières pour 
attirer ou retenir les employés 
Satisfaction des clients existants; 
Établissement de marchés-créneaux 
ou spécialisés; 
Le contrôle de la qualité des produits. 
Définition claire des objectifs visés 
préalablement à la phase du 
développement du proJet; 
Évaluation préalable des différents 
aspects rel iés au marché cible du 
nouveau produit (beSOinS des clients; 
taille du marché; niveau de 
compètition,); 
L'entreprise a des attentes clairement 
établies vis-à-vis les projets de DNP 
qu'elle réalise (en termes de ventes ; 
de profit, etc); 
Les objectifs visés par les projets de 
DNP sont cla irement communiqués à 
tout le personnel impliqué dans ces 
projets; 
Les projets de DNP sont initiés dans 
la poursuite des objectifs à long 
terme de l'entreprise 
Somme (4 à 20) 
Somme (3 à 15) 
Somme (5 à 25) 
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Tableau 69 (suite 
indépendantes 
1) Définitions opérationnelles de la variable dépendante et des variables 




Indice Chef & équipe 
du projet [I_CH&EQ] 
Indice des risques 
rel iés aux projets de 
DNP ['-RISQUE] 
Degré de nouveauté 
de l'innovation 
[RADIC] 
Taille de l'entreprise 
[TAILLE] 
Indice qui correspond à la somme des 
réponses des répondants qui ont été 
invités à qualifier sur une échelle variant 
de 1 (Importance trés faible) à 5 
(Importance trés élevée) le degré 
d'importance qu'ils accordent, dans le 
succès spécifique de leurs projets de 
DNP, à 4 facteurs de succès qui 
renvoient à l'engagement du chef de 
projet et de l'éqUipe de projet dans le 
projet de DNP. 
Indice qui correspond à la somme des 
réponses des répondants qui ont été 
invités à qualifier sur une échelle 
variant de 1 (le risque n'a occasionné 
aucun retard au projet rie ONP) à 5 (le 
risque a rendu impossible la réalisation 
du projet de ONP) le degré de gravité de 





Les décisions prises à l'extérieur de 
l'équipe de projet et affectant le projet 
sont intégrées rapidement et 
efficacement par l'équipe de projet; 
L'équipe de gestion de l'entreprise est 
très favorable aux projets de DNP; 
L'équipe de gestion est directement 
impliquée dans les décisions concernant 
la poursuite ou l'abandon des projets de 
DNP; 
Les idées innovatrices de tous les 
employés sont prises en considération 
dans les décisions d'initier des projets 
de DNP; 
Le personnel technique (ingénieurs, 
techniciens) est encouragé à consacrer 
une partie de son temps de travail aux 
projets de DNP en cours dans 
l'entreprise; 
L'échange d'idées entre les employés 
sur des projets de DNP potentiels est 
fortement encouragé 
Le chef de projet est dédié à un seul 
projet; 
Le chef de projet consacre l'essentiel de 
son temps au projet de DNP dont il est 
responsable; 
Le chef de projet est responsable du 
projet du début jusqu'à la fin ; 
Chaque projet de développement d'un 
nouveau produit a sa propre équipe de 
projet 
Risques reliés à l'acceptation des clients 
et à la commerCialisation; 
Risques reliés aux aspects 
organisationnels et managériaux; 
Risques reliés aux problèmes de 
communication entre les membres de 
l'équipe du projet de DNP; 
Risques reliés à la sous-estimation des 
ressources nécessaires; 
Risques reliés à la technologie de 
production; 
Risques reliés aux fourn isseurs. 
Mesure le degré de nouveauté du produit le plus important développé par 
l'entreprise au cours des 3 dernières années avec une échelle ordinale de 1 à 5 (1 = 
Faiblement nouveau et 5 = Totalement nouveau) . 
Mesurée par le nombre total d'employés pour l'année 2010 
Somme (6 à 30) 
Somme (4 à 20) 
Somme (6 à 30) 
Ordinale (1 à 5) 
Nombre (RatiO) 
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Tableau 69 (Suite 2). Définitions opérationnelles de la variable dépendante et des variables 
indépendantes 
Pourcentage du chiffre 












• % du chiffre des ventes que reprèsentent les 3 principaux cl ients de l'entreprise. 
• % des achats que reprèsentent les 3 principaux fournisseurs de l'entreprise. 
- codée '0' si l'entreprise est localisée dans la région de Québec, et '1' si elle est localisée 
dans la règion de Chaudière-Appalaches 
Mesuré avec une série de variables binaires définies comme suit . 
• Faible intensité technologique [INT J AIBLEj . - codée '1' si l'entreprise opère 
dans un secteur à faible intensité technologique, et '0' autrement 
• Moyenne intensité technologique [INT_MOYENNEj . - codée '1' si l'entreprise 
opère dans un secteur à moyenne intensité technologique, et '0' autrement 
• Haute intensité technologique [INT _HAUTE] • - codée '1' si l'entreprise opère 
dans un secteur à haute intensité technologique, et '0' autrement 
INT HAUTE est la catégorie de référence. 
4.6.2. Spécification du modèle explicatif de l'échec/succès des projets DNP 
%(1à100 %) 
%(1à100 %) 
Nominale (Québec ou 
Chaudière-Appalaches ) 
Binaire (0 ou 1) 
Le modèle de régression formulé pour examiner les déterminants de l 'échec ou l'abandon 
des projets de DNP est de forme logistique. De façon plus spécifique, ce modèle s'écrit comme 
suit : 
Ol!, 
Log (Pill-Pt) = 130 131 I_RH + 1321_ CL&PR f33 I_PDNP + 134 I_SOR+ 
1351_ CH&EQ + 136 I_RISQUE + 137 RADIC + 138 TAILLE 
+ 139 POUR_CL + f3JOPOUR_FSS + 1311 TECHINT + 1312 REGION 
+ f3J3 INT_FAIBLE + f314INT_MOYENNE + E 
... f3i Ci = o ... 14) sont les coefficients rattachés aux variables explicatives ; 
.r Log (Pi i-Pi) correspond au Logit de la variable ECHEC, soit le logarithme du ratio de la 
probabilité qu 'une entreprise, au cours des trois demières années, n'a pas connu un échec et 
n'a pas abandollné un projet de DNP par rapport à la probabilité que la même entreprise a 
COllnu un échec ou n 'a pas mené à terme un projet de DNP; 
' r Les variab les indépendantes utilisées dans ce modèle sont définies au tableau 69; 
-r E est le tenne cl ' erreur. 
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4.6.2. Vérification des postulats de la régression logistique 
Selon Field (2009 : 273), avant d' interpréter les résultats de l 'estimation d'un modèle de 
régression logistique, il est impératif de vérifier les postulats sous-jacents à ce type de modèle. 
Ces postulats sont au nombre de trois : i) la linéarité entre la variable de résultats et les variables 
explicatives; ii) l ' indépendance des erreurs; et: iii) l 'absence de multicollinéarité entre les 
variables explicatives . Dans les trois prochaines sous-sections, nous procéderons à la vérification 
de ces trois postulats pour le cas des données colligées suite à notre enquête . 
Linéarité entre la variable dépendante et les variables indépendantes 
Pour tester ce postulat, Field (2009) recommande d 'estimer le même modèle de régression 
avec seulement les variables continues en créant des variables qui captent les interactions entre 
chaque variable continue et sa transfonnationlogarithmique. La linéarité est vérifiée si toutes les 
variables d ' interaction s ' avèrerent non significatives au seuil de 5 %. En effet: <<.A lly interactioll 
tlwt is Sig llificrll7t illdicates that the l1Iain effect has violated the asslIl1Iptioll of linearity of the 
logit» Field (2009 : 296) . Pour le cas de notre éhlde, les résultats obtenus et rapportés au tableau 
70 indiquent que les 10 variables d ' interaction sont non significatives Cp-vaille > 0,5) . La linéarité 
entre la variable dépendante et les variables indépendantes est vérifiée. 
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Tableau 70 : Vérification du postulat de linéarité t 
Variables in the Eguation 
B SE Wald df Si~ Ex~~Bl 
IndiceRH 
-1,504 1,056 2,027 ,155 ,222 
IndiceProcDNP 
,859 ,855 1,009 ,315 2,361 
IndiceChEq 
-,121 ,914 ,017 ,895 ,886 
Pour3Clien 
-,014 ,01 0 1,844 ,174 ,986 
Pour3Fss 
,003 ,011 ,088 ,767 1,003 
DegNouv 
-3,381 1,760 3,691 ,055 ,034 
Taille 
-,016 ,008 3,360 ,067 ,985 
IndiceRH by LNRH 
,465 ,303 2,358 ,125 1,592 
IndiceProdClien by LNProdClient 
,043 ,032 1,810 ,178 1,044 
IndiceProcDNP by LNProcDNP 
-, 190 ,231 ,675 ,411 ,827 
IndiceSouORG by LNSouOrg 
,01 3 ,009 2,142 ,143 1,013 
IndiceChEq by LNChEq 
,007 ,271 ,001 ,979 1,007 
LNRisk by RiskTotal 
-,034 ,017 4,229 ,298 ,966 
DegNouv by LNDegNouv 1,468 ,826 3,156 ,076 4,340 
LNTailie by Taille 
,002 ,001 3,242 ,072 1,002 
Constant 4,100 4,689 ,765 ,382 60,349 
t Ce tableau est obtenu directement de SPSS. 
a Variable(s) entered on step 1: IndioeRH, IndiceProcONP, IndioeChEq, Pour3Clien, Pour3Fss, DegNouv, Taille, IndioeRH • LN RH , IndioeProdClien • 
LNProdClient , IndioeProcDNP' LNProcDNP , lndioeSouORG' LNSouOrg, IndiceChEq' LNChEq , LNRisk' RiskTotal , DegNouv' LNDegNouv , LNTai lie • 
Taille . 
I11dépe11da11ce des erreurs 
D 'après Field (2009 : 273), ce postulat «lIleans that cases of data shollld not be related; f or 
eXOlllple, vou cO/mot lIleasure the sallle p eople at different points of tillle, Violati llg this 
aSSlllllption produces overdisp ersion», Pour le vérifier, il s 'agit de tester la conélation entre les 
valeurs prédites et les résidus standardisés . Les eneurs sont jugées indépendantes s' il y a absence 
de conélation (conélation tend vers 0) entre les va leurs prédites et les résidus standardisés, Pour 
le cas de notre éhlde, ces deux variables, qui font partie des options offertes par SPSS, ont été 
créées au moment de l 'exécution de la régression. Par la suite, nous avons procédé à un test de 
conélation bivariée dont les résultats font l 'objet du tableau 71. Il s 'y dégage que la conélation 
entre les deux variables est presque nulle (conélation = 0,003). Donc, le poshllat de 
l ' indépendance des eneurs est vérifié. 
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Tel qu 'expliqué par Stafford et Bodson (2007 : 181), «la vérificatioll de la l/Iulticollinéarité 
pennet «de saisir la relation lI/ultiple qui ul/it une variable explicative aux autres variables 
explicatives. C'est ce type de relation qui peut 1llenacer la précision de certaills résultats 
esti1llés». Pour effectuer cette vérification, deux mesures sont généralement utilisées: la mesure 
de la tolérance et le coefficient d 'inflation des donuées (VIF). Ces deux mesures font partie des 
options qui peuvent être obtenues en même temps que l' estimation du modèle de régression. Il est 
généralement admis qu 'un niveau de tolérance inférieur à 0,20 indique un problème potentiel de 
llluiticollinéarité qui risque d'affecter la précision des estimations des coefficients associés aux 
variables explicatives (Bodson, 2007 : 181). Field (2009 : 297) mentionne qu 'un VIF supérieur à 
10 est une indication quant à la présence de problème de multicollinéarité. 
Pour le cas de notre étude, les résultats des tests de tolérance et de VIF indiquent que la plus 
petite valeur obselvée pour la tolérance est de 0,608 , et que la plus grande valeur du VIF est de 
1,645 , ce qui suggère l 'absence de lllulticollinéarité entre les variables explicatives de notre 
modèle (Tableau 72). 
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Tableau 72 : Diagnostic de la multicollinéarité entre les variables explicatives + 
Indice Ressources Humaines 
Indice Adéquation clients & produits 
Indice Cadrage du projet de DNP 
Indice Climat et Soutien organisationnels 
Indice Chef & Équipe du projet 
Indice du risque total 
Degré de nouveauté 
Taille 
% du Chiffre de ventes réalisé auprès des 3 plus importants 
cl ients 
% des achats auprés des 3 plus importants fournisseurs 
Binaire Faible intensité technologique (Faible=l ) tt 
Binaire Moyenne intensité technologique (Moyenne= l ) tt 
Région (1 = Chaudière-Appalaches; 0 = Québec) 
i Ce tableau est obtenu directement de SPSS. 
















Dans cette section, nous avons évalué la linéarité, l'indépendance des eneurs et la 
multicollinéarité des variables indépendantes. Les postulats de la régression logistique étant 
vérifiés, nos allons procéder à l'interprétation des résultats issus de l' estimation du modèle 
explicatif de l'échec ou de l' abandon des projets de DNP spécifié à la section 4.5.2. 
4.6.4. Résultats de la régression logistique binaire 
Les résultats de l 'estimation du modèle explicatif de la propension des entreprises à accuser 
un échec ou à abandonner un projet de DNP (i .e. 1 = ne pas cOllnaÎtre un échec et ne pas 
abandonner avant tenne un projet de DNP versus 0 = cOllllaÎh'e un échec ou abandonner un projet 
de DNP) sont présentés au tableau 73 . Il se dégage que le modèle est globalement significatif et 
perfonne de manière acceptable. Plus spécifiquement, le pseudo R2 de Nagelkerke s'élève à 
0,408, ce qui est très acceptable pour un modèle avec une variable dépendante binaire (La mari et 
aL , 2001 ; Ouimet et aL, 2006) . Le ratio du maximum de vraisemblance est de 57,46 , dOllnant un 
Chi-cané à 13 degrés de liberté très significatif au seuil cie 1 %, le Chi-cané théorique, avec le 
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même nombre de degrés de liberté et au même seuil, étant de 27,69. Cela suggère que 
l'hypothèse nulle qui signifie que tous les paramètres du modèle (sauf la constante) équivalent à 
zéro est fortement rejetée. Donc, le modèle est significatif dans son ensemble au seuil de 1 %. Le 
pourcentage des prédictions du modèle s'élève à 72,8 %. Ceci signifie qu ' il prédit conectement 
les deux catégories de la variable dépendante dans 72 ,8 % des cas , ce qui constitue un 
pourcentage de prédictions correctes très acceptable (Ouimet et aL , 2006; Becheikh et aL , 2006) . 
L 'examen des paramètres estimés du modèle indique que la probabilité qu 'une entreprise 
n 'accuse aucun échec et n'abandonne aucun projet de DNP avant terme croît avec 
l' accroissement de l'indice des Ressources humaines, de l'indice Adéquation Clients et Produits, 
de l ' indice Cadrage du projet de DNP, et de l'indice Climat et Soutien organisationnels. Ces 
résultats sont prévisibles et confinnent ce qui a été obtenu avec les analyses précédentes. En effet, 
Tous ces indices sont construits en sommant des tàcteurs de succès. Ceci revient à dire que, plus 
une entreprise accorde de l' importance aux facteurs de succès tant généraux à l 'entreprise que 
spécifiques aux projets de DNP, plus elle va éviter les échecs et les abandons de ses projets de 
DNP. Les résultats de plusieurs études antérieures que nous avons amplement évoqués 
précédemment vont dans le même sens (Thieme et aL , 2003 ; Nellore et Balachandra 2001 ; 
Cooper et Kelinschmidt, 2007). En revanche , cette probabilité décroît avec l 'accroissement de 
l'imp0l1ance accordée par les entreprises aux facteurs de succès relatifs à l'escalade de 
l' engagement du chef du projet et de son équipe, du degré de nouveauté du nouveau produit le 
plus impoltant de l 'entreprise, et du pourcentage des ventes réalisées auprès des trois principaux 
clients. 
La relation négative et significative entre la variable dépendante et l' indice Chef et Équipe du 
projet soutient ce qui est qualifié, dans la littérature sur la gestion du projet, par l 'hypothèse de 
l'escalade de l ' engagement. Rappelons que dans notre étude, cet indice ret1ète l' importance 
accordée par l 'entreprise au fait que le chef du projet consacre l 'essentiel de son temps au projet 
de DNP dont il est responsable, qu ' il est dédié à llll seul projet, qu ' il est responsable du projet du 
début jusqu 'à la fin , et que chaque projet de développement d 'un nouveau produit a sa propre 
équipe de projet. La revue de littérahlre réalisée au Chapitre 2 de ce mémoire a amplement 
documenté cette hypothèse. Nous avons , par exemple , évoqué que Balachandra (1984) a fait 
183 
ressortir que la décision de poursuivre ou d 'abandonner un projet de DNP avant le stade de 
commercialisation du produit n 'est pas toujours basée sur des facteurs objectifs : «The governhlg 
factors hl most cases see1J/ ta be glft feel, past experiel/ces, faith in certail/ individuals, hopeful 
g uesses, and wisJiful thil/king» (Balachandra, 1984 : 93). Dans le même ordre d'idées, Cooper et 
Kleinschmidt (1990) ont montré que la perception des gestiollllaires joue un rôle important dans 
l 'éva luation des facteurs à prendre en considération pour décider de la poursuite ou de l 'abandon 
du projet. Cooper et al. (1998) sont allés plus loin en montrant que l'escalade à l 'engagement 
envers les projets peut amener les gestionnaires à ressusciter sous d 'autres noms des projets qui 
ont été abandonnés : «Even when killed, some projects have a habit of being resllrrected, p erhaps 
ul/der a new l/a1lle» (Cooper et al. , 1998 : 8). Finalement, Schmidt et Calantone (2002) ont 
montré que les gestionnaires qui initient des projets sont plus p0l1és à minimiser les risques qui 
menacent ces projets que les gestionnaires qui prennent les rênes de projets qui sont déjà lancés. 
La relation négative et significative entre la variable dépendante et l ' indice qui renvoie aux 
risques reliés aux projets de DNP est également prévisible et corrobore les résultats de plusieurs 
recherches que nous avons évoquées précédemment (Keizer et aL , 2005 ; Keizer et Halman, 2007; 
O 'Conllor et aL , 2008~ Mu et aL , 2009) . 
La relation négative et significative entre la variable dépendante et le degré de nouveauté du 
produit le plus important de l 'entreprise est également prévisible puisque, comme il a été montré 
dans plusieurs autres éhldes dont celle de Keizer et Hallnall (2009) , les projets de DNP 
caractérisés par un niveau élevé de radicalité sont plus susceptibles d'accuser un échec ou d ' être 
abandonnés avant leur terme. Ces deux auteurs. faisant état des résultats de plusieurs autres 
éhldes. soutiennent que les conditions de succès, qui doivent prévaloir dans les projets de DNP 
caractérisés par un degré de nouveauté élevé, diffèrent de celles qui doivent prévaloir dans des 
projets de DNP incrémentaux : 
«The vast IIwjoritl' of t!Jese studies strol/glv sllggest t!Jat the basic cOl/ditiol/s for 
acMevil/g sliccess il/ radical il/I/ovatiol/s differ /r01J/ those IlIlder which illcre1J/el/tal 
il/I/ovatiol/s are rea!ised. Radical il/llovations see1J/ ta be t!Je reslllt of cOI/scia us and 
tel/aciolls efforts COll/pal/ies aspiril/g to achieve radical il/novatiollS of tell llmst make 
riskl' leaps» (Keizer et Halman, 2009 : 502). 
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Finalement, les deux dernières variables qui se sont avérées significatives pour expliquer la 
variable dépendante sont la taille de l'entreprise (mesurée par le nombre d'employés) et son 
degré de vulnérabilité par rapport à ses principaux clients (mesuré par le pourcentage des ventes 
réalisées auprès des trois plus importants clients). Ces deux variables affectent négativement la 
probabilité qu'une entreprise n'accuse aucun échec et n ' abandonne aucun projet de DNP avant 
tenne. Selon nous, la justification du résultat relatif à la taille s' explique logiquement par la 
définition de la variable dépendante qui considère qu 'une entreprise a échoué dans la gestion de 
ses projets de DNP dès qu 'un de ses projets échoue ou qu' il est abandonné prématurément. En 
effet, il est possible de présumer que les grandes entreprises s'engagent dans lUl plus grand 
nombre de projets de DNP que les petites entreprises, ce qui est de nature à augmenter leurs 
chances d'échouer dans la réalisation d'un de ces projets. Pour la variable qui renvoie à la 
vulnérabilité de l ' entreprise à l 'endroit de ses principaux clients, nous présumons que les 
entreprises qui dépendent d 'un nombre restreint de clients consacrent l 'essentiel de leurs effOlts, 
et de leurs ressources matérielles et humaines , à la quête de la satisfaction de ces clients cl1lciaux 
pour leur survie, au détriment d'autres activités telles que la gestion des projets de développement 
de nouveaux produits . 
Les deux variables qui renvoient respectivement à la région de localisation de l'entreprise et 
au degré d ' intensité technologique du secteur d'activité industrielle où elle opère se sont avérées 
non significatives pour expliquer le succès versus l 'échec de ses projets de DNP, le succès 
conespond à la situation où l'entreprise n' accuse aucun échec et n 'abandollne aucun projet de 
DNP avant terme. Ces résultats vont de pair avec ce que nous avons trouvé dans les analyses 
descriptives et bivariées, à l 'effet que la proximité des deux régions à l'éhlde (Québec et 
Chaudière-Appalaches) et la concentration des entreprises dans un nombre restreint de secteurs 
d 'activité industrielle, ont considérablement atténué les différences entre les entreprises au regard 
de ces deux caractéristiques. 
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Tableau 73 : Estimation du modèle Logit établissant les facteurs qui influencent la 
probabilité d'échec ou d'abandon des projets de DNP 
VARIABLES INDÉPENDANTES 
Constante 
Facteurs de succès généraux de l'entreprise 
.... Indice Ressources Humaines ['-RH] 
• Indice Adéquation Clients & Produits [IJL&PR] 
Facteurs de succès spécifiques aux projets de DNP 
., Indice Cadrage du projet de DNP [I_PONP] 
.. Indice Climat et Soutien organisationnels [I_SOR] 
.. Indice Chef & Équipe du projet ['-CH&EQ] 
Risques reliés aux projets de DNP 
..,. Indice total des risques reliés aux projets de DNP 
[RISQUE] 
Degré de nouveauté de l'innovation 
.... Degré de nouveauté du produit le plus important 
[RAOIC] 
Variables de contrôle 
... Nombre d'employés [TAILLE] 
.. % du Chiffre de ventes réalisé auprès des 3 plus 
importants cl ients [POUR_CL] 
..,. % des achats auprès des 3 plus importants 
fournisseurs [POUR]SS] 
... Région de localisation (Chaudière-Appalaches = 1; 
Québec = 0) [REGION] 
.., Faible Intensité technologique (Moyenne-Haute = 0; 
Faible = 1) [FAIBLE] b 
... Moyenne Intensité technologique (Faible-Haute = 0; 
Moyenne =1 ) [MOYENNE] b 
Nombre de cas 
Chi-carré (d~ 
Nagelkerke R2 (Pseudo R2) 
Pourcentage des prédictions correctes 
VARIABLE DÉPENDANTE : Propension d'échec ou 
d'abandon [ECHEC] 
Coefficients (~) P-value a 
-2,803 ,071 • 
0,112 ,032 •• 
0,175 ,061 • 
0,151 ,000 u . 
0,065 ,026 •• 
-0,126 ,021 •• 
-0,101 ,030 •• 
-0,303 ,051 • 
-0,315 ,023 •• 






y} calculé = 57,46 ; x.2 théorique (13) = 27,69 à 1 % 
0,408 
72,8 % 
a' , .. et ... indiquent que la variable est significative au seuil de 10%, 5% et 1 %, respectivement. 
b La catégorie de référence est Haute intensité technologique. 
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4.6.5. Vérification des hypothèses de recherche 
Dans la dernière section de ce chapitre, nous allons reprendre les hypothèses de recherche 
énoncées au chapitre 3 pour voir si elles ont été confirmées ou infirmées par les résultats de nos 
analyses. Ces hypothèses sont : 
Hl : L ' impOltance accordée par les entreprises aux facteurs de succès généraux de l 'entreprise et 
spécifiques aux projets de DNP varie selon leurs caractéristiques (la région de localisation, 
la taille, le degré d ' intensité tecllllologique, le degré de nouveauté des nouveaux produits 
développés, etc.); 
H 2 : L 'escalade de l' engagement du chef du projet et de son équipe augmente la vraisemblance 
qu 'une entreprise échoue dans la réalisation de ses projets de DNP; 
H 3 : Le degré d' impOltance accordé par l 'entreprise aux facteurs de sucees généraux de 
l ' entreprise et ceux spécifiques aux projets de DNP in Huent sur le succès / échec des projets 
de DNP; 
H 4 : Les projets de DNP caractérisés par un degré de nouveauté élevé sont plus susceptibles 
d 'échouer ou d 'être abandollllés prématurément que les projets de DNP plus incrémentaux; 
H s L ' impact des différents types de risque associés aux projets de DNP varie selon les 
caractéristiques des organisations (taille, degré d' intensité technologique, proximité des 
clients et des foumisseurs) et des caractéristiques du projet (son degré de nouveauté) ; 
H 6 : Les risques associés aux projets de DNP affectent de façon significative et négative la 
capacité des entreprises à mener à tenne ces projets; 
H 7 : Les ditTérents types de risque atTectent simultanément les projets de DNP. 
La première hypothèse est confinnée par les résultats des analyses descriptives et bivariées 
qui ont caractérisé les entreprises selon la région de localisation, la taille, l'intensité 
technologique du secteur d'activité manutàchlrière où elles opèrent, la répartition géographique 
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de leurs ventes et de leurs achats, et le degré de nouveauté des nouveaux produits qu 'elles 
développent. Concernant les facteurs de succès généraux de l'entreprise, il a été montré, entre 
autres, que les grandes entreprises (plus de 50 employés) accordent une plus grande ill1pOltance 
aux facteurs de succès généraux reliés aux ressources humaines que les petites entreprises (moins 
de 20 employés). Également, il a été montré que les entreprises qui développent des produits 
caractérisés par un degré élevé de nouveauté accordent plus d'ill1pOltance aux facteurs de succès 
conditionnant le développement de ces nouveaux produits que celles qui sont en retard sur leurs 
concurrents au chapitre de l'introduction sur le marché de nouveaux produits. Concernant les 
facteurs de succès spécifiques aux projets de DNP, les résultats obtenus ont montré que les plus 
grandes entreprises de notre échantillon (plus de 100 employés) accordent une plus grande 
imp0l1ance aux facteurs de succès reliés au cadrage du projet de DNP que les entreprises de plus 
petite taille. De plus, les entreprises qui opèrent dans des secteurs à haute intensité technologique 
accordent plus d'importance aux facteurs de succès reliés aux ressources monétaires et humaines 
que les entreplises opérant dans les secteurs à faible intensité technologique, et accordent plus 
d 'impOltance aux facteurs de succès reliés à la stratégie d 'évaluation de la perf0l1l1ance que les 
entreprises dans les secteurs à faible et à moyenne intensité technologique. Finalement, les 
entreprises qui ont introduit sur le marché des produits nouveaux avant leurs conCUlTents 
affichent des moyennes plus élevées pour l'ensemble des indices regroupant les facteurs de 
succès spécifiques aux projets de DNP que les entreprises qui n 'ont pas réussi à introduire sur le 
marché des produits nouveaux avant leurs concunents. 
La deuxième hypothèse est confilmée par les résultats de l'analyse iàctorielle exploratoire 
effechlée sur les facteurs de succès spécifiques aux projets de DNP et par les résultats de 
l 'estimation de la régression logistique. Ainsi, l 'analyse factorielle exploratoire a montré que les 
items qui renvoient à l 'escalade de l'engagement du chef de projet et de son équipe se sont 
agglomérés en une composante distincte qui contribue à l'explication de la variance du 
phénomène à l'éhlde. La variable explicative constmite à paltir des items constihltifs de cette 
composante s'est avérée significative pour expliquer l 'accroissement de la probabilité que les 
entreprises échouent à réaliser leurs projets de DNP. 
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La troisième hypothèse a fait l'objet d'une vérification au moyen du modèle explicatif du 
succès 1 échec des projets de DNP des entreprises. En effet, deux indices regroupant des facteurs 
de succès généraux (indice des ressources humaines et indice adéquation clients et produits) et 
trois indices regroupant des facteurs de succès spécifiques aux projets de DNP (indice du cadrage 
du projet de DNP, indice du climat et soutien organisationnels, et indice du chef et équipe du 
projet) ont été retenus comme des variables explicatives du succès 1 échec des projets de DNP. 
Ces cinq variables se sont avérées significatives pour expliquer la vraisemblance qu 'une 
entreprise échoue ou non dans la réalisation de ses projets de DNP. 
La quatrième hypothèse est également confll1née par les résultats du modèle explicatif du 
succès 1 échec des projets de DNP des entreprises. La variable explicative qui renvoie au degré de 
nouveauté des produits développés par les entreprises s'est avérée significative pour expliquer la 
vraisemblance qu 'une entreprise échoue ou non dans la réalisation de ses projets de DNP. En 
conformité avec les attentes théoriques, la relation négative entre cette variable explicative et la 
variable dépendante suggère que les projets de DNP caractérisés par un niveau élevé de radicalité 
sont plus susceptibles d 'accuser un échec ou d ' être abandonnés avant leur terme. 
L'hypothèse 5, qui réfère au tàit que l'impact des différents types de risque associés aux 
projets de DNP varie selon les caractéristiques des organisations, est confilmée par les analyses 
descriptives (distributions des fréquences) et les analyses bivariées (tests de comparaison de 
moyennes) effechlés sur les six types de risque au regard de la région de localisation de 
l 'entreprise, de la taille de l'entreprise, dec 1) intensité technologique du secteur où elle opère et 
du degré de nouveauté du produit le plus impoltant qu 'elle a développé. Ces analyses ont montré, 
entre autres, que certains types de risque, notamment les risques reliés à la sous-estimation des 
ressources nécessaires à la réalisation des projets de DNP et ceux reliés à l' acceptation des clients 
et à la commercialisation, ont eu, relativement, plus cl ' impact sur les projets de DNP des 
entreprises que les autres types de risques considérés clans cette éhlde. Il a été également montré 
que les entreprises qui opèrent dans c1es secteurs à haute intensité technologique semblent 
éprouver plus de problèmes avec les risques reliés aux aspects organisationnels et managériaux 
que les entreprises opérant clans c1es secteurs à tàible et à moyenne intensité technologique. Par 
ailleurs , au regard de la taille des entreprises, celles de plus de 50 de employés semblent éprouver 
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plus de difficultés avec les risques organisationnels et managériaux que celles de 50 employés et 
moins à réaliser leurs projets de DNP. Nous avons également trouvé que les entreprises qui ont 
introduit sur le marché au moins un produit nouveau avant leurs concunents ont éprouvé plus de 
difficultés à réaliser leurs projets de DNP que celles qui ne l'ont pas fait en raison de risques 
reliés à la sous-estimation des ressources nécessaires. 
La sixième hypothèse est confilmée par les résultats du modèle explicatif du succès / échec 
des projets de DNP des entreprises. Il a été montré qu ' il existe une relation négative et 
significative entre la variable explicative qui renvoie aux risques associés aux projets de DNP des 
entreprises et la probabilité qu 'une entreprise n'accuse aucun échec dans ses projets de DNP. 
Finalement, la septième hypothèse est confirmée par les résultats de deux types d 'analyse. 
Premièrement, il a été montré, au moyen de l 'analyse des corrélations bivariées entre les 
différents types de risque, que toutes les paires de types de risque, à l 'exception de la paire 
risques organisationnels et managériaux et risques reliés à la technologie de production, sont 
positivement corrélées. Deuxièmement, l'analyse factorielle exploratoire effectuée sur les six 
types de risque a révélé que ces demiers fonnent une seule composante. Ceci suggère l'existence 
d 'un effet de complémentarité des impacts des différents types de risque sur les projets de DNP. 
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CHAPITRE 5 CONCLUSION GÉNÉRALE 
La première partie de ce chapitre résume la recherche. La deuxième pmtie pOlte sur les 
implications des principaux résultats obtenus et sert à fOI1lluler des suggestions en vue 
d'améliorer la gestion des projets de développement des nouveaux produits par les entreprises. 
Finalement, la troisième paltie ressOIt les limites de cette étude et suggère quelques nouvelles 
avenues de recherche. 
5.1. Résu111é 
Dans un contexte de mondialisation où l'on assiste à la diminution des avantages 
concunentiels des entreprises basés sur la diminution des coüts et la maîtrise des filières de 
production autour des produits standardisés, le processus d ' innovation est devenu plus complexes 
et ses extrants potentiels plus incertains. 
Les entreprises se trouvent donc confrontées à deux enjeux paradoxaux: intensifier les 
efforts en matière d ' innovation pour développer de nouveaux produits, et ce faisant, devenir plus 
vulnérables en s 'engageant dans des projets caractérisés par des niveaux de risque très élevés . La 
gestion du risque dans ces projets prend donc toute son importance d'autant plus qu 'une stratégie 
d 'aversion au risque dans les projets d'innovation en général, et ceux d'innovation radicale en 
particulier, n' est pas envisageable. 
Un consensus semble établi dans la littérahlre, à l'effet que le taux de succes de 
développement de nouveaux produits est très faible et que l'amélioration de ce taux de succès 
demeure difficile à accomplir. Selon cette littérahlre, les échecs dans la réalisation de projets 
d'innovation de produits sont souvent imputables à des écarts persistants entre la sihtation 
observée et la situation désirée en matière des connaissances liées aux contraintes de réalisation 
et l 'administration des risques des projets inllovants. Cette littérahtre illustre également la nahlre 
part iculièrement risquée des projets de développement de nouveaux produits . Elle illustre 
également l'importance de la gestion du risque dans de tels projets. 
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L 'objectif généra l de cette recherche est de tàire ressortir l'importance du risque en contexte 
de projets de développement de nouveaux produits, d' évaluer l ' impact du risque sur le succès des 
projets d ' innovation de produits, et d'identifier les facteurs de succès généraux de l'entreprise et 
spécifiques aux projets d'ümovation de produits sur lesquels il est possible d'agir pour minimiser 
le risque dans ces projets. De façon plus spécifique, après avoir tàit ressortir dans la littérature les 
différents types de risque reliés aux projets de développement de nouveaux produits (DNP) ainsi 
que les facteurs de succès susceptibles d'améliorer la gestion et le succès de ces projets. Cette 
recherche a pennis, dans un premier temps, de dresser un portrait et de caractériser les entreprises 
manufacturières qui s' engagent dans des projets de DNP. Dans un deuxième temps, elle a 
comparé les facteurs de succès généraux de l 'entreprise et spécifiques aux projets de DNP, et les 
types de risques auxquels fait face l 'entreprise lorsqu'elle s'engage dans un projet de DNP, au 
regard de plusieurs caractéristiques des entreprises (région de localisation, taille, intensité 
technologique du secteur manufacturier où elle opère, etc.) , et des caractéristiques des projets, 
notamment le degré de nouveauté des produits développés. Finalement, elle a pelmis d'établü· 
l'existence de relations entre plusieurs variables explicatives récunentes dans la littérature et la 
propension des entreprises à accuser des échecs dans leurs projets de DNP. 
Les dOllllées utilisées pour atteindre ces objectifs spécifiques ont été collectées dans le cadre 
d'une enquête menée auprès des entreprises manufachlrières iunovantes en produits dans deux 
régions du Québec : la région de Chaudière-Appalaches et la région de Québec (La -Capitale-
Nationale) . L 'enquête réalisée par voie de sondage électronique a généré 158 questionnaires 
utilisables, ce qui correspond à un taux de réponse de 23 ,23 %. 
L'approche méthodologique préconisée est struchlrée en cinq parties. La première a consisté à 
dresser un pOltrait des entreprises qui ont fait l'objet de l'enquête statistique. Les deuxième et la 
troisième parties ont utilisé la technique de l'analyse factorielle exploratoire pour dégager, 
respectivement, les regroupements de tàcteurs de succès généraux de l' entreprise et spécifiques 
aux projets de DNP. Dans chacune de ces deux parties, des tests de comparaison de moyennes 
ont été effechlés sur les regroupements des facteurs de succès au regard de plusieurs 
caractéristiques des entreprises et des projets de DNP. La quatrième partie a été dédiée à 
l ' analyse des types de risque auxquels fait tàce l'entreprise lorsqu'elle développe de nouveaux 
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produits. Une analyse factorielle exploratoire a été alors effechlée suivie d'une série de tests 
statistiques pour caractériser les comportements des entreprises à l'endroit de ces types de risque. 
Finalement, la cinquième partie a permis de spécifier et d 'estimer un modèle de régression 
logistique explicatif de la propension des entreprises à accuser des échecs dans leurs projets de 
DNP. 
Les résultats obtenus dans cette éhlde montrent que les entreprises de notre échantillon sont 
assez petites, ce qui les placent dans un contexte désavantageux par rapport aux grandes 
entreprises qui ont plus de facilité à recmter du personnel, peuvent consacrer plus de ressources 
aux activités de recherche-développement, peuvent réaliser des économies d'échelle, jouissent 
d'un plus grand pouvoir de négociation avec les foumisseurs, et sont mieux nanties pour absorber 
les coûts reliés aux échecs de leurs projets de développement de nouveaux produits . 
Les résultats concemant la répmtition géographique des ventes et des achats des entreprises 
ont montré qu ' il existe des liens commerciaux privilégiés entre les entreprises sondées et leur 
milieu régional et provincial. En effet, plus de 60 % des ventes et près de 63 % des achats se 
réalisent dans un rayon de 100 km de l'entreprise ou ailleurs au Québec. Il existe donc une marge 
d'amélioration des capacités des entreprises en matière de ventes dans d 'autres provinces 
canadiennes et sur des marchés d'exportation. 
Les résultats dégagés dans le portrait ont montré également la dépendance des entreprises à 
l' endroit d'un nombre restreint de clients et de fournisseurs. En effet, environ 41 % des ventes et 
49 % des achats sont réalisés auprès des trois plus impOltants clients et des trois plus impOltants 
fournisseurs , respectivement. De plus, les résultats du pOltrait montrent que les entreprises 
opérant dans des secteurs à haute intensité technologique sont davantage dépendantes vis-à-vis 
des trois plus impOltants fournisseurs que les autres entreprises (S 1 ,86 % comparativement à 
48,89 % pour l'ensemble des entreprises). 
Finalement, les analyses etIechlées pour dresser le pOltrait des entreprises ont pemùs de 
documenter le degré de nouveauté des nouveaux produits développés par les entreprises de notre 
enquête. Il se dégage, entre autres, que la proportion des entreprises qui ont introduit sur le 
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marché des nouveaux produits avant les conCUlTents est plus élevée pour la région de Québec 
(75,3 %) que pom la région de Chaudière-Appalaches (61 ,7 %). 
Les analyses concemant les factems de succès généraux de l ' entreprise susceptibles d ' influer 
sur ses projets de développement de nouveaux produits ont permis de dégager, suite à une 
analyse factorielle exploratoire (AFE), quatre regroupements de facteurs de succès: les factem s 
relatifs aux ressources humaines, les facteurs relatifs à l 'adéquation clients et produits, ceux qui 
renvoient à la proximité géographique des entreprises de leurs clients, de leurs foumisseurs et des 
institutions de recherche, et ceux qui concernent le développement des marchés (national et 
d 'exportation) . Cette AFE a également montré que la composante regroupant les facteurs de 
succès relatifs aux ressources humaines est celle qui s 'est avérée la plus importante pour 
expliquer l ' impOltance accordée par les entreprises aux différents facteurs de succès généraux 
considérés dans cette étude. En revanche, la composante «développement des marchés» s'est 
avérée, celle qui contribue le moins à la variance expliquée totale du phénomène à l 'étude. Ces 
résultats ne sont pas étrangers à ce qui a été trouvé dans des recherches antérieures. 
Lorsque considérés individuellement, les deux facteurs de succès généraux qui se sont avérés 
les plus impOltants pour les entreprises sont la satisfaction des clients existants et le contrôle de la 
qualité des produits. 
Les analyses bivariées qui ont été réalisées pour comparer les quatre indices de tàcteurs de 
succès généraux au regard de plusieurs caractéristiques des entreprises ont, essentiellement, 
montré que : 
• La région de localisation de l 'entreprise ne permet pas de discriminer entre les entreprises 
de notre éhlde pour ce qui est de l ' impOltance qu 'elle accorde aux regroupements des 
facteurs de succès reflétés par les quatre indices; 
• Les entreprises de 51 employés et plus accordent une plus grande impOlt allce aux facteurs 
de succès reliés aux ressources lnllnaines que les entreprises employant moins de 20 
employés; 
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• Les entreprises qui ont introduit sur le marché des produits nouveaux avant leurs 
concunents semblent accorder une plus grande impOltance aux facteurs de succès reliés 
aux ressources humaines , aux clients et produits , et au développement des marchés; 
• Finalement, les analyses concernant les facteurs de succès généraux de l 'entreprise ont 
montré l 'existence d 'une corrélation significative entre le degré de nouveauté et les 
indices adéquation clients et produits, et développement des marchés. 
Pour ce qui est des facteurs de succès spécifiques aux projets de DNP, l'AFE que nous 
avons conduite a fait ressortir cinq regroupements de facteurs de succès: les facteurs 
relatifs au cadrage du projet de DNP, les tàcteurs relatifs au climat et soutien 
organisatioIlllels, ceux qui renvoient aux ressources monétaires et humaines, ceux qui 
concernent le chef et l 'équipe de projet, et ceux reliés à la stratégie d ' évaluation de la 
pelfonnance préconisée au sein de l'entreprise. Cette AFE a éga lement montré que les 
composantes, regroupant respectivement les facteurs de succès relatifs au cadrage du projet 
de DNP et au climat et soutien organisationnels, sont celles qui se sont avérées les plus 
détenninantes pour expliquer l'importance accordée par les entreprises aux diftërents 
facteurs de succès spécifiques aux projets de DNP considérés dans cette étude. Lorsque 
analysés individuellement, les éléments constitutifs de ces deux composantes sont, pour la 
plupalt, jugés importants ou très importants par les répondants à notre enquète. 
Les analyses bivariées qui ont été réalisées pour comparer les cinq indices de tàcteurs de 
succès spécifiques aux projets de DNP au regard de plusieurs caractéristiques des entreprises OIIt, 
pour l 'essentiel, montré que : 
• Les deux régions (Chaudière-Appalaches et Québec) ne semblent pas différer au regard 
des facteurs de succès spécifiques aux projets de DNP. Tel qu ' il a été illustré dans le 
pOItrait, les deux régions sont limitrophes et présentent plusieurs sillli.larités~ 
• Les entreprises de plus de 100 employés accordent une plus grande importance aux 
tàcteurs de succès reliés au cadrage du projet de DNP que les entreprises de plus petite 
taille ; 
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• Les entreprises qui opèrent dans des secteurs à haute intensité technologique accordent 
plus d'impoltance aux facteurs de succès reliés aux ressources monétaires et humaines 
que les entreprises opérant dans les secteurs à tàible intensité technologique, et accordent 
plus d ' importance aux tàcteurs de succès reliés à la stratégie d'évaluation de la 
performance que les entreprises dans les secteurs à faible et à moyenne intensité 
technologique; 
• Les entreprises qui ont introduit sur le marché des produits nouveaux avant leurs 
concunents affichent des moyennes plus élevées pour les cinq indices regroupant les 
facteurs de succès spécifiques aux projets de DNP que les entreprises qui n 'ont pas réussi 
à introduire sur le marché des produits nouveaux avant leurs COnClllTents. Dans le même 
ordre d'idées , les résultats montrent également l'existence d 'tille corrélation significative 
et positive entre le degré de nouveauté et les tàcteurs de succès reliés au cadrage du projet 
de DNP, au climat et soutien organisationnels, et aux ressources monétaires et humaines à 
la disposition de l 'entreprise. 
Les résultats des analyses, qui ont porté sur l ' impact des diftërents types de risque sur les 
projets de DNP des entreprises et sur la caractérisation des entreprises selon la perception 
qu'elles ont de la gravité de ces types de risque sur le bon déroulement de leurs projets de DNP, 
ont montré que, globalement, les différents types de risque ne semblent pas retarder sérieusement 
ou rendre impossible la réalisation des projets de DNP de la majorité des entreprises de notre 
enquête. Ces analyses descriptives ont aussi montré que les risques qui ont eu, relativement, le plus 
d' impact sur les projets de DNP des entreprises sont les risques reliés à la sous-estimation des 
ressources nécessaires à la réalisation des projets de DNP, les risques reliés à l'acceptation des 
clients et à la cOlllmercialisation, et les risques reliés aux aspects organisationnels et 
managériaux. En revanche , les risques qui ont eu très peu d' impact sur la réalisation des projets 
de DNP des entreprises sont les risques reliés aux foulllisseurs et ceux reliés aux problèmes de 
conlllllllùcation entre les membres de l 'équipe de projet de DNP. 
L 'analyse des SIX types de n sque considérés dans notre étude selon différentes 
caractéristiques des entreprises a révélé certaines différences entre les entreprises au regard de ces 
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caractéristiques. Ainsi, nous avons trouvé que les entreprises qui opèrent dans des sectems à 
haute intensité technologique semblent éprouver plus de problèmes avec les risques reliés aux 
aspects organisationnels et managériaux que les entreprises opérant dans des secteurs à faible et à 
moyenne intensité technologique. Par ailleurs, au regard de la taille des entreprises, celles de plus 
de 50 employés semblent éprouver plus de difficultés avec les risques organisationnels et 
managériaux que celles de 50 employés et moins. Nous avons également trouvé que les 
entreprises qui ont introduit sm le marché au moins un produit nouveau avant lems concunents 
ont éprouvé plus de difficultés à réaliser leurs projets de DNP que celles qui ne l 'on pas fait en 
raison de risques reliés à la sous-estimation des ressources nécessaires. 
L 'AFE effechlée sur les six types de risque considérés dans cette éhlde a révélé que ces 
demi ers tonnent une seule composante. Ceci suggère l'existence d 'un effet de complémentarité 
des impacts des différents types de risque sm les projets de DNP. 
La demi ère analyse effectuée dans cette éhlde visait à expliquer la propension des entreprises 
à accuser des échecs dans les projets de DNP qu 'elles entreprennent. Pour ce faire , un modèle de 
régression logistique, mettant en relation une variable dépendante, captant la vraisemblance 
qu 'une entreprise n 'échoue pas dans les projets de DNP qu 'elle met en œuvre versus la 
vraisemblance qu ' elle échoue dans de tels projets , et plusieurs variables explicatives récunentes 
dans la littérahlre , a été estimé. Les appuis empiriques obtenus dans ce sens permettent de 
présumer que plusieurs variables explicatives sont associées de façon significative avec la 
varia ble dépendante. Plus spécifiquement, les résultats de l' estimation de ce modèle ont montré 
que la probabilité qU 'lllle entreprise n 'accuse aucun échec et n 'abandonne aucun projet de DNP 
avant terme croît avec l'accroissement de l ' impoltance accordée par les entreprises aux facteurs 
de succès relatif5 aux ressources humaines , à l 'adéquation clients et produits, au cadrage du 
projet de DNP, et au climat et soutien organisationnels. En revanche, cette probabilité décroît 
avec l'accroissement de l'importance accordée par les entreprises aux facteurs de succès relatifs à 
l'escalade de l 'engagement du chef du projet et de son équipe, des risques reliés aux projets de 
DNP. du degré de nouveauté du produit développé par l' entreprise, du pourcentage de ses ventes 
réa lisées auprès des trois principaux clients , et de sa taille. 
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5.2. Implicatio11s des résultats 
Les résultats obtenus dans le cadre de la présente recherche pennettent de dégager plusieurs 
suggestions en vue d ' améliorer la gestion des projets de développement de nouveaux produits 
dans les entreprises manufachlrières, particulièrement les petites et moyennes entreprises (PME) . 
La nature exploratoire de l 'éhlde donne lill caractère parfois spéculatif à ces suggestions. Elles 
sont fonnulées ci-dessous : 
1. Les résultats obtenus montrent que, pour tille meilleure gestion de leurs projets de 
développement de nouveaux produits, les entreprises doivent intégrer les aspects auxquels 
réfèrent les différents facteurs de succès généraux de l'entreprise et spécifiques aux projets de 
DNP, dans leurs stratégies et pratiques de gestion quotidiennes. La prise en compte de 
l' impOltance de ces facteurs est de nature à assurer de meilleures conditions de succès à leurs 
projets de DNP. 
2. La qualité du processus de développement des nouveaux produits, la présence au sein de 
l' entreprise d'une stratégie bien définie de DNP, et le soutien du management de l 'entreprise 
à l ' endroit des projets de DNP sont autant de prérequis pour le succès de ces projets. 
3. Partageant les conclusions de plusieurs chercheurs dont Yap et Souder (1994), nous croyons 
que la petite taille des entreprises de notre enquête, et des entreprises du Québec et du Canada 
en général, rend impératif que ces entreprises adoptent des stratégies en matière de DNP qui 
tiennent compte de leurs spécificités. 
4. Pour améliorer les chances de succès de leurs projets de DNP, les entreprises doivent se 
préoccuper de façon particulière de la cOllllllUnication au sein des équipes de projets, et entre 
les équipes de projets et la haute direction. En effet, le succès des projets de DNP est très 
sensible à ce que plusieurs chercheurs, dont Keizer et Halman (2007), qualifient de risques 
ambigus , soit les risques qui donnent lieu à des différences d 'opinion au sein de 
l' organisation et de l 'équipe de gestion du projet. 
s. Notre éhlde a montré qu ' il y aurait un effet d 'amplification de l ' impact d 'ull type dOllné de 
risque par les impacts des autres types. Donc, une gestion intégrée des différents types de 
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nsque aSSOCIes aux projets de DNP ne peut qu'atténuer leurs impacts négatifs sur la 
réalisation de ces projets. 
6. Les enseignements de la littérature réalisée dans le cadre de la présente recherche, et les 
résultats de l 'évaluation empirique de l ' impact du risque sur les projets de DNP des 
entrepIises de notre échantillon, suggèrent fortement aux entreprises de privilégier une 
stratégie basée sur le diagnostic et la gestion du risque au lieu d'une stratégie d 'évitement du 
nsque. 
7. Les chefs de projet de DNP doivent contrôler leur engagement excessif à l 'endroit de celtains 
projets de DNP. En effet, plusieurs auteurs, dont Schmidt and Calantone (2002), ont montré 
que les gestionnaires qui initient des projets sont plus portés à minimiser les risques qui 
menacent ces projets que les gestionnaires qui prennent les rênes de projets qui sont déjà 
lancés. Ils seraient aussi pOltés à baser leurs décisions de poursuivre ou d' abandonner un 
projet de DNP avant le stade de commercialisation du produit sur des facteurs qui ne sont pas 
toujours objectifs : «The goveming fa ctors in TI/ost cases seem to be glft f eel, past 
experiences, faith in certain individllals, hopefitl gllesses, and wisliflll thinking» (Balachandra , 
1984 : 93). La relation significative et négative entre la propension des entreprises à échouer 
dans des projets de DNP et l 'escalade d 'engagement du chef d 'équipe du projet et son équipe, 
révélée par le modèle de régression estimé dans le cadre de notre étude, semble aller dans le 
même sens que ces auteurs. 
5.3. Limiles el avel1ues fUlures de recherche 
Cette recherche est exploratoire et propose un cadre conceptuel qui met le fOClls sur les 
facteurs du succès et la gestion du risque dans les projets de développement de nouveaux 
produits. Ce faisant, elle ne capte que partiellement la réalité de la gestion de l 'innovation dans 
les entreprises. Dans des recherches futures , d'autres détenllinants pourraient être considérés tels 
que l'appolt des organisations publiques et parapubliques de soutien à l ' inllovation dans les 
entreprises, les partenaIiats avec les institutions du savoir, la compétition intemationale, etc. 
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Cette recherche s'est concentrée sur les entreprises de deux régions limitrophes d'un grand 
centre urbain et qui présentent plusieurs similarités. Ceci a fait en sorte que les différences 
reliées aux contextes géographique et régional ont été considérablement atténuées. Une future 
recherche qui prendrait en considération des entreprises localisées dans des régions plus 
éloignées des centres urbains pourrait pelmettre de dégager des éléments reliés à l ' impact de la 
proximité des centres urbains sur la gestion de l'innovation dans les entreprises. 
Bien que le questiOlmaire utilisé dans cette recherche soit basé sur des questionnaires déjà 
éprouvés (questionnaires de Statistique Canada) et des outils de mesure adoptés par des auteurs 
qui font autorité sur notre thématique de recherche (Cooper, Keizer, Kleinschmidt, etc .. ), il 
demeure pertinent dans des recherches futures de personnaliser davantage celtaines questions au 
contexte de PME. En effet, nous avons constaté, dans les réponses obtenues, que certains aspects 
reliés notamment aux facteurs de succès spécifiques des projets de DNP ne semblent pas faire 
pmtie de la réalité quotidienne des entreprises sondées (présence d' incitatifs monétaires pour la 
haute direction selon la performance des projets de DNP entrepris: présence au sein de 
l' entreprise d 'un système explicite d 'évaluation des perfOlmances des DNP; etc .. ). 
Notre unité d 'analyse est l 'entreprise manufacturière innovante en produits. Cependant, nous 
ne disposons pas de liste spécifique à ce type d'entreprises . Nous avons donc dù utiliser une liste 
plus générale, celle du CRlQ, et nous avons estimé le nombre d 'entreprises éligibles à notre 
enquête en nous basant sur les données de la demi ère enquête sur l'innovation de 2005 de 
Statistique Canada . Selon cette enquête, 50,7 % des entreprises de la province de Québec sont 
innovantes en produits . Notre détermination de la population d'entreprises éligibles à notre 
enquête, et par ricochet le taux de réponse obtenu, demeure approximative. 
Le degré de maturité de l'entreprise en matière de gestion de projet n'a pas été pris en compte 
dans cette recherche. Il serait intéressant clans une recherche future de voir si les facteurs de 
risque ont le même impact sur le succès des projets de DNP selon le degré de mahlrité de 
l'entreprise en gestion de projet. 
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Finalement, faute de temps et de moyens matériels, la taille de notre échantillon est assez 
petite. Ceci nous a privés de procéder à celtaines analyses plus fines , notamment au niveau des 
secteurs manufacturiers. Nous étions contraint de regrouper les entreprises dans trois grandes 
catégories au regard de l'intensité technologique de ces secteurs. 
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Annexe 1 : Liste des secteurs d'activités industrielles des entreprises manufacturières 
SCIAN 2002 Description 
31 1 +312 Fabrication d'aliments + Fabrication de boissons et de produits du tabac 
313 +314 Usines de textiles + Usines de produits textiles 
315 +316 Fabrication de vêtements + Fabrication de produits en cuir et de produits analogues 
321 Fabrication de produits en bois 
322 Fabrication du papier 
323 Impression et activités connexes de soutien 
324 Fabrication de produits du pétrole et du charbon 
325 (sauf 3254) Fabrication de produits chimiques sauf Fabrication de produits pharmaceutiques et de 
3254 Fabrication de produits pharmaceutiques et de médicaments 
326 Fabrication de produits en plastique et en caoutchouc 
327 Fabrication de produits minéraux non métalliques 
331 Premiére transformation des métaux 
332 Fabrication de produits métalliques 
333 Fabrication de machines 
3341 Fabrication de matériel informatique et périphérique 
3342 + 3343 Fabrication de matériel de communication + Fabrication de matériel audio et vidéo 
33441 électroniques Fabrication de semi-conducteurs et d'autres composants 
3345 + 3346 Fabrication d'instruments de navigation, de mesure et de commande et d'instruments 
335 Fabrication de matériel, d'appareils et de composants électriques 
336 (sauf 3364) Fabrication de matériel de transport sauf Fabrication de produ its aérospatiaux et de 
leurs pièces 
3364 Fabrication de produits aérospatiaux et de leurs pièces 
337 Fabrication de meubles et de produits connexes 
339 Activités diverses de fabrication 
Sources . Enquete sur l'Innovation de 2005, Note methodologlque, Statistique Canada, p. 3 Disponible a l'adresse . 
hltp//wwwstatcangcca/cgi-bin/imdb/p2SV Lpl?Function=getSurvey&SDDS=4 218&lang=fr &db=lmdb&adm=8&dis= 2 (consulté le 20 
mars 201 0) 
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Annexe 2 : Questionnaire de l'enquête 
ENQUÊTE SUR LES FACTEURS DE SUCCÈS DE L'INNOVATION DE PRODUIT DANS LES 
ENTREPRISES MANUFACTURIÈRES DES RÉGIONS DE QUÉBEC ET DE CHAUDIÈRE-
APPALACHES 
Janvier 2010 
Ce questionnaire s'adresse au président-directeur général, au premier officier ou au responsable 
de la production de votre entreprise. 
L'objectif général de cette étude est de faire ressortir l'importance du risque en contexte de projets de développement de 
nouveaux produits, d'évaluer l'impact du risque sur le succés des projets d'innovation de produits et d'identifier les facteurs de 
succès généraux de l'entreprise et spécifiques aux projets d'innovation de produits sur lesquels il est possible d'agir pour 
minimiser le risque dans ces projets. 
Les résultats de cette recherche seront traités confidentiellement et il sera impossible de repérer votre entreprise dans le rapport 
qui sera produit. 
La participation à cette enquête est purement volontaire, mais nous espérons que vous prendrez quelques minutes pour 
répondre au questionnaire . 
Est-ce que vous êtes toujours propriétaire ou responsable de la production dans votre établissement? 
1 0 Oui 2 0 Non 
(Si non, pouvez-vous transférer le questionnaire électronique au nouveau responsable de la production de votre établissement ?) 
Avez-vous une douzaine de minutes à nous consacrer? 
21 4 
SECTION1 : INNOVATION DE PRODUITS 
1.1. Depuis trois ans, votre entreprise a-t-elle offert des produits nouveaux ou sensiblement amél iorés à sa clientéle? 
1 0 Oui 2 0 Non 3 0 Ne sait pas / Ne répond pas 
1.2 . Qui a développé ces innovations de produit (biens ou services) pendant les trois années? (Choisissez uniquement J'option 
la plus pertinente) 
1 0 Principalement votre usine ou votre entreprise 
2 0 Votre usine conjointement avec d'autres entreprises ou organisations 
3 0 Principalement d'autres entreprises ou organisation 
1.3. Pour votre produit le plus innovant introduit au cours des trois demières années, veuillez estimer le degré de nouveauté 
de ce produit selon l'èchelle de 1 à 5 suivante : où 1 signifie faiblement nouveau et 5 totalement nouveau : 
Degré de nouveauté de votre produit 
le plus innovant 
Faiblement nouveau 10 20 30 5 o Totalement nouveau 
1.4. Est-ce que votre entreprise a introduit AU MOINS UN produit nouveau ou significativement amélioré sur votre marché 
avant vos concurrents pendant les trois années? 
1 0 Oui 2 o Non 3 0 Ne sait pas / Ne répond pas 
1.5. Est-ce que votre entreprise a introduit AU MOINS UN produit nouveau ou significativement amél ioré qui était déjà 
disponible sur votre marché chez vos concurrents? 
1 0 Oui 2 o Non 3 0 Ne sait pas / Ne répond pas 
1.6. Au cours des trois demières années, quel pourcentage de votre chiffre d'affaires avez-vous consacré en moyenne à la 
R-D %? 
_____ en % de votre chiffre d'affaires 
SECTION 2 : ACTIVITÉS D'INNOVATION INACHEVÉES OU ABANDONNÉES 
2.1. Au cours des trois demières années, est-ce que votre entreprise a connu un échec ou n'a pas mené à terme un projet 
dans le but d'introduire ou de développer des produits nouveaux ou sensiblement amél iorés? 
1 0 Oui 2 o Non 3 0 Ne sait pas 1 Ne répond pas 
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SECTION 3 : FACTEURS DE SUCCÈS GÉNÉRAUX DE l'ENTREPRISE 
3.1. Veuillez indiquer l'importance de la contribution de chacun des facteurs énumérés ci-dessous au succès de votre 
entreprise? 
(Veuillez indiquer l'importance en vous servant de l'échelle à cinq points, où 1 signifie très faible importance et 5, importance très 
élevée. Cochez 6 si ça ne s'applique pas à votre entreprise). 
Degré d'importance Ne 
Facteurs de succès Très Faible Très Élevée s'applique 
..( ~ pas 
Marchés et produits : 
a. Satisfaction des clients existants 01 02 03 04 05 06 
b. Etablissement de marchés-créneaux ou 01 02 03 04 05 06 
spécialisés 
c. Développement de marchés d'exportation 01 02 03 04 05 06 
d. Développement du marché national 01 02 03 04 05 06 
e. Développement de produits personnalisés pour 01 02 03 04 05 06 les clients 
Ressources humaines : 
e. Encourager les travailleurs expérimentés à 
transmettre leurs connaissances aux nouveaux 01 02 03 04 05 06 
travailleurs et aux moins expérimentés 
f. Offrir de la formation à l'extérieur de l'unité 
commerciale, dans le but de maintenir les 01 02 03 04 05 06 
compétences actuelles des travailleurs 
g. Recrutement de travailleurs spécialisés 01 02 03 04 05 06 
h. L'usage de primes financières pour attirer ou 01 02 03 04 05 06 
retenir les employés 
Autres facteurs : 
i. La proximité géographique avec les clients et 01 02 03 04 05 06 les fournisseurs 
j. La proximité géographique avec les institutions 01 02 03 04 05 06 du savoir (universités, centres de recherche, ... ) 
k. Le contrôle de la qualité des produits 01 02 03 04 05 06 
1. L'introduction des nouvelles technologies de 01 02 03 04 05 06 l'information et de la communication 
21 6 
SECTION 4: FACTEURS DE SUCCÈS SPÉCIFIQUES À L'INNOVATION DE PRODUITS 
4.1 . Veuillez indiquer l' importance des facteurs énumérés ci-dessous au succès de vos projets d'innovation réalisés au cours des 
trois derniéres années? 
(Veuillez indiquer /'importance en vous servant de l'échelle à cinq points, où 1 signifie très faible importance et 5, importance très 
élevée. Cochez 6 si ça ne s'applique pas à votre entreprise). 
Degré d'importance Ne 
Facteurs de succès Très Faible Très Élevée s'applique 
~ ~ pas 
1. Qualité du processus de développement des nouveaux produits: 
a. Définition claire des objectifs visés 01 02 03 04 05 06 
préalablement à la phase du développement du 
projet 
b. Evaluation préalable des différents aspects 01 02 03 04 05 06 
reliés au marché cible du nouveau produit 
(besoins des clients; taille du marché; niveau 
de compétition , .. ) 
c. familiarité de l'entreprise avec le projet et la 01 02 03 04 05 06 
synergie qu'elle pourrait créer entre lui et ses 
autres projets 
d. Disponibilité de la technologie et de l'expertise 01 02 03 04 05 06 
nécessaires pour accomplir les différents volets 
techniques du projet 
e. Identification au préalable des livrables attendus 01 02 03 04 05 06 
à chaque phase du processus de DNP 
f. Flexibilité du processus de DNP 01 02 03 04 05 06 
2. Présence au sein de l'entreprise d'une stratégie bien définie de DNP : 
g. L'entreprise a des attentes clairement établies 01 02 03 04 05 06 
vis-à-vis les projets de DNP qu'elles réalisent 
(en termes de ventes; de profit, etc .. ) 
h. les objectifs visés par les projets de DNP sont 06 
clairement communiqués à tous le personnel 01 02 03 04 05 
impliqué dans ces projets 
i. Les projets de DNP sont initiés dans la poursuite 01 02 03 04 05 06 des objectifs à long terme de l'entreprise 
3. Ressources mOnétaires et humaines : 
g. Disponibilité des ressources humaines et 
monétaires nécessaires aux projets de DNP 01 02 03 04 05 06 
initiés 
k. Allocation de ressources à des activités de 01 02 03 04 05 06 formation spécifiques au DNP 
1. Sélection judicieuse des personnes affectées aux 
projets de DNP (selon leur expérience; le temps 01 02 03 04 05 06 qu'ils peuvent dégager pour ces nouveaux 
projets; etc) 
4. Dépenses engagées en R&D : 
m. Dépenses dédiées aux activités de R&D 01 02 03 04 05 06 
5. Qualité de l'équipe de projet de DNP : 
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n. Le chef de projet est dédié à un seul projet 01 02 03 04 05 06 
o. Le chef de projet consacre l'essentiel de son 
01 02 03 04 05 06 temps au projet de DNP dont il est responsable 
p. Les différents membres de l'équipe de projet 
interagissent et communiquent très bien 01 02 03 04 05 06 
ensemble sur une base régulière 
q. Les décisions prises à l'extérieur de l'équipe de 
projet et affectant le projet, sont intégrées 
rapidement et efficacement par l'équipe de 
projet 
6. Engagement du management de l'entreprise à l'endroit des projets de DNP .-
r. L'équipe de gestion de l'entreprise est très 01 02 03 04 05 06 favorable aux projets de DNP 
s. L'équipe de gestion est prêt à consentir toutes 01 02 03 04 05 06 
les ressources nécessaires pour augmenter les 
chances de succès des projets de DNP 
t. L'équipe de gestion est directement impliquée 01 02 03 04 05 06 
dans les décisions concemant la poursuite ou 
l'abandon des projets de DNP. 
7. Climat et culture organisationnels au sein de l'entreprise .-
u. Les idées innovatrices de tous les employés 01 02 03 04 05 06 
sont prises en considération dans les décisions 
d'initier des projets de DNP 
v. Le personnel technique (ingénieurs; techniciens) 0 1 02 03 04 05 06 
est encouragé à consacrer une partie de leur 
temps de travail aux projets de DNP en cours 
dans l'entreprise 
w. Les employés ont accès à des ressources 01 02 03 04 05 06 
(monétaires ou en termes de temps) pour 
avancer des idées innovatrices susceptibles de 
se transformer en des projets concrets de DNP. 
x. L'échange d'idées entre les employés sur des 01 02 03 04 05 06 
projets de DNP potentiels est fortement 
encouragé 
8. Facteurs relatifs à l'équipe de projet .-
y. La présence d'un chef de projet bien identifié et 01 02 03 04 05 06 
imputable pour les résultats obtenus 
z. Le chef de projet est responsable du projet du 01 02 03 04 05 06 
début jusqu'à la fin 
aa. Chaque projet de développement de nouveau 01 02 03 04 05 06 
produit a son propre équipe de projet 
9. Imputabilité de la haute direction .-
ab. Le succès des projets d'innovation fait partie 
des critères d'évaluation de la performance de 01 02 03 04 05 06 
haute direction 
ac. La présence au sein de l'entreprise d'un 
système d'évaluation des performances des 01 02 03 04 05 06 DNP (% ventes supplémentaires dues à 
l'innovation; taux succès/échec projet DNP; .. ) 
ad . La présence d'incitatifs monétaires pour la 
haute direction selon la performance des 01 02 03 04 05 06 
projets de DNP entrepris. 
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SECTION 5: PROBLÈMES ET OBSTACLES AUX PROJETS DE DÉVELOPPEMENT DES NOUVEAUX PRODUITS 
5.1. Pendant les trois dernières années, veuillez indiquer l'importance de chacun des problèmes et obstacles qui ont ra lenti ou 
qui ont causé des problèmes à vos projets de développement de nouveaux produits? 
(Veuillez indiquer l'importance en vous servant de l'échelle à cinq points, où 1 signifie très faible importance et 5, importance très 
élevée. Cochez 6 si ça ne s'applique pas à votre entreprise). 
Degré d'importance Ne 
Problémes et obstacles Très Faible Très Èlevée s'applique 
4( ~ pas 
Problèmes et obstacles reliès au développement d'innovation : 
a. Manque de fonds propres pour le 01 02 03 04 05 06 développement de nouveaux produits 
b. Manque d'accessibilité à des capitaux 06 
extérieurs pour le développement de 01 02 03 04 05 
nouveaux produits 
c. Manque de personnel qualifié pour travailler 01 02 03 04 05 06 
sur les projets d'innovation de produits 
d. Difficulté à former les travailleurs dans les 01 02 03 04 05 0 6 délais requis 
e. Manque d'information sur les technologies 06 pertinentes au développement ou à 01 02 03 0 4 05 
l'amélioration des produits 
f. Difficulté à trouver des partenaires de 0 1 02 03 04 05 0 6 
coopération pour l' innovation de produits 
g. Risque lié à la faisabilité de projets 01 02 03 04 0 5 06 d'innovation de produits 
Problèmes et obstacles reliès à la commercialisation d'innovation : 
h. Marché dominé par des entreprises établies 01 02 03 04 05 06 
i. Incertitude de la demande en produits 01 02 03 04 05 0 6 innovants 
j. Connaissance insuffisante du marché 01 02 03 0 4 05 06 
k. Effort insuffisant de marketing 01 02 03 04 0 5 06 
1. Manque de réceptivité des clients face aux 01 02 03 0 4 05 0 6 
nouveaux produits 
m. Risque lié à la réussite commerciale sur le 01 0 2 03 04 05 06 
marché visé par l'innovation 
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SECTION 6 : GESTION DU RISQUE DANS LES PROJETS D'INNOVATION DE PRODUITS 
6.1. Au cours des trois dernières années, le développement de nouveaux produits dans votre entreprise a-t-il été retardé ou 
rendu impossible par ... ? 
1) aucun retard 4) sérieusement retardé 
2) légèrement retardé 5) a été rendu impossible 
3) modérément retardé 6) non pertinent 
Types de risque Cocher ~] 1 2 3 4 5 6 
a) les risques reliés à l'acceptation des clients et à la 10 20 30 40 50 60 commercialisation 
b) les risques reliés aux aspects organisationnels et 10 20 30 40 50 60 managériaux 
c) les risques reliés aux problèmes de communication entre les 10 20 30 40 50 60 membres de l'équipe du projet de DNP 
d) les risques reliés à la sous-estimation des ressources 10 20 30 40 50 60 nécessaires 
e) les risques reliés à la technologie de production 10 20 30 40 50 60 
f) les risques reliés aux fournisseurs 10 20 30 40 50 60 
SECTION 7 : VOTRE ORGANISATION 
7.1. Quel a été le nombre d'employés de votre entreprise en 2009? __ _ 
7.2. Parmi ces employés quel était le nombre de techniciens, ingénieurs et scientifiques? ___ _ 
7.3. Au cours du dernier exercice quelle proportion de votre chiffre d'affa ires avez-vous réalisé dans ces différentes zones 
géographiques suivantes? 
env .. ... . % dans un rayon de 100 km de votre entreprise 
env ..... . % ailleurs au Québec 
env ... .. % ailleurs au Canada 
env ..... .. % aux États-Unis 
env ..... .. % ailleurs dans le monde 
7.4. Au cours du dernier exercice quelle proportion de vos achats avez-vous réal isé dans ces différentes zones 
géographiques suivantes? 
env ...... % dans un rayon de 100 km de votre entreprise 
env ...... % ailleurs au Québec 
env .. .... % ailleurs au Canada 
env ....... % aux États-Unis 
env .... ... % ailleurs dans le monde 
7.5. Quel pourcentage de votre chiffre de ventes représente vos trois plus importants clients? --- _ % 
7.6. Quel pourcentage de vos achats représente vos trois plus importants fournisseurs? - - - _ % 
Merci pour votre collaboration 
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Annexe 3 : POUl'centage d'usines qu i ont in nové pendant les trois années, 2002 à 2004 
Explo itation fo restière 
Fab rica ti on 
Fabrication d'aliments et fabrication de 
bo issons et de produits du ta bac 
Us ines dc tc.\ tiles et usines de produ its 
te.\tik s 
Fab ri cat ion de vêtements et tabricat io n de 
p rod ll its en c ll ir et de prod uits analog llcs 
Fabricat ion de produi ts en bois 
Sc ieries et préservat ion du bois 
Fabrication de placages. de contreplaqu és 
et de produ its en bo is reconstitué 
Fab rication d'autre s produits en bois 
Fabrication du papier 
Us ines de pit te à papie r. de papier et de 
cal10n 
Fabri cat ion de produi ts en papier 
t ra n sti.) lïné 
Imprcss ion ct activités conne.\cs de sOllt ie n 
Fab rica tion de produits du pétrole et du 
cha rbon 
Fabrication dc prodlli ts chi miq ll es 
Fabrication de prodllits chim iques 
(c .\c luant fabricati on de produits 
pharm aceut iques et de médi caments) 
Fabrication dc produits pharm ace ut iqucs ct 
de Inédicamcnt s 
Fabrication de prod uits en plastiq ue et en 
caoutchouc 
Fabri cat ion de produi ts 111 inéra ux non 
1 
Innovateu rs Innovateurs 
nnovateurs . , , de prodUI ts de pl'ocedes 
Ln novateu rs 






Innovateu rs de 
procédés 
seulement 
2 1,9 B 14,7 B 19,5 B 12,3 B 2,4 A 7,3 B 
68.7 A 50. 1 A 55,2 A 36,6 A 13,6 A 18,6 A 
69,3 A 56,7 A 56,8 A 44,2 A 12,5 A 12,6 A 
70.1 A 48,4 A 61 ,8 A 40, 1 A 8,3 A 2 1,6 A 
5 1. 7 1\ 38.6 A 37,3 A 24,3 A 14,3 A 13, 1 1\ 
60 .4 A 3 1,5 A 55, 1 A 26,2 A 53 A , 28,8 A 
49.2 ;\ 20,6 ;\ 45.3 A 16,7 A 3,9 A 28,6 A 
6 1.2 B 32.2 fl 59,6 fl 30,6 fl 1,7 A 29.0 B 
70J A 4 1,4 A 6'1'" A _ , J 33,4 A 7,9 A 28,9 A 
70. 5 A 43.5 A 64.2 A 37,2 A 6'" A ,J 27,0 B 
70.3 B 4 1.5 fl 65,3 fl 36.5 B 50 A , 28,8 B 
70.6 A 44 .5 fl 63 ,7 fl 37,6 fl 6.9 A 26, 1 B 
78.7 ,\ 49,4 1\ 7 1.2 ;\ 42,0 A 7,4 A 29,2 A 
5 1.4 fl 21.9 13 47,3 fl 17,7 fl 4,2 A 29,6 fl 
7 '1 - 1\ _.) 59.0 1\ 50. 1 A 36.5 A 22.5 A 13.5 A 
77.3 A 64.6 A S'I'" 1\ 39,5 A 25 , 1 A 12, 7 A - _ . J 
- - '1 B ) ) . - 38. 7 Il 42,2 B 25,7 B 13,0 B 16.4 B 
76,2 A 59.5 A 62.4 A 45.7 A 13.8 A 16,7 A 
62.0 A 40,6 A 52,S A 3 1.2 A 9,5 A 2 1,3 A 
22 1 
méta l! iq ues 
Prem ière transl0 ll11 ati on des métaux 
Fab ri cation dc produits métalliques 
Fab ri cal ion cie mac h illes 
Fabrication de mac hines (excluant 
fabric atio n de mac hin es pour le comm erce 
et les industries de services) 
Fabrication de mac hines pour le co mm erce 
et les industri es de services ' 
Fabricat ion de prod ui ts in fonn at iques et 
é lec tron iques 
Fabric ation cie matériel informatique et 
péri phériqu e 1 
Fabricati on de matériel de comlllunication 
I:abrica ti on de matéricl téléphonique ' 
Fabrica tion de matéri el de 
rad iodi tt"u sioll . cie télécl itfusion ct de 
commullicat ion sans fil ' 
Fabrica tio n d'autres types cie matériel de 
com mu n icati on 
Fa brication de matériel audio et vidéo ' 
Fab rication de matériel dc 
communicati on et fabrication cie matériel 
audi o et v id éo 
Fab ricati on de se mi-conducteurs et 
d, ' 1 ' 1 autres composant s c ectronlques 
Fab ri cati on d'in strument s de nav igation. de 
mesure et de commande ct d'in strum ents 
méd icaux 
Fabrica tion d'instrum ent s de nav igati on 
et de guidage ' -
=-ab ri cati on d'appareils de mesure et de 
;ommande et d'a pparei 15 médi caux 1 
Fabricati on et reproducti on de 5Uppolts 
magnétiqu es et optiques 
70 .5 13 39.5 13 64.0 13 33.0 13 
6" A 4') 8 ,A. - -- -.:: -I ~ - A .,0---8- A _').J _, _) , _ -' , 
78.3 i\ 66.8 i\ 5 1,3 i\ 39,8 i\ 
76.8 A 64.8 A 49.0 A 36,9 A 
94.8 f\ 89.6 B n .l 13 7 1,9 B 
87. 1 A 80.9 A 57.7 A 51.5 A 
.\. A X A x E X E 
82.9 13 80 ,0 B 46,9 13 44,0 B 
80.0 1-: 80.0 1: 24.0 B 24.0 13 











x x x . x X t\ 
.\. 1\ x i\ X B X B X 13 
84 .6 13 82 .1 13 49.7 13 47,2 13 34.9 13 
90 .5 t\ 78.4 B 68.3 \3 56.2 B ')') ') B "--,-




E x E x E X A 
90 ,6 13 87,8 13 58,3 B 554 B , 324 B , 
x E X E X E X E x E 
3 1.0 B 
20,5 A 
11 ,5 A 
12,0 A 
5,2 A 














Fabricat ion d'instrument s de navigati on. de 
mesure et de commande et d'in strument s 
médicau:\ et fabrication ct reproduction de 
supports rnagnétiques et optiques 
Fabrication de matériel. d'appareil s et de 
composa nts électriques 
Fabrication de matériel. d'appareil s et de 
composants électriques (excluant 
fabrication dc fils et de câbles électriques 
et de comlllunication) 
Fabrication de fils et de câbles électriques 
ct de eOll1l11unication l 
Fabricat ion de matérie 1 de transport 
Fabrication de matériel de transport 
(excluant fabric ati on de produit s 
aérospatiaux et de leurs pièces) 
Fabrication de produ its aérospatiaux et de 
leurs pièces 
Fabrication de meubles et de produits 
con nexes 
Activités diverses de fabrication 
Industries manufacturières de la techno logie 
de l'i nformatio n et des communications 
(TIC) 
84.5 i\ 
78 .7 A 
80 .8 1\ 
59 .8 r 
70.2 B 
70.9 A 
68 ,4 1:: 
72,0 A 
72,0 1\ 




28 ,0 E 
52 ,2 13 
54,3 B 
46 , 1 E 
51,8 A 
6? " A _ ,J 
79.6 A 
56. 1 I:l 50,7 I:l 28.4 I:l 
56.8 Il 4 1.4 f3 21,9 1\ 
56,4 13 43 .0 13 24,4 A 
59,8 r 28,0 E 00 A , 
54,3 B 36,3 B 16,0 A 
52,6 13 36, 1 B 182 A , 
59,2 1:: 36,8 E 92 B , 
58,8 A 38,6 A 13,2 A 
55, 1 A 45,4 A 16,9 A 
6 1,3 A 53, 1 A 26,5 A 
1. Contribue al/X estimés pour les industries 1I1011l1/ôcturières de la technologie de l'in/armation et des communications (TIC). 






166 A , 
22,4 E 
202 A , 
9.7 i\ 
8,2 i\ 
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Annexe 5 : Matl"ice de corrélations entt"e les facteurs de succès génénlU x de l'entreprise 
Spearman's Q2.1.1 Correlation Coefficient 
rho 
Q2.1 .2 Correlation Coefficient 
Q2.1.3 Correlation Coefficient 
Q2.1 .4 Correlation Coefficient 
Q2.1.5 Correlation Coefficient 
Q2.2 .1 Correlation Coefficient 
Q2.2 .2 Correlation Coefficient 
Q2.2.3 Correlation Coefficient 
Q2.2.4 Correlation Coefficient 
Q2.3.1 Correlation Coefficient 
Q2.3 .2 Correlation Coefficient 
Q2.3.3 Correlation Coefficient 
Q2.3.4 Correlation Coefficient 
-- Correlation is significant at the 0.01 level (2-tailed). 





























Q2.1.4 Q2 .1.5 Q2.2.1 Q2.2.2 Q2.2.3 
,046 ,119 ,296(**) ,007 ,183(') 
,041 ,046 ,195(') ,028 ,105 
,211(*') ,051 ,059 ,023 ,077 
1,000 ,007 -,034 ,167(*) -,092 
,007 1,000 ,079 ,000 -,01 5 
-, 034 ,079 1,000 ,332(") ,316(*') 
,167(') ,000 ,332(**) 1,000 ,350(*') 
-,092 -,015 ,316(**) , 35W') 1,000 
-,007 ,018 ,297(*') ,399(**) ,572(**) 
-,004 ,037 ,269(**) ,197(*) ,198(*) 
,011 ,108 ,211 (**) ,388(*') ,262(**) 
,008 -, 024 ,384(*') ,167(') ,265(**) 
,090 ,077 ,196(*) ,377('*) ,091 
Q2.2.4 Q2.3.1 Q2.3.2 Q2.3 .3 Q2.3.4 
,149 ,061 -,020 ,330(**) ,162(') 
-,055 -,026 -,039 ,226(*') ,265(*') 
,085 -,120 ,029 ,077 ,168(') 
-,007 -,004 ,011 ,008 ,090 
,018 ,037 ,108 -,024 ,077 
,297(**) ,269(**) ,211(**) ,384(**) ,196(') 
,399(**) ,197(') ,388(*') ,167(*) ,377(**) 
,572(**) ,198(*) ,262(**) ,265(**) ,091 
1,000 ,192(*) ,239(**) ,287(**) ,174(*) 
,192(*) 1,000 ,547(**) ,102 ,096 
,239(**) ,547(**) 1,000 ,093 ,244(**) 
,287(**) ,102 ,093 1,000 ,335(**) 1 
,174(') ,096 ,244(**) ,335(**) 1,000 
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