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Let RB(3, *; v) denote a resolvable *-fold triple system of order v. It is proved in
this paper that the necessary and sufficient conditions for the embedding of an
RB(3, *; v) in an RB(3, *; u) are u3v and (i) u#v#3 (mod 6) if *#1 (mod 2),
(ii) u#v#3 (mod 3) if *#0 (mod 4), or (iii) u#v#0 (mod 3) and v{6 if
*#2 (mod 4). Necessary and sufficient conditions for the embeddings of resolvable
directed triple systems are also determined for all *.  2000 Academic Press
1. INTRODUCTION
A *-fold triple system of order v, denoted B(3, *; v), is an ordered pair
(X, A) where X is a v-set and A is a collection of 3-subsets (called blocks
or triples) of X such that each 2-subset of X is contained in exactly *
triples.
A parallel class in a triple system (X, A) is a subset of A which partitions X.
A B(3, *; v) is called resolvable and denoted RB(3, *; v) if all the triples can
be partitioned into parallel classes. For *=1, an RB(3, 1; v) is also known
as a Kirkman triple system. It is well known [1, 6, 7] that there exists an
RB(3, *; v) if and only if
v#3 (mod 6), if *#1 (mod 2)
v#0 (mod 3), if *#0 (mod 4) (1)
v#0 (mod 3), v{6, if *#2 (mod 4).
Let (X, A) and (Y, B) be an RB(3, *; v) and an RB(3, *; u), respectively.
If X/Y and A is a subcollection of B, and each parallel class of A is a part
of some parallel class of B, then (X, A) is called a subsystem of (Y, B), or
(X, A) is said to be embedded in (Y, B). It can be easily seen that if an
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RB(3, *; v) can be embedded in an RB(3, *; u), then u and v satisfy (1.1)
and u3v. For *=1, it is proved [9] that these conditions are also suf-
ficient for the embeddings of Kirkman triple systems:
Theorem 1.1. The necessary and sufficient conditions for the embedding
of an RB(3, 1; v) in an RB(3, 1; u) are
u#v#3 (mod 6), u3v. (2)
For arbitrary *, we have the following result [3]:
Theorem 1.2. Let * be a given positive integer. For all v  E, there exists
an RB(3, *; u) containing an RB(3, *; v) if and only if u and v satisfy (1.1)
and u3v, where
E=[15, 21, 24, 27, 30, 33, 36, 42, 45, 48, 57, 60, 69, 72, 84, 96].
The main purpose of the present paper is to complete the solution to the
embedding problem of resolvable triple systems for all *, i.e., we will prove
that for any given positive integer *, the necessary and sufficient conditions
for the embedding of an RB(3, *; v) in an RB(3, *; u) are u3v and
u#v#3 (mod 6) if *#1 (mod 2)
u#v#0 (mod 3) if *#0 (mod 4) (3)
u#v#0 (mod 3) and v{6 if *#2 (mod 4).
2. (3, *)-FRAMES
To prove our main theorem, we need the concept of (3, *)-frames which
plays an important role in the construction of resolvable triple systems con-
taining subsystems. The interested reader may refer to [1, 11] for details.
Let v and * be positive integers, K and M be two sets of positive integers.
A group divisible design GD(K, *, M; v) is an ordered triple (X, G, A)
where X is a v-set, G is a collection of subsets (called groups) of X,
G forms a partition of X, and A is a collection of subsets (called blocks)
of X, such that |G| # M, |B| # K and |G & B|1 for each G # G and each
B # A, and each pair of points of X from distinct groups is contained in
exactly * blocks. The multiset [ |G| | G # G] is called the type of the design.
A GD(K, *, M; v) is called a (K, *)-GDD of type 6=6 i1 t
ui
i if G contains
exactly ui groups of size ti for i1. If K=[k], then a ([k], *)-GDD is
usually denoted a (k, *)-GDD.
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A GD([k], 1, [m]; km) is also called a transversal design and denoted as
a TD(k, m). It is well known that the existence of a TD(k, m) is equivalent
to the existence of k&2 mutually orthogonal Latin squares of order m.
Now let (X, G, A) be a GD(K, *, M; v), a subset P of A is called a holey
parallel class with hole G if P is a partition of X "G for some G # G.
(X, G, A) is called a (K, *)-frame if K can be partitioned into holey parallel
classes. What we need in this paper are (3, *)-frames. For our purpose in
this paper, the following results concerning the existence of (3, *)-frames
are useful.
Lemma 2.1 [1]. There exists a (3, *)-frame of type tu if and only if
t(u&1)#0 (mod 3), *t#0 (mod 2), u4. (4)
Lemma 2.2 [1]. Let (X, G, A) be a group divisible design with *=1.
Let w: X  Z0 be a weighting where Z0 denotes the set of all the nonnegative
integers. If for each B # A, there is a (3, *)-frame of type [w(x) | x # B], then
there exists a (3, *)-frame of type [x # G w(x) | G # G].
Lemma 2.3. If there exists a TD(6, m) and 0n1 , n2m, then there
exists a (3, 2)-frame of type (3m)4 } (3n1)1 } (3n2)1.
Proof. Give each of m&n1 points of the first group and each of m&n2
points of the second group weight 0, give each of the remaining
4m+n1+n2 points weight 3. Since there exist (3, 2)-frames of types 34,
35 and 36 by Lemma 2.1, then we obtain a (3, 2)-frame of type
(3m)4 } (3n1)1 } (3n2)1 by Lemma 2.2. K
Lemma 2.4. There exist (3, 2)-frames of types 61 } 35 and 62 } 34.
Proof. The (4, 1)-GDDs of types 61 } 35 and 62 } 34 can be found in [8].
Give weight 1 to each point. Since there exists a (3, 2)-frame of type 14 by
Lemma 2.1, then there exist (3, 2)-frames of types 61 } 35 and 62 } 34. K
Lemma 2.5. If there exists a TD(6, m) and 0n1 , n2m, then there
exists a (3, 2)-frame of type (3m)4 } (3m+3n1)1 } (3m+3n2)1.
Proof. Give each of n1 points of the first group and each of n2 points
of the second group weight 6, give each of the remaining 6m&(n1+n2)
points weight 3. Since there exist (3, 2)-frames of types 36, 61 } 35 and 62 } 34
by Lemmas 2.1 and 2.4, then there exists a (3, 2)-frame of type (3m)4 }
(3m+3n1)1 } (3m+3n2)1 by Lemma 2.2. K
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Lemma 2.6. If there exists a TD(6, m+1) and 0nm+1, then there
exists a (3, 2)-frame of type (3m)5 } (3n)1.
Proof. Delete 5 points of a fixed block of a TD(6, m+1), this gives a
([5, 6], 1)-GDD of type m5 } (m+1)1. Give m+1&n points of the group of
size m+1 weight 0 and give each of the remaining 5m+n points weight 3,
then we obtain a (3, 2)-frame of type (3m)5 (3n)1 since there exist (3, 2)-
frames of types 35 and 36. K
Lemma 2.7. If there exists a TD(10, m) and 0n1 , n2m, then there
exists a (3, 2)-frame of type m8 } (m+3n1)1 } (m+3n2)1.
Proof. By [2], we can form a ([4, 10], 1)-GDD of type m8 } (m+3n1)1 }
(m+3n2)1 from a TD(10, m) where 0n1 , n2m. The conclusion follows
from Lemmas 2.1 and 2.2 by giving each point weight 1. K
An incomplete resolvable triple system IRB(3, *; u, v) is an ordered triple
(Y, X; A) where Y is a u-set, X is a v-subset of Y and A is a collection of
3-subsets (called triples) of Y such that each pair of distinct elements of X
is contained in no triples, each pair of distinct elements of Y, not both
from X, is contained in exactly * triples, and all the triples of A can be
partitioned into *(u&v)2 parallel classes and *(v&1)2 incomplete paral-
lel classes (an incomplete parallel class is a set of triples which partitions
Y "X ).
Since an RB(3, *; v) contains exactly *(v&1)2 parallel classes, then the
following lemma is obvious:
Lemma 2.8. If there exist an IRB(3, *; u, v) and an RB(3, *; v), then
there exists an RB(3, *; u) containing an RB(3, *; v) as a subsystem.
For the application of (3, *)-frames in the construction of incomplete
resolvable triple systems, we have the following theorem, which is a
generalization of construction 5.1(2) of [11].
Theorem 2.9. If there is a (3, *)-frame of type T and = is a given positive
integer such that there exists an IRB(3, *; t+=, =) for each t # T, then there
exists an IRB(3, *; u, v) where u=t # T t and v== or t+=, t # T.
3. CONSTRUCTION OF PARTIAL PARALLEL CLASSES
FROM DIFFERENCE TRIPLES
Let K be a set of positive integers, a pairwise balanced design B(K, *; v)
is an ordered pair (X, A) where X is a v-set and A is a collection of subsets
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(called blocks) of X such that |B| # K for each B # A and each pair of
distinct elements of X is contained in exactly * blocks. A subset P of
A is called a partial parallel class if each element of X is contained in at
most one block of P. P is called a parallel class if each element of X is
contained in a unique block of P. A B(K, *; v) is called resolvable and
denoted RB(K, *; v) if all the blocks of A can be partitioned into parallel
classes.
Now let X=Zv and (Zv , A) be a B(K, *; v). For any block B=
[a1 , a2 , ..., ak] # A and any x # Zv , let B+x=[a1+x, a2+x, ..., ak+x].
(Zv , A) is called cyclic if B+x # A for every B # A and every x # Zv . For
any block B in a cyclic B(K, *; v), let
(B)=[B+x | x # Zv],
(B) is called the orbit generated by B and B is called a base block
of (B).
What we need in this paper are cyclic RB([2, 3], *; v)s with additional
properties. We will show that such designs can be constructed by the
difference method. Let D(v, *) be the following multiset with elements
from Zv :
D(v, *)={[* } d | 1d(v&1)2],[* } d | 1d(v&2)2] _ [*2 } v2],
if v#1 (mod 2),
if v#0 (mod 2).
The elements of D(v, *) are called differences. The symbol * } d means that
the difference d appears * times. We remark that we also use v&d to repre-
sent the difference d.
Let a, b, c # D(v, *), if a+b+c#0 (mod v) or one is the sum of the
others, say, a+b#c (mod v), then (a, b, c) is called a difference triple.
From a base block [x, y, z] we obtain a difference triple ( y&x, z&x,
z& y). On the other hand, from a difference triple (a, b, c) with
a+b+c#0 (mod v) or a+b#c (mod v), we can form a base block
B=[0, a, a+b] or [0, b, a+b]. If v#0 (mod 3) and a=b=c=v3, then
the orbit ([0, v3, 2v3]) contains exactly v3 distinct triples, so we call it
a short orbit, in this case, the difference v3 is used once. Otherwise the
orbit (B) contains v distinct blocks.
In the remaining of this section, we give constructions of parallel classes
and partial parallel classes from difference triples.
Lemma 3.1. If v=a+2b, a#b#1 (mod 2) and a<b, then the orbit
([0, a, a+b])=[[i, a+i, a+b+i ] | i # Zv] can be partitioned into 4 par-
tial parallel classes.
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Proof. Let a=2k+1 and b=2n+1, the 4 partial parallel classes are
P1 : [2i, a+2i, a+b+2i ], 0ik+n;
P2 : [2i+1, a+2i+1, a+b+2i+1], 0ik+n;
P3 : [a+b+2i+1, 2a+b+2i+1, a+2i+1], 0in&1;
P4 : [a+b+2i, 2a+b+2i, a+2i ], 0in. K
Lemma 3.2. If v=a+2b, a#1 (mod 2), b#0 (mod 2), a<b and b{2a,
then ([0, a, a+b])=[[i, a+i, a+b+i ] | i # Zv] can be partitioned into 4
partial parallel classes.
Proof. Let a=2k+1, b=2n, |b&2a|=2t{0 and 2k+2=4mt+2h
where 0<h2t.
Case 1. b&2a>0, 0<ht. The 4 partial parallel classes are:
P1 ,
[4tj+2i, a+4tj+2i, a+b+4tj+2i ],
0 jm, 0it&1;
[2t&a+4tj+2i, 2t+4tj+2i, 2t+b+4tj+2i ],
0 jm&1, 0it&1;
[2b&a+4tj+2i, 2b+4tj+2i, b&a+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&1;
[b&a+2i+1, b+2i+1, 2b+2i+1], 0ik&1.
P2 ,
[2t+4tj+2i, a+2t+4tj+2i, a+b+2t+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&1;
[2b+4tj+2i, 4tj+2i, b+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&1;
[2t&2a+4tj+2i, 2t&a+4tj+2i, 2t+b&a+4tj+2i ],
0 jm&1, 0it&1;
[b+2i+1, a+b+2i+1, 2i+1], 0ik+t&1.







0 jm&1, 0it&1; j=m, 0ih&2;
[b&a+2i, b+2i, 2b+2i ], 0ik.
P4 ,
[2t+4tj+2i+1, 2t+a+4tj+2i+1, 2t&b+4tj+2i+1],
0 jm&1, 0it&1; j=m, 0ih&2;
[2b+4tj+2i+1, 4tj+2i+1, b+4tj+2i+1],
0 jm&1, 0it&1; j=m, 0ih&2;
[2t&2a+4tj+2i+1, 2t&a+4tj+2i+1, 2t+b&a+4tj+2i+1],
0 jm&1, 0it&1;
[b+2i, a+b+2i, 2i ], 0ik+t.
Case 2. b&2a>0, t<h2t. The 4 partial parallel classes are:
P1 ,
[4tj+2i, a+4tj+2i, a+b+4tj+2i ],
0 jm, 0it&1; j=m+1, 0ih&t&1;
[2t&a+4tj+2i, 2t+4tj+2i, 2t+b+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&t&1;
[2b&a+4tj+2i, 2b+4tj+2i, b&a+4tj+2i ],
0 jm, 0it&1;
[b&a+2i+1, b+2i+1, 2b+2i+1], 0ik&1.
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P2 ,
[2t+4tj+2i, 2t+a+4tj+2i, 2t&b+4tj+2i ],
0 jm, 0it&1;
[2b+4tj+2i, 4tj+2i, b+4tj+2i ],
0 jm, 0it&1;
[2t&2a+4tj+2i, 2t&a+4tj+2i, 2t&a+b+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&t&1;
[b+2i+1, a+b+2i+1, 2i+1], 0ik+t&1.
P3 ,
[4tj+2i+1, a+4tj+2i+1, a+b+4tj+2i+1],
0 jm, 0it&1; j=m+1, 0ih&t&2;
[2t&a+4tj+2i+1, 2t+4tj+2i+1, 2t+b+4tj+2i+1],
0 jm&1, 0it&1; j=m, 0ih&t&2;
[2b&a+4tj+2i+1, 2b+4tj+2i+1, b&a+4tj+2i+1],
0 jm, 0it&1;







0 jm&1, 0it&1; j=m, 0ih&t&2;
[b+2i, a+b+2i, 2i ], 0ik+t.
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Case 3. b&2a<0, 0<ht. The 4 partial parallel classes are:
P1 ,
[4tj+2i, a+4tj+2i, a+b+4tj+2i ],
0 jm&1, 0it&1;
[2t&a+4tj+2i, 2t+4tj+2i, 2t+b+4tj+2i ],
0 jm&1, 0it&1;
[&2a+4tj+2i, &a+4tj+2i, b&a+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&1;
[b&a+2i+1, b+2i+1, 2b+2i+1], 0ik&t&1.
P2 ,
[2t+4tj+2i, a+2t+4tj+2i, a+b+2t+4tj+2i ],
0 jm&2, 0it&1; j=m&1, 0ih&1;
[2b&2a+2i, 2b&a+2i, b&2a+2i ], 0it&1;
[2b+4tj+2i, 4tj+2i, b+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&1;
[&2a+2t+4tj+2i, &a+2t+4tj+2i, b&a+2t+4tj+2i ],
0 jm&1, 0it&1;







0 jm&1, 0it&1; j=m, 0ih&2;




0 jm&2, 0it&1; j=m&1, 0ih&2.
[2b&2a+2i+1, 2b&a+2i+1, b&2a+2i+1], 0it&1;
[2b+4tj+2i+1, 4tj+2i+1, b+4tj+2i+1],
0 jm&1, 0it&1; j=m, 0ih&2;
[&2a+2t+4tj+2i+1, &a+2t+4tj+2i+1, b&a+2t+4tj+2i+1],
0 jm&1, 0it&1;
[b+2i, a+b+2i, 2i ], 0ik&t.
Case 4. b&2a<0, t<h2t. The 4 partial parallel classes are:
P1 ,
[4tj+2i, a+4tj+2i, a+b+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&t&1;
[&a+2t+4tj+2i, 2t+4tj+2i, b+2t+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&t&1;
[&2a+4tj+2i, 2b+4tj+2i, b&a+4tj+2i ],
0 jm, 0it&1;
[b&a+2i+1, b+2i+1, 2b+2i+1], 0ik&t&1.
P2 ,
[2t+4tj+2i, a+2t+4tj+2i, a+b+2t+4tj+2i ],
0 jm&1, 0it&1;
[2b&2a+2i, &2a+2i, b&2a+2i ], 0it&1;
[2b+4tj+2i, 4tj+2i, b+4tj+2i ],
0 jm, 0it&1;
[&2a+2t+4tj+2i, &a+2t+4tj+2i, b&a+2t+4tj+2i ],
0 jm&1, 0it&1; j=m, 0ih&t&1;
[b+2i+1, a+b+2i+1, 2i+1], 0ik&t&1.
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P3 ,
[4tj+2i+1, a+4tj+2i+1, a+b+4tj+2i+1],
0 jm&1, 0it&1; j=m, 0ih&t&2;
[2t&a+4tj+2i+1, 2t+4tj+2i+1, b+2t+4tj+2i+1],
0 jm&1, 0it&1; j=m, 0ih&t&2;
[&2a+4tj+2i+1, &a+4tj+2i+1, b&a+4tj+2i+1],
0 jm, 0it&1;








0 jm&1, 0it&1; j=m, 0ih&t&2;
[b+2i, a+b+2i, 2i ], 0ik&t. K
Similarly, the following lemma can also be proved by direct construc-
tions. We omit the details here.
Lemma 3.3. If v=a+2b, a#0 (mod 2), b#1 (mod 2) and a<b, then
([0, a, a+b])=[[i, a+i, a+b+i ] | i # Zv] can be partitioned into 4 par-
tial parallel classes.
Lemma 3.4. Let v=a+b+c and t>0. If S=[[i, a+i, a+b+i ] |
i # Zv] can be partitioned into n partial parallel classes, then T=[[i, ta+i,
ta+tb+i ] | i # Ztv] can also be partitioned into n partial parallel classes.
Proof. Replace each triple [x, y, z] of a partial parallel class of S by t
triples [tx+i, ty+i, tz+i ], 0it&1, this gives a partial parallel class
of T and the conclusion follows. K
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Combining Lemmas 3.13.4 gives the following theorem:
Theorem 3.5. If v=a+2b, b>a and b{2a, then the v triples of the
orbit ([0, a, a+b])=[[i, a+i, a+b+i ] | i # Zv] can be partitioned into 4
partial parallel classes.
We note that the condition b{2a in Theorem 3.5 is necessary, for the
orbit ([0, a, a+b])=([0, a, 3a]) contains the following 5 triples: [0, a, 3a],
[a, 2a, 4a], [2a, 3a, 0], [3a, 4a, a] and [4a, 0, 2a], any two of them share
a common element.
The following theorem enables us to form parallel classes from partial
parallel classes.
Theorem 3.6. Let v=a+b+c=a1+2b1#0 (mod 3) where a#b0
(mod 3), a1#b1#0 (mod 3), a1<b1 and b1{2a1 . Let S=[[i, a+i,
a+b+i ] | i # Zv], T=[[i, a1+i, a1+b1+i ] | i # Zv]. Then S can be par-
titioned into 3 parallel classes and S _ T can be partitioned into 6 parallel
classes.
Proof. As is proved in [10], S can be partitioned into the following 3
parallel classes R0 , R1 , and R2 :
Ri=[[i+3j, a+i+3j, a+b+i+3j ] | 0 j<v3], i=0, 1, 2.
Now let a1=3m, b1=3n. By Theorem 3.5, the m+2n triples of [[ j, m+ j,
m+n+ j ] | j # Zm+2n] can be partitioned into 4 partial parallel classes,
denoted A1 , A2 , A3 , and A4 . Let Ji be the set of j # Zm+2n for which there
doesn’t exist a B # Ai such that j # B, 1i4. We form from A1 , A2 , A3 ,
A4 , and R0 the following 4 parallel classes Pi , 1i4,
Pi : [3x, 3y, 3z], [3x+a, 3y+a, 3z+a],
[3x+a+b, 3y+a+b, 3z+a+b], [3j, 3j+a, 3j+a+b],
where [x, y, z] # A i and j # Ji . Thus S _ T is partitioned into 6 parallel
classes P1 , P2 , P3 , P4 , R1 , and R2 . K
Obviously Theorem 3.6 is equivalent to the following theorem.
Theorem 3.7. Let a, b, c, a1 , b1 # D(v, *), a+b+c=a1+2b1=v, a#
b0 (mod 3), a1#b1#0 (mod 3), a1<b1 and b1{2a1 . Then from the
difference triple (a, b, c) we can form 3 parallel classes, from the difference
triples (a, b, c) and (a1 , b1 , b1) we can form 6 parallel classes.
Theorem 3.7 will be used in the construction of incomplete resolvable
triple systems in the following sections.
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4. DIRECT CONSTRUCTIONS OF IRB(3, 2; u, v)S
In this section, we use the difference method to give constructions of
IRB(3, 2; u, v) s.
Theorem 4.1. Suppose D(u&v, 2)"[(u&v)3, (u&v)3] can be divided
into two parts D1 and D2 with the following properties:
(1) D1 contains s difference triples of the form (a, b, c) and t difference
triples of the form (a1 , b1 , b1) satisfying the conditions of Theorem 3.7,
s+t=(v&3)3, and st;
(2) D2 contains (u&3v)3 difference triples and v differences such that
we can form a base block for each of the u3 orbits obtained from the
difference triples and differences of D2 so that these base blocks form a
partition of Zu&v .
Then there exists an IRB(3, 2; u, v).
Proof. We form a cyclic RB([2, 3], 2; u&v) on Zu&v as follows. Since
the (v&3)3 difference triples of D1 satisfy the conditions of Theorem 3.7,
then we can form v&3 parallel classes P1 , P2 , ..., Pv&3 from these difference
triples. We can form two parallel classes Pv&2=Pv&1=[[i, i+(u&v)3,
i+2(u&v)3] | 0i<(u&v)3] from the differences d1=d2=(u&v)3.
Let Bi=[xi , yi ], 1iv, be the base blocks of the orbits obtained from
the v differences of D2 and Bj=[xj , y j , zj ], v+1 ju3, be the base
blocks of the orbits obtained from the (u&3v)3 difference triples of D2
such that B1 , B2 , ..., Bu3 form a partition of Zu&v . For i # Zu&v , let Ri=
[B1+i, B2+i, ..., Bu3+i ], then Ri , i # Zu&v , and Pj , 1 jv&1, are the
parallel classes of the cyclic RB([2, 3], 2; u&v).
Now let X=[1 , 2 , ..., v], Y=X _ Zu&v . For i # Zu&v , let
Si =[[xj+i, yj+i, j ] | 1 jv]
_ [[xj+i, yj+i, zj+i ] | v+1 ju3].
Then we obtain an IRB(3, 2; u, v) on Y with u&v parallel classes S i ,
i # Zu&v , and v&1 incomplete parallel classes Pj , 1 jv&1. This com-
pletes the proof. K
As a consequence of Theorem 1.1, we have the following lemma:
Lemma 4.2. If u#v#3 (mod 6) and u3v, then there exists an
IRB(3, 2; u, v).
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Lemma 4.3. If v#0 (mod 3), v18, then there exists an IRB(3, 2; u, v)
for all u#0 (mod 3), u3v.
Proof. It is proved in [3] that if v # [3, 6, 9, 12, 18], then there exists
an IRB(3, 2; u, v) for all u#0 (mod 3), u3v, and there exists an
IRB(3, 2; u, 15) for all u#0 (mod 3), u45, except possibly for u # [48, 54,
66, 72, 78, 84, 90].
Let m=4 and n=3 or 5 in Lemma 2.6, we obtain a (3, 2)-frame of type
125 } 91 or of type 125 } 151. Let ==3 in Theorem 2.9, this gives an
IRB(3, 2; u, 15) for u # [72, 78]. Let m=5, n1=4, n2=3 or 5 in Lemma 2.3,
we obtain a (3, 2)-frame of type 154 } 121 } 91 or 154 } 121 } 151. Let ==3 in
Theorem 2.9, this gives an IRB(3, 2; u, 15) for u # [84, 90]. An IRB(3, 2;
u, 15) for u # [48, 54] will be given in Lemma 4.4. For u=66, we use the
difference method to divide D(51, 2)"[17, 17] into two parts D1 and D2
satisfying the conditions of Theorem 4.1: (u, v)=(66, 15), u&v=51,
X=Z51 .
Difference triples of D1 ,
(7, 22, 22), (9, 21, 21), (11, 20, 20), (13, 19, 19).
Base blocks obtained from D2 ,
[0, 10, 25], [1, 12, 26], [2, 11, 29], [3, 15, 27], [4, 14, 22],
[5, 13, 28], [7, 23, 30]; [6, 43], [8, 9], [16, 21],
[17, 20], [18, 19], [24, 40], [31, 44], [32, 38], [33, 35],
[34, 39], [36, 42], [37, 41], [45, 49], [46, 48], [47, 50].
This gives an IRB(3, 2; 66, 15). The proof is completed. K
Lemma 4.4. If v#0 (mod 6), u#0 (mod 3), 3vu3v+18, then there
exists an IRB(3, 2; u, v).
Proof. To prove the lemma, it is sufficient to divide D(u&v, 2)"
[(u&v)3, (u&v)3] into two parts D1 and D2 satisfying the conditions of
Theorem 4.1. We divide the proof into 7 cases:
Case 1. (u, v)=(18t, 6t), u&v=12t, t1.
D1 : (2i, 6t&i, 6t&i), 1i2t&1. Base blocks obtained from D2 ,
[0, 12t&1], [2t, 8t], [4t, 4t+1]
[i, 12t&i&1], [4t&i, 4t+i+1], [8t&i, 8t+i ], 1i2t&1
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Case 2. (u, v)=(18t+3, 6t), u&v=12t+3, t1.




[2i, 4t&2i ], [2i+1, 4t&2i+1],
[4t+2i+2, 8t&2i ], [4t+2i+3, 8t&2i+1]= 0it&1.
Case 3. (u, v)=(18t+6, 6t), u&v=12t+6, t4.
D1 : (2i, 6t&i+3, 6t&i+3), 1i2t, i{4. Base blocks obtained
from D2 ,
[2t&4, 2t+4, 8t+3], [5, 4t&5, 4t+3];
[8t+1, 8t+2], [4t+1, 4t+2], [4t+4, 8t], [1, 4t&2],
[2t, 6t+1], [10t+3, 10t+4], [6t+2, 12t+5], [2, 4t&1];
[i, 4t&i ], 0i2t&1, i{1, 2, 5, 2t&4;
[4t+2i+1, 8t&2i+2], [4t+2i+2, 8t&2i+3], 2it&1;
[8t+2i+4, 12t&2i+3], [8t+2i+5, 12t&2i+4], 0it&1.
Case 4. (u, v)=(18t+9, 6t), u&v=12t+9, t2.
D1 : (2i&1, 6t&i+5, 6t&i+5), 3i2t+1. Base blocks obtained
from D2 ,
[2t, 2t+3, 8t+6], [6t+4, 6t+5, 0], [4t+2, 4t+5, 8t+4];
[10t+6, 10t+8], [10t+7, 10t+9], [4t+4, 8t+5], [8t+7, 12t+7],
[8t+8, 12t+8], [1, 4t+3], [2t+1, 2t+2];
[8t+i+7, 12t&i+8], 2i2t&2;
[2i, 4t&2i+2], [4t+2i+4, 8t&2i+4],
[2i+1, 4t&2i+3], [4t+2i+5, 8t&2i+5]= 1it&1.
Case 5. (u, v)=(18t&6, 6t&6), u&v=12t, t4.
D1 : (2i, 6t&i, 6t&i), 3i2t&1. Base blocks obtained from D2 ,
[2t&3, 2t, 8t&2], [2t&2, 2t+1, 8t], [3, 4t&4, 4t], [0, 4t&2, 4t&1];
[2t&1, 8t&1], [6t&1, 10t&2], [10t&1, 10t],
[12t&3, 12t&1], [6t&3, 6t+1], [2, 4t&5], [6t&2, 6t],
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[8t+2, 12t&4], [8t+3, 12t&5], [8t+1, 12t&2];
[i, 4t&i&2], 1i2t&4, i{2, 3;
[4t+2i&1, 8t&2i&2], [4t+2i, 8t&2i&1], 1it&2;
[8t+2i, 12t&2i&3], [8t+2i+1, 12t&2i&2], 2it&2.
Case 6. (u, v)=(18t&3, 6t&6), u&v=12t+3, v6.
D1 : (2i&1, 6t&i+2, 6t&i+2), 3i2t, i{5. Base blocks obtained
from D2 ,
[2t&2, 2t, 8t], [2t&1, 2t+1, 8t+1], [1, 4t&2, 12t+1],
[4t, 10t&3, 10t+6], [8t&2, 8t+7, 12t&4]; [8t+2, 12t+2];
[0, 4t&1], [4t+1, 8t&1], [8t+8, 12t&5], [6t&4, 6t+4],
[4t+5, 8t&7], [10t&2, 10t+5], [6t&5, 6t+3], [4t+6, 8t&6],
[10t+1, 10t+2], [2i, 4t&2i&2], [2i+1, 4t&2i&1], 1it&2;
[4t+i, 8t&i&1], 2i2t&1, i{5, 6, 2t&4, 2t&5;
[8t+2i+1, 12t&2i+1],
[8t+2i+2, 12t&2i+2],= 1it&1, i{3, t&2.
For t=5, (u, v)=(87, 24). There is a (3, 2)-frame of type 214. Let ==3
in Theorem 2.9; this gives an IRB(3, 2; 87, 24).
Case 7. (u, v)=(18t, 6t&6), u&v=12t+6, t5.
D1 : (2i, 6t&i+3, 6t&i+3), 1i2t, i{2, 3, 4. Base blocks
obtained from D2 ,
[0, 6t, 6t+5], [6t&1, 6t+4, 12t+4], [5, 4t&5, 4t+3],
[4t, 4t+4, 8t], [2t&4, 2t+4, 8t+3], [4t+6, 8t&1, 8t+5];
[2t, 6t+1], [6t+3, 10t+4], [6t+2, 12t+5], [4t+5, 8t&2],
[8t+1, 8t+2], [1, 4t&2], [8t+4, 12t+3], [4t+1, 4t+2], [2, 4t&1];
[i, 4t&i ], 3i2t&1, i{5, 2t&4;
[4t+2i+1, 8t&2i+2], [4t+2i+2, 8t&2i+3], 3it&2;
[8t+2i+4, 12t&2i+3], [8t+2i+5, 12t&2i+4], 1it&1.
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Combining the above constructions with Lemma 4.3 completes the
proof. K
Lemma 4.5. If v#3 (mod 6), then there exists an IRB(3, 2; u, v) for all
u#0 (mod 3), 3vu3v+24.
Proof. By Lemma 4.2 and Lemma 4.2, it is sufficient to prove the
lemma for v21, and u # [3v+3, 3v+9, 3v+15, 3v+21].
Case 1. (u, v)=(18t+12, 6t+3), u&v=12t+9, t1.
D1 : (2i&1, 6t&i+5, 6t&i+5), 2i2t+1. Base blocks obtained
from D2 ,
[2t+1, 2t+2, 8t+6];
[2t, 2t+3], [6t+4, 6t+5], [10t+6, 10t+8], [10t+7, 10t+9];
[8t+i+7, 12t&i+8], 0i2t&2;
[2i, 4t&2i+2], [2i+1, 4t&2i+3],
[4t+2i+4, 8t&2i+4], [4t+2i+5, 8t&2i+5]= 0it&1.
Case 2. (u, v)=(18t, 6t&3), u&v=12t+3, t1.
D1 : (2i&1, 6t&i+2, 6t&i+2), 3i2t. Base blocks obtained
from D2 ,
[2t, 2t+1, 8t+2], [1, 8t+4, 12t+1], [4t+1, 10t+1, 10t+4];
[2i+1, 4t&2i+1], 1it&1;
[8t+i+3, 12t&i+2], 0i2t&1, i{1, 2t&2;
[2i, 4t&2i ], [4t+2i+2, 8t&2i ], [4t+2i+3, 8t&2i+1], 0it&1.
Case 3. (u, v)=(18t+6, 6t&3), u&v=12t+9, t3.
D1 : (2i&1, 6t&i+5, 6t&i+5), 4i2t+1. Base blocks obtained
from D2 ,
[2t&2, 2t+2, 8t+5], [2t&1, 2t+3, 8t+6], [4t+3, 10t+7, 10t+8],
[1, 8t+8, 12t+7], [4t+1, 4t+6, 8t+1]; [0, 4t], [2t, 2t+1],
[4t+2, 8t+4], [4t+7, 8t], [8t+10, 12t+4], [8t+11, 12t+5];
[2i, 4t&2i ], [2i+1, 4t&2i+1], 1it&2;
[4t+2i+2, 8t&2i+4], [4t+2i+3, 8t&2i+5], 1it, i{2;
[8t+i+7, 12t&i+8], 0i2t&1, i{1, 3, 4.
37RESOLVABLE TRIPLE SYSTEMS
Case 4. (u, v)=(18t&6, 6t&9), u&v=12t+3, t5.
D1 : (2i&1, 6t&i+2, 6t&i+2), 4i2t, i{6. Base blocks obtained
from D2 ,
[0, 6t+1, 6t+2], [4t+1, 10t&3, 10t+8], [2t&2, 2t+2, 8t+2],
[2t&1, 2t+3, 8t+3], [1, 8t+4, 12t+1], [4t&1, 12t+2],
[4t, 4t+5, 8t&1], [3, 8t+10, 12t&5]; [2t, 2t+1], [6t, 6t+3],
[10t+1, 10t+3], [10t+2, 10t+4], [2, 4t&2],
[4t+2, 8t], [4t+4, 8t&2], [4t+3, 8t+1];
[8t+i+3, 12t&i+2], 2i2t&3, i{7, 2t&6;
[2i, 4t&2i ], [2i+1, 4t&2i+1],
[4t+2i+2, 8t&2i ], [4t+2i+3, 8t&2i+1]= 2it&2.
This completes the proof. K
5. EMBEDDINGS OF RESOLVABLE TRIPLE SYSTEMS
In this section, we will determine necessary and sufficient conditions for
the embeddings of resolvable triple systems.
By Theorem 2.9, Lemmas 2.3, 2.5, and 2.7, we have the following three
results:
Lemma 5.1. If there exist a TD(6, m), an IRB(3, 2; 3m+=, =) and an
IRB(3, 2; 3ni+=, =) where i=1, 2, 0nim, then there exists an IRB(3, 2;
u, v) where u=12m+3(n1+n2)+=, v=3m+= or 3ni+=, i=1 or 2.
Lemma 5.2. If there exist a TD(6, m), an IRB(3, 2; 3m+=, =) and an
IRB(3, 2; 3(m+ni)+=, =) where i=1, 2 and 0nim, then there exists an
IRB(3, 2; u, v) where u=18m+3(n1+n2)+=, v=3m+= or 3(m+ni)+=,
i=1 or 2.
Lemma 5.3. If there exist a TD(10, m) and an IRB(3, 2; m+3ni+=)
where i=1, 2 and 0nim, then there exists an IRB(3, 2; u, v) where
u=10m+3(n1+n2)+=, v=m+3ni+=, i=1 or 2.
Lemma 5.4. There exists an IRB(3, 2; u, v) if v # [21, 24, 27] and u#0
(mod 3), 3vu9v.
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TABLE I
v u m n1 n2 = Remark
21 90t93 5 4 4t5 6 Lemma 5.1
96t120 5 0t3 0t5 6 Lemma 5.2
123t141 8 6 3t8 3 Lemma 5.1
144t156 9 6 5t9 3 Lemma 5.1
151t186 11 6 2t11 3 Lemma 5.1
24 93t108 7 0 2t7 3 Lemma 5.1
111t126 7 6 2t7 3 Lemma 5.1
129t159 7 0t3 0t7 3 Lemma 5.2
162t189 11 7 2t11 3 Lemma 5.1
192t216 13 7 4t12 3 Lemma 5.1
27 102t132 7 0,4t7 4t7 6 Lemma 5.1
135t147 8 8 4t8 3 Lemma 5.1
150t195 8 1t8 0t8 3 Lemma 5.2
198t219 12 9 6t12 9 Lemma 5.1
222t243 15 8 5t12 3 Lemma 5.1
Proof. By Lemmas 4.4 and 4.5, to prove the lemma, it is sufficient to
give constructions of IRB(3, 2; u, v)s for 3v+27u9v if v=21 or 27,
and for 3v+21u9v if v=24 which is shown in Table I. This completes
the proof. K
Lemma 5.5. There exists an IRB(3, 2; u, v) if v30 and u#0 (mod 3),
3vu6v.
Proof. The existence of IRB(3, 2; u, v)s for 3v+21u9v if v=30 or
36, and for 3v+27u9v if v=33 is shown in Table II.
TABLE II
v u m n1 n2 = Remark
30 105t120 5 4 0t5 3 Lemma 5.2
123t165 9 2t9 2t9 3 Lemma 5.1
168t180 11 9 2t6 3 Lemma 5.1
33 108t135 9 5 0t9 3 Lemma 5.3
138t168 9 4t9 4t9 6 Lemma 5.1
171t198 11 10 2t11 3 Lemma 5.1
36 117t144 9 8 0t9 3 Lemma 5.3
147t201 11 2t11 2t11 3 Lemma 5.1
204t216 11 0 1t5 3 Lemma 5.2
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Now let
T6=[m>1 | There exists a TD(6, m)].
It is well known [4] that m # T6 if m5, m  [6, 10, 14, 18, 22]. It follows
that for each v#0 (mod 3), v39, there exists m0 # T6 such that
015m0&2v{27, if v # [39, 69, 99, 129, 159],21, otherwise.
Write
v=3m0+3n1+=, 0n1m0 , = 32 m0 .
Then, by Lemma 5.2 and induction, there exists an IRB(3, 2; u, v) for all
u#0 (mod 3), 15m0+vu18m0+v. Further, it is easy to see that there







3vu0{3v+27, if v # [39, 69, 99, 129, 159],3v+21, otherwise.
u1=18ms+v6v
and there exists an IRB(3, 2; u, v) for each u#0 (mod 3), u0uu1 . This
completes the proof. K
Theorem 5.6. For any v#0 (mod 3), there exists an IRB(3, 2; u, v) if
and only if
u#0 (mod 3), u3v.
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Proof. It suffices to prove the theorem for 3vu9v&3. By Lemmas 4.3,
5.4 and 5.5, it remains to prove that there exists an IRB(3, 2; u, v) if
u#v#0 (mod 3), v30 and 6v+3u9v&3. Let
T=[m#2 (mod 3) | There exists a TD(10, m)].
For a given m # T, let ==1 and v=m+3n1+1 where 0n1m, then
by Lemma 5.3, there exists an IRB(3, 2; u, v) for each u#0 (mod 3), 10m+
3n1+1u13m+3n1+1.
Since [11, 17, 23, 29, 32, 41]/T and for any integer t1, there are at
least two m # [6t&1, 6t+5, 6t+11, 6t+17] such that m # T, then for each
v#0 (mod 3), v30, there exist some positive integer s and mi # T,







Let u0=9m0+v, v1=12ms+v, then u06v+3, u19v&3 and there
exists an IRB(3, 2; u, v) for each u#0 (mod 3) with u0uu1 . This com-
pletes the proof. K
Now we are ready to prove our main theorem.
Theorem 5.7. The necessary and sufficient conditions for the embedding
of an RB(3, *; v) in an RB(3, *; u) are u3v and
u#v#3 (mod 6) if *#1 (mod 2)
u#v#0 (mod 3) if *#0 (mod 4)
u#v#0 (mod 3) and v{6 if *#2 (mod 4).
Proof. The necessity is obvious. It follows from Theorems 1.2 and 5.6
that there exists an IRB(3, *; u, v) if and only if u3v and
u#v#3 (mod 6) if *#1 (mod 2)
u#v#0 (mod 3) if *#0 (mod 2).
The conclusion then follows from Lemma 2.8. K
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6. EMBEDDINGS OF RESOLVABLE DIRECTED TRIPLE SYSTEMS
A *-fold directed triple system of order v, denoted DTS(v, *), is an
ordered pair (X, B) where X is a v-set and B is a collection of ordered
3-subsets (called directed triples) of X such that each ordered 2-subset of
X is contained in precisely * directed triples. A DTS(v, *) is called resolv-
able if all the directed triples can be partitioned into parallel classes. We
note that the ordered 2-subsets contained in the directed triple [a, b, c] are
(a, b), (a, c), and (b, c). If we regard each directed triple as an unordered
3-subset, then a DTS(v, *) can be viewed as a B(3, 2*; v), called the under-
lying triple system of the DTS(v, *). A B(3, 2*; v) is called directable if it
is the underlying triple system of some DTS(v, *). It is proved [5] that
every B(3, 2*; v) is directable, and so as a consequence of Theorem 5.7, we
have proved the following theorem:
Theorem 6.1. The necessary and sufficient conditions for the embedding
of a resolvable DTS(v, *) in a resolvable DTS(u, *) are u3v and
u#v#0 (mod 3), if *#0 (mod 2)
u#v#0 (mod 3), v{6 if *#1 (mod 2).
Thus, we have completely solved the embedding problem for resolvable
triple systems and resolvable directed triple systems.
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