We study a pair of conjectures on better behaved GKZ hypergeometric systems of PDEs inspired by Homological mirror symmetry for crepant resolutions of Gorenstein toric singularities. We prove the conjectures in the case of dimension two.
Introduction
Homological Mirror Symmetry, proposed by Kontsevich in [10] , is a mathematical statement of equivalence of derived categories of coherent sheaves of complex manifolds with derived Fukaya categories of the mirror symplectic manifolds, see [1, 11] . In particular, it predicts that two manifolds with the same mirror must have equivalent derived categories of coherent sheaves.
Moreover, physics predicts that these equivalences can be realized as some sort of parallel transports in isotrivial families of triangulated categories. As a consequence, when one passes to the complexified Grothendieck's groups, one expects to have a flat vector bundle that interpolates from one manifold to another. In [7] such vector bundle (or, rather, two bundles due to noncompactness issues) were constructed in the setting of stack resolutions of Gorenstein toric singularities. The two bundles should be related to each other by a duality which is reminiscent of Poincare duality between usual and compactly supported cohomology. The purpose of this paper is to verify the duality conjecture of [7] in the two-dimensional case.
The setting of [7] is as follows. Let ∆ be a convex polytope in lattice N 1 . We consider (∆, 1) in N = N 1 ⊕ Z and the cone C = R ≥0 (∆, 1). Let v 1 , . . . , v n be lattice points of (∆, 1) that include all of its vertices. To these data, one can associate two systems of linear PDEs on functions of n variables x 1 , . . . , x n , called bbGKZ(C, 0) and bbGKZ(C • , 0) with solution spaces of dimension equal to the normalized volume of ∆.
In certain limits associated to simplicial subdivisions Σ of C, the results on [7] give isomorphisms between the K-theory spaces of the toric Deligne-Mumford stacks and its dual space and the solutions of bbGKZ(C, 0) and bbGKZ(C • , 0) respectively in a neighborhood of the limit point. The isomorphism is given by certain Gamma series Γ and Γ • . The following Conjecture 1.1 and Conjecture 1.2 were formulated in [7] . They describe the duality between the two systems and confirm the isotrivial family predictions at the level of complexified K-groups. is constant as a function of (x 1 , . . . , x n ). (3) The pairing given by (1.1) is non-degenerate. (4) For any projective simplicial subdivision Σ, the pairing given by (1.1) is the inverse of the Euler characteristics pairing between K 0 (P Σ ) and K c 0 (P Σ ) under the Γ and Γ • . Conjecture 1.2. [7] There are commutative diagrams of isomorphisms as follows
a.c. / / bbGKZ(C, 0)
where the top rows are the duals of the isomorphisms induced by the pullbackpushforward derived functors, and the bottom rows are analytic continuous along a certain path in the domain of parameters considered in [5] .
In this paper, we prove these two conjectures in the case of rk N = 2 by an explicit calculation. The key to it is a nice guess of the polynomials p c,d .
The paper is organized as follows. In Section 2, we review the better behaved GKZ hypergeometric systems and the solutions to these systems in the form of contour integrals in the case of rk N = 2. In Section 3, we find a pairing which satisfies (1), (2) , (3) in Conjecture 1.1. In Section 4, we define a pairing between the cohomology ring and its dual which is compatible with the Euler characteristics pairing between K 0 (P Σ ) and K c 0 (P Σ ) defined in [7] . Then we compute the inverse of this pairing. Section 5 contains the calculation of the pairing defined in Section 3 on the Gamma series solutions to the better-behaved GKZ systems. Then we prove part (4) of Conjecture 1.1 and Conjecture 1.2 in the case of rk N = 2. Section 6 briefly describes further directions of research.
Better behaved GKZ hypergeometric systems
In this section, we give an overview of the so-called better behaved GKZ hypergeometric systems which were defined in [6] . When the rank of the lattice N in the definition of the systems is two, we show that a solution to the system can be given in the form of contour integrals which will be further discussed in Section 3. Then we prove (1), (2), (3) in Conjecture 1.1 in the case of rk N = 2.
Let C be a finite rational polyhedral cone in a lattice N = N 1 ⊕ Z and based on a lattice polytope (∆, 1) and let {v i } n i=0 be a set of n + 1 elements of C that includes all vertices of (∆, 1). Definition 2.1. Let {Φ c (x 0 , · · · , x n )} be an infinite collection of (n + 1)variable functions which are indexed by lattice points c ∈ C. We consider the system of partial differential equations on these functions as follows:
for all linear functions µ ∈ N ∨ and c ∈ C. We call this system bbGKZ(C, 0). Similarly, we define bbGKZ(C • , 0) by considering lattice points in the interior of C. In the following sections we denote the solutions to bbGKZ(C • , 0) by Ψ d .
Remark 2.2. It was shown in [6] that the dimension of the solution spaces to bbGKZ(C, 0) and bbGKZ(C • , 0) is equal to the normalized volume of C, provided that f = Σ n i=0 x i [v i ] is ∆−nondegenerate in the sense of Batyrev [2] . Now we focus on the special case of rk N = 2. Let C be the cone with two rays passing through (0, 1) and (n, 1). Let v i = (i, 1), 0 ≤ i ≤ n be the successive lattice points lying on the line of degree one. We now construct solutions to the bbGKZ systems using contour integrals.
Define the polynomial of one complex variable z by f (z) = x 0 +x 1 z +· · ·+ x n z n . It is easy to see that the ∆−nondegeneracy in this case translates to x 0 = 0, x n = 0 and roots of f (z) being distinct. Equivalently, f has exactly n distinct nonzero roots which we will denote by ξ i . These roots depend analytically on (x i ).
First, we consider the solutions to bbGKZ(C, 0). Note that Φ (0,0) = 1 and Φ c = 0 for nonzero lattice point c ∈ C form a solution to bbGKZ(C, 0) which we denote by Φ 0 .
To construct the other solutions, cut CP 1 by any path S from 0 to ∞ which avoids ξ i and pick a branch of log z. Then the following formulas provide solutions to bbGKZ(C, 0) for any (homotopy class of) closed smooth path γ in C disjoint from ξ i and the cut S.
We collect these functions into Φ γ = (Φ γ (k,l) ) (k,l)∈C . It is defined up to a multiple of Φ 0 which comes from a choice of branches of the logarithm.
Lemma 2.4. The functions Φ γ = (Φ γ (k,l) ) (k,l)∈C defined in Definition 2.3 form a solution to bbGKZ(C, 0).
Proof. Let δ kn , δ k0 be the Kronecker symbols. We have
For 0 < k < nl, we get
For k ∈ {0, nl}, the calculation is analogous and is left to the reader. In view of the above, it suffices to verify the torus invariance of Φ γ (0,0) , i.e., n j=0
because γ is disjoint from the cut. We have n j=0
Corollary 2.5. For a small loop γ around ξ = ξ i for some i, we have a solution of bbGKZ(C, 0) with
Proof. Follows from Cauchy's integral formula.
Remark 2.6. The bbGKZ(C, 0) system in this case is just the usual GKZ system for v 0 = (0, 1), . . . , v n = (0, n). So the above formulas must be well-known, but we didn't find them in the literature. The bbGKZ(C • , 0) statements below are likely new, since this system is not as well-studied. Now we consider the solution to bbGKZ(C • , 0). It will be convenient for our future calculations to use a different dummy variable w. Let f (w) = x 0 + x 1 w + · · · + x n w n be a polynomial of complex variable w. We consider (smooth) contours λ ∈ CP 1 \ {0, ∞, ξ 1 , . . . , ξ n } whose boundary may contain 0, ∞, see (1) of Figure 1 . Let λ 0 be the path from 0 to ∞ along the negative real axis, perturbed to avoid any negative real ξ i , see (2) of Figure 1 . Let λ i = γ i , i = 1, . . . , n which are small circles centered at the roots ξ i of f (w). Proof. Convergence at 0 and ∞ follows from (k, l) ∈ C • , i.e., 0 < k < nl. It's easy to verify the first equation in (2.1). To show the second equation in (2.1), we have
We denote these solutions by Ψ λ = (Ψ λ (k,l) ) (k,l)∈C • . We consider the solutions Ψ λ 0 and Ψ λ 1 , . . . , Ψ λn , where λ i = γ i for i = 1, . . . , n. Remark 2.9. In Section 3, we will show that the solutions {Φ 0 , Φ γ 1 , . . . , Φ γn } and {Ψ λ 0 , Ψ γ 1 , . . . , Ψ γn } constructed in Definition 2.3 and Definition 2.7 generate the space of solutions to bbGKZ(C, 0) and bbGKZ(C • , 0) respectively. They satisfy relations Φ γ 1 + . . . + Φ γn = αΦ 0 and Ψ γ 1 + . . . + Ψ γn = 0. These constructions will be used to prove our main result in Section 3.
Pairing of solutions in the case of rk N = 2
In this section, we define a non-degenerate pairing between the solutions of bbGKZ(C, 0) and bbGKZ(C • , 0) for rk N = 2 which satisfies (1), (2) in Conjecture 1.1.
Let C be a cone in N = Z 2 with two rays passing through (0, 1) and (n, 1). Let v 0 = (0, 1), v 1 = (1, 1), · · · , v n = (n, 1) be the successive lattice points lying on the line of degree one. For i < j, we denote the cone generated by v i and v j by σ ij . We define the following pairing. 
where δ c ij = 1 if c lies in the interior of the cone σ ij and δ c ij = 1 2 otherwise. In the second summation, we only consider the terms with d in C • .
As defined, Φ, Ψ is a function of x 0 , . . . , x n . The main result of this section is the following. Proof. We will calculate the pairing (3.1) for the solutions {Φ 0 , Φ γ 1 , . . . , Φ γn } and {Ψ λ 0 , Ψ λ 1 , . . . , Ψ λn } constructed in Definition 2.3 and Definition 2.7 respectively, where λ l = γ l for l = 1, . . . , n. We check by substituting the solutions into (3.1).
We first calculate the terms with Φ γ k (0,0) . We have
We note the summation
Hence we have
If λ l = γ l for l = 1, . . . , n, then this integral is 0. If λ l = λ 0 is a path from 0 to ∞, then this integral equals
So by Corollary 2.5 the terms with Φ γ k (0,0) are
where δ 0 l = 1 if l = 0 and δ 0 l = 0 if l = 0.
Then we calculate the other terms. To simplify the calculation, we first ignore the extra terms 1 nx 0 and 1 nxn in the formula for Φ γ k (0,1) and Φ γ k (n,1) in Corollary 2.5 and divide the summation into four parts:
where G 1 has terms with i = 0, j = n, G 2 has terms with i = 0, j = n, G 3 has terms with i = 0, j = n, G 4 has terms with i = 0, j = n. We calculate them separately as follows:
Similarly, we get
The contributions of the extra terms of Φ γ k (0,1) and Φ γ k (n,1) can be calculated as follows: 
If λ l = γ l for l = 1, . . . , n, the pairing (3.6) equals Proof. We calculate the pairing between two collections of solutions
constructed in Definition 2.3 and Definition 2.7. It is easy to check Φ 0 , Ψ λ 0 = n 2πi and Φ 0 , Ψ λ l = 0 for l = 1, . . . , n. Then the matrix P whose entries are the pairings between the two collections of solutions is given by
This matrix P has rank n since the n × n submatrix at lower right corner has rank n − 1. Therefore, the pairing is non-degenerate and the dimension of the solution subspace spanned by {Φ 0 , Φ γ 1 , . . . , Φ γn } is n which equals the dimension of the solution space of bbGKZ(C, 0) by Remark 2.2. Thus 
Pairing between H and H c
In this section, we define a pairing χ H between the spaces H and H c defined in [7] which is compatible with the pairing between K 0 (P Σ ) and
We first give a brief review of smooth toric DM stacks and their Grothendieck groups, see [3, 6] .
We consider the open subset U of C n given by
Let the group G be the subgroup of (C * ) n given by
The stack P Σ is defined to be the stack quotient of U by G.
Remark 4.2. We allow Σ to be supported on a proper subset of the indices as in [8] . For example, we could have v 0 = (0, 1), . . . , v 4 = (4, 1) and maximum cones of Σ be R ≥0 (v 0 , v 1 ), R ≥0 (v 1 , v 4 ), see Figure 2 . In general, we let Σ (1) = {v i 0 , v i 1 , . . . , v ir , v i r+1 } be the set of rays in Σ, where 0 = i 0 < i 1 < . . . < i r+1 = n and #Σ (1) = r + 2. For each cone σ ∈ Σ, we denote Box(Σ) to be the set of points of γ ∈ N that can be written as γ = i∈σ γ i v i with 0 ≤ γ i < 1. We denote by Box(Σ) the union of Box(σ) for all σ ∈ Σ.
To each point in Box(Σ) we associate a twisted sector defined as the closed toric substack associated to the minimal cone σ(γ) in Σ which contains γ. We denote the corresponding cohomology by H γ . The presentations for H γ and its dual module H c γ are given in [7] as follows. Definition 4.4. [7] The cohomology H γ is defined to be the quotient of
Now we describe these definitions in our situation of rk N = 2. The set Box(Σ) consists of (0, 0) and all γ of degree one in the interior of cones of Σ, see Figure 3 . Proposition 4.6. For γ = (0, 0), we have dim H γ = 1. We denote the generator of H γ by 1 γ so that H γ = C1 γ . For γ = (0, 0), we have dim(H γ ) = #Σ (1) − 1. The cohomology H γ is the quotient of C[D i , i ∈ Σ] by the ideal generated by
Proof. This proposition follows from Definition 4.4.
When γ = (0, 0), we have Star(σ(γ)) = σ(γ). Thus H γ is isomorphic to C, which implies our result. When γ = (0, 0), we have σ(γ) = ∅. Thus Ann(v i , i ∈ σ(0, 0)) = N ∨ . Thus we have two relations i∈Σ D i = 0 and
With the two relations, we can express D i 2 as linear combination of D i 0 and D i k , k ≥ 3. Since v i k , k ≥ 3 are not adjacent to v i 1 and D i 0 D i 1 = 0, we get D i 1 D i 2 = 0. Similarly, we get D i k D i k+1 = 0 for k = 0, . . . , r. Then by expressing D i k as linear combination of D i l , l = k, we get (D i k ) 2 = 0 for k = 0, . . . , r + 1. 
Proof. By Definition 4.5, we have D k F {i,j} = 0 for k = i, j in H c (0,0) . For k ∈ {i, j}, we express D k as linear combination of D l , l = i, j. Then we also have D k F {i,j} = 0 in the case of k ∈ {i, j}. Other results in this proposition also follow from Definition 4.5 and the argument similar to the one in the proof of Proposition 4.6 which left to the reader.
Proof. Let i k−1 < i k < i k+1 be three adjacent elements of Σ (1) . Consider a relation on D i
After multiplying by F i k and using the vanishing of all but two D i F i k , we get (i k − i k−1 )F i k−1 ,i k = (i k+1 − i k )F i k ,i k+1 and the first statement follows. The second statement follows from Proof. The degree one in D, F subspace of H c (0,0) is freely generated by F i for i ∈ Σ • . The above proposition shows that the degree two subspace is one-dimensional and generated by F .
In [6, 7] , the authors calculate K 0 (P Σ ) and the module K c 0 (P Σ ) over K 0 (P Σ ).
We have the following statement in the case of rk N = 2.
Proposition 4.12. The K−theory K 0 (P Σ ) is the quotient of the ring C[R i , R −1 i ], 0 ≤ i ≤ n by the relations
for all pairs {i, j} such that i < j, i and j are not adjacent in Σ.
Proof. Follows from Definition 4.11.
Definition 4.13. [7] The module K c 0 (P Σ ) is defined to be a module over
for all i, I such that i / ∈ I.
Proposition 4.14. The module K c 0 (P Σ ) is a module over K 0 (P Σ ) generated by G I , where I is either a ray in the interior of Σ or a two dimensional cone in Σ, with relations
The following proposition of [7] describes the analogs of Chern class isomorphisms in this situation.
Proposition 4.15. [4, 7] There are natural algebra isomorphisms
The map ch is defined to be ⊕ γ ch γ . The map ch γ : K 0 (P Σ ) → H γ is given by
where m i is any Q−valued linear function on N which takes values −1 on v i and 0 on all other v j , j ∈ σ(γ).
The ch c is defined to be ⊕ γ ch c γ . The projection ch c γ :
for I ∈ Star(σ(γ)). The cone I in the induced fan is defined by the set of indices in I, but not in σ(γ). The F I,γ indicates the generator of H c γ that corresponds to I in the induced fan Σ γ [7] .
We now introduce a duality involution on H which is meant to be a cohomology analog of the duality involution in K-theory. 
We define a duality map * : H → H by (1 γ ) * = 1 γ * and (D i ) * = −D i . In particular, * maps H γ to H γ * . Lemma 4.17. For any element a = n i=0 R l i i , we have ch γ (a * ) = (ch γ * (a)) * . Then ch(a * ) = (ch(a)) * .
Proof. By equation (4.1), we have
Since (D i ) * = −D i and σ(γ * ) = σ(γ), we get our result. 
where β ∈ H c and T d(γ) := i∈σ(γ)
We define the Euler characteristic pairing
for any α ∈ H and β ∈ H c . We regard χ H as an element of (H ⊗ H c ) ∨ .
Definition 4.19. We define the dual map * :
Our definition of χ H was chosen specifically to be compatible with the Euler characteristic pairing χ between K 0 (P Σ ) and K c 0 (P Σ ) defined in [7] . Lemma 4.20. For any a ∈ K 0 (P Σ ) and b ∈ K c 0 (P Σ ), we have χ H (ch(a), ch c (b)) = χ(a, b).
Proof. By definition of χ and Proposition 4.5 of [7] , we get
Propsition 3.11 in [7] shows that ch c is compatible with ch, so we have ch c γ (a * b) = ch γ (a * )ch c γ (b). Then by Lemma 4.20, we get ch γ (a * )ch c γ (b) = ch γ * (a) * ch c γ (b). Therefore we get
We now calculate χ H for rk N = 2. We first compute the part of χ H,γ contributed by all twisted sectors γ = (0, 0) which we denote by (χ H ) twisted .
Proof. For γ = (0, 0) and σ(γ) = σ ij , we have
Therefore, by Definition 4.18,
and the result follows. 
Definition 5.1. [7] Consider for each c ∈ C and each twisted sector γ =
. 
. We also consider the Euler characteristic pairing [7] . Now we will prove the last claim in Conjecture 1.1 (Conjecture 7.3 in [7] )in the case of rk N = 2, by an explicit calculation.
Notations. We write the formulas in Definition 5.1 as follows
Then the terms in Definition 3.1 without Γ (0,0) can be written as
Main idea. By Theorem 3.2, we know the pairing Γ, Γ • in Definition 3.1 is a constant. Therefore, in order to compute Γ, Γ • , we only need to calculate the constant contribution of each terms. Although there are many terms in Γ, Γ • , only few of them have nonzero contribution to the constant.
First, we consider the terms of the twisted sectors, see Lemma 5.3 and Proposition 5.4. Second, we calculate the contribution given by the terms of the untwisted sector γ = (0, 0), see Lemma 5.6, Lemma 5.8, Lemma 5.9 and Proposition 5.10. Then we add these contributions to the constant together to get our result Theorem 5.11. Γ, Γ • , we require that c lies inside the cone σ ij . So a, b ∈ Z ≥0 . Also since the second coordinates of c, v i , v j are all 1, so we have a = b = 0. This implies c = γ * . Since c + d = v i + v j , we get d = γ, which implies condition (4).
Proposition 5.4. The constant contribution of the term in Definition 3.1 without
The constant contribution of the term in Definition 3.1 without Γ (0,0) is Equation (5.1). By Lemma 5.3, the only part of the summation is Equation (5.1) that has nonzero contribution to constant is the following
γ is a twisted sector in σ ij
We denote by ϕ(z) = Γ(z) −1 the reciprocal of the Γ-function. We get
By (2) of Lemma 5.3, we have
Since v i and v j are independent, we obtain l i = γ i − 1 and l j = γ j − 1. Hence r i = −γ i and r j = −γ j . We use the well-known formula Γ(s)Γ(1 − s) = π sin(sπ) to get
Therefore, the summation (5.3) equals to −n {i,j}∈Σ
γ is a twisted sector in σ ij sin 2 (γ i π) π 2 1 γ ⊗ F ∅,γ * , and the result follows.
Remark 5.5. The proof of (1) in Lemma 5.3 implies that contributions of untwisted sector for Γ and twisted sector for Γ • is zero.
Step 2. Now we consider the constant contributed by the terms of the untwisted sector. The terms of the untwisted sector in
Lemma 5. 6 . In
, only the terms that belong to the following three cases can have nonzero contribution to the constant.
• All l k = 0, c = (0, 0), r i = r j = −1, all other r k = 0;
• c = v i , d = v j , l i = r j = −1 and all other l k , r k are 0;
• c = v j , d = v i , l j = r i = −1 and all other l k , r k are 0.
Proof. Only the terms in which (l k ) and (r k ) satisfy
can have nonzero contribution to constant. Moreover, we can ignore the x D k 2πi k since they will contribute log x k which is not a constant. Furthermore, if l k < 0 then ϕ(1 + l k + D k 2πi ) will be a multiple of D k , so we only need to consider terms such that {k|l k < 0} has no more than one element. Also, by definition of H c (0,0) , in order to get nonzero contribution, we require that σ is either a ray in the interior of Σ or a 2−dimensional cone in Σ. Hence we only need to consider the following four cases:
(1) #{k, l k < 0} = 0, #{k, r k < 0} = 1;
(2) #{k, l k < 0} = 0, #{k, r k < 0} = 2;
(3) #{k, l k < 0} = 1, #{k, r k < 0} = 1; (4) #{k, l k < 0} = 1, #{k, r k < 0} = 2.
We first show that case (1) cannot happen. Since l k = −1−r k for k = i, j, exactly one of l k , r k is negative for k = i, j. So #{k, l k < 0} + #{k, r k < 0} ≥ 2. Now we show that case (4) cannot happen. We consider the following two subcases:
One subcase is that the unique k such that l k < 0 does not equal i or j. Then we have l i , l j ≥ 0, r i , r j < 0, r k > 0 and l t = r t = 0 for t = i, j, k. By the definition of the cohomology H (0,0) , we have D k 1 (0,0) = 0 if {k} ∈ Σ. So we need k ∈ Σ to obtain a nonzero term. Since F σ = 0 if σ is not a cone in Σ, we need σ = {k, r k < 0} = {i, j} ∈ Σ. Thus v i and v j must be consecutive rays in Σ. This implies v k ∈ σ ij . Now by the definition of L c,(0,0) , we have −c = l i v i + l j v j + l k v k . Thus −l k v k = c + l i v i + l j v j . In Definition 3.1, we know that c ∈ σ ij . So the right hand side of this equation lies in σ ij , which leads to contradiction.
The second subcase is that {k, l k < 0} equals {i} or {j}. Without loss of generality, we assume i < j and {k, l k < 0} = {i}. Now we have l j ≥ 0. So we can assume {t, r t < 0} = {j, k} for some k = i, j. With the same argument as in the first subcase, we need {j, k} ∈ Σ and i ∈ Σ. Thus i is the smallest one of the three indices i, j, k. Now we have l i < 0, r i ≥ 0, l j ≥ 0, r j < 0, l k > 0, r k < 0 and l t = r t = 0 for t = i, j, k. So −c = l i v i + l j v j + l k v k . Then we consider the equation c + l j v j + l k v k = −l i v i . All terms on the left hand side is to the right or on the ray R ≥0 v i . In fact, the left hand side are to the right of the ray R ≥0 v i since l k > 0 and v k is to the right of v i . This leads to contradiction.
Note that if the total number of negative entries #{k, l k < 0} + #{k, r k < 0} equals 2, then all l k , r k are zero for all k = i, j. The reason is that there is exactly one of l k , r k is negative for k = i, j. Now we consider case (2) . In this case, we have l i , l j ≥ 0, r i , r j < 0 and l t = r t = 0 for t = i, j. We have −l i v i − l j v j = c ∈ σ ij . This implies l i = l j = 0 and c = (0, 0). Thus we get r i = r j = −1, which gives the first case of this lemma.
Then we consider case (3). We first assume {k, l k < 0} = {i}. Now we have l i < 0, l j ≥ 0, r i ≥ 0, r j < 0. Since #{k, l k < 0} = #{k, r k < 0} = 1, we get l k ≥ 0 and r k ≥ 0 for k = i, j. Together by l k = −r k for k = i, j, we get l k = r k = 0 for k = i, j. Since deg c ≤ 1, we get c = v i , d = v j , and l i = r j = −1. Similarly, in the case of {k, l k < 0} = {j}, we have c = v j , d = v i , l j = r i = −1 and l k = r k = 0 for k = i, j. This gives the second and third cases of this lemma.
Remark 5.7. In fact, case (2) corresponds to the terms with Γ (0,0) in the pairing of Definition (3.1) and case (3) corresponds to the terms without Γ (0,0) .
We are ready to calculate the contribution of the untwisted sector. We first consider the terms of the case c = (0, 0) of Lemma 5.6.
Lemma 5.8. The constant contributed by the terms
Proof. We have
where ≈ means equal after ignoring the nonconstant terms. Also, we have
Thus, we get
We now consider the terms c = (0, 0) of Lemma 5.6.
Lemma 5.9. The constant contributed by the term
We have
The first product is
The second product is
Note that by looking at Taylor expansion of ϕ centered at 0, we see ϕ (0) = 2ϕ (1) . Therefore the coefficient of the second term equals to 0. Then we have
Similarly, we have 
where F 0 = 0 and F n = 0.
Proof. The constant contributed by terms of untwisted sector in the pairing in Definition 3.1 is
).
(5.4)
Then by Lemma 5.8 and Lemma 5.9, equation (5.4) equals to i,j∈Σ i<j (j−i) 2 1 (2πi) 2 1 (0,0) ⊗F ij −n i,j∈Σ i<j (j−i) 1 2(2πi) 2 (D i 1 (0,0) ⊗F j +D j 1 (0,0) ⊗F i ).
We note that in the second term in the above formula, if i or j lies on the boundary of the fan Σ, i.e., i, j ∈ {0, n}, then F i = 0 and F j = 0.
Theorem 5.11. We have the following formula. Γ, Γ • = − n γ is a twisted sector σ(γ)=σ ij (j − i) sin 2 (γ i π) π 2 1 γ ⊗ F ∅,γ * + i,j∈Σ i<j (j − i) 2 1 (2πi) 2 1 (0,0) ⊗ F ij − n i,j∈Σ i<j (j − i) 1 2(2πi) 2 (D i 1 (0,0) ⊗ F j + D j 1 (0,0) ⊗ F i ) where F 0 = 0 and F n = 0.
Proof. Follows from Proposition 5.4 and Proposition 5.10. Proof. We compare the result of Theorem 5.11 with that of Theorem 4.24, while using Proposition 4.9
Γ, Γ • twisted = −n γ is a twisted sector σ(γ)=σ ij (j−i) sin 2 (γ i π) π 2 1 γ ⊗F ∅,γ * = − n 4π 2 (χ −1 H ) twisted .
The part contributed by pairing of degree 0 with degree 2 terms in Γ, Γ • (0,0)
The part contributed by pairing of degree 1 with degree 1 terms in Γ, Γ • (0,0) is n 8π 2 i,j∈Σ 0≤i<j≤n 
It is easy to check the coefficient equals − n 4π 2 (−g kl ). Comparing the formulas in Theorem 5.11 and Theorem 4.24, we get our result. In [7] , the Gamma series solutions of Definition 5.1 were expected to be compatible with pullback-pushforward and analytic continuation. Let Σ 1 and Σ 2 be two adjacent triangulations. Then the stacks P Σ 1 and P Σ 2 differ by a flop that is a composition of weighted blowup and weighted blowdown. It is implied by Theorem 4.2 of [9] that the pullback-pushforward functors D(P Σ 1 ) → D(P Σ 2 ) and D c (P Σ 1 ) → D c (P Σ 2 ) are equivalences. Thus there are induced natural group isomorphisms pp : K 0 (P Σ 1 ) → K 0 (P Σ 2 ) and pp : K c 0 (P Σ 1 ) → K c 0 (P Σ 2 ). The Conjecture 1.2 was proposed in [7] to describe the compatibility between the Gamma series solutions and pullbackpushforward and analytic continuation. We are now ready to prove it in dimension two. Proof. It suffices to consider the case v 0 = (0, 1), . . . , v n = (n, 1), because the others are obtained by setting some variables to zero. In this case, bbGKZ is the usual GKZ. The top diagram is true by previous work [5] . Also, our pairing in Definition 3.1 has no monodromy. Then the bottom diagram is true by duality.
Future directions
We expect to extend this calculation to higher dimensions. Moreover, we would like to be able to categorify the bbGKZ systems to obtain two families of triangulated categories over the parameter space of x such that in the neighborhoods of toric degeneracy points the Gamma series provide some kind of character map to the corresponding K−theory.
