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Medium-scale quantum devices that integrate about hundreds of physical qubits are likely to be
developed in the near future. However, such devices will lack the resources for realizing quantum
fault tolerance. Therefore, the main challenge of exploring the advantage of quantum computation
is to minimize the impact of device and control imperfections without encoding. Quantum error mit-
igation is a solution satisfying the requirement. Here, we demonstrate an error mitigation protocol
based on gate set tomography and quasiprobability decomposition. One- and two-qubit circuits are
tested on a superconducting device, and computation errors are successfully suppressed. Because
this protocol is universal for digital quantum computers and algorithms computing expected values,
our results suggest that error mitigation can be an essential component of near-future quantum
computation.
INTRODUCTION
Quantum computers are quantum-mechanical devices
capable of solving problems that are believed to be in-
tractable for classical computers. The most essential is-
sue in practicing quantum computation is to deal with
imperfections of the device and control that cause compu-
tation errors. Quantum error correction can suppress the
chance of errors to an arbitrarily low level, which how-
ever is beyond the scope of near-future technologies [1, 2].
For shallow algorithms executed on near-future quantum
devices [3–9], quantum error mitigation (QEM) meth-
ods [10, 11] are recently proposed to attain a computation
result with error minimized, which are practical because
encoding is not required. The QEM protocol based on
a combination of gate set tomography and quasiproba-
bility decomposition is one of those methods [12], which
can be applied to any platform without prior knowledge
of imperfections and works for any algorithm that out-
comes are expected values of certain observables. In this
method, certain quantum circuits are first executed to
identify a model of imperfections, then random circuits
are sampled from a distribution according to the model
[see Fig. 1(a)]. The theory suggests that the average of
such random circuits can provide an accurate computa-
tion result. Here, we demonstrate the experimental re-
alization of this method for the first time. The device
is a superconducting circuit consisting of ten frequency-
tunable transmon qubits, among which four qubits are
actively used in the demonstration. Details of the de-
vice can be seen in references [13]. We use single- and
two-qubit circuits to test this method and find that with
error mitigation the computation accuracy is significantly
improved.
We utilize gate set tomography (GST) [14–16] to ac-
quire information about the measurement and gate er-
rors in the experiment, which is then used in QEM to
decompose any ideal measurement or gate by those ex-
perimentally accessible ones with errors. GST can be
seen as a self-consistent extension of the quantum pro-
cess tomography, which takes into account all the errors
occurred in the experimental operations including state
preparations, quantum gates and measurements.
We use Pauli transfer matrix (PTM) representation
to notate quantum states, quantum gates and mea-
surements as commonly adopted in quantum tomogra-
phy. We define σi as the i
th operator from the n-qubit
Pauli basis P = {I,X, Y, Z}⊗n, where I,X, Y, Z denote
the identity and three Pauli matrices, respectively. In
PTM representation, a state ρ is expressed as a column
vector |ρ〉〉 with elements |ρ〉〉i = Tr(σiρ); An observ-
able Q is expressed as a row vector 〈〈Q| with elements
〈〈Q|i = Tr(σiQ)/2n; The superoperator U of a gate is
expressed as a matrix Uij = Tr[σiUσj ]/2n. Thus the
expected value of the observable Q in the state ρ going
through a sequence of gates U1, ...,UN reads as follows:
Tr[QUN ...U1ρ] = 〈〈Q|UN ...U1|ρ〉〉.
In GST, quantum gates are reconstructed in a set of ex-
periments. In each experiment, one of the gates is applied
on an initial state, and then a measurement is performed
to read the value of an observable [see Fig. 2(a)]. We
select {|0〉, |1〉, |0 + 1〉, |0− i1〉}⊗n = {ρj} as initial states
and Pauli operators in P as observables. Using the PTM
representation, we can express the set of initial states as
the state preparation matrix Aexpi,j = 〈〈σi|ρexpj 〉〉 and sim-
ilarly express the set of observables as the readout matrix
Bexpi,j = 〈〈σexpi |σj〉〉. Here and below the operations with
no superscripts are ideal and those with the superscript
“exp” are physical and with errors as experimentally re-
alized or measured. The Gram matrix gexp = BexpAexp
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2and the matrix characterizing the superoperator U , i.e.,
U˜exp = BexpUexpAexp, can be obtained by applying the
relevant operations in sequence in the experiment.
Experimental operations of Aexp, Bexp and Uexp can
be reconstructed by analysing the data of gexp and U˜exp.
However, we cannot exactly reconstruct experimental op-
erations due to the insufficient information encoded in
gexp and U˜exp in the presence of both state preparation
and measurement errors. In our device, fidelities of the
state preparation and single-qubit gates are much higher
than other operations. Therefore, we assume that initial
states are error-free and take Â = 〈〈σi|ρj〉〉 as a decent
guess of Aexp, where the caret symbol is introduced to dif-
ferentiate an estimate from the physical operation itself.
Then according to the linear inversion method [14–16],
we have the estimates for Bexp and Uexp as B̂ = gexpÂ−1
and Û = B̂−1U˜expÂ−1, respectively. The difference be-
tween the physical gate Uexp and its estimate Û depends
on state preparation errors (i.e. the diffrence between
Aexp and Â). We note that this difference is not im-
portant because of not only the high fidelity of state
preparation in our device but also the self-consistency
of GST. Even if state preparation errors are significant,
assuming the error-free state preparation does not affect
the accuracy of quantum computation using QEM [12].
With these results obtained from the GST experiment,
we can decompose any ideal measurement and gates into
experimentally achieved operations.
Given the decomposition formulas [12], we randomly
generate circuits modified from the original circuit of the
computation task and implement these random circuits
to obtain the computation result with error mitigated,
because errors in random circuits cancel with each other
when taking the average. In this paper, we only decom-
pose and replace the measurement and two-qubit gate
in the original circuit while the state preparation and
single-qubit gates are unchanged. We do this because
the error of the previous two is larger than the latter
by an order of magnitude. To be explicit, by heralding
the ground state for qubit preparation and measuring the
heating rate [17], we estimate the ground state prepara-
tion error to be below 0.25%; error rates of single-qubit
gates are calibrated to be below 0.25% in randomized
benchmarking [18–20]. In comparison, the readout er-
ror is about 3.5% for the ground state and 5.7% for the
excited state; the two-qubit gates applied in this paper
have errors around 7%. We remark that gate fidelities
can be further boosted on our device, however, which is
unnecessary for the purpose of QEM demonstration.
MITIGATING READOUT ERROR IN
ONE-QUBIT COMPUTATION
We first test the effect of QEM with a one-qubit com-
putation, whose circuit is shown in Fig. 3(a). In this
circuit, we initialize the qubit by heralding the state
|0〉, with a state fidelity above 0.997. Then the gate
Xpi/2 = e
−ipi4X , whose gate fidelity is calibrated to be
0.998 by randomized benchmarking, is applied to rotate
the qubit state around the x-axis by pi/2, after which the
operator Z is measured. The measurement is denoted
by MZ in the circuit, which yields an outcome of −1 or
1. We repetitively implement the circuit for 3, 000 times
and take the average as the expected value of Z. We
then repeat the same procedure to obtain 100 expected
values. The histogram analysis of the resulting data is
shown in the upper panel of Fig. 3(f). The average over
100 expected values gives 〈Z〉exp = 0.027± 0.016.
Since the state preparation and single-qubit gate are
both quite precise, the relatively large deviation of 〈Z〉exp
from zero, i.e. the ideal result, is mainly due to the read-
out error, for which we intend to mitigate by decompos-
ing the readout operation. To work out the decompo-
sition formula, we obtain the Gram matrix gexp in the
experiment, and the result is shown in Fig. 2(b). As-
suming the error-free state preparation, we can take a
reasonable estimate of Aexp as
Â =

1 1 1 1
0 0 1 0
0 0 0 −1
1 −1 0 0
 ,
where the Pauli operator basis is sorted in the order
I,X, Y, Z. With B̂ = gexpÂ−1, we can decompose the ob-
servable Z in the form Z =
∑
i qiσ̂i, where 〈〈σ̂i| are rows
of B̂, and the quasi-probabilities qi are elements of the
vector q = 〈〈Z|B̂−1. Quasi-probabilities are real but can
be greater than unity and be negative. In the quantum
computation with QEM, we implement random circuits
for 3, 000 times. In each of them, the measurement of
Z in the original circuit is replaced by the measurement
of σexpi [see Fig. 3(b)] with the probability |qi|/
∑
l |ql|.
Here, σexpi is the physical measurement whose estimate is
σ̂i. The measurement outcome is +1 or −1 (the outcome
is always +1 in the measurement of σexp0 , i.e., the identity
operator I). When taking the average of measurement
outcomes, each outcome is multiplied by a weight factor
of wi = sgn(qi) ·
∑
l |ql|. We take this weighted average as
the expected value of Z. Then we repeat the above proce-
dure to obtain 100 expected values, and the average over
all these expected values yields 〈Z〉QEM = 0.003± 0.022
as shown in the lower panel of Fig. 3(f). The accuracy of
the computation is successfully improved compared with
the computation without QEM.
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FIG. 1. (a) Flowchart of the universal quantum error mitigation, which has two-stages: gate set tomography (GST) and the
random circuit computation. (b) Layout of four qubits actively used in the experiment. The information is encoded in Q1 and
Q2, and the other two qubits QA1 and QA2 are ancillary qubits. (c) Controlled-φ-phase gate Cφ realized using the dressed
state gate Uφ and single-qubit gates. The single-qubit gate Pθ = e
−i θ
2
P , where P = X,Y, Z. (d) Reset gate R|ψ〉 realized using
an ancillary qubit QA1 or QA2, which reinitialize the qubit Q1 or Q2 in the state |ψ〉 = G |0〉.
MITIGATING READOUT AND ENTANGLING
GATE ERRORS IN TWO-QUBIT
COMPUTATION
Now we turn to a two-qubit computation, taking the
deterministic quantum computation with pure states
(DQCp) [21] as an example. The circuit is shown in
Fig. 3(c). A main error source in this circuit is the
controlled-φ-phase gate Cφ =
I+Z
2 ⊗ I + I−Z2 ⊗ Zφ,
where Zφ = e
−iφ2Z . This gate is realized with a two-
qubit dressed state gate Uφ [22] plus ten single-qubit
gates as shown in Fig. 1(c). The two-qubit dressed state
gate essentially achieves a controlled-φ-phase gate in the
X basis, and single-qubit gates are used to transform
the X basis into the Z basis. Fidelities of different Cφ
gates are 0.958± 0.010, 0.935± 0.011, 0.920± 0.011, and
0.915±0.011 for φ = pi/4, pi/2, 3pi/4, and pi, respectively,
characterized using GST. We remark that gate fidelities
can be further boosted on our device, however, which is
unnecessary for the purpose of QEM demonstration.
To mitigate the error in Cφ, we need first to work out
the decomposition formula. Given the ideal superopera-
tor U representing Cφ, the decomposition formula reads
U = ∑j q′jÛj , where q′j is a set of quasi-probabilities as
introduced previously and Ûj is the estimate of a set of
experimentally achieved operations Uexpj as defined below
and in Table. I.
In our experiment, 257 operations are used for decom-
posing an ideal Cφ gate. The first 256 operations are
generated from the tensor product of 16 single-qubit op-
erations, which include measurement and reset gates, as
listed in Table. I. The 257th operation is the gate Cφ mod-
ified by the Pauli twirling as we will explain soon. We
reconstruct the experimental operations of Cφ and single-
qubit measurement-reset gates in GST, while we simply
assume single-qubit gates are error-free, because single-
qubit gates can be experimentally implemented with high
fidelity. Unlike the state preparation, assuming error-
free single-qubit gates can potentially cause inaccuracy
in the quantum computation with QEM. PTM of the
controlled-pi-phase gate Cpi obtained using GST is illus-
trated in Fig. 2(c) as an example. These 257 operations
are linearly independent, which ensures that the decom-
position solutions can always be found by solving a sys-
tem of linear equations. In all solutions we choose the one
with the minimum in
∑
k |q′k| to minimize the variance
of the computation result.
The measurement-reset operation is occasionally in
random circuits [see Table. I]. In order to minimize the
time of reset, we realize the reset gate using ancilla qubits
QA1 and QA2 on the same chip [see Fig. 1(b)]. Each re-
4(a) GST circuits
I X Y Z
(b) Gram matrix
(c) Two-qubit gate matrices
Q1
Mσi
Mσi′
Mσi
-1
0
1
-1
0
1
-1
0
1
-1
0
1
Ideal gate
-1
0
1
Experiment gate
ρj
ρj′
ρj
I
X
Y
Z
|0−
i1〉
|0〉
|0
+
1〉
|1〉
FIG. 2. (a) One- and two-qubit gate set tomography
(GST) circuits. The gate to be characterized (marked in
gray) is implemented in between the state preparation and
measurement. Gram matrices and matrices of measurement-
initialization gates are obtained using the one-qubit circuit.
Matrices of two-qubit gates are obtained using the two-qubit
circuit. For the gram matrix, the gate is null. (b) Gram
matrix gexp of the qubit Q1. (c) Pauli transfer matrices of
the two-qubit gate Cpi. For the ideal gate, each element is
calculated as Uij = Tr[σiUσj ]/4, where U is the ideal super-
operator for Cpi. For the experiment gate, the matrix is Û the
result of GST.
TABLE I. 16 single-qubit basis operations. Pθ = e
−i θ
2
P de-
notes the gate of rotation along the P -axis by an angle of θ,
where P = X,Y, Z. MP denotes the operation of measuring
the eigenvalue of the Pauli operator P whose outcomes are
±1. M I+P
2
and MP are the same operation but outcomes are
noted differently, and M I+P
2
denotes the operation of measur-
ing the eigenvalue of the operator I+P
2
whose outcomes are 0
and 1. R|ψ〉 denotes the operation of resetting the qubit state
to |ψ〉. For composed operations, operations are implemented
from left to right in sequence.
No. Operation No. Operation
1 I 9 Xpi, Y−pi
2
2 Xpi 10 Ypi, Xpi
2
3 Ypi 11 M I+X
2
, R|0+1〉
4 Zpi 12 M I+X
2
, R|0−1〉
5 Xpi
2
13 M I+Y
2
, R|0+i1〉
6 Ypi
2
14 M I+Y
2
, R|0−i1〉
7 Zpi
2
15 M I+Z
2
, R|0〉
8 Xpi, Zpi
2
16 M I+Z
2
, R|1〉
set operation uses an ancilla qubit initially prepared in
the ground state |0〉, then a swap gate is applied to reini-
tialize the target qubit when the reset is requested [13],
following which a single-qubit gate G with the fidelity
above 0.997 rotates the qubit to the state |ψ〉 as shown
in Fig. 1(d). The whole measurement-reset operation
typically has a fidelity of around 0.916.
Pauli twirling converts the error in a gate into stochas-
tic Pauli errors [23–25], which can reduce the variance
of the computation result [12]. The circuit of the gate
Cφ with Pauli twirling is shown in Fig. 3(d). We sand-
wich Cφ in between four Pauli gates (two for each qubit)
which are randomly chosen but conserves the gate Cφ
up to a global phase difference. If all gates are error-
free, the two-qubit gate realized in this way is still Cφ,
i.e. [Cφ] =
∑
a,b pa,b[σc ⊗ σdCφσa ⊗ σb]. Here we use
the bracket notation to denote a superoperator [C](ρ) =
CρC†, {σi} are single-qubit Pauli gates chosen to satisfy
σc⊗ σdCφσa⊗ σb = ηCφ, η can be any phase factor, and
pa,b is the probability. If gates have errors, the two-qubit
gate will be effectively changed by the Pauli twirling.
Using the twirled gate as the 257th operation in the de-
composition, we need the estimate of the twirled gate,
which is Û ′ =∑a,b pa,b[σc⊗σd]Û [σa⊗σb], where Û is the
estimate of the experimental operation of Cφ obtained in
GST. For Cpi, the distribution of Pauli gates is unifrom,
i.e. pa,b = 1/16. For other Cφ gates where φ 6= pi, Pauli
gates are chosen from a subset: We take pa,b = 1/4 if
σa ⊗ σb ∈ {I, Z}⊗2, and pa,b = 0 otherwise.
In the two-qubit computation with QEM, to mitigate
both readout and two-qubit gate errors, the gate Cφ
is randomly replaced by the gate Uexpj with the prob-
ability |q′j |/
∑
k |q′k|, and the measurement of X is re-
placed by the measurement of σexpi with the probabil-
ity |q′′i |/
∑
l |q′′l |, where q′′ = 〈〈X|B̂−1. Similar to the
one-qubit case, the measurement outcome of each ran-
dom circuit is multiplied by a weight factor of wj,i =
sgn(q′jq
′′
i ) ·
∑
k |q′k| ·
∑
l |q′′l |, and we take the weighted
average as the computation result as shown in Fig. 3(e).
In the experiment, we adjust the phase φ of Cφ and
measure the expected value of X. When implementing
the computation with QEM, we randomly sample a cir-
cuit according to the decompositions of both Cφ and the
observable X. Representative decomposed sampling cir-
cuits are shown in Fig. 3(e). The experiment result is
shown in Fig. 3(g), which demonstrates a significant im-
provement on the computation accuracy.
The most significant improvement is obtained at φ =
pi/2, in which case the difference between the computa-
tion result and the ideal value is reduced from 0.1690 to
0.0102 by using QEM. To estimate the fidelity required
to achieve the same computation accuracy, we consider
a quantum system with depolarizing error channels [26]
and assume that the state preparation and single-qubit
gates are ideal. The depolarizing error channel either pre-
serves or completely destroys the information with cer-
5tain probabilities [27], which does not characterize our
device. We choose the depolarizing model because it
takes all possible errors into account with equal proba-
bility. In the depolarizing model, the two-qubit gate and
measurement with the fidelity ∼ 99.3% are required to
achieve the computation accuracy 0.0102, which is com-
parable to the highest fidelity reported in the supercon-
ducting qubit system [20, 28].
DISCUSSIONS
For multi-qubit devices, GST of the entire device is
not practical, because the experiment time increases ex-
ponentially with the qubit number. Similarly, the num-
ber of operations for decomposing a multi-qubit gate also
increases exponentially with the qubit number. Single-
qubit and two-qubit gates are sufficient for the universal
quantum computation. Therefore, if errors are uncorre-
lated, we only need to implement GST up to two qubits
and decompose two-qubit gates, as demonstrated in our
experiment. Errors are uncorrelated if the evolution of
two qubits under a two-qubit gate is independent from
the evolution of other qubits. As a result of the evolution,
the quantum operation on the entire device can be factor-
ized into the product of an operation on the two qubits
and operations on other qubits. It is similar for single-
qubit gates. In our device, the primary dephasing noise
is dominated by fluctuators in the form of magnetic mo-
ments, whose influence is local in each individual physical
qubit, and, therefore, the dephasing-induced errors are
uncorrelated between qubits. In our experiment, we have
neglected error correlations in GST, so that single-qubit
operations are characterized in single-qubit tomography
even in the two-qubit experiment. Neglecting error cor-
relations sacrifices accuracy of QEM. A significant effect
of correlations on the computation result is not observed
in our experiment.
We have experimentally demonstrated that the uni-
versal QEM protocol can significantly reduce the error in
quantum computation on a noisy quantum device. The
protocol in our experiment does not require sub-threshold
error rate or tremendous additional physical qubit re-
source. Compared with the algorithm-specified proto-
col [7] and the extrapolation of gate time [9], the com-
bination of gate set tomography and quasi-probability
decomposition is not restricted to the algorithm or er-
ror model. A few techniques in QEM are explored:
estimate of the state preparation matrix according to
ideal states, Pauli twirling for randomizing the error,
approximate GST and decomposition neglecting error
correlations. An important factor limiting the circuit
depth in our demonstration is the variance of computa-
tion result, which depends on the error rate of quantum
gates. Improvement in gate fidelity can extend the circuit
depth, and relatively deep circuits can be implemented on
intermediate-scale devices with a feasible fidelity [12]. By
demonstrating the power of error mitigation techniques
on the superconducting quantum device, our results high-
light the potential of using such techniques in computa-
tion tasks on near-future quantum devices.
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FIG. S1. Randomized benchmarking data. We fit the data
with P0 ∝ pmref,G, and the gate fidelity is calculated as F =
1− 0.5(1− pG/pref ). G denotes the gate to be characterized.
The Reference and interleaved sequences are shown in the
inset, where C1,j is the j
th randomly selected gate from the
single-qubit Clifford group, and Cr is the recovery gate from
the same group bringing the qubit back to the state |0〉.
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RANDOMIZED BENCHMARKING FOR
SINGLE-QUBIT GATES
In Fig. S1 we show the randomized benchmarking data
for gates Xpi and Xpi2 of Q1. We find that fidelities of
these two gates are 0.9982 and 0.9976, respectively.
HEATING RATE MEASUREMENT
In the experiment we herald the state |0〉 to initialize
the qubit. We need to wait 1.6 µs after the measurement
pulse for the readout resonator to settle down before any
further operation can be applied, during which the qubit
may be heated again, causing the ground state prepa-
ration error. In Fig. S2, we show the measurement of
the heating rate of Q1, which indicates a ground state
preparation error below 0.0025.
READOUT ERROR FOR Q1 AND Q2.
In order to measure the readout error, we repeatedly
prepare the qubit to the state |0〉 or |1〉 and measure the
probability of incorrect output. The results are shown in
Table. S1
80 1 0 1 
τ 
FIG. S2. Heating rate measurement. The sequence for mea-
suring heating rate is shown in the inset. The first mea-
surement herald the ground state. After the delay τ , we
measure the probability of the qubit being in the excited
state. The black line is a fit to the data using the formula
P1 =
Γ↑
Γ↑+Γ↓
[
1− e−(Γ↑+Γ↓)τ
]
, where P1 is the |1〉 state popu-
lation after subtracting readout error and Γ↑,Γ↓ are heating
and decay rates of the qubit. We take Γ↓ = 1/T1 and opti-
mize Γ↑ to fit the data. In our experiment, we wait 1.6 µs
after heralding for the readout resonator to settle down. Tak-
ing T1 = 24.7µs and τ = 1.6 µs in the equation, we obtain
the ground state preparation error of 0.0023.
TABLE S1. Error rates of readout measured by repeatedly
preparing the state |0〉 or |1〉 and measuring the probability
of incorrect output.
Q1 Q2
error rate of ground state readout 0.0343 0.0360
error rate of excited state readout 0.0526 0.0607
ONE-QUBIT QEM EXPERIMENT
Gram matrices g for Q1 and Q2 are shown
in Fig. S3(a). The decomposition coefficients
(i.e. quasiprobabilities) of the measurement MZ is shown
in Fig. S3(b). In the QEM experiment, we take a sam-
ple number of 3, 000 to obtain an average value 〈Z〉 and
repeat the experiment for 100 times to obtain the distri-
bution of 〈Z〉. The result is shown in Fig. S3(c).
MEASUREMENT AND RESET GATES
In the two-qubit QEM experiment, we used two ancil-
lary qubits QA1 and QA2 to reset Q1 and Q2. The Cir-
cuit for the measurement-reset gate of M I+X
2
and R|0+1〉
on Q1 is shown in Fig. S4(a). An i-swap gate is used
in the reset gate, which is shown in Fig. S4(b). The
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FIG. S3. One-qubit QEM experiment. (a) Gram matrices for
Q1 and Q2. (c) Quasiprobability decomposition coefficients.
(d) One-qubit QEM experiment results for Q1 and Q2.
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FIG. S4. (a) Circuit for the measurement-reset gate of M I+X
2
and R|0+1〉. (b) The key element of the reset gate is an i-
swap gate, which is achieved by tuning the ancillary qubit,
initialized in ground state, on resonance with the target qubit
for a while. Because of the virtual coupling through the bus
resonator, states of two qubit will be exchanged. The data
show the probability in the target state used to determine the
length of i-swap gate. The black line is the fitting curve. (c)
GST result for the measurement-reset gate on Q1. We find
that the gate fidelity is 0.912 ± 0.014. Gate fidelities for all
measurement-reset gates are listed in Table. S2
GST result for this measurement-reset gate is shown in
Fig. S4(c). Gate fidelities for all measurement-reset gates
used in this paper are listed in Table. S2.
DECOMPOSING Cφ GATE
When decomposing two-qubit gates, we suppose that
the first 10 gates listed in Table. I in the main text are
ideal. The last 6 gates, i.e. the measurement-reset gates
are characterized by using GST, and the GST results are
used in the decomposition. Coefficients (i.e. quasiproba-
9TABLE S2. Gate fidelities for all measurement-reset gates
used in this paper. Gates were characterized by using GST.
The fidelity was acquired by firstly transforming the Pauli
transfer matrix to the χ matrix and then calculating F =
Tr(χexpχideal)/[Tr(χexp)Tr(χideal)].
gate Q1 Q2
M I+X
2
, R|0+1〉 0.937± 0.034 0.889± 0.043
M I+X
2
, R|0−1〉 0.906± 0.034 0.871± 0.031
M I+Y
2
, R|0+i1〉 0.947± 0.023 0.893± 0.022
M I+Y
2
, R|0−i1〉 0.941± 0.022 0.909± 0.019
M I+Z
2
, R|0〉 0.943± 0.015 0.903± 0.013
M I+Z
2
, R|1〉 0.938± 0.023 0.915± 0.019
Before Pauli Twirling 
After Pauli Twirling 
𝑞
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FIG. S5. Quasiprobability distribution in the decomposi-
tion of the Cpi gate without (up) and with (down) the Pauli
twirling.
bilities) of the decomposition for the Cpi gate are shown in
Fig. S5. We find that by applying the Pauli twirling, the
cost
∑
j |q′j | reduced from 8.71 to 1.77. In the two-qubit
QEM experiment, we generate random circuits according
to the coefficients with the Pauli twirling applied.
DEPOLARIZING ERROR CHANNELS
For a two-qubit gate, if the fidelity is F2 and the er-
ror channel is depolarizing, the gate succeeds (i.e. the
gate does not cause any error) with the probability
1− 2 = (16F2 − 1)/15 and fails (i.e. the two-qubit state
becomes the maximally mixed state) with the probabil-
ity 2 = 16(1 − F2)/15. For a measurement, if the fi-
delity is FM and the error channel is depolarizing, the
measurement succeeds (i.e. the outcome is true) with the
probability 1 − M = 2FM − 1, and the measurement
fails (i.e. the outcome is completely random) with the
probability M = 2(1 − FM). Suppose that 〈X〉ideal is
the computation result when all operations are error-free,
the computation result becomes 〈X〉ideal(1− 2)(1− M)
when error channels are switched on, and the difference
from the ideal value is ∆〈X〉 ' 〈X〉ideal(2 + M) '
〈X〉ideal(3− F2 − 2FM). When φ = pi/2, 〈X〉ideal = 1/2,
therefore ∆〈X〉 ' 0.01 if F2 = FM = 0.993.
