Abstract: This paper describes Gaussian Process Regression (GPR) models presented in Predictive Model Markup Language (PMML). PMML is an Extensible Markup Language (XML)-based standard language used to represent data mining and predictive analytic models, as well as pre-and post-processed data. The previous PMML version, PMML 4.2, did not provide capabilities for representing probabilistic (stochastic) machine learning algorithms that are widely used for constructing predictive models taking the associated uncertainties into consideration. The newly released PMML version 4.3, which includes GPR model, provides new features -confidence bounds and distribution for the predictive estimations. Both features are needed to establish the foundation for uncertainty quantification analysis. Among various probabilistic machine learning algorithms, GPR has been widely used for approximating a target function due to its capability of representing a complex input and output relationships without predefining a set of basis functions, and predicting a target output with uncertainty quantification. GPR is being employed to various manufacturing data analytics applications, which necessitates representing this model in a standardized form for easy and rapid employment. In this paper, we present a GPR model and its representation in PMML. Furthermore, we demonstrate a prototype using a real data set in the manufacturing domain.
Introduction
The last decade has seen an explosion in the application and research of machine learning [1] across different industries. The number of data sources, computing environments, and machine learning tools continues to increase. Continuous improvements in sensor technologies, data acquisition systems, and data-mining and big data-analytics techniques allow the industries to effectively and efficiently collect large, rapid, and diverse volumes of data and get valuable insights from this data. The manufacturing industry, which is vital to all economies, is one of the domains experiencing a never seen increase in available data collected from each stage of the product life cycle (design, production, and post-production). The availability of large volume of data has given strong impetus to data-driven decision making.
Given the specific nature of manufacturing systems being dynamic, uncertain, and complex, to overcome some of today's major challenges of complex manufacturing systems, valid candidates are machine learning techniques [2] . These data-driven approaches are able to find highly complex and non-linear patterns in data of different types and sources and transform raw data to features spaces, so-called models, which are then applied for prediction [3] , detection and classification [4, 5] , or forecasting [6] of a quantity of interest (QoI) for a specific problem of the manufacturing process or system. A prediction model must be capable of providing a quantification of the uncertainty associated with the prediction for informed decision-making. However, majority of the existing statistical techniques provide point predictions [3] [4] [5] [6] without considering that predictions can be affected by uncertainties in the model parameters and input data. Bhinge et al. [7] and Park et al. [8] used the Gaussian Process (GP) to build a nonlinear regression model that predicts the energy usage of a milling machine. The GP models calculate the complex relationship between the input machining parameters and output energy consumption, and construct a prediction function for the energy consumption with confidence bounds [7, 8] . Using the similar data set collected at the UC Berkeley Mechanical Engineering Machine Shop [9] , Ak et al. [10] built an empirical prediction model using an ensemble Neural Networks (NNs) approach to estimate the energy consumption for a computer numerical control (CNC) milling machine tool. In addition to pure data-driven techniques, Nannapaneni et al. [11] proposed a hybrid framework using Bayesian Networks to aggregate the uncertainty from multiple sources for the purpose of uncertainty quantification (UQ) in the prediction of performance of a manufacturing process. The mathematical equations are used to calculate the conditional probability relationships between parent and child nodes in the network. The work focuses on both data and model uncertainties. The proposed uncertainty-evaluation methodology is demonstrated using two manufacturing processes: welding and injection molding.
For the manufacturing industry, in addition to the need for continuous development of the advanced analytics techniques, open standards, communication protocols, or best practices are also needed to effectively and consistently deploy methodologies and technologies in order to assess process performance [12] . In this context, the rapid growth of data analytics and the everincreasing complexity of machine learning models has made the development and adoption of predictive model standards a necessity. There are evolving data analytics standards that support computational modeling (e.g., data analytics and simulation) and lay foundations for modeling and integrating manufacturing systems and related services for continuous improvement within the enterprise [12] . To be widely adopted, these standards must support a wide range of machine learning models including non-parametric probabilistic models such as Gaussian Process Regression (GPR).
The Predictive Model Markup Language (PMML) is a de facto standard used to represent data mining and predictive analytic models [13] [14] [15] [16] . It is developed by the Data Mining Group (DMG), a consortium of commercial and open-source data mining companies, and is supported by many statistical tools such as R [14] , ADAPA [16] , SAS [17] and Python [18] . PMML is an XML-based language; thus all PMML documents must conform to the XML standard and the structure of the PMML is defined by an XML Schema [13] [14] [15] . The Schema describes the general structure of PMML documents as well as model-specific elements. The PMML standard can be used to represent both predictive and descriptive models, as well as pre-processing and post-processing transformations. Users can easily share the analytic models represented in PMML between different PMML-compliant applications. The models can be exchanged freely between computing environments, promoting interoperability across programming languages, and physical devices. One can train a model in a local computing environment, express the trained model as a PMML document, and then deploy the PMML document to a scoring engine to perform predictions for a new unseen data set. In addition to PMML, there exists similar standards such as Portable Format for Analytics (PFA) [13] , which is an emerging standard for statistical models and data transformation engines.
Although the previous PMML version, PMML 4.2, covers many data mining algorithms, it does not provide capabilities for representing probabilistic machine learning algorithms such as GPR, Bayesian (Belief) Networks, and Probabilistic Support Vector Machines that are widely used for constructing predictive models with uncertainty quantification capability. It is worth mentioning that PMML 4.2 [13] represents Naïve Bayes models that are considered as a special case of a two-level Bayesian Networks. Naïve Bayes are used as a classification model not as a regression model [19] . A major disadvantage of Naïve Bayes models is that it makes a strong assumption that the input variables are conditionally independent, given the output [19] , and do not provide the uncertainty quantification capabilities that we mentioned previously. In this paper, we focus on GPR model and present the GPR PMML Schema. We also present a prototype to generate a GPR PMML representation using a real data set in the manufacturing domain.
The previous PMML 4.2 standard only supports parametric regression models, such as General regression, Neural Networks, Tree regression. The parametric regression models specify the type of basis functions that will be used to approximate a target function and optimize the parameters that best fits the model to the data. As a result, such models' representability strongly depends on the selected basis function and provide only a point estimation for an unknown target input. As a nonparametric probabilistic regression, GPR, however, is a regression model based on nonparametric Bayesian statistics [20] . It predicts the target function value in the form of posterior distribution computed by combining a prior distribution on the target function and likelihood (noise) model. GPR uses a Gaussian Process (GP) as a prior to describe the distribution on the target function (i.e., the latent function values) and Gaussian likelihood to represent the noise distribution. When a GP prior is used with Gaussian likelihood, the posterior distribution on the unknown target function value can be analytically represented as a Gaussian distribution, which provides an estimated mean value and uncertainty in the predicted value. One special characteristic of a GPR model is that it does not use any predefined set of basis functions but uses training data points to represent the structure of the target function. Therefore, a GPR model can represent complex input and output relationships with a small number of hyperparameters. Due to its ability to quantify uncertainty in the predictive model, GPR has received increased attention in the machine-learning community over the past decade. The GPR algorithm has been applied to many fields, including manufacturing, robotics, music rendering, and others [7, 8, 21, 22] . Note that GPR can also be used for classification by converting the repression output to class probability [23] . In this paper, we focus on regression application and its representation in PMML.
The purpose of this paper is to illustrate the use of the standard PMML representation of a GPR model for an advanced manufacturing application, in this case, for energy prediction on part machining. Furthermore, a MATLAB-based interpreter has been developed to import and export the GPR PMML models. The paper is organized as follows. Section 2 briefly introduces the basic concepts of GPR. In Section 3 the GPR PMML schema is introduced. An example using manufacturing data from a numerical control (NC) milling machine is demonstrated in Section 4. Finally, Section 5 concludes the paper with a brief summary and discussion for future work.
Theory of Gaussian Process Regression (GPR)
GPR approximates an unknown target function = in a probabilistic manner. Given a data corresponding to an unseen target input &34 . The prediction is given as a probability distribution rather than a point estimate, quantifying uncertainty in the target value. A detailed description of GPR can be found in [20, 23] . The basic steps for training a GPR model and then performing prediction (or scoring) is summarized as illustrated in Figure 1 , which also shows the organization of this section. 
Training Procedure
GPR uses GP as a prior to describe the distribution on the target function . In GPR, the function values
. . GP is defined as a collection of random variables (stochastic process), any finite number of which is assumed to be jointly Gaussian distributed. GP can fully describe the distribution over an unknown function by its mean function = E and a kernel function , ′ that approximates the covariance E − ( ) ′ − ( ′) . The kernel (covariance) function represents a geometrical distance measure assuming that the more closely located inputs would be more correlated in terms of their function values. That is, the prior on the function values is represented as:
where
• is a mean function capturing the overall trend in the target function value, and •,• is a kernel function used to approximate the covariance.
In GPR, the kernel (covariance) function describes the structure of the target function. Thus, the type of kernel function ( , ′) used to build a GPR model and its parameters can strongly affect the overall representability of the GPR model and impact the accuracy of the prediction model. A wide variety of kernel functions can be used [23] ; for example, the linear kernel, the polynomial kernel, the squared exponential kernel, which are included in the current PMML standard. As an example, Eq. (2) shows the Automatic Relevance Determination (ARD) squared exponential covariance function [7, 8, 23] , which is a widely used in many applications. However, the widely used Matern (covariance) kernel function is not included in the current PMML representation. The function requires the evaluation of gamma function to compute the covariance between two points [23] ; it is expected to include the case in the near future.
The ARD kernel function is described by the parameters, and . The term is referred to as the signal variance that quantifies the overall magnitude of the covariance value. The parameter vector = . , … ' , … , R is referred to as the characteristic length scales that quantify the relevancy of the input features in = .
' , … U ' , … , R ' , where m defines the number of input variables, for predicting the response . A large length scale ' indicates weak relevance for the corresponding input feature ' and vice versa.
Likelihood of Observations
The latent random variables (or a random vector 
where the noise variance, Z P , quantifies the level of noise that exists in the response ' = ' + ' . The Gaussian likelihood function is used because it guarantees that the posterior can also be expressed as a Gaussian distribution. Including the noise model, the covariance function is parameterized (i.e., defined) by the hyper-parameters jointly denoted by = Z , , for the case of the squared exponential covariance function as shown in Eq. (2).
Hyper-parameter Optimization
The marginal distribution of the observations can be computed as:
. 
When the GP prior and Gaussian likelihood function are used, the marginal distribution is also Gaussian. One attractive property of the GP model is that it provides an analytical closed form expression for the marginal likelihood of the data (with the unknown latent function being "marginalized" out 
As long as the kernel function is differentiable with respect to its hyper-parameters , the marginal likelihood can be differentiated and optimized by various off-the-shelf mathematical programming tools.
Scoring Procedure -Computing the Posterior Distribution of the Target Function Value
After optimizing the model hyper-parameters, the GPR model is referred to as 'trained'. The model is fully characterized by the prior, the likelihood function, the hyper-parameters, and the training data set. Let's denote a newly observed input &34 :
The ( As long as the kernel function is differentiable with respect to its hyper-parameters , the marginal likelihood can be differentiated and optimized by various off-the-shelf mathematical programming tools, such as GPML [24] , PyGP [25] , scikit-learn [26] , and GPy [27] .
GPR-PMML Schema
PMML provides an open standard for representing data mining and predictive models, thus the models can be transferred easily from one environment to another. Once a machine learning model has been trained in an environment like MATLAB, Python, or R, it can be saved as a PMML file. The PMML file can then be moved to a production environment such as an embedded system or a cloud server. The code in the production environment can import the PMML file, and use it to generate predictions for new unseen data points. It is important to note that PMML does not control the way that the model is trained, it is purely a standardized way to represent the trained model. Figure 2 shows the general structure of a PMML document which includes four basic elements, namely header, data dictionary, data transformation, and the data mining or predictive model [13] . The Header element provides a general description of the PMML document, including name, version, timestamp, copyright, and other relevant information for the model development environment. The DataDictionary element contains the data fields and their types as well as the admissible values for the input data. The data transformation is performed via the TransformationDictionary or LocalTransformations element that describes the mapping of the data, if necessary, into a form usable by the mining or predictive model. PMML defines various data transformations such as normalization, discretization, etc. [13] . The model element contains the definition and description of the predictive model, which, for the GPR model, include the optimal hyper-parameters and the training data set. For detailed explanations of PMML structure and each element within the structure, we refer the reader to [13] [14] [15] [16] 28] .
Our discussion focuses on the description of the GPR model defined in PMML. As a nonparametric model, GPR requires a training data set in order to fully characterize the model [20, 23, 29] . The term non-parametric implies an infinite-dimensional parameter space that the 
number and nature of the parameters are flexible and not fixed in advance [29, 30] . Therefore, all of the training data must be included in the PMML document along with the other model parameters. The list of information required to characterize the GPR model includes:
• • The type of a kernel function •,• used to describe the underlying structure of the target function.
• The hyper-parameters for the specified kernel function and the noise variance representing the error magnitude in the output.
The PMML standard for the GPR model thus includes the description of the model, the kernel type and its hyper-parameters, and the training data set.
The current PMML only focuses on the case where the mean function in Eq. (1) is zero, i.e., = , for two reasons. First, using zero mean function, = , it simplifies the learning and prediction procedures without compromising its representability. Second, a mean function can be represented by other parametric models, such as generalized linear regression, thus it can be expressed using the parametric models already included in the PMML standard. Integrating the regression models into current PMML GPR Schema would be desirable in the future.
GaussianProcessModel Element
A GPR model is represented by a GaussianProcessModel element defined in the XML schema, which contains all the necessary information to fully characterize the model. Figure 3 shows the attributes that can be added to the GaussianProcessModel element, and the elements which can be nested within the GaussianProcessModel element. Some of the attributes in the GaussianProcessModel are optional. The optional attributes are used to provide additional metadata about the model, such as the optimization algorithm used to optimize the hyperparameters. The attributes defined are as follows:
• modelName specifies the name of the GPR model.
• functionName specifies whether the model type is 'classification' or 'regression'.
• optimizer specifies the optimization algorithm used in training the Gaussian process model.
• isScorable specifies whether the model is complete, and can actually be used to generate predictions. Figure 2 . The structure and contents of a GPR PMML file adapted from [14] .
The schema also defines the elements that can be nested within the GaussianProcessModel element. The LocalTransformations element is used to define any mathematical transformation applied to the input or output values of the model. The GaussianProcessModel element must contain one of the four possible kernel elements, RadialBasisKernel, ARDSquaredExponentialKernel, AbsoluteExponentialKernel, and GeneralizedExponentialKernel, as shown in the schema (see Figure 3) . As an example, the ARDSquaredExponentialKernel element is described in Section 3.2. The TrainingInstances element contains the training data, and is described in Section 3.3.
Kernel Element
The GaussianProcessModel element must contain a single kernel element, which defines the type of kernel used in the model. For example, the ARD squared exponential kernel function defined in Eq. (2) is represented in the PMML schema as shown in Figure 4 .
The ARD squared exponential kernel is characterized by the covariance magnitude, , the lengthscale vector, , and the noise variance, Z P . The covariance magnitude and the noise variance are stored as numerical attributes on the kernel element. The length-scale vector is represented as an Array element, nested inside the kernel element. Figure 5 shows the schema for the nested length-scale element. Figure 3 . PMML schema of Gaussian process regression model.
TrainingInstances Element
For GPR, the training data is required to fully characterize the model. The training data is included in the TrainingInstances element. The schema for the TrainingInstances element is defined in the PMML 4.2 standard [13] and is repeated here for the sake of clarity as shown in Figure 6 . The training data can be represented as either an InlineTable or TableLocator element.
The InlineTable element allows training data to be included directly into the PMML document. The InstanceFields element is used to specify the fields that are included in the training data. Data contained in an external table can be referenced using a TableLocator element. 
Application of GPR PMML to Predict Milling Machine Energy Consumption
This section discusses how an energy prediction model for a milling machine is stored according to the PMML standard for GPR, using a specifically developed MATLAB package [31] . A MATLAB package is developed to save generic GPR models to a file in the PMML format. Specifically, a GPR energy model is trained using real energy-consumption data obtained from a Mori Seiki NVD 1500DCG 3-axis milling machine at the UC Berkeley Mechanical Engineering Machine Shop [9] , and the model is in the PMML format. The saved model can be used to predict energy consumption when machining a new part as well to determine the best tool path for machining a part with minimal energy [7, 8] . The scoring (or the prediction) procedure using the GPR PMML file is illustrated.
Energy Prediction Model
Machine learning techniques have been applied to various applications in manufacturing domain [2] ; one of them is monitoring and optimizing the energy efficiency of the manufacturing processes, which has become a priority in the manufacturing industry. Advanced monitoring and operation strategies of machine tools will improve energy usage in manufacturing. The first step towards developing such strategies is to understand the energy consumption pattern of machine tools and manufacturing operations. These strategies can enable the development of energy prediction models to determine how different operational strategies influence the energy consumption pattern of a machine tool and to derive an optimal strategy to select efficient operations for machining a part.
Herein, a GPR model is developed to predict the energy consumption of the milling machine as a function of the operating (machine) parameters. While this case study used face milling as a demonstrative example, the same technique has shown to be applicable to other milling operations [7, 8] . The experimental design, setup, and data processing techniques used for generating the data sets for this study have been previously described by Bhinge et al. [7] . A total of 196 face milling experiments for machining parts using the milling machine were conducted. The data sets were obtained using different operating parameters including feed rate, spindle speed, and depth of cut. Each operation within the data sets refers to a single NC block. The energy consumption, ∈ ℝ, for each NC block was obtained by numerically integrating the power time series recorded over the duration of the block.
In this study, the output parameter, , is defined as the energy consumption per unit length. Furthermore, the input features employed are defined as follows:
• . ∈ ℝ Feed rate: the velocity at which the tool is fed • x 2 ∈ ℝ Spindle speed: rotational speed of the tool • q ∈ ℝ Depth of cut: depth of material that the tool is removing • r ∈ {1, 2, 3, 4} Active cutting direction: (1 is for -axis, 2 for y-axis, 3 for z-axis, and 4 foraxes) • s ∈ {1, 2, 3} Cutting strategy: the method for removing material (1 is for conventional, 2 for climbing, and 3 for both)
For this example, we choose to use all of the measured input features, and subsequently define the input feature vector, = { . , … , s }. We assume that the output = + is measured with noise ~ (0, Z P ) . The ARD squared exponential kernel is used as the covariance function. Furthermore, we assume the mean function from the prior (see Eq. (1)) to be a zero function.
The GPR model is used to generate energy density predictions ' for a new set of operating conditions ' . Let denote the training data set containing the input feature data and the output parameter data. Each new prediction ' is represented by a mean energy density function ( ' | ) and associated standard deviation function ( ' | ). We can then estimate the energy consumption ' and the corresponding standard deviation ' on the estimated energy consumption value as:
Details on developing the GPR model have been reported in [7, 8, 20, 23] .
Representing the Model using PMML
In a real application, it is likely that the same GPR model will be used to generate predictions in multiple different computing environments. Using the PMML schema described in this work, it is possible to communicate the GPR model in a standard way to different PMML-compliant scoring engines. Thus, one can train the model in one computing environment, and then communicate the model to multiple other environments using the GPR PMML format.
A MATLAB package [31] is developed to consume and produce GPR PMML documents. The package is made up of four main modules: a PMML parser, PMML generator, GPR core, and GPR interface. The PMML parser is designed to extract important information from a PMML file, such as the kernel type and hyper-parameters. The PMML generator provides a way to generate a PMML representation of a GPR model. The GPR core provides the mathematical logic for training GPR models and scoring new observations, relying on the scoring and optimization algorithms provided by the Gaussian Process for Machine Learning (GPML) toolbox [24] . The GPR interface provides a clean object-orientated interface to the PMML generator, PMML parser and GPR core.
The package provides a simple way to save trained GPR models to PMML. Given the kernel type, likelihood function, optimized hyper-parameters, and training data, the package generates a valid PMML representation of the GPR model. Internally, the package uses the JAXP extensible markup language parser [32] to generate the PMML file, according to the schema described in this document. The package also provides a way to load a GPR model from a PMML file and then generate predictions for a new data point, &34 . The JAXP parser is used to extract the kernel type, likelihood function, hyper-parameters, and training data from the PMML file. This information is then used to calculate &34 | & and &34 | & as described in Section 2.4. For our study, the MATLAB package [31] is installed on two separate computers, both of which are connected to the Internet. Hereafter, we will refer to the first computer as the training environment and the second computer as the testing environment. The milling machine data set is randomly divided into a training set and testing set with the ratio of training to testing points set to 7:3. A GPR model is trained in the training environment using , and saved in the PMML format using the previously described MATLAB package. As illustrated in Figure 7 , the PMML file is transferred to the testing environment via an internet connection. The trained GPR model parameters are loaded from the PMML file using the MATLAB package. The PMML file contains the optimized hyper-parameters, kernel function type, training data, variable names, and PMML version number. The optional copyright attribute is included in the PMML header element. A new set of energy consumption predictions, , is generated from the PMML file in the testing environment. An abbreviated version of the PMML file corresponding to the case study, i.e., energy prediction model, is shown for reference in Figure 8 . Note that most of the training data has been omitted for brevity. Predicted energy consumption density for generic test parts machined using face milling, y-direction cut, 2,400 RPM spindle speed, conventional cutting strategy, and 1mm cut depth. The shaded area shows one-standard deviation bounds for the prediction. Figure 10 . Predicted mean energy consumption for face milling operations using the GPR, compared to the actual energy consumption of the machine. Figure 9 shows the energy consumption predicted by the model stored in the PMML file. As shown in Figure 10 the GPR model provides a good estimation of the energy consumption of the milling machine on the test data set. Due to the standardized nature of PMML, the predicted energy consumption is independent from the computing platform/tool.
Discussion and Conclusion
This study presents PMML representation of Gaussian Process Regression (GPR) model and a prototype to generate GPR PMML representation using a real data set. GP is a stochastic process that is capable of modeling the complex relationship between the input and output variables, and constructing a prediction function with confidence bounds. Estimation of confidence bounds for future values provides more information about the predictions and thus, plays an important role in risk-informed decision making. The newly released PMML version 4.3, which includes the Gaussian Process model, provides this capability.
In the PMML v4.3, the GaussianProcessRegression element is defined to represent a trained GPR Model. An XML schema of the GPR model is provided to assist in parsing and validating of GPR models. We have demonstrated that a GPR model for the energy consumption of a milling machine can be structured in the PMML file format using a purposely-built MATLAB software package [31] . The development of an abstraction layer on the GPR PMML file format makes it trivial to convert existing GPR models to valid PMML. The standardized PMML file format ensures that transferring the model from one environment to another is reliable and straightforward.
For the case of GP regression, a prediction on a target input is represented by a posterior distribution that can be expressed in a closed form using the parameters optimized and the training data. For classification, however, the prediction cannot be represented using analytical expression, because the output of the regression needs to be converted to a probability using a squashing function, i.e., sigmoid function. To predict the probability of output class, it is required to approximate the inference procedure and this complicates the scoring procedure of classification tasks. In addition, the current PMML GPR model can be extended so that it can represent multi-output GP regression models, which is similar to representing a parametric regression model for a vector output. To represent multi-output regression model, the PMML will include a more generalized kernel function that can represent the covariance in the same type of output as well as the covariance in the different output values.
The current PMML GPR standard assumes that the size of training data is moderate. One of the drawbacks of the GP is that it is not sparse and uses the whole set of samples or features information to perform the prediction. Thus, the GPR PMML standard requires that all of the training data points are stored in the PMML file along with the model parameters. This can cause excessively large PMML file size and slow load time. When the size of training data is large, approximated methods for training and prediction are required [33] . There have been recent rapid developments in efficient approximation techniques for Gaussian processes. To reduce the computational and storage requirements, approximated GP regression approaches, such as stochastic variational inference for Gaussian process models [33] , Gaussian process mixture model [34] , local GP [19, 35] , and sparse GP [35] [36] [37] [38] [39] have been proposed. In most cases, these methods reduce the computational demand when training and scoring from GPR models, making them very favorable. Future work could investigate the representation of local or sparse GPR models in the PMML format.
One promising application of the PMML format is its ability to train models in a powerful computing environment like the Google Compute Engine [29] , and then transfer those models to a personal computer or embedded device for scoring. The development of a GPR PMML scoring machine in a low-level language such as C would allow GPR PMML models to be evaluated on embedded devices. This would provide a simple standardized framework to develop smart sensors and devices.
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