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1. Introduction and main theorems
Let us introduce the following problem of di¤erential equations:
e2uxxðxÞ þ lf ðuðxÞÞ ¼ 0 in ð0; 1Þ;
uxð0Þ ¼ uxð1Þ ¼ 0;

ð1:1Þ
where f A C1ðRÞ and e is a positive (bifurcation) parameter. In view of the bifurcation,
let us consider the bistable case that f has exactly three zeros u < 0 < uþ and they
satisfy fuð0Þ > 0 and fuðuGÞ < 0. Then the corresponding parabolic partial di¤erential
equation to (1.1), which is called as the Chafee-Infante problem (Allen-Cahn type
equation, or Ginzburg-Landau equations), possesses two stable steady state u ¼ uG and
one unstable state u ¼ 0. The solution set
S :¼ fðl; uÞ A Rþ  C2½0; 1 j ðl; uðxÞÞ solves ð1:1Þ:g
is given as follows. For any n A N, it appears the branch SGn of two n-mode solutions
uGn for l A ðn2p2=fuð0Þ;yÞ, which is bifurcating from the line of trivial solution u ¼ 0 at
ln ¼ n2p2=fuð0Þ. For details, see for instance, [1], [3] and [4].
The problem (1.1) is the simplest bifurcation problem, and has been extensively
studied by many authors since 1960’s. Let uðxÞ be any nontrivial solution of (1.1).
The linearized eigenvalue problem associated with u is given by
e2jxxðxÞ þ fuðuðxÞÞjðxÞ þ mjðxÞ ¼ 0 in ð0; 1Þ;
jxð0Þ ¼ jxð1Þ ¼ 0:

ð1:2Þ
Problem (1.2) play an essential role to understand the dynamics of evolutionary problem
to (1.1):
ut ¼ e2uxx þ f ðuÞ; ðx; tÞ A ð0; 1Þ  ð0;þyÞ;
uxð0; tÞ ¼ uxð1; tÞ ¼ 0; t A ð0;þyÞ;
uðx; 0Þ ¼ aðxÞ; x A ð0; 1Þ:
8<
: ð1:3Þ
In several papers [7]–[11] the author and S. Yotsutani have investigated (1.1) and
(1.2) in the two typical cases of bistable nonlinearity:
f ðuÞ ¼ sin u
(with a restriction p < u < p due to the periodicity) and
f ðuÞ ¼ u u3:
In these cases of f above, it is shown that the precise information on all eigenpairs
of (1.2) are obtained by using the elliptic integrals and Jacobi’s elliptic function (for
deﬁnitions of elliptic integrals and functions, see Section 2).
For simplicity, we take the ﬁrst case f ðuÞ ¼ sin u. For arbitrarily ﬁxed n A N,
exactly two n-mode solutions of (1.1) exist, and can be expressed with use of a new
parameter k A ð0; 1Þ: ðe; uGn Þ ¼ ðenðkÞ;Gunðx; kÞÞ where




The linearized eigenvalue problem for unðx; kÞ leads us to
enðkÞ2jxxðxÞ þ ð1 2k2 sn2ðKðkÞð1þ 2nxÞ; kÞÞjðxÞ þ mjðxÞ ¼ 0 in ð0; 1Þ;
jxð0Þ ¼ jxð1Þ ¼ 0:
(
ð1:4Þ
By mnj ðkÞ and jnj ðx; kÞ ð j A N [ f0gÞ, we denote the ð j þ 1Þ-th eigenvalue of (1.4) and its
corresponding eigenfunction.
It should be noted that the ﬁrst equation of (1.4) is regarded as the Lame´ equation
through a suitable scaling (see Whittaker-Watson [12]). Moreover, in the case f ðuÞ ¼
u u3 we are led to the similar linearized eigenvalue problem as (1.4); it is reduced into
the Lame´ equation.
For the problem (1.4) the following two theorems are proved in [8].
Theorem A ([8], Theorem 1). Let n A N and let k A ð0; 1Þ. The linearized problem
(1.4) has following pairs of eigenvalues and eigenfunctions.
( i ) mn0 ðkÞ ¼ ðk2  1Þ, jn0 ðx; kÞ ¼ cos
unðx; kÞ
2
¼ dnðKðkÞð1þ 2nxÞ; kÞ:






¼ snðKðkÞð1þ 2nxÞ; kÞ:
Theorem B ([8], Theorem 2). Let n A N and let k A ð0; 1Þ. Set S :¼ S0 [ S1
where
S0 :¼ fðk; mÞ A ð0; 1Þ  R j k2  1 < m < 0g;
S1 :¼ fðk; mÞ A ð0; 1Þ  R j m > k2g;
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and deﬁne for ðk; mÞ A S,
Aðk; mÞ :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ





m k2 ; k
 
: ð1:5Þ
Assume j0 0; n. Then, mnj ðkÞ is the unique solution of
Aðk; mÞ ¼ jp
2n
: ð1:6Þ
In particular, for each k A ð0; 1Þ, mnj ðkÞ A ðk2  1; 0Þ if 0 < j < n and mnj ðkÞ A ðk2;þyÞ if
j > n. Moreover,
jnj ðx; kÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRnðx; k; mnj ðkÞÞÞj
q
cosðynðx; k; mnj ðkÞÞÞ;
where
Rnðx; k; mÞ :¼ k2  m sin2 unðx; kÞ
2
;






jRnðx; k; mÞj dx;
and
rðk; mÞ :¼ mðm k2Þðm k2 þ 1Þ:
In Theorem B, the function A as in (1.5) is called as the characteristeic function and
plays an essential role to determine all eigenvalues of (1.4) including mn0 ðkÞ and mnn ðkÞ.
Through the characterization on the eigenvalue, the representation formulas for all
eigenfunctions are given. We note that in the case f ðuÞ ¼ u u3 a similar types results
on the representation formulas are obtained in [10].
The eigenvalues mnj ðkÞ (0a j < n) are negative; the corresponding eigenfunctions
provide the local unstable manifold around unðx; kÞ for the corresponding parabolic








mnj ðkÞ ¼ 0:
To the linearized problems (1.4), we are interested in a parameter dependence of
eigenvalues and eigenfunctions with respect to k. In the previous papers [8] and [9]
Theorems A and B are applied to show asymptotic formulas of eigenvalues and
eigenfunctions as k ! 1.
In this note we continue to discuss (1.4) and show the monotonicity of negative
eigenvalues with respect to the parameter k. It is easy to see from Theorem A that
mn0 ðkÞ and mnn ðkÞ are increasing in k. Our main result is given by the following theorem.
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Theorem 1. Let n A N and let k A ð0; 1Þ. Suppose 0a j < n. Then, mnj ðkÞ is
monotone increasing with respect to k.
We have no information on mnj ðkÞ with j > n. However, the asymptotic formula of
eigenvalues for j > n suggest they are decreasing if k is su‰ciently close to 1 ([8]). This
fact implies some of eigenvalues does not admit monotonicity with respect to k.





for n A N, k A ð0; 1Þ and j A N [ f0g. They are eigenvalues of the following linearized
eigenvalue problems
enðkÞ2jxxðxÞ þ ð1 2k2 sn2ðKðkÞð1þ 2nxÞ; kÞÞjðxÞ þ ~menðkÞ2jðxÞ ¼ 0 in ð0; 1Þ;
jxð0Þ ¼ jxð1Þ ¼ 0;
(
which appears from a rescaled parabolic PDE of (1.3):
e2ut ¼ e2uxx þ f ðuÞ; ðx; tÞ A ð0; 1Þ  ð0;þyÞ;
uxð0; tÞ ¼ uxð1; tÞ ¼ 0; t A ð0;þyÞ;
uðx; 0Þ ¼ aðxÞ; x A ð0; 1Þ:
8<
:
For the monotonicity of ~mnj ðkÞ we obtain the following result.
Theorem 2. Let n A N and let k A ð0; 1Þ. Suppose 0 < j < n. Then, ~mnj ðkÞ is
monotone increasing with respect to k.
We will prove the main theorems by analyzing of the characteristic equations
(1.6) with use of formulas on elliptic integrals. In this decade, the approach by elliptic
integral has been developed by Kosugi-Morita-Yotsutani [5], [6], and [8]–[11], et al.
One of the di‰culty is that we have to treat the complete elliptic integral of the third
kind P; a few results are shown in literature. In this note we introduce a slightly
modiﬁed form of P, and improve some technical calculations on elliptic integrals.
The modiﬁed elliptic integral has been already found in the characterisic functions
appearing in (1.2) for the both cases f ðuÞ ¼ sin u and f ðuÞ ¼ u u3. We expect that
the modiﬁed form of elliptic integral gives a new perspective in the theory of di¤erential
equations.
The organization on this note is as follows. In Section 2 we introduce standard
complete elliptic integrals and modiﬁed form of the elliptic integral P. The funda-
mental formulas of the modiﬁed elliptic integral will be given. In Section 3 we give
proofs of Theorems 1 and 2.
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2. Elliptic integrals and modiﬁed form
We begin with deﬁnitions and fundamental properties of the complete elliptic
integrals. We refer to a handbook by Byrd and Friedman [2], and also, the appendix of



























and that for every k A ð0; 1Þ
KðkÞ > EðkÞ:







for x A ½0;KðkÞ, and it is extended to a smooth and periodic function on R in the
standard way.










We summarize the derivative formulas on K , E and P below without proofs.










ðkÞ ¼ EðkÞ  ð1 k
2ÞKðkÞ
kð1 k2Þ ,




ðn; kÞ ¼ kðEðkÞ  ð1 k
2ÞPðn; kÞÞ




ðn; kÞ ¼  KðkÞ
2nð1þ nÞ þ
EðkÞ
2ð1þ nÞðk2 þ nÞ þ
ðk2  n2ÞPðn; kÞ
2nð1þ nÞðk2 þ nÞ :
Now we introduce the modiﬁed form of P for D
D :¼ fðk; mÞ A ð0; 1Þ  C j m B ðy;1 [ ½k2; 0g
by








The following proposition is derived from Lemma 2.1 with standard calculation.






















2ð1þ nÞðk2 þ nÞ
 
:


















2 þ nÞ þ nð1þ nÞ  ð1þ nÞðk2 þ nÞ
2nð1þ nÞðk2 þ nÞ
¼ n
2  k2
2nð1þ nÞðk2 þ nÞ :
Therefore, we obtain a desired formulas by combining these facts with Proposition 2.1.
r
Remark 2.1. In the same way as Proposition 2.2, the several limit formulas on P,
which are used to understand the chracteristic functions ([8] and [10]), leads us to the
following formulas on M:
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( i ) lim
n!1
Mðn; kÞ ¼ p
2
,
( ii ) lim
n!k2









See also Fig. 1.
3. Proof of main theorems
In this section we prove Theorems 1 and 2. We ﬁrst prepare fundamental lemmas
on A as in (1.5). Deﬁne a function n : S ! R by
nðk; mÞ :¼ k
2
m k2 : ð3:1Þ
We note that if ðk; mÞ A S then ðk; nðk; mÞÞ A D; in particular, if ðk; mÞ A S0 then
nðk; mÞ A ð1;k2Þ, and if ðk; mÞ A S1 then nðk; mÞ A ð0;þyÞ. In addition,
m ¼ k
2ð1þ nðk; mÞÞ
nðk; mÞ ; m k
2 ¼ k
2
nðk; mÞ and m k
2 þ 1 ¼ k
2 þ nðk; mÞ
nðk; mÞ :
Hence we obtain, for ðk; mÞ A S,




Figure 1. A Graph of Mðk; mÞ (k ¼ 1= ﬃﬃﬃ2p ).
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Lemma 3.1. Let S and A as in Theorem B. Let Mðk; mÞ, mðk; mÞ and nðk; mÞ
be given by (2.1), (2.2) and (3.1). Then, for ðk; mÞ A S, the following (i) and (ii)
hold:
( i ) Amðk; mÞ ¼ 1
2
mðnðk; mÞ; kÞ1  ðk




Akðk; mÞ ¼ mðk; nðk; mÞÞ ð1 k
2Þðk2 þ nðk; mÞÞKðkÞ  ½k2 þ ð1 k2Þnðk; mÞEðkÞ
kð1 k2Þðk2 þ nðk; mÞÞ :
Proof. (i) We ﬁrst see from (3.1) that
nmðk; mÞ ¼  k
2




By a standard calculation with (ii) of Proposition 2.2,
Am ¼Mnðnðk; mÞ; kÞnmðk; mÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ




2 þ nðk; mÞÞKðkÞ  nðk; mÞEðkÞ
2nðk; mÞð1þ nðk; mÞÞðk2 þ nðk; mÞÞ
 











2 þ nðk; mÞÞKðkÞ  nðk; mÞEðkÞ
k2
:
(ii) In the similarly as the proof of (i) of the lemma, we obtain
nkðk; mÞ ¼ 2kmðm k2Þ2 ¼
2
k
nðk; mÞð1þ nðk; mÞÞ
and by Proposition 2.2,
Ak ¼Mkðnðk; mÞ; kÞ þMnðnðk; mÞ; kÞnkðk; mÞ
¼ mðk; nðk; mÞÞ kEðkÞðk2 þ nðk; mÞÞð1 k2Þ
mðk; nðk; mÞÞ ðk
2 þ nðk; mÞÞKðkÞ  nðk; mÞEðkÞ




nðk; mÞð1þ nðk; mÞÞ
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¼ mðk; nðk; mÞÞ kEðkÞðk2 þ nðk; mÞÞð1 k2Þ
mðk; nðk; mÞÞ ðk
2 þ nðk; mÞÞKðkÞ  nðk; mÞEðkÞ
kðk2 þ nðk; mÞÞ
 
¼ mðk; nðk; mÞÞ ð1 k
2Þðk2 þ nðk; mÞÞKðkÞ  ½k2 þ ð1 k2Þnðk; mÞEðkÞ
kð1 k2Þðk2 þ nðk; mÞÞ : r
Lemma 3.2. Let S and A as in Theorem B. Then, for ðk; mÞ A S,
Amðk; mÞ > 0:
Proof. Fix k A ð0; 1Þ arbitrarily, and consider
B1ðn; kÞ :¼ ðKðkÞ  EðkÞÞnþ KðkÞ
for n A ½1;þyÞ. It is easy to see from KðkÞ  EðkÞ > 0 that if n < 1, then
B1ðn; kÞ > B1ð1; kÞ ¼ EðkÞ  ð1 k2ÞKðkÞ:
By (i) and (ii) of Proposition 2.1, the function g1ðkÞ :¼ EðkÞ  ð1 k2ÞKðkÞ satisﬁes
d
dk
g1ðkÞ ¼ EðkÞ  KðkÞ
k




So g1ðkÞ > 0 for all k A ð0; 1Þ and hence, B1ðn; kÞ > 0 for every m A ð1;þyÞ.
By combining this fact with (i) of Lemma 3.1, we obtain Am > 0 for ðk; mÞ A S.
Thus it completes a proof. r
Lemma 3.3. Let S0 and A as in Theorem B. Then, for ðk; mÞ A S0,
Akðk; mÞ < 0:
Proof. Fix k A ð0; 1Þ arbitrarily, and consider
B2ðn; kÞ :¼ ð1 k2ÞðKðkÞ  EðkÞÞnþ k2½ð1 k2ÞKðkÞ  EðkÞ
for n A ½1;k2. It is easy to see from KðkÞ  EðkÞ > 0 that for n A ð1;k2Þ,
B2ðn; kÞ < B2ðk2; kÞ ¼ k4EðkÞ < 0:
Hence, B2ðn; kÞ < 0 for every m A ð1;k2Þ.
By combining this fact with (ii) of Lemma 3.1, we obtain Ak > 0 for ðk; mÞ A S0.
Thus it completes a proof. r
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Proof of Theorem 1. Suppose k A ð0; 1Þ and 0 < j < n (we omit a proof of the
case j ¼ 0). We apply the implicit function theorem to Theorem B:
d
dk




By Lemmas 3.2 and 3.3 with ðk; mnj ðkÞÞ A S0, we conclude that ðd=dkÞmnj ðkÞ > 0 for any
k A ð0; 1Þ.
Thus it complete the proof. r
Proof of Theorem 2. Suppose k A ð0; 1Þ. In the case j ¼ 0 we observe from (i)
of Theorem A that
~mn0 ðkÞ ¼ 4n2ð1 k2ÞKðkÞ2:
By using (ii) of Proposition 2.1,
d
dk
~mn0 ðkÞ ¼ 4n2 2kKðkÞ2  ð1 k2Þ  2KðkÞ 






ðKðkÞ  EðkÞÞ > 0:
Now we suppose that 0 < j < n. Since
~mnj ðkÞ ¼ mnj ðkÞ4n2KðkÞ2;
we obtain from the implicite function theorem and Lemmas 3.2 that
d
dk
~mnj ðkÞ ¼ 4n2 
Akðk; mnj ðkÞÞ
Amðk; mnj ðkÞÞ













ð1 k2Þðk2 þ nnj ðkÞÞKðkÞ  ½k2 þ ð1 k2Þnnj ðkÞEðkÞ





ðk2 þ nnj ðkÞÞKðkÞ  nnj ðkÞEðkÞ
k2












 ½ð1 k2Þðk2 þ nnj ðkÞÞKðkÞ2  ½k2 þ ð1 k2Þnnj ðkÞKðkÞEðkÞ
 ððk2 þ nnj ðkÞÞKðkÞ  nnj ðkÞEðkÞÞðð1 k2ÞKðkÞ  EðkÞÞ
¼ 4n
2ð1þ nnj ðkÞÞKðkÞEðkÞðKðkÞ  EðkÞÞ





mnj ðkÞ  k2
:
Since mnj ðkÞ A ðk2  1; 0Þ, we conclude that ðd=dkÞ~mnj ðkÞ > 0. Thus it complete the
proof. r
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