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Abstract
The scattering of quasiperiodic waves for a two-dimensional Helmholtz equation
with a constant refractive index perturbed by a function which is periodic in one
direction and of finite support in the other is considered. The scattering problem is
uniquely solvable for almost all frequencies and formulas of Breit-Wigner and Fano
type for the reflection and transmission coefficients are obtained in a neighborhood
of the resonance (a pole of the reflection coefficient). We indicate also the values of
the parameters involved which provide total transmission and reflection. For some
exceptional frequencies and perturbations (when the imaginary part of the resonance
vanishes) the scattering problem is not uniquely solvable and in the latter case there
exist embedded Rayleigh-Bloch modes whose frequencies are explicitly calculated in
terms of infinite convergent series in powers of the small parameter characterizing the
magnitude of the perturbation.
1 Introduction.
The appearance of trapped modes in unbounded domains under perturbations has attracted
a lot of attention in both physical and mathematical literature in the recent past (see,
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e.g., the books [1, 2, 3] and references therein). In our previous paper [4] we studied this
phenomenon for the Rayleigh-Bloch waves generated by a weak periodic perturbation. We
considered a neighborhood of the cut-off of the continuous spectrum and constructed the dis-
crete eigenvalue corresponding to a Rayleigh-Bloch wave trapped by the periodic structure;
this eigenvalue lies outside the continuous spectrum. In the present paper we continue this
investigation for the frequencies embedded in the continuous spectrum close to the second
cut-off. To specify the notation, consider the Helmholtz equation
−∇2Ψ = ω
2
c2(x, y)
Ψ, ∇ = (∂x, ∂y), x, y ∈ R, (1.1)
in the plane and assume that
c−2(x, y) = 1 + εf(x, y), 0 < ε 1, (1.2)
where f(x, y) is smooth, T -periodic with respect to y, f(x, y + T ) = f(x, y), and vanishes
for |x| > R, see Fig. 1. We will assume that the perturbation has positive volume,∫ T
0
∫ ∞
−∞
f(x, y) dxdy > 0. (1.3)
 
 
 
 
Figure 1: The periodic structure
We will be interested in quasiperiodic solutions of (1.1) which have the form
Ψ(x, y) = eiβyψ(x, y),
2
where β is the “wavenumber”, ψ is T -periodic in y and one can assume that−pi/T < β ≤ pi/T
by the periodicity of ψ. It is well-known that a periodic structure can support the so-called
Rayleigh-Bloch (RB) waves which are solutions of the Helmholtz equation quasiperiodic in
y and decaying as |x| → ∞.
There exists a vast amount of literature devoted to the study of RB waves in the setting
(1.1)-(1.2) (without the assumption of the smallness of the perturbation, but for standing
RB waves (β = 0), see [5, 6, 7] and references therein), as well as for the setting of a half-
plane with a periodic boundary (see [8, 9, 10] and references therein), and in the setting of
a periodic array of solid obstacles (see [11, 12, 13] and references therein).
Thus it seems of interest to investigate the existence of RB wave and associated phenomena
(as, for example, the Fano resonance) for a weak periodic perturbation of the refractive index
(1.2) in the case of propagating modes (β 6= 0). The construction of RB waves reduces to
the solution of a boundary value problem in the strip
Π = R× (0, T )
for the Helmholtz equation with quasiperiodic boundary conditions; that is, we come to
a waveguide problem. Obviously, without loss of generality, we can assume that T = 2pi.
Problems of trapped modes in waveguides were quite extensively studied in numerous pub-
lications. We note the papers [14, 15], where weakly perturbed quantum waveguides (i.e.,
perturbed Laplace operator with Dirichlet boundary conditions) were studied by means of
the Birman-Schwinger technique (see [3]), paper [16] where embedded eigenvalues for this
problem were considered, and the recent preprint [17] where the Fano resonance was studied
in connection with the problem of complete reflection/transmission (see also the bibliography
in that paper).
The appearance of trapped modes in waveguides is frequently connected with the structure
of the continuous spectrum of the unperturbed problem. In our case this spectrum is the ray
ω20 ≤ ω2 (here ω20 = β2, see (2.6)), which is divided by the numbers ω21 < ω22 < · · · < · · · into
segments on which the multiplicity is constant (for example, for β 6= 0, 1/2, on the interval
ω20 < ω
2 < ω21 = (1−|β|)2 this multiplicity is equal to 2, that is, there exists one propagating
mode; see Section 2 below). As noted above, in our previous paper [4] we investigated the
case when the first cut-off gives rise to a trapped mode under a perturbation; here we will
be interested in trapped modes generated by the second cut-off. Since in the latter case
there exists a propagating mode it is natural to pose the (standard) scattering problem. The
reflection coefficient of the latter possesses a pole in the complex plane (resonance), and if
the resonance is not real, the reflection and transmission coefficients (R and T ) undergo
drastic changes in a neighborhood of the real part of the pole (the Breit-Wigner resonance,
see [18]; according to [10], these are analogues of the Wood anomalies). When the resonance
becomes purely real, it can give rise to an eigenfunction, i.e., embedded Rayleigh-Bloch
mode. Obviously, in this case the standard scattering problem does not possess a unique
solution (an arbitrary multiple of the trapped mode, which decays at infinity, can be added
to the solution without violating its existence). We note that it is possible to solve uniquely
the scattering problem even in this case passing to the generalized formulation (see [5]), but
we will not pursue this approach here since our principal goal consists in explicit formulas
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for the solution which is possible to obtain in the form of infinite series in powers of the small
parameter ε. It turns out that the resonance becomes purely real when the perturbation
satisfies certain orthogonality condition which means that the length scale of the perturbation
is connected with the wavelength of the propagating mode. The principal difficulty of this
problem consists in the fact that the nonperturbed problem does not possess trapped modes,
so that the standard regular perturbation theory is not applicable.
Our approach uses the main idea of the Birman-Schwinger method (i.e., the reduction of
differential equations to integral ones) with simplifications and modifications (cf. [19]), [20]).
In order to describe our results, we will need to introduce some notation. Denote by fj(x)
the Fourier coefficients of the function f(x, y) with respect to y:
fj(x) =
2pi∫
0
e−ijyf(x, y) dy, j ∈ Z, (1.4)
and by f˜j(ξ) their Fourier transforms,
f˜j(ξ) =
∫
e−iξxfj(x) dx; (1.5)
here and everywhere below integrals without limits mean the integration over the whole real
axis. We will assume that 0 < β < 1/2 excluding the case β = 0 (treated in [5, 6] in the case
when the magnitude of the perturbation is not small) and the case β = 1/2. These cases
correspond to coalescence of the thresholds (ω1 and ω2 in the first case, and ω0 and ω1 in
the second), and require a separate treatment.
Our main result consists in an explicit construction of a trapped mode in the case when the
orthogonality condition mentioned above is satisfied for a certain value of β. Our approach
is based on the consideration of the scattering problem; as mentioned above, the existence of
trapped modes is connected with the nonuniqueness of solution to the latter. For simplicity,
we will explain our results for positive β, 0 < β < 1/2. We will also assume that f(x, y) is
even in both arguments,
f(−x, y) = f(x, y), f(x,−y) = f(x, y). (1.6)
Further, we will work in a neighborhood of the second threshold ω1 = 1 − β assuming
that
ω2 = ω21 − µ2, 0 < µ 1. (1.7)
In this case (1.1) (strictly speaking, the reduced problem in Π, see formulas (2.4), (2.5)
below) possesses one propagating mode having the form
eiβy±ik0x, k0(µ, β) =
√
ω2 − β2 =
√
1− 2β − µ2
for ε = 0. Denote the value of the wavenumber k0 for µ = 0 as κ, κ(β) =
√
1− 2β. The
orthogonality condition has the form
f˜1(κ) = 0. (1.8)
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Let β00 solve (1.8), i.e., f˜1
(
κ(β00)
)
= 0. We will prove in Section 7 that if β00 is such that
f˜ ′1
(
κ(β00)
)
6= 0, then, for
ω2 = (1− β)2 − ε2ν2tr, νtr(ε) = ν00 +O(ε), ν00 =
(1− β)2
4pi
f˜0(0), (1.9)
and for a certain β = βtr(ε) close to β00, βtr(ε) = β00 + O(ε), there exists an RB wave. In
Section 7 we will define βtr, νtr more precisely.
Apart from providing the information about the existence of RB waves, the consideration of
the scattering problem sheds light on other interesting phenomena (e.g. the Fano resonance)
connected with the existence of poles and zeros of the reflection and transmission coefficients
studied, for example in [5], [6], [17]. First of all, we note that in our setting the existence of
trapped modes is due to the perturbation itself (that is, when ε = 0 there are no trapped
modes), while in [5], [17] the unperturbed problem possesses trapped modes. Of course,
our results are different in what concerns the asymptotics of the reflection and transmission
coefficients. Second, in contrast to [5], we have a three-parameter problem (ε, ω, β), while
in [5] there are only two parameters (ω, β). Thus it may seem that our case is even more
complicated. This is in part true, but the advantage of having a small parameter allows us to
calculate explicitly all the quantities entering the formulas for the reflection and transmission
coefficients in the form of expansions in powers of ε.
The consideration of the scattering problem allows us to obtain the information about the
phenomena of total reflection and transmission. Namely, for β such that f˜1(κ) 6= 0 (no
trapped modes) and f˜0(2κ) 6= 0, there exist two values of ν = µ/ε such that the reflection
coefficient is zero (total transmission) at one of these values and the transmission coefficient
is zero (total reflection) at the other (the Fano resonance). As the value of β approaches the
value for which there exists a trapped mode, these two points coalesce; on the (β, ν) plane
they describe two curves that intersect tangentially at the point (βtr, νtr). The leading terms
for the asymptotics of the reflection and transmission coefficients which are not regular in
ε (see(4.28)) admit a form resembling the famous Fano formula but, in our setting, these
formulas differ from the Breit-Wigner formula by O(ε) in the additive sense. We note that
the Breit-Wigner formula does not describe the existence of zeros mentioned above and has
a symmetric form; the Fano formula, being a multiplicative asymptotics, describes these
zeros and is asymmetric, the zeros lying in the “tails” of the Breit-Wigner formula where its
values are small. If the condition f˜0(2κ) 6= 0 is violated, we can guarantee that R does not
have these additional zeros and even in the multiplicative sense has the Breit-Wigner form.
These results exemplify, for the case of small perturbations, the general results obtained
in [6] in the sense that we calculate explicitly all the constants entering the corresponding
asymptotics and indicate the criteria for the existence of the Fano resonance. Note that in
[5, 6, 7] only the existence of a trapped mode was proven for β = 0 and the consideration of
the propagating modes (β 6= 0) is based on the assumption of their existence; we, in contrast,
give an explicit construction of exact solutions describing them. Note also that we observe
the Fano resonance also far away from the trapped mode (even when there are no trapped
modes at all) while in [6] its existence is proven only for β close to βtr. Finally, apart from
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the two curves supporting the zeros of R and T , we indicate the third curve on the (β, ν)
plane which in the leading term in ε coincides with the vertical line β = βtr. Along this
curve neither Fano nor Breit-Wigner resonances are present. In the last Subsection 7.2 we
obtain the Fano type formulas uniformly in the distance to the trapped mode (as β → βtr).
Let us gather together all the results mentioned above.
1) Let β be such that f˜1(κ(β)) 6= 0, κ(β) =
√
1− 2β. Then the scattering problem has
a unique solution and there are no embedded trapped modes. Further, let f˜0(2κ(β)) 6= 0.
Then R and T as functions of ν, ω2 = ω21− ε2ν2, have zeros at the points ν = νa,b (see (6.8),
(6.9) below; complete transmission and reflection, respectively) and the asymptotics of R
and T are described by formulas of Breit-Wigner or Fano type (see, e.g., (6.2) and (6.11)
for R). The width of the Breit-Wigner peak centered at the real part ν00 of the resonance
(see (1.9)) is of order of ε, while the distance of νa to the point ν00 is of order of 1. If
f˜0(2κ(β)) = 0, then T still has a zero at the point νb, while R does not have zeros in a
neighborhood of order of ε−1/2 of the point ν = ν00; the asymptotics of R is described by
the Breit-Wigner formula (6.2). In this case there is no Fano anomaly since (6.2) coincides
with (6.11). As far as we know, the criterion f˜0(2κ) 6= 0 for the Fano anomaly is new.
2) Let β00 be such that f˜1(κ(β00)) = 0, f˜
′
1(κ(β00)) 6= 0. Then for the values βtr, νtr close to
β00, ν00 there exists an embedded trapped mode whose dispersion relation is given by (1.9).
Along a curve on the (β, ν) plane which in the first approximation coincides with the vertical
line β = β00, there are no Fano or Breit-Wigner anomalies. If the point (β, ν) is bounded
away from this curve (but close to the point βtr, νtr), then the reflection and transmission
coefficients present the Fano or Breit-Wigner anomalies similarly to 1) above; the width of
the Breit-Wigner peak is of order of ε∆2, ∆ ' β − βtr(ε). In the case f˜0(2κ(β00)) = 0 the
size of the neighborhood of the point ν = 0 free from zeros of R is of order of ∆.
The paper is organized as follow. In Section 2 we formulate the problem and describe the
continuous spectrum of the unperturbed problem; in Section 3 we formulate the scattering
problem and in Section 4 we solve it. In Section 5 we obtain the Breit-Wigner type formulas
for the reflection and transmission coefficients. In Section 6 we investigate zeros of R and
T (total transmission and reflection). In Section 7.1 we obtain the embedded trapped mode
under the orthogonality condition (1.8) and discuss the scattering in this case, and in Section
7.2 we derive the asymptotics of R and T in a neighborhood of the point (νtr, βtr).
2 Statement of the problem.
Consider the Helmholtz equation
−∇2Ψ(x, y) = ω
2
c2(x, y)
Ψ(x, y), (x, y) ∈ R2, ω ∈ R, (2.1)
with a real smooth 2pi-periodic in y refractive index,
c(x, y + 2pi) = c(x, y), (x, y) ∈ R2
Solutions of this equation that are quasiperiodic in y,
Ψ(x, y + 2pi) = e2piiβΨ(x, y), −1/2 < β ≤ 1/2, (2.2)
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bounded in the whole plane and decaying as |x| → ∞ are called Rayleigh-Bloch waves (RB
waves) and exist only for certain values of the spectral parameter ω.
We will be interested in the case of a weakly perturbed refractive index:
c−2(x, y) = 1 + εf(x, y), 0 < ε 1, (2.3)
where f is a smooth 2pi-periodic in y function vanishing for |x| > R for some R > 0 (see
Fig. 1, where the regions bounded by the closed curves mean the supports of f when they
are compact in the strip 0 < y < 2pi). We will restrict ourselves to the case of relatively low
frequencies ω such that there exists only one propagating mode. For these frequencies one
can pose a standard scattering problem (see (3.3) below). It will turn out that the solution
of this scattering problem exists and is unique under some additional conditions for β and f
(see (4.29)). In this case we obtain formulas of the Breit-Wigner type for the reflection and
transmission coefficients, see Section 4. In the opposite case (roughly speaking, for certain
values of β) the solution of the scattering problem is nonunique due to the existence of a
trapped mode whose frequency is embedded in the continuous spectrum.
Obviously, in order to construct the solution it is sufficient to find solutions of the following
BVP in the strip Π := R× (0, 2pi):
−∇2Ψ(x, y) = ω2
(
1 + εf(x, y)
)
Ψ(x, y), (x, y) ∈ Π, (2.4)
Ψ(x, 2pi) = e2piiβΨ(x, 0), Ψy(x, 2pi) = e
2piiβΨy(x, 0). (2.5)
The continuous spectrum of problem (2.4), (2.5) is the ray
ω2 ≥ ω20 = β2 (2.6)
and coincides with the continuous spectrum of the unperturbed problem (ε = 0). The latter
is divided by the cut-offs
ω2n,± = (n± |β|)2, n = 1, 2, 3, . . . , (2.7)
into intervals where its multiplicity is constant; for β 6= 0, 1/2 this multiplicity is equal to 2
on the first interval ω20 < ω
2 < ω21, where
ω21 = (1− |β|)2, (2.8)
and is augmented by 2 when passing through the next threshold. This follows from the
explicit form of the plane waves
exp{i(β + n)y + ikx} (2.9)
satisfying (2.4)-(2.5) for ε = 0 with ω = Ωn(k) given by the dispersion relation
Ω2n = k
2 +
(
β + n
)2
, n ∈ Z, k ∈ R. (2.10)
We will assume that 0 < |β| < 1/2 excluding the cases β = 0, 1/2 since in the latter case the
structure of the continuos spectrum is different (the jumps of the multiplicities are 4 instead
of 2).
7
Remark 2.1. The function Ψ in (2.4), (2.5) depends on four argument x, y, µ, β. In the
following we will sometimes omit the dependence of Ψ on µ and β.
For trapped modes, that is, for RB waves, the function Ψ(x, y) in (2.4), (2.5) belongs
to the space Hβ1 (Π) which is the completion of the space of smooth functions satisfying the
boundary conditions from (2.5) and vanishing for large |x| with to respect to norm
‖ Ψ ‖Hβ1 (Π)=‖ Ψ ‖L2(Π) + ‖ ∇Ψ ‖L2(Π) .
We understand problem (2.4), (2.5) in the sense of the integral identity: for all smooth Φ
satisfying (2.5) and vanishing for |x|  1∫
Π
∇Ψ · ∇Φ dxdy = ω2
∫
Π
c−2(x, y) ΨΦ dxdy. (2.11)
This integral identity easily follows from (2.4), (2.5) after multiplying by Φ and integrating
over Π: ∫
Π
∇2ΨΦ dxdy =
∫
Π
∇(Φ ∇Ψ) dxdy −
∫
Π
∇Ψ∇Φ dxdy
=
∫
y=2pi
Ψy Φ dx −
∫
y=0
Ψy Φ dx −
∫
Π
∇Ψ · ∇Φ dxdy.
The first two terms in the last expression cancel out due to the boundary conditions in (2.5).
Moreover, the same argument shows that the operator corresponding to the problem (2.4),
(2.5) is self-adjoint.
Remark 2.2. Strictly speaking, this calculation shows that the operator generated by the
sesquilinear form in the left-hand side of (2.11) is self-adjoint in Hβ1 (Π) (see [3]). Neverthe-
less the indication of this concrete space is not very important in what follows since we will
construct a classical smooth solution of (2.4), (2.5).
3 Scattering problem. Reduction to an infinite system.
Let us assume that ω in (2.4) satisfies the condition
ω20 < ω
2 < ω21. (3.1)
This means that we are considering the frequencies between the first and the second cut-off,
see (2.10). For these values of ω the unperturbed problem (2.4), (2.5) admits plane waves
(2.9) only for n = 0 and with real k satisfying (see (2.10)) ω2 = k2 +β2. We will be interested
(see e.g. [10]) in the case when ω2 is close to the second cut-off ω21, that is, we seek solutions
of (2.4), (2.5) with
ω2 = ω21 − µ2, 0 < µ 1. (3.2)
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Then for these ω there exist the plane waves (2.9) with k = ±k0, k0 =
√
ω2 − β2, and
hence we can pose the following scattering problem describing the scattering of a plane wave
incident from the left. This problem consists in the construction of Ψ(x, y) satisfying (2.4),
(2.5) such that
Ψ =

eiβy+ik0x +R eiβy−ik0x + o(1), x→ −∞,
T eiβy+ik0x + o(1), x→ +∞,
(3.3)
where R, T are the reflection and transmission coefficients. More precisely (since Ψ does
not belong to Hβ1 ), formula (3.3) means that
Ψ− χ(x)T eiβy+ik0x − χ(−x)
(
eiβy+ik0x +Reiβy−ik0x
)
∈ Hβ1 (Π),
where χ(x) is a smooth cut-off function equal to 1 for x > 1 and to 0 for x < 0. The solution
is still understood in the sense of the integral identity (2.11). We have |R|2 + |T |2 = 1. We
will prove that the scattering problem admits a unique solution for almost all β such that
0 < |β| < 1/2.
We seek Ψ in the form
Ψ(x, y, µ) = eiβy
∑
n∈Z
Ψn(x)e
iny, (x, y) ∈ Π, µ ∈ R. (3.4)
Substituting (3.4) in (2.4) and carrying out the same procedure as was used in the derivation
of equation (3.10) from [4], we obtain
−Ψ′′m + Ψm
[
(β +m)2 − ω2
]
= εFm, m ∈ Z, (3.5)
where Fm =
ω2
2pi
∑
n∈Z
Ψnfm−n (see (1.4) for the definition of fm). This is an infinite system of
ordinary differential equations and in the following section we will obtain its solution.
4 Solution of the infinite system. Conditions for its
existence and uniqueness.
We will consider first the case of positive β, 0 < β < 1/2, and below (see Subsection 4.3) we
will explain how the case of negative β should be treated.
4.1 Solution for positive β.
Let us solve system (3.5). To this end we use the Green functions of equations (3.5), con-
sidering separately the cases m = 0, m = −1 and m 6= 0,−1.
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1. m = 0. We have
−Ψ′′0 + Ψ0
[
− 1 + 2β + µ2
]
= εF0. (4.1)
The outgoing Green function G0 for (4.1), has the form
G0(x, µ) =
i
2k0
eik0|x|, (4.2)
k0 = (1− 2β − µ2)1/2 > 0. (4.3)
2. m = −1. By (3.1), (3.5), (2.8), we have
−Ψ′′−1 + µ2Ψ−1 = εF−1. (4.4)
The exponentially decaying Green function for (4.4), is given by
G−1(x, µ) =
1
2k−1
e−k−1|x|, k−1 = µ. (4.5)
3. m 6= 0,−1
−Ψ′′m + Ψm
[
(β +m)2 − ω2
]
= εFm. (4.6)
Note that for m 6= 0,−1 we have
km :=
(
(β +m)2 − ω21 + µ2
) 1
2
> 0 (4.7)
and the exponentially decaying Green function for (4.6) has the form
Gm(x, µ) =
1
2km
e−km|x|, x ∈ R. (4.8)
We see that the Green functions in the three cases considered above are quite different and
have the following properties: in the first and third cases the Green functions are analytic
in µ for small µ, and in the second case the Green function is singular for µ→ 0. Moreover
the quantities km are real for real µ by (4.7).
Remark 4.1. 1. Note that for negative β, the singular (in µ) Green function would cor-
respond to m = 1 instead of m = −1. We could repeat all the calculations below with this
change, but prefer to circumvent this difficulty by means of passing to complex conjugates,
see Subsection 4.3.
2. Note also that at the values β = 0 or β = 1/2 two Green functions become singular in µ
(for m = ±1 in the first case and for m = 0,−1 in the second); that is why we exclude these
values of β.
10
We seek the solution of (3.5) in the form
Ψ0 = e
ik0x +G0 ∗ A0, Ψm = Gm ∗ Am, m 6= 0. (4.9)
Let us regularize G−1. We have
G−1 = Gr(x) +
1
2µ
, (4.10)
where
Gr = Gr(x, µ) =
1
2µ
(
e−µ|x| − 1
)
, x ∈ R. (4.11)
Denote
Hn = Gn, n 6= −1, Hn = Gr, n = −1. (4.12)
Remark 4.2. The kernels Hn are even by the definitions of Gm (4.2), (4.5), (4.8).
In order to present the solution of system (3.5) we still need to introduce several objects.
Denote
γ(µ, β) =
ω2
4pi
=
1
4pi
[
(1− β)2 − µ2
]
. (4.13)
Sometimes we will omit the arguments µ, β for brevity.
Let A denote the space of vectors A = (· · · , A−1(x), A0(x), A1(x), · · · ) where Aj(x) ∈
C[−R,R] with the norm
‖A‖A =
∑
j∈N
(
sup
x∈[−R,R]
|Aj(x)|
)2
.
Obviously, A is a Banach space. Introduce the operator Tˆ : A → A by the formula(
TˆA
)
m
= 2γ
∑
n∈Z
(
Hn ∗ An
)
fm−n, m ∈ Z, (4.14)
where (A)m means the m-th element of A.
Lemma 4.3. i) The operator Tˆ : A → A given by (4.14) is bounded uniformly in µ for
sufficiently small µ and
‖ TˆA ‖A≤ const ‖ A ‖A .
ii) If An(x) decay rapidly as n→∞, i.e.,
sup
x∈[−R,R]
|An(x)| = O
(
|n|−N
)
, N ∈ N,
then the components of TˆA also decay rapidly as n → ∞ uniformly in µ for sufficiently
small µ.
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The proof of this fact is identical to the proof of Lemma 3.5 from [4].
Further, introduce the vectors g(1) and g(2) by(
g(1)
)
m
= eik0xfm,
(
g(2)
)
m
= fm+1, m ∈ Z. (4.15)
Consider the equation (dispersion relation for trapped modes, see Section 7)
µ− εγ(µ, β)F (ε, µ, β) = 0, (4.16)
where
F (ε, µ, β) =
〈((
1− εTˆ
)−1
g(2)
)
−1
〉
(4.17)
and the brackets 〈·〉 mean the averaging, i.e.,
〈
h
〉
=
∞∫
−∞
h(x) dx. (4.18)
Obviously, F is analytic in all its arguments for ε and µ small and 0 < β < 1/2.
By the Implicit Function Theorem, equation (4.16) possesses a unique root µ = µ0(µ, β)
which tends to zero as ε→ 0. Denote
C(ε, µ, β) =
2εµγ(µ, β) Q(ε, µ, β)
µ− εγ(µ, β)F (ε, µ, β) , (4.19)
where
Q(ε, µ, β) =
〈((
1− εTˆ
)−1
g(1)
)
−1
〉
. (4.20)
Denote
g = g(1) +
C
2µ
g(2) (4.21)
and let
A = 2εγ
(
1− εTˆ
)−1
g. (4.22)
Theorem 4.4. Let µ− εγF 6= 0. Then the function Ψ defined by (3.4) with Ψn(x) defined
by (4.9) solves the scattering problem (2.4), (2.5), (3.3) with R and T given by
R = iεγ
k0
1
µ− εγF
{(
µ− εγF
)
P+ + εγQR+
}
, (4.23)
T = 1 + iεγ
k0
1
µ− εγF
{(
µ− εγF
)
P− + εγQR−
}
, (4.24)
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where 
P±(ε, µ, β) =
〈((
1− εTˆ
)−1
g(1)
)
0
e±ik0x
〉
,
R±(ε, µ, β) =
〈((
1− εTˆ
)−1
g(2)
)
0
e±ik0x
〉
.
(4.25)
Proof. 1. First of all, let us prove that Ψ satisfies (2.4), (2.5). Substituting Ψ in this
system, we see that (2.5) is automatically satisfied and in order that the Helmholtz equation
be satisfied, it is sufficient that Ψm satisfy (3.5). Substitute (4.9), which defines Ψm, into
(3.5). Separating the summands corresponding to n = 0,−1 in the right-hand side of (3.5),
we come to
A = 2γε
(
g(1) +
1
2µ
〈A−1〉g(1)
)
+ εTˆA (4.26)
by the definition of Tˆ . Separating the (−1)st component in (4.26) and averaging, we come
to the following equation for 〈A−1〉:
〈A−1〉(µ− εγF ) = 2εµγQ. (4.27)
Hence, 〈A−1〉 coincides with C in (4.19). Thus (4.26) is satisfied by the definition of A (see
formula (4.22)).
2. Let us derive the formulas for R, T . They follow directly from (3.4), (4.9) and the fact
that Am(ξ) have compact support and decay rapidly with respect to m (see Lemma 4.3) and
since Gm,m 6= 0, decay exponentially as |x| → ∞ uniformly in m by (4.5), (4.8).
Thus we see that the reflection and transmission coefficients are given by the formulas
R = i
2k0
∫
eik0ξA0(ξ) dξ, T = 1 + i
2k0
∫
e−ik0ξA0(ξ) dξ. (4.28)
By (4.22), we have
A0(x) = 2εγ
((
1− εTˆ
)−1
g
)
0
= 2εγ
((
1− εTˆ
)−1
g(1)
)
0
+
2ε2γ2 Q
µ− εγF ·
((
1− εTˆ
)−1
g(2)
)
0
.
Substituting in (4.28), we obtain (4.23)-(4.25).
Remark 4.5. Theorem 4.4 holds true when the expression µ − εγF does not vanish. This
is the case if, for example, Imµ0 6= 0, or if µ is bounded away from zero, µ ≥ const > 0 with
const not depending on ε.
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4.2 Investigation of the uniqueness condition, β > 0.
The condition
Imµ0 6= 0 (4.29)
(see Remark 4.5) is a condition for a solution of a nonlinear equation (4.16). In this subsection
we obtain simple sufficient conditions for the perturbation f such that (4.29) holds.
Let us obtain these conditions.
Lemma 4.6. The root µ0(ε) of the equation (4.16) has the form
µ0(ε, β) = a1ε+ a2ε
2 + · · · , (4.30)
where
a1 = γ(0, β)
〈
f0
〉
, a2 = γ(0, β)
〈(
Tˆ
∣∣
µ=0
g(2)
)
−1
〉
. (4.31)
In particular,
Im a1 = 0, Im a2 =
γ2(0, β)
2κ
(
|f˜1(−κ)|2 + |f˜1(κ)|2
)
, (4.32)
where γ is defined in (4.13),
κ = k0
∣∣∣
µ=0
=
√
ω21 − β2 (4.33)
(see (4.2)).
The proof of this lemma can be found in Appendix 1.
Remark 4.7. We see that the condition Imµ0(ε) 6= 0 is satisfied if the Fourier transform of
the first Fourier coefficient of the perturbation does not vanish at the point κ or −κ which
are the wave numbers (up to O(µ)) of the propagating mode.
Lemma 4.6 implies that under the condition f˜1(κ) 6= 0 or f˜1(−κ) 6= 0 the parenthesis in
the left-hand side of (4.27) does not vanish by (4.29), (4.32) and (4.30) and the definition of
µ0(ε, β). Hence we obtain the vector A by means of (4.22) where g is given by (4.21) and
the constant 〈A−1〉 is given by (4.27). Thus, we obtain also the unique solution Ψ of the
scattering problem (3.3), given by the formulas (4.9), (4.22).
4.3 Solution for negative β.
For negative β, −1/2 < β < 0, βˆ := −β > 0 we consider the solution Φ of (2.4) satisfying
the conditions
Φ(x, 2pi) = e2piiβˆΦ(x, 0), Φy(x, 2pi) = e
2piiβˆΦy(x, 0) (4.34)
and satisfying
Φ =

e+iβy−ik0x +R e+iβy+ik0x + o(1), x→ −∞,
T e+iβy−ik0x + o(1), x→ +∞,
(4.35)
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and R, T are to be determined. Then the function Ψ = Φ, with R, T being the complex
conjugates to R, T will satisfy (2.4), (2.5) and (3.3). Thus, it is sufficient to construct the
solution of (2.4), (4.34), (4.35).
This is done exactly in the same way as above, the only difference consisting in the choice
of the Green function G0, which should be given by the same formula (4.2) where instead of
the positive root k0 = (1− 2βˆ − µ2)1/2 one has to take k0 = −(1− 2βˆ − µ2)1/2. Also, in all
the formulas β should be changed to βˆ and k0 should be changed to −k0. The statement of
Theorem 4.4 holds true for Ψ = Φ, where Φ is constructed as indicated above.
5 Asymptotics of R and T .
For simplicity, we will consider only positive β ∈ (0, 1/2) (negative β can be treated as
in Subsection 4.3). Moreover, we will be working in a small ε-neighborhood of the second
threshold ω1 and thus it is convenient to introduce a new variable ν as µ = εν, 0 < ν < const.
Our goal is to obtain asymptotic formulas for R and T as ε → 0 when the imaginary part
of the root µ0(ε, β) of equation (4.16) does not vanish, or, what is the same, the imaginary
part of the root ν0(ε, β) of the equation
ν − γ(εν, β)F (ε, εν, β) = 0 (5.1)
does not vanish. We will need the asymptotics for all the functions entering (4.23), (4.24).
It is straightforward to obtain, using (4.17), (4.20), (4.25), that
F (ε, εν, β) = f˜0(0) +O(ε+ ε|ν|),
Q(ε, εν, β) = f˜−1(−κ) +O(ε+ ε|ν|) = f˜1(κ) +O(ε+ ε|ν|)
P+(ε, εν, β) = f˜0(−2κ) +O(ε+ ε|ν|) = f˜0(2κ) +O(ε+ ε|ν|)
P−(ε, εν, β) = f˜0(0) +O(ε+ ε|ν|)
R±(ε, εν, β) = f˜1(∓κ) +O(ε+ ε|ν|).
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2)
We will investigate the behavior of R and T as functions of ν in a neighborhood of the point
r0 = Re ν0(ε, β) = a1 + εRe a2 + · · · ,
setting ν = r0 + δ with δ so small that ν > 0 (see (refmu0-0), r0 = Reµ0/ε).
Denote
d± := f˜1(±κ), Γ := γ
2(0, β)
κ
(
|d+|2 + |d−|2
)
.
Theorem 5.1. Let Γ 6= 0 and
δ ∈
(
− δ0(ε), δ0(ε)
)
, εδ20(ε) −−→
ε→0
0. (5.3)
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Then
R(ε, δ) = W
(δ
ε
)(γ2(0, β)
κ
d+d− + δf˜0(2κ)
γ(0, β)
κ
+O(ε+ εδ2)
)
, (5.4)
T (ε, δ) = W
(δ
ε
)( δ
iε
+
γ2(0, β)
2κ
(
|d+|2 − |d−|2
)
+ δf˜0(0)
γ(0, β)
κ
+O(ε+ εδ2)
)
, (5.5)
where
W (z) =
i
z − iΓ/2 .
Proof. Consider the expression
µ− εγ(µ, β)F (ε, µ, β) = ε
(
ν − γ(εν, β)F (ε, εν, β)
)
(5.6)
entering (4.23), (4.24). We have by the Lagrange formula
ν − γ(εν, β)F (ε, εν, β) =
(
ν − ν0(ε, β)
)(
1 +O(ε)
)
. (5.7)
The proof of this formula can be found in Appendix 2. Hence the asymptotics of the de-
nominator in (4.23), (4.24) has the form
ν − γF = (δ − iεΓ/2 +O(ε2))(1 +O(ε)). (5.8)
Let us obtain an asymptotics of the numerators in these formulas. We have(
µ− εγF)P+ + εγQR+ = ε(δf˜0(2κ) + γ(0, β)f˜1(κ)f˜1(−κ) +O(ε+ εδ2))
since
P+
(
ε, ε(δ+Re ν0), β
)
= f˜0(2κ)+O(ε+ε|δ|), Q
(
ε, ε(δ+Re ν0), β
)
= f˜1(κ)+O(ε+ε|δ|),
R+
(
ε, ε(δ + Re ν0), β
)
= f˜1(−κ) +O(ε+ ε|δ|),
by (5.2). Thus for R we obtain
R = i
ε
(
δf˜0(2κ)γ(0, β)/κ+ γ
2(0, β)d+d−/κ+O(ε+ εδ2)
)
δ − iεΓ/2 +O(ε2)
(
1 +O(ε)
)
It is easy to see that, since Γ 6= 0,
1
δ − iεΓ/2 +O(ε2) =
1
δ − iεΓ/2
(
1 +O(ε)
)
, (5.9)
and hence we obtain (5.4) as claimed. Similarly, we obtain (5.5).
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6 Zeros of the reflection and transmission coefficients
and the Fano resonance.
From now on we will assume the symmetry conditions (1.6) from the Introduction and will
work with the variable ν = µ/ε. In this case we have that all the functions fj(x) are real
and even and f−j(x) = fj(x). Moreover, the vector
Y = (1− εTˆ )−1g(2) (6.1)
is also even in x since Tˆ preserves the evenness (since all the kernels Hn in (4.14) are even,
see Remark 4.2) and
R+(ε, εν, β) = R−(ε, εν, β)
by the evenness of Y. In what follows, we will denote R = R+ = R− omitting the su-
perindices. We also have the following
Proposition 6.1. In the symmetric case (1.6) we have
Q(ε, εν, β) = R(ε, εν, β).
The proof of this proposition can be found in Appendix 3.
Remark 6.2. The functions Q and R seem completely different, but in fact they are related
because g(1) and g(2) are related, see (4.15).
In the symmetric case d+ = d−, γ2(0, β)d+d−/κ = Γ/2, and formula (5.4) for R implies that
|R|2 = ε
2Γ2/4
δ2 + ε2Γ2/4
+O(ε) (6.2)
since δW
(δ
ε
)
= O(ε); a standard Breit-Wigner formula. This formula apparently means
that |R|2 is symmetric with respect to the point δ = 0 and never vanishes (at least in the
leading term).
Nevertheless, numerical data and theoretical investigations from, for example, [5, 17] suggest
that |R|2 vanishes at certain values of µ and the graph of |R|2 has a specific asymmetric
form sometimes called “the Fano resonance”.
In order to investigate these phenomena, we will calculate the zeros of R and T following
closely the presentation in [6], although, as mentioned in the Introduction, our setting is
rather different. To this end, we rewrite the formulas (4.23) and (4.24) in the following form:
(cf.[5])
R = a
`
, T = b
`
, (6.3)
where
` = ν − γF, (6.4)
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a = ik−10 εγ
{
(ν − γF )P+ + γQ2
}
, (6.5)
b = ν − γF + ik−10 εγ
{
(ν − γF )P− + γQ2
}
, (6.6)
where the arguments (εν, β) and (ε, εν, β) are omitted in the functions γ, k0 and F, P
±, Q,
respectively.
Since the scattering is unitary, we have (see, e.g. [5])
|`|2 = |a|2 + |b|2, a
b
∈ iR. (6.7)
Lemma 6.3. Let f˜1(κ) 6= 0 and f˜0(2κ) 6= 0, κ =
√
1− 2β. Then the equations a = 0 and
b = 0 possess, with respect to ν, distinct real solutions νa = νa(ε, β) and νb = νb(ε, β) given
by
νa =
(1− β)2
4pi
(
f˜0(0)−
(
f˜1(κ)
)2/
f˜0(2κ)
)
+O(ε) (6.8)
νb =
(1− β)2
4pi
f˜0(0) +O(ε). (6.9)
These solutions depend analytically on ε and β for β ∈ (0, 1/2) and small ε.
Proof. We will prove the existence of νa, for νb the proof is analogous. Obviously, a = 0
when the expression L = (ν − γF )P+ + γQ2 vanishes. This expression is analytic in ν, ε, β
and by the Implicit Function Theorem possesses an analytic solution for ν since ∂L/∂ν
∣∣∣
ε=0
=
P+(0, 0, β) = f˜0(2κ).
Hence νa = ν
0
a + εν
1
a + · · · . Obviously, ν0a given by (6.8) is real. The equation for ν1a can
be obtained by substituting ν = ν0a + εν
1
a in (6.5), dividing the resulting expression by ε
2
and passing to the limit as ε → 0. Alternatively, the same equation can be obtained by
considering the ratio a/b, dividing by ε2 and passing to the same limit since
b(ε, ν, β)
∣∣∣
ν=ν0a+εν
1
a
−−→
ε→0
−(1− β)
2
4pi
((
f˜1(κ)
)2/
f˜0(2κ)
)
∈ R,
and the last expression does not vanish. But this ratio is purely imaginary by (6.7) and
hence the resulting equation for ν1a is purely real, and its solution is also real. By induction,
all νja are real.
Theorem 6.4. Let the conditions of Lemma 6.3 be satisfied and let
νa(0, β) > 0, (6.10)
(see (3.2)); ν should be positive). Then for ν = νa we have R = 0 (total transmission) and
for ν = νb we have T = 0 (total reflection).
The proof follows immediately from Lemma 6.3.
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Remark 6.5. Condition (6.10) is satisfied, for example, if f˜0(2κ) < 0 or if κ is close to a
zero of f˜0. The latter case corresponds to the existence of an embedded trapped mode (see
Section 7).
The last theorem shows that indeed the graph of, for example, |R|2, cannot be symmetric
with respect to the point δ = 0. In order to capture this asymmetry, we can preserve the
term proportional to δ in (5.4) in the derivation of the Breit-Wigner formula (6.2).
It is easy to see from (5.4) that with the same error bound O(ε) we also have
|R|2 = ε
2(δq + Γ/2)2
δ2 + ε2Γ2/4
+O(ε), (6.11)
where
q =
(1− β)2
4pi
1√
1− 2β · f˜0(2κ).
This Fano type formula differs from (6.2) by O(ε) but captures the existence of a zero of
|R|2 which lies outside the narrow (of order of ε) peak of the Breit-Wigner formula. The
graphs of (6.2) and (6.11) are presented in Fig. 2 for ε = 0.1, q = −1 and Γ = 1.
Remark 6.6. If f˜0(2κ) = 0, the reflection coefficient does not vanish in a neighborhood of
size ∼ ε−1/2 of the point δ = 0 and hence we have just the Breit-Wigner resonance without
the Fano “dip” (i.e., just the formula (6.2)). Nevertheless, the transmission coefficient does
vanish in this case at ν = νb.
7 Existence of embedded trapped mode and scatter-
ing.
In this section we will obtain the conditions for the existence of embedded RB waves. More
exactly, we seek the values of the parameters β (see, for example, (2.2)) and ω given by (3.2)
such that (2.4), (2.5) possesses a trapped mode. Note that in Sections 2-4 the parameter β
was an arbitrary fixed number such that 0 < |β| < 1/2, and our considerations were valid
for all these β. In this section we will find certain value of β such that there exists a trapped
RB wave. This value of β corresponds to the fact that the root of the equation (4.16) is
real. In this case the solution of the scattering problem is nonunique, as we will see in this
section. We can restrict ourselves to the case of positive β since if Ψ is a trapped mode for
β, then Ψ is a trapped mode for −β; thus here 0 < β < 1/2.
Recall that we consider the case of even f satisfying (1.6).
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Figure 2: Breit-Wigner (red) and Fano (blue) lines
7.1 Embedded RB waves.
Recall that µ = εν. Dividing equation (4.16) by ε, we obtain
` = ν − γ(εν, β)F (ε, εν, β) = 0, (7.1)
where γ(µ, β) and F (ε, µ, β) are analytic in ε, µ, β for small ε, µ and real β such that 0 <
β < 1/2 (this follows directly from the explicit formulas (4.13), (4.17)). Generally speaking,
the Taylor coefficients of the expansion of F in powers of ε, µ are complex.
In this section we are interested in the case when these coefficients are real since then the
solution ν(ε, β) = µ0(ε, β)/ε of (7.1) (µ0(ε, β)) is defined in Section 4.1) is real and hence
there exists a trapped mode. By definition (4.17), F will have real Taylor coefficients when
the expression 〈(
(1− εTˆ )−1g(2)
)
−1
〉
=
(
(1− εTˆ )−1g(2), `
)
(7.2)
possesses this property. Here
(`)n := δ
−1
n (7.3)
where δmn is the Kronecker symbol and (·, ·) denotes the scalar product
(u,v) =
∞∑
−∞
∫
un(x)vn(x) dx, u,v ∈ A. (7.4)
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Recall that
Y = (1− εTˆ )−1g(2) ⇐⇒ (1− εTˆ )Y = g(2). (7.5)
Obviously, if the Taylor coefficients of Y−1 are real, then the Taylor coefficients of (7.2) are
real. Let
Tˆ = Tˆ1 + iTˆ2, (7.6)
where Tˆ1 and Tˆ2 are integral operator with real kernels when µ ∈ R . If
Tˆ2Y = 0, (7.7)
then Y satisfies the equation
(1− εTˆ1)Y = g(2), (7.8)
and hence has real coefficients, since g(2) is real by (4.15) and (1.6), (1.4). From (7.6), by
the definition of Tˆ (4.14), we obtain(
Tˆ2Y
)
m
= 2γ
(
ImG0 ∗ Y0
)
fm (7.9)
(see properties of the Green functions Gm). By (4.2) the expression in the RHS of (7.9) has
the form
γ
k0
(∫
cos k0(x− ξ) Y0(ξ) dξ
)
fm(x) =
γ
k0
(∫
cos k0ξ Y0(ξ) dξ
)
fm(x) cos k0x,
since Y0, G0 and fm are even. In fact, fm is even by (1.6) and (1.4). G0 is even by (4.2) and
Y0 is even by (7.5) since g
(2) is even by (4.15) and the operator T preserves the evenness by
(4.14) and the evenness of all the kernels Hn, see Remark 4.2. Hence, (7.9) yields
(Tˆ2Y)m =
γ
k0
(∫
cos
(
k0ξ
)
Y0(ξ) dξ
)
fm(x) cos k0x. (7.10)
We see that (7.2) will be real if the integral in (7.10) is equal to zero. This condition can be
rewritten in the form
R(ε, εν, β) = 0, (7.11)
where R = R± is defined in (4.25). Condition (7.11) can be considered as an equation for β
as a function of ε, εν. In the leading order with respect to ε this equation reads
f˜1
(√
1− 2β
)
= 0. (7.12)
We will assume that equation (7.12) possesses a real solution β = β00 such that 0 < β00 < 1/2.
Remark 7.1. There exist perturbations f such that f˜1 does not have real zeros, e.g. the
Gaussian. Nevertheless we will see later that in some examples f˜1 can have real zeros.
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In order to apply the Implicit Function Theorem to (7.11), we impose the condition
∂
∂β
R(ε, εν, β)
∣∣∣
(0,0,β00)
= f˜ ′1
(√
1− 2β00
)
6= 0 (7.13)
(in Example 6.11 below this condition is satisfied).
Thus, if (7.12) and (7.13) hold, then (7.11) admits an analytic in ε, εν solution β = β0(ε, εν).
This solution has real Taylor coefficients due to the fact that equation (7.11) is real, and
hence defines (locally) a curve β = β0(ε, εν) on the plane (β, ν) which in the leading order
coincides with the vertical line β = β00, see Fig. 3.
 
 
 
 
 
 
    
Figure 3: The curves ν = νa(ε, β) (red), ν = Re ν0(ε, β) (blue) (this curve in the leading
term coincides with ν = νb(ε, β)), and β = β0(ε, εν) (green)
Consider now equation (7.1) on this curve. By the Implicit Function Theorem it possesses
a root νtr(ε) on this curve, i.e.
νtr(ε)− γ
(
ενtr(ε), β0(ε, ενtr(ε))
)
F
(
ε, ενtr(ε), β0(ε, ενtr(ε))
)
= 0. (7.14)
It is close to the point ν = ν0(0, β00), and, since (7.1) is real on β = β0, this root is real.
Denote
βtr(ε) = β0
(
ε, ενtr(ε)
)
. (7.15)
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Obviously
νtr(ε)− γ
(
ενtr(ε), βtr(ε)
)
F
(
ε, ενtr(ε), βtr(ε)
)
= 0 β00 = βtr(0). (7.16)
Remark 7.2. νtr(ε) and βtr(ε) can be interpreted also as the solution of the system
ν − γ(εν, β)F (ε, εν, β) = 0, Q(ε, εν, β) = 0.
At the point
(
βtr(ε), νtr(ε)
)
there exists an embedded trapped mode; we prove it in the
following Theorem 7.3 below. To formulate it, we will need some notation.
Define Ψ(x, y, µ) by formula (3.4) replacing β by βtr(ε), µ by ενtr(ε) and defining Ψm as
Ψm = Gm ∗ Am, m ∈ Z, (7.17)
with
A = Y = (1− εTˆ )−1g(2) (7.18)
(see (7.5)). Note the difference between (7.17) and (4.9) for m = 0. Denote the obtained
function as
Ψ(x, y, ε). (7.19)
Now we formulate the main theorem of this section.
Theorem 7.3. Let κ0 = κ(β00) =
√
1− 2β00 ∈ (0, 1) be such that
f˜1(κ0) = 0, f˜
′
1(κ0) 6= 0.
Then the function Ψ(x, y, ε) defined by (7.19) is a finite energy solution of problem (2.4),
(2.5) with ω2 = ω21 − ε2ν2tr(ε), and β = βtr(ε).
Remark 7.4. The leading terms of the Taylor expansions for νtr, βtr imply formulas (1.9)
from the Introduction.
Proof of Theorem 7.3. I. The fact that Ψ(x, y, ε) satisfies (2.4), (2.5) follows directly
from the construction of the functions A,Ψ, (see (3.4), (7.17), (7.18). Indeed, substituting
(7.17) in (3.4) and then in (2.4) we see that in order that Ψ be a solution to (2.4) A should
satisfy
(1− εTˆ )A = ω
2
4piνtr(ε)
〈A−1〉g(2).
This equality is identically satisfied iff
ω2
4piνtr(ε)
〈A−1〉 = 1 by (7.18). The last equality is true
since νtr solves (7.1) and
〈A−1〉 =
〈(
(1− εTˆ )−1g(2)
)
−1
〉
by (7.18).
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II. Let us show that Ψ(x, y, ε) decays as |x| → ∞. Obviously, it is sufficient to prove this for
Ψ0(x, y, ε), since Ψm,m 6= 0, possess this property by (4.9), (4.8) and the fact that suppAn
is compact by (4.22). For Ψ0 we have
Ψ0 = G0 ∗ A0 = G0 ∗ Y0
by (7.17). Hence,
Ψ0(x) =
i
2k0
∫
eik0|x−ξ| Y0(ξ) dξ =

i
2k0
eik0xR
(
ε, ενtr(ε), βtr(ε)
)
, x 1,
i
2k0
e−ik0xR
(
ε, ενtr(ε), βtr(ε)
)
, x −1,
and hence, by (7.11), Ψ0(x) = 0 for |x|  1.
7.2 Scattering in a neighborhood of embedded RB wave.
Now we will consider the scattering problem in the case
β = βtr(ε), µ = ενtr(ε),
where βtr(ε) and νtr(ε) are defined by (7.16). The scattering problem (3.3) does not have
a unique solution when there exists an embedded trapped mode since a multiple of this
mode can always be added to the solution of (3.3). In this subsection we will show that
nevertheless the reflection and transmission coefficients are well-defined. We begin with the
proof of the fact that if the orthogonality condition (7.11) holds then the RHS of (4.27)
vanishes and hence the scattering problem is soluble albeit nonuniquely. Indeed, in this
case formulas (4.22), (4.21) for the solution of the scattering problem still hold with C an
arbitrary constant. The last statement follows from Proposition 6.1 which means that the
right-hand side of (4.27) vanishes and the fact that µ = ενtr(ε), that is, the second factor in
the left-hand side of (4.27) also vanishes by (7.1).
Thus, we come to the following
Theorem 7.5. Let β = β0(ε, εν). Then
(1) if ν = νtr(ε), then the scattering problem (3.3) has a nonunique solution given by (4.22)
and (4.21) with an arbitrary constant C and the transmission and reflection coefficients are
uniquely defined by (4.28).
(2) if ν 6= νtr(ε), then the scattering problem (3.3) has a unique solution given by (4.22) and
(4.21) with C = 0.
In both cases R = O(ε), T = 1 + O(ε) (i.e., neither Breit-Wigner nor Fano resonances are
present on the curve β = β0(ε, εν), see Fig. 3).
Proof. Consider the function
A := 2εγ(1− εTˆ )−1 h,
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where
h = g(1) +
C
2µ
g(2)
and C is an arbitrary constant. Let us prove that under the condition (7.1) 〈A−1〉 = C.
Indeed,
〈A−1〉 = 2εγ
{〈(
(1− εTˆ )−1g(1)
)
−1
〉
+
C
2µ
〈(
(1− εTˆ )−1g(2)
)
−1
〉}
.
The first summand in the curly brackets is equal to 0 by Proposition 6.1 and the second is
equal to
2piC
εω2
by (7.1). In fact by (4.17)
〈((
1 − εT
)−1
g(2)
)
−1
〉
= F
(
ε, ενtr(ε), βtr(ε)
)
which is equal to νtr(ε)/γ(ενtr, βtr) by (7.16). Hence h = g and A satisfies (4.22), therefore
Ψ given by (3.4) and (4.9) satisfies the Helmholtz equation. The last assertion of the theorem
follows from formulas (4.28) since C = 0 in (4.19).
Remark 7.6. When the orthogonality condition is not satisfied (that is, β 6= β0), Theo-
rem 5.1 states that R can become large. In contrast, in the case under consideration our last
result shows that the reflection coefficient is small.
Introduce new coordinates δ,∆ with the origin at (βtr, νtr) by the formulas
δ = ν − Re ν0(ε, β), ∆ = β − β0(ε, εν). (7.20)
This change of the variables is nondegerate since its Jacobean is equal to 1 +O(ε).
Consider the curves ν = νa and ν = νb defined in Lemma 6.3. Clearly, they pass through
the point (βtr, νtr) since a = b = 0 at this point (see formulas (6.5), (6.6)).
From (6.5), (6.6) we obtain that these curves intersect tangentially at the point (βtr, νtr)
and are transversal to the curve β = β0(ε, εν). In coordinates (δ,∆) this easily follows from
(7.23), (7.24) and (7.27) below.
We will be interested in the asymptotics of R and T in a neighborhood of (βtr, νtr).
Consider the asymptotics of R, T for small values of δ,∆.
Let
α :=
2γ0
κ0
|f˜ ′1(κ0)|2, q :=
γ0
κ0
f˜0(2κ0), γ0 := γ(0, β00).
Theorem 7.7. R and T admit the asymptotics
R =
iε
(
δq + α∆2 + (δ + ∆2)O(ε+ |∆|)
)(
1 +O(ε+ |∆|)
)
δ − iεα∆2 , (7.21)
T =
(
δ + (δ + ∆2)O(ε+ |∆|)
)(
1 +O(ε+ |∆|)
)
δ − iεα∆2 . (7.22)
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Proof. Let us calculate the asymptotics of ` in (6.4). We have
` = ν−γ(ε, β)F (ε, εν, β) =
(
1+O(ε)
)(
ν−ν0(ε, β)
)
=
(
1+O(ε)
)(
δ−iIm ν0(ε, β)
)
. (7.23)
Since Im ν0(ε, β) is positive (see [5, Theorem 15]) and vanishes for β = β0(ε, εν) we have
Im ν0(ε, β) = ε∆
2
(
α +O(ε+ |∆|)
)
. (7.24)
Here O(ε + |∆|) is uniform with respect to δ, since δ enters Im ν0 through the product εδ
(see (7.20)). Further, we have by (7.23) and (7.24), and using an analog of (5.9),
1
`
=
1 +O(ε)
ν − ν0 =
1 +O(ε+ |∆|)
δ − iεα∆2 (7.25)
uniformly in δ. Indeed,
1
δ − iεα∆2 −
1
δ − iεα∆2 + ε∆2O(ε+ |∆|) =
ε∆2O(ε+ |∆|)(
δ − iεα∆2 + ε∆2O(ε+ |∆|)
)(
δ − iεα∆2
)
=
1
δ − iεα∆2 ·
O(ε+ |∆|)
δ
ε∆2
− iα +O(ε+ |∆|)
and
1
δ
ε∆2
− iα +O(ε+ |∆|)
= O(1)
since α 6= 0 by (7.13). Further, by (6.5)
a = ik−10 εγ
{
(ν − γF )P+ + γQ2
}
. (7.26)
Since Q
(
ε, εν, β0(ε, εν)
)
= 0, we have
γ(εν, β) Q2(ε, εν, β) = γ
(
ε(δ + Re ν0),∆ + β0
)
Q2
(
ε, ε(δ + Re ν0),∆ + β0
)
= ∆2
(
γ0
(
f˜ ′1(κ0)
)2
+O(ε+ |∆|)
)
,
(7.27)
P+(ε, εν, β) = f˜0(2κ0) +O(ε+ |∆|).
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Substituting in (7.26) and using (7.23), (7.24), we obtain
a =
iεγ0
κ0
((
δ − iε∆2(α +O(ε+ |∆|)))(f˜0(2κ0) +O(ε+ |∆|))+
+ ∆2
(
γ0
(
f˜ ′1(κ0)
)2
+O(ε+ |∆|)
))(
1 +O(ε+ |∆|)
)
=
iεγ0
κ0
[
δf˜0(2κ0) + ∆
2γ0
(
f˜ ′1(κ0)
)2
+
(
δ + ∆2
)
O(ε+ |∆|)
](
1 +O(ε+ |∆|)
)
.
Hence for R we obtain (7.21) using (7.25). Similarly, we obtain (7.22).
Clearly, (7.21) implies that
R = iεα∆
2
δ − iεα∆2 +O(ε+ |∆|), (7.28)
but of course formula (7.21), being a multiplicative asymptotics, takes into account the zeros
of R, while (7.28), the standard Breit-Wigner formula, being additive, does not.
Remark 7.8. If
f˜0(2κ0) = 0, (7.29)
we can guarantee that R does not vanish, for sufficiently small ε, in a ∆-neighborhood of the
point δ = 0 (note that if f˜0(2κ0) 6= 0, then R = 0 at a point whose distance to δ = 0 is of
order of ∆2). As in Remark 6.6, the transmission coefficient vanishes at ν = νb.
We conclude with two examples which illustrate conditions (7.12) and (7.29).
Example 7.9. (rectangular barrier). Let
f(x, y) = g(x)(1 + cos y) (7.30)
where g(x) is the characteristic function of the interval |x| < a. We have
f˜0(ξ) =
4pi
ξ
sin aξ, f˜1(ξ) = f˜0(ξ)/2.
Condition (7.12) reads as κ = pin/a, n = 1, 2, · · · . Obviously, for sufficiently large a, we
have 0 < κ < 1 and hence the corresponding β ∈ (0, 1/2). Simultaneously, f˜0(2κ) = 0, so
we will have the purely Breit-Wigner resonance in a neighborhood of this value of β (R does
not vanish in this neighborhood). On the other hand, if κ 6= pin/a, then f˜0(2κ) 6= 0; we do
not have a trapped mode but we have the Fano resonance (R = 0 at the point ν = νa).
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Example 7.10. (parabolic barrier). Let g(x) = 1−x2/a2 for |x| < a and g(x) = 0 elsewhere.
We have
f˜0(ξ) =
8pi
a2ξ3
(sin aξ − aξ cos aξ), f˜1(ξ) = f˜0(ξ)/2.
Condition (7.12) reads as tan aξ = aξ. Thus (7.12) is satisfied if κ = x/a where x is the
root of the equation tanx = x in the interval
(
pi/2, 3pi/2
)
. For sufficiently large a, we
have 0 < κ < 1. It is easy to see that f˜0(2κ) 6= 0; thus, we have the Fano resonance in a
neighborhood of the corresponding value of β (R vanishes at ν = νa).
Remark 7.11. In spite of the fact that function f is not smooth and hence does not satisfy
our conditions of smoothness (2.3), this is not essential since one can consider a smoothed
perturbation obtained by means of a convolution of g with a suitable kernel instead of g.
8 Appendix 1. Proof of Lemma 4.6.
For the vectors H, A, f with components
Hm = Hm(x), Am = Am(x) and fm = fm(x) (8.1)
denote (
H ∗A
)
m
:= Hm ∗ Am;
(
f ~A
)
m
=
∑
n∈Z
fm−nAn. (8.2)
Proof of Lemma 4.6. Since µ0(ε) satisfies (4.16), µ0(ε) admits, by the Implicit Function
Theorem, the expansion (4.30). Hence,
µ− εγ(µ, β)
〈(
g(2) + εTg(2)
)
−1
〉
+O(ε3) = 0. (8.3)
Since ω2 = ω21 − µ2, ω21 = (1 − β)2, substituting (4.30) into (8.3), we obtain, equating to
zero the coefficients of powers of ε and ε2,
a1 − γ(0, β)
〈(
g(2)
)
−1
〉
= 0, a2 − γ(0, β)
〈(
Tˆ
∣∣
µ=0
g(2)
)
−1
〉
= 0. (8.4)
Formula (8.4) implies that a1 is real. Let us calculate a2. We have(
Tˆ
∣∣
µ=0
A
)
m
= 2γ(0, β)
(
f ~H ∗A
)
m
= 2γ(0, β)
∑
n∈Z
fm−n Hn ∗ An.
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Since
(
g(2)
)
m
= fm+1 by (4.15),〈(
Tˆ
∣∣∣
µ=0
g(2)
)
−1
〉
= 2γ(0, β)
〈∑
n∈Z
f−n−1
(
Hn ∗ fn+1
)〉
= 2γ(0, β)
∑
n∈Z
∫ ∫
f−n−1(ξ) Hn(ξ − η)fn+1(η) dξdη
= 2γ(0, β)
∑
n∈Z
∫ ∫
Hn(ξ − η)fn+1(η) fn+1(ξ) dξdη
(8.5)
by (1.4). Denoting the integral in the RHS of (8.5) by Zn, we have
Zn = 2γ(0, β)
∑
n∈Z
∫ ∫
Hn(ξ − η) fn+1(ξ) fn+1(η) dξdη = Zn, n 6= 0,
since Hn is real and even by (4.12) ∀n 6= 0, and for n = 0, ImH0(x) = (cos k0x)/2k0 by
(4.11), (4.12). Hence we obtain
Im a2 = γ(0, β) Im
〈(
Tˆ
∣∣
µ=0
g(2)
)
−1
〉
=
γ2(0, β)
κ
∫ ∫
cosκ(ξ − η)f1(ξ) f 1(η) dξdη.
Further,∫
cosκ(ξ − η)f1(ξ) f 1(η) dξdη =
1
2
∫
eiκ(ξ−x)f1(ξ) f 1(η) dξdη +
1
2
∫
e−iκ(ξ−η)f1(ξ) f 1(η) dξdη
=
1
2
(
f˜1(−κ) f˜ 1(κ) + f˜1(κ) f˜ 1(−κ)
)
=
1
2
(
|f˜1(−κ)|2 + |f˜1(κ)|2
)
since f˜ 1(κ) = f˜1(−κ). The lemma is proven.
9 Appendix 2. Proof of formula (5.7).
Denote K(ε, µ, β) = γ(µ, β)F (ε, µ, β). We have
ν −K(ε, εν, β) = ν − ν0(ε, β)−
(
K(ε, εν, β)−K(ε, εν0, β)
)
since ν0 solves ν −K(ε, εν, β) = 0, see (5.1). By the Lagrange formula
K(ε, εν, β)−K(ε, εν0, β) = ε(ν − ν0)
1∫
0
Kµ
(
ε, εθ(ν − ν0) + εν0, β
)
dθ.
Since Kµ is bounded, we obtain (5.7) since ν − ν0(ε, β) = δ − iεΓ/2 + O(ε2) by Lemma 4.6
and since ε|δ| = O(√ε) by (5.3).
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10 Appendix 3. Proof of Proposition 6.1.
We will need the following technical proposition.
Lemma 10.1. Let H be a space with a scalar product (·, ·) and Qˆ1, Qˆ2 linear operators
H → H (in general noncommuting), Qˆ∗1 = Qˆ1. Then ∀u, v ∈ H, n ∈ N0(
(Qˆ1Qˆ2)
n (Qˆ1u), v
)
=
(
(Qˆ2Qˆ1)
nu, Qˆ1v
)
=
(
u, (Qˆ1Qˆ
∗
2)
n(Qˆ1v)
)
,
where Qˆ∗2 is the adjoint operator.
Proof. The proof of this lemma is evident.
Proof of Proposition 6.1. For A ∈ A denote
Qˆ1A = f ~A, Qˆ2A = H ∗A, (10.1)
where H,A, f are defined by (8.1), see (8.2). Then the operator Tˆ defined by (4.14) is
Tˆ = 2γ Qˆ1Qˆ2. (10.2)
Note that by (1.6) Qˆ1 is self-adjoint as easily follows from the definition (8.2).
Denote the shift operator
(Sˆf)m = fm+1.
Let
Tˆ := Tˆ1 + iTˆ2, (10.3)
where Tˆ1,2 are defined by (4.14) with Hn substituted by ReHn or ImHn, respectively. Using
Lemma 10.1 and (10.1) we have (the scalar product is defined in (7.4))(
Tˆ ng(1), `
)
=
(
Tˆ n(f ~ (eik0xm)), Sˆm
)
=
(
(2γ Qˆ1Qˆ2)
n
(
f ~ (eik0xm)
)
, Sˆm
)
=
=
(
(2γ Qˆ2Qˆ1)
n(eik0xm), f ~ Sˆm
)
=
(
eik0xm, (γ Qˆ1Qˆ
∗
2)
n(f ~ Sˆm)
)
.
(10.4)
Let us prove that
2γ Qˆ1Qˆ
∗
2 = Tˆ1 − iTˆ2. (10.5)
We have by (10.2) that
Tˆ = Tˆ1 + iTˆ2 = 2γQˆ1Qˆ2 = 2γQˆ1
(
Qˆ
(1)
2 + iQˆ
(2)
2
)
.
Hence,
2γ Qˆ1Qˆ
∗
2 = 2γ Qˆ1
(
Qˆ
(1)
2 − iQˆ(2)2
)
= 2γ Qˆ1Qˆ
(1)
2 − 2iγ Qˆ1Qˆ(2)2 = Tˆ1 − iTˆ2,
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since Qˆ∗2 = Qˆ
(1)
2 − iQˆ(2)2 and Qˆ(1)2 and Qˆ(2)2 are self-adjoint operators. So, (10.5) holds. Thus,
by (10.4) (
Tˆ n g(1), `
)
=
(
eik0xm, (Tˆ1 − iTˆ2)n(f ~ Sˆm)
)
, n ∈ N.
Hence, (
(1− ε(Tˆ1 + iTˆ2))−1 g(1), `
)
=
(
eik0xm, (1− ε(Tˆ1 − iTˆ2))−1 g(2)
)
. (10.6)
In fact ∑
n
(
Tˆ n g(1), `
)
εn =
∑
n
(
eik0xm, (Tˆ1 − iTˆ2)n(f ~ Sˆm)
)
εn.
So (10.6) holds. Since f ~ Sˆm = g(2) by (4.15)(
(1− εTˆ )−1 g(1), `
)
=
(
eik0xm,
(
1− ε(Tˆ1 − iTˆ2)
)−1
g(2)
))
. (10.7)
Note that Y defined by (7.5) satisfies
Y =
(
1− ε(Tˆ1 − iTˆ2)
)−1
g(2)
and hence (
(1− εTˆ )−1 g(1), `
)
=
(
eik0xm,Y
)
=
(
Y, eik0xm
)
= R(ε, εν, β)
since Y is even. Proposition 6.1 is proven.
11 Conclusion.
We have constructed explicit formulas for the solution of scattering problem for the two-
dimensional Helmholtz equation with a weak periodic perturbation of the wave speed. These
formulas have the form of infinite convergent series in powers of the small parameter char-
acterizing the perturbation and are valid for almost all values of the “wavenumber” when
a certain orthogonality condition is not satisfied. In particular, we obtained formulas of
Breit-Wigner type for the reflection and transmission coefficients; these formulas imply an
anomalous behavior of these coefficients for some frequencies.
When the orthogonality condition is satisfied, the solution of the scattering problem is
nonunique and the problem possesses an embedded Rayleigh-Bloch mode whose frequency
is explicitly calculated.
Moreover, we indicated the existence, under certain conditions, of anomalies in the trans-
mission and reflection coefficients of the Fano type (asymmentry with respect to frequency)
and also proved the existence of frequencies for which the system possesses total transmission
and/or reflection.
Finally, by means of a fortunate choice of coordinates, we obtained the asymptotics of the
reflection and transmission coefficients uniformly with respect to the distance to the trapped
mode.
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