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ABSTRACT
A new view on empathic agents is introduced, named: Em-
pathic Agent Technology (EAT). It incorporates a speech
analysis, which provides an indication for the amount of
tension present in people. It is founded on an indirect phys-
iological measure for the amount of experienced stress, de-
fined as the variability of the fundamental frequency of the
human voice. A thorough review of literature is provided on
which the EAT is founded. In addition, the complete pro-
cessing line of this measure is introduced. Hence, the first
generally applicable, completely automated technique is in-
troduced that enables the development of truly empathic
agents.
Categories and Subject Descriptors
I.2.0 [Artificial Intelligence]: General—Cognitive simu-
lation; I.2.7 [Artificial Intelligence]: Natural Language
Processing—Speech recognition and synthesis; I.2.11 [Artificial
Intelligence]: Distributed Artificial Intelligence—Intelli-
gent agents
General Terms
Experimentation, Human Factors, Measurement, Theory
Keywords
Empathic Agent Technology, stress, fundamental frequency,
pitch, indirect physiological measure
1. INTRODUCTION
The percept or capability to perceive the emotions of other
people is of the utmost importance in communication. This
holds for human-human communication but is also recog-
nized as important in the field of man-machine interaction
(e.g., human-agent interaction) [10]. This feature is most
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frequently referred to as empathy. Merriam-Webster On-
Line dictionary [16] defines empathy as: “the action of un-
derstanding, being aware of, being sensitive to, and vicari-
ously experiencing the feelings, thoughts, and experience of
another of either the past or present without having the feel-
ings, thoughts, and experience fully communicated in an ob-
jectively explicit manner; also : the capacity for this.” Stot-
land defines empathy as “an observer reacting emotionally
because he perceives that another is experiencing or about
to experience an emotion” [26]. Wispe´ [37] described empa-
thy as: “The process whereby one person feels her/himself
into consciousness of another person.”
The empathic capabilities vary considerably among people.
However, based on the behavior of people, most of us (as
‘natural agents’) can naturally draw conclusions about their
state of mind. If persons are happy, they will walk more
straight, smile more often, and will use more intonation in
their voice [3]. This basic observation was already noticed
and described by Helmholtz [34] more than a century ago.
He pointed out that in a joyful or vigorous frame of mind,
vowel quality takes on a sharp characterization, whereas in
a sad or troubled condition the quality of vowels becomes
indifferent and obscure and often changes toward the final
phoneme in a word like idea (Helmholtz [33], p. 115).
Non-verbal cues such as bodily and facial expressions play an
important role in the assessment of emotional states [8, 9], as
do verbal cues, such as the intonation patterns of a person’s
utterances [3, 38]. These observations, based on a complex
set of interrelated factors involving personality assessment,
history, and various expressions of emotions, are hard to fit
into a protocol.
In the present study, we will evaluate the potential of a
more recent and different approach, namely that of using
language characteristics (in particular intonation patterns)
to assess the state of people’s minds, or more specifically,
their experienced level of stress. The aim of the study lies
in the determination of differences in language use by peo-
ple in different mood states by means of a voice analytical
measure, the fundamental frequency (F0) that is ultimately
determined by the muscle tension in a speaker’s body [3, 13,
14, 18, 28, 38].
We will investigate whether or not the F0 makes it possible
to judge the current emotional state of the person, not by
analyzing the content of the story told by the person, as is
done most frequently, but by analyzing the characteristics
of the speech produced by the person.
Voice analysis, which is a type of phonetic analysis, judges
the psychological state of the person not on the basis of sub-
jective measures, such as content analysis, or reported dis-
tress, but on the basis of an objective analysis of the speech
signal. Contrary to heart rate measures, different sorts of
scans and questionnaires (see for example [9]), this measure
can be used in parallel with all kinds of activities without
disturbing these. All that is needed to obtain this measure
is to record the utterances. Furthermore, the analysis of
the collected data does not have to take much time, because
it can be completely automatized [29, 30]. The incorpora-
tion of such a measure, would enable the agent to perceive
emotions and act more properly, similar to how humans do
this.
In this paper, we will discuss whether this voice analyti-
cal measure is applicable for efficient man-machine inter-
action by agents, which we name: Empathic Agent Tech-
nology (EAT). The basic assumption underlying our study
is that the characteristics of spoken utterances reflect the
stress that accompanies internal emotions [14, 28]. When we
manipulate the emotional state of a person, the voice mea-
sure should change. This link between vocal characteristics
and internal emotions will now be clarified by examining the
nature of stress and its relationship to emotion and voice.
In the next section, we will first provide some theoretical
background, using stress as central concept. In Section 3,
we provide the architecture and the means of the EAT. Sec-
tion 4 discusses the relevance and the embedding of EAT in
an agent framework. Next, we discuss both advantages and
disadvantages of this approach, in Section 5. Last, we draw
some final conclusions.
2. THEORETICAL BACKGROUND
2.1 Dening stress
The wide use of the term stress, has resulted in a multitude
of different definitions as well as diverse theoretical notions
concerning the underlying processes [22]. This is due to
its expression on a large variety of levels, psychological and
physiological.
The complex physical reaction in stress consists of an episode
of temporary synchronization of all major systems of an or-
ganism (cognition, physiological regulation, motivation, mo-
tor expression, and monitoring/feeling) in response to the
evaluation of an external or internal stimulus event as rele-
vant to central concerns of the organism.
During non-emotional states the different subsystems or com-
ponents operate relatively independently of each other, each
dealing with its respective function in overall behavioral reg-
ulation. However, during emergency situations (i.e., emo-
tion episodes), these systems are recruited to work in unison.
Their synchronous collaboration requires the mobilization
of substantial organismic resources, physiological regulatory
responses to threats to the organism, in order to allow adap-
tation or active responses to an important event or change
of the internal state.
An emotion episode begins with the onset of subsystem syn-
chronization following a particular stimulus evaluation pat-
tern and ends with a return to an independent functioning of
the subsystems. Most theories assume that these appraisal
processes will evoke one of several discrete emotions with
their specific response patterning. Such response patterns
disturb homeostatic regulation, which controls the different
but interdependent elements or groups of elements of the
human physiological system [2]. These complex processes
are, however, not of central concern in this study. We will,
therefore, use a more widely used definition of stress. We
define stress in general terms as an unusual environmental
condition that causes physiological, emotional, behavioral,
or cognitive changes in an individual or as the changes or
effects resulting from such environmental demands.
2.2 The voice
The voice results from a source in the larynx, filtered by
the supra-laryngeal vocal tract. The periodic opening and
closing of the vocal folds in the larynx produces a buzzing
sound with a characteristic waveform, which determines the
fundamental frequency (F0) or pitch of the voice [4].
The voice, as the face, is characterized by a unique combina-
tion of physical features related to the unique configuration
of the human vocal apparatus. As with faces, inter- and
intra-individual variations around this generic structure can
carry useful information. Three categories of information
can be distinguished: speech information, identity informa-
tion, and affective information [4]. In the current research,
we will focus on the latter source of information, which is
directly influenced by the speaker’s affective state. In the
next subsection, we will discuss this relation in more detail.
2.3 Stress and the voice
On theoretical grounds [21], and supported by several perti-
nent findings in the literature, mood changes are expected to
lead to elevated muscle tone and they will, therefore, affect
characteristics of the speech of the person involved. The
complexity of the relationship between mood change and
voice becomes evident if one thinks about Lenneberg’s [13]
remark that speech is an act of a large motor complexity,
requiring the control and the coordinated activation of over
100 muscles. In correspondence with this view, relations
between the vocal fundamental frequency (F0) and one par-
ticular and very important muscle, the heart, are reported,
see also Figure 1.
The F0 of a sustained vowel was found to be modulated over
a time period equal to that of the speaker’s heart cycle, il-
lustrating its ability to express one’s physiological condition.
In the next section, we will describe how F0 can be used as
a measure for stress.
2.4 Stress and F0
Assuming that speech can be divided into a number of func-
tionally independent speech dimensions, the constituents of
speech are: fundamental frequency (F0) or pitch, loudness
or amplitude/energy, spectral characteristics, and timbre.
In the present paper, we will focus on the F0: The low-
est audible frequency in a complex sound signal, such as, in
our case, human speech. The F0 usually carries more energy
than the other harmonics and identifies the pitch of the tone
to the listener.
According to several theories (e.g., [17, 19, 23]), increased
stress should result in an increase in F0, and in a decrease of
F0 range and variability due to more rigidity of the phona-
tion mechanism under high muscular tension. During recov-
ery from stress, F0 should decrease again and its range and
variability should increase (e.g., [19, 21]).
The most obvious measure to assess stress is probably the
mean F0 [3, 17, 19, 23]. However, mean F0 does not covary
with stress manipulation [28]. To choose the best F0-related
measure for stress we must, therefore, take a closer look at
the different aspects of the fundamental frequency (F0) of
the human voice as a mirror of tension, in particular muscle
tension. Other previously used measures involving the F0
are F0 floor and F0 variation. The F0 floor consists of the
lowest F0 values in utterances (except for questions). An
estimate of F0 floor is obtained by taking the frequency
values at the 5% level of the F0.
Tolkmitt and Scherer [28] found that, depending on the cop-
ing style of persons, F0 floor increases or decreases under
high stress. F0 floor is closer to the purely physiological
contribution to phonation and may therefore be a better
stress indicator than, for example, mean F0. There is, how-
ever, even more evidence for F0 variation as a major carrier
of prosodic information and as the main factor responsible
for the expressiveness of speech [12, 24].
The variability of the F0 signal can be computed by the
standard deviation (SD) of F0 or by determining the differ-
ence between two quantiles of F0. Undoubtedly, the SD is
the measure for data variability.
2.5 F0 and individual physiological
characteristics
Because of its dependence on physiological and physical char-
acteristics, F0 is also affected by a number of person oriented
factors such as gender and inter-individual differences with
respect to the vocal tract. Let us briefly discuss each of
these in turn.
With respect to gender, F0s are usually reported to be ap-
proximately 200 Hz and 120 Hz, for female speakers and
male speakers, respectively. In addition, previous research
[28] found that males do not react as strongly physiologi-
cally to stress as females do. Scherer, Banse, Wallbott, and
Goldbeck [24] note that future studies need to pay much
more attention to potential gender differences.
Because of its physiological basis, F0 does not only depend
on sex, but also on other inter-individual differences. With
respect to inter-individual characteristics, a long-standing
problem in emotion research in general is that different in-
dicators of emotion verbal report, nonverbal behavior, au-
tonomic arousal often do not inter-correlate in an emotional
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Figure 1: Schematic overview of the relation be-
tween prosody and experienced stress.
situation. On the one hand, this lack of correlation led many
researchers to believe that the concept of emotion as a the-
oretical construct defined by empirical indicators is a fiction
and has little predictive power. On the other hand, from a
system-theoretic point of view, discrepancies between differ-
ent control systems of homeostatic regulation can serve as an
important source of information about the control processes
underlying the observed behavior patterns [2]. Therefore,
comparing the emotional behavior of one person in different
situations is the most straight-forward approach to system-
atically examine inter-individual differences in emotions, us-
ing F0 as a measure. In other words, this view stresses the
importance of within subject research, an approach also ad-
vocated by Lacey [11]. Derived from his notion of specificity
, the concept of emotion is differentiated into the following
three subcomponents:
1. Person specificity: Different people react differently
to the same stressors. The physiology of the human
body stays relatively constant across time, and there-
fore a person’s unique pattern of reactions in the di-
verse modalities, such as speech, movement, and e.g.,
sweating, is consistent across time and situations.
2. Stimulus or situation specificity: Different reactions
are given to different stimuli or situations, because
each situation is unique by definition.
3. Emotion specificity: Cognitive versus emotional stress.
Cognitive stress is defined as the information process-
ing load placed on the human operator while perform-
ing a particular task [14]. It can be assumed that cog-
nitive stress increases with task difficulty. Emotional
stress is the psychological and physiological arousal
due to emotions triggered before or during a task. In
other words, a distinction is made between a high men-
tal workload and a high emotional arousal. A deadline
at work triggers another form of stress than a fight
with your partner at home, without implying that one
of them is not an intensive form of stress.
3. TECHNOLOGY
In the Introduction, the potential benefit of EAT for human-
agent interaction was discussed. In Section 2, the variability
of F0 (SD F0) was introduced as a general measure for stress.
However, with EAT we stated to introduce a technology that
can be embedded in artificial agents to show, or at least
mimic, empathy. In this section, we will briefly explain the
processing pipeline (see Figure 2) that operationalized the
relation under investigation, as depicted in Figure 1.
The recordings can be done by a standard personal computer
and a microphone. On the one hand, these recordings can be
saved on the hard-disk of a computer and can incrementally
update a database of (labeled) recordings. On the other
hand, samples has to be processed directly to enable real
time empathic reactions of agents.
Let us now provide some technical specifications. As default,
a sample rate for the recordings of 44.1 kHz, mono-channel,
with a resolution of 16-bit, can be used. The standard win-
dows sound recorder or a program such as Cool Edit Pro
1.0 r© [27] can be used for the recording.
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Figure 2: The processing pipeline of the speech anal-
ysis program. Rounded boxes indicate processing
phases. The rectangular boxes denote the (prelimi-
nary) output of the several processing phases.
The F0 of stretches of speech can be easily determined, using
scripts for the program Praat 3.9.0 r© [5]. The program’s
scripting features provide the means to determine the mean,
median, standard deviation (SD), and the delta quantile of
95%-5% and of 90%-10% [29, 30], see Figure 2 and 3.
Please note that the scripting utility of Praat 3.9.0 r© can be
used for rapid testing and prototyping. However, as most
scripting languages, it impairs the processing speed. Hence,
to enable true real time processing, the complete processing
scheme has to be programmed in, for example, C. In the
latter programming language Praat 3.9.0 r© itself is also built.
Since it is an open source program, its components can be
reused.
4. EMBEDDING
In the previous sections, the processing scheme is introduced
for a speech analysis module (EAT). However, why is such
a module of interest in human-agent communication? On
the one hand, ubiquitous computing is promoted often re-
ferring to invisible computer systems; on the other hand,
some researchers advocate direct, almost natural, human-
like interaction between humans and computer devices; e.g.,
agents. See Shneiderman and Maes [25] for a discussion on
this topic. The EAT module can be applied in both forms
of communication, since for voice analysis no visual input
is required nor any other direct physiological interaction is
strictly needed.
4.1 Agents and Emotions
Various researchers have studied the (potential) relation-
ships between humans and artificial agents. Reeves and
Nass [20] provided a variety of evidence that assents the
social and emotional involvement of people who are in in-
teraction with various forms of media. The latter claim
was sustained by Tomlinson [35] who proposed a mechanism
based on emotion for agents to interact with each other and
with people. In addition, Friedman, Kahn, and Hagman [7]
showed that people are willing to get involved in relations
with robots.
Recently, Arbib and Fellous [1] stated that multi-agent team-
work in virtual organizations is improved when agents are
able to stimulate emotions since they would be more believ-
able to humans. Moreover, Arbib and Fellous [1] show that:
“emotions operate at many time scales and at many behav-
ioral levels” and that “there is no easy separation between
emotion and cognition”. Hence, emotions are of the utmost
importance in communication, both between humans and
between artificial agents and humans.
4.2 Levels of Information Processing
In human-agent interaction, three levels of information pro-
cessing have to be taken into account [1]. For each of these
levels, emotion is a factor of importance. These three levels
are:
1. a reactive system with fixed action patterns
2. a routine-based system, unconscious well-learned au-
tomatized activity
3. a reflective system of higher-order cognitive functions,
including meta-cognition, consciousness, self-reflection,
and full fledged emotions
But how to incorporate the EAT module in an agent frame-
work, which uses one or multiple of these levels of informa-
tion processing?
The EAT, as introduced in the previous sections, can be
incorporated in the architecture of an artificial agent. For
example, the synthetic character of the VICTEC empathic
agent [32] can be enriched, using the EAT module. The
EAT module can record speech, perceive its fundamental fre-
quency, and classify the emotion (see also Figure 2). In the
next subsection, we will discuss the incorporation of EAT in
an agent such as VICTEC.
4.3 EAT within an agent
First, we will sketch the relation between an agent (e.g., the
VICTEC agent) and EAT in general. Next, the implications
for each of the three levels of information processing will be
discussed.
The VICTEC agent perceives speech and consequently, per-
ceives emotion, see Figure 4.The agent incorporates a data-
base of emotions, with their expressions. In its memory, the
agent stores user templates, which can consist of semantic
classifications of behavior and their accompanying emotional
expressions. The emotional expressions that are of impor-
tance for EAT are the voice recordings. Given a baseline of
the voice of users, the relative intensity of verbal utterances
can be determined, using the SD F0.
A reactive agent can utilize the extracted SD F0 as follows.
Given an utterance that reveals tension, it can adapt its own
tone of voice so that it sounds more nice. In the case, the
voice reveals no high tension, it does not has to adapt its
utterances.
An agent that incorporates some routines can utilize more
complex behavior. It can, for example, construct adapted
phrases in combination with an adaption of tone of voice.
A true reflective agent takes the environment into account,
providing that it is able to utilize an ontology. It can react
on the user’s utterance in a way that is both suitable from a
semantic and syntactic point of view, using an appropriate
tone of voice. Moreover, it can use relevance feedback (e.g.,
through the voice) to adapt its ontology and consequently,
adapt its behavior.
5. DISCUSSION
This study examined the applicability of the variability of
the fundamental frequency of the voice (SD F0) as a mea-
sure for experienced tension. Based on existing empirical
literature, it was assumed that people’s stress triggers phys-
iological tension expressed by a (more) constant muscle ten-
sion. This (more) constant muscle tension is accompanied
by a lower variability in muscle tension, which will in turn
lead to a lower variability of the fundamental frequency of
the human voice [13, 22, 23, 28].
Figure 3: A recorded speech signal (bottom) and its pitch or fundamental frequency (F0) (top). See Figure 2
for the phase of processing of both visualizations.
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Figure 4: The overall agent architecture of the VICTEC empathic agent; adopted from [31].
A potential problem with the EAT, as introduced, is de-
scribed by the existing theoretical distinction of emotional
and emotive communication [15]. Emotional communication
is a type of spontaneous, unintentional leakage or bursting
out of emotion in speech, while emotive communication has
no automatic or necessary relation to “real” inner affective
states. Emotive communication is a strategic signaling of af-
fective information in speaking to interaction partners that
is widespread in interactions (see also [6]). It uses signal
patterns that differ strongly from spontaneous, emotional
expressions and can be both intentionally and unintention-
ally accessed [3]. It may be the difference between emotional
and emotive expressions is reflected in the difference in vari-
ability of the F0.
Another issue is the distinction between cognitive and emo-
tional stress. This problem is also known as the problem
of emotion specificity [11]. Emotion specificity distinguishes
cognitive stress, the information processing load placed on
the human operator while performing a particular task [14],
and emotional stress, the psychological and physiological
tension due to emotions triggered before or during the task.
Despite these two drawbacks, an increasing interest is present
in an indirect physiological measure that can be integrated
in agent systems, such as EAT. For example, in combat situ-
ations emotions play a crucial role. In training environments
for combat situations, the use of agents is already under in-
vestigation [31]. Agents can play the role of colleges or of
enemies. In combat situations, the emotional experiences
of the people involved are intense. Empathic team members
can mediate in the functioning of a group and, subsequently,
improve the group performance, where agents showing no
empathy at all can frustrate the team process.
6. CONCLUSION
Based on our findings, we suggest that future research should
focus on the development of a theoretical framework for
EAT, based on speech analysis [8, 36]. Such a framework
should be flexible enough to allow an incorporation of the
characteristics of each situation and individual, using sev-
eral objective (physiological) measures (such as the SD F0)
of psychological tension. It would make it possible to test
theoretical findings and adapt the theoretical framework on
the basis of new empirical results from clinical research. In
the last decade, several varieties of human behavior, were
already modeled, for example, by means of neural networks.
The incorporation of direct physiological measures (e.g., EMG
and EEG) are often applied; however, not easy from prac-
tical, technical, and financial points of view. Furthermore,
people feel uncomfortable when they are connected to all
kinds of machinery. EAT, on the other hand, does not lead
to discomfort and is suitable for human-agent interaction. It
requires only a small endeavor in the development of agents
to include EAT, which provides the agent with a powerful
additional feature: empathy.
The increasing attention toward speech-driven human-agent
communication illustrates the importance of EAT. The mea-
sure proposed in this paper, the variability of the fundamen-
tal frequency of the voice (SD F0), is an easy to integrate,
automatized, indirect, physiological measure. We have ar-
gued that EAT is useful for measuring the (intensity of) ex-
perienced emotions in people. As such it can, for example,
be a useful module for agents, providing it with empathy.
With that an important step is made toward true empathic
agents.
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