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Abstract— A new method of image segmentation based on building up
a hierarchical tree through non-linear scale-space is proposed. Non-linear
scale space creates from the original image the whole family of blurred im-
ages but keeps sharp region boundaries. This characteristic of preserving
edges turns out to be extremely useful in choosing a linking strategy through
scale.
Segmentation is realized in two stages. First, the set of blurred images of
the scale-space are split into a number of spatial regions composed of pixels
with similar intensity levels. Second, a parent-child linking between the re-
gions of successive layers is performed based on tracking level sets through
scale. Such process will generate a scale-space hierarchical tree that induces
a segmentation without a priori knowledge. Experimental results based on
natural images with respect to the hierarchy and segmentation are given.
Keywords— Scale-Space, PDE , unsupervised segmentation, edge detec-
tion, hierarchical tree.
I. INTRODUCTION
In the early stages of visual information processing, one of
the most fundamental and complex tasks is segmentation. Al-
though well posed, the segmentation problem still does not have
general solution. There exists a large number of image segmen-
tation techniques, however, most of them are based on local or
global analysis. The key point in our approach is the idea of
combining both of them. The segmentation technique addressed
in this project is strongly related to the multiresolution paradigm
that is the multiscale representation of the image. We attempt to
get a global view of an image by examining it at many different
scale levels.
In the recent years linear scale-space representations of im-
ages have received a lot of attention in the image processing
community as it turns out to be a suitable framework for tasks
like feature extraction, image restoration, noise removal, edge
detection as well as segmentation. The main advantage is that
this multiresolution techniques gives a deep and global knowl-
edge of an image structure.
The idea of multi-scale analysis using the properties of the
Gaussian scale space was introduced by Koenderink [1]. From
this, many attempts have been carried out to build up multi-
scale linking strategies, e.g by Vincken [2]. Lifshitz and Pizer
[3] extended Koenderink’s scheme [1] in order to build up the
so called extremum stack, mainly focusing on heuristics and the
performance of the algorithm. All those attempts strongly rely
on the main characteristics of linear scale-space which are not
promising for our approach. Our main idea is to track level sets
through scale-space, hence a suitable framework for us is given
by edge-preserving schemes. But linear scale-space has the in-
convenient property of blurring the ”semantically meaningful”
edges at coarser scale. One possibility to overcome this prob-
lem is to refer to the more general class of geometry-driven dif-
fusion schemes preserving the region boundaries being sharp.
Therefore our main idea is to use non-linear scale space in order
to segment grayscale images into regions of interest (meaning-
ful objects). In particular, we exploit the Total Variation (TV)
model [4] as a special case of anisotropic diffusion.
A segmentation algorithm has been proposed for exploiting
the structure of non-linear scale-space. As we blur the image,
the regions bordered by edges become uniform and the smaller
regions merge into larger ones at coarser scale. At a sufficiently
low level of resolution, the whole image becomes one region.
We attempt to construct a hierarchical tree that links all regions
within the same object into a single region at a certain scale
under a TV flow.
This paper is structured as follows. In section II a basic in-
troduction to Scale-Space is given.This leads to the multi-scale
hierarchy presented in section III. This section contains a de-
tailed description of the hierarchical algorithm used for the seg-
mentation of the image. At the end of this section, examples of
several results obtained using our new technique are presented.
We conclude the paper in section IV.
II. SCALE-SPACE
Linderberg [8] observed that objects in the world appear in
different ways depending on the scale of observation. He gives
as a simple example the concept of a branch of tree which makes
sense only at a scale from a few centimeters to at most a few
meters, while it is meaningless to discuss the tree concept at the
nanometer or kilometer level. Besides this multi-scale properties
of real-world objects, it is necessary to cope with the complex-
ity of unknown scenes and noise. Due to various degradation
sources like the noise from the image acquisition system or the
” salt-and-paper” noise that usually occurs due to communica-
tion channel transmission errors, the information within a single
image is not sufficient to obtain a reliable segmentation. There-
fore, in general, segmentation methods that operate on multi-
ple images, either connected in space or time, will improve the
final segmentation. This brings us to the conclusion that for a
deep understanding of the image structure, multi-resolution im-
2age representation is necessary.
One possible representation is to embed the image in a one-
parameter family of images. Starting from the data 	 , one
creates a family of images 
 , where t measures the ”scale”
or the ”time”, by setting 
 	 . This method de-
rives, from one image, a hole stack of images as it shown in Fig.
1.
Fig. 1. Scale-Space stack.
A one-parameter family of images can be generated on the
basis of many different principles. A possible derivation is the
linear diffusion equation:
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where  stands for the luminance of the image which depends
on the position  and the scale  . From (1) and from the con-
straint of using the convolution in order to generate the subse-
quent scale levels one finds that the unique kernel that satisfies
both is the Gaussian function:
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This idea of generating coarser resolution images by convolv-
ing the original image with the Gaussian kernel was introduced
by Witkin [9] and Koenderink [1] and the resulting structure is
known as linear, or Gaussian scale-space. Linear scale-space
representation has been studied in deep especially by Lindeberg
[10] and one of the most useful results is that this set of filters
enables to compute the derivatives of a discrete image.
But this scale-space technique blurs important image features
such as edges. In addition, it displaces the edges i.e., when mov-
ing from finer to coarser scales, it dislocates the edges. Since
our main idea is to exploit intraregion smoothing through scale-
space, we need an other technique that overcomes this major
drawback and encourages intraregion smoothing in preference
to interregion smoothing. It turns out that there exists a class
of partial differential equation (PDE) based methods that lend
themselves to fast numerical implementations. All of these are
nonlinear models and differ in the diffusion coefficient and/or
the diffusion term. A good description of these diffusion meth-
ods can be found in [11].
In this paper we used the total variation (TV) blurring and de-
noising method based on a variational problem with constraints
using the total variation (TV) norm [4] as a nonlinear differen-
tiable functional. The formulation of this model was introduced
by Rudin and Osher [4] and the main advantage is that their so-
lutions preserves edges very well. The detailed description of
the model can be found in [12]. Here we will just give explicit
numerical schemes for the 2D case:
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with 4  
ﬁ
>, being the original image. As t increases, we
approach to a blurred version of our image, and the effect of
the evolution should be edge detection and enhancement and
smoothing as can be seen in Fig. 2. TV flow was our choice for
building up a stack of blurred images because this method gives
a very simple, stable and explicit procedure with the choice of
parameters almost user-independent. Moreover, the implemen-
tation of this algorithm is quite simple and fast.
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Fig. 2. Scale-Space representation at different scale level.
Summarizing, the structure of images has a close relation with
the multi-scale representation which is a TV model in our exam-
ple. Such a representation is composed by the stack of succes-
sive blurred versions of the original data set at coarser scales
while preserving edges. The bigger the scale, the less informa-
tion referred to the local characteristics of the input data will
appear, but the general information such as edges will remain
through scales. Taking that into account, it is reasonable to think
that local and high resolution scale information can be related to
general and low resolution information. This will enable us to
obtain an image segmentation scheme.
III. SEGMENTATION ALGORITHM
As we already mentioned, TV flow equations perform intrare-
gion smoothing while maintaining the edge definition. There-
fore as we blur the image, smaller regions inside the object
3merge into larger one until it turns into a ”meaningful” object
at a certain level of resolution. We want to link all those regions
that become more and more uniform with respect to the scale di-
rection. The key idea is in the constitution of a hierarchical tree
under a TV flow that links all pixels within ”meaningful” object
into a single point.
By partition of a given image into regions with similar inten-
sity on each scale, we can link each region with the ”closest” one
on the next scale, and build up a hierarchical tree with each of its
nodes being a region. Regions at two subsequent scales can be
linked only if they overlap at least in one pixel and the intensity
difference is the smallest one among all the overlapping regions.
Therefore, we are able to define an object as partitions of the ini-
tial image that are connected to the same regions at some fixed
scale layer. In this way, the segmentation is obtained by group-
ing regions of the initial scale level corresponding to the same
region at some fixed scale  .
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Fig. 3. Linking strategy through the scale-space.
Using the algorithm previously proposed, for any given data
set, it is always possible to construct a hierarchical tree and
induce a segmentation. Here is the construction procedure to
implement the proposed hierarchical algorithm. The iterative
scheme works as follows:
SEGMENTATION ALGORITHM
Initialization Y 
1. Calculate an image 7Z of scale Y using equation 3.
2. Split the image of scale Y into regions [ Z]\ in such a way that
each region consists of neighboring pixels with intensity differ-
ence smaller than some predefined threshold ^ .
3. If Y<_  perform linking between regions of two subsequent
scales Y :
ﬃ
and Y . For every region at scale Y :
ﬃ
find the cor-
responding one at scale Y with the smallest intensity differences
with constrains of overlapping at least in one pixel.
4. Y  Y ;
ﬃ
.
5. If Y ` stop otherwise go to step 1.
In this way, a hierarchical tree is constructed with the scale
being the height. The head of each list corresponds to region on
the initial scale and its tail annihilates at a certain scale level

. The image is segmented by grouping the initial regions con-
nected to the same region at some fixed scale  . Segmentation
results are presented in figures 4 and 5. We obtained these fig-
ures by applying the segmentation algorithm at different scale
levels  . On the first image of Fig. 4 we can see some objects
due to the noise but as we continue linking through the scale,
those small objects merge into a bigger one. Obviously, as far as
we go through the scale we will have the segmented image with
less and less details. On the Fig. 5, we can see that if we stop our
algorithm at scale acb
ﬃ

, the hair, the face and the scarf are
still recognized as an objects but at dfe!g,h the hair is already
merged with the face and represents one object. Eventually, if
we perform linking up to ikj,e  , the hair, the face and the
scarf are merged into one object that represents a person.
Sufficiently good results have been obtained but some work
needs to be done to automatize some model parameters. Ob-
viously, the appropriate choice of the stopping scale parameter
 represents one difficulty. It can be chosen manually or if the
number of objects is known we can stop at the point when we
reach the predefined number of segments. Also one lack of this
approach is the choice of the intralevel threshold ^ used for con-
necting neighboring pixels into a region within a single layer.
Since this work is at a very preliminary stage, ^ was set up man-
ually but improvements can be done for an automatic selection
of the adaptive intralevel threshold.
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Fig. 4. Segmentation results obtained applying linking strategy up to different
level { of scale-space
IV. CONCLUSIONS
For the integration of low-level, pixel based local image fea-
tures to obtain a global object-based description we propose a
fine-to-coarse scale space tracking technique. For natural images
we show that non-linear scale-space tracking can be implicitly
implemented by tracking level sets through scale-space.
The aim of this paper is to combine the local and global anal-
yses of the image. The proposed approach exploites the proper-
ties of non-linear scale-space taking into account many different
resolution levels (global view) and gives the multi-scale linking
strategy which connects neighboring pixels (local view). Two
types of links are introduced to explore the deep structure of
non-linear scale-space:
Interlevel links connecting two successive layers of non-linear
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Fig. 5. Segmentation results obtained applying linking strategy up to different
level { of scale-space
scale-space stack.
Intralevel links connecting neighboring pixels within a layer.
Therefore, useful PDE based edge-preserving methods provide
a natural framework for scale-space tracking and induce seg-
mentation without a priori knowledge.
Experimental results obtained by applying proposed algo-
rithm are sufficiently good without any post-processing activity.
Moreover, the proposed algorithm has some major advantages:
 The model is based on PDE methods that lend themselves to
fast and stable numerical implementations.
 The technique gains a global view of the image by considering
a multi-scale representation of it.
 The segmentation algorithm is simple in terms of implemen-
tation and computationally inexpensive.
 Since at each iteration we only work with two successive im-
ages of scale-space layers, storing the whole stack of images is
avoided and just a small amount of memory is needed.
Since our research is at a very preliminary phase, we con-
sider that the results are very promising and very likely to be
improved. In addition, our future efforts will be focused on the
automatic selection of model parameters and on a j, imple-
mentation of our algorithm. Also, for the future work it would
be interesting to apply the proposed segmentation algorithm on
the other geometry-driven edge-preserving diffusions such as
Beltrami Operator [5], Min/Max flow [6] and Affine Invariant
Gradient Flow [7].
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